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Abstract
Concrete domains, especially those that allow to compare features with nu-
meric values, have long been recognized as a very desirable extension of descrip-
tion logics (DLs), and significant efforts have been invested into adding them to
usual DLs while keeping the complexity of reasoning in check. For expressive
DLs and in the presence of general TBoxes, for standard reasoning tasks like con-
sistency, the most general decidability results are for the so-called ω-admissible
domains, which are required to be dense. Supporting non-dense domains for fea-
tures that range over integers or natural numbers remained largely open, despite
often being singled out as a highly desirable extension. The decidability of some
extensions of ALC with non-dense domains has been shown, but existing results
rely on powerful machinery that does not allow to infer any elementary bounds
on the complexity of the problem. In this paper, we study an extension of ALC
with a rich integer domain that allows for comparisons (between features, and be-
tween features and constants coded in unary), and prove that consistency can be
solved using automata-theoretic techniques in single exponential time, and thus
has no higher worst-case complexity than standard ALC. Our upper bounds apply
to some extensions of DLs with concrete domains known from the literature, sup-
port general TBoxes, and allow for comparing values along paths of ordinary (not
necessarily functional) roles.
1 Introduction
Concrete domains, especially those allowing to compare features with numeric val-
ues, are a very natural and useful extension of description logics. Their relevance was
recognized since the early days of DLs [4], and they arise in all kinds of application
domains. Identifying extensions of DLs that keep the complexity of reasoning in check
has been an ever present challenge for the DL community, and major research efforts
have been devoted to that goal, see [17] and its references. The best-known results so
far are for the so-called ω-admissible domains which, among other requirements, must
be dense. Decidability and tight complexity results have been established for several
expressive DLs extended with ω-admissible domains based on the real or the rational
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numbers. However, non-dense numeric domains with the integer or natural numbers
are not ω-admissible, and supporting them has been often singled out as an open chal-
lenge with significant practical implications [16, 17].
To our knowledge, there are two decidability results for extensions of ALC with
non-dense domains based on the integer numbers Z. For some domains that support
comparisons over the integers, decidability can be inferred from results on fragments
of CTL∗ with constraints [7]. More recently, Carapelle and Turhan [10] proved decid-
ability for concrete domains that have the so-called EHD-property (for existence of a
homomorphism is definable), which applies in particular to Z with comparison rela-
tions like ‘=’ and ‘<’. However, neither of these works allow to infer any elementary
bounds on the complexity of reasoning. The former result applies the theory of well-
quasi-orders to some dedicated graphose inequality systems. The latter result reduces
the satisfaction of the numeric constraints to satisfiability of a formula in a powerful
extension of monadic second order logic with a bounding quantifier, which has been
proved decidable over trees [6]. In both cases, the machinery stems from formalisms
stronger than ALC, and yields little insight on what is the additional cost of the con-
crete domain.
In this paper we propose an automata-theoretic algorithm tightly tailored for the
DL ALCFP(Zc), an extension of ALCF with a domain based on Z that follows the
work of Carapelle and Turhan [10]. Not only do we obtain the first elementary com-
plexity upper bounds, but in fact we obtain the best results that we could have hoped
for: satisfiability is decidable in single exponential time, and thus not harder than for
plain ALC. The upper bound also applies to other approaches to concrete domains,
and it extends to some domains over the real numbers that include unary predicates
for asserting that some numbers must be integer or natural. Crucially, our setting ac-
commodates general TBoxes, and allows to access the concrete domain along arbitrary
paths of ordinary roles, and not only of functional ones. To our knowledge, this is the
first decidability result with both of these features, even for ω-admissible domains.
Our upper bound is obtained using automata-theoretic techniques. Concretely, we
rely on a suitable notion of the tree model property, and build a non-deterministic au-
tomaton on infinite trees that accepts representations of models of the input. The key
challenge in the presence of TBoxes comes from verifying whether an assignment of
integer values along infinite paths exists. While an infinite path of ever increasing or
ever decreasing values always exists, unsatisfiability of non-dense domains can arise
from requiring an infinite number of integers that are larger than some integer and
smaller than another. However, identifying that a given input enforces an infinite se-
quence of integers between two bounds may require us to identify, for example, if two
infinite paths in the model meet at ever increasing distances. It is far from apparent
how to detect this kind of very non-local behavior in standard automata, and we could
not identify an automata-verifiable condition that precisely characterizes it. Instead, we
use a condition similar to the one proposed for constraint LTL by Demri and D’Souza
in [11], which is necessary on all trees, and sufficient on regular ones, and appeal to
Rabin’s theorem to obtain a sound and complete satisfiability test. Some proofs are
omitted from the body of the paper, and can be found in the appendix.
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Related work The first DLs with concrete domains were introduced by Baader and
Hanschke [4], where concrete values are connected via paths of functional roles, often
called feature paths. They showed that pure concept satisfiability is decidable for con-
crete domains D that are admissible, that is, satisfiability of conjunctions of predicates
from D is decidable, and its predicates are closed under negation. Generalizations
of this result and tight complexity bounds for specific settings were obtained in the
following years. For example, concept satisfiability is PSPACE-complete under certain
assumptions [18]. Adding acyclic TBoxes increases the complexity to NEXPTIME, and
general TBoxes easily result in undecidability [20]. It remains decidable if the paths
to concrete domains are restricted to single functional roles [14]. Lutz also studied
specific concrete domains, for example for temporal reasoning [19], and summarized
key results in a survey paper [17].
Later research relaxed the requirements on the concrete domain, and the most gen-
eral results so far are for extensions of ALC(C) with ω-admissible domains, where
concept satisfiability w.r.t. to general TBoxes remains decidable [21]. However, this
and related results assume two key restrictions that we relax in our work: the concrete
domain is dense, and only functional roles occur in the paths connecting to the concrete
domains. Both restrictions are also present in Q-SHIQ, an extension of SHIQ with
comparison predicates over the rational numbers, for which concept satisfiability w.r.t.
general TBoxes is EXPTIME-complete. The logic we consider is closely related to Q-
SHIQ. It includes the ALCF fragment of Q-SHIQ, but additionally allows us to
replace the rational numbers by integers or naturals. Our EXPTIME upper bound also
applies to the extension of Q-SHIQ with an int or nat predicate to make only some
values integer or natural, and, under certain restrictions, to its extension with arbitrary
role paths.
Concerning the latter extension, already the seminal work of Baader and Hanschke
[4] points out the potential usefulness of allowing referral to the concrete domains also
along paths of regular roles, but this easily results in undecidability. For example,
such an extension of ALC known as ALCFP(D) is undecidable for any so-called
arithmetic domain D [20]. However, Zc and its analogue over the real numbers Rc
are not arithmetic, and the corresponding DLsALCFP(Zc) andALCFP(Rc) do not
seem to have been studied before. By encoding these logics into ALCFP(Zc) and
ALCFP(Rc), we prove that their satisfiability problem is decidable and obtain upper
complexity bounds (which are tight under some restrictions).
Finally, we remark that the extensions of DLs with concrete domains that we con-
sider here are closely related to constraint temporal logics. Our logic ALCFP(Zc)
subsumes constraint LTL as defined in [11], whose satisfiability problem is PSPACE
complete. It is in turn subsumed by constraint CTL∗, and more specifically, by a frag-
ment of it called CEF+ in [7], which unlike full CTL∗, has a decidable satisfiability
problem, but for which no tight complexity bounds are known. Although much of the
work on concrete domains in the last decade has focused on lightweight DLs like DL-
Lite (e.g. [3, 23, 25, 1]), some advances in the area of constraint CTL [9] have inspired
the study of expressive extensions that had long remained an open problem, like the
ones considered here [10].
3
2 The ALCFP(Zc) description logic
The DL ALCFP(D) was introduced by Carapelle and Turhan [10] for arbitrary do-
mains D. Here we instantiate this DL with the concrete domain Zc that is defined as
Z equipped with the standard binary equality and comparison relations ‘=’ and ‘<’, as
well as a family of unary relations for comparing with an integer constant.
Definition 1 (Syntax ofALCFP(Zc)). Let Reg be a countably infinite set of registers
(also known as concrete features). A register term is an expression of the form Skx,
where x ∈ Reg and k ≥ 0 is an integer. An atomic constraint is an expression of
the form (i) t = t′, (ii) t < t′, or (iii) t = c, where t, t′ are register terms, and
c ∈ Z. A (complex) constraint Θ is an expression built from atomic constraints using
the Boolean connectives ¬,∧ and ∨. The depth of Θ (in symbols, depth(Θ)) is the
maximal d such that some register term Sdx appears in Θ.
Let NC and NR be countably infinite sets of concept and role names, respectively.
We further assume an infinite set NF ⊆ NR of functional role names. A role path P is
any finite sequence r1 · · · rn of role names, with n ≥ 0. We use |P | to denote the length
of P , i.e. |P | = n. Note that the empty sequence is also a role path, which we denote
with .
ALCFP(Zc) concepts are defined as follows:
C := A | ¬C | (C u C) | ∃r.C | ∃P.JΘK
where A ∈ NC, r ∈ NR, P is a role path, and Θ is a constraint with depth(Θ) ≤ |P |.
We use C unionsq D as an abbreviation of ¬(¬C u ¬D), and ∀r.C as an abbreviation of
¬∃r.¬C. Moreover, we use ∀P.JΘK instead of ¬∃P.J¬ΘK. Concepts of the form D =
∃P.JΘK and D = ∀P.JΘK are called path constraints, and we let depth(D) = |P |.
A TBox T is any finite set of axioms, where each axiom has the form C v D for
some concepts C and D.
(Plain) ALCF concepts and TBoxes are defined as in ALCFP(Zc) but do not
allow path constraints.
We can now define the semantics of the considered DL.
Definition 2 (Semantics). An interpretation is a tuple I = (∆I , ·I , β), consisting of a
non-empty set ∆I (called domain), a register function β : ∆I×Reg→ Z, and a (plain)
interpretation function ·I that assigns CI ⊆ ∆I to every concept name C ∈ NC, rI ⊆
∆I ×∆I to every role name r ∈ NR. We further require that {(v, v′), (v, v′′)} ⊆ rI
implies v′ = v′′ for all r ∈ NF. Role paths denote tuples of elements. For a role path
r1 · · · rn, we define (r1 · · · rn)I as the set of all tuples (v0, . . . , vn) ∈ ∆n+1 such that
(v0, v1) ∈ rI1 , . . . , (vn−1, vn) ∈ rIn .
For an interpretation I and a tuple ~v = (v0, . . . , vn) of elements in ∆I , we define
the following, where θ ∈ {=, <} and c ∈ Z:
• I, ~v |= θ(Six, Sjy) iff β(vi, x)θβ(vj , y);
• I, ~v |= Six = c iff β(vi, x) = c;
• I, ~v |= Θ1 ∧Θ2 iff I, ~v |= Θ1 and I, ~v |= Θ2;
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• I, ~v |= Θ1 ∨Θ2 iff I, ~v |= Θ1 or I, ~v |= Θ2;
• I, ~v |= ¬Θ iff I, ~v 6|= Θ.
Now the function ·I is extended to complex concepts as follows:
• (¬C)I = ∆I \ CI and (C uD)I = CI ∩DI ,
• (∃r.C)I = {v | (v, v′) ∈ rI , v′ ∈ CI}, and
• (∃P.JΘK)I = {u | (u,~v) ∈ P I and I, (u,~v) |= Θ}.
An interpretation I is a model of a TBox T , if CI ⊆ DI for all C v D ∈ T . We
say that a concept C is satisfiable w.r.t. T if there is a model I of T with CI 6= ∅.
Example 1. The TBox with the axiom > v ∃r.JS0x < S1xK enforces an infinite
chain of objects whose x registers store increasing integer values. This witnesses that
ALCFP(Zc) does not enjoy the finite model property.
Tree model property The automata-based techniques we employ in this paper rely
on the tree model property of ALCFP(Zc). We recall the definition of tree-shaped
models (cf. [10]). For n ≥ 1, let [n] = {1, . . . , n}. We say I = (∆I , ·I , β) is
tree-shaped if ∆I = [n]? for some n ≥ 1, and for every u, v ∈ ∆I , we have that
(u, v) ∈ rI for some r ∈ NR iff v = uγ for some γ ∈ [n]. Let γ1, . . . , γk ∈ [n]. If
uγk ∈∆I , we call u the parent of uγk, and if v = uγ1 · · · γk ∈∆I , we call u the k-th
ancestor of v. Such I is called an n-tree (interpretation).
The following theorem will allow us to focus on n-trees for our technical develop-
ments:
Theorem 3 (Carapelle and Turhan, [10]). Let Cˆ, Tˆ be in negation normal form, where
d is the maximal depth of an existential path constraint in Cˆ or Tˆ , and e the number of
existentially quantified subconcepts in Cˆ or Tˆ . If Cˆ is satisfiable w.r.t. Tˆ , then it has an
n-tree model where n = d · e.
3 A tight upper bound for satisfiability
In this section we present our main result: an algorithm for deciding ALCFP(Zc)
concept satisfiability w.r.t. to general TBoxes in single exponential time. The algorithm
uses automata on infinite trees, and reduces the satisfiability test to the emptiness of a
suitable automata. But first we bringALCFP(Zc) concepts and TBoxes into a simpler
shape that facilitates the later developments.
3.1 Atomic normal form
Here we go from a concept C′ and TBox T ′ in general form to equisatisfiable Cˆ and
Tˆ in atomic normal form, where the path constraint are of length 1 and the register
constraints are atomic. This conversion relies on the tree model property of ALCFP
and on Zc being negation-closed. That is, the negation of an atomic relation can be
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expressed without negation via other relations; for < and = negation can be removed
using only one disjunction, and for = c negation can be removed using one conjunction
with one disjunction and one fresh register name.
Definition 4 (Atomic normal form). An ALCFP(Zc)-concept is in atomic normal
form (ANF) if for every ∃P.JΘK and ∀P.JΘK that appears in it, Θ is an atomic con-
straint and |P | ≤ 1. A TBox T is in ANF if the TBox-concept dCvD∈T (¬C unionsqD) is
in ANF.
Lemma 5. Let C′ and T ′ be a concept and a TBox in ALCFP(Zc). Then C′ and T ′
can be transformed in polynomial time into C and T in ANF such that C is satisfiable
w.r.t. T iff C′ is satisfiable w.r.t. T ′.
Proof sketch. We can convert C′ and T ′ to negation normal form and then remove
negation from atomic constraints using ∧, ∨, and at most one fresh register name per
constraint, all in linear time. Therefore we assume that C′ and T ′ are negation free.
Next, relying on the tree model property, we copy at each node u the registers of its
ancestors that may occur in the same constraints as u’s own registers. For this we
propagate the register values of the ancestors one step at a time with axioms
> v ∀r.JS1xki,P = S0xk−1i,P K
We define a TBox Tprop that contains such an axiom for each appropriate role name r
and (fresh) register names associated with role paths P and depth k of path constraints
used in C′ and T ′. Note that along every path P , the TBox Tprop propagates values into
copy-registers associated with all paths appearing in C′ or T ′, not just into the copy-
registers associated with P . We will later restrict our attention to the relevant registers
depending on context. The following claim is proved with a straightforward inductive
construction:
Claim 6. Every tree model of C′ w.r.t. T ′ ∪ Tprop contains a tree model of C′ w.r.t.
T ′, and every tree model of C′ w.r.t. T ′ can be expanded to a tree model of C′ w.r.t.
T ′ ∪ Tprop.
For a role path P and an atomic constraint Θ, let loc(Θ, P ) denote the constraint
obtained from Θ by replacing each occurrence of Sjx0i with S
0x
|P |−j
i,P . In the next
step, we create some “test” concept names and axioms that will allow to check whether
a given constraint is satisfied in a certain path in a tree model. For each (sub)constraint
Θ and a role path P that appear in C′ or T ′, take a fresh concept name TP,Θ and add to
a TBox Tloc the following axioms (recall that C′ and T ′ are negation free):
(A1) TP,Θ ≡ TP,Θ1 u TP,Θ2 if Θ = Θ1 ∧Θ2
(A2) TP,Θ ≡ TP,Θ1 unionsq TP,Θ1 if Θ = Θ1 ∨Θ2
(A3) TP,Θ ≡ ∃Jloc(Θ, P )K if Θ is an atomic constraint.
We make two claims about combining Tprop with Tloc. The first is that we can continue
expanding the initial tree model:
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Claim 7. Every tree model of C′ w.r.t. T ′ ∪Tprop can be expanded to a tree model of C′
w.r.t. T ′ ∪Tprop ∪Tloc, and every tree model of C′ w.r.t. T ′ ∪Tprop ∪Tloc is a tree model
of C′ w.r.t T ′ ∪ Tprop.
The above claim follows by induction on Θ. Next, we claim that Tprop∪Tloc indeed
relates the satisfaction of path constraints to membership in the test concepts:
Claim 8. Let J be a tree model of Tprop ∪ Tloc, and let P be a role path and Θ a
constraint appearing in C′ or T ′. Then it holds that
1. J contains a P -path e0, . . . , e|P | and if e|P | ∈ TJP,Θ, then the path e0, . . . , e|P |
satisfies Θ in J ;
2. if J contains a P -path e0, . . . , e|P | that satisfies Θ, then e|P | ∈ TJP,Θ.
Now we are ready to rewrite C′ and T ′ into ANF using the locally available copy-
registers and the test concept names; Given a concept D and a role path P = r1 · · · rn,
we write ∃P.D as shorthand for ∃r1(∃r2(· · · (∃rn.D) · · · )), and similarly for ∀P.D.
Let C and T ∗ be obtained from C′ and T ′, respectively, by replacing every concept
∃P.JΘK by ∃P.TP,Θ and every ∀P.JΘK by ∀P.TP,Θ. Our desired normalization is C
equipped with the TBox T = T ∗ ∪ Tprop ∪ Tloc.
Given a tree model of C′ w.r.t. T ′, by chaining Claim 6 and Claim 7, we get a tree
model J of C′ w.r.t. T ′ ∪ Tprop ∪ Tloc, and by applying Claim 8 we get that
(∃P.JΘK)J = (∃P.TP,Θ)J , (∀P.JΘK)J = (∀P.TP,Θ)J
Hence J is also a tree model of C w.r.t. T .
Given a tree model J of C w.r.t. T , again by applying Claim 8 we get that J is also
a tree model of C′ w.r.t. T ′ ∪ Tprop ∪ Tloc (and in particular w.r.t. T ′).
3.2 Abstractions and constraint graphs
To check satisfiability of C w.r.t. T , we follow the approach of [10] and split the task
into two checks: a satisfiability check for an abstracted version of T , C, which is in
plain ALCF , and an embeddability check for so-called constraint graphs. We recall
the definitions of abstracted ALCFP(Zc) concepts and constraint graphs from [10],
adapted to our context.
Definition 9 (Abstraction). Consider a path constraint E = ∃r.JΘK, where Θ is an
atomic constraint. Let B ∈ B be a fresh concept name, which we call the placeholder
of Θ. The abstraction of E is defined as
Ea = ∃r.B
The abstraction of a universal path constraint E′ = ∀r.JΘ′K is analogous. If r = ,
then the abstraction is simply B.
The abstractions of concepts and TBoxes given in ANF are the (plainALCF) con-
cepts and TBoxes obtained by replacing all path constraints with their abstracted ver-
sions.
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Theorem 2. Let (V, E , I) be finite enriched system of linear
inequalities in which all constants and coefficients are in
{0,±1, . . . ,±a}. If (V, E , I) has a solution over N⇤, then
it also has a solution over N⇤ where all finite values are
bounded by (|V |+ |I|+ |E|) · ((|E|+ |I|) · a)2(|E|+|I|)+1.
Proof sketch. In order to decide the existence of a solution
over N⇤ to an enriched system of linear inequalities (V, E , I)
we can construct a set of (ordinary) linear inequality systems
and check whether at least one of them has a solution over
N⇤. Such a solution is also a solution of (V, E , I). Each one
of these systems is of the form (V, E [ Eˆ), where Eˆ is built by
adding to it either y1+· · ·+ym  0 or x1+· · ·+xn > 0, for
each implication y1+ · · ·+ym  0 =) x1+ · · ·+xn > 0
in I . Thus, to solve each one of these systems it is enough
to consider the solutions whose finite values are bounded by
(|V |+ |Eˆ [ E|) · ((|E [ Eˆ |) · a)2(|E[Eˆ|)+1. The result follows
from the fact that |Eˆ | = |I|.
For the given system S, let the number of constants in
Cst be d and let the arity of Var, Iq, and Im be lv, le and
li, respectively. Then S has at most dlv different variables,
at most dle different inequalities and at most dli different
implications. In view of Theorem 2 and under the assumption
that at least one of lv, le, li   1, in order to determine whether
S has a solution it suffices to consider the solutions whose
finite values do not exceed 2d
2(lv+le+li) . The maximum finite
value obtainable by adding up the variables in the system is
thus bounded by 2d
3(lv+le+li) .
Let l = (lv + le + li). To represent the value 2d
3l
using a
binary encoding of integers, we would need d3l bits, which
would make the translation exponential. Thus, we encode
the address of these d3l bits as a string of length 3l over the
constants in Cst. To encode the values of the variables, we
use a lv + 3l + 1-ary predicate Val, with (~x, ~z, b) 2 Val if
the bit encoded by the string ~z 2 Cst3l in the value of the
variable encoded by ~x has the value b.
The PT ,⌃sol guesses the value of each variable and checks
whether the guess is a valid solution to the system. The
guessing part is rather straightforward. To accommodate
infinite values, in addition to constants 0 and 1, we assume
a special constant @. We use the relation ExtBit to store
these constants. Further, we write Csti(x1, . . . , xi) as an
abbreviation for Cst(x1), . . .Cst(xi), for i   1. We first
guess whether a variable has a finite or an infinite value:
Fin(~x) Var(~x),not Inf(~x) Inf(~x) Var(~x),not Fin(~x)
If a variable is assigned an infinite value, each bit is set to @:
Val(~x, ~z,@) Var(~x), Inf(~x),Cst3l(~z)
Otherwise, we guess its value bit by bit. However, we only
guess the first d2l bits and set the rest to 0. This ensures that
we have enough free bits to accommodate addition.
Val(~x, ~z0, ~z, 0) Var(~x), Fin(~x),Cst3l(~z0),
Cst2l(~z),not Firstl(~z0)
Val(~x, ~z, 0) Var(~x), Fin(~x),Cst3l(~z),not Val(~x, ~z, 1)
Val(~x, ~z, 1) Var(~x), Fin(~x),Cst3l(~z),not Val(~x, ~z, 0)
The checking part of PT ,⌃sol consists of the rules that, for each
inequality in the system, calculate the LHS and the RHS
and compare them. The idea is to compute the LHS (resp.
RHS) of the inequalities incrementally, by iterating through
the variables and at each iteration storing the result of adding
up all the variables considered so far that occur on the LHS
(resp. RHS). In order to iterate through the variables we need
to define a linear order over them. We guess a linear order
over the constants in Cst using the predicate LEQ1 denoting
that a constant is less than or equal to another constant:
LEQ1(x, x) Cst(x)
LEQ1(x, y) Cst2(x, y),not LEQ1(y, x)
 Cst3(x, y, z), LEQ1(x, y), LEQ1(y, z),not LEQ1(x, z)
From the guessed order, we can extract the successor relation
stored using the predicate Succ1 as well as the first and the
last constant w.r.t. to the order, stored using the predicates
First1 and Last1, respectively. Next, we lift the order to
strings over Csti, i = 1, . . . 3l. These rules are standard
and can be found in, e.g., (Dantsin et al. 2001). Finally, not
every string over Cstlv represents a variable in S . There are
different ways of ensuring that we only consider the actual
variables. We use the linear order above to define a successor
relation over the variables in the 2lv-ary relation SuccV.
Next, we add the facts and rules that define bit-by-bit
addition of binary numbers. To this end, we use a 6-ary
predicate Add, where (x, y, z, c, r) 2 Add if the result of
adding bits x, y, and z is bit r with the carry c. As these
rules are standard, we omit them here. We also add rules to
support addition with infinite values that do the following: If
any of the bits we are adding up is set to @, we set both the
result and the carry to @. We are now ready to calculate and
compare the RHS and the LHS of the inequalities. We only
present the rules for LHS (RHS defined analogously). To
store the intermediate results, we use a (le + lv +3l+1)-ary
predicate UptoL. Intuitively, the tuple (~y, ~x, ~z, b) 2 UptoL
if, for the LHS of inequality ~y, the ~z-th bit in the sum of
variables up until ~x has the value b. We do this until we reach
the last variable. When performing the addition, at each step
we need to mark the value of the carry bit. For this we use the
(le + lv + 3l + 1)-ary predicate CarryL, where (~y, ~x, ~z, c) 2
CarryL if adding up the bit at the position ~z of the variable ~x
and the intermediate result obtained so far results in a carry
bit with the value c. This bit needs to be taken into account
when adding up the bits at the next position.
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z), not IqL1(~y)
UptoL(~y, ~x, ~z, 1) Iq(~y), FirstV(~x), First3l(~z), IqL1(~y)
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z),
IqL1(~y),not First
3l(~z)
CarryL(~y, ~x, ~z, 0) Iq(~y),Var(~x),Cst3l(~z), First3l(~z)
UptoL(~y, ~x, ~z, b) UptoL(~y, ~x0, ~z, b),SuccV(~x0, ~x),
not IqL(~y, ~x)
Theorem 2. Let (V, E , I) be finite nriched system of linear
inequalities in which all constants and coefficients are in
{0,±1, . . . ,±a}. If (V, E , I) has a solution over N⇤, then
it also has a solu ion over N⇤ where all finite values are
bounded by (|V |+ |I|+ |E|) · ((|E|+ |I|) · a)2(|E|+|I|)+1.
Proof sketch. In order to decide the existence of a solution
over N⇤ to an enriched system of linear inequalities (V, E , I)
we can construct a set of (ordinary) linear inequality systems
and check whether at least one of them has a solution over
N⇤. Such a solution is also a solution of (V, E , I). Each one
of these systems is of the form (V, E [ Eˆ), where Eˆ is built by
adding to it either y1+· · ·+ym  0 or x1+· · ·+xn > 0, for
each implication y1+ · · ·+ym  0 =) x1+ · · ·+xn > 0
in I . Thus, to solve each one of these systems it is enough
to consider the solutions whose finite values are bounded by
(|V |+ |Eˆ [ E|) · ((|E [ Eˆ |) · a)2(|E[Eˆ|)+1. The result follows
from the fact that |Eˆ | = |I|.
For the given system S, let the number of constants in
Cst be d and let the arity of Var, Iq, and Im be lv, le and
li, respectively. Then S has at most dlv different variables,
at most dle different inequalities and at most dli different
implications. In view of Theorem 2 and under the assumpti
that at least one of lv, le, li   1, in order to d termine whet
S has a solution it suffices to consider the solutions wh s
finite values do not exceed 2d
2(lv+le+li) . The maximum finite
value obtainable by adding up the variables in the system is
thus bounded by 2d
3(lv+le+li) .
Let l = (lv + le + li). To represent the value 2d
3l
using a
binary encoding of integers, we would need d3l bits, which
would make the translation exponential. Thus, we encode
the address of these d3l bits as a string of length 3l over th
constants in Cst. To encode the values of the variables, we
use a lv + 3l + 1-ary predicate Val, with (~x, ~z, b) 2 Val if
the bit encoded by the string ~z 2 Cst3l in the value of the
variable encoded by ~x has the value b.
The PT ,⌃sol guesses the value of each variable and checks
whether the guess is a valid solution to the system. The
guessing part is rather straightforward. To accommodate
infinite values, in addit on t constants 0 and 1, we assum
a special constant @. We use the relation ExtBit to store
these constants. Further, we write Csti(x1, . . . , xi) as an
abbreviation for Cst(x1), . . .Cst(xi), for i   1. We first
guess whether a variable has a finite or an infinite value:
Fin(~x) Var(~x),not Inf(~x) Inf(~x) Var(~x),not Fin(~x)
If a variable is assigned an infinite value, each bit is set to @:
Val(~x, ~z,@) Var(~x), Inf(~x),Cst3l(~z)
Otherwise, we guess its value bit by bit. However, we only
guess the first d2l bits and set the rest to 0. This ensures that
we have enough free bits to accommodate addition.
Val(~x, ~z0, ~z, 0) Var(~x), Fin(~x),Cst3l(~z0),
C t2l(~z),not Firstl(~z0)
Val(~x, ~z, 0) Var(~x), Fin(~x),Cst3l(~z),not Val(~x, ~z, 1)
Val(~x, ~z, 1) Var(~x), Fin(~x),Cst3l(~z),not Val(~x, ~z, 0)
The checking part of PT ,⌃sol consists of the rules that, for each
inequality in the system, calculate the LHS and the RHS
and compare them. The idea is to compute the LHS (resp.
RHS) of the inequalities incrementally, by iterating through
the variables and at each iteration storing the result of adding
up all the variables considered so far that occur on the LHS
(resp. RHS). I order to itera e through the variables we need
to define a linear order over them. We guess a lin ar order
over the constants in Cst using the predicate LEQ1 denoting
that a constant is less than or equal to another constant:
LEQ1(x, x) Cst(x)
LEQ1(x y  Cst2 ),not LEQ1(y, x)
 Cst3(x, y, z), LEQ1(x, y), LEQ1(y, z),not LEQ1(x, z)
From the guessed order, we can extra t the successor relation
stored using the predicate Succ1 as well as the first and the
last constant w.r.t. to the order, stored using the predicates
First1 and Last1, respectively. Next, we lift the order to
strings over Csti, i = 1, . . . 3l. These rules are standard
and can be found in, e.g., (Dantsin et al. 2001). Finally, not
every string over Cstlv represents a variable in S . There are
different ways of ensuring that we only consider the actual
variables. We use th linear order above to define a succ ssor
relation over the variables in the 2lv-ary rel tion SuccV.
Next, we add the facts and rules that define bit-by-bit
addition of binary numbers. To this end, we use a 6-ary
predicate Add, where (x, y, z, c, r) 2 Add if the result of
adding bits x, y, and z is bit r with the carry c. As these
rules are standard, we omit them here. We also add rules to
support addition with infinite values that do the following: If
any of the bits we are addi g up is set to @, we set both the
result and the carry to @. We are now ready o calculate and
compare the RHS and the LHS of the inequalities. We only
present the rules for LHS (RHS defined analogously). To
store the intermediate results, we use a (le + lv +3l+1)-ary
predicate UptoL. Intuitively, the tuple (~y, ~x, ~z, b) 2 UptoL
if, for the LHS of inequality ~y, the ~z-th bit in the sum of
variables up until ~x has the value b. We do this until we reach
the last variable. When performing the addition, at each step
we need to mark the value of the c rry bit. For this we use the
(le + lv + 3l + 1)-ary predicate CarryL, where (~y, ~x, ~z, c) 2
CarryL if adding up the bit at the position ~z of the variable ~x
and the intermediate result obtained so far results in a carry
bit with the value c. This bit needs to be taken into account
when adding up the bits at the next position.
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z), not IqL1(~y)
UptoL(~y, ~x, ~z, 1) Iq(~y), FirstV(~x), First3l(~z), IqL1(~y)
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z),
IqL1(~y),not First
3l(~z)
CarryL(~y, ~x, ~z, 0) Iq(~y),Var(~x),Cst3l(~z), First3l(~z)
UptoL(~y, ~x, ~z, b) UptoL(~y, ~x0, ~z, b),SuccV(~x0, ~x),
not IqL(~y, ~x)
Theorem 2. Let (V, E , I) be finite enriched system of linear
inequalities in which all constants and coefficients are in
{0,±1, . . . ,±a}. If (V, E , I) has a solution ove N⇤, th n
it also has a solution over N⇤ where all finite values are
bounded by (|V |+ |I|+ |E|) · ((|E|+ |I|) · a)2(|E|+|I|)+1.
Proof sketch. In order to decide the existence of a solution
over N⇤ to an enriched system of linear inequalities (V, E , I)
we can construct a set of ( rdinary) linear inequality systems
and check whether at least one of them has a solution over
N⇤. Such a solutio is also a solution of (V, E , I). Each one
of these systems is of the form (V, E [ Eˆ), where Eˆ is built by
adding to it either y1+· · ·+ym  0 or x1+· · ·+xn > 0, for
each implication y1+ · · ·+ym  0 =) x1+ · · ·+xn > 0
in I . Thus, to solve each one of these systems it is enough
to consider the solutions whose finite values are bounded by
(|V |+ |Eˆ [ E|) · ((|E [ Eˆ |) · a)2(|E[Eˆ|)+1. The result follows
from the fact that |Eˆ | = |I|.
For the given syste S, let the number of constants in
Cst be d and let the arity of Var, Iq, and Im be lv, le and
li, respectively. Then S h s at most dlv different variables,
at most dle differ nt in qualiti s and at most dli different
implications. In view of Theorem 2 a d nder the assumption
that at least one of lv, le, li   1, in order to determine whether
S has a solution it suffices to consider the solutions whose
finite values do not excee 2d
2(lv+le+li) . Th maximum finite
value obtainable by adding up the variables in the system is
thus bounded by 2d
3(lv+le+li) .
Let l = (lv + le + li). To rep esent the value 2d
3l
using
binary encoding of integers, we would need d3l bits, which
would make the translati n exponential. Thus, we encode
the address of these d3l b ts a a ring of length 3l over the
constants in Cst. To encode the v lues of the variabl s, w
use a lv + 3l + 1-ary predicate Val, with (~x, ~z, b) 2 Val if
the bit encoded by the str ng ~z 2 Cst3l in the value of the
variable encoded by ~x has the value b.
The PT ,⌃sol guesses the value of each variable and checks
whether the gues is a valid solution to the system. The
guessing part is rather straightforward. To accommodate
infinite values, in addition to constants 0 and 1, we assume
a special constant @. We use the relation ExtBit to store
these constants. Further, we write Csti(x1, . . . , xi) as an
abbreviation for Cst(x1), . . .Cst(xi), for i   1. We first
guess whether a variable has a finite or an infinite value:
Fin(~x) Var(~x),not Inf(~x) Inf(~x) Var(~x),not Fin(~x)
If a variable is assigned an infinite value, each bit is set to @:
Val(~x, ~z,@) Var(~x), Inf(~x),Cst3l(~z)
Otherwise, we guess its value bit by bit. However, we only
guess the first d2l bits and set the rest to 0. This ensures that
we have enough free bits to accommodate addition.
Val(~x, ~z0, ~z, 0) Var(~x), Fin(~x),Cst3l(~z0),
Cst2l(~z),not Firstl(~z0)
Val(~x, ~z, 0) Var(~x), Fin(~x),Cst3l(~z),not Val(~x, ~z, 1)
Val(~x, ~z, 1) Var(~x), Fin(~x),Cst3l(~z),not Val(~x, ~z, 0)
The checking part of PT ,⌃sol consists of the rules that, for each
inequality in the system, calculate the LHS and the RHS
and compare t m. The idea i to compute the LHS (resp.
RHS) of the inequalities incrementally, by iterating through
the variables and at each iteration storing the result of adding
up all the v riables cons dered far that occur o the LHS
(resp. RHS). In order to iterate through the variables we need
to define a linear order over them. We guess a linear order
over the constants in using the predicate LEQ1 denoting
that a constant is less than or equal to another constant:
LEQ1(x, x) Cst(x)
LEQ1(x, y) Cst2(x, y),not LEQ1(y, x)
 Cst3(x, y, z), LEQ1(x, y), LEQ1(y, z),not LEQ1(x, z)
From the guessed order, we can extract the successor relation
stored using the predicate Succ1 as ell as the first and the
last constant w.r.t. to the order, stored using the predicates
First1 and Last1, respectiv ly. Next, we lift the order to
strings over Csti, i = 1, . . . 3l. These rules are standard
and can be found in, e.g., (Dantsin et al. 2001). Finally, not
every string over Cstlv represents a variable in S . There are
different ways of e suring that we only consider the actual
variables. We use the linear order above to efine a successor
relation over the variables in the 2lv-ary relation SuccV.
Next, we add the facts and rules that defi e bit-by-bit
addition of binary numbers. To this end, we use a 6-ary
predicate Add, where (x, y, z, c, r) 2 Add if the result of
adding bits x, y, and z is bit r with the carry c. As these
rules are tandard, we mit them her . We lso add rules to
support additio with nfinite valu s th t do the fol owing: If
any of the bits we are adding up is se to @, set both the
result and the carry to @. We are now ready to calculate and
compare the RHS and the LHS of the inequalities. We only
present the rules for LHS (RHS defined an logously). To
store the intermediate results, we use a (le + lv +3l+1)-ary
predicate UptoL. I t itiv ly, the tu le (~y, x, ~z, b) 2 UptoL
if, for the LHS of inequality ~y, the ~z-th bit in the sum of
variables up until ~x has the value b. We do this until we reach
the last variable. When performing the addition, at each step
we need t mark the value of the carry bit. For this we use the
(le + lv + 3l + 1)-ary predicate CarryL, where (~y, ~x, ~z, c) 2
CarryL if adding up the bit at the position ~z of the variable ~x
and the in ermediate result obta ned so far results in a carry
bit with the value c. This bit needs to be taken into account
when adding up the bits at the next position.
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z), not IqL1(~y)
UptoL(~y, ~x, ~z, 1) Iq(~y), FirstV(~x), First3l(~z), IqL1(~y)
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z),
IqL1(~y),not First
3l(~z)
CarryL(~y, ~x, ~z, 0) Iq(~y),Var(~x),Cst3l(~z), First3l(~z)
UptoL(~y, ~x, ~z, b) UptoL(~y, ~x0, ~z, b),SuccV(~x0, ~x),
not IqL(~y, ~x)
Theorem 2. Let (V, E , I) be finite enriched system of linear
inequalities in which all constants and coefficients are in
{0,±1, . . . ,±a}. If (V, E , I) has a solution over N⇤, then
it also has a solution over N⇤ where all finite values are
bounded by (|V |+ |I|+ |E|) · ((|E|+ |I|) · a)2(|E|+|I|)+1.
Proof sketch. In order to decide the existence of a solution
over N⇤ to an enriched system of linear inequalities (V, E , I)
we can construct a set of (ordinary) linear inequality systems
and check whether at least one of them has a solution over
N⇤. Such a solution is also a solution of (V, E , I). Each one
of these systems is of the form (V, E [ Eˆ), where Eˆ is built by
adding to it either y1+· · ·+ym  0 or x1+· · ·+xn > 0, for
each implication y1+ · · ·+ym  0 =) x1+ · · ·+xn > 0
in I . Thus, to solve each one of these systems it is enough
to consider the solutions whose finite values are bounded by
(|V |+ |Eˆ [ E|) · ((|E [ Eˆ |) · a)2(|E[Eˆ|)+1. The result follows
from the fact th t |Eˆ | = |I|.
For the given system S, let the number of constants in
Cst be d and let the arit of Var, Iq, and Im be lv, le and
li, respectively. Th n S has at most dlv differ nt variables,
t most dle different inequalities and at most dli different
implications. In view of Theorem 2 and under the assumption
that at least one of lv, le, li   1, in order to determine whether
S has a solution it suffices to consider the solutions whose
finite values do not exceed 2d
2(lv+le+li) . The maximum finite
value obtainable by adding up the variables in the system is
thus bounded by 2d
3(lv+le+li) .
Let l = (lv + le + li). To represent the value 2d
3l
using a
binary encoding of integers, we would need d3l bits, which
would make the translation exponential. Thus, we encode
the address of these d3l bits as a string of length 3l over the
constants in Cst. To encode the values of the variables, we
use a lv + 3l + 1-ary predicate Val, with (~x, ~z, b) 2 Val if
the bit encoded by the string ~z 2 Cst3l in the value of the
variable encoded by ~x has the value b.
The PT ,⌃sol guesses the value of each vari l and c cks
whether the guess is a valid solution t the yst m. Th
guessing part is rather straightforward. To accommodate
infinite values, in addition to constants 0 and 1, we assume
a special constant @. We use the relation ExtBit to store
these constants. Further, we write Csti(x1, . . . , xi) as an
abbreviation for Cst(x1), . . .Cst(xi), for i   1. We first
uess whether a variable has a finit or an infinite v lue:
Fin(~x) Var(~x),not Inf(~x) Inf(~x) Var(~x),not Fin(~x)
If a variable is assigned an infinit value, each bit is set to @:
Val(~x, ~z,@) Var(~x), Inf(~x),Cst3l(~z)
Otherwise, we guess its value bit by bit. However, we nly
guess the first d2l bits and set the rest to 0. This ensures that
we have enough free bits to accommodate addition.
Val(~x, ~z0, ~z, 0) Var(~x), Fin(~x),Cst3l(~z0),
Cst2l(~z),not Firstl(~z0)
Val(~x, ~z, 0) Var(~x), Fin(~x),Cst3l(~z),not Val(~x, ~z, 1)
Val(~x, ~z, 1) Var(~x), Fin(~x),Cst3l(~z),no Val(~x, ~z, 0)
The checking part of PT ,⌃sol consists of the rules that, for each
inequality in the system, calculate the LHS and the RHS
and compare them. The idea is to compute the LHS (resp.
RHS) of the inequalities incrementally, by iterating through
the variables and at each iteration storing the result of adding
up all the variables considered so far that occur on the LHS
(resp. RHS). In order to iterate through the variables we need
to define a linear order over them. We guess a linear order
over the constants in Cst using the predicate LEQ1 denoting
that a constant is less than or equal to another constant:
LEQ1(x, x) Cst(x)
LEQ1(x, y) Cst2(x, y),not LEQ1(y, x)
 Cst3(x, y, z), LEQ1(x, y), LEQ1(y, z),not LEQ1(x, z)
From the guessed order, we can extract the successor relation
stored using the predicate Succ1 as well as the first and the
l st constant w.r.t. to the order, stored using the predicates
First1 and Last1, respectively. Next, we lift the order to
strings over Csti, i = 1, . . . 3l. These rules are standard
a d can be found in, e.g., (Dantsin et al. 2001). Finally, not
every string over Cstlv represents a variable in S . There are
different ways of ensuring that we only consider the actual
variables. We use the linear order above to define a successor
relation over the variables in the 2lv-ary relation SuccV.
Next, we add the facts and rules that define bit-by-bit
addition of binary numbers. To this end, we use a 6-ary
predicate Add, where (x, y, z, c, r) 2 Add if the result of
adding bits x, y, and z is bit r with the carry c. As these
rules are standard, we omit them here. We also add rules to
support addition with infinite values that do the following: If
any of the bits we are adding up is set to @, we set both the
result and the carry to @. We are now ready to calculate and
compare the RHS and the LHS of the inequalities. We only
present the rules for LHS (RHS defined analogously). To
store the intermediate results, we use a (le + lv +3l+1)-ary
predicate UptoL. Intuitively, the tuple (~y, ~x, ~z, b) 2 UptoL
if, for the LHS of inequality ~y, the ~z-th bit in the sum of
v riables up until ~x has the value b. We do this until we reach
the last variable. When performing the addition, at each step
we need to mark the value of the carry bit. For this we use the
(le + lv + 3l + 1)-ary predicate CarryL, where (~y, ~x, ~z, c) 2
CarryL if adding up the bit at the position ~z of the variable ~x
and the intermediate result obtained so far results in a carry
bit with the value c. This bit needs to be taken into account
when adding up the bits at the next position.
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z), not IqL1(~y)
UptoL(~y, ~x, ~z, 1) Iq(~y), FirstV(~x), First3l(~z), IqL1(~y)
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z),
IqL1(~y),not First
3l(~z)
CarryL(~y, ~x, ~z, 0) Iq(~y),Var(~x),Cst3l(~z), First3l(~z)
UptoL(~y, ~x, ~z, b) UptoL(~y, ~x0, ~z, b),SuccV(~x0, ~x),
not IqL(~y, ~x)
Theorem 2. Let (V, E , I) be finite enriched system of linear
inequalities in which all constants and coefficients are in
{0,±1, . . . ,±a}. If (V, E , I) has a solution over N⇤, then
it also has a solution over N⇤ where all finite values are
bounded by (|V |+ |I|+ |E|) · ((|E|+ |I|) · a)2(|E|+|I|)+1.
Proof sketch. In order to decide the existence of a solution
over N⇤ to an enriched system of linear inequalities (V, E , I)
we can construct a set of (ordinary) linear inequality systems
and check whether at least one of them has a solution over
N⇤. Such a solution is also a solution of (V, E , I). Each one
of these systems is of the form (V, E [ Eˆ), where Eˆ is built by
adding to it either y1+· · ·+ym  0 or x1+· · ·+xn > 0, for
each implication y1+ · · ·+ym  0 =) x1+ · · ·+xn > 0
in I . Thus, to solve each one of these systems it is enough
to consider the solutions whose finite values are bounded by
(|V |+ |Eˆ [ E|) · ((|E [ Eˆ |) · a)2(|E[Eˆ|)+1. The result follows
from the fact that |Eˆ | = |I|.
For t given system S, let the number of co stants in
Cst be d and let the arity of Var, Iq, and Im be lv, le and
li, respectively. Then S has at most dlv different variables,
at ost dle different inequalities and at most dli different
implications. In view of The rem 2 and under th assumption
that at least one of lv, le, li   1, in order to determine whether
S has a solution it suffices to consider the solutions whose
finite values do not exceed 2d
2(lv+le+li) . The maximum finite
value obtainable by adding up the variables in the system is
t us bounded by 2d
3(lv+le+li) .
Let l = (lv + le + li). To represent the value 2d
3l
using a
binary encoding of integers, we would need d3l bits, which
would make the translation exponential. Thus, we encode
the address of these d3l bits as a string of length 3l over the
constants in Cst. To encode the values f the variables, we
use a lv + 3l + 1-ary predicate Val, with (~x, ~z, b) 2 Val if
the bit encoded by the string ~z 2 Cst3l in the value of the
variable encoded by ~x has the value b.
The PT ,⌃sol guesses the value of each variable and checks
whether the guess is a valid solution to th system. The
guessing part is rather straightforward. To accommodate
infinite values, in addition to constants 0 and 1, we assume
a special constant @. We use the relation ExtBit to store
these constants. Further, we write Csti(x1, . . . , xi) as an
abbreviation for Cst(x1), . . .Cst(xi), for i   1 We first
guess whether a ariable has a finite or an infinite value:
Fin(~x) Var(~x),not Inf(~x) Inf(~x) Var(~x),not Fin(~x)
If a variable is assigned an infinite value, each bit is set to @:
Val(~x, ~z,@) Var(~x), Inf(~x),Cst3l(~z)
Otherwise, e guess its l bit by bit. H wever, we only
guess the first d2l bits and set th rest o 0. This ensures that
we hav enough free bits to accommodate addition.
Val(~x, ~z0, ~z, 0) Var(~x), Fin(~x),Cst3l(~z0),
Cst2l(~z),not Firstl(~z0)
Val(~x, ~z, 0) Var(~x), Fin(~x),Cst3l(~z),not Val(~x, ~z, 1)
V l(~x, ~z, 1) Var(~x), Fin(~x),Cst3l(~z),not Val(~x, ~z, 0)
The checking part of PT ,⌃sol consists of the rules that, for each
inequality in the system, calculate the LHS and the RHS
and compare them. The idea is to compute the LHS (resp.
RHS) of the inequ lities incrementally, by iterating through
the vari bles and at each iteration storing he result of adding
up all the variables considered s far that occur on the LHS
(resp. RHS). In order to iterate through the variables we need
to define a linear order over them. We guess a linear order
over the constants in Cst using the predicate LEQ1 denoting
that a constant is less than or equal to another constant:
LEQ1(x, x) Cst(x)
LEQ1(x, y) Cst2(x, y),n 1(y, x)
 Cst3(x, y, z), LEQ1(x, y), LEQ1(y, z),not LEQ1(x, z)
From the guessed order, we can extract the successor relation
stored using the predicate Succ1 as well as the first and the
last constant w.r.t. to the order, stored using the predicates
First1 and Last1, respectively. Next, we lift the order to
strings over Csti, i = 1, . . . 3l. These rules are standard
and can be found in, e.g., (Dantsin et al. 2001). Finally, not
every string over Cstlv represents a variable in S . There are
different ways of ensuring that we only consider the actual
variables. We use the linear order above to define a successor
relation over the variables in the 2lv-ary relation SuccV.
Next, we add the facts and rules that define bit-by-bit
addition of binary numbers. To this end, we use a 6-ary
predicate A d, where (x, y, z, c, r) 2 Add if the result of
adding bits x, , and z is bit r with the carry c. As these
rules are standard, we omit them here. We also add rules to
support addition with infinite values that do the following: If
any of the bits we are adding up is set to @, we set both the
result and the carry to @. We are now ready to calculate and
compare the RHS and the LHS of the inequalities. We only
present the rules for LHS (RHS defined analogously). To
store the intermediate results, we use a (le + lv +3l+1)-ary
predicate UptoL. Intuitively, the tuple (~y, ~x, ~z, b) 2 Upt L
if, for the LHS of inequality ~y, the ~z-th bit in the sum of
variables up until ~x has the value b. We do this until we reach
the last variable. When performing the addition, at each step
we need to mark the value of the carry bit. For this we use the
(le + lv + 3l + 1)-ary predicate CarryL, where (~y, ~x, ~z, c) 2
CarryL if adding up the bit at the position ~z of the variable ~x
and the intermediate result obtained so far results in a carry
bit with the value c. This bit needs to be taken into accoun
when adding up the bits at th next position.
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z), not IqL1(~y)
UptoL(~y, ~x, ~z, 1) Iq(~y), FirstV(~x), First3l(~z), IqL1(~y)
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z),
IqL1(~y),not First
3l(~z)
CarryL(~y, ~x, ~z, 0) Iq(~y),Var(~x),Cst3l(~z), First3l(~z)
UptoL(~y, ~x, ~z, b) UptoL(~y, ~x0, ~z, b),SuccV(~x0, ~x),
not IqL(~y, ~x)
Figure 1: A constraint graph wit gisters x and y for each l gical element (left) and its tree
repres ntation (right). The label λ is empty for all nodes and not shown.
Let Ca, Ta be the bstractions of C and T , respectively. Let RegC,T be the set of
regist r names u ed in C and T .
Th c nstra nt graph of a plain tree-shaped interpretation indicates how the values
of its registers participate i relevant r lations. Comparisons and equalities between
registers are represented as graph edges, and equalities with constants are stored as
n de label .
Defin tion 10 (Constraint graph). Let Ia = (∆Ia , ·Ia) be a plain tree-shaped inter-
pretation of Ca, Ta. The constraint graph of Ia is the directed partially labeled graph
GIa = (V,E, λ) w ere V = ∆Ia × RegC,T , λ : V → 2B, and E = E< ∪ E= is such
that, f r every (v, y), (u, x) ∈ V ,
1. ((v, y), (u, x)) ∈ E< if and only if either
• u = v, v ∈ BIa and B is a placeholder for S0y < S0x,
• u is the parent of v ∈ BIa and B is a placeholder for S1y < S0x, or
• v is the parent of u ∈ BIa and B is a placeholder for S0y < S1x.
2. ((v, y), (u, x)) ∈ E= if and only if
• = v, v ∈ BIa and B is a placeholder for S0y = S0x,
• u is the parent of v ∈ BIa and B is a placeholder for S1y = S0x, or
• v is the parent of u ∈ BIa and B is a placeholder for S0y = S1x.
In addition, for a placeholder B for S0x = c, we have that B ∈ λ(u, x) if and only if
u ∈ BIa .
When the interpretation is clear from context, we write G.
We say a constraint graph G is embeddable into Zc if there is an integer assignment
κ to the vertices V of G such that for every (u, x), (v, y) ∈ V , if ((v, y), (u, x)) ∈ E<
then κ(u,w) < κ(v, y) (and similarly for E=), and if B ∈ λ(u, x) is a placeholder for
S0x = c then κ(u, x) = c.
Example 2. The left hand side of Figure 1 shows a constraint graph for an interpreta-
tion where each element satisfies ∃.JS0x < S0yK, the root and its right child satisfy
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∃r.JS0y > S1xK, the root and its left child satisfy ∃r.J(S0x < S1x) ∧ (S0y = S1y)K,
and the right child of the root additionally satisfies ∃r.J(S0x<S1x)∧ (S0y < S1x)K.
This constraint graph is embeddable into Z. Consider, however, an infinite inter-
pretation in which the leftmost branch of the constraint graph repeats infinitely. Then
we would have paths from the x to the y register of the root involving any finite number
of edges fromE<, which would imply that the integer values assigned to these registers
must have infinitely many different integer values between them. Thus in this case, the
graph would not be embeddable.
Abstractions and constraint graphs allow us to reduceALCFP(Zc) satisfiability to
two separate checks:
Theorem 11 (Carapelle and Turhan, [10]). C is satisfiable w.r.t. T if and only if there
is a tree-shaped Ia |=Ta Ca such that GIa is embeddable into Zc.
3.3 Embeddability condition
Our first aim is to test embeddability using tree automata. For this, we represent (aug-
mented) constraint graphs as trees. In a nutshell, our tree representations are tree de-
compositions (cf. [12]) where each bag holds the subgraph induced by a logical element
u ∈ ∆Ia and its parent. Since our constraints have maximal depth 1, we can do this
using an alphabet that stores information about two logical elements: a parent at the
top (top) and a child at the bottom (bot).
This is illustrated in Figure 1, where the tree representation of the constraint graph
is shown on the right hand side. Note that the bottom part of the label of each vertex
induces the same graph at the top part of the label of each child, and that the label of
the root vertex has no top row.
For these representations we use two copies xtop and xbot of each x ∈ RegC,T , and
call the respective setsRegtopC,T andReg
bot
C,T . The relevant information about (in)equalities
with constants is stored as a partial labeling in these tree representations. Let c0 be the
smallest integer used in either C or T and let cα be the largest. If no integers were used,
set c0 = cα = 0. Denote by [c0, cα] the range of integers between c0 and cα, inclusive.
Let U = {U<c0 , Ucα<} ∪ {Uc | c ∈ [c0, cα]} be fresh labels. Let Σ be the set of
partiallyU-labeled graphs where the vertex set is either exactly V = RegtopC,T ∪RegbotC,T
or V = RegbotC,T , and E = E< ∪ E=.
Definition 12 (Tree representation of constraint graph). Let G be the constraint graph
of some plain interpretation Ia. For u ∈ ∆I with parent v, define X(u) as the sub-
graph of G induced by {(u, x) | x ∈ RegC,T } ∪ {(v, x) | x ∈ RegC,T }. For u = ε,
define X(u) as the subgraph of G induced by {(u, x) | x ∈ RegC,T }. Let Y (u) be the
following partially U-labeled graph:
• The vertices of Y (u) are obtained from X(u) by renaming (u, x) 7→ xbot and
(v, x) 7→ xtop for every x ∈ RegC,T .
• The edges of Y (u) are exactly those of X(u) (under the renaming).
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• We have Uc(xbot) if and only if (u, x) is labeled with a placeholder for = c, and
similarly for xtop.
The tree representation Tr(G) of G is the tree over Σ where Tr(G)(u) = Y (u).
Rather than considering tree representations where nodes are labeled with arbitrary
graphs from Σ, it will be convenient to consider trees over a restricted alphabet that
contains only graphs that have been enriched with implicit information in a maximal
consistent way.
Definition 13 (Frame). A frame is a graph in Σ such that:
1. there is an edge between every pair of vertices
2. there are no strict cycles, i.e. no cycles that include an edge from E<
3. if e=(x, y) then also e=(y, x)
4. every vertex must have exactly one of the labels in U
5. e=(x, y) iff x and y have the same label from U.
6. If e<(x, y) then either (a) U<c0(x), or (b) Ucα<(y), or (c) Uci(x) and Ucj (y)
with ci, cj ∈ [c0, cα] and ci < cj .
We denote the alphabet of frames by Σfr.
Definition 14 (Framified constraint graph). We say that an augmentation Gfr of a con-
straint graph G is a framified constraint graph if its tree representation is over Σfr.
Note that a constraint graph may have multiple framifications; e.g. if not all regis-
ters are compared to a constant. It may also have no framifications; e.g. if it contains a
strict cycle. In fact, a framification may not introduce strict cycles.
Lemma 15. Let Gfr be a framified constraint graph. Then there are no strict cycles in
Gfr.
Proof Sketch. We show by induction that if a strict cycle spanning the registers of k
logical elements exists, then due to the existence of an edge between every pair of
vertices, there is also a strict cycle spanning the registers of k−1 logical elements. Re-
peating until the strict cycle spans at most 2 logical elements, we obtain a contradiction
to Def. 13.
An embeddable constraint graph can always be framified.
Observation 16. Let G be an embeddable constraint graph. Then there exists a fram-
ification of G.
In the tree representation of (framified) constraint graphs, the bot part of a vertex
coincides with the top of its children.
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Definition 17 (Consistent frames). Let σ1, σ2 ∈ Σfr. We call the pair (σ1, σ2) consis-
tent if the following are equal:
• the subgraph induced by the RegbotC,T vertices of σ1, and
• the result of renaming each xtop to xbot in the subgraph induced by the RegtopC,T
vertices of σ2.
Not every tree T over Σfr corresponds to a framified constraint graph, but when
all parent-child pairs are consistent, we can refer to the framified constraint graph T
represents:
Definition 18. Let T be a tree over Σfr. We call T consistent if the pair (T (v), T (vh))
is consistent for every v ∈ [n]? and every h ∈ [n]. We denote by GTfr the framified
constraint graph with Tr(GTfr ) = T , and say that T represents GTfr .
We use the following terminology for talking about paths.
Definition 19. Let w = γ1γ2 · · · be a finite or infinite word over [n] and let u ∈ [n]?.
A path alongw from (u, x) is a path of the form p = (u, x)−(uγ1, x1)−(uγ1γ2, x2)−
· · · .
An infinite path p : N→ ∆× Reg is a forward path if for every n ∈ N, there is an
edge from p(i) to p(i + 1). It is a backward path if for every n ∈ N, there is an edge
from p(i+ 1) to p(i). The strict length of a finite path p is the number of strict edges in
p. For an infinite path p, we say that p is strict if it has infinitely many strict edges.
The following condition on framified constraint graphs will be crucial to deciding
embeddability:
(F) There are no (u, x), (u, y) ∈ ∆ × RegC,T in Gfr for which we have that: there
exists an infinite w ∈ [n]ω , and
1. an infinite forward path f from (u, x) along w, and
2. an infinite backward path b from (u, y) along w
such that f or b is strict, and such that for every i ∈ N, there is a strict edge from
f(i) to b(i).
Indeed, (F) is a necessary condition for embeddability:
Lemma 20. If a constraint graph is embeddable, then it satisfies the condition (F).
Proof Sketch. By contradiction. The existence of such a pair and paths would imply
that the integers assigned to (u, x) and (u, y) have infinitely many different integers
between them, since a path of strict length k from (u, x) to (u, y) implies there being a
difference of at least k between their assigned values.
Unfortunately, it is not sufficient in general.
Example 3 (From [11]). Figure 2 shows an example of a constraint graph; to avoid
clutter, we omitted the edges augmented in its framification. It satisfies the condition
(F) since there is no path with infinitely many strict edges. It is not embeddable into
Z: indeed, for any n, there is a path with at least n strict edges between x and z.
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Theorem 2. Let (V, E , I) be finite enriched system of linear
inequalities in which all constants and coefficients are in
{0,±1, . . . ,±a}. If (V, E , I) has a solution over N⇤, then
it also has a solution over N⇤ where all finite values are
bounded by (|V |+ |I|+ |E|) · ((|E|+ |I|) · a)2(|E|+|I|)+1.
Proof sketch. In order to decide the existence of a solution
over N⇤ to an enriched system of linear inequalities (V, E , I)
we can construct a set of (ordinary) linear inequality systems
and check whether at least one of them has a solution over
N⇤. Such a solution is also a solution of (V, E , I). Each one
of these systems is of the form (V, E [ Eˆ), where Eˆ is built by
adding to it either y1+· · ·+ym  0 or x1+· · ·+xn > 0, for
each implication y1+ · · ·+ym  0 =) x1+ · · ·+xn > 0
in I . Thus, to solve each one of these systems it is enough
to consider the solutions whose finite values are bounded by
(|V |+ |Eˆ [ E|) · ((|E [ Eˆ |) · a)2(|E[Eˆ|)+1. The result follows
from the fact that |Eˆ | = |I|.
For the given system S, let the number of constants in
Cst be d and let the arity of Var, Iq, and Im be lv, le and
li, respectively. Then S has at most dlv different variables,
at most dle different inequalities and at most dli different
implications. In view of Theorem 2 and under the assumption
that at least one of lv, le, li   1, in order to determine whether
S has a solution it suffices to consider the solutions whose
finite values do not exceed 2d
2(lv+le+li) . The maximum finite
value obtainable by adding up the variables in the system is
thus bounded by 2d
3(lv+le+li) .
Let l = (lv + le + li). To represent the value 2d
3l
using a
binary encoding of integers, we would need d3l bits, which
would make the translation exponential. Thus, we encode
the address of these d3l bits as a string of length 3l over the
constants in Cst. To encode the values of the variables, we
use a lv + 3l + 1-ary predicate Val, with (~x, ~z, b) 2 Val if
the bit encoded by the string ~z 2 Cst3l in the value of the
variable encoded by ~x has the value b.
The PT ,⌃sol guesses the value of each variable and checks
whether the guess is a valid solution to the system. The
guessing part is rather straightforward. To accommodate
infinite values, in addition to constants 0 and 1, we assume
a special constant @. We use the relation ExtBit to store
these constants. Further, we write Csti(x1, . . . , xi) as an
abbreviation for Cst(x1), . . .Cst(xi), for i   1. We first
guess whether a variable has a finite or an infinite value:
Fin(~x) Var(~x),not Inf(~x) Inf(~x) Var(~x),not Fin(~x)
If a variable is assigned an infinite value, each bit is set to @:
Val(~x, ~z,@) Var(~x), Inf(~x),Cst3l(~z)
Otherwise, we guess its value bit by bit. However, we only
guess the first d2l bits and set the rest to 0. This ensures that
we have enough free bits to accommodate addition.
Val(~x, ~z0, ~z, 0) Var(~x), Fin(~x),Cst3l(~z0),
Cst2l(~z),not Firstl(~z0)
Val(~x, ~z, 0) Var(~x), Fin(~x),Cst3l(~z),not Val(~x, ~z, 1)
Val(~x, ~z, 1) Var(~x), Fin(~x),Cst3l(~z),not Val(~x, ~z, 0)
The checking part of PT ,⌃sol consists of the rules that, for each
inequality in the system, calculate the LHS and the RHS
and compare them. The idea is to compute the LHS (resp.
RHS) of the inequalities incrementally, by iterating through
the variables and at each iteration storing the result of adding
up all the variables considered so far that occur on the LHS
(resp. RHS). In order to iterate through the variables we need
to define a linear order over them. We guess a linear order
over the constants in Cst using the predicate LEQ1 denoting
that a constant is less than or equal to another constant:
LEQ1(x, x) Cst(x)
LEQ1(x, y) Cst2(x, y),not LEQ1(y, x)
 Cst3(x, y, z), LEQ1(x, y), LEQ1(y, z),not LEQ1(x, z)
From the guessed order, we can extract the successor relation
stored using the predicate Succ1 as well as the first and the
last constant w.r.t. to the order, stored using the predicates
First1 and Last1, respectively. Next, we lift the order to
strings over Csti, i = 1, . . . 3l. These rules are standard
and can be found in, e.g., (Dantsin et al. 2001). Finally, not
every string over Cstlv represents a variable in S . There are
different ways of ensuring that we only consider the actual
variables. We use the linear order above to define a successor
relation over the variables in the 2lv-ary relation SuccV.
Next, we add the facts and rules that define bit-by-bit
addition of binary numbers. To this end, we use a 6-ary
predicate Add, where (x, y, z, c, r) 2 Add if the result of
adding bits x, y, and z is bit r with the carry c. As these
rules are standard, we omit them here. We also add rules to
support addition with infinite values that do the following: If
any of the bits we are adding up is set to @, we set both the
result and the carry to @. We are now ready to calculate and
compare the RHS and the LHS of the inequalities. We only
present the rules for LHS (RHS defined analogously). To
store the intermediate results, we use a (le + lv +3l+1)-ary
predicate UptoL. Intuitively, the tuple (~y, ~x, ~z, b) 2 UptoL
if, for the LHS of inequality ~y, the ~z-th bit in the sum of
variables up until ~x has the value b. We do this until we reach
the last variable. When performing the addition, at each step
we need to mark the value of the carry bit. For this we use the
(le + lv + 3l + 1)-ary predicate CarryL, where (~y, ~x, ~z, c) 2
CarryL if adding up the bit at the position ~z of the variable ~x
and the intermediate result obtained so far results in a carry
bit with the value c. This bit needs to be taken into account
when adding up the bits at the next position.
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z), not IqL1(~y)
UptoL(~y, ~x, ~z, 1) Iq(~y), FirstV(~x), First3l(~z), IqL1(~y)
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z),
IqL1(~y),not First
3l(~z)
CarryL(~y, ~x, ~z, 0) Iq(~y),Var(~x),Cst3l(~z), First3l(~z)
UptoL(~y, ~x, ~z, b) UptoL(~y, ~x0, ~z, b),SuccV(~x0, ~x),
not IqL(~y, ~x)
Theorem 2. Let (V, E , I) be finite nriched system of linear
inequalities in which all constants and coefficients are in
{0,±1, . . . ,±a}. If (V, E , I) has a solution over N⇤, then
it also has a solu ion over N⇤ where all finite values are
bounded by (|V |+ |I|+ |E|) · ((|E|+ |I|) · a)2(|E|+|I|)+1.
Proof sketch. In order to decide the existence of a solution
over N⇤ to an enriched system of linear inequalities (V, E , I)
we can construct a set of (ordinary) linear inequality systems
and check whether at least one of them has a solution over
N⇤. Such a solution is also a solution of (V, E , I). Each one
of these systems is of the form (V, E [ Eˆ), where Eˆ is built by
adding to it either y1+· · ·+ym  0 or x1+· · ·+xn > 0, for
each implication y1+ · · ·+ym  0 =) x1+ · · ·+xn > 0
in I . Thus, to solve each one of these systems it is enough
to consider the solutions whose finite values are bounded by
(|V |+ |Eˆ [ E|) · ((|E [ Eˆ |) · a)2(|E[Eˆ|)+1. The result follows
from the fact that |Eˆ | = |I|.
For the given system S, let the number of constants in
Cst be d and let the arity of Var, Iq, and Im be lv, le and
li, respectively. Then S has at most dlv different variables,
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finite values do not exceed 2d
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Let l = (lv + le + li). To represent the value 2d
3l
using a
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the address of these d3l bits as a string of length 3l over th
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use a lv + 3l + 1-ary predicate Val, with (~x, ~z, b) 2 Val if
the bit encoded by the string ~z 2 Cst3l in the value of the
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guessing part is rather straightforward. To accommodate
infinite values, in addition to constants 0 and 1, we assume
a special constant @. We use the relation ExtBit to store
these constants. Further, we write Csti(x1, . . . , xi) as an
abbreviation for Cst(x1), . . .Cst(xi), for i   1. We first
guess whether a variable has a finite or an infinite value:
Fin(~x) Var(~x),not Inf(~x) Inf(~x) Var(~x),not Fin(~x)
If a variable is assigned an infinite value, each bit is set to @:
Val(~x, ~z,@) Var(~x), Inf(~x),Cst3l(~z)
Otherwise, we guess its value bit by bit. However, we only
guess the first d2l bits and set the rest to 0. This ensures that
we have enough free bits to accommodate addition.
Val(~x, ~z0, ~z, 0) Var(~x), Fin(~x),Cst3l(~z0),
Cst2l(~z),not Firstl(~z0)
Val(~x, ~z, 0) Var(~x), Fin(~x),Cst3l(~z),not Val(~x, ~z, 1)
Val(~x, ~z, 1) Var(~x), Fin(~x),Cst3l(~z),not Val(~x, ~z, 0)
The checking part of PT ,⌃sol consists of the rules that, for each
inequality in the system, calculate the LHS and the RHS
and compare t m. The idea i to compute the LHS (resp.
RHS) of the inequalities incrementally, by iterating through
the variables and at each iteration storing the result of adding
up all the v riables cons dered far that occur o the LHS
(resp. RHS). In order to iterate through the variables we need
to define a linear order over them. We guess a linear order
over the constants in using the predicate LEQ1 denoting
that a constant is less than or equal to another constant:
LEQ1(x, x) Cst(x)
LEQ1(x, y) Cst2(x, y),not LEQ1(y, x)
 Cst3(x, y, z), LEQ1(x, y), LEQ1(y, z),not LEQ1(x, z)
From the guessed order, we can extract the successor relation
stored using the predicate Succ1 as ell as the first and the
last constant w.r.t. to the order, stored using the predicates
First1 and Last1, respectiv ly. Next, we lift the order to
strings over Csti, i = 1, . . . 3l. These rules are standard
and can be found in, e.g., (Dantsin et al. 2001). Finally, not
every string over Cstlv represents a variable in S . There are
different ways of e suring that we only consider the actual
variables. We use the linear order above to efine a successor
relation over the variables in the 2lv-ary relation SuccV.
Next, we add the facts and rules that defi e bit-by-bit
addition of binary numbers. To this end, we use a 6-ary
predicate Add, where (x, y, z, c, r) 2 Add if the result of
adding bits x, y, and z is bit r with the carry c. As these
rules are tandard, we mit them her . We lso add rules to
support additio with nfinite valu s th t do the fol owing: If
any of the bits we are adding up is se to @, set both the
result and the carry to @. We are now ready to calculate and
compare the RHS and the LHS of the inequalities. We only
present the rules for LHS (RHS defined an logously). To
store the intermediate results, we use a (le + lv +3l+1)-ary
predicate UptoL. I t itiv ly, the tu le (~y, x, ~z, b) 2 UptoL
if, for the LHS of inequality ~y, the ~z-th bit in the sum of
variables up until ~x has the value b. We do this until we reach
the last variable. When performing the addition, at each step
we need t mark the value of the carry bit. For this we use the
(le + lv + 3l + 1)-ary predicate CarryL, where (~y, ~x, ~z, c) 2
CarryL if adding up the bit at the position ~z of the variable ~x
and the in ermediate result obta ned so far results in a carry
bit with the value c. This bit needs to be taken into account
when adding up the bits at the next position.
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z), not IqL1(~y)
UptoL(~y, ~x, ~z, 1) Iq(~y), FirstV(~x), First3l(~z), IqL1(~y)
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z),
IqL1(~y),not First
3l(~z)
CarryL(~y, ~x, ~z, 0) Iq(~y),Var(~x),Cst3l(~z), First3l(~z)
UptoL(~y, ~x, ~z, b) UptoL(~y, ~x0, ~z, b),SuccV(~x0, ~x),
not IqL(~y, ~x)
Theorem 2. Let (V, E , I) be finite enriched system of linear
inequalities in which all constants and coefficients are in
{0,±1, . . . ,±a}. If (V, E , I) has a solution over N⇤, then
it also has a solution over N⇤ where all finite values are
bounded by (|V |+ |I|+ |E|) · ((|E|+ |I|) · a)2(|E|+|I|)+1.
Proof sketch. In order to decide the existence of a solution
over N⇤ to an enriched system of linear inequalities (V, E , I)
we can construct a set of (ordinary) linear inequality systems
and check whether at least one of them has a solution over
N⇤. Such a solution is also a solution of (V, E , I). Each one
of these systems is of the form (V, E [ Eˆ), where Eˆ is built by
adding to it either y1+· · ·+ym  0 or x1+· · ·+xn > 0, for
each implication y1+ · · ·+ym  0 =) x1+ · · ·+xn > 0
in I . Thus, to solve each one of these systems it is enough
to consider the solutions whose finite values are bounded by
(|V |+ |Eˆ [ E|) · ((|E [ Eˆ |) · a)2(|E[Eˆ|)+1. The result follows
from the fact th t |Eˆ | = |I|.
For the given system S, let the number of constants in
Cst be d and let the arit of Var, Iq, and Im be lv, le and
li, respectively. Th n S has at most dlv differ nt variables,
t most dle different inequalities and at most dli different
implications. In view of Theorem 2 and under the assumption
that at least one of lv, le, li   1, in order to determine whether
S has a solution it suffices to consider the solutions whose
finite values do not exceed 2d
2(lv+le+li) . The maximum finite
value obtainable by adding up the variables in the system is
thus bounded by 2d
3(lv+le+li) .
Let l = (lv + le + li). To represent the value 2d
3l
using a
binary encoding of integers, we would need d3l bits, which
would make the translation exponential. Thus, we encode
the address of these d3l bits as a string of length 3l over the
constants in Cst. To encode the values of the variables, we
use a lv + 3l + 1-ary predicate Val, with (~x, ~z, b) 2 Val if
the bit encoded by the string ~z 2 Cst3l in the value of the
variable encoded by ~x has the value b.
The PT ,⌃sol guesses the value of each vari l and c cks
whether the guess is a valid solution t the yst m. Th
guessing part is rather straightforward. To accommodate
infinite values, in addition to constants 0 and 1, we assume
a special constant @. We use the relation ExtBit to store
these constants. Further, we write Csti(x1, . . . , xi) as an
abbreviation for Cst(x1), . . .Cst(xi), for i   1. We first
uess whether a variable has a finit or an infinite v lue:
Fin(~x) Var(~x),not Inf(~x) Inf(~x) Var(~x),not Fin(~x)
If a variable is assigned an infinit value, each bit is set to @:
Val(~x, ~z,@) Var(~x), Inf(~x),Cst3l(~z)
Otherwise, we guess its value bit by bit. However, we nly
guess the first d2l bits and set the rest to 0. This ensures that
we have enough free bits to accommodate addition.
Val(~x, ~z0, ~z, 0) Var(~x), Fin(~x),Cst3l(~z0),
Cst2l(~z),not Firstl(~z0)
Val(~x, ~z, 0) Var(~x), Fin(~x),Cst3l(~z),not Val(~x, ~z, 1)
Val(~x, ~z, 1) Var(~x), Fin(~x),Cst3l(~z),no Val(~x, ~z, 0)
The checking part of PT ,⌃sol consists of the rules that, for each
inequality in the system, calculate the LHS and the RHS
and compare them. The idea is to compute the LHS (resp.
RHS) of the inequalities incrementally, by iterating through
the variables and at each iteration storing the result of adding
up all the variables considered so far that occur on the LHS
(resp. RHS). In order to iterate through the variables we need
to define a linear order over them. We guess a linear order
over the constants in Cst using the predicate LEQ1 denoting
that a constant is less than or equal to another constant:
LEQ1(x, x) Cst(x)
LEQ1(x, y) Cst2(x, y),not LEQ1(y, x)
 Cst3(x, y, z), LEQ1(x, y), LEQ1(y, z),not LEQ1(x, z)
From the guessed order, we can extract the successor relation
stored using the predicate Succ1 as well as the first and the
l st constant w.r.t. to the order, stored using the predicates
First1 and Last1, respectively. Next, we lift the order to
strings over Csti, i = 1, . . . 3l. These rules are standard
a d can be found in, e.g., (Dantsin et al. 2001). Finally, not
every string over Cstlv represents a variable in S . There are
different ways of ensuring that we only consider the actual
variables. We use the linear order above to define a successor
relation over the variables in the 2lv-ary relation SuccV.
Next, we add the facts and rules that define bit-by-bit
addition of binary numbers. To this end, we use a 6-ary
predicate Add, where (x, y, z, c, r) 2 Add if the result of
adding bits x, y, and z is bit r with the carry c. As these
rules are standard, we omit them here. We also add rules to
support addition with infinite values that do the following: If
any of the bits we are adding up is set to @, we set both the
result and the carry to @. We are now ready to calculate and
compare the RHS and the LHS of the inequalities. We only
present the rules for LHS (RHS defined analogously). To
store the intermediate results, we use a (le + lv +3l+1)-ary
predicate UptoL. Intuitively, the tuple (~y, ~x, ~z, b) 2 UptoL
if, for the LHS of inequality ~y, the ~z-th bit in the sum of
v riables up until ~x has the value b. We do this until we reach
the last variable. When performing the addition, at each step
we need to mark the value of the carry bit. For this we use the
(le + lv + 3l + 1)-ary predicate CarryL, where (~y, ~x, ~z, c) 2
CarryL if adding up the bit at the position ~z of the variable ~x
and the intermediate result obtained so far results in a carry
bit with the value c. This bit needs to be taken into account
when adding up the bits at the next position.
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z), not IqL1(~y)
UptoL(~y, ~x, ~z, 1) Iq(~y), FirstV(~x), First3l(~z), IqL1(~y)
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z),
IqL1(~y),not First
3l(~z)
CarryL(~y, ~x, ~z, 0) Iq(~y),Var(~x),Cst3l(~z), First3l(~z)
UptoL(~y, ~x, ~z, b) UptoL(~y, ~x0, ~z, b),SuccV(~x0, ~x),
not IqL(~y, ~x)
Theorem 2. Let (V, E , I) be finite enriched system of linear
inequalities in which all constants and coefficients are in
{0,±1, . . . ,±a}. If (V, E , I) has a solution over N⇤, then
it also has a solution over N⇤ where all finite values are
bounded by (|V |+ |I|+ |E|) · ((|E|+ |I|) · a)2(|E|+|I|)+1.
Proof sketch. In order to decide the existence of a solution
over N⇤ to an enriched system of linear inequalities (V, E , I)
we can construct a set of (ordinary) linear inequality systems
and check whether at least one of them has a solution over
N⇤. Such a solution is also a solution of (V, E , I). Each one
of these systems is of the form (V, E [ Eˆ), where Eˆ is built by
adding to it either y1+· · ·+ym  0 or x1+· · ·+xn > 0, for
each implication y1+ · · ·+ym  0 =) x1+ · · ·+xn > 0
in I . Thus, to solve each one of these systems it is enough
to consider the solutions whose finite values are bounded by
(|V |+ |Eˆ [ E|) · ((|E [ Eˆ |) · a)2(|E[Eˆ|)+1. The result follows
from the fact that |Eˆ | = |I|.
For t given system S, let the number of co stants in
Cst be d and let the arity of Var, Iq, and Im be lv, le and
li, respectively. Then S has at most dlv different variables,
at ost dle different inequalities and at most dli different
implications. In view of The rem 2 and under th assumption
that at least one of lv, le, li   1, in order to determine whether
S has a solution it suffices to consider the solutions whose
finite values do not exceed 2d
2(lv+le+li) . The maximum finite
value obtainable by adding up the variables in the system is
t us bounded by 2d
3(lv+le+li) .
Let l = (lv + le + li). To represent the value 2d
3l
using a
binary encoding of integers, we would need d3l bits, which
would make the translation exponential. Thus, we encode
the address of these d3l bits as a string of length 3l over the
constants in Cst. To encode the values f the variables, we
use a lv + 3l + 1-ary predicate Val, with (~x, ~z, b) 2 Val if
the bit encoded by the string ~z 2 Cst3l in the value of the
variable encoded by ~x has the value b.
The PT ,⌃sol guesses the value of each variable and checks
whether the guess is a valid solution to th system. The
guessing part is rather straightforward. To accommodate
infinite values, in addition to constants 0 and 1, we assume
a special constant @. We use the relation ExtBit to store
these constants. Further, we write Csti(x1, . . . , xi) as an
abbreviation for Cst(x1), . . .Cst(xi), for i   1 We first
guess whether a ariable has a finite or an infinite value:
Fin(~x) Var(~x),not Inf(~x) Inf(~x) Var(~x),not Fin(~x)
If a variable is assigned an infinite value, each bit is set to @:
Val(~x, ~z,@) Var(~x), Inf(~x),Cst3l(~z)
Otherwise, e guess its l bit by bit. H wever, we only
guess the first d2l bits and set th rest o 0. This ensures that
we hav enough free bits to accommodate addition.
Val(~x, ~z0, ~z, 0) Var(~x), Fin(~x),Cst3l(~z0),
Cst2l(~z),not Firstl(~z0)
Val(~x, ~z, 0) Var(~x), Fin(~x),Cst3l(~z),not Val(~x, ~z, 1)
V l(~x, ~z, 1) Var(~x), Fin(~x),Cst3l(~z),not Val(~x, ~z, 0)
The checking part of PT ,⌃sol consists of the rules that, for each
inequality in the system, calculate the LHS and the RHS
and compare them. The idea is to compute the LHS (resp.
RHS) of the inequ lities incrementally, by iterating through
the vari bles and at each iteration storing he result of adding
up all the variables considered s far that occur on the LHS
(resp. RHS). In order to iterate through the variables we need
to define a linear order over them. We guess a linear order
over the constants in Cst using the predicate LEQ1 denoting
that a constant is less than or equal to another constant:
LEQ1(x, x) Cst(x)
LEQ1(x, y) Cst2(x, y),n 1(y, x)
 Cst3(x, y, z), LEQ1(x, y), LEQ1(y, z),not LEQ1(x, z)
From the guessed order, we can extract the successor relation
stored using the predicate Succ1 as well as the first and the
last constant w.r.t. to the order, stored using the predicates
First1 and Last1, respectively. Next, we lift the order to
strings over Csti, i = 1, . . . 3l. These rules are standard
and can be found in, e.g., (Dantsin et al. 2001). Finally, not
every string over Cstlv represents a variable in S . There are
different ways of ensuring that we only consider the actual
variables. We use the linear order above to define a successor
relation over the variables in the 2lv-ary relation SuccV.
Next, we add the facts and rules that define bit-by-bit
addition of binary numbers. To this end, we use a 6-ary
predicate A d, where (x, y, z, c, r) 2 Add if the result of
adding bits x, , and z is bit r with the carry c. As these
rules are standard, we omit them here. We also add rules to
support addition with infinite values that do the following: If
any of the bits we are adding up is set to @, we set both the
result and the carry to @. We are now ready to calculate and
compare the RHS and the LHS of the inequalities. We only
present the rules for LHS (RHS defined analogously). To
store the intermediate results, we use a (le + lv +3l+1)-ary
predicate UptoL. Intuitively, the tuple (~y, ~x, ~z, b) 2 Upt L
if, for the LHS of inequality ~y, the ~z-th bit in the sum of
variables up until ~x has the value b. We do this until we reach
the last variable. When performing the addition, at each step
we need to mark the value of the carry bit. For this we use the
(le + lv + 3l + 1)-ary predicate CarryL, where (~y, ~x, ~z, c) 2
CarryL if adding up the bit at the position ~z of the variable ~x
and the intermediate result obtained so far results in a carry
bit with the value c. This bit needs to be taken into accoun
when adding up the bits at th next position.
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z), not IqL1(~y)
UptoL(~y, ~x, ~z, 1) Iq(~y), FirstV(~x), First3l(~z), IqL1(~y)
UptoL(~y, ~x, ~z, 0) Iq(~y), FirstV(~x),Cst3l(~z),
IqL1(~y),not First
3l(~z)
CarryL(~y, ~x, ~z, 0) Iq(~y),Var(~x),Cst3l(~z), First3l(~z)
UptoL(~y, ~x, ~z, b) UptoL(~y, ~x0, ~z, b),SuccV(~x0, ~x),
not IqL(~y, ~x)
Figure 2: A constrain grap th t satisfi s (F) but is not embeddable into Z.
Nonetheless, t conditi n will allow u to effectively test mbedda ility, sinc i
is sufficient for regul framified co straint graphs.
Definition 21. For an n-tree T over Σ, t subtree rooted at w ∈ [n]? is the tree
T |w (v) = T (w ) for all v ∈ [n]?.
We s y that a n-tree T over Σ is regular if the set {T |u | u ∈ [n]?} of subtrees of
T is finite. We say that a co straint gr ph is regular if its tree representation is regular.
The next k y le ma i the most technical result of the paper.
Lemma 22. Let Gfr be a regular framified constraint graph. If Gfr satisfies (F), then
it is embedd ble.
Proof sketch. Let Gfr be a regular framified constraint graph which is not embeddable.
The heart of th proof is showing that th is a pair (u, x), (u, y) and a finite path from
(u, x) to (u, y) of a cer ai shape and positive strict length, which may be extended
indefinitely to obtain the desir d f and b.
First, we show that the e is a pair (u, x), (u, y) such that for any m ∈ N, there is a
path from (u, x) to (u, y) of strict length at least m which only involves vertices whose
logical element has the prefix u, that is, the path only involves vertices in the subtree
rooted at u. However, the path may move down and up this subtree arbitrarily. We then
use framification to de cribe a path p′ of a specific shape, which first goes down along
some w and then goes back up. The path p′ may have reduced strict length, but we
show a lower bound on the rict length of p′ which is a function of m.
Next we use regularity to argue that for large enough m, the path p′ becomes long
enough that it essentially starts repeating itself, thus allowing us to extend it indefi-
nitely (as well as the word w it runs long) to obtain the desired forward and backward
paths; f is obtained by concatenating the downward portion of p′ and b is obtained by
concatenating the upward portion. The strict edges between f and b are given by the
framification.
3.4 A Rabin tree automaton for embeddability
We still face two hurdles: verifying (F), and ensuring that satisfiable C w.r.t. T have
a model with a regular constraint graph. We overcome both by using Rabin’s tree
automata.
Recall that the trees are over the alphabet of frames Σfr and are of degree n i.e.
their nodes are over [n]?.
Definition 23 (Rabin tree automaton). A Rabin tree automaton over the alphabet Σ
has the form A = (Q, q0,−→,Ω) with a finite state set Q, initial state q0, transition
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relation −→⊆ Q × Σ × Qn, and Ω = {(L1, U1), . . . , (Lm, Um)} is a collection of
“accepting pairs” of state sets Li, Ui ⊆ Q. A run ofA on a tree T is a map ρ : [n]? →
Q with ρ(ε) = q0 and (ρ(w), T (w), ρ(w1), . . . , ρ(wn)) ∈−→ for w ∈ [n]?. For a
path pi in T and a run ρ denote by In(ρ | pi) the set of states that appear infinitely often
in the restriction of ρ to pi. A run ρ of A is successful if
for all paths pi there exists an i ∈ [m] with
In(ρ | pi) ∩ Li = ∅ and In(ρ | pi) ∩ Ui 6= ∅.
A tree T is accepted by the Rabin tree automaton if some run of A in T is successful.
Theorem 24 (Rabin’s Theorem, [24]). Any non-empty Rabin recognizable set of trees
contains a regular tree.
Since condition (F) is necessary and sufficient for the embeddability of regular
framified constraint graphs, we get:
Lemma 25. Let Aemb be a Rabin tree automaton that accepts exactly the consistent
trees over Σfr satisfying (F). There is an embeddable constraint graph iff L(Aemb) 6=
∅.
Proof. If there is an embeddable constraint graph G, then it has some framification Gfr
(Observation 16), which satisfies the condition (F) (Lemma 20). Therefore the tree
representation of Gfr is accepted by Aemb and L(Aemb) 6= ∅. For the other direction,
assume L(Aemb) 6= ∅. Then by Rabin’s Theorem, there is a regular tree T ∈ L(Aemb),
which satisfies the condition (F). By Lemma 22, we have that the constraint graph
represented by T is embeddable.
Therefore it remains to show that the condition (F) is indeed verifiable by a Rabin
tree automaton. We do this next.
Checking consistency of trees In our constructions of automata, it is useful to as-
sume that they run on trees over Σfr that are consistent (in the sense of Definition 17),
rather than complicating the constructions by incorporating the consistency check.
Therefore we first describe an automaton Act which accepts exactly the consistent
trees, which we later intersect with the appropriate automata. Act simply verifies
the conditions of Definition 17 by only having transitions between consistent pairs
of frames, and making sure the root vertex is labeled with a frame whose vertex set
consists exactly of RegbotC,T . The comparison between subgraphs of pairs of frames re-
quires Act to remember the previous letter, and therefore its state set is exponential in
||C, T ||.
Verifying (F) with a Rabin tree automaton We describe an automaton B which
runs on consistent trees over Σfr, and finds a pair of registers which violates (F). The
desired Aemb is the complement of B intersected with Act.
We now define B and describe its behavior. We let
B = (Q, q0,−→, (∅, U)), with:
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• Q = {q0, q1, q2} ∪Qp where Qp is the set of path states
Qp = RegC,T × RegC,T × {f, b} × {0, 1}.
• We describe −→ next. The initial state q0 and the state q2 both represent that
the problematic pair is (a) in the current subtree, (b) but not in the current node.
From either of them, B picks one child for which (a) is also true, and possibly
also (b). In the latter case, it moves to q2 for that child, while the other children
go into q1. State q1 means that the problematic pair is not in the subtree, and
once B visits some node in q1, it stays in q1 for all its descendants.
Denote by qei the n-tuple containing q2 for entry i and q1 for every other entry.
– For every i ∈ [n] and σ ∈ Σfr we have
q0
σ−→ qei and q2 σ−→ qei
– For every σ ∈ Σfr, we have q1 σ−→ (q1, . . . , q1)
At some point, B moves from a node where both (a) and (b) are true (that is, q0 or
q2) to a node where (b) no longer holds, i.e., it guesses that the problematic pair
is in that node u. At this point, it guesses the problematic pair x, y and whether
it is the forward path f or the backward path b which will be strict. This will be
stored in the flag f or b, which once chosen cannot change during the run.
If the guessed pair x, y has a ≤ relation (needed for the strict edge from f(0)
to b(0) required by (F)), B transitions accordingly to a path state (x, y, f, 0) or
(x, y, b, 0);
For every i ∈ [n], h ∈ {f, b}, and− ∈ {0, 1}, denote by (x, y, h,−)i the n-tuple
containing (x, y, h,−) for entry i and q1 for every other entry.
– For every i ∈ [n] and h ∈ {f, b}, if e<(xbot, ybot) ∈ σ we have q0 σ−→
(x, y, h, 0)i and q2
σ−→ (x, y, h, 0)i
Then B attempts to expand f and b by guessing a child v and a new pair z, w
with a strict edge between z and w. It moves to the appropriate path state for the
child v, and to q1 for the remaining children. When doing so, is also uses another
binary flag to indicate whether B just witnessed a strict edge relevant to f or b
(1), or not (0).
We describe the transitions for the case where the forward path is strict; there
are similar transitions for backward paths. If the guess correctly extends f and
b, that is,
e<(z
bot, wbot) ∈ σ and e<(ytop, wbot) /∈ σ
then, for every i ∈ [n],
– if the current edge on the forward path is strict, that is, e<(xtop, zbot) ∈ σ,
we have
(x, y, f,−) σ−→ (z, w, f, 1)i
– and if the current edge is not strict, that is, e=(xtop, zbot) ∈ σ, then we
have
(x, y, f,−) σ−→ (z, w, f, 0)i
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• U = {q1} ∪ {(x, y, h, 1) | h ∈ {f, b}}.
Paths looping in q1 are successful, and to guarantee that the guessed path is strict,
it must contain infinitely many strict edges (marked with flag 1).
The number of states of B is polynomial in ||C, T ||, and the alphabet is exponential.
As mentioned before, the automaton Aemb is the complement automaton of B inter-
sected with Act. It has the same alphabet, but it may have exponentially many more
states [22].
Proposition 26. There is a Rabin tree automaton Aemb that accepts exactly the con-
sistent trees over Σfr that satisfy (F), whose number of states is bounded by a single
exponential in ||C, T || and whose Ω has a constant number of pairs.
3.5 Deciding satisfiability
The automaton Aemb provides us an effective way to decide the embeddability of a
constraint graph. With this central ingredient in place, we are ready to put together
an algorithm for checking the satisfiability of C w.r.t. T . We do so by building an
automatonAT ,C whose language is not empty iff C is satisfiable w.r.t. T . In a nutshell,
we obtain it by intersecting Aemb and an automaton for deciding satisfiability of the
abstraction to ALCF . For the latter, we may rely on existing constructions from the
literature.
Satisfiability of the abstractedALCF part A well known construction of a looping
automaton which accepts exactly the tree models of an ALC concept w.r.t. a TBox can
be found in [2]. Note that, for completeness, it is important that it accepts all tree
models, as opposed to e.g. accepting some canonical model which may not necessarily
have an embeddable constraint graph. That construction can be easily adapted to obtain
a Rabin tree automatonAalcf , which also ensures functionality of the appropriate roles.
The automaton Aalcf runs on trees over the alphabet Ξ, which consists of sets of the
concept names in C, T and a single role name from C, T . The role name in each letter
indicates the role with which a logical element is connected to its parent. The states of
Aalcf are maximal consistent sets of the subexpressions in C, T , also known as Hintikka
sets. The number of states of Aalcf and the alphabet are exponential in ||C, T ||, and its
Ω has a constant number of pairs.
Pairing the alphabet The final automaton AT ,C should accept only representations
of models of the abstraction of C and T whose constraint graph is embeddable. Since
one check is done by Aalcf and the other by Aemb, we modify both automata to use
the same alphabet. We let A′emb and A′alcf be the modification of Aemb and Aalcf to
trees over the product alphabet Σfr×Ξ, while ignoring the irrelevant part of each letter.
Clearly, the state sets of A′emb and A′alcf are not affected and remain exponential in
||C, T ||, nor are their Ω sets, which still have a constant number of pairs.
Matching the alphabets It is not enough to verify if a tree over Σfr × Ξ is accepted
by A′emb, which ignores Ξ, and by A′alcf , which ignores Σfr: such a tree could just
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pair a model of the abstraction with a totally unrelated constraint graph. We need to
verify that the constraint graph matches the interpretation of the abstraction. For this,
we take an automaton Am that considers both parts of the product alphabet Σfr × Ξ
and accepts the trees where the restriction of the input to Ξ induces the constraint
graph corresponding to the restriction of the input to Σfr. This is done by verifying the
conditions described in Definition 10 while applying the placeholders in the Ξ part of
the letter to the bot vertices in the Σfr part of the letter. Such a test can be built into the
transition relation, using a constant number of states.
Putting the automata together Finally, we build AT ,C as the intersection of A′emb,
A′alcf , and Am. Each tree it accepts represents a model of the abstraction of C w.r.t.
T whose constraint graph can be embedded into Z, yielding the desired reduction of
satisfiability to automata emptiness.
Proposition 27. There is a Rabin tree automaton AT ,C whose state set is bounded
by a single exponential in ||C, T || and the number of pairs in its Ω is bounded by a
polynomial in ||C, T ||, such that L(AT ,C) 6= ∅ iff C is satisfiable w.r.t. T .
Since emptiness of Rabin tree automata is decidable in time polynomial in Q and
exponential in the number of pairs in Ω [13], our main result follows.
Theorem 28. Satisfiability w.r.t. general TBoxes in ALCFP(Zc) is decidable in
EXPTIME.
This bound is tight: satisfiability w.r.t. general TBoxes is EXPTIME-hard already
for plain ALC [26].
4 Beyond ALCFP(Zc)
In this section, we discuss some variants of our construction and how our results extend
to other closely related settings.
Undefined register values Classical concrete domains often allow for the predicate
↑ x which is interpreted as the register x having undefined value. In order to support
this in our setting, we expand Zc to Zc,und by adding a fresh element to the integers to
obtain Z∪{u}, and adding a unary predicate und to the predicates ofZc. Our approach
is adapted by redefining frames as follows. The set U of labels also includes Uund, and
the first condition in Definition 13 is rephrased to be:
1. There is an edge between every pair of vertices which are not labeled Uund.
Note that due to condition 5, also every pair of vertices labeled Uund is connected (with
an equality edge).
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Adding int or nat predicates to dense domains When operating over a dense con-
crete domain such as the rationals or the reals, it can be useful to have a predicate
which enforces that certain registers hold integer or natural number values. We show
that such predicates may be added to our setting while maintaining our complexity.
The predicate int(x) is interpreted as {u ∈ ∆I | β(u, x) ∈ Z}, and similarly for
nat(x). Note that nat(x) ≡ int(x) u ∃.J0 ≤ S0xK, so we limit our treatment to int.
We describe how to add the int predicate to Rc, which is Zc with the reals as the
domain, while maintaining our complexity bounds. We need to check whether the
subgraph induced by the registers satisfying the int predicate is embeddable, which
boils down to making sure there is no pair of registers with infinitely many int registers
between them that must have different values. Therefore we adapt the automaton B to
look for a pair of registers violating the following updated condition:
(Fint) There are no (u, x), (u, y) ∈ ∆× RegC,T in Gfr for which we have that: there
exists an infinite w ∈ [n]ω and
1. an infinite forward path f from (u, x) along w
2. an infinite backward path b from (u, v) along w
such that f or b is strict and has infinitely many int labels, and such that for every
i ∈ N, there is a strict edge from f(i) to b(i).
The automaton B is adapted so that it guesses whether f or b is strict and has infinitely
many int registers, and we add to the acceptance condition the requirement that it wit-
nesses infinitely many int registers on the path it guessed. In the proofs we also redefine
the notion of strict length of paths, counting only int registers that occur between strict
edges.
4.1 The logic ALCFP(D)
The DL ALCFP(D) was introduced for a general domain D in [15], and a related
DL was studied already in [5]. While most extensions of DLs with concrete domains
allow only functional roles on the paths participating in the concepts that refer to the
concrete domain, ALCFP(Zc) allows arbitrary roles. It is similar to our logic, but it
can compare values on different paths, while ALCFP(Zc) can only compare values
on the same path.
We briefly recall the definition ofALCFP(Zc), and refer to [15] for details. Since
the syntax of ALCFP does not allow Boolean combinations of constraints, we enrich
Zc to explicitly include 6=,≤, and ≥. This provides a closer comparison between the
logics, and in the case of ALCFP , it is equivalent to the simpler Zc considered so far.
ALCFP(Zc) is the augmentation of ALCF with1
• ∃Px. = c and ∀Px. = c where c ∈ Z and P is a sequence of role names and x
a register name, and similarly for 6= c. The formulas apply the constraint to the
x register of the last element on a P path.
1ALCFP(Zc) supports x ↑, which we can simulate as above.
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• ∃P1x1, P2x2.θ and ∀P1x1, P2x2.θ where θ ∈ {≤, <,=, 6=, >,≥} and each Pixi
is a sequence of role names followed by a register name. The formulas apply the
constraint to the x1 register of the last element on a P1 path and the x2 register
of the last element on a P2 path, where both paths start at a common element.
We now translate ALCFP(Zc) to ALCFP(Zc). In most cases we use additional
registers.
• ∃Px. = c translates to ∃P.JS|P |x = cK and ∀Px. = c translates to ∀P.JS|P |x =
cK.
• For existential concepts ∃P1x1, P2x2.θ, an easy translation is possible by using
two fresh register names copy-g1 and copy-g2, which intuitively store the values
at the end of P1 and P2. For example, ∃P1x1, P2x2. < translates to
C :=∃P1.JS0copy-x1 = S|P1|x1K
u∃P2.JS0copy-x2 = S|P2|x2K
u∃.JS0copy-x1 < S0copy-x2K
The translations for θ ∈ {≤, <,=, 6=, >,≥} are similar.
• In the cases of ∀P1x1, P2x2.θ, we treat differently the paths of only functional
roles, and the case where arbitrary roles may occur.
– If all roles occurring in P1 and P2 are functional, then an encoding similar
to ∃P1x1, P2x2.θ can be used. For example, ∀P1x1, P2x2.< translates to
¬∃P1.> unionsq ¬∃P2.> unionsq C, where C is as above.
– If non-functional roles occur in P1 and P2, then we may need to compare
numbers on several paths, and we may need more sophisticated tricks. For
θ ∈ {≤, <,=, 6=, >,≥}, this is still possible using just a few registers. For
example, we can translate ∀P1x1, P2x2. < as
¬∃P1.>unionsq
(∃P1.JS|P1|x1 = S0copy-x1K
u ∀P1.JS|P1|x1 ≤ S0copy-x1K
u ∀P2.JS|P2|x2 > S0copy-x1K)
We are essentially ensuring, via copy-x1, that the largest value of x1 seen
with a P1 path is smaller than every value of x2 seen with a P2 path.
If θ is 6=, our translation requires exponentially many new register names.
Given C, T we can ascertain a degree k of some tree model (if any model
exists). In this model there would be at most |P1|k different values to con-
sider for the satisfaction of the constraint. Slightly abusing notation, we
express that the x1 registers at the end of P1 paths contain values from a
finite set which appears in the fresh register names of the common ancestor,
and that this set does not intersect with the set of values of the x2 registers
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at the end of P2 paths:
∃.JS0x1 6= · · · 6= S0x|P1|kK
u∀P1.JS|P1|x1 = x1 ∨ · · · ∨ S|P1|x1 = x|P1|kK
u∀P2.JS|P2|x2 = x1 ∨ · · · ∨ S|P2|x2 6= x|P1|kK
This translation allows us to give an upper bound on the complexity of reasoning
w.r.t. general TBoxes in the DLALCFP(Zc), which to the best of our knowledge, had
never been provided before. Our upper bounds also apply if we replace the integers by
the real numbers, with or without int and nat predicates in the concrete domain.
Theorem 29. Satisfiability w.r.t. general TBoxes in ALCFP(Zc) is decidable in 2Ex-
pTime, and it is ExpTime-complete if there is a constant bound on the length of any path
P1 that contains non-functional roles and occurs in a concept of the form ∀P1x1, P2x2. 6=.
5 Conclusions
We have closed a long-standing open question in the literature of DLs with concrete
domains: reasoning with general TBoxes inALC extended with the non-dense domain
Zc is EXPTIME-complete, and hence not harder than in plain ALC, even if arbitrary
paths of (not necessarily functional) roles are allowed to refer to the concrete domain.
This positive result extends to other domains that have been advocated for in the lit-
erature, for example, comparisons over the real or rational numbers but with the int
and nat predicates. Our technique builds on ideas used for constraint LTL in [11], and
our condition (F) is very similar to the condition used in that paper. Lifting the re-
sults from linear structures, as in LTL, to the tree-shaped ones needed in ALC is not
trivial. It remains an open question whether our technical results can be transferred to
fragments of constraint CTL∗ to obtain new complexity bounds. Natural next steps are
exploring other DLs, for example SHIQP(Z), and considering ABoxes and instance
queries.
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A Proof for the atomic normal form in Section 3.1
Proof of Lemma 5
First we demonstrate how negation may be removed from atomic constraints using
generic examples:
• ¬(x = y) can be rewritten as (x < y) ∨ (y < x)
• ¬(x = 0) can be rewritten using a fresh register name z as (z = 0) ∧ ((x <
z) ∨ (z < x))
Let C′ and T ′ be a concept and a TBox in ALCFP(Zc) that are negation free. Let
Wroles, Wreg, and Wpaths be the sets of role names, register names, and role paths that
appear in C′ and T ′, respectively. Let d be the maximal depth of path constraints used
in C′ and T ′.
The proof is split into three parts; In the first part, we propagate the original register
values into copy-registers which will make them available locally. In the second part,
we use fresh “test” concept names to indicate how the atomic values relate to one
another, essentially acting as the logical connectives. Finally, we put it together by
rewriting the original concept and TBox into atomic normal form.
Part I In the first step, by relying on the tree model property, we copy in each node
u the registers of the ancestors that may occur in the constraints with the registers of u
by propagating the values one step at a time. Assume that Wreg = {x01, . . . , x0m}. For
every i where 1 ≤ i ≤ m, every k where 1 ≤ k ≤ d and every P ∈ Wpaths, we take a
fresh register name xki,P which will serve as a copy-register. We create a TBox Tprop,d
as follows:
Tprop,d =
{> v ∀r.JS1x0i = S0x1i,P K | r ∈Wroles, 1 ≤ i ≤ m,P ∈Wpaths}
∪{> v ∀r.JS1xki,P = S0xk−1i,P K | r ∈Wroles, 1 ≤ i ≤ m, 2 ≤ k ≤ d, P ∈Wpaths}
Note that along every path P , the TBox Tprop,d propagates values into copy-registers
associated with all the paths in Wpaths, not just into the copy-registers associated with
P . We will later restrict our attention to the appropriate copy-registers depending on
context. The next claim follows with a straightforward inductive construction:
Claim 30. Every tree model of C′ w.r.t. T ′ ∪ Tprop,d contains a tree model of C′ w.r.t.
T ′, and every tree model of C′ w.r.t. T ′ can be expanded to a tree model of C′ w.r.t.
T ′ ∪ Tprop,d.
Proof. We inductively describe an expansion of a tree model I of C′ w.r.t. T ′ such
that the final expansion is a tree model of C′ w.r.t. T ′ ∪ Tprop. We will simply copy
the values in the original registers into their corresponding copy-registers. For copy-
registers of elements that are at a smaller depth than the associated path P , we will
assign an arbitrary value (namely 0).
22
1. We first describe an expansion J1 of I that will model C′ w.r.t. T ′ ∪ Tprop,1. For
the root element ε, for every i where 1 ≤ i ≤ m, and for every P ∈Wpaths, set
(ε, x1i,P )
J1 = 0.
For elements u, v ∈ ∆ where u is the parent of v, for every i where 1 ≤ i ≤ m,
and for every P ∈Wpaths, set
(v, x1i,P )
J1 = (u, x0i )
I .
We have that the copy-registers {x1i,P | 1 ≤ i ≤ m,P ∈ Wpaths} are defined
for all elements, and the newly assigned register values J1 satisfy the axioms in
Tprop,1.
2. We now describe an expansion Jd′ given a tree model Jd′−1 of C′ w.r.t. T ′ ∪
Tprop,d′−1, where the copy-registers
{xki,P | 1 ≤ i ≤ m,P ∈Wpaths, 1 ≤ k ≤ d′ − 1}
are defined for all elements. For the root element ε, for every iwhere 1 ≤ i ≤ m,
and for every P ∈Wpaths, set
(ε, xd
′
i,P )
Jd′ = 0.
For elements u, v ∈ ∆ where u is the parent of v, and for every i where 1 ≤ i ≤
m, and for every P ∈Wpaths, set
(v, xd
′
i,P )
Jd′ = (u, xd
′−1
i,P )
Jd′−1 .
We show that Jd′ is a tree model of C′ w.r.t. T ′ ∪ Tprop,d′ . The newly assigned
register values satisfy the axioms in Tprop,d′ \ Tprop,d′−1, and Jd′−1 satisfies C′
w.r.t. T ′ ∪ Tprop,d′−1. Since the expansion does not alter previously defined
values, and since the register names xd
′
1,P , . . . , x
d′
m,P for P ∈ Wpaths do not
appear in neither C′ nor T ′ ∪ Tprop,d′−1, we have that Jd′ is a tree model of C′
w.r.t. T ′ ∪ Tprop,d′ .
Hence Jd is a tree shaped expansion of I which satisfies C′ w.r.t. T ′ ∪ Tprop,d.
We write Tprop for Tprop,d from now on.
Part II In this step, we create some “test” concept names and axioms that will allow
to check whether a given constraint is satisfied in a certain path in a tree model. For
P ∈ Wpaths and an atomic constraint Θ, let loc(Θ, P ) denote the constraint obtained
from Θ by replacing each occurrence of Sjx0i with S
0x
|P |−j
i,P . I.e. a reference to an
original register at a large depth is replaced with a local reference to its copy-register.
Denote byWcnstr the (sub)constraints that appears in C′ or T ′. For each P ∈Wpaths
and each Θ ∈ Wcnstr, take a fresh concept name TP,Θ. For each such P and Θ we add
to a TBox Tloc the following axioms
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(A1) TP,Θ ≡ TP,Θ1 u TP,Θ2 if Θ = Θ1 ∧Θ2
(A2) TP,Θ ≡ TP,Θ1 unionsq TP,Θ1 if Θ = Θ1 ∨Θ2
(A3) TP,Θ ≡ ∃Jloc(Θ, P )K if Θ is an atomic constraint.
We first show that the tree models we are interested in can be expanded along with
these axioms:
Claim 31. Every tree model of C′ w.r.t. T ′ ∪ Tprop can be expanded to a tree model of
C′ w.r.t. T ′ ∪ Tprop ∪ Tloc, and every tree model of C′ w.r.t. T ′ ∪ Tprop ∪ Tloc is a tree
model of C′ w.r.t T ′ ∪ Tprop.
Proof. Let I be a tree model of C′ w.r.t. T ′∪Tprop. Let h be the largest circuit-depth of
a constraint Θ appearing in T ′ or T ′∪Tprop. We inductively define J h as an expansion
of I by interpreting the fresh concept names of the form TP,Θ.
1. We first describe J 0 by interpreting TP,Θ for atomic Θ and P ∈Wpaths
For e ∈ ∆, we have e ∈ TJ 0P,Θ if and only if I, (e) |= loc(Θ, P ). That is, if and
only if the copy-registers of e satisfy the localized version of Θ. Note that in J 0,
elements may be labeled with TP,Θ even if they are not the endpoint of a P -path
(or even if they are not on a P -path at all).
We have that the axioms of the form in item (A3), which are the only ones rele-
vant in this case, are satisfied by the construction.
2. Let Θ1,Θ2 be such that TΘ1,P and TΘ2,P were interpreted in J h
′−1.
• If Θ = Θ1 ∧Θ2 then e ∈ TJ h
′
Θ,P if and only if e ∈ TJ
h′−1
Θ1,P
∩ TJ h
′−1
Θ2,P
• If Θ = Θ1 ∨Θ2 then e ∈ TJ h
′
Θ,P if and only if e ∈ TJ
h′−1
Θ1,P
∪ TJ h
′−1
Θ2,P
The axioms of Tloc of the forms in items (A1) and (A2), which are the only ones
relevant in this case, are satisfied by the semantics of the connectives ∧ and ∨.
Therefore we have that J h is a tree-shaped expansion of I that models C′ w.r.t. T ′ ∪
Tprop ∪ Tloc.
Next, we show that Tprop ∪ Tloc indeed relate the satisfaction of constraints along
path to the test concept names.
Claim 32. Let J be a tree model of Tprop ∪ Tloc, and let P be a role path and Θ a
constraint appearing in C′ or T ′. Then it holds that
1. if e ∈ TJP,Θ and J contains a P -path e0, . . . , e|P | that ends at e (e = e|P |), then
the path e0, . . . , e|P | satisfies the constraint Θ in J ;
2. if J has a P -path e0, . . . , e|P | that satisfies Θ, then e|P | ∈ TJP,Θ.
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Notice the qualification in item 1., as a P -path might not exist closer to the root in
a tree model.
Proof. First item: let e0, . . . , e|P | be a P -path and let e|P | ∈ TJP,Θ. Note that from
the axioms in Tprop we have that (ej , x0i,P )J = (ej , x|P |−ji )J (this is actually true for
every P ′ ∈Wpaths). We proceed by induction on Θ.
• If Θ is atomic, then by the axioms from item (A3) we haveJ , (e|P |) |= loc(Θ, P ).
From the fact that (ej , x0i )
J = (ej , x
|P |−j
i,P )
J , together with the definition of loc
we get that J , (e0, . . . , e|P |) |= Θ.
• Let Θ1 and Θ2 be constraints for which the claim holds.
• If Θ = Θ1 ∧Θ2, then from the axioms in item (A1) we have that e|P | ∈ TP,Θ1 u
TP,Θ2 . From the IH we have thatJ , (e0, . . . , e|P |) |= Θ1 andJ , (e0, . . . , e|P |) |=
Θ2 and the claim follows.
• The ∨ case follows similarly.
Second item: let a P -path e0, . . . , e|P | in J satisfy Θ. Note that from the axioms
in Tprop we have that (ej , x0i )J = (ej , x|P |−ji,P )J . We proceed by induction on Θ.
• If Θ is atomic, then from the fact that (ej , x0i )J = (ej , x|P |−ji,P )J , together
with the definition of loc we get that J , (e|P |) |= loc(Θ, P ) hence e|P | ∈
(∃.Jloc(Θ, P )K)J and from the axioms in item (A3) we get that e|P | ∈ TJP,Θ.
• Let the claim hold for Θ1 and Θ2.
• If Θ = Θ1 ∧Θ2, then by the IH we have that e|P | is in TJP,Θ1 and TJP,Θ2 , hence
by semantics of ALCFP(Zc) we have that e|P | ∈ TJP,Θ1 u TJP,Θ2 and by the
axioms in item (A1) we have that e|P | ∈ TJP,Θ.
• The ∨ case follows similarly.
Part III In this final step, we use the locally available copy-registers and test concept
names to rewrite C′ and T ′ into C and T in atomic normal form, and use the previously
proved claims to show equisatifiability.
Given a concept D and a (possibly empty) role path P = r1 · · · rn, we write ∃P.D
meaning
1. the concept ∃r1(∃r2(· · · (∃rn.D) · · · )) when n > 0, and
2. the concept D when n = 0.
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The same notion is defined for ∀P.D in the obvious way.
Let C and T ∗ be obtained from C′ and T ′, respectively, by replacing every concept
∃P.JΘK by ∃P.TP,Θ and every ∀P.JΘK by ∀P.TP,Θ. Our desired normalization is the
concept C equipped with the TBox T = T ∗ ∪ Tprop ∪ Tloc.
Let I be a tree model of C′ and T ′. By composing Claim 30 and Claim 31, we get a
tree model J of C′ w.r.t. T ′ ∪Tprop ∪Tloc, to which Claim 32 applies. We show that J
is also a tree model of C w.r.t. T by showing that (∃P.JΘK)J = (∃P.TP,Θ)J (showing
that (∀P.JΘK)J = (∀P.TP,Θ)J is similar).
• Let e0 ∈ (∃P.JΘK)J . Then there is a P -path ~e = (e0, . . . , e|P |) in J such that
J , ~e |= Θ, therefore by item 2 in Claim 32 we have that e|P | ∈ TJΘ,P , implying
that e0 ∈ (∃P.TΘ,P )J .
• Let e0 ∈ (∃P.TΘ,P )J . Then there exists a P -path ~e = (e0, . . . , e|P |) in J such
that e|P | ∈ TJΘ,P . By item 1 of Claim 32, we have that J , ~e |= Θ and therefore
e0 ∈ (∃P.JΘK)J .
Therefore a tree model I of C′ w.r.t. T ′ can be expanded to a tree model of Cˆ w.r.t. Tˆ .
Now we show that every tree model Jˆ of C w.r.t. T is also a tree model of C′
w.r.t. T ′. Since T ⊆ Tprop ∪ Tloc, Claim 32 again applies to Jˆ . Like before, we have
that (∃P.JΘK)Jˆ = (∃P.TP,Θ)Jˆ and (∀P.JΘK)Jˆ = (∀P.TP,Θ)Jˆ , therefore Jˆ is a tree
model of C′ w.r.t. T ′ ∪ Tprop ∪ Tloc (and in particular w.r.t. T ′).
A.1 Applying the ANF transformation to Example 2
Here we provide an ANF transformation of a ALCFP(Zc) concept and TBox based
on the interpretation in Example 2. First, let us name the concepts and constraints:
• C1 denotes ∃.JΘ1K where Θ1 is S0x < S0y
• C2 denotes ∃r.JΘ2K where Θ2 is S1x < S0y
• C3 denotes ∃r.JΘ3K where Θ3 is Θ31 ∧Θ32, and Θ31 is S0x < S1x and Θ32 is
S0y = S1y
• C4 denotes ∃r.JΘ4K where Θ4 is Θ41 ∧Θ42, and Θ41 is S0x < S1x and Θ42 is
S0y < S1x
Then we may say that the interpretation satisfies the concept
C2 u ∃r.(C2 u C4) u C3 u ∃r.C3
w.r.t. the TBox T = {> v C1}.
Note that the only path appearing in C or T is r, and that C1 is already in ANF. We
skip the construction of Tprop, and assume that copies of parent register are available in
x1r and y
1
r .
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Next, by introducing test concept name of the form Tr,Θ we construct Tloc, which
contains:
Tr,Θ2 ≡ ∃.JS0x1r < S0yK
Tr,Θ3 ≡ Tr,Θ31 u Tr,Θ32
Tr,Θ31 ≡ ∃.JS0x < S0x1rK
Tr,Θ32 ≡ ∃.JS0y = S0y1rK
Tr,Θ4 ≡ Tr,Θ41 u Tr,Θ42
Tr,Θ41 ≡ ∃.JS0x < S0x1rK
Tr,Θ42 ≡ ∃.JS0y < S0x1rK
Finally, by replacing the original C2, C3, C4 with their test concept counterparts,
we obtain the concept
Tr,Θ2 u ∃r.(Tr,Θ2 u (∃r.Tr,Θ4)) u ∃r.Tr,Θ3 u ∃r.(∃r.Tr,Θ3)
and the new TBox T ∪Tloc∪Tprop. Note that since C1 was already in ANF, the original
TBox T does not change before being added to the final TBox.
B Proofs for the embeddability condition in Subsection 3.3
Proof of Lemma 15
We prove the lemma by contradiction. Let p be a strict cycle in Gfr which spans vertices
of exactly k logical elements u1, . . . , uk, and assume w.l.o.g. that p starts and ends at
u1, and that ui is the parent of ui+1 for i ∈ [k − 1]. If k ≤ 2, then p is a strict cycle
which is contained in the frame Y (u2), and we reach a contradiction to Gfr being a
framified constraint graph.
Otherwise, consider the restriction p′ of p to the vertices of the logical elements
uk and uk−1. Note that we consider two logical elements, as their induced subgraph
will be captured as Y (uk) in the tree representation of Gfr. Let (uk−1, x) be the first
vertex on p′ and let (uk−1, y) be the last vertex on p′. We show that there exists some
edge e from (uk−1, x) to (uk−1, y). Due to Gfr being a framified constraint graph, it
is enough to show that there is no strict edge from (uk−1, y) to (uk−1, x). Since p′
connects (uk−1, x) to (uk−1, y), if there were such a strict edge, there would be a strict
cycle in Y (uk) and we’d reach a contradiction to Gfr being framified. For the same
reason, if p′ has a strict edge, then e is strict.
By replacing the subpath p′ with e in p, we obtain a strict cycle which spans vertices
of k − 1 logical elements. Observe that the strictness is preserved since the potential
removal of a strict edge in p′ is recovered by e being strict.
Applying this claim inductively, we conclude that there is a strict cycle spanning
two logical elements, and reach a contradiction as above.
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Proof of Lemma 20
Let (u, x), (v, y) ∈ ∆× RegC,T . From the definition of embeddability it immediately
follows that if there is a finite path from (u, x) to (v, y) of strict length m, then any
assignment κ : ∆ × RegC,T → Z witnessing the embeddability of Gfr would satisfy
κ((v, y))− κ((u, x)) ≥ m.
Let Gfr be a framified constraint graph which does not satisfy (F), and let (u, x)
and (u, y) be the violating pair. We show that for any natural number m, there is a
path p from (u, x) to (u, y) of strict length at least m. Fix some m and assume w.l.o.g
that the forward path f is strict. Then there is a finite prefix pf of f containing at least
m strict edges. Denote the length of pf by l and let pb be the l-prefix of b. Then the
concatenation p of pf with pb is a path from (u, x) to (u, y), since there is an edge from
f(l) to b(l), and p is of strict length at least m.
Proof of Lemma 22
This is the main technical result of the paper. We need some definitions and lemmas
first.
Definition 33. Let (u, x), (v, z) ∈ ∆ × RegC,T such that there is a path from (u, x)
to (v, z). If there is a finite bound on the strict length of paths from (u, x) to (v, z),
let m be the maximal strict length of such paths. Then we say the distance between
(u, x) and (v, z) is m. If there is no finite bound on such paths, we say the distance is
unbounded.
Lemma 34. Let Gfr be a framified constraint graph which is not embeddable into Z.
Then there exist (u, x), (v, z) ∈ ∆×RegC,T such that the distance between (u, x) and
(v, z) is unbounded.
Proof. This is a restatement of a proposition in [8] showing that Zc has the EHD-
property. The defining formulas (applied to our setting) essentially state that there are
no strict cycles (which in our case is given by the framification and Lemma 15), and
that there exists a bound on the strict length of paths from (u, x) to (v, z), for every
(u, x) and (v, z) such that (v, z) is reachable from (u, x). We emphasize that the bound
is not global but may vary from pair to pair.
In the sequel, we freely move from a constraint graph to its tree representation when
discussing paths and subtrees for ease of understanding.
Definition 35. For (w, x), (w, y) ∈ ∆ × RegC,T , we define a partial labeling ` :
∆× RegC,T × RegC,T → N ∪ {∞} where
1. if the largest strict length of a simple path from (w, x) to (w, y) only in the
subtree rooted at w is d ∈ N, then `((w, x), (w, y)) = d,
2. if there is no bound on the strict length of a cycle-free path from (w, x) to (w, y)
in the subtree rooted at w, then `((w, x), (w, y)) =∞, and
3. if there is no path from (w, x) to (w, y) in the subtree rooted at w, then the label
`((w, x), (w, y)) is not defined.
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Note that the labeling only takes into account paths between vertices associated
with the same logical object, and only paths in the subtree rooted at that element. This
is in contrast to Definition 33, which takes into account all paths. We make some
observations about this labeling.
Lemma 36. Let Gfr be a framified constraint graph which is not embeddable. Then
there exist u ∈ ∆ and x, y ∈ Reg with `((u, x), (u, y)) =∞.
Proof. We first show we can restrict our attention to a single node u, then we show
the labeling part of the lemma. Gfr is not embeddable, therefore by Lemma 34 there
exist (u′, x′) and (w′, y′) with unbounded distance. As the tree representation Gfr has
bounded degree, by Ko¨nig’s Lemma we have that there is at least one a subtree in the
graph containing infinitely many subpaths of paths from (u′, x′) to (w′, y′) of infinitely
many strict lengths. Let u be the root of such a subtree such that |u| is minimal in the
sense that the previous statement holds for u and does not hold for its parent (if u is
not ε). Since we have a bounded number of registers, again by Ko¨nig’s Lemma we
have that there are registers x, y such that the distance between (u, x) and (u, y) is
unbounded. By the minimality of |u| we get that `((u, x), (u, y)) =∞.
Definition 37. Let T be a regular tree over Σ. We say w ∈ Σ? is in the repetitive part
of T if there is a prefix u of w such that T |w = T |u.
Observation 38. If T is a regular tree, then any w ∈ Σ? of length |w| > {T |u | u ∈
Σ?} is in the repetitive part of T .
Lemma 39. Let Gfr be a regular framified constraint graph which is not embed-
dable. Then there are (w, x), (w, y) ∈ ∆ × Reg in the repetitive part such that
`((w, x), (w, y)) =∞.
Proof. We know from Lemma 36 that there are some (u, z1), (u, z2) ∈ Reg such that
`((u, z1), (u, z2)) = ∞. By definition of ` and the fact we have finite degree, by
Ko¨nig’s Lemma we have that u has a child u′ and there exist registers z′1, z
′
2 such
that `((u′, z′1), (u
′, z′2)) = ∞. We apply this argument inductively until we reach the
repetitive part, which by Observation 38 is a finite number of times.
For our proof it will be enough to consider partial framifications of constraint
graphs. Observe that due to the inability of framifications to introduce strict cycles
(Lemma 15), all the framifications of a constraint graph G contain a common subgraph
whose edges relate to ` in the following way:
Observation 40. Let Gfr be a framification of G. Then for every u ∈ ∆ and x, y ∈ Reg,
we have in Gfr:
1. An equality edge e=((u, x), (u, y)) if `((u, x), (u, y)) = 0
2. A strict edge e<((u, x), (u, y)) if `((u, x), (u, y)) ∈ N+ ∪ {∞}
Note that the maximal common subgraph may contain additional edges, as ` only
takes into account paths in the subtree rooted at some vertex, but these will suffice for
our proofs.
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Definition 41. We say a path p has a downward trend if the elements w ∈ ∆ along p
have (strictly) increasing length. Similarly, a path has an upward trend if the elements
have decreasing length.
Let (w, x), (w, y) ∈ ∆ × Reg. We say a path from (w, x) to (w, y) goes down-
then-up if it can be broken into two contiguous subpaths where the first subpath has a
downward trend and the second one has an upward trend.
Lemma 42. Let (u, x), (u, y) ∈ ∆ × Reg such that `((u, x), (u, y)) = ∞. Then for
every n ∈ N there is a down-then-up path p′ from (u, x) to (u, y) in Gfr of strict length
at least n.
Proof of Lemma 42
There are two parts to the proof. First we describe, given a path p from (u, x) to (u, y),
another path p′ from (u, x) to (u, y) which goes down-then-up. In the second part, we
give a lower bound on the strict length of the new path p′ given the strict length of the
original p. Denote by d the maximal depth of the original path p.
Constructing p′ Let u ∈ ∆ and x, y ∈ Reg such that `((u, x), (u, y)) =∞ and let p
be a path in Gfr from (u, x) to (u, y) of strict length ≥ N and assume p has no cycles.
Observation 43. We may assume that any subpath p′′ of p which begins and ends with
the same element has strict length at least 1, otherwise due to framification we have
an equality edge e′′ between the start and end of p′′. Then we may consider the path
where p′′ is replaced by e′′, which has the same strict length as the original path p.
Observation 44. The number of times we may see a certain w ∈ ∆ along p is bounded
by the number of registers |RegC,T |, since we assume no cycles.
Assume that u appears exactly twice along p. We inductively construct pre(i),
mid(i), and suf(i), where pre(i) has a downward trend, suf(i) has an upward trend, and
mid(i) remains to be altered. For a path q with endpoints a, b, we denote by q \ {a, b}
the subpath of q obtained by excluding a and b.
Set pre(0) = (u, x), suf(0) = (u, y), and mid(0) = p \ (u, x), (u, y). Note that
pre(0) and suf(0) have a strict downward and upward trend, respectively, and that
mid(0) begins and ends with vertices associated with the same logical element.
Given pre(i), suf(i), and mid(i), we define pre(i+1), suf(i+1), and mid(i+1). De-
note the node appearing in the first and last vertices on mid(i) by ui.
1. If ui appears exactly twice on mid(i), denote its appearances by (ui, xi) and
(ui, yi). Then define
pre(i+1) = pre(i)(ui, xi),
suf(i+1) = (ui, yi)suf
(i),
and mid(i+1) = mid(i) \ {(ui, xi), (ui, yi)}.
2. If ui appears more than twice on mid(i), let (ui, xi) and (ui, yi) be the pair of
subsequent appearances of ui on mid(i) whose subpath has largest strict length
(if there are multiple such pairs, take the earliest one).
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(a) Define
pre(i+1) = pre(i)(ui, xi),
suf(i+1) = (ui, yi)suf
(i).
Note that due to framification, there is an edge from the end of pre(i) to
(ui, xi), and an edge from (ui, yi) to the beginning of suf(i) and therefore
pre(i+1) and suf(i+1) are well defined. Furthermore, at least one these
edges is strict since at least one of them is due to Observation 43.
(b) Let q(ui,xi) be the subpath of mid
(i) beginning at the first vertex of mid(i)
and ending at (ui, xi). Let q′(ui,yi) be the subpath of mid
(i) beginning at
(ui, yi) and ending at the last vertex of mid(i). Then define
mid(i+1) = mid(i) \ {q(ui,xi), q′(ui,yi)}.
3. If mid(i) is empty, then define
pre(i+1) = pre(i)
suf(i+1) = suf(i)
and mid(i+1) = mid(i).
Observation 45. If mid(i) has strict length > 1, then due to framification, there is a
strict edge from (ui, xi) to (ui, yi).
After at most d steps of the above construction, we will have mid(d) = . Take
p′ = pre(d)suf(d). We have that for every depth, an element of that depth appears at
most twice (in fact, exactly twice except for possibly the deepest element).
A lower bound on the strict length of p′ Note that only applications of case 2 de-
crease the strict length of p′. Therefore the strict length of p′ will be the smallest when
its construction involves the most applications of case 2. We want to bound the number
of times case 2 can be applied before we reach mid(i) = .
Recall that n is the degree of the tree representation of Gfr. For 0 ≤ i ≤ d, denote
by N (i)mid the strict length of mid
(i). Denote by ρ the number of register names used,
i.e. |RegC,T |.
Assume that we apply case 2 in step i, meaning ui appears more than twice on
mid(i). Due to the degree being n, this implies that there is a pair (ui, xi) and (ui, yi)
of subsequent appearances whose subpath has strict length at least (N (i)mid − ρ)/n. The
subtraction of ρ is in order to account for possibly losing ρ strict edges within the same
depth as we perform Step 2b. In other words,
N
(i+1)
mid ≥ (N (i)mid − ρ)/n
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Let us define this bound of N (i)mid from below as a series.
a0 = N
a1 =
1
n
(a0 − ρ)
ai+1 =
1
n
(ai − ρ)
Claim 46. For m ≥ 1,
am =
N − ρ
nm
− ρ
m−1∑
h=1
n−h
Proof. By induction on m.
• We show the claim holds for m = 1: By definition, we have
a1 =
1
n
(a0 − ρ) = N − ρ
n
By substituting 1 for m, we have:
N − ρ
nm
− ρ
m−1∑
h=1
n−h
∣∣∣∣∣
m=1
=
N − ρ
n
• We assume the claim holds for m = m′:
am′ =
N − ρ
nm′
− ρ
m′−1∑
h=1
n−h
• We show correctness for m = m′ + 1:
am′+1 =
am′ − ρ
n
=
N − ρ
nm′+1
− ρ
m′−1∑
h=1
n−h−1 − ρ
n
=
N − ρ
nm′+1
− ρ
(m′+1)−1∑
h=2
n−h − ρ
n
=
N − ρ
nm′+1
− ρ
(m′+1)−1∑
h=1
n−h
Since this series bounds N (m)mid from below, we have that
N
(m)
mid ≥
N − ρ
nm
− ρ
m−1∑
h=1
n−h
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Furthermore, we have that
N − ρ
nm
− ρ
m−1∑
h=1
n−h >
N − ρ
nm
− ρ
∞∑
h=1
n−h =
N − ρ
nm
− ρ 1
n− 1
We solve for m in order to bound the maximal number of times case 2 may be
applied in the construction of p′.
N − ρ
nm
− ρ 1
n− 1 = 0
After some algebra we get
m = logn(
(N − ρ)(n− 1)
ρ
)
To recap – the constructed path p′ has the smallest strict length if case 2 was ap-
plied a maximal number of times, and we have showed that this may occur at most
logn(
(N−ρ)(n−1)
ρ ) times. However, since each time we apply case 2 we have at least
one strict edge added to the path (in Step 2a), we also have at least logn(
(N−ρ)(n−1)
ρ )
strict edges in p′. Obviously, limN→∞(logn(
(N−ρ)(n−1)
ρ )) = ∞, and we have our
proof of Lemma 42.
Back to the proof of Lemma 22 Finally, we can prove the lemma which will facil-
itate the construction of the paths violating (F). Let Nst be the number of different
subtrees in the tree representation of Gfr. Let Nrep = ρ4Nst + 1.
Lemma 47. Let u ∈ ∆ be in the repetitive part of Gfr and let x, y ∈ Reg such that
`((u, x), (u, y)) =∞. Let p be the path promised by Lemma 42 of strict length 2Nrep.
Then there is v ∈ ∆ on p and registers z, z′ such that v.z, v.z′ violate (F).
Proof. Since p is an down-then-up path of strict length 2Nrep, there are at least Nrep
strict edges in one of the directions on p. Assume w.l.o.g. that it is the downward
direction.
Since the number of strict edges in the downward direction is larger than the num-
ber of possible combinations of a subtree with a quadruple of registers, we have the
following on p (see Figure 3):
1. nodes v and v′ = vw for some w ∈ [n]+ such that v and v′ have isomorphic
subtrees,
2. registers z, z′ such that there is a path f1 from (v, z) to (v′, z) with strict length
at least 1, and a path b1 from (v′, z′) to (v, z′)
Since p is a path from (u, x) to (u, y) which goes through (v′, z) and then (v′, z′), and
since framifications may not introduce strict cycles (Lemma 15), we have an edge e′
from (v′, z) to (v′, z′). Since v and v′ have isomorphic subtrees, this implies there
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v z z′
v′ = vw z z′
v′′ = vww z z′
f1 b1
Figure 3: Subgraph of the constraint graph. v, v′, v′′ have isomorphic subtrees along a periodic
word w, f1 is a forward back with at least one strict edge and b1 is a backward path. Note that
f1 goes from the z register of a vertex to the z register of an isomorphic vertex (and b1 behaves
similarly).
is also an (isomorphic) edge e from (v, z) to (v, z′). Finally, since f1 is strict, by
Observation 40 we have that the edges e and e′ are strict.
As v and v′ have isomorphic subtrees, this implies that there is an infinite strict
forward path f from (v, z), since the strict forward path f1 can be concatenated indefi-
nitely. Similarly, there is an infinite backward path b into (v, z′), as the path b1 can also
be concatenated.
It remains to show that there is strict edge from f(i) to b(i) for every i ≥ 0. By
our construction, we have that for every i, there is a strict path from f(i) to b(i) – for
example one which uses a copy of the edge e above. Furthermore, by the construction
in the proof of Lemma 42, for every i, f(i) and b(i) are vertices associated with the
same logical element. Therefore by framification we have a strict edge from f(i) to
b(i).
The automata in Subsections 3.4 and 3.5
Here we give the construction of the automata Act, Aalcf , and Am.
Checking consistency of trees First we denote the pairs of consistent pairs of frames
as in Definition 17: CFr = {(σ1, σ2) ∈ Σfr×Σfr | (σ1, σ2) is consistent}. Also denote
the set of frames whose vertex set only has bot vertices: Σbotfr = {σ ∈ Σfr | V (σ) =
RegbotC,T }.
We define Act = (Q, q0,−→, (∅, Q)), where:
• Q = {q0} ∪ {qσ | σ ∈ Σfr}.
• For every σ ∈ Σbotfr , we have q0 σ−→ (qσ, . . . , qσ).
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• For every (σ1, σ2) ∈ CFr, we have qσ1 σ2−→ (qσ2 , . . . , qσ2).
Satisfiability of the abstracted ALCF part The construction is very nearly iden-
tical to the one in [2], therefore we only describe the parts needed to understand our
adaptation.
Following the notation in [2], let SC,T be the set of subexpressions of C and T , and
let RC,T be the set of role names used in C and T . The state set of Aalcf contains the
Hintikka sets for C, T , i.e. q ⊆ SC,T ∪ RC,T where either q = ∅ or q contains exactly
one role name and maximally consistent subexpressions.
Our automaton Aalcf has Ω = (∅, Q) where Q is the entire state set, and its tran-
sition relation only differs from the one in [2] in order to properly handle functional
roles. Specifically, our (q, ξ) −→ (q1, . . . , qn) additionally satisfies that
• if ∃r.D ∈ q for r ∈ NR, then there is exactly one i such that {D, r} ⊆ qi
• if ∀r.D ∈ q for r ∈ NR, then either:
– there is no i such that {r} ⊆ qi, or
– n = 1 and q ξ−→ (q1) where {D, r} ⊆ q1
Matching the alphabets We need to verify that the graph induced by the Ξ part of
the letter is contained the in framification of the RegbotC,T vertices in the Σfr part. We
introduce some notation. Recall that B is the set of placeholders introduced during the
abstraction of C, T . For ξ ∈ Ξ, denote B(ξ) = ξ ∩ B, i.e. the set of placeholders
appearing in ξ. For σ ∈ Σfr denote
Bbot(σ) = {B ∈ B | there is v ∈ RegbotC,T in V (σ) s.t B ∈ λ(σ)}
I.e. the placeholders appearing on RegbotC,T vertices in σ. Now we define Am to simply
ensure we always haveB(ξ) ⊆ Bbot(σ). More precisely, we defineAm = (Q, q0,−→
, (∅, Q)) where
• Q = {q0}
• For every (σ, ξ) ∈ Σfr×Ξ whereB(ξ) ⊆ Bbot(σ), we have q0 (σ,ξ)−→ (q0, . . . , q0)
Product of Rabin tree automata The product of two Rabin tree automata is obtained
by simply taking the product of the state sets, transition relation, and accepting pairs
as follows. Let A = (Q, q0,−→, {(L1, U1), . . . , (Lm, Um)}) and A′ = (Q′, q′0,−→′
, {(L′1, U ′1), . . . , (L′m′ , U ′m′)}) be two Rabin tree automata over some alphabet Γ which
run on n-trees. The automaton A∩ = (Q∩, q∩0 ,−→∩,Ω∩) is given by
• Q∩ = Q×Q′
• q∩0 = (q0, q′0)
• (q, q′)−→∩((q1, q′1), . . . , (qn, q′n)) with the letter γ if and only if q−→(q1, . . . , qn)
with γ and q′−→′(q′1, . . . , q′n) with γ.
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• Ω∩ = {((Li, L′j), (Ui, U ′j)) | i ∈ [m], j ∈ [m′]}
That is, A∩ runs A and A′ simultaneously. For a run on some input, we have accep-
tance by both A and A′ if and only if we have that every path has some i such that its
restriction to Q is successful due to (Li, Ui), and some j such that its restriction to Q′
is successful due to (L′j , U
′
j). Therefore, a given input is accepted by both A and A′ if
and only if there is a run where every path has some (i, j) witnessing its success, i.e.
there is an accepting run of A∩.
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