Abstract. In the first part we study deviation of a polynomial from its mathematical expectation. This deviation can be estimated from above by Carbery-Wright inequality, so we investigate estimates of the deviation from below. We obtain such estimates in two different cases: for Gaussian measures and a polynomial of an arbitrary degree and for an arbitrary log-concave measure but only for polynomials of the second degree. In the second part we deals with isoperimetric inequality and the Poincaré inequality for probability measures on the real line that are images of the uniform distributions on convex compact sets in R n under polynomial mappings.
The second part of our work is devoted to the isoperimetric inequality and the Poincaré inequality for distributions of polynomials. It is well-known that for the standard Gaussian measure on R n both inequalities hold true (see [6, 24, 12] ). For log-concave measures, inequalities of these types have been studied in [3, 18] . In our work, these inequalities are proved for probability measures on the real line that are polynomial images of the uniform distributions on convex compact sets in R n (see Theorem 3.5 and Corollaries 3.6 and 3.7). One of the main tools used in this paper is the so-called localization technique (see [18, 20] ). The idea of localization of a problem was used in many papers as an approach for obtaining estimates in multidimensional spaces. For example, it was used to study isoperimetric inequalities for the uniform distributions on convex bodies in [18] and for the distributions on spheres in [17] . Also it was used in [5, 4] in the proof of Khinchine-type inequalities for polynomials. This technique allows to reduce some multidimensional inequalities to one-dimensional ones. In the case of polynomials it is especially convenient, because a restriction of a polynomial to a straight line is again a polynomial. A new approach to the ideas of localization was developed in [16] , where localization is interpreted as a property of extreme points of some special convex sets in the space of all probability measures.
Preliminaries
First of all we introduce some notation and mention ceratin previously known results used in our work.
Let µ be a probability Borel measure on R n and let f be a µ-measurable function. We use the following notation: Let I A denote the indicator function of a set A. A probability Borel measure µ on R n is called logarithmically concave (also log-concave or convex) if it has a density of the form e −V with respect to Lebesgue measure on some affine subspace, where V is a convex function (possibly with infinite values) on this subspace (see [7] ). This properety is equivalent (see [10, 11] ) to the property that for every pair of Borel sets A, B one has µ(tA
A polynomial of degree d is a function f on R n of the form
where B(x 1 , . . . , x m ) is a symmetric m-linear function. Let ν be a probability Borel measure on the real line. Define the ν-perimeter of a set A by the following formula:
The proofs of our main results use the following known facts. Theorem 1.1 (see [21] ). Let µ be a log-concave measure on R n and let f be a polynomial of degree d. Set k(f ) = inf{k : µ({|f | ≥ k}) ≤ 1/e}. Then for every t ≥ 1 one has
Theorem 1.2 (see [4, 5] ). Let µ be a log-concave measure on R n , q ≥ 1. Then there is an absolute constant c such that for every polynomial f of degree d the following inequalities hold true:
Some infinite-dimensional analogues of these two theorems are presented in [1] . Theorem 1.3 (see [1] ). Let µ be a log-concave measure on R n and let U be a set of positive µ-measure. Then there is an absolute constant C such that, for every polynomial f of degree d, the following estimate holds:
Let us recall two localization lemmas. The first one is concerned with log-concave measures. Theorem 1.4 (see [16, 18, 20] ). Let f 1 , f 2 be a pair of two upper semi-continuous nonnegative functions on R n and let f 3 , f 4 be a pair of two lower semi-continuous nonnegative functions on R n . Suppose that for every compact interval ∆ = [a, b] ⊂ R n and every measure ν with a density of the form e ℓ with respect to Lebesgue measure on ∆, where ℓ is an affine function on ∆, one has
Then the following inequality holds for every log-concave measure µ on R n :
The second localization lemma is applicable in the case of uniform distributions on convex bodies. Theorem 1.5 (see [16, 18, 20] ). Let f 1 , f 2 be a pair of two upper semi-continuous nonnegative functions on R n and let f 3 , f 4 be a pair of two lower semi-continuous nonnegative functions on R n . Suppose that for every compact interval ∆ = [a, b] ⊂ R n and every measure ν with a density of the form (αt + β) n−1 with respect to Lebesgue measure on ∆ one has
Then the following inequality holds for every convex body K in R n :
where λ is Lebesgue measure.
Behavior of the distribution of a polynomial in a neighbourhood of its expectation
In this section we estimate from below the measure of small deviations of a polynomial from its mean. Firstly, we need to establish the following important property of the expectation of a polynomial.
Lemma 2.1. Let µ be a log-concave measure on R n . Then there are positive constants c(d) and s(d) depending only on the degree d such that for every polynomial f of degree d with α f > 0 and m f = 0 the following estimate holds true:
Proof. Let δ = µ(f ≥ εα f ). Applying the inequality from Theorem 1.3 to the set U = {f < εα f } we get
We now estimate {f ≥εα f } |f |dµ from above. For this purpose we use Theorem 1.1. Let τ > 1 (this number will be chosen later). Then
|f |dµ, the last expression can be estimated from above by
Thus, using the estimate
we obtain the inequality
Now set τ = δ −1/2 . Then, for any δ close enough to 0, the left-hand side of the inequality is close to 1 and the right-hand side is close to 2(Cd)
, we obtain that δ cannot be arbitrary small. Thus, the desired constant c(d) exists and the lemma is proved. Corollary 2.2. Let µ be a log-concave measure on R n . Then there is a constant c(d) ∈ (0, 1) depending only on the degree d such that for every polynomial f of degree d with σ f > 0 one has
A. The case of a Gaussian measure
First we consider the case of the standard Gaussian measure on R n and a polynomial of an arbitrary degree.
Below we need the following elementary estimate. Let f be a smooth function on R n . Let D m f (x) denote the m-fold derivative of f , i.e., a multilinear function such that
Let now f be a polynomial of degree d on R n . Set
Then one has
thus,
where
Applying this estimate to the polynomial −f , we get
We also need the following estimate for the standard Gaussian measure γ on R n :
where the constant a(m, d) depends only on m and d and is independent of the dimension n. This estimate follows from the equivalence of the Sobolev and L p -norms on the space of all polynomials of a fixed degree (see [6] ).
Let us recall the isoperimetric inequality for Gaussian measures (see [24, 12, 6] ), which is used in the proof of the next theorem. Let γ be the standard Gaussian measure on R n , let C be a measurable set in R n , and let B be the closed unit ball centered at the origin. Then
where Φ is the distribution function of the standard Gaussian random variable on the real line and the number a is chosen from the relation γ(C) = Φ(a). For a Gaussian measure, there is a better estimate for the tails of a polynomial f of degree d than in Theorem 1.1:
for every t > 0 and some positive constants R and r (see [6, Corollary 5.5.7] ).
Theorem 2.3. Let γ be the standard Gaussian measure on R n . Then there is a number L(d) > 0 depending only on the degree d such that for every polynomial f of degree d the following estimate holds:
Proof. Without loss of generality we can assume that m f = 0. Fix a number t > 1 (this number will be chosen later). Let B be the unit ball in R n centered at the origin. For ε < 1 consider the set
Note that by (2.1) we have (m!)
where C(d) is a constant. Thus, we have the inclusion
Let a f be the number such that γ(f < 0) = Φ(a f ). Using the Gaussian isoperimetric inequality (2.3), we can estimate the measure of the set A:
In the last inequality Theorem 1.1 is used. By Corollary 2.2, there is a number c(d) such that
so, there is a constant a(d) such that for every polynomial f of degree d with zero expectation one has |a f | ≤ a(d). Let q(d) be the minimal value of the standard Gaussian density on the
There is a number s 0 (d) ∈ (0, e −1 ) such that for any s ≤ s 0 (d) one has
B. The case of a log-concave measure and a polynomial of degree two
Here we obtain an estimate that is sharper than the previous one in the case of an arbitrary log-concave measure, but applies only to polynomials of degree 2. The proof in this case relies on the following lemma. Proof. Without loss of generality we can assume that the coefficient at the highest degree term of the polynomial f is 1. Suppose first that s ≥ 1.
If the right-hand side is not zero, then there is a root of the polynomial f on the interval (0, s). Let τ denote the minimal root in (0, s) and let σ be the second root. Then on the interval (0, τ ) the polynomial f is either strictly positive or strictly negative, hence,
Thus, we have to obtain the estimate
Let us consider the case ε < 1 2
(1 + |τ − σ|). By Theorems 1.2 and 1.3, given a polynomial g of degree d, linear functions ℓ 1 , ℓ 2 and a log-concave measure ν, we have
|g|dν.
Applying this inequalities to the functions g = f , ℓ 1 (t) = t − τ , ℓ 2 (t) = t − σ and to the measure e −t I {t>0} dt, we obtain that
In the last estimate we have used the inequality 1 − e −s > 1 − e −1 for s ≥ 1. Let us pick a point u such that τ ∈ [u,
the desired estimate is proved in this case. Now let us consider the case ε ≥ 1 2 On the other hand,
Using the above mentioned estimate
and estimating one of the integrals on the left-hand side by one, we conclude that the desired estimate is also valid in the considered case. Now let s < 1. In this case e −1 ≤ e −t ≤ 1 on [0, s] and our estimate in this case is equivalent to the following one: It can be easily seen that if we multiply the integrand by e −t in each integral, then each integral will differ from the former one by the factor which belongs to [1, e] . So, this case follows from the previous one for s = 1. for every r > 0, the isoperimetric inequality in the Cheeger form would be true for the distribution of any polynomial, see Lemma 3.1 and Theorem 3.5. However, this inequality cannot be true for an arbitrary log-concave measure. Indeed, this inequality for an arbitrary polynomial of degree two would have implied the exponential integrability of such polynomials with respect to an arbitrary log-concave measure (see [2] ).
Theorem 2.7. There is a constant c such that, for every polynomial of the second degree on R n and every log-concave measure µ, the following inequality holds:
ε I {f ≤−ε} dµ I {f ≥ε} dµ ≤ c I {|f |<ε} dµ |f |dµ.
Proof. The functions f 1 = εI {f ≤−ε} , f 2 = I {f ≥ε} are upper semi-continuous and the functions f 3 = cI {|f |<ε} and f 4 = |f | are lower semi-continuous. Hence one can apply the localization lemma. Thus, it is sufficient to prove the following inequality: Corollary 2.8. There is a constant C > 0 such that for every polynomial of degree 2 on R n and every log-concave measure µ the following estimate holds:
Proof. This estimate follows from the previous theorem and Lemma 2.1.
The isoperimetric and Poincaré inequalities
The following lemma is an analog of Lemma 2.4 for polynomials of an arbitrary degree, but for measures with a density of the form t n on some interval instead of e −t . Proof. Without loss of generality we can assume that the coefficient at the highest degree term of the polynomial f is 1, i.e., f is of the form
s . Note that c 1 (n) > 0, since the limit at infinity of σ 2 s is not zero. First we consider the case ε < 2 |f |dµ s . Let τ := max{t i :
Then on the interval (τ, s + 1) the polynomial f is either strictly positive or strictly negative. Hence,
Thus, it is sufficient to prove the estimate
Applying Theorem 1.1 to the polynomial f and the measure µ s , we obtain
Let t j be a root of the polynomial f such that α j := inf
Applying these estimates several times, we obtain that
α j . Then it is sufficient to prove the estimate
It is sufficient to prove the inequality
Thus, in this case the desired inequality is also proved. Let now τ ≥ s + 3/4. Then
The last expression can be estimated by
n and, since s + 1/2 ≥ 1/2(s + 1), the desired inequality is proved in this case too. It remains to consider the case where ε ≥ 2 |f |dµ s . Applying Chebyshev's inequality, we obtain
which is equivalent to the announced estimate.
Lemma 3.2 (The reverse Poincaré inequality).
Let f be a polynomial of degree d on the real line and let µ be a log-concave measure on the real line. Then the following inequality holds:
where C is an absolute constant, σ 2 (µ) is the variance of the measure µ.
Proof. Due to homogeneity we can assume that the polynomial f is of the form
Also, without loss of generality we can assume that tµ(dt) = 0. Applying the estimate of the L 1 -norm of a polynomial via its L 0 -norm from Theorem 1.2, using multiplicativity of the L 0 -norm and estimating the L 0 -norm by the L 1 -norm, we obtain
as announced.
for every number r, where the constant C(d, n) depends only on d and n. In particular, C(d, n) is independent of r.
Proof. Let µ s , σ s be defined as in the proof of Lemma 3.1. Note that it is sufficient to prove the inequality
It can be easily verified that
. Recall the following inequality (see Theorem 1 and Corollary after it in [14] ) that holds with some universal constant C for any probability measure on some interval with a density of the form ct n and for any polynomial g of degree d:
Applying this estimate to our measure µ s and the polynomial f ′ , we obtain
We now use Lemma 3
, the lemma is proved. Theorem 3.5. Let K be a convex compact set in R n , let λ K be the normalized Lebesgue measure on K, and let f be a polynomial of degree d. Let R = J 1 ⊔J 2 ⊔J 3 , where J i are disjoint measurable sets, and let the distance between J 1 and J 3 be ε > 0, i.e., inf
Then there is a constant c(d, n) depending only on d and n such that
Proof. Obviously, it is sufficient to prove the estimate with an arbitrary number m in place of m f . We will prove exactly this statement.
If we take the closures of the sets J 1 and J 3 and replace J 2 with R \ (J 1 ∪ J 3 ), the left-hand side of the inequality does not decrease, while the right-hand side does not increase. Hence we can assume that J 1 and J 3 are closed and J 2 is open. First we consider the case where J 2 is an interval. Note that our inequality can be written in the form
Since J 1 and J 3 are closed and J 2 is open, the functions f 1 = εI {f ∈J 1 } , f 2 = I {f ∈J 3 } are upper semi-continuous and the functions f 3 = c(d, n)I {f ∈J 2 } , f 4 = |f − λ| are lower semi-continuous. Hence we can apply Theorem 1.5. Thus, it is sufficient to prove the inequality
where ℓ is an affine function that is nonnegative on [s, r]. By a linear change of variables we arrive at the inequality Recall that µ f = λ K • f −1 is the image of the uniform distribution on the compact set K under the polynomial mapping f . Note that the support of the measure µ f is a bounded set on the real line. Let now J 2 be the union of countably many disjoint intervals. The proof in this case is similar to the one from [18] . For completeness, we present this argument. If there is an interval which length is less than ε, then its both end points belong either to J 1 or to J 3 and we can add this interval to J 1 or J 3 , respectively, and prove the estimate for exactly these sets. Thus, we assume that J 2 = i (a i , b i ) (the union of disjoint intervals), moreover, b i − a i ≥ ε and there are finitely many such intervals, since the support of the measure µ f is bounded. We have already proved that
Summing these inequalities in i, we obtain
Since every point of J 1 and every point of J 3 are separated by at least one interval (a i , b i ), we have
which completes the proof.
Corollary 3.6 (The isoperimetric inequality in Cheeger's form). Let K be a convex compact set in R n , let λ K be the normalized Lebesgue measure on K, and let f be a polynomial of degree d. Then there is a constant δ(d, n) depending only on d and n such that
Proof. It is sufficient to apply the previous theorem to the sets
and let ε tend to zero.
As it is known (see [15] , a proof can also be found in [2] ), the previous assertion implies the following result.
Corollary 3.7 (The Poincaré inequality). Let K be a convex compact set in R n , let λ K be the normalized Lebesgue measure on K, and let f be a polynomial of degree d. Then there is a constant C(d, n) depending only on d and n such that, for every smooth function ϕ, one has
