Abstract-We consider the single-source shortest path (SSSP) problem: given an undirected graph with integer edge weights and a source vertex v, find the shortest paths from v to all other vertices. In this paper, we introduce a novel parallel algorithm, derived from the Bellman-Ford and Delta-stepping algorithms. We employ various pruning techniques, such as edge classification and direction-optimization, to dramatically reduce inter-node communication traffic, and we propose load balancing strategies to handle higher-degree vertices. These techniques are particularly effective on power-law graphs, as demonstrated by our extensive performance analysis. In the largest tested configuration, an R-MAT graph with 2 38 vertices and 2 42 edges on 32,768 Blue Gene/Q nodes, we have achieved a processing rate of three Trillion Edges Per Second (TTEPS), a four orders of magnitude improvement over the best published results.
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INTRODUCTION
T HE past decade has seen an exponential increase of data produced by online social networks, blogs, and microblogging tools. Many of these data sources are best modeled as graphs that can be analyzed to discover sociological processes and their temporal evolution through properties of the underlying edges. A growing number of applications work with web-scale graphs having billions of vertices and edges.
In this paper, we focus on developing scalable algorithms for the Single Source Shortest Path (SSSP) problem over largescale graphs on massively parallel distributed systems. In addition to applications in combinatorial optimization (such as VLSI design and transportation), shortest path algorithms are increasingly relevant in complex network analysis [1] .
Basic Algorithms. The proposed SSSP algorithm inherits important design aspects of three existing algorithms. We present a brief review of these algorithms in this section and defer a more detailed discussion on additional related work to a later section.
Two classical approaches for the SSSP problem are attributable to Dijkstra and the Bellman-Ford [2] . In a sequential implementation, Dijkstra's algorithm is efficient in terms of processing speed since it runs in time linear in the number of edges. However, the algorithm requires many phases (i.e., iterations) and it is less amenable to parallelization. In contrast, Bellman-Ford involves fewer phases and each phase is highly parallelizable. However, the algorithm may process each edge multiple times and is likely to incur high processing time.
Meyer and Sanders [3] proposed the D-stepping algorithm, a trade-off between the two extremes of Dijkstra's and Bellman-Ford. The algorithm involves a tunable parameter D. Setting D ¼ 1 (a sufficiently large number) yields the Bellman-Ford algorithm. On the other hand, Dijkstra's algorithm is equivalent to setting D ¼ 1. By varying D in the range ½1; 1, we get a spectrum of algorithms with varying degrees of processing time and parallelism.
Graph 500 Benchmark. The Graph 500 list 1 was introduced in 2010 as an alternative to the Top500 list to rank computer performance based on data-intensive computing applications. The current version of the benchmark includes Breadth First Search (BFS), with SSSP under evaluation. The benchmark uses power-law graphs generated using the Recursive MATrix (R-MAT) model [4] , [5] . The performance of a Graph 500 implementation is typically measured in terms of Traversed Edges Per Second (TEPS), computed as m=t, where m is the number of edges in the input graph and t is the time taken in seconds. Graph 500 captures many essential features of data intensive applications, and has raised a lot of interest in the supercomputing community at large, both from the scientific and operational points of view. In fact, many supercomputer procurements are now including the Graph 500 in their collection of benchmarks.
Contributions. The paper provides several important contributions. We describe a new scalable SSSP algorithm for large-scale distributed-memory systems. The algorithm is obtained by augmenting the D-stepping algorithm with three important optimizations. (a) Hybridization: We observe that the number of iterative steps performed in the D-stepping algorithm can be significantly reduced by running the algorithm only for its initial phases, then switching to the Bellman-Ford algorithm.
(b) Pruning: We introduce a new model of direction optimization [6] , in combination with edge classification, that relaxes only a fraction of the input edges and avoids redundant relaxations. In practical settings, the number of relaxations performed by the algorithm is significantly smaller than that of Dijkstra's (which relaxes all the edges). The model involves two different types of relaxation mechanisms called push and pull, and we have designed a nearoptimal heuristic for determining the mechanism to be employed in different phases of the algorithm. The dramatic reduction in the number of relaxations obtained by the above techniques leads to reduced communication volume and processing time.
(c) Load Balancing: We observe that in very large graphs, several billions of vertices and beyond, performance tends to be affected by load imbalance, especially when processing vertices with high degree. We alleviate this issue by employing a two-tiered load balancing strategy. First, the neighborhood of heavy degree vertices is split across the processing nodes, and then, within a processing node, the load is evenly distributed among threads.
We validate the algorithm with an extensive performance evaluation on power-law graphs and a preliminary study involving real world graphs. In the largest graph configuration, a scale-38 R-MAT graph with 2 38 vertices and 2 42 undirected edges explored on 32,768 Blue Gene/Q nodes, we have obtained a processing rate of 3,000 billion TEPS (GTEPS).
We are not aware of any prior study on the SSSP problem involving graphs of such scale, system size and processing rate. Madduri et al. [7] presented an experimental evaluation of the D-stepping algorithm on graphs of size up to 2 30 edges on 40 MTA-2 Cray nodes, achieving a performance number of about 100 million TEPS (MTEPS), approximately four orders of magnitude smaller than our results. 2 To understand the performance in a better context, we compare our results against some of the available performance figures for the closely related Breadth First Search problem. We note that while BFS shares certain common features with SSSP, BFS is a much simpler problem from a computational point of view, as discussed in the Related Work section below. Fig. 1 shows the performance results available in the literature and the latest Graph 500 submissions. It is worth noting that SSSP is only two to five times slower than BFS on the same machine configuration, graph type and level of optimization. This is a very promising result that proves that BFS levels of performance can also be achieved by more complex graph algorithms.
Related Work. Considerable attention has been devoted to solving SSSP in sequential as well as parallel settings. The classical Dijkstra's algorithm is the most popular algorithm in the sequential world. The algorithm can be implemented in Oðn log n þ mÞ time using Fibonacci heaps [8] . There have been attempts to develop parallel versions of Dijkstra's algorithm and its variants (for example, in Parallel Boost Graph Library [9] ). Efforts have also been made to parallelize the algorithm using transactional memory and helper threads [10] but with very modest speedups. Parallel implementations of the Bellman-Ford algorithm and its variants are also available (for example, using MapReduce framework [11] ). However, these methods do not provide good scalability.
A body of prior work has dealt with designing parallel algorithms for SSSP from a theoretical perspective under the PRAM model. Under this model, the performance is measured in terms of parallel running time and work done (product of the number of processors and running time). Prior work present algorithms with different tradeoffs on the two parameters (e.g., [12] , [13] , [14] ). The most relevant work in the context of this paper is due to Meyers and Sanders [3] , who presented an algorithm that does well in the average-case on random graphs. For random directed graphs with edge probability d=n and uniformly distributed edge weights, they presented a PRAM version that runs in expected time Oðlog 3 n=log log nÞ using linear work. The algorithm can also be easily adapted for distributed memory systems. Madduri et al. showed that this algorithm scales well on the massively multi-threaded shared memory Cray system [7] .
While our paper is particularly catered towards powerlaw graphs, prior work has considered other classes of graphs. These include graphs having geometric structure [15] , [16] such as those arising in VLSI design. Another well-studied family is the class of road networks where hierarchical decomposition techniques have been shown to be effective [17] . For instance, PHAST [18] presents efficient algorithms for SSSP on multi-core systems and GPUs for the case of road networks.
Breadth First Search is a well-studied problem which is closely related to SSSP. However, a crucial aspect makes BFS computationally simpler than SSSP. In BFS, a vertex can be "settled" and added to the BFS tree the first time it is reached, whereas in SSSP the distance of a vertex may be revised multiple times. There has been considerable effort on developing parallel implementations of BFS on massive graphs on a variety of parallel settings: for example, shared memory architectures [6] , [19] , GPUs [20] and massively parallel distributed memory machines [21] . The best BFS implementation of the Graph 500 benchmark achieves 38,621 GTEPS over a graph of size 2 40 vertices and 2 44 edges 2. This an estimated upper bound derived from the experimental evaluation in [7] .
on K Computer, a Fujitsu distributed memory system having 82,944 nodes and 663,552 cores.
BASIC ALGORITHMS
In the SSSP problem, the input consists of a weighted undirected graph G ¼ ðV; E; wÞ over n vertices and m edges. The weight function w assigns an integer weight wðeÞ ! 0 to each edge. The input also specifies a vertex rt 2 V called the root. The goal is to compute the shortest distance from rt to every vertex v 2 V . For a vertex v, let d Ã ðvÞ denote the shortest distance. Scale of a graph is defined as log 2 N.
Our algorithm for SSSP builds on three well-known algorithms, which we refer to as the basic algorithms: Dijkstra's algorithm, the Bellman-Ford algorithm (see [2] ) and the D-stepping algorithm [3] . Here, we will first introduce these algorithms and then analyze their characteristics. Based on the intuition derived from the above analysis, we will develop improved algorithms in the following section.
Basic Algorithms: Description
All the three algorithms maintain a tentative distance dðvÞ, for each vertex v 2 V . At any stage of the algorithm, the value dðvÞ is guaranteed to be an upper bound on the actual shortest distance d Ã ðvÞ. The tentative distance of the root vertex is initialized to 0 and for all the other vertices to 1. As the algorithm proceeds, the tentative distance dðvÞ is monotonically decreased. The algorithms guarantee that, at the end of the process, dðvÞ matches the actual shortest distance d Ã ðvÞ. The tentative distances are modified by an operation called relaxation of an edge. When we reduce the tentative distance of a vertex u, we can possibly reduce the tentative distance of its neighbors as well. Given an edge e ¼ hu; vi, the operation Relaxðu; vÞ is defined as follows: dðvÞ minfdðvÞ; dðuÞ þ wðhu; viÞg:
At any stage of the algorithm, we say that a vertex v is settled, if the algorithm can guarantee that dðvÞ ¼ d Ã ðvÞ. Dijkstra's Algorithm. The algorithm begins by declaring all the vertices to be unsettled and proceeds in multiple phases. In each phase, the unsettled vertex u having the minimum tentative distance is selected. We call u as the active vertex of this phase and declare u to be settled. Then, for each neighbor v of u given by an edge e ¼ hu; vi, the operation Relaxðu; vÞ is performed. The algorithm terminates when there are no more unsettled vertices.
Bellman-Ford Algorithm. Dijkstra's algorithm selects only one active vertex in any phase, whereas the Bellman-Ford algorithm selects multiple active vertices. The algorithm proceeds in multiple phases. In each phase, we declare a vertex u to be active, if its tentative distance dðuÞ changed in the previous phase. For each such active vertex u, consider all its incident edges e ¼ hu; vi and perform Relaxðu; vÞ. The process terminates when there are no active vertices at the beginning of an phase.
D-Stepping Algorithm. Dijkstra's and the Bellman-Ford algorithms employ two contrasting strategies for selecting active vertices in each phase. The former chooses only one vertex (which is guaranteed to be settled), whereas the latter activates any vertex whose tentative distance was reduced in the previous phase. The D-stepping algorithm strikes a balance between these two extremes.
Fix an integer constant D ! 1. We partition the vertices into multiple buckets, based on their tentative distance. For an integer k ! 0, the bucket B k would consist of vertices v whose tentative distance falls in the range ½kD; ðk þ 1ÞD À 1. The bucket index for a vertex v is given by b dðvÞ D c. Initially, the root vertex rt is placed in the bucket B 0 and all the other vertices are placed in the bucket B 1 . The algorithm works in multiple epochs. The goal of epoch k is to settle all the vertices whose actual shortest distance falls in the range of bucket k. The epoch works in multiple phases. In each phase, a vertex u is declared to be active if its tentative distance changed in the previous phase and the vertex is found in the bucket B k (in the first phase of the epoch, all vertices found in the bucket are considered active). For each active vertex u and all its incident edges e ¼ hu; vi, we perform Relaxðu; vÞ. When the bucket does not contain any active vertices, the epoch terminates and we proceed to the next non-empty bucket. The algorithm terminates when B 1 is the only non-empty bucket of index higher than k. Notice that during a relax operation, it may happen that the tentative distance of a vertex reduces in a such a manner that the new value falls in the range of a bucket of lower index. In such a case, the vertex is moved from its current bucket to the new bucket. We will treat the above movement as a step within the relax process. The pseudocode for the algorithm is presented in Fig. 2 .
Setting D ¼ 1 yields a variant of the Dijkstra's algorithm (due to Dial et al. [22] ), whereas setting D ¼ 1 yields the Bellman-Ford algorithm. In the rest of the paper, we will analyze Dijkstra's algorithm as D-stepping with D ¼ 1.
Distributed Implementation. Our distributed implementation of the D-stepping algorithm is briefly outlined below. We use the 1D distribution strategy: the vertices are partitioned among the processors, with each vertex being owned by some processor. The vertex ids are scrambled in a preprocessing step so that each processor owns a random set of vertices. The scrambling helps in load balancing. A processor would execute only the instructions of the algorithm that are pertinent to its vertices. Relax operations require communication among the processors: to perform Relaxðu; vÞ, the owner of the source vertex u will send dðuÞ to the owner of the destination vertex v (if the two owners are distinct). For each vertex v, the owner performs all the updates received. The phases and epochs are executed in a bulk synchronous manner. Termination checks and computing the next bucket index require Allreduce operations.
An alternative strategy is the 2D distribution that distributes the edges among the processors, as against vertices. A prior work on the related breadth first search problem [23] presents a brief experimental comparison the two strategies on power-law graphs, wherein the results suggest that 1D offers better performance than 2D. While our choice of 1D distribution is motivated by the above result, we note that a detailed study comparing the two strategies in the context of SSSP would be an interesting avenue of research.
Characteristics of the Basic Algorithms
In this section, we characterize and compare the three basic algorithms with respect to two key metrics.
Number of Relaxation. This metric not only determines a major portion of the processing time, but also the communication time in a parallel setting (since a relax operation typically involves communication between the owners of the endpoints of the relaxed edge). We shall use the term "work done" to refer to the number of relaxations.
Number of Buckets/Phases. The number of phases (i.e., iterations) taken by the algorithm is another important metric. Each phase is associated with overheads such as determining whether the algorithm can be terminated and testing whether we can proceed to the next bucket. These operations need bulk synchronization and communication among the processors. Furthermore, dividing the work across more phases tends to increase the load imbalance among the processors. A similar reasoning applies to the case of buckets as well. Consequently, minimizing the number of phases and buckets is beneficial.
Dijkstra's algorithm is very efficient in terms of work done. Each vertex is made active only once and so, each edge hu; vi is relaxed only twice (once along each direction (Relaxðu; vÞ and Relaxðv; uÞ). Hence, the total number of relaxations is 2m. On the other hand, in the Bellman-Ford algorithm, a vertex may be made active multiple times and as a result, an edge may be relaxed several times. Therefore, Dijkstra's algorithm is better than the Bellman-Ford algorithm in terms of work-done.
Regarding the number of phases, Dijkstra's algorithm (implemented as D-stepping with D ¼ 1) settles only the vertices having the smallest tentative distance in each phase. As a result, the number of phases is exactly the number distinct shortest distances in the final output. For the Bellman-Ford algorithm, it can be shown that the number of phases is at most the depth of the shortest path tree. Even though both the above quantities can be as high as the number of vertices, the latter quantity is typically much smaller in practice. Hence, the Bellman-Ford algorithm is better than Dijkstra's algorithm , in terms of the number of phases.
The D-stepping algorithm offers a trade-off between the two algorithms, as determined by the parameter D. The three algorithms are related as follows:
Work-done: Dijkstra D-stepping Bellman-Ford. # phases: Bellman-Ford D-stepping Dijkstra. Fig. 3 illustrates the above relationships on a sample power-law graphs used in our experimental study. Three representative D values 10, 25 and 40 are included (the statistics pertain to a refined version of D-stepping discussed in Section 3.1). The figure also includes statistics for two other algorithms, called Hybrid and Prune, discussed later in the paper. We can observe the tradeoff offered by D-stepping on both the metrics.
OUR ALGORITHM
Our algorithm builds on the three basic algorithms and obtains improved performance by employing three classes of optimizations: (i) Pruning; (ii) Hybridization; (iii) Load balancing. The first strategy reduces the number of relaxations, whereas the second reduces the number of phases/buckets. The third optimization improves load sharing among the processors at high scales.
While discussing the proposed optimizations, we utilize sample Graph500 RMAT graphs used in the experimental study for the purpose of motivation and illustration. The RMAT process generates sparse graphs having marked skew in the degree distribution, where a sizeable fraction of the vertices exhibit very high degree. These vertices induce a dense sub-graph and tend to have smaller shortest distances. In contrast, the vertices of low degree tend to have larger shortest distances.
Edge Classification
The pruning heuristic utilizes the concept of edge classification, introduced by Meyer and Sanders [3] , as a refinement of their D-stepping algorithm. We first describe the concept and then, propose an improvement.
Meyer and Sanders [3] classify the edges into two groups: long and short. An edge e is said to be short if wðeÞ < D, and it is said to be long otherwise. Suppose we are processing a bucket and let u be an active vertex with an incident edge e ¼ hu; vi such that v belongs to a bucket of higher index. When the edge is relaxed, the tentative distance of v may decrease. However, observe that if e is a long edge, the decrease would not be sufficient to cause v to move to the current bucket. Therefore, it is redundant to relax a long edge in every phase of the current bucket; instead, it is enough to relax long edges once at the end of the epoch. Intuitively, cross-bucket long edges are irrelevant while processing the current bucket, because we are settling only the vertices present in the current bucket (including the ones that move into the bucket while the epoch is in progress).
Based on this observation, the algorithm is modified as follows. The processing of each bucket is split into two stages. The first stage involves multiple short edge phases, wherein only the short edges incident on the active vertices are relaxed. Once all the vertices in the current bucket are settled and no more active vertices are found, we proceed to the second stage, called the long-edge phase. In this phase, all the long edges incident on the vertices in the current bucket are relaxed. Thus the long edges get relaxed only once.
We improve the above idea by additionally classifying the short edges into two groups, as discussed below. Consider the first stage of processing a bucket B k and let u be an active vertex with an incident short edge e ¼ hu; vi such that v belongs to a bucket of higher index. Notice that when the edge is relaxed, the vertex v can potentially move to the current bucket only if the tentative distance d 0 ðvÞ ¼ dðuÞ þ wðeÞ falls within the current bucket (i.e., d 0 ðvÞ ðk þ 1ÞD À 1). Thus, if the above criterion is not satisfied, we can ignore the edge in the first stage. Based on the above observation, the heuristic works as follows. Let u be an active vertex in any phase of the first stage. We relax an edge e ¼ hu; vi only if the newly proposed tentative distance d 0 ðvÞ falls within the current bucket; such edges are called inner short edges. As before, the first stage is completed when all the vertices in the current bucket are settled and there are no more active vertices. Finally, in the long edge phase, we relax all the long edges, as well as all the short edges e ¼ hu; vi satisfying the property that d 0 ðvÞ ¼ dðuÞ þ wðeÞ falls outside the current bucket range (d 0 ðvÞ ! ðk þ 1ÞD). The short edges relaxed in the long edge phase are called outer short edges. We call the above heuristic as the inner-outer short heuristic (IOS).
We can see that the IOS heuristic aims at reducing the number of short edge relaxations, leaving the number of long edge relaxations unaffected. Our experiments suggest that the number of short edge relaxations decreases by about 10 percent, on Graph 500 RMAT graphs.
Pruning: Beating Dijkstra's Algorithm
Among the algorithms discussed so far, Dijkstra's algorithm performs the best in terms of the number of relaxations: it relaxes every edge only twice, once along each direction. The D-stepping algorithm (equipped with edge classification) relaxes the long edges only twice and the IOS heuristic reduces the number of short edge relaxations. Consequently, the total number of relaxations performed by the above algorithm is nearly on par with that of Dijkstra's, as shown in Fig. 3b . In this section, we discuss the pruning heuristic which focuses on the long edges and relaxes only a fraction of such edges while ensuring correctness. The heuristic is inspired by the direction optimization technique proposed by Beamer et al. [6] in the context of BFS. In our SSSP context, the presence of weights on the edges warrants more sophistication. For the sake of clarity, we explain the heuristic with respect to the basic edge classification strategy (short and long), ignoring the refined notion of IOS.
Any epoch involves a first stage consisting of multiple short edge phases and a second stage consisting of a single long edge phase. We observe that among the two types of phases, the long edge phases tend to involve more relaxations: the intuitive reasoning is that if D is sufficiently small compared to the maximum edge weight w max , then more edges are likely to have weights in the range ½D; w max and fall into the long edge category. Our experimental results provide empirical validation for the above intuition.
The pruning heuristic targets the dominant long edge relaxations. Let us first discuss a natural method for implementing the long edge phases. Consider the long edge phase associated with a bucket B k . Each processor scans all its active vertices in B k . For each such vertex u and for each long edge e ¼ hu; vi incident on u, the processor computes a new tentative distance for the destination vertex v given by d 0 ðvÞ ¼ dðuÞ þ wðeÞ and sends (pushes) the information to the processor owning v. We call this method the push model.
The main observation behind the prune heuristic is that a large fraction of relaxations performed by the push model is likely to be redundant, as explained next. With respect to the current bucket B k , we classify the other buckets into two types: buckets B i with i < k are called previous buckets and bucket B i with i > k are called later buckets. Consider a vertex u present in the current bucket B k and let e ¼ hu; vi be a long edge incident on u. Let B i be the bucket to which v belongs. We classify each edge into one of three categories: (i) self edge, if v belongs to the current bucket (i ¼ k); (ii) backward edge, if v belongs to a previous bucket (i < k); (iii) forward edge, if v belongs to a later bucket (i > k). Observe that all the vertices in the previous buckets are already settled and their shortest distances are known. As a result, it is redundant to relax the self and backward edges, since such relaxations cannot result in any change in the tentative distance of v.
Illustration. Fig. 4a shows the three types of edges and the direction of communication under the push model.
A natural idea for eliminating the redundant relaxations is to determine the category of all edges, and to relax only the forward edges. However, such a method is difficult to implement in a distributed environment, because the category of an edge hu; vi is dependent on the index of the bucket to which the vertex v belongs. The issue is that the bucket index of v is known only to the owner of destination vertex v. The source may obtain the above information by communicating with the destination. However, such a strategy defeats the purpose of avoiding redundant relaxations.
The pruning heuristic overcomes the issue by employing a pull model of communication, in addition to the natural push model. In the pull model, the destination side owner pulls the new tentative distance from the source side owner.
Consequently, relaxing an edge hu; vi involves two communications: a request being sent from the owner of v to the owner of u, and a response in return.
The implementation of the pull model is described next. Each processor scans all the vertices owned by it and contained in the later buckets. For each such vertex v and each long edge hu; vi incident on v, a request is sent to the processor owning u. Upon receiving the request, the owner of u sends a a response containing the new distance d 0 ðvÞ. Illustration. We next illustrate the advantage of the pull model using a simple example graph, shown in Fig. 5 . Consider running the D-stepping algorithm with D ¼ 5, using only the push model. The algorithm takes three phases (where non-zero communication takes place). Initially, the root is placed in bucket B 0 and made active. In the first phase (corresponding to the long edge phase of B 0 ), all the edges incident on the root are relaxed and the clique vertices move to B 2 . In the second phase (corresponding to the long edge phase of B 2 ), all the edges incident on the clique vertices are relaxed, resulting in the isolated vertices moving to bucket B 4 . Finally, in the third phase (corresponding to the long edge phase of B 4 ), all the edges incident on the isolated vertices are relaxed. The cost (number of relaxations) per phase is shown in the figure; the total is 40. In contrast, consider running the same algorithm, but applying the pull model in the second phase. In this case, the owners of isolated vertices send requests and the owners of clique vertices respond. For the second phase, the push model has cost 30, whereas the pull model has cost only 10.
In the above model, we can reduce both the number of requests and responses based on the observation that all the previous buckets have already been processed and the pertinent long edges are taken care of. Consequently, it suffices to send a response only when the source vertex u belongs to the current bucket B k . Furthermore, given the above refinement, it suffices to send a request only when there is a possibility of getting a response. For an edge e ¼ hu; vi, the owner of the source vertex u sends a response only if u belongs to the current bucket B k and the shortest distance dðuÞ of such a vertex is at least kD. Therefore, the newly proposed tentative distance d 0 ðvÞ ¼ dðuÞ þ wðeÞ would be at least kD þ wðeÞ. If the current tentative distance dðvÞ happens to be smaller than the above quantity, then the relaxation is useless (since it cannot decrease the tentative distance of v). Hence, a request needs to be sent only if dðvÞ > kD þ wðeÞ or alternatively, wðeÞ < dðvÞ À kD:
(1)
Illustration. Fig. 4b illustrates the pull model, along with the refinement. Requests may be sent on a long edge whose destination vertex is in a later bucket. However, responses are sent only if the source vertex falls in the current bucket. 5 . Illustration of benefit of pull mechanism (the current bucket is marked with an asterix).
Push versus Pull Heuristic
While the pull model is useful, applying it for all the buckets may be lead to performance degradation. Our algorithm is based on a careful combination of the push and pull models. Namely, we use the push model for certain buckets, while applying the pull model for others. In this section, we present a comparison of the two models and discuss a heuristic for making the push-pull decision at the end of each bucket.
Intuitively, the aggregate degree of vertices present in the bucket is the main factor that determines the most suitable model for the bucket. The push model must relax all the long edges incident on the current bucket, whereas the pull model must process a subset of the long edges incident on the later buckets, as determined by equation (1) . Consequently, the push model would be a better choice if the bucket contains low degree vertices; in contrast, the pull model is likely to outperform if the bucket contains high degree vertices.
The above discussion shows that applying the same model uniformly across all buckets is not a good strategy. Our algorithm works by selecting a suitable model for each bucket. The model selection is performed via a heuristic that estimates the communication volume.
Let B k be the current bucket. For the push model, the volume is given by the total number of long edges incident on the vertices contained in the bucket B k . Assuming that the parameter D is fixed a priori, the number of long edges for all vertices can be computed in a preprocessing stage and the volume can be determined by aggregating across the relevant vertices. Regarding the pull model, the volume is given by the number of requests and responses. For each vertex v belonging to a later bucket and any long edge e incident on v, a request is sent if wðeÞ < dðvÞ À kD; equivalently, wðeÞ 2 ½D; dðvÞ À kD À 1 (see (1) ). Hence, for computing the number of requests, we need a procedure that takes as input a vertex v and a range ½a; b, and returns an estimate for the number of edges incident on v whose weight falls in the given range.
Multiple strategies are possible for implementing the procedure. For instance, assuming that the edge list of each vertex is sorted according to weights, the quantity can be computed via a binary search. Our implementation uses a strategy based on histograms. In a preprocesing stage, we build an histogram by scanning input graph and computing the frequency of different edge weights. Then, while computing the shortest paths from a given root, we use the histogram to estimate the number of edges belonging to a given weight range.
The number of responses is difficult to measure since it requires the knowledge of bucket indices of both the endpoints of the relevant edges. However, the number of responses can be at most the number of requests, and we have determined experimentally that this upper bound works well in practice. Using the above ideas we can derive estimates on the communication volume for both the push and the pull models. A natural heuristic is to choose the model with the lower estimated communication volume.
We evaluated the heuristic by designing an offline procedure that executes the algorithm under all possible push/ pull decision choices. We found that the heuristic is highly effective and achieves near-optimal results on all the configurations considered. The details are deferred to the experimental section.
Our experimental study also showed that the pruning strategy is particularly effective on graph having higher skew in the degree distribution. The reason is that in such graphs, the high degree vertices tend to have small shortest distances to the root and settle in early buckets. Moreover, these vertices tend to form a dense cluster. The two factors lead to a large number of self-edges in the early buckets. This offers opportunities for applying the pull model and avoiding relaxations. The phenomenon gets more pronounced with increase in skew. Fig. 3 provides a sample illustration of the efficacy of the pruning strategy, wherein we can see that on the RMAT graphs considered in the figure, the the strategy offers significant reduction in the number of relaxations.
Hybridization
Our next optimization called hybridization, attempts to reduce the number of phases and epochs (buckets). As discussed earlier, the D-stepping algorithm is better in terms of number of relax operations, whereas the Bellman-Ford algorithm is better in terms of the number of phases/buckets. The hybridization method strikes a trade-off between the two. The idea is to execute the D-stepping algorithm for an initial set of buckets and then switch to the Bellman-Ford algorithm. The strategy is motivated by the observation that D-stepping may involve a large number of buckets, but most of the relax operations are concentrated in the initial set of buckets, especially in power-law graphs. The reason is that vertices having higher degree tend to have smaller shortest distances and get settled in the buckets having lower index. In contrast, the vertices having lower degree tend to have larger shortest distances and get settled in buckets of higher index. Consequently, the initial epochs dealing with high degree vertices involve more relaxations.
Exploiting the above phenomenon, we can reduce the overall number of epochs/phases by applying the D-stepping algorithm only for the first few buckets and then switching to the Bellman-Ford algorithm. Application of the Bellman-Ford algorithm can potentially increase the number of relaxations. However, the increase is not significant in practice, since the number of relaxations performed in the high index buckets is relatively low. The strategy is implemented as follows. If we decide to switch to the Bellman-Ford algorithm after ' buckets, the buckets B 'þ1 ; B 'þ2 ; . . . ; B 1 will not be processed individually. Instead, we group these buckets into a single bucket B and apply the Bellman-Ford algorithm.
An interesting issue is to design a heuristic for deciding when to make the switch. Our analysis on power-law graphs revealed that the number of relaxations in different buckets exhibits a bell-curve. Furthermore, the number vertices settled in the buckets also tend to exhibit a bell-curve and it is nearly aligned with the number of relaxations. For an illustration, Fig. 6 provides the above data for an example power-law graph from our experimental study; only intial buckets are shown, with the actual number of buckets being 30. Motivated by the above observations, our heuristic is as follows: we compute the number of settled vertices after each bucket is processed and switch to Bellman-Ford once a local maxima has been observed. In the case of Fig. 6 , we switch after bucket 4. Fig. 3a illustrates the efficacy of the hybridization strategy on the sample power-law graph. In terms of number of phases, we can see that the Bellman-Ford algorithm performs the best and the hybrid strategy is nearly as good.
Hybridization can be rephrased as follows: initially, D is set to a fixed number (D-stepping stage) and then changed to 1 (Bellman-Ford stage). A more generic strategy would dynamically adjust D according to bucket statistics and further investiagation of the idea would be of interest.
Load Balancing
By augmenting the D-stepping algorithm with the heuristics of edge classification, IOS, pruning and hybridization, we get an algorithm that we refer to as OPT (optimized heuristic). We implemented the algorithms on a distributed memory system, wherein each processing node is multi-threaded with shared memory. The vertices owned by a node are further distributed among the threads, so that each vertex is owned by a thread.
Our experimental evaluation of the OPT algorithm on RMAT graphs revealed that OPT scales poorly due to load imbalance. The aggregate degree of the vertices owned by a thread serves a simple metric to estimate the load on the thread. Any skew in the degree distribution leads to load imbalance among the threads. The maximum degree provides a useful yardstick for measuring the skew. Fig. 7 presents the maximum degree for two families of RMAT graphs, generated according to the Graph 500 benchmark specification and a proposed SSSP benchmark [24] (see experimental analysis for more details). The average degree for all graphs was fixed to be a constant (32 edges). We can see that the maximum degree is very high and increases dramatically especially for the first family, leading to load imbalance.
In order to overcome the issue, we devised an intra-node thread-level load balancing strategy. We classify the vertices into two groups based on their degree. A suitable threshold p is chosen and all vertices having degree higher than p are declared heavy; the other vertices are called light. We retain the concept of ownership for both the type of vertices. However, whenever a heavy vertex needs to be processed, the owner thread does not relax all the incident edges by itself. Instead, the edges are partitioned among the threads and all the threads participate in the process.
We used the following strategy for determining the threshold p. Let the number of vertices and edges be N and m. Let n and p be the number of processing nodes and the number of threads per node. Then, the number of vertices owned by each thread is N=ðnpÞ. A thread handles not only its own vertices, but also the heavy vertices, and hence, we should not have too many heavy vertices. A natural idea is to ensure that the number of heavy vertices is no more than N=ðnpÞ. If we set p ¼ ð2mn=NÞ, then the number of heavy vertices can be at most N=n (because the total degree is 2m). Assuming that the heavy vertices get uniformly distributed across the nodes, then the number of heavy vertices handled by each thread is at most N=ðnpÞ, as desired.
As it turns out, the intra-node load balancing is not sufficient for very high scales (beyond 35) in the case of the Graph 500 family. At such scales, the skew in the degree distribution becomes so extreme that inter-node load balancing becomes necessary. We address the issue by employing an inter-node vertex splitting strategy. The idea is to split the vertices having extreme degree and distribute their incident edges among other processing nodes, a concept used in prior work as well [25] .
The SSSP framework provides a simple and elegant mechanism for accomplishing the above goal. Consider a vertex u that we wish to split. We modify the input graph by creating ' new vertices (called proxies) u 1 ; u 2 ; . . . ; u ' , for a suitable value '. All the proxies are connected to the vertex u via edges with zero weight. The set of edges originally incident on u is partitioned into ' groups E 1 ; E 2 ; . . . ; E ' . The edges in each group E i are modified so that they become incident on the proxy u i (instead of u). Observe that solving the SSSP problem on the original and the new graph are equivalent. The vertices are selected for splitting based on a degree threshold p 0 (similar to the intra-node balancing procedure). Higher number of proxies not only lead to more vertices, but also the relaxation involving such vertices require two communications. We fix the threshold by considering the tradeoff between spitting high degree vertices, while keeping the number of proxies small. For this purpose, we use a strategy similar to that of the intra-node threshold. The splitting of vertices is carried out as part of a preprocessing phase of graph construction.
Tuning the D Parameter
Our experimental study shows that the value of D influences the performance of our algorithm. A simple heuristic to select a good D is to consider different candidate D values and estimate the performance of each value. This can be achieved by selecting r random roots (for some parameter r)) and measuring the average GTEPs. A naive implementation of the heuristic considers each root rt and computes the GTEPS for all the D values. This involves d shortest path computations the root rt. We design an faster strategy that approximates the above heuristic, while using only a single shortest path computation. The idea is to use a single D value and compute the actual shortest path distances from rt. Using these distances, we next estimate the number of relaxations for each candidate D value, as follows. Consider any edge e. If e is a short edge, then it will get relaxed at least twice (once along each direction); we take the estimated relaxation to be two. On the other hand suppose e ¼ ðu; vÞ is a long edge. The edge will get relaxed in the direction u to v, if the condition (1) is satisfied, where dðvÞ is the tentative distance of v at the end of epoch k. In our estimate, we use the actual shortest distance from rt to v as a proxy for dðvÞ. This way, we can estimate the total number of relaxations for all the candidate D across the r roots. The D having the minimum estimate is chosen. In this section, we present an experimental evaluation of our algorithms on synthetic R-MAT and real world graphs. The experiments were conducted on a Blue Gene/Q system.
Architecture Description and Implementation
Blue Gene/Q (BG/Q) [26] is the third generation of highly scalable, power efficient supercomputers of the IBM Blue Gene family, following Blue Gene/L and Blue Gene/P. The two largest Blue Gene/Q supercomputers are Sequoia, a 96 rack system installed at the Lawrence Livermore National Laboratory, and Mira, a 48 rack configuration installed at the Argonne National Laboratory.
In order to get the best performance out of Blue Gene/Q, we have utilized three important optimizations. 1) A lightweight threaded model where each thread has complete access to all memory on a node. 2) Direct access to the System Processing Interface (SPI) communication layer. Internode communication is implemented at the SPI level, a thin software layer allowing direct access to the "metal" injection and reception DMA engines of the network interface. Each thread is guaranteed private injection and reception queues and communication does not require locking. Threads can communicate with very little overhead, less than a hundred nanoseconds, with a base network latency of half a microsecond in the absence of contention. The SPI interface is also capable of delivering several tens of millions of messages per second per node [26] . 3) L2 Atomics. We rely on the efficient implementation of a set of atomic operations in the nodes' L2 caches to implement the relaxations. Each core can issue an atomic operation every other clock cycle, providing a considerable aggregate update rate.
Each Blue Gene/Q node has 16 cores supporting fourway SMT and our implementation uses 64 threads per node. The implementation is entirely written in C and uses Pthreads for on-node threading and SPI for communication; the compiler used is GCC 4.4.6. The data in the experimental section was collected on Mira.
Graph Configurations
We conducted an extensive experimental evaluation of the different graph algorithms discussed in the paper on synthetic graphs, and a preliminary study on real world graphs.
The synthetic graphs are generated using the R-MAT model [4] . Each edge is determined using a random process governed by four parameters (probabilities) A, B, C and
An edge is generated by choosing the endpoints u and v via a random bit fixing mechanism directed by the four probabilities. Typically, the parameters B and C are set to the same value so that a family of graphs get described by two parameters, A and B. The R-MAT parameters determine the skew in the degree distribution. When all the parameters are equal (1=4), then all pairs of vertices are equally likely to be selected as the edge and the graph is expected to have a uniform degree distribution. Otherwise, there is a skew in the degree distribution, determined by the deviation of the parameters from the mean 1=4. As we shall see, the skew in the graph has a major impact on the performance of the algorithms.
Our experimental study consists of four parts. The goal of the first part is to study the different algorithms on benchmark graphs suggested by the Graph500 specification [27], namely sparse RMAT graphs with parameters A ¼ 0:57 and B ¼ 0:19 with edge weights assigned according to a Graph500 SSSP benchmark proposal [24] (randomly selecting integers in the range ½0; w max , where w max ¼ 255). In the second part, we explore a spectrum of RMAT graphs by focusing on a representative set of 14 configurations that have different values of A and B parameters. These configuration represent different levels of skew in the degree distribution. Furthermore, we also study the effect of weight selection by varying the weight range and also by picking weights according to non-uniform distributions. In the third part, we evaluate the algorithms on eight real-world graphs. This is followed by the fourth part, a brief report on the performance of the OPT algorithm on larger systems (32,768 nodes).
For the RMAT graphs, we used an edge factor of 16 (i.e., the number of undirected edges is m ¼ 16 Á N), as suggested in the benchmark. The experiments are based on weak scaling: the number of vertices per Blue Gene/Q node was fixed at 2 23 and the number of nodes was varied from 32 to 32,768. We assume a setting where the graph is given a priori and linear time preprocessing is allowed. Then, given any source vertex as a query, we utilize the pre-processed graph to compute the shortest distances. We ignore the graph construction and related preprocessing routines (such as splitting of heavy vertices), and evaluate the performance by measuring the time taken to compute the shortest path distances once the source vertex is revealed. In all the experiments, we randomly selected 12 roots and the average statistics are reported.
Graph500 Benchmark
Here, we consider RMAT graphs generated according to the Graph500 specification (A ¼ 0:57 and B ¼ 0:19) with edge weights being randomly selected integers in the range ½0; 255. We evaluate the algorithms on systems of size up to 4,096 nodes.
D-Stepping. The first experiment evaluates our implementation of the D-stepping algorithm (with short and long edge classification) for different values of D. We tested various values of D ranging from 1 (Dijkstra's) to 1 (Bellman-Ford). The results are shown in Fig. 8 . As discussed earlier, the conflicting aspects of number of phases/buckets and workdone play a key role in determining the overall performance. Dijkstra's algorithm performs poorly, because it The GTEPS performance of the algorithms is shown in Fig. 9a . Considering the case of 2,048 nodes (scale-34 graphs), we see that the pruning strategy is very effective and provides a factor five improvement, and the hybridization strategy offers an additional improvement of about 30 percent. Combining the above two heuristics, the OPT-25 algorithm improves the baseline D-stepping algorithm by a factor of about eight.
We performed a detailed analysis of the algorithms by dividing the overall time taken into two groups. (i) Bucket processing overheads (denoted BktTime): we must identify the current bucket vertices at the beginning of each epoch, and the set of active vertices at the beginning of each phase. The index of the next (non-empty) bucket must be computed at the end of each epoch. (ii) Relaxation time: This includes processing and communication involved in the relaxations. Fig. 9b presents the breakdown of the running time of the three algorithms on scale-34 graphs (2,048 nodes). We see that compared to the baseline Del-25 algorithm, pruning targets the relaxation time and achieves a reduction by a factor of about seven (while incurring the same bucket processing time, as expected). However, the hybridization strategy reduces the bucket processing time and nearly eliminates the overhead.
The above phenomenon can be explained by considering the two underlying statistics: the number of relaxations and number of buckets. Fig. 9c presents the number of relaxations (expressed as an average over all the threads) and we see that the pruning strategy obtains a reduction by a factor of about 6. In Fig. 9d , we see that Del-25 uses about 30 buckets, whereas the hybridization strategy converges in at most five buckets. It is interesting to note that the number of buckets is insensitive to the graph scale.
Impact of Load Balancing. We analyzed the effect of the parameter D on the OPT algorithm, by considering values in the range 10 to 50. For the sake of clarity, the GTEPS performance is reported for three representative values of D ¼ 10; 25 and 40, as shown in Fig. 9e . We see that OPT-10 performs the best. However, all the versions suffer from poor scaling. We analyzed the above phenomenon and observed that the load imbalance is the root cause. As discussed in Section 3.5, the above effect can be attributed to the remarkable skew in the degree distribution of Graph500 graphs. The skew is highlighted by the maximum vertex degrees, shown in Fig. 7 .
We evaluated the effectiveness of our load balancing strategies. As it turns out, on graphs of scale up to 35 (or system size up to 4,096 nodes), the skew in the degree distribution is not high enough to warrant the inter-node load balancing technique of vertex splitting. The simpler intranode thread level load balancing is sufficient. Fig. 9f presents the GTEPS for the load balanced version, denoted LB À Opt. Comparing with Fig. 9e , we can see that load balancing improves the performance by a factor of two to eight, depending upon the value of D.
Further analysis of load balancing is presented in Fig. 10 . Fig. 10a shows GTEPS of OPT and LB À Opt normalized with respect to GTEPS at 32 nodes. We can see that devoid of load balancing, OPT scales poorly, whereas LB À Opt scales near perfectly. The behavior can be understood by tracking the load imbalance factor, which is the ratio of the maximum load across threads to the average load (by the taking number of relaxations as the load). Under the weak scaling model, the factor should stay close to one for an ideal algorithm. The figure shows the factor for both OPT and LB À Opt: while the factor increases for OPT, it stays close to one for LB À Opt, as desired.
Study of the RMAT Parameter Spectrum
RMAT graphs serve as a abstraction for real world networks and model the properties of these networks in terms of the parameters A, B, C and D. Given a real world graph, one can derive the corresponding RMAT parameters to generate synthetic graphs with similar degree distribution, community structure and diameter [4] . The parameters corresponding to such graphs typically show that A ! B; A ! C; A ! D [4] . We use this property to systematically explore the parameter space by setting B ¼ C and varying A and B across a range of values. In this fashion, we generated 14 RMAT families (see Fig. 11 ). We first study the algorithms on these families with uniform weigths distributed in the range ½0; 255. Then we consider the effect of other weight ranges and non-uniform distributions.
Comparison of LB À Opt and D-Stepping Algorithms
We compared the performance of the LB À Opt and the baseline D-stepping algorithms on the 14 RMAT graphs. For this purpose, we fixed the number of nodes to be 1,024. For the baseline algorithm, we considered a range of D values and found that D ¼ 25 was near-optimal across all the 14 graphs.
Hence, we fixed D ¼ 25 in our experiments. The results are summarized in Fig. 11 . For each graph, the difference between A and D serves as an indicator of the skew in the degree distribution, with a larger value indicating a higher skew. For each graph, computed the ratio of the GTEPS of the LB À Opt to the D-stepping algorithm (denoted GTEPS improvement factor). We see that the LB À Opt algorithm outperforms the baseline in all the 14 graphs with 2Â to 32Â improvement in GTEPS, touching a maximum of 178.2 GTEPS for the highly skewed graph with A ¼ 0:65 and B ¼ 0:15. For any fixed value of B, we can see that increase in skew results in increase in improvement factor. For example, for B ¼ 0:1, when A is varied from 0.4 to 0.7, the GTEPS obtained by the LB À Opt algorithm increases from 76.6 to 176.2, and the improvement factor increases from 2.05 to 14.68. Across the 14 graphs, we also see that graphs with similar skew exhibit similar GTEPS and improvement factors.
As explained earlier (Section 3.3), the skew in the graph is an important factor in determining the effectiveness of the pruning strategy. When the skew is higher, the graph tends to contain dense regions that settle in the early buckets, leading to a larger number of self-edges. As a result, the pulling strategy can be employed, yielding more pruning opportunities. Furthermore, load balancing strategies are more effective on skewed graphs. Consequently, the optimized algorithm LB À Opt provides better improvement over the baseline D-stepping on such graphs.
We next present more detailed analysis on graphs with B ¼ 0:1 and study the factors that influence the performance of LB À Opt and the baseline D-stepping algorithms. Fig. 12 shows the ratio of LB À Opt to the baseline under three different metrics: (i) bucket improvement factor (ratio of number of buckets); (ii) load improvement factor (ratio of number of relaxations); (iii) GTEPS improvement factor (ratio of GTEPS). The figure also presents load imbalance factor (ratio of maximum load to the average load) for the two algorithms. We see that increase in skew results in higher load improvement (more pruning) and bucket improvement factors. Furthermore, LB À Opt is better load balanced with the load imbalance factor remaining close to one (ideal value), whereas the factor tends to increase for the baseline algorithm. These factors collectively enable the LB À Opt algorithm to outperform the baseline D-stepping algorithm across the spectrum of RMAT graphs with GTEPS improvements ranging from 2:0Â to 14:7Â.
Evaluation of Push-Pull Decision Heuristic
We evaluated the efficacy of the push-pull decision heuristic by designing a routine that checks whether the heuristic makes the correct sequence of decisions. Consider an input graph and a root, and suppose the D-stepping algorithm (in conjunction with the hybridization strategy) involves k buckets. At the end of each epoch, the pruning algorithm needs to make a decision on whether to use the push or the pull mechanism, and thus, 2 k different sequences of decisions are possible. The validation routine considers all the possible decision sequences and computes the corresponding running time. The time taken by the best of these sequences is compared against the running time obtained by applying our push-pull decision heuristic.
We fixed the number of nodes to be 32, D ¼ 25 and conducted the validation process on all the 14 graphs for 12 random roots. We found that across these test cases, the sequence of decisions made by our heuristic was nearoptimal in most cases. On an average, the heuristic is suboptimal only be a factor of 1.07Â with the factor becoming 1.26Â in the worse case on the RMAT graph with A ¼ 0:35 and B ¼ 0:25, which has very less skew.
Evaluation of D Prediction Heuristic
In this section, we present an evaluation of our D prediction heuristic. We fixed the number of nodes at 1,024 and computed the optimal D for all the 14 RMAT graphs via an exhaustive search. We then compared the performance of the LB À Opt algorithm with the optimal and the predicted D values. In nine out of the 14 graphs, we observed that the heuristic predicted the optimal value. In the remaining cases, the loss in GTEPS was at most 1.15Â.
Scaling Study
We studied the weak scaling behavior of the LB À Opt algorithm on different RMAT graphs by fixing B ¼ 0:1. For this purpose, we varied the number of nodes from 32 to 4,096, and measured the GTEPS, shown in Fig. 13a . For the ease of visualization, we have also provided the GTEPS normalized with respect to the GTEPS at 32 nodes. We can see that while the performance differs depending on the graph, the algorithm scales well on all the graphs of varying skew.
We also studied the strong scaling behavior of the LB À Opt algorithm on different RMAT graphs by fixing B ¼ 0:1 and the scale of the graph to be 28. We varied the number of nodes from 32 to 512 nodes, and measured the execution time. The results are shown in Fig. 13c . We can see that the algorithm exhibits good strong scaling behavior.
Effect of Weight Range and Distribution
The goal of this experiment is to study the effect of range and non-uniformity in weight selection on the D-stepping and the LB À Opt algorithms. We fix B ¼ 0:1 and focus on four classes of RMAT graphs with A ¼ 0:4; 0:5; 0:6 and 0.7. We first study the effect of weight range by considering four values for w max ¼ 255; 511; 767 and 1,023, over the uniform distribution. Second, we fix w max ¼ 255 and study the effect of non-uniformity in weight selection by using the triangular distribution (http://mathworld.wolfram.com/ TriangularDistribution.html). The triangular distribution is similar in spirit to the normal distribution, with the probability mass being concentrated around a given point c. Namely, given a center c 2 ½0; w max , the distribution picks a weight x 2 ½0; w max with probability, as follows:
x cwmax , if x c and w max Àx wmaxðwmaxÀcÞ , otherwise. We considered three values for the center c ¼ 63; 127 and 191. For LB À Opt, we choose D as given by the prediction heuristic, whereas for D-stepping the parameter is fixed at 25.
The GTEPS for the algorithms on the two settings are given in Fig. 14 . We can see that LB À Opt outperforms D-stepping on all settings, with varying levels of improvement. Furthermore, the GTEPS of LB À Opt is largely independent of the weight range and distribution, but it is primarily dependent on the skew in the degree distribution (parameter A). We also studied the underlying metrics and noticed that the number of buckets does not vary much, while the optimal D value increases with increase in w max in the first setting, and increase in c in the second setting. 
Real Life Graphs
In this section, we present a preliminary evaluation of our algorithm on eight real life graphs from social, web, collaboration and road networks. The edge weights are assigned as in the benchmark study (randomly selected in the range ½0; 255). The graphs are shown in the Fig. 15 . We compared the LB À Opt algorithm with the baseline D-stepping algorithm using 256 nodes at D ¼ 25. Fig. 15 shows the GTEPS of the two algorithms, and the ratio of GTEPS of LB À Opt to that of D-stepping, termed improvement factor.
It can be seen that OPT provides a 1.8-50Â improvement in performance over the baseline algorithm and achieves a maximum GTEPS of 28.7. However, across the graphs, we see wide variation in the performance of the OPT algorithm. This variation arises due to the different factors: the number of buckets, the amount of pruning obtained by the algorithm and the load imbalance among the different threads. We measure the load imbalance factor as the ratio of the maximum load to the average load and the effectiveness of pruning as the ratio of number of relaxations to the number of edges in the graph (termed normalized relaxation). These statistics are shown in Fig. 16 . The algorithm performs well on graphs such as friendster and orkut because it achieves significant pruning. We also see, for example in the case of the sk2005 graph, that although our algorithm performs lesser number of relaxations, high load imbalance can dampen the GTEPS. The performance is poor on the Hollywood and the USA road graph because of large number of buckets and very high average relaxations per edge. We believe that the lower performance is because of structural properties such as high diameter, which leads to a large number of refinements to the tentative distances. This requires further study.
These results show that while the heuristics employed by the LB À Opt algorithm provide significant improvements over the D stepping algorithm, further tuning can enhance the performance on real world graphs. We remark that in terms of absolute running time, the algorithm was able to process the biggest real life graph in our study, uk2007, in less than a second, using 256 nodes of BlueGene/Q.
Massive Graphs and Systems
The experiments described earlier deal with RMAT graphs of scale up to 35 and system sizes up to 4,096 nodes. Here, we present a brief experimental evaluation using larger RMAT graphs, up to scale 39, and systems, up to 32,768 nodes. The study is based on two families of RMAT graphs, with different parameters. The first is the Graph500 family, with A ¼ 0:57 and B ¼ 0:19, and the second is the SSSP Proposal family that sets A ¼ 0:55 and B ¼ 0:1, as suggested in an SSSP benchmark proposal [24] .
At such large scales, the thread level load balancing strategy is not sufficient for processing Graph500 family and we employ the two-tiered strategy involving the vertex-splitting technique. On the other hand, the skew in the degree distribution for the SSSP Proposal family is sufficiently small so that we did not require load balancing procedures. Fig. 17 presents the performance (GTEPS) achieved by the LB À Opt algorithm on the two families for system sizes ranging from 1,024 to 32,768 nodes, scale 33 to 39. We see that in the largest configuration of 32,768 nodes and scale-39 graphs, the algorithms achieve about 3,100 and 1,500 GTEPS, respectively. The results show that the combination of the different heuristics proposed in this paper can achieve high performance and good scaling on large graphs and massive system sizes.
Effect of the Communication Layer
As mentioned earlier (Section 4.1), our implementation uses a communication interface that directly accesses the SPI communication layer. The interface avoids overheads and provides performance gains compared to using the standard MPI interface. A prior work [23] compares the two interfaces on the same BG/Q platform for the related BFS problem. The experimental study therein shows that while the scaling behavior remains the same in the both the cases, SPI offers a constant factor (about five factor) increase in performance across different system sizes. While our experimental study did not include a similar comparison, we note that all the algorithms considered in the experiments (from the baseline D-stepping to LB À Opt) use the same SPI interface. Based on the above discussion and the fact that the heuristics proposed in the paper improve fundamental machine-independent characteristics (number of relaxations, number of buckets and maximum load), we expect the heuristics to offer similar performance gains even for MPI-based implementations.
CONCLUSIONS AND FUTURE WORK
We studied the SSSP problem on distributed systems and proposed heuristics that provide significant performance gains over the baseline D-stepping algorithm, especially on power-law graphs. The experimental study involved large parallel systems. On the largest system considered, 32,768 nodes of Mira, the leadership supercomputer at Argonne National Laboratory, the optimized algorithm achieves an impressive processing rate of 3,100 GTEPS on a scale 39 RMAT graph with 2 39 vertices and 2 43 undirected edges. The optimization techniques are effective on real-life graphs as well, but the improvements are less pronounced: the improvement in GTEPS ranges from a factor of 2 to 50, depending on the characteristics of the input graph. Similarly, the GTEPS achieved by the algorithm varies widely ranging from 0.005 to 28.7 on 256 nodes, with the lowest performance achieved on road networks. Our preliminary analysis shows that the diameter and skew of the graph play a role.
We conclude the paper by highlighting some potential avenues for future work. The paper focuses on distributed memory systems and a study on other platforms such as shared memory systems, GPU and NUMA multicores would be of interest. We believe that while the pruning technique is more amenable for distributed memory settings, hybridization may be applicable in other platforms as well.
Based on our experiments on the triangular weight distribution, we surmise that the performance of LB À Opt is more dependent on the structure of the graphs, rather than the weight distribution. A detailed study involving real world graphs with real edge weights would shed more light on the effect of weights on the performance of the algorithms.
The techniques proposed in this paper are potentially applicable to other graph problems in a distributed setting. The two-tiered load balancing strategy can be used for implementations based on 1D distribution for other problems as well. The pruning technique may be employed for problems wherein the vertices send update to their neighbors. Some potential candidates are densest subgraph problems [28] and truss computations [29] . Exploring these optimization techniques for other problems is an interesting avenue of future work.
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