We develop empirical tests for Second-order Stochastic Dominance (SSD) efficiency and Thirdorder Stochastic Dominance (TSD) efficiency of a given investment portfolio relative to all possible portfolios formed from a set of assets. Contrary to existing Linear Programming tests, our tests are embedded in the Generalized Method of Moments (GMM) framework, which results in superior statistical power properties and increases the comparability with existing mean-variance tests. Using these tests, we demonstrate that the mean-variance inefficiency of the CRSP all-share index relative to beta-sorted portfolios can be explained by tail risk not captured by variance.
1

GMM tests for SD efficiency of a given portfolio
Thierry Post and Philippe Versijp
We develop empirical tests for Second-order Stochastic Dominance (SSD) efficiency and Thirdorder Stochastic Dominance (TSD) efficiency of a given investment portfolio relative to all possible portfolios formed from a set of assets. Contrary to existing Linear Programming tests, our tests are embedded in the Generalized Method of Moments (GMM) framework, which results in superior statistical power properties and increases the comparability with existing mean-variance tests. Using these tests, we demonstrate that the mean-variance inefficiency of the CRSP all-share index relative to beta-sorted portfolios can be explained by tail risk not captured by variance.
A PORTFOLIO IS SECOND-ORDER STOCHASTIC DOMINANCE (SSD) EFFICIENT if it is optimal for some nonsatiable and risk-averse investor. Similarly, Third-order Stochastic Dominance (TSD) efficiency occurs if a portfolio is optimal for some nonsatiable, risk-averse and skewness-loving investor. These efficiency criteria are theoretically appealing, because they impose economically meaningful r egularity conditions (nonsatiation, risk aversion and skewness preference), while avoiding further structure that does not follow from economic theory, suc h as a particular class of statistical distributions.
In this respect, the Stochastic Dominance (SD) efficiency criteria have an important comparative advantage relative to the traditional mean-variance efficiency criterion. By focusing on the first two central moments exclusively and by allowing for every possible trade-off between these two moments, the mean-variance criterion may classify SD efficient portfolios (portfolios that are optimal for some investors) as inefficient and classify SD inefficient portfolios (portfolios that are inferior for all investors) as efficient.
1 A similar case can be made against parametric extentions such as the mean-variance-skewness framework; moments of order four and higher are excluded and the preferences over the first three moments are not restricted to obey the regularity conditions. These regularity conditions are important, but surprisingly often overlooked in large sectors of asset pricing literature, such as most stochastic discount factor models.
Despite their theoretical appeal, the SD efficiency criteria have not been applied in empirical finance on a broad scale. Paradoxically, due to the availability of large data sets of historical returns, this research field seems well suited for a non-parametric approach. As discussed in Post (2003) , this situation can be explained by the traditional SD tests being relevant only for pairwise comparison of a finite set of choice alternatives.
2 Interesting advances in this field notwithstanding these tests do not apply for portfolio choice problems in which infinitely many portfolios can be formed by means of diversificatio n. 3 To deal with this problem, Post (2003) and Kousmanen (2004) developed Linear Programming tests for SD efficiency that do account for diversification possibilities. Post also derived a characterization of the sampling distribution of his test statistics to allow for statistical inference.
While these results provide an important step in the evolution of the SD methodology, they are the mere starting point for developing a framework for SD in a portfolio context. The most important limitation of the existing tests is the lack of statistical power (ability to detect inefficient portfolios) in small samples. Specifically, Post's simulations show that the Linear Programming test of SSD efficiency involves little power in typical asset pricing applications. The lack of power follows from the following features of the Post (2003) test: 1. The test does not assume that all available assets are included in the evaluated portfolio; some assets may have a zero portfolio weight. This is useful for analyzing the actual portfolio of a given investor, which may include only a few assets. However, when analyzing market portfolio efficiency, the test does not use the prior information that every asset by definition enters in the market portfolio with a strictly positive weight -its relative market capitalization. 2. The test assumes that short sales are not allowed, which substantially reduces the power in cases that do allow for short sales. If short selling is not allowed, an overvalued asset (or a negative pricing error) can be exploited only by selling the current holdings of the asset and does not imply inefficiency if the asset is not included in the evaluated portfolio. By contrast, an undervalued asset (or a positive pricing error) can be exploited by buying the asset and always implies inefficiency, irrespective of whether the asset is already included in the portfolio. 3. The test focuses on the maximum positive pricing error only, or the "most undervalued asset" (see Equation 11 in Post (2003) ). Unfortunately, the maximum positive pricing error is relatively sensitive to sampling error and a more powerful efficiency test (for the case with short selling allowed and/or all assets included in the portfolio) would consider all pricing errors. 4. Post only analyzed the SSD criterion, which does not impose skewness preference. Thus, it may fail to reject efficiency if the evaluated portfolio is optimal for skewness-averters, but suboptimal for skewness-lovers. A TSD test can thus reject a broarder range of portfolios and hence may be more powerful.
The goal of this paper is to address the power problem by developing SSD and TSD efficiency tests within the framework of Generalized Method of Moments (GMM; Hansen (1982) ). Contrary to typical parametric GMM tests, our tests avoid functional specification while imposing the regularity conditions of nonsatiation and risk aversion. Compared to the SSD-Linear Programming test, our SSD-GMM test has substantially more power, because it considers all pricing errors rather than the maximum positive pricing error only. The TSD-GMM test is even more powerful, because it imposes skewness preference in addition to nonsatiation and risk aversion. In fact, the power of this test can be shown to be comparable with that of the well-known Gibbons, Ross and Shanken (1989, henceforth GRS) test for mean-variance efficiency in the case of a normal distribution. For a non-normal distribution, the GRS test does not apply, while our tests do. The remainder of this text is structured as follows. Section I introduces preliminary notation, assumptions and definitions. Section II discusses our novel SSD-GMM test, including issues regarding statistical inference and computation. Next, Section III extends the analysis of SSD to a TSD-GMM test. Section IV uses computer simulations to gauge the size and power properties of the SSD-GMM and TSD-GMM tests relative to the GRS test. Using the novel SSD-GMM and TSD-GMM tests, Section V will analyze if the CRSP all-share index (a popular proxy for the stock market portfolio) i s efficient relative to benchmark portfolios formed on market beta. By comparing the SD results with the results of the GRS test, we can determine if market risk other than variance plays a role in asset pricing. Finally, Section VI gives concluding remarks and suggestions for further research. The Appendix gives formal proofs of our theorems.
I. Preliminaries
We consider a single-period, portfolio-based model of investment that satisfies the following assumptions:
Assumption 1 (Investor preferences) Investors are nonsatiable and risk-averse and they choose investment portfolios to maximize the expected utility associated with the return of their portfolios. Throughout the text, we will denote utility functions by P u → ℜ : , 2 U u ∈ , with 2 U for the set of increasing and concave, thrice continuously differentiable, von NeumannMorgenstern utility functions, and P for a nonempty, closed, and convex subset of ℜ .
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Assumption 2 (Portfolio possibilities) The investment universe consists of N risky assets and a riskless asset. Throughout the text, we will use the index set
to denote the different risky assets. To repeat, a distinguishing feature of our tests is the ability to account for diversification. Investors may diversify between the assets, and we will use
for a vector of portfolio weights. Positive weights reflect long positions and negative weights reflect short positions. If the weights sum to unity, or . Excess returns are used to ensure that the Euler Equation (eq. 1 below) equals zero. We stress that our general approach allows for temporaneous correlation and heteroskedasticity across the assets, contrary to the existing, pairwise SD tests, which invariantly require some sort of independence and/or homoskedasticity. We do assume that t he mean vector
is finite, as a finite and positive-definite second-moment matrix
Under these assumptions, the investors' optimization problem can be summarized as )
is optimal for a given utility function 2 U u ∈ if and only if the Euler equation is satisfied:
Using the terminology that is common in the asset pricing literature, the marginal utility function ) (x u′ represents a pricing kernel and ) , ( G u µ represents a vector of pricing errors. If
is undervalued and its weight in the portfolio should be increased
is overvalued and its weight in the portfolio should be decreased.
Definition 1 (SSD Efficiency) The evaluated portfolio
is SSD efficient if and only if
The portfolio is SSD inefficient if and only if it is not optimal, that is,
This definition asks whether there exists a utility function 2 U u ∈ for which the evaluated portfolio t obeys the Euler equation (in other words, whether portfolio t is optimal for an admissible utility function). The traditional definition of SSD efficiency asks if there exists a portfolio
that is preferred to t for all utility functions 2 U u ∈ . Both definitions are equivalent if the portfolio possibilities set is convex (see Post (2003) , Theorem 1), as is true in our framework.
To test the null of efficiency, or :
generally is not known and information is limited to a discrete set of T time series observa tions.
Assumption 4 (Data set)
The observations are serially independently and identically distributed (IID) random draws from the CDF. 6 Throughout the text, we will represent the observations by the matrix
. Since the timing of the draws is inconsequential, we are free to label the observations by their ranking with respect to the evaluated portfolio, that is, τ τ τ
Using the observations, we can construct the following empirical distribution function (EDF):
( )
Also, using the gradient vector
, we can construct the following sample counterparts of 
where
is the subset of SSD utility functions for which the sample mean of marginal utility (evaluated at the market return) equals unity. 7 The restriction on mean marginal utility standardizes utility such that the optimal solution is empirically distinguishable from the trivial solution 0 ) ( = x u which reflects the indifferent investor. Since utility functions are unique up to the level of a positive linear transformation, the standardization does not affect the efficiency classification, the p-values or critical values. . The higher the volatility or the correlation with the other errors, the lower the weight assigned to a given error (all other things remaining constant). This orientation is fundamentally different from the SSD-Linear Programming test, which considers the maximum error only. As discussed in the introductory section, focusing on the maximum error makes perfectly good sense, especially if short selling is not allowed and not all assets are included in the evaluated portfolio. However, if short selling is allowed and/or all assets are included in the evaluated portfolio (as is true for the market portfolio), considering all errors will yield a more powerful test.
The test statistic basically is a nonparametric variant of the traditional J-statistic used in GMM. Rather than using a parametrically specified utility function with a few unknown parameters, the functional form of the utility function is left unspecified. Naturally, this approach will come at the cost of a loss of statistical power in small samples. Nevertheless, the utility function is restricted to be "economically meaningful", that is, it must obey nonsatiation and risk aversion. These restrictions will help to increase power relative to an unrestricted parametric approach.
B. STATISTICAL PROPERTIES
THEOREM 1 (consistency SSD) Asymptotically, portfolio
For the purpose of statistical inference in finite samples, we need to characterize the sampling distribution of the test statistic. Unfo rtunately, the imposed utility restrictions make it difficult to characterize the exact sampling distribution; this is a problem encountered in parametric models as well, since the restrictions may be binding or non-binding depending on the return distribution in an unknown manner. Nevertheless, it is possible to derive conservative asymptotic p -values and critical values.
8 Specifically, we may derive the following result: THEOREM 2 (Sampling distribution SSD) Asymptotically, the null distribution of ) ( 2 Χ F ξ is bounded from above by a chi-squared distribution with N degrees of freedom, that is,
This theorem can be used for conservative statistical inference. Specifically, the asymptotic pvalue associated with the observed value of the test statistic ) (
and we can be at least )) ( ( 100
percent certain that efficiency is violated. Equivalently, the crit ical value is always smaller than or equal to
. Thus, we can reject efficiency at a confidence level of at least )
This conservative approach is consistent with the convention of rejecting the null only if the p-value is smaller than a prespecified significance level. In fact, the empirical size (relative frequency of Type I error of wrongly rejecting efficiency) will be smaller than or equal to the nominal significance level α. Naturally, the obvious question is: How much statistical power does this conservative approach have? To answer this question, Section 4 will perform a simulation study. Interestingly, the results are very encouraging.
Theorem 2 is based on the null of SSD efficiency ( 0 H ). By contrast, Post (2003) analyzes the sampling distribution under the null that all assets have the same mean return (or equivalently investors are risk-neutral, and hence do not demand a risk premium). Clearly, this approach may lead to erroneous rejections of the "true null" of SSD efficiency in cases where the evaluated portfolio is efficient but the assets have different means, or equivalently, investors are highly risk-averse and therefore demand a high risk premium. 
C. COMPUTATIONAL ISSUES
is a complicated function of the utility function u. However, there are simple ways to circumvent these problems.
The gradient vector
u is the only aspect of the utility function that is actually used for computing the test statistic. This gradient vector is of finite dimensions (T) and all relevant gradient vectors can be represented by the following T-dimensional polyhedron:
. Given the ordering of the data (see assumption 4), t he restrictions
suffice to impose the risk aversion condition given the ordering of the data (see Assumption 4). Using B 2 , the test statistic can be reformulated as the following problem of finite dimensions :
This leaves us with the problem of working with the inverted matrix
, which is a complicated function of β . We can deal with this problem by using an iterative approach in the spirit of Hansen (1982) , Ferson and Foerster (1994) and Hansen, Heaton, and Yaron (1996) , s = 3,…, possibly until convergence, to obtain a more efficient estimator. To reduce the computational burden of our simulations, we will use a twostage estimator in this study.
III. The TSD-GMM Test
We have thus far considered the SSD efficiency criterion associated with nonsatiable and riskaverse investors. It is relatively straightforward to generalize our results to the third-order SD (TSD; Whitmore (1970) ) criterion, which complements the SSD assumptions with the additional assumption that investors prefer positively skewed return distributions.
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Interestingly, empirical evidence suggests that investors indeed display this kind of skewness preference (e.g. Arditti (1967) , Kraus and Litzenberger (1976) , Cooley (1977) , Friend and Westerfield (1980) , and Harvey and Siddique (2000)). Let
represent all nonsatiable and risk-averse investors with a convex marginal utility function (skewness preference).
Definition 2 (TSD Efficiency) The evaluated portfolio
is TSD efficient if and only if
The portfolio is TSD inefficient if and only if it is not optimal, that is,
By analogy to (5), we may use the following test statistic to test if the given portfolio τ is TSD efficient:
Interestingly, both the statistical properties derived for ) (
is TSD efficient if and only if 0 ) (
THEOREM 4 (Sampling distribution TSD) Asymptotically, the null distribution of ) ( 3 Χ F ξ is bounded from above by a chi-squared distribution with N degrees of freedom, that is, 
B 3 is the subset of the positive and decreasing gradients (B 2 ) for which marginal utility is convex. The term
can be regarded as an approximation to the second-order
. This term needs to be increasing in order to guarantee skewness preference.
The minimization problem (13) can again be solved by iteratively solving the embedded Convex Quadratic Programming problem
min using the optimal solution from the previous iteration for γ .
IV. Simulation
The existing SSD efficiency test suffers from low power in typical empirical applications, as demonstrated in the simulation experiment of Post (2003, Section IIIC) based on the returns of the well-known 25 double-sorted Fama and French stock portfolios formed on market capitalization and book-to-market-equity ratio. In part, the lack of power reflects the difficulty of estimating a 25-dimensional return distribution. It is likely that the power increases (at an increasing rate) as the length of the cross-section is reduced to for example ten benchmark portfolios, which is a common choice in asset pricing tests. Further, as discussed above, the lack of power may reflect the focus on the maximum positive pricing error. The novel SSD-GMM test focuses on all errors and is expected to involve substantially more power. Further, the novel TSD-GMM test imposes skewness preference and hence is expected to be even more powerful. To shed some light on the statistical properties of the GMM tests, this section reports the results of a simulation experiment.
A. SIMULATION SETUP
Instead of the 25 Fama and French portfolios, this study uses ten single-sorted portfolios formed on market beta. We focus on these portfolios for two reasons. First, sorting stocks on beta maximizes the spread in betas and hence minimizes the probability of erroneous rejection of the null of mean-variance efficiency (Type I errors). The second reason is related to timevariation of the return distribution. It is well known that time-variation of beta can severely bias the results of unconditional asset pricing tests (see for instance Jagannathan and Wang (1996) ). 12 Hence, the large sample properties of our tests apply only to benchmark portfolios for which long, homogenous samples are available in practice. Unfortunately, the 25 Fama and French portfolios are severely affected by time-variation. Most notably, the betas of value stocks exhibit a strong decreasing trend, while the betas of growth stocks have a strong increasing trend (see for instance Ang and Chen (2003) ). By contrast, beta portfolios by construction have a more stable distribution, as a stock migrates to another benchmark portfolio if its beta changes significantly through time.
Panel A of Table I gives descriptive statistics for the monthly returns of the beta decile portfolios in the sample from January 1933 to December 2002 (840 months). The skewness and kurtosis statistics suggest that the returns do not obey a normal distribution. Nevertheless, in the simulations, we use a normal distribution with joint population moments equal to the first two sample moments of the portfolios. This means that we effectively take away the rationale for using SD criteria rather than the mean-variance criterion; for a normal distribution the SSD and TSD criteria reduce to the mean-variance criterion. Thus, we analyze the statistical properties of our tests under relatively unfavorable conditions where SD tests are necessarily inferior to mean-variance tests. After analyzing the normal case, we will turn to the empirical, non-normal return distribution that is also used in Section V below. This allows us to gauge the added value of the SD test in cases where the mean-variance criterion is not consistent with expected utility theory.
[Insert Table I about here]
We will compare the statistical properties of three alternative test procedures: (1) our novel SSD-GMM test, (2) our novel TSD-GMM test and (3) the GRS test for mean-variance efficiency. The GRS test can be interpreted as a test for the Euler Equation (1) for a quadratic utility function that is not restricted to be monotone increasing and concave. Thus, compared to the SD tests, the GRS test imposes a specific functional form (quadratic) and drops the regularity conditions of nonsatiation and risk aversion.
By comparing the SSD-GMM and TSD-GMM tests, we analyze the additional power obtained by imposing skewness preference, which increases the rejection rate. Comparing the TSD-GMM and GRS tests will show the loss of power due to using a nonparametric approach (which reduces the rejection rate). In principle, the SD tests can be even more powerful than the GRS test, because the latter does not explicitly impose the regularity conditions. However, in practice the effect of relaxing the functional form is of greater importance, as we will see below. 13 We will first apply the three procedures to two test portfolios in random samples drawn from the multivariate normal population distribution. The equal weighted portfolio (EP) is known to be SSD, TSD and mean-variance inefficient relative to the normal population distribution.
14 Hence, we may analyze the statistical power of the competing test procedures by their ability to correctly classify EP as inefficient. By contrast, the ex ante tangency portfolio (TP) is SSD efficient since we draw samples form a normal distribution, and we may analyze the empirical size by the relative frequency of random samples in which this portfolio is wrongly classified as inefficient.
Next, we will move to the empirical distribution, and TP (used to gauge statistical size) is replaced with an alternative portfolio that is SSD and TSD efficient but mean-variance inefficient, resulting in a portfolio that can illustrate the added value of the SD tests.. This alternative portfolio, henceforth LP ( Lower partial moment Portfolio), is selected by minimizing the second-order lower partial moment (LPM):
with a target rate of return (m) of -10%, subject to the mean return being equal to that of TP.
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We choose this portfolio composition it would yield the tangency portfolio for a normal distribution -in that case minimizing the LPM 2 is equivalent to minimizing variance. The differences between TP and LP are therefore a direct consequence of the nonnormality of the empirical distribution. LP clearly lies in the interior of the mean-variance frontier. However, this portfolio involves a thin left tail and a fat right tail (see Table I , panel B), and hence is much less risky than suggested by variance alone. Panel B of Table I gives descriptive statistics for the EP, TP and LP test portfolios, as well as the market index used in Section V. [Insert Figure 1 about here] 
B. THE NORMAL DISTRIBUTION
In the first part of our simulations, we draw 10,000 random samples from the multivariate normal population distribution through Monte-Carlo simulation. For every random sample, we apply all three test procedures to both test portfolios. This experiment is performed for a sample size (T) of 50 to 2,000 observations and for a significance level (a) of 2.5, 5, and 10 percent. Table II summarizes the results. The size of the two SD tests starts from above the nominal significance level for small samples, which reflects that the asymptotic p-values apply only for large samples. In small samples, estimation error for the return distribution increases the pricing error above the level expected based on the asymptotic distribution theory. As the sample size increases, the estimate of the return distrbution becomes more accurate. Hence, the pricing errors fall at a higher rate than given by the asyptotic rule of T -1 , cousing the size to fall. Ultimately, t he size converges to levels far below the nominal significance level as the number of time series observations (T) increases, for example 0.7% for the SSD-GMM test for a=10% and T=1000. This reflects the use of conservative p-values and critical values, which do not account for the number of model parameters and the parameter restrictions (see Section II). In contrast, the GRS test does not place restrictions on the parameters and the exact sampling distribution of the test statistic is known. Indeed, the table shows that the size of the GRS test equals to the nominal significance level, save some simulation error. Of course, for a non-normal distribution, the size of the GRS test generally will deviate from the nominal significance level.
For all three procedures, the statistical power goes to unity as we increase the number of time series observations. However, in small samples, the tests may lack power. Clearly, we cannot expect reliable non-parametric estimates of a 10-dimensional return distribution based on a few observations. The good news is that the SSD-GMM procedure is substantially more powerful than the existing SSD-Linear Programming procedure of Post (2003) ; see Figure 4 in his article. 16 Evidently, accounting for all pricing errors rather than the maximum positive error only substantially improves the power of the SSD test. Ignoring the results for very small samples, the power of the SSD-GMM test remains below that of the GRS procedure. As expected, the effect of using a nonparametric approach (which lowers the rejection rates) outweighs the effect of imposing the regularity conditions (which raises the rejection rates). Nevertheless, the power remains at a level that is acceptable for empirical research.
The TSD-GMM procedure, which i mposes skewness preference in addition to nonsatiation and risk aversion, has substantially improved power relative to the SSD-GMM test. In fact, the power of the TSD-GMM test is comparable to that of the GRS test. For example, for T=200 and α=10%, the power of the TSD-GMM test is 36.7%, which is reasonably close to the corresponding figure of 49.4% for the GRS test. Since the TSD-GMM test in contrast to the GRS test also applies for non-normal distributions, the relatively small loss in power is particularly encouraging.
[Insert Table II about here]
C. THE EMPIRICAL DISTRIBUTION
The results for the normal distribution are silent on the added value of the SD tests in the important case where the return distribution is not normal. For this reason, we repeat the above simulations for the empirical, non-normal distribution. Rather than sampling from a normal population distribution, we now take random samples with replacement from the original dataset
. Recall that we also replace the mean-variance tangency portfolio TP with LP, the portfolio that minimizes the LPM 2 (rather than variance) given the mean of the TP. Since LP is known to be SSD and TSD efficient but mean-variance inefficient, it is ideal for gauging the added value of the SD tests in cases where the GRS test is inappropriate.
Interestingly, the power of the three tests for the empirical distribution is comparable to that for the normal distribution. We again see that only limited harm is done in term of lost power by using SD tests. By contrast, the size results are very different from the normal case.
We first focus on the size of the SSD-GMM and TSD-GMM tests. For both tests, the size level is much higher than under the normal distribution. This reflects that estimation error is more important for the tail of the distribution (which determines the efficiency classification of LP) than for the means and covariance terms (which are relevant under the normal distribution). In other words, the sample tail frequently differs strongly from the population tail and differences generally lead to rejections of efficiency for LP (Type I error). The SSD test is less sensitive to this problem tha n the TSD test, because it has more flexibility to fit the kernel to the tail observations. Apart from a higher size level, the size function also falls at a much lower rate than under the normal distribution. In fact, the size increases locally and achieves a local maximum between T=500 and T=1000. At first sight, this finding seems counterintuitive. However, the increasing size does not mean that the test statistic actually increases as the sample size increases. Rather, it means that the test statistic f alls at a lower rate than the critical value. This is possible because the tail of the distribution (which determines the efficiency classification of LP) converges at a lower rate than the means and covariance terms (which determine the asymptotic distrib ution). This effect at some point outweighs the effect of higher accuracy for the means and covariance terms due to a larger sample.
Despite the high level and the locally increasing of the size function, the size function falls again as T becomes large and will drop below the nominal significance level in large enough samples (reflecting the use of conservative p-values).
The GRS test leads to markedly different results: its size is much higher than for the SD tests and approaches unity already for medium-sized samples. For example, for T=500, the GRS test has a size of 74.3%, while the SSD and TSD tests have a size of 19.8% and 33.3% respectively. These differences are substantially larger than the differences in power between the SD tests and the GRS test. Thus, the theoretical advantage of the SD testsconsidering the entire return distribution rather than mean and variance alone -is also present in real-life applications: for samples from a realistic return distribution and with a realistic sample size, the gain in size is greater than the loss in power. Table III shows that the advantage of our tests -considering appropriate restrictions on the utility classification -is indeed important from both a theoretical as well as an empirical perspective. The MV framework does not use an appropriate definition of risk, at the peril of ignoring valid optimal portfolios.
[Insert Table III about 
V. Empirical Application
In this section, we analyze if the CRSP all-share index (a value-weighted average of all common stocks listed on the NYSE, AMEX, and NASDAQ markets) is efficient relative to the ten beta-sorted portfolios (used also for the simulations in Section IV). As in the second part of the simulation study, we now do not assume a normal distribution but rather analyze the empirical return distribution, which clearly is non-normal (see the skewness and kurtosis statistics in Table I ). Also, we now use the value-weighted market index rather than the EP, TP or LP test portfolios constructed for use in the simulations.
Beta-sorted portfolios have been used extensively to test the Sharpe-Lintner-Mossin Capital Asset Pricing Model (CAPM); see Black, Jensen and Scholes (1972) , Friend and Blume (1973) , Fama and MacBeth (1973) , Reinganum (1981) and Fama and French (1992) , among others. The empirical results suggest that the CAPM is violated, because the spread in the means is too small relative to the spread in the betas. In other words, by buying low-beta stocks and selling high-beta stocks, we can "beat the market" (achieve a higher Sharpe-ratio than the market portfolio).
Since we evaluate (a proxy for) the market portfolio, the GRS test is a direct test for the central prediction of the CAPM that the market portfolio is mean-variance efficient. In this respect, the SSD-GMM and TSD-GMM tests can be seen as tests for generalizations of the CAPM; single-period, portfolio-oriented, representative-investor asset pricing models that use a more general definition of risk than the CAPM does.
We apply the SSD-GMM, TSD-GMM and GRS tests to the full sample from January 1933 to December 2002 (840 months), as well as to four non-overlapping subsamples of 210 months (January 1933 -June 1950 , July 1950 -December 1967 , January 1968 -June 1985 , and July 1985 -December 2002 . Table IV shows the resulting pricing errors and the pvalues.
[Insert Table IV about here]
In line with the existing evidence for beta-sorted portfolios, we must reject the CAPM in the full sample, with a GRS p -value of 0.3%. As expected, the l ow-beta stocks are substantially underpriced (or have a positive pricing error) and the high-beta stocks are substantially overpriced (or have a negative pricing error).
Interestingly, the evidence against SSD and TSD efficiency of the market portfolio is substantially weaker, with p-values of 15.1% and 6.3% respectively, which is within the range of conventional significance levels. Note that the SSD pricing errors for the high-beta portfolios actually worsen relative to the GRS results. This is possible because the high-beta portfolios are more volatile and more strongly correlated than the low-beta portfolios and hence their pricing errors are assigned a low weight relative to those of the low-beta portfolios.
17 Thus, the improvement of the errors for the low-beta portfolios outweighs the deterioration of the negative errors for the high-beta portfolios. By contrast, using the TSD criterion, inprovements occur both for the low-beta portfolios and the high-beta portfolios. Figure 2 shows the pricing kernels or marginal utility functions associated with the three efficiency tests in the full sample. The TSD pricing kernel is a three-piece linear function that kinks at returns of about -13% and -23%. 18 The SSD pricing kernel is very similar, apart from having a stepwise shape that deviates from convexity (hence violating skewness preference). The large increments of the SSD and TSD kernels for large negative returns suggests that part of the GRS pricing errors can be explained by a high aversion for tail risk; marginal utility increases progressively for large losses. The descriptives in Table 1 also hint at a role for the tail of the return distribution; they show that the low-beta portfolios, which appear underpriced in mean-variance terms, have a negatively skewed return distribution, while the high-beta portfolios, which appear overpriced in mean-variance terms, have a high positive skewness. For example, the lowest beta-decile portfolio has a skewness of -0.754, while the "highest beta" portfolio with the highest-beta stocks has a skewness of 0.814.
[Insert Figure 2 about here]
To further illustrate the role of tail risk, it is useful to quantify the contribution of stocks to the tailrisk of the market portfolio. Following Bawa and Lindenberg (1977) , Price, Price and Nantell (1982) and Harlow and Rao (1989) , we may measure this contribution by means of the second-order co-lower partial moment: ( 1 ) with the target rate m again set equal to -10%, as in the second part of our simulations section. Interestingly, this "tail beta" equals the regular beta if the return distribution is normally distributed (see Bawa and Lindenberg (1977) ). However, for skewed distributions, the measures may diverge. Figure 3 compares the tail betas with the regular betas of the ten portfolios. Clearly, the regular beta systematically underestimates tail risk for low-beta stocks and overestimates tail risk for high-beta stocks. For example, the "lowest beta" portfolio has a regular beta of 0.597 and a tail beta of 0.858, while the "highest beta" portfolio has a regular beta of 1.763 and a tail beta of 1.583. Similar conclusions can be drawn for the second highest and second lowest portfolios, and so on. The SSD and TSD tests pick up this pattern of tail behavior, while the GRS test considers mean and variance only.
The results for the subsamples confirm the findings for the full sample. In every subsample, the same pattern emerges: low-beta stocks are underpriced in mean-variance terms and the high-beta stocks are overpriced. In three of the four subsamples, the market portfolio is significantly mean-variance inefficient. By contrast, the market becomes efficient if we use the stochastic dominance criteria. The SSD and TSD criteria are especially successful at reducing the pricing errors of the low-beta stocks. Apparently, the risk of these stocks is higher than suggested by their market beta. Indeed, a follow-up analysis (not reported here) shows that the low-beta stocks have relatively high tail betas in all subsamples.
[Insert Figure 3 about here]
In summary, our analysis suggest that tail risk not captured by variance can explain why the stock market portfolio is mean-variance inefficient relative to b eta portfolios. The relatively small spread in the means relative to the spread in the betas is consistent with the tail betas of low-beta stocks being higher than their regular betas and the tail betas of highbeta stocks being lower than their regular betas. This finding implies that a straightforward generalization of the CAPM that accounts for tail risk may suffice to describe the crosssection of stock returns. Of course, further research is needed before we can draw firm conclusions on this issue.
VI. Concluding Remarks
We develop empirical tests for Second-order Stochastic Dominance (SSD) and Third-order Stochastic Dominance (TSD) efficiency that are embedded in the Generalized Method of Moments (GMM) framework. In contrast to Post's (2003) Linear Programming tests, the GMM tests consider all pricing errors rather than the maximum positive error only. Also, the tests are based on the true null of SD efficiency rather than the restrictive null of equal mean return (or risk-neutral investors). The test statistics are consistent (theorems 1 and 3) and can be computed by iterating a Convex Quadratic Programming problem that can be solved using straightforward mathematical programming techniques. Theorem 2 and 4 allow for statistical inference using conservative asymptotic p-values and critical values derived from the chisquared distribution. Our simulations show that this approach has superior statistical power properties compared to the original Linear Programming test. In fact, the power of our TSD test is comparable with that of the GRS test in both the case of a normal distribution and for the empirical distribution. The small loss in power seems an acceptable price for the additional statistical size for non-normal distributions, where the GRS test does not apply due to the inadequacy of the mean-variance frame work.
A natural extension of our SSD and TSD tests is a test for fourth-order stochastic dominance (4SD), which assumes kurtosis aversion in addition to non-satiation, risk aversion and skewness preference. Kurtosis aversion is a necessary condition for decreasing absolute prudence (Kimball (1990) ). Arguably, any realistic utility function should exhibit this latter property, which says that bearing one risk should make an investor less willing to bear independent other risks. Kurtosis aversion boils down to requiring the second-order derivative of utility to be concave (or the third-order derivative to be decreasing). Like risk aversion and skewness preference, this restriction can be imposed by means of linear restrictions on the gradient vector.
19 Adding these restrictions to those already imposed in the TSD tests yields a 4SD test. Unfortunately, including the resulting test in our simulation experiment gives somewhat disappointing results in our simulations ; the increase in power when moving from TSD to 4SD is relatively small compared to the difference between SSD and TSD. 20 For this reason, we have not included 4SD in this study. SD criteria of order five and higher are also not included, because we are not aware of an economic justification for these criteria.
We hope that our results contribute to the further proliferation of the stochastic dominance methodology. As discussed in the introductory section and illustrated in table III, the dominant mean-variance methodology generally is not economically meaningful; it may fail to detect inefficiency for portfolios that no nonsatiable risk-averter would select (especially if the portfolios have fat left tails) and may reject efficiency for portfo lios that are perfectly good solutions for some nonsatiable risk-averters (especially if the portfolios have thin left tails). Further, empirical finance seems a particularly fertile ground for the stochastic dominance methodology, because the large, high quality data sets that are available allow the "data to speak for themselves" in a nonparametric fashion.
It would be interesting to see the results of a rigorous application of our tests to asset pricing. Our application in Section V demonstrates that the mean-variance inefficiency of the CRSP all-share index may reflect left-tail risk not captured by variance. The low-beta stocks, which seem underpriced in mean-variance terms, typically have relatively high tail betas, while the high-beta stocks, which seem overpriced in mean-variance terms, typically have relatively low tail-betas. Further research could systematically explore the explanatory power of downside risk for asset pricing. Powerful tools for conducting such an analysis are now available. 
Proof of THEOREM 1 (consistency SSD)
Note that under the null the set { } 
obeys an asymptotic multivariate normal distribution with mean N 0 and variance-covariance matrix
. Using this result and
we find that
obeys an asymptotic chi-squared distribution with N degrees of freedom, that is,
Combining (ii) and (iii), we find that the asymptotic null distribution of ) ( 2 Χ F ξ is bounded from above by the chi-squared distribution. Q.E.D. 
Proof of THEOREM 3 (consistency TSD) Since
Combining this with (iii), we find that the asymptotic null distribution of ) ( 3 Χ F ξ is bounded from above by the chi-squared distribution with N degrees of freedom. Q.E.D. (Panel B) . The reported kurtosis is the excess kurtosis. The beta portfolios are constructed from the CRSP tapes. In December of each year, all stocks that fulfill our data requirements are placed in ten portfolios based on the previous 60-month betas. A minimum of 12 months of return observations is needed for a stock to be included on formation date. Each portfolio includes an equal number of stocks. The sample period runs from January 1933 to December 2002 (T=840). Excess returns are computed from the raw return observations by subtracting the return on the one-month US Treasury bill from Ibbotson. We thank Pim van Vliet for making the data available. All data described in Panel A can be found at his online datacenter: http://www.few.eur.nl/few/people/wvanvliet/datacenter. 
Footnotes
1 A good illustration of failure of the mean-variance criterion comes from the "grand old man" of SD, Haim Levy (1998, p. 2): "[Consider] two alternative investments: x providing $1 or $2 with equal probability and y providing $2 or $4 with equal probability, with an identical investment of, say, $1.1. A simple calculation shows that both the mean and the variance of y are greater than the corresponding parameters of x; hence the meanvariance rule remains silent regarding the choice between x and y. Yet, any rational investor would (and should) select y, because the lowest return on y is equal to the largest return on x." 2 For a representative sample of state-of-the-art SD tests for pairwise comparison, we refer to Dardanoni and Forcina (1999) , Davidson and Duclos (2000) and Barrett and Donald (2003) . 3 For instance, one can loosen the IID assumption in a pairwise setup as in Linton et al., (2004) . 4 Throughout the text, we will use N ℜ for an N-dimensional Euclidean space, and N + ℜ denotes the positive orthant.
Further, to distinguish between vectors and scalars, we use a bold font for vectors and a regular font for scalars. Finally, all vectors are column vectors and we use absolute risk aversion. By contrast, LPMs focus on the downside exclusively, and may use another reference point than the mean to measure deviations. For a thorough treatment of LPMs and their relation with the SD rules, see for instance Bawa (1975) . 16 In fact, the power of the SSD-LP test (not reported here in order to keep the presentation compact) in our present setup is worse than reported in Post (2003) , which uses a different dataset. Presumably, this is caused by the large negative pricing errors for the high-beta portfolios, which are ignored by the SSD-LP procedure. 17 Recall that the GMM tests weights the errors with the weighting matrix 1 ) , ( − ? O F u . 18 Contrary to what was assumed in Assumption 1, this kernel is not differentiable due to the kinks. However, as discussed in Footnote 3, differentiability is not critical to our analysis. As explained in Section II, the gradient vector
is the only aspect of the kernel that is actually used in the analysis. We may smoothen the kernel in the neighborhood of the kinks without affecting this gradient vector. The same is true for the SSD kernel. 19 
