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3.1 Tempat dan Waktu Penelitian 
Penelitian ini dilakukan di Program Studi Pendidikan Teknik Informatika 
tepatnya Gedung Elektro (L1) Fakultas Teknik Universitas Negeri Jakarta (Kampus 
A) yang berlokasi di Jalan Rawamangun Muka, Jakarta Timur, 13220. Penelitian 
ini dilakukan sejak bulan Februari 2018 hingga Juli 2018.  
 
3.2 Alat dan Bahan Penelitian 
3.2.1 Alat Penelitian 
Alat-alat yang digunakan dalam melaksanakan penelitian ini yaitu berupa 
perangkat keras, antara lain: 
1. Laptop Acer Aspire 4738Z, dengan processor Intel Pentium P6100 (2.0 GHz, L2 
cache 3 MB) dan memori RAM 4GB DDR3. 
2. WiFi, sebagai sarana bagi peneliti dalam mengumpulkan data. 
3.2.2 Bahan Penelitian 
Bahan-bahan yang digunakan dalam melaksanakan penelitian ini yaitu 
berupa perangkat lunak, antara lain: 
1. Google Chrome, software untuk melakukan pengumpulan data. 
2. Py Charm versi 5.0.4 untuk memproses algoritma Support Vector Machine. 
3. Anaconda versi 2.5 untuk dasar dari aplikasi Py Charm. 























Gambar 3.1 Diagram Alir Penelitian 
3.3.1 Pengumpulan Data 
Pada Gambar 3.1 dapat dilihat bahwa proses pertama yang dilakukan yaitu 
mengumpulkan data berupa berita online yang bersumber dari portal berita di 
internet, yaitu detikcom. Data yang diambil tidak semua data yang terdapat pada 
internet, melainkan hanya 5 kategori yang sudah peneliti tentukan. Data diambil 
berdasarkan 5 (lima) kategori, yaitu berita Kesehatan, Olahraga, Ramalan Cuaca, 


























3.3.2 Klasifikasi Data secara Manual 
Data-data berupa berita online yang telah diambil dari portal berita di 
internet akan diklasifikasikan secara manual oleh peneliti. Data akan 
diklasifikasikan berdasarkan 5 (lima) kategori yang sudah peneliti putuskan, yaitu 
berita mengenai Kesehatan, Olahraga, Ramalan Cuaca, Politik, dan Teknologi. 
3.3.3 Text Preprocessing 
Setelah data diklasifikasikan secara manual, selanjutnya data akan diproses 
melalui tahapan text mining, yaitu text preprocessing dimana terdapat beberapa 
langkah-langkah sebagai berikut: 
1. Case Folding. Case folding merupakan proses untuk mengubah semua karakter 
pada teks menjadi huruf kecil. Karakter yang diproses hanya huruf ‘a’ hingga ‘z’ 
dan selain karakter tersebut akan dihilangkan seperti tanda baca (.), koma (,), 
dan angka. 
2. Tokenizing. Tokenizing merupakan proses memecah yang semula berupa kalimat 
menjadi kata-kata atau memutus urutan string menjadi potongan-potongan 
seperti kata-kata berdasarkan tiap kata yang menyusunnya. 
3. Stopwords Removal. Stopwords removal merupakan proses menghilangkan 
kosakata yang bukan bagian dari kata unik atau ciri pada suatu dokumen, yaitu 
kata penghubung dan kata keterangan misalnya “dengan”, “oleh”, “dalam” dan 
sebagainya. 
4. Stemming. Stemming merupakan proses untuk mendapatkan kata dasar dengan 
cara menghilangkan awalan, akhiran, sisipan, dan confixes (kombinasi dari 
awalan dan akhiran). 
3.3.4 Pembobotan Kata (TF.IDF) 




1. Menghitung Term Frequency (TF) 
Langkah pertama yaitu dengan menghitung frekuensi kata setiap dokumen. 
Jadi, data yang sudah diproses melalui tahapan text preprocessing, setiap kata-nya 
akan dihitung dan ditulis jumlahnya pada masing-masing dokumen. 
2. Menghitung Document Frequency (DF) 
Langkah selanjutnya yaitu menghitung document frequency (DF), dengan 
cara menghitung tiap-tiap kata pada keseluruhan dokumen yang ada.  
3. Menghitung Inverse Document Frequency (IDF) 
Langkah selanjutnya yaitu menghitung inverse document frequency (IDF), 
yaitu menghitung bobot pada masing-masing kata berdasarkan document frequency 
(DF). Persamaannya ditulis sebagai berikut: 
 
 
4. Menghitung Bobot Tiap Kata (TF.IDF) 
Langkah terakhir yaitu dengan menghitung bobot setiap kata berdasarkan 
term frequency (TF) dan inverse document frequency (IDF). Persamaannya ditulis 
sebagai berikut: 
 
3.3.5 Pembobotan Kata (TF.ICF) 
Proses pembobotan kata dengan metode TF.ICF hampir sama dengan 
metode TF.IDF yaitu dengan cara mengikuti langkah-langkah berikut ini: 
1. Menghitung Term Frequency (TF) 
Langkah pertama yaitu dengan menghitung frekuensi kata setiap kategori. 
Jadi, data yang sudah diproses melalui tahapan text preprocessing, setiap kata-nya 
akan dihitung dan ditulis jumlahnya pada masing-masing kategori.  
w(t,d) = TF(t,d) * IDF(t) 
 







2. Menghitung Class Frequency (CF) 
Langkah selanjutnya yaitu menghitung class frequency (CF), dengan cara 
menghitung jumlah kelas atau jumlah kategori data yang sudah diklasifikasikan 
secara manual. 
3. Menghitung Inverse Class Frequency (ICF) 
Langkah selanjutnya yaitu menghitung inverse class frequency (ICF), yaitu 
menghitung bobot pada masing-masing kata berdasarkan class frequency (CF). 
Persamaannya ditulis sebagai berikut: 
 
 
4. Menghitung Bobot Tiap Kata (TF.ICF) 
Langkah terakhir yaitu dengan menghitung bobot setiap kata berdasarkan 




3.3.6 Klasifikasi dengan Support Vector Machine (SVM) 
Setelah dilakukan pembobotan kata baik dengan metode TF.IDF maupun 
TF.ICF, kemudian hasil dari keduanya akan diklasifikasikan. Algoritma yang 
digunakan untuk mengklasifikasikan data tersebut yaitu algoritma Support Vector 
Machine (SVM). Penelitian ini menggunakan kernel linier dari salah satu kernel 
SVM, karena pada tahapan vector space model data diubah menjadi bentuk yang 
linier. Langkah pertama yang dilakukan yaitu mendefinisikan persamaan 
hyperplane pemisah yang dilambangkan sebagai berikut: 
 W . X + b = 0 
w(t,d) = TF(t,d) * ICF(t) 
 








W : Vektor pembobotan, biasanya dengan persamaan W = {w1, w2, … , wn} 
X : tupel pelatihan 
b : scalar, sering disebut sebagai bias (w0) 
Berdasarkan persamaan diatas, variabel b dapat dibuat persamaan sebagai 
berikut: 
Persamaan diatas memasukkan variabel x1 dan x2 agar dapat mencari bobot 
w0, w1, dan w2. 
Karena pada awal pengumpulan data peneliti mengklasifikasikan data 
menjadi 5 kategori (kesehatan, olahraga, ramalan cuaca, politik, dan teknologi) 
sehingga menghasilkan 5 (lima) kelas, maka klasifikasi ini termasuk kedalam 
metode one vs all dalam metode multiclass SVM. 
3.4 Teknik dan Prosedur Pengumpulan Data 
Berdasarkan Gambar 3.1 yang terdapat pada sub bab sebelumnya, langkah 
awal dalam melakukan penelitian ini yaitu dengan mengumpulkan data. Data yang 
diambil adalah data berupa berita online yang terdapat pada portal berita diinternet. 
Data yang diambil tidak semua berita online yang terdapat di internet, melainkan 
hanya berita online mengenai kesehatan, olahraga, ramalan cuaca, politik, dan 
teknologi. Portal berita yang peneliti pilih dalam mengumpulkan data yaitu 
detikcom dengan alamat website https://www.detik.com/. 
Pada gambar 3.2 merupakan halaman utama website detikcom terdapat 
menu bar seperti detikNews, detikSport, detikHealth, dll. Karena dalam penelitian 
ini mengambil data berdasarkan 5 (lima) kategori berita saja (kesehatan, olahraga, 
ramalan cuaca, politik, dan teknologi), maka kita dapat mencari data yang 




diinginkan sesuai dengan menu bar yang tersedia yang merujuk kepada kelima 
kategori tersebut. Cara lain yaitu dengan memasukkan kata kunci berupa berita apa 
yang ingin dicari pada kolom search yang tersedia diatas halaman website. 
 
Gambar 3.2 Halaman Utama Website detikcom 
Misalnya kita ingin mencari data olahraga, maka klik menu detikSport yang 
tertera pada menu bar di halaman utama website detikcom. Pada halaman 
detikSport ini banyak sekali berita-berita mengenai olahraga mulai dari berita lama 
hingga berita terbaru. Contohnya dapat dilihat pada Gambar 3.3. 
 




3.5 Teknik Analisis Data 
Pada penelitian ini teknik analisis data yang digunakan yaitu dengan metode 
Confusion Matrix, sehingga dapat mengetahui hasil dari pengklasifikasian dengan 
algoritma SVM. Dalam menganalisis dengan metode confusion matrix maka akan 
diketahui nilai accuracy, precision, recall, dan f1-score dari setiap kelas yang di 
prediksi. Berikut adalah rumus-rumus untuk menghitung confusion matrix: 
1. Accuracy. Yaitu menghitung proporsi jumlah prediksi yang benar. Accuracy 
juga dikenal dengan recognition rate. 
 
 
2. Precision. Yaitu menghitung proporsi kasus dengan hasil positif yang 
diidentifikasi secara benar. 
 
 
3. Recall. Yaitu menghitung proporsi kasus positif yang diidentifikasi dengan 
benar. Recall juga dikenal dengan true positive rate (TP). 
 
 
4. F1-score. Yaitu bobot rata-rata dari presisi dan recall, dimana nilai terbaik F1-
score mencapai 1 dan nilai terburuk F1-score mancapai 0. Kontribusi relatif 













2 × 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑟𝑒𝑐𝑎𝑙𝑙 
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
 
