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Resumo
Estima-se que em 2050 a população humana terá atingido os 9 biliões de indivíduos – mais 2
biliões do que a população atual estimada. Face a um tal crescimento, um dos grandes desafios da
humanidade passa por uma adequada gestão dos recursos disponíveis no planeta.
Cada ser humano que nasce traz consigo uma necessidade de melhorar a produção dos alimen-
tos e matérias-primas necessárias à sua subsistência. Há no entanto uma consciência crescente da
importância de estudar previamente as consequências que as atividades humanas como a agricul-
tura, a pesca ou a indústria podem ter na Natureza. A motivação por detrás deste trabalho é pois a
gestão sustentável das atividades humanas de modo a satisfazer as suas necessidades e, ao mesmo
tempo, minimizar o seu impacto nos ecossistemas.
O recurso a simuladores ecológicos e a agentes inteligentes traz consigo novas possibilidades
para o estudo de problemas nesse contexto, permitindo a elaboração de análises what-if assim
como o teste e a otimização de cenários de exploração de ecossistemas.
Dadas as restrições na disponibilidade de água doce assim como plantas e animais terrestres
para alimentar uma população cada vez maior, os oceanos apresentam-se como uma alternativa
promissora para a produção de alimentos. Nesta dissertação foi desenvolvido um agente inteli-
gente, integrado numa plataforma de simulação de ecossistemas (EcoSimNet), capaz de determi-
nar qual a melhor forma de explorar os recursos de um ecossistema costeiro para a prática de
aquacultura, dentro dos limites legais impostos à atividade.
A tarefa do agente passa por determinar qual o melhor cenário de exploração do ecossistema.
Um cenário de exploração consiste na seleção de um conjunto de regiões para a prática do cultivo
de bivalves com uma dada densidade de cultivo medida pelo número de indivíduos depositados por
metro quadrado. A otimização é levada a cabo recorrendo a quatro algoritmos de melhoramento
iterativo distintos: Hill Climbing, Simulated Annealing, Tabu Search e Algoritmos Genéticos.
Uma nova abordagem, trazida pela meta-heurística Guided Local Search, foi testada com o in-
tuito de auxiliar o processo de otimização, penalizando as características presentes nos cenários e
percecionadas pelo agente como sendo menos desejáveis.
O agente foi ensaiado com um modelo ecológico da baía de Sungo, na República Popular
da China, onde se cultivam ostras e vieiras. Os resultados obtidos mostram que este foi capaz
de, partindo de cenários iniciais válidos, chegar a um onde o crescimento médio do comprimento
de concha das ostras lá cultivadas foi 22.52% superior. O agente foi também usado no teste da
capacidade de carga do ecossistema, tendo sido capaz de determinar com que densidade devem as
ostras ser cultivadas de modo a maximizar o lucro dos aquicultores.
Com os resultados obtidos nesta dissertação pretende-se demonstrar o potencial do recurso a
simuladores e agentes inteligentes em processos de decisão relativos à exploração de ecossistemas
de modo a contribuir para um futuro sustentável.
Palavras-Chave: Modelação e Simulação de Ecossistemas; Agentes Inteligentes; Problemas
de Otimização; Meta-Heurísticas; Guided Local Search; EcoSimNet;
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Abstract
It is estimated that by 2050 the human population will have reached 9 billon people – 2 billions
more than the currently estimated population. Faced with such rapid growth, one of humanity’s
greatest problems will be to correctly manage the planet’s resources.
With each human being that is born comes a need to improve the production of food and
raw materials essential to its subsistence. However, there has been an increasing attention to the
importance of pre-evaluating the consequences that human activities such as agriculture, fishing
or the industry might have in nature. The purpose for this dissertation is therefore the sustainable
management of human activities in order to satisfy their needs and, at the same time, to minimize
their impact in the ecosystems.
The employ of ecological simulators and intelligent agents brings new possibilities to the study
of such problems, enabling a what-if analysis as well as the testing and optimization of ecosystem
exploitation scenarios.
Given the restrictions on the availability of drinking water, plants and terrestrial animals to
feed a constantly growing population, the oceans present a promising alternative for food pro-
duction. In this dissertation an intelligent agent was developed and integrated into an ecosystem
simulation framework (EcoSimNet). This agent is capable of determining the best way to exploit
the resources of a coastal ecosystem for aquaculture within its legal limits.
The agent’s task is to determine the ecosystem’s best exploitation scenario. An ecosystem
exploration scenario consists in the selection of a group of regions to the practice of farming
bivalve molluscs with a given farming intensity measured by the number of individuals deposited
by square meter. The optimization is made using four distinct iterative improvement algorithms:
Hill Climbing, Simulated Annealing, Tabu Search and Genetic Algorithms. A new approach,
brought by the Guided Local Search metaheuristic, was tested with the purpose of aiding the
process of optimization by penalizing the characteristics present in the scenarios that are perceived
by the agent as less desirable.
The agent was tested with an ecological model of the Sungo bay in the People’s Republic
of China, where oysters and scallops are farmed. The results obtained show that the agent, star-
ting from an initial valid scenario, was capable of reaching another scenario where the medium
growth of the farmed oysters’ shell length was 22.52% superior. The agent was also used to test
the ecosystem’s carrying capacity, having been able to determine the oyster farming density that
maximizes the farmer’s profit.
The results obtained in this dissertation aim to reveal the possibilities of employing simulators
and intelligent agents in decision processes on ecosystem exploitation in order to contribute to a
sustainable future.
Keywords: Ecosystem Modeling and Simluation; Intelligent Agents; Optimization Problems;
Metaheuristics; Guided Local Search; EcoSimNet;
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Capítulo 1
Introdução
Este capítulo introduz o trabalho, referindo o seu contexto, motivação e objetivos. Posterior-
mente, é apresentada a estrutura do documento.
1.1 Contexto/Enquadramento
A presente dissertação diz respeito ao estudo e desenvolvimento de um agente inteligente, a
ser integrado numa framework de simulação de ecossistemas designada EcoSimNet.
O EcoSimNet consiste num conjunto de programas, entre os quais simuladores, agentes repre-
sentando diferentes stakeholders e sistemas de apoio à decisão, que comunicam entre si através de
uma linguagem de comunicação comum, denominada ECOLANG.
O agente, alvo de estudo desta dissertação, deverá ser capaz de determinar quais os melhores
cenários de exploração de um ecossistema costeiro para a aquacultura de modo a maximizar o seu
proveito económico obedecendo ao conjunto de restrições impostas à atividade.
1.2 Motivação
Qualquer atividade humana tem efeito no meio-ambiente. Atualmente há uma consciência
cada vez maior de que as decisões tomadas hoje poderão vir a ter graves consequências futuras
para o ambiente e os seres vivos que nele habitam, de entre os quais o próprio ser humano.
Um estudo realizado pelo Departamento de Assuntos Económicos e Sociais das Nações Uni-
das [Uni10] prevê que a em 2050 a população humana tenha atingido os 9 biliões o que, se tiver-
mos em conta que em 2011 a população mundial atingiu os 7 biliões, representa um crescimento
na ordem dos 29% em cerca de 40 anos. Cada ser humano que nasce traz consigo uma necessi-
dade de aumento de produção de alimentos e matérias-primas necessárias à sua subsistência e tem
como resultado a produção de uma grande quantidade de resíduos, dos quais a maioria regressa
ao meio-ambiente. Um dos grandes desafios do século XXI será a gestão adequada dos recursos
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naturais do planeta, de forma a sustentar uma população cada vez maior e a minimizar o impacto
produzido na natureza.
Historicamente o Homem sempre teve tendência para se estabelecer na proximidade de rios,
mares ou grandes lagos. Desde o tempo das civilizações mais antigas como a Suméria, que se
ergueu entre os rios Tigre e Eufrates ou a Egípcia, junto ao Nilo, até à atualidade onde 14 das 17
megacidades se encontram localizadas ao longo da costa [OPO09], o Homem procurou aproveitar
o potencial destas regiões para as suas principais atividades: agricultura, indústria, transportes e
comércio, geração de energia, turismo e recreação, comunicações e serviços.
Nas últimas décadas tem-se vindo a assistir a uma tendência migratória da população humana
em direção às zonas costeiras e estima-se que 60% da população viva a menos de 60 km da costa
marítima [WZM96]. No caso de Portugal os números são mais relevantes. Segundo o Instituto
Nacional de Estatística [Ins08], 80% da população vive a menos de 50 km do mar (Figura 1.1).
Figura 1.1: Densidade populacional - Portugal 2007 [Ins08].
Assim sendo, se é necessário um cuidado cada vez maior com o impacto das atividades huma-
nas nos ecossistemas, essa necessidade torna-se ainda mais crítica no caso dos ecossistemas cos-
teiros se tivermos em conta tanto a sua importância para o Homem como também a sua fragilidade.
A exploração sustentável destes ecossistemas deverá ir ao encontro dos diferentes intervenientes
e explicar de forma clara o porquê de algumas ações serem proibidas enquanto outras deverão ser
tomadas com o intuito de obter um maior proveito não apenas a curto mas também a longo prazo.
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Só assim se pode assegurar o compromisso da população para com as decisões tomadas, mesmo
que as suas consequências possam trazer alguns efeitos negativos no seu dia-a-dia.
As ferramentas de simulação, ao partirem de um modelo que represente um ecossistema de
forma fiel, permitem testar o impacto de certos eventos ou da ação humana sobre os mesmos e
extrapolar os resultados para os ecossistemas reais. Torna-se assim possível testar a priori quais
os efeitos que decisões como a abertura de canais, a construção de barragens, a introdução ou
reintrodução de uma espécie ou a emissão de agentes poluentes podem ter no equilíbrio de um
ecossistema.
Efeitos de atividades como a agricultura e a pecuária, por consistirem numa manipulação direta
do Homem num ecossistema, podem também ter um grande impacto e são também eles passíveis
de serem estudados com recurso a simuladores. No caso dos ecossistemas costeiros, a atividade
análoga é a aquacultura, que consiste na criação de peixes, moluscos e anfíbios e no cultivo de
plantas aquáticas para uso do Homem. A aquacultura levanta vários problemas, como a destruição
e posterior abandono de certas regiões costeiras, o esgotamento de nutrientes e a acumulação de
antibióticos, pesticidas, toxinas e matéria fecal [Hin99], pelo que as suas atividades devem ser
premeditadas.
Em suma, a principal motivação desta dissertação é a gestão sustentável e responsável das ati-
vidades humanas, nomeadamente da aquacultura, de modo a extrair o maior proveito e a minimizar
o impacto nos ecossistemas costeiros.
1.3 Objetivos
Autores de [PRD09], desenvolveram uma framework para a simulação de ecossistemas de-
nominada EcoSimNet. Integrados nesta framework estão o simulador EcoDynamo, um sistema
de apoio à decisão e dois agentes: um primeiro para a calibração de modelos (CalibrationA-
gent) [PRD04, PRD08] e um segundo (FarmerAgent) [PRD07] que representa um aquicultor que
interage com o ecossistema simulado pelo EcoDynamo.
O FarmerAgent recorre aos simuladores para testar vários cenários de exploração de um ecos-
sistema. Com base nos resultados obtidos nas simulações, o agente procede com a otimização
recorrendo aos algoritmos Hill Climbing (HC), Simulated Annealing (SA), Tabu Search (TS),
Algoritmos Genéticos (AG) ou a um processo de Aprendizagem por Reforço (AR), consoante a
estratégia para a qual está programado.
O objetivo desta dissertação consiste em implementar um novo agente otimizador seguindo
uma nova abordagem. Para tal, pretende-se recorrer a:
• Novas implementações dos algoritmos acima mencionados;
• Meta-heurísticas e processos de aprendizagem máquina;
• Uma nova arquitetura e uma linguagem de programação diferente.
O agente será usado na resolução de dois problemas distintos:
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• Determinar qual a melhor combinação de regiões de criação de ostras num contexto de
monocultura de uma região costeira;
• Determinar a capacidade de carga do ecossistema, i.e. até que ponto é possível intensificar
a cultura sem diminuir os resultados da produção;
de modo a demonstrar as potencialidades do recurso a simuladores e agentes inteligentes em pro-
cessos de decisão relativos à exploração de ecossistemas.
1.4 Estrutura da Dissertação
Para além da introdução, esta dissertação contém mais 5 capítulos. No capítulo 2 é descrito
o estado da arte e é apresentado trabalho inserido no âmbito desta dissertação: modelação e si-
mulação de ecossistemas, agentes inteligentes, problemas de otimização e meta-heurísticas e a
plataforma de simulação EcoSimNet.
Segue-se um capítulo onde é apresentada uma descrição aprofundada do problema, sendo feita
uma decomposição do mesmo em dois subproblemas, apresentado o modelo a utilizar e definido
o conceito de cenário de exploração.
No capítulo 4 é apresentada a arquitetura do agente desenvolvido para a resolução do pro-
blema. Inicialmente é feita a sua descrição de alto nível, dividindo-a em módulos funcionais.
Seguidamente são dados alguns detalhes de implementação relativos a cada um desses módulos.
O capítulo seguinte apresenta as duas experiências levadas a cabo com o agente, cada uma
delas relativa a um dos dois subproblemas apresentados no capítulo 3, e os respetivos resultados.
Finalmente, são apresentadas as conclusões do trabalho, referindo a satisfação de objetivos e
o trabalho futuro. O anexo A apresenta capturas de ecrã da interface gráfica do agente.
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Neste capítulo é descrito o estado da arte e é apresentado trabalho relacionado, inserido no
mesmo domínio desta dissertação.
Inicialmente é feita uma revisão acerca do estado da arte da modelação e simulação de ecos-
sistemas. De seguida é apresentado o estado da arte dos agentes computacionais, sendo feita uma
distinção entre os diferentes tipos de agente e dado particular enfoque aos agentes adaptativos e
às técnicas de aprendizagem para agentes. Posteriormente aborda-se a temática dos problemas
de otimização e meta-heurísticas, sendo explicado o funcionamento das mais relevantes. No fim
é feita uma abordagem ao EcoSimNet, plataforma de simulação de ecossistemas com a qual esta
dissertação se relaciona e finalmente apresenta-se uma síntese de todo este capítulo e as conclusões
que dela se podem retirar.
2.1 Modelação e Simulação de Ecossistemas
O Homem recorre muitas vezes a modelos para resolver os seus problemas. Um modelo
consiste numa simplificação da realidade que [JrB01] e pode ser físico, se consistir numa imitação
real e palpável do sistema, ou matemático, se descrever as principais características por meio de
funções e equações matemáticas.
Para ser útil, um modelo deve conter todas as características que são essenciais no âmbito do
problema a resolver. Todas as restantes características, que não são fundamentais na resolução do
problema e se tornam suscetíveis de complicar o modelo sem trazer quaisquer vantagens adicio-
nais, devem ser descartadas. Diferentes modelos podem ser especificados para o mesmo sistema,
dependendo do objetivo.
Segundo Jørgensen e Bendoricchio [JrB01], a definição de ecossistema é:
“. . . um sistema ou unidade biótico e funcional que é capaz de suportar vida e inclui
todas as variáveis biológicas e não biológicas nessa unidade. Escalas espaciais ou
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temporais não estão especificadas a priori, mas são inteiramente baseadas nos objeti-
vos do estudo do mesmo.”
O modelo de um ecossistema deve representar uma “síntese daquilo que sabemos sobre o
ecossistema relativamente ao problema considerado” [JrB01]. A partir dele deve ser possível de-
terminar quais as componentes e interações do sistema, os processos que nele ocorrem, geralmente
formulados como equações matemáticas, e a sua importância.
Nos modelos de ecossistemas aquáticos distinguem-se três tipos de processos [JrB01]:
1. Processos físicos, como o fluxo da água e padrões de circulação, dispersão de massa e calor,
temperatura da água, fixação de organismos planctónicos e matéria suspensa, insolação e
penetração de luz;
2. Processos químicos, como a hidrólise, reações de oxidação redução e ácido-base, processos
de absorção ou troca de ferro;
3. Processos biológicos, que incluem os ciclos bioquímicos nos ambientes aquáticos tais como
a fotossíntese e o crescimento populacional de algas, fitoplâncton, zooplâncton e peixes e
processos ecotoxicológicos.
O processo de modelação nas ciências ambientais necessita de cinco componentes que devem
ser sempre identificadas e definidas:
1. Variáveis externas ou funções de natureza externa que influenciam o ecossistema, como
por exemplo as marés ou as funções climáticas;
2. Variáveis de estado, cujos valores definem o estado do ecossistema (ex.: concentração de
amónia na água);
3. Equações matemáticas, que exprimem as relações entre as variáveis externas e de estado;
4. Parâmetros, que são coeficientes nas representações matemáticas dos processos (ex.: taxa
de crescimento de uma espécie de bivalve);
5. Constantes universais como a gravidade, valores de latitude ou longitude ou números de
massa atómica.
Jørgensen e Bendoricchio (2001) [JrB01] propõe um procedimento para a modelação de sis-
temas ecológicos, sumariado na figura 2.1.
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Figura 2.1: Procedimento para a modelação de sistemas ecológicos. Adaptado de [JrB01].
O primeiro passo é a definição do problema. Nesta fase é necessário ter uma noção geral do
problema a resolver e delimitá-lo espacial e temporalmente. De seguida, deve-se determinar quais
os processos a ter representação no modelo e quais as suas relações. Este passo é importante pois,
como foi referido acima, o modelo deve ser tão simples quanto possível mas complexo o suficiente
para abranger os processos necessários ao estudo do problema.
Propõe-se a criação de uma matriz de adjacências que exprime as relações diretas entre as
variáveis de estado. A partir dessa informação, um diagrama conceptual pode ser esboçado. O
passo seguinte é a escolha das equações matemáticas mais adequadas para cada processo, uma vez
que o mesmo processo pode ser representado por mais do que uma equação, dependendo do tipo
de ecossistema em que se insere.
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Segue-se uma fase de verificação na qual se analisam os resultados obtidos com o modelo. Os
parâmetros do modelo podem ser variados de modo a levar a cabo uma análise de sensibilidade do
mesmo, analisando a sua influência nas variáveis de estado. Consegue-se assim determinar quais
as componentes mais sensíveis do modelo.
A verificação traz consigo um processo iterativo de calibração do modelo, em que este vai
sendo respetivamente testado e redesenhado, até que os resultados obtidos se aproximem de um
conjunto de dados recolhidos do sistema real (validação). Uma vez validado, um modelo está
pronto a ser usado pela comunidade.
Ao processo de desenhar modelos e conduzir experiências sobre os mesmos dá-se o nome de
simulação [Smi98]. A simulação permite o auxílio em processos de decisão em âmbitos distintos e
de diversas naturezas, do estratégico ao operacional, sem a necessidade de realizar experiências no
sistema real. Esta característica torna-a particularmente interessante para áreas como as ciências
sociais ou o estudo de ecossistemas [Per10].
As simulações são muitas vezes discriminadas em contínuas ou discretas conforme o modo
de evolução da representação do modelo. Durante uma simulação contínua, os valores das variá-
veis de estado do modelo mudam continuamente à medida que o tempo avança. Numa simulação
discreta, os valores das variáveis de estado do modelo mudam quando algum evento ocorre em
determinados instantes de tempo [Smi98, Law07]. Na prática, a maioria das simulações utiliza
variáveis quer de estados contínuos, quer de estados discretos, pelo que a sua classificação é base-
ada em qual dos dois tipos é predominante.
No contexto da simulação de ecossistemas costeiros distinguem-se três grandes domínios: a
modelação de bacias hidrográficas, a modelação hidrodinâmica e a modelação biogeoquímica.
A modelação de bacias hidrográficas está ligada à descrição das movimentações da água nas
bacias dos rios, em termos do seu ciclo hidrológico e roteamento hidráulico [CDE+05]. Muitos
destes modelos incluem também o transporte de constituintes e fenómenos de precipitação, disso-
lução, dispersão, reações químicas e alterações na concentração dos constituintes à medida que a
água flui.
Por seu turno, os modelos de hidrodinâmica são “ferramentas construídas para descrever e
prever a dinâmica de fluxo e variáveis relacionadas para um dado ambiente aquático – oceano,
plataforma continental, lagoas, etc.” [Per10]. Apresenta-se de seguida uma breve descrição de seis
diferentes modelos hidrodinâmicos existentes:
1. COHERENS: Desenvolvido pela Management Unit of the North Sea Mathematical Models
(MUMM), na Bélgica, e disponibilizado para a comunidade científica, o COHERENS [LJP+99]
é um modelo tridimensional capaz de lidar com os fenómenos de turbulência. Inclui ainda
outras funcionalidades tais como a movimentação e deposição de sedimentos, a deposição
e erosão de matéria orgânica e inorgânica suspensa e submodelos bioquímicos.
2. Delft3D: Desenvolvido pela Delft Hydraulics (http://deltares.nl/). É constituído
por vários módulos, não só relacionados com hidrodinâmica, mas também direcionados para
outros fenómenos ligados aos ecossistemas marítimos de entre os quais a propagação de
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ondas, alguns processos biológicos (ex.: crescimento de algas, dinâmica de nutrientes, entre
outros), a sedimentação ou certos processos ligados à qualidade da água (ex.: circulação e
produção de fitoplâncton).
3. POM: O Princeton Ocean Model (POM) é um modelo de circulação genérico, escrito
em FORTRAN, capaz de simular problemas como os processos de circulação e mistura
de água em rios, estuários, plataformas continentais, lagos e oceanos. Os dados de in-
put e output são descritos em ficheiros de texto, sob a forma de matrizes, o que facilita a
visualização dos resultados em qualquer aplicação com funcionalidades de representação
gráfica. O POM foi desenvolvido na Universidade de Princeton, na Nova Jérsia, E.U.A.
e está disponível gratuitamente em http://www.aos.princeton.edu/WWWPUBLIC/
htdocs.pom/index.html.
4. MARS3D: É um modelo 3D para a hidrodinâmica, desenvolvido no IFREMER – Insti-
tut Français de Recherche pour l’Exploitation de la Mer (http://wwz.ifremer.fr/
institut). MARS3D, acrónimo de 3D hydrodynamic Model for Applications at Regio-
nal Scale, corre em plataformas Linux/Unix e tem sido usado para estudar a costa atlântica
e o mar Mediterrâneo. A visualização dos outputs do modelo pode ser feita através de
uma plataforma GIS ou com o VisuMars, uma aplicação gráfica também desenvolvida pelo
IFREMER.
5. MOHID: O MOHID (http://www.mohid.com/) é um sistema de modelação aquática
tridimensional desenvolvido segundo o paradigma da programação orientada a objetos por
uma equipa portuguesa – Marine and Environmental Technology Research Centre (MAR-
TEC), no Institudo Superior Técnico da Universidade Técnica de Lisboa. Está dividido
em três ferramentas – MOHID Water, MOHID Land e MOHID Soil – para estudar o ciclo
da água em diferentes variantes. As diferentes ferramentas podem correr em processado-
res diferentes e com passos de tempo (time steps) diferentes, comunicando entre si através
de mensagens MPI (Message Passing Interface), o que melhora o desempenho do sistema.
O MOHID Water consegue simular fenómenos de hidrodinâmica (padrões de circulação e
campos de velocidade que transportam as propriedades da água), ondas, transporte de se-
dimentos, qualidade da água e ecologia (produção primária e secundária e circulação de
nutrientes), assim como turbulência.
6. EcoWin2000: O EcoWin2000 é um modelo ecológico para sistemas aquáticos desenvol-
vido pela equipa portuguesa de Modelação Geoquímica e Ecológica (http://www.ecowin.
org) baseada na Faculdade de Ciências e Tecnologias da Universidade Nova de Lisboa se-
gundo uma abordagem orientada a objetos. Lida com hidrodinâmica e bioquímica e con-
segue incorporar dinâmica populacional para uma determinada espécie. Para além disso,
providencia uma plataforma para integração com outros modelos, mantendo a sua funciona-
lidade. A força desta aplicação reside no modelo biogeoquímico e na abordagem orientada
a objetos que permite a partilha de variáveis de estado entre grupos de objetos, a definição
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de novas variáveis de estado ou a modificação das interações entre elas sem afetar o código
já desenvolvido.
Conforme se pode verificar, diferentes equipas recorrem a ferramentas distintas para o pro-
cesso de modelação. Inicialmente era mais comum o recurso a abordagens de programação estru-
turada. Atualmente, o paradigma da programação orientada a objetos tem vindo a ganhar vanta-
gem devido à sua semelhança com a modelação e o comportamento dos seres-vivos [Per10].
Nos modelos biogeoquímicos, nome por vezes usado como sinónimo de modelos ecológicos,
dá-se ênfase aos ciclos de nutrientes, processos fisiológicos (tais como a respiração e a alimen-
tação), processos ligados aos níveis populacionais (tais como a reprodução e a mortalidade) e
comunitários (como a predação e a competição) das espécies [CDE+05]. Os modelos biogeoquí-
micos são constituídos por uma parte biótica (diferentes espécies biológicas ou grupos funcionais)
e abiótica (substâncias dissolvidas e matéria suspensa), representadas por variáveis de estado e
definidas por equações diferenciais que determinam a transferência de materiais entre elas.
Os principais problemas encontrados na aplicação de modelos de simulação são por um lado a
escassez de dados de input para descrever o comportamento do sistema e por outro as repercussões
causadas ao ignorar alguns processos de menor importância para o sistema, que podem resultar
numa perda de precisão. Estas duas limitações forçam as simulações a gerar apenas resultados
aproximados e a, na maioria dos casos, descrever o comportamento do sistema estatisticamente.
Assim, a simulação é uma boa ferramenta para a observação de tendências gerais mas não para a
extração de informação de situações específicas [Per10].
2.2 Agentes
Segundo Wooldridge e Jennings (1995) [Woo09], um agente é:
“. . . um sistema computacional situado em algum ambiente, que é capaz de realizar
ações autónomas sobre esse ambiente com o intuito de cumprir os objetivos para o
qual foi desenhado.”
Um agente é pois uma entidade computacional que recebe inputs de um ambiente por meio
de sensores e atua sobre ele através dos seus efetuadores de acordo com um conjunto de regras.
Na maioria dos contextos, o agente não tem controlo total mas sim parcial sobre o seu ambiente
o que, do ponto de vista do agente, pode significar que a mesma ação executada duas vezes e
em circunstâncias aparentemente similares pode ter resultados diferentes ou mesmo falhar. O
âmago do problema do agente está pois em decidir que ação ou sequência de ações, de entre o seu
conjunto de ações possíveis, deve ele efetuar de modo a satisfazer o seu desígnio.
Os problemas atribuídos aos agentes são comummente caracterizados pela sua descrição PEAS
(acrónimo para Performance, Environment, Actuators, Sensors) na qual deve constar uma função
de desempenho que meça a qualidade das ações efetuadas pelo agente, uma caracterização das
propriedades do ambiente, dos seus sensores para input e dos seus efetuadores para output.
Russel e Norvig [RN02] sugerem uma classificação dos ambientes baseada em seis dimensões:
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1. Completamente observável vs. Parcialmente observável: Se os sensores de um agente
lhe dão acesso completo ao estado do ambiente em cada instante de tempo, diz-se que o am-
biente é completamente observável. Ambientes completamente observáveis são vantajosos
na medida em que o agente não necessita de memorizar nenhum estado interno relativa-
mente ao exterior. Um ambiente pode ser parcialmente observável devido a ruído ou a
imprecisão dos sensores.
2. Determinístico vs. Estocástico: Um ambiente é determinístico se o próximo estado do am-
biente pode ser previsto sabendo apenas o estado atual e a ação a ser executada pelo agente,
ou seja: qualquer ação tem apenas um efeito garantido [Woo09]. Se tal não suceder, então
estamos perante um ambiente estocástico. Há uma relação entre esta dimensão de classi-
ficação e a anterior (Completamente observável vs. Parcialmente observável): um agente
que se encontre num ambiente completamente observável e determinístico não precisa de
se preocupar com nenhum fator de incerteza; por outro lado, se um agente se encontrar num
ambiente que é apenas parcialmente observável, este pode aparentar ser estocástico dada a
eventual falta de conhecimento que o agente pode ter sobre o mesmo. Assim, idealmente
classifica-se um ambiente como estocástico ou determinístico tendo em conta o ponto de
vista do agente.
3. Episódico vs. Sequencial: Num ambiente episódico, a experiência do agente é divida num
conjunto de episódios atómicos, sendo que cada episódio consiste numa perceção do agente
e consequente execução de uma ação. A escolha da ação para um episódio depende somente
das suas características e o próximo episódio não depende das ações tomadas em episódios
anteriores. Em contraste, em ambientes sequenciais a decisão atual pode afetar decisões
futuras. Os ambientes episódicos são por isso muito mais simples do que os sequenciais
pois o agente não precisa de pensar no futuro.
4. Estático vs. Dinâmico: Um ambiente estático mantém-se inalterado até o agente execu-
tar alguma ação. Por outro lado, num ambiente dinâmico há outros processos a decorrer
em simultâneo e, por isso, ocorrem alterações no ambiente que estão fora do controlo do
agente. É mais fácil lidar com ambientes estáticos uma vez que o agente não precisa de es-
tar constantemente a observá-lo. Em contraste, um ambiente dinâmico está constantemente
a solicitar a ação de um agente. Se este não se decidiu, então é considerado que o agente
decidiu não fazer nada e o estado do ambiente continua a mudar.
5. Discreto vs. Contínuo: Um ambiente é discreto se contém um conjunto finito de ações e
perceções e contínuo caso contrário.
6. Multiagente ou não: Um ambiente é multiagente se sustentar mais do que um agente. Os
agentes nesse ambiente podem trabalhar de forma independente, cooperativa ou competitiva
e comunicar ou não entre si.
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Conforme se pode deduzir, os problemas com ambientes mais complexos serão os parcial-
mente observáveis, estocásticos, sequenciais, dinâmicos, contínuos e multiagente, descrição que
se encontra próxima de grande parte dos problemas do mundo físico.
2.2.1 Tipos de Agente
Estruturalmente, os agentes são constituídos por uma arquitetura que corresponde ao seu am-
biente de execução com os seus sensores e efetuadores, e a um programa que implementa o ma-
peamento entre perceções e ações seguido pelo agente.
Em [RN02] é feita uma distinção entre quatro tipos de agente:
1. Agentes Reflexivos Simples:
O tipo de agente mais elementar é o reflexivo simples. Um agente deste tipo seleciona as
suas ações tendo apenas em conta a sua perceção atual do estado do mundo exterior, sem
ter em conta os estados passados. Estes agentes podem ser facilmente modelados através de
regras condição-ação do tipo:
if percepcao = p1 then
accao← a1
else
if percepcao = p2 then
accao← a2
else
...
if percepcao = pn then
accao← an
end if
...
end if
end if
Este tipo de agente é indicado para mecanismos simples de controlo como por exemplo o
de um sistema de climatização doméstica com base na temperatura e humidade medida no
interior e no exterior de uma casa. Todavia estes agentes são pouco adequados para situações
mais complexas. Para além disso são bastante suscetíveis à observabilidade do mundo: se o
mundo for apenas parcialmente observável, o agente poderá selecionar a ação errada dada a
imprecisão que tem acerca do mundo exterior.
2. Agentes Reflexivos Baseados em Modelos:
Estes agentes mantêm um estado interno que depende do seu historial de perceções, o que
consiste numa boa forma de lidar com ambientes parcialmente observáveis pois o agente
pode assim ter em memória partes do ambiente que já não consegue observar.
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Para se atualizar a informação do estado interno da representação do mundo necessita-se de
dois tipos de conhecimento: primeiro é necessário conhecer de que forma é que o mundo
evolui, independentemente das ações do agente; de seguida é necessário saber de que modo
é que as ações do agente afetam o mundo. A este conhecimento acerca do funcionamento
do mundo dá-se o nome de modelo do mundo.
3. Agentes Baseados em Objetivos:
Em alguns problemas, para além da descrição do estado atual, pode ser necessária a inclu-
são de alguma informação relativa aos objetivos, que descreve quais as situações que são
desejáveis para o agente. O programa do agente pode combinar essa informação com a in-
formação relativa às consequências das ações possíveis, de forma a escolher as ações que
o levem a atingir um determinado objetivo. Estes agentes tornam-se particularmente úteis
em problemas na área da pesquisa e do planeamento, dois campos da Inteligência Artificial
dedicados a encontrar sequências de ações que levem a um determinado objetivo.
4. Agentes Baseados em Utilidade:
Quando o cumprimento de objetivos por si só não é suficiente para gerar comportamentos de
alta qualidade num ambiente, torna-se necessária a inclusão de uma função de utilidade que
mapeie um estado ou sequência de estados a um número real que descreva um determinado
grau de satisfação.
A ideia por detrás dos agentes baseados em utilidade passa por não atribuir uma dimensão
binária ao problema (objetivo cumprido vs. objetivo não cumprido) mas, em vez disso, dar
uma dimensão numérica real em que se torna possível ordenar os vários estados por ordem
de utilidade para o agente. Torna-se assim evidente o grande potencial destes agentes na
resolução de problemas de otimização.
5. Agentes Adaptativos:
Um agente adaptativo (Figura 2.2) pode ser dividido em quatro componentes conceptuais
de entre os quais se destacam o elemento de desempenho, responsável por selecionar as
ações externas e o elemento de aprendizagem, responsável por fazer melhoramentos no
desempenho do agente.
O elemento de desempenho pode ser ele próprio visto como um agente, nomeadamente um
agente de um dos tipos anteriormente descritos, que recebe um conjunto de perceções e
decide o que fazer de entre um conjunto de ações.
O elemento de aprendizagem recorre à avaliação de um elemento crítico acerca do desem-
penho do agente e determina de que modo deve o elemento de desempenho ser modificado
com o intuito de obter melhores resultados no futuro.
O último componente é o gerador de problemas, responsável por sugerir ações que levem a
novas experiências sobre as quais o agente desconhece os resultados. Desta forma, o agente
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executa ações de carácter exploratório que poderão ou não aumentar o seu conhecimento
acerca do mundo.
Figura 2.2: Modelo para um agente adaptativo [RN02].
2.2.2 Aprendizagem para Agentes
A ideia por detrás de incutir aprendizagem nos agentes baseia-se em permitir que as suas
perceções sejam usadas não só para gerar ações, como também para melhorar a capacidade que o
agente terá para agir em situações futuras.
Segundo a definição apresentada anteriormente, um agente adaptativo deve conter um ele-
mento de desempenho que decide que ações tomar e um elemento de aprendizagem que modifica
o elemento de desempenho de modo a que este tome melhores decisões.
O campo de estudo da aprendizagem-máquina (machine learning) distingue três tipos de
aprendizagem [RN02]: supervisionada, não supervisionada e por reforço.
A aprendizagem supervisionada envolve a aprendizagem de uma função a partir de um con-
junto de exemplos de treino. Cada exemplo de treino possui um conjunto de valores de input e um
output. Este tipo de aprendizagem é comummente utilizado em tarefas de previsão recorrendo a
modelos como os classificadores Bayesianos, as árvores de decisão ou as redes neuronais:
• Os classificadores Bayesianos são classificadores estatísticos que preveem as probabilidades
de um dado objeto (input) corresponder a uma determinada classe (output). A classificação
Bayesiana, conhecida como Naive Bayes, é baseada no teorema de Bayes
P(H|X) = P(X |H)×P(H)
P(X)
(2.1)
14
Revisão Bibliográfica
e assume que o efeito do valor de um atributo no objeto é independente dos valores de outros
atributos [HK06].
• As árvores de decisão consistem em diagramas de fluxo com a estrutura de uma árvore
onde cada nó interno denota um teste a um determinado atributo, cada ramo representa o
resultado desse teste e cada folha representa o output resultante. Existem vários algoritmos
para a indução de árvores de decisão a partir de um conjunto de dados de treino, sendo os
mais conhecidos o ID3 [Qui86], o C4.5 [Qui93] e o CART [BFSO84].
• As redes neuronais artificiais são modelos matemáticos constituídos por um conjunto de uni-
dades de input/output (neurónios artificiais) ligados entre si, onde cada ligação tem um peso
associado. Durante a fase de aprendizagem, a rede aprende ajustando os pesos dessas liga-
ções de forma a conseguir prever de forma correta a classe dos exemplos de treino [HK06].
Os problemas de previsão dividem-se em classificação ou regressão, consoante o output é
discreto ou contínuo e a função inferida a partir dos exemplos deverá conseguir prever o valor
de output para cada novo exemplo válido que lhe seja apresentado, com um determinado grau de
precisão.
No contexto da aprendizagem para agentes, em que é necessário determinar a melhor ação
a executar numa determinada situação, os inputs e o output serão as perceções e a ação, respe-
tivamente. O feedback relativo à ação do agente pode ser dado quer por um elemento “tutor”
que com ele interage (ex.: outro agente ou um ser humano) quer pelas suas próprias perceções.
Com esse feedback o agente adaptativo ajusta a sua memória interna de modo a que se torne mais
provável devolver uma resposta certa na próxima vez que receba um input semelhante. No caso
de ambientes completamente observáveis, o agente tem sempre a possibilidade de observar na
totalidade os resultados das suas ações e, consequentemente, pode usar os métodos de aprendiza-
gem supervisionada para tentar prever os resultados futuros das suas ações. No caso de ambientes
que são apenas parcialmente observáveis o problema torna-se mais complexo dado que os efeitos
imediatos podem ser invisíveis para o agente.
Na aprendizagem não supervisionada o agente não recebe qualquer feedback por parte do
mundo exterior. O objetivo consiste em detetar padrões nos dados de input sem a existência de uma
classe pré-definida, ou seja, os inputs são agrupados usando um conjunto de dimensões sendo as-
sim possível ao agente conceptualizar os dados em grupos semelhantes (clustering). Desta forma,
um agente com aprendizagem puramente não supervisionada não consegue aprender como deve
agir pois não tem informação sobre o que constitui uma ação correta ou um estado desejável: os
outputs da aprendizagem não supervisionada são apenas representações internas que categorizam
um conjunto de dados. A sua principal utilidade passa pelo auxílio aos sistemas percecionais do
agente, permitindo-lhe comparar e classificar diferentes situações (i.e. diferentes conjuntos de
perceções).
Na aprendizagem por reforço um agente deve aprender a partir dos reforços (recompensas)
positivos ou negativos que recebe após a realização de uma ação ou conjunto de ações. Apesar de
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tanto na aprendizagem supervisionada como na por reforço o agente receber um parecer sobre se
a ação tomada foi ou não apropriada, estas duas abordagens são distintas, principalmente quando
o agente não toma a decisão acertada. Na aprendizagem supervisionada tem-se um “tutor” que
não só diz ao agente que errou na ação, como também diz qual teria sido a ação mais apropriada.
Na aprendizagem por reforço, perante ausência de um tutor, o agente apenas sabe que o seu com-
portamento não foi adequado e, por vezes, o quão inapropriado foi, através do reforço recebido.
Este processo de aprendizagem é comum na Natureza e frequentemente observado nos animais
que reconhecem a dor como reforço negativo e o prazer como reforço positivo.
Assim, torna-se por um lado não obrigatória a presença de um tutor que forneça um conjunto
de exemplos de treino com o qual o agente pode aprender – o que, na prática, dificilmente estará
disponível – e por outro lado possível que um agente siga o seu processo de aprendizagem e
adaptação ao ambiente sozinho e sem nenhum conhecimento inicial do mundo que o rodeia e do
seu funcionamento. Os ambientes nos quais este tipo de aprendizagem é utilizado pelos agentes
são frequentemente formulados como Processos de Decisão de Markov que por sua vez consistem
em processos de controlo estocástico em tempo discreto. Um Processo de Decisão de Markov
pode ser definido como um tuplo:
(S,A,P.(·, ·),R.(·, ·)) (2.2)
onde:
• S é um conjunto de estados finitos,
• A é um conjunto finito de ações (pode-se ainda definir As como sendo o conjunto finito de
ações disponíveis no estado s),
• Pa(s,s′) = P(st+1 = s′|st = s,at = a) é a probabilidade de a ação a no estado s e no instante
de tempo t levar ao estado s′ no instante t+1,
• Ra(s,s′) é a recompensa imediata recebida após se transitar do estado s para o estado s′ com
probabilidade Pa(s,s′).
Nestes ambientes em cada instante de tempo o processo está num estado s, e o agente pode
escolher qualquer uma das ações possíveis para esse estado. O processo responde no próximo ins-
tante de tempo transitando aleatoriamente para um novo estado s′ e recompensando o agente com
um reforço Ra(s,s′). A probabilidade com que o processo transita para o novo estado é influenci-
ada pela ação escolhida, especialmente se houver uma função Pa(s,s′) que defina a probabilidade
de se transitar para s′ ao executar a ação a no estado s.
O objetivo da aprendizagem por reforço é determinar a política, pi , uma função que faz um
mapeamento entre estados e ações, que maximize a utilidade para o agente.
Um agente reflexivo adaptativo aprende uma política de associação entre estados e ações
usando um método de estimação direta da utilidade. Para tal, assume que a utilidade de um estado
é igual à recompensa esperada desse estado em diante e em cada tentativa obtém uma amostra
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para o valor de cada estado visitado. No final de cada sequência de ações o algoritmo calcula a
recompensa estimada de transitar para cada estado e atualiza as respetivas utilidades. Apesar de
simplificar significativamente o processo de aprendizagem, este método tem um problema: não
tem em consideração o facto de que utilidades dos estados não são independentes. Ao ignorar as
ligações entre estados, este método perde oportunidades de aprendizagem.
Um agente adaptativo com Q-Learning [Wat89] aprende uma função ação-valor, ou função Q,
que retorna a utilidade esperada de executar uma dada ação num determinado estado. Essa função
é aprendida através de um método de diferenciação temporal em que não é necessário um modelo
do mundo exterior quer na a fase de aprendizagem, quer na fase de seleção da ação. Isto simplifica
o problema da aprendizagem mas pode restringir a capacidade de o agente aprender em ambientes
complexos pois este não consegue simular os resultados de possíveis conjuntos de ações no futuro.
Estes agentes não têm portanto a capacidade de olhar em frente no que a horizonte temporal diz
respeito.
Um agente adaptativo baseado em utilidade aprende uma função de utilidade sobre os estados
e usa-a para selecionar as ações que maximizam a utilidade esperada. A função pode ser apren-
dida através de uma abordagem por programação dinâmica adaptativa [WZL09] segundo a qual o
agente vai aprendendo o modelo de transições do ambiente, à medida que decorre o processo de
decisão de Markov correspondente, usando programação dinâmica. Deste modo o agente aprende,
para além de uma função de recompensa, um modelo do mundo exterior.
A aprendizagem por reforço pode ser passiva, se a política do agente for fixa, isto é, num es-
tado s, o agente executará sempre a ação pi(s) e o objetivo for aprender as utilidades dos estados (ou
pares estado-ação) ou ativa se o agente tiver que decidir quais as ações a tomar. A ideia por detrás
da aprendizagem ativa passa pelo trade-off entre os conceitos de análise exploratória (exploration)
– que consiste em explorar novos estados para aumentar o conhecimento sobre o mundo exterior
– e de exploração do conhecimento (exploitation) – que consiste na potenciação do conhecimento
obtido. Um agente que apenas explore, não aproveitará o conhecimento obtido sobre a utilidade
dos diferentes estados, pelo que o conhecimento obtido não terá qualquer utilidade. Em contrapar-
tida, um agente que apenas proceda com exploitation tende a seguir uma abordagem gananciosa e
a ficar retido numa rotina [RN02].
A função Softmax permite distribuir as probabilidades para a execução das diferentes ações,
balanceando os conceitos de análise exploratória e potenciação do conhecimento [SB98]. A ação
com maior utilidade, que seria escolhida no caso de o agente ser ganancioso ao ponto de ignorar
o conceito de análise exploratória, continua a ter maior probabilidade, mas as restantes ações
são ordenadas e distribuídas de acordo com as estimativas do seu valor. O método de Softmax
mais comum usa uma distribuição de Boltzmann e escolhe a ação a, no instante de tempo t, com
probabilidade
P(a) =
e
Qt (s,a)
τ
∑nb=1 e
Qt (s,b)
τ
(2.3)
onde Qt(x,y) corresponde à utilidade esperada para o par estado-ação (x,y) num instante de tempo
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t e τ é um parâmetro positivo denominado temperatura. Temperaturas elevadas fazem com que
todas as ações sejam aproximadamente equiprováveis, enquanto que temperaturas baixas levam a
que as ações com maior utilidade se tornem mais prováveis. No limite, quando τ → 0+, a seleção
torna-se gananciosa.
Uma outra política para a exploração é a gananciosa-ε , a qual seleciona uniformemente, com
probabilidade ε uma ação que não é a de melhor valor Q.
Devido ao seu potencial para eliminar a necessidade de programar manualmente estratégias
de controlo complexas, a aprendizagem por reforço continua a ser uma das áreas mais ativas
no estudo da aprendizagem máquina. Aplicações na robótica revelam-se promissoras, apesar de
necessitarem métodos para lidar com ambientes contínuos, parcialmente observáveis e envolvendo
um grande número de variáveis [RN02].
2.3 Problemas de Otimização e Meta-Heurísticas
Os problemas de otimização debruçam-se sobre a escolha da melhor solução (instanciação
de uma conjunto de variáveis de decisão), de entre um espaço de soluções contendo todas as
soluções admissíveis, para se atingir um determinado conjunto de objetivos. Tipicamente, o espaço
das soluções é limitado por um conjunto de restrições, podendo o valor atribuído a uma variável
restringir o de outras. Os problemas de otimização dividem-se em duas categorias, consoante as
soluções têm valores contínuos ou discretas.
Os problemas de otimização combinatória (OC) são um caso particular dos problemas de
otimização em que as variáveis de decisão são discretas e o objetivo é encontrar um objeto –
configuração das variáveis de decisão – dentro de um conjunto finito ou, possivelmente, infinito
enumerável de soluções admissíveis.
Segundo C. H. Papadimitriou e K. Steiglitz [PS98], um problema de otimização combinatória
P = (S, f ) pode ser definido por:
• um conjunto de variáveis de decisão X = {x1, . . . ,xn};
• domínios para as variáveis D = {d1, . . . ,dn};
• restrições R = {r1, . . . ,rk} entre as variáveis;
• uma função objetivo f a ser minimizada1, onde f : d1× . . .×dn→ R;
O espaço de soluções admissíveis é definido pelo conjunto
S = {s = {(x1,v1), . . . ,(xn,vn)} | vi ∈ di, s satisfaz ∀rk ∈ R} (2.4)
onde cada elemento pode ser visto como uma solução candidata. Para resolver um problema de
otimização combinatória, deve-se determinar a solução s∗ ∈ S com a qual a função objetivo retorne
1Maximizar uma função objetivo f é o mesmo que minimizar − f .
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o valor mínimo, ou seja, f (s∗)≤ f (s) ∀s∈ S. s∗ é chamada de solução globalmente ótima de (S, f )
e o conjunto S∗ ⊆ S é chamado de conjunto das soluções globalmente ótimas.
Exemplos de problemas de otimização combinatória conhecidos são o problema do caixeiro-
viajante (travelling salesman problem), o problema de alocação quadrática e problemas de plane-
amento e escalonamento. Devido à importância destes problemas, tem havido um estudo intenso
no desenvolvimento de algoritmos para a sua resolução.
Esses algoritmos podem ser classificados como completos ou de aproximação. Os algoritmos
completos encontram garantidamente uma solução para qualquer instância de tamanho finito de
um problema P = (S, f ). A abordagem comum passa pelos algoritmos de pesquisa, em que se
seleciona uma solução inicial do espaço de soluções admissíveis do problema e se geram e avaliam
novas soluções de modo a encontrar a melhor. A distinção entre os diferentes algoritmos está no
modo como geram as novas soluções candidatas, isto é, na definição da estrutura de vizinhança no
espaço de soluções.
No entanto não existe um algoritmo para encontrar a solução ótima em tempo polinomial para
problemas de otimização combinatória NP-completos, assumindo que P 6= NP [BR03]. Conse-
quentemente esses algoritmos completos podem, na pior das hipóteses, necessitar de um tempo
de computação exponencial para encontrar a solução ótima, o que pode ser excessivo em certos
contextos práticos. Por essa razão, o estudo dos métodos de aproximação para resolver problemas
de OC, em que se sacrifica a garantia de encontrar uma solução ótima, em prol de se obterem boas
soluções num espaço de tempo significativamente mais reduzido, têm recebido uma maior atenção
nos últimos 30 anos [BR03].
Nos últimos 20 anos, tem-se assistido à emergência novo tipo de algoritmos de aproximação,
que combinam métodos heurísticos comuns em frameworks de alto nível com o objetivo de explo-
rar um espaço de soluções de forma eficaz. A esses métodos dá-se o nome de meta-heurísticas,
termo introduzido pela primeira vez por Fred Glover em 1986 [Glo86]. Apesar de existirem vá-
rias definições para o termo meta-heurística, ainda não há uma definição concreta e globalmente
aceite. Ainda assim, podem-se destacar o seguinte conjunto de propriedades [BR03]:
• São estratégias para guiar um processo de pesquisa;
• Têm como objetivo explorar o espaço de soluções de modo a encontrar soluções próximas
da ótima;
• Estendem-se desde métodos de pesquisa local simples até processos de aprendizagem com-
plexos;
• São algoritmos de aproximação e, geralmente, não determinísticos;
• Podem incorporar mecanismos para evitar o aprisionamento em certas áreas confinadas do
espaço de soluções;
• Podem envolver memorização de resultados para melhor guiar a pesquisa;
• São genéricas, isto é, não são específicas a nenhum problema em concreto;
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• Podem usar conhecimento específico ao domínio do problema através de heurísticas que são
controladas pela estratégia de nível superior;
Em suma, uma meta-heurística é uma estratégia de alto nível para explorar espaços de soluções
recorrendo a diferentes métodos. Também aqui, à semelhança do que acontecia com os métodos
de aprendizagem por reforço para agentes, é necessário um equilíbrio entre os conceitos de análise
exploratória (diversificação) e exploração do conhecimento (intensificação).
A forma de descrever e classificar algoritmos metaheurísticos é também assunto de discus-
são pois são dependentes das características escolhidas para fazer a diferenciação. Em [BR03]
referem-se algumas das formas mais importantes para a classificação das meta-heurísticas:
1. Inspiradas na Natureza vs. Não inspiradas na Natureza: Há algoritmos que são baseados
em processos naturais, tais como os Algoritmos Genéticos ou o Ant Colony Optimization,
enquanto que outros, tais como o Tabu Search ou Iterated Local Search [LMS10], não o são.
Esta classificação não é muito importante primeiro porque grande parte dos algoritmos são
de natureza híbrida e não encaixam apenas em uma das classes e segundo porque por vezes
é difícil definir a que classe pertence realmente um algoritmo.
2. Populacionais vs. Pesquisa individual: A distinção é feita consoante o número de solu-
ções usadas ao mesmo tempo pela meta-heurística. Se o algoritmo usar uma população de
soluções de cada vez, está-se perante um algoritmo populacional. Caso contrário, é classifi-
cado como algoritmo de pesquisa individual. Os primeiros, executam processos de pesquisa
que descrevem a evolução de um conjunto de pontos do espaço de soluções. São exemplos
de meta-heurísticas populacionais os Algoritmos Genéticos e o Ant Colony Optimization.
Os segundos, englobam os métodos de pesquisa local tais como Tabu Search, Iterated Local
Search e Variable Neighbothood Seach [HM05] que têm em comum o facto de descreverem
uma trajetória bem definida no espaço de soluções durante a pesquisa.
3. Função objetivo dinâmica vs. Estática: Enquanto alguns algoritmos mantêm a função
objetivo constante desde o início até ao fim da pesquisa, outros, como o Guided Local Search
(GLS) [VT95], modificam-na no desenrolar da exploração do espaço de soluções. A ideia
por detrás desta abordagem está em escapar de ótimos locais, modificando a topologia do
espaço de soluções ao alterar a função objetivo com base em informação recolhida durante
o processo de pesquisa.
4. Uma vs. Várias estruturas de vizinhança: A maioria dos algoritmos metaheurísticos fun-
ciona com uma só estrutura de vizinhança. Outras, como a Variable Neighborhood Search,
usam um conjunto de estruturas de vizinhança, o que trás a possibilidade de se diversificar
a pesquisa alternando entre diferentes topologias do espaço de soluções.
5. Com vs. Sem memória: Uma característica importante para classificar as meta-heurísticas
é o uso que fazem ou não do seu historial de pesquisas. Métodos sem memória executam
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um processo de decisão de Markov, uma vez que a única informação que usam para deter-
minar a próxima ação é o estado atual do processo de pesquisa. Há várias formas de dar
uso à informação memorizada no decorrer da pesquisa. Geralmente distingue-se entre me-
mória de curto prazo – que geralmente memoriza soluções exploradas ou decisões tomadas
recentemente – e longo prazo – que comummente consiste numa acumulação de parâme-
tros sintéticos sobre a pesquisa. O uso de memória é atualmente como um dos elementos
fundamentais para uma meta-heurística poderosa.
Neste capítulo é explicado o funcionamento de três meta-heurísticas conhecidas – Simula-
ted Annealing e Tabu Search (dois métodos de pesquisa individual) e Algoritmos Genéticos (um
método de pesquisa populacional) – e de uma emergente, proposta por Christos Voudouris e
Edward Tsang [VT95], denominada Guided Local Search e cujo principal papel é guiar outras
meta-heurísticas na direção de soluções com características que são reconhecidas pelo algoritmo
como sendo desejáveis.
2.3.1 Simulated Annealing
O Simulated Annealing (SA) [KGV83] teve o seu nome inspirado por uma técnica de arrefe-
cimento de aço que tem o objetivo de obter cristalizações perfeitas recorrendo a uma redução lenta
da temperatura. A ideia principal por detrás deste algoritmo é permitir que a pesquisa se desloque,
ocasionalmente, para soluções de pior qualidade do que a atual de modo a evitar ótimos locais. A
probabilidade de tal acontecer vai diminuindo ao longo do processo de pesquisa, à medida que a
temperatura diminui.
Algoritmo 1 Simulated Annealing
Input: kmax,emax
s0← gerar_solucao_inicial();
s← s0; e← f (s);
melhor_s← s; melhor_e← e;
k← 0;
while k ≤ kmax and e > emax do
novo_s← vizinho(s);
novo_e← f (novo_s);
if P(e,novo_e, temp(k/kmax))> random() then
s← novo_s; e← novo_e;
end if
if novo_e≤ melhor_e then
melhor_s← novo_s; melhor_e← novo_e;
end if
k← k+1;
end while
return melhor_s;
O algoritmo começa por gerar uma solução inicial (de forma aleatória ou recorrendo a alguma
heurística construtiva) e inicializar o parâmetro energia. Depois, em cada iteração, uma nova
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solução s é gerada recorrendo à estrutura de vizinhança e aceite como a nova solução dependendo
de novo_e= f (novo_s), e= f (s) e temp(k/max). Se f (novo_s)≤ e, então a nova solução novo_s
substitui a anterior com uma probabilidade que é geralmente computada seguindo a distribuição de
Boltzmann e−
f (novo_s)− f (s)
temp(k/kmax) . A temperatura T = temp(k/kmax) vai diminuindo durante o processo
o que implica que no início haja uma maior probabilidade de aceitar novas soluções com pior
qualidade, probabilidade essa que vai diminuindo ate, no limite, o algoritmo se comportar como
um algoritmo Hill Climbing.
2.3.2 Tabu Search
O algoritmo Tabu Search (TS) [GLR97] baseia-se na ideia de que memorizar as soluções
anteriormente testadas pode melhorar a convergência dos algoritmos de pesquisa. Uma vez que
os algoritmos de pesquisa, como o SA, são algoritmos repetitivos que exploram um espaço de
soluções, é possível recorrer a um processo de memorização e aproveitar a informação adquirida
durante o processo de pesquisa para obter melhores resultados.
A TS usa o conceito de memória a curto-prazo para escapar de ótimos locais e evitar ciclos.
Essa memória é implementada como uma lista tabu, que mantém o registo das soluções testadas
recentemente e impede que o algoritmo volte a tentar testá-las. Deste modo, a vizinhança de uma
solução atual está restringida ao conjunto de soluções que não estão presentes nessa lista. Em
cada iteração a melhor solução da vizinhança da solução atual é escolhida como sendo a nova
solução. De seguida, esta é adicionada à lista tabu e uma das soluções lá presentes (geralmente
a mais antiga, seguindo a filosofia de uma fila de espera FIFO – First In, First Out) é removida.
O algoritmo pára quando uma certa condição de paragem – tal como o número de iterações ou a
qualidade desejada da melhor solução – for atingida.
Algoritmo 2 Tabu Search
s0← gerar_solucao_inicial();
s← s0;
listaTabu← null;
while condicoes_de_paragem() = f alse do
s← escolherMelhorSolucao(vizinhos(s)− listaTabu);
atualizar(listaTabu);
end while
return s;
A manutenção de uma lista tabu impede que o algoritmo transite para soluções testadas re-
centemente o que pode por um lado impedir o surgimento de ciclos – apesar de, ser possível o
algoritmo ficar preso em ciclos com periodicidade maior do que o tamanho da lista tabu [BR03]
– e por outro forçar o algoritmo a testar soluções piores do que a atual. O comprimento da lista
tabu controla a memória a curto-prazo do algoritmo. Com um comprimento demasiado pequeno, a
pesquisa foca-se em pequenas áreas do espaço de soluções, enquanto que um comprimento maior
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força o processo de pesquisa a explorar zonas maiores do espaço de soluções, uma vez que esta
proíbe a visita a um grande número de soluções.
2.3.3 Algoritmos Genéticos
Pertencentes à classe dos algoritmos evolucionários, os algoritmos genéticos [Gol89] inspiraram-
se nos processos evolutivos dos seres vivos. Neste contexto, cada solução possível é vista como
um indivíduo dentro de uma população. Cada indivíduo (ou cromossoma) deve ser caracterizado
por uma cadeia de símbolos (ou genes) [YMA01]. Assim, o primeiro passo para a aplicação de
um algoritmo genético consiste na representação de uma solução do problema como uma cadeia
de símbolos. É também necessário definir qual a função de avaliação dos indivíduos e a forma
como são feitos os processos de seleção, cruzamento e mutação de soluções. Cada um destes itens
tem grande influência sobre o desempenho do algoritmo [YMA01].
Algoritmo 3 Algoritmo Genético
P0← gerar_populacao_inicial();
P← P0;
while condicoes_de_paragem() = f alse do
avaliar(P);
P′← cruzar(P);
P′′← mutar(P′);
avaliar(P′′);
P← selecionar(P′′∪P);
end while
return melhor_individuo(P);
Os algoritmos genéticos partem de uma população inicial de indivíduos (de novo, gerada alea-
toriamente ou recorrendo a uma heurística construtiva) e de seguida entram num processo iterativo
que decorre até que sejam cumpridos os critérios de paragem especificados pelo utilizador. A cada
ciclo é feita uma avaliação à população, P, na qual se testam todas as soluções existentes na
mesma, de modo a saber qual o seu valor para que seja possível hierarquizá-las.
Segue-se uma fase de cruzamento, em que um certo número de indivíduos é cruzado entre si
de modo a gerar uma população P′ de descendentes (novas soluções candidatas). Este cruzamento
tem em conta a hierarquia anterior, pelo que os indivíduos com maior qualidade terão uma maior
probabilidade de ser escolhidos e gerar descendentes. O cruzamento é feito recorrendo a um
operador de crossover, o qual é específico para cada problema e deve de certa forma combinar duas
(ou mais) soluções progenitoras numa (ou mais) solução descendente. Desta forma é esperado que
cada indivíduo de um conjunto de soluções S′ = {s′1, . . . ,s′k}, filho de S = {s1,s2, . . . ,sn} contenha
algum grau de similaridade com os seus pais.
Em alguns casos, pode ser vantajoso aplicar um fator de mutação na nova população P′, re-
correndo a um operador de mutação que faz pequenas alterações em cada indivíduo, com uma
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probabilidade p. Com isto pretende-se introduzir alguma variabilidade nos descendentes, à seme-
lhança do que acontece na Natureza.
De seguida, as soluções descendentes são avaliadas e adicionadas à população. Finalmente
selecionam-se os melhores elementos da população resultante, os quais transitarão para a iteração
seguinte.
Os algoritmos genéticos são facilmente associáveis a outros algoritmos de otimização possibi-
litando uma boa forma de evitar ótimos locais. Todavia, a sua aplicação nem sempre é fácil, sendo
necessária uma análise cuidada de como será feita a representação de um indivíduo, a especifica-
ção dos operadores de crossover (cruzamento) e mutação. Em certos casos, as soluções geradas
pelo operador de cruzamento podem ser inviáveis (o que significa que não pertencem ao espaço de
soluções admissíveis), pelo que é necessário definir o que fazer com elas nesses casos – rejeitar,
penalizar ou tentar corrigir de alguma forma.
2.3.4 Guided Local Search
Guided Local Search (GLS) é uma meta-heurística, proposta por Christos Voudouris e Edward
Tsang em 1995 [VT95], que surgiu como resultado de um projeto de investigação sobre a aplicação
de redes neuronais na resolução de problemas de satisfação de restrições e otimização combinató-
ria.
Como método metaheurístico, GLS coloca-se sobre um outro método de pesquisa, tal como
o Hill Climbing ou o Simulated Annealing. Para o aplicar é necessário definir um conjunto de
características (features) para as soluções candidatas. O método recorre a informação adquirida
durante a sua execução para guiar o processo de pesquisa local no espaço de soluções. Tal é feito
modificando a função objetivo do problema ao adicionar-lhe um conjunto de termos penalizado-
res. A pesquisa local é confinada pelos termos penalizadores e foca a sua atenção em regiões
promissoras do espaço de soluções. Sempre que o algoritmo de pesquisa fique preso num ótimo
local, a GLS modifica as penalizações e a pesquisa local é chamada de novo para minimizar a nova
função objetivo (ver Figura 2.3).
À primeira vista, a GLS poderia ser classificada como um método de pesquisa tabu, dada a
similaridade dos seus objetivos. Todavia há algumas diferenças. Enquanto que as restrições na
Tabu Search se referem a deslocações no espaço de soluções e são geralmente implementadas
como listas (lista tabu), na GLS as restrições referem-se a certas características das soluções e
tomam a forma de penalizações que modificam a função objetivo.
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Figura 2.3: Transformação da função objetivo de modo a direcionar a pesquisa para fora de um
ótimo local. Adaptado de [BBM08].
Conforme foi referido, para aplicar a GLS é primeiro necessário definir as características das
soluções de um problema. Por exemplo, no caso do problema do caixeiro-viajante, uma caracte-
rística poderia ser “se o trajeto candidato inclui uma transição imediata da cidade A para a cidade
B” [VTGK03]. A meta-heurística associa um custo e uma penalização a cada característica. Es-
ses custos podem ser definidos recorrendo aos termos ou coeficientes da função objetivo. Para
a feature no problema do caixeiro-viajante exemplificada anteriormente, o custo poderia ser sim-
plesmente a distancia entre as duas cidades A e B. As penalizações são inicializadas a zero e só são
aumentadas quando a pesquisa atinge um ótimo local. Dada uma função objetivo g, que mapeia
cada solução candidata, s a um valor numérico, a Guided Local Search define uma função h (em
vez de g) que será usada pelo algoritmo de pesquisa por ela controlado:
h(s) = g(s)+λ ×∑(pi× Ii(s)) (2.5)
onde s é a solução candidata, λ é um parâmetro do algoritmo GLS que controla o peso das pe-
nalizações face à função objetivo, i varia consoante as caraterísticas, pi é a penalização para a
característica i (todos os pi’s são inicializados a 0) e Ii é uma variável binária que indica se a
solução s possui a característica i:
Ii(s) =
{
1 se s contém a característica i;
0 caso contrário.
(2.6)
A GLS ajuda os métodos de pesquisa a evitar os ótimos locais da seguinte forma. Cada vez
que o algoritmo de se estabelece num ótimo local, a GLS altera a função objetivo adicionando-lhe
penalizações a um conjunto de características selecionadas. A ideia é penalizar características des-
favoráveis ou que têm menor importância sempre que a pesquisa se encontre estagnada. As carac-
terísticas que têm um maior custo têm também um maior impacto na função objetivo modificada.
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Um outro fator que deve ser tido em conta é o valor atual da penalização de uma característica. A
utilidade obtida ao penalizar uma característica i, utili, quando se encontra num ótimo local, s∗, é
definida como:
utili(s∗) = Ii(s∗)× ci1+ pi (2.7)
onde ci é o custo e pi é o valor da penalização atual da característica i. Assim, a utilidade de
penalizar uma característica i que não é exibida pelo ótimo local, s∗ é 0 – dado que Ii(s∗) =
0 – enquanto que em contrapartida, quanto maior for o custo da característica (ci), maior será
a utilidade em penalizá-la. Para além disso, quantas mais vezes uma característica tiver sido
penalizada (quanto maior for pi), menor será a utilidade de penalizá-la outra vez. Num ótimo
local, a característica com o maior valor de utilidade é escolhida para penalização. Cada vez que
uma característica é penalizada, o seu valor de penalização, pi e incrementado uma unidade.
Com esta estratégia de penalização de certas características das soluções, a Guided Local
Search pode focar a sua pesquisa em áreas mais promissoras do espaço de soluções, isto é: áreas
que contêm soluções candidatas que exibem boas características [VTGK03].
Algoritmo 4 Guided Local Search
Input: g, λ , [I1, . . . , IN ], [c1, . . . ,cN ], M
k← 0;
s0← gerar_solucao_inicial();
for i← 0 until M do
pi← 0;
end for
h← g+λ ×∑ pi× Ii;
while condicoes_de_paragem() = f alse do
sk+1← algoritmo_de_pesquisa_local(sk,h);
for i← 1 until M do
utili← Ii(sk+1)× ci/(1+ pi);
end for
for all i cujo utili é máximo do
pi← pi+1;
end for
k← k+1;
end while
s∗← melhor solução candidata segundo a função objetivo g;
return s∗;
É visível que a escolha das features, os seus custos e a definição do valor λ podem afetar a
eficácia da pesquisa. Experiências demonstram que as características e os seus custos normalmente
vêm diretamente da função objetivo e que, em muitos problemas, o desempenho da GLS não é
muito sensível ao valor de λ [VTGK03]. Tal significa que geralmente não é necessário um grande
esforço para aplicar GLS a um novo problema, ainda que em alguns casos seja necessária alguma
perícia na escolha do conjunto de características.
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O desempenho deste algoritmo foi comparado com o do Simulated Annealing e Tabu Search,
em instâncias do problema do caixeiro-viajante e do problema da alocação quadrática de dimen-
sões variáveis [VT95]. Os resultados demonstraram que a GLS é de muitas vezes superior até
pelo menos muito competitivo com os outros métodos. Trabalho recente por N. Tairan e Zhang
Qingfu [TQ10] foi feito na direção de alterar a meta-heurística GLS de pesquisa individual para
populacional – Population-Based Guided Local Search (P-GLS) – paralelizando o esforço de pes-
quisa por vários agentes que trocam informação entre si. Todavia, as experiências demonstraram
que a colaboração em P-GLS não aumenta o desempenho do algoritmo de forma significativa,
pelo que mais trabalho será necessário antes de que P-GLS se torne uma forma mais eficiente e
eficaz de resolver problemas.
2.4 EcoSimNet
O EcoSimNet (Ecological Simulation Network) é uma framework para a simulação multi-
agente de modelos ecológicos desenvolvida por [PRD09]. A sua arquitetura foi desenhada para
permitir simulações complexas de ecossistemas aquáticos, a integração de novas aplicações e co-
municação entre elas. Segue a arquitetura geral para sistemas multiagente [Woo99] onde todas
as aplicações comunicam via TCP/IP com mensagens formatadas de acordo com uma linguagem
comum, no caso a ECOLANG [PRD05].
2.4.1 EcoDynamo
A base do EcoSimNet é o seu simulador EcoDynamo [PD05], uma aplicação desenvolvida
para permitir a simulação de processos físicos e biogeoquímicos de ecossistemas aquáticos. O
EcoDynamo é uma aplicação desenvolvida segundo o paradigma da programação orientada a ob-
jetos, na linguagem C++, e com uma shell que faz a gestão da interface gráfica com o utilizador,
das comunicações entre classes e dos dispositivos de output onde os resultados da simulação são
guardados.
Os processos simulados incluem:
• Hidrodinâmica de sistemas aquáticos: velocidades e direções das correntes;
• Termodinâmica: equilíbrio energético entre as temperaturas da água e a atmosfera e tem-
peratura da água;
• Biogeoquímicos: dinâmica de nutrientes e espécies biológicas;
• Pressão antropogénica: colheita de biomassa;
As propriedades dos ecossistemas estão descritas nas bases de dados dos modelos, sob a forma
de ficheiros de configuração. Nesses ficheiros estão especificadas características como a morfolo-
gia, a representação geométrica, as dimensões, o número de células, as classes, as variáveis e os
valores iniciais e domínios dos parâmetros do modelo.
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O simulador possui uma interface gráfica com o utilizador onde este pode, para além de rea-
lizar as operações start/stop/pause/restart/step sobre a simulação, interagir com grande parte das
propriedades da mesma: selecionar qual o modelo a usar, o período de tempo simulado, as variá-
veis para output e os seus formatos e as classes incluídas na simulação. Diferentes classes simulam
diferentes variáveis e processos, recorrendo às respetivas equações matemáticas e seus parâmetros.
As classes podem ser selecionadas ou desselecionadas de modo a determinar a inclusão ou não dos
respetivos processos em cada execução da simulação do modelo. As definições relacionadas com
o modelo em si, e não com a simulação, como é o caso da morfologia do ecossistema, dimensão
e número de células ou valores iniciais das variáveis e dos parâmetros, são fixados aquando da
criação do modelo, pelo que não podem ser modificadas.
A execução da simulação pode ser analisada recorrendo a ficheiros de log, ativados antes do
início da simulação.
Figura 2.4: Interface gráfica com o utilizador do simulador EcoDynamo.
A framework consegue suportar vários simuladores EcoDynamo, de modo a permitir a execu-
ção de simulações em paralelo, e diferentes agentes representando os interesses humanos sobre o
ecossistema simulado. Explora-se assim o conceito de clusters computacionais e de computação
paralela, criando ilhas de simulação onde um agente pode monitorizar um conjunto de simula-
dores, simulando cenários independentes simultaneamente. A coordenação é garantida pela exis-
tência de pontos de sincronização no decorrer das experiências, permitindo a troca de resultados
entre vários agentes e a adoção do melhor resultado como ponto de partida para uma nova série de
simulações independentes até ao próximo ponto de sincronização. O processo é repetido até que
o agente coordenador dê ordem de paragem.
Apenas os simuladores têm acesso direto às bases de dados dos modelos. Os agentes ape-
nas podem adquirir informação através de mensagens ECOLANG trocadas com os simuladores.
Assegura-se assim a verdadeira independência entre os simuladores e os agentes [PRD09].
Os outputs podem ser guardados sob a forma de ficheiros, gráficos ou tabelas e são gerados em
formato compatível com o de alguns produtos de software comerciais (como o MatLab R©) para
facilitar o seu posterior tratamento.
O EcoDynamo distingue-se dos modelos apresentados no capítulo 2.1 pelo facto de os se-
gundos serem modelos de hidrodinâmica, mais focados nos fenómenos físicos relacionados com
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a água – turbulência, fluxo, corrente, temperatura, etc. – apesar de também simularem proces-
sos biogeoquímicos, enquanto que o EcoDynamo dá mais importância aos processos ecológicos.
Para além disso, o EcoDynamo faz parte de toda uma plataforma de simulação – EcoSimNet –
onde diversos componentes se podem integrar de modo a permitir a sua expansão e uso em novas
experiências.
2.4.2 ECOLANG
Todas as aplicações do EcoSimNet comunicam entre si através de uma linguagem de comuni-
cação denominada ECOLANG.
O formato das mensagens ECOLANG dota-as de uma boa legibilidade, simplicidade e ex-
pansibilidade. Para além disso reflete a independência da plataforma computacional usada para a
simulação. Os principais requisitos para o formato das mensagens são:
• Facilidade de estender a novos conceitos e definições;
• Facilidade de leitura não só por agentes, mas também por humanos;
• Robustez para permitir validações simples de sintaxe;
• Implementação fácil de mensagens de erro não ambíguas.
A definição das mensagens segue o formalismo Backus-Naur Form (BNF), a melhor meta-
linguagem conhecida no campo das ciências da computação [PRD05]. Foi inventada por John
Backus e Peter Naur [BBG+62] para descrever a sintaxe da linguagem Algol 60 de uma forma
livre de ambiguidades.
Figura 2.5: Estrutura de uma mensagem ECOLANG. Retirado de [Per10].
A notação da ECOLANG é uma extensão do formalismo BNF original, com a adição dos
seguintes meta-símbolos:
• {} usados para itens repetitivos (uma ou mais vezes);
• [ ] rodeiam tipos de valores;
• Símbolos terminais usam letras a negrito.
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A estrutura básica de uma mensagem é:
<MESSAGE> ::= message (<ID> <SENDER> <RECEIVER> <MSG CONTENT>)
<ID> ::= [integer]
<SENDER> ::= [string]
<RECEIVER> ::= [string]
<MSG_CONTENT> ::= <DEFINITION_MSG> | <ACTION_MSG> | <PERCEPTION _MSG>
Em que:
• <ID> representa o identificador da mensagem enviada pelo emissor – cada emissor gere o
seu próprio sistema de numeração de mensagens;
• <SENDER> é o nome do agente ou aplicação que envia a mensagem. O nome não pode
conter espaços;
• <RECEIVER> é o nome do agente ou aplicação a quem a mensagem esta destinada. O
nome não pode conter espaços;
• <MSG_CONTENT> contém o corpo da mensagem.
As mensagens podem representar definições, perceções ou ações, pelo que o conteúdo de
<MSG_CONTENT> está dependente do tipo e objetivo da mensagem. As mensagens do tipo
definição servem para definir regiões dentro de um modelo. As ações e perceções representam
operações de atuação e observação no modelo. No caso do agente que representa um aquicultor,
FarmerAgent, as ações podem ser a colheita ou a colocação de bivalves ou a inspeção de numa
região do modelo. As perceções correspondem ao resultado das ações que um agente realizou – no
caso de uma ação de colheita, por exemplo, a reposta pode ser negativa ou positiva e, no segundo
caso, conterá o tipo de bivalves recolhidos e a sua quantidade.
Detalhes específicos acerca da linguagem ECOLANG podem ser encontrados no respetivo
relatório técnico [Per08].
2.4.3 FarmerAgent
Um dos agentes integrados na framework denomina-se FarmerAgent [PRD07] e representa um
aquicultor que tem como objetivo extrair o maior lucro de uma região costeira onde pode exercer a
sua atividade de criação de bivalves. Para representar a inteligência do agente por detrás da escolha
da combinação de regiões de cultivo foi desenvolvido um sistema de táticas personalizável.
A tarefa do agente consiste em determinar qual a melhor combinação de células para cultivo
dentro de um conjunto de regiões do ecossistema costeiro onde este é permitido. Tem-se portanto
um ecossistema no qual há um conjunto de regiões onde é permitida a criação de bivalves. Estas
regiões encontram-se divididas num conjunto de células individuais. Neste contexto, o conceito
de solução ou cenário corresponde à seleção de uma combinação destas células para o cultivo
de bivalves. Estas soluções podem ser testadas no simulador, que retornara os proveitos para o
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agente. O sistema permite que vários algoritmos de otimização multiobjectivo sejam aplicados ao
mesmo tempo [PRD07]. Esses algoritmos são enumerados de seguida:
1. FarmerSA: Uma implementação do algoritmo de Simulated Annealing que segue as orien-
tações gerais de Kirkpatrick [KGV83], permitindo a definição prévia de parâmetros como
a temperatura inicial, final e taxa de arrefecimento. A ideia por detrás deste algoritmo é
permitir que o sistema tenha a oportunidade de explorar uma parte maior do universo de
soluções enquanto a temperatura estiver suficientemente alta de modo a impedir que apenas
um caminho de soluções sucessivamente melhores seja explorado, podendo assim prevenir
a estagnação do algoritmo em ótimos locais.
2. FarmerTabu: Uma adaptação do Tabu Search [GLR97] cuja implementação se baseia na
manutenção de uma tabela com todas as soluções previamente testadas de modo a prevenir
que o simulador volte a tentar simular um cenário já explorado. A tabela guarda também
uma contagem de quantas vezes o algoritmo anulou a exploração de uma solução por esta já
ter sido testada. O utilizador pode definir um valor limite para o contador de soluções anula-
das de modo a ativar um fator de mutação que serve para guiar o processo de pesquisa para
um outro espaço de soluções visto o espaço atual já ter sido sobre-explorado sem sucesso.
3. FarmerGA: A implementação FarmerGA, derivada dos Algoritmos Genéticos, mantém
uma lista com as melhores soluções encontradas até à data e cruza-as de modo a formar
novas combinações de regiões de cultivo. O utilizador pode escolher o número de soluções
a serem usadas como pais e o número de novas espécies geradas (filhos). O modo como
a lista de soluções é cruzada é baseado na hierarquia da sua qualidade: o algoritmo tenta
cruzar a melhor solução com todas as outras da lista, a segunda melhor solução com metade
de todas as soluções presentes na lista, a terceira melhor com um terço de todas as outras e
assim sucessivamente. Nesta implementação, o conceito de gene está associado à noção de
uma célula escolhida pelo agente para o cultivo. Os genes das novas soluções são escolhidos
como sendo as melhores localizações individuais de ambos os pais, ou seja, para cada par de
soluções, selecionam-se as melhores células individuais de cultivo (com base na quantidade
de bivalves colhida nessa célula, na simulação anterior e em toneladas) e o resultado é uma
nova solução, contendo as melhores células, que é adicionada à lista de soluções a serem
testadas.
4. FarmerRL: A otimização FarmerRL difere daquilo que é comummente considerado com
Aprendizagem por Reforço (Reinforcement Learning) [SB98]. Esta implementação guarda
em memória as vizinhanças de cada célula e a sua qualidade para cultivo. À medida que
as iterações decorrem são calculados pesos que vão sendo somados à qualidade das células
selecionadas na solução testada, aumentando ou diminuindo o seu valor. O valor do peso
depende da distância geométrica entre o resultado de uma célula individual e a média de
todas as células da solução testada. O valor de cada célula é tido em conta na altura de
selecionar a próxima solução vizinha a ser testada. Deste modo, à medida que as iterações
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se desenrolam, os valores de qualidade para boas áreas de cultivo tornam-se mais elevados
enquanto que as piores regiões ficam com valores de qualidade inferiores, reduzindo assim
a esfera de ação da pesquisa às melhores regiões. A força do fator peso pode ser configurada
pelo utilizador e variar em tempo real. Nesta implementação existem oito algoritmos para
escolher a próxima solução vizinha do FarmerRL:
• Substituir cada célula pela melhor célula vizinha, usando um fator de probabilidade
Monte Carlo.
• Substituir cada célula com qualidade abaixo da média pela melhor célula vizinha,
usando um fator de probabilidade Monte Carlo.
• Substituir cada célula pela melhor célula vizinha, sem usar o fator de probabilidade
Monte Carlo.
• Substituir uma das células pela melhor célula vizinha, usando probabilidade Monte
Carlo.
• Deslocar cada célula para uma das suas células vizinhas, de forma aleatória.
• Deslocar uma célula aleatória para uma das suas células vizinhas, determinada de
forma aleatória.
• Substituir todas as células com qualidade abaixo da média por células aleatórias.
• Todas as células da nova solução são determinadas aleatoriamente.
A forma como o agente recorre a estes diferentes algoritmos é configurável através do sistema
de táticas. Este sistema recorre a um ficheiro de configuração em que cada linha contém a parame-
trização dos algoritmos definidos anteriormente e o ponto da simulação em que devem ser usados.
Desta forma, é possível especificar que algoritmos deverão ser usados em cada ponto do processo
de otimização e quais os seus parâmetros.
2.4.4 Agente de Calibração e Sistema de Apoio à Decisão
Para além do FarmerAgent existe um outro agente, o CalibrationAgent [PRD04, PRD08], cuja
tarefa é a calibração de modelos recorrendo a Hill Climbing, Simulated Annealing e Algoritmos
Genéticos para afinar os parâmetros das suas equações de modo a que os resultados por eles
produzidos se aproximem de um conjunto de dados reais sobre o ecossistema em estudo.
Integrado no EcoSimNet está também um sistema de apoio à decisão [PDR07] que primei-
ramente recorre à metodologia Analytic Hierarchy Process (AHP) [Saa80] para, com o auxílio
do utilizador, determinar as prioridades dos vários critérios do problema de decisão e de seguida
fornecer uma ordenação dos possíveis cenários de exploração do ecossistema tendo em conta os
pesos calculados para os diferentes critérios.
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2.5 Síntese e Conclusões
Este capítulo apresentou alguma informação de fundo acerca das três grandes áreas desta dis-
sertação: modelação e simulação de ecossistemas, agentes inteligentes e problemas de otimização.
Para além disso foi descrita a tecnologia envolvida: a plataforma de simulação EcoSimNet.
A modelação e simulação de ecossistemas é uma área complexa que envolve o desenho de
modelos ecológicos e o seu uso em experiências de simulação. O processo de desenho dos modelos
é uma fase chave pois é nele que cai a responsabilidade da qualidade final do modelo: há que
saber quais os processos físicos, químicos e biológicos que decorrem num ecossistema, de que
forma se relacionam e qual a sua importância no contexto da experiência a realizar. Para tal,
autores de [JrB01] defendem o seguimento de um processo iterativo de calibração e validação
do modelo, até que este atinja a qualidade necessária. Os modelos podem então ser usados para
efetuar análises “what-if” e auxiliar em processos de decisão permitindo testar o impacto humano
no meio-ambiente. Existem várias ferramentas para a implementação de modelos ecológicos, e
atualmente tem-se vingo a registar um crescimento nas abordagens de programação orientada a
objetos.
Os agentes inteligentes são comummente caracterizados pela sua descrição PEAS, sendo uma
correta classificação da natureza do ambiente em que estes se inserem de elevada importância para
o seu apropriado desenvolvimento. As arquiteturas destas entidades computacionais vão desde
o simples – agentes meramente reativos a estímulos externos – até aos agentes com aprendiza-
gem. A aprendizagem computacional é dividida em supervisionada, não supervisionada e por
reforço [RN02], consoante o agente recebe feedback de um tutor que lhe fornece exemplos de
treino completos, não recebe qualquer feedback do exterior ou recebe-o através de reforços posi-
tivos ou negativos. Na aprendizagem supervisionada destacam-se os modelos para previsão como
as árvores de decisão ou as redes neuronais. A aprendizagem não supervisionada incide principal-
mente sobre clustering, que pode ser usado pelo agente para conceptualizar e agrupar conjuntos
de dados de forma independente do exterior (gerando representações internas para os dados). Na
aprendizagem por reforço o agente deve aprender uma política que associe estados da natureza a
ações. A forma como esta política é construída depende da arquitetura do agente. De notar ainda a
importância de balancear os conceitos de exploração do conhecimento e análise exploratória neste
tipo de aprendizagem.
Os problemas de otimização combinatória são por vezes tão complexos que se torna inviável
encontrar uma solução ótima. Para esses casos recorrem-se a algoritmos de aproximação em que
se sacrifica a garantia de encontrar uma solução ótima para que se consigam obter soluções su-
ficientemente boas em tempo útil. As meta-heurísticas são uma nova abordagem aos algoritmos
de otimização e consistem em estratégias de alto nível para explorar de forma eficaz um espaço
de soluções. Foram ainda apresentados quatro algoritmos deste tipo, dando particular destaque à
Guided Local Search [VT95] e às suas potencialidades para evitar ótimos locais e encontrar resul-
tados de qualidade superior às outras meta-heurísticas, recorrendo a um sistema de penalizações
para guiar outros métodos de pesquisa.
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O EcoSimNet [PRD09], é uma plataforma para a simulação de ecossistemas. Baseia-se num
conjunto de aplicações que vão desde simuladores a agentes que comunicam entre si através de
uma linguagem de comunicação (ECOLANG). Um dos agentes integrados na plataforma denomina-
se FarmerAgent e representa a ação humana de um aquicultor que pretende extrair o lucro máximo
de um ecossistema costeiro. Para tal faz uso de um sistema de estratégias que recorre a algoritmos
de otimização como o Simulated Annealing, Tabu Search, Algoritmos Genéticos ou uma pesquisa
local com Aprendizagem por Reforço. Atualmente, os passos a dar no sentido de melhorar o Eco-
SimNet vão na direção de melhorar o agente aquicultor – e é aí que esta dissertação se insere –
assim como o agente de calibração, responsável por calibrar modelos ecológicos
Assim, e após uma fase de reflexão, as ideias mais interessantes e promissoras para o agente
otimizador desta dissertação são por um lado o uso da meta-heurística Guided Local Search para
conduzir o processo de pesquisa dos algoritmos usados pelo FarmerAgent atual e por outro lado o
incutir de mecanismos de aprendizagem tais como o árvores de decisão para selecionar as melhores
áreas de cultivo, clustering para agrupar soluções semelhantes ou aprendizagem por reforço para
aprender a melhor estratégia de invocação dos algoritmos de otimização.
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Capítulo 3
Descrição do Problema
Neste capítulo pretende-se fazer uma apresentação detalhada do problema a resolver.
Inicialmente é feita uma descrição conceptual do mesmo, sendo de seguida apresentado o
modelo do ecossistema usado no âmbito desta dissertação. É também explicado o significado que
o termo “cenário de exploração” assume ao longo deste documento, a forma como esses cenários
podem ser avaliados e o procedimento a seguir para o fazer.
No fim é feita uma abordagem ao problema de otimização em si, apresentando a sua especi-
ficação matemática, a forma como foi dividido em dois sub-problemas e as suas limitações em
termos de dimensão do espaço de soluções e necessidades de poder e tempo computacionais.
3.1 Problema
O problema abordado por esta dissertação consiste na implementação de um agente inteligente
a ser integrado na plataforma de simulação de ecossistemas aquáticos EcoSimNet, seguindo uma
abordagem diferente daquela que foi seguida em [PRD07]. O agente terá o papel de um aquicultor
– criador de animais e plantas aquáticos – num ecossistema costeiro simulado pelo EcoDynamo e
terá como objetivo determinar qual a melhor combinação de áreas (células) de cultivo de bivalves
numa dada zona costeira e a densidade com que os bivalves deverão ser cultivados de modo a
maximizar o seu lucro (medido pela massa de bivalves colhida).
Para tal, o agente deverá interagir com vários simuladores para testar as várias hipóteses de
exploração do ecossistema. Com base nos resultados obtidos dos simuladores, pode avaliar o
proveito de cada cenário, gerar novos cenários usando um conjunto de estruturas de vizinhança
e procurar soluções melhores, recorrendo a algoritmos de otimização por melhoramento iterativo
– Hill Climbing, Simulated Annealing, Tabu Search e Algoritmos Genéticos, os quais podem ser
guiados ou não pela meta-heurística Guided Local Search.
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3.2 O Modelo
Para esta dissertação será usado um modelo validado da baía de Sungo, na província de Shan-
dong da República Popular da China [DMH+03]. A baía está modelada como um modelo hidrodi-
nâmico e biogeoquímico 2D verticalmente integrado, baseado numa grelha batimétrica (i.e. com
profundidade) de 1120 células (32 colunas por 35 linhas) e com uma resolução espacial de 500
m [DMH+03].
Figura 3.1: Imagem de satélite da baía de Sungo (à esquerda), obtida com recurso ao Google
Maps R© e ampliação da região delimitada a vermelho (à direita).
A baía de Sungo é intensamente usada para a aquacultura há mais de 20 anos e as suas ativida-
des centram-se na criação de moluscos e algas. Regiões de cultivo são atribuídas a cada uma das
espécies. Em certas zonas da baía, tais como os canais para navegação, não é permitida a aquacul-
tura. Na figura 3.1 é possível observar a baía vista do espaço. É ainda possível observar as regiões
onde se exercem as atividades de aquacultura, visíveis como linhas mais escuras no oceano.
No caso do modelo a ser usado, simula-se a criação de ostras e vieiras, das espécies Crassos-
trea gigas e Chlamys farreri, respetivamente, e algas da espécie Laminaria japonica, que podem
ser cultivadas em 370 das 1120 células do modelo.
A figura 3.2 apresenta a representação gráfica do modelo, com o castanho a assinalar as zonas
terrestres, a tonalidade azul da água a assumir tons mais escuros quanto maior a profundidade e as
diferentes regiões de cultivo coloridas de acordo com a espécie lá cultivada por defeito [DMH+03]:
verde para as vieiras, vermelho para as ostras e cor-de-laranja para as algas. Esta dissertação foca-
se no cultivo dos bivalves, pelo que o das algas será ignorado.
As espécies a ser usadas no processo de otimização e as regiões do modelo onde cada uma
delas pode ser cultivada devem ser definidas pelo utilizador antes do início da otimização, sendo
possível a cultura de mais do que uma espécie em cada célula. Por defeito só se cultiva uma espécie
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em cada célula e as regiões de cultivo estão atribuídas às três espécies tal como é apresentado na
figura 3.2, com:
• 98 células distribuídas por três regiões retangulares para o cultivo de vieiras;
• 90 células agrupadas numa só região retangular para o cultivo de ostras;
• 182 células distribuídas por quatro regiões retangulares para o cultivo de algas.
O agente otimizador pode selecionar um conjunto de N células do modelo para cada espécie de
bivalve usada no problema de otimização, dentro das regiões onde é permitida a sua cultura, para
lá levar a cabo a criação. Para tal deve depositar os bivalves (ação seed) com uma determinada
densidade (medida pelo número de indivíduos colocados por metro quadrado) em cada uma das
células selecionadas. Ações de inspeção (ação inspect) podem ser usadas pelo agente a qualquer
momento para medir o comprimento médio de concha dos bivalves em cada célula do modelo.
Finalmente, o agente pode ainda efetuar a colheita (ação harvest) em cada célula, devendo para tal
indicar qual a espécie de bivalve e o comprimento mínimo de concha que os indivíduos deverão
ter para ser colhidos.
Figura 3.2: Representação gráfica do modelo de Sungo, com as diferentes regiões de cultivo assi-
naladas, obtida com recurso à interface gráfica do agente desenvolvido.
Há vários fatores que influenciam a qualidade das células do modelo – tais como o fluxo das
marés, a quantidade e qualidade de partículas alimentares suspensas e a qualidade da água – o que
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torna o problema já por si bastante complexo. É importante referir que, dadas as características
realistas da simulação, a existência de bivalves numa região tem influência no crescimento dos
bivalves na vizinhança. Os bivalves simulados alimentam-se de partículas suspensas tais como
detritos e células de fitoplâncton, havendo a possibilidade de a quantidade destes alimentos dimi-
nuir em certos locais. Por consequência, cultivar em regiões muito próximas pode prejudicar o
rendimento das mesmas [PRD07].
3.3 Cenários de Exploração
No contexto desta dissertação, dá-se o nome de cenário a uma configuração para a exploração
do ecossistema costeiro, isto é: a seleção de um conjunto de N células de cultivo do modelo para
cada espécie de bivalve, cada uma delas associada ao valor de densidade com que os indivíduos
serão depositados.
A cada vetor (célula, espécie de bivalve, densidade de cultivo) dá-se o nome de seleção. Um
cenário é pois um conjunto de seleções válidas sobre um modelo, para cada uma das espécies
usadas na otimização. A figura 3.3 ilustra o exemplo de um cenário de exploração de ostras e
vieiras na baía de Sungo, considerando que cada uma das espécies pode ser cultivada nas regiões
que lhes estão atribuídas por defeito: foram selecionadas 5 células para o cultivo de ostras, de entre
as 90 possíveis (região vermelha), e 5 células para o cultivo de vieiras, de entre as 98 possíveis
(regiões verdes). As seleções estão assinaladas como quadrados a negro.
Cada cenário pode ser testado recorrendo a um simulador EcoDynamo e a sua avaliação pode
ser feita de duas formas:
• Medindo a massa total de bivalves colhida;
• Medindo o crescimento médio do tamanho de concha dos bivalves.
No primeiro caso, o procedimento a seguir para testar um cenário é:
1. Efetuar as operações de seed para todas as N seleções, com as respetivas densidades;
2. Executar M passos de simulação;
3. Efetuar a operação de harvest para cada uma das células selecionadas, indicando o com-
primento de concha mínimo para a colheita. Cada operação de harvest retorna ao agente a
massa de bivalves colhida na respetiva célula;
4. No final, o valor do cenário é a soma da massa de bivalves colhida em cada seleção.
Para o segundo método de avaliação, o procedimento é:
1. Efetuar as operações de seed para todas as N seleções, com as respetivas densidades;
2. Medir o comprimento médio de concha inicial dos bivalves em cada uma das células sele-
cionadas, recorrendo à ação inspect;
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3. Executar M passos de simulação;
4. Medir o comprimento médio de concha final dos bivalves em cada uma das células selecio-
nadas, recorrendo à ação inspect;
5. Para cada seleção, calcular o crescimento médio do comprimento de concha dado pela dife-
rença entre o comprimento médio final e o comprimento médio inicial;
6. No final, o valor do cenário é a média do crescimento médio de concha de todas as células
selecionadas.
Figura 3.3: Representação gráfica de um cenário de exploração do ecossistema com 5 seleções
para o cultivo de ostras e 5 seleções para o cultivo de vieiras.
No caso de haver mais de uma espécie de bivalve e de se pretender que as espécies possuam
diferentes valores económicos, o valor final do cenário (massa de bivalves colhida total ou cres-
cimento médio do tamanho de concha) é resultado de uma soma pesada dos valores obtidos para
cada espécie, multiplicando os respetivos subtotais por um fator peso que diferencie o valor de
cada uma.
3.4 Otimização
Está-se portanto perante um problema de otimização onde o objetivo é encontrar, para cada
uma das espécies selecionadas para a otimização, um conjunto de N seleções, que maximize a
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produção de bivalves. Desta forma o problema pode ser especificado matematicamente como
um conjunto de K problemas de otimização combinatória (com K igual ao número de espécies a
ser usado na otimização), cada um deles formulado de acordo com a forma proposta por C. H.
Papadimitriou e K. Steiglitz [PS98], P = (S, f ), em que:
• As variáveis de decisão X = {x1, . . . ,xk} correspondem ao conjunto de células do modelo
onde é possível cultivar a respetiva espécie de bivalve;
• As variáveis são binárias, pelo que o seu domínio é xi = 0∨ 1, ∀xi ∈ X , conforme se opte
por cultivar ou não os bivalves na célula xi;
• Uma solução, s, consiste numa combinação de valores para X ;
• As restrições confinam o problema de modo a que o aquicultor apenas semeie num conjunto
de N células: ∑xi = N, ∀xi ∈ s;
• O espaço de soluções, S, é constituído por todas as combinações de N células de cultivo
possíveis, o que perfaz uma cardinalidade de |S| = |X |CN para o espaço de pesquisa. Desta
forma no modelo da baía de Sungo, se nas as 1120 células for possível cultivar dentro de
uma região com 88 células, para N = 5 o espaço de soluções conteria 39175752 soluções
admissíveis;
• A função objetivo para avaliar uma solução s é f (s), e o seu cálculo é efetuado recorrendo
a uma das duas formas possíveis para a avaliação de resultados: simulando o cenário s no
EcoDynamo para determinar a massa total de bivalves recolhida ou o crescimento médio do
comprimento médio de concha. O objetivo é pois encontrar a solução s que maximize f (s).
A especificação apresentada corresponde a um problema de otimização combinatória dado
que as variáveis de decisão são discretas. Esta foi a abordagem seguida em [PRD07], em que
o objetivo era encontrar o conjunto de 5 células de uma região retangular de 88 células na baía
de Sungo que maximizasse o proveito para o aquicultor. A densidade com que os bivalves são
depositados para criação em cada região mantinha-se constante em todas as células, ao longo da
experiência.
No caso de se pretender fazer variar a densidade de cultivo, o domínio das variáveis deixa de
ser binário (0 ou 1, consoante a região é ou não selecionada para o cultivo) e problema passa a
assumir uma dimensão contínua, onde interessa saber, para cada célula selecionada, a densidade
com que o agente deposita os bivalves para criação. Isto torna o problema muito mais complexo –
principalmente devido ao grande aumento do espaço de soluções – mas em contrapartida poderá
levar a soluções melhores. Ao descobrir a capacidade de carga do ecossistema, a aquacultura pode
ser orientada de modo a aproveitar esse conhecimento para obter melhores resultados.
Desta forma, o problema pode assumir quer uma vertente discreta, quer uma vertente contínua.
Nesta dissertação optou-se por dividir o problema de otimização em dois problemas distintos e
independentes:
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• Otimização da distribuição das células de cultivo;
• Otimização das densidades de cultivo.
ambos apresentados nos sub-capítulos seguintes.
3.4.1 Otimização da Distribuição das Células de Cultivo
Este problema diz respeito à distribuição espacial das seleções dos cenários e consiste em
descobrir qual a melhor combinação de células do modelo para o cultivo de cada espécie. A
densidade de cultivo mantém-se constante ao longo de todo o processo de otimização.
Para cada espécie é definido um domínio que constitui o conjunto de células do modelo onde
esta pode ser cultivada e um número N que define quantas dessas células deverão ser selecionadas
para exploração.
Desta forma, a dimensão do espaço de soluções de um problema de otimização com E espé-
cies, cada uma delas cultivável em Ni = (n1,n2, . . . ,nE) células do modelo das quais se pretende
selecionar Si = (s1,s2, . . . ,sE) células para cada espécie será de
E
∏
i=0
NiCSi elementos. Por exem-
plo, uma instância do problema onde o objetivo é selecionar 5 células de entre 90 para as ostras
e 10 células de entre 98 para as vieiras, conta com 90C5×98 C10 = 6,15536484× 1020 soluções
admissíveis.
Para este tipo de otimização, novos cenários s′ podem ser gerados a partir de um ou mais
cenários si, recorrendo às seguintes estruturas de vizinhança:
• Selecionar aleatoriamente M seleções (sel1,sel2, . . . ,selM) de entre as N seleções do cenário
si e deslocar cada uma delas para uma célula válida (i.e. onde se possa cultivar a espécie de
bivalve da respetiva seleção seli) e disponível (i.e. que não esteja já a ser utilizada para o
cultivo da espécie de bivalve da seleção seli) escolhida aleatoriamente na sua vizinhança de
Moore de raio R (ver figura 3.4);
• Selecionar aleatoriamente M seleções (sel1,sel2, . . . ,selM) de entre as N seleções do cenário
si e deslocar cada uma delas para uma célula aleatória válida e disponível;
• Gerar um novo cenário válido, com todas as seleções escolhidas aleatoriamente;
• Utilizar um operador de crossover para cruzar M cenários (s1,s2, . . . ,sM) e gerar um cenário
filho que contenha as melhores seleções dos seus progenitores.
É esperado que a terceira estrutura de vizinhança conduza os algoritmos para um processo de
pesquisa aleatória (random search) onde as soluções testadas em cada iteração tendem a ser pouco
semelhantes entre si. Isto deve levar a uma maior amplitude nos valores dos cenários testados,
mas não permite que o algoritmo afine um cenário que tenha obtido um bom resultado, através de
pequenas modificações.
Por outro lado, a primeira estrutura de vizinhança deve gerar soluções mais próximas entre
si, proximidade essa dependente do número M e do raio R escolhidos pelo utilizador. A segunda
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estrutura de vizinhança tem um funcionamento semelhante à primeira, sendo a única diferença o
facto de cada uma das M seleções poder transitar para uma qualquer célula válida e livre.
Para a resolução deste problema serão usados os quatro algoritmos de otimização – Hill Clim-
bing, Simulated Annealing, Tabu Search e Algoritmo Genético, controlados ou não pela meta-
heurística Guided Local Search. Os três primeiros algoritmos referidos deverão fazer uso de qual-
quer uma das três primeiras estruturas de vizinhança referidas, enquanto que o Algoritmo Genético
deverá usar um operador de crossover, para gerar novos cenários que deverão ser testados no si-
mulador. A forma como o processo de otimização analisa a vizinhança e transita de um cenário
para outro varia consoante o algoritmo.
Figura 3.4: Representação da vizinhança de Moore de raio 1 (à esquerda) e 2 (à direita) da célula
C. O número de células numa vizinhança de Moore de raio r é (2r+1)2−1.
3.4.2 Otimização da Densidade de Cultivo
Este problema diz respeito à capacidade de carga do ecossistema relativamente à aquacultura
e consiste em descobrir qual a densidade de cultivo limite, a partir da qual o seu aumento deixa de
ser vantajoso para o agente. Uma densidade demasiado baixa, significa menos ganhos visto que
o ecossistema seria capaz de suportar a criação de um maior número de indivíduos. Em contra-
partida, uma densidade demasiado elevada pode levar a situações como a falta de nutrientes ou o
excesso de toxinas, o que resulta num pior desenvolvimento dos bivalves e tem como consequência
um menor lucro para o aquicultor.
Para este problema, deve ser definido um incremento δd que será usado para, a cada iteração
do algoritmo, aumentar a densidade de cultivo de uma ou mais seleções do cenário. É notório que
o valor escolhido para δd, assim como os valores de mínimo e máximo do intervalo em que se
pretende fazer variar a densidade e a forma usada para gerar novos cenários terão grande influência
na dimensão do espaço de soluções admissíveis do problema:
• Para uma instância do problema com 5 seleções numa região com 88 células, no caso de se
pretender manter a distribuição espacial das seleções do cenário e fazer variar a densidade
de forma uniforme (ou seja, de igual modo em todas as seleções) entre os valores 50 e 300
com incrementos δd = 5, o espaço de soluções conta com (300−50)5 = 50 elementos. Para
δd = 2.5, o espaço de soluções passaria a ter 100 soluções (o dobro);
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• Para uma instância do problema anterior onde se pretende fazer variar a densidade entre os
valores 50 e 300 com incrementos δd = 10, de um conjunto de 2 seleções de entre as 5 do
cenário, o espaço de soluções contaria com
5C2×(300−50)
10 = 500;
• Num problema onde o se pretende fazer variar a densidade de forma uniforme entre os
valores 50 e 300 com incrementos δd = 10, fazendo variar também a distribuição espa-
cial das 5 seleções ao longo de 88 células, o espaço de soluções passaria a contar com
88C5×(300−50)
10 = 979393800 soluções – um valor muito superior ao anterior;
• Numa instância de problema semelhante à anterior mas onde se pretenda fazer variar a
densidade de um conjunto de 2 seleções de entre as 5 do cenário, a dimensão do espaço
de soluções passaria a ser de
5C2×88C5×(300−50)
10 = 9793938000 elementos – um valor ainda
superior.
Generalizando:
• Variando apenas a densidade, num intervalo [dmax,dmin] com incrementos δd, de todas as
seleções do cenário obtém-se um espaço com (dmax−dmin)δd objetos;
• Variando apenas a densidade, num intervalo [dmax,dmin] com incrementos δd, de k das N
seleções do cenário obtém-se um espaço com
NCk×(dmax−dmin)
δd objetos;
• Variando a densidade, num intervalo [dmax,dmin] com incrementos δd, de todas as seleções
do cenário, assim como a posição de m células de entre N possíveis obtém-se um espaço
com
NCm×(dmax−dmin)
δd objetos;
• Variando a densidade, num intervalo [dmax,dmin] com incrementos δd, de um conjunto de k
seleções escolhidas de entre as m seleções cuja posição pode variar ao longo de N possíveis
células obtém-se um espaço com
mCk×NCk×(dmax−dmin)
δd .
De notar que as formulações acima apresentadas são para otimizações com uma espécie. Cada
espécie adicionada ao problema de otimização traz consigo um outro espaço de soluções, cuja
dimensão será multiplicada com a das restantes espécies de forma a obter a dimensão do espaço
de soluções do problema completo. Por exemplo, para um problema onde se pretende:
• Selecionar 5 células de entre 90 para ostras;
• Selecionar 10 células de entre 98 para as vieiras;
• Fazer variar a densidade de cultivo entre 50 e 300 com incrementos de 5 unidades em 2
seleções para as ostras e 4 seleções para as vieiras;
o espaço de soluções assumiria uma dimensão de
5C2×90C5×(300−50)
10 ×
10C4×98C10×(300−50)
10 = 8,07891635×
1026 elementos.
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É visível que para instâncias maiores do problema, o espaço de pesquisa pode atingir grandes
dimensões. Por esta razão, para este tipo de problema optou-se por manter constante a distribui-
ção espacial das células dos cenários e fazer variar a densidade das seleções de forma uniforme,
incrementando-a dentro de um intervalo.
As estruturas de vizinhança a usar neste tipo de problemas foram idealizadas com base nessa
decisão. Novos cenários s′ podem ser gerados a partir de um cenário s, recorrendo às seguintes
estruturas de vizinhança:
• Incrementar em δd as densidades de cultivo de todas as seleções do cenário;
• Incrementar em δd as densidades de cultivo de todas as seleções de uma dada espécie do
cenário (definida pelo utilizador);
A densidade de cultivo pode ser otimizada recorrendo aos algoritmos de Hill Climbing ou
Simulated Annealing.
3.5 Simulações
Tendo em conta o poder e o tempo necessários em termos computacionais para executar uma
simulação realista completa (um ciclo de cultura de bivalves real completo dura aproximadamente
um ano e meio – o que corresponde a 1670400 passos de simulação [PRD07] com cada 1000
passos a demorar cerca de 25 segundos), o agente aquicultor deverá ser capaz de selecionar inteli-
gentemente a melhor solução testando as soluções com simulações mais curtas.
Para as experiências de otimização da distribuição das células de cultivo desta dissertação,
como o objetivo é determinar a qualidade potencial das células de cultivo, optou-se por recorrer a
simulações de 80640 passos (em vez dos 1000 passos usados em [PRD07]), o que corresponde a
um mês de simulação. Esta decisão foi tomada de modo tentar obter resultados mais realistas, ao
albergar o máximo de variações possíveis (ex.: ventos, marés, circulação de nutrientes, etc.), tendo
em conta que são necessários aproximadamente 20 dias para renovar a água da baía [DMH+03],
mas sem que as simulações levem mais de meia hora de tempo computação.
De notar que apenas se quer verificar se as estratégias seguidas dão algum resultado positivo.
Em caso afirmativo, e após detetar qual o algoritmo de otimização mais rápido, avança-se para
experiências mais completas que simularão o ciclo completo de crescimento de bivalves, com o
algoritmo escolhido. Estas experiências demorarão mais tempo mas darão resultados mais realistas
do ponto de vista de exploração do ecossistema.
Nas otimizações de distribuição espacial das células de cultivo, os cenários serão testados efe-
tuando as ações de seed das respetivas seleções no início da simulação e executando 80640 passos
de simulação. No final, o valor do cenário será dado pelo crescimento médio do comprimento de
concha dos bivalves. A escolha deste critério para a avaliação dos cenários deve-se ao facto de
as ações de colheita (harvest), dado o realismo da simulação, só receberem resposta passado um
mês de simulação, pois essa é a duração real de um processo de colheita. Deste modo, caso se
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optasse por avaliar os cenários através da massa total de bivalves colhida com um intervalo de um
mês entre as ações de seed e harvest, seriam na verdade simulados dois meses: o mês decorrido
entre as duas ações e durante os quais os bivalves cresceriam, mais o mês de espera pelo final da
colheita e seus resultados. Uma vez que as ações de inspeção obtêm a resposta instantaneamente
e o crescimento do comprimento de concha é um indicador de que haverá uma maior massa total
colhida, foi decidido que os cenários serão avaliados através de inspects.
Para além das restrições sobre as regiões de cultivo, há também restrições aplicadas sobre o
comprimento de concha mínimo que os bivalves devem ter para ser colhidos. Este assume o valor
de 7 cm para as ostras e 4.5 cm para as vieiras. É por isso importante que o comprimento de concha
dos bivalves depositados numa região atinja ou ultrapasse esses valores, após um ciclo completo
de criação de bivalves (duração aproximada de um ano e meio).
Nos problemas de otimização da densidade de cultivo pretende-se analisar os efeitos do au-
mento da densidade de cultivo de uma espécie sobre a produção. Aumentando a densidade de
cultivo, aumenta-se também o número de bivalves depositados no ecossistema. Caso este consiga
suportar esse número de bivalves, os mesmos atingirão o tamanho mínimo de colheita, pelo que
a massa de bivalves colhida será maior. Caso se atinja a capacidade de carga, a massa de bival-
ves colhida deixará de aumentar, mesmo que se aumente a quantidade de bivalves depositados no
ecossistema pois, devido à escassez de recursos, os bivalves de algumas regiões podem não atingir
o tamanho mínimo de colheita.
Por esta razão, como se pretende observar o efeito do aumento da densidade de cultivo so-
bre a massa de bivalves colhida, valor esse dependente da quantidade de bivalves que atingiram
o tamanho mínimo de colheita após um ciclo de criação, as simulações a efetuar para a otimiza-
ção de densidades deverão representar um ciclo realista, com simulações de 1670400 passos de
simulação.
3.6 Sumário
Neste capítulo foi apresentado o problema abordado por esta dissertação que consiste em de-
senvolver um agente capaz de descobrir qual a melhor forma de explorar um ecossistema costeiro
para o cultivo de bivalves.
Para a resolução do problema será usado um conjunto de simuladores EcoDynamo e um mo-
delo validado da baía de Sungo, dividido num conjunto de 32×35 células, cada uma delas repre-
sentando uma área de 250000 m2. No modelo da baía de Sungo é possível cultivar duas espécies
de bivalves – ostras e vieiras – dentro de um conjunto de células onde a aquacultura é autorizada.
A atribuição das células de cultivo a cada espécie pode ser feita pelo utilizador, embora exista
uma atribuição por defeito. O agente pode escolher um conjunto dessas células para lá cultivar
o respetivo bivalve, com uma determinada densidade de cultivo (número de indivíduos colocados
por metro quadrado).
Um cenário é uma solução admissível para o problema, constituída por um conjunto de se-
leções sobre um modelo. Pode ser avaliado por meio de simulações, nas quais se depositam os
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bivalves em cada célula selecionada e se executa um dado número de passos de simulação. A
utilidade do cenário pode ser dada pelo crescimento médio do comprimento de concha ou pela
massa total de bivalves colhida no final da simulação.
Dada a complexidade do problema principal, este foi dividido em dois subproblemas:
• Descobrir qual a melhor distribuição espacial das células selecionadas para cultivo;
• Determinar qual a densidade de cultivo máxima, a partir da qual o seu aumento não resulta
em melhores resultados para o agente.
Para cada um dos problemas foi definido um conjunto de estruturas de vizinhança, que será
usado pelos algoritmos de otimização para gerar novos cenários.
Para o primeiro problema, tendo em conta por um lado que para a sua resolução é apenas
necessário determinar a qualidade das combinações de células de cultivo e por outro a comple-
xidade das simulações, optou-se por testar os cenários avaliando o crescimento médio de concha
dos bivalves após um mês de simulação.
Para o segundo problema, dado que é necessário observar a influência do aumento da densi-
dade de cultivo sobre a massa de bivalves colhida, valor esse dependente de se os bivalves atin-
giram ou não o tamanho de concha mínimo para colheita no final de um ciclo de criação, as
simulações efetuadas deverão ter a duração de um ciclo de criação de bivalves real, o que equivale
a um ano e meio.
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Capítulo 4
Arquitetura da Solução
Este capítulo é dedicado à apresentação de detalhes acerca da arquitetura e da implementação
do agente otimizador FarmerAgenTwo.
Inicialmente é feita uma descrição de alto nível da arquitetura do agente, dividindo as suas
principais funcionalidades em módulos. De seguida são apresentados alguns pormenores de im-
plementação acerca de cada um desses módulos e o seu papel no funcionamento do agente.
4.1 Arquitetura de Alto Nível
O agente FarmerAgenTwo foi desenvolvido na linguagem de programação Java por ser uma
linguagem orientada a objetos – o que garante a simplicidade da programação, a modularidade,
modificabilidade, expansibilidade e fácil manutenção do código, assim como a reutilização – com
mais facilidades de programação – tais como gestão automática de memória, garbage collection
ou transparência na comunicação por sockets – do que linguagens como o C ou o C++. Para além
disso, as aplicações desenvolvidas em Java são independentes da plataforma.
Sendo assim, aproveita-se o conceito de programação orientada a objetos e a modularidade
que lhe é inerente para desenvolver o agente através de um conjunto de módulos que comunicam
entre si. A figura 4.1 apresenta o diagrama conceptual da arquitetura de alto nível do agente
FarmerAgenTwo.
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Figura 4.1: Diagrama conceptual da arquitetura de alto nível do agente desenvolvido. Os no-
mes dos módulos são meramente indicativos e não correspondem aos nomes das classes ou dos
packages Java do agente desenvolvido.
Do diagrama anterior, destacam-se quatro componentes principais:
1. Um módulo Simulação, que funciona como um proxy [GHJV95] do simulador EcoDynamo
e a partir do qual agente pode interagir com ele – definir regiões de cultivo, inicializar, exe-
cutar, pausar ou avançar N passos na simulação, efetuar ações seed/inspect/harvest, etc. A
comunicação entre o módulo Simulação e o simulador é feita através de um módulo Co-
municação que implementa as funções para o envio e receção das mensagens ECOLANG
necessárias para o problema. Um agente pode ser ligado a vários simuladores em simultâ-
neo, bastando-lhe para isso instanciar tantas Simulações quanto necessárias;
2. Um módulo que representa a configuração da experiência que o agente vai executar. Uma
configuração experimental consiste na especificação do número de passos de simulação a
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executar, do tipo de avaliação feita aos cenários (por inspeção ou por colheita), nas espécies
a ser usadas no problema de otimização e no conhecimento que o agente tem acerca da mor-
fologia do modelo. Configurações experimentais podem ser carregadas a partir de ficheiros
ou criadas em runtime.
3. Um módulo responsável por albergar dois tipos de conhecimento empírico adquirido pelo
agente:
• Os cenários testados até ao momento e um indicador relativo à qualidade média das
células de cultivo do modelo, tendo em conta esses mesmos cenários;
• O conjunto de penalizações feitas às características dos cenários pela meta-heurística
Guided Local Search.
Ambos os tipos de conhecimento podem ser guardados ou carregados a partir de ficheiros.
4. Um módulo Otimização, responsável pela otimização de cenários de exploração de bivalves
no ecossistema modelado. Este módulo contém as implementações dos quatro algoritmos –
Hill Climbing, Simulated Annealing, Tabu Search e Algoritmo Genético – que podem ser
executados de forma independente ou recorrendo à meta-heurística GLS. Cada algoritmo
necessita de pelo menos uma Simulação e uma configuração experimental para poder exe-
cutar. Os algoritmos podem ainda usar o conhecimento adquirido ao longo das otimizações:
este é facultativo no caso de os algoritmos serem usados de forma independente e obrigató-
rio caso se recorra à GLS. Se necessário, os resultados dos algoritmos podem ser guardados
num ficheiro de log.
Mais detalhes relativos ao funcionamento de cada um destes módulos serão dados mais à
frente.
4.2 Comunicação com os Simuladores EcoDynamo
O agente insere-se numa plataforma de simulação de ecossistemas, na qual o simulador EcoDy-
namo possui um papel central. É por isso necessário que o agente seja capaz de se ligar a vários
destes simuladores e com eles interagir de modo a testar os possíveis cenários de exploração de
bivalves no ecossistema.
A figura 4.2 apresenta com mais detalhe o módulo responsável pela comunicação entre o
agente e os simuladores, visível na figura 4.1, e cujo funcionamento será explicado nesta secção,
seguindo uma abordagem top-down.
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Figura 4.2: Representação detalhada do módulo responsável pela comunicação com o simulador.
4.2.1 Classe Simulation
O acesso a um simulador EcoDynamo por parte do agente e feito recorrendo à classe Simu-
lation a qual atua como um proxy. A classe Simulation contém um conjunto de métodos que
representam as ações passíveis de serem executadas pelo agente sobre o simulador no contexto
desta dissertação. O acesso ao simulador é desta forma transparente para o utilizador e permite as
seguintes operações:
• Abrir/fechar um modelo no simulador;
• Obter a morfologia do modelo aberto no simulador;
• Obter as espécies (os seus nomes e as células onde podem ser cultivadas por defeito) do
modelo aberto no simulador;
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• Definir regiões no modelo. Neste âmbito, a definição de uma região consiste na associação
de um nome a uma posição (célula) do modelo para que depois as ações de seed/inspect/har-
vest possam ser executadas sobre ela. Cada região é caracterizada por um nome e as suas
coordenadas (x,y), sendo que a mesma célula pode pertencer a mais do que uma região;
• Controlar a simulação: inicializar o modelo, executar N passos de simulação e executar,
parar ou pausar/continuar a simulação;
• Realizar as ações de seed/inspect/harvest. Cada uma destas ações é executada sobre uma
região definida no modelo e pode ser programada para o instante atual ou para uma determi-
nada data da simulação dada pelo o número de segundos passados desde as 0h do dia 1 de
janeiro de 1970. A resposta a estas ações pode não ser instantânea, pelo que a classe Simu-
lation necessita de guardar os pedidos feitos ao simulador numa tabela de ações pendentes
(classe PendingActions) até que estas sejam respondidas.
Estas operações são usadas por dois métodos – testScenarioByInspections() e testScenari-
oByHarvest() – que executam as rotinas necessárias para o teste de um cenário, avaliando-o através
do crescimento médio do comprimento de concha ou da massa total de bivalves colhida, respeti-
vamente.
As funções da classe Simulation que envolvam comunicação com o simulador recorrem a um
objeto da classe Ecolang, o qual lida com a troca de mensagens entre o agente e o simulador.
Os objetos Simulation possuem um objeto PendingActions, que por sua vez contém duas ta-
belas:
• Uma tabela para as ações pendentes, cada uma delas representada pela mensagem ECO-
LANG que a representou. O identificador único dessa mensagem é a chave desta tabela;
• Uma tabela para albergar os resultados das ações pendentes, à medida que estes são recebi-
dos. Cada linha desta tabela possui a mensagem ECOLANG que representa a ação, como
chave, e a resposta (ainda formato String), como elemento.
Cada instância de Simulation possui também um estado, o qual pode assumir os valores run-
ning, stopped, paused ou finished, consoante a simulação se encontre a decorrer, parada, pausada
(i.e. parada mas com a possibilidade de retomar a execução) ou terminada. Esta variável está
sincronizada com o simulador EcoDynamo que o objeto representa, o qual envia mensagens es-
pontâneas informando os agentes que a ele estão ligados acerca do seu estado.
4.2.2 Classe Ecolang
A classe Ecolang representa uma ligação a um simulador EcoDynamo. Cada objeto Ecolang
possui um conjunto de atributos relacionados com a conexão: nome, endereço IP e os números de
porta para a receção e envio de mensagens do agente, assim como o nome, endereço IP e número
de porta de leitura do simulador.
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Os métodos desta classe estão responsáveis por construir, enviar e receber as mensagens ECO-
LANG necessárias à execução das operações efetuáveis pela classe Simulation.
O envio das mensagens é feito através de um objeto Sender, que consiste num thread que, a
uma frequência parametrizável, verifica se há mensagens à espera de envio numa fila de espera
(FIFO - Fist In, First Out). Se houver, então o thread envia-a através do socket de envio.
A receção de mensagens é feita por um objeto Receiver. Um objeto Receiver é um thread que,
a uma frequência parametrizável, lê de um socket de receção. Caso leia uma mensagem, esta é
processada:
• Caso se trate de uma mensagem espontânea enviada pelo simulador, relativa ao estado da
simulação, o objeto Simulation a que a classe Ecolang pertence é notificado e altera o seu
estado. A notificação é feita com recurso ao padrão de desenho Observer – apresentado no
livro “Design Patterns: Elements of Reusable Object-Oriented Software“ [GHJV95] – em
que um objeto assume o papel de sujeito (subject) e outros o de observadores (observers).
Os observadores registam-se no sujeito informando-o acerca dos eventos sobre os quais
querem ser notificados. O sujeito guarda as referências dos objetos interessados e notifica-
os cada vez que os eventos para os quais se registaram ocorram. Neste caso há uma relação
de um objeto (Receiver) para apenas um observador (Simulation).
• Se se tratar de uma resposta a uma ação seed/inspect/harvest, o Receiver notifica o objeto
Simulation e esta é guardada na tabela de PendingActions que contém as respostas, onde
podem ser acedidas pelos métodos da classe Simulation;
• Se se tratar de mensagens de resposta a pedidos de resposta rápida (ex.: mensagens de
confirmação ao definir regiões ou ao abrir um modelo) estas são guardadas numa tabela
de mensagens recebidas por processar dentro da própria classe Receiver. A chave desta
tabela é o identificador único da mensagem enviada a que a mensagem recebida responde.Os
métodos da classe ECOLANG que enviaram um pedido de resposta rápida ao simulador
verificam, com uma dada frequência e dentro de um tempo limite estabelecido (timeout), o
conteúdo desta tabela, em busca da resposta esperada. Quando a resposta chega e é colocada
na tabela, é obtida pelo método a que se dirige e removida da mesma.
A classe Ecolang pode albergar um objeto da classe MessageLogger. Se o fizer, as mensagens
recebidas e enviadas pelo objeto são guardadas num ficheiro de texto, para efeitos de rastreio do
processo ou deteção de erros.
4.2.3 Mensagens ECOLANG
De modo a implementar o protocolo de comunicação usado no EcoSimNet, definiu-se o con-
ceito de mensagem ECOLANG através da classe Message.
A classe Message representa uma mensagem ECOLANG e tem como atributos os campos que
devem estar presentes numa mensagem desse tipo: o seu identificador único, o nome do emissor,
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o nome do recetor e o seu conteúdo. A classe implementa um método toString() que converte o
objeto para uma representação textual de acordo com a especificação da linguagem ECOLANG
detalhada no respetivo relatório técnico [Per08], para que possa ser enviada pela rede e interpretada
pelo simulador.
O conteúdo é definido pela interface MessageContent, que é implementada por quatro clas-
ses distintas – ConnectionMessageContent, DefinitionMessageContent, ActionMessageContent e
PerceptionMessageContent – cada uma delas usada num tipo de mensagem diferente – mensagens
de conexão, definição, ação e perceção, respetivamente:
• As mensagens de conexão são usadas para ligar/desligar o agente aos simuladores assim
como para saber quais os agentes que a eles estão ligados. Uma mensagem de conexão
possui um tipo, dado pela enumeração ConnectionMessageType.
• As mensagens de definição são usadas para definir, obter, e apagar regiões, assim como para
pedir ao simulador as dimensões, a morfologia e as espécies do modelo aberto. Uma men-
sagem de definição possui um tipo, dado pela enumeração DefinitionMessageContentType.
• Mensagens de ação são usadas para as inicializar o modelo, iniciar, pausar/retomar, parar a
simulação, abrir, fechar ou obter o nome do modelo, assim como para efetuar operações de
seed, inspect ou harvest. O tipo da mensagem de ação é dado pela enumeração ActionMes-
sageContentType.
• Mensagens de perceção são usadas para transmitir a resposta às mensagens de ação, tais
como o resultado de uma operação de inspeção ou de uma colheita numa região. As men-
sagens espontâneas enviadas pelos simuladores também se incluem neste grupo. Uma enu-
meração PerceptionMessageContentType especifica o tipo da mensagem de perceção.
Cada uma das classes que implementam a interface MessageContent implementa um método
toString() que retorna uma forma textual do objeto para ser usada na representação textual da
mensagem a que pertence. O tipo do conteúdo da mensagem é tido em conta na altura de converter
o objeto para a sua representação textual – dependendo do tipo de mensagem, alguns atributos do
objeto são usados e outros não.
Os métodos da classe Ecolang constroem, enviam e recebem mensagens Message quando são
chamados. Todas as mensagens podem ser convertidas para string e enviadas para o simulador
através do objeto Sender da classe Ecolang. O objeto Receiver lê a partir de um socket e constrói
uma string. A string lida pode então ser convertida para um objeto do tipo Message recorrendo a
um parser desenvolvido para esse efeito.
A figura 4.3 ilustra, de forma simplificada, as classes envolvidas na representação de uma
mensagem através de um diagrama UML.
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Figura 4.3: Diagrama UML representando as classes usadas para representar uma mensagem
ECOLANG e a sua hierarquia.
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4.3 Configuração Experimental e Modelo
O agente realiza a tarefa de otimização para uma configuração experimental, representada pela
classe Experiment.
Uma configuração experimental consiste numa representação do modelo a usar, numa variável
binária que define qual o método de avaliação de cenários a usar e num inteiro que define quantos
passos de simulação devem ser executados entre as ações de seed e inspect/harvest.
A representação do modelo, dada pela classe Model (visualmente representada na figura 4.4),
é composta por:
• Uma matriz tridimensional de células (Cell), representando a morfologia do ecossistema.
Cada objeto Cell possui valores para as suas coordenadas (x,y,z) e para a sua profundidade;
• Uma lista de objetos ModelSpecies. Cada objeto desta classe representa uma espécie do
modelo e os parâmetros e restrições aplicadas ao seu cultivo: uma lista com as células
onde é permitido cultivar a espécie e um inteiro que define quantas dessas células podem
ser selecionadas para cultivo, assim como o comprimento mínimo de concha que o bivalve
deve ter para poder ser colhido e o seu peso económico face às outras espécies. Este último
parâmetro assume o valor de 1 por defeito para todas as espécies mas pode ser alterado para,
por exemplo, se especificar que 1 kg de ostras vale o dobro de 1 kg de vieiras.
Figura 4.4: Representação da classe Model, constituída por uma matriz (três arrays encadeados)
de células e por um conjunto de ModelSpecies. Cada ModelSpecies representa uma espécie com
as respetivas regras de cultivo.
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A matriz de células é tridimensional de forma a suportar quer modelos 2D, como é o caso do
modelo da baía de Sungo usado nesta dissertação, quer modelos 3D.
Os valores das componentes x, y, z das coordenadas de cada célula correspondem, respetiva-
mente à coluna, linha e camada (cota) da posição que esta ocupa no modelo.
Na representação feita para o utilizador, a origem do referencial é o canto superior esquerdo:
a primeira célula tem coordenadas (1,1,1) e os números de linha e coluna aumentam, respetiva-
mente, de cima para baixo e da esquerda para a direita. O valor da cota mais baixo corresponde à
camada do limite inferior do modelo, e o valor mais alto à camada superior. No caso de o modelo
ser bidimensional, apenas existe uma camada, pelo que as coordenadas são da forma (x,y,1).
A figura 4.5 exemplifica o modo como é feita a atribuição dos valores de linhas e colunas às
células de um modelo 2D (uma só camada), com a célula do canto superior esquerdo a possuir
coordenadas (1,1,1) e a do canto inferior direito as coordenadas (5,5,1).
Na representação interna que é feita pelo agente, dado que a matriz de células é constituída
por um conjunto de três arrays, os valores das componentes x, y, z vão desde 0 até aos números
de linhas, colunas e camadas do modelo subtraídos de uma unidade. A ordem da numeração
desses valores é também diferente pois a origem do referencial é o canto inferior esquerdo, com
a primeira célula a ter o valor (0,0,0) e os números de linha e coluna a aumentar de baixo para
cima e da esquerda para a direita, à semelhança do que acontece no plano cartesiano. O valor
de cota mais baixo corresponde à camada do limite superior do modelo e o mais alto à camada
mais baixa. Mais uma vez, se o modelo for bidimensional, apenas existe uma camada, pelo que as
coordenadas são da forma (x,y,0).
A figura 4.6 exemplifica o modo como é feita a atribuição interna dos valores de linhas e
colunas às células do mesmo modelo 2D representado na figura 4.5, com a célula do canto inferior
esquerdo a possuir coordenadas (0,0,0) e a do canto superior direito as coordenadas (4,4,0).
Apesar da diferença entre os sistemas de coordenadas usados para posicionar as células externa
e internamente, é fácil converter as coordenadas de um sistema para o outro, bastando para tal saber
as dimensões do modelo e recorrer às equações:
xe = xi+1 (4.1)
ye = NLinhas− yi (4.2)
ze = NCamadas− zi (4.3)
onde xe, ye e ze são as componentes do sistema de coordenadas externo e xi, yi e zi são as compo-
nentes do sistema de coordenadas interno.
Cada célula tem associado um valor inteiro denominado box, que se mantém qualquer que seja
o sistema de representação adotado. A box é um identificador único da célula e corresponde ao
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valor da posição que a célula teria num array obtido ao aplanar a matriz de células. O número de
box de uma célula (xe,ye,ze), no sistema de coordenadas externo, é dado pela fórmula:
box = (NLinhas− ye)×NColunas+(xe−1)+(NCamadas− ze)× (NLinhas×NColunas) (4.4)
Nas figuras 4.5 e 4.6 é possível verificar como foram atribuídos os respetivos números de box
às células do modelo.
Figura 4.5: Representação externa (para o utilizador) da matriz de células de um modelo 2D com
5×5 células.
A lista de ModelSpecies de cada objeto Model pode ser modificada, de modo a adicionar ou
remover espécies ao problema de otimização e a modificar os seus parâmetros e regras de cultivo.
Tanto os objetos Experiment como os objetos Model são serializáveis (i.e., implementam a
interface java.io.Serializable) e possuem métodos para permitir a sua persistência, gravando-os e
lendo-os de ficheiros.
• Para gravar os objetos num ficheiro, recorre-se à classe java.io.ObjectOutputStream que es-
creve objetos Java serializáveis num objeto java.io.OutputStream (neste caso em particular,
um FileOutputStream apontando para o ficheiro onde se pretende guardar o objeto) através
de um método writeObject();
• Para ler os objetos de um ficheiro, recorre-se à classe java.io.ObjectInputStream que des-
serializa os objetos que tenham sido escritos com um ObjectOutputStream, lidos de um
java.io.InputStream (neste caso em particular, de um FileInputStream apontando para o fi-
cheiro de onde se pretende ler o objeto) através de um método readObject();
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É desta forma possível guardar externamente configurações experimentais e representações do
modelo, tornando-se desnecessário reconstruí-las manualmente e pedir ao simulador a morfologia
e as espécies do modelo a cada execução do programa.
Figura 4.6: Representação interna da matriz de células de um modelo 2D com 5×5 células.
4.4 Conhecimento Empírico
O agente pode fazer uso de conhecimento obtido ao longo dos processos de otimização, através
das classes ExperimentKnowledge e GuidedLocalSearchKnowledge representadas na figura 4.7.
A classe ExperimentKnowledge funciona como uma memória a longo-prazo, representando o
conhecimento que o agente tem relativamente aos cenários já testados. É constituída por:
• Uma tabela onde para cada configuração experimental (Experiment) se tem uma lista com
todos os cenários já testados. Esta tabela torna desnecessária a repetição de simulações:
sempre que um algoritmo de pesquisa que esteja a usar um objeto ExperimentKnowledge
necessite de saber o valor de um cenário, primeiro verifica se este já foi simulado. No caso
de o agente já ter testado o cenário (para a mesma configuração experimental), pode obter o
resultado a partir do seu conhecimento empírico, poupando-se assim tempo de simulação;
• Uma outra tabela onde, para cada configuração experimental, se tem outra tabela que esta-
belece uma relação entre as várias seleções presentes nos cenários testados e os diferentes
resultados que elas obtiveram. Torna-se assim possível realizar o cálculo de métricas como
o valor médio de uma dada seleção ou determinar qual a seleção que obteve o melhor valor.
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Figura 4.7: Representação esquemática do conteúdo das classes ExperimentKnowledge e Gui-
dedLocalSearchKnowledge, pertencentes ao módulo de conhecimento do agente (package kno-
wledge).
Uma instância desta classe pode ser atribuída a cada um dos algoritmos HC, SA, TS e AG para
que estes por um lado memorizem as soluções testadas e por outro façam uso desse conhecimento.
A sua instanciação é facultativa em cada um dos quatro algoritmos, mas obrigatória no caso de
estes serem guiados pela GLS.
Cada vez que um algoritmo de pesquisa contendo uma instância de ExperimentKnowledge
acabe de testar um novo cenário, adiciona-o à respetiva tabela. Quando o faz, os valores obtidos
em cada seleção do novo cenário são adicionados à segunda tabela.
A classe GuidedLocalSearchKnowledge é usada pelos quatro algoritmos se estes estiverem
a ser guiados pela GLS. A sua função é a de memorizar as penalizações atribuídas pela GLS às
features das soluções do problema, que no caso são as seleções dos cenários testados. Por essa
razão, a classe GuidedLocalSearchKnowledge é constituída por uma tabela onde se associa, um
valor de penalização a cada seleção penalizada.
Cada vez que um algoritmo de pesquisa estagne num ótimo local, a GLS recorre à Experi-
mentKnowledge para saber qual das seleções da melhor solução encontrada tem um menor índice
de qualidade, dado pela média de todos os resultados dessa seleção. A seleção com pior qualidade
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é penalizada no objeto GuidedLocalSearchKnowledge – se for a primeira vez que a seleção é pe-
nalizada, é adicionada uma nova entrada à tabela, caso contrário, o valor da entrada na tabela é
atualizado com o novo valor da penalização.
Ambas as classes são serializáveis, à semelhança do que acontece com as classes Experiment
e Model. É por isso possível guardar separadamente os dois tipos de conhecimento em ficheiros
para que possam ser carregados mais tarde e ser usados pelo agente na otimização. Garante-se
assim a persistência do conhecimento empírico adquirido pelo agente e possibilita-se dessa forma
a sua reutilização em cada execução.
4.5 Otimização
O módulo de otimização, dado pelo package Optimization, é responsável por resolver o pro-
blema de otimização tendo em conta uma dada configuração experimental, recorrendo a um ou
mais simuladores (i.e., uma ou mais instâncias de Simulation) e fazendo ou não uso de conheci-
mento obtido pelo agente.
O seu conteúdo consiste nas classes necessárias para a representação de um cenário e para
a execução de algoritmos. Nesta secção pretende-se apresentar detalhadamente as componentes
pertencentes a esse módulo.
4.5.1 Cenários
Um cenário é representado pela classe Scenario, a qual é composta por uma instância do
modelo do problema (Model) e por uma tabela contendo as N seleções efetuadas sobre esse modelo
(figura 4.8).
Nessa tabela, para cada entrada do tipo ModelSpecies tem-se uma sub-tabela contendo as
seleções feitas para a respetiva espécie, indexadas pelo número de box da célula a que dizem
respeito.
Uma seleção do cenário é definida pela classe Selection, que contém a célula do modelo a que
diz respeito, a densidade de cultivo e as características do bivalve a cultivar (tipo e pesos de concha
e carne iniciais).
Uma seleção possui também valores para os comprimentos de concha médios inicial e final
(medidos através de ações inspect) e para a massa de bivalves colhida (resultado da ação harvest).
Estes três valores são usados para a avaliação da seleção. Assumem por defeito o valor zero, sendo
o seu valor alterado quando chegam os resultados do teste ao cenário. O valor de um cenário é por
sua vez função do valor das suas seleções.
Desta forma, num cenário testado é possível verificar individualmente qual o valor de cada
seleção, dado pelo crescimento médio da concha dos bivalves ou pela massa colhida na célula em
questão, assim como calcular o valor do cenário. A avaliação de um cenário é feita através de um
método evaluate() tendo em conta o tipo de avaliação escolhido para a experiência.
A classe possui ainda métodos para a obtenção de novos cenários:
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• Construindo um cenário aleatório válido a partir da instância Model da classe – sabendo
quais as espécies do modelo, as regiões onde elas podem ser cultivadas e o número de
seleções que pode ser feito para essa espécie, é fácil gerar um conteúdo válido e aleatório
para a tabela de seleções. Deste modo é possível gerar, por exemplo, uma solução inicial
para o problema, conhecendo apenas a morfologia do mundo e as regras de cultivo de cada
espécie.
• Gerando cenários semelhantes à instância sobre a qual o método é aplicado:
– Ao deslocar M seleções aleatórias, de entre as N do cenário, para células livres e
válidas escolhidas aleatoriamente de entre as respetivas vizinhanças de Moore de raio
R;
– Ao deslocar M seleções aleatórias, de entre as N do cenário, para quaisquer células
livres e válidas escolhidas aleatoriamente de entre as células do modelo;
– Ao incrementar em δd a densidade de todas as N seleções do cenário;
– Ao incrementar em δd a densidade de todas as N seleções de uma determinada espécie
do cenário;
A instância de Model da classe permite que cada cenário possua conhecimento sobre a mor-
fologia do modelo e as regras de cultivo das espécies de bivalve, sem estar dependente de outros
objetos.
Objetos da classe Scenario que já tenham sido testados recorrendo aos métodos testScenari-
oByInspections() ou testScenarioByHarvest() de uma instância de Simulation são considerados
cenários testados e podem ser adicionados à lista de cenários de objetos ExperimentKnowledge.
Isto é possível pois as classe Scenario e Selection são serializáveis, à semelhança do que acontece
com as classes Experiment, Model, ExperimentKnowledge e GuidedLocalSearchKnowledge.
Os cenários podem também ser lidos e escritos individualmente em ficheiros. É assim possível
guardar um cenário – por exemplo, o melhor cenário encontrado até ao momento por um algoritmo
– sob a forma de um ficheiro para que este possa mais tarde ser visualizado ou usado em outros
processos de otimização.
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Figura 4.8: Representação da classe Scenario, contendo uma instância de Model e uma tabela com
as seleções.
4.5.2 Algoritmos
Cada um dos algoritmos foi implementado como uma classe Java que deve implementar uma
interface denominada OptimizationAlgorithm. A interface possui os cabeçalhos dos métodos que
cada uma das classes deve implementar (figurafigura 4.9). Exemplos desses métodos são o exe-
cute(), para dar início à execução do algoritmo, ou o getBestExploredScenario() para obter o
melhor cenário já testado até ao momento.
Esta decisão de desenho foi tomada de modo a permitir que todos os algoritmos possam ser
tratados de igual forma pelo agente, independentemente das classes que os representam e do seu
funcionamento interno. Por exemplo, um objeto GuidedLocalSearch, que representa um algoritmo
GLS, o qual por sua vez deve alojar um algoritmo de pesquisa, pode conter uma instância de um
qualquer algoritmo (HC, SA, TS ou AG) independentemente da sua classe.
Nestas condições, torna-se mais fácil a expansão do agente pela adição de novos algoritmos,
bastando para tal que as classes que os representem implementem a interface OptimizationAlgo-
rithm.
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Figura 4.9: Diagrama UML simplificado representando a hierarquia das classes que implementam
os algoritmos de otimização. Todos os algoritmos implementam a interface OptimizationAlgo-
rithm. Um objeto GuidedLocalSearch deve conter uma instância de um outro algoritmo.
Cada um dos algoritmos deve ser instanciado com uma determinada configuração experimen-
tal (Experiment), uma solução (Scenario) inicial, uma lista com objetos Simulation para testar
os cenários e o número de iterações desejado. No caso do Algoritmo Genético fornece-se uma
população inicial (lista de cenários), em vez de uma solução inicial.
Os algoritmos podem ainda possuir uma instância de um objeto ExperimentKnowledge, caso
se pretenda que recorram ao conhecimento do agente para memorizar soluções, evitar a repetição
de simulações e ter conhecimento da qualidade média de cada seleção.
Se um algoritmo possuir uma instância de GuidedLocalSearchKnowledge, este passa a ava-
liar os cenários tendo em conta o conjunto de penalizações lá descrito. Isto é análogo ao uso
de uma função objetivo aumentada h(s), constituída pela função objetivo original, g(s), mais as
penalizações efetuadas sobre os atributos das soluções, como acontece no algoritmo GLS [VT95].
Caso um dos quatro algoritmos – HC, SA, TS e AG – seja executado de forma independente,
o uso de qualquer tipo de conhecimento é facultativo. Se o algoritmo for usado dentro de um
algoritmo GLS, deve conter ambos os tipos de conhecimento – as penalizações para o cálculo
da função objetivo aumentada e os cenários testados para determinar quais as características das
soluções que devem ser penalizadas.
Todos os algoritmos podem receber uma instância de um objeto OptimizationAlgorithmLog-
ger para registar os resultados obtidos a cada iteração num ficheiro de texto, se assim for desejado.
É possível definir um limite máximo para o número de iterações sucessivas sem melhoramento
da solução. Atingido esse valor, o algoritmo interrompe a sua execução e assinala-se como estag-
nado recorrendo a uma flag. Esta foi a forma escolhida para detetar se o algoritmo se encontra
num ótimo local, dado que fazê-lo testando todas as soluções vizinhas de uma dada solução seria
muito custoso na maioria dos casos, dada a dimensão do espaço das soluções geráveis através das
estruturas de vizinhança.
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Desta forma, considera-se que um algoritmo está estagnado numa região do espaço de soluções
quando não conseguiu melhorar a sua solução após k iterações sucessivas. Um valor de k maior
tende a permitir uma exploração mais aprofundada de uma região do espaço de soluções, enquanto
que um valor menor leva o algoritmo a desistir mais facilmente de explorar essa mesma região.
Para além desta base comum, cada tipo de algoritmo possui os seus próprios parâmetros e o
seu próprio funcionamento. Nas subsecções seguintes é explicado, de forma resumida, o funcio-
namento de cada uma das implementações.
4.5.2.1 Hill Climbing
O mais simples dos algoritmos implementados é o Hill Climbing. O HillClimbing foi o pri-
meiro algoritmo implementado para esta dissertação e atuou como uma pedra basilar para o de-
senvolvimento dos outros algoritmos: o algoritmo SA desenvolvido é uma extensão do HC e o
algoritmo TS é uma extensão do algoritmo SA.
A classe HillClimbing possui um conjunto de três cenários: a solução atual, onde se encontra o
processo de otimização, a solução candidata, contendo uma solução vizinha da atual a ser testada
e a melhor solução.
Este algoritmo pode ser usado na resolução dos dois sub-problemas de otimização desta dis-
sertação. Um parâmetro optimizationType define o tipo de otimização a realizar: distribuição de
seleções ou densidade de cultivo. Em ambos os casos é necessário especificar qual a estrutura de
vizinhança a usar na geração de novas soluções candidatas. Dependendo do tipo de otimização, é
necessária a configuração de parâmetros relativos à estrutura de vizinhança:
• Se se estiver perante um problema de otimização de distribuição das seleções, é necessário
definir o número N de seleções a deslocar e o raio a considerar para a vizinhança de Moore
das células.
• Caso se esteja perante um problema de otimização de densidades, é necessário definir um
valor para o incremento δd feito à densidade e a espécie cuja densidade de cultivo se pre-
tende otimizar.
Alguns desses parâmetros podem não ser usados, dependendo da estrutura de vizinhança sele-
cionada. Por exemplo, caso a estrutura de vizinhança escolhida seja “deslocar M seleções aleató-
rias, de entre as N do cenário, para quaisquer células livres e válidas escolhidas aleatoriamente de
entre as células do modelo”, o parâmetro “raio da vizinhança de Moore” não é usado.
O método execute() de HillClimbing começa por inicializar o algoritmo – colocando valores
como o contador de iterações ou o contador de iterações sucessivas sem melhoramento a zero – e
por testar a solução inicial.
De seguida é criada uma rotina que, com uma dada periodicidade, verifica se existem obje-
tos Simulation disponíveis na lista de simuladores. Caso exista um simulador disponível, este é
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retirado da lista e uma solução candidata, s′, é gerada recorrendo à estrutura de vizinhança especi-
ficada e à solução atual, s. Se o algoritmo tiver uma instância de ExperimentKnowledge, verifica
se a solução já foi testada:
• Se o agente já tiver testado a solução s′, então obtém o cenário com os respetivos resultados
a partir da sua memória;
• Caso contrário, constrói-se um objeto HillClimbingSimulationThread com instâncias do si-
mulador obtido, da solução candidata s′ e do HillClimbing que o criou. HillClimbingSimu-
lationThread consiste num thread cuja execução recorre aos métodos do objeto Simulation
para testar o cenário. Após a sua execução, o thread liberta o simulador, adicionando-o de
novo à lista de HillClimbing.
Depois de determinado o valor da solução candidata, o algoritmo verifica se esta é melhor do
que a solução atual. Esta comparação é feita tem em conta as penalizações feitas sobre as features
de ambas soluções, caso o algoritmo tenha conhecimento sobre elas. Se a solução candidata for
melhor, então o algoritmo transita para essa solução.
Desta forma é possível que o algoritmo recorra a vários simuladores para testar em paralelo
diferentes cenários, de modo a acelerar o processo de exploração do espaço de soluções. Cada
HillClimbingSimulationThread gerado tem acesso à instância de HillClimbing que o criou, pelo
que pode comparar o resultado da sua simulação com a melhor solução encontrada até ao mo-
mento.
No final, o algoritmo retorna a melhor solução encontrada. Uma lista contém todos os cenários
explorados pelo algoritmo.
4.5.2.2 Simulated Annealing
A implementação do algoritmo SA é baseada na do HC. Acrescem-se apenas atributos para a
especificação dos parâmetros temperatura inicial, taxa de decrescimento da temperatura e um boo-
leano para especificar se o algoritmo deve terminar a sua execução quando atinge uma determinada
temperatura mínima.
O método execute() da classe SimulatedAnnealing é idêntico ao da classe HillClimbing, dife-
rindo apenas no que acontece caso uma solução candidata não seja melhor do que a solução atual
do algoritmo. Nesse caso, o algoritmo transita da solução s para s′ com uma probabilidade dada
pela fórmula: e−
f (s′)− f (s)
T , onde T é o valor atual do parâmetro temperatura.
A temperatura decresce a uma taxa constante definida na instanciação do algoritmo e atingido
um valor mínimo estabelecido o algoritmo pode terminar ou não a sua execução, dependendo
da intenção do utilizador. Quando a temperatura é igual a zero, o SA comporta-se como um
HC, transitando apenas para soluções com valor superior ao da melhor solução encontrada até ao
momento.
No final, o cenário retornado é a melhor solução encontrada até ao momento e não a solução
atual, visto que há a possibilidade de o algoritmo se deslocar para soluções de pior qualidade.
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A classe possui ainda um método estimateInitialTemperature() para estimar um valor para a
temperatura inicial. Para tal o utilizador define um valor desejado para a probabilidade inicial
de aceitação de soluções piores, Pi, e um número k de amostras. O método executa um ensaio
de execução do algoritmo, de modo a simular k cenários, e calcula o desvio médio dos resulta-
dos obtidos. Depois aplica a fórmula: temperaturainicial = Desv.MedlnPi . Obtém-se assim um valor
para a temperatura inicial que permite que o algoritmo comece por aceitar soluções piores com
probabilidade Pi tendo em conta a variabilidade dos valores da amostra de cenários testados.
4.5.2.3 Tabu Search
O TS desenvolvido para esta dissertação segue as orientações propostas por [GLR97]. Para
além dessas indicações, optou-se pela inclusão de um parâmetro temperatura, à semelhança do
algoritmo SA, dando ao algoritmo uma nova abordagem quando comparado com a sua implemen-
tação no FarmerAgent original.
O TS implementado é por isso um melhoramento do algoritmo SA desta dissertação. A classe
TabuSearch é semelhante à SimulatedAnnealing, distinguindo-se desta por possuir uma lista tabu
de comprimento parametrizável, para albergar as soluções testadas recentemente pelo algoritmo e
um valor k para o número de soluções candidatas a testar para cada solução atual.
O TS só é usado na resolução de problemas de otimização de distribuição de células de cultivo,
visto estar direcionado para problemas de OC.
O funcionamento do método execute() também recorre a threads para executar várias simula-
ções em simultâneo, recorrendo à classe TabuSearchSimulationThread. Todavia este difere do da
classe SimulatedAnnealing pelo facto de, para cada solução atual s, gerar um número k de solu-
ções candidatas de uma só vez. Estas soluções são geradas recorrendo à estrutura de vizinhança
atribuída ao algoritmo na sua instanciação e não podem estar presentes na lista tabu. Uma vez
testadas as soluções candidatas são ordenadas por valor. Se o valor da melhor solução candidata
for superior ao da solução atual, o algoritmo transita para ela. Caso contrário, transita para ela com
uma determinada probabilidade, à semelhança do que acontece no SA. Se não transitar, verifica a
segunda melhor solução, e assim sucessivamente. Se nenhuma das candidatas for aceite, a solução
atual mantém-se e o algoritmo volta a gerar k candidatas.
No final, o cenário retornado é a melhor solução encontrada até ao momento e não a solução
atual, tal como acontece com o SA e pelas mesmas razões.
4.5.2.4 Algoritmo Genético
O algoritmo genético distingue-se dos restantes três pelo facto de ser um método de pesquisa
populacional, cuja estrutura de vizinhança consiste num operador de cruzamento para combinar
características de várias soluções em novas soluções.
Por essa razão, o AG implementado funciona tendo em conta não os conceitos de solução
atual, solução candidata e melhor solução, mas sim o de população de soluções, dado por uma
lista de objetos Scenario.
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O método execute() da classe GeneticAlgoritm começa por testar os cenários da população
inicial. De seguida, procede-se com a geração de um número Nchildren parametrizável de novas
soluções descendentes.
A geração de um Scenario filho é feita recorrendo a um método de cruzamento breed(), usando
um número de pais distintos, Nparents, especificado pelo utilizador. A seleção dos Nparents objetos
Scenario é feita tendo em conta o seu valor f (s): cada cenário i tem uma probabilidade pi =
f (i)
Nindividuals
∑
j=1
f ( j)
, onde Nindividuals é a cardinalidade da população.
O método de cruzamento consiste em, para cada espécie de cultivo do problema, selecionar as
N melhores seleções de entre todos os pais, sendo N o número de seleções que podem ser feitas
para a respetiva espécie. Para cada novo Scenario gerado, é chamado um método mutate() que,
com uma probabilidade Pmut efetua uma das seguintes operações equiprováveis sobre o cenário:
• Deslocar uma seleção do cenário para uma posição aleatória disponível e válida na sua vizi-
nhança de Moore com um raio aleatório entre 1 e um parâmetro especificado pelo utilizador
(por defeito, 5);
• Deslocar uma seleção do cenário para uma posição aleatória disponível e válida do modelo;
• Gerar um novo cenário, de forma aleatória, com uma probabilidade Prandom especificada
pelo utilizador. Esta operação visa permitir que ocasionalmente, com uma probabilidade
P = Prandom×Pmutation× 13 , se gerem cenários cujo genoma seja drasticamente diferente do
da restante população.
Os cenários gerados são testados e adicionados à população. Um método killWeakestIndi-
viduals() ordena os cenários por valor e elimina os Nkills piores cenários da população. Nkills é
parametrizável pelo utilizador e deve ser menor ou igual a Nchildren para impedir que a popula-
ção atinja cardinalidade zero. Os cenários sobreviventes passam à iteração seguinte e o processo
repete-se até se atingir o número máximo de iterações ou até se atingir uma população uniforme,
isto é: uma população onde não existam Nparents cenários distintos para cada um dos Nchildren a
gerar.
No final, o algoritmo retorna o melhor cenário da população.
4.5.2.5 Guided Local Search
A meta-heurística GLS foi implementada na classe GuidedLocalSearch, a qual deve ser ins-
tanciada recebendo como parâmetros um objeto representando um outro algoritmo, um objeto
ExperimentKnowledge e um GuidedLocalSearchKnowledge.O algoritmo alojado deve ter especi-
ficado o número mínimo de iterações sem melhoramento da solução, de modo a que este se possa
considerar preso e requerer a intervenção da GLS.
A execução da GLS consiste num número parametrizado de iterações, onde em cada iteração
se invoca o método execute() do algoritmo alojado. O algoritmo executa, avaliando os cenários
tendo em conta as penalizações efetuadas sobre o algoritmo de acordo com a formula h(s) =
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g(s)− λ ×∑(pi× Ii(s)), onde g(s) corresponde ao valor do cenário, pi à penalização efetuada
sobre a seleção i , Ii assume o valor 1 ou 0 consoante s possua ou não a seleção i e λ é um
parâmetro que define o peso que as penalizações devem ter no cálculo do valor de h(s).
O valor de λ é calculado de forma dinâmica em cada iteração da GLS segundo a fórmula
λ = α × g(s∗)N , proposta por Christos Voudouris e Edward Tsang em [VTGK03], onde s∗ é a
melhor solução encontrada até ao momento e N é o número de atributos (seleções) presentes em
s∗. α permite afinar o valor final de λ consoante se deseje que as penalizações tenham maior ou
menor importância na avaliação das soluções.
Assim que o algoritmo alojado termine a sua execução, a GLS verifica se este se encontra num
ótimo local. Caso tal suceda, penaliza um atributo da solução – no caso, uma das suas seleções. A
seleção i a penalizar é aquela que, de entre as seleções do cenário, maximizar a função utili = ci1+pi ,
onde pi é o valor atual da penalização feita a i e ci é o custo da seleção, calculado como sendo
o inverso do seu valor médio – seleções com piores resultados têm assim um maior custo face às
restantes.
A GLS retoma a execução do seu algoritmo alojado, a qual decorrerá avaliando os cenários de
acordo com as penalizações aplicadas sobre as suas seleções. No final, a GLS retorna o melhor
objeto Scenario encontrado, independentemente das penalizações feitas sobre os seus atributos.
4.6 Interface Gráfica
A execução do agente pode ser especificada no corpo da sua função main(), na qual se podem
instanciar objetos das classes já descritas neste capítulo. No entanto, a fim de permitir que o agente
seja parametrizado sem a necessidade de recompilação de código foi implementado um módulo
de interface gráfica com o utilizador, recorrendo ao toolkit Swing da linguagem Java.
A partir da interface é possível ligar e desligar o agente a simuladores, obter a morfologia
do modelo e suas espécies a partir de um simulador e definir configurações experimentais. É
também possível parametrizar e executar otimizações, recorrendo aos algoritmos implementados.
A interface permite carregar configurações experimentais e conhecimento empírico do agente a
partir dos respetivos ficheiros. Finalmente um visualizador de conhecimento permite representar
graficamente os cenários já testados pelo agente.
Capturas de ecrã da interface gráfica podem ser vistas no anexo A.
4.7 Sumário
O agente foi desenvolvido na linguagem de programação Java. Tomando partido das vanta-
gens do paradigma de programação orientada a objetos, a arquitetura do agente foi dividida num
conjunto de módulos funcionais que interagem entre si.
Um dos módulos é responsável pela comunicação com os simuladores. O agente pode instan-
ciar um conjunto de objetos da classe Simulation que atuam como proxies dos simuladores com
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os quais pode interagir. A interação com esses objetos encapsula as ações e perceções do agente
sobre o simulador as quais, são resultado de uma troca de mensagens ECOLANG entre ambos.
Um outro módulo permite definir uma configuração experimental, constituída por informações
relativas ao tipo de avaliação pretendido para os cenários, à morfologia do modelo e às espécies
de cultivo e suas restrições.
O agente possui ainda a capacidade de memorizar cenários já testados, o que lhe possibilita
por um lado impedir a repetição de simulações e por outro ter conhecimento acerca da qualidade
média de cada célula do modelo. É também possível memorizar um conjunto de penalizações
efetuadas sobre os cenários, de modo a que o agente tenha conheça quais os atributos que menos
contribuem para o valor de um bom cenário.
O motor de otimização do agente é dado pelo package Java optimization e contém a definição
de cenário – um conjunto de seleções efetuadas num determinado modelo – e os algoritmos de
otimização. Todas as classes representando algoritmos implementam uma interface comum, para
que possam ser usadas de igual forma pelo agente independentemente do seu tipo, e para facilitar
o desenvolvimento e integração de novos algoritmos. O objeto GuidedLocalSearch, representando
a meta-heurística com o mesmo nome deve ter alojar um outro algoritmo, sobre o qual atuará.
Finalmente, foi desenvolvida uma interface gráfica com o utilizador que permite a definição
de configurações experimentais e a execução de algoritmos. É também possível visualizar o co-
nhecimento do agente, através de representações gráficas dos cenários já testados e o seu valor.
Os objetos representando cenários, configurações experimentais, modelos e conhecimento em-
pírico do agente sao serializáveis, podendo ser guardados e lidos a partir de ficheiros.
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Capítulo 5
Experiências e Resultados
Nesta secção pretende-se descrever as experiências realizadas com o agente implementado
assim como apresentar e analisar os resultados obtidos. Foram elaboradas duas experiências, cada
uma delas relativa a um dos dois subproblemas em que o problema central desta dissertação foi
dividido (cf. capítulo 3.4).
A primeira experiência diz respeito ao uso de cada um dos algoritmos implementados para a
otimização da distribuição das células de cultivo de ostras na baía. Para cada algoritmo é apre-
sentado o procedimento experimental seguido e os respetivos resultados. De seguida, é feita uma
síntese e uma análise comparativa dos seus desempenhos.
A segunda experiência diz respeito à otimização da densidade de cultivo das ostras e consiste
no uso de Hill Climbing para se determinar até que ponto pode ser vantajoso aumentar a densidade
de cultivo de ostras na baía.
Note-se que todos os resultados obtidos são apenas previsões resultantes de um conjunto de
simulações, cuja precisão está dependente do simulador e do modelo matemático utilizados, assim
como das configurações experimentais descritas.
5.1 Otimização da Distribuição das Células para o Cultivo de Ostras
Esta experiência consiste em otimizar a distribuição espacial das células de cultivo das ostras
da espécie Crassostera gigas num contexto de monocultura onde apenas se cultiva essa espécie no
modelo.
O objetivo é determinar uma combinação de 90 seleções, realizáveis em toda a área onde
é possível o cultivo de bivalves, que maximize o seu crescimento. A área onde é permitido o
cultivo é constituída por 352 células em vez das 370 descritas em 3.2 pois foram removidas as
18 células situadas no limite do modelo (última coluna), onde o EcoDynamo fixa as variáveis de
estado devido às funções forçadoras de fronteira marítima, resultando num crescimento ausente
dos bivalves. 90 é o número de células da região que é, por defeito, atribuída ao cultivo de ostras
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(ver figura 3.2). Pretende-se por isso testar a possibilidade de distribuir essas células por outras
regiões da baía (assinaladas a branco na figura 5.1).
Figura 5.1: Representação gráfica do modelo, com as regiões onde é possível selecionar 90 células
para o cultivo de ostras assinaladas a branco.
Para a tarefa foram usados os quatro algoritmos implementados, com e sem o auxilio da meta-
heurística GLS. Cada um dos algoritmos recorreu a 4 simuladores, partiu de um cenário válido
gerado aleatoriamente (no caso do AG, uma população de cenários) e executou o processo de
otimização avaliando os cenários pelo crescimento médio do comprimento de concha dos bivalves
após 80640 passos de simulação.
A estrutura de vizinhança usada para os algoritmos de pesquisa local foi deslocar uma seleção
para uma célula adjacente válida na sua vizinhança de Moore de raio igual a 2, para permitir que
as seleções se desloquem entre regiões separadas por canais de navegação. Para o AG, usou-se o
operador de crossover descrito em 4.5.2.4.
Para cada um dos algoritmos, foi usada uma memória a longo prazo (instância de Experi-
mentKnowledge) nova a fim de garantir a independência entre os algoritmos relativamente ao
conhecimento adquirido.
O computador utilizado possuía um processador Intel Core 2 Quad Q9300 @ 2,5 GHz e 8
GB de memória RAM. O ambiente de execução foi o sistema operativo de 64 bits Windows 7
Enterprise. Nestas condições, cada simulação de 80640 passos (o equivalente a 1 mês) levou em
média 20 minutos. A data inicial da simulação foi o dia 1 de Junho de 1999.
No final, pretende-se comparar o desempenho dos algoritmos e avaliar as soluções obtidas.
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5.1.1 Hill Climbing
A abordagem gananciosa HC partiu de uma solução inicial gerada aleatoriamente e de valor
igual a 2,37715 cm. Após 800 iterações o valor da solução sofreu um aumento de aproximada-
mente 11,09%, atingindo os 2,64067 cm. A figura 5.2 apresenta, para cada iteração do algoritmo,
o valor da solução atual e da melhor solução.
Figura 5.2: Gráfico com o valor da solução atual e da melhor solução para cada iteração do algo-
ritmo Hill Climbing.
O algoritmo seguiu o comportamento esperado transitando apenas para soluções que superem
o melhor cenário encontrado até ao momento, o que resulta numa relação de identidade entre a
melhor solução e a solução atual do algoritmo. Essa relação de identidade é visível através da
sobreposição das linhas que representam os seus valores no gráfico.
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Figura 5.3: Representação gráfica da solução inicial (à esquerda) e final (à direita) do algoritmo
Hill Climbing. As seleções estão representadas como quadrados brancos desenhados sobre as
regiões onde é permitido o cultivo.
Observando as representações gráficas do cenário inicial e final (figura 5.3), perceciona-se
uma possível tendência para o agrupamento das seleções nas regiões próximas do interior da baía,
mais propriamente na proximidade de células da região que é por defeito atribuída à criação de
ostras (ver figura 3.2).
5.1.2 Simulated Annealing
O algoritmo SA foi parametrizado para executar com uma temperatura inicial igual a 0,30637,
estimada recorrendo ao método estimateInitialTemperature() da classe SimulatedAnnealing, e uma
taxa de arrefecimento constante de 3% por iteração. Uma vez atingida a temperatura mínima (zero)
o algoritmo continua a sua execução, comportando-se como um algoritmo HC que só transita
para soluções de qualidade superior à melhor solução encontrada até ao momento. A cada 175
iterações, o algoritmo reinicia a sua execução a partir da melhor solução encontrada e com o valor
da temperatura inicial.
A solução inicial, gerada aleatoriamente, possuía um valor de 2,31570 cm. A solução final,
após 800 iterações, atingiu um valor de 2,57783 cm resultando numa melhoria de aproximada-
mente 11,32%. O valor das soluções atual e da melhor solução em cada iteração do SA pode ser
observado no gráfico da figura 5.4.
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Figura 5.4: Gráfico com o valor da solução atual, melhor solução e temperatura para cada iteração
do algoritmo Simulated Annealing.
Da análise do gráfico é possível verificar que o SA cumpriu o seu propósito de permitir que
a pesquisa transite para soluções de qualidade inferior à da melhor solução encontrada – em 118
das 800 iterações, a linha contínua a azul (solução atual) atinge valores mais baixos do que a linha
a tracejado verde (melhor solução).
No gráfico apresentado é também visível que o algoritmo segue o comportamento esperado,
apenas transitando para soluções piores quando a temperatura possui um valor não nulo. Quando
a temperatura atinge o valor zero, o valor da solução atual é melhorado ou mantém-se constante.
Ao comparar o cenário inicial com o final (figura 5.5) verifica-se a mesma tendência que foi
observada nos resultados algoritmo HC: um possível agrupamento das seleções nas células da
região que é atribuída por defeito ao cultivo de ostras.
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Figura 5.5: Representação gráfica da solução inicial (à esquerda) e final (à direita) do algoritmo
Simulated Annealing. As seleções estão representadas como quadrados brancos desenhados sobre
as regiões onde é permitido o cultivo.
5.1.3 Tabu Search
O algoritmo TS foi parametrizado para executar com uma lista tabu de comprimento 50 e para
gerar e testar 4 vizinhos da solução atual em cada iteração. A parametrização relacionada com a
temperatura e o seu efeito no algoritmo foi a mesma que a usada na execução do SA.
A solução inicial, gerada aleatoriamente, possuía um valor de 2,28628 cm. A solução final
atingiu um valor de 2,55707 cm, após 200 iterações, com cada iteração a realizar o teste a 4
cenários candidatos excetuando a primeira iteração onde apenas se testa a solução inicial.
Tal representa uma melhoria de aproximadamente 11,8% em apenas 200 iterações, o que sig-
nifica que, atentando ao número de iterações, este algoritmo teve um melhor desempenho do que
os dois anteriores. Essa superioridade vem do facto de o TS ter gerado e testado 4 soluções vizi-
nhas para cada solução atual, o que se refletiu num maior conhecimento sobre a vizinhança e lhe
permitiu, no fim de cada iteração, transitar para a solução candidata mais promissora.
Todavia, como cada iteração necessitou de testar 4 cenários foram necessárias no máximo 800
simulações para atingir o resultado final. Desta forma, atendando ao número de simulações e
não de iterações, o desempenho do TS esteve próximo do dos outros dois algoritmos de pesquisa
individual apresentados.
Os valores da solução atual e da melhor solução para cada iteração do algoritmo TS estão
representados no gráfico da figura 5.6.
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Figura 5.6: Gráfico com o valor da solução atual e melhor solução para cada iteração do algoritmo
Tabu Search.
Durante a sua execução, o algoritmo aceitou transitar para soluções de menor valor em 29 das
suas iterações. Em média, a diferença entre essas soluções e a melhor solução foi de 0.00019 cm.
Dada a escala do gráfico apresentado na figura 5.6, as linhas representando os valores da solução
atual e da melhor solução aparentam uma total sobreposição ao longo de todas as iterações, ainda
que em 29 dos 200 pontos de abcissa a primeira linha se encontre abaixo da segunda.
Na figura 5.7 tem-se uma ampliação do gráfico da figura 5.6 para as iterações entre 0 e 20, na
qual estão também representadas as soluções candidatas de cada uma. A primeira iteração consiste
num teste à solução inicial. De seguida, para cada iteração, foram testados quatro cenários can-
didatos. O algoritmo transitou para a solução vizinha mais promissora sempre que esta possuísse
um valor superior ao da melhor solução encontrada. No caso de nenhuma das soluções candidatas
obedecer a esse critério, o algoritmo ponderou uma transição para a melhor candidata com uma
probabilidade dependente do valor atual da temperatura e da diferença de valores entre essa solu-
ção e a melhor. Se não tiver transitado, repete o processo com a segunda melhor candidata e assim
sucessivamente. Tal aconteceu entre as iterações 11 e 12, onde a pesquisa aceitou deslocar-se para
uma solução 0,00003 cm pior do que a ótima atual (de 2,31342 para 2,31339).
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Figura 5.7: Ampliação do gráfico da figura 5.6, para as iterações entre 0 e 20 com a representação
do valor das soluções candidatas de cada uma delas.
A implementação do TS possibilitou uma pesquisa mais próxima dos métodos de pesquisa em
largura – por testar um dado número de soluções vizinhas de cada solução – do que o HC e o SA
que se mantiveram mais próximos da filosofia de pesquisa em profundidade. Essa abordagem não
trouxe no entanto nenhum progresso face aos dois algoritmos anteriores pois atingiu resultados
semelhantes para um mesmo número de simulações.
O uso de uma lista tabu permitiu que o algoritmo não explorasse soluções que tivessem sido
testadas há 50 ou menos iterações e por essa razão se encontrassem na memória de médio-prazo
do agente. No entanto esta funcionalidade do algoritmo também não resultou num melhor desem-
penho, possivelmente devido à grande dimensão do espaço de soluções e ao grande número de
soluções geráveis com a estrutura de vizinhança que tornam muito pouco provável a repetição de
soluções.
Comparando as visualizações das soluções inicial e final (figura 5.8) a tendência para o agru-
pamento das seleções em torno da região que é atribuída por defeito ao cultivo de ostras torna-se
mais percetível do que nos resultados dos dois algoritmos anteriores.
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Figura 5.8: Representação gráfica da solução inicial (à esquerda) e final (à direita) do algoritmo
Tabu Search. As seleções estão representadas como quadrados brancos desenhados sobre as re-
giões onde é permitido o cultivo.
5.1.4 Algoritmo Genético
O AG foi instanciado com uma população inicial de 15 indivíduos gerados aleatoriamente. Foi
parametrizado de modo a que, em cada iteração, fossem gerados 5 novos cenários cada um deles
resultante da seleção e cruzamento entre 2 cenários. A probabilidade escolhida para a ocorrência
de mutação foi de 10%. No final de cada iteração, sobrevivem os 10 cenários mais aptos. A
figura 5.9 apresenta o valor de cada indivíduo da população para cada uma das 7 iterações do
algoritmo.
O algoritmo partiu de uma população de 15 indivíduos com valores a variar entre os 2,45 e os
2,58 cm. É visível que, ao longo da execução do algoritmo, os indivíduos de menor fitness foram
desaparecendo. Após a iteração inicial, o operador de crossover foi responsável pela geração de 5
soluções com valores entre os 2,9 e os 3,0 cm. Na iteração seguinte, os indivíduos de fitness entre
2,45 e 2,58 cm foram eliminados para dar lugar a descendentes de melhor qualidade.
No final, atingiu-se uma população uniforme onde não era possível gerar 5 descendentes atra-
vés do cruzamento de duas soluções diferentes: todos os cenários possuíam o mesmo conjunto
de seleções, o que resultava num valor de 3,07207 cm de crescimento médio de concha para cada
cenário – um aumento de aproximadamente 22,43% face à média de valores das soluções da po-
pulação inicial.
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Figura 5.9: Gráfico com o valor dos indivíduos da população do Algoritmo Genético, para cada
iteração.
Para chegar ao cenário final, foram necessárias 7 iterações. Na primeira iteração, dado que o
conhecimento do agente ainda é nulo, foi necessário realizar 15 simulações para testar a população
inicial, mais uma para cada um dos 5 descendentes gerados. Para cada uma das iterações seguintes
apenas foi necessário testar os 5 novos cenários obtidos por cruzamento. Na eventualidade de um
cenário gerado ser igual (i.e. ter o mesmo conjunto de seleções) a um cenário já existente e testado
da população, este não necessita de ser simulado pois o agente já conhece o seu valor. Desta
forma, o AG necessitou de realizar, no máximo, 50 simulações para atingir uma solução melhor
do que as atingidas pelos três algoritmos anteriores em, no máximo, 800 simulações.
Comparando as visualizações de uma das soluções iniciais e da solução final da execução
do AG (figura 5.10) torna-se agora claramente percetível uma tendência para o agrupamento das
seleções numa região específica do modelo. É nessa região que, de acordo com as simulações
efetuadas, se encontram as células de melhor qualidade pelo que as seleções efetuadas sobre as
mesmas prevaleceram no genoma da população do algoritmo. É interessante observar que grande
parte das seleções da solução final encontram-se na região que é atribuída por defeito para a criação
de ostras (ver figura 3.2), o que significa que essa deverá efetivamente ser a melhor zona da baía
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para o cultivo dessa espécie de bivalve.
Figura 5.10: Representação gráfica de um dos cenários da população inicial e da solução final do
Algoritmo Genético. As seleções estão representadas como quadrados brancos desenhados sobre
as regiões onde é permitido o cultivo.
5.1.5 Guided Local Search
A GLS foi testada alojando instâncias dos quatro algoritmos anteriores, com as mesmas pa-
rametrizações apresentadas mas reinicializando as suas memórias a longo prazo. Cada um dos
algoritmos foi programado para interromper a sua execução sempre que não conseguisse aprimo-
rar a melhor solução após três iterações consecutivas. Essas interrupções têm o intuito de permitir
que a GLS analise a melhor solução encontrada até ao momento pelo algoritmo alojado e, com
base na memória a longo prazo, determine qual a seleção do cenário que deverá ser penalizada,
antes de retomar a sua execução.
O valor inicial para o parâmetro λ do algoritmo foi de 0,02565, calculado com base na fórmula
proposta pelos criadores da meta-heurística [VTGK03], λ = α× g(s∗)N , com α = 1 para que seja
dada uma importância de 100% ao valor das penalizações, N = 90 seleções e usando como s∗ uma
solução aleatória de valor 2.308298. A GLS foi configurada para recalcular λ dinamicamente.
Para tal, cada vez que o algoritmo alojado termine a sua execução, λ assume o valor g(s∗)90 , onde s∗
é a melhor solução encontrada.
Nas subsecções seguintes apresentam-se os resultados obtidos com a aplicação da GLS sobre
cada um dos algoritmos base do agente.
5.1.5.1 Hill Climbing
A aplicação do algoritmo GLS sobre HC partiu de um cenário inicial gerado aleatoriamente,
de valor 2,30193 cm. Após 800 iterações do algoritmo alojado registou-se um melhoramento de
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13,9%, mais 2% do que o registado na execução independente do algoritmo HC. Na figura 5.11 é
possível observar o valor das soluções do algoritmo alojado para cada iteração.
Figura 5.11: Gráfico com o valor da solução atual e da melhor solução para cada iteração do
algoritmo Hill Climbing alojado na meta-heurística Guided Local Search.
Cada vez que o algoritmo alojado executou três iterações sucessivas sem encontrar uma so-
lução candidata melhor do que a solução atual, este terminou a sua execução. A GLS recorreu
ao conhecimento empírico do agente para determinar a qualidade média das seleções do melhor
cenário explorado. Com esses valores e tendo também conhecimento acerca de quais as seleções
que já foram penalizadas o agente determinou aquela cuja penalização teria mais utilidade. Uma
vez penalizada a seleção, o algoritmo alojado retomou a sua execução, avaliando os cenários tendo
em conta o valor de todas as penalizações.
Desta forma, a GLS permitiu que o agente fosse aprendendo quais são as características que
prejudicam o valor dos cenários e pôde orientar a sua pesquisa dando mais valor a soluções que
não as apresentem.
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Figura 5.12: Gráfico com o valor da melhor solução, com e sem as penalizações, para cada iteração
do algoritmo Hill Climbing alojado na meta-heurística Guided Local Search.
Na figura 5.12 apresenta-se a evolução do valor da melhor solução com e sem as penalizações
efetuadas. Quando não há penalizações (como acontece nas primeiras 50 iterações) ou quando
a melhor solução não possui nenhuma característica penalizada, as duas linhas sobrepõem-se. A
penalização de uma característica do cenário é visível no gráfico como uma descida instantânea
da linha azul tracejada. Subidas instantâneas dessa linha significam transições para cenários que
apresentem menos características penalizadas. Tal é um indicador de como a aprendizagem re-
alizada pelo agente relativamente a quais as características a evitar nas soluções pode realmente
auxiliar o processo de otimização a atingir soluções melhores. Uma boa ideia para potenciar esse
conhecimento seria o desenvolvimento de uma estrutura de vizinhança que desloca a seleção mais
penalizada de um cenário para uma célula vizinha.
Excetuando essas subidas e descidas instantâneas, a linha azul tracejada segue o mesmo com-
portamento da linha verde contínua, o que é expectável dado que a primeira corresponde à função
h(s) = g(s)− λ ×∑(pi× Ii(s)) e a segunda à função g(s) da GLS [VTGK03]. Cada ponto de
h(s) consiste numa translação vertical do ponto de g(s), cuja magnitude é função do valor das
penalizações aplicadas sobre as características de s.
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No gráfico é visível que grandes melhoramentos, como aqueles registados perto das iterações
200 e 400 estão acompanhados de transições para cenários sem seleções penalizadas.
No final, a solução retornada foi aquela que de entre todas as exploradas possuía um melhor
valor, independentemente das penalizações.
5.1.5.2 Simulated Annealing
A aplicação da GLS sobre Simulated Annealing teve início com um cenário gerado aleatoria-
mente e de valor 2,28367 cm. Após 800 iterações do algoritmo alojado, este retornou um cenário
de valor 2,54421 cm, o que corresponde a um aumento de 11,41% – apenas mais 0,09% do que a
execução independente do SA. A figura 5.13 apresenta os resultados obtidos ao longo do processo
de otimização.
Figura 5.13: Gráfico com o valor da solução atual, melhor solução e temperatura para cada iteração
do algoritmo Simulated Annealing alojado na meta-heurística Guided Local Search.
É visível que o algoritmo, ao contrário do que aconteceu na execução independente do SA,
aceitou transitar para soluções piores ao longo de todo o processo de otimização. Tal deve-se ao
facto de a GLS reiniciar a execução do SA alojado cada vez que este permaneça três iterações
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consecutivas sem melhorar a solução. Em cada reinício, o SA voltou a assumir a temperatura
inicial. Essa inconstância causada no valor da temperatura e o facto de tal levar a que o algoritmo
permanecesse mais tempo a explorar piores soluções pode estar por detrás do pior rendimento do
mesmo quando comparado com os resultados obtidos aplicando GLS sobre HC.
No gráfico da figura 5.14 apresenta-se a evolução do valor da melhor solução com e sem as
penalizações. É visível que o número de penalizações efetuadas é superior ao que foi observado na
execução da GLS com HC (ver figura 5.12). Tal deve-se à natureza evidenciada pelo SA que lhe
permite aceitar probabilisticamente transições para soluções de qualidade inferior. Cada transição
para uma solução pior é tida como um não melhoramento e após três iterações sem melhorar
a solução o SA terminou a sua execução para que a GLS possa aplicar uma penalização. Isto
resultou num maior número de terminações precoces do algoritmo alojado, o que por vez sua teve
como consequência a atribuição de um maior número de penalizações.
Figura 5.14: Gráfico com o valor da melhor solução, com e sem as penalizações, para cada iteração
do algoritmo Simulated Annealing alojado na meta-heurística Guided Local Search.
A atribuição de um maior número de penalizações face à execução da GLS sobre HC não foi
todavia sinónimo de melhores resultados: a aplicação de GLS sobre HC, obteve um melhoramento
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2% superior do que a execução singular do HC, enquanto que a aplicação de GLS sobre SA apenas
resultou num melhoramento superior em apenas 0,09% face à execução singular de SA.
5.1.5.3 Tabu Search
A aplicação da GLS sobre TS teve início com um cenário gerado aleatoriamente e de valor
2,34471 cm. Após 200 iterações do algoritmo alojado, o cenário retornado tinha um valor de
2,61452 cm, registando um aumento de 11,5%.
Mais uma vez, a implementação do TS do agente permitiu que este seguisse uma abordagem
menos gananciosa do que a sua implementação padrão, considerando a possibilidade de efetuar
transições para cenários candidatos no sentido inverso ao da otimização. Tal aconteceu em 18 das
200 iterações, tendo a média da diferença entre os valores desses cenários e o do melhor sido de
0,00051 cm. Dada a escala do gráfico da figura 5.15, as duas linhas aparentam estar sobrepostas
em todos os seus pontos de abcissa. O gráfico da figura 5.16 apresenta os resultados obtidos para
o intervalo de iterações entre 90 e 110. Nele são visíveis três situações onde a pesquisa aceitou
transitar para soluções de pior qualidade.
Figura 5.15: Gráfico com o valor da solução atual e melhor solução para cada iteração do algoritmo
Tabu Search alojado na meta-heurística Guided Local Search.
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Apesar da ocorrência de transições em sentido inverso ao da otimização, o algoritmo não
chegou a efetuar três iterações consecutivas sem melhoramento da solução. Por essa razão, a GLS
não efetuou quaisquer penalizações sobre as seleções dos cenários, o que resultou numa influência
nula desta sobre o seu algoritmo alojado.
Figura 5.16: Ampliação do gráfico da figura 5.15, para as iterações entre 90 e 110 com a represen-
tação do valor das soluções candidatas de cada uma delas.
5.1.5.4 Algoritmo Genético
A abordagem trazida pelo uso da GLS com um algoritmo de pesquisa populacional necessitou
de um tratamento diferente daquelas que usaram algoritmos de pesquisa individual. Cada vez que
a população se tornou uniforme ou que não foi possível obter uma solução de melhor qualidade
após 3 iterações a GLS, para além de penalizar um atributo da melhor solução adicionou 5 novos
indivíduos, gerados aleatoriamente, à população do AG alojado para lhe introduzir variabilidade
genética antes de recomeçar a sua execução.
A execução partiu de uma população aleatória de 15 indivíduos cuja média de valores era de
2,50896 cm. No final observou-se um melhoramento de 22,52% face a esse valor médio, com o
melhor indivíduo a possuir um valor de 3,07447 cm. Desta forma, a aplicação da GLS sobre o AG
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permitiu um melhoramento apenas 0,09% superior ao encontrado pela execução independente do
AG.
O uso de GLS sobre um AG permitiu que, uma vez atingido um ótimo local (como aconteceu,
por exemplo, na sétima iteração onde a população se tornou uniforme), se penalizassem os genes
(seleções) com menor contributo dos melhores indivíduos da população e ao mesmo tempo se
introduzissem novos indivíduos de modo a testar a possibilidade de valorizar outros genes. Nas
iterações seguintes, dado que a função de avaliação foi alterada, o indivíduo que até ao momento
era o mais apto, pode deixar de o ser, dando lugar a outros. Permitiu-se assim o teste a um maior
leque de combinações genéticas e afinar as melhores soluções ao favorecer o desaparecimento das
piores características dos melhores indivíduos.
Figura 5.17: Gráfico com o valor dos indivíduos da população do Algoritmo Genético alojado na
meta-heurística Guided Local Search, para cada iteração.
No gráfico da figura 5.17 é possível observar que, uma vez uniformizada a população, esta
recebe um conjunto de novos indivíduos. As penalizações efetuadas sobre os atributos menos
úteis dos melhores cenários levou a que, por vezes, indivíduos com melhor valor deixassem de
fazer parte da população e dessem lugar a outros de qualidade inferior. Tal pode ser verificado
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na ampliação apresentada pela figura 5.18 onde, devido às penalizações efetuadas sobre os seus
genes, o cenário de valor 3,07447 deixou de ser considerado como o melhor e foi eliminado,
dando lugar a outros indivíduos de pior qualidade. Note-se que a GLS continua apesar disso a ter
conhecimento sobre qual o cenário que, até ao momento, foi efetivamente o melhor.
Figura 5.18: Ampliação do gráfico da figura 5.17, para as iterações entre 20 e 29.
Na primeira iteração foram necessárias 15 simulações para testar a população inicial, mais 5
para cada um dos cenários gerados por crossover. Nas iterações seguintes apenas foi necessário
testar os 5 cenários resultantes do cruzamento. Em cada uma das 5 iterações correspondentes a rei-
nícios da execução do AG foi necessário testar, para além dos 5 descendentes, os 5 cenários aleató-
rios introduzidos na população. Tendo em conta que alguns dos cenários gerados ou introduzidos
podem já ter sido testados pelo agente, foram necessárias no máximo 20+(5×5)+(32×5) = 205
simulações ao longo das 33 iterações do algoritmo.
Um dos problemas do operador de crossover do AG implementado era o de considerar as se-
leções individuais como sendo os genes dos indivíduos, o que leva a que as seleções de melhor
valor sejam escolhidas na geração dos descendentes, não havendo no entanto nenhuma influência
da combinação que estas seleções exercem como um todo no resultado final. Com a GLS foi
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possível, ao adaptar a função de fitness, dar a hipótese a piores seleções e testar novas combina-
ções de células que, apesar de individualmente possuírem um menor valor, podem obter melhores
resultados como um todo. Apesar de se ter assim contrariado um dos problemas do operador de
cruzamento implementado, a aplicação de GLS sobre o AG não trouxe um melhoramento signifi-
cativo face ao uso do AG de forma independente.
5.1.6 Síntese e Discussão
Os três algoritmos de pesquisa individual, quando executados de forma independente, obti-
veram desempenhos relativamente próximos, melhorando a solução inicial em aproximadamente
11%.
A abordagem populacional trazida pelo AG implementado foi capaz de atingir resultados su-
periores aos outros três algoritmos e recorrendo a um menor número de simulações. Com apenas
50 simulações o algoritmo foi capaz de convergir para uma solução melhor do que qualquer uma
encontrada pelos outros três com 800 simulações. O AG foi capaz de partir de uma população
inicial aleatória e melhorar o valor médio da mesma em 22,43%. A sua eficácia deve-se principal-
mente ao facto de cada cruzamento resultar num cenário com as melhores seleções de entre todas
as presentes nos cenários intervenientes. O facto de se partir de um conjunto aleatório de solu-
ções permite ao agente obter conhecimento sobre a qualidade de um grande conjunto de seleções
de entre as quais as melhores acabam por ser combinadas numa boa solução final. As operações
de mutação tornam possível o teste a combinações genéticas diferentes, com genes que não se
encontravam em nenhum indivíduo da população inicial.
A aplicação de GLS auxiliou o algoritmo HC a atingir resultados 2% melhores do que a sua
execução singular. Ao aplicar a meta-heurística sobre o algoritmo SA obteve-se um melhoramento
pouco significativo, possivelmente devido ao facto de o algoritmo ter voltado a assumir o valor da
temperatura inicial de cada vez que a GLS interrompeu a sua execução. Tal resultou numa otimi-
zação que, apesar de ser menos gananciosa, não conseguiu atingir um resultado significativamente
superior à execução independente do SA.
A influência da GLS sobre o algoritmo TS revelou-se nula dado que o mesmo nunca perma-
neceu 3 iterações consecutivas sem melhorar a sua solução atual, pelo que a GLS não efetuou
quaisquer penalizações. É possível que a GLS apenas tenha influência sobre o TS caso este se
encontre ou inicie numa solução que consista num ótimo local, de tal modo a que o algoritmo
tenha dificuldades em encontrar soluções vizinhas de melhor valor, embora sejam necessárias ex-
periências para comprovar tal suposição.
Finalmente, o uso de GLS sobre o AG permitiu obter o melhor cenário de exploração de entre
todas as experiências (3,07447 cm de crescimento médio de comprimento de concha das ostras),
ainda que a diferença entre este e o encontrado pela execução independente do AG seja de apenas
0,0024 cm. A GLS permitiu ao AG por um lado o teste de novos genes, dados pela introdução
de novos indivíduos de cada vez que a população do algoritmo se uniformizasse, e por outro
a modificação da função de avaliação (fitness) em tempo real, que permitiu a diversificação da
pesquisa dando oportunidade de sobrevivência a soluções diferentes das exploradas até então. O
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facto de a combinação GLS e AG não encontrar soluções muito melhores do que a encontrada pelo
AG de forma independente, indicia que, dada a configuração experimental descrita e considerando
que a referida combinação auxilia os algoritmos de pesquisa a abandonar ótimos locais [VT95], a
solução encontrada pelo AG encontrava-se já próxima da ótima.
A tabela 5.1 resume o desempenho dos quatro algoritmos implementados, com e sem GLS.
Valor da Solução Melhoramento
Algoritmo Inicial Final Total Por Iteração Por Simulação
HC 2,37715 cm 2,64067 cm 11,09% 0,0139% 0,0139%
SA 2,31570 cm 2,57783 cm 11,32% 0,0142% 0,0142%
TS 2,28628 cm 2,55707 cm 11,80% 0,0590% 0,0148%
AG 2,50927 cm 3,07207 cm 22,43% 3,2043% 0,4984 %
GLS
HC 2,30193 cm 2,62090 cm 13,9% 0,0174% 0,0174%
SA 2,28367 cm 2,54421 cm 11,41% 0,0143% 0,0143%
TS 2,34471 cm 2,61452 cm 11,50% 0,0575% 0,0144%
AG 2,50896 cm 3,07447 cm 22,52% 0,6824% 0,1099%
Tabela 5.1: Valor das soluções inicial e final e melhoramento total, por iteração e por simulação
de cada um dos quatro algoritmos base e para a aplicação da meta-heurística Guided Local Search
sobre eles. No caso dos algoritmos genéticos, o valor da solução inicial é a média dos valores dos
indivíduos das populações iniciais.
Os melhores cenários encontrados revelaram uma tendência para concentrar as suas seleções
na região que é por defeito atribuída às ostras e na sua vizinhança. Tal leva a crer que, de acordo
com os resultados das simulações, a disposição espacial já praticada para a cultura de ostras está
realmente situada próxima da melhor zona possível na baía.
Duas experiências semelhantes foram realizadas em [Per10] onde, recorrendo a simulações
de um mês, 60 células de cultivo de ostras foram distribuídas por quatro regiões, cada uma com
88 células (8 colunas por 11 linhas). Na primeira experiência, duas regiões B e C partilhavam a
mesma longitude, enquanto que na segunda outras duas, ”inner” e “outer” partilhavam a mesma
latitude. No final os resultados (apresentados na figura 5.19) indicaram que a região central da
baía era e melhor candidata para o cultivo de ostras.
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Figura 5.19: Adaptação da representação gráfica dos resultados obtidos para duas experiências de
[Per10] ao distribuir 66 células de cultivo de ostras por duas regiões. Na primeira foram distribuí-
das por “inner” e “outer” e na segunda por B e C.
A experiência realizada nesta dissertação permitiu a escolha de um maior número de seleções
por um maior conjunto de células. Quer esta experiência quer as referidas testaram os cenários
com simulações de um mês. Todavia, a desta dissertação avaliou os cenários através de inspeções
para determinar o crescimento médio do comprimento médio de concha, enquanto as referidas os
avaliaram através de ações de colheita. Apesar da diferença procedimental, os resultados de ambas
as experiências apontam na mesma direção.
Com recurso à interface gráfica do agente e ao conjunto de ficheiros de conhecimento gerados
nesta experiência foi possível visualizar a perceção com que o agente ficou relativamente à qua-
lidade de cada célula. Na figura 5.20 é possível visualizar quais as células tidas como de melhor
qualidade após a execução da GLS sobre o AG. A qualidade de uma célula é dada pelo valor médio
do crescimento do comprimento de concha das ostras, tendo em conta todas as simulações onde
esta foi selecionada. Na visualização gráfica apresentada, a qualidade relativa das células pode ser
visualizada através de uma gradação tons cinzentos que vai desde o preto (pior qualidade) até ao
branco (melhor qualidade).
A imagem confirma a tendência detetada no processo de otimização da experiência desta dis-
sertação e no da experiência realizada em [Per10], com as células da região que é atribuída por
defeito às ostras e em torno desta a apresentar melhor qualidade para o cultivo desse tipo de bi-
valve.
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Figura 5.20: Representação gráfica da qualidade média das células de cultivo, percecionada pelo
agente após executar o algoritmo Guided Local Search sobre o Algoritmo Genético.
5.2 Otimização da Densidade de Cultivo das Ostras
Esta experiência consiste em otimizar a densidade de cultivo das ostras da espécie Crassostera
gigas, sob o ponto de vista do aquicultor, num contexto de multi-cultura onde para além de ostras
se cultiva também vieiras da espécie Chlamys farreri. O aumento da densidade de cultivo, ao inse-
rir um maior número de indivíduos no ecossistema, tem efeito sobre a qualidade da produção visto
que o desenvolvimento dos bivalves depende da quantidade de alimento disponível, provenientede
fontes que podem incluir a ressuspensão bentónica e/ou produção primária [DMH+03].
O objetivo é encontrar um valor para a densidade a partir do qual o seu aumento deixa de trazer
benefícios para o aquicultor. Para tal, ambas as espécies de bivalve foram cultivadas em todas as
células das regiões que lhes são atribuídas por defeito (cf. figura 3.2). De seguida, o agente foi
incrementando a densidade de cultivo de todas as células de ostras e testando os resultados.
Para a tarefa foi usado o algoritmos HC com acesso a 2 simuladores e partindo de um cenário
inicial onde as ostras e as vieiras são cultivadas com as densidades 15 e 56 indivíduos por metro
quadrado, respetivamente.
De modo a simular um ciclo realista de cultivo de bivalves, conforme descrito em [DMH+03],
as ações de semeio e colheita foram realizadas nas seguintes datas de simulação e com as seguintes
restrições:
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• Ostras:
– Semeio: 15 de Abril de 1999;
– Colheitas: 15 de Novembro de 1999, 29 de Fevereiro, 31 de Março e 1 de Maio de
2000;
– Comprimento mínimo de concha para colheita: 7 cm.
• Vieiras:
– Semeio: 15 de Outubro de 1999;
– Colheitas: 31 de Maio e 1 de Julho de 2000;
– Comprimento mínimo de concha para colheita: 4,5 cm.
A data inicial da simulação foi o dia 1 de Janeiro de 1999. O tempo total simulado foi de
um ano e meio, o equivalente a 1670400 passos de simulação. O computador utilizado possuía
um processador Intel Core 2 Duo E8500 @ 3,16 GHz e 4 GB de memória RAM. O ambiente
de execução foi o sistema operativo de 32 bits Windows 7 Professional. Nestas condições cada
simulação levou em média 5 horas e 30 minutos.
Inicialmente a densidade de cultivo das ostras foi incrementada em 10 ind./m2 a cada iteração.
Todavia, dada a duração das simulações e a consequente demora em atingir o ponto de saturação
esperado, a densidade passou a ser incrementada em 100 ind./m2 a partir do valor 355 ind./m2. A
densidade foi variada entre os valores 15 e 6655, o que resulta em 89 iterações – uma duração total
aproximada de 244 horas e 45 minutos para o processo de otimização.
A figura 5.21 demonstra de que forma variou a massa total colhida de ostras e vieiras (em
milhares de toneladas) em função dos sucessivos aumentos de densidade.
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Figura 5.21: Gráfico com a massa total, em milhares de toneladas, de ostras (linha contínua a azul,
eixo vertical principal) e vieiras (linha tracejada vermelha, eixo vertical secundário) colhida em
função da densidade de cultivo das ostras.
De acordo com a experiência efetuada pelo agente, a densidade de cultivo das ostras pode
ser incrementada até ao valor 2755 ind./m2 sem que tal resulte numa descida da massa de ostras
colhida. Tal significa que, de acordo com o modelo usado, dada a configuração experimental e
tendo em conta as ações efetuadas pelo agente, a partir desse valor a quantidade de ostras que
atinge o tamanho mínimo para colheita diminui de tal forma que a massa total colhida também
diminui.
O aumento da densidade de cultivo para as ostras teve também como consequência a diminui-
ção dos resultados da colheita das vieiras. Como foi atribuído o mesmo valor económico às duas
espécies de bivalve e como o aumento sentido na produção de ostras foi superior à diminuição
sentida na produção de vieiras, o agente optou por aumentar a densidade até que a massa colhida
de ostras parasse de aumentar. De seguida continuou a testar novas soluções candidatas, obtidas
por incrementos sucessivos da densidade, sem que nenhum resultado se apresentasse superior. A
ordem de paragem foi dada manualmente.
95
Experiências e Resultados
5.3 Sumário
Neste capítulo foram apresentados os resultados de duas experiências, cada uma delas ligada
a um dos subproblemas em que o problema de otimização desta dissertação foi dividido.
Para o primeiro problema, foram usados os quatro algoritmos de otimização implementados
para determinar a melhor distribuição espacial das células de cultivo de ostras, de entre todas as
regiões onde é permitida a aquacultura. Os algoritmos HC, SA e TS obtiveram desempenhos
semelhantes, tendo sido capazes de melhorar cenários iniciais aleatórios em aproximadamente
11%, com 800 simulações. O AG conseguiu por seu turno resultados bastante superiores, tendo
atingido soluções 22,43% melhor do que a média da população inicial com que foi instanciado em
apenas 50 simulações.
O uso da meta-heurística GLS permitiu ao agente favorecer cenários que não apresentassem
certas características que o seu conhecimento empírico revelou como sendo prejudiciais ou de
fraco contributo. A GLS resultou num aumento do desempenho dos algoritmos HC e SA, mas não
teve influência sobre o algoritmo TS. A combinação de GLS com AG encontrou o melhor cenário,
ainda que o melhoramento trazido pela meta-heurística sobre o algoritmo de pesquisa não tenha
sido significativa.
Os cenários obtidos sugerem que a região central da baía de Sungo é a melhor para a prática
da criação de ostras, à semelhança do que foi concluído em [Per10].
Para o segundo problema, o agente foi usado no teste da capacidade de carga do ecossistema
relativamente à densidade de cultivo das ostras. Apesar dos resultados obtidos diferirem daqueles
apresentados em [DMH+03], demonstram a capacidade do agente para, recorrendo a simuladores
e a um modelo ecológico, determinar o valor a partir do qual o aumento da densidade de cultivo
deixa de resultar em maiores proveitos.
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Capítulo 6
Conclusões e Trabalho Futuro
Neste capítulo pretende-se transmitir uma total compreensão desta dissertação através da apre-
sentação de um resumo do trabalho realizado e dos resultados obtidos assim como da apreciação da
satisfação dos objetivos. No final são apresentadas algumas recomendações para trabalho futuro.
6.1 Satisfação dos Objetivos
Este documento apresentou um agente otimizador capaz de recorrer a simuladores ecológicos
para determinar qual a melhor localização para as células de cultivo de bivalves num ecossistema
costeiro e qual a sua capacidade de carga relativamente à intensidade de cultivo.
O agente foi desenvolvido de raiz para esta dissertação, trazendo consigo implementações
para os algoritmos HC, SA, TS e AG diferentes das apresentadas em [PRD07]. A meta-heurística
GLS foi utilizada com o intuito de guiar esses quatro algoritmos ao penalizar as características
das soluções que menos contribuem para o seu valor, tendo em conta o conhecimento empírico do
agente. Permitiu-se assim que o agente aprendesse quais as características que devem ser evitadas
de modo a chegar a melhores soluções.
Para o teste do agente foi utilizado um modelo validado da baía de Sungo, na República Po-
pular da China, onde se cultivam ostras, vieiras e algas. Sobre este modelo, o agente efetuou duas
experiências distintas:
• Partindo de uma solução aleatória, determinar a melhor distribuição de regiões de cultivo
para as ostras num contexto de monocultura;
• Para uma dada distribuição de células, determinar qual a densidade máxima de cultivo de
ostras suportada pelo ecossistema tendo em conta as limitações quanto ao comprimento
mínimo que os bivalves devem atingir para ser colhidos, num contexto onde se cultivam
quer ostras, quer vieiras.
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Para a primeira experiência os resultados obtidos pelo agente convergiram no sentido de gerar
cenários de exploração semelhantes ao que era realmente praticado na baía de Sungo nos anos
1999 e 2000 [DMH+03]. Simulando essa distribuição real, o crescimento médio de comprimento
de concha das ostras é de aproximadamente 2,84383 cm. A melhor solução encontrada pelo
agente apresentou um crescimento médio de 3,07447 cm. Desta forma, com recurso ao agente
e dadas as condições experimentais proporcionadas pelo simulador EcoDynamo e o modelo da
baía de Sungo, foi possível encontrar uma distribuição espacial para as células de cultivo de ostras
onde, no mês simulado, o crescimento dos bivalves foi 8,11% melhor do que aquela apresentada
em [DMH+03] como sendo a distribuição real (ver figura 6.1). Os resultados obtidos levantam
questões sobre até que ponto poderá ser prática e viável a modificação da distribuição das células
de cultivo atual de modo a ir ao encontro da solução apresentada para obter um crescimento de
bivalves 8% superior.
Figura 6.1: Representação gráfica da distribuição espacial padrão para o cultivo de ostras (à es-
querda) e da melhor distribuição encontrada pelo agente com recurso à meta-heurística Guided
Local Search aplicada sobre um Algoritmo Genético. O crescimento médio do comprimento de
concha das ostras simulado foi de 2.84384 cm e 3,07447 cm, respetivamente.
Dos quatro algoritmos utilizados para a experiência o Algoritmo Genético foi aquele que apre-
sentou melhores resultados tendo sido capaz de, partindo de uma população inicial de 15 cenários
aleatórios, chegar a um cenário 22,43% melhor do que o valor médio dessa população inicial em
apenas 7 iterações.
Nas otimizações efetuadas, uso de GLS teve efeitos benéficos relevantes sobre o algoritmo
HC, melhorando a sua execução em 2%, enquanto que o efeito positivo trazido pela aplicação
de GLS sobre o SA fui muito pequeno (0,09 % de melhoramento face à execução independente
do SA). Em contrapartida, o efeito exercido pela GLS sobre o algoritmo TS foi nulo visto que,
na experiência realizada, o segundo nunca permaneceu três iterações consecutivas sem conseguir
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melhorar a sua solução, o que teve como consequência a não atribuição de penalizações por parte
da GLS.
A combinação de AG com GLS foi a que encontrou o melhor cenário da experiência (repre-
sentado à direita na figura 6.1), ainda que a diferença de valor entre ele e o cenário encontrado
pela execução singular do AG seja mínima.
Na segunda experiência concluiu-se que, dadas a configuração experimental definida para a
simulação – cultivo de ostras em 90 células, vieiras em 98 e ausência de algas do tipo Lamina-
ria japonica – e as condições oferecidas pelo simulador e modelo disponibilizados, é possível
aumentar a densidade de cultivo das ostras para 2755 ind./m2. Tal significa que, até esse ponto,
a quantidade de ostras que atinge o tamanho mínimo para colheita é tal, que compensa sempre
ao aquicultor depositar um maior número de bivalves na área de cultivo. A partir desse valor, o
aumento do número de ostras depositadas por metro quadrado deixa de resultar num maior valor
da massa de bivalves colhida.
O valor encontrado para a densidade difere daquele apresentado em [DMH+03] onde apenas
é considerado compensatório aumentar a densidade de cultivo até ao dobro da densidade standard
de 59 ind./m2. Todavia, na experiência do artigo foi também simulado o cultivo de algas, pelo que
as configurações experimentais diferentes não permitem a comparação de valores. No entanto,
em ambas as experiências é observável a tendência para um rápido aumento seguido de um pico
e posterior decrescimento da massa de bivalves colhida à medida que a densidade é aumentada.
O aperfeiçoamento da cultura de uma espécie passa pela descoberta desse pico, pelo que o agente
conseguiu cumprir esse seu desígnio para a configuração experimental em que foi inserido.
Foi também possível observar que o aumento da densidade para as ostras teve um efeito ne-
gativo imediato na produção de vieiras. Porém, como o aumento da colheita de ostras foi sempre
superior à diminuição sentida na colheita de vieiras e a ambas foi atribuído o mesmo valor eco-
nómico, o agente considerou como vantajoso continuar a aumentar a densidade. A atribuição de
valores económicos diferentes, ou a otimização simultânea da densidade das duas espécies po-
deria ter levado a soluções diferentes mas, no tempo disponível, não foi possível realizar mais
experiências.
Desta forma o agente conseguiu, com base nos resultados obtidos a partir de simulações,
cumprir o propósito para que foi desenhado, tendo sido capaz de por um lado determinar um
melhor conjunto de atribuições de regiões para o cultivo de bivalves do que aquele praticado na
baía e, por outro, de aumentar a intensidade de cultivo até ao máximo suportado pelo ecossistema.
6.2 Trabalho Futuro
Mais experiências são necessárias no sentido de suportar os resultados desta dissertação. De
seguida apresenta-se algum trabalho futuro para consolidar os resultados obtidos.
Seria interessante repetir a primeira experiência recorrendo a simulações de ciclos completos
de cultura de bivalves, em vez de simulações de um mês, e recorrendo a ações de colheita em
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vez de inspeção. A experiência poderia também ser realizada em contexto de monocultura mas
otimizando a distribuição das células para cultivo de vieiras.
A segunda experiência poderia ser repetida tendo em consideração a presença de algas da
espécie Laminaria japonica no ecossistema para que os resultados possam ser comparados com
[DMH+03].
No início da escrita desta dissertação, estava disponível, para além do modelo da baía de
Sungo, um modelo da Ria Formosa (Algarve). No entanto, dada a sua complexidade, as simula-
ções com esse modelo levam demasiado tempo, pelo que o seu uso em processos de otimização
é pouco oportuno. Na presença de um modelo validado e cuja simulação seja mais rápida, será
importante testar o agente sobre ele.
Os resultados obtidos pelo agente deverão ser confrontados com dados reais. Depois de confir-
mada a funcionalidade do agente, este poderia ser usado em processos de decisão reais, auxiliando
o teste e a definição de novas regiões para aquacultura em outros locais.
Desenvolvimento adicional para o agente passaria por completar e melhorar a interface gráfica
e pela implementação e teste de novas estruturas de vizinhança, mais propriamente de uma que
potencie o conhecimento obtido acerca da qualidade individual das células e das penalizações
sobre elas efetuadas. Na fase final desta dissertação foi implementada uma estrutura de vizinhança
que desloca uma seleção, cuja escolha tem em conta o seu valor conhecido e as penalizações
efetuadas, para uma célula vizinha. No entanto, não houve disponibilidade temporal para a testar.
Desenvolvimento futuro no contexto da plataforma EcoSimNet passaria pelo desenvolvimento
de mais agentes, cada um representando diferentes stakeholders com intenções distintas para o
ecossistema – um aquicultor deseja obter o máximo lucro na sua atividade enquanto que uma au-
toridade ambiental deseja manter os níveis de qualidade do ecossistema e uma autoridade turística
pode estar interessada, por exemplo, na qualidade da água do mar para a prática balnear. Os agen-
tes poderiam negociar entre si, defendendo diversos cenários, ou então os seus cenários poderiam
ser usados num sistema de apoio à decisão, de modo a chegar-se a um consenso que maximize a
utilidade total.
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Anexo A
Interface Gráfica
Apresentam-se aqui algumas capturas de ecrã (printscreens) da interface gráfica desenvolvida
para o agente. A interface permite o uso de grande parte das funcionalidades implementadas, sendo
particularmente útil para gravar e carregar dados a partir de ficheiros, desenhar representações
gráficas do modelo, parametrizar e executar algoritmos de otimização, e visualizar os cenários
explorados.
Figura A.1: Janela principal do agente, onde é possível aceder a funcionalidades como ligar/-
desligar a simuladores, configurar o modelo e a experiência, executar tarefas de otimização ou
visualizar o conhecimento do agente.
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Figura A.2: Janela de configuração do modelo onde é possível ler a morfologia e as espécies a
partir do simulador ou de um ficheiro. É também possível definir quais as espécies a usar, as
regiões onde estas podem ser cultivadas e o número de seleções a efetuar, entre outros parâmetros.
102
Interface Gráfica
Figura A.3: Janela para a configuração experimental, onde se pode definir o número de passos de
simulação e o tipo de avaliação feita aos cenários.
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Figura A.4: Janela para a criação de um algoritmo Simulated Annealing, onde se pode parame-
trizar o mesmo (número de iterações, cenário inicial, temperatura, taxa de arrefecimento, etc.),
estimar uma temperatura inicial, especificar o uso ou não de conhecimento e o registo ou não de
resultados num ficheiro. Uma vez criada uma instância do algoritmo, este pode ser executado.
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Figura A.5: Execução de uma otimização recorrendo a Hil Climbing. Uma janela mostra o pro-
gresso da otimização (medido pelo número de iterações efetuadas) e outra apresenta uma repre-
sentação gráfica do cenário atual do algoritmo.
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Figura A.6: Janela para a visualização do conhecimento do agente. É possível carregar e guardar
objetos Knowledge a partir de ficheiros. Uma vez carregado um objeto Knowledge a interface
apresenta, para cada configuração experimental, a representação gráfica e o valor de todos os
cenários testados pelo agente.
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Figura A.7: Representação da qualidade média das células (escala de cinzentos que vai desde o
preto até ao branco), na janela de visualização de conhecimento do agente. Sobre esta representa-
ção, estão desenhadas as seleções de um cenário explorado pelo agente.
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