Abstract -This paper presents a task migration algorithm for dynamic thermal management of Simultaneous Multi-Threading (SMT) multi-core processors. The unique features of this algorithm include: 1) considering SMT capability of processors for dynamic thermal management via task scheduling, 2) using adaptive task migration threshold, and 3) considering cores physical features. This algorithm is evaluated on a commercial SMT quad-core processor. The experimental results indicate that our technique can significantly decrease the average and peak temperature compared to Linux standard scheduler, and two well-known thermal management techniques.
I. Introduction
As feature size is shrinking, the ability to have processors with larger number of cores is increasing. By the advent of Simultaneous Multi-Threading (SMT), the multi-core processors can exploit more thread-level parallelism by less hardware compared to non-SMT multi-core processors. SMT multi-cores are becoming the main trend in the new generations of processors. However, due to the increased density and complexity of these processors, the SMT multi-cores power consumption is increasing. The high power consumed in a small area die size results in increasing power density and generated temperature. Therefore, expensive processor packaging and cooling equipment are needed to remove hot spots. Moreover, increasing temperature potentially threatens system reliability, decreases both transistor age and transition speed and increases leakage current [1] . Therefore, thermal management at all levels of system design is crucial.
Dynamic Thermal Management (DTM) techniques are proposed to mitigate the aforementioned problems. DTM is a set of techniques that control processor temperature at run-time so that temperature does not go beyond a certain value known as critical temperature threshold. The DTM techniques are available at both hardware (HW) and software (SW) levels. Although HW approaches, such as stop-and-go and Dynamic Voltage and Frequency Scaling (DVFS), decrease temperature significantly, while degrades overall system performance due to longer execution time [1] . On the other hand, software-based DTM techniques such as task scheduling [2] [3] and task migration [4] [5] [6] [7] [8] [9] can reduce the temperature without significant performance degradation and any extra hardware.
Among DTM techniques, some of them are targeting temperature management of SMT processors [2, 3, 6, 7] , while others [4, 5, 8, 9] do not leverage SMT capability. DTM techniques for SMT processors can be divided into two categories: a) algorithms that are proposed and evaluated on simulators [2, 6] , and b) algorithms that are proposed and evaluated on real platforms [3, 7] .
The work of [2] introduces a simulation-based technique for parallel applications, called thread shuffling. This technique dynamically maps threads with similar criticality degrees into the same core and then applies DVFS to non-critical cores which execute fast threads. Their use of local DVFS restricts the proposed algorithm to only a few specific processors. [3] presents a DTM method for commercial single core SMT processors.
Lately, researchers proposed different instruments and algorithms for core and application thermal measurement and prediction to manage processors temperature efficiently. Two well-known methods, named as CMOS thermal sensors and performance-counter-based (software-based) sensors [1] are used to measure and predict processor thermal pattern. Alongside, application thermal profiling and performance counters are other two methods for application thermal categorization [1] . Since application thermal profiling is an offline method, it cannot reflect the real thermal pattern of the processor. Performance counters are usually used for online application temperature prediction, though they are inaccurate [7] . Moreover, reading different performance counters imposes significant overhead on application execution at run-time [1] . Therefore, recent proposed methods model overall core and application temperature with the aid of physical sensor and steady state temperature [8, 9] . Nevertheless, application temperature estimation of off-the-shelf SMT multi-core processors based on only physical temperature sensors is inaccurate, because generally, each core of an SMT multi-core processor has only one physical temperature sensor and it is hardly possible to know the real temperature of each thread.
Recent works predict future temperature of cores to reduce overheat temperature with negligible performance overhead. Their proactive task migration approaches predict the future temperature and manage workload to reduce and balance the temperature before reaching the temperature threshold. PDTM [8] is one of the first attempts that predicts core temperature. The prediction is based on both application thermal and core thermal models. PDTM migrates applications from the possible overheated core to the future coolest core in order to maintain the processor temperature below a threshold temperature. TAS [9] Different cores of a processor do not have similar thermal behavior due to process variation [12] , the temperature effect of neighbor components [4] , and other physical issues [1] . The temperature difference between cores of a processor running the same application can be as much as 10 15 C [8] .
In this paper, we name these phenomena as physical features of cores. It means that the cores of a multi-core processor show different thermal behavior for the same workload.
Motivated by these facts, we propose an algorithm which considers different thermal behavior of cores (physical features of cores) and uses both physical sensors and performance counters simultaneously to improve thermal management of SMT multi-core processors. We utilize physical sensors to estimate and predict the future temperature of the cores and performance counters to classify the applications thermal behavior at runtime. Another unique feature of proposed algorithm is that unlike all other previous algorithms, it has an adaptive migration threshold. To the best of or attempt has been made to implement a thermal-aware task scheduling on a commercial SMT quad-core product (Core i7-3770) under Linux environment considering SMT capability.
-3770 running five to eight benchmarks indicate that our proposed method, PATM (Physical-Aware Task Migration), outperforms Standard Linux scheduler, PTDM, and TAS in reducing average and peak temperatures. The main contributions of this paper are summarized as follows:
We propose a thermal-aware scheduling algorithm for multi-core SMT supported processors based on different thermal behavior of cores due to their physical features.
Our experimental results on commercial processors indicate that our proposed approach, under full workloads, outperforms the Linux standard scheduler and two existing DTM techniques (PDTM, TAS). There is no additional hardware unit required for our prediction model and thermal-aware algorithm. It means that our approach is scalable for all the multicore systems and can be applied to off-the-shelf SMT multi-core products. The remainder of this paper is organized as follows: The preliminaries of our algorithm are presented in Section II. Section III describes our proposed algorithm. Implementation and analysis results are shown in Section IV and final conclusions are drawn in Section V.
II. Preliminary
In this section, the preliminary of proposed algorithm is discussed.
A. Problem description
The system considered in this paper consists of an SMT multi-core processor with N cores, denoted as {core 1 , core 2 , core N } where each core can execute up to two threads simultaneously (two-context SMT cores). It is assumed that each of N cores has a physical thermal sensor. Since in this paper we focus on SMT feature of processors, the number of tasks should be more than the number of the physical cores, thus it is assumed there are N+1 to 2×N tasks for execution. The problem discussed in this paper is how to schedule these tasks among cores dynamically such that the average and peak temperature of the processor can be minimized under minimum performance loss and also temperature does not violate T max . We propose a heuristic method to solve the above problem based on task migration and DVFS. It is assumed that the processor features global DVFS and performance counters. First, we introduce a new temperature prediction method, which predicts the future temperature of a core by considering both cores physical features and workload of the processor. Task migration is activated at critical situations i.e. when there is at least one core that reaches to T thr in less than t res , where T thr is temperature threshold at which tasks are migrated to better cores in order to reduce the temperature, and t res is the response time for the algorithm to decrease the core temperature.
B. Physical features of cores
As mentioned earlier, the temperature of each core of a processor is different from other cores. Table I summarizes our experimental results of running different applications of SPEC2006 benchmark suite, on four different cores of two Intel quad-core (Core i7-2600 and Core i7-3770) processors. This table shows the thermal behavior of cores (at a fixed fan speed) while one core executes an application and others are idle. The reported temperature is the maximum temperature among all four cores (e.g. 71 C is the peak temperature among all four cores of Core i7-2600, when core 3 executes the bzip2).
According to Table I , despite all four cores of Core i7-2600 have the same experimental setup, core 3 and core 1 are always the hottest and coolest cores, respectively. We tried the same experiment with Core i7-3770 and again observed this differential cores thermal behavior. As can be seen in Table I , core 2 and core 3 are the hottest and coolest cores respectively for Core i7-3770. This phenomenon, which we refer it as physical features of multi-core processors, motivated us for our proposed DTM algorithm. In the rest of paper, we fully explain how we take advantage of physical features to enhance the thermal management. 
C. Temperature prediction
Our temperature predictor is modified version of [9] . Let assume T ss as steady state temperature of an application (the steady state temperature of an application is defined as a 293 4A-1 temperature that the system would reach if the application is executed infinitely [8] ). According to [9] the rate of temperature changes is proportional to difference between the current temperature and steady state temperature (Eq. 1): ,
where c is a core-specific constant. We add a new parameter w to Eq. 1 to extract Eq. 2:
,
where w relates to core activity. w is added to reflect the thermal effects of other cores that are active (running applications) which has not been considered in [9] . The value of c, and w are determined offline using Eq. 2 by trying thermal curves corresponding to SPEC2006 benchmarks on the cores and running different number (one to eight applications) of them, simultaneously. Solving Eq. 2, with T (0) =T init and T ( ) =T ss , we have:
.
Assigning T (t) =T thr , we obtain: ,
where, t r is the predicted time when the core reaches T thr . According to our experiments the values of T ss and c are different for each core. Therefore, the value of t r should be calculated for each core. Based on the value of t r the proposed algorithm decides when to start task migration.
III. Proposed Algorithm
This section discusses the proposed algorithm. In the following subsections, different parts of algorithm are fully explained. The flowchart of the proposed algorithm is depicted in Fig. 1 which briefly illustrates the intuituion behind the algorithm. The main parts of the algorithm are: Threshold Management, Temperature Management, and Performance Management. In Threshold Management, T thr is tuned according to both migration frequency (Migration # ) and migration limitation (Migration limit ). Migration limit is the maximum allowable task migration that can happen during specific iterations of the algorithm. Migrating more than Migration limit degrades performance and increases temperature due to the Ping-Pong effect [1] . In Temperature Management it is checked if cores are in critical situations. If so, the algorithm reschedules and migrates tasks, based on both application and core temperatures. After rescheduling, t r for all cores are calculated, and if there is still any core in critical situations, it decreases the processor frequency (f cur ) to prevent violating T max . In Performance Management, the goal is to minimize the performance degradation. In this phase, if the algorithm has not recently performed any migration and current processor frequency is lower than a predefined minimum frequency (f min ), it increases processor frequency to improve performance. In the following subsections, the aforementioned parts are thoroughly described.
A. Threshold Management
In all previous proposed task migration algorithms for DTM, T thr is fixed [4] [5] [6] [7] [8] [9] . Our experiments show that by having an adaptive T thr , better results can be obtained (subsection IV.D). Therefore, we propose an adaptive T thr unlike other algorithms. Finding a proper T thr is crucial. In this subsection, it is explained how the algorithm adjusts T thr based on changes of workload behavior. At first T thr =T max . During execution, if the total number of migrations in the last M iterations of the algorithm is higher than Migration limit , T thr increases (should not become greater than T max ) and if the total number of migrations in the last M iterations of the algorithm is zero, T thr decreases. The higher migration frequency is, the more overall system performance degrades. Therefore, our proposed T thr management tries to control migration frequency and prevent it from increasing. Note that rising T thr results in decreasing migration frequency. However, increasing both T thr and task migration deteriorate the overall system performance and temperature. Our proposed Threshold Management finds a trade-off between temperature threshold and task migration frequency regarding to workload and cores thermal behavior. 
B. Temperature Management

A main challenge in task scheduling of SMT multi-core in
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4A-1 order to improve performance, is co-scheduling of complementary threads on individual SMT cores [6] to make better use of shared pipeline resources. However, this way of scheduling causes higher heat generation due to more pipeline resources utilization [6] . To address this issue, we study five different strategies to find the most suitable pairs of tasks that should be co-scheduled to two-context SMT cores in order to minimize the average and peak temperature, while minimizing the performance degradation. Since, each core has one physical thermal sensor, we use performance counters to distinguish the cold thread from the hot thread on a two-context SMT core. In the first strategy, cores and tasks are sorted according to their temperature. Physical sensors and performance counters are used to measure the temperature of the cores and tasks, respectively. After sorting cores and tasks, hottest and coolest tasks are paired and co-scheduled to the coldest core, then the second hottest and coolest tasks are paired and co-scheduled to the second coolest core and this process is continued. The second strategy is similar to the first one, except that cores are sorted according to their thermal behavior based on their physical features (e.g. for Core i7-2600, core 3 and core 1 are always the hottest and coolest cores, respectively). In our third strategy, after sorting cores according to their thermal behavior based on their physical features, the first two hottest tasks are co-scheduled to the coldest core. Fourth strategy is similar to the third strategy except that in this co-scheduling, the first two coldest tasks are assigned to the coldest core. In the second, third, and fourth strategies, sorting cores is based on their innate thermal behavior. Learning physical features of cores can be done offline and it is needed to be accomplished only once. Our fifth strategy reschedules tasks between only core that is in critical situation (the core that has t r <t res ) and predicted coolest core (the core that t r >t res ) instead of rescheduling all tasks among all cores as done for previous four strategies. In this strategy, the coolest core has the greatest t r among all cores. The tasks in hot core will be moved to the coldest core and other cores are unchanged. The evaluations of these strategies are reported in Section IV. According to our results the second strategy is the best one. Fig. 2 illustrates selected task scheduling strategy.
After rescheduling, t r is again predicted for all cores, and if there is still any core in critical situation, it means Temperature Management cannot perfectly manage core temperature at software level. At this moment, DVFS is used to decrease the processor frequency and hence, temperature.
C. Performance Management
As mentioned in the previous section, if Temperature Management cannot improve critical situation, it decreases the processor frequency. Although this action decreases temperature significantly, it ruins system performance. Our Performance Management function mitigates this problem with the aid of checking the workload of cores. If the number of migrations is zero in the last M iterations and current processor frequency is lower than f min , algorithm increases the global frequency to enhance performance.
IV. Experimental Results
This section provides experimental results for different applications from SPEC CPU2006 benchmarks and an analysis on the obtained results.
A. Experimental Setup
The selected programs from SPEC2006 benchmark suite are summarized in Table II . The processor we use is an Intel Core i7-3770 while the SMT capability of processors is active. The size of the main memory of the system is 8 GB. The Linux kernel version is 3.2.0. The LM sensor [14] is used to read core temperatures. We use cpufreq to adjust the processor frequency and use perf subsystem in Linux for reading performance counters. In all of our experiments the fan speed has been fixed to a constant RPM. The value of t res , and migration limit are set to two seconds and five, respectively. These values are selected empirically based on different experiments. f min is set to 2 GHz because this is a frequency that if all cores are running applications, the maximum temperature will be less than T max . The value of T thr is adapted at run-time. At the start of the algorithm T thr =T max . The other constant is the number of iterations of the algorithm (M) for counting migration # which is set to 10. The temperature threshold that we do not want to violate (T max ) is 70 C.
B. Performance counter analysis
Our algorithm uses performance counters to 1) distinguish the cold thread from the hot thread on a two-context SMT core and 2) to sort applications according to their temperature. We need to find the performance counter which has the greatest correlation with temperature of programs. To do so, we first run different programs and profile all performance counters, then select one performance counter which has the greatest correlation with the temperature of programs using Pearson Product-Moment Correlation Coefficient (PPMCC) [13] . It is used as a criterion to measure the correlation between two variables X and Y. The r coefficient is calculated using Eq. 5: 
4A-1
where N is number of sampled data, , are the averages for X and Y variables, respectively. The relationship between X and Y is perfect when r is 1 or -1. Table III Acording to Table III stalled-cycles-backend event has the strongest correlation among other processor events, so our proposed algorithm uses this event as a metric to analyze the thermal behavior of applications. The negative value implies that if X variable increases, Y will decrease. Therefore, the larger the stalled-cycles-backend value for an application, the colder the application and vice versa. We set up an experiment to demonstrate the effect of choosing different events on results. Fig. 3 illustrates the average temperature of four cores while PATM once uses stalled-cycles-backend (highest correlation), and once uses page-faults (lowest correlation) as the events to measure application thermal behavior, respectively, and sort them from the hottest to the coldest. It is observed that using stalled-cycle-backend event causes peak temperature and average temperature improves about %6 (3 C) and %4. 7 (2.5 C) respectively compared to the case when the lowest correlation counter is used.
C. Task Scheduling analysis
The five strategies for task scheduling in Temperature Management phase (see section III.B) are tried and their results are compared against Linux scheduler. In each strategy we study four cases i.e. we execute from 5 to 8 different benchmarks simultaneously. The average results of four cases are shown in Fig. 4 . As can be seen, the second strategy has the best average and peak temperature improvement but there is about 0.38% performance overhead. The first strategy improves the average and peak temperature less than the second strategy but not only it does not degrade performance but also it improves it by about 0.76%. Since, the focus of this paper has been thermal management, we use the second strategy for the following experiments. The results show the effectiveness of considering physical features in the algorithm on the results.
D. Adaptive threshold analysis
In evaluating the effectiveness of having adaptive T thr against fixed T thr , we compare the results with the case where the Threshold Management section of the algorithm is disabled. Fig. 5 shows the results. Using an adaptive T thr , 1.7% (0.9 C) and 6.3% (4 C) improvement is obtained on average and peak temperature compared to the fixed T thr .
E. Temperature prediction analysis
Our temperature prediction model based on Eq. 2 predicts future temperature with less than 1 C mean absolute error on running different benchmarks. Fig. 6 illustrates the results of the prediction modell of TAS [9] vs. ours against the real core temperature. Using our predictor, mean absolute error (MAE) is 0.6 C whereas MAE of TAS predictor is 0.8 C on running gcc and hmmer programs simultaneously, which shows the effectiveness of new added w parameter to our predictor. After running a different set of programs on Intel Core i7-3770 processor, it is observable that our proposed technique (PATM) reduces the average temperature by about 7.7% (3.6C), and reduces peak temperature by almost 13.9% (7.8 C) with 1.7% performance (run-time) overhead compared to the standard Linux scheduler, on average. It should be noted that the average temperature is the mean of four cores temperature running programs simultaneously from beginning to the end. The experimental results also indicate that our proposed algorithm reduces the average temperature by about 1.1% (0.5 C) and 1.3% (0.6 C) compared to TAS and PDTM, respectively. Reduction in peak temperature through PATM is about 8.1% (4.5 C) and 5.8% (3.3 C) compared to both TAS and PTDM, correspondingly. The overall system performance (run-time) overhead is only 1.3% and 0.4% compared to TAS and PDTM, respectively. Table IV summarizes the comparison results for these four algorithms that are the mean values extracted at run-time for five to eight attempted applications. Hence, compared to Linux, PDTM, TAS, our proposed method indeed leads to more peak temperature reduction with negligible performance overhead.
F. Thermal management results
V. Conclusion
In this paper, a dynamic thermal management algorithm with a future temperature predictor for SMT multicore processors is presented. The proposed algorithm manages processor temperature taking into account the workload and physical features of cores. As demonstrated, considering SMT, physical features of cores, applications thermal behavior, and adaptive migration threshold ability are extremely important in the DTM and they have significant influence on performance and temperature management. Experimental results obtained by SPEC CPU2006 running on a desktop platform (Intel Core i7-3770) indicate that our algorithm outperforms Linux standard scheduler, TAS, and PDTM in terms of thermal management with negligible performance overhead. 
