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1Resumen
Este proyecto propone un acercamiento a la monitorizacio´n de zonas de intere´s mediante el
ana´lisis de series temporales. En concreto, se ha seleccionado un conjunto de cables de alta
tensio´n del a´rea de Donostia con el fin de mostrar y advertir de las l´ıneas ele´ctricas que se
encuentran en a´reas boscosas o de alta vegetacio´n. Para ello, se utilizan tecnolog´ıas como
Google Earth Engine y QuantumGIS que son combinadas para gestionar los datos que se
adquieren de ambas fuentes. Tambie´n se ha realizado un estudio previo de las ima´genes
Sentinel-2, los diferentes tipos de nivel y el preproceso de esta clase de ima´genes as´ı como
otros conceptos ba´sicos utilizados en teledeteccio´n. Finalmente, se han analizado algunos
de los ı´ndices de vegetacio´n ma´s populares y se han utilizado dos de ellos para realizar la
experimentacio´n as´ı como el ana´lisis comparativo de los resultados obtenidos con cada uno
de los ı´ndices.
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Chapter 1
Introduccio´n
La gestio´n de proyectos suele enfocar los temas de gestio´n en tres temas fundamentales: la
calidad del producto, los tiempos necesarios para la produccio´n del mismo, y el coste [2].
Por ejemplo, en principio es posible obtener una calidad muy alta del producto a cambio
de un aumento en el tiempo necesario para su desarrollo o a un alto coste.
El sector de la teledeteccio´n habitualmente se ha puesto al servicio de aplicaciones de se-
guridad y defensa. Por esta razo´n, los temas de calidad han dominado sobre los temas de
coste y tiempo. Este enfoque tradicional esta´ cambiando a lo largo de los u´ltimos an˜os
con el crecimiento significativo de aplicaciones civiles. Los costes y los tiempos ya no son
variables condicionadas por la alta calidad del producto a obtener. Se empieza a considerar
que datos de calidad ma´s baja pero obtenidos dina´micamente con costes limitados pueden
ser ma´s interesantes que productos de muy alta resolucio´n y calidad recogidos anterior-
mente por sistemas extremadamente ma´s caros. Este cambio de enfoque esta´ siendo tan
generalizado que ya esta´ llegando hasta a la comunidad especializada seguridad y defensa
[1].
A nivel de sistemas, la oportunidad de trabajar con datos ma´s actuales y frecuentes se
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relaciona con la posibilidad de utilizar plataformas ma´s flexibles para la obtencio´n de
datos como, por ejemplo, constelaciones de sate´lites de bajo coste.
En este sentido, un ejemplo claro es el caso Planet [6] — UAVs para la observacio´n de la
Tierra y aeronaves no tripuladas del tipo de dirigibles — ya que esta empresa tiene como
prioridad la obtencio´n de datos actuales ma´s que la calidad de los mismos.
A nivel computacional, la opcio´n de compaginar y fusionar diferentes fuentes de datos
se va orientando, por consiguiente, en la posibilidad de explotar series temporales de
ima´genes. Las series temporales son secuencias de datos observados en determinados in-
stantes de tiempo y ordenados cronolo´gicamente. Se utilizan, principalmente, para estudiar
la relacio´n de diferentes variables a trave´s del tiempo y observar la influencia que tienen
ciertas variables sobre otras. En nuestro caso, el contenido informativo de series temporales
de ima´genes de observacio´n de la Tierra es significativamente ma´s alto respecto al contenido
informativo de ima´genes individuales. En las secuencias de ima´genes podemos observar no
solo las clases de cobertura del suelo, sino incluso el desarrollo de feno´menos. Por otra
parte, tambie´n se pueden clasificar diferentes zonas viendo el desarrollo de las mismas.
Mientras que el ana´lisis de ima´genes individuales era capaz de, por ejemplo, identificar
zonas del mundo que tuviesen un tipo de cobertura parecido, un ana´lisis enfocado a series
temporales y al desarrollo de feno´menos permite identificar de una forma similar zonas
del planeta que esta´n desarrolla´ndose de forma semejante o paralela. Asimismo, es posi-
ble identificar feno´menos de desertificacio´n parecidos en diferentes zonas del Mediterra´neo.
Otro ejemplo t´ıpico es el ana´lisis de la dina´mica de urbanizacio´n y del cambio de uso del
suelo as´ı como el desarrollo de entornos urbanos y periurbanos [33].
A nivel metodolo´gico, todo esto conlleva una transicio´n entre la teledeteccio´n basada en el
ana´lisis de imagen a la teledeteccio´n basada en ana´lisis de series temporales de ima´genes
e, incluso, de v´ıdeos.
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1.1 Objetivos
El principal objetivo de este estudio consiste en determinar si los cables ele´ctricos de alta
tensio´n de la zona de Donostia-San Sebastia´n (Guipu´zcoa) se encuentran en una zona
poblada de vegetacio´n y, de ser as´ı, que sirva de indicador a las empresas ele´ctricas para
saber cua´ndo y do´nde deben realizarse podas.
El proyecto nacio´ con motivo de los incendios forestales ocurridos en el an˜o 2017 en las
zonas de Galicia y Portugal. Se descubrio´ que la principal causa de dichos incendios fue
la saturacio´n de los cortafuegos que causaron sobrecalentamientos en las l´ıneas. Por ese
motivo, dado que la forma ma´s eficaz de evitar dichas cata´strofes reside en la prevencio´n,
se van a utilizar ima´genes del sate´lite Sentinel-2, que proporcionan datos de libre acceso
que permiten realizar una monotorizacio´n de la Tierra.
Otro de los objetivos de este proyecto consiste en familiarizarse y descubrir la amplia gama
de posibilidades que ofrece la plataforma Google Earth Engine. Esta plataforma almacena
datos e ima´genes de sate´lites - como Landstat, MODIS o Sentinel entre otros - que pueden,
posteriormente, ser utilizadas por otras herramientas como sistemas de informacio´n ge-
ogra´fica (Geographic Information System, GIS).
Finalmente, y relacionado con el punto anterior, tambie´n se busca tener un conocimiento
de los conceptos y herramientas ma´s utilizadas y comunes en el campo de la teledeteccio´n.
Por un lado, se planteo´ un estudio sobre los diferentes I´ndices de Vegetacio´n para conocer
las caracter´ısticas propias y saber en que´ situaciones se pueden utilizar cada uno de ellos.
Por otro lado, se considera que adquirir cierta soltura a la hora de utilizar un sistema GIS
como Quantum GIS (QGIS) es fundamental para llevar a cabo este proyecto ya que la
seleccio´n de las zonas de intere´s se hara´ mediante esta herramienta.
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1.2 Marco del proyecto de Ma´ster
Este proyecto ha sido desarrollado en el centro de investigacio´n Vicomtech, situado en
el Parque Tecnolo´gico de San Sebastia´n y fundado en 2001. Vicomtech pertenece a
Graphicsmedia.net, una alianza estrate´gica que esta´ formada por una red internacional
de centros de investigacio´n aplicada alineados con las tecnolog´ıas de Computer Graphics
y multimedia tales como Computacio´n Gra´fica, Computacio´n Visual y Tecnolog´ıas Multi-
media, y tiene como objetivo responder a las necesidades de innovacio´n de las empresas e
instituciones. Para ello:
1. Realiza investigacio´n aplicada y desarrolla tecnolog´ıas multimedia de interaccio´n vi-
sual y comunicaciones.
2. Colabora estrechamente con la industria, la Universidad y otros centros tecnolo´gicos,
a quienes complementa.
3. Fomenta la movilidad y formacio´n de sus investigadores.
Vicomtech comenzo´ su actividad en abril de 2001 impulsado por una red de centros tec-
nolo´gicos alemanes y las Administraciones locales. Esta red de centros especializados en
tecnolog´ıas de computacio´n visual manifesto´ su inquietud por crear un centro similar fuera
de Alemania. El Gobierno Vasco apoyo´ esta iniciativa junto con las Administraciones
locales y, de este modo, se fundo´ Vicomtech en el Parque Tecnolo´gico de San Sebastia´n.
1.3 Elementos metodolo´gicos y algor´ıtmicos
Las a´reas de intere´s prioritario para la teledeteccio´n son, inevitablemente, aquellas con
mayor grado de antropizacio´n en las que son ma´s evidentes los efectos de las manipula-
ciones e influencias de la sociedad, como las a´reas urbanas o las zonas de intere´s para las
infraestructuras esenciales como las que esta´n dedicadas al transporte de energ´ıa, agua y
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telecomunicaciones.
Por otro lado, esas a´reas son tambie´n las que la fenomenolog´ıa observable en escenas
y, por consecuencia, en ima´genes y v´ıdeos adquiridos son ma´s complejas y relacionadas
con geometr´ıas ma´s variadas: muros verticales, mayor presencia de oclusiones, geometr´ıas
solapadas, etc. Estos factores complican de forma evidente el estudio de la zona y la re-
construccio´n de las escenas con todas sus caracter´ısticas a partir de los datos adquiridos
[38].
Un primer elemento algor´ıtmico a tener en cuenta a la hora de generar series temporales es
la necesidad de preprocesar las ima´genes de la secuencia para que este´n calibradas y para
que los efectos de ruido sean limitados y controlados [35].
Un segundo aspecto es la extraccio´n de informacio´n desde los fotogramas individuales.
Por ejemplo, en cuanto a la estimacio´n del contenido de textura de los mismos, permite
analizar y distinguir de forma eficaz diferentes tipos de vegetacio´n en las que pueden lo-
calizarse a´reas de bosque de diferentes especies [36].
Un tercer aspecto se refiere a la extraccio´n de caracter´ısticas primarias de las series tempo-
rales que permitan tratar ventanas de ana´lisis de las mismas como instancias independientes
en sistemas de machine learning o de bu´squeda por contenido.
Existe una amplia gama de metodolog´ıas eficaces disponibles en la literatura dedicada al
ana´lisis de series temporales multivariadas en te´rminos estad´ısticos y del procesamiento de
la sen˜al [9, 15, 27] y en a´mbitos de aplicacio´n que van desde el financiero (por ejemplo
con el uso de Ana´lisis de Componentes Independientes y Support Vector Regressors [23])
hasta investigaciones como la segmentacio´n de a´reas cerebrales utilizando algoritmos de
clustering de sen˜ales de electroencefalogramas (como por ejemplo, la te´cnica matema´tica
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Common spatial patterns, CSP). Espec´ıficamente significativa es, en este sentido, la amplia
disponibilidad de librer´ıas de software con alto nivel de madurez tecnolo´gica, Technology
Readiness Level, que implementan me´todos de ca´lculo de distancias entre series temporales
en diferentes condiciones de alineacio´n, muestreo y periodicidad (por ejemplo, time warp-
ing distances [31]) lo que resulta particularmente importante en el caso de la teledeteccio´n
electro-o´ptica por su dependencia en las condiciones de nubosidad y iluminacio´n respecto
al caso del escaneo mediante radar.
Los enfoques multi-sensor centrados en patrones deterministas y conjuntos de elementos
frecuentes (frequent itemsets), al nivel de clases supervisadas o no supervisadas, represen-
tan una posibilidad de generar mapas multi-temporales de forma ra´pida y eficaz [30, 21].
La presencia de altos niveles de incertidumbre relacionados con los propios datos (ruido,
datos no disponibles o missing data, e incertidumbre en los para´metros de adquisicio´n) y
con algunas propiedades observadas solo parcialmente en la escena, implica la posibilidad
de explotar me´todos probabil´ısticos para la clasificacio´n, el clustering y la bu´squeda de
datos. Muchos de los me´todos desarrollados desde los finales de los an˜os 90 y basados
en enfoques bayesianos se encuentran ya implementados en grandes sistemas de mapeo
ra´pido conectados con los cata´logos de ima´genes de diferentes productores de datos [11].
La frontera de los desarrollos se encuentra en este caso en la integracio´n de metodolog´ıas
de aprendizaje profundo (deep learning) en sistemas de mapeo extendido y de consulta de
ima´genes por contenido [39].
Un problema concreto de los sistemas supervisados, por ejemplo para la clasificacio´n y
sucesiva vectorizacio´n de objetos en las escenas, es la necesidad de grandes conjuntos de
datos etiquetados para su entrenamiento. Sistemas de etiquetado masivo [5] y de apren-
dizaje por transferencia (transfer learning) — es decir, capaces de aprovechar parte del
material etiquetado para aplicaciones diferentes pero relacionadas [25, 12] — son algunas
de las te´cnicas mas utilizadas para mitigar estos aspectos dif´ıciles del entrenamiento.
En cuanto a trabajos relacionados con el problema que se plantea en este trabajo podemos
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citar el trabajo de Matikainen [28] que, en su art´ıculo, trata de hacer una amplia revisio´n
bibliogra´fica sobre las posibilidades y limitaciones que aportan los sensores de deteccio´n
remota a la hora de realizar una supervisio´n de los corredores de l´ıneas ele´ctricas tanto
a nivel de los componentes mismos de la l´ınea as´ı como de la vegetacio´n circundante a
las mismas. Tambie´n puede encontrarse una detallada descripcio´n de los aspectos ma´s
importantes de la monitorizacio´n de l´ıneas de transmisio´n en el segundo cap´ıtulo del libro
de Hu y Liu [19]. Por u´ltimo, otros trabajos relacionados y realizados con distintos tipos
de tecnolog´ıas tales como ima´genes ae´reas, datos LIDAR, ima´genes de sate´lites de alta
definicio´n, etc. pueden encontrarse en [41, 29, 22, 32, 20, 40, 42].
1.4 Tipos de datos y tecnolog´ıas utilizadas
Como se ha mencionado en el apartado de los objetivos del proyecto, hemos trabajado con
diferentes tipos de datos tales como series temporales de ima´genes de sate´lite Sentinel-2 as´ı
como datos vectoriales que incluyen informacio´n de la l´ıneas de alta tensio´n. Adema´s, se
han utilizado varias tecnolog´ıas en el tratamiento de dichas series temporales de ima´genes:
Google Earth Engine y el sistema de informacio´n geogra´fica Quantum GIS. Por ello, en
esta seccio´n realizamos una breve descripcio´n de las ima´genes Sentinel-2 as´ı como de dichas
herramientas. Tambie´n presentamos algunos aspectos sobre las estructuras de datos uti-
lizadas en ambas tecnolog´ıas as´ı como el flujo de datos entre ambas. De igual forma,
incluimos en esta seccio´n algunas definiciones ba´sicas pero imprescindibles para establecer
una terminolog´ıa apropiada.
1.4.1 Ima´genes Sentinel-2
Sentinel-2 es una misio´n de observacio´n terrestre que fue desarrollada por la agencia espacial
europea ESA (European Space Agency) y que se encuentra dentro del programa Cope´rnico
(http://www.copernicus.eu/). El principal motivo por el que se creo´ la misio´n Sentinel-
2 es para tener un seguimiento de la evolucio´n de los bosques, los cambios en la corteza
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terrestre y la gestio´n de los desastres naturales mediante la observacio´n de la Tierra. Esta´
compuesto por dos sate´lites ide´nticos colocados en la misma o´rbita, en fase a 180◦ entre s´ı.
Sentinel-2A fue lanzado el 23 de junio de 2015 y Sentinel-2B fue lanzado el 7 de marzo de
2017.
Las principales caracter´ısticas de Sentinel-2 son las siguientes:
• Ima´genes multiespectrales: Las ima´genes multiespectrales son aquellas que cap-
turan datos de ima´genes dentro de rangos de longitud de onda espec´ıficos a trave´s
del espectro electromagne´tico, y dividen la luz en un cierto nu´mero reducido de ban-
das. Las ima´genes multiespectrales de Sentinel-2 constan de 13 bandas en el espectro
visible, aquel que el ojo humano puede percibir, en el infrarrojo cercano e infrarrojos
de onda corta adema´s del espectro electromagne´tico (Figura 1.1 y Tabla 1.1).
Figure 1.1: Bandas de las ima´genes del sate´lite Sentinel-2 vs. las del sate´lite Landsat.
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Banda Resolucio´n(m)
Longitud de
onda (nm)
Ancho de
banda (nm)
Utilizacio´n
B01 60 443 20 Deteccio´n aerosoles
B02 10 490 65 Azul
B03 10 560 35 Verde
B04 10 665 30 Rojo
B05 20 705 15 Clasif. vegetacio´n
B06 20 740 15 Clasif. vegetacio´n
B07 20 783 20 Clasif. vegetacio´n
B08 10 842 115 Infrarrojo cercano (NIR)
B08A 20 865 20 Clasif. vegetacio´n (Narrow NIR)
B09 60 945 20 Vapor de agua
B10 60 1375 30 Cirro (SWIR)
B11 20 1610 90 Nieve/Hielo/Nubes (SWIR)
B12 20 2190 180 Nieve/Hielo/Nubes (SWIR)
Table 1.1: Bandas espectrales para ima´genes de Sentinel-2.
• Cobertura global: Sentinel-2 realiza una cobertura global sistema´tica de las capas
de tierra de S56◦ a N84◦, aguas costeras, y cubre todo el mar Mediterra´neo.
• Revisio´n perio´dica: Las zonas de poca altitud se revisan cada 5 d´ıas manteniendo
los mismos a´ngulos de visio´n. Las zonas de altitud ma´s alta tambie´n se revisan cada
5 d´ıas pero con a´ngulos de visio´n diferentes.
• Resolucio´n espacial: Las ima´genes de Sentinel-2 cuentan con resoluciones espa-
ciales de 10, 20, y 60 metros.
• Campo de visio´n: El campo de visio´n alcanza hasta 290 km.
Gracias a su ca´mara multiespespectral, algunas de las aplicaciones de las ima´genes Sentinel-
2 son la vigilancia del terreno y aguas costera e interiores, y el mapeo de la cubierta
terrestre. Tambie´n hay que destacar el uso de ima´genes Sentinel-2 para la Misio´n O´ptica
de Alta Resolucio´n de la ESA para los Servicios Operativos de GMES, Global Monitoring
for Environment and Security, ahora llamado programa Cope´rnico [13], donde los objetivos
principales de la misio´n eran:
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• Proporcionar adquisiciones globales sistema´ticas de ima´genes multiespectrales de alta
resolucio´n con una alta frecuencia de revisitas.
• Proporcionar una continuidad mejorada de ima´genes multiespectrales proporcionadas
por la serie de sate´lites SPOT, Satellite Pour l’Observation de la Terre.
• Proporcionar observaciones para la pro´xima generacio´n de productos operacionales,
como mapas de cobertura terrestre, mapas de deteccio´n de cambios en la tierra y
variables geof´ısicas.
1.4.2 Herramientas y estructuras de datos utilizadas
Google Earth Engine
A finales del an˜o 2010 y coincidiendo con la Conferencia sobre Cambio Clima´tico que se
celebro´ en Cancu´n (Me´xico), Google anuncio´ el lanzamiento de su nuevo proyecto Google
Earth Engine (GEE) [17]. Esta plataforma pone a disposicio´n del usuario una gran can-
tidad de ima´genes satelitales, tanto actuales como histo´ricas, as´ı como la informacio´n
completa del sate´lite Landsat, una serie de sate´lites creados y puestos en o´rbita por Esta-
dos Unidos. Este proyecto fue creado con la intencio´n de monitorizar y medir los cambios
del medio ambiente as´ı como dirigir recursos para actuar ante desastres futuros y evitar
degradaciones forestales. Entre sus diversas aplicaciones destacan por un lado, la posibili-
dad de ofrecer a los cient´ıficos su estructura computacional (Google) para analizar todas la
ima´genes y, por otro lado, puede utilizarse para la medicio´n, reporte y verificacio´n (MRV)1
las iniciativas que buscan detener la deforestacio´n en todo el planeta.
Como se ha mencionado, GEE es proveedor de ima´genes Landsat pero tambie´n tiene ac-
ceso a otros conjuntos de ima´genes ra´ster, fotograf´ıas ae´reas digitales, ima´genes de sate´lite,
ima´genes digitales e incluso mapas escaneados - como por ejemplo, ima´genes de los sate´lites
Sentinel o MODIS - o ima´genes de un metro de resolucio´n proporcionadas por el Programa
1Las siglas MRV se refieren al protocolo Monitoring, Reporting, Verification.
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Nacional de Ima´genes de Agricultura (National Agriculture Imagery Program, NAIP) de
los Estados Unidos. GEE tambie´n ofrece la posibilidad de ”subir” informacio´n ra´ster o
vectorial propia y compartir los scripts disen˜ados.
Para utilizar los recursos de GEE es necesario crear una cuenta. Una vez dados de alta, se
obtiene acceso a la consola en l´ınea donde se pueden crear proyectos, aprender a utilizar
la herramienta estudiando los ejemplos que ofrece y tener acceso a la documentacio´n de
todos los me´todos que Earth Engine ofrece para tratar elementos de la superficie como ob-
jetos. El lenguaje de programacio´n que se debe utilizar en la consola en l´ınea es JavaScript
aunque existe la interfaz de programacio´n de aplicaciones API (Application Programming
Interface) de Python para poder trabajar en este lenguaje desde un sistema GIS.
Figure 1.2: Consola en l´ınea Google Earth Engine (GEE).
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En este trabajo se ha utilizado la API de Python y el sistema operativo Ubuntu 16.04. Para
poder instalar la librer´ıa Python Earth Engine, se han seguido los pasos de instalacio´n que se
encuentran en la pa´gina de desarrolladores de Google https://developers.google.com/
earth-engine/python_install. Existen varias formas de realizar la instalacio´n, pero en
este caso se ha elegido la que se llama Minimal Earth Engine Python API Installation. Los
pasos de instalacio´n se explicara´n ma´s detenidamente en el Anexo C.
Quantum GIS
Un sistema GIS almacena y manipula informacio´n acerca del mundo como una coleccio´n
de capas tema´ticas que pueden relacionarse entre s´ı. La informacio´n geogra´fica contiene
una referencia geogra´fica expl´ıcita, como la latitud y la longitud, o una referencia impl´ıcita,
como el domicilio y co´digo postal, el nombre del a´rea censal, un bosque o el nombre de
una calle. Las referencias impl´ıcitas pueden derivarse de referencias expl´ıcitas utilizando
un proceso automatizado llamado ”geocodificacio´n”.
Las fases de un sistema GIS son las siguientes:
1. Entrada de la informacio´n en el sistema, ya sea digital o pendiente de digitalizacio´n.
2. Almacenamiento y actualizacio´n de las bases de datos geogra´ficas, es decir, georrefer-
enciacio´n de la informacio´n mediante coordenadas geogra´ficas de latitud y longitud.
3. Ana´lisis e interpretacio´n de los datos georreferenciados.
4. Salida de la informacio´n en forma de productos diferentes, que dependen de las
necesidades del usuario.
Actualmente existen muchos sistemas de informacio´n geogra´fica pero el que se ha utilizado
en este proyecto es Quantum GIS (QGIS). QGIS es un sistema de informacio´n geogra´fica
de co´digo libre para plataformas GNU/Linux, Unix, Mac OS y Microsoft Windows que
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proporciona un amplio conjunto de herramientas para unir, almacenar y representar datos
espaciales del mundo que nos rodea.
Entre sus aplicaciones, destaca su uso para estudios cient´ıficos, la arqueolog´ıa, la evolucio´n
del impacto ambiental o la cartograf´ıa, entre otras. QGIS permite manejar formatos de
datos ra´ster y vectoriales a trave´s de bibliotecas y acceder a un gran nu´mero de bases de
datos.
Estos son algunos de sus puntos ”fuertes” y donde radican algunas de sus grandes poten-
cialidades. Gracias a su flexible interfaz, permite trabajar de manera similar en cualquiera
de los sistemas operativos que se han mencionado.
Otra de las ventajas de QGIS es la cantidad de complementos que se pueden instalar,
muchos de ellos imprescindibles, como es el caso de MMQGIS, que es un conjunto de
complementos de Python que permite manipular las capas vectoriales en QGIS y realizar
efectos de animacio´n. Por u´ltimo, se debe destacar como una de sus mayores ventajas la
posibilidad de integrar GRASS (Geographic Resources Analysis Support System) en QGIS,
utilizando toda la potencialidad del ana´lisis de GRASS en un entorno de trabajo ma´s
sencillo. GRASS es un software GIS bajo licencia GNU General Public License (GPL) que
soporta informacio´n tanto ra´ster como vectorial y cuenta con herramientas de procesado
digital de ima´genes. Por lo tanto, la combinacio´n de ambas herramientas es esencial para
el tratamiento digital de ima´genes, as´ı como para el ana´lisis y edicio´n de datos vectoriales.
El complemento de GRASS en Quantum GIS proporciona acceso a las bases de datos y
funcionalidades GIS de GRASS, como la digitalizacio´n de capas vectoriales, la creacio´n de
nuevas capas vectoriales o la edicio´n de datos GRASS en 2D y 3D.
Datos espaciales en QGIS y en Google Earth Engine
Una vez obtenidas e importadas las localizaciones de los cables de alta tensio´n en QGIS,
como se explicara´ mas adelante en la seccio´n 3.2, podemos empezar a extraer la informacio´n
que deseamos. Para ello, tenemos que trabajar con distintas estructuras de datos de QGIS
tales como:
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• qgis.utils.iface.activeLayer(): Este me´todo de la interfaz QgisInterface, es el primer
paso que se da para obtener un puntero a la capa activa sobre la que se trabaja. Una
vez hecho esto, se puede acceder a todos los elementos que contenga esta capa.
• selectedFeatures : Todas las caracter´ısticas seleccionadas por el usuario o QgsFeature
se almacenan en una lista denominada QgsFeatureList.
– QgsFeature: Encapsula una feature incluyendo su identificador, su geometr´ıa y
una lista de sus atributos.
– QgsFeatureList : Una lista caracter´ısticas de tipo QgsFeature.
En Google Earth Engine un mapa(ee.Map) almacena el objeto que queremos visualizar
(imagen, caracter´ısticas o geometr´ıas). Una imagen (ee.Image) se utiliza para mostrar
un mapa y puede incluir varias bandas. Para organizar las diferentes ima´genes podemos
utilizar un conjunto de ima´genes (ee.ImageCollection) al que puede aplicarse, por ejemplo,
un filtrado del conjunto por alguno de los metadatos (fecha, path&row, ...) o una funcio´n
sobre cada imagen independientemente (´ındice de vegetacio´n, filtrado, ...).
En Google Earth Engine los datos vectoriales son de tipo Geometr´ıa (ee.Geometry) que
incluye los siguientes subtipos:
• Point : Un punto es una lista de coordenadas (x, y, z) en la misma proyeccio´n.
• LineString : Una l´ınea es una lista de puntos.
• LinearRing : Un anillo es una linea cerrada.
• Polygon: Un pol´ıgono es un a´rea cerrada que representa la forma y la ubicacio´n de
entidades homoge´neas.
GEE tambie´n incluye los formatos multipunto, multil´ınea y multipol´ıgono2
2En un multipol´ıgono, los pol´ıgonos son parte de la misma estructura y tienen la misma proyeccio´n y
polaridad.
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Despue´s de haber visto las estructuras de datos de ambas tecnolog´ıas, existe la necesidad
de combinarlas ya que, por un lado tenemos, las localizaciones de los cables de alta tensio´n
en la estructura de datos de QGIS, mientras que, por otro lado, la coleccio´n de ima´genes
se obtiene gracias a GEE. Esta relacio´n se consigue mediante la geometr´ıa extra´ıda de
cada caracter´ıstica QgsFeature con el me´todo exportToGeoJSON(), que devuelve el tipo
de geometr´ıa (LineString, Polygon...) y las coordenadas de e´sta. Una vez hecho esto, se
crea un nuevo pol´ıgono que cumpla con la estructura de datos GEE, con las coordenadas
extra´ıdas de dicha caracter´ıstica QgsFeature y ya cumple los requisitos para que se pueda
usar como condicio´n a la hora de filtrar las ima´genes de Sentinel-2 y crear la coleccio´n.
Para ver co´mo se ha trabajado com ambas tecnolog´ıas y co´mo se han relacionado la es-
tructura de datos GEE y QGIS, se ha realizado una pequen˜a explicacio´n en el Anexo D.
El co´digo completo queda recogido en el Anexo E.
Chapter 2
Metodolog´ıa
A fin de seguir unas pautas ordenadas, hemos dividido el proyecto en pequen˜as tareas
que nos han facilitado la obtencio´n del resultado final deseado. La Figura 2.1 muestra
claramente cua´les han sido dichos pasos.
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Figure 2.1: Estructura de trabajo.
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1. Seleccio´n de la zona y la/s fecha/s de estudio: En esta fase hemos seleccionado
la zona de intere´s y las fechas del estudio a realizar.
2. Seleccio´n y segmentacio´n de las l´ıneas de alta tensio´n: Hemos seleccionado
diferentes secciones de las l´ıneas de alta tensio´n de la zona y, en el caso de ser
necesario, hemos segmentado la l´ınea.
3. Obtencio´n y preprocesado de las ima´genes: Las ima´genes deben ser preproce-
sadas antes de extraer la informacio´n ma´s relevante para nuestro estudio. Para ello,
inicialmente se realiza una calibracio´n y un corregistro de las mismas, y tambie´n se
aplican filtros para la reduccio´n del posible ruido.
4. Estudio de los ı´ndices de vegetacio´n: Dependiendo de las caracter´ısticas del
a´rea seleccionada, resulta interesante investigar que´ ı´ndices de vegetacio´n son los
apropiados para las propiedades de intere´s a observar. Tanto las propiedades a las que
se hace referencia, como los diferentes ı´ndices que pueden utilizarse, sera´n comentados
ma´s adelante en la Seccio´n 2.2.
5. Ana´lisis de conglomerados:
• Seleccio´n de los conglomerados: Se han seleccionado 5 zonas muy difer-
entes entre s´ı para crear los grupos que posteriormente han sido utilizados como
clusters o conglomerados.
• Clasificacio´n de los segmentos de las l´ıneas de alta tensio´n: Una vez
seleccionados los diferentes ı´ndices de vegetacio´n, hemos clasificado los segmen-
tos de las l´ıneas de alta tensio´n a partir de la distancia mı´nima a los grupos
o conglomerados. No obstante, hemos realizado un experimento previo de la
clasificacio´n de un u´nico cable de alta tensio´n que consta de 5 segmentos.
6. Generacio´n de alarmas y posible reclasificacio´n de segmentos de las l´ıneas
de alta tensio´n: A partir de una matriz de distancias de los valores de los ı´ndices de
vegetacio´n seleccionados a lo largo del tiempo a los valores de los mismos ı´ndices de
vegetacio´n de los conglomerados, puede que se establezcan ”alarmas” para algunos
segmentos que no hab´ıan sido considerados como sensibles al ser monitorizados.
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7. Evaluacio´n del modelo: Una vez obtenida la clasificacio´n final de los segmentos
de las l´ıneas de alta tensio´n, hemos evaluado los resultados del sistema mediante una
matriz de confusio´n a fin de determinar la calidad de la clasificacio´n realizada.
2.1 Ima´genes del sate´lite Sentinel-2
Desde mayo de 2017, la agencia ESA comenzo´ a proporcionar productos Sentinel-2 de nivel
L2A para Europa y han reprocesado archivos de ese an˜o. Desde mediados de marzo de 2018,
los productos de nivel L2A son ya un producto operativo con respecto a la cobertura de la
regio´n euro-mediterra´nea y se espera una cobertura sistema´tica a nivel mundial para este
verano de 2018. No obstante, es posible descargar productos de nivel L1C y personalizar
la correccio´n atmosfe´rica utilizando diferentes algoritmos (6S, 6SV, arcsi) o DEM (Digital
Elevation Model) diferentes.
Si queremos utilizar ima´genes Sentinel-2 de nivel L2A a partir de ima´genes de nivel L1C,
debemos realizar un preprocesamiento previo como se muestra en el Anexo A en el cual se
describe la transformacio´n radiome´trica de TOA (Top-Of-Atmosphere) a BOA (Bottom-
Of-Atmosphere)1.
Las ima´genes que han utilizado en este trabajo son ima´genes del sate´lite Sentinel-2 de nivel
1C (L1C) ya que el estudio temporal ha sido desarrollado para el an˜o 2017.
Un producto de nivel L1C esta´ compuesto de mosaicos (orto-ima´genes en proyeccio´n UT-
M/WGS84). Estas ima´genes se obtienen como resultado de la proyeccio´n de la imagen en
geometr´ıa cartogra´fica a partir de un modelo de elevacio´n digital (DEM). Las mediciones
radiome´tricas por p´ıxel se proporcionan en forma de reflectancias en el l´ımite superior de
1La correccio´n de los niveles de reflectividad BOA o nivel de superficie permite generar ima´genes
corregidas atmosfe´ricamente bajo productos de nivel 2A. Entre otras funciones, el algoritmo de correccio´n
trabaja sobre la banda 10 cirrus corrigiendo la presencia de nubes y sobre las bandas del azul, rojo y
SWIR para realizar una medicio´n de la transparencia atmosfe´rica mediante el factor AOT (Aerosol Optical
Thickness). La correccio´n transforma los datos de radiancia y reflectividad pasando de TOA a BOA y
generando una re´plica de bandas corregidas del nivel 1C, en resoluciones de 10, 20 y 60 metros.
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Figure 2.2: Mosaico de las ima´genes Sentinel-2 de nivel L1C.
la atmo´sfera (Top-of-atmosfere, TOA) junto con los para´metros para transformarlas en
radiancias. Los productos de nivel 1C se remuestrean a partir de la distancia constante
(10, 20 y 60m) entre dos centros de p´ıxeles en la imagen (Ground Sampling Distance, GSD)
dependiendo de la resolucio´n original de las diferentes bandas espectrales. Adema´s, en los
productos de nivel L1C, las coordenadas del p´ıxel se refieren a la esquina superior izquierda
del p´ıxel. Estos productos tambie´n incluyen ma´scaras de nubes y de tierra/agua.
Por lo tanto, los productos de nivel L1C proporcionan la reflectancia ortorrectificada en el
l´ımite superior de la atmo´sfera (Top-Of-Atmosphere, TOA) con registro multiespectral a
nivel de sub-p´ıxel. Es decir, no es necesario realizar ningu´n preprocesado de las ima´genes
cuando se trabaja con Google Earth Engine GEE ya que las ima´genes adquiridas han sido
corregidas radiome´trica y geome´tricamente incluyendo la ortorectificacio´n y el registro
espacial de las mismas.
Si se desean utilizar ima´genes Sentinel-2 de nivel L2A no hay una gran variacio´n en el
esquema de trabajo ya que simplemente debemos realizar el preprocesado requerido para
ima´genes de este nivel y obtener los ı´ndices de vegetacio´n deseados.
En el caso de las ima´genes Sentinel-1, el ma´ximo nivel de procesamiento (nivel 2), las
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ima´genes esta´n geolocalizadas pero no ortorrectificadas y, por tanto, requieren de un pre-
procesamiento espec´ıfico el cual se encuentra especificado en el Anexo B donde podemos
encontrar los pasos necesarios para el preproceso de las ima´genes Sentinel-1 mediante
algoritmos de Google Earth Engine.
Sin embargo, en este caso, no se puede calcular un ı´ndice de vegetacio´n tal como el ı´ndice
NDVI (ver siguiente 2.2). Pero existe un gran nu´mero de estudios que muestran la cor-
relacio´n o la relacio´n emp´ırica existente entre la variable esencial clima´tica (Essential Cli-
mate Variable, CSV) denominada ı´ndice de a´rea foliar2 (Leaf Area Index, LAI) [37] y el
ı´ndice de vegetacio´n NDVI [34]. Por lo cual, en caso de utilizar ima´genes Sentinel-1, puede
reemplazarse el ı´ndice de vegetacio´n por la variable ECV conocida como LAI [14, 24, 8, 7].
2.2 I´ndices de vegetacio´n
Un ı´ndice de vegetacio´n (Vegetation Index, VI) es una transformacio´n espectral de dos o
ma´s bandas donde se busca mejorar la contribucio´n de las propiedades de la vegetacio´n y
permitir comparaciones espaciales y temporales de la actividad fotosinte´tica de la superficie
terrestre. Han sido herramientas muy utilizadas en la deteccio´n de cambios para el estudio
de la deforestacio´n [10, 26]. Proporcionan un indicador de la abundancia relativa de un
para´metro de intere´s relacionado con la vegetacio´n, minimizando la influencia de la cubierta
de suelo y de las condiciones atmosfe´ricas. Por lo tanto, para su ca´lculo se requieren
ima´genes multiespectrales ya corregidas y en unidades de reflectancia.
Actualmente existen muchos ı´ndices de vegetacio´n y se dividen en dos grupos segu´n el
nu´mero de bandas utilizadas: los ı´ndices de vegetacio´n multiespectrales y los ı´ndices de
vegetacio´n hiperespectrales. A continuacio´n, vemos algunos de los ı´ndices de vegetacio´n
ma´s utilizados en la literatura:
2El ı´ndice de a´rea foliar, tambie´n conocido como LAI, se define como la cantidad de a´rea foliar (hoja
verde) por unidad de a´rea de superficie de tierra que abarca ese vegetal. Este para´metro es uno de los ma´s
utilizados para caracterizar la vegetacio´n o los doseles o canopias de las plantas.
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• NDVI: El ı´ndice de vegetacio´n de diferencia normalizada (Normalized Difference
Vegetation Index, NDVI) es uno de los ı´ndices ma´s conocidos. Se utiliza para esti-
mar la cantidad, calidad y desarrollo de la vegetacio´n con base a la medicio´n de la
intensidad de la radiacio´n de las bandas roja e infrarroja cercana del espectro elec-
tromagne´tico que la vegetacio´n emite o refleja. Se calcula de la siguiente manera:
NDV I =
ϕNIR − ϕRED
ϕNIR + ϕRED
donde NIR corresponde a la reflectividad espectral del canal infrarrojo cercano, y
RED representa la reflectividad en el canal rojo visible.
• GNDVI: El ı´ndice de vegetacio´n de diferencia normalizada verde (Green Normal-
ized Difference Vegetation Index, GNDVI) es uno de los ı´ndices ma´s utilizados en
teledeteccio´n para la elaboracio´n de mapa de cultivos. Al igual que el NDVI, es
un indicador de la actividad fotosinte´tica de la planta, pero a diferencia de e´ste, el
GNDVI reemplaza la banda correspondiente al color rojo por la banda de la luz en
el rango verde. Su fo´rmula es la siguiente:
GNDV I =
ϕNIR − ϕGREEN
ϕNIR + ϕGREEN
• ARVI: El ı´ndice de vegetacio´n Atmospherically Resistent Vegetation Index es un
ı´ndice de vegetacio´n basado en el ı´ndice NDVI. Podr´ıa decirse que es una versio´n
mejorada del de la diferencia normalizada ya que toma en cuenta los efectos de la
atmo´sfera y sustituye en la fo´rmula del NDVI el canal rojo por uno rojo-azul. Este
ı´ndice se calcula a partir de la siguiente fo´rmula:
ARV I =
ϕNIR − (ϕRED − 1 ∗ (ϕRED − ϕBLUE))
ϕNIR + (ϕRED − 1 ∗ (ϕRED − ϕBLUE))
• SR: El ı´ndice de vegetacio´n simple NIR-rojo Simple Ratio NIR/Red es un ı´ndice
muy conocido que se describe como la relacio´n entre la luz dispersa que se absorbe
en el rango infrarrojo cercano y la que se absorbe en el rango rojo. Se calcula de la
siguiente manera:
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SR =
ϕNIR
ϕRED
• RG: El ı´ndice de vegetacio´n simple rojo-verde (Simple Ratio Red/Green o Red-Green
Ratio, RG) muestra la relacio´n entre las bandas roja y verde con el ı´ndice de veg-
etacio´n normalizado NDVI, y calcula un ı´ndice que excluya la banda de infrarrojo
cercano como:
RG =
ϕRED
ϕGREEN
• SAVI: Soil Adjusted Vegetation Index es un ı´ndice que pretende minimizar la influ-
encia del suelo en la cuantificacio´n de vegetacio´n mediante la inclusio´n de un factor
de ajuste L. Este factor normalmente toma un valor de 0.5, pero si la vegetacio´n
cubre altamente la zona, el valor de L es 0 o´ 0.25, mientras que si la cobertura de
la vegetacio´n es baja, el valor de L es -1. A continuacio´n, vemos la fo´rmula para
calcular dicho ı´ndice:
SAV I =
(1 + L)ϕNIR − ϕRED
ϕNIR + ϕRED + L
• EVI: Enhanced Vegetation Index es otra mejora del ı´ndice NDVI utilizada en a´reas
de dosel arbo´reo denso donde el ı´ndice del a´rea foliar es alto. Aprovechando la
informacio´n en la longitud de onda azul, pueden mejorarse los valores obtenidos con
NDVI ya que la informacio´n en esta parte del espectro puede ayudar a corregir las
sen˜ales de fondo del suelo y las influencias atmosfe´ricas. A la fo´rmula se le an˜aden
los coeficientes C1 y L, que se utilizan para corregir la condicio´n atmosfe´rica. Para
ima´genes Sentinel 2 L1C, los valores que se utilizan para los coeficientes son de G
(gain factor)=2.5, C1=2.4 y L=10000.
EV I = G
ϕNIR − ϕRED
ϕNIR + C1 ∗ ϕRED + L
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2.3 Ana´lisis de conglomerados
El ana´lisis de conglomerados es una te´cnica estad´ıstica multivariante que busca agrupar
objetos (en nuestro caso, las features seleccionadas en la zona de intere´s) con el fin de
obtener la ma´xima homogeneidad en cada grupo y la mayor diferencia entre los grupos. Es
una te´cnica eminentemente exploratoria ya que, la mayor´ıa de las veces, no utiliza ningu´n
tipo de modelo estad´ıstico para llevar a cabo el proceso de clasificacio´n. Por tanto, el
agrupamiento como tal no es una tarea automa´tica, sino un proceso iterativo de miner´ıa
de datos exploratoria o interactivo de optimizacio´n multi-objetivo y es una te´cnica comu´n
en el ana´lisis de datos estad´ısticos [18]. No obstante, puede ser vista como una te´cnica de
aprendizaje no supervisado, es decir, una te´cnica muy adecuada para extraer informacio´n
de un conjunto de datos sin imponer restricciones previas en forma de modelos estad´ısticos,
al menos de forma expl´ıcita y, por ello, puede llegar a ser muy u´til como una herramienta
de elaboracio´n de hipo´tesis acerca del problema a resolver sin imponer patrones o teor´ıas
previamente establecidas. Se utiliza en muchos campos como el aprendizaje automa´tico,
el reconocimiento de patrones, el ana´lisis de ima´genes, la bu´squeda y recuperacio´n de
informacio´n, la bioinforma´tica, la compresio´n de datos y la computacio´n gra´fica.
En nuestro caso, los elementos representativos de cada grupo han sido seleccionados en
funcio´n de sus caracter´ısticas espectrales de forman que mantengan una homogeneidad
espectral dentro de cada grupo y sean muy heteroge´neos espectralmente entre ellos.
Una vez establecidos los grupos y los objetos a clasificar, se define una medida de proxim-
idad o de distancia que cuantifique el grado de similitud entre cada par de objetos.
Chapter 3
Experimentacio´n y discusio´n de los
resultados
En este cap´ıtulo presentamos las fases del estudio y seleccio´n de la zona de intere´s, las
fechas de estudio designadas, la localizacio´n de las l´ıneas de alta tensio´n y su posible
segmentacio´n.
Tambie´n incluimos en este cap´ıtulo la obtencio´n y el tratamiento de las ima´genes Sentinel-
2 y la seleccio´n de los ı´ndices de vegetacio´n para este estudio. Asimismo, presentamos
la clasificacio´n realizada mediante el ana´lisis de conglomerados y la evaluacio´n final del
sistema.
Por u´ltimo, presentamos una discusio´n y una comparacio´n de los resultados obtenidos en
este proyecto.
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3.1 Seleccio´n del a´rea de estudio y descripcio´n tem-
poral
Las localizaciones de las zonas de intere´s, en este caso los cables de alta tensio´n de Donostia,
se han representado mediante pol´ıgonos en QGIS. Se determinan unas fechas concretas para
el estudio las cuales sirven como filtro a la hora de crear la coleccio´n de ima´genes Sentinel-2
en GEE. La extraccio´n de las localizaciones de los cables de alta tensio´n se explica ma´s
adelante en la Subseccio´n 3.2 y el modo de trabajar con la estructura de datos de QGIS y
de GEE ha quedado explicado en el cap´ıtulo anterior en la Seccio´n 1.4.2 y en el Ane´xo D.
En este proyecto se ha seleccionado como zona de intere´s la ciudad guipuzcoana de Donostia-
San Sebastia´n. Donostia, es una pequen˜a ciudad costera de unos 61 km2 ubicada al Norte
de Espan˜a. Su localizacio´n geogra´fica se corresponde con una longitud de W01◦59′18.64′′ y
una latitud de N43◦17′30.52′′. Se han seleccionado varias zonas de la ciudad para realizar
la extraccio´n de los cables ele´ctricos de alta tensio´n. Para ello, se han utilizado pol´ıgonos
delimitadores (bounding box, BB, BBox). Las coordenadas de los puntos del pol´ıgono de-
limitador que se ha utilizado son las siguientes: [(43.34540, -2.04620), (43.27771, -2.04054)],
[(43.28833, -1.93737), (43.33517, -1.95454)].
Adema´s de la seleccio´n de la zona de intere´s, debemos especificar las fechas de captura
de las ima´genes. Como fecha de estudio se ha elegido la e´poca de verano de 2017 que
comprende las fechas del 21 de junio al 23 de septiembre.
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Figure 3.1: A´rea exacta de estudio.
3.2 Seleccio´n y segmentacio´n de las l´ıneas de alta tensio´n
Como se ha mencionado en el apartado de objetivos del proyecto (ver Subseccio´n 1.1),
el objetivo de este proyecto trata de localizar y monitorizar las zonas cercanas a cables
de alta tensio´n y sus cortafuegos correspondientes para decidir si se encuentran en zonas
con tendencias a tener una alta vegetacio´n. Por esa razo´n, la primera tarea es conseguir
las localizaciones de dichos puntos de intere´s. Mediante el portal web ”Overpass turbo”
(http://overpass-turbo.eu/) se pueden encontrar fa´cilmente la localizacio´n de las lineas
ele´ctricas de la zona de San Sebastia´n y exportar los datos en diferentes formatos, como
por ejemplo ”.json”, ”.geojson”, ”.kml” o ”.gpx” para, posteriormente, ser utilizados en un
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sistema GIS. En nuestro caso, se utiliza el formato ”.kml”.
Figure 3.2: Cableado ele´ctrico de la zona del Pa´ıs Vasco.
Una vez obtenidas las localizaciones de los cables de alta tensio´n que queremos monitorizar,
creamos polil´ıneas siguiendo dichos cables con un desplazamiento de 10 metros de radio
alrededor de las polil´ıneas (offset).
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Figure 3.3: Polil´ınea con un offset de 10 m.
La utilizacio´n de este desplazamiento en los laterales de la polil´ınea (offset) es necesario
para estudiar el crecimiento de la vegetacio´n en esta franja de terreno.
Una vez establecidas tanto las polil´ıneas como sus franjas laterales, se segmenta cada una
de ellas y se realiza un estudio particular para cada segmento de la polil´ınea con su offset
correspondiente.
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Figure 3.4: Dos segmentos de una polil´ınea.
Figure 3.5: Cable de alta tensio´n subdividido en 5 segmentos.
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3.3 Obtencio´n y preprocesado de las ima´genes del
sate´lite Sentinel-2
Una vez seleccionada el a´rea de estudio, hemos obtenido una serie temporal de ima´genes
de la zona para las fechas sen˜aladas en la Seccio´n 3.1. Las ima´genes tomadas por el
sate´lite Sentinel-2 se obtienen a partir de la aplicacio´n Copernicus Open Access Hub -
http://scihub.copernicus.eu/ -, una plataforma facilitada por la ESA para la descarga
de las ima´genes de Sentinel-1, Sentinel-2 y Sentinel-3.
Dado que se va a trabajar con una coleccio´n de ima´genes, antes de nada hay que cerciorarse
de que estas son ima´genes homoge´neas. El paso de pre-procesamiento de las ima´genes puede
ser una tarea bastante ardua si se realiza manualmente. Por suerte, Google Earth Engine
GEE cuenta con algoritmos ya implementados para realizar el preproceso de forma ra´pida
y sencilla.
3.4 Ana´lisis de conglomerados
Para detectar estas zonas de alta vegetacio´n, se han seleccionado en QGIS cinco zonas
con caracter´ısticas muy diferentes como son ce´sped, playa, mar, bosque y edificios que
se han almacenado como un pol´ıgono en QGIS (ver estructuras de datos utilizadas en la
Subseccio´n 1.4.2) a fin de crear cinco clusters o conglomerados lo ma´s heteroge´neos posible
por lo que las propiedades de las cinco zonas son bastante diferentes. En la Figura 3.6 y
en la Tabla 3.1 podemos observar estas zonas y sus pol´ıgonos, as´ı como las coordenadas de
sus bounding box.
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Figure 3.6: Conjunto de conglomerados para la deteccio´n de zonas de alta vegetacio´n.
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Tipo de suelo Ve´rtices Longitud Latitud
bosque
1 -2.0104976201659559 43.31867508813896706
2 -2.00817567030345767 43.31867508813896706
3 -2.00817567030345767 43.31777650025864546
4 -2.01005299146888206 43.31766866881999789
5 -2.0104976201659559 43.31867508813896706
mar
1 -2.00338356101276904 43.31835159803293323
2 -2.00032056332181396 43.31896263345405629
3 -2.00061698245319697 43.31745300536860555
4 -2.00279072275000392 43.31723734115178104
5 -2.00338356101276904 43.31835159803293323
arena
1 -2.00333415782420543 43.31709356458198812
2 -2.0000241441904314 43.31630278736716377
3 -2.00022175694468629 43.31615900858611212
4 -2.00284012593856753 43.3161949533132713
5 -2.00333415782420543 43.31709356458198812
cesped
1 -1.99962891868192094 43.31482903873404666
2 -1.99849264534495386 43.31500876609069195
3 -1.99809741983644296 43.31446958242609213
4 -1.99869025809920897 43.31411012399192373
5 -1.99962891868192094 43.31482903873404666
edificios
1 -2.00535968855532154 43.31544010957792779
2 -2.0029389323156952 43.31554794497134253
3 -2.00249430361862135 43.31468525646599943
4 -2.00526088217819387 43.31446958242609213
5 -2.00535968855532154 43.31544010957792779
Table 3.1: Coordenadas del conjunto de conglomerados para la deteccio´n de zonas de alta
vegetacio´n.
Como ya hemos dicho anteriormente, una tarea muy importante de este proyecto es la
seleccio´n de los cables de alta tensio´n cercanos al a´rea de estudio (en este caso, la zona de
Donostia) y segmentar la zona de cableado ya que algunos cables cuentan con una longitud
de varios kilo´metros que pasan por zonas muy diferentes. A continuacio´n, se muestra una
tabla con las longitudes de los 11 cables ele´ctricos que se encuentran en la zona de Donostia
(ver Tabla 3.2).
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Cable Longitud (m) Longitud (km)
1 4260.25 4.26
2 91.05 0.09
3 717.73 0.72
4 301.25 0.30
5 2331.67 2.33
6 3766.26 3.77
7 27.67 0.03
8 45.36 0.05
9 288.66 0.29
10 37.59 0.04
11 396.00 0.40
Table 3.2: Longitudes de los 11 cables ele´ctricos del a´rea de Donostia.
Por ello, es necesario realizar una buena segmentacio´n tanto de la polil´ınea como de las
zonas adyacentes a e´sta para determinar que´ partes del cableado se encuentran en las ”zonas
peligrosas” y cua´les no. Consideramos que las zonas ”peligrosas” son aquellas zonas con
mayor vegetacio´n.
Las zonas que se clasifican como ”bosque” son consideradas como zonas ”peligrosas”. Esto
es, si una zona es etiquetada como ”bosque” se debe podar la zona alrededor del cable. Por
otro lado, las zonas clasificadas como ”ce´sped” no suponen un peligro tan grande como las
zonas de bosque pero si requieren de una atencio´n ”especial” para evitar que la vegetacio´n
crezca en exceso.
Adema´s de la seleccio´n de los conglomerados, debemos especificar las fechas de captura de
las ima´genes durante las cuales se van a observar los valores del ı´ndice de vegetacio´n. Se
han seleccionado 9 ima´genes de forma aleatoria en el mes de julio de 2017 (del 1 al 30 de
julio inclusive).
En la Figura 3.7 podemos observar los valores del ı´ndice NDVI para cada zona a lo largo
del tiempo de estudio.
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Figure 3.7: Valores del ı´ndice NDVI en las diversas zonas que forman el conjunto de
entrenamiento a lo largo del tiempo.
Los valores del NDVI negativos y cercanos a cero indican la ausencia de vegetacio´n. Los
valores por encima de 0,2 indican presencia de vegetacio´n, aunque puede tratarse de veg-
etacio´n poco densa. A partir de valores de 0,4 se presenta vegetacio´n con mayor cobertura.
Valores de 0,6 indican a´reas boscosas y por encima de 0,7 hasta 1 contienen campos de
cultivo de gran vigor.
Sentinel-2 revisa cada 5 d´ıas la zona y, dependiendo de si la latitud es alta, toma dos
ima´genes con distinto a´ngulo de visio´n. Por ese motivo, como se puede ver en la Figura
3.7, existen diferentes valores NDVI para fechas ide´nticas. En el mes de julio se tomaron,
aleatoriamente, en cinco fechas diferentes 9 ima´genes que componen nuestra serie temporal
de estudio. Los valores ma´s altos del ı´ndice NDVI corresponden a las zonas de mayor verdor
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como bosques o zonas de ce´sped. Por otro lado, se puede apreciar que hay un pico muy
dra´stico en todas las zonas en las ima´genes tomadas los d´ıas 13 y 28 de julio ya que en
esos d´ıas la nubosidad era muy alta como puede observarse en la Figura 3.8.
Figure 3.8: Ima´genes de sate´lite Sentinel-2 tomadas el 13 y 28 de julio respectivamente.
Visto el impacto que pueden tener las nubes en el ca´lculo del ı´ndice de vegetacio´n NDVI,
hay que tomar en cuenta, para siguientes experimentos, la posibilidad de que ocurran estos
contratiempos y aplicar algoritmos de correccio´n atmosfe´rica que eliminen la nubosidad de
las ima´genes1.
Para ver ma´s claramente el desarrollo de las diferentes zonas en funcio´n del tiempo, la
siguiente tabla recoge los valores del ı´ndice NDVI para las distintas ima´genes durante el
mes de julio.
1Mediante el programa Sen2Cor podemos realizar las correcciones atmosfe´ricas de ima´genes Sentinel-2
y conseguir pasar de un nivel de producto L1C a L2A. Este programa realiza la correccio´n atmosfe´rica
en el entorno de SNAP replicando la estructura del archivo de bandas y permitiendo realizar un nuevo
redimensionado de p´ıxeles a 10, 20 y 60 metros de resolucio´n espacial. Si utilizamos ima´genes Sentinel-2
de nivel L1C, se toman las bandas en la parte alta de la atmo´sfera (TOA) que incluyen la nubosidad
existente mientras que si utilizamos ima´genes de nivel L2A, en estas ima´genes ya han sido corregidas las
imperfecciones que pueda dar la atmo´sfera a las bandas y, por tanto, se toman las bandas en la parte baja
de la atmo´sfera (BOA).
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NDVI 2017.07.03 2017.07.03 2017.07.13 2017.07.18 2017.07.18 2017.07.23 2017.07.23 2017.07.28 2017.07.28
mar -0.06879 -0.05290 0.01740 -0.06367 -0.04236 -0.20262 -0.19168 -0.00282 -0.00442
arena 0.08984 0.06417 0.01931 0.12725 0.09895 0.12145 0.09731 -0.00266 -0.00314
edificios 0.34459 0.32711 0.03068 0.30515 0.29808 0.33040 0.31468 -0.00366 -0.00264
ce´sped 0.57420 0.59433 0.01504 0.55462 0.56713 0.64284 0.64280 -0.00123 -0.00455
bosque 0.78431 0.79046 0.04198 0.69601 0.70567 0.78853 0.79562 -0.00005 0.00141
Table 3.3: Valores del ı´ndice de vegetacio´n NDVI para las distintas ima´genes y las distintas
zonas del conjunto de entrenamiento a lo largo del tiempo.
De esta forma podemos monitorizar automa´ticamente las zonas de intere´s ya que son
zonas de vegetacio´n que pueden resultar altamente peligrosas si no se realiza un buen
mantenimiento de las mismas o pueden ser zonas de alto riesgo de incendio.
3.4.1 Clasificacio´n de los segmentos de las l´ıneas de alta tensio´n
Despue´s de obtener la segmentacio´n de los cables de alta tensio´n, se visualiza la clasificacio´n
de cada segmento para tener una visio´n ma´s ”limpia” de las partes del cable respecto a los
clusters definidos.
No obstante, y antes de realizar la clasificacio´n de todos los segmentos de todos los cables
de alta tensio´n, hemos realizado una clasificacio´n previa para el cable de 5 segmentos (ver
Figura 3.5) a fin de analizar la idoneidad de los grupos establecidos y de la distancia
adoptada.
Clasificacio´n de los segmentos de un u´nico cable de alta tensio´n
Para este estudio preliminar de la clasificacio´n de los segmentos de un u´nico cable de
alta tensio´n, hemos seleccionado una l´ınea de gran longitud que consta de 5 segmentos
denotados como A, B, C, D y E y que presentamos anteriormente en la Figura 3.5.
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Figure 3.9: Valores de la serie temporal del ı´ndice de vegetacio´n NDVI para un u´nico cable
de alta tensio´n formado por 5 segmentos: A, B, C, D, y E.
NDVI 2017.07.03 2017.07.03 2017.07.13 2017.07.18 2017.07.18 2017.07.23 2017.07.23 2017.07.28 2017.07.28
mar -0.06879 -0.05290 0.01740 -0.06367 -0.04236 -0.20262 -0.19168 -0.00282 -0.00442
arena 0.08984 0.06417 0.01931 0.12725 0.09895 0.12145 0.09731 -0.00266 -0.00314
edificios 0.34459 0.32711 0.03068 0.30515 0.29808 0.33040 0.31468 -0.00366 -0.00264
ce´sped 0.57420 0.59433 0.01504 0.55462 0.56713 0.64284 0.64280 -0.00123 -0.00455
bosque 0.78431 0.79046 0.04198 0.69601 0.70567 0.78853 0.79562 -0.00005 0.00141
A 0.60329 0.60485 0.02411 0.53328 0.53231 0.60014 0.60075 0.00675 0.00797
B 0.58559 0.62598 0.02070 0.50269 0.53821 0.58189 0.60936 0.00979 0.01023
C 0.74777 0.72923 0.02047 0.64766 0.63133 0.71810 0.72831 0.00759 0.00779
D 0.75829 0.71070 0.02462 0.61988 0.58853 0.68713 0.65409 0.00621 0.00686
E 0.69366 0.68152 0.01562 0.53642 0.52069 0.58119 0.54333 0.00985 0.01140
Table 3.4: Valores del ı´ndice de vegetacio´n NDVI para las distintas ima´genes y las distintas
zonas del conjunto de entrenamiento a lo largo del tiempo.
Como se puede ver en la Figura 3.9, al principio, todos los segmentos del cable se encuentran
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en zonas con bastante vegetacio´n ya que han sido clasificadas como zonas de bosque y
ce´sped. A lo largo del tiempo observado, podemos apreciar co´mo los valores del ı´ndice
de vegetacio´n NDVI de todos los segmentos comienzan de un valor, despue´s descienden
ligeramente para finalmente volver a subir. Las zonas C y D, se mantienen constantes en
el aspecto de que comienzan siendo zonas ma´s cercanas a el grupo ”bosque” y terminan
de la misma forma, mientras que el segmento E comienza el estudio siendo ma´s cercano a
”bosque” y, al final del estudio, la distancia con el grupo ”cesped” es menor.
Clasificacio´n de los segmentos de todos los cables de alta tensio´n
Una vez realizado el estudio de la clasificacio´n para un cable formado para varios seg-
mentos, hemos realizado la clasificacio´n de todos los cables de alta tensio´n y de todos los
segmentos que lo componen. De esta forma, realizaremos el estudio, planteado como ob-
jetivo principal, teniendo como zona de intere´s la ciudad de Donostia y no solamente un
cable espec´ıfico.
Para ello se seleccionan los cables ele´ctricos ma´s cercanos a la zona de San Sebastia´n medi-
ante pol´ıgonos mediante la herramienta QGIS. Como se ha mencionado anteriormente, se
descartan las ima´genes que contienen un alto porcentaje de nubes. Inicialmente contamos
con una coleccio´n de 34 ima´genes pero, despue´s de aplicar la condicio´n de desechar aque-
llas con un porcentaje de nubosidad mayor que 10, seleccionamos 11 ima´genes por cada
segmento de cable o feature.
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Figure 3.10: Cables de alta tensio´n del a´rea de Donostia.
Despue´s de realizar el estudio sobre los cables seleccionados, obtenemos los siguientes re-
sultados.
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Figure 3.11: Valores del ı´ndice NDVI para las zonas de estudio que contienen cables de
alta tensio´n en el a´rea de Donostia.
Como se puede ver en la Figura 3.11, existen diferentes valores para mismas fechas. Como
se ha comentado en la Subseccio´n 3.4 esto se debe a que se toman para el mismo d´ıa dos
fotos con diferente a´ngulo de captura de imagen. Esto puede suponer un problema si la
diferencia es muy alta, ya que no tiene sentido que, para las mismas a´reas de estudio en
las mismas fechas, se obtengan valores del ı´ndice NDVI muy distintos.
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Para cuantificar la diferencia de dichos cambios, se establece como l´ımite la diferencia
entre los valores NDVI de los grupos ”ce´sped” y ”bosque” en los d´ıas donde se producen
los saltos. Si la diferencia supera el l´ımite establecido, se debe estudiar co´mo manejar este
cambio mayor del esperado. Si la diferencia no supera el l´ımite, se continua con el estudio
asumiendo que el cambio no es tan significativo como para crear grandes errores en la
exactitud de los valores que se obtienen.
Figure 3.12: Cuantificacio´n de los cambios observados para ima´genes captadas en fechas
repetidas. La diferencia entre los valores del ı´ndice NDVI para bosque/ce´sped se representa
en rojo.
Como se puede ver en la Figura 3.12, todos los cambios se encuentran por debajo del
l´ımite establecido, por lo que se puede afirmar que la diferencia entre los valores para el
par de ima´genes de una misma fecha es mı´nima y que no supone ningu´n problema para el
resultado final del estudio.
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3.5 Clasificacio´n y visualizacio´n de alarmas
Una vez realizada la clasificacio´n de los segmentos de los cables de alta tensio´n mediante
el modelo de ana´lisis de conglomerados disen˜ado, y tras observar detenidamente la Figura
3.11, se puede tener una ”idea general” sobre la clasificacio´n de los segmentos de los cables
de alta tensio´n. No obstante, un segmento de un cable puede ser reetiquetado en funcio´n
del comportamiento del ı´ndice de vegetacio´n NDVI a lo largo del tiempo. Es decir, puede
suceder que un segmento no fuera etiquetado como ”bosque” en el instante inicial, pero
analizando las diferencias de los valores del ı´ndice de vegetacio´n NDVI a lo largo del tiempo
con respecto a los valores de dicho ı´ndice de los grupos establecidos, este segmento puede
ser reclasificado como ”bosque” si la distancia mı´nima se produce para el grupo ”bosque”.
De esta forma, un segmento que, inicialmente, pod´ıa no ser considerado como peligroso,
pasa a ser sensible de monotorizacio´n (alarma) ya que el comportamiento temporal de su
ı´ndice de vegetacio´n se encuentra ma´s cerca del ı´ndice de vegetacio´n correspondiente al
grupo ”bosque”.
La Tabla 3.5 recoge las distancias de los segmentos de todos los cables de alta tensio´n con
respecto a los 5 diferentes conjuntos de conglomerados.
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linea segmento arena bosque cesped edificios mar
1 1 2.901797 4.412155 2.569896 0.642617 5.721632
1 2 3.926463 3.387489 1.54523 1.684933 6.746298
1 3 4.297861 3.016091 1.173832 1.993131 7.117696
1 4 4.248165 3.065787 1.223528 1.943435 7.068
1 5 0.454213 6.941906 5.099646 1.932683 3.191881
1 6 3.949917 3.364035 1.521776 1.860734 6.769752
2 1 4.679837 2.634115 0.826235 2.375107 7.499672
3 1 5.540241 1.773711 0.761069 3.235511 8.360076
3 2 4.721653 2.592299 0.791335 2.416923 7.541488
3 3 5.519715 1.794237 1.186022 3.214985 8.33955
4 1 4.37363 2.940322 1.098063 2.0689 7.193465
4 2 5.235204 2.078748 0.852865 2.930474 8.055039
5 1 5.743824 1.570128 2.069864 4.039588 8.563659
5 2 4.952817 2.361135 1.428796 3.300849 7.772652
5 3 3.900074 3.433988 1.640872 2.451761 6.699798
5 4 3.262702 4.05125 2.208991 1.745149 6.082536
5 5 4.826551 2.487401 1.379448 3.254355 7.646385
5 6 4.684753 2.629199 1.482646 3.059482 7.504588
5 7 4.789432 2.52452 1.289679 3.128979 7.609267
5 8 5.267591 2.054676 1.839251 3.808975 8.07911
6 1 6.062321 1.261474 2.03106 4.000784 8.882155
7 1 4.37859 2.935362 1.129474 2.099755 7.198424
8 1 3.96369 3.350262 1.508003 2.261076 6.783525
9 1 2.433783 4.880169 3.03791 0.539747 5.253618
10 1 3.862058 3.451894 1.609635 2.16299 6.681893
11 1 3.660102 3.65385 1.811591 1.59365 6.479937
Table 3.5: Tabla de distancias
Despue´s de ver los valores que toma cada segmento de los cables respecto a los diferentes
tipos de conglomerados, se puede decir que dichos valores guardan relacio´n con la figura
vista anteriormente donde se ve la representacio´n gra´fica de las distancias (ver Figura 3.11).
Sabiendo que las zonas de ma´ximo peligro corresponden a las zonas de bosque principal-
mente, se puede ver que solamente el segmento 1 de la l´ınea ele´ctrica 5 y el segmento 1 de
la l´ınea ele´ctrica 6 se encuentran en zonas peligrosas.
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Por otro lado, aunque tenemos cables de alta tensio´n que se encuentran en zonas alejadas
del bosque, ya que esta´n situados en zonas de ce´sped, debemos mantener un registro de
estas zonas y evitar que crezcan en exceso.
Finalmente, una vez obtenida la tabla de distancias y se reclasifica cada segmento de cada
cable de alta tensio´n en un conglomerado en funcio´n de la distancia mı´nima.
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linea segmento arena bosque cesped edificios mar Clase
1 1 2.901797 4.412155 2.569896 0.642617 5.721632 edificios
1 2 3.926463 3.387489 1.54523 1.684933 6.746298 cesped
1 3 4.297861 3.016091 1.173832 1.993131 7.117696 cesped
1 4 4.248165 3.065787 1.223528 1.943435 7.068 cesped
1 5 0.454213 6.941906 5.099646 1.932683 3.191881 arena
1 6 3.949917 3.364035 1.521776 1.860734 6.769752 cesped
2 1 4.679837 2.634115 0.826235 2.375107 7.499672 cesped
3 1 5.540241 1.773711 0.761069 3.235511 8.360076 cesped
3 2 4.721653 2.592299 0.791335 2.416923 7.541488 cesped
3 3 5.519715 1.794237 1.186022 3.214985 8.33955 cesped
4 1 4.37363 2.940322 1.098063 2.0689 7.193465 cesped
4 2 5.235204 2.078748 0.852865 2.930474 8.055039 cesped
5 1 5.743824 1.570128 2.069864 4.039588 8.563659 bosque
5 2 4.952817 2.361135 1.428796 3.300849 7.772652 cesped
5 3 3.900074 3.433988 1.640872 2.451761 6.699798 cesped
5 4 3.262702 4.05125 2.208991 1.745149 6.082536 edificios
5 5 4.826551 2.487401 1.379448 3.254355 7.646385 cesped
5 6 4.684753 2.629199 1.482646 3.059482 7.504588 cesped
5 7 4.789432 2.52452 1.289679 3.128979 7.609267 cesped
5 8 5.267591 2.054676 1.839251 3.808975 8.07911 cesped
6 1 6.062321 1.261474 2.03106 4.000784 8.882155 bosque
7 1 4.37859 2.935362 1.129474 2.099755 7.198424 cesped
8 1 3.96369 3.350262 1.508003 2.261076 6.783525 cesped
9 1 2.433783 4.880169 3.03791 0.539747 5.253618 edificios
10 1 3.862058 3.451894 1.609635 2.16299 6.681893 cesped
11 1 3.660102 3.65385 1.811591 1.59365 6.479937 edificios
Table 3.6: Reclasificacio´n de cada segmento de los cables de alta tensio´n segu´n el valor
mı´nimo de la tabla de distancias.
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Figure 3.13: Mapa de los cables que se encuentran en una zona de mucha vegetacio´n
clasificada como peligrosa.
3.6 Discusio´n de los resultados
Para evaluar la clasificacio´n realizada hemos utilizado la matriz de confusio´n ya que tenemos
una categorizacio´n de las grupos seleccionados (”bosque”, ”edificios”, ...) dada por los
expertos. Si analizamos la matriz de confusio´n (ver Tabla 3.7), se pueden ver por un lado
las clases ”reales” (dadas por los expertos) y las clases que el modelo de clustering ha
predicho. La fila recall, tambie´n llamado sensibilidad o True Positive rate (TP) que es la
tasa de verdaderos positivos, mide la proporcio´n de positivos ”reales” que se identifican
como tales.
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Prediccio´n
arena bosque cesped edificios classification overall precision
C
la
se
s
”
re
a
le
s” arena 0 0 0 0 0
bosque 0 2 2 0 4 50%
cesped 0 0 17 0 17 100%
edificios 1 0 0 4 5 80%
truth overall 1 2 19 4 26
recall 100% 89.47% 100%
Table 3.7: Matriz de confusio´n usando ı´ndice NDVI
Como se puede ver, en los casos de las clases ”bosque” y ”edificios”, el valor obtenido es
de un 100%, por lo que el modelo detecta y clasifica correctamente todos los segmentos
que se encuentran en una zona de bosque o de edificios.
Por otro lado, se puede observar que se cometen dos clasificaciones ”erro´neas” ya que
clasifica dos segmentos que deber´ıan de pertenecer al grupo de ”bosque” como zonas de
ce´sped. Esto puede deberse al hecho de que el ı´ndice de vegetacio´n NDVI mide el verdor
de la zona y, al ser un estudio realizado para la estacio´n de verano, puede que esa zona
se encuentre un poco seca y, por consiguiente, no tenga un color muy verde. Otro posible
motivo de esta clasificacio´n podr´ıa deberse a que durante los 3 meses de estudio, se hayan
realizado podas en dicha zona. El porcentaje de acierto para la clase ”ce´sped” es de
un 89.47. Este resultado se calcula teniendo en cuenta los segmentos etiquetados como
”ce´sped” y los que realmente lo son. Esto es:
recallcesped =
classification overallcesped
truth overallcesped
=
17
19
= 0.8947 = 89.47%
La columna precision explica que´ porcentaje de predicciones positivas son correctas, por
lo que la precisio´n a la hora de clasificar las zonas de bosque se calcula como:
precisionbosque =
bosque
classification overallbosque
=
2
4
= 0.5 = 50%
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Y la precisio´n al clasificar las zonas etiquetadas como edificios se calcula de la siguiente
forma:
precisionbosque =
edificios
classification overalledificios
=
4
5
= 0.8 = 80%
Finalmente, la exactitud total se calcula mediante la suma de todos los valores de la
diagonal principal, ya que son las predicciones correctas, y se divide entre el nu´mero total
de elementos evaluados:
precisiontotal =
elementos diagonal
classification overalltotal
=
23
26
= 0.8846 = 88, 46%
Una vez analizadas todas las columnas de la matriz de confusio´n, podemos decir que los
resultados del modelo de ana´lisis de conglomerados adoptado ha permitido establecer un
conjunto de alarmas eficientes de una forma muy eficaz y sencilla.
3.7 Otros experimentos
Una vez visto el trabajo desarrollado en este estudio con el ı´ndice NDVI, se ha repetido el
mismo proceso pero con el ı´ndice GNDVI Green Normalized Difference Vegetation Index
[16]. Como se ha explicado en la Seccio´n 2.2, el ı´ndice GNDVI tambie´n es un ı´ndice muy
popular en teledeteccio´n para crear mapas de cultivo y es un excelente indicador de la
actividad fotosinte´tica de la planta. La u´nica diferencia a la hora de calcular el ı´ndice
GNDVI respecto al ı´ndice NDVI reside en que en vez de utilizar la banda de color rojo se
utiliza la banda de la luz en el rango verde.
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Figure 3.14: Correlacio´n NDVI y GNDVI.
Como se puede ver en la Figura 3.14, los valores obtenidos con el ı´ndice NDVI y el GNDVI
esta´n muy relacionados.
El ı´ndice de vegetacio´n NDVI es ideal para medir la vegetacio´n sana y verde (vigor de
la planta) en una amplia gama de condiciones. Sin embargo, puede saturarse cuando la
vegetacio´n es muy densa o cuando el a´rea foliar es muy elevada. El ı´ndice de vegetacio´n
GNDVI resulta ser ma´s sensible a la variacio´n del contenido de clorofila en la vegetacio´n
que el ı´ndice NDVI y presenta un punto de saturacio´n ma´s alto. Se utiliza generalmente
para determinar la absorcio´n de agua y nitro´geno en las plantas, es muy u´til para analizar
el de´ficit o exceso de ambos elementos en los cultivos por lo cual permite la optimizacio´n
del riego e indica cua´ndo se produce aislamiento del agua o var´ıa la misma a trave´s del suelo
[16]. En a´reas de vegetacio´n escasa, ciertos estudios indican que el ı´ndice GNDVI tiene
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una menor correlacio´n que el NDVI y parece que el uso de la banda ”verde” en ese tipo de
a´reas disminuye la sensibilidad del ı´ndice de vegetacio´n a las variaciones de la fraccio´n de
cobertura vegetal [4].
Mediante la matriz de confusio´n vamos a ver la precisio´n de nuestro clasificador con los
nuevos datos obtenidos a partir del ı´ndice de vegetacio´n GNDVI. Los resultados obtenidos
son los siguientes:
Prediccio´n
arena bosque cesped edificios classification overall precision
C
la
se
s
”
re
a
le
s” arena 0 0 0 0 0
bosque 0 2 2 0 4 50%
cesped 0 0 11 6 17 64.71%
edificios 1 0 0 4 5 80%
truth overall 1 2 13 10 26
recall 100% 84.615% 40%
Table 3.8: Matriz de confusio´n usando ı´ndice GNDVI
Calculando de la misma manera que en la Seccio´n 3.6 obtenemos la precisio´n total como:
precisiontotal =
elementos diagonal
classification overalltotal
=
17
26
= 0.6539 = 65, 39%
En este caso, la precisio´n del modelo es de un 65.39%, por lo tanto mucho menor que
para el caso utilizando el ı´ndice de vegetacio´n NDVI. Como puede observarse en la Tabla
3.8, esta pe´rdida de la precisio´n es debida a la ”erro´nea” clasificacio´n de cables en zonas
de ”cesped” que han sido etiquetadas como ”edificios”. En este caso, dado que el ı´ndice
GNDVI mide tanto la clorofila como la humedad o la cantidad de nitro´geno de la planta, al
haber realizado el estudio en la e´poca de verano puede tratarse de zonas de ce´sped seco o
con niveles de clorofila bajos. Por ese motivo, en este caso, las zonas donde se encuentran
estos segmentos pueden haber sido clasificadas como ”edificios”.
Chapter 4
Conclusiones y l´ıneas futuras
El objetivo principal de este proyecto era crear un sistema para monitorizar las zonas donde
esta´n situados los cables de alta tensio´n de la zona de Donostia y vigilar el crecimiento de
la vegetacio´n de dichas zonas. Hecho esto, se buscaba crear unas alarmas para los cables
que se encontrasen en zonas peligrosas; esto es, zonas de alta vegetacio´n o con tendencias
a albergar mucha vegetacio´n. A partir de un conjunto de entrenamiento de cinco zonas
de caracter´ısticas muy distintas, se ha conseguido un sistema de clasificacio´n con una pre-
cisio´n de un 88% cuando se utiliza el ı´ndice de vegetacio´n NDVI, el cual es un porcentaje
de acierto muy alto y, por lo tanto, muy satisfactorio.
No obstante, existen otras formas de dar solucio´n al problema planteado. Una de ellas,
consiste en crear un heur´ıstico que establezca un l´ımite de los valores del ı´ndice de veg-
etacio´n NDVI y que cualquier zona que supere dicho valor, quede marcada como zona que
hay que podar.
Por una parte, tal y como se ha abordado el problema, se obtienen resultados muy precisos
y eficaces pero tambie´n suponen un gran esfuerzo. Como se ha comentado ya en la Seccio´n
3.4, los cables de alta tensio´n cuentan con unas longitudes de varios kilo´metros y atraviesan
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zonas, a veces, muy pobladas de vegetacio´n y otras no tanto. La segmentacio´n de dichos
cables se ha realizado a mano, lo que supone una ardua tarea y resulta inviable en un a´rea
de estudio mayor. Por esta razo´n, como mejora futura, se propone utilizar me´todos de
segmentacio´n automa´tica.
Por otra parte, para automatizar ma´s el proceso, se pueden utilizar me´todos de clasificacio´n
no-supervisada, como K-means, para hallar los centroides de las clases de tipos de suelo.
En cuanto al tipo de ima´genes que se pueden utilizar, parece interesante disponer de
ima´genes Sentinel-2 de nivel 2A as´ı como de ima´genes captadas por drones o de datos
LIDAR que nos permitan estimar la altura de ”las zonas de peligro” ya detectadas por los
ı´ndices de vegetacio´n.
Visto la clasificacio´n ”erronea” de varios segmentos tanto para el ı´ndice NDVI como
GNDVI, se puede decir que el hecho de que se haya realizado el estudio en la estacio´n
de verano tiene un gran impacto en el resultado final por lo que se deber´ıa alargar el
tiempo de estudio para poder observar el desarrollo de ambos ı´ndices en diferentes climas
y as´ı obtener datos ma´s exactos.
Finalmente, en cuanto a los ı´ndices de vegetacio´n a utilizar, pueden realizarse experimentos
con ma´s ı´ndices de vegetacio´n o con la combinacio´n de varios de ellos para la estimacio´n de
las zonas de alta vegetacio´n. Concretamente, dado que varios de los cables se encuentran
en zonas edificadas, la utilizacio´n del ı´ndice de vegetacio´n TDVI o Transformed Difference
Vegetation Index [3] ya que se centra en la deteccio´n de coberturas vegetales urbanas.
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Appendix A
Transformacio´n radiome´trica para
ima´genes Sentinel-2
En nuestro proyecto no hemos necesitado ninguna transformacio´n radiome´trica ni espacial
de las ima´genes ya que solo hemos necesitado las reflectancias TOA. No obstante, en este
anexo mostramos los pasos a seguir en el caso de que necesitemos una transformacio´n
radiome´trica de las reflectancias desde el tope de la atmo´sfera o TOA Top-Of-Atmosphere
a nivel de superficie o BOA Bottom-Of-Atmosphere.
Aunque a partir de mayo de 2017 ESA comenzo´ a proporcionar productos de nivel 2A para
Europa y han reprocesado archivos de ese an˜o, es posible descargar productos de nivel L1C
y personalizar la correccio´n atmosfe´rica utilizando diferentes algoritmos (6S, 6SV, arcsi) o
DEM diferentes. Desde mediados de marzo de 2018, los productos de nivel L2A son ya un
producto operativo con respecto a la cobertura de la regio´n euromediterra´nea y se espera
una cobertura sistema´tica a nivel mundial para este verano de 2018.
Por otra parte, los productos de nivel L2A proprocionan reflectancias ortorrectificadas a
nivel de superficie (Bottom-Of-Atmosphere, BOA) con registro multiespectral a nivel sub-
p´ıxel. Tambie´n se incluye un mapa de clasificacio´n de la escena (nubes, sombras de nubes,
vegetacio´n, suelo/desierto, agua, nieve, etc.).
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El paso de reflectancia aparente a real, es decir, a nivel de la superficie (BOA) es un proceso
delicado ya que requiere de ciertas variables tales como la geometr´ıa de iluminacio´n, el con-
tenido en vapor de agua y el espesor o´ptico de aerosoles en la atmo´sfera (AOT). Adema´s,
tenemos que incluir el efecto de los cirros o de las nubes traslu´cidas. Por todo ello, la cal-
idad de los resultados de una correccio´n atmosfe´rica depende de la exactitud de los datos
de entrada disponibles sobre estas variables y efectos, y del modelo con el que se aplican
a la imagen de radiancia o reflectancia TOA. El programa ”Sen2Cor” proporcionado por
ESA (http://step.esa.int/main/third-party-plugins-2/sen2cor/) realiza la trans-
formacio´n de las ima´genes L1C a L2A mediante el programa. Este programa usa el al-
goritmo de correccio´n atmosfe´rica ATCOR (https://www.rese-apps.com/pdf/atcor3_
manual.pdf) y como DEM por defecto, el STRM 90 m (http://srtm.csi.cgiar.org/).
1. Importamos los datos teniendo en cuenta que cada banda tiene diferente resolucio´n.
2. Reemplazar los valores NODATA(0) por NULL en la proyeccio´n original antes de
realizar la retroproyeccio´n de los datos si el programa de procesado lo requiere.
3. En los productos L2A, hay artefactos a lo largo de los bordes de las franjas, y los
valores son demasiado bajos, causados por un error en el programa ”Sen2Cor”. Todas
las celdas que bordean una celda NULL deben tomar el valor NULL. Este paso puede
que sea necesario repetirse dos veces.
4. El taman˜o de los archivos se puede reducir ya que los mosaicos (o tiles) se superponen
y se puede establecer una correspondencia entre los mosaicos vecinos que tengan la
misma hora de inicio de la captura de datos.
5. Antes de realizar la retroproyeccio´n, se debe configurar correctamente la regio´n de
estudio. Es decir, si usamos bandas de diferente resolucio´n, todas ellas deben tener
una resolucio´n de 60 m. Por ejemplo, en la proyeccio´n original, cuatro celdas de 10 m
caen exactamente en una celda de 20 m, y nueve celdas de 20 m caen exactamente en
una celda de 60 m. Esto se puede lograr estableciendo primero la regio´n al bounding
box, luego alineando la regio´n a una resolucio´n de 60 m. Posteriormente, debemos
ajustar la resolucio´n de la regio´n a la resolucio´n real de la banda de entrada, en este
momento sin alineacio´n. Otra opcio´n es crear una cuadr´ıcula de referencia y alinear
la regio´n de estudio a la cuadr´ıcula de referencia.
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6. Retroproyectar los datos preferiblemente con un me´todo de interpolacio´n bicu´bico o
Lanczos para evitar ”artefactos” (tales como dientes de sierra) que pueden aparecer
si utilizamos el me´todo del ”vecino ma´s cercano”.
7. Correccio´n atmosfe´rica: Se aplica a cada banda de forma separada el algoritmo de cor-
reccio´n atmosfe´rica. No obstante, generalmente se deben especificar los para´metros
necesarios para esta correccio´n (para´metros 6S):
• Condiciones geome´tricas (para Sentinel-2A, el valor es 25, y para Sentinel-B, el
valor es 26)
• Mes, d´ıa, hora en GMT, longitud y latitud
• Visibilidad o profundidad o´ptica del aerosol (Aerosol Optical Depth, AOD): No
se mide la visibilidad para las escenas Sentinel-2 y hay que estimar la profundi-
dad o´ptica del aerosol a partir de los datos de alguna estacio´n cercana a la zona
de estudio.
• Elevacio´n media sobre el nivel del mar.
• Altura del sensor.
• Seleccio´n de la banda del sensor y del modelo atmosfe´rico
Appendix B
Preprocesado de las ima´genes
Sentinel-1
Los pasos a realizar son los siguientes:
• Filtrar las ima´genes con una polarizacio´n dual. La polarizacio´n dual que se utiliza es
VV + VH. La variable VV indica que la energ´ıa se transmite y se recibe verticalmente
polarizada. Por otro lado, VH significa que transmite verticalmente pero recibe la
energ´ıa horizontalmente polarizada.
• Filtrar las ima´genes recogidas en modo banda ancha interferome´trica. El modo de
barrido Interferome´trico Ancho (IW), Interferometric Wide (IW) swath mode, es el
modo de adquisicio´n principal sobre tierra y satisface la mayor´ıa de los requisitos de
servicio. Adquiere datos con una franja de 250km a una resolucio´n espacial de 5m por
20m (simple vista). El modo IW captura tres franjas secundarias utilizando Terrain
Observation with Progressive Scans SAR (TOPSAR) que se trata de una forma de
escaneo de ima´genes ScanSAR, donde los datos se adquieren en ra´fagas al cambiar
c´ıclicamente el haz, conjunto de rayos luminosos con el mismo otigen, de la antena
entre mu´ltiples franjas adyacentes. Con la te´cnica TOPSAR, adema´s de dirigir el haz
en el rango como en ScanSAR, e´ste tambie´n se dirige electro´nicamente de atra´s hacia
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adelante en la direccio´n acimutal para cada ra´faga, evitando el ondeado y dando
como resultado una calidad de imagen homoge´nea en toda la franja.
Figure B.1: Adquisicio´n TOPSAR
• Filtrar la imagen para captarla desde diferentes a´ngulos.
• Crear una coleccio´n a partir de las medias de las diferentes polarizaciones y de los
diferentes a´ngulos.
Una vez realizado este paso inicial, los pasos de preproceso que da Google Earth Engine
para derivar el coeficiente de retrodispersio´n de cada p´ıxel. El coeficiente de retrodispersio´n
representa el a´rea de retrodispersio´n del objetivo (seccio´n transversal del radar) por a´rea
de superficie de la unidad, dicho de forma ma´s sencilla, mide la intensidad en decibelios
del eco reflejado. Para calcular dicho coeficiente se seguira´n los siguientes pasos:
• Aplicar el archivo de o´rbita (utilizando o´rbitas restituidas). Actualiza los metadatos
de la o´rbita con un archivo de o´rbita restituido. Dichos archivos de o´rbita son acce-
sibles desde la pa´gina de Sentinel.
• Eliminar el ruido del borde GRD, Ground Range Detected o Detectado Rango de
Tierra. Elimina el ruido de baja intensidad y los datos no va´lidos en los bordes de
la escena. Eliminar el ruido termal. Se quita el ruido aditivo en sub-franjas para
ayudar a reducir las discontinuidades entre las franjas secundarias para escenas en
modos de adquisicio´n de franjas mu´ltiples.
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• Calibracio´n radiome´trica. Se calcula la intensidad de la retrodispersio´n utilizando
los para´metros de calibracio´n del sensor en los metadatos de GRD.
• La correccio´n del terreno (ortorectificacio´n) convierte datos de geometr´ıa de rango
de tierra a coeficientes de retrodispersio´n.
Appendix C
Instalacio´n de librer´ıa Python Earth
Engine
Como se ha explicado en el Cap´ıtulo 1, la instalacio´n se ha hecho sobre un sistema operativo
Ubuntu 16.04 y los pasos a realizar son los siguientes:
• Comprobar que la versio´n de Python que tenemos es la 2.6 o 2.7 y, en caso de no ser
as´ı, instalarla mediante el sistema de gestion de paquetes pip.
sudo apt−get i n s t a l l python−pip
• Instalar Google APIs Client Library.
sudo apt−get i n s t a l l python−pip
• Asegurarse de que existe una librer´ıa criptogra´fica disponible. Si no se encuentra
ninguna, existen varias opciones pero la que hemos utilizado en este caso es la li-
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brer´ıa pyCrypto.
python −c ” from o a u t h 2 c l i e n t import crypt ”
# Si e s t e comando devuelve un er ror , e j e c u t a r e l s i g u i e n t e comando .
sudo pip i n s t a l l pyCrypto
• Instalar Earth Engine Python API mediante Python Package Index.
sudo pip i n s t a l l eartheng ine−api
• Crear el archivo de credenciales para autorizar el acceso a Earth Engine.
python −c ” import ee ; ee . I n i t i a l i z e ( ) ”
# Si e s t e comando no da er ror , e x i s t e e l f i c h e r o de c r e d e n c i a l e s y
# no h a b r a que cont inuar con l o s s i g u i e n t e s pasos .
Las API de Earth Engine usan el protocolo OAuth 2.0 para autenticar clientes. Para
autenticarse, primero hay que configurar un archivo de credenciales en el ordenador
que autorice el acceso a Earth Engine en nombre de su cuenta de Google. Este proceso
se activa llamando al me´todo ee.Initialize (). Este comando devuelve un error ya que
no se dispone de dicho archivo de credenciales. Se debe copiar el comando que se
muestra en el error en una terminal nueva y al ejecutarlo, se inicia la creacio´n del
archivo de credenciales. Como se ha dicho anteriormente, debemos tener una cuenta
en Google Earth Engine y una vez registrados en la pa´gina, podremos ver un co´digo
que nos autoriza el acceso a los datos de Earth Engine. Copiando dicho co´digo en la
terminal donde se esta´ creando el archivo de credenciales se finaliza la instalacio´n.
• Comprobar que la instalacio´n es correcta.
# Importar Earth Engine Python Package
import ee
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# I n i c i a l i z a r e l ob j e to Earth Engine usando l a s c r e d e n c i a l e s de
a u t e n t i c a c i n .
ee . I n i t i a l i z e ( )
# Imprimir l a i n f o r m a c i n de una i m g e n .
image = ee . Image ( ’ srtm90 v4 ’ )
p r i n t ( image . g e t I n f o ( ) )
Appendix D
Relacio´n estructura de datos GEE y
QGIS
# S e l e c c i o n de l a capa ac t i va (QGIS)
l a y e r = q g i s . u t i l s . i f a c e . ac t iveLayer ( )
# Guardar todas l a s QgsFeature s e l e c c i o n a d a s en una QgsFeatureList (QGIS)
s e l e c t e d f e a t u r e s = l a y e r . s e l e c t e d F e a t u r e s ( )
# S e l e c c i o n a r imagenes S e n t i n e l 2 (GEE)
s e n t i n e l C o l l e c t i o n = ee . ImageCol l ec t ion ( ’COPERNICUS/S2 ’ ) ;
# F i l t r a r l a s imagenes S e n t i n e l 2 por f echa (GEE)
s e n t i n e l D a t e C o l l e c t i o n = ee . ImageCol l ec t ion ( s e n t i n e l C o l l e c t i o n
. f i l t e r D a t e ( ’ 2017−06−21 ’ , ’ 2017−09−23 ’ ) )
# S e l e c c i o n a r l a primera QgsFeature de l a QgsFeatureList (QGIS)
p = s e l e c t e d f e a t u r e s [ 0 ]
# Extraer l a geometr ia de l a QgsFeature s e l e c c i o n a d a (QGIS)
g = p . geometry ( )
# Exportar l a geometr ia a formato GeoJSON (QGIS)
gJSON = g . exportToGeoJSON ( )
o = json . l oads (gJSON)
# U t i l i z a r l a s coordenadas e x t r a i d a s para c r ea r un po l i gono en GEE (GEE)
b = ee . Geometry . Polygon ( o [ ’ c oo rd ina t e s ’ ] )
# F i l t r a r l a c o l e c c i o n de imagenes por area (GEE)
sent ine lAOI = ee . ImageCol l ec t ion ( s e n t i n e l D a t e C o l l e c t i o n . f i l t e r B o u n d s (b) )
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Co´digo
import ee
import matp lo t l i b . pylab as p l t
import matp lo t l i b . pyplot as p l
import numpy as np
import matp lo t l i b . cm as cm
import time
import j son
import datet ime
import copy
import s h u t i l
import pandas as pd
from PyQt4 . QtGui import QColor
from PyQt4 . QtGui import ∗
from PyQt4 . QtCore import ∗
from sc ipy . s t a t s . s t a t s import pearsonr
from datet ime import datetime , t imede l ta
from datet ime import date
from s k l ea rn . met r i c s import con fu s i on matr ix
ee . I n i t i a l i z e ( )
s t a r t t i m e = time . time ( )
l a y e r = q g i s . u t i l s . i f a c e . ac t iveLayer ( )
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pr in t ( ”Nombre de l a y e r ” , l a y e r . name ( ) )
#f e a t u r e s s e l e c c i o n a d a s
s e l e c t e d f e a t u r e s = l a y e r . s e l e c t e d F e a t u r e s ( )
count= len ( l i s t ( s e l e c t e d f e a t u r e s ) )
p r i n t ( ” Feature number” , count )
#F i l t r a r l a s f o t o s por f echa
s e n t i n e l C o l l e c t i o n = ee . ImageCol l ec t ion ( ’COPERNICUS/S2 ’ ) ;
s e n t i n e l D a t e C o l l e c t i o n = ee . ImageCol l ec t ion ( s e n t i n e l C o l l e c t i o n . f i l t e r D a t e ( ’
2017−06−21 ’ , ’ 2017−09−23 ’ ) )
i=0
va l = [ None ] ∗ count
valGNDVI = [ None ] ∗ count
e t i q u e t a s = [ ]
c l a s e s= [ ]
datak = [ None ] ∗ count
fechasRep = [ None ] ∗ count
d i f e= [ None ] ∗ count
datosBosque =[ ]
datosCesped =[ ]
hayBosque= False
hayCesped= False
f e a t u r e s N u l l = [ ]
f ea ture sNotNu l l =[ ]
#a n a l i z a r cada f e a t u r e
whi l e i< count :
p = s e l e c t e d f e a t u r e s [ i ]
#c r ea r un vec to r con e l nombre de cada f e a t u r e . p [ 1 ] e l e l a t r i bu to de
d e s c r i p c i o n
e t i q u e t a s . append (p [ 1 ] )
p r i n t ( ”ETIQUETAS” , e t i q u e t a s )
g = p . geometry ( )
gJSON=g . exportToGeoJSON ( )
o=json . l oads (gJSON)
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b = ee . Geometry . Polygon ( o [ ’ c oo rd ina t e s ’ ] )
#f i l t r a r l a c o l e c c i o n de imagenes por l a geometr ia de l a f e a t u r e que se
e s ta ana l i zando
sent ine lAOI = ee . ImageCol l ec t ion ( s e n t i n e l D a t e C o l l e c t i o n . f i l t e r B o u n d s (b) )
p r i n t ( ” Imagenes f i l t r a d a s por f e a t u r e ” , sent ine lAOI . s i z e ( ) . g e t I n f o ( ) )
imagesConNubes = [ item . get ( ’ id ’ ) f o r item in sent ine lAOI . g e t I n f o ( ) . get ( ’
f e a t u r e s ’ ) ]
#c r ea r dos ar rays para separar l a s f e a t u r e s s i n nobre de l a s nombradas (
mar , arena , bosque . . . )
i f p[1]==NULL:
f e a t u r e s N u l l . append (p)
e l s e :
f ea ture sNotNu l l . append (p)
va lue s =[ ]
valuesGNDVI =[ ]
datas =[ ]
d i f e r e n c i a s =[ ]
fechasR = [ ]
images =[ ]
#c r ea r c o l e c c i o n de imagenes s i n nubes
f o r i cn in imagesConNubes :
i cn index= imagesConNubes . index ( i cn )
c loudPercentage=ee . Image ( imagesConNubes [ i cn index ] ) . get ( ’
CLOUDY PIXEL PERCENTAGE ’ ) . g e t I n f o ( )
i f c loudPercentage< 1 0 . 0 :
images . append ( i cn )
e l s e :
p r i n t ( ”IMAGEN CON MUCHAS NUBES” )
p r in t ( ”IMAGENES SIN NUBES” , l en ( images ) )
#a n a l i z a r cada imagen de l a c o l e c c i o n
f o r image in images :
p r i n t 1
#consegu i r l a f echa de r e c epc i on de l a imagen
date1 = ee . Image ( image ) . get ( ’ system : t i m e s t a r t ’ )
indexPhoto= images . index ( image )
dat= date . fromtimestamp ( date1 . g e t I n f o ( ) / 1e3 )
datas . append ( dat )
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# c a l c u l a r NDVI
n i r = ee . Image ( image ) . reduceRegion ( ee . Reducer . mean ( ) , o ) . g e t I n f o ( ) .
get ( ’B8 ’ )
red = ee . Image ( image ) . reduceRegion ( ee . Reducer . mean ( ) , o ) . g e t I n f o ( ) .
get ( ’B4 ’ )
#en caso de que n i r o red sean nulos , da r l e e l mismo va lo r que e l
c o n t r a r i o para formzar que
#NDVI sea 0 e imputar l o s v a l o r e s pos te r io rmente
i f n i r == None :
p r i n t ( ”NIR IS NONE” )
n i r = red
i f red == None :
p r i n t ( ”RED IS NONE” )
red = n i r
i f n i r == 0 and red == 0 :
ndvi= 0
e l s e :
ndvi = ( ( n i r − red ) /( n i r + red ) )
va lue s . append ( ndvi )
#GNDVI
green = ee . Image ( image ) . reduceRegion ( ee . Reducer . mean ( ) , o ) . g e t I n f o ( )
. get ( ’B3 ’ )
i f green == None :
p r i n t ( ”GREEN IS NONE” )
green = n i r
i f n i r == 0 and green == 0 :
gndvi= 0
e l s e :
gndvi = ( ( n i r − green ) /( n i r + green ) )
valuesGNDVI . append ( gndvi )
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et iquetasR= [ ]
#Cuando hay dos f o t o s de l a misma fecha
i f indexPhoto>0 :
a= copy . copy ( datas [ indexPhoto ] )
b= copy . copy ( datas [ indexPhoto −1])
i f a == b : #s i hay dos f e cha s i g u a l e s
p r i n t ( ”FECHA REPETIDA” , a )
fechasR . append ( a )
et iquetasR . append (p [ 1 ] )
i f p[1]== ’ bosque ’ :
hayBosque= True
p r in t ( ”Bosque index i e index i−1” , va lue s [ indexPhoto ] ,
va lue s [ indexPhoto −1])
datosBosque . append (max ( [ va lue s [ indexPhoto ] , va lue s [
indexPhoto −1 ] ] ) )
e l i f p[1]== ’ cesped ’ :
hayCesped= True
datosCesped . append (max ( [ va lue s [ indexPhoto ] , va lue s [
indexPhoto −1 ] ] ) )
d i f= abs ( va lue s [ indexPhoto ]− va lue s [ indexPhoto −1])
d i f e r e n c i a s . append ( d i f )
#Todas l a s imagenes procesadas de una f e a t u r e
d i f e [ i ]= d i f e r e n c i a s
fechasRep [ i ]= fechasR
i f i == 0 :
tamanoColumnas= datas
e l s e :
i f l en ( tamanoColumnas )< l en ( datas ) :
tamanoColumnas= datas
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datak [ i ]= datas
va l [ i ]= va lue s
p r i n t ( ”FECHA Y DATOS” , datak [ i ] , va l [ i ] )
valGNDVI [ i ]= valuesGNDVI
# Graf i ca de l a d i f e r e n c i a de v a l o r e s para imagenes tomadas en l a misma
fecha
h=p l t . f i g u r e (1 )
p l t . p l o t ( fechasRep [ i ] [ : ] , d i f e [ i ] [ : ] , c o l o r=’ s i l v e r ’ , l i n ew id th =3, alpha
=0.8)
pr=[ s t r ( j ) f o r j in fechasRep [ i ] [ : ] ]
p l t . x t i c k s ( f o n t s i z e =26)
ax = h . add subplot (111)
ax . s e t x l a b e l ( ’ Fechas r e p e t i d a s ’ , f o n t s i z e =30)
ax . s e t y l a b e l ( ’ D i f e r e n c i a NDVI ’ , f o n t s i z e =30)
i+=1
#Deberia de e t s a r s e l e c c i o n a d o e l f e a t u r e de bosque y cesped para
c u a n t i f i c a r l a d i f e r e n c i a
i f hayBosque and hayCesped :
p r i n t ( ”DATOS DATOSBOSQUE ” , datosBosque )
p r i n t ( ”DATOS DATOSCESPED” , datosCesped )
difCB= [ abs ( x − y ) f o r x , y in z ip ( datosBosque , datosCesped ) ]
p r i n t ( ”DIFERENCIAS BOSQUE Y CESPED” , difCB )
p l t . p l o t ( fechasRep [ 0 ] [ : ] , difCB , c o l o r=’ red ’ , l i n ew id th =3, alpha =0.8)
h . show ( )
#Crear f i c h e r o
p r i n t ( ”DATA Y COLUMNAS” , va l [ : ] , tamanoColumnas )
APPENDIX E. CO´DIGO 85
fp1= open ( ’ /tmp/datosTimeBased . txt ’ , ’w ’ )
fp2= open ( ’ /tmp/datosSuma . txt ’ , ’w ’ )
fp3= open ( ’ /tmp/ datosPrueba . txt ’ , ’w ’ )
#cr ea r un dataframe con l o s v a l o r e s NDVI ca l cu lados , l o s index seran l a s
e t i q u e t a s
#y l a s columnas seran l a s f e cha s .
fp= open ( ’ /tmp/ datos . txt ’ , ’w ’ )
fechasColumnas =[ s t r ( i ) f o r i in tamanoColumnas ]
df = pd . DataFrame ( data=va l [ : ] , columns=fechasColumnas )
df [ ’ e t i q u e t a ’ ] = e t i q u e t a s
p r i n t ( ”REPLACE” )
#buscar l o s v a l o r e s 0 y s u s t i t u r i l o s por n . a para hacer i n t e r p o l a c i o n l i n e a r
dfn= df . r e p l a c e (0 , np . nan )
d f n i=dfn . i n t e r p o l a t e ( )
numrows=len ( d f n i . index )
d f n i=d f n i . s o r t v a l u e s ( by=[ ’ e t i q u e t a ’ ] , n a p o s i t i o n=’ f i r s t ’ )
d f n i c o p i a=d f n i . copy ( )
n u l l s=l en ( f e a t u r e s N u l l )
nonu l l s=len ( f ea ture sNotNu l l )
fp7= open ( ’ /tmp/ d f n u l l . txt ’ , ’w ’ )
fp8= open ( ’ /tmp/ d fnonu l l . txt ’ , ’w ’ )
fp9= open ( ’ /tmp/ d f n i c o p i a . txt ’ , ’w ’ )
d f n i N u l l c o p i a=d f n i c o p i a . head ( n u l l s )
d f n i N u l l c o p i a [ ’ o ld index ’ ]= d f n i N u l l c o p i a . index . va lue s
d f n i N u l l c o p i a= d f n i N u l l c o p i a . s o r t i n d e x ( a x i s=’ index ’ )
d f n i N u l l c o p i a = d f n i N u l l c o p i a . r e s e t i n d e x ( drop=True )
d fn iNu l l=d f n i . head ( n u l l s )
d fn iNu l l= d fn iN u l l . s o r t i n d e x ( a x i s=’ index ’ )
d fn iNu l l = d fn iN u l l . r e s e t i n d e x ( drop=True )
dfn iNoNul lcop ia=d f n i c o p i a . t a i l ( nonu l l s )
d fn iNoNul lcop ia [ ’ o ld index ’ ]= dfn iNoNul lcop ia . index . va lue s
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dfn iNoNul lcop ia . index = range ( nu l l s , numrows )
dfniNoNul l=d f n i . t a i l ( nonu l l s )
dfniNoNul l . index = range ( nu l l s , numrows )
fp7 . wr i t e ( d fn i Nu l l . t o s t r i n g ( ) )
fp8 . wr i t e ( dfniNoNul l . t o s t r i n g ( ) )
fp7 . c l o s e ( )
fp8 . c l o s e ( )
frames = [ d fn iNul l , dfniNoNul l ]
f ramescop ia =[ d fn iNu l l cop ia , d fn iNoNul lcop ia ]
r e s u l t d f = pd . concat ( frames )
r e s u l t d f c o p i a = pd . concat ( f ramescop ia )
fp9 . wr i t e ( r e s u l t d f c o p i a . t o s t r i n g ( ) )
fp9 . c l o s e ( )
fp . wr i t e ( r e s u l t d f . t o s t r i n g ( ) )
#cr ea r tab la de d i s t a n c i a s
#Se crea un f i c h e r o para cada paso para ver s i hace correctamente
t a b l a D i s t a n c i a s =[ ]
#v a l o r e s r e s t a =[ ]
f o r e lements in range (0 , l en ( f e a t u r e s N u l l ) ) :
c l a s e s . append ( f e a t u r e s N u l l [ e lements ] [ 3 ] )
nombreColumnas =[ ]
f o r noNullElements in range ( l en ( f e a t u r e s N u l l ) , l en ( r e s u l t d f . index ) ) :
nombreColumnas . append ( r e s u l t d f [ ’ e t i q u e t a ’ ] . i l o c [ noNullElements ] )
p r i n t ( ”NombreCOlumnas” , nombreColumnas )
r e s u l t d f s n=r e s u l t d f . drop ( ’ e t i q u e t a ’ , a x i s =1)
prueba1 = r e s u l t d f s n . i l o c [ [ noNullElements ] ] . va lue s
prueba2 = r e s u l t d f s n . i l o c [ [ e lements ] ] . va lue s
prueba=[x − y f o r x , y in z ip ( prueba1 , prueba2 ) ]
pruebadf = pd . DataFrame ( data=prueba , columns=tamanoColumnas )
fp3 . wr i t e ( pruebadf . t o s t r i n g ( ) )
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di f fTSa= pruebadf . abs ( )
fp1 . wr i t e ( d i f fTSa . t o s t r i n g ( ) )
r= np . sum( d i f fTSa . va lue s )
p r i n t ( ”SUMA FILA” , r )
t a b l a D i s t a n c i a s . append ( r )
fp . c l o s e ( )
fp3 . c l o s e ( )
fp1 . c l o s e ( )
fp2 . c l o s e ( )
p r i n t ( ”TABLA DISTANCIAS” , t a b l a D i s t a n c i a s )
fp4= open ( ’ /tmp/ d i s t a n c i a s . txt ’ , ’w ’ )
p r i n t ( ”TODOS LOS VALORES BIEN ” , tab l aD i s tanc i a s , nombreColumnas )
s p l i t t e d= np . a r r a y s p l i t ( t ab l aD i s tanc i a s , l en ( f e a t u r e s N u l l ) )
d i s t = pd . DataFrame ( data=s p l i t t e d , columns=nombreColumnas )
fp4 . wr i t e ( d i s t . t o s t r i n g ( ) )
fp4 . c l o s e ( )
fp5= open ( ’ /tmp/pruebaminimo . txt ’ , ’w ’ )
d i s t [ ’ Clase ’ ] = d i s t . l o c [ : , [ ’ arena ’ , ’ bosque ’ , ’ cesped ’ , ’ e d i f i c i o s ’ , ’mar ’
] ] . idxmin ( a x i s =1)
distR=d i s t . i l o c [ : : − 1 ]
fp5 . wr i t e ( d i s t . t o s t r i n g ( ) )
fp5 . c l o s e ( )
fpa larms= open ( ’ /tmp/ alarms . txt ’ , ’w ’ )
alarms=d i s t . l o c [ d i s t [ ’ Clase ’ ] == ’ bosque ’ ]
fpa larms . wr i t e ( alarms . t o s t r i n g ( ) )
fpa larms . c l o s e ( )
i f alarms . empty== False :
i nd i c e s a l a rmas=alarms . index . va lue s . t o l i s t ( )
i n d i c e s a l a r m a s d f=r e s u l t d f c o p i a . i l o c [ ind i c e sa la rmas , : ]
numerodefeature= i n d i c e s a l a r m a s d f [ ’ o ld index ’ ] . va lue s . t o l i s t ( )
p r i n t ( numerodefeature )
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pr in t ( numerodefeature )
f ea ture scambiar =[ ]
f o r f in range (0 , l en ( numerodefeature ) ) :
numact=numerodefeature [ f ]
f ea ture scambiar . append ( s e l e c t e d f e a t u r e s [ numact ] )
i f a c e . mapCanvas ( ) . s e t S e l e c t i o n C o l o r ( QColor ( ” red ” ) )
i d s = [ i d e s . id ( ) f o r i d e s in f ea ture scambiar ]
l a y e r . s e t S e l e c t e d F e a t u r e s ( i d s )
l a y e r . t r i gg e rRepa in t ( )
e l s e :
p r i n t ( ”NO HAY ZONAS DE PELIGRO” )
pr ed i c t edC la s e s= l i s t ( d i s t . i l o c [ : , −1 ] )
g=p l t . f i g u r e (2 )
#Confusion Matrix
p r i n t ( ” Confusion Matrix” )
p r i n t ( con fu s i on matr ix ( c l a s e s , p r ed i c t edC la s e s ) )
#Graf i ca v a l o r e s NDVI
area = (30 ∗ np . random . rand (50) ) ∗∗2
f o r j in range (0 , count ) :
i f s e l e c t e d f e a t u r e s [ j ] [1 ]== ’mar ’ :
p r i n t ( ”ES MAR” )
p l t . p l o t ( datak [ j ] , va l [ j ] , c o l o r=” blue ” , l i n ew id th =3)
e l i f s e l e c t e d f e a t u r e s [ j ] [1 ]== ’ bosque ’ :
p r i n t ( ”ES Bosque” )
p l t . p l o t ( datak [ j ] , va l [ j ] , c o l o r=” darkgreen ” , l i n ew id th =3)
e l i f s e l e c t e d f e a t u r e s [ j ] [1 ]== ’ cesped ’ :
p r i n t ( ”ES cesped ” )
p l t . p l o t ( datak [ j ] , va l [ j ] , c o l o r=” o l i v ed rab ” , l i n ew id th =3)
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e l i f s e l e c t e d f e a t u r e s [ j ] [1 ]== ’ e d i f i c i o s ’ :
p r i n t ( ”ES e d i f i c i o s ” )
p l t . p l o t ( datak [ j ] , va l [ j ] , c o l o r=” s i enna ” , l i n ew id th =3)
e l i f s e l e c t e d f e a t u r e s [ j ] [1 ]== ’ arena ’ :
p r i n t ( ”ES arena ” )
p l t . p l o t ( datak [ j ] , va l [ j ] , c o l o r=” ye l low ” , l i n ew id th =3)
e l s e :
p l t . p l o t ( datak [ j ] , va l [ j ] , c o l o r=” s i l v e r ” , l i n ew id th =3, alpha =0.8)
p l t . x t i c k s ( f o n t s i z e =26)
ax = g . add subplot (111)
ax . s e t x l a b e l ( ’ Valores verano 2017 ’ , f o n t s i z e =30)
ax . s e t y l a b e l ( ’NDVI value ’ , f o n t s i z e =30)
g . show ( )
#h . show ( )
#CORRELACION
p l t . f i g u r e (3 )
p l t . subplot ( 1 , 1 , 1 )
p l t . p l o t ( val , valGNDVI , ’ bo ’ )
p l t . x l a b e l ( ’NDVI ’ )
p l t . y l a b e l ( ’GNDVI ’ )
p r i n t np . c o r r c o e f (valGNDVI , va l )
p l t . show ( )
p r i n t ( ”−−− %s seconds −−−” % ( time . time ( ) − s t a r t t i m e ) )
