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Abstract
In this paper, a class of Gaussian processes, having locally the same fractal properties as
fractional Brownian motion, is studied. Our aim is to give estimators of the relevant parameters
of these processes from one sample path. A time dependency of the integrand of the classical
Wiener integral, associated with the fractional Brownian motion, is introduced. We show how
to identify the asymptotic expansion for high frequencies of these integrands on one sample
path. Then, the identication of the rst terms of this expansion is used to solve some ltering
problems. Furthermore, rates of convergence of the estimators are then given. c© 1998 Elsevier
Science B.V. All rights reserved.
AMS classication: 60G15; 60G17; 62G05
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1. Introduction
Mandelbrot and Van Ness (1968) introduced the fractional Brownian motion Bt of
order  (0<<1). Their purpose was to propose a model that would t the statisti-
cal characteristics of several random signals such as the level of water ows, economic
series and some noises. Since then, fractional Brownian motions have also been used
as a model for several natural phenomena, including for instance natural image textures
(Pentland, 1984). The fractional brownian motion can be viewed as a simple example
of ltered white noise, since it can be written, using a stochastic integral as
Bt =
Z
R
eit− 1
jj+1=2 dW ();
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where dW () is a Brownian measure. This process is a particular case of Gaussian
processes that can be written
Xt =
Z
R
g()en(t) dW (); t 2 [0; 1]; (1)
where
en(t)= eit−
nX
k=0
(it)k
k!
; (2)
and n is chosen such that the integrand is square-integrable for each t. Such processes
can be characterized by the function g(). One of the limitations of such stationary
increments processes is that they are not able to follow local modulations of the param-
eters: stationarity implies uniformity. We can model spatial changes of the parameters
by introducing a dependency on t in the function g in Eq. (1) and dene the following
Filtered White Noises (in short FWN)
Xt =
Z
R
g(t; )en(t) dW (); t 2 [0; 1]: (3)
A FWN is entirely dened by its function g(t; ). We assume that g(t; ) has the
following expansion as !1:
g(t; )=
a(t)
jj 12 + +
b(t)
jj 12 + +R(t; ) (<); (4)
where the remainder term R(t; ) should be negligible when compared with the rst
terms of the expansion. For instance, the -fractional Brownian motion corresponds to
a 1; b 0 and R 0.
One assumes that the FWN is observed at points k with k =0; : : : ; N N=1. Our
purpose is to identify the parameters  and  as well as the functions a(t) and b(t). To
achieve this goal, we shall use estimators of these unknown parameters  and  and
unknown functions a(t) and b(t) built from generalized quadratic variations. The use
of quadratic variations is standard in Gaussian studies. In the case of processes with
independent increments or in the Markov eld case, Guyon (1987) and Goryainov
(1998) identify coecients of a partial dierential operator of order 2 dening the
process.
In the case of stationary processes, quadratic variations have been studied by Guyon
and Leon (1989), Leon and Ortega (1989). Guyon and Leon (1989) prove that quadratic
variations converge with a rate smaller than
p
N to a non-Gaussian limit. In order to getp
N -rate of convergence with Gaussian asymptotic distribution, Istas and Lang (1994)
introduce generalized quadratic variations associated to a discrete dierence operator
of order greater than the expected smoothness of the process.
To estimate the function a and the parameter , we shall use these generalized
quadratic variations. The estimation of function b and parameter  requires a more
subtle combination of generalized quadratic variations.
Some applications require the identication of the second term also. Suppose, for
instance, that Xt is the sum of a FWN such as Eq. (3) and of an independent noise.
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The identication of the FWN can be viewed as a ltering problem: can we elimi-
nate the superimposed noise in order to recover the relevant parameters of the FWN,
i.e. the asymptotic behavior of its function g? We will see in Section 4 that even if
the superimposed noise is a fractional Brownian motion this ltering problem can be
reduced to the problem of identifying the second term in the expansion (4) for another
FWN. Thus, the problem of the identication of the second term in Eq. (4) is not just
a mathematical renement but is an important issue in applications. For the sake of
simplicity, we stop the identication at the second term of the expansion (4), but our
estimators and our identication results can easily be extended to the other terms of
the expansion.
Let us mention the previous studies of FWN; rst Priestley (1965) introduced these
processes. In Mallat et al. (1996) the authors study symbols which have C1 regularity
in both variables (t; ) but are, nonetheless, close to being constant on some \windows",
the size of which may change widely. In that case, the \right basis" to study the process
is a local Fourier basis with windows adapted to the windows of the signal.
Section 2 is devoted to the statement of the main theorems. Identication results for
FWN are proved in Section 3, which are applied to the ltering problem in Section 4.
2. Statement of results
First, we present the assumptions needed on the expansion of g(t; ) given by for-
mula (4) to perform the identication of (; a; ; b). Let n be the integer such that
n+1>>n; n drives two important features of X : When a and b are smooth enough,
n is the number of derivatives of the sample paths of X . Moreover, we subtract the
nth partial Taylor expansion in Eq. (2) to make the integral (3) converge at low
frequencies. In Section 3, the following is assumed
A1. n+1>>>n and R(t; )2C2(n+1);2([0; 1]R) is a function such that @i+j@ti@j R(t; )
6 Cjj(1=2)++j ;
for i=0 to 2(n+1) and j=0 to 2 with >. C is a generic constant and may change
from one occurrence to another.
A2. a; b2C2n+2([0; 1]) and 8t 2 [0; 1]; a(t)b(t) 6=0.
Denition 1. A FWN (Xt) satisfying A1 and A2 is called a second-order FWN; (; a)
are the rst-order parameter and (; b) the second-order parameter.
We want to identify the parameters using a discrete regularly spaced sampling of Xt .
This identication is performed with the help of some quadratic functionals QFN of the
discretized sample path. Let  be the discretization step and let N be the number of
observations on the time interval [0, 1], so that N=1. For the identication of each
parameter we x a real symmetric matrix D=(dk; k0); k; k 0=0; : : : ; K and we consider
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the related quadratic variation with step 
QFN ()=
N−KX
p=0
KX
k; k0=0
dk; k0((k +p))X(k+p)X(k0+p); (5)
where  is a deterministic function that will be useful to estimate a. We denote by
QFN the functional QFN () when  is identically equal to 1. The matrix D=(dk; k0)
acts like a quadratic dierence operator on the sample path of (Xt). For instance, the
discrete quadratic variation of X
VN =
N−1X
p=0
(X(p+1)−Xp)2 (6)
is a special example of QFN with
K =1 dk; k0 =dkdk0 and d0 =−1; d1 = 1:
Classical quadratic variations (6) have been widely studied in literature (Grenan-
der, 1981, Ch. 5; Guyon, 1987; Goryainov, 1998; Guyon and Leon, 1989; Leon and
Ortega, 1989; Adler and Pyke, 1993). In this paper, a vanishing moment assumption on
the sequence (dk; k0), stronger than the expected regularity, is required to avoid the draw-
back exhibited by Guyon and Leon (1989): The classical quadratic variations converge
with a rate smaller than square root N to a non-Gaussian limit. This kind of assumption
has been previously introduced by Istas and Lang (1994). For some integer J
A3. (J )
8k; k 0=0; : : : ; K dk; k0 =dkdk0
KX
k=0
dkkj =0 with 06j6J:
In practice, one has to propose an integer J larger than 4n+2 when the sample path
belongs to Cn, then K and D are chosen to satisfy A3 (J ). For instance, if X is not
C1 (i.e. 1>>0)
K =3 dk; k0 =dkdk0 and d0 =−1; d1 = 3; d2 =−3; d3 = 1 (7)
which corresponds to a discrete third derivative. To distinguish between estimators of
the rst- and second-order terms, the asymptotic behavior of the moment of QFN shows
that the  function
F(x)=
Z
R
KX
k; k0=0
dk; k0
ei(x+k−k
0)u
juj+1 du; (8)
plays a key role. More precisely
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Denition 2. A functional QFN () satisfying A3 (4n+2) is called a rst-order func-
tional if it is generated by a matrix D such that F2(0) 6=0, and is called a second-order
functional if F2(0)= 0 and F+(0) 6=0.
VN in Eq. (6) is clearly a rst order functional since
F2(0)=
Z +1
0
(1− cos u)
juj2+1 du
never vanishes. We will prove the following result for the identication of the rst-
order terms.
Theorem 1. If QFN () is a rst-order functional associated to (Xt) a second order
FWN , the estimators
bN = 1+ log2(QFN=2=QFN )2 ; (9)
and
bIN ()= N 2bN−1QFN ()F2bN (0) ; (10)
with 2C2(n+1)[0; 1] and supp()]0; 1[, converge, respectively, to  and I()=R 1
0 a
2(t)(t) dt almost surely as N !1. Moreover, as N !1;
 if − > 12
p
N (bN − ) and pN (bIN ()− I())=logN converge to a centered
Gaussian variable;
 if − 6 12E(bN − )26CN 2(−), and E(bIN ()− I())26C log2(N )N 2(−).
Note that a pointwise estimator da(t); t 2 [0; 1] of a(t) can be built from the scalar
product
R 1
0 a
2(t)(t) dt as in Istas (1996).
The case − > 12 can be understood as follows: the random error, coming from
a central limit theorem in the estimation of rst-order parameters, is preponderant in
front of a bias term introduced by second-order parameters.
Nevertheless, the construction of second-order estimators is more delicate because it
is not possible to nd a priori a matrix (dk; k0) such that F2(0)= 0. But the estimation
of  and b(t) without knowing  and a(t) can be done. The idea is to plug-in the
estimators of  and a(t). We only give the construction of an estimator of  because
the estimator of b(t) involves a pointwise estimator of a(t).
Theorem 2. If QFN is a rst-order functional associated to a second-order FWN (Xt),
a modied functional is introduced,
fQFN =QFN=2− QFN 2=2QFN 2 QFN : (11)
36 A. Benassi et al. / Stochastic Processes and their Applications 75 (1998) 31{49
The estimator
bN = 12 − 12 log2 QFN 2=2QFN 2 + log2
fQFN=2fQFN (12)
converges almost surely to  as N !1.
In Section 4 we apply the previous result to the identication of (; a) and (; b),
when X is the sum of two independent FWN
Xt =
Z
R
(eit− 1)a(t)
jj+1=2 dW ()+
Z
R
(eit− 1)b(t)
jj+1=2 d
bW (): (13)
Theorem 3. Suppose that (Xt) is given by Eq. (13) with inf (1; +1=2)>>>0; a; b
two C2 non-vanishing functions. Then
bN = 1+ log2 (QFN=2=QFN )2 bIN ()= N 2bN−1QFN ()F2bN (0)
bN = 1+ log2 (fQFN=2=fQFN )2 bJN ()= N 2bN−1fQFN ()F
2bN (0)
converge, respectively, to ; I(); ; J ()=
R 1
0 b
2(t)(t) dt almost surely as N !1.
3. Convergence of quadratic variations and identication
3.1. Preliminary results
Recall that, to ensure that the Wiener integral (3) is well-dened, we choose n such
that g(t; )en(t) is a L2(R) function for each t 2 [0; 1]. Clearly, the process Xt dened
by Eq. (3) is centered and Gaussian. The study of the QFN dened in Eq. (5) requires
estimates of their expectations and variances. Note that
EQFN =
N−KX
p=0
E
0@ KX
k; k0=0
dk; k0X(k+p)X(k0+p)
1A
=
N−KX
p=0
Z
R
KX
k; k0=0
dk; k0g((k +p); )g((k 0+p); )en((k +p))
 en((k 0+p)) d: (14)
Using the expansion (4) for g(t; ), we can express EQFN as a sum of terms, each of
them being of the following form (p=0; : : : ; N −K)
I(S; S 0)p;p0 =
Z
R
KX
k; k0=0
dk; k0en((k +p)u)en((k 0+p0)u)
 S

(k +p);
u


S 0

(k 0+p0);
u

 du

: (15)
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A change of variables u= has been performed and each S; S 0 stands for one of the
three functions at the right-hand side of Eq. (4), so that either S(t; )= c(t)jj+1=2 (where
=  or ) or S(t; ) is bounded by such a term (when = ), and the same holds for
S 0. In this part, we need the following assumptions:
A4. S(t; )2C2(n+1);2([0; 1]R) is a function such that @i+j@ti@j S(t; )
6 Cjj(1=2)++j ;
for i=0 to 2(n+1) and j=0 to 2 with n+1>>n.
The above for S 0. Note that A4 is implied by A1 and A2 if S stands for one of the
three functions on the right-hand side of Eq. (4).
Similarly, since (Xt) is a Gaussian process, the variance of QFN is given by
var(QFN ) = 2
N−KX
p;p0=0
0@Z
R
KX
k; k0=0
dk; k0g((k +p); )g((k 0+p0); )
 en((k +p))en((k 0+p0)) d
1A2
which is a sum of terms of the form I(S; S 0)p;p0 . The estimation of the expectation
and variance of QFN rst requires the estimation of the I(S; S 0)p;p0 . We can now state
the following result on the I(S; S 0)p;p0 .
Lemma 1. Assuming A4 the following bound holds for  small enough:
jI(S; S 0)p;p0 j6 C
+0
1 + (p− p0)2 :
Proof of Lemma 1. We use a Taylor expansion of S of order 2(n+ 1) for 06k6K
S

(k + p);
u


=
2(n+1)X
j=0
@j
@t j
S

p;
u

 k jj
j!
+
k 2(n+1)2(n+1)
(2(n+ 1))!
@2(n+1)
@t2(n+1)
S

( + p);
u


;
where 066K . The same holds for S 0. We then obtain the following expansion for
I(S; S 0)p;p0 :
I(S; S 0)p;p0 =
2n+1X
j=0
j
X
j1+j2=j
1
j1!j2!

Z
R
24 KX
k; k0=0
dk; k0k j1k 0j2en((k + p)u)en((k 0 + p0)u)
35
 @
j1
@t j1
S

p;
u

 @j2
@t j2
S 0

p0;
u

 du

(16)
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+
4(n+1)X
j=2(n+1)
j
X
j1+j2=j
1
j1!j2!

Z
R
KX
k; k0=0
dk; k0k j1k 0j2en((k +p)u)en((k 0+p0)u)
 @
j1
@t j1
S

((j1)+p);
u

 @j2
@t j2
S 0

((j2)0 + p0);
u

 du

; (17)
where (j)= 1 if j=2(n + 1); 0 otherwise. Let us rst consider the case p=p0.
We have to bound jI(S; S 0)p;pj by C+0 . From A3 (4n+ 2)
KX
k; k0=0
dk; k0k j1k 0j2en((k + p)u)en((k 0 + p)u)=
KX
k; k0=0
dk; k0k j1k 0j2eiu(k−k
0):
Using A4 each integral of Eq. (16) is bounded by a term involvingZ
R

KX
k; k0=0
dk; k0k j1k 0j2eiu(k−k
0)
 dujuj+0+1 : (18)
Since A3 (4n+2)
PK
k; k0=0 dk; k0k
j1k 0j2eiu(k−k
0) and all its derivatives up to order 2n+1
vanish at u=0, hence
PK
k; k0=0 dk; k0k
j1k 0j2eiu(k−k
0) = o(juj2(n+1)) when juj! 0. ThenZ 1
0

KX
k; k0=0
dk; k0k j1k 0j2eiu(k−k
0)
 dujuj+0+1<+1;
since 2(n + 1)> + 0. Moreover, since  + 0>0 the integral (18) is convergent at
innity and each term of Eq. (16) is therefore an O(j++
0
). It remains to bound
(17). Each integral of Eq. (17) is bounded by
C+
0

KX
k; k0=0
dk; k0k j1k 0j2

Z
R
jen((k + p)u)en((k 0+p)u)j dujuj+0+1 :
As juj!1; en((k + p)u)=O((k + p)nun) henceZ +1
1
jen((k + p)u)en((k 0 + p0)u)j dujuj+0+16O(p
np0n);
and as juj! 0; en((k + p)u)= o((k + p)(n+1)u(n+1)) henceZ 1
0
jen((k + p)u)en((k 0+p0)u)j dujuj+0+16o(p
n+1p0n+1):
Since p<1=, Eq. (17) is bounded by O(+
0
). Lemma 1 is proved for p=p0.
It remains to prove Lemma 1 when p 6=p0. Expression (16) leads to the integral
factorZ
R
eiu(p−p
0)
24 KX
k; k0=0
dk; k0k j1k 0j2eiu(k−k
0)
35 @j1
@t j1
S

p;
u

 @j2
@t j2
S 0

p0;
u

 du

:
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We integrate by parts twice and this yields
Z
R
eiu(p−p
0)
(p− p0)2
@2
@u2
240@ KX
k; k0=0
dk; k0k j1k 0j2eiu(k−k
0)
1A @j1
@t j1
S

p;
u


 @
j2
@t j2
S 0

p0;
u

35 du

:
To prove that the previous integral converges, and that all terms coming from integrated
terms in the integration by parts vanish, we only have to prove the absolute convergence
of the terms given by the second derivative with respect to u of
 (u; j1; j2)
@j1
@t j1
S

p;
u

 @j2
@t j2
S 0

p0;
u


; (19)
where  (u; j1; j2)=
PK
k; k0=0 dk; k0k
j1k 0j2eiu(k−k
0). Clearly, as juj goes to 1; j(@i=@ui) (u;
j1; j2)j=O(1) for i=0; 1; 2. Using A4 this implies the convergence of (19) as juj!1.
To have convergence when juj! 0 let us remark that A3(4n+2) implies j(@i=@ui) (u;
j1; j2)j=o(juj2n+3−i), when juj! 0. Then
@i1 (u; j1; j2)@ui1 @i2+j1@t j1@ui2 Sp; u @i3+j2@t j2@ui3 S 0p0; u

6C+
0+1+i2+i3 juj2n+3−(i1+i2+i3)−(+0+1)
for i1 + i2 + i3 = 2. Hence each term of the rst line (cf. Eq. (16)) of the expansion of
I(S; S 0)p;p0 is of order +
0+j=(p − p0)2. We use a similar upper bound O(+0+2)
for the second line (cf. Eq. (17)) of the expansion of I(S; S 0)p;p0 . Since p;p0<1=,
we have proved Lemma 1 for p 6=p0.
A second technical lemma relates the asymptotic behavior of I(S; S 0)p;p0 when
S(t; )= c(t)=jj+1=2S 0(t; )= c0(t)=jj0+1=2 to the function
F(x)
Z
R
KX
k; k0=0
dk; k0
ei(x+k−k
0)u
juj+1 du:
Lemma 2. Assume that S(t; )= c(t)=jj+1=2 and S 0(t; )= c0(t)=jj0+1=2 where c; c0 2
C 2(n+1)([0; 1]) and n+ 1>>n (resp. n+ 1>0>n) then
I(S; S 0)p;p0 =+
0
c(p)c0(p0)F+0(p− p0) + O
 
+
0+1
1 + (p− p0)2
!
:
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Proof of Lemma 2. To begin with, we use the same Taylor’s expansion of c; c0 at
order 2(n+ 1) to get the expansions (16) and (17)
Ip;p0 =
Z
R
24 KX
k; k0=0
dk; k0en((k + p)u)en((k 0 + p0)u)
35 +0c(p)c0(p0)
juj+0+1 du
+O
 
+
0+1
1 + (p− p0)2
!
:
Since A3(n)
KX
k; k0=0
dk; k0en((k + p)u)en((k 0 + p0)u)=
0@ KX
k; k0=0
dk; k0ei(k−k
0)u
1A ei(p−p0)u;
and Lemma 2 follows.
3.2. Convergence of the moments
We describe in this section the asymptotic behavior of the expectation and variance
of the QFN as N goes to innity. We focus on the identication of the rst two terms
of the expansion (4) of the symbol. Hence, only two cases for the expectation of QFN
are considered, but the extension to other terms is straightforward.
Proposition 1. As N !1; the following convergences hold:
 if F2(0) 6=0,
N 2−1EQFN !F2(0)
Z 1
0
a2(t) dt; (20)
 if F2(0)= 0 and F+(0) 6=0,
N+−1EQFN ! 2F+(0)
Z 1
0
a(t)b(t) dt; (21)
 in all cases,
N 4−1var(QFn)! 2
1X
q=−1
F 22(q)
Z 1
0
a4(t) dt: (22)
Proof of Proposition 1. Recall that Eq. (14) expresses EQFN as a sum of terms that
can be written as I(S; S 0)p;p0 . Using expansion (4) of the symbol, each integralZ
R
KX
k; k0=0
dk; k0g((k + p); )g((k 0 + p); )en((k + p))en((k 0 + p)) d;
can be written
I = Ip;p

a(t)
jj+1=2 ;
a(t)
jj+1=2

+ 2Ip;p

a(t)
jj+1=2 ;
b(t)
jj+1=2

A. Benassi et al. / Stochastic Processes and their Applications 75 (1998) 31{49 41
+ Ip;p

b(t)
jj+1=2 ;
b(t)
jj+1=2

+ 2Ip;p

a(t)
jj+1=2 ; R(t; )

+2Ip;p

b(t)
jj+1=2 ; R(t; )

+ Ip;p(R(t; ); R(t; )); (23)
where a change of variables u= has been performed.
If F2(0) 6=0, it is clear that Ip;p(a(t)=jj+1=2; a(t)=jj+1=2) is the preponderant term
as N !1. Applying Lemma 2 to this term and Lemma 1 to the others, we get
EQFN =
N−KX
p=0
[2a2(p)F2(0) + O(inf (2+1; +))]: (24)
By standard results on Riemann’s sums
1
N
N−KX
p=0
a2
p
N

=
Z 1
0
a2(t) dt +O

1
N

and the rst part of Proposition 1 follows.
If F2(0)= 0, the rst term in Eq. (24) vanishes. The term 2Ip;p(+) of Eq. (23)
is now preponderant:
EQFN =
N−KX
p=0
(2+a(p)b(p)F+(0) + O(inf (2;2−1)))
= 2
F+(0)
N+−1
Z 1
0
a(t)b(t) dt +O(inf (2+1; ++1;2)):
We now prove the asymptotic behavior of the variance of the QFN , which is quite
similar to the previous proof. Expansion (4), Lemmas 1 and 2 imply
var(QFN )= 2
N−KX
p;p0=0

2a(p)a(p0)F2(p− p0) + O

inf (2+1; +)
1 + (p− p0)2
2
:
We focus on the main term 24
PN−K
p;p0=0 a
2(p)a2(p0)F 22(p−p0). Set q=p − p0
and q0=p+p0. The sum is then split for jqj<Q and jqj>Q, where Q is prescribed
later. The second part is then
4
2(N−K)X
q0=0
X
jqj>Q
a2

q+ q0
2


a2

q− q0
2


F 22(q):
Since jF2(q)j6C=(1+q2), this sum can be bounded by O(4
P2(N−K)
q0=0
P
jqj>Q 1=(1+
q2)2). Fix Q large enough, this sum is then less than O(1=N 4−1Q3). Consider now,
the rst part
T =4
2(N−K)X
q0=0
X
jqj6Q
a2

q+ q0
2


a2

q− q0
2


F 22(q):
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Permuting the sums and using standard results on Riemann’s sums,
T =
1
N 4−1
X
jqj6Q
F 22(q)
 Z 1
0
a2

s+
q
2

a2

s− q
2

ds+O

1
N
!
:
By a Taylor’s expansion of a, one gets
T =
1
N 4−1
X
jqj6Q
F 22(q)
 Z 1
0
a4(s) ds+O
 q
N
!
:
Since jF2(q)j6C=(1 + q2); T is asymptotically equivalent to
1
N 4−1
Z 1
0
a4(s) ds
q=+1X
q=−1
F 22(q):
Hence
var(QFN )=
2
N 4−1
Z 1
0
a4(s) ds
q=+1X
q=−1
F 22(q) + O

1
N 3+−1

;
and Proposition 1 is proved.
3.3. Almost sure convergence and central limit theorem
Using the Borel{Cantelli’s Lemma, the previous results imply the almost sure con-
vergence of QFN divided by its expectation and an application of the central limit
theorem yields the random part of the \error term" in the convergence.
Proposition 2. The following limit holds:
lim
N!1
QFN
EQFN
=1 a:s: (25)
and
QFN − EQFNp
var(QFN )
converges to a centered Gaussian variable (26)
as N !1.
Proof of Proposition 2. The generalized quadratic variation QFN can be written
QFN =
N−KX
p=0
 
KX
k=0
dkX(k+p)
!2
;
=Tr(tYY )
where Y is the RN−K+1 valued random vector dened by Yp=
PK
k=0 dkX(k+p). Since
M = E(Y tY ) is a (N −K +1) (N −K +1) symmetric matrix, we can nd a diagonal
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matrix Diag(p;N ) with non-negative eigenvalues p;N of M on the diagonal, and an
orthogonal (N − K + 1) (N − K + 1) matrix O such that
Diag(p;N )=t OMO:
Let  be a random vector dened by
=Diag
 
1p
p;N
!
OY:
Then the p (p=0; : : : ; N −K) are identically independent centered Gaussian variables
with variance 1, and
QFN =Tr( tYY )
=
N−KX
p=0
p;N 2p:
(27)
Hence
var(QFN )= var(20)
N−KX
p=0
2p;N :
Then
E(QFN − EQFN )4 = E(20 − 1)4
N−KX
p=0
4p;N +
N−KX
p;p0=0
E(20 − 1)22p;N 2p0 ; N
6C
0@N−KX
p=0
2p;N
1A2
= C var2QFN :
Using Proposition 1 and Borel{Cantelli’s Lemma, the almost sure convergence is
proved.
We now prove the second part of Proposition 2, which describes the rate of con-
vergence in Eq. (25). The following central limit theorem (e.g. Czorgo and Revesz,
1981) is used.
Lemma 3. Consider the sequence of variable SN dened by
SN =
N−KX
p=0
p;N (2p − 1);
where the p are i.i.d. centered normalized Gaussian variables and the p;N are
positive. If maxp=0;:::; N−Kp;N =o(
p
var(SN )), then SN =
p
var(SN ) converges in distri-
bution to a centered normalized Gaussian variable.
Hence we only have to prove that maxp=0;:::; N−K p;N =o(
p
var(QFN )). In order to
bound the largest eigenvalue of the correlation matrix, a classical linear algebra lemma
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that claims that the largest eigenvalue of a matrix C is bounded by maxi
P
j jCi; jj, is
used. Applying this lemma to matrix M =(mp;p0) leads to consider
mp;p0 = E(YpYp0)
= E
N−KX
k; k0=0
dk; k0X(k+p)X(k0+p0):
By Lemma 1
N−KX
p0=0
E
KX
k; k0=0
dk; k0X(k+p)X(k0+p0)
6
N−KX
p0=0
C
N 2(1 + (p− p0)2)
6
C
N 2
:
Hence
max
p=0;:::; N−K
N−KX
p0=0
E
KX
k; k0=0
dk; k0X(k+p)X(k0+p0)
 =o(pvar(QFN ))
and Lemma 3 is applied to get the convergence in distribution of (QFN − EQFN )=p
var(QFN ) in Proposition 2.
Remark 1. Note that with the same arguments, we prove the asymptotic normality of a
couple (QFN ;QFN=2) of quadratic variations. Hence, Proposition 2 is available for every
linear combination QFN + QFN=2; since QFN + QFN=2 is still a quadratic variation.
3.4. Identication and rates of convergence
In this section, the proof of the convergence of the estimators of ; a(t) and ,
involved in the expansion (4) of the symbol g, is given. We explain in detail the esti-
mation of  and a(t). The estimation of  and b(t) is similar and is more roughly de-
scribed. All the results of this section are consequences of the convergence of quadratic
variations obtained in the previous section.
3.4.1. Estimation of  and a(t)
Proof of Theorem 1. First, we consider the estimator bN =(1 + log2(QFN=2=QFN ))=2
of . Its convergence (a.s.) to  is a consequence of the logarithmic behavior of EQFN
and of Eq. (25). To estimate the rate of convergence of ^N to , we obtain a central
limit theorem for
p
N (^N − E^N ); which is a function of the couple (QFN ;QFN=2).
We deduce this asymptotic normality from Remark 1 above and Theorem 3.311 of
Dacunha-Castelle and Duo (1983). The proof is completed by showing that the bias
term jE^N − j is of order O(N−) which is preponderant if and only if  − 6 12 .
We focus now on the estimation on a(t), or more exactly on a2(t). Indeed, we
propose to estimate the L2 scalar product of a2(t) against an arbitrary C2(n+1)-function
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, such that supp() ]0; 1[. We recall that pointwise estimators da(t); t 2 [0; 1] of a(t)
can be easily built from these scalar products
R 1
0 a(t)(t) dt as in Istas (1996). We do
not give this construction because this is outside the scope of the paper. Moreover, let
us recall that
I()=
Z 1
0
a2(t)(t) dt; (28)
and that a weighted quadratic variation QFN () has been introduced in Eq. (5) for
which one can check that Propositions 1 and 2 are true. Using estimator (9) of , an
estimator of Eq. (28) is
bIN ()= N 2^N−1QFN ()F2^N (0) : (29)
To study the convergence of (29), log(dI()) can be split as follows:
log(dI())=T1 + T2 + T3 + T4;
T1 = 2(^N − ) log(N );
T2 = (2− 1) log(N ) + log EQFN ()F2(0) ;
T3 = log
F2(0)
F2^N (0)
;
T4 = log
QFN ()
EQFN ()
:
First, the almost sure convergence of Eq. (29) is considered and following the proof
of Proposition 2 one has clearly
E(logN (^N − ))46O
 
log4 N
N 2
!
:
Then an application of Borel{Cantelli’s Lemma implies that T1! 0 (a.s.). Convergence
of T2 to log
R 1
0 a
2 is a direct consequence of Eq. (20). Since the function !F2(0)
is continuous, T3! 0. At last we get the almost sure convergence of I^ N () because
Eq. (25) shows that T4! 0.
If  − > 12 (
p
N= logN )T1 is the preponderant term and clearly converges to a
Gaussian variable. Actually T2 − log
R 1
0 a
2 is an O( 1N− );
p
NT3 converges to a
Gaussian variable because the function !F2(0) is C1 and
p
NT4 converges to
a Gaussian variable. Hence the asymptotic normality of I^N ()− I() with rate (
p
N=
logN ) is proved.
In return, if −61=2, the bias term T2− log
R 1
0 a
2 is preponderant and E(I^N ()−
I())26C log2(N ) N 2(−).
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3.4.2. Estimation of  and b(t) when  and a(t) are known
In this part, estimators of  and b(t) are built with a second-order functional. Let
us recall that to form a second-order functional one usually needs to know exactly
. For instance, in Benassi et al. (1994) a second-order functional is obtained by
subtracting a rst-order functional with N observation points multiplied by a suitable
constant to the same functional with N=2 observation points (N is assumed to be
even);
WN =
N=2−KX
p=0
KX
k; k0=0
dk; k0X2(k+p) X2(k0+p) − 22−1
N−KX
p=0
KX
k; k0=0
dk; k0X(k+p) X(k0+p);
with  such that N=1. In this example we choose the constant 22−1 in order to
have an exact compensation of the rst order terms of
E
N=2−KX
p=0
KX
k; k0=0
dk; k0X2(k+p) X2(k0+p)
and
E
N−KX
p=0
KX
k; k0=0
dk; k0X(k+p) X(k0+p)
given by Eq. (20) in Proposition 1. It is then clear that WN is a second-order functional
that requires the exact value of . We can now state the following Lemma that will
be useful for the proof of Theorems 2 and 3.
Lemma 4. If QFN () is a second-order functional associated to X a second-order
FWN; the estimators
N = log2
QFN=2
QFN
− + 1; (30)
and
JN ()=
N+ N−1QFN (=a)
2F+ N (0)
; (31)
with 2C2(n+1)[0; 1] and supp() ]0; 1[; converge respectively to  and J ()=R 1
0 b(t)(t)dt almost surely as N!1. Moreover; as N!1
 if − >1=2 pN ( N − ) and (
p
N= logN )( JN ()− J ()) converge to a centered
Gaussian variable;
 if − 61=2 E( N − )26CN 2(−) and E( JN ()− J ())26C log2(N )N 2(−).
Proof of Lemma 4. Lemma 4 is proved like Theorem 1 in the previous section: One
has only to use convergence (21) in Proposition 1 since the QFN are second order
functionals.
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3.4.3. Estimation of  when  and a(t) are unknown
Since we need to know  and a to build second-order functionals, we plug in an
estimator of 22−1 that converges fast enough to preserve the compensation. If we are
using N points to estimate  and a, N 2 points are needed for the plug-in estimator.
Therefore, we propose the modied functional (11)
gQFN =QFN=2 − QFN 2=2QFN 2 QFN
and the estimator
bN = 12 − 12 log2 QFN 2=2QFN 2 + log2 QfFN =2gQFN :
Remark 2. The choice N 2 does not depend on  nor on ; but since the rate of
convergence of QFN towards  depends on  − ; one can improve this choice; if bN
gives a hint in the question of knowing if  −  is greater than 1=2.
Proof of Theorem 2. The key point of the proof consists in showing that N 2(−)
(^N − ) converges a.s. It is performed as in Theorem 1, hence
N+−1gQFN ! 2F+(0)
and Theorem 2 is proved.
4. Filtering problem
In this part we would like to remind the reader of some ltering problems posed in
Benassi et al. (1994) that the identication result solves. As pointed out in Section 1,
by ltering we mean to recover the relevant parameters of a perturbated signal. In
order to model non smooth signals, we assume that the signal can be represented as
Sa; t =
Z
R
(eit − 1)a(t)
jj+1=2 dW ();
with 0<<1. But since the signal can be perturbated by an independent Brownian
motion B, we address the problem to determine the parameters  and a with the help
of one sample path of the perturbated signal X = S a; +B. We will use an identication
procedure very similar to the results of Section 3.4, and we suppose B to be a fractional
Brownian motion
Bb;t =
Z
R
(eit − 1)b(t)
jj+1=2 d
bW ();
where = 12 and 8t 2[0; 1] b(t)= 1. Therefore, there are two possibilities correspond-
ing to the comparison of  and 1=2. The easy case: at high frequency the signal is
preponderant, that means <1=2 and the sample path of S a;  are almost surely more
irregular than those of the Brownian motion, we identify  and a with the help of the
functional QFN . On the other hand, if >1=2, the Brownian motion is preponderant
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at high frequency, and the sample paths of S a;  belongs to C1=2, then we have to use
the functional gQFN to determine the parameters  and a. In our setting we can even
assume that
X = S a;  + Bb;;
where 1>>>0 and S a;  and Bb; are independent (we can interpret dBb; as a
colored noise, and > is not restrictive since we will identify all the parameters).
Because S a;  and Bb; are independent, the covariance of X is
E(Xt; X s)=
Z
R
(eit − 1)(e−is − 1)

a(t)a(s)
jj2+1 +
b(t)b(s)
jj2+1

d;
hence X is not exactly a FWN of the form (3) (since the cross product terms are
missing in the covariance). But we can still identify all the parameters with the help
of QFN or gQFN . Indeed, to prove Theorem 3 we use exactly the same tools as in
Section 3.4. Consequently, we just need to slightly change Proposition 1 that describes
the convergence of the moments and the problem is reduced to proving the following
proposition.
Proposition 3. As N!1 the following hold:
 if F2(0) 6=0;
N 2−1EQFN !F2(0)
Z 1
0
a2(t) dt;
 if F2(0)= 0 and F2(0) 6=0;
N 2−1EQFN !F2(0)
Z 1
0
b2(t) dt;
 in all cases,
N 4−1var(QFN )! 2
1X
q=−1
F22(q)
Z 1
0
a4(t) dt:
Proof of Proposition 3. The rst two convergences are straightforward consequences of
EQFN (X )= EQFN (S a; ) + EQFN (Bb;);
since S a;  and Bb; are independent. The assumption + 12> is needed to have
EQFN (Bb;) preponderant with respect to the negligible terms of EQFN (S a; ) when
F2(0)= 0 and F2(0) 6=0. Moreover
var(QFN )(X )= 2
N−KX
p;p0=0
E
24 KX
k; k0=0
dk; k0X(k+p) X(k0+p0)
352 :
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Hence
var(QFN )(X ) = var(QFN )(S a; ) + var(QFN )(Bb;)
+ 4
N−KX
p;p0=0
E
0@ KX
k; k0=0
S a; (k+p)S
a; 
(k0+p0)
1A2
 E
0@ KX
k; k0=0
Bb;B(k+p)B
b;
(k0+p0)
1A2 ;
and we get the claimed result by applying Proposition 1 to Sa;  and Bb;.
Proof of Theorem 3. As already stated, Theorem 3 follows from Proposition 3 as does
Theorem 2 from Proposition 1, the only new point is the convergence of bJN (). But
when we compare Proposition 1 and Proposition 3, the convergence of the expectation
of second order functionals are simpler in the second case. Actually, the limit does not
depend on function a. It is the reason why the estimator of
R
R b
2(t)(t) dt is given
without introducing a pointwise estimator of a.
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