INTRODUCTION
Let {X n 1,2, ...} be a sequence of independent and identically distributed (i.i.d.) random variables (r.v.'s). The Marcinkiewicz-Zygmund [1] strong law of large numbers (SLLN) provides that and nl/= (X,.-EX,)--O a.s. for <a< 2 (1. 1) nZ/=X,--O a.s. for 0<c< (1.2) if and only if EIXII < o. The case a i is due to Kolmogorov [2] . If the sequence {X} is independent (but not necessarily identically distributed), Chung's [3] 
Next, similar to the technique in Pruitt [5] In this situation, the consistencies of these estimators have been well-known. However, there has been considerable theoretical and practical interest in examining how the "bootstrap estimator" performs.
Let F be the empirical distribution function of X1,X2,...,X, putting mass 1/n on each X. The next step in the bootstrap method is to resample the data. Given (XI,X2, ...,X,.,): let XI, X2, X, be conditionally independent, random variables with common distribution F. We denote the "bootstrap mean" by , and the "bootstrap variance by S,, where Bickel and Freedman [6] showed the following result: Suppose X1, X2, are independent, identically distributed random variables which have finite positive variance a2. Along almost all sample sequences X1, X2, given (X1, X,), if n and m tend to oc, then S, a in conditional probability, that is, for all positive e, P [IS,I,, a] > elX1,..., X,] 0 a.s.
Athreya, Ghosh, Low and Sen [7] obtained P[sup sup -* kn)_N m)_dn (3.2) as N cx for all > 0 and d > 0 when EIXll a+ < oo for some 6 > 0. Clearly, (3.2) yields the strong consistency of the bootstrap mean ,.,. Athreya [8] and Corg6 [9] also provided proofs of the consistency of ){, under slightly different settings. It will now be shown that Theorem 2.1 can be used to obtain the strong consistency of the bootstrap mean and variance in a very natural formulation in a fairly different approach from previously cited references. Along almost all sample sequences X1, X2, given (X1, Xn), if n tends to cxz, then ),, # with conditional probability 1. Proof. The approach in this proof will be to start with a sample path realization X, X2, X3, from which the array {X,} is computerized generated and then show that the hypotheses of Theorem 2.1 are satisfied. It is understood that null sets from the domain of the observations {Xn } must be excluded, and for the proof of Theorem 3.1 the specific null sets to be excluded are indicated by (3.3) , (3.4) and (3.5) . This approach is more natural for the experimenter and provides a short proof for the consistency of the bootstrap mean as an application of Theorem for almost all sample paths X,X2, and with probability one when considering the total probability space. . In practice there is considerable interest in allowing the resampled implications m (in 3.1) to be different from the number of original data points n. Consistency of these bootstrap estimators was established by Athreya [8] and Corg5 [9] when m and n had certain relationships. Their results are available in Theorems 3.1 and 3.2 by a different choice of k (depending on the relationship) in the proof of Theorem 3.1.
