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ANOTHER PROOF OF THE FACT THAT POLYHEDRAL CONES ARE
FINITELY GENERATED
VOLKER KAIBEL
Abstract. In this note, we work out a simple inductive proof showing that every polyhedral
cone K is the conic hull of a finite set X of vectors. The base cases of the induction
are linear subspaces and linear halfspaces of linear subspaces. The proof also shows that
the components of the vectors in X can be chosen (up to their sign) to be quotients of
subdeterminants of the coefficient matrix of any inequality system defining K.
A matrix A ∈ Rm×n and a vector b ∈ Rm define the polyhedron P≤(A, b) = {x ∈ Rn :
Ax ≤ b}. A polyhedron P≤(A,O) is a polyhedral cone. A polytope is the convex hull
conv(X) = {
∑
x∈X
λxx : λx ∈ R, λx ≥ 0 for all x ∈ X,
∑
x∈X
λx = 1}
of a finite set X ⊆ Rn, and a finitely generated cone is the (convex ) conic hull
ccone(X) = {
∑
x∈X
λxx : λx ∈ R, λx ≥ 0 for all x ∈ X}
of a finite set X ⊆ Rn. A classical theorem (which is at the core of the theory of polyhedra)
due to Weyl [4] and Minkowski [2] states that a subset of Rn is a polyhedron if and only if
it is the Minkowski sum (S + T = {s + t : s ∈ S, t ∈ T} for S, T ⊆ Rn) of a polytope and a
finitely generated cone.
A representation P = P≤(A, b) (with A ∈ Rm×n, b ∈ Rm) of a polyhedron P ⊆ Rn is
called an outer description, while P = conv(V ) + ccone(W ) with finite sets V,W ⊆ Rn is
an inner description. Later refinements (which are very important for the theory of linear
and integer programming) state that, given one representation of a polyhedron P , there is a
representation of P of the other type all of whose components are quotients of determinants
of matrices (of size n×n) formed from components of the given representation. In particular,
if the given representation of P is rational, then one can choose a rational representation of P
of the other type all of whose components have an encoding length (say, in the binary system)
that is bounded polynomially in n and the maximal encoding length of any component of the
given representation (see, e.g., [3, Thm. 10.2]). This is not only necessary for the polynomial
solvability of the linear programming problem, but it is also crucial for establishing that the
integer programming feasibilty problem is contained in the complexity class NP (see, e.g., [3,
Cor. 17.1b]).
We denote by δ(M) the set of all determinants of submatrices (formed by arbitrary subsets
of rows and columns of equal cardinality, including the empty submatrix, whose determinant
is considered to be one) of a matrix M ∈ Rm×n, and define
∆(M) = {p
q
: p, q ∈ δ(M) ∪ (−δ(M)), q 6= 0} .
Date: October 31, 2018.
1
2 VOLKER KAIBEL
Clearly, for rational matrices M ∈ Qm×n, we have ∆(M) ⊆ Q. It is well-known that, using
the concepts of homogenization and polarity, one can easily derive Weyl’s and Minkowski’s
theorem, including the above mentioned refinements, from the following result (which is itself
a special case of one direction of the Weyl-Minkowski theorem).
Theorem 1. For every matrix A ∈ Rm×n, there is a finite set X ⊆ ∆(A)n with
P≤(A,O) = ccone(X) .
The proof of Theorem 1 we are going to work out imitates the following “obvious” inductive
proof of the similar statement that every bounded polyhedron P is a polytope (see [1]): If P
consists of one point only, then the statement is clear. Otherwise, the boundary of P is the
union of finitely many lower dimensional bounded polyhedra, its faces, which are polytopes
by induction. The union of finite generating sets of these polytopes yields a generating set
for P , since for every x in the bounded polyhedron P , any line containing x and another point
from P will intersect the boundary of P in two points of which x is a convex combination.
There are two issues to deal with in order to turn this basic idea into an elementary proof
of Theorem 1. First, we do not want to dwell on the geometric concepts of faces and of
the dimension of a polyhedron. This can indeed easily be avoided by allowing equations in
the system defining the polyhedral cone and simply basing the induction on the number of
inequalities. Second, and more important, in case of polyhedral cones K (instead of bounded
polyhedra) it is, in general, not true that through every y ∈ K there is a line intersecting the
boundary of K in two points (of which y is a convex combination), as one can easily see at
the examples of K being a linear subspace of Rn or a linear halfspace of such a subspace. The
core of the proof of Theorem 1 presented here is to show that these are the only inconvenient
cases. This is the essence of the following lemma, where ker(M) = {x ∈ Rn : Mx = O}
denotes the kernel of the matrix M ∈ Rm×n (with ker(M) = Rn in case of m = 0).
Lemma 1. Let B ∈ Rp×n, C ∈ Rq×n (with p + q ≥ 1, n ≥ 1), A =
(
B
C
)
∈ R(p+q)×n, and
K = {x ∈ Rn : Bx ≤ O, Cx = O}.
(i) If we have dim(ker(B) ∩ ker(C)) ≥ dim(ker(C)) − 1, then there is a finite set X ⊆
∆(A)n satisfying K = ccone(X).
(ii) Otherwise, there is some vector z ∈ ker(C) \ {O} with z 6∈ K and −z 6∈ K.
Proof. For the proof of the first part, suppose that
U = ker(B) ∩ ker(C) ⊆ K ⊆ ker(C)
has dimension dim(U) ≥ dim(ker(C)) − 1. Let B′ ⊆ ∆(A)n be a basis of ker(C) for which
B = B′ ∩ U is a basis of U ; due to Cramer’s rule (see, e.g., [3, Cor. 3.1c]), we can choose
B′ ⊆ ∆(A)n. We have U = ccone(B∪ (−B)), and we may assume U ( K, since otherwise the
claim clearly follows with X = B ∪ (−B). In particular, we have dim(U) = dim(ker(C))− 1.
Hence, there is some a ∈ ker(C) \ U satisfying U = {x ∈ ker(C) : 〈a, x〉 = 0} and ‖a‖ = 1.
Due to dimension reasons, ker(C) is the linear subspace of Rn generated by U∪{a}. Therefore,
for each y ∈ ker(C) \ U (with 〈a, y〉 6= 0), there is some u ∈ U ⊆ K satisfying (see Fig. 1)
y = u+ 〈a, y〉a (1)
and thus
a = u′ +
1
〈a, y〉
y (2)
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u′
Figure 1: Illustration of relations (1) and (2).
with u′ = −1〈a,y〉u ∈ U ⊆ K.
After possibly replacing a by −a we have 〈a, y〉 > 0 for an arbitrarily chosen y ∈ K\U 6= ∅,
which by (2) implies a ∈ K. Thus,
K = ccone(U ∪ {a}) (3)
holds, where “⊇” is clear, and, in order to prove the reverse inclusion, due to (1), it suffices to
establish 〈a, y〉 > 0 for all y ∈ K \U as follows. For each y ∈ K \U we have 〈a, y〉 6= 0, where
〈a, y〉 < 0 yields 1〈−a,y〉 > 0, hence −a ∈ K by relation (2) (since u
′ ∈ U implies −u′ ∈ U ⊆ K,
as U is a linear subspace). But from a,−a ∈ K one deduces Ba ≤ O and −Ba ≤ O, thus
a ∈ ker(B), contradicting a 6∈ U .
Due to dim(U) = dim(ker(C)) − 1 there is exactly one vector v ∈ B′ \ B in the basis B′
of ker(C) that is not contained in the basis B of U . We can assume 〈a, v〉 > 0 (by possibly
replacing v by−v). Thus, by (1) and (2) (with y = v) we have ccone(U∪{a}) = ccone(U∪{v}),
which establishes the claim in the first part (because of (3)) with X = B ∪ {v}.
For the proof of the second part of the lemma, let L ⊆ Rn be the linear space generated by
the sum BT1 of all rows of B (see Fig. 2). Due to dim(L) ≤ 1, the orthogonal complement
L⊥ ⊆ Rn of L in Rn has at least dimension n− 1, hence,
dim(L⊥ ∩ ker(C)) ≥ dim(ker(C))− 1 (4)
holds. If the linear subspace L⊥ ∩ ker(C) was contained in K, then (due to K ⊆ {x ∈ Rn :
Bx ≤ O}) the linear subspace L⊥ ∩ ker(C) would be a subset of ker(B) (again, as Bx ≤ O
and −Bx ≤ O imply x ∈ ker(B)), which, by (4), would contradict the assumption on the
dimension of dim(ker(B) ∩ ker(C)) in the second part of the lemma.
Thus, there is some z ∈ (L⊥ ∩ ker(C)) \K. Suppose we have −z ∈ K, thus B(−z) ≤ O,
and hence Bz ≥ O. Because of 〈1, Bz〉 = 〈BT1, z〉 = 0 (due to z ∈ L⊥) this implies Bz = O,
which, however, due to z ∈ ker(C), contradicts z 6∈ K. Thus, z is a vector as claimed to exist
in the second part of the lemma. 
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Figure 2: Illustration of the proof of Part (ii) of Lemma 1. Note that the vector labeled BT1 is the orthogonal
projection of BT1 to ker (C).
Using Lemma 1, we can now easily prove Theorem 1 by establishing, by induction on
p = 0, 1, . . . , that, for every B ∈ Rp×n and C ∈ Rq×n (with p+ q ≥ 1, n ≥ 1) there is a finite
set X ⊆ ∆(A)n with
K = {x ∈ Rn : Bx ≤ O, Cx = O} = ccone(X)
(where A =
(
B
C
)
∈ R(p+q)×n).
For p = 0, this follows readily from the first part of Lemma 1. For p ≥ 1, we may assume
that there is some z ∈ ker(C)\{O} with z,−z 6∈ K (otherwise, the claim again follows by the
first part of Lemma 1). For all i ∈ {1, . . . , p}, let B(i) ∈ R(p−1)×n be the matrix that arises
from B by deleting row i. By induction hypothesis, applied to
Ki := {x ∈ R
n : B(i)x ≤ O, 〈Bi,⋆, x〉 = 0, Cx = O} ,
there is some finite set Xi ⊆ ∆(A)
n with Ki = ccone(Xi). It suffices to show K ⊆ ccone(X)
for X =
⋃p
i=1Xi (because ccone(X) ⊆ K is clear). Towards this end, let x ∈ K (see Fig. 3).
The set
I = {i ∈ {1, . . . , p} : 〈Bi,⋆, z〉 > 0} 6= ∅
is non-empty due to Cz = O and z 6∈ K. For all i ∈ I, the number λi = −
〈Bi,⋆,x〉
〈Bi,⋆,z〉
≥ 0 is
nonnegative (due to Bx ≤ O). We have 〈Bi,⋆, (x+ λz)〉 ≤ 0 for all 0 ≤ λ ≤ λi with equality
for λ = λi. Now we choose i
⋆ ∈ I such that λ⋆ = λi⋆ = min{λi : i ∈ I} holds (with λ
⋆ ≥ 0).
Then, we have B(x + λ⋆z) ≤ O and 〈Bi⋆,⋆, (x+ λ
⋆z)〉 = 0. Thus, (due to Cz = O) we
conclude x+ λ⋆z ∈ Ki⋆ = ccone(Xi⋆) ⊆ ccone(X).
Similarly, (due to −z 6∈ K) one finds some µ⋆ ≥ 0 with x + µ⋆(−z) ∈ cconeX. Hence x,
as a convex combination of x + λ⋆z ∈ cconeX and x − µ⋆z ∈ cconeX (with λ⋆, µ⋆ ≥ 0), is
contained in ccone(X). This concludes the proof of Theorem 1.
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Figure 3: Convex combination of x in the polyhedral cone K (in this example being the intersection of two
linear halfspaces in ker (C), viewed “from above”) by two vectors from ccone (X) in the proof of Theorem 1.
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