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INTRODUCTION 
The Bevalac accelerator at Berkeley, a machiné capable 
of accelerating heavy ions to relativistic energies, has 
been running in this capacity for approximately eight years. 
This fact has opened up a new and very exciting field in 
nuclear and high-energy physics. Up until that time 
experiments employing Relativistic Heavy Ions (RHI) were 
performed with projectiles whose masses were less than 5 
atomic mass units (amu). It is now possible to do 
experiments at the Bevalac with projectiles such as ^ "Ar and 
®®Fe. Recently, ^^®Xe was successfully accelerated, and in 
the future, with further improvements to the machine, it is 
anticipated that projectiles as large as will become 
available. Many new fields of study have been opened up by 
the existence of this machine such as, pion and kaon 
production in heavy ion collisions, the generation of shock 
waves in central collisions, and the generation of high-
density states in nuclear matter, just to name a few. In 
addition the understanding of interactions between RHI will 
have important implications in the field of cosmic ray 
physics. This machine has also become an important research 
and practical tool for the bio-medical sciences. 
In this experiment we wish to examine the systematics 
of the cross sections obtained from the interaction of 
several relativistic heavy ions with several targets. The 
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major effort of this experiment will focus on the reaction 
which results in a target nucleus which has lost one 
neutron. 
Interactions between RHI and target nuclei, whose radii 
will be denoted and R^ (p for projectile and t for 
target), are generally broken into two categories. The 
first, central collisions, are characterized by impact 
parameters which are considerably less than Rp+R^. In these 
types of catastrophic collisions, both projectile and target 
will gain large amounts of excitation energy; that is, the 
reaction is highly inelastic, and they will be very unstable 
to particle emission. Indeed because of the extreme amounts 
of energy involved in such a collision the projectile-like 
fragments, those fragments with velocities at or near the 
beam velocity, and the target-like fragments, those 
fragments with velocities much less than the beam velocity, 
may bear little if any resemblance to their pre-reaction 
counterparts. The second type of collision is one of a more 
peripheral nature, that is reactions in which the impact 
parameter is at or near Rp+R^. In these types of reactions, 
both projectile and target obtain relatively small amounts 
of excitation energy and hence the end products will be 
nuclei which differ in mass from the original projectile and 
target by only a few nucléons. Since this experiment deals 
with target nuclei with only one neutron removed, we are 
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obviously in the realm of peripheral reactions. 
What makes the one-neutron removal reaction interesting 
is that this final state can be achieved through two very 
different interactions. The first can be described by the 
nuclear interaction between nucléons from the projectile and 
target, with one nucléon from the target having sufficient 
energy to escape its parent nucleus. The second type of 
interaction, originally called Coulomb Dissociation and 
later renamed Electromagnetic Dissociation (ED), occurs at 
impact parameters greater than Rp+R^, thus outside the range 
of the nuclear force. One can imagine a RHI incident on a 
target nucleus, where at these energies the target sees a 
strong pulsed electromagnetic field with a small interaction 
time. If this pulse involves photons which have energies 
corresponding to a resonance, most likely the Giant Dipole 
Resonance (GDR), of the target nucleus, then the probability 
is high that a photon will be absorbed. The nucleus then 
goes into the well-known GDR where the neutrons and protons 
oscillate against one another until the nucleus deexcites by 
particle emission. This deexcitation is dominated by the 
emission of one neutron, although for lighter targets one-
proton emission can compete since the coulomb barrier is 
less of a factor. Hence, it is clear from this very 
qualitative argument that two very different processes can 
lead to the same final state, a target nucleus which has 
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lost one neutron. 
As an experimentalist one of course must determine the 
best way to prove the existence of a particular reaction 
product; yet in this case showing that the reaction product 
exists sheds no light on the process by which it was made. 
Therefore, one must develop some theory which would predict 
the relative strengths of these two processes and hope that 
the relative strengths would change drastically as one goes 
to different projectile-target combinations. This in fact 
is what the theories predict, which will be discussed in 
some detail below. 
The Nuclear Interaction 
The theory to describe the nuclear interaction is based 
on a Glauber multiple-scattering framework. It has become 
quite popular to apply Glauber-type ideas to peripheral 
interactions.^ In this theory, the reaction is thought to 
happen in a two-step process. The first, called the 
abrasion step, is the fast step which occurs when the 
overlapping volumes of the two particles are abraded. The 
second, called the ablation step, is the relatively slow 
step where the highly excited reaction products deexcite by 
particle emission. The Glauber theory outlined below for 
our more peripheral type reaction was developed by J. P. 
Vary and B. C. Cook.^ 
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The associated wavelength of a RHI is generally smaller 
than the interaction distance between nucléons in the 
nucleus. This results from the fact that the average 
binding energy of the nucléons is small (~10^ MeV) compared 
to the kinetic energy of the projectile nucléons (~10^ MeV). 
Therefore, it becomes meaningful to speak of classical ideas 
such as collisions between nucléons, in which the nucléons 
are considered to be quasi-free. This being a first-order 
theory, no account is taken of nuclear structure effects or 
the role of pions in these reactions. Since the theory is 
based on classical ideas, it is not surprising that the 
expression for the total reaction cross section is 
geometrical in nature and can be well represented by 
°nuc (total)=%bc:, 
where 
b =1.34 fm (A + A - 0.75 (A + A.-^/=')). 
c p t P X. ' ' 
The constants 1.34 and 0.75 were obtained by fitting many 
theoretical calculations to this form. The value b^ is also 
found to be that impact parameter which corresponds to a 
reaction where the mean number of nucleon-nucleon (N-N) 
collisions is approximately 0.5. Hence, for impact 
parameters less than b ^ the reaction will be substantially 
inelastic and will predominantly contribute to the overall 
reaction cross section. 
Peripheral reactions are not sensitive to the total 
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reaction cross section, but the simple geometrical form of 
the total Glauber cross section allows us to extend the 
argument to the case where one nucléon from the projectile 
collides with one nucléon from the target. It is assumed, 
of course, that this reaction will be a peripheral one so 
that we can write 
N-N collision)=2Tr[b^-(Ab/2) ]Ab, 
which indicates that only impact parameters around with a 
width of Ab=.4 fm will contribute to the one N-N collision 
channel.3 This value of Ab is chosen because when one looks 
at the mean number of N-N collisions expected in the region 
very near b^, this distribution is quite insensitive to the 
particular projectile-target combination used. Further, in 
all cases the mean number of N-N collisions reaches 1.0 at 
approximately an impact parameter b=b^-0.4 fm. The 
assumption then is that if the impact parameter is less than 
bg-Ab, then the probability is great that more than one N-N 
collision will take place, and if it is greater than b^, 
then we are outside the range for nuclear interactions. 
Additional corrections, due to final state 
interactions, are needed in order to obtain a theoretical 
result that can be directly compared to experiment. The 
argument goes as follows: Suppose a nucléon from the target 
is struck by a nucléon from the projectile, it then has two 
possible fates. It could move away from the residual target 
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in such a way that it does not interact with it further, or 
it could recoil into the residual nucleus and possibly knock 
out additional nucléons. The first case will leave the 
target in the one-nucleon out final state but the second 
case obviously will not. Therefore, if we define f=fraction 
of space occupied by enough target matter to assure that the 
recoiling nucléon will interact with more than one nucléon 
from the residual target, then we can write the probability 
of escape the sum of two terms. The first term is 
the probability that the nucléon will encounter little if 
any target matter and the second term is the probability 
that if it does it will escape without knocking out 
additional nucléons. Thus Pgsc be written 
where v is the average number of nucléons seen by the struck 
nucléon in the residual target nucleus. Finally one must 
account for the fact that only one-neutron out products are 
measured. Therefore, if we assume that we are equally 
likely to hit either a proton or a neutron then we need to 
reduce the Glauber cross section by a factor of N^/A^. 
Hence, our final result is given by 
® nuc ^  one-neutron removal ) =2TrN^ ^  esc^^ t ^ ~ ^ Ab/2 ) ] Ab. 
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The Electromagnetic Interaction 
The electromagnetic interaction between projectile and 
target is dealt with using the method of virtual quanta, 
otherwise known as the Weizsacker-Williams (WW) method. 
This method has been applied to RHI reactions by J. P. Vary 
and B. C. Cook.^ A somewhat different approach is that of A. 
Winther and K. Alder.® The idea behind the WW method is to 
take the electromagnetic fields of the projectile at the 
site of the target and attempt to replace them with 
equivalent fields due to a pulse of electromagnetic 
radiation. This is possible because, when one does a 
relativistic transformation of the purely electric fields 
due to the projectile in its own rest frame into the rest 
frame of the target, then one gets a combination of electric 
and magnetic fields which can be viewed in terms of an 
electromagnetic pulse. These fields are then Fourier 
transformed into its frequency, or equivalentely energy, 
spectrum. Once this frequency spectrum is known as a 
function of impact parameter, it is integrated over the 
impact parameter variable to obtain the average frequency 
spectrum that a target nucleus will experience. This 
integration implies some choice of minimum impact parameter 
b^l^ , under which no coulomb interactions will occur. In 
Reference 3, b „ is chosen to be b^, thus the interaction 
mi n c 
space is broken up into two distinct parts, one from b=0 to 
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bg, where the nuclear interaction will dominate, and a 
second from b=b^ to infinity, where the long-range coulomb 
interaction is strongest. Once this integration over impact 
parameters is completed we have obtained N(), which is the 
number of photons with energy E^ per unit energy interval. 
At this point we use the well-known photonuclear 
properties of the target nucleus to calculate what effect 
this virtual photon spectrum will have on it. As mentioned 
previously, the photonuclear cross sections are dominated by 
the GDR, which occurs at an energy of EQQ^=(80 A" ® ) MeV, 
and possesses a width of 4-5 MeV. The mode of deexcitation 
is also important since all but the {Z,n), that is one-
neutron emission, should be taken out of the calculation in 
order that it can be compared directly with experiment. For 
all the target nuclei used in this experiment the 
photonuclear cross sections are well-known.® Hence, one can 
obtain the contribution to the one-neutron removal cross 
section from ED by integrating the photonuclear cross 
section weighted by the photon energy distribution over all 
energies; which can be written as 
09 
o , (one-neutron removal)= \ N(E )o (E )dE . 
coul ' J Y Y Y V 
0 
Before continuing, a few qualitative features of this 
cross section are pertinent. Since E... varies as A"^/^ and G UK 
since N{E ) varies as E -^, one would expect a considerably 
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greater contribution due to ED for heavier targets, such as 
23*U, relative to lighter targets, such as for the same 
projectile. Also, this theory predicts that as one varies 
the charge of the projectile for a given target, the 
contribution due to ED should go as Z„ where x is 
P 
approximately 2, thus indicating a very unique signature for 
this effect. 
It should be noted that the WW approach treats the 
particle causing the dissociation as a point charge. R. 
Jackie and H. Pilkuhn' have developed a similar theory which 
treats the particle causing the dissociation as an extended 
object with a Yukawa charge distribution. Both of these 
theories were applied to the case of the fragmentation of an 
beam,® but in this case, the two theories, these being 
the WW approach and the R. Jackie and H. Pilkuhn approach 
taken in the limit as the radius of the target goes to zero, 
could agree only by drastically changing the value of b 
in the WW approach. Also, different theoretical approaches 
give different values for the power of 2 , where Z is the 
charge of the particle causing the ED. The values of x 
typically range from 1.8 to 2.0. Although this is a small 
difference in x, for *"Ar this difference is a factor of 
(10)i/s=1.6. 
The authors of Reference 3 have calculated the 
theoretical estimates for the contribution to the cross 
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section from the nuclear and electromagnetic interactions 
for the projectile-target combinations used in this 
experiment. These will be quoted and compared with 
experiment in a later Chapter. 
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EXPERIMENTAL PROCEDURE 
Choice of Targets 
The elements used to make the targets in the experiment 
were chosen with certain concerns in mind. The element must 
be readily available in a solid and preferably foil form 
which is isotopically and elementally pure. The one-neutron 
removal product must have a long enough half-life to allow 
shipment from Berkeley to Ames and still have activity high 
enough to provide good counting statistics. Also, the one-
neutron removal product must have a well-established decay 
scheme so that absolute intensities of characteristic gamma 
rays are well-known. Whenever possible, elements that have 
in addition two- and three-neutron removal products with 
long half-lives were chosen. Finally, the elements used 
must span as much as possible the periodic table. The 
elements chosen that best fit these constraints were C, Co, 
Y, Au and U. 
All but the Y and U targets were obtained commercially. 
The U targets were obtained from the Bevalac health physics 
group at Lawrence Berkeley Laboratory (LBL), while the Y 
targets were made locally by the Ames Laboratory 
metallurgi sts. 
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Target Bombardment and Beam Monitoring 
The targets were bombarded at LBL, using the SuperHILAC 
and BEVATRON facilities. The SuperHILAC is a linear 
accelerator that pre-accelerates heavy ions to energies of 8 
MeV/A, and then injects them into the BEVATRON. The 
BEVATRON is a synchrotron which takes the injected 
projectile and accelerates it to an energy of 2.1 GeV/A. 
This energy corresponds to a beam velocity of 0.95c. The 
p r o j e c t i l e s  u s e d  f o r  t h i s  e x p e r i m e n t  w e r e  ^ a n d  ^ ° N e .  
The SuperHILAC was not used for protons, which were 
introduced into the BEVATRON by a local injector, whose main 
component is a 20 MeV linear accelerator. When the 
projectile reached its maximum energy, the beam was split 
off and directed down to an experimental area where the 
targets resided. Figure 1 is a schematic diagram of the 
target stack for both the short run (used for beam 
calibration) and the long run (used for target bombardment). 
Each target foil was placed between an A1 foil (1.5 mil 
thick) on the upstream side and a mylar backing (5 mil 
thick) on the downstream side. The foil was taped to the 
mylar backing. These three components were then encased in 
a 3.25 inch by 4.0 inch Polaroid slide mount (No. 633). The 
Al foils were used to obtain a beam profile, that is the 
diffuseness of the beam in the transverse direction. The 
mylar was used as a rigid backing for the target foil, in 
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addition to acting as a catcher of any target nuclei that 
have enough energy to escape the target foil. Three 
different thicknesses of each target foil were used in the 
stack in order to obtain a correction for secondary 
reactions, which are caused by low energy particles produced 
in the primary reactions. The details of this correction 
will be discussed later. 
After all the slide mounts were assembled, .they were 
placed in a spring-loaded target holder which in turn was 
secured to a base. These bases were then set in a channel 
in which they could move freely. The distance between 
adjacent targets was typically 25 to 30 cm. This was large 
enough to insure that the activities in each of the three 
targets would be independent of one another with regard to 
target-like fragments which are roughly isotropic in the lab 
frame. Before any target bombardment took place, polaroid 
film (4 inch by 5 inch, type 57) was placed in the three 
target positions and exposed to a few beam pulses. This was 
done in order to check the beam size, shape and focusing 
over this distance. The optimum condition of identical beam 
size and shape at all three positions was approached as much 
as possible. These photographs were also used to determine 
whether the beam was centered with respect to the polaroid 
mounts. If this was not the case, the target channel of the 
beam position was adjusted accordingly. 
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(a) SHORT RUN (I-10MINUTES) 
Beam 
WC 1/16" ' Î ' 2" I.e. SEM W.C. 
#1 Poly DUMMY Poly #2 
„I TARGETS J 
I'C ^Be 
(b) LONG RUN (-1 HOUR) 
Beam 
W.C. t 2t 4t 1/16" 2" I.C. SEM W.C. 
# 









FIGURE 1. Diagram of target stack for (a) beam calibration 
run and (b) long irradiation 
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If one is interested in calculating an absolute 
reaction cross section, the total integrated beam flux 
through the target during irradiation must be known. The 
credit for this calculation and for the analysis of the A1 
foils, to be discussed in more detail later, belongs to A.R. 
Smith, our collaborator at LBL. Even though this analysis 
was not carried out in Ames, a qualitative discussion is 
presented here for completeness. The carbon targets used 
for this analysis were polystyrene blocks. 
For this analysis, the cross section for the 
^'C(proj,proj n)^^C reaction is assumed to be known. For a 
projectile this was the case.® For ^(Ref.lO) and ^°Ne 
(Ref.ll) however, a separate experiment was carried out in 
order to measure this cross section. This experiment will 
not be discussed here. 
Knowing the production cross section would seem to 
indicate a very simple procedure for calculating the beam 
flux. One should insert a carbon target into the beam 
stack, calculate the amount of produced and use the 
cross section to determine the beam flux. This in fact 
would be the procedure if the half-life of was much 
larger than the irradiation time, since in this case the 
calculation performed would be quite insensitive to beam 
fluctuations during the irradiation period. This 
unfortunately is not the case since the half-life of is 
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20.4 minutes. 'Be, on the other hand, has a half-life of 
53.29 days, but the production cross section is small and 
therefore not as accurately known. Hence a short run, 1-10 
minutes in duration depending on the beam intensity, was 
taken so that the activity could be traced with 
confidence. During this run, beam fluctuations on time 
scales much smaller than the half-life were documented. 
Figure 1 (a) shows the target stack used for the short run. 
Immediately after this run, the activity was traced 
using the 1/15 inch polystyrene block. In the subsequent 
analysis, careful account was taken for any significant beam 
fluctuations observed during the short run. The 2 inch 
polystyrene block was used to count the 'Be activity at a 
later time. This procedure was carried out for each set of 
targets, the short run occurring just before the long run 
whenever possible. One should note from Figure 1 (a) that 
three dummy targets were placed in the target stack so that 
the material presented to the beam during the short run was 
identical to that presented to the beam during the long run. 
From this analysis, one obtains a relationship between the 
'Be activity and the activity which is independent of 
secondary reactions and irradiation time. 
Figure 1 (b) shows the target stack used for the long 
run, which was typically 1-2 hours in duration. For this 
run, the 1/16 inch polystyrene block was moved so that it 
18 
was behind the three main targets. This was done so that 
the activities in the three main targets would be 
independent of any secondary products produced from 
reactions in targets further upstream. Yet the block was 
not taken out of the stack to insure that the material in 
front of the 2 inch polystyrene block would be the same as 
that in the short run. For this run, only the 'Be activity 
was analyzed, and then the relationship obtained from the 
short run was employed, in order to calculate the amount of 
produced during the long run. Next, the total number of 
projectiles through the targets was calculated using the 
production cross section. Finally, the beam flux, fp^^. , 
was calculated by dividing the previous result by the 
irradiation time. 
During the long run additional beam monitoring was 
provided by two wire chambers (WC), and either an ion 
chamber (IC) or a secondary-emission monitor (SEM). The 
upstream and downstream wire chambers were used to monitor 
the beam size, at both ends of the target stack, during the 
irradiation. The IC and the SEM were used to obtain 
relative beam intensities for each of the long runs which 
could then be compared to the results. 
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Data Acquisition 
The targets were counted in Ames using two large volume 
Ge(Li) and two LEPS (Low Energy Photon Spectrometer) gamma-
ray detectors. All these detectors were manufactured by 
ORTEC. The most important attributes of these four 
detectors are shown in Table 1. The efficiency quoted for 
the large volume Ge(Li) detectors (A and B) is the ratio of 
the photopeak area for the detector of interest to that of a 
3 inch diameter Nal(Tl) detector, measured for 1332-keV 
gamma rays with the source 25 cm from the detector. The 
resolutions quoted were measured shortly before the carbon 
run, using a spectra obtained with a calibration source. 
TABLE 1. Detectors used in data acquisition 
Detector Bias Efficiency Active Resolution 
Voltage (%) Volume @ Energy 
(cc) (keV) 
A (Ge(Li)) +4500 15.0 98.0 2.73 @ 1332 
B (Ge(Li)) +4800 23.3 122.8 2.15 @ 1332 
C (LEPS) -1500 - 2.01 0.50 @ 122 
D (LEPS) -1000 - 1.41 0.55 @ 122 
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Each detector had attached to it a target holder which 
was made specially to accommodate the Polaroid slide mounts 
used in this experiment. The holder allows for eight 
possible target positions, ranging from 0 to 14 cm from the 
detector face. Each detector and target holder was shielded 
with lead bricks in order to reduce the amount of background 
radiation. 
The associated electronics used for data acquisition 
are given in Table 2, and a block diagram of the electronics 
is shown in Figure 2. Whenever possible, the high voltage 
(HV) used to bias the detector was supplied by an external 
battery box, while the pre-amplifier power supply, linear 
amplifier, analog to digital converter (ADC), and puiser 
were all NIM modules residing in bins placed close to the 
detectors. The linear amplifiers were all set with base 
line restore at HI, asymmetry at XI, shaping time constant 
at 3 microseconds, and gains such that the range of energies 
covered in the Ge(Li) and LEPS spectra were 0-2300 keV and 
0-575 keV, respectively. All spectra collected were 4K 
channels in length. 
Data for the proton and the neon runs were collected at 
the Ames Laboratory Research Reactor Facility. These data 
were stored using a Technical Measurement Corporation (TMC) 
16K analyser system. After a count period was completed, 
all four spectra were dumped to magnetic tape and another 
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TABLE 2. Electronics used in data acquisition 
Puiser Geoscience Model 2010 
Bias Supply Ortec Model 459 
Amplifiers Ortec Model 452 
Tennelec Model TC 205A 
ADCs Ortec Model 800 
count period would be manually started. Data for the carbon 
run were collected with a PDP 11/23 micro-processor, using 
an RT-11 operating system, 64K of memory, and a data 
acquisition program, named SINGDA, written in MACRO-11. 
When an overflow occurred in any of the four spectra, or if 
the end of a count period was reached, all spectra were 
dumped onto a floppy disk. Every time a run started or 
stopped, an information log (detector, source, time etc.) 
was printed on a TELETYPE model 43 hardcopy terminal. At a 
later time, if there had been overflows, the spectra would 
be added together, using a program called DOUBL, in order to 
form the final spectrum. One could also monitor the data 
collection by requesting a plot of any portion (up to 514 
channels) of the four spectra to appear on a Hewlett Packard 
2648A graphics terminal. 
The transit of the targets from Berkeley to Ames was 
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FIGURE 2. Block diagram of electronics used in data 
acquisition 
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irradiation at the Bevalac until sample counting began in 
Ames was approximately 1.0-1.5 days. The target foils were 
placed between 0-4 cm from the face of the detector. The 
distance chosen depended on the activity that the target had 
when it arrived in Ames. Very high activities occurred only 
for the proton run because the beam intensities for the 
carbon and neon runs were much lower. Hence, for the latter 
runs the foils were placed directly at the face of the 
detector. Before each counting period, a short three-minute 
run was performed in order to calculate the dead time for 
that detector system. A 60 Hz puiser was input to the pre­
amplifier of one of the four detectors. The position of the 
puiser peak would then be adjusted such that it corresponded 
to a flat part of the spectrum, that is, far away from any 
gamma ray. During this short run, the three other detectors 
would also be activated in order to simulate the counting 
conditions that would occur during the long count period. 
After the three minutes elapsed, the area of the puiser peak 
above background would be calculated in order to obtain the 
percent live time of that particular detector system. This 
process was then repeated for the other detectors. 
The counting times were chosen with consideration of 
the various half-lives of the isotopes of interest. 
Considered the most important isotopes were those with one 
neutron removed from Co, Y, Au and U, and those with two or 
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three neutrons removed from Co, Y and Au. Table 3 lists 
these isotopes, their half-lives, their most intense gamma 
rays and the absolute (number of gamma rays per 
disintegration) gamma-ray intensities.^^^ 
These half-lives range from 0.55 days for ®'y(m) to 271 
days for ®'Co. Therefore, to assure an ample amount of data 
for all isotopes, the data were collected for 6 hours for 
the first 2-3 days, for 12 hours for the next 5-7 days and 
for 24 hours thereafter. It was necessary to count for 
longer periods (2-4 days) for the very long-lived isotopes 
if the counting rate was low. Of the fourteen targets 
irradiated, the five thinnest targets took up most of the 
counting time. The thicker targets were counted only 3-4 
times, yet this was enough to obtain accurate secondary 
corrections to the various cross sections. Data were 
collected continually for the first five weeks to assure 
that the isotopes with short half-lives could be analyzed 
fully. LEPS detectors were used in collecting data from the 
Au and U targets since the energies involved (E<400 keV) are 
low and the density of gamma rays is high, compared to the 
Co and Y targets. 
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TABLE 3. Primary isotopes of interest 
Isotope Half-Life Gamma Energy Gamma 
(keV) Intensity 
s*Co 78 76 ( .12) days 846. 78 .06) .9995{ .0002 ) 
1238. 28 .04) .6757( .0040) 
s'Co 271. 55 ( .13) days 122. 06 .02) .856 { .004) 
5 «Co 70. 78 ( .07) days 810. 76 .03) .9944( .0002) 
8 6 Y 14. 74 ( .02) hrs 1075. 53 .10) .825 ( .005) 
1153. 05 .10) .305 ( .009) 
1854. 38 .13) .172 ( .005) 
1920. 72 .13) .208 ( .007) 
®'Y(m) 13. 2 ( .2) hrs 381. 1 .5) .777 ( .008) 
8 7 Y 80. 3 ( -3) hrs 388. 40 -08) .848 ( .003) 
484. 8 .5) .920 ( .009) 
8 8 Y 106. 51 ( .02) days 898. 021 .023) .9129( .0070) 
1835. 129 .031) .9934( .0007) 
^ ® ""Au 39. 5 ( .5) hrs 328. 47 .30) .51 ( .06) 
^ ^  ® Au 182. 9 ( .5) days 98. 857 .010) .11 
is'Au 6. 183 ( .010)days 332. 94 .07) .230 ( .005) 
355. 55 .05) .876 ( .001) 
237^ 6. 752 ( .002)days 59. 543 .015) .360 ( .035) 
208. 005 .023) .23 ( .012) 
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DATA ANALYSIS 
The purpose of the experimental procedure outlined 
above is to make possible the measurement and calculation of 
absolute cross sections for the formation of products with 
one neutron removed from the target nuclei. For any 
reaction product the rate of its production, is 
proportional to the product of the rate at which projectiles 
pass through the target, f . , and the number of target proj 
atoms per unit area, D. The proportionality constant is 
defined to be the cross section a. Therefore, if I 
fproj can be determined experimentally, a is calculated 
using the equation 
°exp ~^frag ^ ^^proj * 
In terms of measurable quantities, D can be written 
where =6.023X10^ ^ atoms/mole, A^ is the atomic weight of 
a target atom in grams/mole and pt is the product of the 
mass density of the target p in mg/cm' and its thickness t 
in cm and hence is the mass of the target per unit area in 
units of mg/cm^. Before being bombarded, each target was 
cut into a two-inch square and then weighed on an analytical 
balance. With this information, D was easily calculated. 
This assumes of course that the thickness of the target is a 
constant over the entire area. Table 4 shows pt and the 
approximate thickness for each of the targets used in the 
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carbon run. 
TABLE 4. Targets, thicknesses and area densities 
Target Approximate Area 
Thickness Density 
(mil) (mg/cm^) 
Co 2 47.5 
5 117.6 
10 227.6 
y 4 53.7 
8 90.5 
16 184.4 
Au 1 48.9 
2 87.5 
5 236.5 
U 1.5 65.2 
3 138.9 
5 220.9 
The experimental procedure for calculating fproj has 
been described previously. The main goal of the data 
a n a l y s i s  d o n e  i n  A m e s  w a s  t h e  c a l c u l a t i o n  o f  I e a c h  
of the reaction products. 
The WYLBUR 370 timesharing system, available at the 
Iowa State University Computation Center (ISUCC), was used 
throughout this analysis. Other than the obvious advantage 
of doing away with the need for cards, WYLBUR also allows 
for instant access to files on disk. It is therefore 
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possible to edit program source, input data, submit jobs and 
look at program output immediately after execution. Also, 
through the use of EXEC files WYLBUR can be programed to do 
any number of specialized tasks. 
Data Transfer and Storage 
After spectra had been dumped on the appropriate 
magnetic medium, they were transferred to either a private 
disk pack and/or an on-line disk pack at the ISUCC using a 
program called DISKRITE. The spectra in either case were 
added to a large, FORTRAN accessible, unformatted (binary), 
direct access file. The file on the private disk pack has a 
capacity of 750 4K spectra, while the file that is on-line 
can hold 80 such spectra. Spectra that were not currently 
being accessed were stored on the private disk pack, while 
the currently active spectra were stored on-line. On-line 
storage saved the user the costs of disk mounts, disk drive 
time and disk I/O, as well as time for disk mounting. 
The program ICPEAX was used to obtain high resolution 
(100 channels per inch) plots of the data, with the energy 
printed above each peak that it found. In addition to 
plotting the data, this program would do an initial crude 
fit to the area of every peak. These energy-labeled plots, 
with the additional aid of available gamma-ray catalogues, 
were useful for picking out at a glance the gamma rays due 
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to any of the isotopes of interest. In addition, by 
examining plots separated by some convenient time period, 
one could estimate the half-life of a gamma ray, to see if 
there was evidence for appreciable contamination from some 
other isotope which happens to have a gamma ray with the 
same energy. Figure 3 shows portions of three gamma-ray 
spectra taken during this experiment. Portion (a) of this 
figure results from a ^"Ne beam on a target, and shows 
the part of the spectrum which contains the 1836-keV gamma 
ray from ®®Y and the 1854- and 1921-keV gamma rays from ®®Y. 
A comparison of portions (b) and (c) indicates the extremes 
in gamma-ray intensity, resulting from a very weak and a 
very strong beam, encountered in this experiment. Both show 
the region in the U spectrum containing the 59.5-keV gamma 
ray from the decay of The ^beam (b) was the 
weakest of the three beams and hence resulted in a spectrum 
dominated by gamma rays resulting from the alpha decay of 
Contrast this with the spectrum obtained from the 
proton run (c), the most intense beam. One not only sees 
that the 59.5-keV gamma ray is greatly enhanced but that 
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FIGURE 3. Portions of gamma-ray spectra for (a)^°Ne on ®®Y 
(b)i:C on (c)^H on :3»U 
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Peakfitting 
In order to calculate a cross section, the production 
rate, during the irradiation, of the isotope of interest 
must be determined. The procedure is to locate the most 
intense and hopefully uncontaminated gamma rays resulting 
from the beta decay of that isotope, and then to fit these 
peaks to some predetermined fit function at several times 
after irradiation. The areas of these peaks are then fit, 
as a function of the time since the end of irradiation, to 
the half-life of this isotope. The activity is then 
extrapolated back to determine the production rate during 
irradiation. The beta-decay schemes for pertinent isotopes 
with A=58, 88, 195 and 237 are shown in Figures 4 and 5. 
The peakfitting was accomplished using the programs 
PEAKFIND and SKEWGAUS. PEAKFIND^® scans a spectrum and uses 
a second difference method to locate peaks. Very little 
user input is needed in running PEAKFIND. This makes the 
program very easy to use, yet the user has little control 
over the procedure. Once the peaks are found, they can be 
fit if the user so chooses. SKEWGAUS, ^ ® on the other hand, 
does only fitting, the user inputs the needed information 
(peak parameters, fit region, centroids etc.) and also has 
control over program operation as regards parameters to be 
varied, and background type. Both of these programs use the 
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FIGURE 5. Beta decay systematics for (a) A=195 and (b) 
A=237 
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can be varied during the fit is more limited in PEAKFIND 
than in SKEWGAUS. The basic fit function is a Gaussian with 
its centroid at Xq, a height h and a full width at half 
maximum (FWHM). This Gaussian is joined on the low energy 
side, TATJ channels below Xg, to a simple exponential in such 
a way that the function is continuous and continuously 
differentiable at the junction point. One other parameter 
t, the tail parameter, allows for an upward step in the 
background, of magnitude ht, in going from just above to 
just below the peak. Two additional parameters SKULO and 
SKUHI, which allow for further skewing of the peak on the 
low and high energy sides of the peak respectively, were not 
deemed necessary in this analysis. Both programs use this 
fit function to perform a non-linear least sg[uares fit to 
the data which is done in an iterative fashion using a 
matrix inversion method. 
Before each irradiation at the Bevalac, spectra were 
collected for all four detectors using calibration sources. 
These spectra have very intense gamma rays that are well-
separated in energy. Using the fit value from PEAKFIND for 
the centroid of each peak one obtains an energy calibration 
for each detector. The fit values of FWHM and TAU can be 
least-square fit to a linear function of energy as well. 
The tail parameter, of appreciable magnitude only for low 
energy peaks (E<500 keV), is obtained from SKEWGAUS since it 
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is not a variable quantity in PEAKFIND. After this analysis 
is completed, the basic fit parameters are well-determined 
for all detectors, so that they can be used with confidence 
for the target spectra. 
In the analysis of the target spectra PEAKFIND was used 
predominantly for locating the peaks and providing the input 
control file for SKEWGAUS. Only minor modifications to this 
control file were necessary before the fitting could take 
place. In most cases, FWHM, TAU and TAIL were held fixed to 
their initial estimates as determined by the analysis of the 
calibration spectra. This provided for maximal constraints 
on the fit function. This was especially necessary for very 
weak peaks where these parameters would be ill-defined if 
allowed to vary. Also, in this way if a doublet (two un­
resolved gamma rays) actually existed where one had 
predicted a single gamma ray, the resulting fit would be 
unusually poor. The only time it was necessary to vary the 
FWHM was if there had been a small gain shift in the system 
during the data collection time. These gain shifts give 
rise to peaks with slightly different shapes, but they can 
usually be fit to the same function with a slightly larger 
FWHM. The other feature that made SKEWGAUS attractive in 
this analysis was the wide variety of options available in 
fitting background. 
Care was taken in this analysis to keep the number and 
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positions of peaks and the magnitude and slope of the 
background constant or smoothly varying with time as one 
progressed through the spectra. All these steps assured 
that there was uniformity in fitting all the spectra for a 
particular target. When a SKEWGAUS fit was completed, a 
plot of the fit to appear on a graphics terminal was 
requested. If the fit was reasonable, some hardcopy 
results, including a printer plot of the fit, were 
requested. Figure 5 shows one of the more interesting fit 
regions encountered. This region contains the 381-keV gamma 
ray from ®'Y(m) and the 388-keV gamma ray from the decay of 
ground state. 
Fitting Half-Lives and Contaminants 
Once the peakfitting was completed, the time since the 
end of irradiation, the live-time corrected area with its 
standard error and the length of the count period, were 
input to a program called MASH, which takes these data and 
fits them, in the simplest case, to a single exponential 
decay of the isotope of interest. In more complex cases, 
MASH allows for any number of decay chain triplets, that is 
a parent activity which is followed by daughter and 
granddaughter activities, where any one or all of the 
families activities are observed. In the equations below, 




FIGURE 5. SKEWGAUS fit showing gamma rays from "Y isomer 
and ground state transitions 
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granddaughter. The equations that govern these activities, 
assuming independent production of the parent only, are 
related and are given by 
^1' 
A2=A satl (^] ^2 ~ ^2 ) 
( X  J - X 2  )  
^3 ^  satl 
where. 
^2 ^3 S ^2 ^2 S 
13 ^3 X^2 ^32 1 "31 
X.= In 2 
(Ti /o ) 1 / 2  >  i  
and 
X • « *~X « "" X # , 
U ' J 
g.^j=saturation activity for the decay chain 
1 - e ^ ; for t < T 
f.= < 
I 
(1 - e e"^i (t-T) ; for t > T 
where T=the length of the irradiation period. 
There are three kinds of contaminants that make this 
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sort of analysis a necessity. The first occurs when another 
unstable reaction product subsequently decays, giving rise 
to a gamma ray with an energy equal to or so close to the 
gamma ray of interest as to make them unresolvable. In this 
case, the peaks are fit as one, and then the two activities 
are separated in MASH by inputing two different decay chains 
with observable parents and hopefully different half-lives. 
Although this problem did not occur in the analysis of the 
one-neutron removal products, consider the case of two 
neutrons removed from a nucleus producing the high spin 
isomer of In this case, the 381.1-keV internal 
transition from the isomer to the ground state was 
unresolved from the 381.5-keV transition resulting from the 
beta decay of ®^Sr. The fit for this gamma ray for the ^ 
run is shown in Figure 7. 
The second kind of contamination occurs when a reaction 
product on the opposite side of the constant-A mass parabola 
decays into the same daughter and produces the same gamma 
ray. The treatment in MASH for this type of contaminant is 
the same as for the first type. It is clear from Figures 4 
and 5 that this type of contamination is important only for 
since in the other three cases the half-lives involved 
are small enough such that the activity due to the other 
product is gone before counting begins in Ames. In fact, it 
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FIGURE 7- Two component fit to 381-keV gamma ray from ^ 
run 
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does not populate levels that give rise to the 208.0-keV 
transition, and only weakly populate the levels that produce 
the 59.5-keV gamma ray. In addition, ^^'Pu can only be 
produced by the reaction of with secondary particles. 
An example of such a reaction would be ®®®U(a,5n)^^'Pu, 
which is very unlikely. 
Finally, the third type of contamination occurs if the 
product of interest, with atomic number Z, is fed by the 
beta decay of an isobaric parent, whose atomic number is Z + 1  
or Z-1. Figures 4 and 5 show that both ®®Co and ^®®Au are 
shielded from both of these feedings. On the other hand 
is fed by **Zr, but fortunately its half-life is long enough 
so that its decay into * ®Y can be analyzed separately and 
subsequently subtracted from the result. This feeding 
was found to be quite small, as it should be since the 
atomic number of the product, Z=40, is greater than that of 
the target, Z=39. The reaction that produces **Zr is a 
secondary one and hence the cross section is quite small. 
This, however, is not the case for ^^^Pa, since it is 
produced by removing one proton from the target. In 
addition, the half-life of ^^'Pa is 8.7 minutes which is 
incompatible with shipment back to Ames for analysis. The 
procedure used to separate the the ^^'Pa from the will 
be discussed below. In either case, these t^es of 
corrections can be dealt with in MASH with two independent 
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decay chains, one with an observed parent, the other with a 
parent decaying into an observed daughter. The former will 
describe the independent production of the one-neutron 
removal product, while the latter describes the production 
of the contaminant isobar, which in turn feeds the one-
neutron removal product. Alpha decay into a decay chain can 
also introduce some contamination. This situation appears 
for the A=237 decay chain only, as figure 5 shows. Yet for 
this case the half-life of ^''^Pu is 14.4 years, which is so 
large as to make its contribution negligible. 
The latter two types of contaminants play an 
increasingly important role as one begins to look at two-
and three-neutron removal, and deeper processes. 
Once the appropriate information is input to MASH, the 
program does an initial fit with all the half-lives fixed, 
followed by a least-square fit which varies those half-lives 
flagged by the user. A printer plot of the data plus fit is 
also obtained. Another example of a MASH fit showing the 
decay of ^®®Au, using the 355.7-keV gamma ray, from the ^ 
run is shown in Figure 8. 
Corrections to the Saturation Activity 
If we had assumed that the detector was 100% efficient 
in counting gamma rays, and that all one-neutron removal 
products were produced by interactions between a projectile 
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FIGURE 8. MASH fit for ^ ' ®Au using 355.7-keV gamma ray from 
the ^ ^  C run 
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and one target nucleus, then the saturation activity 
obtained from MASH, would exactly correspond to I since 
at saturation the decay rate is equal to the production 
rate. These assumptions are of course invalid. In fact the 
expression relating these two quantities is given by 
I n-ag=[Asat (l-S)]/[:abs % S,bs 
where S corrects for secondary reactions, is the 
absolute detector efficiency, b is the gamma-ray branching 
ratio, Ggbs corrects for gamma absorption in the target and 
Bggo corrects for the beam geometry. Each of these 
corrections will be discussed below. 
Detector-Like Corrections 
Of course no detector is absolutely efficient in 
detecting gamma radiation from a source. In order to 
correct for this fact, it was necessary to do an absolute 
efficiency calibration for each of the four detectors. From 
this analysis Sgj^^ , which is the number of gamma rays 
detected divided by the number of gamma rays emitted, is 
obtained. This quantity is a function of the detector used, 
the position of the source, and the energy of the gamma ray. 
Since the three runs at the Bevalac came at approximately 
one year intervals, it was necessary to calibrate the 
detectors for each of the runs since significant detector 
degradation can occur over this time period. In addition 
the source position, that is the distance from source to 
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detector, varied from run to run, and clearly the absolute 
efficiency measurement must be taken at the same source 
position. The source used for this analysis, to be referred 
to as the AMERSHAM source, was absolutely calibrated and 
contained the isotopes ®'Co, ®°Co, ®®Sr, **Y, ^"®Cd, ^^^Sn, 
issQe and The gamma rays present in this 
source ranged in energy from 88- to 1836-keV. Data were 
collected and peaks fit for each of the detectors. The 
emission rate for each of the isotopes, at the time the 
source was created, was documented, as shown in Table 5, so 
that the absolute efficiency was calculated by taking the 
ratio of the data, corrected for dead time, to the emission 
rate, corrected for the decay since source creation, 
multiplied by the count period. 
The efficiency was then plotted versus the energy of 
the gamma ray on log-log graph paper. For the neon and 
especially the carbon run, certain isotopes were absent from 
the source since their half-lives were small compared to the 
age of the source, as one can see from Table 5. In these 
cases, sizable gaps were left in this plot, hence the slope 
of the function was determined by analyzing the spectra of 
uncalibrated but intense sources of ^®^Eu and 
Relative efficiencies were calculated for these sources in 
much the same fashion as described above for the absolute 
efficiencies. The only difference is that the emission rate 
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TABLE 5. Specifications of AMERSHAM calibration source as 















'Cd 453.0 d 88.0 599 (4.0%) 
Co 270.9 d 122.1 527 (2.2%) 
'Ce 137.5 d 155.9 519 (3.9%) 
'Hg 45.5 d 279.2 1759 (2.5%) 
'Sn 115.0 d 391.7 1917 (4.8%) 
Sr 54.9 d 514.0 3574 (3.0%) 
Cs 30.2 y 551.5 2259 (3.0%) 
Y 105.5 d 898.0 5553 (4.0%) 
Co 5.27 y 1173.2 3025 (0.9%) 
Co 5.27 y 1332.5 3030 (0.9%) 
Y 105.5 d 1835.1 5931 (3.0%) 
is replaced by the relative gamma intensity. A fit was done 
to determine the slope in the linear portion of these 
relative efficiency plots. This slope was then held fixed 
while a fit was carried out to calculate the intercept for 
the absolute efficiency curve. The absolute efficiency 
curve for detector C is shown in Figure 9. 
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FIGURE 9. Absolute efficiency curve for detector C for 
carbon run 
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Even with this efficiency correction, there is still no 
account taken for the finite size of the beam and hence for 
the spatial extent of the radioactive portion of the target. 
In other words, since the target is not a point source we 
must correct for the fact that the detector is less 
efficient in counting gamma rays from the portion of the 
source which is displaced laterally from the detector's 
symmetry axis. To implement this correction one must 
calculate the diffuseness of the beam. In order to do this, 
as mentioned previously, A1 foils were placed on the 
upstream side of each of the target foils. The reaction 
chosen to monitor this aspect of the beam was ^^Al(proj,proj 
2p n)*^Na, since its cross section is large and its half-
life is 15.02 hours. After every run each of the A1 foils 
were cut into four sections: a central circle of radius 0.5 
inches, and three rings whose outer radii were 1.0 inch, 1.5 
inches and 2.0 inches. Spectra from each ring were analyzed 
to find the relative amount of the beam which had passed 
through each of them during irradiation. 
This information was then related to the efficiency 
profile of the detector, which is the variation of the 
efficiency as a function of radius. For this correction the 
radius referred to above is the distance a source is 
displaced laterally, at constant axial source distance, 
relative to the symmetry axis of the detector. This was 
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done by moving a calibration source across the entire face 
of the detector, keeping it at the source distance used for 
the target. Data were collected for one hour at each, of 
seventeen positions for each detector, these being the 
center and eight positions to either side. Data were 
collected on both sides of center to check for symmetry, and 
to check that the source was properly centered. The source 
was not displaced in the vertical direction since a 
cylindrical symmetry was assumed. Fitting was done on all 
strong gamma rays in the source to see if any discernible 
energy dependence was present. In most cases, the source 
was not exactly centered so that the detector center was 
defined by plotting these data on some graph paper which 
linearized the tails. These tails were then fit to a linear 
function of distance, and the intersection of these two 
lines was defined to be the detector center. The points on 
one side of the plot were then reflected about this center 
and a smooth curve was drawn through these points to give 
the final efficiency profile. 
A few qualitative features of these profiles are of 
interest. In analyzing these data, significant energy 
dependences did appear for energies less than approximately 
1 MeV. At equal distances from the detector face, the 
efficiency for detectors C and D, the LEPS detectors, fell 
more rapidly than those for detectors A and B, the large 
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volume Ge(Li) detectors. Finally, for any given detector 
the efficiency falls off more rapidly the nearer the source 
is to the detector face. Figure 10 shows this plot for 
detector B, whose radius is 34 mm, for a source 18 mm from 
the detector face and for energies greater than 1 MeV. 
Figure 11 shows the efficiency profile for detector C ,  whose 
radius is 1 inch, using a ^^^Ba source very close to the 
detector face. This figure shows that appreciable energy 
dependences do exist for low energy gamma rays. 
The beam geometry correction factor, Bg^^, was then 
calculated by multiplying the relative amount of activity in 
each ring of radius R j by the relative efficiency of the 
detector for a point source at a radius R.. This product 
was then summed over all the rings, so that the final result 
is 
B :re1 (*,)' 
where A(R.) is the activity seen in the ring whose radius is 
Rj/ A tot the sum of the activities from all the rings and 
Spei (&;) is the relative efficiency of the detector for a 
source a lateral distance R. from the detector's symmetry 
axis. It should be noted that this correction was less than 
1% for the proton run and less than 7% for the *°Ne run. On 
the other hand for the ^ run, the combination of a beam 
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FIGURE 10. Efficiency profile for detector B, for energies 
greater than 1 MeV 
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FIGURE 11. Efficiency profile for detector C, using 
source 
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close to the detector face, and off-center beams which were 
shifted as much as 0.5 inches to one side, added up to a 
correction as large as 93% for the 59.5-keV gamma ray from 
Target-Like Corrections 
Since the beta decay of the isotope of interest does 
not always feed levels which result in the emission of the 
gamma ray being analyzed, a correction was made to the 
saturation activity for the branching, b, of that gamma ray. 
These branchings are given in Table 3. 
There is also a finite probability that once a gamma 
ray is produced it will be re-absorbed in the target and 
hence go undetected. This correction is not included in the 
absolute efficiency since it is a function of the absorbing 
material. The magnitude of this correction is given by 
pt)]/C pt, 
where C is the photon absorption cross section in cm*/gm. 
These cross sections are we11-documented for elements 
throughout the periodic table.'-' Figure 12 shows the photon 
absorption cross section as a function of the energy of the 
gamma ray for a Y target. The magnitude of this correction 
ranged from 0.11% for the 1921-keV gamma ray in the thinnest 
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FIGURE 12. Photon absorption cross section as a function 
gamma-ray energy for a Y target 
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Secondary Correction 
The last correction that needs to be considered is for 
contributions from secondary reactions. A primary reaction 
is one in which a product comes about from the interaction 
of one projectile and one target nucleus. Reactions 
produced by fragments from primary reactions are defined to 
be secondary reactions, and therefore should not be included 
in the calculation of a cross section. These reactions are 
typically due to the interactions between target nuclei and 
lower-energy target-like fragments produced in primary 
reaction processes. 
In order to subtract out the contribution due to 
secondary reactions, the following argument can be made. 
The number of primary reactions is proportional to the 
target thickness, while the number of secondary reactions, 
being in addition proportional to the number of low-energy 
particles produced in primary reactions, is thus 
proportional to th.e target thickness squared. Hence, the 
total intensity of any given product as a function of 
thickness can be written as the sum of a linear term which 
represents the primary reaction contribution and a quadratic 
term which represents the contribution due to secondaries. 
Further, there will be no constant term since the intensity 
must go to zero as the thickness does the same. 
In practice, each of the three target thicknesses were 
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counted using the same detector and source position. A 
gamma ray associated with the isotope, for which a secondary 
correction was needed, was then analyzed for each of the 
targets. Corrections for dead time and differing count 
periods were made. Also, since all three targets could not 
be counted simultaneously, a correction for the decay of the 
isotope during the delay between different counting periods 
was made. Note that corrections for absolute efficiency and 
efficiency as a function of radius were not necessary. The 
latter was disregarded since the beam was assumed to have 
the same size and shape for all three targets. Care must be 
taken here to make sure the gamma ray being analyzed is not 
contaminated or if it is that the contaminant is properly 
subtracted out. The intensity in each target was then 
divided by the target thickness in order to linearize the 
relation, so that it is given by 
I/pt=a+b pt. 
The values of pt and I/pt are then input to a program called 
SECOND which performs a weighted least squares fit to the 
data in order to calculate a and b. The program also 
calculates the fraction of the product produced by secondary 
reactions, which is given by 
S=b pt/[a+b pt]. 
This expression is evaluated at pt for the thinnest target. 
The saturation activity is then multiplyed by (1-S) to 
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account for the contribution due to secondaries. Figure 13 
shows a plot of I/pt vs. pt for a one-neutron removal 
product, ^®®Au (355.7 keV), and a reaction product that is 
obtained by removing 8 protons and 18 neutrons from the 
target, (739.6 keV). From this analysis, one obtains 
a secondary correction of 8.4% for ^®®Au and 1.4% for ^'^Lu. 
This is quite reasonable since one does not expect to 
produce ^'^Lu from low-energy target-like fragments, and 
hence its secondary correction should be small relative to 
fragments that differ from the target by only a few units of 
mass. Table 6 shows S for the one-neutron removal products 
for each of the three runs. 
Subtraction 
The A=237 decay chain is the only example, of the four 
in this experiment, of a one-proton removal product feeding, 
via beta decay, the one-neutron removal product. As 
mentioned previously, the half-life of ^^'Pa, being 8.7 
minutes, does present some problems. First it is clear that 
the data needed to analyze the production of ^^"'Pa must be 
taken immediately after irradiation. These spectra were 
collected with a data acquisition system provided by the 
Nuclear Chemistry group at LBL. Secondly since this half-
life is small compared to the usual one-hour irradiation 
time, the activity due to the decay of ^^^Pa will saturate 
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TABLE 6. Secondary correction for one-neutron removal 
products 
Isotope Percent Secondaries 
Proton Carbon Neon 
=«Co 1.3±0.7 7.010.7 4.0+0.4 
"Y 6.812.3 10.412.1 6.510.7 
i::Au 8.212.2 6.910.7 7.211.5 
:37U 10.114.0 10.812.5 11.911.7 
well before the end of irradiation. This, coupled with the 
fact that the background will grow linearly, leads to a less 
than optimal peak to background ratio if the long run is 
used for the ^^'Pa analysis. Hence, a short ten-minute run 
was taken with only two targets, the thinnest and thickest U 
foils. No beam monitoring targets were necessary in this 
run since the quantity needed is the relative yield of ^^'Pa 
to After irradiation, these targets were rushed to 
the data acquisition system and were counted for four-minute 
intervals for 3-4 half lives. A calibration spectra was also 
taken in order to obtain an absolute efficiency calibration 








TARGET DENSITY (MG/GM^) 
FIGURE 13. I/pt as function of pt for (a)^®®Au and (b)^^Lu 
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back to Ames with the others and were analyzed in the same 
way that the U foils from the long run were. The ^®'Pa was 
analyzed by fitting the 853.7-keV gamma ray, which results 
from its beta decay into from the data taken in 
Berkeley. Since the half-life of ^^'Pa is so small, the 
buildup in the activity of due to the decay of ^^'Pa, 
was not seen. Hence, referring to the activity equations 
given previously, we can calculate the production rate of 
alone using 
Iy(long)=Iy'(long) 
where ly* is the saturation activity as determined from the 
analysis of the 59.5- and 208-keV gamma rays. It should be 
noted that both saturation activities from the short run 
were corrected for detector efficiency, secondaries, gamma 
branching and gamma absorption. 
Data Analysis Summary 
There are clearly many corrections that must be made to 
the experimentally measured quantities. So by way of 
summary. Table 7 shows an example of the process one goes 
through in the simplest case, that of no contamination, 
feedings or other complications, in order to calculate a 
cross section. The example used is that of the production 
1 - I Pa (short) Xpg 
ly (short) Xpg-Xy 
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of ®®Co from a ®®Co target with a ^ beam. The decay of 
this isotope is monitored using the 811-keV gamma ray. 
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TABLE 7. Example of one-neutron removal cross section 




1. Saturation Activity Calculation, Ag^f (pp. 31-42) 
A (811 kev)=4,33X10® (Z detected/day) 
^ sat - 4.33X10 = 
(y detected/day) 
2. Absolute Efficiency Correction, z . (pp. 44-47) 
s . (811 keV)=2.6X10-: (1 detectecf/# total) 
( L A 3 B S ) A S A - =  1 . 6 9 X 1 0 '  
(y detected/day) 
3. Beam Geometry Correction, B (pp. 48-53) 
B (811 keV)=0.87 (T detected/y total) 
4. Gamma-Ray Absorption Correction, Ggbs (PP- 53-54) 
G . (811 kev)=0.998 {Z escape/Y total) 
<V03.S)<ASATAA.S 
5- Gamma Branching Correction, b (p. 53) 
b (811 keV)=0.99 (Z emitted/decay) 
(l/t»(ASAT/:ABS B,, G^^;) = +1.95320" 
' (target nuclei/day) 
6. Secondary Reaction Correction, S (pp. 55-57) 
S (®®Co)=0.07 (secondaries/total) 
°=''=(?L;et'nucïeVd.y) 
7. Calculate D (p. 25) 
D (Co foil)=4.86X10"' (target nuclei/mb) 
(l/D)If = 3.73X1014 
^ (mb/day) 
8. Calculate fproj (PP- 16-18) 
f . =3.68X10^2 (projectile nuclei/day) 
' <'.xp=<VVOJ )L:fr,g/C) -
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RESULTS AND DISCUSSION 
As previously indicated, a number of other reaction 
products, usually two- and three-neutron removal products, 
have been analyzed in this experiment. Although 
considerable analysis has been done on these products, more 
is needed, since the feeding problems are more severe. 
Indeed in some cases cumulative yields, that is the yield of 
the primary product plus all products which decay into it, 
is all that can be hoped for. Therefore, the one-neutron 
removal cross sections for each of the three-projectile, 
five-target combinations encountered in this experiment are 
given in Table 8. Below each entry in Table 8 are the cross 
sections divided by the product A^^/^ A^. The last 
column contains the weighted average of this quantity, with 
an r.m.s. error, for each row, that is for a given target, 
and the last row gives this same value for each column, that 
is for a given projectile. It should be noted that all 
target and projectile dependent values of this ratio are 
equal within the experimental uncertainties. This fact 
suggests that the experimental data is fit very well by a 
simple empirical form given by 
a =(12.0 mb) A 
emp •' p t 
where 12.0 mb, with an r.m.s. deviation of 0.5 mb or 4%, is 
the overall weighted average of all 15 values. This 
empirical form will be discussed and compared with theory 
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later. 

































































Comparison with Previously Measured Cross Sections 
A group at Argonne National Laboratory (ANL) has 
measured some of the same one-neutron removal cross sections 
reported in this experiment. ^ I 2 O Even though the 
projectile energy is not always the samey the cross sections 
obtained in this experiment agree quite well with the ANL 
values. For 11.5-GeV protons on ®®Co, a y;^|^|_ = (43±3) mb, ^ ® for 
1-GeV protons on '•^'Au, o^j^|^ = (69±6) mb, ^ ® for 2.1-GeV/A ^^C 
on ^®'Au, =(210±20) mb,^® and for 380-MeV/A =°Ne on 
^®'AU, =(211±18) mb.^' The cross sections for the RHI on 
Au should have an additional 20% error since the absolute 
beam intensity was uncertain by this amount. This was the 
case since relative, rather than absolute, cross sections 
were the main aim of the experiment. It is interesting to 
note that for the =°Ne experiment there was no evidence of 
enhancement for ^ ® ®Au production relative to other reaction 
products when considering the ratio of the *°Ne cross 
section to the corresponding cross section for protons, in 
•agreement with the present results. 
Comparison with Projectile Fragmentation 
A group at LBL has previously done experiments dealing 
with fragmentation of the projectile.^^j^^^ In this 
case, the ED of the projectile is caused by the 
electromagnetic field of the target. As regards the 
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contribution due to ED, these experiments have a definite 
advantage over the experiment presented here. The reason 
for this is clear since the WW theory predicts the ED 
contribution to vary essentially as Z^, where Z is the 
charge of the particle causing the ED. In the case of 
projectile fragmentation this is the target and vice versa 
for target fragmentation. Hence, the projectile 
fragmentation studies have the advantage of targets with 
very large Z. These experiments typically use targets 
ranging from ®Be (Z=4) to (Z=92). In contrast, for the 
target fragmentation experiments presented in this study, 
the projectile Z values of 1, 5 and 10 are less effective in 
exhibiting ED. On the other hand, the LBL experiments can 
only be carried out over a very limited range of 
projectiles, which are the particles being dissociated. The 
projectiles used for the LBL experiments were ^ 
(Ref.21,22), ^®0 (Ref.21,22), ^«0 (Ref.8) and ®®Fe (Ref.23). 
In the experiment presented here, the particle being 
dissociated - the target - is tested over a very large 
range, to Of course both types of experiment can 
cover a broader range once the larger mass projectiles 
become available. 
In the LBL studies, the nuclear cross section was 
parameterized as 
LBL 
°nuc f, p t • 
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These studies measured the production cross sections for 
many other products as well as those for the one-neutron 
removal reaction. In the form given above ^ f p/ called the 
fragment factor, is assumed to depend on the fragment and 
projectile but is independent of the target used to produce 
that specific fragment. The term called the target 
factor, is taken as independent of the fragment but depends 
on both the target and projectile- A fitting procedure was 
established to calculate the various Z factors. Since this 
is the nuclear contribution only, data points which clearly 
had an ED contribution were left out of the fit. For a 
given projectile, if cross sections for M fragments and N 
targets were determined, then the LBL fitting procedure 
involved M values of Z^ and N values of Z . Thus, M+N 
P t 
factors were fit to a data matrix of M X N values. 
Typically, M was 15-20 and N was 7-9. It was then assumed 
that the target factor has the form 
Yt" (Ap'/' + _ b) 
and hence the values obtained from the previous fit were 
then fit to this form, where b is the fit parameter, and 
and Ap are the target and projectile masses respectively. 
Although the claim was that b should not be a function of 
projectile or target, it did vary somewhat. The values of b 
obtained were 0.8 for ^and ^®0 (Ref.21,22), 0.9 for ^ *0 
(Ref.8) and 1.5 for ®®Fe (Ref.23). In any case, once was 
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LBL parameterized, differences between experiment and were 
calculated and attributed to ED. It should be noted that, 
for comparison with the present experiment, the ®®Fe results 
are not as clear cut as the others since elemental rather 
than isotopic cross sections were obtained for ®®Fe; that 
is, the number of protons removed from the projectile was 
the directly measured quantity, so the cross sections for 
®®Fe are sums over all reactions were any number of neutrons 
are removed. In fact, because the one-neutron removal 
product is the same element as the beam, and is therefore 
overwhelmed by the background due to the beam, no 
information is obtained about its production. Thus, the 
crucial cross section for comparison, the one-neutron 
removal cross section which results in ®®Fe, was not 
obtained. Because of this our comparison to the projectile 
fragmentation studies will focus on the and ^ *0 
experiments. 
Figure 14 shows a fit of the data from this experiment 
to a form for the nuclear interaction, similar to that used 
in the LBL studies. One can easily see that if we assume no 
contribution due to ED, we get a smoothly varying value for 
b, the X intercept on this plot. Also labeled on the x-axis 
of this plot are the values of Inspection of the fit 
lines on this plot reveals that, within the errors of the 
fit, b is essentially given by A^^/^ for each fit line. It 
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is clear that the assumption of a constant value of b of the 
order of unity, as reported in the LBL studies, is invalid 
for the one-neutron removal cross sections plotted in Figure 
14. Instead, the conclusion from Figure 14 is that the 
cross sections have the simpler dependence of direct 
proportionality to Ap^/^ for each target. In fact, if one 
refers back to Table 8 it is evident, as mentioned 
previously, that these cross sections are proportional to 
the product Ap^/^ , with a universal proportionality 
constant of 12.0 mb . This simple empirical result, 
symmetric in target and projectile masses, was unexpected. 
With this symmetry in mind, the LBL projectile 
fragmentation studies can be analyzed in the same manner. 
Figure 15 shows the projectile fragmentation results plotted 
in the same way. Linear fits were done for each projectile, 
excluding the ^''®Pb and targets for the ^ ®0 projectile 
where ED effects are clearly evident. Figure 15 shows these 
fits with the associated A ^^ values labeled on the x-axis. 
P 
Two points are clear from this figure. First, all three 
results are consistent with a value of b=Ap^/^. Secondly, 
it is not surprising that this effect was not previously 
recognized since the mass range for the projectiles used was 
very small; AMp=5. This is in contrast to the present study 
where AM^=225. 
















FIGURE 15. (A p / ^ + At''/^) fit to projectile fragmentation 
data 
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we define to be the mass of the particle from which the 
neutron is removed. The ratio R=b/A^^/^ is plotted, in 
Figure 16, versus We see that all eight results -
three projectiles and five targets - are consistent with the 
observation that b=A 
n 
Figure 17 shows the data from this study plotted using 
the empirical fit, 
0 =(12.0 mb) A A.1/3, 
emp ^ p t 
obtained from Table 8. This figure shows that once the 
target dependence is taken out of the cross section, by 
dividing each cross section by then all five curves 
have exactly the same functional form. Figure 18 shows a 
similar plot for the LBL data. This plot shows the cross 
section plotted versus with the Berkeley fit to , 
the dashed lines, along with a fit which goes as A^"-/®, the 
solid lines. One sees that the two fits are significantly 
different. Thus, which is used to parameterize the nuclear 
contribution will lead to very different conclusions as to 
the strength of ED. It is not the claim here that the solid 
line is in fact the nuclear contribution. This is only an 
empirical observation which fits remarkably well both, the 
LBL data and the data from this study. 
One final point though should be made at this time. 
While the LBL projectile fragmentation data is fit quite 




to «Y XL>^  
(6 =. 
A/ (15 UJ 










FIGURE 17. Empirical fit to target fragmentation data 
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FIGURE 18. Empirical and LBL fit to projectile 
fragmentation data 
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Figure 18, the target fragmentation data presented here is 
definitely in conflict with the LBL parameterization for the 
nuclear contribution to the cross section. Recall that for 
projectile fragmentation 
_LBL__ 
nuc f, p t' 
where also depends on the projectile. Hence, if we apply 
the same rationale to target fragmentation by changing the 
roles of projectile and target, we can write 
where in this case will also depend on the target. As an 
example of how this form fits the target fragmentation data, 
consider the cross sections for all three projectiles on a 
^ t a r g e t  i n  o r d e r  t o  p r o d u c e  I f  w e  t a k e  a  r e a s o n a b l e  
value of b, for example b=0.9, then we can write 
yp=(Ap^/^ + - 0.9). 
If in addition one assumes that the cross section for 
protons on is purely nuclear, as all ED calculations 
predict, we can then determine Z^ ^ , the fragment factor for 
LBL the production of by normalizing to the 
experimental cross section for protons on This gives 
11.7 mb (1.39 + A V = ). 
nuc ^ p ' 
Having done this, the cross sections for production from 
^ a n d  ^ " N e  p r o j e c t i l e s  c a n  b e  c a l c u l a t e d ,  s i n c e  Z ^  ^  d o e s  
not depend on the projectile. The value of a is : 
exp nuc 
equal to 18 mb for a projectile and 28 mb for a ^'Ne 
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projectile. This conclusively shows that the target 
fragmentation data from this study is in conflict with the 
LBL parameterization for the nuclear contribution to the 
cross section since the differences quoted above are more 
than an order of magnitude greater than any ED calculation 
would predict. This same point can be illustrated in 
another fashion by equating the LBL parameterization for the 
nuclear cross section and the empirical fit to the target 
fragmentation data. Doing this, one obtains a clearly 
projectile dependent fragment factor, which is given by 
^=(12.0 mb) A^VV[ApV=» + - b] . 
The only way to make this ^ independent of projectile is 
to say b=A^^/^, so that ^=12 mb A^ and 
LBL 
Which, of course, makes Onuc^^emp' 
Comparison with Glauber and Weizsacker-Williams Calculations 
Table 9 gives a complete listing of all quantities 
needed to compare the theory outlined in the Introduction 
with experiment. For each projectile-target combination. 
Table 9 lists: 
bare Glauber calculation, 
o ' =X„ o„,,„=a renormalized Glauber cross section, 
nuc p nuc 
°coul ^ ^be WW calculation for ED, 
o . =o ' +o , , 





°en,p=<12 «^) Ap'/' A,'/'. 
In Table 9, these quantities are labeled by their subscript 
name. o ' renormalizes the theory so that it is equal to 
nuc •' ^ 
experiment for ^and ^ "Ne projectiles on a ^'C target. 
The value in parentheses following and are the 
number of experimental standard deviations that the two 
predictions differ from experiment. 
It should be noted that the theory is in good agreement 
with the data for the case of projectiles on the various 
targets. This is essentially the nuclear cross section only 
since the ED contribution is negligible. On the other hand, 
the Glauber cross section falls considerably short for the 
larger projectlies. There exists a possible argument why 
this should be the case. Recall that the Glauber cross 
section was calculated assuming that one and only one 
nucléon from the projectile interacts with one nucléon from 
the target, with the target nucléon eventually escaping its 
parent. This calculation does not take into account the 
possibility that two nucléons from the projectile could 
interact with one nucléon from the target giving rise to the 
same final state. This correction is clearly zero for the 
proton beam, but not so for ^'C and ^"Ne. Furthermore, one 
might expect the correction to become larger as the mass of 
the projectile increses since more combinations of two 
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TABLE 9. Summary of experimental cross sections and 
theoretical calculations 
Pro j . 
Targ. 





thy 24.9 (-3.9) 
exp 28.0±0.8 





















































































thy 77.6 (0.7) 
exp 73.4±6.3 












202.2  (0 .6 )  
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nucléons can be made in the periphery of a larger nucleus. 
These ideas are consistent with the trends in the data. 
That is, the calculation is in good agreement for protons, 
the calculation is low by 25% for ^projectiles and the 
calculation is low by 30% for ^"Ne projectiles. 
The theory also predicts, at least in a qualitative 
sense the downturn in the cross section for ^ and ^ °Ne 
projectiles when going from Au to U. This is thought to be 
understood in terms of the increased probability that 
fission can take place for U, thus taking strength out of 
the one-neutron removal channel. The large fission cross 
section for RHI on has also been observed by W. 
Love land et al.^* for 2.1 GeV/A on In fact, one 
can see from the calculated values of a . in Table 9 that 
coui 
photofission (y,fission) does take appreciable strength out 
of the (f,n) reaction channel. 
Although theory predicts the data quite well, it has 
significant discrepancies for the two heavier projectiles. 
Theory falls short of experiment for ^ and overpredicts 
for ^*Ne. The most dramatic discrepancies are seen by 
examining the Au cross sections. For ^^C, theory is two 
standard deviations low, and for ^"Ne four standard 
deviations high. If one accepts the renormalized 
parameterization of the nuclear cross section, that is opuè # 
then the ED contribution must be increased by 30-80% for 
81 
and decreased by 15-50% for ^"Ne. Of course the arbitrary 
normalization of the theory to the target for the heavy 
projectiles tends to cast some doubt on any attempt to make 
any strong conclusions about these comparisons, yet it 
appears that the contribution due to ED is rising too fast 
as a function of projectile for a given target. With this 
in mind, it is interesting to speculate on the results of an 
experiment with an ""Ar beam. Table 10 shows the calculated 
Glauber and WW cross sections for all five targets assuming 
an "'Ar beam. This Table also shows the values of the 
empirical fit extrapolated to an ^°Ar beam. The Au cross 
section will clearly decide between theory and an 
extrapolated empirical fit, if it is close to either, since 
the ratio of theory to empirical fit is 2.2. It should be 
noted that the Glauber cross section quoted is the bare 
value, but increasing its value due to second-order effects 
will only enhance the discrepancies. 
There is one other discrepancy which does not appear in 
the data presented so far. Recall that in our simple 
Glauber picture there was no attempt to distinguish between 
protons and neutrons, hence the cross section for one proton 
removal should simply be 
removal) = [Z^/N^] (one-neutron removal). 
^^'Pa is the only handle the experiment has on one-proton 
removal because this reaction product is stable for the 
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TABLE 10. Extrapolation of theory and empirical fit to **Ar 
projectile 
Target °nuc ®cou1 ^thy a emp 
50.5 4.5 55.0 94.1 
s=Co 79.5 75.5 155.1 150.0 
8 9 Y 87.5 152.9 240.4 183.5 
^ ® 7 Au 105.9 413.5 520.4 239.2 
:3«U 113.5 252.2 355.8 254.8 
lighter targets and so cannot be analyzed by gamma-ray 
spectroscopy. The measured cross sections for the 
production of ^^'Pa are 13±2 mb for protons and 15±3 mb for 
^'Ne. These can be contrasted to theoretical predictions of 
48 mb and 65 mb, respectively. This kind of inconsistency 
could be explained in terms of the coulomb barrier that the 
proton experiences when it tries to escape the nucleus. 
•Coulomb barrier effects lie outside the Glauber framework 
but could be incorporated into the escape factor . 
Hence, one could speculate that we should increase the one-
neutron removal cross section by some target dependent 
factor. Yet doing this would complicate the situation since 
it would destroy the good agreement between present theory 
and experiment for the proton projectile. 
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Conclusions 
It is clear that the one-neutron removal cross sections 
obtained from this experiment are not represented well by a 
parameterization of the form used by the LBL group for their 
projectile fragmentation studies, which is proportional to 
Our advantage in obtaining data over a wide range of has 
shown that these cross sections are represented much better 
by 
='emp=<12.0 mb) A,'/' A,'/'. 
Since the nuclear radius is given by R=RQ it is clear 
that a goes like the product of the radii of the 
emp ^ ^ 
projectile and target. This is of course contrary to simple 
geometrical models which predict a dependence that goes like 
the sum of the radii. Because of this, it may be premature 
at this point to declare that a =o . Yet it does appear 
^ emp nuc 
that the ED calculation is rising too fast with projectile, 
as is evident from the Au results and to a lesser degree the 
Y and U results. As mentioned previously, the *"Ar 
experiment should be the definitive test of this. Even if 
the cross section for ^^Ar on ^®'Au is not 520 mb, it would 
not preclude the existence of the ED effect. It could, on 
the other hand, mean that the overall strength of the effect 
is smaller than the theory predicts. Judging from the 
success of the empirical-type fit as applied to the LBL 
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studies, this conclusion would be consistent with the 
projectile fragmentation data as well. 
Possibilities for Future Study 
There is still a wealth of information in the recorded 
gamma-ray spectra that has not been exploited at this time. 
Cross sections for the production of many other reaction 
products could be calculated and compared to theory. In 
particular it would be very interesting to calculate the 
cross sections for two- and three-neutron removal products 
as well as for some deep spallation products, to see if the 
behavior as a function of projectile is similar to the one-
neutron removal products (that is, a product of radii form) 
or if they follow a more geometrical form (that is, a sum of 
radii). 
Also of particular interest is the subject of isomer 
ratios. The question is as follows: When a RHI passes a 
target nucleus in a peripheral reaction, how does the target 
nucleus react to its presence? Is the reaction time so 
small that the nucleus can react only in a non-adiabatic 
sense, which is thought to set up vibrations in the target, 
or can it adjust to the projectile's presence on time scales 
smaller than the interaction time, which is thought to set 
up rotations in the target? If the latter is true, then 
relatively large amounts of angular momentum could be 
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imparted to the target. In addition, as one bombards the 
target with increasingly heavier projectiles, the amount of 
angular momentum available will increase. One way to test 
whether or not this is true is to find a nucleus which has a 
high-spin state that lives long enough to be analyzed. One 
excellent example of this is whose ground state spin-
parity is (1/2) , yet it has an isomer with spin-parity of 
(9/2)^. The decay characteristics of these states are shown 
in Table 3. The procedure then would be to deduce the 
relative yields of these states and see if the isomer ratio 
+ — 
R=y(9/2) /Y(l/2) increases as one goes to heavier 
projectiles. A significant amount of work has been done to 
this end. At present, preliminary indications are that the 
value of R is greater for the Heavy Ions than it is for 
protons. Systematics of the isomer ratios, as well as 
analyses of other reaction products and additional 
experiments with heavier projectiles (^"Ar, **Kr, ^^®Xe, 
etc.) will be the goals of future studies. 
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