The improvement of methods for estimating reference evapotranspiration (ET 0 ) requiring few climatic inputs is crucial, due to the partial or total lack of climatic inputs in many situations. The current paper compares the effect of local and external training procedures in neuro-fuzzy and neural network models for estimating ET 0 relying on two input combinations considering k-fold testing.
INTRODUCTION
Accurate estimation of evapotranspiration (ET) (the process of water loss to the atmosphere by the combined processes of evaporation and transpiration), is essential for the computation of crop water requirements, water resources management, water balance analysis, selecting the crop pattern of agricultural lands, modeling crop water production functions, and determination of the water budget, especially under arid conditions, where water resources are scarce and fresh water is a limited resource. ET can be quantified directly by relatively high cost aerodynamic as well as irradiative Bowen ratio methods or by utilization of lysimeters based on a water balance in a controlled crop area (Allen et al. ) . Notable researches have been carried out so far for studying the physical laws governing the ET phenomenon on the analytical base leading to the evolution of some basic ET concepts (Katerji & Rana ) . According to Landeras et al. () , the adapted Penman-Monteith equation (which will be referred to as FAO56-PM in short) has two important advantages: (1) it can be applied in a great variety of environments and climate scenarios without local calibration; and (2) it has been validated using lysimeters under a wide range of climatic conditions. Nevertheless, the need for a large number of meteorological variables (e.g., air temperature, relative humidity, solar radiation, and wind speed) is a major disadvantage of the FAO56-PM equation.
During recent years, artificial intelligence (AI)
approaches (e.g., artificial neural networks (ANN), adaptive neuro-fuzzy inference system (ANFIS), etc.) have been widely applied in water resources engineering issues.
Broad evidence has shown that AI techniques can be suc- 
, ; Kumar et al. ).
Cigizoglu & Kisi () predicted daily streamflows by three back-propagation techniques using k-fold partitioning of neural network training data and they showed that with a data period much shorter than the whole training duration similar flow prediction performance could be obtained. Cigizoglu & Kisi () used k-fold partitioning in suspended sediment estimation and reported that partitioning of the training data set showed that similar or even superior sediment estimation performances can be obtained with quite limited data provided that the training data statistics of the subset are close to those of the testing data.
ANFIS is a combination of an adaptive neural network and a fuzzy inference system (FIS). An adaptive neural network is a superset of all kinds of feed-forward neural networks (Jang ) . The parameters of the FIS are determined by the ANN learning algorithms. Since this system is based on the FIS, reflecting extensive knowledge, an important aspect is that the system should always be complete testing scan of the data set can be fulfilled based on a previously defined minimum test set size or a maximum number of train-test stages. The most rigorous approach would be to leave a single pattern for testing (leave-oneout). However, this would involve too high computational costs; so, usually a larger test size is considered (k-fold testing). Through the k-fold test (where k refers to the number of necessary train-test stages) the data set is scanned according to the established test size or, conversely, according to the defined number of train-test stages. In addition to the single data set assignment, most AI approaches dealing with ET 0 estimation consider a local calibration of the models, i.e., models are trained and tested using data from the same stations. Only few studies have tackled the external performance of an AI model, i.e., when the test patterns belong to a station not considered for training (Kisi ; Results suggested that external training might be a valid alternative to local training if the models were fed with a suitable combination of inputs. This work aims at application of that data management scenario using ANFIS and ANN models for estimating ET 0 in a different climatic context, Iran. Therefore, two input configurations were defined and the data set was split up in several training and testing configurations according to temporal and spatial criteria.
MATERIALS AND METHODS

Data set and input combinations
In the present paper, daily weather data from five weather 
where R a is the extraterrestrial radiation (mm/day). These inputs are required for the application of the well-known annual results of the applied models); and (b) for the warmest period (including the time period between May and August).
The time period (b) was selected since the study of the performance of the models during the warmest period of the year is crucial from irrigation and water allocation points of view.
Adaptive neuro-fuzzy inference system (ANFIS)
There are two approaches for FISs, namely the approach of Figure 1 illustrates a schematic representation of the ANFIS model for ET 0 estimation using weather data.
As a simple example a FIS with two inputs x 1 and x 2 and one output y is explained. Here, x 1 and x 2 might correspond, for instance, to mean air temperature T mean and solar radiation R S , while the output y would represent the reference evapotranspiration (ET 0 ). Suppose that the rule base contains two fuzzy IF-THEN rules Rule 1: IF x 1 is A 1 and x 2 is B 1 , THEN
Rule 2: IF x 1 is A 2 and x 2 is B 2 , THEN
in which the IF (antecedent) part is fuzzy in nature, while the THEN (consequent) part is a crisp function of an antecedent variable (as a rule, a linear equation). Applied on the above example for mean air temperature (T mean ) and solar radiation (R S ), Equations (1) and (2) read as follows: Rule 1: IF T mean is LOW and R S is LOW, THEN
Rule 2: IF T mean is HIGH and R S is MEDIUM, THEN
A common rule set may have n inputs and m IF-THEN rules and can be expressed as
where k i , l i , … p i , q i and r i are parameters with i ¼ 1, 2, 3, … , m corresponding to Rule 1, Rule 2, Rule 3, … , Rule m. The corresponding equivalent ANFIS architecture is represented in Figure 2 . The node function in the same layer of the same function family is described as follows ( Jang ).
Layer 1: Every node i in this layer is an adaptive node with node function given by
where T mean is the input to the ith node and μ is the membership function of A i which is a linguistic label (such as HIGH, or LOW) associated with this node function. A similar equation as Equation (4) may be considered for the input R S .
The node function is the membership function of A i and specifies the degree to which the given input T mean (or R S ) satisfies the quantifier A i . The membership function for A i is usually described by bell-functions, such as 
Each node output represents the firing strength of a rule.
Layer 3: In this layer, the circle nodes labeled N, calculate the ratio of the ith rule firing strength to the sum of all rule firing strengths
The outputs of this layer are referred to as normalized firing strengths.
Layer 4: All of the nodes in this layer are adaptive with a node function
where w i is the output of layer 3, and {p i , q i , r i } is the parameter set. Parameters in this layer are called consequence parameters.
Layer 5: The single circle node of this layer, labeled Σ, computes the overall outputs as the summation of all incoming signals:
Thus, an adaptive network which is functionally equivalent to a Type 3 FIS has been constructed. Detailed information about ANFIS may be found, for example, in Jang ().
Artificial neural networks
ANNs are basically parallel information-processing systems. 
K-fold testing
To perform a suitable assessment of the model performance, the data set was scanned in several successive training-test stages, ensuring that all the patterns were tested. The assignment of the required train and test set configurations was based on the k-fold testing approach, defining previously a minimum assumable test set size. Additionally, the test set was defined according to two different criteria, a spatial/ external (S) and a temporal/local (T). Accordingly, the S-test was performed as follows. In each stage, the data set of one station was reserved for testing, whereas the data sets of the remaining four stations were used for the application of the training algorithm. were required to perform the T-test approach.
Statistical indices
Four statistical evaluation parameters were used to assess the models' performances
(1) The coefficient of determination (r 2 )
(2) The scatter index (SI)
(3) The Nash-Sutcliffe coefficient (NS)
(4) The mean absolute error (MAE)
where ET iM and ET io denote the values generated by different models and FAO56-PM equation at the ith time step, respect- and ANN2 models (R S -RH-based models) might allow for a higher spatial generalizability, due to a more suitable input-output mapping. However, the most interesting results can be stated when comparing external ANFIS2/ANN2 and local ANFIS1/ANN1 estimations (0.15 vs. 0.12 of SI for ANFIS and 0.14 vs. 0.14 of SI for ANN, respectively). This result reveals that it might be preferable to train external ANFIS2/ANN2 models, rather than local ANFIS1/ANN1 models, because the accuracy of the prediction might be only slightly worse. On the other hand, externally trained models exempt us from the need of data availability in the test station to train a local model, which might be a decisive advantage. The accuracy differences between locally and externally trained models seem to decrease with a suitable input selection allowing for an optimum input-output mapping. The same conclusions can be drawn on the basis of the other performance parameters.
RESULTS AND DISCUSSION
The results of the models during the warmest period Therefore, the application of this single data set assignment procedure, which is a very common practice, should be questioned. Leaving out one procedure, or at least k-fold testing if the computational costs of the former one are not assumable, can be a good choice to face this limitation.
Regarding the performance in Shiraz, Tehran, and Zanjan, throughout the considered period a lower variability can be stated. As mentioned, this might be caused by a lower climatic variability within the considered years.
The average maximum SI difference is smaller for ANFIS2 than for ANFIS1 (0.048 vs. 0.066, respectively).
Thus, the consideration of RH and R S in addition to T mean might allow for a better input-output mapping, and as a result, a lower variability within the annual performances.
However, regarding the performance of both input combinations in Shiraz, Tehran, and Zanjan, it seems that RH and R S might not be so decisive in these stations when per- and ANFIS1 models significantly underestimate ET 0 of the July period. It is clear from Figure 7 that the externally trained R S -RH based ANN2 and ANFIS2 models are more accurate than the locally trained temperature based ANN1 valid conclusions, i.e., for the single specific training and test sets defined, which might only cover a part of the complete patterns range spectrum of the considered data set.
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