Abstract. A reaction-diffusion equation on a family of three dimensional thin domains, collapsing onto a two dimensional subspace, is considered. In [13] it was proved that, as the thickness of the domains tends to zero, the solutions of the equations converge in a strong sense to the solutions of an abstract semilinear parabolic equation living in a closed subspace of H 1 . Also, existence and upper semicontinuity of the attractors was proved. In this work, for a specific class of domains, the limit problem is completely characterized as a system of two-dimensional reaction-diffusion equations, coupled by mean of compatibility and balance boundary conditions.
Introduction
Let Ω ⊂ R
N+M be an open bounded domain with Lipschitz boundary. Write (x, y) for a generic point of R N+M . For ǫ > 0, let us consider the 'squeezing operator' T ǫ : R N+M → R N+M , (x, y) → (x, ǫy), and define Ω ǫ := T ǫ (Ω). Let Γ be a relatively closed portion of ∂Ω and let Γ ǫ := T ǫ (Γ). Let us consider the following reaction-diffusion equation Here ν ǫ is the exterior normal vector field on ∂Ω ǫ . We assume that f satisfies the following condition:
(H1) f ∈ C 1 (R → R) and |f ′ (s)| ≤ C(|s| β + 1) for s ∈ R, where C and β ∈ [0, ∞[ are arbitrary real constants. If n := M + N > 2 then in addition, β ≤ (p * /2) − 1, where p * = 2n/(n − 2) > 2.
Let H
Γ ǫ
(Ω ǫ ) be the closure in H 1 (Ω ǫ ) of the space of all C 1 (Ω ǫ )-functions such that u = 0 on Γ ǫ . Then it is well known that equation (1.1) generates a semiflowπ ǫ on H
(Ω ǫ ). If we suppose in addition that f satisfies the dissipativeness condition (H2) lim sup |s|→∞ f (s)/s ≤ −ζ for some ζ > 0, then the semiflowπ ǫ is defined for all t ≥ 0 and it posseses a compact global attractorÃ ǫ .
Typeset by A M S-T E X 1 As ǫ → 0 the thin domain Ω ǫ degenerates to an N -dimensional domain. Then the question arises, what happens in the limit to the family (π ǫ ) ǫ>0 of semiflows and to the family (Ã ǫ ) ǫ>0 of attractors. Does there exist a limit semiflow and a corresponding limit attractor?
This problem was first considered by Hale and Raugel in [7] for the case when M = 1 and the domain Ω is the ordinate set of a smooth positive function g defined on an N -dimensional domain ω, i.e. Ω = { (x, y) | x ∈ ω and 0 < y < g(x) }, with Γ = ∅ (resp. Γ = { (x, y) | x ∈ ∂ω and 0 < y < g(x) }).
The authors prove that, in this case, there exists a limit semiflowπ 0 , which is defined by the N -dimensional boundary value problem (1.2) u t = (1/g) div(g∇u) + f (u), t > 0, x ∈ ω ∂u ∂ν u = 0 (resp. u = 0), t > 0, x ∈ ∂ω.
Moreover,π 0 has a global attractorÃ 0 and, in some sense, the family (Ã ǫ ) ǫ≥0 is upper-semicontinuous at ǫ = 0. See also [16] and the rich bibliography contained therein.
If the domain Ω is not the ordinate set of some function (e.g. if Ω has holes or different horizontal branches) then (1.2) can no longer be a limiting equation for (1.1). Nevertheless, K. Rybakowski and the second author proved in [13] that the familyπ ǫ still has a limit semiflow. Moreover, there exists a limit global attractor and the upper-semicontinuity result continues to hold.
In order to describe the main results of [13] we first transfer the family (1.1) to boundary value problems on the fixed domain Ω. More explicitly, we use the linear isomorphism Φ ǫ : H 1 (Ω ǫ ) → H 1 (Ω), u → u • T ǫ , to transform problem (1.1) to the equivalent problem (Ω) which is equivalent toπ ǫ and has the global attractor A ǫ := Φ ǫ (Ã ǫ ), consisting of the orbits of all full bounded solutions of (1.4) .
Notice that, for every fixed ǫ > 0 and u ∈ H 1 Γ (Ω), the formula
defines a norm on H 1 Γ (Ω) which is equivalent to | · | H 1 Γ (Ω) . However, |u| ǫ → ∞ as
Thus the family a ǫ (u, u), ǫ > 0, of real numbers has a finite limit (as ǫ → 0) if and only if u ∈ H 1 Γ,s (Ω), where we define
This is a closed linear subspace of H 1 Γ (Ω). The corresponding limit bilinear form is given by the formula:
Assume from now on that H 1 Γ,s (Ω) is infinite dimensional. Then the form a 0 uniquely determines a densely defined selfadjoint linear operator
by the usual formula
Notice that A 0 has compact resolvent. Here,
One can show that the Nemitski operatorf maps the space H 
Moreover, let (t n ) n∈N be an arbitrary sequence of positive numbers converging to some positive number t 0 . Then
The limit semiflow π 0 possesses a global attractor A 0 . The upper-semicontinuity result alluded to above reads as follows: 
Remark. Theorems A and B were actually proved in the case Γ = ∅, but the proof is valid (with only minor changes) also in the general case, as long as
The definition of the linear operator A 0 , as given above, is not very explicit. If N = M = 1, however, it was shown in [13] and [14] that there is a large class of the so-called nicely decomposed domains on which A 0 can be characterized as a system of one-dimensional second order linear differential operators, coupled to each other by certain compatibility and Kirchhoff type balance conditions. In this case, the abstract limit equation (1.7) is equivalent to a parabolic equation on a finite graph. Roughly speaking, a planar domain Ω admits a nice decomposition if, up to a set of measure zero contained in a set Z of finitely many vertical lines, Ω can be decomposed into finitely many domains Ω k , k = 1, . . . , r in such a way that at Z the various sets Ω k and Ω l 'join' in a nice way. Points of Ω ∩ Z are, intuitively speaking, those at which connected components of the vertical sections Ω x bifurcate (see Figure 3 in [13] ). In higher dimensions it is not clear wether it is possible to describe a reasonable, sufficiently large, class of domains for which an explicit characterization of H 1 Γ,s (Ω) and of D(A 0 ) can be carried on. Nevertheless, in some concrete cases, one can go along the same ideas of [13] and give a nice characterization of these spaces. In this paper we concentrate on the case N = 2 and M = 1 and we illustrate with two examples how this is possible. Our examples deal with a set Ω which is obtained by removing from a cylinder a smaller cylinder contained in the interior of the first. More precisely, take open sets ω, ω 1 , ω 2 and ω 3 in R 2 such that ω is bounded, connected and has C 2 boundary,
Notice that ω 1 is not necessarily connected. Moreover, let h 1 , h 2 and h 3 be positive real numbers, with h 1 > h 2 + h 3 . Then we define For later use we need also to define
and
Finally, we set
We shall consider equation (1.1) on Ω ǫ = T ǫ (Ω), where Ω is the domain defined above, with two different sets of boundary conditions, namely with Γ = ∅ and with Γ = Γ L . We shall see that these different boundary conditions give rise to completely different behaviors as ǫ → 0. In fact, when Γ = ∅, i.e. we impose the Neumann boundary condition on the whole ∂Ω ǫ , equation (1.7) is equivalent to the following system of two-dimensional reaction-diffusion equations
Here ν i , i = 1, 2, 3, is the outward normal vector field on ∂ω i for i = 1, 2, 3 respectively. Observe that the three equations in (1.9) are coupled by compatibility and Kirchoff type balance conditions on the 'interface' ∂ω 2 . 
So in this case the 'limit' problem is a completely decoupled system of scalar reaction-diffusion equations.
These two examples furnish a prototype for many concrete situations that may occur in practice. In particular, we point out that the core of the problem consists in proving regularity of the solutions of the linear equation
Once the spaces L Finally, as we shall explain in Section 3, the characterization of A 0 and of its domain can be exploited to compute the eigenvalues of A 0 in some specific situations, like the one represented in Figure 1 . Of course, informations on the location and on the multiplicity of the eigenvalues of A 0 are very important in the study of local bifurcations of (1.7).
Characterization of H
We begin by recalling a general notion introduced in [13] : we say that an open set Ω ∈ R N+M has connected vertical sections if for every x ∈ R N the x-section Ω x is connected. Of course, this section is nonempty if and only if x ∈ P (Ω), where
is the projection onto the first N components. The following proposition was proved in [13] :
Suppose Ω has connected vertical sections. Let J := P (Ω) and define the function p:
. . , N and we can choose the null set S so that u(x, y) = v(x) and
Now we come back to the domain Ω defined by (1.8) .
In what follows, we may assume indifferently that Γ = Γ L or Γ = ∅. For k = 1, . . . , 7 let us define
, the following properties hold:
Proof. Part (2) is obvious and part (1) follows directly from part (2) and from the definition of L 
Define on L k and H k the scalar products
respectively. Moreover, for k = 1, 2, 3, let us define the mapping
where v is the function given by proposition 2.
with the scalar products
respectively. It is easy to check that L ⊕ and H ⊕ are Hilbert spaces. Besides, let us define the map
Observe that
where H 1 is the one-dimensional Hausdorff measure in R 2 and τ u k is the trace of u k on ∂ω k for k = 1, 2, 3. We call
the compatibility condition on ∂ω 2 . Now we are able to characterize the spaces H 
Proof. We begin by proving (2) 
By the definition of ı ⊕ and by Proposition 2.1, there exists a null set
On the other hand, again by Proposition 2.1, we can find two functions v 5 and v 6 ∈ H 1 (ω) and we can choose the set S in such a way that
It follows that
Define the functionsṽ 5 andṽ 6 : ω → R bỹ
It follows thatṽ 5 = v 5 andṽ 6 = v 6 almost everywhere in ω and henceṽ 5 and v 6 ∈ H 1 (ω). This in turns implies (2.2) (see [1, Lemma A 5.10, p. 195] ). This
(here H 2 is the two-dimensional Hausdorff measure in R 3 and τ u is the trace of u on ∂Ω). By Proposition 2.1, there exist a null set S ⊂ R 3 and a function v 7 ∈ H 1 (R 2 ) such that
Observe that v 7 = 0 a.e. in R 2 \ ω 1 . On the other hand, again by Proposition 2.1, we can find a function v 4 ∈ H 1 (ω 1 ) and we can choose the set S in such a way that
It follows that v 1 = v 4 = v 7 almost everywhere in ω 1 . This in turn implies that
. Let us define a function u on Ω in the following way:
is an open covering of Ω, it follows immediately that u ∈ H 1 (Ω). It is easily verified that ∇ y u = 0 almost everywhere, so
. As before, let us define a function u on Ω in the following way:
By the same arguments as above, it follows easily that u ∈ H 1 (Ω) and that ∇ y u = 0 almost everywhere. We shall show that τ u = 0 on Γ L . To this end, let us choose
, and let us define
Moreover, it is easy to verify that u n → u in H 1 (Ω), so we deduce that u ∈ H 1 Γ,s (Ω). By construction we have that ı ⊕ u = [v] . This concludes the proof of part (2) . Now we prove (1) .
. Again, we define a function u on Ω in the following way: 
for n ∈ N. Then, as in the proof of part (1), u n ∈ H 1 Γ,s (Ω) for all n ∈ N, both with Γ = Γ L and with Γ = ∅. Moreover, it is easy to verify that u n → u in L 2 (Ω), so we deduce that u ∈ L 
H
2 -regularity and characterization of D(A 0 )
Let us define the bilinear forms
, and the bilinear form 
It follows that a We need the following regularity result:
Assume that one of the following properties holds:
Proof. See the Appendix.
For k = 1, 2, 3 let us define the spaces
Moreover, let us define the spaces Proof. First we prove (1).
⊕ . Moreover, a simple integration by parts yields
With this choice, we obtain
This implies that w 1 = −∆u 1 . In the same way, we obtain that 
1 -a.e. on ∂ω 2 . A simple integration by parts yields
, we obtain that w 1 = −∆u 1 . In the same way, we obtain that
and we obtain
Since τ v 1 can be chosen arbitrarily in a dense subspace of L 2 (∂ω), we obtain that ∂ ν 1 u 1 (x) = 0 H 1 -a.e. on ∂ω. Finally, choose [v] in such a way that τ v 1 (x) = 0 H 1 -a.e. on ∂ω. Then we have
It follows that 
on ∂ω 2 . This implies immediately that
) and the proof is complete.
Remark. Thanks to Theorem 3.2, one can easily prove that the semiflow generated by equation (1.7) in H 1 Γ,s (Ω) with Γ = ∅ (resp. Γ = Γ L ) and the semiflow generated by equation (1.9) (resp. (1.10)) are conjugate by mean of the isometry ı ⊕ .
An application: computation of the eigenvalues
In this section we shall explain how the characterization of A 0 and of its domain, obtained in Section 3, can be exploited, in some specific situations, to compute the eigenvalues of A 0 . We shall consider the domain Ω described in Figure 1 : we choose two real numbers r and R, 0 < r < R, and we define
First, we observe that, thanks to Theorem 3.2, in the case Γ = Γ L the abstract eigenvalue problem A 0 u = λu is equivalent to the system (4.1) −∆u j = λu j , x ∈ ω j , j = 1, 2, 3
The equations in this system are completely decoupled, so in this case the sequence of the eigenvalues of A 0 is just the union of the sequences of eigenvalues of the three Dirichlet problems considered separately. These problems can be easily treated in the standard way by writing the equations in polar coordinates and then using separation of variables. This is a classical result and we don't discuss it here. The case Γ = ∅ is more interesting. Thanks to Theorem 3.2, the abstract eigenvalue problem A 0 u = λu is equivalent to the system
Also in this case the computation exploits polar coordinates and separation of variables, but we have to be a little careful because of the coupling at the 'interface' { |x| = r }. Let us write for simplicity A := A 
Here n ∈ Z and v j : I j → R for j = 1, 2, 3. Let us recall that the Laplacian in two-dimensional polar coordinates assumes the form
Let us fix n ∈ Z. Then an eigenvalue-eigenvector pair of the form (4.3) must satisfy
If λ = 0 and n = 0, the space of solutions of (4.4) is one-dimensional, and is generated by (v 1 , v 2 , v 3 ) = (1, 1, 1) . In fact a fundamental system of solutions for the equation
is given by 1 and log ρ. If λ = 0 and n = 0, then (4.4) has no non-trivial solutions. In fact, a fundamental system of solutions for the equation
is given by ρ n and ρ −n . Assume now that λ = 0. Settingṽ j (ξ) := v j (ξ/ √ λ), we transform the equations
The latter are Bessel equations of order |n| and, for j = 1, 2, 3, a corresponding fundamental system of solutions is given by J |n| (ξ) and Y |n| (ξ), where J |n| and Y |n| are the first and the second Bessel function of order |n| (see e.g. [19] ). It follows that a fundamental system of solutions for the equations (4.5) for j = 1, 2, 3 is given by
It is well known that Y |n| is singular at 0. It follows that, for a given positive λ, 
This is possible if and only if
det M (n, λ, r, R) = 0, where
Observe that det M (n, λ, r, R) is an analytic function of λ > 0. It follows that, for every n ∈ Z, the zeroes of det M (n, λ, r, R) in R + form a sequence λ nm , m = 1, 2, 3, . . .
of eigenvalues of A C and hence of A. Thus we obtain that the set
is contained in the sequence of the eigenvalues of A C and hence of A. The corresponding eigenfunctions can be computed by solving the system (4.7) with λ = λ nm . If (c 1 , c 2 , c 3 , c 4 ) is a nontrivial real solution of (4.7), then
is an eigenfunction for the eigenvalue λ nm , expressed in polar coordinates. Thus, for n ∈ Z and m = 1, 2, 3, . . . fixed, we obtain a finite set of orthonormal eigenfunctions
for the eigenvalue λ nm . Notice that p(n, m) ≤ 4. However, the multiplicity of λ nm can be larger than p(n, m), since we can have λnm = λ nm for somen = n. Finally, we claim that all eigenvalues and eigenfunctions of A C can be obtained in this way. To this end, for n ∈ Z let us first define the space
Observe that a triple of functions (
Moreover,
This is true, since { e inθ | n ∈ Z } is a complete orthonormal system in L 2 (]0, 2π[, C).
Write
[u] 00 := (
If we show that, for a fixed n ∈ Z, n = 0, the set
is a complete orthonormal system in (L C ⊕ ) n and that the set
is a complete orthonormal system in (L C ⊕ ) 0 , we are done. Let us define the Hilbert space
equipped with the scalar product
Moreover, let us define the isometry
where
It is enough to prove that the sets
and 2, 3 , . . . and for all n ∈ Z, it is enough to prove that B n and B 0 are complete orthonormal systems in L ⊕ .
Set λ ℓ nm := λ nm for ℓ = 1, . . . , p(n, m), m = 1, 2, 3, . . . , n ∈ Z. For n = 0, the set
is by construction the set of eigenvalue-eigenvector pairs of the system (4.8)
For n = 0, the set
is by construction the set of eigenvalue-eigenvector pairs of the system (4.9)
v 2 and v 3 regular at 0,
Let us define the spaces
and, for n ∈ Z \ {0},
equipped with the scalar products
respectively. Then one can show that H 0 ⊕ and H n ⊕ , n ∈ Z \ {0}, are densely and compactly imbedded in L ⊕ .
⊕ and H n ⊕ respectively. Then we have that the set E 0 is the complete set of 'proper value -proper vector' pairs of (4.10) [
Analogously, for all n ∈ Z \ {0}, the set E n is the complete set of 'proper valueproper vector' pairs of
Actually, (4.10) (resp. (4.11)) can be considered as the 'weak formulation' of (4.9) (resp. (4.8)). By the abstract theory of proper values for couples of bilinear forms (see e.g. [17] or [20] ), we finally obtain that B 0 and B n , n ∈ Z \ {0}, are complete orthonormal systems in L ⊕ .
Appendix
In this appendix we give the 
Since ∂ω 1 is of class C 2 , the classical regularity results for the Dirichlet problem apply to the present situation and we get without any further effort that u 1 ∈ H 2 (ω 1 ). In the same way, we obtain that u k ∈ H 2 (ω k ) for k = 1, 2, 3. If (1) holds, the situation is much more complicated: we cannot apply directly the classical regularity results for elliptic equations, because of the coupling at the 'interface' ∂ω 2 . We shall use a partition of unity on ω in order to isolate the regions where no coupling occurs: within these regions we can again apply the classical results. On the other hand, the partition of unity allows us to 'localize' the analysis on the interface. The main difficulty consists in the fact that we have to handle with the three functions u 1 , u 2 and u 3 simultaneously. Fortunately, the compatibility condition (2.1), in local coordinates, is invariant under 'horizontal' translations. Then we shall exploit the well known method of translations due to L. Nirenberg and obtain at once H 2 regularity of u k , k = 1, 2, 3. We start by carefully choosing an open covering of ω. Since ∂ω 2 is of class C 2 , we can cover it by a finite number of open sets U 1 , U 2 , . . . , U m , in such a way that, for i = 1, . . . , m, there exists a
, with supp θ i ⊂ U i , be a partition of unity on ω, i.e. 
So it is sufficient to show that
Let us observe that supp u m+1,1 ⊂ U m+1 ∩ ω 1 , supp u 0,2 and supp u 0,3 ⊂ U 0 , and supp u i,j ⊂ U i ∩ ω j for i = 1, . . . , m and j = 1, 2, 3. We prove first that u 0,2 ∈ H 2 (ω 2 ) and u 0,3 ∈ H 2 (ω 3 ), the simplest case. Let
Let us writew
is arbitrary, we obtain that u 0,2 ∈ H 1 0 (ω 2 ) is a weak solution of −∆u =w 2 on ω 2 , u = 0 on ∂ω 2 .
Then by the standard regularity results for the Dirichlet problem we obtain that u 0,2 ∈ H 2 (ω 2 ). In the same way we can prove that u 0,3 ∈ H 2 (ω 2 ). Next, we consider u m+1,1 . As we have already mentioned, supp
2 ) and we have
Then we can apply the classical regularity results for elliptic equations with mixed boundary conditions (see e.g. [18] ). Observe that ∂ω 1 = ∂ω ∪ ∂ω 2 and that the Dirichlet condition is imposed on the whole ∂ω 2 , whereas no a-priori condition is imposed on ∂ω. Since ∂ω 2 and ∂ω are smooth and both closed and open in ∂ω 1 , all the hypotheses of Theorem 2.24 in [18] are satisfied. So we obtain that u m+1,1 ∈ H 2 (ω 1 ). Finally, we shall prove that u i,j ∈ H 2 (U i ∩ ω j ) for j = 1, 2, 3 and i = 1, . . . , m. Let us fix i = 1, . . . , m, and let us take (
Let us writew j := w j θ i − ∇u j · ∇θ i andW j := u j ∇θ i for j = 1, 2, 3.
2 ) for j = 1, 2, 3, and we have We shall use 'horizontal' translations: let h := (χ, 0) ∈ R 2 , with |h| < (1/2) dist(suppū i,j , { −1, 1 } × R) for j = 1, 2, 3.
Then it is very easy to see that (τ hūi,1 , τ hūi,2 , τ hūi,3 ), (δ hūi,1 , δ hūi,2 , δ hūi,3 ) and (δ −h δ hūi,1 , δ −h δ hūi,2 , δ −h δ hūi,3 ) ∈ H h j (δ h β j )(ξ) · ∇(δ hūi,j )(ξ) dξ.
Now let us recall that
So we get
for some positive constantK. This in turn implies that there exists a constant C > 0 such that
and hence
So, for all sufficiently small h = (χ, 0), we have obtained that (5.3) |δ h (∇ū i,j )| L 2 (Q i,j ,R 2 ) ≤ 3C for j = 1, 2, 3.
