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Abstract
In this work, we study the k-median and k-means clustering problems when the data is
distributed across many servers and can contain outliers. While there has been a lot of work on
these problems for worst-case instances, we focus on gaining a finer understanding through the
lens of beyond worst-case analysis. Our main motivation is the following: for many applications
such as clustering proteins by function or clustering communities in a social network, there is
some unknown target clustering, and the hope is that running a k-median or k-means algorithm
will produce clusterings which are close to matching the target clustering. Worst-case results
can guarantee constant factor approximations to the optimal k-median or k-means objective
value, but not closeness to the target clustering.
Our first result is a distributed algorithm which returns a near-optimal clustering assuming
a natural notion of stability, namely, approximation stability [BBG13], even when a constant
fraction of the data are outliers. The communication complexity is O˜(sk + z) where s is the
number of machines, k is the number of clusters, and z is the number of outliers.
Next, we show this amount of communication cannot be improved even in the setting when
the input satisfies various non-worst-case assumptions. We give a matching Ω(sk + z) lower
bound on the communication required both for approximating the optimal k-means or k-median
cost up to any constant, and for returning a clustering that is close to the target clustering
in Hamming distance. These lower bounds hold even when the data satisfies approximation
stability or other common notions of stability, and the cluster sizes are balanced. Therefore,
Ω(sk + z) is a communication bottleneck, even for real-world instances.
∗This work was supported in part by NSF grants CCF-1422910, CCF-1535967, IIS-1618714, an Office of Naval
Research (ONR) grant N00014-18-1-2562, an Amazon Research Award, a Microsoft Research Faculty Fellowship, and
a National Defense Science & Engineering Graduate (NDSEG) fellowship. Part of this work was done while Ainesh
Bakshi and David Woodruff were visiting the Simons Institute for the Theory of Computing. This paper subsumes
an earlier version of the paper by a subset of the authors [ABW17].
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1 Introduction
Clustering is a fundamental problem in machine learning with applications in many areas including
computer vision, text analysis, bioinformatics, and so on. The underlying goal is to group a given
set of points to maximize similarity inside a group and dissimilarity among groups. A common
approach to clustering is to set up an objective function and then approximately find the optimal
solution according to the objective. Common examples of these objective functions include k-
median and k-means, in which the goal is to find k centers to minimize the sum of the distances
(or sum of the squared distances) from each point to its closest center. Motivated by real-world
constraints, further variants of clustering have been studied. For instance, in k-clustering with
outliers, the goal is to find the best clustering (according to one of the above objectives) after
removing a specified number of data points, which is useful for noisy data. Finding approximation
algorithms to different clustering objectives and variants has attracted significant attention in the
computer science community [AGK+04, BPR+15, CGTS99, CKMN01, Che08, Gon85, MMSW16].
As datasets become larger, sequential algorithms designed to run on a single machine are no
longer feasible for real-world applications. Additionally, in many cases data is naturally spread
out among multiple locations. For example, hospitals may keep records of their patients locally,
but may want to cluster the entire spread of patients across all hospitals in order to do better
data analysis and inference. Therefore, distributed clustering algorithms have gained popularity in
recent years [BEL13, BBLM14, MKC+15, GLZ17, LG18, CEM+15, CSWZ16]. In the distributed
setting, it is assumed that the data is partitioned arbitrarily across s machines, and the goal is to
find a clustering which approximates the optimal solution over the entire dataset while minimizing
communication among machines. Recent work in the theoretical machine learning community
establishes guarantees on the clusterings produced in distributed settings for certain problems
[BEL13, BBLM14, MKC+15]. For example, [MKC+15] provides distributed algorithms for k-center
and k-center with outliers, and [BBLM14] introduces distributed algorithms for capacitated k-
clustering under any ℓp objective. Along similar lines, the recent work of [GLZ17] provides constant-
factor approximation algorithms for k-median and k-means with z outliers in the distributed setting.
The work of Guha et al. also provides the best known communication complexity bounds for these
settings and they scale as O(sk + z) where s is the number of machines, and z is the number of
outliers.
Although the above results provide a constant-factor approximation to k-median or k-means
objectives, many real-world applications desire a clustering that is close to a ‘ground truth’ clus-
tering in terms of the structure, i.e., the way the points are clustered rather than in terms of cost.
For example, for applications such as clustering proteins by function or clustering communities in a
social network, there is some unknown target clustering, and the hope is that running a k-median
or k-means algorithm will produce clusterings which are close to matching the target clustering.
While in general having a constant factor approximation provides no guarantees on the closeness
to the optimal clustering, a series of recent works has established that this is possible if the data
has certain structural properties [ABS12, AS12, BBG13, BL16, BL12, DLP+17, KK10, VBR+11].
For example, the (1 + α, ǫ)-approximation stability condition defined by [BBG13] states that any
(1 + α)-approximation to the clustering objective is ǫ-close to the target clustering. For such in-
stances, it is indeed possible to output a clustering close to the ground truth in polynomial time,
even for values of α such that computing a (1 + α)-approximation is NP-hard. We follow this line
of research and ask whether distributed clustering is possible for non worst-case instances, in the
presence of outliers.
2
1.1 Our contributions
A distributed clustering instance consists of a set of n points in a metric space partitioned arbitrarily
across s machines. The problem is to optimize the k-median/k-means objective while minimizing
the amount of communication across the machines. We consider algorithms that approximate the
optimal cost as well as computing a clustering close to the target clustering in Hamming distance.
Our contributions are as follows:
1. In Section 3, we give a centralized clustering algorithm whose output is ǫ-close to the target
clustering, in the presence of z outliers, assuming the data satisfies (1 + α, ǫ)-approximation
stability and assuming a lower bound on the size of the optimal clusters. To the best of our
knowledge, this is the first polynomial time algorithm for clustering approximation stable
instances in the presence of outliers. Our results hold for arbitrary values of z, including
when a constant fraction of the points are outliers, as long as there is a lower bound on the
minimum cluster size.
2. In Section 4, we give a distributed algorithm whose output is close to the target clustering,
assuming the data satisfies (1+α, ǫ)-approximation stability. The communication complexity
is O˜ (sk), where s is the number of servers and k is the number of clusters. In Section
5, we extend this to handle z outliers, with a communication complexity O˜ (sk + z). This
matches the worst-case communication of [GLZ17], while outputting a near-optimal clustering
by taking advantage of new structural guarantees specific to approximation stability with
outliers.
3. While the above algorithms improve over worst-case distributed clustering algorithms in terms
of quality of the returned clustering, our algorithms use the same amount of communication as
the worst case protocols. In Section 6, we show that the Ω(sk) and Ω(sk+ z) communication
costs for clustering without and with outliers are unavoidable even if data satisfies many types
of stability assumptions that have been studied in the literature. Our lower bound of Ω(sk+z)
for obtaining a c-approximation (for any c ≥ 1) holds even when the data is arbitrarily stable,
e.g., (1 + α, ǫ)-approximation stable for all α ≥ 0 and 0 ≤ ǫ < 1.
4. We also give an Ω(sk + z) lower bound for the problem of computing a clustering whose
Hamming distance is close to the optimal clustering, even when the data is approximation-
stable. Finally, we prove that our above Ω(sk+ z) lower bounds hold for finding a clustering
close to the optimal in Hamming distance even when it is guaranteed that the optimal clusters
are completely balanced, i.e., each cluster is of size n−zk (in addition to the guarantee that
the clustering satisfies approximation stability), implying our algorithms from Section 3 are
optimal. Therefore, Ω(sk+z) is a fundamental communication bottleneck, even for real-world
clustering instances.
1.2 Related Work
There is a long line of work on approximation algorithms for k-median and k-means clustering
[CGTS99, KMN+02, MMSW16], and the current best approximation ratios are 2.675 [BPR+15] and
6.357 [ANFSW16], respectively. The first constant-factor approximation algorithm for k-median
with z outliers was given by Chen [Che08], and the current best approximation ratios for k-median
and k-means with outliers are 7.081 + ǫ and 53.002 + ǫ, respectively, given by Krishnaswamy et
3
al. [KLS17]. There is also a line of work on clustering with balance constraints on the clusters
[AS16, AFK+06, DLP+17]. For k-median and k-means clustering in distributed settings, the work
of Balcan et al. showed a coreset construction for k-median and k-means, which leads to a clustering
algorithm with O˜(skd) communication, where d is the dimension, and also studied more general
graph topologies for distributed computing [BEL13]. Malkomes et al. showed a distributed 13- and
4- approximation algorithm for k-center with and without outliers, respectively [MKC+15]. Chen
et al. studied clustering under the broadcast model of distributed computing, and also proved a
communication complexity lower bound of Ω(sk) for distributed clustering [CSWZ16], building on a
recent lower bound for set-disjointness in the message-passing model [BEO+13]. Recently, [GLZ17]
showed a distributed algorithm with O˜(sk + z) communication for computing a constant-factor
approximation to k-median clustering with z outliers. They also provide bicriteria approximations
that remove (1 + ǫ)z outliers to get a clustering of cost O
(
1 + 1ǫ
)
times the cost of the optimal
k-median clustering with z outliers, for any ǫ > 0. Even more recently, [LG18] showed that
there exists a bi-criteria algorithm with communication independent of z that achieves a constant
approximation to the cost. In particular, their algorithm outputs (1 + ǫ)z outliers and achieves
a (24 + ǫ)-approximation with O
(
sk
ǫ +
s log∆
ǫ
)
communication, where ∆ is the aspect ratio of the
metric.
In recent years, there has also been a focused effort towards understanding clustering for non
worst-case models [ORSS12, ABD09, BL12, KK10]. The work of Balcan et al. defined the notion
of approximation stability and showed an algorithm which utilizes the structure to output a nearly
optimal clustering [BBG13]. Approximation stability has been studied in a wide range of contexts,
including clustering [BHW16, BRT09, BB09], the k-means++ heuristic [AJP15], social networks
[GRS14], and computing Nash-equilibria [ABB+10]. A recent paper by Chekuri and Gupta intro-
duces the model of clustering with outliers under perturbation resilience, a notion of stability which
is related to approximation stability [CG18].
2 Preliminaries
Given a set V of points of size n, a distance metric d, and an integer k, let C denote a clustering
of V , which we define as a partition of V into k subsets C1, . . . , Ck. Each cluster Ci contains a
center ci. When d is an arbitrary distance metric, we must choose the centers from the point set.
If V ⊆ Rd and the distance metric is the standard Euclidean distance, then the centers can be any
k points in Rd. In fact, this distinction only changes the cost of the optimal clustering by at most
a factor of 2 by the triangle inequality for any p (see, e.g., [AB14]).
The k-median, and the k-means costs are
∑
i
∑
v∈Ci
d(ci, v), and
∑
i
∑
v∈Ci
d(ci, v)
2 respectively.
For k clustering with z outliers, the problem is to compute the minimum cost clustering over n− z
points, e.g., we must decide which z points to remove, and how to cluster the remaining points, to
minimize the cost. We will denote the optimal k-clustering with z outliers by OPT , and we denote
the set of outliers for OPT by Z. We often overload notation and let OPT denote the objective
value of the optimal clustering as well. We denote the optimal clusters as C∗1 , . . . , C
∗
k , with centers
c1, . . . , ck. We say that two clusterings C and C
′ are δ-close if they differ by only δ(n−z) points, i.e.,
minσ
∑k
i=1 |Ci \ C
′
σ(i)| < δ(n − z). Let C
∗
min = minj∈[k] |C
∗
j |, i.e., the minimum cluster size. Given
a point c ∈ V , we define Vc ⊂ V to be the closest set of C
∗
min points to c.
We study a notion of stability called approximation stability. Intuitively, a clustering instance
satisfies this assumption if all clusterings close in value to OPT are also close in terms of the clusters
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themselves. This is a desirable property when running an approximation algorithm, since in many
applications, the k-means or k-median costs are proxies for the final goal of recovering a clustering
that is close to the desired “target” clustering. Approximation stability makes this assumption
explicit. This was first defined for clustering with z = 0 [BBG13], however, we generalize the
definition to the setting with outliers.
Definition 2.1. (approximation stability.) A clustering instance satisfies (1 + α, ǫ)-approximation
stability for k-median or k-means with z outliers if for all k-clusterings with z outliers, denoted by
C, if cost(C) ≤ (1 + α) · OPT , then C is ǫ-close to OPT .
This definition implies that all clusterings close in cost to OPT must have nearly the same
set of outliers. This follows because if C contains more than ǫ(n − z) points from Z, then C and
OPT cannot be ǫ-close. This is similar to related models of stability for clustering with outliers,
e.g. [CG18]. Note it is standard in this line of work to assume the value of α is known [BBG13].
We will study distributed algorithms under the standard framework of the coordinator model.
There are s servers, and a designated coordinator. Each server can send messages back and forth
with the coordinator. This model is very similar to the message-passing model, also known as the
point-to-point model, in which any pair of machines can send messages back and forth. In fact,
the two models are equivalent up to constant factors in the communication complexity [BEO+13].
Most of our algorithms can be applied to the mapreduce framework with a constant number of
rounds. For more details, see [BBLM14, MKC+15].
For our communication lower bounds, we work in the multi-party message passing model, where
there are s players, P1, P2, . . . , Ps, who receive inputs X
1, X2, . . .Xs respectively. They have access
to private randomness as well as a common publicly shared random string R, and the objective is to
communicate with a central coordinator who computes a function f : X1×X2 . . .×Xs → {0, 1} on
the joint inputs of the players. The communication has multiple rounds and each player is allowed
to send messages to the coordinator. Note, we can simulate communication between the players by
blowing up the rounds by a factor of 2. Given Xi as an input to player i, let Π
(
X1,X2, . . . Xs
)
be the random variable that denotes the transcript between the players and the referee when they
execute a protocol Π. For i ∈ [s], let Πi denote the messages sent by Pi to the referee.
A protocol Π is called a δ-error protocol for function f if there exists a function Πout such that
for every input, Pr
[
Πout
(
Π(X1,X2, . . . Xs)
)
= f(X1,X2, . . . Xs)
]
≥ 1 − δ. The communication
cost of a protocol, denoted by |Π|, is the maximum length of Π
(
X1,X2, . . . ,Xs
)
over all possible
inputs and random coin flips of all the s players and the referee. The randomized communication
complexity of a function f , Rδ(f), is the communication cost of the best δ-error protocol for
computing f .
For our lower bounds, we also consider that the data satisfies a very strong, general notion of
stability which we call c-separation.
Definition 2.2. (separation.) Given, c ≥ 1 and a clustering objective (such as k-means), a clus-
tering instance satisfies c-separation if
c ·max
i
max
u,v∈C∗
i
d(u, v) < min
i
min
u′∈C∗
i
,v′ /∈C∗
i
d(u′, v′)
Intuitively, this definition implies the maximum distance between any two points in one cluster is
a factor c smaller than the minimum distance across clusters, as well as any clustering that achieves
a (1 + α) approximation to the optimal cost must be ǫ close to the target clustering in Hamming
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distance. Although this definition is quite strong, it has been used in several papers (for clustering
with no outliers) to show guarantees for various algorithms [BBV08, PTBM11, KMKM17]. We
note that this notion of stability captures a wide class of previously studied notions including
perturbation resilience [BL12, ABS12, BL16, AMM17] and approximation stability.
Definition 2.3. (perturbation resilience.) For β > 0 , a clustering instance (V, d) satisfies 1 + α-
perturbation resilience for the k-means objective, if for any function d′ : V × V → R≥0, such that
for all p, q ∈ V , d(p, q) ≤ d′(p, q) ≤ (1 + β)d(p, q), and the optimal clustering under d′ is unique
and equal to the optimal clustering under d, for the k-means objective.
We note we can replace the objective with any center based objective such as k-median or
k-center. Next, we show that separation implies approximation stability and perturbation resilience.
We defer the proof to Appendix B.
Lemma 2.4. Given α, ǫ > 0, and a clustering objective (such as k-median), let (V, d) be a clustering
instance which satisfies c-separation, for c > (1+α)n (where n = |V |). Then the clustering instance
also satisfies (1 + α, ǫ)-approximation stability and (1 + α)-perturbation resilience.
3 Centralized Approximation Stability with Outliers
In this section, we give a centralized algorithm for clustering with z outliers under approximation
stability, and then extend it to a distributed algorithm for the same problem. To the best of our
knowledge, this is the first result for clustering with outliers under approximation stability, as well
as the first distributed algorithm for clustering under approximation stability even without outliers.
Our algorithm can handle any fraction of outliers, even when the set of outliers makes up a
constant fraction of the input points. For simplicity, we focus on k-median. We show how to apply
our result to k-means at the end of this section.
Theorem 3.1. (Centralized Clustering.) Algorithm 2 runs in poly
(
n,
(
α
ǫ
(
k + 1α
)) 1
α
)
time and out-
puts a clustering that is ǫ-close to OPT for k-median with z outliers under (1+α, ǫ)-approximation
stability, assuming each optimal cluster C∗i has cardinality at least 2
(
1 + 5α
)
ǫ(n− z).
Note that the runtime is at most poly
(
n
1
α
)
, and if αǫ ∈ Θ(k), the runtime is poly
(
n, k
1
α
)
. The
algorithm has two high-level steps. First, we use standard techniques from approximation stability
without outliers to find a list of clusters X , which contains clusters from the optimal solution
(with ≤
(
1 + 1α
)
ǫ(n − z) mistakes), and clusters made up mostly of outlier points. We show how
all but 1/α of the outlier clusters must have high cost if their size were to be extended to the
minimum optimal cluster size, and can thus be removed from our list X . Finally, we use brute
force enumeration to remove the final 1α outlier clusters, and after another cluster purifying step,
we are left with a k clustering which (1 + α)-approximates the cost and thus is guaranteed to be
ǫ-close to optimal.
We begin by outlining the key properties of (1 +α, ǫ)-approximation stability. Let wavg denote
the average distance from each point to its optimal center, so wavg · (n− z) = OPT . The following
lemma is the first of its kind for clustering with outliers and establishes two key properties for
approximation stable instances. Intuitively, the first property bounds the number of points that
are far away from their optimal center, and follows from Markov’s inequality. The second property
bounds the number of points that are either closer on average to the center of a non-optimal cluster
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that the optimal one or are outliers that are close to some optimal center as compared to a point
belonging to that cluster.
Algorithm 1 : Computing the Neighborhood Graph
Input: Set of points V , parameters τ , b
1. Create the threshold graph Gτ = (V,E) by adding edge (u, v) iff d(u, v) ≤ τ .
2. Create graph G′ = (V,E′) by adding edge (u, v) iff u and v share ≥ b neighbors in Gτ .
Output: Connected components of G′
Lemma 3.2. Given a (1 + α, ǫ)-approximation stable clustering instance (V, d) for k-median such
that for all i, |C∗i | > 2ǫ(n− z), then
• Property 1: For all y > 0, there exist at most yǫα (n−z) points, v, such that d(v, cv) ≥
αwavg
yǫ .
• Property 2: There are fewer than ǫ(n−z) total points with one of the following two properties:
the point v is in an optimal cluster C∗i , and there exists j 6= i such that d(v, cj) − d(v, ci) ≤
αwavg
ǫ , or, the point v is in Z, and there exists i and v
′ ∈ C∗i such that d(v, ci) ≤ d(v
′, ci)+
αwavg
ǫ
(recall that Z denotes the set of outliers from the optimal clustering).
Proof. Property 1 follows from Markov’s inequality. To prove property 2, assume the claim is false.
Then there exists a set of points V ′ ⊆ V \Z such that each point v ∈ V ′ is closer to a different center
than its own center, and a set of outlier points Z ′ ⊆ Z such that each point z ∈ Z ′ is close to some
center, and |V ′ ∪Z ′| = ǫ(n− z). We define a new clustering C′ by starting with OPT and making
the following changes: each point v ∈ V ′ moves to its second-closest center, and each point z ∈ Z ′
joins its closest cluster, and then we remove the |Z ′| points in V \V ′ \Z which are furthest to their
centers (since all optimal clusters are size > 2ǫ(n− z) and |V ′ ∪Z ′| = ǫ(n− z), this is well-defined).
The cost increase of this new clustering will be at most
αwavg
ǫ (ǫ(n − z)) ≤ αwavg(n − z), but it is
not ǫ-close to OPT , causing a contradiction.
We define a point as bad if it falls into the bad case of either Property 1 (with y = 5) or
Property 2, and we denote the set of bad points by B. Otherwise, a point is good. From Properties
1 and 2, |B| ≤
(
1 + 5α
)
ǫ(n − z). For each i, let Gi denote the good points from the optimal
cluster C∗i . We then consider the graph G
′ = (V,E′) called the neighborhood graph, constructed
by adding an edge (u, v) iff there are at least |B|+ 2 points w that that are less than a threshold
τ , i.e., d(u,w), d(v,w) ≤ τ = 2wavg5 . Under approximation stability, the graph G
′ has the following
structure: there is an edge between all pairs of good points from C∗i and there is no edge between
any pair of good points belonging to distinct clusters, C∗i , C
∗
j . Further, these points do not have
any common neighbors. Since the set of good points in each cluster, denoted by Gi, form cliques
of size > |B| and are far away from one another, and there are ≤ |B| bad points, it follows that
each Gi is in a unique connected component C
′
i of G
′.
In the setting without outliers, the list of connected components of size greater than
(
1 + 5α
)
ǫn
is exactly {C ′1, . . . , C
′
k}. However, in the setting with outliers, we can only return a set X which
includes {C ′1, . . . , C
′
k} but also may include many other outlier clusters which are hard to distinguish
from the optimal clusters. Although approximation stability tells us that any set Z ′ of outliers must
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have a much higher cost than any optimal cluster C∗i (since we can arrive at a contradiction by
replacing the cluster C∗i with the cluster Z
′), this is not true when the size of Z ′ is even slightly
smaller than C∗i . Since the good clusters returned are only O
(
ǫ
α
)
-close to optimal, many good
clusters may be smaller than outlier clusters, and so a key challenge is to distinguish outlier clusters
Z ′ from good clusters C ′i.
To accomplish this task, we compute the minimum cost of each cluster, pretending that its size
is at least C∗min (the size of the minimum optimal cluster, which we can guess in polynomial time).
In our key structural lemma (Lemma 3.3), we show that nearly all outlier components will have
large cost. Given a set of points Q, we define costmin(Q) to be the minimum cost of Q if it were
extended to C∗min points. Note, costmin(Q) can be computed in polynomial time by iterating over
all points c ∈ Q, for each such point constructing Vc by adding the the C
∗
min− |Q| points closest to
c, computing the resulting cost, and taking the minimum over all such costs.
Lemma 3.3. Given an instance of k-median clustering with z outliers such that each optimal cluster
|C∗i | > 2
(
1 + 5α
)
ǫ(n − z), for any x ∈ N, the instance satisfies (1 + α, ǫ)-approximation stability
for α > 355x−4 , and there are at most x disjoint sets of outliers Z
′ such that |Z ′| > mini |C
∗
i | −(
1 + 5α
)
ǫ(n− z) and costmin(Z
′) ≤
(
3 + 2α5
)
1
xOPT .
The key ideas behind the proof are as follows. If there are two sets of outliers Z1 and Z2 both
with fewer than C∗min points, then we can obtain a contradiction by taking into account both sets
of outliers. Set 1 ≤ z1, z2 ≤
(
1 + 5α
)
ǫ(n− z) such that |Z1| = C
∗
min − z1 and |Z2| = C
∗
min − z2, and
assume without loss of generality that z1 < z2. We design a different clustering C
′ by first replacing
the minimum-sized cluster in the optimal clustering with Z1. The cost of the points in Z2 is low
by assumption. However, we have now potentially assigned more than z points to be outliers by
an additive z1 amount.
Hence, in order to create a valid clustering that is far from OPT we need to add back at least
z1 more outlier points. We do this by choosing z1 outlier points from Z2 that are closest to an
optimal center in OPT . To bound the additional cost incurred, we use the fact that Z2 must be
close to at least z2 points from V \ Z, by the assumption that costmin(Z2) is low, and use these
points to bound the distance from centers in OPT to the z1 points that were added back. In the
full proof, we extend this idea to x sets Z1, . . . , Zx to achieve a tradeoff between x and α.
Proof of Lemma 3.3. Assume there are x such disjoint sets of outliers, Z1, . . . , Zx such that |Z
′| >
mini |C
∗
i |−
(
1 + 5α
)
ǫ(n−z) and costmin(Z
′) ≤
(
3 + 2α5
)
1
xOPT . First we show that for all 1 ≤ i ≤ x,
Zi cannot contain more than C
∗
min points. Assume for sake of contradiction that |Zi| ≥ C
∗
min.
Then, there exists a center c′ ∈ Zi such that
∑
v∈Zi
d(c′, v) ≤
(
3 + 2α5
)
1
xOPT . Then we arrive at
a contradiction by replacing the minimum size optimal cluster with Zi, since the increase in cost is
at most (
3 +
2α
5
)
1
x
OPT < α · OPT
(using α > 355x−4) but the new clustering is not ǫ-close to OPT .
Now we can assume that all Zi contain fewer than C
∗
min points. For all 1 ≤ i ≤ x, we denote
zi = C
∗
min − |Zi|, where 0 < zi <
(
1 + 5α
)
ǫ(n − z). Recall, Vc is the set of C
∗
min closest points
to c. Furthermore, denote c′i = argminc∈Zi
∑
v∈Vc
d(c, v) where Zi ⊆ Vc and Vc \ Zi contains the
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C∗min − |Zi| closest points to c. Then by assumption,∑
v∈V
c′
i
d(c′i, v) ≤
(
3 +
2α
5
)
1
x
OPT .
Now given an arbitrary 1 ≤ i ≤ x, we modify OPT to create a new clustering C′ as follows. First
we remove an arbitrary optimal cluster with size C∗min (by definition, such an optimal cluster must
exist), then we add a new cluster Zi with center c
′
i, and finally, we add the zi outliers closest to the
current centers, to bring the size of the clustering back up to n−z. Now we analyze the cost of this
new clustering. We will show that for some i, the cost of this clustering is at most (1 + α)OPT ,
contradicting approximation stability. By assumption, we know that∑
v∈Zi∩Z
d(c′i, v) ≤
(
3 +
2α
5
)
1
x
OPT ,
so we only need to bound the cost of adding the zi next-closest outliers. We set j = i+1 (or j = 1
if i = x), and we consider the set Zj . By assumption,∑
v∈V
c′
j
d(c′j , v) ≤
(
3 +
2α
5
)
1
x
OPT .
Since
Zj ≥ C
∗
min −
(
1 +
5
α
)
ǫ(n− z) ≥
1
2
· C∗min
and zi = C
∗
min − |Zi| <
1
2 · C
∗
min there are at least zi non-outliers in Vc′j . Call these points
V ′j . Denote cost(V
′
j ) =
∑
v∈V ′
j
d(v, c(v)), where c(v) denotes the center for v in OPT . Also,
we denote cost′(V ′j ) =
∑
v∈V ′
j
d(c′j , v) and cost
′(Zj) =
∑
v∈Zj
d(c′j , v), so cost
′(V ′j ) + cost
′(Zj) ≤(
3 + 2α5
)
1
xOPT . Then by Markov’s inequality, there must exist a point vj ∈ V
′
j such that
d(c(vj), vj) + d(vj , c
′
j) ≤
1
zj
(
cost′(V ′j ) + cost(V
′
j )
)
Finally, the zi closest outliers in Zj to zi must have average cost at most
zi
zj
· cost′(Zj). Therefore,
the cost of adding zi outliers to our clustering is at most
zi
zj
(
cost′(V ′j ) + cost(V
′
j ) + cost
′(Zj)
)
≤
zi
zj
(
cost(V ′j ) +
(
3 +
2α
5
)
1
x
OPT
)
.
Now our goal is to show that for all valid settings of z1, . . . , zx and cost(V
′
1), . . . , cost(V
′
x), the
maximum value of
min
i∈[x]
(
zi
zj
(
cost(V ′j ) +
(
3 +
2α
5
)
1
x
OPT
))
is at most
(
3 + 2α5
)
1
xOPT +
1
x ·OPT . Since
∑x
ℓ=1 cost(V
′
ℓ ) ≤ OPT , and
∏x
ℓ=1
zi
zj
= 1, we can solve
to show the maximum value is when z1 = · · · = zx and cost(V
′
1) = · · · = cost(V
′
x) =
1
x · OPT , and
the minimum value over all i ∈ [x] is(
3 +
2α
5
)
1
x
OPT +
1
x
· OPT
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Therefore, the total added cost for this clustering is(
3 +
2α
5
)
1
x
OPT +
(
3 +
2α
5
)
1
x
OPT +
1
x
· OPT ≤
(
7 +
4α
5
)
1
x
OPT .
Since α > 355x−4 , it follows that
(
7 + 4α5
)
1
xOPT ≤ α · OPT Therefore, we have shown there exists
a clustering which achieves cost (1 + α)OPT but is ǫ-far from the optimal clustering, causing a
contradiction.
Algorithm 2 : k-median with z-outliers under Approximation Stability
Input: Clustering instance (V, d), cost wavg, value C
∗
min, integer x > 0.
1. Create the neighborhood graph on V by running Algorithm 1 with parameters τ =
2wavg
5ǫ
and b = C∗min − (1 +
5
α )ǫ(n− z) as follows: for each u, v ∈ V , add an edge (u, v) iff there
exist ≥ b points w ∈ V such that d(u,w), d(w, v) ≤ τ . Denote the connected components
by X = {Q1, . . . , Qd}.
2. For each Qi, compute costmin(Qi) = minc∈Qi minVc
∑
v∈Vc
d(c, v), where Vc must satisfy
|Vc| ≥ C
∗
min and Qi ⊆ Vc. Create a new set X
′ = {Qi | costmin(Qi) <
(
3 + 2α5
)
1
x · OPT }.
.
3. For all 0 ≤ t ≤ x, for each size t subset X ′t ⊆ X
′ and size (k − |X ′| − t) subset Xt ⊆
(X \ X ′),
(a) Create a new clustering C = X ′ ∪ Xt \ X
′
t .
(b) For each point v ∈ V , define I(v) as the index of the cluster in C with minimum
median distance to v, e.g., I(v) = argmini (dmed(v,Qi)) where dmed(v,Qi) denotes
the median distance from v to Qi.
(c) Let V ′ ⊆ V denote the n− z points with the smallest values of d(v, cI(v)). For all i,
set Q′i = {v ∈ V
′ | I(v) = i}.
(d) If
∑
i cost(Q
′
i) ≤ (1 + α)OPT , return {Q1, . . . , Qk}.
From Lemma 3.3, we show a threshold of costmin for the components of X , such that all but
x optimal clusters are below the cost threshold, and all but x outlier clusters are above the cost
threshold. Then we can brute force over all ways of excluding x low-cost sets and including x high-
cost sets, and we will be guaranteed that one combination contains a clustering which is O
(
ǫ
α
)
-close
to the optimal.
However, we still need to recognize the right clustering when we see it. To do this, we show
that after performing one more cluster purifying step which is inspired by arguments in [BBG13]
- reassigning all points to the component with the minimum median distance - we will reduce our
error to ǫ(n− z) in Hamming distance and we show how to bound the total cost of these mistakes
by 4α5 OPT . Therefore, during the brute force enumeration, when we arrive at a clustering with
cost at most (1 + α)OPT , we return this clustering. By definition of approximation stability, this
clustering must be ǫ-close to OPT .
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Since we are able to recognize the correct clustering (the one whose cost is at most (1+α)OPT ),
we can try all possible values of C∗min while only incurring a polynomial increase in the runtime of
the algorithm. For computing wavg , we first run an approximation algorithm for k-median with z
outliers to obtain a constant approximation to wavg (for example, we can use the 7.08-approximation
for k-median with z outliers [KLS17]). The situation is much like the case where wavg is known,
but the constant in the minimum allowed optimal cluster size increases by a factor of 7. This is
because we need to use a smaller value of τ when constructing the neighborhood graph G′, and so
the number of “bad” points increases. In order to show all the good connected components from
G′ contain a majority of good points, we merely increase the bound on the minimum cluster size.
Proof of Theorem 3.1. We start with the case where wavg and C
∗
min are known. First, we show that
after step 1 of Algorithm 2, the set X contains k clusters C ′i such that {C
′
1, . . . , C
′
k} is
(
1 + 5α
)
ǫ(n−z)-
close to OPT .
For each optimal cluster C∗i , we define good points Xi ⊆ C
∗
i as follows: a point v ∈ Xi is good
if it is not in the bad case of properties 1 (setting y = 5) and 2 from Lemma 3.2. Then there
are at most
(
1 + 5α
)
ǫ(n − z) bad points, and at most ǫ(n − z) of the bad points are in Z. Recall
the conditions from the threshold graph Gτ : (1) For all i, for all u, v ∈ Xi, (u, v) ∈ E(Gτ ). (2)
For u ∈ Xi and v ∈ Xj 6=i, (u, v) /∈ E(Gτ ), furthermore, these points do not share any common
neighbors in Gτ . Therefore, each Xi is a clique in Gτ , with no common neighbors to the other
cliques.
From Lemma 3.2, we also have that at most ǫ(n − z) total outliers have a neighbor to any
good point. Call these the “bad outliers”. This implies that at most ǫ(n − z) outliers share
≥ C∗min −
(
1 + 5α
)
ǫ(n − z) neighbors with a good point: the only common neighbors can be bad
points and bad outliers, which is <
(
1 + 5α
)
ǫ(n− z). It follows that for all i, there is a component
C ′i in G
′ which is close to C∗i , formally, the set of clusters {C
′
1, . . . , C
′
k} is
(
1 + 5α
)
ǫ(n− z)-close to
OPT , where the error comes from bad points and bad outliers. Note that every erroneous point is
still at most
2αwavg
5ǫ from its center. Then we have
cost({C ′1, . . . , C
′
k}) ≤ OPT +
2αwavg
5ǫ
(
1 +
5
α
)
ǫ(n− z)
≤
(
3 +
2α
5
)
OPT .
By a Markov inequality, at most x clusters in {C ′1, . . . , C
′
k} have cost greater than
(
3 + 2α5
)
1
xOPT .
The rest of the graph G′ consists of outliers and up to
(
1 + 5α
)
ǫ(n−z) bad points from V \Z which
can make up small or large components. From Lemma 3.3, at most x of these components have cost
less than or equal to
(
3 + 2α5
)
1
xOPT . Therefore, after step 2 of Algorithm 2, X
′ contains at least
k − x good clusters. Then there exists a step of the for loop in step 3 such that C = {C ′1, . . . , C
′
k}.
We will show that the algorithm returns a clustering that is ǫ-close to OPT .
Consider the step of the for loop such that C = {C ′1, . . . , C
′
k}. We show how step 3 of Algorithm
2 brings the error down from
(
1 + 5α
)
ǫ(n− z) to ǫ(n− z). Consider a point v ∈ V \Z which is not
in the bad case of Property 2 of Lemma 3.2, specifically, v is in an optimal cluster C∗i such that for
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all j 6= i, we have d(v, cj)− d(v, ci) >
αwavg
ǫ . Given good points x ∈ Xi and y ∈ Xj 6=i, we have
d(v, x) ≤ d(v, ci) + d(ci, x)
≤ d(v, cj)−
αwavg
ǫ
+
αwavg
5ǫ
≤ d(v, y) − d(y, cj)−
4αwavg
5ǫ
≤ d(v, y) −
3αwavg
5ǫ
.
Since there are fewer than
(
1 + 5α
)
ǫ(n − z) total errors in {C ′1, . . . , C
′
k}, and for all i, |Ci| >
2
(
1 + 5α
)
ǫ(n − z), it follows that the majority of points in C ′i are good points. Therefore, for all
j 6= i, we have dmed(v,C
′
i) +
3αwavg
5ǫ < dmed(v,C
′
j) (recall that dmed denotes the median distance
from v to Qi).
If we look at all points in V \ Z, the clustering created using I(v) will have ǫ(n − z) errors.
Whenever a point is misclustered, e.g., a point v ∈ C∗i is put into cluster C
∗
j , we must have
d(v, cj) < d(v, ci) +
2wavg
5ǫ , so the additive increase in cost to the clustering is at most
2αwavg
5 . It
is possible that some outlier points z ∈ Z will have a smaller value of dmed(z, cI(z)) than a point
v ∈ V \ Z, but this can only happen for ǫ(n − z) pairs (z, v) due to Lemma 3.2. Again, this type
of mistake can only add
2αwavg
5 to the total cost of the clustering, since d(z, c(v)) < d(v, c(v)).
Therefore, we have
cost(Q′1, . . . Q
′
k) ≤ OPT +
2wavg
5
· 2ǫ(n− z)
≤ (1 + α)OPT .
By definition of approximation stability, this clustering must be ǫ-close to OPT .
Now we move to the case where wavg and C
∗
min are not known. For wavg, we run an approx-
imation algorithm for k-median with z-outliers to obtain a constant approximation to wavg (for
example, there is a recent 7.08-approximation for k-median with z outliers [KLS17]). The situa-
tion is much like the case where wavg is known, but the constant in the minimum allowed optimal
cluster size increases by a factor of 7. The algorithm proceeds the same way as before. If C∗min is
not known, we can run the algorithm for Cˆ = n, n− 1, n− 2, etc., until step 3 returns a clustering
with cost ≤ (1 + α)wavg(n − z), at which point we are guaranteed that the clustering is ǫ-close to
OPT . Step 3 searches through at most x ·
(
k
x
)
·
(
n
x
)
tuples, and all other steps in Algorithm 2 are
polynomial in n. This completes the proof.
4 Distributed Approximation Stability without Outliers
In this section, we give the first distributed algorithms for approximation stability when there are
no outliers. We present two algorithms that use O˜(sk) communication to output near-optimal
clusterings of the input points. The first theorem outputs an O
((
1 + 1α
)
ǫ
)
-close clustering with
no assumptions other than approximation stability, and the next theorem outputs an O(ǫ)-close
clustering assuming the optimal clusters are large. The lower bounds presented in Section 6 imply
that the algorithms are communication optimal.
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Algorithm 3 : Iterative Greedy Procedure
Input: Set of points V , parameters τ , k
1. Create the threshold graph Gτ = (V,E) by adding edge (u, v) iff d(u, v) ≤ τ .
2. Initialize A = ∅, V ′ = V . For all v, let N(v) = {u | (u, v) ∈ E}.
3. While |A| < k, set v′ = argmaxv∈V ′N(v) ∩ V
′, and define C(v′) = N(v′) ∩ V ′.
(a) Add (v′, C(v′)) to A, and remove N(v′) from V ′.
Output: Center and cluster pairs A = {(v1, C(v1)), . . . , (vk, C(vk))}
Theorem 4.1. Given a (1 + α, ǫ)-approximation stable clustering instance, with high probability,
Algorithm 4 outputs a clustering that is O
(
ǫ
(
1 + 1α
))
-close to OPT for k-median under (1 +α, ǫ)-
approximation stability with O˜(sk) communication.
We achieve a similar result for k-means. We also show that if the optimal clusters are large, the
error of the outputted clustering can be pushed even lower.
Theorem 4.2. There exists an algorithm which outputs a clustering that is O(ǫ)-close to OPT for
k-median under (1 + α, ǫ)-approximation stability with O(sk log n) communication if each optimal
cluster C∗i has size Ω
((
1 + 1α
)
ǫn
)
.
First we explain the intuition behind Theorem 4.1. The high level structure of the algorithm
can be thought of as a two-round version of Algorithm 3: first each machine clusters its local point
set using Algorithm 3, and sends the weighted centers to the coordinator. The coordinator runs
Algorithm 3 on the weighted centers, using a higher threshold value, to output the final solution.
Algorithm 4 : Distributed k-median clustering under (1 + α, ǫ)-approximation sta-
bility
Input: Distributed points V = V1 ∪ · · · ∪ Vm, average k-median cost wavg
1. For each machine i,
• Run Algorithm 3 with τ = αwavg9ǫ , outputting A
′
i = {(v
i
1, C(v
i
1)), . . . , (v
i
k, C(v
i
k))}.
• Send Ai = {(v
i
1, |C(v
i
1)|), . . . , (v
i
k, |C(v
i
k)|)} to the coordinator.
2. Given the set of weighted points received, A = ∪iAi, the coordinator runs Algorithm 3
with graph τ ′ = 3τ and the weighted points A, outputting
G′ = {(x1, C(x1)), . . . , (xk, C(xk))}
Output: Centers G = {x1, . . . , xk}
Lemma 4.3. [BBG13] 1 Given a graph G over good clusters G1, . . . Gk and bad points B, with the
following properties:
1This lemma is obtained by merging Lemma 3.6 and Theorem 3.9 from [BBG13].
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1. For all u, v ∈ Gi, edge (u, v) is in E(G).
2. For u ∈ Gi, v ∈ Gj such that i 6= j, then (u, v) /∈ E(G), moreover, u and v do not share a
common neighbor in G.
Then let C(v1), . . . , C(vk) denote the output of running Algorithm 3 on G with parameter k. There
exists a bijection σ : [k]→ [k] between the clusters C(vi) and Gj such that
∑
i |Gσ(i) \C(vi)| ≤ 3|B|.
Proof. From the first assumption, each good cluster Gi is a clique in G. Initially, let each clique Gi
be “unmarked”, and then we “mark” it the first time the algorithm picks a C(vj) that intersects
Gi. A cluster C(vj) can intersect at most one Gi because of the second assumption. During the
algorithm, there will be two cases to consider. If the cluster C(vj) intersects an unmarked clique
Gi, then set σ(j) = i. Denote |Gi \ C(Vj)| = rj. Since the algorithm chose the maximum degree
node and Gi is a clique, then there must be at least rj points from B in C(Vj). So for all cliques
Gi corresponding to the first case, we have
∑
j |Gσ(j) \ C(vj)| ≤
∑
j rj ≤ |B|.
If the cluster C(vj) intersects a marked clique, then assign σ(j) to an arbitrary Gi′ that is not
marked by the end of the algorithm. The total number of points in all such C(vj)’s is at most the
number of points remaining from the marked cliques, which we previously bounded by |B|, plus up
to |B| more points from the bad points. Because the algorithm chose the highest degree nodes in
each step, each Gi′ has size at most the size of its corresponding C(vj). Therefore, for all cliques
Gi′ corresponding to the second case, we have
∑
j |Gσ(j) \ C(vj)| ≤
∑
j |Gσ(j)| ≤ 2|B|. Thus, over
both cases, we reach a total error of 3|B|.
Our proofs crucially use the structure outlined in Lemma 3.2, as well as properties (1) and (2)
about the threshold graph Gτ from Section 3.
Proof. (Theorem 4.1) The proof is split into two parts, both of which utilize Lemma 4.3. First,
given machine i and 1 ≤ j ≤ k, let Gij denote the set of good points from cluster C
∗
j on machine i.
Let Bi denote the set of bad points on machine i. Given u, v ∈ G
i
j , d(u, v) ≤ d(u, cj)+d(cj , v) ≤ 2t,
so Gij is a clique in G
i
2t. Given u ∈ G
i
j and v ∈ G
i
j′ such that j 6= j
′, then
d(u, v) > d(u, cj′)− d(cj′ , v) ≥ 18t− d(u, cj)− d(cj′ , v) > 16t.
Therefore, if u and v had a common neighbor w in Gi2t,
16t < d(u, v) ≤ d(u,w) + d(v,w) ≤ 4t
causing a contradiction. Since Gi2t satisfies the conditions of Lemma 4.3, it follows that there
exists a bijection σ : [k] → [k] between the clusters C(vj) and the good clusters Gℓ such that∑
j |G
i
σ(j) \C(vj)| ≤ 3|Bi|. Therefore, all but 3|Bi| good points on machine i are within 2t of some
point in Ai. Across all machines,
∑
i |Bi| ≤ |B|, so there are less than 4|B| good points which are
not distance 2t to some point in A.
Since two points u ∈ Gi, v ∈ Gj for i 6= j are distance > 16t, then each point in A is distance
≤ 2t from good points in at most one set Gi. Then we can partition A into sets G
A
1 , . . . , G
A
k , B
′, such
that for each point u ∈ GAi , there exists a point v ∈ Gi such that d(u, v) ≤ 2t. The set B
′ consists
of points which are not 2t from any good point. From the previous paragraph, |B′| ≤ 3|B|, where
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|B′| denotes the sum of the weights of all points in B′. Now, given u, v ∈ GAi , there exist u
′, v′ ∈ Gi
such that d(u, u′) ≤ 2t and d(v, v′) ≤ 2t, and d(u, v) ≤ d(u, u′) + d(u′ci) + d(ci, v
′) + d(v′, v) ≤ 6t
d(u, v) ≤ d(u, u′) + d(u′ci) + d(ci, v
′) + d(v′, v) ≤ 6t
Given u ∈ GAi and w ∈ G
A
j for i 6= j, there exist u
′ ∈ Gi, w
′ ∈ Gj such that d(u, u
′) ≤ 2t and
d(w,w′) ≤ 2t.
d(u,w) ≥ d(u′, cj)− d(u, u
′)− d(cj , w
′)− d(w,w′)
> (18t − d(u, ci))− 2t− t− 2t
≥ 12t.
Therefore, if u and w had a common neighbor w in G6t, then 12t < d(u, v) ≤ d(u,w)+d(v,w) ≤
12t, causing a contradiction. Since G6t satisfies the conditions of Lemma 4.3 it follows that there
exists a bijection σ : [k] → [k] between the clusters C(vi) and the good clusters G
A
j such that∑
j |G
A
σ(j) \ C(vj)| ≤ 3|B
′|. Recall the centers chosen by the algorithm are labeled as the set G.
Let xi ∈ G denote the center for the cluster Gi according to σ. Then all but 3|B
′| good points
u ∈ Gi are distance 2t to a point in A which is distance 6t to xi. u must be distance > 8t to all
other points in G because they are distance 2t from good points in other clusters. Therefore, all
but 3|B′| ≤ 12|B| good points are correctly clustered. The total error over good and bad points is
then 12|B|+ |B| = 13|B| ≤ (48 + 468α )ǫn so the algorithm achieves error O(ǫ(1 +
1
α)). There are sk
points communicated to the coordinator, the weights can be represented by O(log n) bits, so the
total communication is O˜(sk). This completes the proof for k-median when the algorithm knows
wavg up front.
When Algorithm 4 does not know wavg , then it first runs a worst-case approximation algorithm
to obtain an estimate wˆ ∈ [wavg , βwavg ] for β ∈ O(1). Now we reset t in Algorithm 4 to be
tˆ =
αβwavg
18ǫ . Then the set of bad points grows by a factor of β, but the same analysis still holds, in
particular, Lemma 4.3 and the above paragraphs go through, adding a factor of β to the error and
only increases communication by a constant factor.
The key ideas behind the proof of Theorem 4.2 are as follows. First, we run Algorithm 4 to
output a clustering with error O
((
1 + 1α
)
ǫ
)
. To ensure O(ǫ) error when further assuming the
optimal clusters are large, we can use a technique similar to the one in the previous section: for
each unassigned point v, assign this point to the cluster with the minimum median distance to
v. The key challenge is to run this technique without using too much communication, since we
cannot send the entire set A (which is size Θ(sk)) to each machine. To reduce the communication
complexity, we instead randomly sample Θ
(
log k
ǫ′
)
points from A and send each to machine i,
incurring a communication cost of O
(
s log(k)
ǫ′
)
. Note, the ǫ′ is not the stability parameter, but used
to obtain a point that is a 1 + ǫ′ approximation to center of each cluster. Now each point v ∈ V
calculates the index of the cluster with the minimum median distance to v, over the sample. Using
a Chernoff bound, we show that for each point v and each cluster Ci, the median of the sampled
points must come from the core of C∗i , ensuring that v is correctly classified.
Proof. (Theorem 4.2) The algorithm is as follows. First, run Algorithm 4. Then send G′ to each
machine i, incurring a communication cost of O(sk). For each machine i, for every point v ∈ Vi,
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calculate the median distance from v to each cluster C(xj) (using the weights). Assign v to the
index j with the minimum median distance. Once every point undergoes this procedure, call the
new clusters G1, . . . , Gk, where Gj consists of all points assigned to index j. Now we will prove the
clustering {G1, . . . , Gk} is O(ǫ)-close to the optimal clustering. Specifically, we will show that all
are classified correctly except for the 6ǫn points in the bad case of Property 2 from Lemma 3.2.
Assume each cluster C(xj) contains a majority of points that are 2t to a point in Gj (we will
prove this at the end). Given a point v ∈ Cj such that d(v, ci) − d(v, cj) >
αwavg
2ǫ for all ci 6= cj
(Property 2 from Lemma 3.2), and given a point u ∈ C(xj) that is at distance 2t to a point
u′ ∈ Gj , then d(v, u) ≤ d(v, cj) + d(cj , u
′) + d(u′, u) ≤ d(v, cj) + 3t. On the other hand, given
u ∈ C(xj′) that is at distance 2t to a point u
′ ∈ Gj′ , then d(v, u) ≥ d(v, cj′)− d(cj′ , u
′)− d(u′, u) >
18t + d(v, cj) − 3t ≥ d(v, cj) + 15t. Then v’s median distance to C(xj) is ≤ d(v, cj) + 3t, and v’s
median distance to any other cluster is ≥ d(v, cj) + 15t, so v will be assigned to the correct cluster.
Now we will prove each cluster C(xj) contains a majority of points that are 2t to a point in Gj .
Assume for all j, |Cj | > 16|B|. It follows that for all j |Gj | > 15|B|. From the proof of Theorem 4.1,
we know that (
∑
j Gj \ (
∑
iC(v
i
j))) ≤ 3|B|, therefore, for all j, G
A
j > 12|B|, since G
A
j represents
the points in A which are 2t to a point in Gj . Again from the proof of Theorem 4.1, the clustering
{GA1 , . . . , G
A
k } is 9|B|-close to G
′ = {C(x1), . . . , C(xk)}. Then even if C(xj) is missing 9|B| good
points, and contains 3|B| bad points, it will still have a majority of points that are within 2t of a
point in Gj . This completes the proof.
5 Distributed Approximation Stability with Outliers
Next, we give a distributed algorithm for approximation stability with outliers using O˜ (sk + z)
communication. However, as opposed to worst case, we can get close to the ground truth (target)
clustering. In Section 6, we show a matching lower bound.
Theorem 5.1. (Distributed Clustering.) Given a (1+α, ǫ)-approximation stable clustering instance,
Algorithm 5 runs in poly
(
n
1
α
)
time and with high probability outputs a clustering that is O(ǫ)-close
to OPT for k-median with O˜ (sk + z) communication if each optimal cluster C∗i has cardinality at
least max
{
2
(
1 + 22α
)
ǫ(n− z),Ω
(
(n−z)
sk
)}
.
We start by giving intuition for our algorithm where there are no outliers. The high-level
structure of the algorithm can be thought of as a two-round version of the centralized algorithm
from approximation stability with no outliers [BBG13]. Each machine effectively creates a coreset of
its input, consisting of a weighted set of points, and sends these weighted points to the coordinator.
The coordinator runs the same algorithm on these sets of weighted centers, to output the final
solution.
In the analysis, we define good and bad points using Property (1) above with y = 20 as opposed
to y = 5, so that there are more bad points than in the non-distributed setting, |B| =
(
1 + 120
)
ǫ(n−
z), but for each optimal cluster C∗i , the good points Gi are even more tightly concentrated. In
the first round, each machine computes the neighborhood graph described above with parameter
τ =
wavg
10 . This more stringent definition of τ ensures that Claims (1) and (2) above are not
only true for the input point set, but also true for a summarized version of the point set, where
each point represents a ball of data points within a radius of τ . Therefore, there is still enough
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structure present such that the coordinator can compute a near-optimal clustering, and finally the
coordinator sends the k resulting (near optimal) centers to each machine.
Now we expand this approach to the case with outliers. The starting point of the algorithm
is the same: we perform two rounds of the sequential approximation stability algorithm with no
outliers, so that each machine computes a summary of its point set, and the coordinator clusters
the points it receives. Recall that in the centralized setting, running the non-outlier algorithm
produces a list of clusters X , some of which are near-optimal and some of which are outlier clusters,
and then we crucially computed the costmin of each potential cluster to distinguish the near-optimal
clusters from the outlier clusters. In the distributed setting, we can construct the set X using the
two-round approach.
However, the costmin computation is sensitive to small sets of input points, and, as a result,
the coresets will not give the coordinator enough information to perform this step correctly. In
particular, this involves finding the closest points to a component that increase the cardinality to
C∗min, and these points may be arbitrarily partitioned across the machines.
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Algorithm 5 : Distributed k-median with z-outliers under Approximation Stability
Input: Clustering instance (V, d), cost wavg, value Cmin
1. For each machine i, run Algorithm 1 with parameters τ =
αwavg
20ǫ and b =
ǫ(n−z)
s . For
each component Q output of size ≥ ǫ(n−z)s , choose an arbitrary point c ∈ Q and send
(c, |Q|) to the coordinator.
2. Given the set of weighted points received, A, run Algorithm 1 with parameters τ ′ = 3τ
and b = Cmin −
(
1 + 22α
)
ǫ(n− z).
3. Label the components output of size ≥ b by Q1, . . . , Qd and define X = {Q1, . . . , Qd}.
4. For each component Qi, approximate costmin as follows:
(a) Sample 10 log n points uniformly at random from Qi: the coordinator picks each
point (c, wc) with probability proportional to its weight. The coordinator sends a
request (c, wc) to the machine containing c, which then samples a point at random
from c’s local component, sending this point to the coordinator.
(b) For each sampled point c′, compute min t such that |Bt(c
′)| > max(Cmin, |Qi|) over
V , using binary search as follows. For each guess of t, send (c′, t) to each machine,
and each machine returns |Bt(c
′)| over its local dataset.
(c) For each (c′, t) pair computed in the previous step, compute costmin(c
′) :=∑
v∈Bt(c′)
d(c′, v) by having each machine send
∑
v∈Bt(c′)∩Vi
d(c′, v).
5. Create a new set X ′ = {Qi | costmin(Qi) <
(
1 + 11α2
)
1
x · OPT .
6. For all 0 ≤ t ≤ x, for each size t subset X ′t ⊆ X
′ and size (k − |X ′| − t) subset Xt ⊆
(X \ X ′),
(a) Create a new clustering C = X ′ ∪ Xt \ X
′
t .
(b) For each cluster in C, draw 10 log n random points using step 4a above.
(c) For each point v ∈ V , define I(v) as the index of the cluster in C with minimum
median distance from the 10 log n points to v.
(d) Let V ′ ⊆ V denote the n−z points with the smallest values of d(v, cI(v)), each center
is restricted to the 10 log n random points. For all i, set Q′i = {v ∈ V
′ | I(v) = i}.
(e) If
∑
i cost(Q
′
i) ≤ (1 + α)OPT , return {Q1, . . . , Qk}.
Output: Connected components of G′
Furthermore, the centralized algorithm can try all possible centers to compute the minimum
cost of a given component Q, but in the distributed setting, to even find a point whose cost is
a constant multiple of the minimum cost, the coordinator needs to simulate random draws from
Q by communicating with each machine. Even with a center c chosen, the coordinator needs a
near-exact estimate of the minimum cost of Q, however, it does not know the C∗min closest points to
c. To overcome these obstacles, our distributed algorithm balances accuracy with communication.
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For each component Q, the coordinator simulates log n random draws from Q by querying its
own weighted points, and then querying the machine of the corresponding point. This allows the
coordinator to find a center c whose cost is only a constant factor away from the best center. To
compute costmin(c), the coordinator runs a binary-search procedure with all machines to find the
minimum distance t such that Bt(c) contains more than C
∗
min points.
Given a random point v from Q, by a Markov inequality, there is a 1/2 chance that the cost
of center v on Vc is at most twice the cost with center c. From a Chernoff bound, by sampling
10 log n points for each component, each component will find a good center with high probability.
Therefore, the coordinator can evaluate the cost of each component up to a factor of 2, which is
sufficient to (nearly) distinguish the outlier clusters from the near-optimal clusters. The rest of
the algorithm is similar to the centralized setting. We brute-force all combinations of removing
x low-cost clusters from X and adding back x high-cost clusters from x. We perform one more
cluster purifying step, and then check the cost of the resulting clustering. If the cost is smaller
than (1 + α)wavg(n− z), then we return this clustering.
Proof of Theorem 5.1. First we consider the case when wavg and Cmin are known. Given machine
i, let {Gi1, . . . , G
i
k} denote the good clusters intersected with Vi. Define good points and bad points
as in the previous section: a point is bad if it is not in the bad case of Property 1 for y = 20, or
Property 2, otherwise a point is good. For each i, the set of good points in Ci is denoted Xi. Recall
from Lemma 3.2 that in the original dataset V , for all i, the good point set Xi forms a clique in
Gτ with no neighbors in common with any points from different cores, and has at most ǫ(n − z)
neighbors which are outliers. Here, τ =
αwavg
20ǫ . Therefore, if |G
i
j | ≥
ǫ(n−z)
s , it forms a component
in G′j which does not contain core points from any other cluster, and the total number of outliers
added to a core component over all j, i, is less than 2ǫ(n − z). If |Gij | <
ǫ(n−z)
s , the component
may be too small to have a point sampled and sent to the coordinator. Over all machines, the total
number of ‘missed’ points from Xj is at most (s− 1)
ǫ(n−z)
s ≤ ǫ(n− z).
Now we partition A into sets GA1 , . . . , G
A
k , Z
A, where GAj denotes points which are distance 2τ
to good points from Gi, and Z
′ contains points which are far from all good points. This partition is
well-defined because any pair of good points from different clusters are far apart. From the previous
paragraph, for all j, the (weighted) size of GAj is at least |Xj | − ǫ(n− z) ≥ |Cj | − 21ǫ(n− z). Again
using Lemma 3.2, since each u ∈ GAj was contained in a clique with a core point u
′, we have that
for two points u, v ∈ GAj , there exist u
′, v′ ∈ Gj such that
d(u, v) ≤ d(u, u′) + d(u′, cj) + d(cj , v
′) + d(v′, v) ≤ 6τ
Given u ∈ GAj and w ∈ G
A
j′ , there exist u
′ ∈ Gj , w
′ ∈ Gj′ such that d(u
′, cj′) > 18τ − d(cj , u
′),
which we use to show u and w cannot have a common neighbor in G3τ . Furthermore, at most
ǫ(n − z) points in ZA can have a neighbor in G3τ to a point in G
A
j , for al j. It follows that for
each j, G′ contains a component G′j containing G
A
j , such that {G
′
1, . . . , G
′
k} is 22ǫ(n − z)-close to
{GA1 , . . . , G
A
k }. Since |G
A
j | > Cmin − 21ǫ(n − z), all of these components are added to X .
Next, we show that just before step 5, X contains at most x component outside of {GA1 , . . . , G
A
k }.
From Lemma 3.3, we know that at most x outlier components of size < Cmin can have costmin
cost smaller than
(
3 + 2α5
)
1
xOPT . The algorithm must determine an approximate costmin cost
of each component in X whose size is < Cmin, by communicating with each machine. Given
component QAi ∈ X of size < Cmin, let Qi denote the set of points ‘represented’ by Q
A
i , i.e.,
Qi = {v | ∃a ∈ Q
A
i , j s.t. v, a ∈ Vj and d(v, a) ≤ 2τ}. Let q denote the optimal center for Qi,
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and let wi denote the average distance
1
|Qi|
∑
v∈Qi
d(q, v). Let c := argminc′
∑
v∈Vc
d(c, v) where Vc
denotes the Cmin closest points to c subject to Qi ⊆ Vc, and let Q
′ = Vc \Qi. By a Markov bound,
at least half of the points q′ ∈ Qi have d(q, q
′) ≤ 2wi. Note that the algorithm is simulating 10 log d
uniformly random draws from Qi in step 5 By a Chernoff bound, at least one sampled point qˆ must
satisfy d(q, qˆ) ≤ 2wi with high probability. Then,
costmin(qˆ) ≤
∑
v∈Qi
d(qˆ, v) +
∑
v∈Q′
d(qˆ, v)
≤ |Qi|d(qˆ, q) +
∑
v∈Qi
d(q, v) + |Q′|d(qˆ, c) +
∑
v∈Q′
d(c, v)
≤ 2|Qi|wi + |Qi|wi + 21ǫ(n − z)(
wavg
20ǫ
) +
∑
v∈Q′
d(c, v)
≤ 3
∑
v∈Qi
d(q, v) +
∑
v∈Q′
d(c, v) +
21
20
· wavg(n − z)
≤ 3 · costmin(c) +
21
20
· wavg(n− z)
Therefore, for all but x good components GAi , the cost computed by the coordinator will be
≤ 3
(
3 + 1α20
)
1
xOPT , and all but x bad components will have cost > 3
(
3 + 1α20
)
1
xOPT .
Therefore, one iteration of step 6 will set C equal to {GA1 , . . . , G
A
k }, the near-optimal clustering.
As in the previous theorem, the final cluster purifying step will reduce the error of the clustering
down to cost (1 + α)OPT , which must be ǫ-close to OPT by definition of approximation stability.
Now we move to the case where wavg and Cmin are not known. For wavg, we can use the same
technique as in the previous sections: run an approximation algorithm for k-median with z-outliers
to obtain a constant approximation to wavg. For example, recently it was shown how to achieve
an 7.08-approximation in polynomial time [KLS17]. Then we have a guess wˆ for wavg that is in
[wavg , 7.08wavg ]. The situation is much like the case where wavg is known, but the constant in the
minimum allowed optimal cluster size increases by a factor of 7. The algorithm proceeds the same
was as before.
Finally, we show how to binary search for the correct value of Cmin. If we run Algorithm 5
for Cˆ ∈ [22ǫ(n − z), Cmin], the number of edges in G
′ in step 4 must be a superset of the edges
when Cˆ = Cmin. However, since each core Xi has fewer than 22ǫ(n − z) neighbors outside of Xi,
each core is still in a separate component of G′. For each such component, costmin(C
′
i) still has
cost ≤ 3
(
3 + 1α20
)
1
xOPT , therefore, the number of good components with low cost after step 7 is
≥ k− x. If we run Algorithm 5 for Cˆ ∈ [Cmin, n], similar to the proof of Theorem 3.1, the number
of components with cost ≥ 3
(
3 + 1α20
)
1
xOPT after step 7 is ≤ k + x because there is at most one
outlier component. Therefore, the size of X as a function of Cˆ is monotone, and so we can perform
binary search to find a value Cˆ such that step 6 returns the optimal clustering.
The algorithm communicates O˜(sk + z) bits to approximate wavg . The total communica-
tion in the first step is O (sk log n), since there are at most min
{
s
ǫ , O(sk)
}
sets of size at least
max
{
ǫn
s ,Ω(
n
sk )
}
. The communication for each component in step 4 is s log(n), and d ≤ 1ǫ (since
each component is size > ǫn). So the total communication in step 4 is sǫ log(n). The binary search
wrapper to find Cmin adds a log n multiplicative factor to the total communication. Therefore, the
total communication is O˜ (sk + z). This completes the proof.
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6 Communication Complexity Lower Bounds
In this section, we show lower bounds for the communication complexity of distributed clustering
with and without outliers. We prove Ω(sk + z) lower bounds for two types of clustering problems:
computing a clustering whose cost is at most a c-approximation to the optimal (or even just to
determine the cost up to a factor of c) for any c ≥ 1, and computing a clustering which is δ-close
to OPT , for any δ < 14 . This shows prior work is tight [GLZ17].
Our lower bounds hold even when the data satisfies a very strong, general notion of stability,
i.e. c-separation, for all c ≥ 1. Recall, by Lemma 2.4, an instance that satisfies (αn)-separation
satisfies almost all other notions of stability including approximation stability and perturbation
resilience. Furthermore, our lower bounds for δ-close clustering hold even under a weaker version
of clustering, which we call locally-consistent clustering. In this problem, instead of assigning a
globally consistent index [1, . . . , k] for each point, each player only needs to assign indices to its
points that is consistent in a local manner, e.g., the assignment of indices [1, . . . , k] to clusters
{C1, . . . , Ck} chosen by player 1 might be a permutation of the assignment chosen by player 2.
We work in the multi-party message passing model, where there are s players, P1, P2, . . . , Ps,
who receive inputs X1, X2, . . .Xs respectively. They have access to private randomness as well as
a common publicly shared random string R, and the objective is to communicate with a central
coordinator who computes a function f : X1 × X2 . . . × Xs → {0, 1} on the joint inputs of the
players. The communication has multiple rounds and each player is allowed to send messages to the
coordinator. Note, we can simulate communication between the players by blowing up the rounds
by a factor of 2. Given Xi as an input to player i, let Π
(
X1,X2, . . . Xs
)
be the random variable
that denotes the transcript between the players and the referee when they execute a protocol Π.
For i ∈ [s], let Πi denote the messages sent by Pi to the referee.
A protocol Π is called a δ-error protocol for function f if there exists a function Πout such that
for every input Pr
[
Πout
(
Π(X1,X2, . . . Xs)
)
= f(X1,X2, . . . Xs)
]
≥ 1 − δ. The communication
cost of a protocol, denoted by |Π|, is the maximum length of Π
(
X1,X2, . . . ,Xs
)
over all possible
inputs and random coin flips of all the s players and the referee. The randomized communication
complexity of a function f , Rδ(f), is the communication cost of the best δ-error protocol for
computing f .
Definition 6.1. (Multi-party set disjointness (DISJs,ℓ).) Given s players, denoted by P1, P2, . . .Ps,
each player receives as input a bit vector Xj of length ℓ. Let X denote the a binary matrix such
that each Xj is a column of X. Let Xi denote the i-th row of X and X
j [i] denote the (i, j)-th
entry of X. Then, DISJs,ℓ =
∨
i∈[ℓ]
∧
j∈[s]X
j [i], i.e. DISJs,ℓ = 0 if at least one row of X corresponds
to the all ones vector and 1 otherwise.
We note that set disjointness is a fundamental problem in communication complexity and we
use the following lower bound for DISJs,ℓ in the message-passing model by [BEO
+13]:
Theorem 6.2. (Communication complexity of DISJs,ℓ.) For any δ > 0, s = Ω(log(n)) and ℓ ≥ 1,
the randomized communication complexity of multi-party set disjointness, Rδ(DISJs,ℓ), is Ω(sℓ).
Intuitively, we show a lower bound of Ω(sk) via a reduction from multi-party set disjointness
with s players, where each player get a bit vector of length ℓ = (k − 1)/2. We first consider the
case where z = 0 and create a clustering instance as follows : we define upfront 2ℓ + 2 possible
locations for the points: {p1, . . . , pℓ, q1, . . . , qℓ, p, q}. Now for all i = 1 to ℓ, each player creates a
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point at location pi if their input contains element i, i.e. the i-th coordinate of their bit vector is 1,
otherwise they create a point at location qi. The coordinator creates points at locations p1, . . . , pℓ
and p and q. Note, the coordinator does not create any point at locations q1, . . . qℓ.
If the set disjointness is a no instance, then there will be some element i shared by all players.
Observe, the number of unique locations in this case are 2ℓ+1 = k, since every player inserts a point
at location pi and no point is inserted at location qi. Therefore, it is easy to see that the optimal
solution has cost 0 since we can assign each unique location to its own cluster. If the set disjointness
is a yes instance, then there will be 2ℓ+2 = k+1 distinct locations in the clustering instance, so the
optimal solution must have non-zero cost. It follows that we can solve the original set disjointness
instance by using a c1-approximate clustering algorithm. We note that the input can be made
arbitrarily stable in either yes or no instances, by setting the distances between p1, . . . , pℓ, q1, . . . , qℓ
arbitrarily far away from each other. We show a similar reduction works when the input instance
has outliers.
Theorem 6.3. Given c1 ≥ 1, the communication complexity for computing a c1-approximation for
k-median, k-means, or k-center clustering is Ω(sk), even when promised that the instance satisfies
c2-separability for any c2 ≥ 1. Further, for the case of clustering with z outliers, computing a c1-
approximation to k-median, k-means, or k-center cost, under the same promise requires Ω(sk + z)
bits of communication.
Proof. The proof strategy we follow is to show that any distributed clustering algorithm, A, that
achieves a c1-approximation to k-median, k-means or k-center, given that the input satisfies c2-
separability, can be used to construct a distributed protocol, Π, that solves DISJs,ℓ. Since the
communication complexity of DISJs,ℓ is lower bounded by Ω(sℓ), this implies a lower bound on the
communication cost of the distributed algorithm.
First we consider the case when z = 0. W.l.o.g. assume k is odd, and set the length of each
bit vector to be ℓ = (k − 1)/2. We create a clustering instance as follows. We define upfront the
following set of k + 1 locations on a graph. There is a clique of 2ℓ locations such that all pairs of
locations are distance 2max(c1, c2, 1 + α)poly(n) apart. Label these locations p1, . . . , pℓ, q1, . . . , qℓ.
There are two additional locations, p and q, such that the distance from p to q is 1, and the distance
from p and q to any other point is 2max(c1, c2, 1 + α)poly(n). Now for all i = 1 to ℓ, each player
creates a point at location pi if it contains element i (i.e., the i-th index of the bit vector is non-zero),
otherwise it creates a point at location qi. The coordinator creates points at locations p1, . . . , pℓ
and p and q.
If the set disjointness is a no instance, i.e., DISJs,ℓ = 0, then there will be some element i shared
by all players. Therefore, no point at location qi is ever created, there are ≤ k distinct locations in
the clustering instance. The optimal solution has cost 0 by assigning each location to be its own
cluster. We note that this clustering instance is c2-separable, for any c ≥ 1. To see this, note the
maximum distance between two points in the same cluster is 0 and the minimum distance across
clusters is non-zero, therefore separability is satisfied for any c2 ≥ 1. Note, a similar argument for
hard instances satisfying beyond-worse case assumptions carries through in subsequent reductions.
If the set disjointness is a yes instance, i.e. DISJs,ℓ = 1 , then there will be k + 1 distinct
points in the clustering instance. The optimal cost is 1 by putting p and q in the same cluster, and
assigning all other points to their own cluster. In this case and the previous case, the maximum
distance between points in the same cluster (recall this distance is 1), is smaller than the minimum
distance between points in different clusters (recall this is at least 2max(c1, c2)poly(n)) by a factor
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of at least c2poly(n) ,therefore the instance is c2-separated for any c2 ≥ 1. It follows that we can
solve the DISJs,ℓ instance by using a c1-approximate clustering algorithm. If the coordinator sees
all of its points are given distinct labels, then it returns no. Otherwise, the coordinator returns yes.
Recalling DISJs,ℓ has communication complexity Ω(sk) completes the lower bound.
Now we consider the case when z > 0. Note that we can assume z ∈ ω(sk) based on the
previous paragraphs. Given z ∈ ω(sk) our goal is now to find an Ω(z) lower bound. We construct a
new clustering instance similar to the previous construction, but s = 2 and k = 3 (if s > 2 or k > 3,
then only give nonempty input to the first two machines, or add k− 3 points arbitrarily far away).
Then we give a reduction from 2-player set disjointness, DISJ2,ℓ, where Players 1 and 2 are given
bit vectors X1,X2 ∈ {0, 1}ℓ, as the input and and the number of nonzero elements in each of X1
and X2 is ℓ/4. This version of set disjointness has communication complexity Ω(ℓ) [Raz92]. We set
ℓ = 2z+4, and we create a clustering instance as follows. There is a clique of ℓ locations p1, . . . , pℓ
such that all pairs of locations are distance 2max(c1, c2)poly(n) apart. We also add locations p and
q such that d(p, q) = 1, and p and q are 2max(c1, c2)poly(n) from the other points. Each player
j ∈ {1, 2}, adds a point at location pj if X
j [i] = 1, otherwise do not add a point. The coordinator
creates points at locations p and q.
Note the number of points created is z+4. Similar to the previous paragraph, if set disjointness
is a no instance, i.e. DISJ2,ℓ = 0, then there is some index i such that two points are at location pi.
This implies that the number of unique locations is z + 3. The optimal k-median with z outliers
solution is to make pi a cluster center, make p and q to be independent clusters, and make the z
remaining points to be outliers, so the total cost is zero. If the set disjointness is a yes instance,
i.e. DISJ2,ℓ = 1, then each player inserts ℓ points in unique locations, and the coordinator p and
q. Therefore, there are z + 4 points in different locations, so the optimal clustering is to put p and
q into the same cluster, pick arbitrary pi, pi′ to be independent clusters and label the rest of the
pj’s as outliers. Both yes and no instances also are c2-separable, for any c2 ≥ 1. Further, the yes
case has 0 cost and the no case cost 1, and thus any c1-approximation clustering algorithm can
distinguish between the two cases. This completes the proof.
By Lemma 2.4, Ω(sk + z) is also a lower bound for instances that are (1 + α, ǫ)-approximation
stabile or (1+α)-perturbation resilient for any α, ǫ > 0. We note that thus far we have ruled out a
distributed clustering algorithm that has communication complexity less than Ω(sk+ z) to output
the exact clustering under strong stability assumptions. Next, we prove the same communication
lower bound holds when the goal is to return a clustering that is 14 -close to optimal in hamming
distance. Note, this holds even when the algorithm outputs a c-approximate solution to the clus-
tering cost. Intuitively, the proof is again a reduction from DISJs,ℓ, similar to the proof of Theorem
6.3. The main difference is that we add roughly n2 copies each of points p and q. If set disjointness
is a no instance, p and q will each be in their own cluster, but if it is a yes instance, then p and q
must be combined into one cluster. These two clusterings are 12 -far from each other, so returning
a 14 -close solution requires solving set disjointness.
Theorem 6.4. Given 0 < δ < 14.01 , the communication complexity for computing a clustering that
is δ-close to the optimal is Ω(sk + z), even when promised that the instance satisfies c-separation,
for any c ≥ 1.
Proof. Again, the proof strategy we follow is to show that any distributed clustering algorithm, A,
that gets δ-close to the optimal clustering, given that the input satisfies c-separability, can be used
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to construct a distributed protocol, Π, that solves DISJs,ℓ. Since the communication complexity of
DISJs,ℓ is lower bounded by Ω(sℓ), this implies a lower bound on the communication cost of the
distributed algorithm.
Now we assume k is even, and set the lengths of the input bit vectors to be ℓ = (k − 2)/2.
We create a clustering instance as follows: we define locations p1, . . . , pℓ, q1, . . . , qℓ each distance
max(c, 1+α)poly(n) from each other. There are two additional locations p and q distance max(c, 1+
α)poly(n) from the previous points, but d(p, q) = 1. Now for all i = 1 to ℓ, each player inserts a
point at location pi if their input contains element i, i.e. if the j-th player has X
j [i] = 1 they insert
a point at pi, else they insert a point at location qi. The coordinator creates points at locations
p1, p2 . . . pℓ. Additionally, we also make
n
2 − ℓ · (s + 1) copies of both p and q and assign them
to the coordinator. Next, we note that we set n > 4ℓ(s+1)1−4δ , and rearranging the terms implies
δ < 14 −
(s+1)ℓ
2n .
If the set disjointness is a no instance, i.e. DISJs,ℓ = 0, then there will be some element i
shared by all players. This implies all the players create points at location pi. Therefore, no
point at location qi is ever created, and there are k distinct locations in the clustering instance.
The optimal solution has cost 0 by assigning each point to its own cluster. As seen before, this
clustering instance is c-separable. Any δ-close clustering must have all clusters of size at most
3n
4 −
3ℓ·(s+1)
2 , since p and q’s clusters are both size
n
2 − ℓ · (s + 1) and δn ≤
n
4 −
(s+1)·ℓ
2 .
If the set disjointness is a yes instance, i.e. DISJs,ℓ = 1, then there will be k + 1 distinct
points in the clustering instance. The optimal clustering is to put p and q in the same cluster,
since all other points are arbitrarily far away. Then, the cluster that contains all copies of p
and q together is of size n − 2(s + 1) · ℓ. Observe, the maximum distance between points in
every cluster is atleast c-factor smaller than the minimum distance between two points in different
clusters. Therefore, this instance is c-separable, for all c ≥ 1. Further, the optimal solution has
cost Ω(n−2(s+1) ·ℓ). Recall, δn < n4 −
(s+1)·ℓ
2 . Any δ-close clustering must have one cluster of size
n− 2(s+1) · ℓ−
(
n
4 −
(s+1)·ℓ
2
)
> 3n4 −
3ℓ·(s+1)
2 , since the cluster with p and q is size n− 2ℓ · (s+ 1).
Observe, we have now reduced the problem to computing the cardinality of the largest cluster.
The coordinator can determine the size of the largest cluster since he has access to all the copies of p
and q. Note, all other clusters are of size 1. It follows that we can solve the original set disjointness
instance by using a δ- Hamming distance clustering algorithm. If the coordinator sees the largest
cluster is size greater than 3n4 − ℓ · s, then it returns yes. Otherwise, it returns no. Since DISJs,ℓ
has communication complexity Ω(sℓ), this implies an Ω(sk) lower bound for the case where z = 0.
Now we consider the case when z > 0. Note that we can assume z ∈ ω(sk) since we already
know a Ω(sk) lower bound based on the previous paragraphs. Given z ∈ ω(sk) our goal is now
to find an Ω(z) lower bound. We now only consider 2-player disjointness, i.e. DISJ2,ℓ and set
k = 3. Further, we are guaranteed that the inputs to the two players X1 and X2 have at most ℓ/4
non-zero entries. Recall, the communication complexity of DISJ2,ℓ = Ω(ℓ) [Raz92], therefore we set
ℓ = 2z +4. Note, the two players receive as input length ℓ bit vectors X1 and X2, and construct a
clustering instance as follows: first we define upfront the following set of ℓ+2 locations on a graph.
There is a clique of ℓ locations such that all pairs of locations are distance max(c1, c2)poly(n) apart.
Label these locations p1, . . . , pℓ. There are two additional locations, p and q, such that the distance
from p to q is 1, and the distance from p and q to any other location is max(c1, c2)poly(n). For
i ∈ {1, 2}, for j ∈ [ℓ] if Xj [i] = 1, player j inserts a point at location pi, else player j does nothing.
Additionally, the coordinator creates n−z−12 points at locations p and q. Note, the total number of
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points created are n.
If the set disjointness is a no instance, i.e. DISJ2,ℓ = 0, then there will be some element i
shared by both the players. Therefore, two points lie at location pi, and there are ≤ z + 3 distinct
locations in the set {p1, . . . , pℓ, p, q}. Additionally, there are
n−z−2
2 copies of points at p and q. The
optimal solution assigns points at pi, p and q to be their own clusters, and set the remaining z
distinct points to be outliers. Observe, the clustering cost of this solution is 0. Further, any δ-close
clustering must have all clusters of size smaller than n−z−22 + δ(n− z) <
n−z−2
2 +
n−z
4 =
3(n−z)
4 − 1,
since clusters at locations p and q are both size n−z−22 and δ(n − z) <
n−z
4 .
If the set disjointness is a yes instance, i.e. DISJ2,ℓ = 1, then there will be z + 4 distinct points
in the clustering instance. The optimal solution sets z arbitrary points in the set {p1, . . . , pℓ} to be
outliers. Two points in this set remain and they have to be assigned as their own clusters. W.l.o.g.,
let these points be pi and qj. This forces p and q to be the same cluster. This clustering incurs
cost n−z−22 and has cardinality n− z− 2. Recall, δn <
n−z
4 . Therefore, any δ-close clustering must
have one cluster of size n − z − 2 − δ(n − z) > n − z − 2 −
(
n−z
4
)
= 3(n−z)4 − 2, since the cluster
that contains all points at p and q is of size n− z − 2. Since the clusters have integer cardinalities,
having cluster size strictly greater than 3(n−z)4 − 2 is equivalent to a cluster size of ≥
3(n−z)
4 − 1.
Therefore, the largest cluster size in the two cases are disjoint. Since the coordinator has all the
copies of points at p and q, he can determine which case we are in and in turn solve DISJ2,ℓ, which
completes the proof.
Though the above lower bounds are quite general, it is possible that the hard instances may
have the optimal clusters to be very different in cardinality if sk is large. The smallest cluster may
be size O
(
n
sk
)
, while the largest cluster may be size Ω(n). Often, real-world instances may have
balanced clusters. Therefore, we extend our previous lower bounds to the setting where we are
promised that the input clusters are well balanced, i.e. have roughly the same cardinality. We also
consider algorithms that only get δ-close to the optimal clustering. We are further promised that
the input instance satisfies (1+α, ǫ)-approximation stability and show lower bounds in this setting.
We note that the combination of these assumptions is really strong yet we can show non-trivial
lower bounds in this setting, indicating that Ω(sk + z) communication is fundamental barrier in
distributed clustering. We begin by defining the following basic notions from information theory:
Definition 6.5. (Entropy and conditional entropy.) The entropy of a random variable X drawn
from distribution µ, denoted as X ∼ µ, with support χ, is given by
H(X) =
∑
x∈χ
Pr
µ
[X = x] log
1
Prµ[X = x]
Given two random variable X and Y with joint distribution µ, the entropy of X conditioned on Y
is given by
H(X | Y ) = Ey∼µ(Y )
[∑
x∈χ
Pr
µ(X|Y=y)
[X = x] log
1
Prµ(X|Y=y)[X = x]
]
Note, the binary entropy function H2(X) is the entropy function for the distribution µ(X)
supported on {0, 1} such that µ(X) = 1 with probability p and µ(X) = 0 otherwise.
Definition 6.6. (Mutual information and conditional mutual information.) Given two random
variables X and Y , the mutual information between X and Y is given by
I(X;Y ) = H(X) −H(X | Y ) = H(Y )−H(Y | X)
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The conditional mutual information between X and Y , conditioned on a random variable Z is given
by
I(X;Y | Z) = H(X | Z)−H(X | Y,Z) = H(Y | Z)−H(Y | X,Z)
Definition 6.7. (Chain rule for mutual information.) Given random variables X1,X2, . . . Xn, Y
and Z, the chain rule for mutual information is defined as
I(X1,X2, . . . Xn;Y | Z) =
n∑
i=1
I(Xi;Y | X1,X2, . . . Xi−1, Z)
Recall, the δ-error randomized communication complexity of A, Rδ(A), in the message passing
model is communication complexity of any randomized protocol Π that solves A with error at
most δ. Let X1,X2, . . . Xs be the inputs for players P1, P2, . . . Ps. Let µ be a distribution over
X1,X2, . . . Xs. We call a deterministic protocol (δ, µ)-error if it gives the correct answer for A
on at least a 1 − δ fraction of the input, weight by the distribution µ. Let Dµ,δ(A) denote the
cost of the minimum communication (δ, µ)-error protocol. By Yao’s minimax lemma, we know
that Rδ(A) ≥ maxµDµ,δ(A). Therefore, in order to lower bound the randomized communication
complexity of A, it suffices to construct a distribution µ over the input such that any deterministic
protocol that is correct on 1 − δ fraction of any input can be analyzed easily. We note that the
communication complexity of a protocol Π is further lower bounded by it’s information complexity.
Definition 6.8. (Information complexity of A.) For i ∈ [s], let Πi be a random variable that
denotes the transcript of the messages sent by player Pi to the coordinator. We overload notation
by letting Π denote the concatenation of Π1 to Πs. Then, the information complexity of A is given
by
ICµ,δ(A) = min
(δ,µ)−error Π
I(X1,X2, . . . Xs; Π)
By a theorem of [HRVZ15], we know that Rδ(A) ≥ ICµ,δ(A). Therefore, our proof strategy is to
design a distribution µ over the input and lower bound the information complexity of the resulting
problem. Critically, this relies on lower bounding the mutual information between the inputs for
each player and the resulting protocol Π.
Theorem 6.9. Given δ < 14 and the promise that the optimal clusters are balanced, i.e., the
cardinality of each cluster is nk , the communication complexity for computing a clustering that is
δ-close to the optimal k-means or k-median clustering is Ω(sk).
Proof. We begin with an Ω(k) lower bound for 2 players, and subsequently we will extend it to s
players. Denote player 1 by Alice, and player 2 by Bob. Let X1 and X2 denote the length ℓ bit
vectors given as input to Alice and Bob respectively. We first describe the clustering instance that
is created by Alice and Bob based on their input. Let ℓ = k2 and let X
j [i] denote the i-th entry
of the j-th bit vector. Consider 2-dimensional Euclidean space, R2. If X1[1] = 0, Alice constructs
the points {(−3, 1), (−3,−1)} else she constructs the points {(0, 1), (0,−1)}. If X2[1] = 0, Bob
constructs the points {(3, 1), (3,−1)}, else he constructs the points {(0, 1), (0,−1)}. Alice and Bob
then repeat the above construction k/2 times, moving the gadgets arbitrarily far away from each
other to ensure that no two points from different gadgets get put into the same cluster.
Focusing on the first gadget, we observe that if Alice and Bob both have X1[1] = X2[1] = 1,
the point set {(0, 1), (0,−1)}, the optimal 2-clustering cost is 0. In any other case, the optimal
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clustering is for Alice’s two input points to be a single cluster and Bob’s two input points to be a
single cluster. The same is true for Bob. Both Alice and Bob are aware of this setup, so the only
unknown for Alice is a single bit representing which of the two input pairs Bob received, i.e. X2[1].
Similarly, the only unknown for Bob is a single bit, X1[1].
In total, there are 2k input points, and OPT is composed of a union of the k/2 optimal 2-
clusterings, one from each gadget. Recall, Rδ(A) ≥ ICµ,δ(A), therefore we define a distribution
µ over the input as follows: Each entry of X1 and X2 is 1 with probability 1/2 and 0 otherwise.
Recall, a (δ, µ)-error protocol Π achieves the correct answer on at least a 1− δ fraction of the input,
i.e. it gets at least 1− δ gadgets right. Further, we observe that if a clustering C is δ-close to OPT ,
then it solves a 1 − 2δ fraction of the 2-clustering gadgets. Therefore, a distributed clustering
algorithm that gets δ-close to OPT achieves a (2δ, µ)-protocol. It remains to show that can lower
bound ICµ,2δ for such a µ. From definition 6.8, it follows that
ICµ,2δ(A) = I(X1,X2; Π) = I(X1; Π | X2) + I(X2; Π | X1)
≥ I(X1; Π | X2)
≥ Ω(ℓ) = Ω(k)
where the first equality follows from the definition of information complexity, the second follows
from the chain rule of mutual information (definition 6.7), the third follows from mutual information
being non-negative and the last follows from Alice learning at least a 1− δ fraction of Bob’s input
for which X1 = X2 = 1. Therefore, Rδ(A) = Ω(k), which completes the proof for 2 players.
Now we extend the construction to s players to achieve an Ω(sk) bound. WLOG, assume that s
is even. Create inputs for s/2 players equal to the inputs Alice, and set the inputs for the remaining
s/2 players equal to the input for Bob. Specifically, the s/2 players that mimic Alice all receive the
same input X, and the s/2 players that mimic Bob receive the same input Y . Then OPT is the
same as in the two-player case, but with each point copied s/2 times. Observe, if a clustering C is
δ-close to OPT , for δ < 1/4, then at least half of the players mimicking “Alice” learn the solution
to at least a 1 − Θ(δ) fraction of the gadgets. Recall, from the previous paragraph, Alice requires
Ω(k) bits to learn a 1 − δ fraction of the clustering. In order to communicate this to Ω(s) other
places, the total communication is Ω(sk), which implies the overall Ω(sk) lower bound. Note there
are only Θ(k) bits needed to specify the input for every player, since there are only two distinct
inputs each given to half the players. However, we are still able to obtain the Ω(sk) lower bound
since this information needs to travel to Ω(s) different players so that all players can output a
correct clustering.
Next, we extend the above lower bound to clustering instances that are balanced and also satisfy
(1 +α, ǫ)-approximation stability. Perhaps surprisingly, we show that there is no trade-off between
the stability parameters and the communication lower bound even if the clusters are balanced and
the algorithm outputs a clustering that is δ < ǫ/4 close to the optimal clustering. In contrast,
our previous result can handle all δ < 1/4. We begin by introducing a promise version of the
multi-party set disjointness problem, where the promise states if the sets intersect, the intersect on
exactly one element. Formally,
Definition 6.10. (Promise multi-party set disjointness (PDISJs,ℓ).) Given s players, denoted by
P1, P2, . . .Ps, each player receives as input a bit vector X
j of length ℓ. Let X denote the a
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binary matrix such that each Xj is a column of X. Let Xi denote the i-th row of X and X
j
i
denote the (i, j)-th entry of X. We are promised that at most one row of X has all ones. Then,
PDISJs,ℓ =
∨
i∈[ℓ]
∧
j∈[s]X
j
i , i.e. PDISJs,ℓ = 0 if any row of X corresponds to the all ones vector and
1 otherwise.
We use a result of [BYJKS04] to lower bound the communication complexity of set-disjointness
in the multi-party communication model.
Theorem 6.11. (Communication complexity of PDISJs,ℓ [BYJKS04].) For any δ > 0, s, ℓ ∈ N,
the randomized communication complexity of promise multi-party set disjointness, Rδ(PDISJs,ℓ), is
Ω(ℓ/s2).
We show that an algorithm obtaining a δ-close clustering, given the clusters are balanced and the
clustering instance is (1+α, ǫ)-stable can be converted into a randomized communication protocol
that solves PDISJs,ℓ.
Theorem 6.12. Given a (1+α, ǫ)-approximation stable instance with z outliers such that ǫ = o(1)
and δ < ǫ4 , and the promise that the optimal clusters are balanced, i.e., the cardinality of each
cluster is n−zk , the communication complexity for computing a clustering that is δ-close to the
optimal k-means or k-median clustering is Ω(sk + z).
Proof. We extend the previous proof to show the lower bound still holds if the input clustering
instance satisfies approximation stability. Given δ < ǫ4 <
1
4 , first we show that to achieve any
(1 + α)-approximation to the optimal cost, we cannot output a cluster containing points from
different gadgets. Then, we introduce a communication problem that is a variant of set-disjointness
and show that any clustering algorithm that gets δ-close to an optimal clustering must indeed
solve set- disjointness with good probability. We then invoke the set disjointness lower-bound from
Theorem 6.11.
Recall, Alice and Bob receive length ℓ bit vectors X1 and X2 as input. Let ℓ = k2 and let X
j [i]
denote the i-th entry of the j-th bit vector. Instead of constructing points {(−3, 1), (−3,−1)} or
{(0, 1), (0,−1)}, Alice now constructs two points at (−L, 0) ifX1[0] = 0 or constructs {(0, 1), (0,−1)}
if X1[0] = 1. Similarly, Bob now constructs two points at (L, 0) if X2[0] = 0 or {(0, 1), (0,−1)}
otherwise.
In total, there are 2k input points, and OPT is composed of a union of the k/2 optimal 2-
clusterings, one from each gadget. By setting L > 10(1 + α)OPT , it is easy to see that clusters
within the same gadget that have unique x-coordinates cannot swap points and still obtain a (1+α)-
approximation to the optimal cost. Therefore, the only possible clusters in a (1 + α)-approximate
clustering that swap points must share their x-coordinate. Alice and Bob then repeat the above
construction k/2 times, moving the gadgets arbitrarily far away from each other to ensure that
no two points from different gadgets get put into the same cluster while maintaining a (1 + α)-
approximation to the clustering cost. We fist show a sufficient condition under which the above
construction is (1 + α, ǫ)-stable clustering instance. Then, we show that any algorithm that gets
δ-close to the optimal clustering must communicate Ω(sk) bits.
Focusing on the first gadget, we observe that if Alice and Bob both have X1[1] = X2[1] = 1,
the point set is {(0, 1), (0,−1)}, and the optimal 2-clustering cost is 0. Alice’s two points lie in
different clusters and Bob is symmetric. In any other case, the optimal clustering is for Alice’s two
input points to be a single cluster and Bob’s two input points to be a single cluster. In the case
where the input for Alice is 0, the clustering is determined and the cost is 0. The same holds for
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Bob. Therefore, the only case in which the clustering instance has non-zero cost is when the input
on the first index is (0, 1) or (1, 0). In such as case, the clustering cost is 4. Both Alice and Bob
are aware of this setup, so the only unknown for Alice is a single bit representing which of the two
input pairs Bob received, i.e. X2[1]. Similarly, the only unknown for Bob is a single bit, X1[1]. In
every case, each cluster has cardinality 2, and therefore the instance is balanced.
Next, if the number of coordinates i such that X1[i] = X2[i] = 1 is at most ǫk, we observe
that the instance is (1 + α, ǫ)-stable. To see this, observe that any (1 + α)-approximation to
the cost can change only swap points when the two optimal clusters for a given gadget share
the same x-coordinate. Note, in all other cases, the clusters are at least L apart, and the cost
cannot be a (1 + α)-approximation. The optimal clusters share the same x-coordinate only when
X1[i] = X2[i] = 1 and if the points switch from their optimal cluster, the cost increases by 2 units.
However, since there are at most ǫk such gadgets overall, at most 8ǫk = 4ǫn points can switch from
their optimal clusters without blowing the cost more than a (1 + α)-factor. Therefore, rescaling ǫ
by 4, the instance is (1 + α, ǫ)-stable.
Finally, we describe how a clustering algorithm that obtains a δ-close approximation to the
optimal clustering in the aforementioned instance is a valid protocol for solving PDISJs,ℓ. Given
an instance of PDISJ2,k/2, Alice and Bob create ǫn− 1 = 2ǫk − 1 dummy indices that are set to 1
for both Alice and Bob. Note, given the promise, this Alice and Bob have at most 2ǫk coordinates
that are (1, 1) and as discussed previously, the resulting clustering instance is (1 +α, ǫ)-stable. Let
the ℓ′ = k/2 + 2ǫk − 1. Using public randomness, Alice and Bob agree on a uniformly random
permutation π : [ℓ′] → [ℓ′]. They now randomly permute their input along with the dummy
coordinates and run the clustering protocol.
Observe, since the clustering protocol outputs a δ-close solution for δ < ǫ4 at least 1−2δ ≥ 1−ǫ/2
fraction of the points get classified correctly. Further, each cluster has cardinality 2, therefore at
least (1− ǫ)-fraction of the clusters would be the optimal clusters. Since we uniformly permute the
indices of the input before running the protocol, for any given index, the corresponding cluster has
hamming distance 0 from the optimal clustering with probability at least 1− ǫ. In other words at
most ǫ-fraction of the clusters are incorrect. The protocol outputs a clustering that is known to
both Alice and Bob. For each index of their input, they know whether their pair of points lie in
the same cluster of different clusters. Let I be the set of indices for which Alice and Bob’s points
lie in different clusters. If I > 4ǫk, protocol outputs fail. Else, Alice communicates her input on
the set I to Bob. Bob applies π−1 to I, and verifies if the indices correspond to the dummy indices
that were added or indeed the sets are not disjoint. Note the verification step requires additional
communication. Since I ≤ 4ǫk, and ǫ = o(1), the total additional communication is o(k).
Consider the case where the sets are not disjoint. Then, there is an index i∗ such that the input
X1[i∗] = X2[i∗] = 1 and with probability at least 1−ǫ, the clustering algorithm (protocol) correctly
clusters the corresponding 2-means gadget. This implies that Alice and Bob know that their pair
of points lie in different clusters, thus i∗ is in the set I and Alice communicates X1[i∗] to Bob.
Bob can then verify that π−1(i∗) is not a dummy index and that X1[i∗] = X2[i∗] = 1. The case
where the sets are disjoint is more subtle. In this case, the clustering algorithm may return 4ǫk
indices such that Alice’s points belong to separate clusters, i.e. they correspond to a (1, 1) input,
therefore leading to false positives. However, we observe that we can verify if the sets are disjoint
by Alice sending over her input bits on the set I to Bob. Bob can verify if they correspond to the
dummy indices and the sets are indeed disjoint. Note, this increases the over all communication
by o(k). We note that by Theorem 6.11, the communication of the protocol is Ω(k − ǫk) = Ω(k).
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We then use the previous technique of cloning the Alice and Bob players s/2 times each, therefore,
communicating the solution to each player requires Ω(sk) bits of communication.
Next, we extend out lower bound to the case where the input has z outliers, the clusters are bal-
anced and the instance satisfies (1+α, ǫ)-stability with outliers. In order to show a communication
lower bound we consider the PDISJ2,ℓ problem and show that a protocol that solves an instance
that satisfies the above assumptions in turn solves PDISJ2,ℓ with good probability. Alice and Bob
receive length ℓ bit vectors X1 and X
2 as input. Let ℓ = 2z+42 and let X
j [i] denote the i-th entry of
the j-th bit vector. Alice and Bob also pad their input to be length 2ℓ with additional 1s as follows:
indices ℓ to ℓ+ ℓ/4 are reserved for Alice and indices ℓ+ ℓ/4 to ℓ+ ℓ/2 are reserved for Bob. Alice
counts the number of 1s she receives from the input to the PDISJ2,ℓ instance, and pads 1s in the
indices allocated to her to make the total number of 1s be ℓ/4 and sets the remaining indices to 0.
Similarly, Bob pads 1s in the indices allocated to him to make the total number of 1s be ℓ/4 and
sets the remaining indices to 0.
Note, we now have an instance such that Alice and Bob have exactly ℓ/4 non-zero entries in
their bit vectors and at most one index contributes to the intersection. Further, Alice and Bob
append k−12 coordinates and both set their bit vectors corresponding to these instances to 1. Let
X1
′
and X2
′
denote the padded bit vectors for Alice and Bob and let ℓ′ = ℓ+ ℓ/2 + k−12 . Observe,
the total number of indices that correspond to X1
′
[i] = X2
′
[i] = 1 is at most k and at least k − 1,
toggled by PDISJ2,ℓ being 1 or 0. Using public randomness, Alice and Bob agree on a uniformly
random permutation π : [ℓ′]→ [ℓ′]. They now apply the permutation π to the bit vectors X1
′
and
X2
′
locally and create a clustering instance.
Upfront, we set locations p1, p2, . . . pℓ′ , such that the pair-wise distance between these locations
is max(c1, c2)poly(n). Each player creates a point at location pi if X
j [i] = 1, else they do not create
any points. The players then execute the distributed clustering algorithm on this instance. The
clustering algorithm allows Alice and Bob to figure our which of their indices correspond to optimal
clusters and which indices correspond to outliers. Let I be the set of indices that correspond to
clusters for Alice. Alice then communicates her input on the index set I to Bob. Bob applies the
inverse permutation, π−1, to I and verifies if there is some index i∗ corresponding to the PDISJ2,ℓ
instance such that X1
′
[i∗] = X2
′
[i∗] = 1.
It is left to argue that the above protocol creates clustering instances that are (1 + α, ǫ)-stable
and balanced, any δ-close clustering algorithm indeed solves the original PDISJ2,ℓ instance and the
communication overhead in sending the bits corresponding to the index set I is small. We note here
that the clustering instance is stable only when PDISJ2,ℓ = 0, i.e. the clustering algorithm outputs
a δ-close solution only in the above case. If the algorithm is provided an instance that is not stable,
it is allowed to fail. If PDISJ2,ℓ = 0, there exists some index i
∗ ∈ [ℓ] such that X1
′
[i∗] = X2
′
[i∗] = 1.
Therefore, there exists a location pπ(i∗) such that both Alice and Bob created points at this location.
There are k − 1 additional locations corresponding to the dummy indices that have two points.
Note, the optimal clustering is then to create a center at every location that contains two points
and label the remaining z points as outliers. Therefore, the optimal clustering cost is 0. Similar to
the z = 0 proof, a δ-close protocol must output 1−4δ clusters correctly. Therefore, with probability
at least 1 − δ, the clustering algorithm outputs the cluster at location pπ(i∗) correctly. Note, the
total number of clusters output should be at most k, in turn upper bounding the cardinality of
I. It is easy to see that Bob can then verify if PDISJ2,ℓ = 0 with O(k) extra communication.
Combining this with Theorem 6.11, the communication complexity of the protocol is Ω(ℓ− k), and
since ℓ = 2z+42 and k = o(z), the overall communication is Ω(z), which completes the proof.
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A Beyond the Ω(sk + z) Lower Bound
In some clustering settings, a full assignment of every datapoint to a cluster index might not
be necessary. For instance, we may only need to know the mean of the optimal clusters, or we
may only need to compute cluster assignments online as queries come in. Now we present an
algorithm that uses much less communication to handle these cases. Specifically, the algorithm
uses O(s log n+ 1ǫ log n) communication and outputs a function f which can be used to cluster all
input points (but the size of the cluster is too large to send to each machine, which would lead to a
full clustering). The algorithm is based on subsampling the clustering instance, inspired by Balcan
et al. [BRT09].
We present an algorithm that uses O(s log n + 1ǫ log n) communication, and clusters a sample
of the input points, and then creates a function f which can be used to cluster all input points
(but sending the function to each machine would require Θ(sk) communication). It is still an open
question whether it is possible to fully cluster all input points with o(sk) communication. Formally,
the theorem is as follows.
Theorem A.1. Algorithm 6 takes as input a clustering instance satisfying (1+α, ǫ)-approximation
stability such that each optimal cluster is size at least (6 + 30α )ǫn + 2 and outputs a function f :
V → [k] defining a clustering that is ǫ-close to OPT . The communication complexity is O(s log n+
1
ǫ log n).
Note that we can cluster any subset S ⊆ V of points in time O(|S|) by sending S to the
coordinator and using f to cluster S. But if the goal is to cluster every single point V , then we
need to use Θ(sk) communication.
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Algorithm 6 : Distributed k-median Clustering under (1 + α, ǫ)-approximation sta-
bility for large Clusters
Input: Distributed points V = V1 ∪ · · · ∪ Vs
1. Each machine i sends |Vi| to the coordinator
2. For all i, the coordinator computes si =
ni
n ·
1
ǫ log 10k and sends si to machine i.
3. Each machine i selects si points at random and sends them to the coordinator. The
coordinator collects all sampled points, S.
4. The coordinator sets w = min{d(u, v) | u, v ∈ S} and τ = 2αw5ǫ .
5. The coordinator runs Algorithm 3 on S and outputs the k largest components C ′1, . . . , C
′
k
of Gτ,b.
6. If the total number of points in C ′1, . . . , C
′
k is ≥ (1 − b)n and for all i, |C
′
i| ≥ 2bn, then
continue. Otherwise, increase τ to the smallest τ ′ > τ such that Gτ 6= Gτ ′ , and go to
the previous step.
7. The coordinator creates a function f : V → [k] such that for all v ∈ V , f(v) =
argmini∈[k]dmed(v,C
′
i).
Output: Function f : V → [k] which defines a near-optimal clustering
Proof of Theorem A.1. First we show that in step 3, the coordinator’s set S of points is a uniformly
random sample of the input of size 1ǫ log 10k. Given i, given v ∈ Vi, the probability that v ∈ S is
1
ni
· nin ·
1
ǫ log 10k =
1
ǫ log 10k.
Now we follow an analysis similar to [BRT09]. Let Gi denote the good points in Ci ∈ OPT and
let B denote the bad points in OPT , as defined earlier. Then since the clusters in OPT are large
enough, we can use a similar reasoning as in Theorem 4.1 to show that |Gi| > 5|B|. Furthermore,
since our random sample is size Θ(1ǫ ln
(
k
δ
)
), we can show that with probability at least 1 − δ,
|B ∩ S| < 2(1 + 5/α)ǫn and |Gi ∩ S| ≥ 4(1 + 5/α)ǫn, so |Gi ∩ S| > 2|B ∩ S| for all i. Therefore,
by running the first three steps of Algorithm 1, we generate a clustering that is O(ǫ/α)-close to
OPT on the sample. So taking the largest connected components of this graph gives us a clustering
that is O(ǫ/α)-close, restricted to S. If wavg is unknown, then we can apply a technique similar to
Theorem 4.1. Overall, we end up with a function f defining a clustering with error O(ǫ) over all
input points.
The communication complexity in the first two steps of the algorithm is O(s log n). The third
round communicates 1ǫ log(10k) points, which uses O(
1
ǫ log k) bits of communication. Therefore,
the total communication is O(s log n+ 1ǫ log k).
B A Strong Notion of Stability
Here we show that separation is a strong and general notion of stability, that implies previously
well-studied notions such as approximation stability and perturbation resilience.
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Lemma 2.4.(restated.) Given α, ǫ > 0, and a clustering objective (such as k-median), let (V, d)
denote a clustering instance which satisfies c-separation, for c > (1+α)n (where n = |V |). Then the
clustering instance also satisfies (1+α, ǫ)-approximation stability and (1+α)-perturbation resilience.
Proof. Given an instance (V, d) that satisfies c-separation, first we prove this instance satisfies
(1 + α, ǫ)-approximation stability. Consider a clustering C′ of (V, d) which is not equal to the
optimal clustering. Then there must exist a point p whose center under C′ is from a different
optimal cluster. Formally, there exist p ∈ C∗i and q ∈ C
∗
j such that q is the center for p under
C′. By definition of c-separation, we have d(p, q) > (1 + α)n · maximaxu,v∈C∗
i
d(u, v). However,
note that an upper bound on the optimal cluster cost is nmaximaxu,v∈C∗
i
d(u, v). Therefore, the
cost of C′ is at least a multiplicative (1 + α) factor greater than the optimal clustering cost. We
have proven that any non-optimal clustering is not a (1+α) approximation, therefore, the instance
satisfies (1 + α, ǫ)-approximation stability.
Now we turn to perturbation resilience. Assume we are given an arbitrary (1+α)-perturbation
of the metric d. That is, we are given d′ such that for all p, q ∈ V , we have d(p, q) ≤ d′(p, q) ≤
(1 + α) · d(p, q). Then the optimal clustering is cost at most (1 + α)OPT . From the previous
paragraph, any non-optimal clustering C′ in d must have cost greater than (1 + α)OPT , therefore,
C′ must have cost greater than (1 + α)OPT in d′. It follows that the optimal clustering stays the
same under d′, and so the instance satisfies (1 + α)-perturbation resilience.
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