This paper considers multi-input multi-output (MIMO) multicell networks, where the base stations (BSs) are full-duplex transceivers, while uplink and downlink users are equipped with multiple antennas and operate in a half-duplex mode. The problem of interest is to design linear precoders for BSs and users to optimize the network's energy efficiency. Given that the energy efficiency objective is not a ratio of concave and convex functions, the commonly used Dinkelbach-type algorithms are not applicable. We develop a low-complexity path-following algorithm that only invokes one simple convex quadratic program at each iteration, which converges at least to the local optimum. Numerical results demonstrate the performance advantage of our proposed algorithm in terms of energy efficiency.
Introduction
Energy saving has become a pressing ecological/economical concern in dealing with global warming. From this perspective, it is important to reduce the amount of carbon emissions associated with operating modern and sophisticated communication networks [1, 2] . Energy saving also helps to reduce the operational cost since energy consumption constitutes a significant portion of the network expenditure. Green cellular networks (see, e.g., [3, 4] ), which aim at optimizing energy efficiency (EE) for communications in terms of bits per joule per hertz have drawn considerable research interests in recent years (see, e.g., [5] [6] [7] [8] and the references therein). In fact, EE has been recognized as the new figure-of-merit in assessing the quality and efficiency of future communication networks and beyond (see, e.g., [9] [10] [11] ). For multicell networks, EE requires new approaches for interference management as compared to the more traditional performance metrics [12] [13] [14] [15] [16] [17] , which mainly aim at maximizing the spectral efficiency (SE) in terms of bits per second per hertz.
*Correspondence: ha.nguyen@usask.ca 3 Department of Electrical and Computer Engineering, University of Saskatchewan, Saskatoon, Canada Full list of author information is available at the end of the article Full-duplex (FD) communication, which allows simultaneous transmission and reception (over the same frequency band) to and from multiple downlink users (DLUs) and multiple uplink users (ULUs), respectively, has emerged as one of the key techniques for the fifthgeneration (5G) networks [18] [19] [20] [21] [22] [23] . Nevertheless, a challenging issue in realizing FD communication is that the interference is very severe, not only because of the residual FD self-interference (SI) but also the cross interference between the uplink and the downlink transmissions. In this paper, we consider the design of linear precoders to optimize energy efficiency under quality-of-service (QoS) constraints in FD multi-input multi-output (MIMO) multicell networks. Specifically, the BSs are equipped with multiple antennas and operate in the FD mode. There are two separate groups of multi-antenna users (UEs) in each cell, the ULUs and the DLUs, and both groups operate in the hall-duple (HD) mode. To the authors' best knowledge, such precoder design problem has not been thoroughly addressed, even for MIMO cooperative multicell networks with half-duplex base stations.
It is pointed out that, since the rate function of the users is nonconcave, the QoS in terms of user's minimum rate constitutes difficult nonconvex constraints, which are addressed very recently in [24] in a different optimization problem. On the other hand, the EE objective is not a ratio of concave and convex functions in order to facilitate the Dinkelbach-type algorithm [25] , which is the main tool for obtaining computational solutions of EE optimization problems (see, e.g. [26] [27] [28] and the references therein). To get around such nonconvexity issue, references [29] and [30] consider the specific zero-forcing precoders to completely cancel the interferences so that the user's rate function becomes concave and the QoS constraints become convex, while the EE objective becomes a ratio of concave and convex functions. This then allows the application of the Dinkelbach-type algorithm. It should be noted, however, that although having the convex QoS constraints on zero-forcing precoders, the EE optimization problems are still very difficult and there are no polynomial-time algorithms available to solve them. Furthermore, EE optimization for zero-forcing precoders only applies to the case that the number of antennas at each BS is much larger than the total number of users' antennas. As for the FD cooperative multicell networks considered in this paper, the interference cannot be completely canceled out due to the presence of self-interference [19, 21, 22] ; hence, the Dinkelbach-type algorithm is not applicable.
Motivated from the above observations, the aim of this paper is to develop a novel solution approach that directly tackles the nonconvexity of the concerned EE optimization problem. The proposed algorithm is a path-following computational procedure, which invokes a simple convex quadratic program at each iteration. The rest of the paper is structured as follows. Section 2 provides the problem formulation. Section 3 develops its computational solution. Section 4 is devoted to numerical examples. Section 5 concludes the paper.
Notation. All variables are denoted by mathematical sans serif letters. Vectors and matrices are boldfaced. I n denotes the identity matrix of size n × n, while 1 n×m is the all-one matrix of size n × m. The notation (·) H stands for the Hermitian transpose, |A| denotes the determinant of a square matrix A, and Trace(A) denotes the trace of a matrix A. The inner product X, Y is defined as Trace(X H Y), and therefore, the Frobenius squared norm of a matrix X is ||X|| 2 = Trace(XX H ). The notation A B (A B, respectively) means that A − B is a positive semidefinite (definite, respectively) matrix. E[·] denotes the expectation operator and {·} denotes the real part of a complex number.
System model and optimization problem formulations
We consider an MIMO cooperative network consisting of I cells. As illustrated in Fig. 1 
1 is the number of concurrent data streams, and
2 is the number of concurrent data streams, and d 2 ≤ min{N 2 , N r }. The precoding matrix of
In the DL channel, the received signal at DLU (i, j D ) is expressed as:
where (3) where
Note that DPC-based broadcasting is a capacity achieving transmission, which enables user (i, j D ) view the term 
It is pointed out that our below development is still applicable to the case of conventional broadcast.
In the UL channel, the received signal at BS i can be expressed as
where H m, U ,i ∈ C N 2 ×N r and H B m,i ∈ C N 2 ×N 1 are the channel matrices from ULU (m, U ) to BS i and from BS m to BS i, respectively. The channel matrix H SI i ∈ C N 2 ×N 1 represents the residual self-loop channel from the transmit antennas to the receive antennas at BS i after all realtime interference cancelations in both analog and digital domains [22, 34] are accounted for (more detailed discussion on modelling the SI channel can be found in [22, 34] ). The additive Gaussian noise vectors i, D with
SI I d 1 models the effects of the analog circuit's non-ideality and the limited dynamic range of the analog-to-digital converter (ADC) [19, 23, 34, 35] . The SI level σ 2 SI is the ratio of the average SI powers before and after the SI cancelation process. Lastly, n i is the AWGN sample, modeled as circularly-symmetric complex Gaussian random variable with variance σ 2 U . By treating the entries of the self-loop channel H SI i in (7) as independent circularly symmetric complex Gaussian random variables with zero mean and unit variance, the power of the residual SI in (7) is
It is important to point out that the above power expression only depends on the BS transmit power, and it cannot be changed by precoder matrices V i, D .
Given that the minimum mean square error-successive interference cancelation (MMSE-SIC) detector is the most popular detection method in uplink communications, this type of receiver is also adopted in this paper. Under the MMSE-SIC receiver, the achievable uplink throughput at BS i is given as [36] 
where
and
Following [37] , the consumed power P tot i of cell i can be modeled as
transmit power of BS and UEs in cell i and ζ is the reciprocal of drain efficiency of power amplifier. Alo P BS = N 1 P b and P UE = N r P u are the circuit powers of BS and UE, respectively, where P b and P u represent the per-antenna circuit power of BS and UEs, respectively. Consequently, the energy efficiency of cell i is defined by
In this paper, we consider the following precoder design to optimize the network's energy efficiency:
where (15b)-(15c) limit the transmit powers for each BS and ULU, while (15d)-(15e) are the QoS constraints for both downlink and uplink transmissions.
On the other hand, the problem of optimizing the energy efficiency in DL transmission only is formulated as follows:
Likewise, the problem of optimizing the energy efficiency in the UL transmission only is max
with
As discussed before, for the downlink EE optimization problem (16) , references [29] and [30] apply zeroforcing precoders so that all the interference terms in (5) are completely canceled, making
, the EE optimization for zero-forcing precoders becomes:
where the last linear constraint (20d) is to explicitly specify a zero-forcing precoder. Since the numerator in the objective (20a) is concave in X i,j D , the problem expressed in (20) is maximin optimization of concave-convex function ratios. To solve such problem, references [29] and [30] use the Dinkelbach-type algorithm [25] . Specifically, the optimal value of (20) is found as the maximum of γ for which the optimal value of the following convex program is nonnegative:
It should be noted that, although being convex for fixed γ , the program (21) is still computationally difficult. This is because the concave objective function and convex constraints (20c) in (21) involve log-det functions. In fact, no polynomial-time algorithms are known to find the solution. Another issue is that the zero-forcing constraint (20d) in (21) would rule out the effectiveness of the optimization, unless the total number (N · I) of the BSs' antennas is much larger than the total number (I · D · N r ) of DLUs' antennas.
The optimal value of (7) is still the maximum of γ > 0 such that the optimal value of the following program is nonnegative
However, problem (22) is a very difficult nonconvex optimization even for a fixed γ > 0 because its objective function is obviously nonconcave while its constraints (15e) are highly nonconvex. In fact, one can see that (22) for a fixed γ is not easier than the original nonconvex optimization problem (15) . In the next section we will develop a path-following procedure for computing the solution of (15) that avoids the setting (22).
Path-following quadratic programming
With the newly introduced variable t = (t 1 , . . . , t I ), t i > 0, i = 1, 2, . . . , I and under the convex quadratic constraints
problem (15) is equivalently expressed by
Let
At
, which is feasible to (15b)-(15e), define the following quadratic functions in V:
These functions are concave because
which follows from the inequality 1 ln |I + X| ≤ Trace(X), ∀ X 0.
The following result shows that the highly nonlinear and nonconcave functions f i,j D (·) and f i (·) in problem (15) can be globally and locally approximated by concave quadratic functions. [24] 
Theorem 1 It is true that
It follows from the above theorem that the nonconvex QoS constraints (15d) and (15e) can be innerly approximated by the following convex quadratic constraints:
These constraints also yield
Therefore, by using the inequality 2
we obtain
It is pointed out that functions ϕ (κ) i,j D and ϕ (κ) i are concave [38] . Furthermore, define functions
which are concave. This can be justified by observing that the first terms of these two functions, a
< 0 by (29) , while their second terms have been shown to be concave as above, and their third terms are concave according to [39] .
We now address the nonconvex problem (15) by successively solving the following convex quadratic program (QP): (23) , (33) . (V (κ) , t (κ) ), i.e., (24) , which converges to an optimal solution of (15) . Under the stopping criterion
Proposition 1 Let (V (κ) , t (κ) ) be a feasible point to (24). The optimal solution (V (κ+1) , t (κ+1) ) of convex program (41) is feasible to the nonconvex program (24) and it is better than
for a given tolerance > 0, the QP iterations will terminate after finitely many iterations.
Proof The proof of the above proposition is based on the theory of sequential optimization [40] . For completeness, it is provided in the Appendix section.
The proposed path-following quadratic prgramming that solves problem (15) is summarized in Algorithm 1.
Algorithm 1
Initialization: Set κ := 0, and choose a feasible point (V (0) , t (0) ) to (24) . κ-th iteration: Solve (41) for an optimal solution (V * , t * ) and set κ :
Before closing this section, it is pointed out that a feasible initial point (V (0) , t (0) ) to (24) can be founded by solving
with iterations
which terminate as soon as
Numerical results
For the purpose of illustrating the performance advantage (in terms of the EE) of the proposed FD precoder design, the FD BSs can be reconfigured to operate in the HD mode with N = N 1 + N 2 antennas at each BS. In particular, each BS operating in the HD mode serves all the DLUs in the downlink and all the ULUs in the uplink, albeit in two separate resource blocks (e.g., time or frequency). We then apply Algorithm 1 to solve the EE optimization problems (16) and (18) . Suppose that V opt,DL and V opt,UL are their optimal solutions. Accordingly, we compare the optimal value of (15) with Noise figure at a DLU receiver 9 dB
Noise figure at a BS receiver 5 dB
where the fraction 1/2 in the numerator accounts for the fact that two time slots are used in HD downlink and uplink communications and
The channel matrix between a BS and a user at a distance d is generated according to the path loss model for line-of-sight (LOS) communications as 10 −PL LOS /20H , where PL LOS = 103.8 + 20.9 log 10 d and each entry ofH is an independent circularly symmetric Gaussian random variable with zero mean and unit variance [41] . The channel matrix from a ULU to a DLU at a distance d is assumed to follow the non-line-of-sight (NLOS) path loss model as 10 −PL NLOS /20H with PL NLOS = 145.4 + 37.5 log 10 d [41] .
For the FD mode, the number N 1 of transmit antennas and the number N 2 of receive antennas at a BS are 4 and 2, respectively. The numbers of concurrent downlink and uplink data streams are assumed to be equal to the number of antennas at a DLU/ULU, i.e., and P u = 50 mW, respectively [37] . To arrive at the final figures, 100 simulation runs are carried out and the results are averaged. Table 1 lists other 3GPP LTE network parameters that are used in all simulations [41] . For simplicity, the drain efficiency of power amplifier ζ is assumed to be 100% for both the downlink and uplink transmissions.
Effect of SI in a single-cell network with fixed users
The example network in Fig. 2 is used to study the energy efficiency performance of Algorithm 1. By considering a single-cell network with fixed-location users, one can focus on the effect of SI while isolating those of the intracell and intercell interferences. Figure 3 Fig. 4 shows that the data rates in the FD mode are higher than that of the HD mode when σ 2 SI ≤ −120 dB. Similarly, it is clear from Fig. 5 that the data rates in the FD mode with N r = 1 are superior than that in the HD mode when σ 2 SI ≤ −110 dB. 
Effect of intracell interference in a single-cell network
The example network in Fig. 6 is examined to study the EE performance of Algorithm 1 when the intracell interference changes but σ 2 SI is fixed at σ 2 SI = −110 dB. The location of the DLU is fixed at point B but the location of the ULU is varied. For each position of the ULU at a point A on a circle of radius 90 m, the EE quantity is found by Algorithm 1. By keeping the small-scale fading parameter unchanged, a small angle AOB in Fig. 6 results in a small path loss and accordingly a large intracell interference level.
It can be observed from Fig. 7 that the FD EE is always much higher than the HD EE if the intracell interference is sufficiently small. The largest gain in EE is achieved when the ULU-DLU distance is maximum (i.e., AOB = π), in which case, the intracell interference is smallest. In addition, Figs. 8 and 9 plot the data rates of FD and HD modes for N r = 2 and N r = 1, respectively. For the case of N r = 2, the data rates of FD DL at AOB = 0 are smaller than that of the HD DL. This is expected since when the ULU is very close to DLU at AOB = 0, the intracell interference is strongest. When the ULU-DLU distance becomes larger, the data rates of FD are significantly higher than the data rates of HD. In the case of N r = 1, the data rates of FD DL are only smaller than 
Multi-cell networks
In the last simulation scenario, we compare the FD EE and HD EE for a three-cell network as depicted by Fig. 10 . The positions of the ULU and DLU in each cell are fixed at distances 2r/3 = 66.67 m and r/2 = 50 m from their serving BS, respectively. Figure 11 shows that the EE decreases with the increasing level of SI.
The convergence behavior of Algorithm 1 is demonstrated in Fig. 12 for the network in Fig. 10 , where the error tolerance for convergence is set as = 10 −3 . As can be seen, the proposed algorithm monotonically improves the objective value after every iteration. Table 2 the convergence occurs within about 32 iterations. Note also that each iteration only involves one simple convex QP, which can be solved very efficiently by any available convex solvers such as CVX [42] . The data rates of the minimum cell energy efficiency for N r = 2 and N r = 1 are provided in Figs. 13 and 14 , respectively. For the case of N r = 2, the data rates of FD DL are slightly smaller than that of HD DL, but the gap between FD UL and HD UL data rates becomes larger as σ 2 SI increases. In the case of N r = 1, although the data rates of FD DL are higher than that of the HD DL, it decreases with increasing σ 2 SI . On the contrary, the data rates of FD UL are smaller than that of the HD UL.
Conclusions
We have designed novel linear precoders for base stations and users in order to maximize the energy efficiency of a multicell network in which full-duplex BSs simultaneously transmit to and receive from their half-duplex users. The precoders are found by a low-complexity iterative algorithm that requires solving only one simple convex quadratic program at each iteration. It has also been proved that the proposed path-following algorithm is guaranteed to monotonically converge. Simulation results have been presented in various network scenarios to demonstrate the performance advantage of the proposed precoders in terms of energy efficiency. 
Endnotes
1 Function ln |I + X| is concave in X 0 so its firstorder approximation at 0, which is Trace(X), is its upper bound [38] .
2 Function x 2 /t is convex on x > 0 and t > 0, so its firstorder approximation at (x,t), which is 2xx/t −xt/t 2 , is its lower bound [38] .
