John R. Harris* Historically, industrial development has been associated with increased concentration of population in urban areas. The present-day developing economies of Africa, Latin America, and Asia are proving to be no exception to this trend.
Furthermore, there appears to be a tendency for such growth to concentrate on a very few "primate" urban centers, most frequently capital cities, which grow relatively to the smaller urban centers .
This process is giving rise to considerable apprehension on the part of many political leaders for several reasons. First, growing numbers of unemployed migrants in the major cities pose a considerable threat to political stability. Secondly, these economies have insufficient resources to provide adequate water, sewerage, housing, streets, transportation, schools, police and fire protection for burgeoning urban populations. The result is rapid deterioration of the quality of urban services accompanied by mushrooming squatter settlements. Finally, there is growing clamor from representatives of outlying areas that most of the benefits of economic development, particularly the availability of regular jobs in the "modern sector," are being channeled to the major cities and their immediate hinterlands.
Both developing and industrialized countries have attempted to ameliorate this problem to some extent by articulating policies designed -2- to divert new industry away from the primate centers and towards a number of smaller towns. Frequently some measure of regional equalization of industrial employment has been stated to be a goal for the economy. However, there has been relatively little systematic investigation of the costs and benefits of such policies. Furthermore, little is known about the specific measures required to effect the preferred geographical configuration of industrial growth.
I.
An Approach to the Problem
It is of course extremely difficulty not impossible to try to quantify the political, social or ethical benefits of a particular policy.
However, it may be possible to ascertain the economic costs or benefits to the society of a policy so that decision makers have at least some rough idea of the situation. Specifically, it is useful to ask the question: what will industrial deconcentration cost the economy in terms of domestic (National) product? If the answer turns out to be a negative quantity (economic gains) all is well since economic and political goals will be mutually supporting. However, if the costs turn out to be high, then the decision makers will be forced to decide how they will resolve the conflict between political and economic goals.
Therefore an analytical framework is needed that will enable one to estimate the costs of alternative policies.
It would seem that the place to start is to identify factors that will cause social costs to vary between one or another spatial structure of industry. However, defining a spatial structure in a way that leads to manageable problems is not at all obvious. One way is to consider an (At a later point I will briefly discuss making the model explicitly dynamic but this seems to be a reasonable point to begin considering the problem.)
An analytical technique that appears to be suitable for the task at hand is that of mixed-integer programming.
In the next section a proposed multi-region programming model will be outlined and the problems of implementing the model will be discussed subsequently.
-4-II.
The Model
The first problems to be faced in developing such a model is the choice of an objective function. Although in many ways the most analytically satisfactory approach, which has been followed by Lefeber [6] and Vietorisz [10] , is maximizing output subject to resource availabilities, this is hardly feasible when one is concerned only with a subsector of the economy such as the relatively small industrial sector of most developing economies. Therefore the objective in this model will be to minimize the social costs of producing a predetermined bill of goods with the regional pattern of deliveries also specified.
(This approach has also been used by Hurter and Moses [4] and Kendrick [5] .) This objective is stated in equation (1) . The first term on the right hand side of equation (1) is the social costs of primary factors of production used to produce the entire bill of goods.
These primary factors will include labor (r = 1), power, and water. Capital inputs are not included since I assume that capital costs are independent of location although there is no logical reason why they cannot be included if this assumption is unwarranted. Social costs of labor are not independent of wage policy but can be estimated for alternative wage policies (see Harris and Todaro [3] ) and will include not only foregone agricultural output but also specific costs of urban infrastructure that vary directly with population. Other urban infrastructure costs that vary with output will be included in primary resource costs.
The second term in (1) consists of the costs of imported and nonindustrial intermediate goods using an appropriate exchange rate and includes transport costs of moving the imports from point of embarkation to using point. Social costs of transporting goods both for intermediate and final uses are contained in the third term of (1) . The final term arises from the fact that with economies of scale in some lines of production, excess capacity may have to be maintained. The cost of such capacity, however, should be minimized.
The first of the constraints to be considered is the delivery requirements for final demand of each commodity at each point as shown by equations (2) .
where:
,-a j km = input requirements of commodity k per unit of commodity m produced at point j, and D j k = specified final demand for commodity k at point j.
The first term on the left hand side of (2) is the total availability of k in j while the second term accounts for intermediate uses. The B's are specified from outside the model.
Determination of the B's actually to be used empirically will be discussed in a later section.
If some primary resources are in limited supply, equations (3) reflect the fact. These constraints can arise in two ways. First there may be an absolute capacity for providing some resource such as water or the resource may be available only at rising social cost.
In the latter case the supply function will be approximated by a series of step functions. This is handled by redefining the primary factor as more than one factor, each of which
For instance, labor may be such a case since additional labor has to be drawn from further away and may also incur rising marginal infrastructure costs. Then r = 1 will refer to the first R c R units of labor used (i 1) which incur cost (i 1) and r = 2 will refer R c to the next R units of labor (i 2) which will incur a higher cost (i 2).
Commodities will also have to be redefined. For instance, shoes made with the lower cost labor will be designated k = 4 and shoes made with the higher cost labor will be k = In equation (4) r = 1 is labor which is treated as a single primary factor.
(If, because of rising social costs, labor was designated as more than one resource, one would have to sum over the labor categories.) The first term of (4) is total employment generated in i while the term in brackets is total employment created in the entire industrial sector. Therefore (4) states that employment at i will have to be at least some fraction i a of (4) to be multiplied by the appropriate wage. A regional balance-of-payments constraint is also a possibility but seems less relevant for this problem than the others mentioned.
The final constraint to be considered is levels of productive capacity in each region for each good.
If we are concerned only with production arising from net additions to capacity over some time period, sufficient capacity will have to be provided to produce the desired bill of goods.
Since capital costs are probably insensitive to location, it would at first appear that the model described by equations (1) If, however, there are economies of scale in some activities it will
•9-become optimal to balance transport costs against production cost savings, and a more concentrated production pattern for any one good will arise.
Scale economies present a considerable difficulty since the feasible set becomes non-convex and the ordinary linear programming techniques break down.
Manne [7] has dealt with the case of continuous economies of scale in plant size and shows that the problem is manageable but complicated.
An alternative approach which appears reasonable is to assume that there is a plant size at which costs are minimized and that variable production costs are constant for any level of production in such a plant. This requires that productive capacity be provided in even multiples of such a plant size according to equations (5) . = the optimal plant size for producing commodity k, and i n k = a variable that is free to take on only integer values.
The inclusion of constraints (5) turns the problem into one of mixed-integer programming.
Computational techniques exist for such a problem and have been used by Kendrick [5] . Since computation time is greatly increased by adding the integer constraints it makes sense to first compute the program without (5) and examine the pattern of plant sizes that emerge in the solution.
If they are implausibly small, it is then worthwhile to introduce constraints (5) . It should be emphasized that these constraints
will not apply to all industries but only to those in which economies of scale are important.
•10-
The final constraint is the requirement that all X's are non-negative. First the optimal solution will be computed when (4) are omitted which gives the minimum possible value of (1) for the given pattern of final demands, technological constraints, and factor costs.
Then by introducing (4) the cost minimizing solution can be computed with additional social costs incurred by imposing specific constraints on the regional distribution of activity. It may appear to be a glaring omission that the model as outlined above fails to specify any connection between levels of production (hence -11-income generated) and consumption. Such a relationship could be added, although the problem would then become non-linear. Computation problems aside, given the relatively small share of income originating in the industrial sector, moderate changes in industrial activity in a region will probably not have a great effect on regional consumption which depends on total regional income.
Recall that a goodly portion of value added will accrue to owners of capital assets and there is no reason to require that this income will give rise to consumption or investment in the same region.
A reasonably simple way to handle the problem is to vary the B's somewhat when the a's are varied and observe changes in (1) that result.
The other obvious shortcoming of the model is that it fails to consider the externalities that are usually referred to as agglomeration effects. While it dodges the issue somewhat ingenuously, the argument can be made that deconcentration will mean that some economies of agglomeration are lost; yet, in the long run, this will be more than offset by creating additional centers in which agglomeration economies will be reaped. [10] This, of course, requires that agglomeration economies increase at a decreasing rate with center size. It is notoriously difficult to concretely identify agglomeration economies, and I am not aware of any empirical studies that have effectively quantified them although a recent paper by Nixson [8] reports negative findings on agglomeration economies for Nairobi. Nonetheless, the notion of cumulative causation remains an appealing explanation of regional growth [2] and one has to count it as a weakness in the model that such effects cannot be incorporated.
I have already indicated how the solutions to this model can be used to give a quantitative estimate of the social costs incurred by forcing an 12-industrial pattern to be less geographically concentrated than it would be in the absence of intervention. The second part of the problem is to devise policies that will cause the desired pattern to become a reality.
Again this model can be helpful.
The dual problem, in formal notation, is stated in equations (7) through (9) .
Max: It is interesting to examine the fourth term in (8) 
