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Abstract
We will use the heat semi-group to regularize functions and vector fields on Riemannian manifolds in
order to develop Di Perna–Lions theory in this setting. Malliavin’s point of view of the bundle of orthonor-
mal frames on Brownian motions will play a fundamental role. As a byproduct we will construct diffusion
processes associated to an elliptic operator with singular drift.
© 2011 Elsevier Masson SAS. All rights reserved.
0. Introduction
In 1989, R.J. Di Perna and P.L. Lions solved [7] ordinary differential equations (ODE)
dXt(x)
dt
= Z(Xt(x)) (0.1)
with the coefficient Z belonging to Sobolev spaces Dq1(R
d), by solving first the transport equa-
tion
dut
dt
+Z · ∇ut = 0. (0.2)
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tor field Z is needed; to prove the uniqueness of (0.2), we have to regularize the function ut .
In flat cases, there is no difference for regularizing these two objects: they smoothed them by
convolution; a key point is to estimate a commutator between the derivative and the convolu-
tion. When we deal with a Riemannian manifold M , there are several methods for smoothing
functions: the standard mechanism is the use of partitions of unity combined with convolution
in local charts; this method has been used in [11]. But as it was pointed out by Greene and Wu
in [15], this method tends to obliterate geometrically meaningful properties: they developed the
so-called Riemannian convolution smoothing [15]. In p. 47 of the introduction of [15], the au-
thors acknowledged P. Malliavin for suggesting the role that the heat equation should play. The
third method is the Inf-convolution, which is useful for smoothing convex functions (see [3]). For
our purpose, we also have to regularize vector fields; we are unaware of other methods than the
use of the heat semi-group [4]. In the middle of 1970, Malliavin used the bundle of orthonormal
frames O(M) to construct the Brownian motion on the manifold M and gave a global and an
intrinsic notion of parallel transport [23]. We will fully use his point of view. With Brownian
motions and horizontal lifts to O(M), the curvature tensor on M will be involved. We will pay
attention on conditions over the curvature at the different stage of this work.
The organization of the paper is as follows. In Section 1, we prepare some geometrical ma-
terials, we will use the framework of orthonormal frames O(M). In Section 2, we outline basic
properties concerning Brownian motions: estimates of exit time, Bismut’s formula and Driver’s
formula. The main part of this paper is Section 3 where the commutator is estimated and the well-
posedness of transport equations is proved. For estimating the commutator, it turns out to use
Bismut’s formula [5] for backward derivative and Driver’s formula [8,10] for forward derivative.
In Section 4, we regularize vector fields by heat semi-group and solve ODE with coefficients in
Sobolev spaces, following Ambrosio’s approach [1,2]. In Section 5, we give suitable conditions
on the curvature to ensure the strong completeness of the canonical horizontal flow on O(M).
In last section, we lift a Sobolev vector field V on M to V˜ on O(M) and use the horizontal flow
of diffeomorphisms to solve a SDE on O(M) with V˜ as the drift term. To this end, we assume
boundedness conditions on the curvature.
1. Preparation of geometric materials
Let M be a complete Riemannian manifold. We denote by O(M) the principal bundle of
orthonormal frames of M . An element r ∈ O(M) is an isometry from Rd onto the tangent space
Tπ(r)M , where π : O(M) → M is the natural projection; through this paper, TxM denotes the
tangent space of M at the point x. The group SO(d) of special orthogonal matrices acts on O(M)
on the right: R(g)(r) = r ◦ g. Let q ∈ so(d) be a skew-symmetric matrix on Rd ; define
V (q)(r) =
{
d
dε
R
(
eεq
)
(r)
}
ε=0
. (1.1)
Then V (q) is a complete smooth vector field on O(M) such that π ′(r) · V (q)(r) = 0. Let ∇ be
the Levi–Civita connection on M . For each a ∈ Rd and r ∈ O(M), there exists a unique geodesic
{γ (t); t  0} on M , such that γ (0) = π(r) and γ ′(0) = ra. Let τγt←0 be the parallel translation
along γ ; for each b ∈ Rd , set
u(t) · b = τγt←0(rb) ∈ Tγ (t)M.
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H(a)(r) =
{
d
dt
u(t)
}
t=0
. (1.2)
The vector field H(a), called horizontal vector field on O(M), is complete. We will choose a
canonical basis of tangent spaces of O(M). Let {ε1, . . . , εd} be the canonical basis of Rd and
qij ∈ so(d) such that
qij εj = −εi, qij εi = εj , qij εk = 0 for k 	= i, j.
In what follows, we shall denote by
Hi = H(εi) and Vij = V (qij ) for i < j. (1.3)
Then {H1, . . . ,Hd ;Vij , i < j} is a basis at each tangent space TrO(M). Recall that the paral-
lelism (θ,ω) on O(M) is a D(d) := Rd ⊕ so(d) valued differential 1-form such that{
θ(Hi) = εi, θ(Vij ) = 0,
ω(Hi) = 0, ω(Vij ) = qij . (1.4)
The following structure equation holds:{dθ = ω ∧ θ,
dω = ω ∧ω +Ω,
where Ω is the representation on O(M) of the curvature tensor. The structure equation (1.4),
combined with
dη(X1,X2) = X1 · η(X2)−X2 · η(X1)− η
([X1,X2]),
yields relations⎧⎪⎨
⎪⎩
[
H(a),H(b)
]= −V (Ω(a,b)), a, b ∈ Rd,[
V (q1),V (q2)
]= V ([q1, q2]), q1, q2 ∈ so(d),[
V (q),H(a)
]= H(qa), q ∈ so(d), a ∈ Rd .
(1.5)
Endow now on so(d) the metric
〈q1, q2〉G = 12 Tr
(
q1 · q∗2
)
, (1.6)
where q∗ denotes the adjoint matrix of q . Under this metric, {qij ; i < j} is an orthonormal basis
of so(d). Let r ∈ O(M), define the metric on TrO(M) such that
{H1, . . . ,Hd;Vij , i < j}
constitutes an orthonormal basis of TrO(M). Therefore for each r ∈ O(M), (θr ,ωr) sends
TrO(M) isometrically onto D(d) endowed with the metric∥∥(a, q)∥∥2 = |a|2
Rd
+ |q|2G . (1.7)
Let ∇O(M) be the Levi–Civita connection on O(M) associated to the metric defined in (1.7).
Proposition 1.1. We have
(i) ∇O(M)H(a) H(b) = 12V (Ω(a, b)).
(ii) ∇O(M)V (q) = 1 ∑d 〈V (Ω(a, εi)),V (q)〉Hi .H(a) 2 i=1
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(iv) ∇O(M)V (q) H(a) = ∇O(M)H(a) V (q)+H(qa).
Proof. We are only going to check (iii). We compute
2
〈∇O(M)V (q1) V (q2),H(a)〉= −〈[V (q1),H(a)],V (q2)〉− 〈[V (q2),H(a)],V (q1)〉
+ 〈[V (q1),V (q2)],H(a)〉,
which is 0, due to formulae in (1.5). For the vertical component, we have
2
〈∇O(M)V (q1) V (q2),V (q3)〉= −〈[V (q1),V (q3)],V (q2)〉− 〈[V (q2),V (q3)],V (q1)〉
+ 〈[V (q1),V (q2)],V (q3)〉,
which is equal, by the second formula in (1.5), to
−〈V ([q1, q3]),V (q2)〉− 〈V ([q2, q3]),V (q1)〉+ 〈V ([q1, q2]),V (q3)〉.
But note that〈
V
([q1, q3]),V (q2)〉+ 〈V ([q2, q3]),V (q1)〉= 〈[q1, q3], q2〉G + 〈[q2, q3], q1〉G = 0,
since ad(q3) is skew-symmetric. So we get the expression in (iii). 
Proposition 1.2. With respect to ∇O(M), horizontal vector fields H(a) and vertical vector fields
V (q) on O(M) have divergence zero:
div
(
H(a)
)= 0, div(V (q))= 0.
Proof. By (i) in Proposition 1.1, 〈∇O(M)Hi H(a),Hi〉 = 0. By (ii) and (iv), the vector field
∇O(M)V (qij )H(a) is horizontal, so that 〈∇
O(M)
V (qij )
H(a),V (qij )〉 = 0. For computing the divergence of
V (q), first by (ii),
〈∇O(M)Hi V (q),Hi 〉= 12
〈
V
(
Ω(εi, εi)
)
,V (q)
〉= 0.
Now by (iii),〈∇O(M)V (qij )V (q),V (qij )〉= 〈V ([qij , q]),V (qij )〉= 〈[qij , q], qij 〉G = 0.
We get the results. 
The following expression for the Ricci tensor over O(M) is taken from [19].
Proposition 1.3. The Ricci tensor RicO(M) at r ∈ O(M) admits the expression,
〈
RicO(M)r H(a),H(b)
〉= 〈ricr a, b〉 − 34
d∑
α,β=1
〈
Ωr(a, εα)εβ,Ωr(b, εα)εβ
〉
+ 1
4
d∑ 〈
Ωr(εα, εβ)a,Ωr(εα, εβ)b
〉
.α,β=1
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RicO(M)r H(a),Vij
〉= d∑
α=1
〈
(LHαΩ)r(εα, a)εi, εj
〉
,
〈
RicO(M)r Vij ,Vij
〉= 1
2
d∑
α=1
∣∣Ωr(εi, εj )εα∣∣2 + d − 24 ,
〈
RicO(M)r Vij ,Vk,
〉= 1
2
d∑
α=1
〈
Ωr(εi, εj )εα,Ωr(εk, ε)εα
〉 for (i, j) 	= (k, ).
Where ricr is the representation on O(M) of Ricci tensor Ricx of M , and LHα denotes the Lie
derivative along Hα . Proposition 1.3 says that the Ricci tensor on the bundle O(M) is dependent
of the curvature of M .
Let dx be the Riemannian measure on M and dg the Haar measure on SO(d). The Liouville
measure dr on O(M), is locally equal to the product measure dx ⊗ dg, that is,∫
π−1(U)
F (r)dr =
∫
U
( ∫
SO(d)
F
(
Rg
(
s(x)
))
dg
)
dx (1.8)
where U is a local chart of M and s : U → π−1(U) a smooth section (see [25]). We have (see
[25], p. 186):∫
O(M)
(LV (q)F )(r)dr = 0 and
∫
O(M)
(LH(a)F )(r)dr = 0. (1.9)
The formulae in (1.9) combined with Proposition 1.2 mean that the divergence defined as the
trace of covariant derivative coincide with the one defined through the duality (1.9) with respect
to Liouville measure.
Consider the Bochner–Laplace operator on O(M): O(M) =∑di=1 L2Hi . According to (1.9),
O(M) is a self-adjoint operator on L2(O(M),dr):∫
O(M)
O(M)F1 · F2 dr =
∫
O(M)
F1 ·O(M)F2 dr (1.10)
for any F1,F2 ∈ C∞c (O(M)). Denote by T O(M)t the semi-group associated to 12O(M). Then∫
O(M)
T
O(M)
t F1 · F2 dr =
∫
O(M)
F1 · T O(M)t F2 dr, (1.11)
for any positive continuous functions F1,F2 on O(M).
2. Brownian motion on Riemannian manifolds
Consider a standard Brownian motion wt = (w1t , . . . ,wdt ) on Rd , defined on a probability
space (W,F ,Ft , P ) satisfying the usual hypotheses. The following stochastic differential equa-
tion (abbreviated as SDE) on O(M) has been introduced in [23]:
drt (w) =
d∑
Hi
(
rt (w)
) ◦ dwit , r0(w) = r0 ∈ O(M), (2.1)
i=1
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γw(t) = π
(
rt (w)
)
.
The following result is taken from p. 199 of [25].
Theorem 2.1. Let x0 ∈ M be a fixed point. If there exists an integer p ∈ N such that
Ricx −p
2
d
(
1 + d2M(x, x0)
); (2.2)
then for any ε ∈ ]0,1[, T > 0 and R > 0, we have
Px
(
sup
t∈[0,T ]
dM
(
γ (t), x0
)
R
)
 (1 + d + p)!
(1 − ε)1+d+p exp
(
εd2M(x, x0)
2(1 − ε)T
)
e−R2/2T epT , (2.3)
where {Px, x ∈ M} denotes the law of w → γw , issuing from x.
In particular, under the hypothesis (2.2), the life time ζ = +∞ almost surely. Note that if the
constant p in (2.2) is independent of the reference point x0, then the condition is reduced to
Ric−p2/d. (2.4)
In this section, we always assume (2.2). The semi-group T O(M)t considered in Section 1 ad-
mits the expression(
T
O(M)
t F
)
(r0) = E
(
F
(
rt (w, r0)
))
, F ∈ C(O(M), [0,+∞[ ),
where rt (w, r0) is the solution to (2.1). Let
W
(
O(M)
)= {r: [0, T ] → O(M) continuous}.
We denote by PO(M)r0 the law of w → r·(w, r0) on W(O(M)). Then under the probability law
defined by∫
W(O(M))
F (r)dPˆ O(M)(r) =
∫
O(M)
( ∫
W(O(M))
F (r)dPO(M)r0 (r)
)
dr0 (2.5)
the process {rt ; t ∈ [0, T ]} is reversible. Let ϕ ∈ C1c (O(M)). Then by Lyons–Zheng decomposi-
tion, for each t ∈ ]0, T ] fixed, under Pˆ O(M), there exists a continuous martingale (Mts )0st with
respect to the filtration Fs generated by {ru; 0 u s} and a continuous martingale (M¯ts )0st
with respect to the filtration F¯s generated by {rt−u; 0  u  s}, having the quadratic variation
given by
dMts · dMts =
s∫
0
d∑
j=1
|LHj ϕ|2(ru)du, dM¯ts · dM¯ts =
s∫
0
d∑
j=1
|LHj ϕ|2(rt−u)du (2.6)
such that ϕ(rt ) admits the expression
ϕ(rt )− ϕ(r0) = 1
(
Mtt − M¯tt
)
. (2.7)2
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only dependent of x, not of r0 ∈ π−1(x), the heat semi-group T Mt on M has the expression
T Mt f (x) = E
[
f
(
π
(
rt (w, r0)
))]= T O(M)t (f ◦ π)(r0).
Now let’s state Bismut’s formula [5]. Consider the following resolvent equation
dQt
dt
= −1
2
ricrt (w,r0) Qt , Q0 = Id . (2.8)
Under the condition (2.2), it holds
‖Qt‖ exp
(
p2
2d
t∫
0
[
1 + d2M(γs, x0)
]
ds
)
. (2.9)
Theorem 2.2 (Bismut’s formula). Let V be a C1-vector field on M ; then for any continuous
function with compact support f ∈ Cc(M), t ∈ [0, T ] and r0 ∈ π−1(x),
(LV T Mt f )(x) = 1t Ex
[
f (γt )
t∫
0
〈
Qs
(
r−10 Vx
)
,dws
〉]
, (2.10)
where Ex means the expectation with respect to the distribution Px .
This formula was initially established by J.M. Bismut [5] using an intrinsic formula of inte-
gration by parts for Brownian paths on Riemannian manifolds, in the framework of Malliavin
calculus [22]. Several years later, B. Driver proved the global quasi-invariance for perturbations
of Riemannian Brownian paths [9]. The first named author had the privilege to learn this theory
and the geometry from P. Malliavin [14]. Many extensions of (2.10) were given. We refer to
[10,13] for quite general discussions.
For stating Driver’s formula [8,10], we are given a T > 0 and an absolutely continuous func-
tion  : [0, T ] → R such that (T ) = 1.
Theorem 2.3 (Driver’s formula). Let f ∈ C1c (M) and V be a C1-vector field with compact
support. Then
Ex
[
(LV f )
(
γw(T )
)]
= E
(
f
(
γw(T )
)[−div(V )γw(T ) +
〈
r−1T Vγw(T ),
T∫
0
(
˙(s)− 1
2
(s) ricrs
)
d¯ws
〉])
(2.11)
where d¯ws denotes the Itô backward stochastic integral:
T∫
0
(
˙(s)− 1
2
(s) ricrs
)
d¯ws =
T∫
0
(
˙(s)− 1
2
(s) ricrs
)
dws + Itô stochastic contraction
(2.12)
the last term in (2.12) will be precised below.
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Let f ∈ C∞c (M) and V be a C∞-vector field with compact support. The estimate for the term
ct (f,V ) = LV
(
T Mt f
)− T Mt (LV f ), (3.1)
called the commutator for the heat semi-group, plays a basic role in the theory of DiPerna–Lions
flow. Throughout this section, we fix a reference point x0. Define
J (r) =
d∑
α=1
(LHα ric)(r)εα, r ∈ O(M). (3.2)
Then the Itô stochastic contraction in (2.12) is equal to
−1
2
T∫
0
(s)Jrs ds.
Theorem 3.1. Let q  2 and x0 ∈ M be fixed point. Assume that there is Cx0 > 0 such that for
all r ∈ O(M),
| ricr | ∨
∣∣J (r)∣∣ Cx0(1 + d2M(π(r), x0)). (3.3)
Then for any compact set K ⊂ M , there are constants CK,1,CK,2 > 0 such that for t > 0 small
enough, it holds∥∥ct (f,V )∥∥L1(K,dx)  CK,1‖f ‖L2p‖∇V ‖Lq
+CK,2
√
t‖f ‖L2p‖V ‖Lq + ‖f ‖Lp
∥∥div(V )∥∥
Lq
, (3.4)
where p is the conjugate number of q .
Proof. Taking T = t and (s) = s/t , 0 s  t , in the formula (2.11), combined with (2.10), we
get the expression
ct (f,V )(x) = 1
t
E
(
f (γt )
〈
r−10 Vx − r−1t Vγt ,w(t)
〉)
− 1
2t
E
(
f (γt )
t∫
0
〈( s∫
0
ricru Qu du
)(
r−10 Vx
)
,dws
〉)
+ 1
2t
E
(
f (γt )
〈
r−1t Vγt ,
t∫
0
s ricrs dws
〉)
+ 1
2t
E
(
f (γt )
〈
r−1t Vγt ,
t∫
0
sJrs ds
〉)
+ Ex
[(
f div(V )
)
(γt )
]; (3.5)
where we have used the resolvent equation (2.8) to replace Qt by Id− 12
∫ t
0 rics Qs ds. We denote
by a1(t, r0), a2(t, r0), a3(t, r0) and a4(t, r0) accordingly the first four terms on the right hand
side of (3.5). Now we shall estimate these terms. By Bürkhölder’s inequality,
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(∣∣∣∣∣
t∫
0
〈( s∫
0
ricru Qu du
)(
r−10 Vx
)
,dws
〉∣∣∣∣∣
q)
 Cq |Vx |qE
[( t∫
0
( s∫
0
‖ ricru Qu‖du
)2
ds
)q/2]
.
Set
Λx0(w) = 1 + sup
0u1
d2M(x0, γu). (3.6)
Then by lower bound condition (2.2) on the Ricci curvature tensor and Theorem 2.1, for any
compact set K ⊂ M ,
sup
x∈K
Ex
(
eβΛx0
)
< +∞ for small β > 0. (3.7)
Furthermore ‖Qu‖ euCx0Λx0/2, thus
∫ s
0 ‖ ricru Qu‖du sCx0Λx0esCx0Λx0/2. It follows that for
some constante CK > 0,
E
[( t∫
0
( s∫
0
‖ ricru Qu‖du
)2
ds
)q/2]
 Cqx0Ex
(
Λ
q
x0e
qtCx0Λx0/2
)
t3q/2  CKt3q/2,
for t small enough such that qtCx0  β according to (3.7). Hence
E
(∣∣∣∣∣
t∫
0
〈( s∫
0
ricru Qu du
)(
r−10 Vx
)
,dws
〉∣∣∣∣∣
q)
 CqCqx0CKt3q/2|Vx |q .
As a consequence, by Hölder inequality,∣∣a2(t, r0)∣∣ Cq,K,x0√t |Vx |(T Mt |f |p)1/p.
Integrating the two hand sides over π−1(K) leads to∫
π−1(K)
∣∣a2(t, r0)∣∣dr0  Cq,K,x0√t
(∫
K
|Vx |qdx
)1/q(
vol(K)
)1/2p(∫
K
(
T Mt |f |p
)2dx)1/2p
 C′q,K,x0
√
t‖V ‖Lq‖f ‖L2p . (3.8)
For a3(t, r0), we have by Hölder inequality,
∣∣a3(t, r0)∣∣ 12t
[
E
(∣∣f (γt )∣∣2p)]1/2p[E(|Vγt |q)]1/q
[
E
(∣∣∣∣∣
t∫
0
s ricrs dws
∣∣∣∣∣
2p)]1/2p
.
Bürkhölder’s inequality plus the condition (3.3) on the Ricci curvature tensor gives us
E
(∣∣∣∣∣
t∫
s ricrs dws
∣∣∣∣∣
2p)
 CpE
[( t∫
‖s ricrs ‖2 ds
)p]
 Cp t3pC2px0 Ex
(
Λ
2p
x0
)
.0 0
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and ∫
π−1(K)
∣∣a3(t, r0)∣∣dr0  Cp,K,x0√t‖V ‖Lq‖f ‖L2p . (3.9)
For the estimate of a4, the same argument works under the condition (3.3); hence we obtain∫
π−1(K)
∣∣a4(t, r0)∣∣dr0  Cq,K,x0 √t‖V ‖Lq‖f ‖L2p . (3.10)
The delicate term is a1(t, r0). To avoid the apparition of the second derivative in Itô’s for-
mula, we shall use the reversibility of the process (r, t) → rt under Pˆ O(M) and the Lyons–
Zheng decomposition formula. Let {ε1, . . . , εd} be the canonical basis of Rd ; then we have
〈r−1t Xγt , εi〉 = 〈Xγt , rt εi〉. Set
ϕi(r) =
〈
Vπ(r), π
′(r)Hi(r)
〉
, i = 1, . . . , d. (3.11)
These functions are smooth on O(M) with compact support. Denote by ϕ(r) = (ϕ1(r), . . . ,
ϕd(r)). Then a1(t, r0) can be expressed as
a1(t, r0) = −1
t
E
[
f (γt )
d∑
i=1
wit
(
ϕi
(
rt (w, r0)
)− ϕi(r0))
]
= −1
t
E
[
f (γt )
〈
wt,ϕ
(
rt (w, r0)
)− ϕ(r0)〉]. (3.12)
We have by Hölder inequality,∫
π−1(K)
∣∣a1(t, r0)∣∣dr0 
[ ∫
π−1(K)
E
(∣∣f (γt )∣∣2p)dr0
]1/2p[ ∫
π−1(K)
E
(∣∣∣∣wt√t
∣∣∣∣
2p)
dr0
]1/2p
×
[ ∫
π−1(K)
E
(∣∣∣∣ϕ(rt (w, r0))− ϕ(r0)√t
∣∣∣∣
q)
dr0
]1/q
 Cp,K‖f ‖L2p
[ ∫
O(M)
E
(∣∣∣∣ϕ(rt (w, r0))− ϕ(r0)√t
∣∣∣∣
q)
dr0
]1/q
. (3.13)
Now it remains to estimate∫
O(M)
E
(∣∣∣∣ϕ(rt (w, r0))− ϕ(r0)√t
∣∣∣∣
q)
dr0
which is equal to∫ ∣∣∣∣ϕ(rt )− ϕ(r0)√t
∣∣∣∣
q
dPˆ O(M)(r). (3.14)
W(O(M))
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ϕi(rt )− ϕi(r0) = 12 (Mt − M¯t ), (3.15)
the quadratic variation of (Ms) and (M¯s) are given (see (2.6) and (2.7)) by
dMs · dMs =
s∫
0
d∑
j=1
|LHj ϕi |2(ru)du, dM¯s · dM¯s =
s∫
0
d∑
j=1
|LHj ϕi |2(rt−u)du. (3.16)
Set for a smooth function F : O(M) → R, |∇HF(r)|2 = ∑dj=1 |LHj F (r)|2. By Bürkhölder
inequality,
∥∥∥∥Mt√t
∥∥∥∥
q
Lq
 Cqt−q/2EPˆ
[( t∫
0
∣∣∇Hϕi∣∣2(ru)du
)q/2]
,
whose right hand side is dominated by
Cq t
−1
E
Pˆ
[ t∫
0
∣∣∇Hϕi∣∣q(ru)du
]
= Cqt−1
t∫
0
∫
O(M)
∣∣∇Hϕi∣∣q dr0 du = Cq
∫
O(M)
∣∣∇Hϕi∣∣q dr0.
By (3.15), we have
∥∥∥∥ϕ(rt )− ϕ(r0)√t
∥∥∥∥
q
Lq(Pˆ )
 Cq,d
d∑
i=1
∫
O(M)
∣∣∇Hϕi∣∣q dr0. (3.17)
Now we shall compute the right hand side of (3.17). Let Uj (s) be the flow associated to Hj
on O(M):
dUj(s)
ds
= Hj
(
Uj(s)
)
.
Set mj(s) = π(Uj (s)). Then
dmj(s)
ds
= π ′(Uj(s)) · dUj (s)ds = π ′
(
Uj (s)
) ·Hj (Uj (s))= Uj(s)εj .
So
ϕi
(
Uj (s)
)= 〈Vmj (s),Uj (s)εi 〉= 〈r0Uj (s)−1Vmj (s), r0εi 〉.
Therefore, by taking the derivative with respect to s and at s = 0, we get the expression
(LHj ϕi)(r0) =
〈
(∇r0εj V )(x0), r0εi
〉
. (3.18)
It follows that
d∑
i,j=1
|LHj ϕi |2(r0) = |∇V |2(x0). (3.19)
The proof of Theorem 3.1 is complete. 
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d∑
i=1
(LHiϕi)(r0) = div(V )
(
π(r0)
)
. (3.20)
Lemma 3.2. Under the conditions of Theorem 3.1, it holds
lim
t→0
∥∥ct (f,V )∥∥L1loc = 0.
Proof. By above computation, it is clear that for any compact K ⊂ M ,
∥∥ct (f,V )∥∥L1(K,dx) 
∫
π−1(K)
∣∣a1(t, r0)+E((f div(V ))(γt ))∣∣dr0 +CK,2√t‖f ‖L2p‖V ‖Lq ,
hence it is enough to show that the first term on the right hand side converges to 0 as t → 0. Set
f˜ = f ◦ π ; then f (γt ) = f˜ (rt ). Using Eq. (2.1), we have
ϕi(rt ) = ϕi(r0)+
d∑
j=1
t∫
0
(LHj ϕi)(rs) ◦ dwjs , i = 1, . . . , d,
and
f˜ (rt ) = f˜ (r0)+
d∑
k=1
t∫
0
(LHk f˜ )(rs) ◦ dwks .
Noting that π(r0) = x, we obtain from the expression (3.12) that
a1(t, r0) = −1
t
f (x)
d∑
i,j=1
E
[
wit
t∫
0
(LHj ϕi)(rs) ◦ dwjs
]
− 1
t
d∑
i,j,k=1
E
[
wit
( t∫
0
(LHj ϕi)(rs) ◦ dwjs
)( t∫
0
(LHk f˜ )(rs) ◦ dwks
)]
=: I 1t + I 2t .
For the first term, rewriting the integral in Itô form gives
E
[
wit
t∫
0
(LHj ϕi)(rs) ◦ dwjs
]
= E
[
wit
t∫
0
(LHj ϕi)(rs)dwjs
]
+ 1
2
E
[
wit
t∫
0
(L2Hj ϕi)(rs)ds
]
= δijE
t∫
0
(LHj ϕi)(rs)ds +
1
2
E
[
wit
t∫
0
(L2Hj ϕi)(rs)ds
]
,
where δij is Kronecker’s notation and L2Hj ϕi = LHj (LHj ϕi). Thus using (3.20) for the first term
on the right hand leads to,
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f (x)
t
t∫
0
(
T Ms div(V )
)
(x)ds − f (x)
2t
d∑
i,j=1
E
[
wit
t∫
0
(L2Hj ϕi)(rs)ds
]
.
Denote by I 1,2t the second term on the right hand side of the above equality. Then we arrive at
a1(t, r0) = −f (x)
t
t∫
0
(
T Ms div(V )
)
(x)ds + I 1,2t + I 2t .
Now we show that I 1,2t and I 2t converge to 0 as t → 0 in L1(π−1(K),dr0). By Cauchy–Schwarz
inequality,
∣∣I 1,2t ∣∣ |f (x)|2t
d∑
i,j=1
E
∣∣∣∣∣wit
t∫
0
(L2Hj ϕi)(rs)ds
∣∣∣∣∣
√
t
2
∣∣f (x)∣∣ d∑
i,j=1
∥∥L2Hj ϕi∥∥∞.
Hence as t tends to 0∫
π−1(K)
∣∣I 1,2t ∣∣dr0 
√
t
2
(
d∑
i,j=1
∥∥L2Hj ϕi∥∥∞
)∫
K
∣∣f (x)∣∣dx → 0.
For the term I 2t , Hölder’s inequality leads to
∣∣I 2t ∣∣ 1t
d∑
i,j,k=1
[
E
(∣∣wit ∣∣2)] 12
[
E
(∣∣∣∣∣
t∫
0
(LHj ϕi)(rs) ◦ dwjs
∣∣∣∣∣
4)] 14
×
[
E
(∣∣∣∣∣
t∫
0
(LHk f˜ )(rs) ◦ dwks
∣∣∣∣∣
4)] 14
= 1√
t
d∑
i,j,k=1
[
E
(∣∣∣∣∣
t∫
0
(LHj ϕi)(rs) ◦ dwjs
∣∣∣∣∣
4)] 14[
E
(∣∣∣∣∣
t∫
0
(LHk f˜ )(rs) ◦ dwks
∣∣∣∣∣
4)] 14
.
Rewriting the stochastic integral in the Itô form and using Bürkhölder’s inequality, it is easy to
show that there is C > 0[
E
(∣∣∣∣∣
t∫
0
(LHj ϕi)(rs) ◦ dwjs
∣∣∣∣∣
4)] 14
 C
√
t‖LHj ϕi‖∞ +
t
2
∥∥L2Hj ϕi∥∥∞
and [
E
(∣∣∣∣∣
t∫
0
(LHk f˜ )(rs) ◦ dwks
∣∣∣∣∣
4)] 14
 C
√
t ‖LHk f˜ ‖∞ +
t
2
∥∥L2Hk f˜ ∥∥∞.
Therefore there exists a constant C¯ > 0 such that |I 2t | C¯
√
t . As a consequence,
lim sup
t→0
∫
−1
∣∣I 2t ∣∣dr0  lim
t→0 C¯
√
t vol(K) = 0.π (K)
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Jt :=
∫
M
∣∣∣∣∣−f (x)t
t∫
0
(
T Ms div(V )
)
(x)ds + T Mt
(
f div(V )
)
(x)
∣∣∣∣∣dx
converge to 0. We have
Jt 
∫
M
∣∣∣∣∣−f (x)t
t∫
0
(
T Ms div(V )
)
(x)ds + (f div(V ))(x)
∣∣∣∣∣dx
+
∫
M
∣∣−(f div(V ))(x)+ T Mt (f div(V ))(x)∣∣dx := J (1)t + J (2)t .
Now as t → 0,
J
(1)
t 
∫
M
∣∣f (x)∣∣ ·
∣∣∣∣∣1t
t∫
0
[(
T Ms div(V )
)
(x)− div(V )(x)]ds
∣∣∣∣∣dx
 ‖f ‖Lp · 1
t
t∫
0
∥∥T Ms (div(V ))− div(V )∥∥Lq ds → 0.
Next we have
lim
t→0J
(2)
t = lim
t→0
∥∥T Mt (f div(V ))− f div(V )∥∥L1 = 0.
Summing up the above two convergence results, we complete the proof. 
Now will extend the above results to Sobolev vector fields. For V ∈ C∞c (M,TM) a smooth
vector field with compact support, we consider the norm
‖V ‖q
D
q
1
=
∫
M
(∣∣V (x)∣∣q
TxM
+ ∣∣∇V (x)∣∣q
TxM⊗TxM
)
dx. (3.21)
We say that V is in Dq1 if it is in the closure of C
∞
c (M,TM) under the norm (3.21).
Proposition 3.3 (Commutator estimate). Assume the condition (3.3). Let f ∈ Lp(M)∩L2p(M)
and V ∈ Dq1 be a Sobolev vector field on M . Then ct (f,V ) ∈ L1loc(M) and for any compact set
K ⊂ M , there is CK,1,CK,2 > 0 such that for sufficiently small t > 0,∥∥ct (f,V )∥∥L1(K)  CK,1‖f ‖L2p‖∇V ‖Lq
+CK,2
√
t‖f ‖L2p‖V ‖Lq + ‖f ‖Lp
∥∥div(V )∥∥
Lq
. (3.22)
Moreover,
lim
t→0
∥∥ct (f,V )∥∥L1loc = 0. (3.23)
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compactly supported C∞-vector fields such that
lim
n→∞
∫
M
(|Vn − V |q + |∇Vn − ∇V |q)dx = 0. (3.24)
In particular, limn→∞ ‖div(Vn) − div(V )‖Lq = 0. By Theorem 3.1, we know that for any com-
pact set K ⊂ M , the family {ct (f,Vn)}n1 is a Cauchy sequence in L1(K,dx). Denote by
ct (f,X) its limit, then by (3.4),∥∥ct (f,V )∥∥L1(K) = limt→0
∥∥ct (f,Vn)∥∥L1(K)
 CK,1‖f ‖L2p‖∇V ‖Lq +CK,2
√
t‖f ‖L2p‖V ‖Lq + ‖f ‖Lp
∥∥div(V )∥∥
Lq
.
Hence we obtain (3.22) in this case. Next by the linearity of V → ct (f,V ), we have∥∥ct (f,V )∥∥L1(K)  ∥∥ct (f,Vn)∥∥L1(K) + ∥∥ct (f,V − Vn)∥∥L1(K)

∥∥ct (f,Vn)∥∥L1(K) +CK,1‖f ‖L2p‖∇V − ∇Vn‖Lq
+CK,2
√
t‖f ‖L2p‖V − Vn‖Lq + ‖f ‖Lp
∥∥div(V )− div(Vn)∥∥Lq .
By Lemma 3.2, we obtain
lim sup
t→0
∥∥ct (f,V )∥∥L1(K)  CK,1‖f ‖L2p‖∇V − ∇Vn‖Lq + ‖f ‖Lp∥∥div(V )− div(Vn)∥∥Lq
whose right hand side tends to 0 as n → ∞.
For general f ∈ Lp(M)∩L2p(M), again by the linearity of f → ct (f,V ), the same argument
as above works. 
As an application of the above commutator estimate, we study the following transport equa-
tion on M :
dut
dt
+ Vt · ∇ut + ξtut = 0, u|t=0 = u0, (3.25)
where Vt is a time dependent vector field on M and ξ : [0, T ]×M → R is a measurable function.
A function u : [0, T ] × M → R is called a solution of (3.25) if for any α ∈ C1c ([0, T )) and
ϕ ∈ C1c (M), it holds
−
T∫
0
∫
M
α′(t)ϕut dx dt +
T∫
0
∫
M
α(t)ut
[−div(ϕVt )+ ϕξt]dx dt = α(0)
∫
M
ϕu0 dx. (3.26)
The existence of solutions to Eq. (3.25) is an easier part, hence in the following we focus on
the uniqueness part for which we will use in next section. Following [7], we say that a solution
u to (3.25) is renormalizable if for any β ∈ C2b(R) with sups∈R |β ′(s)+ sβ ′′(s)| < +∞, it holds
d
dt
β(ut )+ Vt · ∇β(ut )+ ξtutβ ′(ut ) = 0.
Theorem 3.4. Assume the condition (3.3). Let V ∈ L1([0, T ],D1,q ) be a time dependent vector
field on M and ξ ∈ L1([0, T ],L∞(M)). Then any solution u ∈ L∞([0, T ],Lp(M) ∩ L2p(M))
to Eq. (3.25) is renormalizable.
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function on M . In the same way ξεt := T Mε ξt . Applying the heat semi-group to both sides of
Eq. (3.25), we obtain
duεt
dt
+ Vt · ∇uεt + ξtuεt = cε(ut ,Vt )+ rε(ut , ξt ), (3.27)
where cε is the commutator defined in (3.1) and rε(ut , ξt ) = ξtT Mε ut − T Mε (ut ξt ).
By Bismut’s formula (2.10) and Hölder’s inequality,
∣∣∇(T Mε f )(x)∣∣p  1εp
(
T Mε |f |p
)[
E
(∣∣∣∣∣
ε∫
0
Qs dws
∣∣∣∣∣
p/(p−1))]p−1
. (3.28)
Under the condition (3.3), we have
‖Qs‖ exp
(
Cx0
2
s∫
0
[
1 + d2M(γu, x0)
]
du
)
 esCx0Λx0/2,
where Λx0 is defined in (3.6). Thus for any p > 1, by (3.7), when s is small enough,
Ex(‖Qs‖p)  Ex(espCx0Λx0/2) is locally bounded. Hence for any compact subset K ⊂ M and
sufficiently small ε > 0, we have by (3.28),∫
K
∣∣∇(T Mε f )(x)∣∣p dx  Cp,ε,K
∫
K
(
T Mε |f |p
)
(x)dx  Cp,ε,K‖f ‖pLp .
This plus Proposition 3.3 and Eq. (3.27) tells us that uε ∈ W 1,1loc ((0, T )×M); as a consequence,
for a.e. x ∈ M , t → uεt is derivable for a.e. t ∈ [0, T ] in the classical sense. Thus for β ∈ C2b ,
by (3.27),
dβ(uεt )
dt
+ Vt · ∇β
(
uεt
)+ ξtuεt β ′(uεt )= β ′(uεt )(cε(ut ,Vt )+ rε(ut , ξt )). (3.29)
Now we will show that, under the condition that sups∈R |β ′(s) + sβ ′′(s)| < +∞, and by
Lemma 3.5 below, Eq. (3.29) goes to, as ε → 0,
dβ(ut )
dt
+ Vt · ∇β(ut )+ ξtutβ ′(ut ) = 0.
Here we only show in the distribution sense ξtuεt β ′(uεt ) → ξtutβ ′(ut ), β ′(uεt )cε(ut ,Vt ) → 0 and
β ′(uεt )rε(ut , ξt ) → 0 as ε → 0. To this end, we take arbitrary α ∈ C1c ([0, T )) and ϕ ∈ C1c (M),
then by the mean value formula,
J ε1 :=
∣∣∣∣∣
T∫
0
∫
M
α(t)ϕξtu
ε
t β
′(uεt )dx dt −
T∫
0
∫
M
α(t)ϕξtutβ
′(ut )dx dt
∣∣∣∣∣
 ‖α‖∞
T∫
‖ξt‖L∞
(∫
|ϕ| · ∣∣uεt − ut ∣∣ sup
s∈R
∣∣β ′(s)+ sβ ′′(s)∣∣dx)dt.
0 M
S. Fang et al. / Bull. Sci. math. 135 (2011) 565–600 581By Hölder’s inequality, we have
J ε1  C‖α‖∞‖ϕ‖Lq
T∫
0
‖ξt‖L∞
∥∥uεt − ut∥∥Lp dt.
For any t ∈ [0, T ], it holds limε→0 ‖ξt‖L∞‖uεt − ut‖Lp = 0. And
‖ξt‖L∞
∥∥uεt − ut∥∥Lp  2‖ξt‖L∞‖ut‖Lp  2‖ξt‖L∞‖u‖L∞([0,T ],Lp)
whose right hand side is integrable on [0, T ], hence the dominated convergence theorem gives
us that limε→0 J ε1 = 0. For the next convergence, we have by Lemma 3.5,
J ε2 :=
∣∣∣∣∣
T∫
0
∫
M
α(t)ϕ β ′
(
uεt
)
cε(ut , ξt )dx dt
∣∣∣∣∣
 ‖α‖∞
∥∥β ′∥∥∞‖ϕ‖∞
T∫
0
∫
supp(ϕ)
∣∣cε(ut , ξt )∣∣dx dt → 0
as ε tends to 0. Finally, by the Hölder inequality,
J ε3 :=
∣∣∣∣∣
T∫
0
∫
M
α(t)ϕ β ′
(
uεt
)
rε(ut , ξt )dx dt
∣∣∣∣∣ ‖α‖∞∥∥β ′∥∥∞
T∫
0
‖ϕ‖Lq
∥∥rε(ut , ξt )∥∥Lp dt
which, according to Lemma 3.5, tends to 0 as ε → 0. We conclude from the above arguments
that ut is a renormalized solution of (3.25). 
Lemma 3.5. We have
lim
ε→0
T∫
0
∥∥cε(ut ,Vt )∥∥L1loc dt = 0 and limε→0
T∫
0
∥∥rε(ut , ξt )∥∥Lp dt = 0.
Proof. Fix an arbitrary compact subset K of M . From Proposition 3.3, we deduce that for a.e.
t ∈ [0, T ], limε→0 ‖cε(ut ,Vt )‖L1(K) = 0. Moreover by (3.22),∥∥cε(ut ,Vt )∥∥L1(K)  ‖u‖L∞([0,T ],L2p)(CK,1‖∇Vt‖Lq +CK,2‖Vt‖Lq )
+ ‖u‖L∞([0,T ],Lp)
∥∥div(Vt )∥∥Lq .
Hence the dominated convergence theorem leads to limε→0
∫ T
0 ‖cε(ut ,Vt )‖L1(K) dt = 0. Next
since ut ∈ Lp and ξt ∈ L∞, it is easy to show that ‖rε(ut , ξt )‖Lp converges to 0 as ε → 0. And∥∥rε(ut , ξt )∥∥Lp  2‖ut‖Lp‖ξt‖L∞  2‖u‖L∞([0,T ],Lp)‖ξt‖L∞ .
Again using the dominated convergence theorem, we obtain limε→0
∫ T
0 ‖rε(ut , ξt )‖Lp dt =
0. 
Theorem 3.6 (Uniqueness). Assume the condition (3.3) and that V ∈ L1([0, T ],D1,q ) is a time
dependent vector field on M , and div(V ), ξ ∈ L1([0, T ],L∞). Then Eq. (3.25) has at most one
solution in the space L∞([0, T ],Lp ∩L2p).
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ut = 0 for all t ∈ [0, T ]. For suitable β : R → R+, we have by Theorem 3.4,
dβ(ut )
dt
+ Vt · ∇β(ut )+ ξtutβ ′(ut ) = 0.
This equation is understood in the distribution sense. Take a sequence of nonnegative smooth
functions {ϕn}n1 ⊂ C1c (M), such that supn1 ‖∇ϕn‖∞  2, ϕn ↑ 1 and the sequence of subsets
{ϕn = 1} ↑ M as n → ∞. For the existence of such a sequence, it is sufficient to notice that
by Greene and Wu [15], there is a smooth function which approximate the distance function
x → dM(x, x0) in such a way
∣∣ρ(x)− dM(x, x0)∣∣ 1, 12  |∇ρ| 2.
Then
∫
M
β(ut )ϕn dx = β(0)
∫
M
ϕn dx +
t∫
0
∫
M
div(ϕnVs)β(us)dx ds
−
t∫
0
∫
M
ϕnξsusβ
′(us)dx ds. (3.30)
Now we choose the particular function β(s) = (|s| ∧ 1)p in the above equality (note that β is
Lipschitz continuous but not belongs to C2b(R), which can be overcome by an approximation
argument as what was done in [7]). Notice that β ′(s) = 0 for |s| > 1 and |β ′(s)| = p|s|p−1 for
|s| < 1, therefore |sβ ′(s)| pβ(s). Under the assumptions, we have
∫
M
(|ut | ∧ 1)pϕn dx 
t∫
0
∫
M
(|us | ∧ 1)p|Vs · ∇ϕn|dx ds
+
t∫
0
∫
M
ϕn
(|us | ∧ 1)p(∣∣div(Vs)∣∣+ p|ξs |)dx ds. (3.31)
Denote by Int and Jnt the two terms on the right hand side of the above equality. Since
(|us | ∧ 1)p  |us | ∧ 1, Hölder’s inequality gives us
Int 
T∫
0
(∫
M
(|us | ∧ 1)p dx
)1/p(∫
M
|Vs · ∇ϕn|q dx
)1/q
ds
 2‖u‖L∞([0,T ],Lp)
T∫
0
( ∫
M\{ϕn=1}
|Vs |q dx
)1/q
ds.
Since V ∈ L1([0, T ],W 1,q ), for any s ∈ [0, T ], the integral ∫
M\{ϕn=1} |Vs |q dx tends to 0
as n → ∞, and (∫
M\{ϕn=1} |Vs |q dx)1/q  ‖Vs‖Lq which is an integrable function of s ∈[0, T ]. Thus Lebesgue’s dominated convergence theorem leads to limn→∞ In = 0. Next definet
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Jnt 
t∫
0
Ls
(∫
M
(|us | ∧ 1)p dx
)
ds.
Now let n → ∞ in (3.31), we obtain
∫
M
(|ut | ∧ 1)p dx 
t∫
0
Ls ·
(∫
M
(|us | ∧ 1)p dx
)
ds.
Hence
∫
M
(|ut | ∧ 1)p dx = 0, which implies that |ut | ∧ 1 = 0 almost everywhere. From this we
conclude that ut = 0 for all t  T . 
4. DiPerna–Lions flow onM
The purpose of this section is to construct the flow of measurable maps associated to a vector
field V of Sobolev regularity on a complete Riemannian manifold M . Although we can embed
M isometrically in a Euclidean space RN and extend V into a vector field V˜ on RN , but the
flow X˜t associated to V˜ is defined almost everywhere on RN , in which M is negligible; so the
restriction of X˜t to M is impossible.
We denote by T 1ε the de Rham–Hodge semi-group on differential forms: T 1ε = e−ε, where = dd∗ + d∗d is de Rham–Hodge Laplacian on differential form. For a vector field V and a
differential 1-form ω, we denote by 〈ω,V 〉 the duality between them. Now for a vector field V ,
we denote by V ∗ the differential form through the metric; for a differential form ω, we denote
ω# the associated vector field. Define T 1ε V by
T 1ε V =
(
T 1ε V
∗)#. (4.1)
In order to ensure that the semi-group T 1ε has a good behavior, assume throughout this section,
the condition (2.4):
Ricx −c Id . (2.4)
In this case, it is well known (see for example [4,12]) that∣∣T 1ε V ∣∣ ecε T Mε |V |. (4.2)
Therefore for 0 ε  1, ‖T 1ε V ‖Lp  ec‖V ‖Lp ; then for V ∈ Lp , limε↓0 ‖T 1ε V − V ‖Lp = 0.
Moreover T 1t V solves in distribution sense the heat equation(
∂
∂t
−
)(
T 1t V
)= 0.
By ellipticity, (t, x) → (T 1t V )(x) is smooth. Now for X ∈ Lq and ω ∈ Lp , it holds that∫
M
〈
T 1ε ω,V
〉
dx =
∫
M
〈
ω,T 1ε V
〉
dx. (4.3)
Proposition 4.1. For V ∈ Dq1 , we have
div
(
T 1ε V
)= T Mε (div(V )). (4.4)
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M
div
(
T 1ε V
)
ϕ dx = −
∫
M
〈
T 1ε V , dϕ
〉
dx = −
∫
M
〈
V,T 1ε (dϕ)
〉
dx.
Note that the intertwining formula dT Mε = T 1ε d holds; then the last term in the above equality is
−
∫
M
〈
V,d
(
T Mε ϕ
)〉
dx =
∫
M
div(V )T Mε ϕ dx =
∫
M
TMε
(
div(V )
)
ϕ dx.
The relation (4.4) follows. 
Proposition 4.2. Let (Vt )t∈[0,T ] be a family of vector fields on M such that (t, x) → Vt (x) is C1
and denote by τ(x) the life-time of the solution Xt to the ordinary differential equation
dXt
dt
= Vt(Xt ), X0 = x.
Assume that
T∫
0
∥∥div(Vt )∥∥∞ dt < +∞ and
T∫
0
∫
M
∣∣Vt (x)∣∣q dx dt < +∞. (4.5)
Then for almost all x ∈ M , τ(x) T .
Proof. Note that condition (2.4) implies the growth of volume [17]:
Vol
(
B(x0, r)
)
 ecr , for some c > 0.
Therefore there exists a constant λ0 > 0 such that
∫
M
e−λ0d2M(x,x0) dx < +∞. Define the finite
measure
μ0(dx) = e−λ0 d2M(x,x0) dx. (4.6)
We compute the term
∫
M
supt∈[0,τ (x)∧T [ dM(x,Xt (x))dμ0. Note that dM(x,Xt (x)) ∫ t
0 |Vs(Xs(x))|ds. Then
∫
M
sup
t∈[0,τ (x)∧T [
dM
(
x,Xt (x)
)
dμ0 
∫
M
( τ(x)∧T∫
0
∣∣Vt(Xt(x))∣∣dt
)
dμ0(x)
=
T∫
0
(∫
M
1(τ>t)
∣∣Vt(Xt(x))∣∣dμ0(x)
)
dt
 Cq,T
[ T∫
0
(∫
M
1(τ>t)
∣∣Vt(Xt(x))∣∣q dμ0(x)
)
dt
]1/q
.
Since x → Xt(x) is smooth on U := {τ > t} and for x ∈ U , the Jacobian JXt of Xt admits the
expression
JXt (x) = e−
∫ t
0 div(Vs)(X
−1
t−s )ds  e
∫ T
0
∥∥div(Vs)∥∥∞ ds .
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M
1(τ>t)
∣∣Vt(Xt(x))∣∣q dμ0(x)
∫
M
∣∣Vt(x)∣∣qe∫ T0 ‖div(Vs)‖∞ ds dx
= e
∫ T
0
∥∥div(Vs)∥∥∞ ds
∫
M
∣∣Vt(x)∣∣q dx.
Therefore
∫
M
supt∈[0,τ (x)∧T [ dM(x,Xt (x))dμ0 < +∞. Then for almost all x ∈ M ,
sup
t∈[0,τ (x)∧T [
dM
(
x,Xt (x)
)
< +∞ or τ(x) T .
The proof is completed. 
In what follows, we will consider a time dependent vector fields (Vt )t∈[0,T ] satisfying condi-
tions in (4.5). We first regularize the dependence of the time. Set
Vt = 0 for t /∈ [0, T ].
Consider α ∈ C∞c (R) such that 0 α  1, supp(α) ⊂ ]−1,1[ and
∫
R
α(t)dt = 1. Define αε(t) =
1
ε
α( t
ε
). We first define
Vˆ εt (x) =
∫
R
Vs(x)αε(t − s)ds.
Then we have
T∫
0
∥∥div(Vˆ εt )∥∥∞ dt 
T∫
0
∥∥div(Vs)∥∥∞ ds,
T∫
0
∫
M
∣∣Vˆ εt (x)∣∣q dx dt 
T∫
0
∫
M
∣∣Vs(x)∣∣q dx ds.
(4.7)
Now consider
V εt = T 1ε Vˆ εt .
By (4.4) and (4.7) we have, for each ε > 0,
T∫
0
∥∥div(V εt )∥∥∞ dt 
T∫
0
∥∥div(Vt )∥∥∞ dt, (4.8)
and for 0 ε  1,
T∫
0
∫
M
∣∣V εt (x)∣∣q dx  ecq
T∫
0
∫
M
∣∣Vt (x)∣∣q dx dt. (4.9)
It is easy to see that
lim
ε→0
T∫ ∫ ∣∣V εt (x)− Vt (x)∣∣q dx dt = 0.
0 M
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to V εt :
dXεt,s
dt
= V εt
(
Xεt,s
)
, Xεs,s = x.
For θ ∈ Cc(M) nonnegative, the function uεs = θ(Xεt,s) satisfies the transport equation
duεs
ds
+ V εs · ∇uεs = 0, uεt = θ, (4.10)
which holds in distribution sense. It is standard that from the transport equation (4.10), we deduce
e−
∫ t
s ‖div(V ετ )‖∞ dτ
∫
M
θ dx 
∫
M
θ
(
Xεt,s
)
dx  e
∫ t
s ‖div(V ετ )‖∞ dτ
∫
M
θ dx.
By relation (4.8), we have
e−
∫ t
s ‖div(Vτ )‖∞ dτ
∫
M
θ dx 
∫
M
θ
(
Xεt,s
)
dx  e
∫ t
s ‖div(Vτ )‖∞ dτ
∫
M
θ dx.
It follows that if kεt,s denotes the density of (Xεt,s)#(dx), we have the uniform estimate (with
respect to ε > 0)
e−
∫ t
s ‖div(Vτ )‖∞ dτ  kεt,s  e
∫ t
s ‖div(Vτ )‖∞ dτ . (4.11)
In what follows, we denote Xεt = Xεt,0. Fix T > 0. Let ηε be the push forward measure on the
path space
W(M) = C([0, T ],M) (4.12)
of μ0 by x → Xε· (x). It is clear that
ηε
(
W(M)
)= μ0(M) < +∞.
Proposition 4.3. Assume that for some q > 2, the condition (4.5) in Proposition 4.2 holds; then
the family of finite measures {ηε; ε > 0} on W(M) is tight.
Proof. We use the characterization given by Kolmogorov modification theorem (see Theo-
rem 4.2 on p. 17 and Theorem 4.3 on p. 18 in [16]). First we see that∫
M
d
q
M
(
x0,X
ε
0(x)
)
dμ0(x) =
∫
M
d
q
M(x0, x)dμ0(x) < +∞.
Secondly we estimate the term:
∫
M
d
q
M(X
ε
t ,X
ε
s )dμ0. Let ζ(τ ) = Xετt+(1−τ)s , which is an abso-
lutely curve on M connecting Xεs (x) and Xεt (x); therefore
dM
(
Xεs ,X
ε
t
)

t∫ ∣∣V ετ (Xετ )∣∣dτ.
s
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∫
M
d
q
M
(
Xεs ,X
ε
t
)
dμ0  (t − s)q−1
t∫
s
(∫
M
∣∣V ετ (Xετ )∣∣q dμ0
)
dτ.
Put h(x) = e−λ0d2M(x0,x), then by (4.11), for some constante C > 0∫
M
∣∣V ετ (Xετ )∣∣q dμ0 =
∫
M
∣∣V ετ (x)∣∣qh((Xετ )−1)kετ dx  C
∫
M
TMε |Vτ |q dx = C
∫
M
|Vτ |q dx.
Combining the above computation, we have
∫
M
d
q
M
(
Xεs ,X
ε
t
)
dμ0  C(t − s)q−1
T∫
0
∫
M
∣∣Vτ (x)∣∣q dx dτ. (4.13)
When q > 2, the conditions in Theorem 4.3 on p. 18 of [16] are satisfied. 
By Prokohov’s theorem, there exists a sequence εn ↓ 0 such that ηεn converge weakly to a
finite measure η on W(M). In particular, for ϕ ∈ Cb(M),∫
W(M)
ϕ
(
γ (t)
)
dη(γ ) = lim
n→+∞
∫
M
ϕ
(
X
εn
t
)
dμ0.
Let et : W(M) → M be the evaluation map: et (γ ) = γ (t) and νt = (et )#η. Then the above
equality says that∫
M
ϕ dνt = lim
n→+∞
∫
M
ϕ
(
X
εn
t
)
dμ0. (4.14)
Proposition 4.4. For each t ∈ [0, T ], νt admits a density kt with respect to the Riemannian
measure dx on M and
kt  e
∫ T
0 ‖div(Vs)‖∞ ds . (4.15)
Proof. Let ϕ ∈ Cb(M). By (4.11),∣∣∣∣
∫
M
ϕ
(
X
εn
t
)
dμ0
∣∣∣∣
∫
M
|ϕ|e
∫ T
0 ‖div(Vs)‖∞ ds dx = e
∫ T
0 ‖div(Vs)‖∞ ds‖ϕ‖L1(dx).
By (4.14), letting n → +∞ in the above inequality, we get∣∣∣∣
∫
M
ϕ dνt
∣∣∣∣ e∫ T0 ‖div(Vs)‖∞ ds‖ϕ‖L1(dx).
It follows that the density kt of νt with respect to dx exists and satisfies the estimate (4.15). 
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dγ (t)
dt
= Vt
(
γ (t)
)
. (4.16)
Proof. Let J : M → RN be an isometrically embedding map. Take a smooth vector field V˜t
on M . We have
lim
n→+∞
∫
W(M)
1 ∧
∣∣∣∣∣J (γ (t))− J (γ (0))−
t∫
0
J ′
(
γ (s)
)
V˜s
(
γ (s)
)
ds
∣∣∣∣∣dηεn(γ )
=
∫
W(M)
1 ∧
∣∣∣∣∣J (γ (t))− J (γ (0))−
t∫
0
J ′
(
γ (s)
)
V˜s
(
γ (s)
)
ds
∣∣∣∣∣dη(γ ). (4.17)
We have
dJ
(
Xεt
)
dt
= J ′(Xεt )V εt (Xεt ),
or
J
(
Xεt
)− J (Xε0)=
t∫
0
J ′
(
Xεs
)
V εs
(
Xεs
)
ds.
Then
J
(
Xεt
)− J (Xε0)−
t∫
0
J ′
(
Xεs
)
V˜s
(
Xεs
)
ds =
t∫
0
J ′
(
Xεs
)(
V εs
(
Xεs
)− V˜s(Xεs ))ds.
Using the fact that J ′(x) is isometric and the uniform estimate for density (4.15), we have
∫
M
1 ∧
∣∣∣∣∣J (Xεt )− J (Xε0)−
t∫
0
J ′
(
Xεs
)
V˜s
(
Xεs
)
ds
∣∣∣∣∣dμ0

T∫
0
∫
M
∣∣V εs (Xεs )− V˜s(Xεs )∣∣ds dμ0  C
( T∫
0
∫
M
∣∣V εs (Xεs )− V˜s(Xεs )∣∣q ds dμ0
)1/q
 C
( T∫
0
∫
M
∣∣V εs (Xεs )− V˜s(Xεs )∣∣q ds dx
)1/q
 C
( T∫
0
∫
M
∣∣V εs (x)− V˜s(x)∣∣q ds dx
)1/q
 C
(∥∥V ε − V ∥∥
Lq([0,T ]×M) + ‖V − V˜ ‖Lq([0,T ]×M)
);
where the constant C changes in one place or in another. According to (4.17), letting εn → 0 in
the above inequality, we get
∫
W(M)
1 ∧
∣∣∣∣∣J (γ (t))− J (γ (0))−
t∫
0
J ′
(
γ (s)
)
V˜s
(
γ (s)
)
ds
∣∣∣∣∣dη(γ )
 C‖V − V˜ ‖Lq([0,T ]×M). (4.18)
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∫
W(M)
1 ∧
∣∣∣∣∣J (γ (t))− J (γ (0))−
t∫
0
J ′
(
γ (s)
)
Vs
(
γ (s)
)
ds
∣∣∣∣∣dη(γ )

∫
W(M)
1 ∧
∣∣∣∣∣J (γ (t))− J (γ (0))−
t∫
0
J ′
(
γ (s)
)
V˜s
(
γ (s)
)
ds
∣∣∣∣∣dη(γ )
+C‖V − V˜ ‖Lq([0,T ]×M)  2C‖V − V˜ ‖Lq([0,T ]×M).
From which we get
∫
W(M)
1 ∧
∣∣∣∣∣J (γ (t))− J (γ (0))−
t∫
0
J ′
(
γ (s)
)
Vs
(
γ (s)
)
ds
∣∣∣∣∣dη(γ ) = 0.
It follows that for η-almost all γ ∈ W(M) and all t ∈ [0, T ],
J
(
γ (t)
)− J (γ (0))=
t∫
0
J ′
(
γ (s)
)
Vs
(
γ (s)
)
ds. (4.19)
It follows that under η, t → γ (t) is derivable at almost all t ; therefore by (4.19), for almost all
t ∈ [0, T ],
J ′
(
γ (t)
) dγ (t)
dt
= J ′(γ (t))Vt(γ (t)).
Eq. (4.16) follows. 
From Proposition 4.5, we know that the measure η is concentrated on the integral curves
of the vector field V . Let ηx be the disintegration of η with respect to μ0 = (e0)#η, i.e. η =∫
M
ηx dμ0(x). Then ηx concentrates on those integral curves starting from x. If we can prove
that for almost all x ∈ M , ηx is a Dirac mass, then this implies that there is only one integral
curve starting from a given point, which is exactly the flow generated by V . To this end, we need
the following simple result.
Lemma 4.6. Let η be a finite measure W(M) such that for η-a.s. γ ∈ W(M), it holds
dγ (t)
dt
= Vt
(
γ (t)
) for a.e. t ∈ [0, T ].
Suppose that μηt := (et )#η is absolutely continuous with respect to the volume measure dx with
the density function kηt . Then kηt solves the transport equation
dut
dt
+ Vt · ∇ut + div(Vt ) ut = 0. (4.20)
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d
dt
∫
M
ϕ dμηt =
d
dt
∫
W(M)
ϕ
(
γ (t)
)
dη(γ )
=
∫
W(M)
〈∇ϕ(γ (t)),Vt(γ (t))〉dη(γ ) =
∫
M
〈∇ϕ,Vt 〉dμηt .
Hence
d
dt
∫
M
ϕk
η
t dx =
∫
M
〈∇ϕ,Vt 〉kηt dx,
which gives (4.20). 
Theorem 4.7. Let M be a complete Riemannian manifold satisfying conditions (3.3) and (2.4).
Let V be a vector field in L1([0, T ],Dq1) with q > 2. Assume
T∫
0
∥∥div(Vt )∥∥∞ dt < +∞.
Then there exists a unique flow of measurable maps Xt : M → M such that ddt Xt (x) = Vt(Xt (x))for a.e. x ∈ M , and (Xt )#μ0 = kt dx. Moreover,
kt  e
∫ T
0 ‖div(Vs)‖∞ ds . (4.21)
Proof. We follow the idea of [1]. Consider the measure η on W(M) and its disintegration ηx .
For given x ∈ Rd , ηx is concentrated on the subset of integral curves γ such that γ (0) = x. If η
is not supported by a graph, then there exists a set C ⊂ M with μ0(C) > 0, a t0 ∈ [0, T ] and two
disjoint subsets E,E′ ⊂ M such that
ηx
(
e−1t0 (E)
)
ηx
(
e−1t0
(
E′
))
> 0 for all x ∈ C.
We can choose the set C so that ηx(e−1t0 (E)) and ηx(e
−1
t0 (E
′)) are bounded from below by a
positive constant ε0 for all x ∈ C. Define
η1x = 1C(x)
ηx(e
−1
t0 (E)∩ ·)
ηx(e
−1
t0 (E))
and η2x = 1C(x)
ηx(e
−1
t0 (E
′)∩ ·)
ηx(e
−1
t0 (E
′))
.
Then η1x , η2x are concentrated as ηx for x ∈ C. Since η1x and η2x are absolutely continuous with
respect to ηx , it is easy to show that μη
1
t , μ
η2
t admit densities k1t , k2t ∈ L∞([0, T ],L∞ ∩L1(dx))
respectively. And the conditions in Lemma 4.6 are verified, therefore k1t , k2t satisfy the transport
equation (4.20) with the same initial value 1C(x)e−λ0d2(x,x0). But in this class, the uniqueness
holds for Eq. (4.20) due to Theorem 3.6. Hence μη1t = μη
2
t which is impossible. Therefore η is
supported by the graph of a measurable map X : M → W(M); then
(Xt )#μ0 = νt = kt dx.
The measurability of x → Xt(x) comes from the measurability of x → ηx . The proof is com-
plete. 
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Now we aim at constructing a diffusion process on M having 12M + V as generator with a
singular drift V ∈ Dq1 . To this end, we first need to find suitable conditions to ensure the strong
completeness of horizontal flow Ut(w, r0) defined by (2.1)
drt (w) =
d∑
i=1
Hi
(
rt (w)
) ◦ dwit , r0(w) = r0 ∈ O(M). (2.1)
We shall use the derivative process as in [20]. Recall that ζ(w, r0) is the life time of the
solution rt (w, r0) starting from r0. Let T > 0 be fixed. For w ∈ Ω , it is known that the subset
{r ∈ O(M); ζ(w, r) > T } is open. Let Ut(r) = rt (w, r) and denote by U ′t (r) the differential of
r → Ut(r). Let Θ = (θ,ω) be the parallelism on O(M) (see (1.4)), that is, the D(d) = Rd ⊕
so(d)-valued differential 1-form. Define (see [12,24])
Jt (r) = ΘUt(r) ◦U ′t (r) ◦Θ−1r . (5.1)
Then Jt (r) is an endomorphism on D(d). Consider the matrices on D(d):
Bk(r)(ξ,A) =
(
A·k,Ωr(εk, ξ)
) ∈ D(d). (5.2)
It is known [24,12] that Jt (r) satisfies the following Stratanovich SDE on D(d):
dJt (r) =
d∑
k=1
Bk(Ut )Jt (r) ◦ dwkt , J0(w) = Id . (5.3)
Let (ξ,A) ∈ D(d) be given and put
(ξt ,At ) = Jt (r)(ξ,A). (5.4)
Then Eq. (5.3) becomes the system{dξt = At ◦ dwt,
dAt = ΩUt (◦dwt, ξt ).
Rewriting the above system in Itô integral yields⎧⎪⎪⎪⎨
⎪⎪⎪⎩
dξt = At dwt − 12 ricUt ξt dt,
dAt = ΩUt (dwt, ξt )+
1
2
d∑
i=1
(LHiΩ)(εi, ξt )dt +
1
2
d∑
i=1
ΩUt (εi,Atεi)dt.
(5.5)
Endow the space D(d) with the metric defined in (1.7). We have
d|ξt |2 = 2〈ξt ,At dwt 〉 − 〈ricUt ξt , ξt 〉dt + |At |2 dt,
and
d|At |2 = 2
〈
At,ΩUt (dwt, ξt )
〉+ d∑
i=1
〈
At, (LHiΩ)(εi, ξt )
〉
dt
+
d∑〈
At,ΩUt (εi,Atεi)
〉
dt +
d∑∣∣ΩUt (εi, ξt )∣∣2 dt.
i=1 i=1
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dηt = 2〈ξt ,Atdwt 〉 + 2
〈
At,ΩUt (dwt, ξt )
〉− 〈ricUt ξt , ξt 〉dt + |At |2 dt
+
d∑
i=1
[〈
At, (LHiΩ)(εi, ξt )
〉+ 〈At,ΩUt (εi,Atεi)〉+ ∣∣ΩUt (εi, ξt )∣∣2]dt.
The stochastic contraction of ηt is given by dηt · dηt = 4∑di=1(〈ξt ,Atεi〉+〈At,ΩUt (εi, ξt )〉)2 dt .
Let p  2, we write down ηpt in the form
dηpt = ηpt (dMt + dat ), (5.6)
with ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
dMt = 2p
ηt
d∑
i=1
(〈ξt ,Atεi〉 + 〈At,ΩUt (εi, ξt )〉)dwit ,
dat = p
ηt
Φp(Ut )(ξt ,At )dt
(5.7)
where Φp(r) is given by
Φp(r)(ξ,A) = −〈ricr ξ, ξ 〉 + |A|2
+
d∑
i=1
(〈
A, (LHiΩr)(εi, ξ)
〉+ 〈A,Ωr(εi,Aεi)〉+ ∣∣Ωr(εi, ξ)∣∣2)
+ 2(p − 1)|ξ |2 + |A|2
d∑
i=1
(〈ξ,Aεi〉 + 〈A,Ωr(εi, ξ)〉)2. (5.8)
By(5.6), we have
η
p
t = ηp0 eMt−
1
2 〈M〉t+at .
Set, for r ∈ O(M),
Jˆ (r) = sup
|e|=1
∣∣∣∣∣
d∑
i=1
(LHiΩr)(εi, e)
∣∣∣∣∣. (5.9)
Notice that the term (5.9) is similar to J (r) defined by (3.2) in Section 3. We have∣∣J (r)∣∣ dJˆ (r). (5.10)
Theorem 5.1. Suppose that there are constants C1,C2,C3 > 0 such that for any x ∈ M ,
(i) sup|e|=1 |Ωr(εi, e)|2  C1(1 + d2M(π(r), x0)) for all i = 1,2, . . . , d ;
(ii) ricr −C2(1 + d2M(π(r), x0));
(iii) Jˆ (r) C3(1 + d2M(π(r), x0)).
Then for any p  2, there exists a small T0 > 0 such that for any compact K ⊂ M ,
sup
r∈π−1(K)
E
(
sup
sT0
∣∣U ′s(r)∣∣2p)< +∞. (5.11)
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diffeomorphism of O(M). Now using the property of flow, we see that for any t > 0, r → Ut(r)
is a diffeomorphism of O(M).
Proof of Theorem 5.1. We first estimate the quadratic variation 〈M〉t :
d〈M〉t = 4p
2
η2t
d∑
i=1
(〈ξt ,Atεi〉 + 〈At,ΩUt (εi, ξt )〉)2 dt
 8p
2
η2t
d∑
i=1
(|ξt |2|Atεi |2 + |At |2∣∣ΩUt (εi, ξt )∣∣2)dt
 8p
2
η2t
|ξt |2|At |2
(
1 +
d∑
i=1
sup
|e|=1
∣∣ΩUt (εi, e)∣∣2
)
dt
 2p2(1 + dC1)
(
1 + d2M(γt , x0)
)
dt, (5.12)
where γt = π(Ut (r)) = π(rt (w, r)) and the last inequality was deduced from condition (i). Next
we estimate the terms of Φp(u)(ξ,A) defined in (5.8). For u ∈ Ox(M), by the condition (ii) it is
clear that
−〈ricr ξ, ξ 〉 C2
(
1 + d2M
(
π(r), x0
))|ξ |2.
We deduce from (iii) that
d∑
i=1
〈
A, (LHiΩr)(εi, ξ)
〉
 |A| ·
∣∣∣∣∣
d∑
i=1
(LHiΩr)(εi, ξ)
∣∣∣∣∣
 C3
(
1 + d2M
(
π(r), x0
)) |A|2 + |ξ |2
2
.
Moreover, by (i),
d∑
i=1
〈
A,Ωr(εi,Aεi)
〉
 |A| ·
d∑
i=1
∣∣Ωr(εi,Aεi)∣∣ |A| · [C1(1 + d2M(π(r), x0))] 12
d∑
i=1
|Aεi |

[
dC1
(
1 + d2M
(
π(r), x0
))] 1
2 |A|2.
The next term is immediate from (i):
d∑
i=1
∣∣Ωr(εi, ξ)∣∣2  dC1(1 + d2M(π(r), x0))|ξ |2.
As for the last term, we proceed similarly as in (5.12) and obtain
2(p − 1)
|ξ |2 + |A|2
d∑
i=1
(〈ξ,Aεi〉 + 〈A,Ωr(εi, ξ)〉)2
 (p − 1)(1 + dC1)
(
1 + d2M
(
π(r), x0
))(|ξ |2 + |A|2).
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Φp(r)(ξ,A) Cd,p
(
1 + d2M
(
π(r), x0
))(|ξ |2 + |A|2).
Therefore
at  p
t∫
0
1
ηs
Cd,p
(
1 + d2M(γs, x0)
)(|ξs |2 + |As |2)ds
= pCd,p
t∫
0
(
1 + d2M(γs, x0)
)
ds. (5.13)
Now we can estimate E(supst η
p
s ). Cauchy–Schwarz inequality gives rise to
E
(
sup
st
η
p
s
)
 ηp0
(
E sup
st
e2Ms−〈M〉s
) 1
2
(
E sup
st
e2as
) 1
2
. (5.14)
By (5.12) and the definition (3.6) of Λx0 , for t  1,
Ex
(
e6〈M〉t
)
 Ex exp
( t∫
0
12p2(1 + dC1)
(
1 + d2M(γs, x0)
)
ds
)
 Ex
(
eCp,tΛx0
)
, (5.15)
where Cp,t = 12p2t (1 + dC1). Take T1 > 0 such that 24p2T1(1 + dC1)e
√
dC2+1 < 1; then
Cp,T1 < 1/(2e
√
dC2+1). Applying Theorem 2.1 with ε = 1/2 and T = 1, then there is C =
C(p,T1, d) such that for all x = π(r) ∈ M ,
Ex
(
eCp,T1Λx0
)
 C exp
(
d2M(x, x0)
2
)
.
Thus by (5.15),
Ex
(
e6〈M〉T1
)
 C˜ exp
(
d2M(x, x0)
2
)
. (5.16)
By Novikov’s theorem, s → eMs− 12 〈M〉s is a martingale. Applying Doob’s maximal inequality,
we obtain from (5.16) that for all t  T1,
Ex
(
sup
st
e2Ms−〈M〉s
)
 4Ex
(
e2Mt−〈M〉t
)= 4Ex(e2Mt−4〈M〉t e3〈M〉t )
 4
(
Exe
4Mt−8〈M〉t ) 12 (Exe6〈M〉t ) 12
 4
[
C˜ exp
(
d2M(x, x0)
2
)] 1
2
, (5.17)
where in the last inequality we have used the fact that t → e4Mt−8〈M〉t is a supermartingale.
Moreover, by (5.13), the same computation as for (5.15) leads to
Ex
(
sup
st
e2as
)
 Ex exp
(
2pCd,p
t∫ (
1 + d2M(Xs, x0)
)
ds
)
 Ex
(
e2ptCd,pΛx0
)
.0
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√
dC2+1 < 1; then we have 2pT2Cd,p < 1/(2e
√
dC2+1).
Again by Theorem 2.1, there is C¯ > 0 such that for all t  T2,
Ex
(
sup
st
e2as
)
 C¯ exp
(
d2M(x, x0)
2
)
< +∞. (5.18)
Define T0 = T1 ∧ T2. Combining the inequalities (5.14), (5.17) and (5.18), we get
E
(
sup
sT0
η
p
s
)
 ηp0 Cˆ exp
(
d2M(x, x0)
2
)
.
Hence for the compact set K ⊂ M ,
sup
r∈π−1(K)
E
(
sup
sT0
∣∣U ′s(r)∣∣2p) Cˆ sup
x∈K
exp
(
d2M(x, x0)
2
)
< +∞. 
Remark 5.2. Under the hypothesis in Theorem 5.1, and using explicit expression for RicO(M)
given in Proposition 1.1, it is not hard to see that there is a constant C > 0 such that〈
RicO(M)r
(
H(a)+ V (q)),H(a)+ V (q)〉−C (1 + d2M(π(r), x0))(|a|2 + |q|2G). (5.19)
6. Diffusion processes with singular drift
Let V be a C1 vector field on M . We denote by V˜ its horizontal lift to O(M), that is,
θr(V˜ ) = r−1Vπ(r) and ω(V˜ ) = 0. We denote by div(V ) and div(V˜ ) the divergence of V and V˜ ,
respectively on M and on O(M).
Proposition 6.1. We have
div(V˜ ) = div(V ) ◦ π. (6.1)
Proof. Let Φ ∈ C1c (O(M)) be a C1-function on O(M) with compact support; we have∫
O(M)
Φ div(V˜ )dr = −
∫
O(M)
〈∇Φ(r), V˜ (r)〉
TrO(M)
dr,
and
〈∇Φ(r), V˜ (r)〉= d∑
α=1
〈∇Φ(r),Hα(r)〉〈Hα(r), V˜ (r)〉= d∑
α=1
(LHαΦ)
〈
Hα(r), V˜ (r)
〉
. (6.2)
Let F˜α(r) = 〈Hα(r), V˜ (r)〉. In Section 1, we have seen that the Riemannian inner product on
TrO(M) is given by∣∣A(r)∣∣2
TrO(M)
= ∣∣θ(A)∣∣2
Rd
+ ∣∣ω(A)∣∣2
so(d)
.
Then F˜α(r) = 〈εα, r−1Vπ(r)〉. By (3.20), ∑dα=1 LHα F˜α = div(X) ◦ π . Therefore, according
to (6.2),
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O(M)
〈∇Φ(r), V˜ (r)〉= − d∑
α=1
∫
O(M)
Φ(r)LHα F˜α dr = −
∫
O(M)
Φ div(V ) ◦ π dr.
The result (6.1) follows. 
Through this section, we make the assumption:
The components of curvature tensor,
as well as their first two order derivatives are bounded. (BD)
We remark first that under condition (BD), by Proposition 1.3, the Ricci tensor on O(M) is
bounded by a constant:∥∥RicO(M)∥∥ C.
Moreover, if we express the term J in (3.1) by covariant derivative, J =∑dα=1(∇rεαRic)(rεα).
Then by Proposition 1.1 and, under condition (BD)
JO(M) :=
∑
α
(∇Hα RicO(M))H(a)+∑
i<j
(∇Vij RicO(M))Vij
is bounded.
Proposition 6.2. Suppose that the component of curvature is bounded, then
‖V˜ ‖
D
q
1
 C‖V ‖
D
q
1
. (6.3)
Proof. We write down V˜ =∑dα=1〈Hα, V˜ 〉Hα . Then
∇O(M)Hi V˜ =
∑
α
(LHi 〈Hα, V˜ 〉)Hα + 〈Hα, V˜ 〉∇O(M)Hi Hα,
and
∇O(M)V (q) V˜ =
∑
α
(LV (q)〈Hα, V˜ 〉)Hα + 〈Hα, V˜ 〉∇O(M)V (q) Hα.
Remark that LHi 〈Hα, V˜ 〉 = 〈∇rεi V , rεα〉 and LV (q)〈Hα, V˜ 〉 = 〈rqεα,Vπ(r)〉. Now the result
(6.3) follows from Proposition 1.1. 
It follows that any vector field V on M in Dq1 can be lifted to a horizontal vector field V˜ on
O(M) in Dq1 . Moreover the relations (6.1) and (6.3) remain true for V ∈ Dq1(M).
As already observed above, the hypothesis (BD) implies conditions in Theorem 5.1, therefore
the horizontal flow r → Ut(w, r) is a diffeomorphism on O(M). Let Kt(w) be the density of
r → Ut(w, r)−1, then by Kunita [18]
Kt(w) = exp
(
−
t∫
0
d∑
α=1
div(Hα)
(
Us(w, r)
) ◦ dws
)
.
Since div(Hα) = 0 for α = 1, . . . , d , Kt = 1; in other word, Ut preserves the measure dr on
O(M).
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V˜t (w, ·) =
(
U−1t (w, ·)
)
∗V˜ . (6.4)
Proposition 6.3. We have
div
(
V˜t (w, ·)
)= div(V˜ )(Ut(w, ·)). (6.5)
Proof. For simplicity, we write V˜t = V˜t (w, ·). Then for any F ∈ C1c (O(M)),∫
O(M)
F div(V˜t )dr = −
∫
O(M)
〈∇F, (U−1t )∗V˜ 〉dr. (6.6)
Notice that〈∇F, (U−1t )∗V˜ 〉= dF(r) · dU−1t (Ut )V˜Ut .
Then the right hand side of (6.6) is equal to∫
O(M)
dF
(
U−1t
) · dU−1t (r)V˜r dr
=
∫
O(M)
d
(
F ◦U−1t
) · V˜r dr =
∫
O(M)
F ◦U−1t div(V˜ )dr =
∫
O(M)
F div(V˜ )(Ut )dr.
Combining with (6.6), we get (6.5). 
Now combining (6.1) and (6.5), we get
T∫
0
∥∥div(V˜t )∥∥∞ dt  T ∥∥div(V )∥∥∞. (6.7)
Now writing V˜ in the form V˜ =∑di=1〈V˜ ,Hi〉Hi , we have
V˜t (r) =
(
U−1t
)
∗V˜ (r) =
d∑
i=1
〈V˜ ,Hi〉Ut (r)
(
U−1t
)
∗Hi(r) =
d∑
i=1
〈V˜ ,Hi〉Ut (r)Ei(r), (6.8)
where we set Ei = (U−1t )∗Hi , which is smooth. Suppose that V is compactly supported, there-
fore V˜ is also compactly supported. Let K be the support of V˜ ; then
sup
i
sup
Ut (w)∈K
∣∣Ei(r)∣∣ CK(w) < +∞.
Therefore by invariance of the Liouville measure under Ut ,∫
O(M)
∣∣〈V˜ ,Hi〉Ut (r)Ei(r)∣∣q dr  C(w)q
∫
O(M)
∣∣〈V˜ ,Hi〉r ∣∣q dr.
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T∫
0
∫
O(M)
∣∣V˜t (r)∣∣q dr dt  Cq,T ,w
∫
M
∣∣V (x)∣∣q dx. (6.9)
Let Fi(r) = 〈V˜ ,Hi〉r . Then
∇O(M)H(a)
(
Fi(Ut )Ei
)= F ′i (Ut )(LH(a)Ut )Ei + Fi(Ut )∇H(a)Ei,
and
∇O(M)V (q)
(
Fi(Ut )Ei
)= F ′i (Ut )(LV (q)Ut )Ei + Fi(Ut )∇V (q)Ei.
Note that ‖F ′i (r)‖2 =
∑d
j=1(LHj Fi)2 +
∑
α<β(LVαβFi)2, and |LHj Fi | |∇V |, |LVαβFi | |V |.
So ∥∥F ′i (r)∥∥2  C(|V |2 + |∇V |2).
As above, ∇H(a)Ei , ∇V (q)Ei and LH(a)Ut , LV (q)Ut are bounded on a compact set; so there is a
constant C(w) > 0 such that∣∣∇O(M)(Fi(Ut )Ei)∣∣2  C(w)(|V |2(Ut )+ |∇V |2(Ut )).
From which, we get
T∫
0
∫
O(M)
∣∣∇O(M)V˜t (r)∣∣q dr dt  Cq,T ,w
∫
M
(∣∣V (x)∣∣q + |∇V |q)dx. (6.10)
Combining (6.9) and (6.10), if V is compactly supported, there is a constant Cw,q,T ,K depen-
dent of the support of V such that
T∫
0
∫
O(M)
(∣∣V˜t (w, r)∣∣q + ∣∣∇V˜t (w, r)∣∣q)dt dr  Cw,q,T ,K‖V ‖q
D
q
1
. (6.11)
Theorem 6.4. Let M be a complete Riemannian manifold. Suppose that the curvature tensor, as
well as its first two derivative are bounded. Then for a vector fields V over M in Sobolev space
D
q
1 with q > 2 such that div(V ) ∈ L∞(M) and almost surely,
T∫
0
∫
O(M)
[∣∣V˜t (w, r)∣∣q + ∣∣∇O(M)V˜t (w, r)∣∣q]dr < +∞. (6.12)
Then the SDE on O(M)
dXt =
d∑
k=1
Hk(Xt) ◦ dwkt + V˜ (Xt )dt, X0 = r (6.13)
has a strong solution Xt(w, r); moreover the push forward measure Xt(w, ·)∗(dr) has a density
Kt(w, r) with respect to the Liouville measure dr on O(M). The projected process xt = π(Xt )
on M has
1
2
M + V
as the generator.
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to
dYt
dt
= V˜t (w,Yt ), Y0 = r. (6.14)
Let Xt(w, r) = Ut(w,Yt ). By Itô–Ventezell formula (see [6,18]),
dXt =
d∑
k=1
Hk(Xt ) ◦ dwkt +U ′t (w,Yt )V˜t (Yt )dt.
Note that
U ′t (w,Yt )V˜t (Yt ) = U ′t (w,Yt ) ·
(
U−1t
)′(
Ut(Yt )
)
V˜
(
Ut(Yt )
)= V˜ (Xt ).
Therefore Xt is a solution to (6.13). For the last part of the theorem, it suffices to notice that(
1
2
d∑
k=1
L2Hk + V˜
)
ϕ ◦ π =
[(
1
2
M + V
)
ϕ
]
◦ π.
The proof is complete. 
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