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l-l 18), but instead we study sequences of formal expressions involving the iterated 
logarithms and Y to an arbitrary real power. Using a theory of formal power series 
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C’ 1991 Academic Press, Inc 
CONTENTS 
I. Introduction. 1.1. Discrete and continuous. 
2. Logarithmic power series. 2.1. The formal logarithm. 2.2. The harmonic 
logarithms. 2.3. The derivative. 2.4A. Appendix: Characterization of umbra1 
calculi. 
3. D-inuarianf operators. 3.1. The operator topology. 3.2. Taylor’s formula. 3.3. Real 
analysis. 3.4. Characterization of various classes of operators. 3.4.1. Artinian 
operators, 3.4.2. Differential operators. 3.4.3A. Appendix: D-invariant operators. 
3.4.4A. Appendix: Differential equations. 3.5. Augmentation. 
4. Roman graded sequences. 4.1. Graded sequences. 4.2. Roman graded sequences. 
4.3. Associated graded sequences. 4.4. Basic graded sequences, 4.5. Conjugate 
graded sequences. 4.6. Graded sequences of logarithmic binomial type. 
5. Relations among Roman graded sequences. 5.1. Transfer operators. 5.2. Adjoints. 
5.3. The Roman shift. 5.3.1A. Appendix: Orthogonal functions. 5.3.2A. Appendix: 
Rodrigues’ formula. 5.4. Explicit formulas for Roman graded sequences. 
5.5. Composition of formal series. 
*The article formed part of the author’s Ph.D. thesis at the Massachusetts Institute 01 
Technology. The thesis was supported by a National Science Foundation Graduate 
Fellowship. 
155 
OOOl-8708/91 $7.50 
Copyright <: 1991 by Academic Press. Inc. 
All rlghts al reproductmn in any form reserved. 
156 DANIEL E. LOEB 
6. Examples. 6.1. Roman graded 6.1.1. Lower sequences. factorial 6.1.2. Upper 
factorial. 6.1.3. Abel. 6.1.4. Gould. 6.1.5. Laguerre. 6.2. Connection constants. 
6.2.1. Upper factorial to lower factorial. 6.2.2. Lower factorial to upper factorial. 
6.2.3. Laguerre to harmonic. 6.2.4. Lower factorial to harmonic. 6.25 Abel to 
harmonic. 6.2.6. Upper factorial to Gould. 6.2.7. Lower factorial to Gould. 
1. INTRODUCTION 
Over the years, mathematicians have studied many special sequences of 
functions especially polynomials. These sequences were found to have 
many important similarities; however, it was not until G.-C. Rota’s Umbra1 
Calculus [40] that this notion was formalized. Only could one study under 
a single theory most of the important sequences of polynomials-for 
example, Y, Abel, lower factorial, upper factorial. These sequences are all 
sequences of binomial type. 
Nevertheless, yet more work needed to be done, for the theory only 
applied to polynomials. For example, the theory of “factor sequences” was 
developed [40] specifically to handle inverse formal power series. However, 
this theory was completely separate from the umbra1 calculus of polynomials. 
An early version of this article was published under the title Formal Power 
Series of Logarithmic Type [24]. Not only did this paper allow us to 
simultaneously consider polynomials and inverse formal series, but it also 
allowed us to consider expressions involving the logarithm log X. 
This article differs from [24] principally in that it considers two further 
generalizations to the logarithmic algebra 3’. By introducing the iterated 
logarithms log log x, log log log x, and so on, to the logarithmic algebra, 
we have the discrete theory. Then by including x to any real power, we 
derive the continuous theory. Thus, the logarithmic algebra 3 is the set of 
all complex functions on the real numbers with asymptotic expansions in 
a neighborhood of + cc with respect to the ladder of comparison 
x”(log X)b . ’ . . With only a handful of obvious exceptions, all of the results 
of [24] carry over into these new contexts with only minor changes. For 
example, we conclude that every sequence of polynomials of binomial type 
can be uniquely extended to a pseudobasis of 3 called a Roman graded 
sequence (after Professor Steve Roman). In fact, this sequence is usually 
easier to calculate than the sequence of binomial type itself using classical 
techniques. Thus, even when one is only interested in polynomials it still 
pays to introduce logarithms. 
1.1. Discrete and Continuous 
In this paper, all results regarding the discrete iterated logarithmic 
algebra will be denoted “Discrete” and the results regarding the more 
general continuous iterated logarithmic algebra will be denoted 
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“Continuous.” Readers interested in only one of these theories may safely 
omit all material pertaining to the other. Results numbered with a D and 
paragraphs starting with Discrete are relevant only to the discrete theory 
whereas results numbered with a C and paragraphs starting with 
Continuous are relevant only to the continuous theory. Otherwise, the 
remainder of this article may be interpreted discretely by supposing that all 
variables a, b, c, . . . are integers, and that CI, a are vectors of integers, or it 
may be interpreted continuously by supposing that all variables a, b, c, . . . 
are real numbers and that CI, fi are vectors of real numbers. 
Digressions and all sections marked with the word Appendix or the letter 
A are independent of all later material and are included for their own sake. 
2. LOGARITHMIC POWER SERIES 
2.1. The Formal Logarithm 
We first define a generalization of the ring of formal power series which 
includes a series of powers of the logarithm function log x as well as the 
iterated logarithms log log x, log log log x, and so on. There are two cases 
of interest which we will study in parallel. In the discrete case, we are 
satisfied with integral exponents. However, in the continuous case, we have 
an even grander objective; we propose to generalize the Noetherian algebra 
in a similar manner, and thus construct a field 3 which contains xn, 
(log x)~, (log log x)‘, and so on, for all real numbers a. (For orientation, 
it may help to first study [25] if one is interested in the continuous case.) 
DEFINITION 2.1.1 (Logarithmic Algebra). Let (I,, f,, f,, . ..> be an 
infinite set of variables. We sometimes denote l,, by x, I, by log x or f, 1, 
by log log x, and so on. 
Discrete : In the discrete case, let K(x) denote the algebra of inverse 
Laurent series in the variable x with coefficients in K 
K(x)= i CkXk :c,EKand nEZ . 
k= -a 
Continuous: Whereas, in the continuous case, let K(x) denote the 
Noetherian algebra in the variable x with coefficients in K 
K(x) = c c,xa : c, E K and for all a E R, there exists finitely many 
UER 
b>O with c,#O . 1 
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Addition and multiplication of Noetherian series is defined in the obvious 
way, and K(x) is given a topology such that 
1. c,xun is a Cauchy sequence whenever 
(a) a,, is a Cauchy sequence in the order topology of R, and 
(b) c, is a Cauchy sequence in the topology of K. 
2. c,x‘+ converges to zero whenever a,, decreases (resp. increases) 
without bound. 
3. Finite sums of the above two items are also Cauchy sequences. 
The logarithmic algebra is then defined to be the infinite multivariate 
Noetherian algebra over the complex numbers 
j= u (...((C(~,))(~,-*))...(~o)). 
I220 
Members of the logarithmic algebra are called formal power series of 
logarithmic type. 
Now, for convenience, we introduce a bit of notation. 
DEFINITION 2.1.2. (Powers of Logarithms). If c1= (a,)FSo is a vector 
with finite support and LX, E R,, then we write I” to denote the product 
When CI is a finite vector, we write (a, fl) to denote the concatenation of the 
vectors a and /I. 
Let us now give a direct definition of the logarithmic algebra. 
C,b,l”:Vn>O, Vu, ,..., u,_~EZ, 
Discrete: 9 = Vk E Z, there exists finitely many CI, > k such that 
3u n+1> u,+z, . . . EZ with b,#O. 1. 
Continuous: Y = 
I 
Cm b,l”:VnaO, Vu., ,..., ~,-,ER, 
VP E R, there exists finitely many CI, > fl such that 
3u n+l, LX,,+*, . ..ER with b,#O. 1 1 
We now define the derivative with respect to x. 
DEFINITION 2.1.3 (Derivative). The derivative operator D is the 
continuous linear operator on X such that for all vectors u 
Dl”= c uJ-~(~), (2.1) 
II20 
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where 6(n) is the vector of n + 1 consecutive ones: 
eLn= ; 
i 
if O<m<n, and 
if n<m. 
PROPOSITION 2.1.4. The derivative D is a well defined derivation. 
Proof: (Well Defined) Obviously, D is unique if it exists. Now, 
c( - 6(n) is a valid exponent, since it has finite support, and its nth compo- 
nent lies in R,. Moreover, notice that 
DI*EC[I,, I,, . . . R,, R,, . ..I. 
so it suffkes to show that the linear extension of D to CC/,, l,, . . . . 
R,, R,, . ..I is continuous; however, this is immediate. 
(Derivation) Consider the series of equalities 
THEOREM 2.1.5 (Hardy Field). The logarithmic algebra 9 is a Hardy 
field. 
Proof: By [25], I(( x is a field. Thus, by category theory, 9 is a field. ) 
Finally, it is closed under the derivative by Proposition 2.1.4. 1 
Conversely, the noniterated logarithmic algebra LZ of [24] is not a field 
since l/log x $2. 
Indeed, we will show (Proposition 2.3.3) that 9 contains a “large” sub- 
algebra $+ which is closed under the derivative and integration. This fact 
is of considerable importance when considering differential equations; see 
Section 3.4.4A. 
COROLLARY 2.1.6. The subalgebra of 9 consisting of those logarithmic 
series is an ordered field when equipped with the ordering f(x) $ g(x) if and 
only if the leading coefficient of g(x) -f(x) is positive. 
Proof: We must prove that this is a complete ordering, that it preserves 
addition, and that the product of two positive series is yet another positive 
series. 
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(Complete Ordering) The leading coefficient of j(x) - g(x) is only 
zero if f(x) = g(x). Otherwise, either f(x) < g(x) or f(x) $ g(x), but not 
both. 
(Addition) Suppose fi(x) $f2(x) and gi(x) $ g2(x). Thus, the 
leading coefficients a and b of f2(x) -fi(x) and g*(x) - gi(x) are positive. 
The leading coefficient of fi(x) + g2(x) -fi(x)-g,(x) is either a, b, or 
a + b. In any case, the leading coefficient is positive. 
(Multiplication) Let f(x) 9 0 and g(x) $0. Thus, the leading coef- 
ficients a and b of f(x) and g(x) are positive. Finally, the leading coefficient 
is ab which is positive. 1 
This subalgebra corresponds to those real value functions which 
have asymptotic expansions with respect to the monomials I”. Under this 
ordering, f(x) %-g(x) if and only if f(a)>g(a) for all sufficiently large 
real a. 
2.2. The Harmonic Logarithms 
As demonstrated by Eq. (2.1), the action of the derivative on the 
pseudobasis I” of 9 is quite unwieldy. Remarkably, another pseudobasis of 
this algebra can be found which behaves much like the powers X~ do in 
the Noetherian algebra, at least as far as differentiation goes. To motivate 
the definition that follows, we anticipate the fact (Corollary 2.3.6) that the 
harmonic logarithm n:(x) turns out to be equal to La] ! DP”Zop ‘. 
DEFINITION 2.2.1 (Harmonic Logarithm). Let a = (a,):=, be a vector 
with finite support indexed by the positive integers. Then for all a, the 
harmonic logarithm of degree a and order a is defined by the sum 
x ,FI, e,n-,n+,(a,,a,-l ,..., a,-p,+l) Z(‘),(E-p) 
L 1 
over all linear partitions p where 
l a linear partition p is a nonincreasing infinite sequence, (pi)ir ,, of 
nonnegative integers which is eventually zero; 
l for all a, the Roman factorial La] ! (see [ 191) is defined by 
Lal! = 
1 
l-(a+ 1) when a is not a negative integer, and 
(-l)“-‘/(-a-l)! when a is a negative integer; 
l for all a, and all nonnegative integers k, the generalized Stirling 
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number of the first kind s(a, k) (see [20]) is given by the coefficient of xk 
in the formal power series T(x + l)/T(x - a + 1); and 
l for all integers n, and variables x = {x1, .x2, . . . . x,}, the elementary 
symmetric function e,(x) is defined explicitly by the sum 
e,(x) = c n X%k (2.2) 
l<z,<q< <x,<k k=l 
all linear partitions CI with distinct parts, and it is defined implicitly by the 
generating function 
k 
n (l+x,y)= C e,(x)y”. 
PROPOSITION 2.2.2. The harmonic logarithms are we& defined formal 
power series of logarithmic type. 
ProoJ: The product is in fact finite, since p, = pn + 1 = 0 for large n, and 
e,(x, , x2, . . . ) = 1. 
The coefficients of the series are Noetherian since for any partition p, 
there are only finitely many lesser partitions. 1 
Some special cases are of particular interest: 
1. When a is not a negative integer, we have I.Ip’ =xU. 
2. Whereas, for all negative integers a, A:‘)(x) = 0, and Al’)(x) = x0. 
3. Also, S(0, k)=8k,O, SO n;(X)=/““. 
4. %-l’(x) is seen (Corollary 2.3.6) to be the logarithmic integral 
li( x) = J; &/log t. 
5. Notice that when a, c1,, u*, . . . are nonnegative integers, AZ(x) is 
given by a finite sum of monomials. 
6. See Table 2.1 for a list of harmonic logarithms of orders (1) and 
(2), and integral degrees. 
7. The harmonic logarithms of integral degree n and order (m) where 
m is a nonnegative integer are given by the exponential generating function 
(see ~241) 
Lnl xn+‘& + 1) = c Acm,txg 
T(z+n+ 1) n PXZO m!’ 
and the expressions 
,l’“‘(x) = x”Lnl! (xD)),, (log x)“‘, n 
=xn ,to Lnl! (t)kS(-?In,k)(logx)‘~k. (2.3) 
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TABLE 2.1 
Harmonic Logarithms of Orders (1) and (2) 
: : 
nb”(x)=x” logx-1 -;- 
( 
. . - 
: 
Af’(x) = 5 In [uogx):-(z+f+ +;) logx 
: : 
1:“(X) = x2 (lo,,lt) 
I\“(X) =x(logx- 1) 
I’“(x) = log x 0 
n”,,(X)=X-’ 
l”,,(x) =x-2 
n”\(x) = xm3 
: : 
A”:(x) = x-” 
: : 
+2+5 11; + “’ 
( > 
+g+;+ +;)I 
,q(x) =x2 [(iog+(2+9 logx 
+z+; 1,; 
( )I 
/q*‘(x) = x[ (log x)2 - 2 log x + 21 
&2’(x) = (log )* 
Ic2,,(x) = 2x-l log x 
1’z~(x)=2x-*[10gx- l] 
*~:(x)=2x-’ [log(x)-l-;] 
A’2i(x) =2x-” 
1 
log(x)- 1-i- ... -A 1 
OPEN PROBLEM 2.2.3. Can Eq. (2.3) be stated more generally? And if so, 
does this lead to another proof of Theorem 2.3.2 as in [24, Proof 3 of 
Theorem 4.3.8]? 
PROPOSITION 2.2.4. The set of nonzero harmonic logarithms 1:(x) is a 
pseudobasis for the logarithmic algebra 9. 
Proof: Notice that when a is not a negative integer then AZ(x) is of 
order 1 (*A OL as x tends towards infinity, and that for a a negative integer 
J:(x) is of order I(“, al ~ 1, ~2s ~3 -). 1 
COROLLARY 2.2.5. Every formal power series of logarithmic type 
p(x) E 9 can be uniquely written as a convergent sum of the form 
(2.4) 
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for some h and y where b, “’ = 0 for all negative integers n and the vectors are 
ordered lexicographically. 
Given a formal power series of logarithmic type p(x). Let [i:(x)] p(x) 
denote the coefficient of n:(x) in the expansion of p(x) given by bz in the 
Corollary 2.2.5. If [n:(x)] p(x) = 0 whenever c( #/I, then p(x) is said to be 
homogeneous of order /I. 
Let the logarithmic algebra of order c( denoted 9’ be the subspace of the 
logarithmic algebra 9 consisting of those elements which are homogeneous 
of order CI. Thus, 4 is the direct sum of the subspaces .Y. 
EXAMPLE 2.2.1 (Level Zero). The vector space .Y”’ is 
Discrete: the algebra of polynomials over the complex numbers in 
the variable x, C[x]. 
Continuous: the Noetherian algebra over the complex numbers in the 
variable x indexed by the set of real numbers which are not negative 
integers. 
i 
c, c,x” : c, E C, c, = 0 for a a negative integer, 
9”’ = and Va E R, there exists finitely many b > /? 
such that cb # 0. i 
Although in the discrete case, 9 ‘O) is a subalgebra of 9; when a = 0, the 
9” is not closed under multiplication. In fact, the positiue logarithmic 
subspace 9 + which is defined to be the direct sum 
is not closed under multiplication either, since 
A:yx) A’\(x) = log x - 1 
= n;‘(x) - AhO’ 
$9’. 
Discrete: Nevertheless, 9”) is closed under multiplication. 
Continuous : Moreover, the vector space Y(” is not closed under 
multiplication. For example, x ~ ‘./* E .Y’“‘. However, x ~ ’ = x ~ “*x ~ I’* 4 Y(O). 
PROPOSITION 2.2.6. Let P(X)E$ be a nonzero formal power series of 
logarithmic type. Then the degree of p(x) is given by deg(p(x)) = 
max(a : [~-Z(X)] p(x) #O for some cc}. 
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2.3. The Derivative 
The algebra 9 of formal power series of logarithmic type is a generaliza- 
tion of the algebra of polynomials, and it is our objective to extend to this 
algebra various properties of the algebra of formal power series. Such 
extensions are informally called “Logarithmic Extensions.” The following 
theorem is then used to justify applying these logarithmic extensions to 
problems involving the complex or real numbers. 
THEOREM 2.3.1. Let S be an open subset of the complex plane for which 
(lzj : ZE S} is unbounded. Suppose (p,(x)),., is a sequence of formal 
logarithmic series which converges to a formal series p(x) which represents 
a function from S to the complex numbers. Then the sequence (P,(x)),~~ is 
asymptotic to p(x) as 1x1 goes to infinity within S. 
Proof Note that {I*} is a ladder of comparison. 1 
The following result is fundamental. It shows that the harmonic 
logarithms behave under differentiation like ordinary powers, provided the 
ordinary factorial n ! is replaced by the Roman factorial: 
THEOREM 2.3.2. For all a and a, 
DA~+,(x)=La+11A~(x). 
More generally, for any nonnegative integer n, 
(2.5) 
(2.6) 
Proof: By induction, it suffices to demonstrate Eq. (2.5). Now, since 
s(a + 1, k) = s(a, k - 1) - as(a, k) [20 J, we have the sequence of equalities 
x n ePn-Pn+,(un,an-l ,..., a,-p,+l) Dl(“+l),(a--p) 
[ n>l 1 
=,;9 s[--aa~l$' [nIIl e,~-.~+,(a,,a,--1,...,a,--p,+l)] 
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= c (~+1)s(-a-1,p,)--s(-a-l,p1-1) 
Peq 
L-a- ll! 
x JJ, %-P.+l( 
L 
c!,, a, - 1, . ..) tl, - Pn + 1) 1 l@),*-p St--a, Pl) =,z9 L-al! 
= x nil ePnpPn+,(tl,, c1,- 1, . . ..cI.--p,+ 1) 
L 1 I(a’Sa-p = La +11 n;(x). I 
Recall that Ajp)(x) = 0 for n a negative integer. 
PROPOSITION 2.3.3. The restriction of the derivative operator D to 4+ is 
a bijection. 
Proof. For c1# (0), define a continuous linear operator D-’ by 
D-l: A:(x)H A;+,(x)/La+ 11. 
Clearly, D -’ is the inverse of D. 1 
In the continuous case, we can define nonintegral powers of the 
derivative over the positive logarithmic algebra 9 +. 
DEFINITION 2.3.4C (Fractional Derivative). For LZE R, define the ath 
power of the derivative to be the continuous linear map on 9+ defined by 
Lb-l! 
DUG(x) = Lb _ a, ! n; ~ Jx). 
Continuous: This definition makes sense since then D’ = D and 
D”Db = Dnib. However, we must contrast this with the already existing 
definition of the fractional derivatives via Fourier transforms. The Fourier 
transform and the inverse Fourier transform of a function f(x) are defined 
as 
and 
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Thus, (Df) = C$ Hence, it is usual to define D’ by 
(D~)=c& 
or 
OPEN PROBLEM 2.3X. Is Definition 2.3.4C equivalent to the Fourier 
fractional derivative? 
Equation (2.6) is therefore valid for all a and all integers i when CI # (0). 
In particular, we have the following simple formula for the harmonic 
logarithms: 
COROLLARY 2.3.6. For all nonzero vectors CI and all a, 
AZ(x) = La1 ! D-aZ(o), a. 
For convenience, we now offer a simple formula for the integral in 9 + 
of any monomial I@)* R with b # -1: 
We now proceed to give a characterization of levels 9”. 
COROLLARY 2.3.7. For all c1# (0), the subspace 9” is 
Discrete: the minimal closed invariant subspace of Y+ under the 
action of D and D -’ which contains E(O), ‘.
Continuous : the minimal closed invariant subspace of 9+ under the 
action of D” for all real numbers a which contains l(O), a. 
Proof See Theorem 2.3.2 and Example 3 following Proposition 2.2.2. 1 
2.4A. Appendix: Characterization of Umbra1 Calculi 
We are now in a position to completely characterize which algebras one 
can construct umbra1 calculi for. We discuss separately the discrete case 
and the continuous case which is seen to be a specialization of the discrete 
case. 
Nearly all of the ensuing results in this paper are held mutatis mutandis 
by any umbra1 calculus. 
Nevertheless, the discrete and continuous iterated logarithmic algebras X 
can be distinguished from all other umbra1 calculi as we proceed to 
demonstrate. 
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DEFINITION 2.4A.l (Roman Algebra). A module is called a: 
Discrete : discrete Roman Algebra if it contains a pseudobasis 
{x,:neZ} or {x n : n <k} and is associated with an operator D such that 
Dx,=nx+,. 
Continuous: continuous Roman Algebra if it contains a pseudobasis 
i x, : a E R) and is associated with a family of operators Db such that 
Dbx, = (Lal!/La - hl!) xuph. 
THEOREM 2.4A.2 (Characterization of Umbra1 Calculi). Let F be a 
topological ring (with identity). Suppose D is a continuous derivation of 9, 
and suppose the field K is the kernel of D. Then F contains a dense sub- 
algebra J isomorphic to a direct sum P @ S where P is a set of polynomials 
with coefficients in K, and S is the direct sum of discrete Roman algebras. 
Such a ring F is called a discrete umbra1 calculus. 
Continuous: Moreover, suppose (D” : a E R > is a family of continuous 
operators on S such that D”Db = D”+ ‘. Then S is isomorphic to a the direct 
sum of copies of the continuous Roman algebra. Such a ring 9 is be called 
a continuous umbra1 calculus. 
Proof Let P=UnaO ker(D”). Then P is a set of polynomials with 
respect to any member of ker(D). 
Now, F is a K-vector space, so represent it as a direct sum of P and 
another vector space S. Since D is a bijection when restricted to S we can 
divide S into Roman algebras. 1 
COROLLARY 2.4A.3; A field of analytic functions is a discrete umbra1 
calculus for the derivative tf and onl,v tf it is a Hardy field. 
THEOREM 2.4A.4 (Characterization of the Logarithmic Algebra). The 
logarithmic algebra 4 contains a dense subset which is the smallest proper 
field extension of the field C(x) of polynomials with complex coefficients 
such that: 
Discrete: D is a derivation of the entire field, and Dp(x) = 0 only when 
p(x) is a complex constant. 
Continuous : D is a derivation of the entire field, Dp(x) = 0 only when 
p(x) is a complex constant, and there is a family of operators D” on $/Y(O) 
(see Example 2.2.1) with D’ = D such that D”Db = Da+b. 
PROPOSITION 2.4A.5. All formal power series of logarithmic type repre- 
sent an asymptotic expansion of a complex valued function. 
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3. D-INVARIANT OPERATORS 
3.1. The Operator Topology 
It is a classical result that the algebra of formal differential operators 
c ?I>0 a,D” acts on the vector space of polynomials. In view of the fact that 
the derivative D is invertible in 3’ for c1# (0) (Proposition 2.3.3), we can 
define on Y+ the action of a more general class of differential operators, 
called Artinian operators. These are linear operators which commute with 
all powers of the derivative, and act on each level in a similar fashion; this 
notion will be made more precise later. 
The primary goal of this chapter is to classify all Artinian operators. We 
see (Theorem 3.4.1) that they are merely Artinian series in the derivative, 
and that the operator topology-which we are shortly to deline- 
corresponds to the Artinian topology. (See [25].) This implies (see 
Section 3.4.4A) that all linear differential equations have a unique canonical 
solution. Finally, along the way we find the opportunity (in Section 3.3) to 
apply this theory to Real Analysis. 
We begin by defining a topology on the ring of continuous linear 
operators acting on formal power series of logarithmic type. 
Let Y be a subspace of 9. We say that a sequence (e,),,, of continuous 
linear operators of Y into itself converges in the operator topoZogy on Y 
when for every p(x) E Y the sequence (0, p(x)),,, converges in Y. 
PROPOSITION 3.1.1. Let 5 =Y, Y+, or F. Then the set of continuous 
linear operators in the operator topology of F is a complete topological 
K-algebra whose operations are given by 
(04) P(X) = NdP(X)) 
(4 p(x) = a(ep(x)) 
(0 + 4 P(X) = (ep(x)) + do). 
Pro& Let (Un,o and MJnao be convergent sequences of continuous 
linear operators on Y. Thus, for any p(x) E Y, the sequences (0, P(x)),~~ 
and (4, p(x)), p o are Cauchy. In particular, (t?,#, p(x)), a o is Cauchy for 
any k > 0, and since ek is continuous, (0,&p(x)), a o is also Cauchy for 
any k 2 0. Hence, (0,#,p(x)),20 is Cauchy, and (e,b,),., converges. 
((0, + 4,) ~(x)),,~ converges since Y is a topological space. Hence, 
(4 + 4,), r o converges. 
The ring is complete since 8p(x) = lim,, +a) 8,p(x) is the limit of a 
Cauchy sequence. 1 
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We shall write infinite series C k a d Ok of operators, which are understood 
to denote the limits of their partial sums. 
We list below some notable operators and comment briefly on them: 
EXAMPLE 3.1.1 (Derivative). The derivative D” is defined via Defini- 
tion 2.1.3 on all of 4 when a is a nonnegative integer. Otherwise, it is 
defined on only the positive logarithmic algebra .a+ via 
Discrete: Proposition 2.3.3. 
Continuous: Definition 2.3.4C. Note that the map UH D” is 
continuous in the operator topology 
Lbl! D"G(x) = Lb _ a,! X-,(x). 
EXAMPLE 3.1.2 (Shift Operator). For all complex numbers Z, the shift 
operator, E’: 4 + Y is given by 
Ez = 1 znDn/n !. 
II>0 
We see that this is a convergent sum, so E’ is well defined. In fact, we show 
that E’ is a field isomorphism. Note that this is the first use we make of 
the fact that the field of complex numbers C has characteristic zero. 
EXAMPLE 3.1.3 (Elementary D-Invariant Operator). For any pair of 
vectors CI and b the elementary D-invariant operator from CI to b&denoted 
E#,-is the linear map on the logarithmic algebra defined for all a and y 
by 
where a is not a negative integer if LX = (0). In the discrete case, the elemen- 
tary D-invariant operators are continuous, 
Note that proj, = E,, is the projection map 9 + b”. In other words, 
These projections commute with D”. Note however that not all continuous, 
linear projections which commute with D” are expressible in terms of these 
projections. 
607,86,2-? 
170 DANIEL E. LOEB 
Continuous: A subspace Y of 9 + is said to be D-invariant if it is 
invariant under the fractional derivative D” ‘for all real numbers a. An 
operator 8 on a D-invariant subspace Y is said to be D-invariant when 
D”8 = BD” for all real a. 
Discrete: A subspace 5 of Y is said to be D-invariant or shift- 
invariant if it is invariant under the derivative D, or equivalently if it is 
invariant under E’ for all complex numbers z. An operator 13 on a 
D-invariant subspace Y is said to be D-invariant or shift-invariant when 
D6’ = 6D, or equivalently if DE’ = E’D for all complex numbers z. 
For example, all the operators mentioned above are D-invariant. 
A continuous linear operator 0 on 9 or 9+ is said to be a regular 
operator if it commutes with every elementary D-invariant operator E,, 
(except possibly when /I = 0), that is, such that 
8E,, = E,, 8 
for /? # 0. For example, Da and E’ are regular operators. 
A regular D-invariant operator on Y+ is called an Artinian operator, 
and one on all of 9 is called a differential operator. The set of Artinian 
operators is denoted by n +, and the set of differential operators by /i. 
Beware that this notation is inconsistent with the notation for the corre- 
sponding concepts in [24]. The notation used here was chosen because it 
is more logical. 
Clearly every differential operator restricts to an Artinian operator. 
Thus, /I+ s/1 
PROPOSITION 3.1.2. 1. The set of Artinian operators A + is a complete 
topological ring in the operator topology of 9 +. 
2. The set of differential operators A is a complete topological ring in 
the operator topology of 9. 
Proof: n + and n clearly are K-algebras, so it suffkes to show that the 
limit of any Cauchy sequence of Artinian (resp. differential) operators is 
again an Artinian (resp. differential) operator. 
Let (e,h be such a Cauchy sequence, and let 8 be its limit. Now, 
8E*p(x) = lim B,E’p(x) 
n-r +m 
= lim E=enp(x) 
n-r +a0 
= EZ lim f?,p(x) 
n-r +m 
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since E’ is a continuous operator. This in turn equals E’Bp(x), so 8 is 
D-invariant. Mutatis mutandis, we have E,,,O = OE,,, so 8 is regular. 1 
Our objective is to obtain structural characterizations of Artinian and 
differential operators. 
3.2. Taylor’s Formula 
We shall derive analogs of Taylor’s formula in the logarithmic algebra 4. 
We begin by giving the following alternate definition of the shift operator: 
PROPOSITION 3.2.1. For all complex numbers z, E’ is a well defined 
continuous field isomorphism of 9 which fixes all constants. 
Proof: We need only check that E’(p(x) q(x))= (E=p(x))(E’q(x)) for 
all p(x), q(x) E .Y. 
E=(pb) q(x)) = k;. ; DkMx) q(x)) 
=zo ; ,+z=, (i) (D”p(x))P’%(-~)) 
,n+m 
=n ;,, ,il m! - P”Ax)W”q(x)) .I . 
= W’p(x)NE’q(x)). I 
Digression : Proposition 3.2.1 shows that E’ satisfies the conditions of the 
characterization of Artinian composition in [25]. Any continuous field 
isomorphism of 9 which fixes all constants is determined by its values on 
the iterated logarithms I,. Thus, E’ is the “O-composition” associated with 
the substitution of x + z for x, and log x + Ci,0 ( - l)‘+ 1 d/jxj for log x 
and so on. In general, 
E’l, = c 5 D”1, 
n>O . 
=l,- c c (---)“S(--n, pII 
n>O /(p)=k 
Lnl! n 
Pk’l 
k-2 
x ,JJl ep,-p,+,(-l, . . . . -P,+ l)] l(pn’3p* 
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k=2 
=*k+ c t-l)“+“’ n eP,-P,+,(-l ,..., -P,+l) 
4p)=k j=l 1 Pk==l 
XC en- l)! e---n, PI) *(-n),P* 
II,0 n 
where p* = (p,, . . . . pk _ ,). End of Digression. 
Observe that E’lE”2 = e”De=~D = @ +a)D = E”l+a 
Discrete : By applying the shift operator to the harmonic logarithms 
of order (1) and degree n a nonnegative integer, L;)(x), we obtain the iden- 
tity 
(l+a)” 
( 
log(l+a)-1-t- *.. -; 
> 
=[(x+a)” (log(x+a)-l-~- . . . -i)],-, 
=[io l;] a”-‘x’(logx-l-f- . . . 4)+zn [;] ..,~-i]x=I 
= -;. 111 ..-j1+;+ ... +i)+ 1 I;] ui, 
izn 
and therefore 
(1 + a)” log( 1 + a) 
= -((I +a)“- 1) “:T$‘+y (1) a”-‘%+ c n .i 
’ i=O ’ i>n Ll i 
=((l+a)“-1) I+;+ 
( 
. . . +t 
> ( 
1 --a l+k+ . . . +- 
n-l > 
n 
-0 ( 2 
a2 1+;+ ... + -&--)- . . . -2 (I) ~n-2-n~n-1 
+d+l Lnl]+a”+’ lr,]+ . . . . 
Contrast this with [35, Corollary 5.61. 
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3.3. Real Analysis 
Proposition 3.2.1 can be summarized as stating that 
E’p(x) = ezDp(x) = p(x + 2) 
for all logarithmic series p(x) EY. Note that this identity is tautological, 
since we cannot “evaluate” the variable x. However, in the case of complex 
numbers, we can, and we have 
PROPOSITION 3.3.1. All formal power series of logarithmic type p(x) E 9 
represent asymptotic expansions of a complex valued function p(x) in a 
neighborhood of infinity. Moreover, for all real numbers c, E’p(x) represents 
an asymptotic expansion of jY(x + c). 
Conversely, any asymptotic expansion of a function in a neighborhood of 
infinity relative to the ladder of comparison given by J:(x) is a formal power 
series of logarithmic type. 
Proof The asymptotic expansions follow from Proposition 2.4A.5. We 
conclude by observing 
E’b(x) Ir=.-=erD~(x) l.y=z 
= z. g Dk13(x) 1 5 = :
Xk 
=k;o -g CDkPb)lx=, -rt=C. 
3.4. Characterization of Various Classes of Operators 
3.4.1. Artinian Operators 
Every Artinian operator 8 maps 9’ into itself for every nonzero vector 
a. We denote by i3 its restriction to 9”, by an abuse of notation, and we 
say that 0 is an Artinian operator of 9’ into itself. 
As planned, we can now characterize the algebra of Artinian operators 
and its topology. It is isomorphic to an algebra (mentioned in [25]) we 
denote C(x); it is in a sense the dual of the Noetherian algebra of 
Definition 2.1.1. 
Discrete : In the discrete case, C(x) is the algebra of Laurent series 
in the variable x with complex coefficients. 
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Continuous: In the continuous case, C(x) is the algebra of Artinian 
series (see [25]) in the variable x with complex coefficients 
c rrER c,xLI : c, L = C and for all a E R, 
there exists finitely many 
b>O with c,#O 
Its operations and topology are similar to that of the Noetherian algebra. 
THEOREM 3.4.1. The algebra of Artinian operators A i is naturally 
isomorphic to the Artinian algebra C (x ) as a topological algebra. 
Proof: (C(x) E /1’) Note that D“Db = DbD”, and DUE,,= E,,D”. 
(A + E C(x)) Let 0 E .4 + be an Artinian operator. By regularity, 8 is 
determined by its action on the harmonic logarithms of order c( for any 
particular cz # (0). 
Tut = 1 e,,Az(x). 
h 
Notice, that for any a and b, eabP # 0 only for finitely many b’ B 6. Next, 
Lb-I! 
eDa4Xx) = 0 Lb _ a,! C,(x) 
D‘YU~(x) = D” C e&E(x) 
Thus, Ltl e,-b,.=Lc:“l eb,c+b. In particular, setting a=b, 
C e 0, c = 11 b eb.r+b. 
Hence, 8 is determined by the e, E, and therefore equals the Artinian series 
Cc ec,oDc/Lcl!. 
(Continuity) It only remains to show that Artinian series in the 
derivative are continuous in the operator topology (Section 3.1), and that 
Artinian operators are continuous in the Artinian topology. However, 
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c,D”’ converges whenever a, and c, converge, and enDan converges to zero 
whenever a, increases without bound. Moreover, all Cauchy sequences of 
operators are linear combinations of the above. 1 
If f(D) is an Artinian operator which is represented by a delta series 
(that is, a series of degree one), then f(D) is called a delta operator. 
Discrete: Recall the important fact that if j(D) is a delta operator, 
then the sequence of powers (f(D)“),,, is a pseudobasis for the field of 
Artinian operators n + . That is, for every Artinian operator g(D) ELI + of 
degree d there is a sequence (c~)~ Gd indexed by integers k < d such that 
s(D)=C k<d ckf(Wk. This sequence can actually be calculated via 
Theorem 4.3.3. The notation f(D)“;” comes from the continuous case (see 
below); in the context of the discrete theory, it should be read simply as 
f(D)“. 
Continuous: Recall the important fact from [25] that if f(D) = 
c orR c,.P is an Artinian operator of degree d # 0 (for example, a delta 
operator), and n is an integer, then the set (f(D)“:” : UE R} is a pseudo- 
basis for the field of Artinian operators n + where (see [25]) 
and m = Icdl and 8 = arg(c,) are the modulus and argument of the leading 
coefficient of f(D) and the sum is over multisets M of positive real numbers. 
That is, for every Artinian operator g(D) e/i + there is a sequence (c,),~~ 
such that xUER c,~(D)~‘~ converges to g(D). When f(D) is a delta 
operator, this sequence can be calculated via Theorem 4.3.3 or the methods 
of [20]. 
Similarly, the series of nonnegative integer powers of any delta operator 
f(D) is a pseudobasis for /i. 
3.4.2. Differential Operators 
In analogy with the preceding result for Artinian operators, we obtain 
the following structure theorem for differential operators: 
COROLLARY 3.4.2. The topological algebra of differential operators is 
naturally isomorphic to the topological algebra of the formal power series in 
the derivative us a topological algebra: A = C[Djj. 
ProoJ Such series are the only members of A+ which are well defined 
on No). 1 
As opposed to Artinian operators which are invertible if nonzero, a 
differential operator is invertible in /i if and only if it is of degree 0. 
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3.4.3A. Appendix: D-Invariant Operators 
The rings of continuous, linear, D-invariant operators (which are not 
necessarily regular) over 9 and 9+ are structured as follows: 
PROPOSITION 3.4.3. Let 9Q and go be the rings of D-invariant linear 
operators on 4+ and Y, respectively, which are continuous on each 9”. 
Then : 
Discrete: 1. 9 is the closure 9, in the operator topology, of the span 
of the operators D"E,, where tl and B are nonzero vectors with finite support 
of integers, and n is an integer. 
2. 9$, is the closure 9,,, in the operator topology, of the span of the 
operators D"E,, where 
it; 
tl and B are vectors with finite support of integers, 
n is an integer, 
(c) GI # (0) unless p = (0), and 
(d) j3 # (0) unless n is a nonnegative integer. 
Continuous: 1. 5%’ is the closure 9, in the operator topology, of the 
span of the operators DOE,, where CI and /? are nonzero vectors with finite 
support of real numbers, and a is a real number. 
2. B,, is the closure go, in the operator topology, of the span of the 
operators D"E,, 
[it! 
C( and p are vectors with finite support of real numbers, 
a is a real number, 
(c) CI # (0) unless p = (0), and 
(d) P+(O) 1 un ess a is a nonnegative integer. 
Proof: (9 E W and CBO s .G&,) Elementary D-invariant operators com- 
mute with the derivative. Thus, they commute with all Artinian and 
differential operators. Hence, they are in fact D-invariant. 
Observe that E,,D" is continuous, linear, and D-invariant for ~1, /I # (0). 
We conclude that every operator in 9 and ~9~ is continuous, linear, and 
D-invariant. 
(9 c 59) Let 0 be a continuous, linear, D-invariant operator. For 
each pair of vectors ~1, /I# (0), define 0,8=projSI 8 proj,. Obviously, 
0=x a, Bz (,,) 0,,. It suffices to show that for all nonzero vectors 01 and B, 
there is an Artinian operator f&D) E /1+ such that 13,~ = f(D) Es,. 
However, E,,8,, is a continuous, linear, D-invariant operator on Y”, so 
E,,B,, = f(D) projs for some Artinian operator f(D). Hence, 8,, = 
Es, f(D) E,, = f(D) Eao, as desired. 
(9&, c go) Similarly, it suffices to show that 8,. C0, (as defined above) 
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is equal to zero for a # (0). Assume not towards contradiction. By the 
reasoning above, 0,. (,,) = f(D) E,, ,Oj for some nonzero differential operator 
f(D). Let g(D) be the inverse of f(D). Since g(D) is a D-invariant 
operator, the product g(D)0 is also D-invariant. Hence, without loss of 
generality, 19,. ,0) = E,, (0,. We calculate that E,, (,,Dl = E,, corO. However, 
we also know that DE,. (0) 1 = El(“‘,n f 0. Contradiction. 1 
We omit a discussion of non-D-invariant continuous, linear, regular 
operators and their expansions in terms of D and G (to be defined later). 
since this would be an unnecessary digression. 
However, there are other interested related questions left unsolved. 
OPEN PROBLEM 3.4.4. Is there a simple characterization of nonlinear, 
continuous, shift-invariant operators on polynomials? Or of the logarithmic 
algebra? For example, p(x) H p(x)‘. 
3.4.4A. Appendix: DifSerential Equations 
We next make some general remarks about solutions of differential 
equations of infinite order (and thus, in particular, of difference equations). 
We have seen (Theorem 3.4.1) that the algebra of Artinian operators is 
isomorphic to the Artinian algebra in the “variable” D as a topological 
algebra over the complex numbers. In particular, every Artinian operator 
is invertible. Hence, every differential equation of the form 
f(D) 14.~) = q(-~L (3.1) 
where f(D)EA+ is an Artinian operator and q(x) ~9+ has a unique 
solution p(x) in 4 +. For example, q(x) may be any rational function of x 
whose numerator is of smaller degree than the denominator. 
If q(x) ~4 (for example, if q(x) is an arbitrary rational function) the 
solution may not be unique. We can nevertheless define the natural solution 
of Eq. (3.1) as follows. Let n be any bijection between the equipotent sets 
A and A - ((0)) where A is the set of ail vectors c( with finite support of 
reals (resp. integers). Define P, to be the linear map (continuous on each 
9%) defined by 
Pn=c Em,. 
a 
or equivalently 
P,Li(x) = /I?(x). 
For example, we might have 
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where the second sum in each equation is over vectors which do not consist 
of a single nonnegative integer. Thus, P,: 9 + 9 + and its inverse 
Pi’: 9+ -+ 9 is given by P;‘Lz(x) = n:-“(x). Now, let s(x) = P,q(x), 
and consider the differential equation 
f(D) r’(x) = s(x). 
Since s(x)ES+, this differential equation has a unique solution T(X) E Y+. 
Now, set p(x) = P; ‘Y(X) to obtain a solution of Eq. (3.1). The present 
definition agrees with (and is simpler than) all other definitions given of a 
natural solution over the complex numbers. Moreover, since p(x) does not 
depend on the choice of n, the solution has been chosen naturally. 
A notable example is the difference equation 
Q(s) = l/x. 
By the above remarks, it has a unique solution in JJ +, which turns out to 
be the e-function It/(x), the logarithmic derivative of the gamma function. 
Thus, the theory of the $-function can be developed purely formally. (See 
Section 6.1.1.) 
So far, we have only considered linear differential equations. This leads 
us to the following open problem. 
OPEN PROBLEM 3.4.5. In general, what differential equations have 
solutions? And when do they have canonical solutions? 
The logarithmic algebra is not a dtfferentially closed field since 
Dp(x) = p(x) only has one solution--p(x) = 0. However, we can redefine 
the degree of a differential operator so that we are consistent with [25] by 
insisting that its degree is the lowest (rather than highest) exponent of D 
with a nonzero coefficient. Under these circumstances, Dp(x)=p(x) is no 
longer a counterexample. 
OPEN PROBLEM 3.4.6C. Under this definition of degree, is the logarithmic 
algebra differentially closed? And if so, can we modify the logarithmic 
algebra so that it is differentially closed under the usual definition? 
Recall that differentially closed fields are known to exist in every charac- 
ter; however, no example of a differentially closed field of character zero 
has been found. 
3.5. Augmentation 
Although it is impossible to evaluate at zero any expression involving 
logarithms, the following definition nevertheless serves as the logarithmic 
analog of evaluation at zero. 
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DEFINITION 3.5.1 (Augmentation). For each vector U, we define the 
augmentation of order IX to be the linear functional ( ), (continuous on 
each Y) from the logarithmic algebra to the complex numbers such that 
or equivalently using the notation introduced after Corollary 2.2.5, 
<P(X) >, = C&3-x)1 P(X). 
We digress to indicate the algebraic significance of augmentation in the 
discrete case. First, note that in this case ( ), is continuous. 
When ( ),, is restricted to 9 (O), the augmentation reduces the evaluation 
of a polynomial at x = 0. That is, (p(?c)), =p(O) for p(x) E Y(O). An 
augmentation of nonzero order can be viewed as a generalization of 
evaluation at x = 0; it is closely related to the residue of complex variable 
theory. (Recall that the residue of a Laurent series is its coefficient of x-l.) 
For instance, for p(x) E .a(“, 
<pb) >, = Res(Wx)). 
In fact, for a a vector j nonnegative integers and p(x) E 9”, 
(p(x)),=Res D fl ( y, 5) Pb)). (3.2) 
Note that Eq. (3.2) also holds for all p(x) E @ BGa Yp. End of Digression. 
We derive formulas relating the augmentation to the derivative. 
PROPOSITION 3.5.2. 1. For all a and b, and all U, B Z (0) 
(Dhlti;(.u))p = La]! 6,,6,,. 
2. For all a and all nonnegative integers n, 
(D*l~“‘(~~)),o, = n! 6,,. 
3. rff(D) is pn Artinian operator with coefficients [D”] f(D) = c,, 
and p(x) is a formal power series of logarithmic type with coefficients 
b;: = CW~lc)l P(+~), 
then the augmentation (f(D) p(x)), is given by the finite sum 
(f(D) PW.=~ Lal! c,b:. 
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4. Zff(D) is a dzyferential operator with coefficients ck = [Dk] f(D), 
and p(x) is a formal power series of logarithmic type with coefficients 
b:: = CUx)l P(X), 
then the augmentation (f(D) p(x)), is given by the finite sum 
(f(D) p(x)>o, = c k! c,bZ. 
k>O 
Some special cases are of interest. The augmentation of the derivative of 
a formal power series of logarithmic type can be described by 
(D”p(x)), = La]! 6: where p(x) is as in Proposition 3.5.2. Similarly, the 
augmentation of the action of a differential operator on a harmonic 
logarithm is (f(D) n;(x)), = Lal! c, where f(D) is as in Proposition 3.5.2. 
The augmentation leads us to a version of Taylor’s formula for formal 
power series of logarithmic type: 
THEOREM 3.5.3 (Taylor’s Formula). Let p(x) E$+. Then we haoe the 
following convergent expansion in 9’, 
p(x)= c c CD;;),, AZ(x). 
a+(O) a 
Proof By linearity and continuity, it suffices to consider the case 
p(x) = n:(x). This special case was treated above (Proposition 3.5.2). m 
Note that the series of the right hand side is convergent. 
Discrete: Observe that in the discrete case, any formal power series 
of logarithmic type is determined by the augmentations of its derivative. 
Continuous: Nevertheless, in the continuous case, members of 9(O) 
cannot be recovered from the augmentations of their derivatives. For 
example, (f(D) &>co, =O f or all differential operators f(D). 
On the other hand, in either case, an Artinian operator can be recovered 
from the augmentations of its action on the harmonic logarithms of any 
particular order M# (0) and a differential operator can be recovered from 
the augmentations of the harmonic logarithms of any particular order as is 
demonstrated by the following theorem. 
THEOREM 3.5.4 (Expansion Theorem). 1. Let f(D) be an Artiniun 
operator, and let a # (0), then we have the convergent expansion 
a La-l! 
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2. Similarly, zf f(D) is a dtfferential operator, and tl is a vector, then 
we have the convergent series 
f(D)= c Ln,, 
(f(D) G(x) >, Dfi, 
n>O 
The following argument is used repeatedly in the next two sections- 
often implicitly. 
PROPOSITION 35.5 (Spanning Argument). 1. Let p(x) E: 9+. Zf 
(f(D) p(x)), = 0 for all vectors LY # (0) and all Artinian operators f(D), 
then p(x) = 0. 
2. Let c1# (0) be a vector, and let f(D) be an Artinian operator. Zf 
(f(D)p(x)).=O for all p(x)~9~, then f(D)=O. 
3. Discrete: Similarly, in the discrete case, for Y(O), let p(x) E 9(O). Zf 
(f(D) p(x)),,, =O, for all differential operators f(D)tzA, then p(x) =O. 
4. Let CI be a vector, and let f(D) be a differential operator. Zf for all 
P(X) E Y’, <f(D) P(X) >, = 0, then f(D) = 0. 
OPEN PROBLEM 3.5.6. Is there a simple formula expressing any monomial 
1’ or product of harmonic logarithms I:(x) 1:(x) in terms of harmonic 
logarithms? That is, is there a simple way to calculate the coefficients of 1” 
or n:(x) Ii(x) given by Theorem 3.5.3? 
Discrete: Note that the expansion of A!,“(x) n:‘(x) is known. 
4. ROMAN GRADED SEQUENCES 
4.1. Graded Sequences 
This section is devoted to the study of the logarithmic analog of sequen- 
ces of polynomials of binomial type. However, before one can walk, one 
must crawl. We must first define the logarithmic analog of a sequence of 
polynomials. Classically, a sequence of polynomials (p,(x)), a o is subject to 
the requirements that deg(p,(x)) =n for all n. Here the requirements are 
slightly more complicated, yet the idea remains the same. 
DEFINITION 4.1.1 (Graded Sequences of Logarithmic Series). The 
sequence {p:(x): a a real (resp. an integer) and u a vector of reals (resp. 
integers)} is called a continuous (resp. discrete) graded sequence of formal 
power series of logarithmic type if the following six (resp. five) conditions 
hold. (Part of a typical such sequence is illustrated by Fig. 4.1.) 
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FIG. 4.1. Part of a typical graded sequence of formal power series of logarithmic type. 
.” ,&f’(x) p:-;‘(x) p’_;“(x) p;-“(x) p;-“(x) p:-“(x) p;-*‘(x) 
“’ p’-il’(x) p;‘(x) P?,‘,“(X) p;-I’(x) p\-“(X) p:-“(x) p\-“(X) 
0 
“’ j-x(x) O p-Jq ;;i;x’, $jl;x)) ;;1;:, ;;r;x’, ::: P-2(-u) 
‘.’ p”‘,(x) PC:(x) P?l(X) Pb”(X) P12’(x) P?‘(-x) py’(x) ‘. 
1. For all a and a # (0), pi(x) is a homogeneous formal power series 
of logarithmic type of order ~1. For example, the series in the kth row of 
Fig. 4.1 are homogeneous of order (k). 
2. For n a negative integer, p;‘(x) = 0. That is, the left side of the 
middle row of Fig. 4.1 is filled with zeroes. 
3. For a not a negative integer, p?‘(x) is a logarithmic series of 
degree a. In other words, in the discrete case for n a nonnegative integer 
p:‘(x) is a polynomial of degree n. That is, the right side of the middle row 
of Fig. 4.1 is filled with polynomials in order of degree. 
4. For a# (0), p:(x) is of degree a. For example, the nth column of 
Fig. 4.1 consists of series of degree n. 
5. (Regularity) For all a and fi, and all LY # (0), Eappf(x) = p:(x). 
For example, the operator Ecjj(kj sends the kth row of Fig. 4.1 to the jth 
row. 
6. Continuous (Continuity): In the continuous case only, the map 
from the reals to 9’ defined by 
UH 
i 
P:(x) a not a negative integer 
a+(l) P, u is a negative integer 
(4.1) 
must be continuous for all CY. 
Continuous : When a sequence p:(x) has the property that its leading 
coefficients are all positive real numbers, then it is said to be standard. 
The logarithmic series p?‘,(x) is called the residual series of the graded 
sequence p:(x) (indicated by a box in Fig. 4.1). 
The principle subsequence of p:(x) is the subsequence (J?~(x))~~~ defined 
by 
Pa(x) = 
P:“‘b) for a not a negative integer, and 
P:“(x) for a a negative integer. 
For example, 
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PROPOSITION 4.1.2. AZ(x) is a standard graded sequence of formal power 
series of logarithmic type. Its residual series is l/x, and its principal 
subsequence is the sequence of powers of x, (x”),~~~. 
Proof The only thing worth checking is that the sequence is 
continuous. However, since the gamma function is infinitely differentiable 
at all points other than the nonnegative integers, the map a H s(a, k) is 
continuous. Hence, the map defined by Eq. (4.1) is continuous. u 
The nonzero elements of any graded sequence form a pseudobasis for 3, 
and the restriction of a graded sequence to any particular c( forms a 
pseudobasis for 9”. Thus, for any pair of graded sequences p:(x) and 
q:(x), there is a unique continuous linear operator 8 such that 
t3p;(x) = q;(x). We study such operators in detail in Section 5. 
THEOREM 4.1.3. Let p:(x) be a graded sequence. Then every logarithmic 
series g(x) E 3 can be uniquely written as an expression 
g(x) = 1 b:p:(x), 
a. ‘2 
where g”(x) E 9”. This is a convergent expansion in the topology of 
Noetherian series, and an asymptotic expansion in the topology of the 
complex numbers as x tends towards infinity. 
We are able to actually calculate the constants bt in many cases using 
such results as Theorem 4.3.4 and the corresponding result in [22]. 
4.2. Roman Graded Sequences 
In this section, we introduce the central concept of this work. It is known 
that the operational calculus of formal differential operators is intimately 
associated with sequences of polynomials of binomial type, that is, with 
sequences of polynomials p,(x) satisfying the binomial identity (Defini- 
tion 4.6.1) 
Pk(x) p,-k(a). 
A good many sequences of polynomials occurring in combinatorics and in 
the theory of special functions turn out to be of binomial type. For exam- 
ple, the powers xn, the lower factorial (x),, the upper fractional (x)“, the 
Abel polynomials A,(x), the LaGuerre polynomials L,(x), and the inverse- 
Abel polynomials ,u,,(x) are all sequences of polynomials of binomial type. 
We give here the logarithmic generalization of this notion: such graded 
sequences of formal power series of logarithmic type are called Roman 
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graded sequences. We derive five equivalent characterizations of such 
graded sequences. We anticipate the fact (Theorem 4.6.4) that the five 
notions introduced below coincide: 
1. Roman graded sequence (Definition 4.2.2), 
2. associated graded sequence (Definition 4.3.2), 
3. basic graded sequence (Definition 4.4.1), 
4. conjugate graded sequence (Definition 4.5.1), and 
5. graded sequence of logarithmic binomial type (Definition 4.6.2). 
We motivate the definition of a Roman graded sequence by deriving a 
formula for the action of a product of two Artinian operators on the 
harmonic logarithm. 
PROPOSITION 4.2.1. 1. Let f(D) and g(D) be Artiniun operators. Then 
for all a and for all u # (0) we have the finite sum 
(f(D) NW:(x)),=; ; 
11 
(f(D) w)>, (g(D) %-bfX)),. (4.2) 
2. Similarly, let f(D) and g(D) be differential operators. Then 
Eq. (4.2) holds for all vectors a. 
Proof Let c, = CD”] f(D), and d, = CD”] g(D). The product of the 
two series is given by the sum 
f(D) g(D)=x (1 cad.-,)] Db. 
b a 
Hence, by Theorem 3.5.2, 
(f(D) g(D) G(x)>, = Lb-l! 1 cd-o 
u 
= I11 a 5: (f(D) %Xx)>, (g(D) C,(x)>,. I 
The extension to products of more than two operators follows easily by 
induction. 
We introduce Roman graded sequences by the following definition. It 
will shortly be seen that simpler alternate definitions can be given. 
DEFINITION 4.2.2 (Roman Graded Sequences). Let p:(x) be a graded 
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sequence of formal power series of logarithmic type. The graded sequence 
is a Roman graded sequence if for all a and CI, we have the finite sum 
<f(D) g(D) pXO,=; ; [I (f(D)p;(-~)>~ (gP)P:-Jx)),, (4.3) 
where f(D) and g(D) are Artinian operators if CL # (0), and are differential 
operators if c( = (0). 
For example, 1:(x) is a Roman graded sequence. 
PROPOSITION 4.2.3. A graded sequence is Roman ij and only if Eq. (4.3) 
holds when f(D) = D” and g(D) = Db. 
Proof Linearity and continuity. 1 
PROPOSITION 4.2.4. A graded sequence p:(x) with coefficients d,, = 
[/z;(x)] p:(x) is Roman ifand only iffor all a, 6, and c, 
a+b 1 1 d a c.a+h’ (4.4) 
Proof We demonstrate the “only if”; the reasoning for the other 
implication is similar. 
=Lal! Lbl! c [;j d,.J,.-.,b 
c 
= (D”P;(-x)), (DbpW>,. 
Note that in the case c( = (0), we need only consider nonnegative integers 
a and b, so the same argument applies. 1 
4.3. Associated Graded Sequences 
We proceed to derive an altogether different characteristic property of 
Roman graded sequences, which uses delta operators. Such differential 
operators may be viewed as playing the role of the derivative-much like 
the forward difference operator A (Definition 6.1.1) acts on the polynomial 
sequence of lower factorials (x), = x(x - 1) . (x - n + 1). 
PROPOSITION 4.3.1. Let f(D) (and n an integer) be a defta operator in 
A +. Then there is a unique graded sequence of formal power series of 
logarithmic type, p:(x), such that for all a, b, and c( 
i 
Discrete: (f(D)“pi(x)), = Lal! 6,, 
Continuous: (f(D)“;“p~(x)),=Lal! 6,,, i 
(4.5) 
607'86 Z-1 
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ProoJ (Uniqueness) See the spanning argument (Proposition 3.5.5). 
(Existence) We need only consider the continuous case. Let dr’= 
[D”] f(D)“;” be the coefficients of f(D)“:“, and let cb = cf’= [D”] f(D). 
Thus, cr)#O for all real numbers a. Similarly, let dzb= [A:(x)] p:(x) be 
the coefficients of p:(x). In this notation, Eq. (4.5) is equivalent to the 
equation 
c Lb]! cr’d5 = Lel! 6,,. 
b 
Hence, the coefficients dEb can be computed recursively as 
1 
d:b = Lbl! ufd LUl! bob - 1 Lel! c;b’d;b 
e>b 
The recursion is well defined since dzb is a Noetherian sequence in b. 
Finally, notice that p:(x) is regular by symmetry, and that deg(p;(x)) = n 
since b,“, = Ln]!/Ln]! a:) #O. Finally, note that the map defined by 
Eq. (4.1) is continuous since a H f( D)“; n is continuous. 1 
DEFINITION 4.3.2 (Associated Graded Sequence). Let f(D) be a delta 
operator (and n an integer). The unique graded sequence mentioned in 
Proposition 4.3.1 is called the (rtth) associated graded sequence of the delta 
operator f(D). We also say that the sequence is (n-)associated with f(D). 
(The integer n applies only in the continuous case.) 
For example, by Proposition 3.5.2, A;(x) is the standard graded sequence 
associated with the delta operator D. 
We can now generalize Theorem 3.5.4 to explicitly determine the coef- 
ficients in the expansion of an arbitrary Artinian operator in terms of the 
powers of a delta operator: 
THEOREM 4.3.3 (Expansion Theorem). Let the graded sequence p:(x) 
be n-associated with the delta operator f(D). Then for all Artiniun operators 
g(D) and vectors a # (0) we have the convergent sum 
Discrete: g(D) = c 
k 
Continuous: g(D) = c 
a 
(4.6) 
When u = (0), Eq. (4.6) holds for all differential operators g(D). 
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Proof By Definition 3.5.1 we have 
c (g(D) P:(X)>, 
Lal! 
f(D)"'" P;(X) 
(1 1 
=c (g(D) P:(-x)>, 
Lal! 
(f(D)"'" P;(-xl>, 
(1 
= <g(D) P:(X)>,. 
The conclusion follows by the spanning argument. 1 
Dually, we obtain the explicit form of the expansion of an arbitrary 
formal series of logarithmic type as a linear combination of elements 
of a Roman graded sequence. This gives a useful generalization of 
Theorem 3.5.3. 
THEOREM 4.3.4 (Logarithmic Taylor’s Theorem). Let p;(x) be the (nth) 
graded sequence associated with the delta operator f(D). Then for ever?) 
formal power series of logarithmic type p(x) E 4+ we have the convergent 
sum 
a 
Discrete: p(x) = 1 
a#(01 k 
Proof We need only consider the continuous case, but first a simple 
lemma. For all p(x), q(x)EY+, by Part (1) of the spanning argument 
(Proposition 3.5.5), it is clear that p(x) = q(x) if and only if for all a and 
a Z (Oh @“P(X)), = OW)),. 
When we apply the Expansion Theorem where g(D) is set equal to D”, 
we find that 
D”=c (D”pi(x))~ f(,,)b.n, 
h Lbl! 
Thus, 
(D”p(x)), = c ‘Dy$))’ <f(D)h’” PC-~)), 
h 
,-,a c p;(,x) (lID:“b;;(X))a) 
b CL 
Therefore, from the above remarks, we conclude that 
p(x)= 1 c (f(D;$(x))a p:(x). I 
1#(01 u 
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PROPOSITION 4.3.5C. The nth associated sequence of a delta operator 
f(D) is standard tf and only zf the leading coefficient of f(D) is a positive 
real number and n = 0. 
Such delta operators are called standard operators. 
4.4. Basic Graded Sequences 
DEFINITION 4.4.1 (Basic Graded Sequence). Let f(D) be a delta 
operator. A graded sequence of formal power series of logarithmic type 
p:(x) is called the (nth) basic graded sequence for f(D) if for all a, 
1. (Pi+)>, = 1; 
2. for all a > 0 (and thus all a # 0), (pi(x)), = 0; and 
3. Discrete: For all integers n, and all vectors CI of integers with 
finite support, f(D) p:(x) = Lnl pz- 1(x). 
Continuous: For all real numbers a and b, and all nonzero 
vectors CI of real numbers with finite support, 
LO 
fW')D9W=La-b,! P:-t,(x). (4.7) 
THEOREM 4.4.2. 1. Let p:(x) be a logarithmic graded sequence. Such a 
graded sequence is the (nth) basic graded sequence for the delta operator 
f(D) tf and only tf it is the (nth) associated graded sequence for the delta 
operator f(D). 
2. Every delta operator has a unique (nth) basic sequence. 
3. Every basic sequence is basic for a unique delta operator (and 
integer n). 
Proof: (1: If) Properties 1 and 2 of Definition 4.4.1 follow from 
Definition 4.3.2. Property 3 follows from the following series of equalities, 
and the spanning argument as shown here in the continuous case: 
(f(D)“;” (f(DJbin P:(X))>,= <f(W+b;n~Xd). 
=LCl!~C,a+b 
=L;$, (Lc-bl!d,-,a) 
= Lelflb!,, (fPY’“p,“-,(c)),. 
(1: Only if) We proceed differently in the continuous and discrete 
cases : 
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In the continuous case, where this is relevant, we may now classify 
standard associated sequences (Definition 4.1.1). 
Discrete: By induction we have f(D)k~E(~) = Lnl! P:-~(x)/ 
Ln - kl!. Hence, 
t 
Lnl! 
(f(D)" P:(-u)>, = Ln-k,! P:-,(X) ~ 
=Lfll! 6ek.O 
=Lnl! d,r.k. 
Hence, p;(x) is the associated graded sequence of f(D) by definition. 
Continuous: BY Eq. (4.7), (f(D)"'"p~(x)>,=(Lal!lLa-b1!)6,~b.o 
= La]! 6,,. 
(2 and 3) Immediate from 1. 1 
The simplest example of a basic graded sequence is the graded sequence 
of harmonic logarithms AZ(x); by Theorem 2.3.2, it is the standard basic 
graded sequence for the delta operator D. It can be viewed as the natural 
logarithmic extension of the sequence of powers of X. More generally, every 
sequence of binomial type (and every factor sequence) has a natural 
logarithmic extension into a basic graded sequence related to the same 
delta operator. 
D is invertible on 9 +. Hence, just as in the continuous case (Eq. (4.7)), 
we have: 
PORISM 4.4.3D. Let p,“(x) be the associated graded sequence of formal 
power series of logarithmic type of the delta operator f(D), then for all 
integers n and k, and all nonzero vectors c1 with finite support of integers, 
Lnl! 
f(D)” P:(X) = Ln _ k,! P:-k(x). (4.8) 
Moreover, when k is a nonnegative integer, Eq. (4.8) holds for all ct. 
We may now connect the notion of an associated graded sequence with 
that of a Roman graded sequence. 
PROPOSITION 4.4.4. Let p:(x) be an associated graded sequence, and let 
f(D) E A+ be an Artinian operator. Then we have the convergent sum 
fPhC(*)=; l;j (f(D) P:(X)), P:-b(x) 
for all u # (O), and also for cc = (0) tf f(D) is in fact a differential operator. 
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Proof: We need only consider the continuous case. Suppose p:(x) is 
n-associated with the delta operator g(D). Then for all 6, 
La-l! 
dWbYW= La-b,! P:-b(X) 
Since {g(D)bz”: beR) is a pseudobasis, we can use continuity and 
linearity to replace g(D)b’” by f(D). m 
The following identity is classically proven [40] by introducing a new 
variable. However, we have a much simpler proof. 
COROLLARY 4.4.5. Let p:(x) be an associated graded sequence with coef- 
ficien ts 
C ab = CA:@)1 P:lx). 
Then for all a, b, and ~1 we have 
Proof: See Proposition 4.4.4. 1 
As another consequence of Proposition 4.4.4, we obtain: 
PROPOSITION 4.4.6. A graded sequence of formal power series of 
logarithmic type p:(x) is an associated graded sequence if and only if it is a 
Roman graded sequence. 
Proof (Only if) Let f(D) and g(D) be Artinian operators. By 
Proposition 4.4.4, 
f(D) P:(X) =; [;j (f(D) P;(X)>r P:-b(X)* 
Thus, 
= (f(D)&(x)>, (gP)p:-b(x))a. 
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(If) Conversely, let p:(x) be a Roman graded sequence. We define a 
sequence of Artinian operators fb(D) by the relation 
It suffices to show that 
Discrete: fb(D) =f(D)h 
Continuous: fb(D) =f(D)‘:” 
for some delta operator f(D) (and some integer n). 
By the spanning argument, fh(D) is well defined. Now, 
(.fdD) %“(4h,=O 
for a < b. and 
hence deg(f,(D)) = b. In particular, fi(D) is a delta operator. Since p;(x) 
is a Roman graded sequence, we infer that 
= (fb+c(D) I-+"(-xl) a 11). 
By the spanning argument, f,(D)f,(D)=f,+,(D). Hence, 
Discrete : By induction, f,,(D) =fr(D)“. 
Continuous : By the characterization of exponentiation in [25], 
there is an integer n such that fb(D)=fi(D)b;n for all n, 1 
Thus, every Roman graded sequence is associated with a unique delta 
operator (and integer) and vice versa. 
4.5. Conjugate Graded Sequences 
Each delta operator (and integer) has another graded sequence 
associated with it: its conjugate graded sequence. We see that these 
sequences are Roman; however, they are not associated with the same delta 
operator for which they are conjugate. 
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DEFINITION 4.5.1 (Conjugate Graded Sequence). Let f(D) EA+ be a 
delta operator. Its (nth) conjugate graded sequence q:(x) is defined as 
i 
Discrete: q:(x)= 1 (f(DJk X(x)>, nol(x) 
k&n Lkl! k 
Continuous: q:(x) = C 
(f(D)“;” G(x)), 
G(x) 
b<a Lbl! r 
(4.9) 
for all a and c(. 
Indeed, for all delta operators f(D) (and integers n), the graded 
sequence q:(x) as defined by Eq. (4.9) automatically meets the conditions 
of Definition 4.1.1. 
The canonical example of a conjugate graded sequence is the graded 
sequence of harmonic logarithms; it is the standard conjugate graded 
sequence of the delta operator D, since by Theorem 3.5.3, 
X(x)=~ (Dbn~(x)>,I~(x)lLbl!. 
b 
In the above example, the nth conjugate graded sequence of a delta 
operator is a Roman graded sequence. This fact is true in general: 
PROPOSITION 4.5.2. A graded sequence of formal power series of 
logarithmic type q:(x) is Roman if and only if it is the (nth) conjugate 
graded sequence of a delta operator. Moreover, the delta operator (and 
integer) are unique. 
Proof (If) We need only consider the continuous case. Let q:(x) be 
the nth conjugate graded sequence of the delta operator f(D). Now, by 
Eq. (4.9) the coefficients c,b of p:(x) are given by 
C ab=[;l;(X)]p;(X)= (f(D);;;,:(x)).. 
It suffices to show that the cab satisfy Eq. (4.4). For any b,, b,, 
cdb2c,-d, b, = 
<f(W"'YW>, (f(D)b';nL;:-d(~))or 
Lb-l! Lb-l! 
=(f(W h+b2;nqX)), 
Lhl!Lbl! 
since AZ(x) is a Roman graded sequence. The last expression equals 
L bi +h h 1C a, b, + b2’ Hence, Eq. (4.4) holds. 
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(Only if) Conversely, suppose that q:(x) is a Roman graded 
sequence. Let cab denote the coefficients of q:(x) 
Define the Artinian operator fd(D) by 
By the spanning argument, this condition defines fd(D). As in the proof of 
Proposition 4.4.6 which employs a similar technique, it suffices to observe 
that f,(D)=f(DY’ (resp. f(D)dZ”) for some delta operator f(D) (and 
integer n). 
In fact, we have 
.!-I@) =; 5 D”. 
Thus, fi(D) is a delta operator. Now, 
(fb, + b2 (D)~~(x)).=Lb,+6,1!b,.,,+b, 
by definition, and that expression equals 
by Eq. (4.4). This in turn equals 
since AZ(x) is a Roman graded sequence. In other words, 
(fb,+b: CD) ~~:(X))a = (h,(D) f-b>(D) n:(X)>,, 
so by the spanning argument fi+,(D) =x.(D) f,(D). 
Discrete: Hence, by induction, f,(D) = fi( D)“. 
Continuous: Notice first that defy is a continuous map. 
Hence, by the characterization of exponentiation in [25], there is an 
integer n such that fb(D) =fi(D)b’n for all n. 
In other words, q:(x) is the (nth) conjugate graded sequence of the delta 
operator fi(D) (and no other). 1 
In the continuous case where this is relevant, we may now classify 
standard conjugate sequences. 
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PROPOSITION 4.5.3C. The nth conjugate sequence of a delta operator 
f(D) is standard if and only if f(D) is a standard operator and n = 0. 
4.6. Graded Sequences of Logarithmic Binomial Type 
We motivate our final reformulation of the Roman condition by briefly 
recalling some facts about sequences of polynomials of binomial type. 
DEFINITION 4.6.1 (Polynomial Sequence of Binomial Type). A sequence 
(P,(X)),,, of polynomials is of binomial type if each polynomial p,(x) is 
of degree n, and for all field elements a, and all nonnegative integers n, 
p,(a) P~-~(x). 
It is a basic result of umbra1 calculus (see, for example, [40]) that every 
sequence of binomial type is associated with a unique delta operator and 
vice versa. (p,(x)), z o is the associated sequence of the delta operator f(D) 
if and only if f(D) p,(x) = np,- i(x) for positive n, and p,(O) = 6, o for 
nonnegative n. 
In the present theory, the logarithmic analogs of sequences of binomial 
type are the graded sequences of binomial type defined below. As before, 
this definition turns out to be equivalent to that of a Roman graded 
sequence. 
DEFINITION 4.6.2 (Graded Sequence of Logarithmic Binomial Type). A 
graded sequence of formal power series of logarithmic type p:(x) is of 
logarithmic binomial type if for all a and tl, and all complex numbers z, 
Cb L;l(E’p~‘(x))(,, pzpb(x) is a convergent sum which equals E’pz(x). 
Discrete: Note that in the discrete case (E’pf’(x)),,, is merely pf”(z). 
Thus, for CI = (0), we obtain simply the definition of a sequence of polyno- 
mials of binomial type. For u = (1) and a a negative integer, we obtain fac- 
tor sequences [39]. Thus, the notion of a graded sequence of logarithmic 
binomial type subsumes both the notion of a sequence of polynomials of 
binomial type, and the notion of a factor sequence. In view of the present 
theory, these older notions can be seen as obsolete. 
We next prove that, as promised, every graded sequence of logarithmic 
binomial type is a Roman graded sequence, and conversely. 
THEOREM 4.6.3. A logarithmic graded sequence p:(x) is the (nth) basic 
graded sequence for some delta operator f(D) (and integer n) if and only ij’ 
it is a graded sequence of logarithmic binomial type. 
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Proof: (Only if) See Proposition 4.4.4. 
(If) To prove that a graded sequence is basic, we must demonstrate 
each of the three properties enumerated in Definition 4.4.1. 
(1) By Definition 4.6.2, 
p(O)(x) = p(O)(O) p’O’(.u) 0 0 0 3 
and 3 is a field, so we have 
Jo@(x) = 1. 
(2) Whereas for a positive, we have 
O=pb”‘(x)-pjp’(x)= 1 h>O 11 ; (PbO’W(O, P2,(-4, 
and the p:“(x) form a pseudobasis for 9(O), so (~~‘(x))~~,=O for b>O. 
Thus, by regularity, 
(P::(x)).=~.,o 
for all a and ~1. 
(3) Define a sequence of continuous, linear Q” by the identity 
La1 QbP3) = La _ b, PZ-b(X). 
Clearly, QQ’= Qb+c, and the map b H Qb is continuous in the operator 
topology, so by the characterization of exponentiation in [25], it remains 
only to show that Q = Q’ is a delta operator. 
By inspection Q is regular, and lowers the degree of any logarithmic 
series by one. We now demonstrate via the following string of identities 
that Q is D-invariant: 
La~(E~d-o’(x)),O, P:-b- Itx) 
= E=Qp;(x). m 
We summarize the results of the preceding sections in the following 
theorem: 
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THEOREM 4.6.4. For any graded sequence of formal power series of 
logarithmic type p:(x), the following statements are equivalent: 
1. p:(x) is a Roman graded sequence (Definition 4.2.2). 
2. p:(x) is the (nth) associated graded sequence for some unique delta 
operator f(D) (Definition 4.3.2). 
3. p:(x) is the (mth) conjugate graded sequence for some unique delta 
operator g(D) (Definition 4.5.1). 
4. p:(x) is the (nth) basic graded sequence for some unique delta 
operator f(D) (Definition 4.4.1). 
5. p:(x) is a graded sequence of logarithmic binomial type (Definition 
4.6.2). 
6. p:(x) is a graded sequence of formal power series of logarithmic 
type whose coefficients 
P:(X)= C b&(x) 
satisfy Eq. (4.4). 
Furthermore, in this case, p:(x) is associated with and basic for the same 
delta operator f(D) (and integer n). 
Proof Condition 1 is equivalent to Condition 6 by Porism 4.4.3, it 
is equivalent to Condition 3 by Proposition 4.52, and it is equivalent 
to Condition 2 by Proposition 4.4.6. Next, Condition 2 is equivalent 
to Condition 4 by Theorem 4.4.2. Finally, Condition 4 is equivalent to 
Condition 5 by Theorem 4.6.3. 1 
5. RELATIONS AMONG ROMAN GRADED SEQUENCES 
Continuous: In this section, we focus our attention primarily upon 
standard operators, and their corresponding 0th associated and conjugate 
sequences which we have seen (Propositions 4.3.5C and 4.5.3C) are standard 
sequences. 
Discrete: In this section, we maintain the same level of generality as 
before. However, our results are still less general than the corresponding 
results in the continuous case. 
5.1. Transfer Operators 
Let p;(x) be the standard associated graded sequence for the delta 
operator f(D). In view of Propositions 4.5.2 and 4.4.6, the standard 
conjugate graded sequence for the operator f(D) is in general some other 
THEITERATED LOGARITHMIC ALGEBRA 197 
Roman graded sequence, say q:(x). By Proposition 4.3.1, this graded 
sequence is in turn the standard associated graded sequence for another 
delta operator g(D). What is the relationship between f(D) and g(D) and 
between p:(x) and g(D)? 
We shall prove (Corollary 5.2.9) the remarkable fact that the formal 
power series f(D) and g(D) are inverses to each other in the sense of 
LaGrange Inversion [25], and p:(x) is the conjugate graded sequence for 
g(D). Actually, the results we shall obtain are more sweeping and lead to 
a powerful technique for establishing identities among formal power series 
of logarithmic type. 
We shall occasionally use the boldface p to denote a logarithmic graded 
sequence p:(x). Thus, 
DEFINITION 5.1.1 (Umbra1 Composition). Let p and q be two graded 
sequences, and let cab denote the coefficients of the p sequence 
cab= [A:(x)] p:(x). We define the umbra1 composition of the q graded 
sequence with the p graded sequence to be the graded sequence defined by 
the convergent summation 
4:(P) = c CabPzxXh 
b 
PROPOSITION 5.1.2. Given two graded sequences p:(x) and q:(x), their 
composition p:(q) is a well defined graded sequence. 
Proof: We need only consider the continuous case. By the Noetherian 
condition, their composition is well defined. The conditions on its degree 
and order follow immediately. Continuity follows since the composition of 
two continuous functions is itself continuous. 1 
By [25], D is the two-sided identity for the group of delta operators 
under (0-)composition. By definition, the graded sequence of harmonic 
logarithms is the two-sided identity for the semigroup formed by the opera- 
tion of composition of standard Roman graded sequences. We shall show 
that this semigroup is actually a group, and that the two groups are 
naturally isomorphic. The isomorphism is given by the function which 
associates each delta operator with its (0th)associated graded sequence. 
The crucial role in obtaining these results is played by the notion of a 
transfer operator which we proceed to define: 
DEFINITION 5.1.3 (Transfer Operator). Let p:(x) be a Roman graded 
sequence. The transfer operator associated with the graded sequence p is 
the continuous linear operator rp: .a + Y defined as 
for all a and M. 
T,J+) = p:(x) 
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Thus, ~,,q:(x) = q:(p). 
Discrete: If p;(x) is the associated graded sequence for the delta 
operator f(D), we frequently write zr for the transfer operator associated 
with p:(x). 
Continuous: If p:(x) is the nth associated graded sequence for the 
delta operator f(D), we frequently write rfin for the transfer operator 
associated with p:(x). We also write rr for rr; ,,. 
PROPOSITION 51.4. The transfer operator is a well defined regular 
operator. 
Proof See Proposition 51.2. 1 
5.2. Adjoints 
We must now define the adjoint of a regular operator. This definition is 
equivalent to the usual adjoint with respect to the inner product defined in 
Section 5.3.1A. 
DEFINITION 5.2.1 (Adjoint). If 8 is a continuous linear operator on F’ 
for some CI # (0); then the adjoint of 0 is defined to be the linear operator 
adj(0) on Artinian operators defined by 
([adj(@fP)l P(x)>~ = (f(D) UP>, (5.1) 
for all formal power series of logarithmic type pry, and for all 
Artinian operators f(D) E ,4 +. 
Discrete: In the discrete case, if 8 is a continuous, linear operator on 
.Y(‘), then the adjoint of 0 is defined to be the linear operator adj(0): /1--) /i 
such that Eq. (5.1) holds for all formal power series of logarithmic type 
p(x) E 4(O), and for all differential operators f(D) E /i. 
PROPOSITION 5.2.2. Let 0 be as in Definition 5.2.1. Then adj(0) is a well 
defined continuous linear operator. 
Proof: (Well Defined) See the spanning argument (Proposition 3.5.5). 
(Linear) Consider the string of equalities 
(adj(a,e,+a,e,)f(D)p(x)), 
= <f(W(a& + a&) P(X)), 
=a,<f(W4~(x)),+a,<f(W&p(x)), 
=al(adj(el)f(D)p(x)),+a,(adj(e,)f(D)p(x)), 
= <(aI adj(W +a, =W,))f(W P(X)>,. 
THEITERATED LOGARITHMIC ALGEBRA 199 
(Continuity) Note that the expression (f(D) @(x)), = (adj(0) 
f(D) p(x)), is continuous in f(D) and p(x). 1 
Let 8 be a continuous linear operator on 9 or Y+ which maps each 9” 
to itself. The adjoint of the restriction of 8 to 4” is denoted by adj(0)a. If 
8 is a regular, continuous, linear operator on 9+ or all of 3, the adjoint 
of 8 is the unique operator which coincides with adj(0)a for c( # (0). 
The adjoint of nonregular operators on 9 or .a+ can be similarly 
defined; however, we omit the discussion, since it would be an unnecessary 
digression. 
Let us consider several important operators, and as an exercise compute 
their adjoints. 
EXAMPLE 52.1. Let f(D) be an Artinian operator. Then 
[a4(f(D))lk(D)) =fP) g(D). 
In other words, the adjoint of an Artinian operator f(D) is the operator of 
multiplication by f(D). 
The Roman shift is an operator which is crucial to our work in the 
remainder of this section; moreover, it is not a D-invariant operator, so its 
adjoint is of particular interest. 
EXAMPLE 5.2.2. We define a regular, linear operator a on 9 continuous 
on each Y‘ by requiring that for 
if a# -1, and 
if a= -1. 
We call the operator a the standard Roman shift. It is not a D-invariant 
operator. For example, Da - aD = I # 0. The standard Roman shift has as 
its adjoint the Pincherle derivative operator adj(a)(D’) =uD”-’ for all 
integers u, since 
(bDb~‘i~(x)).=Lbl! (l-S,,)S,+,,,= (DbaAz(x)),. 
Continuous: In the continuous case, a is not continuous over all of 
9” since the limit of ap(x) as p(x) approaches l/x is not well defined. 
The standard Roman shift is a logarithmic generalization of the operator 
x of multiplication by x, since axa = xa + ’ for a # -1. See Theorem 5.3.7 
for an amazing property obeyed by the Roman shift. 
The Pincherle derivative has several equivalent definitions. 
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DEFINITION 5.2.3 (Pincherle Derivative). Let f(D) be an Artinian 
operator. We can define its Pincherle derivative f’(D) by any of the 
following equivalent formulations: 
1. The Pincherle derivative is the continuous, linear map 
‘:A+ -b/1+ 
D” H aDa-‘. 
2. f’(D) =f(D)a- af(D). 
3. The Pincherle derivative is the adjoint of the standard Roman shift 
6. In other words, f’(D) = adj(,)f(D). 
4. The Pincherle derivative of an Artinian operator is its derivative 
as an Artinian series. (See the section on derivatives in [25], and 
Theorem 3.4.1 here. ) 
Before considering the adjoint of an arbitrary transfer operator. Let us 
consider the following transfer operator which illustrates an interesting 
quirk of the continuous theory; it clarifies the meaning of the “;rz” in the 
definition of the exponentiation of Artinian series, and their composition. 
EXAMPLE 5.2.3C. Let $, be the transfer operator rnn. Thus, @, is the 
continuous linear operator 
i+!~,Az(x) = e2n’u*cA;(x). 
1+9,, is D-invariant; however, Ic/, is not D-invariant for n # 0. For example, 
$rDi/*== -Dl/*$r. On the other hand, $n@m=IC/n+m=$,+,. 
Now, adj($,)f(D) =f(D; n) where for f(x) = C, c,Y, f(g; n) = 
ca c, g(x)“‘“. 
Finally, we consider the adjoint of an arbitrary transfer operator. 
PROPOSITION 5.2.4. Zf 7 is a transfer operator, then its adjoint adj(r) is 
an automorphism of A +. 
Discrete: Moreover, adj(r)(‘) is an automorphism of /i. 
ProoJ: We show that adj(r) is an monomorphism and that it acts on 
delta operators. This implies that adj(r) preserves degree, and thus, that 
adj(r) is an automorphism. 
Let 7 be associated with the Roman graded sequence p:(x). 
(Injectivity) Assume that adj(r) f(D) = adj(r) g(D) for some pair of 
Laurent operators f(D) and g(D). Thus, for all p(x) E Y(l), 
(f(D) r~(x)>(l,=(g(D)t~(x))(,,, 
so by the spanning argument (Proposition 3.5.5), we infer f(D) = g(D). 
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(Morphism) By Proposition 5.2.2, adj(r) is continuous and linear, so 
we need only confirm that adj(r) preserves multiplication. Let f(D) and 
g(D) be Artinian operators. Then we have for all a, 
<aMT)(fP) g(D)) nb”(.~)>~~~ 
= (f(D) g(D) WW>,,, 
= (f(D) 0) pl”(+cu 
(f(D) ~;~'b))(,, (g(D) &'!&)),I) 
<f(D) %"(-4>m (g(D) ~%(x))c,, 
(CadiWf(Wl $“~x)>~,~ (Cadj(~) g(D)1 X,‘!,(-~))c1j 
= <Cadj(~)f(D)lCadj(~) g(D)1 JkllJ(x)),,,. 
Thus, adj(,)[f(D) g(D)] = (adj(,)f(D))(adj(r) g(D)) by the spanning 
argument. 
(Degree) We need only consider the continuous case. Suppose p:(x) 
is the (nth) associated graded sequence for the delta operator f(D), then 
for all a, 
(W~)fP)b’n ~L1)(s~))cl,= <f(D)“;” pb’b)),,, 
= ial ! 6,, 
= (Dbl;l)(.~))C1, 
and by the spanning argument (Proposition 3.5.5), adj(r)f(D) = D. The 
conclusion now follows by the Expansion Theorem 3.54. 1 
The most important properties of transfer operators are stated in the 
following proposition. 
PROPOSITION 5.2.5. 1. A transfer operator maps Roman graded sequen- 
ces to Roman graded sequences. 
2. I f  z: p:(x) t--+ q:(x) is a continuous linear operator, where the p:(x) 
and q:(x) are the (nth and mth) associated graded sequences for the delta 
operators f(D) and g(D), respectively, then we have adj(,) g(D) = f(D). 
3. Continuous: Moreover, adj(,) g(D)“;” = f(D)“;” for all a, and if 
p:(x) and q:(x) are standard then the operator t above is a transfer 
operator. 
607;86!2-4 
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Discrete: The operator z above is a transfer operator. 
Proof We need only consider the continuous case. 
(1) Let z: n:(x) HP:(X) be a transfer operator. By Theorem 52.4, 
adj(,) is an isomorphism of n +. Let q:(x) be the mth associated graded 
sequence for the delta operator g(D). Then, 
(adj(,)-l g(D)b;” rq:(x)), = (g(D)‘;“qI(x)), = Lal! bnb. 
By [25] and Proposition 5.2.4, adj(,)-l g(D)b;m = (adj(r)-l g(D))b;” for 
some n. 
Hence, rqi(x) is an associated graded sequence for the delta operator 
adj(r)-l g(D). 
(2) We have the sequence of equalities 
<adjW 0) ~!?(x)>~~,= <g(D) z~h”(x)>~,, 
= (g(D) d?(x) )(I) 
=aa,l 
= (f(D) P?(x)>w 
Hence, by the spanning argument, adj(,) g(D) = f (D). 
(3) Similar to (2). 
(4) More generally, for an arbitrary Artinian operator Cb cb g(D)b’“, 
we have by Proposition 5.2.4 and [25], adj(,) xb cb g(D)b;” = C cb g(D)b;” 
for some m. Specialize to the case of ‘&, c,Db = f'-"(D)bi" to get 
and hence 
In other words, TeZniam a n,(x) is associated with the delta operator f’-‘)(g). 
Finally, note that m = 0 when all of the sequences in question are 
standard. 1 
The following results illustrate the applications of the preceding proposi- 
tion. 
PROPOSITION 5.2.6. If p:(x) and q:(x) are the standard associated 
graded sequences of the delta operators g(D) and f (D), respectively, then the 
composition g(f) (resp. g(f; 0)) is the delta operator with standard 
associated graded sequence q:(p). 
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Proof. If T :  ~~(x)H~~(.x) is a transfer operator, then as in the proof of 
Part (1) of Proposition 5.25, sqz(x) is the standard associated graded 
sequence for (adj(r))-’ g(D). However, zq;(x) = q:(p) by Definition 51.1. 
Moreover, Part (2) of Proposition 5.2.5. asserts that adj(r) f(D) = D, so 
adj(r))’ D =f(D), and, thus, adj(t) ’ g(D) = g(f) (resp. g(f; 0)). The 
conclusion follows. 1 
COROLLARY 5.2.1. The set of Roman graded sequences is closed under 
umbra1 composition. Similarly, the set of standard Roman graded sequences 
is closed under umbra1 composition. 
COROLLARY 5.2.8 (Inverses). Let p:(x), and q:(x) be (standard) Roman 
graded sequences associated with the (standard) delta operators f(D) and 
g(D), respectively. Then the following statements are equivalent: 
1. f(g)=D (rw.f(g;O)=Dh 
2. g(f) = D (rev, f(g; 0) = D), 
3. qi(p)=i:(x), and 
4. p;(q) = E”;(x). 
COROLLARY 5.2.9. The standard associated Roman graded sequence for 
the standard operator f(D) is the standard conjugate Roman graded 
sequence for the delta operator f (- “O’(D), and vice versa 
Proof See Theorem 4.3.4 and Corollary 5.2.8. 1 
5.3. The Roman Shift 
The following definition generalizes to all Roman graded sequences the 
notion of the standard Roman shift (Example 5.2.2). 
DEFINITION 5.3.1 (Roman Shift). If p:(x) is a Roman graded sequence, 
the roman shift relative to p:(x) is the linear operator (TV: .& + .a defined by 
if a# -1, and 
if a= -1, (5.2) 
for all a and c1 where up is continuous over each 4” but not continuous 
simultaneously over all of 9. 
As with transfer operators, if p:(x) is (n-)associated with the delta 
operator f(D), we also write of (or crf: ,,) instead of [TV. When no graded 
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sequence of delta operator has been specified, we assume r~ = (in. ,, = 0,; 
’ that is, r~ is the standard Roman shift as previously defined. 
DEFINITION 5.3.2 (Artinian Derivation). Let Q be an operator on the 
Artinian algebra such that 
Q&y” g(x)“‘“= a(QJ(x))(f(x)a- lin g(x)“‘“) 
+ b(Qg(x)) f(x)“;” g(x)“- I;‘=. 
Then Q is called an Artinian derivation. Note that an Artinian derivation 
is automatically a derivation, and thus is linear. 
LEMMA 5.3.3. The derivative is an Artinian derivation. 
PROPOSITION 5.3.4. 1. A regular, continuous, linear operator 8 defined 
onY+. IS a Roman shif if and only if adj(tI) is a continuous, everywhere 
defined (Artinian) derivation of the algebra of Artinian operators A+ for 
which adj(ef(D)) = 1 for some delta operator f(D). 
2. A regular, continuous, linear operator t3 defined on the logarithmic 
algebra 9 is a Roman shift if and only if adj(0) is a continuous, everywhere 
defined (Artinian) derivation of the algebra of differential operators A for 
which adj(of(D)) = 1 for some delta operator f(D). 
ProofI We need only consider the continuous case. 
(Only if) Let p;(x) be a Roman graded sequence of formal power 
series of logarithmic type. By Proposition 4.5.2, p”,(x) is (n-)associated with 
a delta operator f(D). Now, we have 
=(a+1)Lal!6a+1,b 
=bLUl!6,,-, 
= (bf(D)b-l;“pb”(x))Cl,. 
Hence, by the spanning argument, adj(crY) f(D)bin = bf(D)b-l;n. Also, 
adj(crY) f(D) = 1. By the continuity of adj(cY), the result follows. 
(If) Conversely, suppose adj(6) is a continuous, everywhere defined 
derivation of n + with adj(0) f(D)= 1. Let mp be the Roman shift 
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associated with p:(x), the nth associated graded sequence for f(D). We 
shall show that tI = oP. 
<f(D)“‘” epb’)b)>,,, = (adj(e)f(D)“‘” ~61’(x))~,, 
= (uf(D)“~““pb”(x))(,, 
=aLbl! 6,.,-l 
= (f(D)“‘” ~,~b”b))w. 
Thus, by the spanning argument, 8 = rrP. 
Next, we derive the chain rule for Roman shifts. 
PROPOSITION 5.35 (Chain Rule). Suppose CT~ and oR are Roman shift 
operators. Then 
adj(of) = (adj(oJ g(D)) adi( 
Proof We need only consider the continuous case. 
For any Artinian operator h(D) = Cb cb g(D)b;n, 
adj(of) h(D) = c bc, g(D)b-“” adj(of) g(D) 
b 
so 
= Cadj(cf) g(D)lCadj(a,) W)l, 
ati = (adj(cf) g(D)) adi( I 
The following proposition allows us to relate two Roman shift operators. 
PROPOSITION 5.3.6. If CJ,. and og are regular shift operators, then 
q= og 4(q) g(D). 
Proof: For any Artinian series h(D) and logarithmic series p(x), we 
have 
h(D) O~P(X) = (a4(~f) h(D)) P(X) 
= (adj(g,) h(D))(a4(af) g(D)) P(X) 
by the chain rule. This in turn equals h(D) a,(adj(c,) g(D)) p(x). 1 
5.3.1A. Appendix: Orthogonal Functions 
We can now define a symmetric definite nondegenerate bilinear form 
associated with any Roman graded sequence p:(x). Consider the principal 
subsequence d,(x) (Definition 4.1.1). Define an inner product 
(Pdx) 1 @b(X)) = 6,bLal!. 
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One verifies that relative to this definite bilinear form, the operator f(D) 
is adjoint to the Roman shift g/. For example, for the harmonic logarithm 
one has A,(x) = A?’ for all a, and 
(Dxa 1 .xb) = (x” I ax’), 
where ~7 is the standard Roman shift, which restricts to the operator x of 
multiplication by x. The principal sequence pa(x) is the set of eigenfunc- 
tions of the operator off(D) with eigenvalue n. For example, the xa form 
the set of eigenvalues of the operator xD. 
The bilinear form is not definite, since ( 1 + xe2 1 1 + x-*) = 0. 
Discrete: However, in the discrete case, we can define a Hermitian 
form 
(P(X) I &))c = -<P(X) I 4(X))> 
so we have 
((ix)” 1 (ix)“),= ((ix)” 1 (ix)“) 
{ 
-(x” 1 x”) for n even, and 
= (x” I x”) for n odd, 
and thus for n negative 
((ix)” ( (ix)“)c= l/(-n- l)! >o. 
Extending by linearity, we obtain a Hermitian inner product which is 
positive definite, where the sequence h,(x) defined as 
k(x) = 
lx” for n30, and 
(ix)” for n-c0 
is a complete orthogonal sequence in the Hilbert space obtained by com- 
pletion relative to this Hermitian inner product. We can obtain this sort of 
sequence using the Knuth coefficients [19] with E = -i in place of the 
Roman coefficients. In this manner, 
if n>O, and 
if n < 0. 
One can therefore develop a spectral theory of the operator xD in this 
Hilbert space (rather than with the smaller one including only positive 
powers of x, as is done classically). 
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5.3.2A. Appendix: Rodrigues’ Formula 
Note the following amazing fact. 
THEOREM 5.3.7. Let p(x) be a finite linear combination of harmonic 
logarithms Cf=, ciJ.“,l”(x). Then for any complex number z, we have the 
formal identity 
(e-‘aDezO) p(x) = (D-,-I) p(x). 
By e-aoDeaup(x) we merely mean to indicate the expression 
1 c (-;.rk4”* dDdp(x) 
j>o kZ0 
which we assert does in fact converge to the indicated value. The “operator” 
ezO cannot be extended to all of J, since the series Ck z o akak/k ! is divergent. 
The corresponding classical identity 
e-“De”=D+I 
is associated with the classical identity 
Dx-xD=I 
which corresponds to the logarithmic identity 
Da-crD=D’=I. 
Proof: By linearity, it suffices to consider p(x) = L:(x). There are three 
cases to consider. 
(When a is not a nonpositive integer) Classical proof can be applied 
mutatis mutandis. 
(When a = 0) We calculate 
= A* 1(x) - z/g(x) 
= (D - z1) n;(x). 
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(When a is a negative integer) We similarly compute 
-a-l k 
=c c 
(-Wk(a++d nz+k-l(x) 
k=O j=O j!(k-j)! 
= an:p l(x) -z/l:(x) 
= (D - z1) At(x). 1 
5.4. Explicit Formulas for Roman Graded Sequences 
We are now ready to derive the following recurrence formula for Roman 
graded sequences : 
THEOREM 5.4.1 (Recurrence Formula). If p:(x) is an associated graded 
sequence of delta operator f(D), then for all a # - 1 and for all u 
p:+,(x) = df'(D))-' P:(X), 
where u is the standard Roman shift. 
Proof: Let a # -1, then by Proposition 5.3.6, 
PZ+ 1(x) = a/P:(x) 
=da4(~)fP))p1 p:(x) 
=af'(D)-' p;(x). 1 
Next, we give an explicit formula for the associated graded sequence of 
a delta operator in terms of the residual series of the graded sequence of 
harmonic logarithms. 
PROPOSITION 5.4.2. If p:(x) is the (nth) associated graded sequence of 
formal power series of logarithmic type for the delta operator f(D), then for 
all a and all u # (0), 
Discrete: p:(x) = Lal! f’(D) f(D)-'-" A?,(x) 
’ Continuous: p;(x) = Lal! f’(D) f(D)-‘-“;” AT,(x) 
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Proof: We need consider only the continuous case. Let q:(x) be the 
graded sequence defined by 
It suffices to verify that q:(x) is the nth basic graded sequence for f(D). 
q:(x) is indeed is a graded sequence since deg(f’(D) f(D)) ’ _a. “) = - 1 - a 
and all the operators in question are continuous. Then, if a # 0, we have 
=e ((f(D)-“;“)‘A:,(~)).. 
Now, ((f(D)-“)‘~T,(x)),= CD-‘I(fP-7’. 
The crucial observation in any theorem related to Lagrange inversion is 
that for all Artinian operators g(D), the coefficient CD-‘] g’(D) is zero. 
Hence, (q:(x)), = 0. Thus, Property 2 of Definition 4.4.1 is satisfied. 
Now, consider the case a = 0, and CI # (0). Then we have 
(q;(x)>z= U’PMW’~“,b))x~ 
Say that cb= [D”f(D)J. The coefficient [D-l] f(D)-‘=c;r, and the 
coefficient [Do] f’(D) = c, . Neither operator has any terms of lower 
degree. Hence, the coefficient [D-‘](f’(D)f(D)-‘) = 1, and there are no 
terms of lower degree. Hence, (q:(x) ), = 1. Thus, Property 1 of Defini- 
tion 4.4.1 is satisfied. 
Finally, 
f(D)b’nq~(~~)=L~1!f’(D)f(D)b-a~2,(~~) 
= Lnl q:-bb) 
so Property 3 is also satisfied. Therefore, p;(x) = q;(x). 1 
Proposition 54.2 is unusual in that it does not readily generalize to Y(O) 
because for cc = (0), 1”,(x) equals 0. Moreover, for a>,O, f(D)-‘-” (resp. 
f(D)-‘-“‘“) has negative degree, and thus is not a member of /1. 
Nonetheless, its consequence-the transfer formula-still holds for Y(O): 
THEOREM 5.4.3 (Transfer Formula). Let f(D) be a differential operator 
of degree one, and let p:(x) be its (ntk) associated graded sequence. Then for 
all a and CC 
Discrete: p:(x) = f'(D) 
Continuous: p;(x) = f ‘(D) 
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In particular, its residual series is given by 
p”:(x) =f’(D) x- ‘. 
Proof: (When c1# (0)) The conclusion is immediate from the pre- 
ceding proposition. 
(When a = (0)) We need only consider the continuous case. By 
regularity, we have the following string of equalities for all a: 
P:‘(x) = E@,, (1) p!?(x) 
a+l:n 
= E(o), (1) f’(D) A”‘( ) LI x 
=f’P) (&) 
a+l;n 
qo,, (d?(X) 
a+l;n 
q’(x). 1 
The following variants of the transfer formula are often useful: 
COROLLARY 5.4.4. Let p:(x) and q:(x) be the (nth and mth) associated 
sequences for the delta operators f(D) and g(D), respectively, then for all a 
and CI, 
i 
Discrete: p:(x) = f’(D) g’(D)-’ g(W”+’ qmtxl 
f(D)“+’ a 
f’(D) g’(D)Y’ ,(DY+“m qucxl ’ Continuous: p:(x) = 
f(D) 
n+1;n a 
PROPOSITION 5.4.5. In the notation of Proposition 5.4.2, 
i 
Discrete: p:(x) = g(D)-” AZ(x) - (g(D)-“)’ AZ-,(x) 
Continuous: p:(x) = g(D)-“;” A:(x) - (g(D)-O;“)’ A;- 1(x) 
for a # 0, where g(D) = f (D)/D. 
ProoJ: We need only consider the continuous case. By Proposi- 
tion 5.4.2, 
p;(x) = f’(D) g(D)-‘-“;” AZ(x). 
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f’(D) g(D))-“= (Dg(D))’ g(D)-“+;” 
= (D’g(D)+Dg’(D)) g(D)-“-‘;” 
=g(D)-“+Dg’(D) g(D)-“-‘:” 
= g(D)-” + (g(D)-“:“)’ D/a 
so that 
f’(D) g(D))’ pnCn J%:(X) = g(D)-“;” J.:(x) + (g(D)-“;“)’ AZ- i(x). 1 
Note that Proposition 5.4.5 does not in general hold for a = 0. 
COROLLARY 5.4.6. In the notation of Proposition 5.4.5, 
i 
Discrete: p;(x) = cTg(D)-” %z- 1(x) 
1 Continuous: p:(x) = og(D)-“;” ,?z_ i(x) 
for a # 0, 1, where a is the standard Roman shift. 
Proof We need only consider the continuous case. By Proposi- 
tion 5.4.5. 
p”,(x) = g(D)-“;” A;(x) - (g(D)-“;“)’ Iv”,- i(x) 
=g(D))“:“Az(x) -g(D)-“;” aA:- ,(x) + ag(D))“;” n:-,(x). 1 
We conclude with an important remark about graded sequences of 
formal power series of logarithmic type. Let p:(x) be a Roman graded 
sequence with coefficients dzf= [;lf(x)] p:(x). By regularity, 
1. for a, fi # (0) and for all a and b, dzz = d:i, 
2. for a and b not a negative integer, d$“O’= djp,““, and 
3. for a # fi, and for all a and b, d$ = 0. 
In view of this, we see that in computations with Roman graded sequences 
it suffices for most purposes to compute in the subspace Y(l). In other 
words, even in computations with polynomials it is preferable to deal with 
logarithms first! A quick survey of the examples in Section 6 demonstrates 
the utility of Y(” as compared to the algebra of polynomials. 
5.5. Composition of Formal Series 
Let f(D) be a delta operator. All of the formulas for composition and 
inversions of series (in particular, the various versions of the LaGrange 
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inversion formula) are consequences of the following theorem. See also 
[25,22] for other results concerning the composition of series. 
PROPOSITION 5.5.1. 1. If f(D) is the delta operator with (nth) 
associated graded sequence p,“(x), then for every Artinian operator g(D) we 
have the convergent series 
Discrete: g(f-‘) 
’ 
(5.3) 
where a # (0). 
2. Equation (5.3) holds for a = (0) as well whenever g(D) is a differen- 
tial operator. 
Prooj We need only consider the continuous case. By the expansion 
theorem (Theorem 4.3.3), 
g(D) = c (g(D) p:(x)), f(D)b;fl. 
b Lb-l! 
Hence, substituting f - ( l’,)(D) for D (by the characterization of composi- 
tion in [25]), 
g(f'-l;n')=C (g(D&z;X)). f(f(-1;n))b:n 
b 
=c (g(D)PZ(x)), Db. , 
b Lbl! 
Theorem 5.5.1 has many versions and many corollaries. We first deduce 
from the Expansion Theorem the convergent expansion 
Discrete. c (g(D) P,“(X)‘, 
Lnl! 
D" = g(f'-") 
n 
=I (s(f’-‘9 %(x)>ct D” 
II LO 
Continuous: c <n(D;&‘:X)‘a Db = g(f(-*;“I) 
b 
=C (df’-““‘) n;(x)>, Db 
b Lb-l! 
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Hence, 
Discrete: (g(D) p:(x)), = (g(f’-“) n;(x)), 
Continuous: (g(D) pi(x)), = (g(f’-I:“‘) L:(x)), 
An application of the Transfer Formula (Theorem 5.4.3) gives (in, for 
example, the continuous case) 
Lal! (g(D)f'(D)f(D)-'-"'"~.~"(x)),,,= <g(D) P?(X)),,, 
= (g(j-"') /q'(x)),,,. 
By the spanning argument (Proposition 3.5.5), we have the following 
corollary. 
COROLLARY 55.2. Let f(D) be a delta operator, and let g(D) be any 
Artinian operator. Then we have the convergent sum 
i 
Discrete: g(f-“) =I (g(D) f’(D) f(D)-‘-” i’!\(x)),,, Dk 
k 
1 
’ Continuous: g(f’-‘;“)) =I (g(D) f’(D) f(D)-‘-“;” 1(!\(x)),,, D” 
” 
(5.3) 
By taking g(D) = D”, we obtain powers of f’-‘;“‘(D) (resp. f’-“(D)), 
COROLLARY 5.5.3. If f(D) is a delta operator with (nth) associated 
graded sequence pz(zx), then we have the convergent expansion 
Discrete: f’- l’(D)” =c (DkPll)(x))u, Dk 
k Lkl! 
Continuous: fl-I;n)(D)U;O=C ‘D” f~~~‘)Ill Db 
b 
6. EXAMPLES 
6.1. Roman Graded Sequences 
We prefix some general considerations about the computation of the 
Roman graded sequence p:(x) (n-)associated with a delta operator f(D). 
The crucial step is the computation of the residual series p?‘,(x). This is 
given by the simple formula 
p”’ (x) =f’(D)( l/x). 1 
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Once the residual series is known, any of the series p:“(x) can be obtained 
from the residual series by applying a suitable power of f(D); that is, by 
the Transfer Formula (Theorem 5.4.3), 
Discrete: pp’(x) =f’(D) 
Continuous: py ‘(x) = f’(D) 
-k+l 
.xk 
--a--l;n 
Xn 
when the degree is a negative integer, and 
Discrete: py’(x)=f’(D) (&)-‘+’ x”(logx- 1 -i- ... --/) 
Continuous:pf’(x)=f’(D) (&)-“-“” x”(logx-‘~~~1:)) 
i 
’ 
otherwise. 
If we denote the coeflicients of p:‘(x) by cab = [A;‘(x)] p:‘(x), then it 
follows from regularity that 
for all c(. 
P:(x) = c C,bG(X) 
b 
Continuous: p:‘(x) = 1 Cabxb 
bsR--N- 1. 
In the discrete case, this is the sequence of polynomials of binomial type 
associated with the delta operator f(D); thus we see that even in the case 
of polynomials, it may be speedier to compute via the logarithmic graded 
sequence (see Table 6.1.) 
Note that for a = (0) we obtain 
1 
Discrete: pp’(x) = i ckj.d 
j=O 
TABLE 6.1 
Examples of Roman Graded Sequences 
Delta Associated 
operator graded sequence 
Inverse 
operator 
Conjugate 
graded sequence 
D 
A=E-I 
V=I-E-’ 
A, = DE’ 
E’(E- 1) 
K=D/(D-I) 
43) 
(XX 
(XX 
A:(x) 
G:(x) 
L:(x) 
D 
log(I + D) 
-log(I -D) 
K=D/(D-I) 
Ux) 
cc(x) 
q:(x) 
P,“(X) 
g:(x) 
L:(x) 
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TABLE 6.2 
Lower Factorials (x): 
(x)y’=x(x- 1) (x)(?I’=R(ZI)(x)--j,:‘)(~)+B~,~/3~--~,~/12x*+ 
(x,\“‘=.x (x,:” =x log(x) - x + B2, J2s - B,~ */6.x’+ 
(xp= 1 (.~)~“=log(x+1)+B,/(1+X)-E2/2(1+x)*+B~/3(1+x)~- .,. 
(x,“‘, = l/(x + 1) 
(x)‘: = l/(x + 1)(x + 2) 
6.1.1. Lower Factorial 
Other than the harmonic logarithms (which we have already discussed at 
great length), our first example of a Roman graded sequence is the 
logarithmic lower factorial graded sequence. 
DEFINITION 6.1.1 (Forward Difference Operator). Define the forward 
difference operator A = E- I= eD - I. Let (x): denote its standard 
associated graded sequence; it is called the logarithmic lower factorial 
graded sequence (see Table 6.2), Let #z(x) denote its standard conjugate 
graded sequence; it is called the logarithmic exponential graded sequence. 
Now, A’ = E, so by Theorem 5.4.3, we calculate the residual series 
In general, 
(x)l’;=Ex-‘=-& (6.1) 
PROPOSITION 6.1.2. For n a negative integer, 
(x)l” = 
1 
(x+ l)...(x-n)=(X)“’ 
ProoJ: We proceed by induction. The case n = 1 amounts to Eq. (6.1) 
which we verified above. Now, suppose the proposition holds for n then 
(x)?‘,-, = L -nl-’ A(x)?; 
1 
( 
1 1 
=-- 
n (x+ l)...(x+n)-(x+2)...(x+n+ 1) > 
1 
=(x+l)..++n+l)’ ’ 
Similarly, we have the continuous analog of [39, p. 1331: 
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PROPOSITION 6.1.3. For a not a negative integer, (x)L”= (x),. 
Proof See Proposition 4.3.1. 1 
Thus, 
COROLLARY 6.1.4. For all a, a= (x),. 
Now, we determine the series (x)r). By Theorem 5.4.3, we have 
(X)p=E; logx, 
or equivalently 
s x+ 1 (t#‘dt = lo&x+ 1). x 
Moreover, since by the Euler-MacLaurin formula 
;= c B,Dk/k!, 
k20 
(6.2) 
we have 
(x)b” = k;. 2 Dk lo& + 1) 
Bl =log(x+ l)+-- B2 
1+x 2(1+x)2 
+ 
B3 
3(1+x)3 
- ..‘Y (6.3) 
where the Bk are the Bernoulli numbers. Hence, we discover that 
(x):’ = $(x + 1) coincides with the classical $-function (the logarithmic 
derivative of the gamma function) introduced by Gauss. Similarly, one 
finds that (x)‘,‘) and (x)1” coincide with the digamma and trigamma 
functions. 
The classical expansion 
Discrete : (D/d)” = 1 Bk,Dk/k! 
k,O 
Continuous: (D/A)“;‘= 1 Bk,Dk/k ! 
k>O 
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defines the graded sequence B,, of Bernoulli numbers of order b and degree 
a. In terms of these higher order Bernoulli numbers, we obtain for all a 
(x);= (D/d)‘+“;’ H.;(X) 
=k‘xo &.a+1 Dk/k !AcJ(x + 1) 
=,F, &,a+, ; 1:-,(x+1). 11 
Discrete We now give an explicit calculation of (x):’ for n a negative 
integer. To begin with, by Theorem 5.4.3, we can calculate the residual 
series of order (2). 
(x,“: = E(2x-1 log x) 
2 log(x+ 1) = 
x+1 
Continuing in this way, 
(x)(J) = 2 -d(x)‘J’ I 
= (x)“; - (x + 1)‘:’ 1 
=2 log(x+ 1) 
( 
log(x+2) 
x+1 - x+2 > 
=2 ~og(x+1)-(x+~)log((h:+2)l(x+1)) 
( (x+1)(x+2) J2 
1 
(x)(2\ = - - j(x)‘?’ 
2 2 
Jog(x+l)-(x+l)log((x+2)/(x+1)) 
(x+1)(x+2) 
log(-~+2)-(x+2)log((x+3)/(x+2)) - 
(x+2)(x+3) 
2 log(x + 1) 
=(x+1)(x+2)(x+3)+ 
l%((X + 3)/(x + 1)) 
(x+3) . 
In general for n a positive integer, 
2 log(x + 1) 2 lw((x + n)l(x + 1 )I 
O”‘=(x+ l)...(x+n)+ (n-l)! (x+n) ’ 
6OlW+5 
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Similarly, we calculate (x), (‘,l). The residual series of order (0, 1) is 
(x)‘“.,” = E( l/x log X) 
= l/(x+ l)log(x+ 1). 
Next, 
(x)‘“;” = -&)y’ 
= (x + 1) log((x + 2)/(x + 1) + log(x + 2) 
(x+ l)(x+2)log(x+ l)log(x+2) ’ 
and so on. 
The identity 
(6.4) 
gives a classical identity satisfied by the $-function, that is, 
Similar identities can be obtained for the digamma and trigamma func- 
tions. 
The logarithmic Taylor’s theorem (Theorem 4.3.4) gives the following 
generalization of Newton’s expansion: 
PROPOSITION 6.1.5. Every logarithmic series p(x) can be uniquely 
expanded as a convergent series 
p(x)= 1 d:(x&'Lal!, 
a, a 
where the coefficients dz are given by 
d:= (Pop(x)),. 
For example, 
kZkTO l/k!(x+ l)...(x+k+ 1). (6.5) 
We digress to indicate the meaning of such equalities. Formally, we 
merely mean that when both sides of the equality are expanded in terms of 
harmonic logarithms AZ(x) the resulting coefficients are identical. However, 
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because of such results as Theorem 4.1.3, we are allowed to make computa- 
tions in the real or complex numbers, and thus obtain asymptotic expan- 
sions. In Eq. (6.5), the right side and left side are both approximately 0.01 
for x = 100; in fact, the error is about 0.0000015 when you compute 20 or 
more terms of the summation. Similarly for x = 69, when one computes the 
first 14 terms of the summation, one finds that the left side is 0.14488 and 
the right side is 0.14493. End of digression. 
OPEN PROBLEM 6.1.6. How are the Stirling numbers s(a, b) which are the 
coefficients of the formal power series (y), related to the coefficients of the 
logarithmic series (x):? 
6.1.2. Upper Factorial 
DEFINITION 6.1.7 (Backward Difference Operator). Define the back- 
ward difference operator V =I- E-’ = I -e-D. Let (x); denote its 
standard associated graded sequence; it is called the logarithmic upper 
factorial graded sequence (see Table 6.3). 
As before, the residual series is given by 
1 
(x)(!” =E-leu-l=-- 1 A- 1’ 
and for n a negative integer 
(x)L’)= l/(x- l)...(x+n). 
Similarly, for a not a negative integer, we have 
Thus, for all a, 
(x)jp’=T(x+a)/T(x). 
(a), = T(.x + a)/T(x). 
TABLE 6.3 
Upper Factorials (.Y): 
(x)y’=x(x+ 1) (x)~~‘=~)“(.~)+~~“(x)-~~,~/~x-B~,~/~~x~- 
(.r)\O’=x (.r,:“= --.\- log(x)+x-B,,,/2~-B,,,/6.~~- 
(x)~” = 1 (~)~~=log(x-1)-B,/(x-l)+B,/2(.~-1)’-~B,/3(x-1)’+ .., 
(x,“\ = l/(.x - 1) 
(x,‘“2= l/(x- 1)(x-2) 
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For a = 0, we have: 
PROPOSITION 6.1.8. 
B,/3(x-l)‘+ ..-. 
(x)~ (I) = lo&-l)-BJ~-l+B,/2(x-l)~ 
Proof By Theorem 54.3, we have 
D 
(x)b’)=E-’ 0 logx. 
From the Euler-MacLaurin formula, namely from 
D -D -=- 
V epD-1 
=; (-D;O) 
we infer 
Bk =klxo E (-DJk 
=k~o(-l)k$Dk, 
(x>:‘= c (-l)k 2 Dklog(x+ 1) 
k>O 
Bl =log(x- l)-- B2 B3 
x-1+2(~-1)~-3(x-l)~+ “‘* ’ 
We have, in terms of the Bernoulli numbers of higher order 
( - 1 )k B,,Dk/k !. 
Hence, for all a, 
(x)E= ; l+a;o ppz(x) 0 
=kFo (-l)kBk,o+lDk~:(X- 1)/k! 
=k;o (-l)kBk,o+l f A::-kh--l/k!. I1 
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Discrete : As with the upper factorial graded sequence, we compute 
(x)k*’ for n a negative integer as follows starting with the residual series 
of order (2). 
(x)“‘, = E-1(2x- I log x) 
2log(x- 1) 
x- 1 
(x)“: = -V(x)?\ 
= 2 ha - 2) 
( 
he - 1) 
x-2 - x-l 
=2 log(x-2)-(x-2)log((x-l)l(~-2)) 
(x-1)(x-2) 3 
and in general 
2 log(x -n) 
(x)(2~=(X-l)...(X-n)+ 
2l%((X- 1)/(x-n)) 
(n-l)! (x-n) . 
6.1.3. Abel 
The logarithmic extension of the Abel polynomials turns out to be 
surprisingly pleasing. 
DEFINITION 6.1.9 (Abel Operator). Define the Abel operator A, = DE’. 
Its standard associated graded sequence AZ(x) is called the logarithmic 
Abel graded sequence. Its standard conjugate graded sequence p:(x) is 
called the logarithmic inverse-Abel graded sequence (see Table 6.4). 
By Corollary 54.6, for a # 0, 1, we obtain 
A;(x) = aE-“=ll;_ 1(x) 
=cJ c k>O 1 1 ai1 (--az)” A:pk-l(x) 
= =l 1 k>O y (-az)” n:-,(x). 
k#o 
In particular, when a is not a negative integer, we obtain a simple 
generalization of the classical Abel polynomials. 
Discrete. A(‘)(x) = x(x - nz)“- ’ . ” 
Continuous: A~“)(x)=x(x-az)OP’;o (6.6) 
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TABLE 6.4 
Abel Graded Sequence A:(x) 
A$“(x) = x(x - 22) A’“(x) = al’“(x- 22) 2 1 
A\“(x) = x A’,“(x) = CJ log(x - z) 
Ar’(x) = 1 At’(x) = log(n) -z/x 
A”‘,(x)=x(x+z)-’ 
A”;(x) = x(x + 2~)-~ 
and for a a negative integer, we have 
A(“(x)=x(x-az)“-‘. a 
Thus, its residual series is 
(6.7) 
A”: = (x+xz)2. 
and its principal sequence is 
Discrete: A”(x) =x/(x - az)a’;o 
Continuous: J(x) = x/(x - az)” ’ 
At’(x) can be calculated via Theorem 5.4.3. It is expressed very simply. 
Ah”(X) = Ay’ log x 
=(I+zD) logx 
= log x + z/x, (6.8) 
so 
4xX) = G(x) + zlY,(x). 
From the logarithmic binomial identity, we have the sum 
Ab’)(x+b)= 1 ; 11 &J’(b) A”:(X) k,O 
over all nonnegative integers k. Thus, we infer the remarkable identity 
~+l0g(x+b)=~+logx+ 1 
(-l)k+lb(b-ak)k-‘x 
k(x+ak)k+l ’ 
(6.9) 
k>l 
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For example, we can substitute here the values a = 1, b = 2, and x = 5. If we 
compute the first 12 terms of the series, the left hand and right hand sides 
of Eq. (6.9) are both approximately 2.0887673. 
In general, by Theorem 5.4.3, 
A;(x) = E-“‘(I + zD) A;(x) 
=n~(x-az)+zLal~~~I(x-az). 
For example, 
A\“(X) = x log(x - z) + z -x. 
Again, by Theorem 4.3.4, every formal power series of logarithmic type can 
be expanded in terms of the Abel series 
where 
d”,= (E”‘D”p(x)).. 
For example (see Eq. (6. 13))Y 
log x= c (ka) 
k<O 
= A;‘(X) + z/4”:(X) - 2Z%4(_f\(X) +9&4”;(X) - . . . 
k+l 
ZkX. 
That is. 
x-‘=,F, (&)k+’ 
6.1.4. Gould 
(6.10) 
DEFINITION 6.1.10 (Logarithmic Gould Graded Sequence). We define 
the logarithmic Gould graded sequence G:(x) to be the standard graded 
sequence associated with the delta operator E’A = Ez+ ’ -E’ (see Table 
6.5). 
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TABLE 6.5 
Gould Graded Sequence G;(x) 
G;‘)(x) = x(x-2a - 1) 
G’O’(s) = x 
Gl’(x) = 1 
G:"(x)= (x):"-a(x>j"+ 1 
(-lY ($w -k) 
~>* (X-1).,.(X-2++) 
2 
G(,“(x)=xlog(x)-x+ c BP’ k XI-~+ 
k12 c [I ((~)+a(k-l)(;I:))(-l)k (k-1)!~x-1)~~~(X-kkl) 1 
G$(x)=log(x+l)+B,/(x+l)-B,/2!(1+~)~+ . . . 
+u/(x+1)-u/(x+l)(x+2)+u/2!(x+l)(x+2)(x+3)+ . . . 
G?,(x)=x/(x+u)(x+u+1) 
G”$(x) = x/(x + 2u)(x + 2a + 1)(-r + 2u + 2) 
The Pincherle derivative of E’A is (z + 1) E’+’ - aEZ, so the residual 
series is given by 
@‘,(x)=((z+ l)E’+‘-&‘) i 
0 
z+l z = -- 
x+z+l x+2 
X 
=(x+z)(x+z+ 1)‘ 
Since Roman graded sequences are basic, we have 
G!:(x) = -E’ AG”‘,(x) 
=E’ (x+4(Z+z+ l)3x+z+ l)(x+z+2) ( 
x+1 
> 
=(X+2z)(x+2zX+ 1)(x+22+2) 
=$ (x+2z)-,. 
Similarly, by induction we have for n positive 
G”~(x)=x(x+nz-l)_.~,, 
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and, by induction for n nonnegative 
G(O)(x) = x(x - nz - 1) _ 1. n n 
In general for all a, 
G,(x)=x(x--z-l),_,. 
See Section 6.2.6 for an explicit computation of G:(x). 
6.1.5. Laguerre 
Our final example of a Roman graded sequence is the logarithmic 
Laguerre graded sequence. 
DEFINITION 6.1.11 (Laguerre Operator). Define the Laguerre operator 
to be 
K=D/(D-I). 
Define the logarithmic Laguerre graded sequence to be its (0th) associated 
graded sequence denoted L:(x) (see Table 6.6). 
Continuous: Note that the Laguerre operator K and the Laguerre 
graded sequence L:(x) are not standard, since the leading coefficient of K 
is - 1. However, -K and K( -D; 0) are both standard operators we 
discuss later (Sections 6.2.1 and 6.2.2), and if r:(x) and p:(x) are their 
standard associated sequences, then 
L:(x) = $-112r3x), 
where II/, is as defined in Example 5.2.3C, and 
L:(x) = (- l)=iU p:(x). 
(6.11) 
(6.12) 
TABLE 6.6 
Laguerre Graded Sequence L;(X) 
q’(x) = x2 - 2x 
Ly(.x) = -x 
Lp’(x) = 1 
q’(x) = n:‘)(x) - 21\“(x) 
L’,“(x) = -ii”(X) 
L~“(x)=log(x)- c (-l)kk!x-kml 
k,O 
L”:(x)= 1 (-lyk!.x+ 
kP1 
L”;(s)= -c (-l)k(k-l)k!~xmk/2 
k>Z 
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Now, the Pincherle derivative of the Laguerre is given by K’= 
-(D-I)-*, so by Theorem 54.3, 
L:(z) = -(D - I)-’ (D - I)a+ ‘lo A;(x) 
= -(D-I)“- ‘;’ AZ(x). 
Hence, for all a, 
LZ(x)=e”‘” c (-1)k (,,, (“k ‘> Dk) %Xx) 
= pia 
Thus, 
L”;(x) = -A?(x). 
Similarly, we have derived the expansion 
2 6 
Lb”(x)=log(x)+~-~+-/“+ -... 
X 
Discrete : Thus, L:(x) does not contain any terms of negative degree 
when n is a positive integer. This is true only for Roman sequences 
associated with D/(uD + b1) where a and b are nonzero complex numbers. 
Note that the series of degree 0 contains no negative terms only if the 
operator in question is UD where a is a nonzero complex number. 
Continuous: In the continuous case, Lz contains terms of negative 
degree for all a. The only Roman sequences which do not always contain 
terms of negative degree are those associated with delta operators of the 
form zD where z is a nonzero complex number. 
From Theorem 5.3.7. we derive a logarithmic extension of the classical 
Rodrigues’ formula for Laguerre polynomials. 
L:(x) = --e”D”- ‘e-“A:(x). 
6.2. Connection Constants 
Given two graded sequences p:(x) and q:(x), we would like to express 
one in terms of the other. 
P:(x) = c 4,qi3x). 
b 
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The coefficients d,, are called the connection constants from the graded 
sequence q:(x) to the graded sequence p:(x), and are denoted 
[43x)1 P:(x). 
If p:(x) and q:(x) are the standard Roman graded sequences associated 
with the delta operators f(D) and g(D), respectively, then by Proposi- 
tion 5.26, 
r:(x) = c c,&(x) 
b 
is the standard Roman graded sequence associated with g(f’-I’; 0). Thus, 
to determine the connection constants it s&ices merely to calculate T:(X), 
This easy device for the computation of connection constants is the most 
effective application of the present theory. 
6.2.1. Upper Factorial to Lower Factorial 
To express (x): in terms of (x); (see Table 6.7), we first calculate 
~(V’-“;O)=e-‘“~“--D)_I 
1 =-- 
I-D 
I 
D =- 
I-D 
= -K(D), 
where K(D) is the Laguerre operator (Definition 6.1.11). Thus, r:(x) is the 
standard graded sequence related to the logarithmic Laguerre graded 
sequence defined by Eq. (6.11), 
TABLE 6.7 
Lower Factorial in Terms of Upper Factorial 
(x,\“‘= (x)y’+2(x)y 
(xy= (x)l”’ 
(x)bO’ = (x)‘O’ 0 
(x)\” = (.x):“(X) + 2(x)\” 
(x,‘,‘)= (x):” 
(x#‘= <x>b”- c k!(x)“;-, 
kZ0 
(x,“:= - c k!(x)“: 
k>l 
(x,“:= c (k- l)k!(x)‘:;/2 
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where !Pr,* is as defined in Example 5.2.3C 
e,,2Az(x) = e”“A;(x). 
In a sense, *1,2 is the logarithmic analog of substitution of -x for x. 
We now apply the results from Section 61.5. Thus, for all a and CY 
cx’“=k~o (“k ‘> L;a;,, <x):-k(x). 
From Theorem 53.7, we have the identity 
r 
Discrete: (x): = -ewVa-le-w(x)~ 
’ Continuous: (x)z= -eqVn-l;oe-“v(x)~ 
6.2.2. Lower Factorial to Upper Factorial 
Conversely, to compute (x>z in terms of (x): (see Table 6.8), we need 
the delta operator 
V(d’-‘:O’)= &=K(-D). 
Hence, the connection constants from (x): to (x)1 are given by the coef- 
ficients of e-“‘“L:(x) (Eq. (6.12)). Hence, for all a and CI, 
6.2.3. Laguerre to Harmonic 
If p:(x) is the standard Roman graded sequence associated with the 
delta operator f(D), then finding the connection constants from p:(x) to 
TABLE 6.8 
Upper Factorial in Terms of Lower Factorial 
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AZ(x) is tantamount to finding the standard graded sequence associated 
with f’-‘;“‘(D), that is, the standard conjugate graded sequence for f(D). 
Note that since x/(x - 1) is the O-compositional inverse of itself, the 
logarithmic Laguerre graded sequence is self-conjugate, so we have for all 
a and CY 
n:(x)== c t-11” y* L;:;,! L;-k(X) 
k>O ( > 
and from Theorem 5.3.7, 
n:(x) = L:(L) = -euLKu-l;oe-uLL~(.~). 
62.4. Lower Factorial to Harmonic 
Similarly, the connection constants from (x): to n:(x) are given by #z(x) 
-the logarithmic exponential graded sequence-which we now compute. 
The relevant delta operator is 
log(I+D)= 1 (-l)k+’ Dk/k. 
k>O 
Thus, by Theorem 5.4.3, we can calculate the residual series. 
= 1 (-l)kDkPl(~) 
kGb0 
= 1 k!%“,_,(x). 
k>O 
Finally, by Theorems 5.4.1 and 5.3.7, for a # -1, we obtain the recursion 
formula 
q5:+ 1(x) = a(1 + D) 4:(x) = 0e-O De”dz(x). 
62.5. Abel to Harmonic 
The compositional inverse of the Abel operator is not easily calculated. 
Nevertheless, we may calculate the logarithmic inverse-Abel graded 
sequence, using the theory of conjugate graded sequences. 
Thus, by Definition 4.5.1 
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D%%:(X) = Db C ; (bz)j n;-,(x) 
j>O 11 
Thus, 
/ax)= c ((a-k)z)k s n:-,(X)/La-kl! 
k>O . . 
= kFo ((a-k)z)k ; g-k(x). 11 
Hence, the remarkable identity 
l:(x)= c ((a-k)z)k ;I AZ-k(Z). 
k>O 11 (6.13) 
6.2.6. Upper Factorial to Gould 
Assume that the Gould parameter z is a real number which we denote 
by t. The relevant operator is f(D) = -D(I-D)-‘;’ whose associated 
graded sequence is 
C(x) =f’P) 7 
( > 
f(D) --a-1’0 na(x) 
ll 
= e’““((t - l)D + I)(1 - D)O1- ‘;’ n:(x). (6.14) 
As expected, for t = 1 we rederive the Laguerre graded sequence L;(X), and 
for t = 0 we get a variant on the harmonic graded sequence 11/1,21i(x). 
For a # 0, 1, instead of Eq. (6.14) we may use Corollary 5.4.6. 
r:(x) = e”‘“a(1 - D),’ AZ_ i(x) 
=e”“o (z. (-Ilk (T) Dk) A:-,(x) 
=k;o 
eni(a + k) 
k;a 
0 
“k’ L;:;L’l;! &-kfXh 
Thus, for a # 0, 1, we obtain the following remarkable identity relating the 
Gould graded sequence to the lower factorial graded sequence: 
G;(x)= 1 &+(a+*) “k’ c;y;A1l;, 
0 
<x):-k. 
k,O 
k#n 
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For a = 0, Eq. (6.14) reduces to 
~;(x)=((t-l)D+I)(I-D)-lA;(~) 
= (1 + tD + tD2 + tD3 + . .)$(x) 
=qq(x)+t c (-l)“‘l(k-l)!A”,(x). 
k>O 
Thus, the Gould series of degree zero are given by the elegant expression 
G;(x)=(x);+? 1 (-l)k+l (k-)! (x):,. 
ka0 
Thus, 
Bl 2 !B, G;‘(x)=log(x+ 1)+--p 
x+ 1 (1 +x)2+ ..’ 
t t t + -- 
x+ 1 (x+ l)(x+2)+2!(x+ 1)(2+2)(x+3)+ “” 
Finally, from Proposition 5.4.5, we obtain 
r:(x) = - (I - D)’ A:(x) - t(1 - D)‘- ’ A;(x) 
=AY(x)+ 1 
kb2 ((;)+I(:_:)) ‘:-ktx)/L1-k,! 
=AT(x)+ c k,2 ((;)+I (;I;)) (-1)k(k-2)!%&), 
so 
G”;(x) = (x>“; + C k~2 ((;)+t (;I:)) (-lJk (k-2)! <X>;-, 
2 
G\“(z)=xlog(x)-x+ 1 of’ k ~l-~ 
ka2 11 
+c 
(-1)“((:)+t(:_:))(k-2)! 
ka2 (x- l)...(x-k+ 1) ’ 
62.1. Lower Factorial to Gould 
Similarly, here we are interested in the operator f(D) = D(1 + D)’ where 
t is real. For t =O, we rederive the harmonic logarithms A;(x), and for 
t = -1, we get a variant of the Laguerre graded sequence ( - l)‘ia L:(x). 
(See Eq. (6.12) and Section 6.2.2.) 
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The standard associated graded sequence for f(D) is 
C(x) =f’(D) 
=((t+ l)D+I)(I+D)-“‘P1;oI;(x). 
For a#O, 1, 
r:(x) = a(1 + D)-or;0 AZ- r(x) 
k#a 
Thus, for a # 0, 1, 
G:(x)= c 
k>O 
kfn 
Now, for a=O, 
r:(x) = ((t + 1) D + I)(1 + D)-’ L;(x) 
=(l+tD-tD2+tD3- . ..)J.(x) 
=&J(x)+ t 1 (k-l)! J”,(x), 
k>O 
so that again 
G(x)= (x>: (x) + t 1 (k- I)! (x):, 
For n = 1, 
k>O 
r;(x) = (I + D)-’ n;(x) - t(I+ .)-I-l n;(x) 
=1?(x)+ 1 k>2 (( ;‘)+‘@-l) (;l_il)) (-l)kk!R:l-k(X), 
hence another remarkable expansion for a residual series: 
G:,(x)= 1 kz,O ((:>+t (;I;)) (-l)kk!(x)“,-,. 
As noted in [20], nearly any sequence may be used as a “factorial” on 
which to base an umbra1 calculus. In particular, we could have chosen the 
Gaussian coeflicients as our factorials. If so, then we would have derived 
the q-analog of our theory. 
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OPEN PROBLEM 6.2.1. What are the q-analogs of these examples? 
We hope the preceding examples display the utility of the theory of 
formal power series of logarithmic type. 
Note added in proof: Since submission, it has been pointed out by M. Monaga that L;l 
is not well behaved when a is not an integer, and h is a negative integer. This error requires 
certain changes to the continuous theory discussed in this paper. 
Following the philosophy of S. Roman, we are free to set our “factorial” to whatever we 
choose. For the greatest simplicity, change the definition of Lal! (in Detinition 2.2.1) to 
iul! = 1. Thus, L;l= 1 for all reals a and b. 
With this change, iz(.u) is now a generalisation of u”/n !  rather than of I”. Thus, our sequences 
of logarithmic series of binomial type could better be described as divided power sequences 
of logarithmic series. 
All of the above changes are optional when dealing only with the discrete rheory. 
Unfortunately, these mistakes were discovered at too late of a stage for them to be changed 
in a traditional non-electronic journal. 
Finally, note that the current notation for the elementary sh$r-inaarianr operator E,,! is the 
skip operator skip,,,. 
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