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EIGENVALUE BOUNDS FOR THE FRACTIONAL LAPLACIAN:
A REVIEW
RUPERT L. FRANK
Abstract. We review some recent results on eigenvalues of fractional Laplacians
and fractional Schro¨dinger operators. We discuss, in particular, Lieb–Thirring in-
equalities and their generalizations, as well as semi-classical asymptotics.
1. Introduction
An attempt is made, at the request of the editors of this volume to whom the author
is grateful, to review some recent developments concerning eigenvalues of fractional
Laplacians and fractional Schro¨dinger operators. Such review is necessarily incomplete
and biased towards the author’s interests. It is hoped, however, that this collection of
results will provide a useful snapshot of a certain line of research and that the open
questions mentioned here stimulate some further research.
As is well known, the fractional Laplacian appears in many different areas in con-
nection with non-local phenomena. Here we are particularly interested in problems
related to quantum mechanics, where the square root of the Laplacian is used to
model relativistic effects. Early works on the one-body and many-body theory include
[64, 30] and [36, 83, 84, 44, 85], respectively, and we refer to these for further physical
motivations.
Let us define the operators in question. For an open set Ω ⊂ Rd we denote by H˚s(Ω)
the set of all functions in the Sobolev space Hs(Rd) which vanish almost everywhere
in Rd \ Ω. We denote the Fourier transform of ψ by
ψˆ(p) :=
1
(2π)d/2
∫
Rd
e−ip·xψ(x) dx .
The non-negative quadratic form∫
Rd
|p|2s|ψˆ(p)|2 dp , ψ ∈ H˚s(Ω) ,
(note that ψ is zero almost everywhere on Rd \Ω) is closed in the Hilbert space L2(Ω)
and therefore generates a self-adjoint, non-negative operator
H
(s)
Ω in L
2(Ω) .
For 0 < s < 1 we callH
(s)
Ω the fractional Laplacian in Ω. When s = 1, this construction
gives the usual Dirichlet Laplacian, which we denote by −∆Ω = H(1)Ω . When Ω = Rd,
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then H
(s)
Rd
coincides with the fractional power s (in the sense of the functional calculus)
of the operator −∆Rd and we will simplify notation by writing (−∆)s = H(s)Rd . It is
important to note that, if Ω 6= Rd (up to sets of capacity zero), then H(s)Ω does not
coincide with the fractional power of the operator −∆Ω and, in fact, the comparison
of these two operators is one of the recurring themes in this review.
There is a useful alternative expression for the fractional Laplacian, namely,∫
Rd
|p|2s|ψˆ(p)|2 dp = ad,s
∫∫
Rd×Rd
|ψ(x)− ψ(y)|2
|x− y|d+2s dx dy
for all ψ ∈ Hs(Rd) with
ad,s = 2
2s−1π−d/2
Γ(d+2s
2
)
|Γ(−s)| . (1.1)
This is a classical computation, which we recall in Appendix A.
Besides the fractional Laplacian on an open set we will also be interested in the
fractional Schro¨dinger operator (−∆)s + V . Heuristically, the connection between
the two operators is that the fractional Laplacian in Ω is the special case of the
fractional Schro¨dinger operator with the potential V which equals 0 on Ω and +∞
on its complement. This intuition can be made precise as a limiting theorem, at least
in the case of a not too irregular boundary, but we will not make use of this here.
Nevertheless, it is useful to keep this connection in mind when comparing the results
for both operators.
As we said, our main concern here are eigenvalue bounds for H
(s)
Ω and (−∆)s + V .
It is technically convenient to consider, instead of eigenvalues, the numbers given by
the variational principle. Namely, for a general self-adjoint operator A with quadratic
form a in a Hilbert space and for n ∈ N we define
En(A) := sup
ψ1,...,ψn−1
(
inf
06=ψ⊥ψ1,...,ψn−1
a[ψ]
‖ψ‖2
)
.
According to the variational principle (see, e.g., [93, Theorem XIII.1]), if En(A) <
inf ess- spec(A), then En(A) is the n-th eigenvalue of A, counting multiplicities. In
general, however, En(A) need not be an eigenvalue. Since our tools in this paper are
of variational nature, they lead naturally to inequalities for En(A), independently of
whether or not it actually is an eigenvalue.
Let us briefly outline the structure this review. In Section 2 we begin with lower
bounds on the ground state energies E1(H
(s)
Ω ) and E1((−∆)s+V ). These lower bounds
come naturally from the shape optimization problems of minimizing E1(H
(s)
Ω ) among
all Ω with given measure and minimizing E1((−∆)s + V ) among all V with given
Lp norm. The (classical) answers are given in Theorems 2.1 and 2.2. We then turn
to comparing the eigenvalues of the operators H
(s)
Ω and (−∆Ω)s and recall a theorem
from [32].
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In Section 3.1 we discuss the asymptotics of En(H
(s)
Ω ) as n → ∞ and of #{n :
En((−∆)s+αV ) < 0} as α→∞. Both questions are closely related, because studying
the asymptotics of En(H
(s)
Ω ) as n→∞ is the same as studying #{n : En(H(s)Ω ) < µ}
as µ → ∞, which is the same as studying #{n : En(h2sH(s)Ω − 1) < 0} as h → 0.
Clearly, studying #{n : En((−∆)s + αV ) < 0} as α → ∞ is the same as studying
#{n : En(h2s(−∆)s + V ) < 0} as h → 0, so both questions correspond to a semi-
classical limit with an effective Planck constant h tending to zero. While the leading
term in the asymptotics is well known and given by a Weyl-type formula, there are
still open questions corresponding to subleading corrections.
In Section 4 we supplement the asymptotic results on the number and sums of
eigenvalues by ‘uniform’ inequalities which hold not only in the asymptotic regimes
considered in the previous section. The important feature of these inequalities is,
however, that they have a form reminiscent of the asymptotics. We present such
eigenvalue bounds not only for H
(s)
Ω and (−∆)s+V , but also for operators of the form
(−∆)s −W + V , where W is an explicit ‘Hardy weight’.
We conclude with a short Section 5 on (some of) the topics that we have not treated
in this paper.
Acknowledgement. The author would like to thank B. Dyda, L. Geisinger, E. Lenz-
mann, E. Lieb, R. Seiringer and L. Silvestre for collaborations involving the fractional
Laplacian. He thanks R. Ban˜uelos, M. Kwas´nicki, F. Maggi and R. Song for help-
ful comments. Partial support by U.S. National Science Foundation DMS-1363432 is
acknowledged.
2. Bounds on single eigenvalues
2.1. The fractional Faber–Krahn inequality. We recall that E1(H
(s)
Ω ) denotes
the ground state energy of the fractional Laplacian on an open set Ω ⊂ Rd. Using
Sobolev interpolation inequalities on Rd (see, for instance, (2.4) below) and Ho¨lder’s
inequality it is easy to prove that
E1(H
(s)
Ω ) ≥ Cd,s|Ω|−2s/d
for some positive constant Cd,s depending only on d and s. The fractional Faber–
Krahn inequality in the following theorem says that the optimal value of the constant
Cd,s is attained when Ω is a ball. We recall that for any measurable set E ⊂ Rd of
finite measure, E∗ denotes the centered, open ball with radius determined such that
|E∗| = |E|.
Theorem 2.1. Let Ω ⊂ Rd be open with finite measure. Then
E1(H
(s)
Ω ) ≥ E1(H(s)Ω∗ )
with equality if and only if Ω is a ball.
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This theorem follows easily using symmetric decreasing rearrangement (see, e.g.,
[80] for a textbook presentation). We know [6] that
‖(−∆)s/2ψ‖2 ≥ ‖(−∆)s/2ψ∗‖2 , (2.1)
where ψ∗ denotes the symmetric decreasing rearrangement of ψ, and since ‖ψ∗‖2 =
‖ψ‖2 and ψ∗ is supported in Ω∗, we obtain the inequality in the theorem. The unique-
ness of the ball follows from the strictness statement for (2.1), see [27, 56]. (We also
mention that a version of (2.1) for functions on a interval appears in [59].) An alter-
native proof of Theorem 2.1, based on a comparison result for the corresponding heat
equations, can be found in [98]. For results related to and generalizing Theorem 2.1,
see [15].
It would be interesting to supplement Theorem 2.1 with a stability result analogous
to [58, 24], namely to show that E1(H
(s)
Ω ) − E1(H(s)Ω∗ ) is bounded from below by a
constant (depending only on s and d) times |Ω|−2s/d−2 inf{|B∆Ω|2 : B ball with |B| =
|Ω|}.
Theorem 2.1 corresponds to minimizing E1(H
(s)
Ω ) among all sets Ω with given mea-
sure. Another interesting problem is to minimize E1(H
(s)
Ω ) among all convex sets Ω
with given inner radius rin(Ω) := supx∈Ω dist(x,Ω
c). Optimal results for this question
appear in [8, 87].
2.2. The fractional Keller inequality. We recall that E1((−∆)s + V ) denotes the
ground state energy of the fractional Schro¨dinger operator. In [70] Keller asked for
s = 1 how small the ground state energy can be for a given Lp norm of the potential;
see also [82]. The following theorem generalizes this result to the fractional case.
Theorem 2.2. Let d ≥ 1, 0 < s < 1 and γ > 0. If d = 1 and s > 1/2 we assume in
addition that γ ≥ 1− 1/(2s). Then
Kγ,d,s := − inf
V
E1((−∆)s + V )
‖V ‖1+d/(2sγ)γ+d/(2s)
<∞ .
Moreover, there is a positive, radial, symmetric decreasing function W such that the
inequality
E1((−∆)s + V ) ≥ −Kγ,d,s
(∫
Rd
|V |γ+d/(2s) dx
)1/γ
(2.2)
is strict unless V = −b−2sW ((x− a)/b) for some a ∈ Rd and b > 0.
Let us briefly sketch the proof. The key idea (essentially contained in [82] for s = 1)
is that the inequality Kγ,d,s < ∞ is equivalent to a Sobolev interpolation inequality.
According to the variational definition of E1((−∆)s + V ) we have
−Kγ,d,s = inf
V
inf
ψ
‖(−∆)s/2ψ‖2 + ∫
Rd
V |ψ|2 dx
‖ψ‖2 ‖V ‖1+d/(2sγ)γ+d/(2s)
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Since the quotient in this formula remains invariant if we replace both V (x) by b2V (bx)
and ψ(x) by cψ(bx) for arbitrary b, c > 0, we can restrict the infimum to potentials V
with ‖V ‖γ+d/(2s) = 1 and to functions ψ with ‖ψ‖ = 1. Moreover, since the quotient
does not increase if we replace V by −|V | we can restrict the infimum to potentials
V ≤ 0. We summarize these findings as
−Kγ,d,s = inf
{Eq[ψ] +Hq[ψ, U ] : U ≥ 0 , ‖ψ‖ = ‖U‖q/(q−2) = 1}
with q ≥ 2 such that 1/(γ + d/(2s)) + 2/q = 1,
Eq[ψ] = ‖(−∆)s/2ψ‖2 − ‖ψ‖2q
and
Hq[ψ, U ] = ‖ψ‖2q −
∫
Rd
U |ψ|2 dx .
By Ho¨lder’s inequality we have Hq[ψ, U ] ≥ 0 for U ≥ 0 with ‖U‖q/(q−2) = 1, and
equality holds if and only if U = (|ψ|/‖ψ‖q)q−2. Thus, Kγ,d,s <∞ is equivalent to
inf {Eq[ψ] : ‖ψ‖ = 1} > −∞ , (2.3)
and there is a bijective correspondence between V ’s realizing equality in (2.2) and ψ’s
realizing the infimum in (2.3). The statement (2.3) is, by scaling, equivalent to the
Sobolev interpolation inequality
‖(−∆)s/2ψ‖2θ‖ψ‖2(1−θ) ≥ Sd,q,s‖ψ‖2q (2.4)
with a constant Sd,q,s > 0 (and some θ ∈ (0, 1) uniquely determined by scaling). This
inequality is well known to hold for 2 ≤ q ≤ 2d/(d − 2s) if d > 2s, for 2 ≤ q < ∞ if
d = 2s and for 2 ≤ q ≤ ∞ if d < 2s. Therefore, we deduce that Kγ,d,s < ∞ under
the assumptions on γ in the theorem. Moreover, if Sd,q,s denotes the optimal constant
in (2.4), then it is also well-known that there is a minimizer ψ for which equality
holds (see, for instance, [29] for a proof for s = 1; the necessary modifications for
s < 1 are, for instance, in [19]). By the rearrangement inequality (2.1), this ψ can be
chosen positive, radial and symmetric decreasing. It was recently proved in [49, 50]
that there is a unique function Q such that any function achieving equality in (2.4)
coincides with Q after translation, dilation and multiplication by a constant, which
leads to the uniqueness statement in Theorem 2.2. This completes our sketch of the
proof of the theorem.
We expect that the method from [29], together with the non-degeneracy results
from [49, 50], leads to a stability version of (2.2).
2.3. Comparing eigenvalues of H
(s)
Ω and (−∆Ω)s. It is important to distinguish
between H
(s)
Ω , the fractional Laplacian on Ω, and the fractional power (−∆Ω)s of the
Dirichlet Laplacian. These two operators are different, but, as shown in the following
theorem, the first one is always less or equal than the second one. We recall that for
two operators A,B, which are bounded from below, we write A ≤ B if their quadratic
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forms a, b with form domains D[a], D[b] satisfy D[a] ⊃ D[b] and a[u] ≤ b[u] for every
u ∈ D[b]. Note that A ≤ B implies En(A) ≤ En(B) for all n ∈ N.
Theorem 2.3. Let Ω ⊂ Rd be open and 0 < s < 1. Then
H
(s)
Ω ≤ (−∆Ω)s (2.5)
In particular,
En(H
(s)
Ω ) ≤ En((−∆Ω)s) = (En(−∆Ω))s for all n ∈ N . (2.6)
Moreover, unless Rd \ Ω has zero capacity, the operators H(s)Ω and (−∆Ω)s do not
coincide.
The first part of the theorem is due to Chen–Song [32] (see also [39] and its gen-
eralization in [33]), which extends earlier results in [9] for s = 1/2 and in [38] for s
irrational. The second part concerning strictness is from [47], where it is also shown
that, in a certain sense, En(H
(s)
Ω ) and En((−∆Ω)s) have the same leading term as
n → ∞, but a different subleading term; see Corollary 3.4 below for a precise state-
ment. An alternative proof of Theorem 2.3, which yields strict inequality in (2.6)
for any n for bounded Ω, is in [88] and is based on the Caffarelli–Silvestre extension
technique [31]. In fact, it was recently shown in [75], using Jensen’s inequality, that
(0, 1) ∋ s 7→ En(H(s)Ω )1/s is strictly increasing for any n if Ω is bounded.
Let us sketch the idea of the proof of Theorem 2.3 in [47]. It is based on the
observation that, if A is a non-negative operator in a Hilbert space with trivial kernel,
P an orthogonal projection and ϕ an operator monotone function on (0,∞), then
Pϕ(PAP )P ≥ Pϕ(A)P . (2.7)
(This is closely related to the Sherman–Davis inequality, see, e.g., [28, Theorem 4.19].)
Using Loewner’s integral representation of operator monotone functions (see, for in-
stance, [18] or [97, Theorem 1.6]), (2.7) follows from
P (PAP )−1P ≤ PA−1P , (2.8)
which, in turn, can be proved using a variational characterization of the inverse opera-
tor in the spirit of Dirichlet’s principle. Inequality (2.5) follows immediately from (2.7)
with the choice A = −∆ in L2(Rd), P = multiplication by the characteristic function
of Ω (note that H
(s)
Ω = PA
sP in the quadratic form sense) and ϕ(E) = Es (which is
operator monotone for 0 < s < 1). Note that this argument gives an analogue of (2.5)
for any operator monotone function. If we only want (2.5), we do not need Loewner’s
theorem, but only the integral representation
Es =
sin(πs)
π
∫ ∞
0
ts
(
1
t
− 1
t+ E
)
dt if 0 < s < 1 .
Analyzing the cases of equality in (2.8) shows that, under the assumption that ϕ is
not affine linear, equality in (2.7) holds iff ranP is a reducing subspace of A. (This is
stated in [47] only for positive definite A, which is needed for (2.8), but when passing
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from (2.8) to (2.7) one always has a positive definite operator.) Since L2(Ω) is not a
reducing subspace for −∆ in L2(Rd) unless Rd \ Ω has capacity zero, we obtain the
second part of the theorem.
While Theorem 2.3 gives an upper bound on En(H
(s)
Ω ) in terms of En(−∆sΩ), the
following theorem, also due to Chen–Song [32], yields a lower bound.
Theorem 2.4. Let Ω ⊂ Rd be bounded and satisfy the exterior cone condition and let
0 < s < 1. Then there is a cΩ,s > 0 such that
En(H
(s)
Ω ) ≥ cΩ,sEn((−∆Ω)s) = cΩ,s (En(−∆Ω))s for all n ∈ N . (2.9)
If Ω is convex, (2.9) holds with cΩ,s = 1/2.
We note that Theorem 2.4 allows one to obtain lower bounds on En(H
(s)
Ω ) from lower
bounds on En(−∆Ω). For instance, one can show that for convex domains E1(H(s)Ω ) is
bounded from below by a constant times rin(Ω)
−2s [32]. This gives weaker inequalities,
however, than the direct approach in [8, 87].
3. Eigenvalue asymptotics
3.1. Eigenvalue asymptotics for the fractional Laplacian. From a (fractional
analogue) of Rellich’s compactness lemma we know that H
(s)
Ω has purely discrete spec-
trum when Ω ⊂ Rd has finite measure. In this subsection we discuss the asymptotics
of the eigenvalues En(H
(s)
Ω ) as n → ∞. The basic result is due to Blumenthal and
Getour [22] (see also [12, Rem. 2.2] and [61]).
Theorem 3.1. Let Ω ⊂ Rd be open with finite measure. Then
lim
n→∞
En(H
(s)
Ω )
n2s/d
= (2π)2sω
−2s/d
d |Ω|−2s/d (3.1)
with ωd = |{ξ ∈ Rd : |ξ| < 1}|.
Alternatively, one can write (3.1) as
lim
µ→∞
µ−d/(2s)N(µ,H
(s)
Ω ) = (2π)
−dωd|Ω| , (3.2)
where for an arbitrary self-adjoint operator A, which is bounded from below, we set
N(µ,A) = #{n : En(A) < µ}. If A has discrete spectrum in (−∞, µ), then N(µ,A)
denotes the total number of eigenvalues below µ, counting multiplicities.
For later purposes we record that (3.1) implies
lim
N→∞
N−1−2s/d
N∑
n=1
En(H
(s)
Ω ) =
d
d+ 2s
(2π)2sω
−2s/d
d |Ω|−2s/d . (3.3)
We also note that (3.2) and integration in µ shows that, for any γ > 0,
lim
µ→∞
µ−γ−d/(2s) Tr
(
H
(s)
Ω − µ
)γ
−
= Lclγ,d,s|Ω| , (3.4)
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where
Tr(H
(s)
Ω − µ)γ− =
∑
n
(
En(H
(s)
Ω )− µ
)γ
−
= γ
∫ ∞
0
N(µ,H
(s)
Ω )µ
γ−1 dµ
and
Lclγ,d,s :=
1
(2π)d
∫
Rd
(|p|2s − 1)γ
−
dp =
ωd
(2π)d
Γ(γ + 1) Γ( d
2s
+ 1)
Γ(γ + d
2s
+ 1)
. (3.5)
A classical result of Weyl states that
lim
µ→∞
µ−d/2N(µ,−∆Ω) = (2π)−dωd |Ω| ,
and therefore, by the spectral theorem,
lim
µ→∞
µ−d/(2s)N(µ, (−∆Ω)s) = lim
µ′→∞
(µ′)−d/2N(µ′,−∆Ω) = (2π)−dωd |Ω| .
Comparing this with (3.1) we see that En(H
(s)
Ω ) and En(−∆sΩ) = (En(−∆Ω))s coincide
to leading order as n → ∞. In the following we will be interested in subleading
corrections to the asymptotics in Theorem 3.1.
We begin with the case d = 1. After a translation and a dilation we can assume
without loss of generality that Ω = (−1, 1).
Theorem 3.2. Let Ω = (−1, 1) ⊂ R. Then
En(H
(s)
Ω ) =
(
nπ
2
− (1− s)π
4
)2s
+O(n−1) (3.6)
This theorem is due to Kwas´nicki [74] and generalizes an earlier result [72] for
s = 1/2. A key role is played by a detailed analysis of the half line problem [73].
Asymptotics (3.6) are remarkably precise. For s > 1/2 they give the first three terms
as n→∞. We also see that the lim inf and the lim sup of N(µ,H(s)Ω )− π−1|Ω|µ1/(2s)
as µ→∞ are finite, but do not coincide. (In fact, the lim sup is positive for s ∈ (0, 1),
which shows that the analogue of Po´lya’s conjecture fails in the fractional case. This
was first observed in [75].)
We now turn to the higher-dimensional case. The authors of [14] posed the problem
to prove that, under suitable assumptions on Ω, the quantity
n−(2s−1)/d
(
En(H
(s)
Ω )− n2s/d(2π)2sω−2s/dd |Ω|−2s/d
)
has a limit. For s = 1 this is a celebrated result by Ivrii [66] which holds under the
assumption that the set of periodic billiards has measure zero. In fact, after the first
version of this review was submitted, Ivrii [67] announced a solution of the above
problem for s ∈ (0, 1) under the same assumption.
EIGENVALUE BOUNDS FOR THE FRACTIONAL LAPLACIAN — November 4, 2017 9
The following theorem from [47] verifies the existence of a limit in the Cesa`ro sense,
that is, the quantity
N−(2s−1)/d
(
N−1
N∑
n=1
En(H
(s)
Ω )−
d
d+ 2s
N2s/d(2π)2sω
−2s/d
d |Ω|−2s/d
)
(3.7)
has a limit. Just like (3.1) is equivalent to (3.2) and (3.3) is equivalent to (3.4) with
γ = 1, the existence of the limit of (3.7) is equivalent to the existence of the limit of
µ−1−(d−1)/(2s)
(
Tr(H
(s)
Ω − µ)− − µ1+d/(2s)Lcl1,d,s |Ω|
)
. (3.8)
(These equivalences are elementary facts about sequences; see, e.g., [47, Lemma 21].)
The advantage of (3.2), (3.4) and (3.8) over (3.1), (3.3) and (3.7), respectively, is that
disjoint subsets of Ω have asymptotically an additive influence on the asymptotics,
which allows for localization techniques.
The main result from [47] is
Theorem 3.3. For any d ≥ 1 and 0 < s < 1 there is a constant Bcld,s > 0 such that
for any bounded domain Ω ⊂ Rd with C1 boundary,
lim
µ→∞
µ−1−(d−1)/(2s)
(
Tr(H
(s)
Ω − µ)− − µ1+d/(2s)Lcl1,d,s |Ω|
)
= −Bcld,s σ(∂Ω) . (3.9)
Here σ(∂Ω) denotes the surface measure of ∂Ω. In [47] this is stated for domains
with C1,α boundary, 0 < α ≤ 1, and a quantitative remainder whose order depends on
α. The same argument as in [48], however, yields the result for C1 boundaries with a
o(1) remainder.
In [47] we obtain an expression for Bcld,s which is explicit enough to deduce that it is
different (in fact, smaller) than the corresponding expression for the fractional power
of the Dirichlet Laplacian. In order to state this precisely, we recall that there is a
constant B˜cld,s > 0 such that for any bounded domain Ω ⊂ Rd with C1 boundary,
lim
µ→∞
µ−1−(d−1)/(2s)
(
Tr((−∆Ω)s − µ)− − µ1+d/(2s)Lcl1,d,s |Ω|
)
= −B˜cld,s σ(∂Ω) ;
see, e.g., [46] for a proof for domains with C1,α boundary, 0 < α ≤ 1, which again can
be modified to yield the result for C1 boundaries. We prove [47, Sec. 6.4]
Bcld,s < B˜
cl
d,s
and deduce
Corollary 3.4. For any bounded domain Ω ⊂ Rd with C1 boundary,
lim
µ→∞
µ−1−(d−1)/(2s)
(
Tr(H
(s)
Ω − µ)− − Tr((−∆Ω)s − µ)−
)
= −
(
Bcld,s − B˜cld,s
)
σ(∂Ω) > 0 .
Theorem 3.3 implies via integration that
lim
t→0
t(d−1)/(2s)
(
Tr e−tH
(s)
Ω − t−d/(2s)ωd Γ(1 +
d
2s
)
(2π)d
|Ω|
)
= −Γ(2 + d−1
2s
)Bcld,s σ(∂Ω) .
(3.10)
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(This is essentially the argument that convergence in Cesa`ro sense implies conver-
gence in Abel sense.) Asymptotics (3.10) are, in fact, even true for Ω with Lipschitz
boundary, as had earlier been shown in [14]. This extends the result from [26] for
s = 1 to the fractional case. See also [12] for remainder terms in (3.10) under stronger
regularity assumptions on the boundary.
It seems to be unknown whether Theorem 3.3 remains true for Lipschitz domains.
Asymptotics like (3.10) have been shown for more general non-local operators, see,
e.g., [16, 92, 23, 62].
3.2. Eigenvalue asymptotics for fractional Schro¨dinger operators. The ana-
logue of Theorem 3.1 for fractional Schro¨dinger operators is
Theorem 3.5. Let 0 < s < 1 and let V be a continuous function on Rd with compact
support. Then
lim
α→∞
α−d/(2s)N((−∆)s + αV ) = (2π)−dωd
∫
Rd
V
d/(2s)
− dx . (3.11)
Similarly to (3.11) one can show that for any γ > 0,
lim
α→∞
α−γ−d/(2s)Tr((−∆)s + αV )γ− = Lclγ,d,s
∫
Rd
V
γ+d/(2s)
− dx (3.12)
with Lclγ,d,s from (3.5). The assumptions on V for (3.11) and (3.12) to hold can be
relaxed. In particular, for d ≥ 2, as well as for d = 1 and 0 < s < 1/2, one can
show that the asymptotics hold under the sole assumption V− ∈ Lγ+d/(2s). This will
be explained after Theorem 4.2. The case d = 1 and 1/2 ≤ s < 1 is more subtle.
In analogy with [21, 89] one might wonder whether there are V ∈ L1/(2s) for which
N((−∆)s+αV ) grows faster than α1/(2s) or like α1/(2s) but with an asymptotic constant
strictly larger than
∫
R
V
1/(2s)
− dx. Apparently this question has not been studied.
We are also not aware of sharp remainder estimates or subleading terms in (3.11)
and (3.12). Note that, due to the non-smoothness of p 7→ |p|2s at p = 0, the operator
(−h2∆)s+V is not an admissible operator in the sense of [63]. For a remainder bound
for the massive analogue of (3.12) with γ = 1/2 we refer to [99].
4. Bounds on sums of eigenvalues
4.1. Berezin–Li–Yau inequalities. In this subsection we discuss bounds on sums
of eigenvalues of H
(s)
Ω . The bounds in the following theorem are called Berezin–Li–Yau
inequalities since they generalize the corresponding bounds for s = 1 [20, 79] to the
fractional case.
Theorem 4.1. Let Ω ⊂ Rd be an open set of finite measure. Then for any µ > 0,∑
n
(
En(H
(s)
Ω )− µ
)
−
≤ µ1+d/(2s)Lcl1,d,s |Ω| (4.1)
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and, equivalently, for any N ∈ N,
N∑
n=1
En(H
(s)
Ω ) ≥
d
d+ 2s
(2π)2sω
−2s/d
d |Ω|−2s/dN1+2s/d . (4.2)
Inequality (4.1) is a special case of a result in [76]. To see that (4.1) and (4.2)
are equivalent, denote the left and right side of (4.1) by fl(µ) and fr(µ), respectively,
by gl(ν) the piecewise linear function which coincides with the left side of (4.2) for
ν = N ∈ N and by gr(ν) the right side of (4.2) with N replaced by a continuous
variable ν. Note that (4.2) is equivalent to gl(ν) ≥ gr(ν) for all ν > 0. We have
defined four convex functions and we note that f# and g# are Legendre transforms
of each other with # = l, r. Thus, the equivalence follows from the fact that the
Legendre transform reverses inequalities.
The important feature of (4.1) and (4.2) is that the constant on the right side
coincides with the asymptotic value as µ or N tend to infinity; see (3.3) and (3.4).
For remainder terms in (4.2) with the asymptotically correct power of N we refer to
[101].
Bounding the left side of (4.2) from above by NEN(H
(s)
Ω ) or the left side of (4.1)
from below by (Λ− µ)−N(Λ, H(s)Ω ) and optimizing in Λ < µ we obtain
N(Λ, H
(s)
Ω ) ≤
(
d+ 2s
d
) d
2s ωd
(2π)d
|Ω|Λ d2s , EN(H(s)Ω ) ≥
d
d+ 2s
(2π)2s
ω
2s
d
d
|Ω|− 2sd N 2sd .
(4.3)
It is a challenging open question (the fractional analogue of Po´lya’s conjecture) whether
the factors ((d + 2s)/d)d/(2s) and d/(d + 2s) can be removed in these bounds. It was
recently shown [75] that Po´lya’s conjecture fails in d = 1 for s ∈ (0, 1) and in d = 2
at least for all sufficiently small values of s. (As an aside, we mention that Po´lya’s
conjecture also fails for the Laplacian in two-dimensions with a constant magnetic
field and that in this case the factors ((d + 2s)/d)d/(2s) = 2 and d/(d + 2s) = 2 are
optimal [55].)
We finally mention a well known inequality for the heat kernel. From the maximum
principle for the heat equation we know that the heat kernel kt(x, x
′) for H
(s)
Ω satisfies
0 ≤ kt(x, x′) ≤
∫
Rd
e−t|p|
2s
eip·(x−x
′) dp
(2π)d
for all x, x′ ∈ Ω .
(The right side is the heat kernel of (−∆)s.) We evaluate this inequality for x = x′. If
H
(s)
Ω has discrete spectrum (which is the case, for instance, if |Ω| <∞) and ψn denote
the normalized eigenfunctions corresponding to the En(H
(s)
Ω ), then we obtain∑
n
e−tEn(H
(s)
Ω )|ψn(x)|2 ≤ ωd Γ(1 + d/(2s))
(2π)d
t−d/(2s) for all x ∈ Ω . (4.4)
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By integration over x ∈ Ω we obtain∑
n
e−tEn(H
(s)
Ω ) ≤ ωd Γ(1 + d/(2s))
(2π)d
|Ω| t−d/(2s) ,
which, in turn, could have been obtained directly by integrating (4.1) against t2e−tµ
over µ ∈ R+. However, in some applications the local information in (4.4) is crucial.
For example, one useful consequence of (4.4) comes by bounded the left side from
below by e−tµ
∑
En(H
(s)
Ω )<µ
|ψn(x)|2. Optimizing the resulting inequality over t > 0
yields ∑
En(H
(s)
Ω )<µ
|ψn(x)|2 ≤ ωd Γ(1 + d/(2s))
(2π)d
(
2se
d
)d/(2s)
µd/(2s) . (4.5)
While yielding a worse constant than (4.3) when integrated over x ∈ Ω, this a-priori
bound on the ‘local number of eigenvalues’ is useful when proving µ→∞ asymptotics.
4.2. Lieb–Thirring inequalities. Lieb–Thirring inequalities [82] provide bounds of
sums of powers of negative eigenvalues of Schro¨dinger operators in terms of integrals
of the potential. They play an important role in the proof of stability of matter by
Lieb and Thirring; see [81] for a textbook presentation. For further background and
references about Lieb–Thirring inequalities we also refer to the reviews [77, 65].
The following theorem summarizes Lieb–Thirring inequalities for fractional Schro¨-
dinger operators.
Theorem 4.2. Let d ≥ 1, 0 < s < 1 and

γ ≥ 1− 1/(2s) if d = 1 and s > 1/2 ,
γ > 0 if d = 1 and s = 1/2 ,
γ ≥ 0 if d ≥ 2 or d = 1 and s < 1/2 .
Then there is a Lγ,d,s such that for all V ,
Tr ((−∆)s + V )γ− ≤ Lγ,d,s
∫
Rd
V
γ+d/(2s)
− dx . (4.6)
This theorem, with the additional assumption γ > 1 − 1/(2s) if d = 1, s > 1/2,
appears in [36], which also has explicit values for Lγ,d,s in the physically most relevant
cases. Since we have not found the case γ = 1 − 1/(2s) if d = 1, s > 1/2, in the
literature, we provide a proof in Appendix B.
To appreciate the strength of Theorem 4.2, we note that by bounding the sum over
all eigenvalues by a single one, we deduce from (4.6) that
E1((−∆)s + V ) ≥ −
(
Lγ,d,s
∫
Rd
V
γ+d/(2s)
− dx
)1/γ
,
which is the bound from Theorem 2.2 and which we have seen to be equivalent to the
Sobolev inequality (2.4). Moreover, replacing V by αV and comparing with Theorem
EIGENVALUE BOUNDS FOR THE FRACTIONAL LAPLACIAN — November 4, 2017 13
3.5 we see that the right side of (4.6) has the correct order of growth in the large
coupling limit α → ∞. Thus, Theorem 4.2 shows that the semi-classical approxima-
tion is, up to a multiplicative constant, a uniform upper bound. This observation and
a density argument based on Ky-Fan’s eigenvalue inequality (see, e.g., [96, Theorem
1.7]) can be used to show that for γ as in Theorem 4.2 the asymptotics (3.11) and
(3.12) hold for all V with V− ∈ Lγ+d/(2s)(Rd).
Let us comment on the case γ = 0 if d = 1 and s = 1/2. In this case it is easy to
see that
inf
‖ψ‖=1
(
‖(−∆)1/4ψ‖2 +
∫
R
V |ψ|2 dx
)
< 0 if
∫
R
V dx < 0 ,
and so inequality (4.6) necessarily fails for γ = 0. Remarkably, in this case one can
show a reverse bound,
Tr
(
(−∆)1/2 + V )0
−
≥ c
∫
R
V− dx if V ≤ 0 . (4.7)
(This is contained in [94] up to a conformal transformation.)
While there has been substantial progress concerning the sharp constants in the
s = 1 analogue of Theorem 4.2, no sharp constant seems to be known in the case
s < 1.
Our final topic are Hardy–Lieb–Thirring inequalities. We recall [64] that Hardy’s
inequality states that for 0 < s < d/2 and ψ ∈ H˙s(Rd), the homogeneous Sobolev
space, ∫
Rd
|p|2s|ψˆ(p)|2 dp ≥ Cs,d
∫
Rd
|x|−2s|ψ(x)|2 dx
with the sharp constant
Cs,d = 22s Γ((d+ 2s)/4)
2
Γ((d− 2s)/4)2 .
As a consequence, (−∆)s − Cs,d|x|−2s is a non-negative operator. The following the-
orem says that, up to avoiding the endpoint γ = 0 and modifying the constant, the
Lieb–Thirring inequalities from Theorem 4.2 remain valid when (−∆)s is replaced by
(−∆)s − Cs,d|x|−2s.
Theorem 4.3. Let d ≥ 1, 0 < s < d/2 and γ > 0. Then there is a constant LHLTγ,d,s
such that
Tr
(
(−∆)s − Cs,d|x|−2s + V
)γ
−
≤ LHLTγ,d,s
∫
Rd
V
γ+d/(2s)
− dx . (4.8)
We emphasize that the assumption s ≤ 1 is not needed here. Moreover, arguing as
before (4.7) one can show that the inequality does not hold for γ = 0.
Theorem 4.3 was initially proved for s = 1 in [42] and then extended in [52] to
0 < s < 1 (with 0 < s < 1/2 if d = 1). The full result is from [45] and uses an idea
from [99].
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The proof in [52] (for 0 < s ≤ 1) allows for the inclusion of a magnetic field. This
leads to the proof of stability of relativistic matter with magnetic fields for nuclear
charges up to and including the critical value; see also [51].
Let us briefly comment on the proof of Theorem 4.3 in [52], since this will also be
relevant in the following. Similarly as after Theorem 4.2 we observe that by bounding
the sum over all eigenvalues by a single one, we deduce from (4.8) that
E1((−∆)s − Cs,d|x|−2s + V ) ≥ −
(
LHLTγ,d,s
∫
Rd
V
γ+d/(2s)
− dx
)1/γ
,
which in turn, by the argument in the proof of Theorem 2.2, is equivalent to the
Hardy–Sobolev inequality(‖(−∆)s/2ψ‖2 − Cs,d‖|x|−sψ‖2)θ ‖ψ‖2(1−θ) ≥ Cd,q,s‖ψ‖2q (4.9)
with 1/(γ + d/(2s)) + 2/q = 1 (and some θ ∈ (0, 1) uniquely determined by scaling).
The proof in [52] proceeds by first showing the latter inequality (at this point the
assumption s ≤ 1 enters through the use of the rearrangement inequality (2.1) for
‖(−∆)s/2ψ‖2) and then by proving, in an abstract set-up (see also [53]), that a Sobolev
inequality, in fact, implies a Lieb–Thirring inequality. (To be more precise, there is
an arbitrarily small loss in the exponent. For instance, (4.9) for a given q implies (4.8)
for any γ with 1/(γ+ d/(2s))+ 2/q < 1. But since we want to prove (4.8) for an open
set of exponents γ, this loss is irrelevant for us.) This concludes our discussion of the
proof of Theorem 4.3.
The Hardy inequalities discussed so far involve the function |x|−2s with a singularity
at the origin. For convex domains there are also Hardy inequalities with the function
dist(x,Ωc)−2s, or more generally, for arbitrary domains with the function
m2s(x) :=
(
2π
d−1
2 Γ(1+2s
2
)
Γ(d+2s
2
)
) 1
2s (∫
Sd−1
dω
dω(x)2s
)− 1
2s
,
where dω(x) := inf{|t| : x+tω 6∈ Ω}. (We say ‘more generally’ since one can show that
m2s(x) ≤ dist(x,Ωc) for convex Ω; see [86].) The sharp Hardy inequality of Loss and
Sloane [86] states that for d ≥ 2, 1/2 < s < 1, any open Ω ⊂ Rd and any ψ ∈ C1c (Ω),∫
Rd
|p|2s|ψˆ(p)|2 dp ≥ C′s
∫
Ω
m2s(x)
−2s|ψ(x)|2 dx
with the sharp constant
C′s =
Γ(1+2s
2
)
|Γ(−s)|
B(1+2s
2
, 1− s)− 22s
2s
√
π
.
This inequality is the fractional analogue of Davies’ inequality [37]. The fractional
inequality in the special case of a half space is due to [25].
The analogue of Theorem 4.3 is
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Theorem 4.4. Let d ≥ 2, 1/2 < s < 1 and γ ≥ 0. Then there is a constant LHLT′γ,d,s
such that for all open Ω ⊂ Rd and all V ,
Tr
(
H
(s)
Ω − C′sm−2s2s + V
)γ
−
≤ LHLT′γ,d,s
∫
Ω
V
γ+d/(2s)
− dx . (4.10)
We emphasize that, in contrast to Theorem 4.3, now γ = 0 is allowed.
Theorem 4.4 is the analogue of a result for s = 1, d ≥ 3 in [54]. Since it appears
here for the first time, we comment briefly on its proof. Adapting an argument of
Aizenman and Lieb [5] to our setting we see that it suffices to prove the inequality for
γ = 0. As in the proof of Theorem 4.3 from [52] the first step is the ‘single function
result’, that is, the analogue of (4.9), which reads
‖(−∆)s/2ψ‖2 − C′s‖m−s2s ψ‖2 ≥ Cd,s‖ψ‖22d/(d−2s) (4.11)
for ψ ∈ C1c (Ω). This inequality is proved in [40]. With (4.11) at hand one can apply
the abstract machinery from [53] in the same way as in [54] to obtain the theorem.
5. Some further topics
We conclude with some brief comments on further topics in the spectral theory of
fractional Laplacians which are not included in the main part of this text.
(1) Positivity and uniqueness of the ground state. This is a classical result which
can be derived using Perron–Frobenius arguments and the positivity of the heat kernel
or by the maximum principle.
(2) Simplicity of excited states for radial fractional Schro¨dinger operators opera-
tors. This question has some relevance in non-linear problems and has recently been
investigated in [49, 50] for Schro¨dinger operators with radially increasing potentials.
(3) Decay of eigenfunctions. In contrast to the local case s = 1, the decay of
eigenfunctions of Schro¨dinger operators with potentials tending to zero at infinity is
only algebraic; see [30]. (Earlier bounds in the massive case are in [90, 91].) For
bounds for growing potentials see, e.g., [69].
(4) Shape of the ground state and of some excited states for the fractional Laplacian
on a (convex) set. See [9, 13] for some results in d = 1 and [71] for a related result
in d = 2. For superharmonicity in any d for some s, see [7]. For antisymmetry of the
first excited state on a ball, see [41]. (This has also numerical methods for upper and
lower bounds on the eigenvalues on a ball).
(5) Number of nodal domains. Is Sturm’s bound in d = 1 valid? Is Courant’s bound
in d ≥ 2 valid? For some partial results, see [9, 49, 50].
(6) Regularity of eigenfunctions. Despite the non-locality of the fractional Laplacian,
eigenfunctions of (−∆)s + V can be shown to be regular where V is regular [34, 35].
For improved Ho¨lder continuity results for radial potentials, see [78].
(7) Bounds on the gap E2(H
(s)
Ω )−E1(H(s)Ω ) for convex Ω. See [10, 11, 68]; there are
some conjectures in [10].
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(8) Heat trace asymptotics for fractional Schro¨dinger operators and heat content
asymptotics. See [17, 2, 3, 4].
(9) Many-body Coulomb systems. Stability of matter [36, 83, 84, 44, 85, 52, 51].
Proof of the Scott correction without [57, 99] and with (self-generated) magnetic field
[43].
Appendix A. Proof of (1.1)
The following computation of as,d is a slight simplification of [52, Lemma 3.1]. It
follows from Plancherel’s theorem that∫∫
Rd×Rd
|ψ(x)− ψ(y)|2
|x− y|d+2s dx dy =
∫∫
Rd×Rd
|ψ(x)− ψ(x+ h)|2
|h|d+2s dx dh =
∫
Rd
t(p)|ψˆ(p)|2 dp
with
t(p) =
∫
Rd
|1− eip·h|2
|h|d+2s dh = 2
∫
Rd
1− cos(p · h)
|h|d+2s dh .
By homogeneity and rotation invariance we have
t(p) = a−1d,s |p|2s
with
a−1d,s = 2
∫
Rd
1− cos(hd)
|h|d+2s dh .
It remains to compute this integral. We begin with the case d = 1, which is an exercise
in complex analysis. First let 0 < s < 1/2, so
a−11,s = 4Re
∫ ∞
0
1− eih
h1+2s
dh .
Since (1 − eiz)/z1+2s is analytic in the upper right quadrant and sufficiently fast de-
caying as |z| → ∞, we can move the integration from the positive real axis to the
positive imaginary axis and obtain∫ ∞
0
1− eih
h1+2s
dh = −i
∫ ∞
0
1− e−t
(it)1+2s
dt = −i−2s
∫ ∞
0
1− e−t
t1+2s
dt .
The integral here can be recognized as a gamma function. Indeed, we have if Re z > 0,
Γ(z)− 1
z
= −
∫ 1
0
(
1− e−t) tz−1 dt+ ∫ ∞
1
e−ttz−1 dt .
Since the right side is analytic in {Re z > −1}, the formula extends to this region and,
in particular,
Γ(z) = −
∫ ∞
0
(
1− e−t) tz−1 dt if − 1 < Re z < 0 .
Thus, we have shown that
a−11,s = 4Re i
−2sΓ(−2s) = 4 cos(πs)Γ(−2s) .
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Using the duplication formula Γ(−2s) = π−1/222s−1Γ(−s)Γ((1− 2s)/2) and the reflec-
tion formula Γ((1+2s)/2)Γ((1−2s)/2) = −π/ cos(πs) we obtain the claimed formula
for a1,s. When 1/2 < s < 1, we start from
a−11,s = 4Re
∫ ∞
0
1 + ih− eih
h1+2s
dh
and argue similarly using
Γ(z) = −
∫ ∞
0
(
1− t− e−t) tz−1 dt if − 2 < Re z < −1 .
Finally, the formula for s = 1/2 follows by continuity. This concludes the proof of
(1.1) for d = 1.
Now let d ≥ 2 and write h = (h′, hd) ∈ Rd−1 × R and compute for fixed hd ∈ R∫
Rd−1
dh′
(h′2 + h2d)
(d+2s)/2
=
bd,s
|hd|1+2s
with
bd,s =
∫
Rd−1
dη
(1 + η2)(d+2s)/2
.
Thus,
a−1d,s = 2bd,s
∫
R
1− coshd
|hd|1+2s dhd = bd,sa
−1
1,s ,
and it remains to compute bd,s. To do so we use [1, (6.2.1), (6.2.2)] and obtain
bd,s = |Sd−2|
∫ ∞
0
rd−2dr
(1 + r2)(d+2s)/2
=
|Sd−2|
2
∫ ∞
0
t(d−3)/2dt
(1 + t)(d+2s)/2
=
|Sd−2|
2
Γ((d− 1)/2) Γ((1 + 2s)/2)
Γ((d+ 2s)/2)
= π(d−1)/2
Γ((1 + 2s)/2)
Γ((d+ 2s)/2)
.
This concludes the proof of (1.1) for d ≥ 2.
Appendix B. Lieb–Thirring inequality in the critical case
Our goal in this appendix is to prove Theorem 4.2 in the critical case d = 1,
1/2 < s < 1 and γ = 1 − 1/(2s). Our argument will be a modification of Weidl’s
argument [100] in the s = 1 case (see also the unpublished manuscript [95]).
For 1/2 < s < 1, any bounded interval Q ⊂ R and any ψ ∈ Hs(Q), we define
t
(s)
Q [ψ] := a1,s
∫∫
Q×Q
|ψ(x)− ψ(y)|2
|x− y|1+2s dx dy ,
where a1,s is the constant from (1.1). We shall need the following Poincare´–Sobolev
inequality for this quadratic form.
Lemma B.1. Let d = 1 and 1/2 < s < 1. Then there is a constant Cs such that for
any bounded interval Q ⊂ R and any ψ ∈ Hs(Q) with ∫
Q
ψ dx = 0,
sup
Q
|ψ|2 ≤ Cs|Q|2s−1t(s)Q [ψ] .
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Proof. By a density argument we may assume that ψ is continuous. We know from
[60] (with Ψ(x) = x2 and p(x) = |x|s+1/2) and a simple scaling argument that for any
a < b and any continuous function ϕ on [a, b],
|ϕ(a)− ϕ(b)|2
(b− a)2s−1 ≤ Ds
∫ b
a
∫ b
a
|ϕ(x)− ϕ(y)|2
|x− y|1+2s dx dy
with Ds = (16(2s + 1)/(2s − 1))2. Since
∫
Q
ψ dx = 0 there is a c ∈ Q such that
ψ(c) = 0. Moreover, let d ∈ Q be such that |ψ(d)| = sup |ψ|. We apply the above
inequality with a = min{c, d} and b = max{c, d} and note that b− a ≤ |Q| to obtain
the lemma. 
The quadratic form t
(s)
Q [ψ] is non-negative and closed in L
2(Q) and therefore gener-
ates a self-adjoint operator, which we denote by T
(s)
Q . In some sense this corresponds
to imposing Neumann boundary conditions on ∂Q.
Lemma B.2. Let d = 1, 1/2 < s < 1 and let Cs be the constant from Lemma B.1.
Let Q ⊂ R be a bounded interval and assume that V ∈ L1(Q) satisfies
α := |Q|2s−1
∫
Q
V− dx < C
−1
s .
Then T
(s)
Q + V has at most one negative eigenvalue E and this eigenvalue satisfies, if
it exists,
E ≥ −α−1/(2s−1)(1− Csα)−1
(∫
Q
V− dx
)2s/(2s−1)
.
Proof. If ψ ∈ Hs(Q) satisfies ∫
Q
ψ dx = 0, then by Lemma B.1
t
(s)
Q [ψ] +
∫
Q
V |ψ|2 dx ≥ t(s)Q [ψ]−
∫
Q
V− dx sup
Q
|ψ|2 ≥ t(s)Q [ψ]
(
1− Cs|Q|2s−1
∫
Q
V− dx
)
= t
(s)
Q [ψ] (1− Csα) ≥ 0 .
Thus, E2(T
(s)
Q + V ) ≥ 0.
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For general ψ ∈ Hs(Q) we set ψQ := |Q|−1
∫
Q
ψ dx and bound similarly, for any
β > 0,
t
(s)
Q [ψ] +
∫
Q
V |ψ|2 dx ≥ t(s)Q [ψ]−
∫
Q
V− dx
(
sup
Q
|ψ − ψQ|+ |ψQ|
)2
≥ t(s)Q [ψ]−
∫
Q
V− dx
((
Cs|Q|2s−1t(s)Q [ψ]
)1/2
+ |Q|−1/2‖ψ‖
)2
≥ t(s)Q [ψ]
(
1− (1 + β)Cs|Q|2s−1
∫
Q
V− dx
)
− (1 + β−1)|Q|−1
∫
Q
V− dx ‖ψ‖2
= t
(s)
Q [ψ] (1− (1 + β)Csα)
− (1 + β−1)α−1/(2s−1)
(∫
Q
V− dx
)2s/(2s−1)
‖ψ‖2 .
With the choice β = (1− Csα)/(Csα) we finally obtain
t
(s)
Q [ψ] +
∫
Q
V |ψ|2 dx ≥ − 1
1− Csαα
−1/(2s−1)
(∫
Q
V− dx
)2s/(2s−1)
‖ψ‖2 ,
which implies the lower bound on E1(T
(s)
Q + V ) in the lemma. 
Proof of Theorem 4.2 for d = 1, 1/2 < s < 1, γ = 1− 1/(2s). Let Cs be the constant
from Lemma B.1 and fix 0 < α < Cs to be chosen later. We claim that there are
disjoint open intervals Qn whose closed union covers supp V− and such that
|Qn|2s−1
∫
Qn
V− dx = α for all n .
In fact, pick x0 ∈ R arbitrary and define xk+1 inductively, given xk, as follows: If
V− ≡ 0 on (xk,∞) we stop the procedure. Otherwise, since ℓ 7→ ℓ2s−1
∫ xk+ℓ
xk
V− dx is
non-decreasing and unbounded, we can find xk+1 > xk such that
(xk+1 − xk)2s−1
∫ xk+1
xk
V− dx = α .
Since (xk+1−xk)2s−1 ≥ α/
∫∞
x0
V− dx, we will eventually cover suppV− ∩ [x0,∞). Now
we repeat the same argument to the left of x0. The Qn’s are all the intervals (xk, xk+1).
We have
‖(−∆)s/2ψ‖2 = a1,s
∫∫
R×R
|ψ(x)− ψ(y)|2
|x− y|1+2s dx dy ≥
∑
n
t
(s)
Qn
[ψ] ,
which, by the variational principle, implies that
(−∆)s + V ≥
∑
n
(
T
(s)
Qn
+ VQn
)
,
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where VQn denotes the restriction of V to Qn, and therefore
Tr ((−∆)s + V )
2s−1
2s
− ≤ Tr
(∑
n
(
T
(s)
Qn
+ VQn
)) 2s−12s
−
=
∑
n
Tr
(
T
(s)
Qn
+ VQn
) 2s−1
2s
−
.
According to Lemma B.2,
Tr
(
T
(s)
Qn
+ VQn
) 2s−1
2s
−
≤ α− 12s (1− Csα)− 2s−12s
∫
Qn
V− dx .
Summing over n, we obtain
Tr ((−∆)s + V )
2s−1
2s
− ≤ α−
1
2s (1− Csα)− 2s−12s
∫
R
V− dx .
We can optimize this in α by choosing α = 1/(2sCs) and obtain
Tr ((−∆)s + V )
2s−1
2s
− ≤ C
1
2s
s
2s
(2s− 1) 2s−12s
∫
R
V− dx .
This proves the theorem. 
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