We study two nonlinear methods for statistical linear inverse problems when the operator is not known. The two constructions combine Galerkin regularization and wavelet thresholding. Their performances depend on the underlying structure of the operator, quantified by an index of sparsity. We prove their rate-optimality and adaptivity properties over Besov classes.
Introduction.
Linear inverse problems with error in the operator. We want to recover f ∈ L 2 (D), where D is a domain in R d , from data g ε = Kf + εẆ , (1.1) where K is an unknown linear operator K : L 2 (D) → L 2 (Q), Q is a domain in R q ,Ẇ is Gaussian white noise and ε > 0 is the noise level. We do not know K exactly, but we have access to
The process K δ is a blurred version of K, polluted by a Gaussian operator white noiseḂ with a noise level δ > 0. The operator K acting on f is unknown and treated as a nuisance parameter. However, preliminary statistical inference about K is possible, with an accuracy governed by δ. Another equivalent approach is to consider that for experimental reasons we never have access to K in practice, but rather to K δ . The error level δ can be linked to the accuracy of supplementary experiments; see Efromovich and Koltchinskii [11] and the examples below. In most interesting cases K −1
If (h i ) i≥1 and (k i ) i≥1 form orthonormal bases of L 2 (D) and L 2 (Q), respectivelyin particular, we will consider hereafter wavelet bases, the infinite vector ( Ẇ , k j ) j≥1 and the infinite matrix ( Ḃ h i , k j ) i,j≥1 have i.i.d. standard Gaussian entries. Another description of the operator white noise is given by stochastic integration using a Brownian sheet, which can be interpreted as a white noise model for kernel observations; see Section 2 below.
Main results. The interplay between δ and ε is crucial: if δ ≪ ε, one expects to recover model (1.1) with a known K. On the other hand, we will exhibit a different picture if ε ≪ δ. Even when the error ε in the signal g ε dominates δ, the assumption δ = 0 has to be handled carefully. We restrict our attention to the case Q = D and nonnegative operators K on L 2 (D).
We first consider a linear estimator based on the Galerkin projection method. For functions in the L 2 -Sobolev space H s and suitable approximation spaces, the linear estimator converges with the minimax rate max{δ, ε} 2s/(2s+2t+d) , where t > 0 is the degree of ill-posedness of K.
For spatially inhomogeneous functions, like smooth functions with jumps, linear estimators cannot attain optimal rates of convergence; see, for example, Donoho and Johnstone [10] . Therefore we propose two nonlinear methods by separating the two steps of Galerkin inversion (I) and adaptive smoothing (S), which provides two strategies:
Nonlinear Estimation I:
(g ε , K δ )
−→f wheref lin δ,ε is a preliminary and undersmoothed linear estimator. We use a Galerkin scheme on a high-dimensional space as inversion procedure (I) and wavelet thresholding as adaptive smoothing technique (S), with a leveldependent thresholding rule in Nonlinear Estimation I and a noise reduction in the operator by entrywise thresholding of the wavelet matrix representation in Nonlinear Estimation II. To our knowledge, thresholding for the operator is new in a statistical framework.
From both mathematical and numerical perspectives, the inversion step is critical: we cannot choose an arbitrarily large approximation space for the inversion, even in Nonlinear Estimation II. Nevertheless, both methods are provably rate-optimal (up to a log factor in some cases for the second method) over a wide range of (sparse) nonparametric classes, expressed in terms of Besov spaces B s p,p with p ≤ 2.
Organization of the paper. Section 2 discusses related approaches. The theory of linear and nonlinear estimation is presented in Sections 3 to 5. Section 6 discusses the numerical implementation. The proofs of the main theorems are deferred to Section 7 and the Appendix provides technical results and some tools from approximation theory.
Related approaches with error in the operator.
Perturbed singular values. Adhering to a singular-value decomposition approach, Cavalier and Hengartner [3] assume that the singular functions of K are known, but not its singular values. Examples include convolution operators. By an oracle-inequality approach, they show how to reconstruct f efficiently when δ ≤ ε.
Physical devices. We are given an integral equation Kf = g on a closed boundary surface Γ, where the boundary integral operator
is given by a smooth kernel k(x, y) as a function of x and y off the diagonal, but which is typically singular on the diagonal. Such kernels arise, for instance, by applying a boundary integral formulation to second-order elliptic problems. Examples include the single-layer potential operator in Section 6.2 below or Abel-type operators with k(x, y) = b(x, y)/|x− y| β on Γ = [0, 1] for some β > 0 (see, e.g., Dahmen, Harbrecht and Schneider [6] ). Assuming that k is tractable only up to some experimental error, we postulate the knowledge of dk δ (x, y) = dk(x, y) + δdB(x, y), whereB is a Brownian sheet. Assuming moreover that our data g is perturbed by measurement noise as in (1.1), we recover our abstract framework. Statistical inference. The widespread econometric model of instrumental variables (e.g., Hall and Horowitz [13] ) is given by i.i.d. observations (X i , Y i , W i ) for i = 1, . . . , n, where (X i , Y i ) follow a regression model
with the exception that E[U i |X i ] = 0, but under the additional information given by the instrumental variables W i that satisfy E[U i |W i ] = 0. Denoting by f XW the joint density of X and W , we define
To draw inference on g, we use the identity Kg(
The data easily allow estimation of the right-hand side and of the kernel function k. We face exactly an ill-posed inverse problem with errors in the operator, except for certain correlations between the two noise sources and for the fact that the noise is caused by a density estimation problem. Note that K has a symmetric nonnegative kernel and is therefore self-adjoint and nonnegative on L 2 . Hall and Horowitz [13] obtain in their Theorem 4.2 the linear rate of Section 3 when replacing their terms as follows:
In other statistical problems random matrices or operators are of key importance or even the main subject of interest, for instance the linear response function in functional data analysis (e.g., Cai and Hall [2] ) or the empirical covariance operator for stochastic processes (e.g., Reiss [17] ).
Numerical discretization. Even if the operator is known, the numerical analyst is confronted with the same question of error in the operator under a different angle: up to which accuracy should the operator be discretized? Even more importantly, by not using all available information on the operator the objects typically have a sparse data structure and thus require far less memory and time of computation; see Dahmen, Harbrecht and Schneider [6] .
3. A linear estimation method. In the following, we write a b when a ≤ cb for some constant c > 0 and a ∼ b when a b and b a simultaneously. The uniformity in c will be obvious from the context.
3.1.
The linear Galerkin estimator. We briefly study a linear projection estimator. Given s > 0 and M > 0, we first consider the Sobolev ball
as parameter space for the unknown f . Pick some j ≥ 0 and let V j = span{ψ λ , |λ| ≤ j} denote an approximation space associated with a (⌊s⌋ + 1)-regular multiresolution analysis (V j ); see Appendix A.6. We look for an estimator f δ,ε ∈ V j , solution to
This only makes sense if K δ restricted to V j is invertible. We introduce the Galerkin projection (or stiffness matrix ) of an operator T onto V j by setting T j := P j T | V j , where P j is the orthogonal projection onto V j , and set formallŷ
where
T j v denotes the norm of the operator
. The estimatorf δ,ε is specified by the level j and the cut-off parameter τ > 0 (and the choice of the multiresolution analysis).
3.2.
Result. The ill-posedness comes from the fact that K −1 is not L 2 -continuous: we quantify the smoothing action by a degree of ill-posedness t > 0, which indicates that K behaves roughly like t-fold integration. This is precisely defined by the following ellipticity condition in terms of the L 2 -Sobolev norm • H s of regularity s ∈ R; see Appendix A.6.
As proved in Appendix A.6, Assumption 3.1 implies that the following "mapping constant" of K with respect to the given multiresolution analysis (V j ) is finite:
Introduce the integrated mean square error
for an estimatorf of f and the rate exponent r(s, t, d) := 2s 2s + 2t + d .
If the linear estimatorf δ,ε is specified by 2 j ∼ max{δ, ε} −2/(2s+2t+d) and τ > Q, then
holds uniformly over K satisfying Assumption 3.1 with Q(K) ≤ Q.
The normalized rate max{δ, ε} r(s,t,d) gives the explicit interplay between ε and δ and is indeed optimal over operators K satisfying Assumption 3.1 with Q(K) ≤ Q; see Section 5.2 below. Proposition 3.2 is essentially contained in Efromovich and Koltchinskii [11] , but is proved in Section 7.1 as a central reference for the nonlinear results. 
for some constant κ > 0 and where (ψ λ ) is a regular wavelet basis generating the multiresolution analysis (V j ). Our first nonlinear estimator is defined bŷ
wheref δ,ε is the linear estimator (3.2) specified by the level j 1 and τ > 0.
The factor 2 |λ|t in the threshold takes into account the increase in the noise level after applying the operator K −1 δ,j 1 . The additional term (|λ| − j 0 ) + is chosen to attain the exact minimax rate in the spirit of Delyon and Juditsky [8] . Hence, the nonlinear estimatorf I δ,ε is specified by j 0 , j 1 , τ and κ.
4.2. Nonlinear Estimation II. Our second method is conceptually different: we use matrix compression to remove the operator noise by thresholding K δ in a first step and then apply the Galerkin inversion on the smoothed data g ε . LetK
where K δ,J = P J K δ | V J is the Galerkin projection of the observed operator and S op δ is a hard-thresholding rule applied to the entries in the wavelet representation of the operator:
where T (x) = κx | log x| and T λ,λ ′ := T ψ λ , ψ λ ′ .
The estimatorĝ ε of the data is obtained by the classical hard-thresholding rule for noisy signals:
After this preliminary step, we invert the linear system on the multiresolution space V J to obtain our second nonlinear estimator:
The nonlinear estimatorf II δ,ε is thus specified by J , κ and τ . Observe that this time we do not use level-dependent thresholds since we threshold the empirical coefficients directly.
Results for the nonlinear estimators.
5.1. The setting. The nonlinearity of our two estimators permits to consider wider ranges of function classes for our target: we measure the smoothness s of f in L p -norm, with 1 ≤ p ≤ 2, in terms of Besov spaces B s p,p . The minimax rates of convergence are computed over Besov balls
with radius M > 0. We show that an elbow in the minimax rates is given by the critical line
considering t and d as fixed by the model setting. Equation (5.1) is linked to the geometry of inhomogeneous sparse signals that can be recovered in L 2 -error after the action of K; see Donoho [9] . We retrieve the framework of Section 3 using H s = B s 2,2 . We prove in Section 5.2 that the first nonlinear estimatorf I δ,ε achieves the optimal rate over Besov balls V s p (M ). In Section 5.3 we further show that, under some mild restriction, the nonlinear estimatorf II δ,ε is adaptive in s and nearly rate-optimal, losing a logarithmic factor in some cases.
Minimax rates of convergence.
In the following, we fix s + ∈ N and pick a wavelet basis (ψ λ ) λ associated with an s + -regular multiresolution analysis (V j ). The minimax rates of convergence are governed by the parameters s ∈ (0, s + ), p > 0 and separate into two regions: dense region:
sparse region:
It is implicitly understood that
The terms dense and sparse refer to the form of the priors used to construct the lower bounds. Note that, an unavoidable logarithmic term appears in the sparse case. • For (s, p) ∈ P dense and p ≥ 1 we have
uniformly over K satisfying Assumption 3.1 with Q(K) ≤ Q, where now
A sufficient value for κ can be made explicit by a careful study of Lemma 7.2 together with the proof of Delyon and Juditsky [8] ; see the proofs below.
The rate obtained is indeed optimal in a minimax sense. The lower bound in the case δ = 0 is classical (Nussbaum and Pereverzev [16] ) and will not decrease for increasing noise levels δ or ε, whence it suffices to provide the case ε = 0.
The following lower bound can be derived from Efromovich and Koltchinskii [11] 
where the nonparametric class F s,p,t = F s,p,t (M, Q) takes the form
For (s, p) ∈ P dense the lower bound matches the upper bound attained bŷ f I δ,ε . In Appendix A.5 we prove the following sparse lower bound:
and also the sparse rate of the first estimator f I δ,ε is optimal.
5.3. The adaptive properties of Nonlinear Estimation II. We first state a general result which gives separate estimates for the two error levels off II δ,ε associated with δ and ε, respectively, leading to faster rates of convergence than in Theorem 5.1 in the case of sparse operator discretizations.
Furthermore, we state an ad hoc hypothesis on the sparsity of K. It is expressed in terms of the wavelet discretization of K and is specified by parameters (s,p). Finally, we need to specify a restriction on the linear approximation error expressed in terms of the regularity in H α :
Then for s ∈ (0, s + ), p ≥ 1 andp > 0 we obtain the following general result in the dense case. 
The constant in the specification of 2 J cannot be too large; see the proof of Proposition 7.5. While the bounds for τ and κ are explicitly computable from upper bounds on constants involved in the assumptions on the operator, they are in practice much too conservative, as is well known in the signal detection case (e.g., Donoho and Johnstone [10] ) or the classical inverse problem case (Abramovich and Silverman [1] ).
Corollary 5.6. Grant Assumptions 3.1 and 5.3. Suppose (s, p) ∈ P dense and α ≥ 0 satisfies (5.4) . Then
follows from the smoothness restriction 
Proof. Sets = s andp = p and use that Assumption 5.3 implies Assumption 5.4. Then the smoothness restriction implies (5.5) and Theorem 5.5 applies. The particular cases follow because s and p are in P dense .
By Sobolev embeddings, B s p,p ⊆ W α holds for s − d/p ≥ α − d/2 and the last assertion follows by substituting in (5.4).
We conclude that Nonlinear Estimation II attains the minimax rate up to a logarithmic factor in the dense case, provided the smoothness s is not too small. For (s, p) ∈ P sparse the rate with exponentr(s, p, t, d) is obtained via the Sobolev embedding B s p,p ⊆ B σ π,π with s − d/p = σ − d/π such that (σ, π) ∈ P dense , and even exact rate-optimality follows in the sparse case.
6. Numerical implementation.
Specification of the method.
While the mapping properties of the unknown operator K along the scale of Sobolev or Besov spaces allow a proper mathematical theory and a general understanding, it is per se an asymptotic point of view: it is governed by the decay rate of the eigenvalues. For finite samples only the eigenvalues in the Galerkin projection K J matter, which will be close to the first 2 Jd eigenvalues of K. Consequently, even if the degree of ill-posedness of K is known in advance (as is the case, e.g., in Reiss [17] ), optimizing the numerical performance should rather rely on the induced norm
Another practical point is that the cut-off rule using τ in the definitions (3.2) and (4.6) is not reasonable given just one sample, but needed to handle possibly highly distorted observations. An obvious way out is to consider only indices J of the approximation space V J which are so small that K δ,J remains invertible and not too ill-conditioned. Then the cut-off rule can be abandoned and the parameter τ is obsolete.
The estimatorf II δ,ε is therefore specified by choosing an approximation space V J and a thresholding constant κ. Since a thresholding rule is applied to both signal and operator, possibly different values of κ can be used. In our experience, thresholds that are smaller than the theoretical bounds, but slightly larger than good choices in classical signal detection work well; see Abramovich and Silverman [1] for a similar observation.
The main constraint for selecting the subspace V J is that J is not so large that K δ,J is far away from K J . By a glance at condition (7.6) in the proof of Theorem 5.5, working with • K J instead of • H t and with the observed operator before thresholding, we want that
with some ρ ∈ (0, 1). This reduces to (Id −δK
which by Lemma 7.1 is satisfied with very high probability provided
where λ min (•) denotes the minimal eigenvalue and c > 0 a constant depending on ρ and the desired confidence. Based on these arguments we propose the following sequential data-driven rule to choose the parameter J :
This rule might be slightly too conservative since after thresholdingK δ will be closer to K J than K δ,J . It is, however, faster to implement and the desired confidence can be better tuned. In addition, a conservative choice of J will only affect the estimation of very sparse and irregular functions.
A numerical example.
We consider a single-layer logarithmic potential operator that relates the density of the electric charge on a cylinder of radius r = 1/4 to the induced potential on the same cylinder, when the cylinder is assumed to be infinitely long and homogeneous in that direction. Describing the angle by e 2πix with x ∈ [0, 1], the operator is given by solution methods for inverse problems with known operator: the singularvalue decomposition (SVD), the linear Galerkin method and a nonlinear Galerkin method which corresponds to Nonlinear Estimation II in the case δ = 0. The aim here is to compare the performance of the presented methods given that not K, but only a noisy version K δ is available. Our focus is on the reconstruction properties under noise in the operator and we choose δ = 10 −3 , ε = 10 −5 . As in Cohen, Hoffmann and Reiss [5] we consider the tent function
as object to be estimated. Its spike at x = 1/2 will be difficult to reconstruct. For implementing the linear and the two nonlinear methods we use Daubechies wavelets of order 8 (with an extremal phase choice). We calculate the wavelet decomposition of K and f up to the scale J max = 10 by Mallat's pyramidal algorithm. For the nonlinear methods the large space V J , on which the Galerkin inversion is performed, is determined by the rule (6.2) with c = 5. Figure 1(a) shows the modulus of the wavelet discretization (|K λ,µ |) of the operator K on V J with J = 7. Multi-indices with the same resolution level j are presented next to each other; the resolution level j decreases from left to right and from bottom to top. The units are multiples of δ. The finger-like structure, showing large coefficients for low resolution levels, along the diagonal and certain subdiagonals, is typical for wavelet representations of integral (Calderon-Zygmund) operators and due to the support properties of the wavelets; see, for example, Dahmen, Harbrecht and Schneider [6] . In Figure 1 (b) the modulus of the wavelet discretization of the noisy observation K δ is shown. The structures off the main diagonal are hardly discernible.
The performance of the methods for this simulation setup are very stable for different noise realizations. In Figure 2 For the two nonlinear estimation methods, the approximation space V J (i.e., V j 1 for Nonlinear Estimation I) chosen by the data-driven rule is J = 7 for all realizations. As to be expected, the simulation results deviate only marginally for different choices of c ∈ [1, 20], giving either J = 6 or (mostly) J = 7. An implementation of Nonlinear Estimation I is based on a leveldependent thresholding factor which is derived from the average decay of the observed eigenvalues of K δ,J , ignoring the Delyon-Juditsky correction (|λ| − j 0 ) + . With the threshold base level κ = 0.4 (oracle choice) Nonlinear Estimation I produces an RMSE of 0.033. It shows a smaller error than the linear estimator at the flat parts far off the spike, but has difficulties with too large fluctuations close to the spike. The main underlying problem is that after the inversion the noise in the coefficients is heterogeneous even on the same resolution level which is not reflected by the thresholding rule.
Setting the base level κ = 1.5 for thresholding the operator and the data, the resulting estimator f II δ,ε of Nonlinear Estimation II is shown in Figure 2(b) . It has by far the best performance among all three estimators with an RMSE of 0.022. The only artefacts, from an a posteriori perspective, are found next to the spike and stem from overlapping wavelets needed to reconstruct the spike itself. In Cohen, Hoffmann and Reiss [5] simulations were performed for ε = 2 · 10 −4 knowing the operator K (δ = 0). There the respective RMSE under oracle specifications is 0.024 (SVD), 0.023 (linear Galerkin), 0.019 (nonlinear Galerkin). In comparison we see that roughly the same accuracy is achieved in the case δ = 10 −3 , ε = 10 −5 , which shows that the error in the operator is less severe than the error in the data. This observation is corroborated by further simulations for different values of δ and ε.
In order to understand why in this example the error in the operator is less severe and Nonlinear Estimation II performs particularly well, let us consider more generally the properties for thresholding a sparse operator representation as in Figure 1(a) . This is exactly the point where Assumption 5.4 comes into play withp ∈ (0, 1). To keep it simple, let us focus on the extreme case of an operator K which is diagonalized by the chosen wavelet basis with eigenvalues 2 −|λ|t . Then K satisfies Assumption 5.4 for all (s,p) and by Theorem 5.5, choosingp such that (s,p) ∈ P dense and restriction (5.5) is satisfied with equality, we infer
This rate is barely parametric in δ for not too small s. Hence, Nonlinear Estimation II can profit from the usually sparse wavelet representation of an operator, even without any specific tuning. This important feature is shared neither by Nonlinear Estimation I nor by the linear Galerkin method.
7. Proofs. 
Proof of Proposition
The term I. This bias term satisfies under Assumption 3.1
by estimate (A.1) in the Appendix and thus has the right order.
ESTIMATION FOR INVERSE PROBLEMS
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The term III . For ρ ∈ (0, 1) let us introduce the event
On the event Ω ρ,δ,j the operator K δ,j = K j (Id +δK
follows from the usual Neumann series argument. By (3.3), the choice
and sufficiently small δ, we claim that
for some C > 0, (7.3) which implies that term III is of exponential order and hence negligible. To prove (7.3), we infer from (3.3)
and the claim (7.3) follows from δ −1 2 −j(2t+d)/2 δ −η and the following classical bound for Gaussian random matrices:
, Theorem II.4). There are constants β 0 , c, C > 0 such that
The term II . Writing P j g ε = P j Kf + εP jẆ and using the independence of the event Ω c ρ,δ,j from P jẆ (recallḂ andẆ are independent), we obtain
L 2 ] 2 jd and estimate (7.3), we infer that the above term is asymptotically negligible. Therefore, we are left with proving that
has the right order. On Ω ρ,j,δ we consider the decomposition
As for the second term on the right-hand side of (7.4), we have
where we used again the independence of Ω ρ,δ,j and P jẆ and the bound (7.2). The first term on the right-hand side of (7.4) is treated by
where we successively used the triangle inequality, lim j→∞ f j L 2 = f L 2 from (A.1), bound (7.2), Lemma 7.1 and (3.3).
Proof of Theorem 5.1.
The main decomposition. The error R(f I δ,ε , f ) is bounded by a constant times the sum I + II + III with
For the term I, we use the bias estimate (A.1) and the choice of 2 j 1 . The term III is analogous to the term III in the proof of Proposition 7.1; we omit the details. To treat the main term II , we establish sharp error bounds for the empirical wavelet coefficients f δ,ε , ψ λ for |λ| ≤ j 1 .
The empirical wavelet coefficients. We consider again the event Ω ρ,δ,j 1 from (7.1) with j 1 in place of j. On that event, we have the decomposition
In the Appendix we derive the following properties.
Lemma 7.2. Let |λ| ≤ j 1 and ρ ∈ (0, 1 − Q/τ ). Under Assumption 3.1 the following decomposition holds:
on Ω ρ,δ,j 1 , where |c λ |, |c λ | 1, ξ λ andξ λ are standard Gaussian variables and ζ λ,j 1 ,ζ λ,j 1 are random variables satisfying
for all β ≥ β 0 with some (explicitly computable) constants β 0 , c > 0.
From this explicit decomposition we shall derive the fundamental deviation bound
for all |λ| ≤ j 1 and some explicitly computable constant C > 0. Once this is achieved, we are in the standard signal detection setting with exponentially tight noise. The asserted bound for term II is then proved exactly following the lines in [8] ; see also the heteroskedastic treatment in [14] . The only fine point is that we estimate the Galerkin projection f j 1 , not f , but by estimate
. It remains to establish the deviation bound (7.5) . By Lemma 7.2, that probability is bounded by the sum of the four terms
We obtain the bounds P I ≤ exp(−c I β 2 ), P II ≤ exp(−c II β 2 ) with some constants c I , c II > 0 by Gaussian deviations. The large deviation bound on ζ λ,j 1 in Lemma 7.2 implies with a constant c III > 0
Equally, P IV ≤ exp(−c IV β2 −j 1 (t+d/2−2d) δ −1 ) follows, which proves (7.5) with some C > 0 depending on c I to c IV since δ −1 2 j 1 t by construction.
7.3. Proof of Theorem 5.5. The proof of Theorem 5.5 is a combination of a deviation bound for the hard-thresholding estimator in H t -loss together with an error estimate in operator norm. The following three estimates are the core of the proof and seem to be new. They are proved in the Appendix. 
Proposition 7.5 (Estimation in operator norm, deviation bound). Suppose
with q 1 := 2 J (δ | log δ|) 1/(t+d) and a constant c 0 depending only on K ∞ .
For ρ ∈ (0, 1) we introduce the event
The Neumann series representation implies that on Ω II ρ,δ,J the random operatorK
The last term is the bias and has the right order by estimate (A.1) and the restriction (5.4) on α. The first two stochastic errors are further bounded by
). 
from the operator norm estimate of Proposition 7.4 and f J B s
On the complement (Ω II ρ,δ,J ) c the risk off II δ,ε , conditional onḂ, is uniformly bounded thanks to the cut-off rule in the construction. Assumption 5.4 and the symmetry of K imply 2 |λ|t | Kψ µ , ψ λ | 2 −||µ|−|λ||(s+d/2−d/p) . Consequently, Proposition 7.5 is applicable and a sufficiently large choice of κ and a sufficiently small choice of q 1 by means of an appropriate choice of the constant in the specification of 2 J give P((Ω II ρ,δ,J ) c ) δ 2 , which ends the proof. First equality. By Assumption 3.1, K j 1 is symmetric and thus δ K −1 .6 ) and the first equality follows from estimate (A.1).
Second equality. We write ε K
, and the foregoing arguments apply.
Third equality. On Ω ρ,δ,j 1 the term | r
where we successively applied the Cauchy-Schwarz inequality, (3.3), (7.2) on Ω ρ,δ,j 1 and (A.1) together with the same arguments as before to bound K −1 j 1 ψ λ L 2 . Lemma 7.1 yields the result.
Fourth equality. SinceẆ andḂ are independent, we have that, conditional onḂ, the random variable r (2) δ,ε,j 1 , ψ λ 1 Ω ρ,δ,j 1 is centered Gaussian with conditional variance
by (3.3) and estimate (7.2), which is not affected when passing to the adjoint, up to an appropriate modification of Ω ρ,δ,j 1 incorporating B * j 1
. We conclude by applying Lemma 7.1 which is also not affected when passing to the adjoint.
A.2. Proof of Proposition7.3. Denote by g λ and g λ ε the wavelet coefficients of g and g ε . We have
The usual decomposition yields a bound of the right-hand side by the sum of four terms I + II + III + IV with
and where the sums in λ range through the set {|λ| ≤ J}.
The term IV. This approximation term is bounded by (s,t,d) .
The term I. For this second approximation term we need to introduce the random variables ξ j := ε −2 #{|λ| = j, |g λ | ≥ (1/2)T (ε)} |λ|=j (g λ ε − g λ ) 2 1 {|g λ |≥(1/2)T (ε)} .
Using 1 {|g λ |≥(1/2)T (ε)} ≤ |2g λ /T (ε)| p , we obtain for the least favorable case 1/p = 1/2 + s/(2t + d) that term I is bounded by By definition, each ξ j has a normalized (to expectation 1) χ 2 -distribution and so has any convex combination j a j ξ j . For the latter we infer P( j a j ξ j ≥ η 2 ) ≤ e −η 2 /2 , η ≥ 1, by regarding the extremal case of only one degree of freedom. Consequently, we obtain P(c 1 ε −2 2 −j(2t+d) I ≥ η 2 ) ≤ e −η 2 /2 with some constant c 1 > 0. Substituting forj, we conclude with another constant c 2 > 0 that
The terms II and III. For these deviation terms we obtain by independence and a Gaussian tail estimate P({II = 0} ∩ {III = 0}) ≥ P(|g The first assertion. We obtain for some η 0 ≥ 1 and all η ≥ η 0 :
P( ĝ ε − P J g H t ≥ ηm 1−r(s,td) T (ε) r(s,t,d) )
≤ P(I > The second assertion. We show that the deviation terms are well bounded in probability. While obviously III ≤ P J g 2
holds,
is bounded in order by 2 J(2t+d) ε 2 exp(κ 2 | log ε|/8) 1/2 ∼ ε κ 2 /16−d/t due to 2 J ε −1/t . In the same way we find
By Chebyshev's inequality, we infer P(II ≥ R 2 ) ε κ 2 /16−d/t R −4 for R > 0.
Since the above estimates of the approximation terms yield superoptimal deviation bounds, the estimate follows for sufficiently large R. 
