We study the bifurcation of radially symmetric solutions of Au+f(u)=O on n-balls, into asymmetric ones. We show that if u satisfies homogeneous Neumann boundary conditions, the asymmetric components in the kernel of the linearized operators can have arbitrarily high dimension. For general boundary conditions, we prove some theorems which give bounds on the dimensions of the set of asymmetric solutions, and on the structure of the kernels of the linearized operators.
Introduction
We are interested in the bifurcation of radially symmetric solutions of semilinear elliptic equations Au(x) + f(u(x)) = 0, x ~ B" = an n-ball, into asymmetric ones; when this happens we say that the symmetry-breaks. In a recent paper, [7] , we studied this problem for solutions which satisfied (homogeneous) Dirichlet boundary conditions. Our goal here is to consider more general boundary conditions, and to demonstrate some interesting differences which can occur for other boundary conditions. For example, we show that for (homogeneous) Neumann boundary conditions, the symmetry can break in such a way that the asymmetric components in the kernel of the associated linearized operators have arbitrarily high dimensions. In fact, we shall construct a function f(u) and a sequence of monotone radial solutions {uk}, such that the asymmetric component of the kernel of the linearized operator about uk has dimension \ ~ j. Thus the symmetry breaks infinitesimally in an increasingly more complicated manner. It should be contrasted with the case of Dirichlet boundary conditions, where for monotone radial solutions, the symmetry can * Research supported in part by the NSF under Grant No. MCS-800 2337 break only in a most rigid way; namely the asymmetric component of the kernel always has the same fixed dimension n (see [7] ). In this case f(0) < 0 is a necessary condition for the symmetry to break on positive solutions, and when the symmetry breaks on such a solution, it only breaks in the first mode. By contrast, for Neumann boundary conditions, there is no requirement on sgn f(0), and there can never be symmetry-breaking in the first mode. Indeed there can be, (and is) symmetry breaking in all sufficiently high modes, as shown by our example. For general homogeneous linear boundary conditions, we prove some theorems which give bounds on the dimensions of the manifolds of asymmetric solutions, and on the structure of the elements in the kernels of the associated linearized operators. Thus, if the symmetry breaks on a monotone radial solution 1, then we prove that the asymmetric component of this kernel must be irreducible 2. This fact is sometimes needed to apply certain bifurcation theorems, e.g. [i0] . We also show that for any element in this kernel, its radial part cannot have more zeros than the derivative of the radial solution itself. We use this result to estimate the number of irreducible components in the kernel, and hence to bound the number of distinct sets of asymmetric solutions which can bifurcate out of a radial solution.
Certain of our results are extensions of those in [7] , where we studied related questions for monotone solutions of the Dirichlet problem. The fairly difficult construction given here, (in Sect. 4), of the existence of an asymmetric element in the kernel of the associated linearized operator, (with homogeneous Neumann boundary conditions), relies on the fact that this operator is self-adjoint with respect to a weighted Lz-inner product 3. This allows us to view the problem as a variational one. The success of this approach in turn, is based upon rather careful estimates of the "time-maps" (see [5, 6] ), together with an existence theorem proved in [8] .
We point out that since radial solutions of our equation satisfy an ordinary differential equation, it is natural to allow the radii of the domains to vary, and to consider orbits of the associated first-order system of equations which satisfy u(0) = p > 0, and u'(0) = 0. In this context, then, we can take p to be the bifurcation parameter. This is a slightly different approach from the usual one, where one considers the equation Au + 2f(u)= 0, on a fixed domain f2, and one takes 2 to be the bifurcation parameter. We could just as well study the equation Au + f(u)= 0 on the domain V2f2, i.e., changing the domain by a similarity transformation is the same as changing 2. We find it more convenient to use p as the bifurcation parameter.
The Equations
Let D[ be an n-ball of radius R, centered at the origin with boundary ~D[. We consider the equation
together with general linear homogeneous boundary conditions
Here ~ and fl are constants, 0~2+ f12.~_ I, and d/dn denotes differentiation in the radial direction on ~D~. The special class of solutions of(2.1), (2.2), depending only on the radius r = lxl, and which we term radial solutions, (or sometimes, invariant solutions), satisfy the ordinary differential equation
3) r together with the boundary conditions 4
We observe that there is exactly one solution u of (2.3) having u'(0) = 0, and u(0)=p; we write this solution as u(r,p), and in these terms, we have
Throughout this paper we will consider p as the "bifurcation parameter," and prime, ('), will always denote differentiation with respect to the variable r. Let to denote the M = 0 Dirichlet-time map, the M = 0 Neumann-time map and the general M = 0 time map, respectively. In this paper we shall be concerned only with these latter functions. If u(., p) solves (2.3), (2.4), then the linearized operator Lp:C~(Ixl ~ R)~C([x[ < R), (R = T~(P)), defined on the class of C 2 functions on Ix[ < R which satisfy the boundary conditions (2.2), into the continuous functions on the same domain, is defined by
We say that v % 0 is in the kernel of Lp, if v satisfies the linearized equation
together with the boundary conditions
That is, v is an eigenvector of Lv corresponding to the eigenvalue zero. Using the implicit function theorem, we see that if u(., p) is a "bifurcation point," then zero is an eigenvalue of Lp.
We shall now briefly review some facts concerning the eigenfunctions of the Laplacian A on S n-1, and the associated spherical harmonic decomposition of functions defined on an n-ball; for more details, see, e.g., [1, 4] .
The eigenvalues of A on S"-1 are given by
Let {~:l<i_<kN} denote a basis for the N th eigenspace of A; i.e., for the eigenfunctions of A on S "-*, with eigenvalue 2w Then we have the following facts: (i) The dimension of the N th eigenspace is
(ii) The set {~ : 1 _< i _< ks, i =0, 1, 2 .... } forms a complete orthonormal set on
L2(S ~-1).
As a consequence of these facts, any function h on S "-* can be written as
Sn t
Thus, for any function v(r, O) on an n-ball )xl < R, we may write v in the form
for each fixed r, 0 _< r <_ R. Now suppose in particular, that v satisfies (2.8), and (2.9). Then using (2.12), we find
It follows that all the coefficients in the above sum must be zero. Thus we see that:
1) Each ai, N satisfies a second-order ordinary differential equation;
2) For a fixed N, each a~,s satisfies the same ordinary differential equation,
Ps(ai, s) = 0;
3) For each N > 0, there is only one solution (up to a constant multiple) to the equation Ps(a)= 0, which is finite at r = 0.
This last fact holds since the Wronskian of any two solutions satisfies the firstorder equation w' + (n-1)w/r = 0, and hence w either "blows-up" at r = 0, or w -0. we find that for N >0 (cf. [7] ), an satisfies the boundary conditions
Also, (2.13) and (2.10) show that a 0 satisfies the boundary conditions
If u(., p) is a radial solution of(2.1), (2.2) and an asymmetric solution bifurcates out of u(., p), then it is not hard to show that the kernel of Lp must contain a nontrivial asymmetric element (see, e.g., [2] ). Accordingly, we make the following definition (see [7] ).
Definition 2.1. If u(., p) is a radial solution of (2.1), (2.2), then we say that (i) The symmetry breaks infinitesimally on u(., p) if there exists an element in the kernel of the linearized operator Lv, which is asymmetric; i.e., non-radial.
(ii) The symmetry breaks on u(., p), if an asymmetric solution bifurcates out of u(.,p).
In these terms as we have remarked above, symmetry-breaking implies infinitesimal symmetry breaking. Note too that if the kernel of Lp contains a noninvariant element, then from (2.12) and the fact that u(., p) is invariant, we can find an element in the kernel which is of the form an(r)~n (O) .
The above considerations show that the kernel of Lp is different from zero if and only if there is a non-zero solution of (2.13) and (2.14) or (2.15). Evidently if the problem (2.13), (2.14) has a non-zero solution, then the symmetry breaks infinitesimally at u(., p). In order to show that the symmetry actually breaks on u(-, iv), we shall appeal to the Crandell-Rabinowitz bifurcation theorem [9, p. This completes the background material which we shall need in the subsequent sections.
General Boundary Conditions
We begin this section with a simple comparison result concerning solutions a of the equation We shall now obtain some consequences of this proposition.
Corollary 3.2. Let a M and a r be non-zero solutions of the equations
on an interval 0 < r < R, where the 2N' s are defined in (2.10) .
If K > M, then a M has a zero between any two adjacent zeros of a K.
Proof Using (2.10), we see that 2M>2K. Thus we can multiply each of the differential equations by r 2, and then apply the propostion. [] Suppose now that u is a non-constant radial solution of (2.1) on the n-ball Ix[ < R. Then u satisfies (2.3), and since 21 = 1 -n we see that w-u" is a solution of the equation
This gives the following two corollaries. We now consider the general case where u' is allowed to change sign on an interval. Here is the main result. Before giving the proof of this theorem, some remarks are in order. First, if we consider positive solutions of (2.1), together with Dirichlet boundary conditions [e = 1, fl = 0 in (2.4)], then Gidas et al. [3] , have shown that u must be a monotone decreasing radial function. In this case k = 1, (N = 1), and al has exactly one zero on 0 < r_<_ R; this is in agreement with the result found in [7] . Next, if we consider monotone solutions of (2.3) together with homogeneous Neumann boundary conditions [-e = 0, fl = 1 in (2.4)], then here too k = 1, and so again a N has exactly one zero. Finally, note that if k > 1, and there are two non-zero functions, say aM~O, and aK~-O, (K4M), which are solutions of (3.4) and (3.5), for the same u = u(., p), then the kernel of the linearized operator Lp [see (2. 
7)] contains the two non-zero elements aK(r)~(O), and aM(r)~M(O).
Since K:~M, the subspaces generated by these two elements are distinct, proper, and both are invariant under the orthogonal group. Thus the asymmetric component of the kernel of Lp cannot be irreducible. It follows that the bifurcation theorem discussed in Sect. 2 does not apply since hypothesis (a2) is not satisfied. (But some statements concerning the bifurcation of solutions can be made; these will be considered in a future publication.)
On the other hand, the problem of demonstrating that there can be two nonzero functions aK and a M, as above, is quite delicate, and is stilt unresolved.
Proof of Theorem 3.4.
Suppose that aN has (k + 1)-zeros on the interval; i.e., aN(zo) =aN(z1) ..... aN(Zk)=O, where 0=Zo<Z 1 < ... <Zk<R. From Corollary 3.3, u' has a zero on each interval (zi-1, zi), i = 1,2,..., k. But as u'(zo) = 0, we see that u' has (k+ 1)-zeros on G0, R). This is a contradiction; thus aN can have at most k-zeros. In order to prove the last assertion, we need the following lemma, which is of some interest by itself. There is no loss in generality to assume that aN > 0 and aK > 0 on (0, z0. Then the product a~vtaK is negative on the intervals (zi, wi), 1 < i < s, and positive on the intervals (wi, z~+ 1), 1 < i < s-1. We distinguish two cases; namely w~ < R, and w s = R. Suppose that w~<R; then aMaK>O on (w~,R). Now if we multiply (3.4) by r"-~ar, and (3.5) by r ~-~a,u, subtract, and integrate from vv~ to R, we get
Ws However, this is impossible since both terms on the left-hand side of (3.7) are negative.
We now consider the case where w~=R. Then from (2.14),
= aa~(R) + fia'r(R) = fia'K(R),
Since ar ~s O, and aK(R ) = 0, it follows that dr(R)~ O, and so fl = 0. Therefore,
= aaM(R) + fla~(R) = ~aM(R ) = aaM(w~),
so that aM(w~)= 0. Thus aza has s + 2 zeros; this is again a contradiction, and the proof of the lemma is complete. This last result indicates that if u' is of constant sign on an interval 0 < r < R, then the unique non-zero aN, (if it exists !), could conceivably be shown to exist via a variational approach, as the principal eigenfunction of some operator (see [9, Chap. 11] ). In Sect. 4, we shall show that this program can indeed be carried out in the case that u satisfies homogeneous Neumann boundary conditions [~ = 0, fi = 1 in (2.4)].
As a final result along these lines, we have the following corollary to Lemma 3.5.
Corollary 3.7. Suppose that a M and ate are non-zero solutions of (3.4) and (3.5) , respectively, and both satisfy the boundary conditions (2.4) . If M 4 = K, then aM and a K cannot both be of constant sign on 0 < r < R.
We turn now to the problem of radial bifurcation; that is, we shall study the question of when ao(r)~ O. Thus using (2.13) and (2.10), we see that ao satisfies the equation 
Remark. We note that this extends a result in [6] Hence (3.9) follows from (3.10). [2 We remark that this theorem holds for the general time maps T~ u where in (3.9) T, is replaced by T~; the proof is the same as the one given here.
We now give an extension of a result in [6] , to more general boundary conditions. Then referrin9 to solutions an of (2.13), (2.14), the following hold: Remarks. If we consider homogeneous Dirichlet boundary conditions (e = 1, fl = 0, c = 0), (3.12) reduces to u'(R, p) = 0, a result obtained in [6] . In our theorem, the ray , < u=0, u -v_0, is replaced by the ray c~u+flv=c, v<0; see Fig. 1, (c=0) .
Proof of Theorem3.9. If (3.12) holds, we set al(r)=u'(r,p), O<r<_R. Then al satisfies (2.13) for N--1, and al also satisfies the correct boundary conditions (2.14). Furthermore, in this case, aN=0 if N> 1, in view of Lemma 3.5. It remains to show that (3.12) holds if al is a non-trivial solution of (2.13) (for N = 1), and (2.14). Now from the equation Thus symmetry-breaking for (monotone) solutions of the Neumann problem must necessarily occur in a more complex manner than that for (monotone) radial solutions of the Dirichlet problem. In the next section, we shall make this statement more explicit.
Homogeneous Neumann Boundary Conditions
We consider monotone radial solutions of (2.3), which satisfy homogeneous Neumann boundary conditions, u'(O)=u'(R)=O. Our goal is to construct an example of symmetry-breaking for the Neumann problem. In this section we shall show that there is infinitesimal symmetry-breaking, and in Sect. 5 we shall show that the symmetry actually breaks.
Using Theorem 3.10, we see that to construct an example of infinitesimal symmetry breaking for the Neumann problem is fairly more difficult than the corresponding construction for the Dirichlet problem. Indeed, in the latter case, aN-0 if N > 1, and the only possible non-zero mode is a 1, which turns out to be the function u'. The question thus arises as to which mode can "survive" for the Neumann problem; i.e., for which N, (necessarily N > 1, by Theorem 3.10), can aN be non-zero? Of course, in view of Corollary 3.6, for any given monotone radial solution u(., p), at most one aN (N > 0) can be non-zero -but which one? We shall show here that it is possible to have aN ~ 0 for arbitrarily high indices N. More precisely, we shall construct an example of a function f, and a bounded, increasing sequence of points {Pk}, for which there is a solution u(., Pk) of (2.3) and (2.4), (~ =0, fl = 1), and such that there exists a non-zero solution of each problem, Now in order for the symmetry to break infinitesimally on this solution, it is necessary and sufficient that for some positive integer k, there exists a non-trivial solution of the following boundary-value problem:
n--la'k(r)+(f'(u(r'P))+~) ak(r)=O'r 0<r<R, (4.5)

ak(O)=a'k(R)=O . (4.6)
In view of Corollary 3.6, and Theorem 3.10, k > 1, and ak is of constant sign on 0_--< r __< R. Moreover, there can be at most one integer k > 1 for which ak ~-O. This last fact implies that under our hypotheses, the non-symmetric part of the kernel of the linearized operator is irreducibleT; this result will be used in Sect. 5 when we prove that bifurcation actually occurs. We now turn our attention to the construction of a non-zero solution of (4.5), (4.6). Thus, let u(r, p) satisfy (4.2)-(4.4), set R = TN(P), and define a function q~(r) by
q~(r) = f'(u(r, p)) + 2k/r 2 , 0 < r < R. (4.7)
Next, we define a space of functions ~p by Observe that if we can find a non-zero function ¢ e (bp for which L~¢ = 0, then this can serve as the desired ak; this will demonstrate that the symmetry breaks infinitesimally in the k th mode, on the radial solution u(-, p).
In order to carry out this program, we shall use a variational approach. Thus, we define an inner product on ~r by R 
(~, v#) = ~ O(r)~,(r)r" *dr,
~, ~p E q)p. 0 We claim that L~ is self-adjoint with respect to this inner product. Thus if 0 ~ ~p, we can write r"-ILp 0 = (r n-103 t Jr q~br"-1, so that if also ~ E ~p, integrating by parts twice proves the claim. Now it is well-known, see [9, Chap. 11] , that the principal eigenvalue, #~, of L~ has a variational characterization; namely #f = sup{(g%~b, 0) : ~b e ~bp, ll~bll 2 = 1}.
Or, if we integrate by parts, we can write where the supremum is taken over the same class of functions as before.
We shall make use of these notions in the following way. Thus we shall construct a function f(u) defined on IR, having the following property:
There is an integer ko > 2 such that if k > k0, there exists a (nontrivial) solution u(., Pk) of (4. The corresponding eigenfunction, call it a k, will be the desired non-trivial element in the kernel of the linearized operator L]". To carry out this program will require a rather careful study of the properties of the time map Tee. Let f(u) be a smooth function defined on N which satisfies the following three conditions (cf. Later on we shall further restrict f; the above conditions will suffice for our first few results. Proof. For balls of small radius R, the only solution of (4.2), (4.3) are the trivial solutions u-0, and u---c. As R increases, there is a critical value/~ for which a nonzero radial solution bifurcates out of 0 (see [8, Chap. 24] ). Choose the positive integer k0 to be the smallest one for which [see (2.11)],/~2_<_ _ 2ko; i.e., ko =min{k ~ Z + :/~2=< _2k}.
(4.17)
Note that if k > ko, then/~2 < _ 2~. Now for any p, 0 < p < 1, since f is linear in the range u_<_ p, we see that we can (easily) find a solution of (4.2), (4.3) for which TN(P) =/~. Hence if¢ e ~p and k > k0, then in view of (4.17) . [] We turn our efforts now to proving the far more difficult inequality (4.12); this will follow from a sequence of lemmas. [Recall that T, and T,v are defined in (2.6).] 
u'(r)>= u'(T,)----
This implies that u'(r)= 0 for some r> T1, and thus p ~ dom(TN). Hence dom(To) cdom(TN), and since the reverse inclusion is obvious, we see that dora(To) =dom(TN).
Next, we shall show that dom(T,) = (0, c). Thus, if 0 < p < 1, then since f(u) = u on 0_<u_< 1, it is easy to see that p~dom(TD). Suppose now that 1 <p<c. On the interval 1/2 <u<p, f(u) is bounded from below, and so as follows from [6, Lemma 6] , the orbit of (4.28) Then obviously we have z(p) < a(p) < To(P) < TN(P).
At this point we shall put some more conditions on f, in order to help us to make the technical details a little easier. To this end, let F be the primative of f defined by F'=f, 
T(p} O'(p) To(P) TN(P)
~ ( f'(u) + ~) O2r"-l dr > ( TN-a) (a"-l + )~k T~-3) .
(4.24)
Next, since we may approximate ~b in L2(0, TN(p)) as close as we please by a smooth function, we may assume that ~b e C 1 in evaluating (Limb, ~b). This gives 
(L~,¢)>=O."-I[(TN-O.) (olz)-l + 2KTfv-3(TN--o.) =a"-IF(TN--O')(O'--z)--I-] +2kT~-~ (4.26)
Now we shall show that there are constants A > 0 and B > 0 such that for p near
Granting these, we find from To this end, suppose that ½ < u < 1; then on this range
Integrating from z to r < o-gives, we find that Hr = (1 -n)v2/r < O. Thus along the orbit of (4.28) which starts at the point u=p, v=0 when r=0, we have (cf. (4.19)),
F(s) = H( Tn, p) < H(r, p) = F(u) + v2/2.
So if r>a (i.e., u(r,p)<__ 1), we obtain
Now we shall show in the lemma below that for p close to e, s(p) < -1/2. Granting this, we obtain i du 1t2 du du 1 
H(T, p) -H(r, p) = i -H'(t, p)dt = i (n-
1) u'(t, p)2 dt T T t =< (n --1)M i --u'(t, p)dt = (n -1)M (u(T, p) -u(r, p)) T z T < (n -1)M (c
H(r, p) > H( T, p)--t 1 > H( T, c) -2it = V(c) -2, I >½.
It follows that s2/2=H(TN(p),p)>~, and this gives (4.30). []
We can now state the following theorem, which establishes infinitesimal symmetry-breaking where the corresponding null-spaces of the associated linearized operators have arbitrarily high dimensions. We shall next obtain some further information on the sequence of points {Pk} whose existence was proved in the last theorem. If this supremum were equal to zero, it would mean that we could find a non-zero function ak+ ~ which would satisfy the equation
a(O)=a'(TN(pk))=O .
However since ak~O, this would violate Corollary 3.6. It follows that strict inequality holds in (4.37). Thus Pk + t may be chosen so as to achieve Pk + 1 > Pk. On the other hand (LP~bk, ~bk)= 0 and f'__< 1 imply that 
Symmetry-Breaking in the Neumann Problem
We turn our attention now to the task of showing that the symmetry actually breaks at each of the points Pk; more precisely, (in order that our "bifurcation diagram" has a nice form), we shall actually construct a function f which is C ~-close to the given f, for which the symmetry-breaks at each of the corresponding points p~. In order to do this, we shall rely on the bifurcation theorem stated in Sect. 2; Theorem 2.2.
Thus we may assume that (4.2); (4.3) has solutions for all p, 0 < p < c. We know that for the given f, there is a real number Q1 >0 such that the set {u(r, We now have the following proposition whose proof we defer to the appendix.
Proposition 5.2. V is a one-dimensional space.
We can now verify the hypotheses of Theorem 2.2. (a): Lo has a onedimensional kernel.
Proof. We first calculate A'(0). (A'(O)z,v)= limo (-A(tz) t A(O), v)
: Notice that the kernel of the linearized operator at Uk has dimension k +n-2 = Lk' which is considerably larger than n. We conjecture that there bifurcates out of each uk an Lk-dimensional manifold of asymmetric solutions. If this were true, then the bifurcation diagram would be as depicted in the figure above.
