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9Introduction
We are interested in this thesis to study semilinear classical damped wave models with
a particular class of time-dependent dissipation. The model we have in mind is
utt −∆u+ b(t)ut = g(u), u(0, x) = u0(x), ut(0, x) = u1(x), (0.1)
and a generalization to a weakly coupled system
utt −∆u+ b1(t)ut = g(v), vtt −∆v + b2(t)vt = f(u),
u(0, x) = u0(x), ut(0, x) = u1(x), v(0, x) = v0(x), vt(0, x) = v1(x),
(0.2)
where t ∈ [0,∞), x ∈ Rn, f(0) = g(0) = 0, and
|g(v)− g(v˜)| . |v − v˜|(|v| − |v˜|)p−1, |f(u)− f(u˜)| . |u− u˜|(|u| − |u˜|)q−1.
0.1. What does means waves?
A wave is a time evolution phenomenon that we generally model mathematically by
using partial differential equations (PDEs) which have a dependent variable u(x, t)
(representing the wave value), an independent variable time t and one or more in-
dependent spatial variables x ∈ Rn. The actual form that the wave takes is strongly
dependent upon the system, the initial conditions, the boundary conditions for the
solution, the domain and any system disturbances. Waves occur in most scientific
and engineering disciplines, for example: fluid mechanics, optics, electromagnetism,
solid mechanics, structural mechanics, quantum mechanics, etc. The waves for all
these applications are described by solutions to either linear or nonlinear PDEs.
We do not focus here on methods of solution for each type of wave equation, but
rather we concentrate on a small selection of relevant topics. However, first, it is le-
gitimate to ask: what actually is a wave? This is not a straight forward question to
answer.
Now, whilst most people have a general notion of what a wave is, based on their
everyday experience, it is not easy to formulate a definition that will satisfy everyone
engaged in or interested in this wide ranging subject. In fact, many technical works
related to waves eschew a formal definition altogether and introduce the concept
by a series of examples; for example, physics of waves [14] and hydrodynamics
[34]. Nevertheless, it is useful to at least make an attempt and a selection of various
definitions from normally authoritative sources is given below:
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• “A time-varying quantity which is also a function of position” (Chambers Dictio-
nary of Science and technology ).
• “· · · a wave is any recognizable signal that is transferred from one part of the
medium to another with a recognizable velocity of propagation” (Linear and
nonlinear Waves [66]).
• “Speaking generally, we may say that it denotes a process in which a particular
state is continually handed on without change, or with only gradual change,
from one part of a medium to another” (Encyclopedia Britannica 1911).
We can give more examples who gives another definitions, then this variety confirm
that “wave” is indeed not an easy concept to define.
A list is given below of physical wave types with examples of occurrence and refer-
ences where more details may be found.
• Acoustic waves: Audible sound, medical applications of ultrasound, underwater
sonar applications [14].
• Chemical waves: Concentration variations of chemical species propagating in
a system [56].
• Electromagnetic waves: Electricity in various forms, radio waves, light waves in
optic fibers [58].
• Gravitational waves: The transmission of variations in a gravitational field in
the form of waves, as predicted by Einstein’s theory of general relativity. Undis-
puted verification of their existence is still awaited [48].
• Seismic Waves: Resulting from earthquakes in the form of P−waves and S−waves,
large explosions, high velocity impacts [14].
• Traffic flow waves: Small local changes in velocity occurring in high density
situations can result in the propagation of waves and even shocks [35].
• Water waves: We give some examples.
1. Capillary waves (Ripples).
2. Rossby (or planetary) waves.
3. Shallow water waves.
4. Ship waves.
5. Tsunami waves.
0.2. Damped wave equations 11
Among the most remarkable phenomenon and models studied in waves is that one
of damped waves. In the following section we introduce the notion of waves and
damped waves in a mathematical way.
0.2. Damped wave equations
0.2.1. Background
Let us show at the beginning some results which help to construct a chronological
knowledge of our main problem.
Classical wave equation
The classical wave equation has the following form
utt −∆u = 0. (0.3)
This equation describes the propagation of waves. It appears in numerous models
as for the vibrating string or membrane, the propagation of sound, the longitudinal
vibrations of an elastic rod or beam, surface water waves, the propagation of electric
signals or for the description of electric or magnetic fields.
In 1747 d’Alembert studied in his papers [10, 11] and [12] wave models in 1D case
of the form
utt − uxx = 0, u(0, x) = u0(x), ut(0, x) = u1(x).
D’Alembert found the so-called d’Alembert’s representation of solution
u(t, x) =
1
2
(
u0(x− t) + u0(x+ t)
)
+
1
2
∫ x+t
x−t
u1(s)ds.
From d’Alembert’s representation we remark some properties of solution for exam-
ple: No loss of regularity for solutions with respect to the Cauchy data, finite speed of
propagation of perturbations, Huygens’ principle, propagation of singularities, do-
main of dependence. This gives a first hint to qualitative properties of solutions of
hyperbolic equations. For wave models with sources or sinks one can use Duhamel’s
principle to obtain a representation of solutions.
In 1883 G. Kirchhoff in [51] introduced a representation of solutions in 3D case for
free wave model. One can prove the representation of solution in 2D case by using
the method of descent. The representation of solution in general dimension (odd and
even) introduced in [3, 15, 70] and [71].
The notion energy of solution is a very effective tool for the treatment of non-
stationary models, for example, for the model (0.3) we can define the energy as
follows:
E(u)(t) := 1
2
∫
Rn (|ut(t, x)|2 + |∇u(t, x)|2) dx
= 1
2
‖ut(t, ·)‖2L2(Rn) + 12‖∇u(t, ·)‖2L2(Rn).
(0.4)
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From this definition one can prove the conservation of energy and uniqueness results.
One of the important tools to study classical wave model (0.3) in general dimension
is the Fourier transform which allows us to obtain some well-posedness results for
different classes of solutions.
Then using Fourier transform we can prove for u0 ∈ Hs and u1 ∈ Hs−1 that the
Cauchy problem (0.3) has a unique energy solution
u ∈ C([0,∞), Hs(Rn)) ∩ C1([0,∞), Hs−1(Rn)).
Damped wave equations
Many papers are concerned with the classical homogeneous damped wave equation,
i.e., the particular case of (0.1) with b ≡ 1 and g ≡ 0 given by
utt −∆u+ ut = 0, u(0, x) = u0(x), ut(0, x) = u1(x). (0.5)
One can prove that the energy (0.4) to the problem (0.5) is decaying when t −→ ∞.
The exact behavior of decay is described in [38] by Matsumura as follows:∥∥DktDαxu(t, ·)∥∥L2(Rn) . (1 + t)−n2 ( 1m− 1q )−k− |α|2
×(‖u0‖Hk+|α|(Rn) + ‖u1‖Hk+|α|−1(Rn) + ‖(u0, u1)‖Lm(Rn)),
where m ∈ [1, 2].
Now we turn to semilinear damped wave equations given by
utt −∆u+ ut = f(u), u(0, x) = u0(x), ut(0, x) = u1(x). (0.6)
In [39], the authors proved for a given initial data (u0, u1) ∈ H1(Rn) × L2(Rn) with
compact support, and p ≤ pGN(n) = nn−2 if n ≥ 3 that the Cauchy problem (0.6)
admits a unique local solution u ∈ C([0, T ), H1(Rn)) ∩ C1([0, T ), L2(Rn)) for some
maximal existence time T. One of the first results on the global existence to (0.6) was
given in [39] establishing global existence for small data by using the technique of
potential well and modified potential well.
Assuming compactly supported data (u0, u1) ∈ H1(Rn) × L2(Rn) to be sufficiently
small, a global existence result for p > pFuj(n) = 1+ 2n and p ≤ pGN(n) was proved in
[63] by using the Matsumura estimates for solutions to linear classical damped wave
models.
The condition of the compact support of the data was weakend in [31] by assuming
small data in a suitable weighted Sobolev space with norm given by
I2 :=
∫
Rn
e
|x|2
2
(|u1(x)|2 + |∇u0(x)|2 + |u0(x)|2) dx < .
The corresponding Cauchy problem (0.6) has a uniquely determined global (in time)
small data energy solution
u ∈ C([0, T ), H1(Rn)) ∩ C1([0, T ), L2(Rn)),
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satisfying the decay estimates
‖ut(t, ·)‖L2(Rn) + ‖∇u(t, ·)‖L2(Rn) . I(1 + t)−(
1
2
+n
4 ),
‖u(t, ·)‖L2(Rn) . I(1 + t)−n4 .
In [30], the authors showed that the smallness in weighted Sobolev spaces or com-
pactly supported data can be avoided by some assumptions to get global (in time)
existence of solutions for n = 1, 2, 3. In [26] the additional regularity Lm(Rn) appeared
with m ∈ [1, 2].
Diffusion phenomena
The diffusion phenomenon between heat and classical damped wave models is one
of the reasons to study estimates for solutions of (0.6). The main result is a remarkable
relation between solutions of the heat and damped wave equation. In other words,
solutions to damped waves seem to behave more like solutions of the heat equation at
large times, which allows us to use estimates of solutions to heat models to understand
some properties to the solutions of (0.6). It is interesting that the critical exponent
obtained for semilinear classical damped wave equations with power nonlinearity is
exactly equal to the Fujita critical exponent for the semilinear heat equation ut−∆u =
|u|p.
In the following section we explain how diffusion phenomena play an important role
in the classification of time-dependent dissipation terms, i.e., under which conditions
for the initial data and dissipation term we will derive estimates which imply the
diffusion phenomenon for more general damped wave equations.
Linear damped wave equations with time-dependent dissipation
Let us now consider the linear damped wave equation with time-dependent dissipa-
tion term
utt −∆u+ b(t)ut = 0, u(0, x) = u0(x), ut(0, x) = u1(x). (0.7)
In his PhD thesis [67] the author introduced a classification of time-dependent dissi-
pation terms in the following way:
• Scattering states to the free wave equation producing (solutions behave like
solutions to the free wave equation),
• non-effective dissipation producing,
• effective dissipation producing (Matsumura-type decay estimates),
• over-damping producing.
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Non-effectivity means that asymptotic properties of solutions are still described by
solutions to the free wave equation. In other words, the dissipation term has a weak
influence on the behavior of solutions. The case of strong influence of dissipation
term means the effective case which will be treated in this thesis. We will explain in
detail conditions which describe the effectiveness of the dissipation term. A typical
example for some coefficient in an effective damping term is b(t) = µ
(1+t)r
for some
µ > 0 and r ∈ (−1, 1). When the dissipation becomes too strong we call this case
over-damping, for example, if r > 1, thus, we lose the decay of the energy.
We introduce the space
Am,s :=
(
Hs(Rn) ∩ Lm(Rn))× (Hmax{s−1;0}(Rn) ∩ Lm(Rn)) (0.8)
with the norm
‖(u, v)‖Am,s := ‖u‖Hs(Rn) + ‖u‖Lm(Rn) + ‖v‖Hs−1(Rn) + ‖v‖Lm(Rn), (0.9)
where s ∈ R+ and m ∈ [1, 2]. If m = 2, then we do not have any additional regularity.
We restrict ourselves to the effective case. In [67] and [69] Matsumura-type estimates
for solutions to (0.7) with data from the energy space were given in the following
way: ∥∥u(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)
∥∥(u0, u1)∥∥Am,1 , (0.10)∥∥∇u(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− 12∥∥(u0, u1)∥∥Am,1 , (0.11)∥∥ut(t, ·)∥∥L2(Rn) . b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−1∥∥(u0, u1)∥∥Am,1 . (0.12)
Semilinear damped wave equations with time-dependent dissipation
In order to prove the global (in time) existence of small data solutions to a given
semilinear Cauchy problem after using Duhamel’s principle we need the estimates of
solutions to the following family of parameter-dependent Cauchy problems:
utt −∆u+ b(t)ut = 0, u(τ, x) = 0, ut(τ, x) = g(τ, x). (0.13)
In 2013, the authors derived in [4] the following estimates of solutions to the Cauchy
problem (0.13):∥∥u(t, ·)∥∥
L2(Rn) . b(τ)
−1(1 +B(t, τ))−n2 ( 1m− 12)‖g(τ, ·)‖Lm(Rn)∩L2(Rn),∥∥∇u(t, ·)∥∥
L2(Rn) . b(τ)
−1(1 +B(t, τ))−n2 ( 1m− 12)− 12‖g(τ, ·)‖Lm(Rn)∩L2(Rn),∥∥ut(t, ·)∥∥L2(Rn) . b(t)−1b(τ)−1(1 +B(t, τ))−n2 ( 1m− 12)−1‖g(τ, ·)‖Lm(Rn)∩L2(Rn).
In the same paper they proved for n ≤ 4 the global (in time) existence of small data
energy solutions belonging to
C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn)),
0.2. Damped wave equations 15
where p > pFuj(n) and p ≤ pGN(n) for n ≥ 3. The initial data (u0, u1) are assumed to
belong to
A1,1 =
(
H1(Rn) ∩ L1(Rn))× (L2(Rn) ∩ L1(Rn)).
The optimality of this result is proved in [9] which means that we have in general a
blow-up result for the local (in time) Sobolev solutions if p ≤ pFuj(n).
0.2.2. Main results
In Chapter 1 of the thesis our main goal is to get a generalization of previous results
for semilinear damped wave equations in two directions. On the one hand we try
to get some benefits from some additional regularity for the data to expand the
dimension n for which we have global (in time) existence of small data solutions.
On the other hand we use different regularity of data in order to obtain a larger
admissible range of exponents p which allow to prove a global (in time) existence
result of small data Sobolev solutions. The first chapter is devoted to study the Cauchy
problem (0.1) for g(u) = |u|p in four cases of regularity of data, that is, for given low
regular data, for data belonging to the energy space, for data from Sobolev spaces
with suitable higher regularity and, finally, for large regular data.
• In the first section we will show that if the data has a low regularity
(u0, u1) ∈ Am,s =
(
Hs(Rn) ∩ Lm(Rn))× (L2(Rn) ∩ Lm(Rn)),
where s ∈ (0, 1) and m ∈ [1, 2), then we prove a global (in time) existence result
of Sobolev solutions provided that the exponent p belongs to some admissible
interval and satisfies
p > pFuj,m(n) = 1 +
2m
n
.
• In the second section the data are taken from energy space with additional
regularity, that is,
(u0, u1) ∈ Am,1 =
(
H1(Rn) ∩ Lm(Rn))× (L2(Rn) ∩ Lm(Rn)).
Then we extend the results of [4] by using an additional regularity for the data.
The global (in time) existence of small data energy solutions can be proved
for larger dimension n, where p > pFuj,m(n) and belongs to some admissible
interval.
• In the third section we treat the Cauchy problem (0.1) for
(u0, u1) ∈ Am,s =
(
Hs(Rn) ∩ Lm(Rn))× (Hs−1(Rn) ∩ Lm(Rn)),
where s > 1. In addition to pFuj,m(n) and after using the fractional chain rule
from Section A.3 in Appendix (the reader can find more details in [54]) another
condition comes into play which is
p > dse (0.14)
for any space dimension n.
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• A particular case which is treated separately in the last section is the case s >
n
2
+1. Using fractional powers from Section A.4 in Appendix the condition (0.14)
can be relaxed to p > s.
The first chapter is completed by some concluding remarks.
0.3. Systems of weakly coupled semilinear damped
wave equations
In Chapters 2 and 3 of the thesis we apply the results obtained for single equation
to weakly coupled systems of semilinear damped wave equations. Let us now recall
some results related to the system (0.2).
0.3.1. Background
First, we consider the case where b1(t) = b2(t) = 1, g(v) = |v|p and f(u) = |u|q in
(0.2), namely,
utt −∆u+ ut = |v|p, vtt −∆v + vt = |u|q,
u(0, x) = u0(x), v(0, x) = v0(x), ut(0, x) = u1(x), vt(0, x) = v1(x).
(0.15)
In 2007, Sun and Wang have shown in [60] the existence and nonexistence of energy
solution to (0.15), for n = 1, 3 provided that the following condition is satisfied:
n
2
>
max{p; q}+ 1
pq − 1 . (0.16)
Narazaki generalized in [40] these existence results to n = 1, 2, 3, and improved the
time decay estimates when n = 3. Condition (0.16) is still valid and necessary. Re-
cently in 2014, Nishihara and Wakasugi determined in [45] the critical exponent for
any space dimension n where the proof of global (in time) existence of energy solu-
tions for supercritical nonlinearities is based on a weighted energy method provided
that (0.16) holds.
0.3.2. Main results
In Chapter 2 we assume b1(t) = b2(t) = b(t), g(v) = |v|p and f(u) = |u|q in (0.2). So,
we have the model
utt −∆u+ b(t)ut = |v|p, vtt −∆v + b(t)vt = |u|q,
u(0, x) = u0(x), v(0, x) = v0(x), ut(0, x) = u1(x), vt(0, x) = v1(x).
(0.17)
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From results for a single equation, where the data are taken from energy space or
are low regular we remark that the pivotal condition for the exponent p is defined by
the modified Fujita exponent pFuj,m(n). For this reason we compare in system (0.17)
the exponents p and q with pFuj,m(n) in these cases. In the case where only one
exponent is above pFuj,m(n) we shall prove a global (in time) existence result with a
loss of decay and the additional condition
n
2
> m
(max{p; q}+ 1
pq − 1
)
. (0.18)
We will also show some benefits to prove global (in time) existence results after choos-
ing the data with different additional regularities (hint of Prof. M. D’Abbicco), namely,
we suppose (u0, u1) ∈ Am1,s and (v0, v1) ∈ Am2,s. In the case of high regular data we
assume different regularities (u0, u1) ∈ Am,s1 and (v0, v1) ∈ Am,s2, where the condi-
tions for global (in time) existence are influenced strongly by these regularities.
In Chapter 3 we assume the particular case of the system (0.2), where the source
terms are f(u) = |u|q and g(v) = |v|p and the dissipation terms b1(t)ut and b2(t)vt
have the time-dependent coefficients b1(t) := 1(1+t)r1 and b2(t) :=
1
(1+t)r2
, for r1, r2 ∈
(−1, 1). So, the model we have in mind is
utt −∆u+ 1(1+t)r1 ut = |v|p, vtt −∆v + 1(1+t)r2 vt = |u|q,
u(0, x) = u0(x), ut(0, x) = u1(x), v(0, x) = v0(x), vt(0, x) = v1(x).
We treat similar cases as in Chapter 2 but now we feel the interaction of different
dissipation terms. We collect the results in several tables corresponding to each case
of regularity. Finally, we conclude the third chapter by some generalizations of the
dissipation terms appearing in the last weakly coupled system.
Chapter 4 is devoted to the Weakly coupled systems of semilinear damped waves
with different scale- invariant time-dependent dissipation terms, the model which we
mean is
utt −∆u+ µ11+tut = |v|p, vtt −∆v + µ21+tvt = |u|q,
u(0, x) = u0(x), ut(0, x) = u1(x), v(0, x) = v0(x), vt(0, x) = v1(x),
(0.19)
where (t, x) ∈ [0,∞) × Rn and µ1, µ2 > 1 are real constants. We conclude from
Chapter 4 that for µ1 and µ2 are sufficiently large the solution to (0.19) behave like
the solution to the system with effective dissipation terms. On the contrary, for small
µ1 and µ2 we should consider the above system as a non-effective one.
In Chapter 5 we present some Blow up results for weakly coupled systems of Semi-
linear damped waves. After showing the basics of test function method which we
will used later for the system (0.17), we prove that the solution cannot defined glob-
ally (in time) under suitable assumptions for the data and the following condition is
satisfies
n
2
≤ max{p; q}+ 1
pq − 1 . (0.20)
The last result confirm the optimality of our previous existence results.
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1. Semilinear wave models with
effective damping term and power
nonlinearity
In this chapter, we recall some results for linear wave equations with time-dependent
dissipation introduced by J. Wirth in his paper [69] and his PhD thesis [67]. We
present results for a family of linear parameter-dependent wave equations with time-
dependent dissipation proved by M. D’Abbicco, S. Lucente and M. Reissig in [4].
These estimates are an important tool to prove the global existence of small data
energy solutions to the Cauchy problem
utt −∆u+ b(t)ut = |u|p, u(0, x) = u0(x), ut(0, x) = u1(x) (1.1)
under the requirement that the data (u0, u1) belong to
A1,1 = (H1(Rn) ∩ L1(Rn))× (L2(Rn) ∩ L1(Rn)).
The main concern of the authors was to find the critical exponent which coincides in
this case with the classical Fujita exponent pFuj(n) = 1 + 2n . The main goal of this
chapter is to generalize this result to the case where the data (u0, u1) are taken from
the space
Am,s := (Hs(Rn) ∩ Lm(Rn))× (Hmax{s−1;0}(Rn) ∩ Lm(Rn)),
where m ∈ [1, 2) and s > 0. We show how the critical exponent, it is a modified Fujita
exponent, depends on m and the dimension n. The choice of s influences the notion
of solution, too. On the one hand we have Sobolev solutions, only, on the other hand
we have energy or even classical solutions. We distinguish between the cases of low
regular data s ∈ (0, 1), data producing energy solutions in the case s = 1 and data
having a suitable higher regularity s > 1. In the latter case we distinguish between
data from Sobolev spaces with suitable regularity s ∈ (1, n
2
+ 1
]
, and large regular
data with s > n
2
+ 1.
1.1. Introduction and tools from linear theory
In this section we summarize some tools of the linear wave theory which we will apply
in the following sections.
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For this reason we address to the Cauchy problem
utt −∆u+ b(t)ut = 0, u(0, x) = u0(x), ut(0, x) = u1(x). (1.2)
In [67] the following classification of time-dependent damping terms b(t)ut was intro-
duced:
1. Scattering states to the free wave producing.
2. Non-effective dissipation producing.
3. Effective dissipation producing.
4. Over-damping producing.
Let us recall the properties of b = b(t) to define an effective dissipation term b(t)ut.
Hypothesis 1.1. We assume the following assumptions to the time-dependent coeffi-
cient b = b(t):
1. b(t) > 0 for any t ≥ 0,
2. b(t) is a monotonic function with tb(t)→∞ as t→∞,
3. ((1 + t)2b(t))−1 ∈ L1(0,∞),
4. b ∈ C3([0,∞)) and
|b(k)(t)| . b(t)
(1 + t)k
for k = 1, 2, 3, (1.3)
5. 1
b
/∈ L1(0,∞),
6. there exists a constant a ∈ [0, 1) such that
tb′(t) ≤ ab(t). (1.4)
Example 1.1. (See [4, 67] and [69]) The following functions b = b(t) satisfy the con-
ditions of Hypothesis 1.1:
1. b(t) = µ
(1+t)r
for some µ > 0 and r ∈ (−1, 1),
2. b(t) = µ
(1+t)r
(log(cr,γ + t))
γ for some µ > 0 and γ > 0,
3. b(t) = µ
(1+t)r(log(cr,γ+t))γ
for some µ > 0 and γ > 0.
Here cr,γ is a sufficiently large positive constant.
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Definition 1.1.1. We denote by B(t, 0) the primitive of 1
b(t)
which vanishes at t = 0,
that is,
B(t, 0) =
∫ t
0
1
b(r)
dr.
If the conditions (1) and (5) of Hypothesis 1.1 are satisfied, then B(t, 0) is positive,
strictly increasing, and B(t, 0)→∞ as t→∞.
Definition 1.1.2. We denote by B(t, τ) the primitive of 1
b(t)
which vanishes at t = τ,
that is,
B(t, τ) =
∫ t
τ
1
b(r)
dr = B(t, 0)−B(τ, 0).
Lemma 1.1. Thanks to (1.3) and (1.4) the primitive B(t, τ) satisfies the following
properties which will be used later:
B(t, τ) ≈ t
b(t)
− τ
b(τ)
for all τ ∈ [0, t], (1.5)
B(t, τ) ≈ B(t, 0) for all τ ∈
[
0,
t
2
]
, (1.6)
B(τ, 0) ≈ B(t, 0) for all τ ∈
[ t
2
, t
]
, (1.7)
1 + t ≈ b(t)(1 +B(t, 0)), (1.8)∫ t
t
2
1
b(τ)
(
1+B(t, τ)
)− j
2
−l
dτ . (1+B(t, 0))1− j2−l log (1+B(t, 0))l for j+l = 0, 1. (1.9)
For the proof see [4].
Theorem 1.1. (Data from energy space) ([67, 69])
If the assumptions (1) to (5) of Hypothesis 1.1 are satisfied and if the data (u0, u1)
belong to Am,1, then the energy solution to the Cauchy problem (1.2) satisfies the
following estimates:∥∥u(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)
∥∥(u0, u1)∥∥Am,1 , (1.10)∥∥∇u(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− 12∥∥(u0, u1)∥∥Am,1 , (1.11)∥∥ut(t, ·)∥∥L2(Rn) . b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−1∥∥(u0, u1)∥∥Am,1 . (1.12)
Theorem 1.2. (Low regular data)
If the assumptions (1) to (5) of Hypothesis 1.1 are satisfied and if the data (u0, u1)
belong to Am,s for s ∈ (0, 1), then the Sobolev solution to the Cauchy problem (1.2)
satisfies the following estimates:∥∥u(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)
∥∥(u0, u1)∥∥Am,s , (1.13)∥∥|D|su(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2∥∥(u0, u1)∥∥Am,s . (1.14)
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Proof. To prove these statements it is sufficient to prove (1.14) because (1.13) was
already proved in [67]. In order to use an interpolation argument we have from
estimate (1.10) the following mapping L which is defined as follows:
L : (u0, u1) ∈ Am,0 −→ u(t, ·) ∈ H˙0(Rn)
with
‖L‖Am,0−→H˙0(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2);
the estimate (1.11) implies
L : (u0, u1) ∈ Am,1 −→ u(t, ·) ∈ H˙1(Rn)
with
‖L‖Am,1−→H˙1(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− 12 .
From Proposition A.7 in the Appendix we conclude that the operator L also maps
Am,s into H˙s(Rn) for s ∈ (0, 1) with the norm estimate
‖L‖Am,s−→H˙s(Rn) . ‖L‖1−θAm,0−→L2(Rn)‖L‖θAm,1−→H˙1(Rn), (1.15)
where s = (1 − θ) · 0 + θ · 1. Then after straight-forward calculations we arrive at the
estimate (1.14).
Theorem 1.3. (High regular data)
If the assumptions (1) to (5) of Hypothesis 1.1 are satisfied and if the data (u0, u1)
belong toAm,s for s > 1, then the energy solution to the Cauchy problem (1.2) satisfies
the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)‖(u0, u1)‖Am,s , (1.16)
‖ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1‖(u0, u1)‖Am,s , (1.17)
‖|D|su(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2‖(u0, u1)‖Am,s , (1.18)
‖|D|s−1ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s−12 −1‖(u0, u1)‖Am,s .(1.19)
Proof. To prove these statements we use the same ideas which are used in the proof
of Theorem 1.2. Indeed, from [69] we have already the desired estimates for
‖u(t, ·)‖L2(Rn), ‖ut(t, ·)‖L2(Rn), ‖|D|qu(t, ·)‖L2(Rn) and for ‖|D|qut(t, ·)‖L2(Rn),
where q > 1 is an integer number. To get (1.18) we use the interpolation theorem
between
L : (u0, u1) ∈ Am,1 −→ u ∈ H˙1(Rn)
with
‖L‖Am,1−→H˙1(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− 12 ;
and
L : (u0, u1) ∈ Am,q −→ u ∈ H˙q(Rn)
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with
‖L‖Am,q−→H˙q(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− q2 .
To get (1.19) we use the interpolation theorem between
L˜ : (u0, u1) ∈ Am,1 −→ ut ∈ L2(Rn)
with
‖L˜‖Am,1−→L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1;
and
L˜ : (u0, u1) ∈ Am,q −→ ut ∈ H˙q(Rn)
with
‖L˜‖Am,q−→H˙q(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− q2−1.
In this way we complete the proof.
In [4] the authors derived Matsumura-type estimates for solutions to the family of
parameter-dependent Cauchy problems
vtt −∆v + b(t)vt = 0, v(τ, x) = 0, vt(τ, x) = g(τ, x), τ ≥ 0. (1.20)
Theorem 1.4. Let b = b(t) satisfy Hypothesis 1.1 and let g ∈ L2(Rn) ∩ Lm(Rn) for
some m ∈ [1, 2). Then the energy solution v = v(t, x) to (1.20) satisfies the following
estimates:∥∥v(t, ·)∥∥
L2(Rn) . b(τ)
−1(1 +B(t, τ))−n2 ( 1m− 12)‖g(τ, ·)‖Lm(Rn)∩L2(Rn), (1.21)∥∥∇v(t, ·)∥∥
L2(Rn) . b(τ)
−1(1 +B(t, τ))−n2 ( 1m− 12)− 12‖g(τ, ·)‖Lm(Rn)∩L2(Rn), (1.22)
∥∥vt(t, ·)∥∥L2(Rn) . b(t)−1b(τ)−1(1 +B(t, τ))−n2 ( 1m− 12)−1‖g(τ, ·)‖Lm(Rn)∩L2(Rn). (1.23)
For the proof one can see [4].
From this theorem after using the interpolation argument from Theorem A.7 we can
derive estimates for solutions to the family of parameter-dependent Cauchy problems
(1.20) with low or large regular data.
Theorem 1.5. (Low regular data)
Let b = b(t) satisfy Hypothesis 1.1 and let g ∈ L2(Rn) ∩ Lm(Rn) for some m ∈ [1, 2).
Then the Sobolev solution v = v(t, x) to (1.20) satisfies for s ∈ (0, 1) the following
estimates:∥∥v(t, ·)∥∥
L2(Rn) . b(τ)
−1(1 +B(t, τ))−n2 ( 1m− 12)∥∥g(τ, ·)∥∥
Lm(Rn)∩L2(Rn), (1.24)∥∥|D|sv(t, ·)∥∥
L2(Rn) . b(τ)
−1(1 +B(t, τ))−n2 ( 1m− 12)− s2∥∥g(τ, ·)∥∥
Lm(Rn)∩L2(Rn). (1.25)
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Theorem 1.6. (High regular data)
Let b = b(t) satisfy Hypothesis 1.1 and let g ∈ Hs−1(Rn)∩Lm(Rn) for some m ∈ [1, 2).
Then the energy solution v = v(t, x) to (1.20) satisfies for s > 1 the following estimates:∥∥v(t, ·)∥∥
L2(Rn) . b(τ)
−1(1 +B(t, τ))−n2 ( 1m− 12)‖g(τ, ·)‖Lm(Rn)∩Hs−1(Rn),∥∥vt(t, ·)∥∥L2(Rn) . b(t)−1b(τ)−1(1 +B(t, τ))−n2 ( 1m− 12)−1‖g(τ, ·)‖Lm(Rn)∩Hs−1(Rn),∥∥|D|sv(t, ·)∥∥
L2(Rn) . b(τ)
−1(1 +B(t, τ))−n2 ( 1m− 12)− s2‖g(τ, ·)‖Lm(Rn)∩Hs−1(Rn), (1.26)∥∥|D|s−1vt(t, ·)∥∥L2(Rn) . b(t)−1b(τ)−1(1+B(t, τ))−n2 ( 1m− 12)− s−12 −1‖g(τ, ·)‖Lm(Rn)∩Hs−1(Rn).
(1.27)
Remark 1.1. To prove the statements of Theorems 1.5 and 1.6 it is sufficient to use
the estimate (7.1) from the paper [4] and an interpolation argument similar as we did
in the proofs of the previous Theorems 1.2 and 1.3.
1.2. Low regular data
To formulate the following results we introduce the exponents pFuj,m(n) = 1 + 2mn for
m ∈ [1, 2) and pGN,s(n) = nn−2s .
Theorem 1.7. Let n ≤ 4s
2−m , n <
2sm
m−s , s ∈ (0, 1) and m ∈ [1, 2). The data (u0, u1) are
supposed to belong to Am,s. Moreover, the exponent p satisfies
p > pFuj,m(n), (1.28)
and
2
m
≤ p, s ∈ [1
2
, 1) if n = 1,
2
m
≤ p ≤ pGN,s(1), s ∈ (0, 12) if n = 1,
2
m
≤ p ≤ pGN,s(n) if n ≥ 2.
(1.29)
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,s ≤ 0,
then there exists a uniquely determined globally (in time) Sobolev solution to the
Cauchy problem
utt −∆u+ b(t)ut = |u|p, u(0, x) = u0(x), ut(0, x) = u1(x),
where (t, x) ∈ [0,∞)× Rn.
This solution belongs to C([0,∞), Hs(Rn)). Furthermore, the solution satisfies the
decay estimates
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)‖(u0, u1)‖Am,s ,
‖|D|su(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2‖(u0, u1)‖Am,s .
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Remark 1.2. The restriction for n depends heavily on the choice of the parameters m
and s. For n ≥ 3 we have the following statements:
1. If m ∈ [−n+√n2+16n
4
, 2
)
, then max
{
2
m
; pFuj,m(n)
}
= pFuj,m(n) and the restriction
of the dimension n will be n < 2sm
m−s .
2. If m ∈ [1, −n+√n2+16n
4
)
, then max
{
2
m
; pFuj,m(n)
}
= 2
m
and the restriction of the
dimension n will be n ≤ 4s
2−m .
Example 1.2. We discuss in the following table the conditions (1.28) and (1.29) in
some special cases which depend on the parameters n,m and s to get the admissible
range for p. We are interested in the case n ≤ 6 only.
n m Regularity s Admissible range for p
n = 1 m ∈ [1, 2) s ∈ [1
2
, 1) 1 + 2m < p <∞
s ∈ ( m
1+2m
, 1
2
) 1 + 2m < p ≤ 1
1−2s
n = 2 m ∈ [1, 2) s ∈ ( m
1+m
, 1) 1 +m < p ≤ 1
1−s
n = 3 m ∈ [−3+
√
57
4
, 2) s ∈ ( 3m
2m+3
, 1) 1 + 2m
3
< p ≤ 3
3−2s
m ∈ [1, −3+
√
57
4
) s ∈ [6−3m
4
, 1) 2
m
≤ p ≤ 3
3−2s
n = 4 m ∈ [−2+
√
20
2
, 2) s ∈ ( 2m
m+2
, 1) 1 + m
2
< p ≤ 2
2−s
m ∈ (1, −2+
√
20
2
) s ∈ [2−m, 1) 2
m
≤ p ≤ 2
2−s
n = 5 m ∈ [−5+
√
105
4
, 5
3
] s ∈ ( 5m
2m+5
, 1) 1 + 2m
5
< p ≤ 5
5−2s
m ∈ [6
5
, −5+
√
105
4
) s ∈ [10−5m
4
, 1) 2
m
≤ p ≤ 5
5−2s
n = 6 m ∈ [−3+
√
33
2
, 3
2
) s ∈ ( 3m
m+3
, 1) 1 + m
3
< p ≤ 3
3−s
m ∈ [4
3
, −3+
√
33
2
) s ∈ [6−3m
2
, 1) 2
m
≤ p ≤ 3
3−s
Example 1.3. From the previous table we can construct several examples.
1. For n = 3, if we take m = 7
4
∈ [−3+√57
4
, 2
)
, then we have the admissible range
for p as follows: 13
6
< p ≤ 3
3−2s for s ∈
(
21
26
, 1
)
.
2. For n = 6, if we take m = 7
5
∈ [−3+
√
33
2
, 3
2
) implies max
{
2
m
; pFuj,m(6)
}
=
pFuj,m(6) = 1 +
m
3
. Then we have the admissible range for p as follows:
22
15
< p ≤ 3
3−s for s ∈
(
21
22
, 1
)
.
Proof. We define the space of solutions X(t) by
X(t) = C([0, t], Hs(Rn))
with the norm
‖u‖X(t) = sup
τ∈[0,t]
{(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)‖u(τ, ·)‖L2(Rn)
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s
2‖|D|su(τ, ·)‖L2(Rn)
}
.
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We remark that if u ∈ X(t), then ‖u‖X(τ) ≤ ‖u‖X(t) for any 0 ≤ τ ≤ t. We introduce
the operator N by
N : u ∈ X(t)→ Nu = Nu(t, x) := uln(t, x) + unl(t, x). (1.30)
We denote by E0(t, 0, x) and E1(t, 0, x) the fundamental solutions to the linear equa-
tion, namely
uln(t, x) := E0(t, 0, x) ∗(x) u0(x) + E1(t, 0, x) ∗(x) u1(x)
is a solution to the Cauchy problem
utt −∆u+ b(t)ut = 0, u(0, x) = u0(x), ut(0, x) = u1(x),
and
unl(t, x) :=
∫ t
0
E1(t, τ, x) ∗(x) |u(τ, x)|pdτ
is a solution to the Cauchy problem
utt −∆u+ b(t)ut = |u(t, x)|p, u(0, x) = 0, ut(0, x) = 0.
After Proposition A.8 it is sufficient to prove the following inequalities:
‖Nu‖X(t) ≤ C0(t)‖(u0, u1)‖Am,s + C1(t)‖u‖pX(t), (1.31)
‖Nu−Nv‖X(t) ≤ C2(t)‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)), (1.32)
where C1(t), C2(t) −→ 0 for t −→ 0 and C1(t), C2(t) ≤ C for all t ∈ [0,∞). We begin
by the proof of (1.31). From the estimates (1.13) and (1.14) of Theorem 1.2 and the
definition of the norm of solutions space X(t) we have∥∥uln∥∥
X(t)
= sup
τ∈[0,t]
{(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)
∥∥uln(τ, ·)∥∥
L2(Rn)
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s
2
∥∥|D|suln(τ, ·)∥∥
L2(Rn)
}
. sup
τ∈[0,t]
{(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)(1 +B(τ, 0))−n2 ( 1m− 12)∥∥(u0, u1)∥∥Am,s
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s
2
(
1 +B(τ, 0)
)−n
2 (
1
m
− 1
2)− s2∥∥(u0, u1)∥∥Am,s}
.
∥∥(u0, u1)∥∥Am,s .
Consequently, ∥∥uln∥∥
X(t)
. ‖(u0, u1)‖Am,s . (1.33)
To prove (1.31) it is sufficient to prove the following inequality:∥∥unl∥∥
X(t)
. ‖u‖pX(t).
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By choosing m = 2 for τ ∈ [ t
2
, t] and after using the estimate (1.25) from Theorem
1.5 we obtain∥∥|D|sunl(t, ·)∥∥
L2(Rn)
.
∫ t
0
b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− s2
∥∥|u(τ, x)|p∥∥
Lm(Rn)∩L2(Rn)dτ
.
∫ t
2
0
b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− s2‖|u(τ, x)|p‖Lm(Rn)∩L2(Rn)dτ
+
∫ t
t
2
b(τ)−1(1 +B(t, τ))−
s
2‖|u(τ, x)|p‖L2(Rn)dτ.
We have
‖|u(τ, x)|p‖Lm(Rn)∩L2(Rn) . ‖|u(τ, x)|p‖Lm(Rn) + ‖|u(τ, x)|p‖L2(Rn).
By using the Gagliardo-Nirenberg inequality from Corollary A.1 we estimate both
terms of the right-hand side. In this way we obtain for the fist term∥∥|u(τ, x)|p∥∥
Lm(Rn) =
(∫
Rn
|u(τ, x)|mpdx
) 1
mp
p
= ‖u(τ, ·)‖pLmp(Rn)
. ‖u(τ, ·)‖(1−θ)pL2(Rn) ‖|D|su(τ, ·)‖θpL2(Rn),
where
θ =
n
s
(1
2
− 1
mp
)
∈ [0, 1]
due to the condition (1.29) for p. By using the norm of solution space X(t) for
0 ≤ τ ≤ t we get
‖u(τ, ·)‖pLmp(Rn) . (1 +B(τ, 0))(1−θ)p(−
n
2 (
1
m
− 1
2))+θp(−n2 ( 1m− 12)− s2)‖u‖pX(t).
Then
‖u(τ, ·)‖pLmp(Rn) . (1 +B(τ, 0))−
n
2m
p+ n
2m‖u‖pX(t). (1.34)
The same ideas are used to estimate ‖|u(τ, x)|p‖L2. By using the classical Gagliardo-
Nirenberg inequality and the definition of the norm of solution space X(t) we get
‖|u(τ, x)|p‖L2(Rn) =
(∫
Rn
|u(τ, x)|2pdx
) 1
2p
p
= ‖u(τ, ·)‖pL2p(Rn)
. ‖u(τ, ·)‖p(1−θ˜)L2(Rn)
∥∥|D|su(τ, ·)∥∥pθ˜
L2(Rn)
. (1 +B(τ, 0))(1−θ˜)p(−n2 ( 1m− 12))+θ˜p(−n2 ( 1m− 12)− s2)‖u‖pX(t)
. (1 +B(t, τ))− s2 (1 +B(τ, 0))− n2mp+n4 ‖u‖pX(t),
where
θ˜ =
n
s
(1
2
− 1
2p
)
∈ [0, 1]
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from condition (1.29) for p. Hence, we may conclude for 0 ≤ τ ≤ t the following
estimate:
‖u(τ, ·)‖pL2p(Rn) . (1 +B(τ, 0))−
n
2m
p+n
4 ‖u‖pX(t). (1.35)
We estimate the integral over [0, t
2
] by using (1.34), (1.35) and (1.6) as follows:∫ t
2
0
b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− s2‖|u(τ, x)|p‖Lm(Rn)∩L2(Rn)dτ
. ‖u‖pX(t)
∫ t
2
0
b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− s2 (1 +B(τ, 0))−
n
2m
p+ n
2mdτ
. ‖u‖pX(t)(1 +B(t, 0))−
n
2 (
1
m
− 1
2)− s2
∫ t
2
0
b(τ)−1(1 +B(τ, 0))−
n
2m
p+ n
2mdτ
. ‖u‖pX(t)(1 +B(t, 0))−
n
2 (
1
m
− 1
2)− s2
for p > pFuj,m(n) which is exactly condition (1.28).
For the integral over [ t
2
, t] we use (1.35), (1.7) and (1.9) to get∫ t
t
2
b(τ)−1(1 +B(t, τ))−
s
2
∥∥|u(τ, x)|p∥∥
L2(Rn)dτ
. ‖u‖pX(t)
∫ t
t
2
b(τ)−1(1 +B(t, τ))−
s
2 (1 +B(τ, 0))−
n
2m
p+n
4 dτ
. ‖u‖pX(t)(1 +B(t, 0))−
n
2m
p+n
4 (1 +B(t, 0))1−
s
2
. ‖u‖pX(t)(1 +B(t, 0))−
n
2 (
1
m
− 1
2)− s2
for p > pFuj,m(n). Summarizing, we arrive at the estimate∥∥|D|sunl(t, ·)∥∥
L2(Rn) . ‖u‖pX(t)(1 +B(t, 0))−
n
2 (
1
m
− 1
2)− s2 . (1.36)
In the same way one can derive∥∥unl(t, ·)∥∥
L2(Rn) . ‖u‖pX(t)(1 +B(t, 0))−
n
2 (
1
m
− 1
2). (1.37)
Using the norm of solution space X(t) and (1.36), (1.37) we get
‖unl‖X(t)
= sup
τ∈[0,t]
{(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)
∥∥unl(τ, ·)∥∥
L2(Rn)
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s
2
∥∥|D|sunl(τ, ·)∥∥
L2(Rn)
}
. sup
τ∈[0,t]
{(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)(1 +B(τ, 0))−n2 ( 1m− 12)‖u‖pX(τ)
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s
2
(
1 +B(τ, 0)
)−n
2 (
1
m
− 1
2)− s2‖u‖pX(τ)
}
. ‖u‖pX(t).
So, it follows the desired estimate∥∥unl∥∥
X(t)
. ‖u‖pX(t). (1.38)
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Taking into consideration (1.33) and (1.38) the estimate (1.31) is proved.
Now we turn to (1.32). We assume that u and v are two functions belonging to X(t).
Then we have∥∥|D|s(Nu−Nv)(t, ·)∥∥
L2(Rn)
=
∥∥∥|D|s ∫ t0 E1(t, τ, x) ∗(x) (|u(τ, x)|p − |v(τ, x)|p)dτ∥∥∥
L2(Rn)
.
∫ t
2
0
b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− s2
×∥∥(|u(τ, x)|p − |v(τ, x)|p)∥∥
Lm(Rn)∩L2(Rn) dτ
+
∫ t
t
2
b(τ)−1(1 +B(t, τ))−
s
2
∥∥(|u(τ, x)|p − |v(τ, x)|p)∥∥
L2(Rn) dτ.
(1.39)
Hölder’s inequality implies∥∥|u(τ, x)|p − |v(τ, x)|p∥∥
L2(Rn)
.
∥∥u(τ, ·)− v(τ, ·)∥∥
L2p(Rn)
(‖u(τ, ·)‖p−1L2p(Rn) + ‖v(τ, ·)‖p−1L2p(Rn)), (1.40)∥∥|u(τ, x)|p − |v(τ, x)|p∥∥
Lm(Rn)
.
∥∥u(τ, ·)− v(τ, ·)∥∥
Lmp(Rn)
(‖u(τ, ·)‖p−1Lmp(Rn) + ‖v(τ, ·)‖p−1Lmp(Rn)). (1.41)
By using the norm of solution space X(t) and after applying the classical Gagliardo-
Nirenberg inequality as we did for (1.34) and (1.35) we obtain for 0 ≤ τ ≤ t the
following estimates:
‖u(τ, ·)− v(τ, ·)‖L2p(Rn) . (1 +B(τ, 0))−
n
2m
+ n
4p‖u− v‖X(t),
‖u(τ, ·)‖p−1L2p(Rn) . (1 +B(τ, 0))(−
n
2m
+ n
4p)(p−1)‖u‖p−1X(t),
‖v(τ, ·)‖p−1L2p(Rn) . (1 +B(τ, 0))(−
n
2m
+ n
4p)(p−1)‖v‖p−1X(t),
‖u(τ, ·)− v(τ, ·)‖Lmp(Rn) . (1 +B(τ, 0))−
n
2m
+ n
2mp‖u− v‖X(t),
‖u(τ, ·)‖p−1Lmp(Rn) . (1 +B(τ, 0))(−
n
2m
+ n
2mp)(p−1)‖u‖p−1X(t),∥∥v(τ, ·)∥∥p−1
Lmp(Rn) . (1 +B(τ, 0))
(− n2m+ n2mp)(p−1)‖v‖p−1X(t).
Then we get∥∥|u(τ, x)|p − |v(τ, x)|p∥∥
L2(Rn)
. (1 +B(τ, 0))− n2mp+n4 ‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)), (1.42)∥∥|u(τ, x)|p − |v(τ, x)|p∥∥
Lm(Rn)
. (1 +B(τ, 0))− n2mp+ n2m‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)). (1.43)
Applying the same ideas as we did to estimate
∥∥|D|sunl(t, ·)∥∥
L2(Rn), this means, after
plugging (1.42) and (1.43) into (1.39) one can get for p > pFuj,m(n) the following
estimates:∥∥|D|s(Nu−Nv)(t, ·)∥∥
L2(Rn)
. (1 +B(t, 0))−n2 ( 1m− 12)− s2‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)),
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∥∥(Nu−Nv)(t, ·)∥∥
L2(Rn)
. (1 +B(t, 0))−n2 ( 1m− 12)‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)).
Then from the definition of X(t), the proof of (1.32) is completed.
1.3. Data from the energy space
Let us come back to the Cauchy problem
utt −∆u+ b(t)ut = |u|p, u(0, x) = u0(x), ut(0, x) = u1(x), (1.44)
where (t, x) ∈ [0,∞) × Rn. If we assume in Theorem 1.7 that s tends to 1 with
additional regularity L1(Rn) for the data, this means m = 1, then we obtain the
global existence in time of Sobolev solutions in C([0,∞), H1(Rn)). This coincides with
the result in [4], where the data space is (H1(Rn) ∩ L1(Rn))× (L2(Rn) ∩ L1(Rn)). But
there the authors proved even the existence of energy solutions.
Theorem 1.8. Let n ≤ 4 and (u0, u1) ∈ A1,1. The exponent p satisfies
p > pFuj(n) if n = 1, 2,
2 ≤ p ≤ 3 = pGN(3) if n = 3,
p = 2 = pGN(4) if n = 4,
where pFuj(n) = 1 + 2n and pGN(n) =
n
n−2 . Then, there exists a small constant 0 such
that, if
‖(u0, u1)‖A1,1 ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (1.44) in
C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn)).
Furthermore, the solution satisfies the decay estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
4 ‖(u0, u1)‖A1,1 ,
‖∇u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
4
− 1
2‖(u0, u1)‖A1,1 ,
‖ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
4
−1‖(u0, u1)‖A1,1 .
For the proof see [4].
If we suppose for the data an additional regularity Lm(Rn) with m ∈ [1, 2), then we
get the following result which also can be found in the paper [5].
Theorem 1.9. Let n ≤ 4
2−m and n <
2m
m−1 . The data (u0, u1) are assumed to belong toAm,1 for m ∈ [1, 2). The exponent p satisfies
p > pFuj,m(n),
2
m
≤ p <∞ if n = 1, 2,
2
m
≤ p ≤ pGN(n) if 2 < n ≤ 6. (1.45)
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Then, there exists a small constant 0 such that, if
‖(u0, u1)‖Am,1 ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (1.44) in
C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn)).
Furthermore, the solution satisfies the decay estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)‖(u0, u1)‖Am,1 ,
‖∇u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− 12‖(u0, u1)‖Am,1 ,
‖ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1‖(u0, u1)‖Am,1 .
Remark 1.3. In the last theorem we have results for n ≤ 6 only. For the case n = 7
the admissible range for p will be empty as we will show later in detail. We will devote
to the cases n = 6 and n = 7 only.
The case n = 6: If m ∈ [−6+√132
4
, 2
)
, then max
{
2
m
; pFuj,m(n)
}
= pFuj,m(n) and
m
3
+ 1 < p ≤ 3
2
for m ∈ [1, 3
2
)
. Finally, an admissible range for p exists only if
m ∈ [−6+√132
4
, 2
) ∩ [1, 3
2
)
=
[−6+√132
4
, 3
2
)
.
If m ∈ [1, −6+√132
4
)
, then max
{
2
m
; pFuj,m(n)
}
= 2
m
and 2
m
≤ p ≤ 3
2
for m ∈ [4
3
, 2
)
.
Finally, an admissible range for p exists only ifm ∈ [1, −6+√132
4
)∩[4
3
, 2
)
=
[
4
3
, −6+
√
132
4
)
.
The case n = 7: If m ∈ [−7+√161
4
, 2
)
, then max
{
2
m
; pFuj,m(n)
}
= pFuj,m(n) and
2m
7
+ 1 < p ≤ 7
5
for m ∈ [1, 7
5
)
. Finally, an admissible range for p exists only if
m ∈ [−7+√161
4
, 2
) ∩ [1, 7
5
)
= ∅.
If m ∈ [1, −7+√161
4
)
, then max
{
2
m
; pFuj,m(n)
}
= 2
m
and 2
m
≤ p ≤ 7
5
for m ∈ [10
7
, 2
)
.
Finally, an admissible range for p exists only if m ∈ [1, −7+√161
4
] ∩ [10
7
, 2
)
= ∅.
Remark 1.4. Comparing the statements of Theorems 1.8 and 1.9 we deduce the
benefit of the additional regularity Lm(Rn) of the data. It allows to have results for
dimensions up to n = 6 unlike the previous case of L1(Rn) additional regularity where
results are proved for n ≤ 4 only.
Example 1.4. Let us choose b(t) = 1
(1+t)r
, where r ∈ (−1, 1). Then due to Theorem 1.9
we obtain the global existence (in time) of energy solutions to (1.44) for small initial
data (u0, u1) ∈ Am,1. The solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) . (1 + t)−
n
2 (
1
m
− 1
2)(1+r)‖(u0, u1)‖Am,1 ,
‖∇u(t, ·)‖L2(Rn) . (1 + t)−(
n
2 (
1
m
− 1
2)+
1
2)(1+r)‖(u0, u1)‖Am,1 ,
‖ut(t, ·)‖L2(Rn) . (1 + t)−
n
2 (
1
m
− 1
2)(1+r)−1‖(u0, u1)‖Am,1 .
To get the last estimate we use property (1.8).
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Proof. We define the space of solutions X(t) by
X(t) = C([0, t], H1(Rn)) ∩ C1([0, t], L2(Rn))
with the norm
‖u‖X(t) = sup
τ∈[0,t]
{(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)‖u(τ, ·)‖L2(Rn)
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
1
2‖∇u(τ, ·)‖L2(Rn)
+b(τ)
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+1‖ut(τ, ·)‖L2(Rn)
}
.
Let N be the operator which is defined by (1.30). So,
Nu(t, x) = E0(t, 0, x) ∗(x) u0(x) + E1(t, 0, x) ∗(x) u1(x) +
∫ t
0
E1(t, τ, x) ∗(x) |u(τ, x)|pdτ.
Our goal is to prove the inequalities of Proposition A.8. These inequalities are
‖Nu‖X(t) . ‖(u0, u1)‖Am,1 + ‖u‖pX(t), (1.46)
‖Nu−Nv‖X(t) . ‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)). (1.47)
Let us start with inequality (1.46). Using the estimates (1.10), (1.11) and (1.12) of
Theorem 1.1 and taking account of the norm of the solution space X(t) we obtain
immediately ∥∥uln∥∥
X(t)
. ‖(u0, u1)‖Am,1 . (1.48)
To complete the proof of (1.46) we have to estimate ‖unl‖X(t). After using the estimate
(1.22) of Theorem 1.4 we get
∥∥∇unl(t, ·)∥∥
L2(Rn) .
∫ t
0
b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− 12‖|u(τ, x)|p‖Lm(Rn)∩L2(Rn)dτ.
By choosing m = 2 for the integral over [ t
2
, t] we get
∥∥∇unl(t, ·)∥∥
L2(Rn) .
∫ t
2
0
b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− 12‖|u(τ, x)|p‖Lm(Rn)∩L2(Rn)dτ
+
∫ t
t
2
b(τ)−1(1 +B(t, τ))−
1
2‖|u(τ, x)|p‖L2(Rn)dτ.
Using the classical Gagliardo-Nirenberg inequality gives for 0 ≤ τ ≤ t the estimate
‖u(τ, ·)‖pLmp(Rn) . (1 +B(τ, 0))−
n
2m
p+ n
2m‖u‖pX(t),
where θ = n
(
1
2
− 1
mp
) ∈ [0, 1] due to the conditions (1.45) for p.
Analogously,
‖u(τ, ·)‖pL2p(Rn) . (1 +B(τ, 0))−
n
2m
p+n
4 ‖u‖pX(t),
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due to the conditions (1.45) for p. Using these estimates and (1.6), (1.7) we may
conclude for p > pFuj,m(n) the estimates∫ t
2
0
b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− 12‖|u(τ, x)|p‖Lm(Rn)∩L2(Rn)dτ
. ‖u‖pX(t)(1 +B(t, 0))−
n
2 (
1
m
− 1
2)− 12
and∫ t
t
2
b(τ)−1(1 +B(t, τ))−
1
2‖|u(τ, x)|p‖L2(Rn)dτ . ‖u‖pX(t)(1 +B(t, 0))−
n
2 (
1
m
− 1
2)− 12 .
Consequently, ∥∥∇unl(t, ·)∥∥
L2(Rn) . ‖u‖pX(t)(1 +B(t, 0))−
n
2 (
1
m
− 1
2)− 12 . (1.49)
Using the same ideas one can derive∥∥unlt (t, ·)∥∥L2(Rn) . ‖u‖pX(t)b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−1, (1.50)
‖unl(t, ·)‖L2(Rn) . ‖u‖pX(t)(1 +B(t, 0))−
n
2 (
1
m
− 1
2). (1.51)
Replacing the estimates (1.49), (1.50) and (1.51) in the norm of the solution space
X(t) we obtain ∥∥unl∥∥
X(t)
. ‖u‖pX(t). (1.52)
Then after the estimates (1.48) and (1.52) the proof of (1.46) is completed.
Now let us prove the second inequality (1.47). Using the estimate (1.22) of Theorem
1.4 with m = 2 for the integral over [ t
2
, t] we obtain∥∥∇(Nu−Nv)(t, ·)∥∥
L2(Rn)
=
∥∥∥∇ ∫ t
0
E1(t, τ, x) ∗(x)
(|u(τ, x)|p − |v(τ, x)|p)dτ∥∥∥
L2(Rn)
.
∫ t
2
0
(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− 12
∥∥ (|u(τ, x)|p − |v(τ, x)|p)∥∥
Lm(Rn)∩L2(Rn) dτ
+
∫ t
t
2
(1 +B(t, τ))−
1
2
∥∥(|u(τ, x)|p − |v(τ, x)|p)∥∥
L2(Rn) dτ.
After using the estimates (1.42) and (1.43) of the proof of Theorem 1.7 and (1.6),
(1.7) we obtain in the same way we estimated
∥∥∇unl(t, ·)∥∥
L2(Rn) under condition (1.9)
the following estimate:∥∥∇(Nu−Nv)(t, ·)∥∥
L2(Rn) . (1 +B(t, 0))
−n
2 (
1
m
− 1
2)− 12‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)),∥∥(Nu−Nv)(t, ·)∥∥
L2(Rn) . (1 +B(t, 0))
−n
2 (
1
m
− 1
2)‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)),∥∥∂t(Nu−Nv)(t, ·)∥∥L2(Rn) . b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−1
×‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)).
Then from the definition of the norm of X(t) the proof is completed.
34 1. Semilinear wave models with effective damping term and power nonlinearity
1.4. Data from Sobolev spaces with suitable regularity
Again we turn to the Cauchy problem
utt −∆u+ b(t)ut = |u|p, (u, ut)(0, x) = (u0, u1)(x). (1.53)
But now we assume that the data have a suitable larger regularity, i.e.,
(u0, u1) ∈ Hs(Rn)×Hs−1(Rn), s ∈
(
1, 1 +
n
2
]
with an additional regularity Lm(Rn), m ∈ [1, 2). In this section we shall use a gener-
alized (fractional) Gagliardo-Nirenberg inequality used in the papers [19] and [55].
Furthermore, we shall use a fractional Leibniz rule and a fractional chain rule which
are explained in Propositions A.2 and A.4 from the Appendix.
Theorem 1.10. Let n ≥ 4 and s ∈ [3, n
2
+ 1]. The data (u0, u1) are supposed to
belong to Am,s, where m ∈ [1, 2). Finally, the following conditions are satisfied for the
exponent p:
dse < p if s ∈ [n
2
, n
2
+ 1],
dse < p ≤ 1 + 2
n−2s if s ∈ [3, n2 ).
(1.54)
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,s ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (1.53) in
C([0,∞), Hs(Rn)) ∩ C1([0,∞), Hs−1(Rn)).
Furthermore, the solution satisfies the estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)‖(u0, u1)‖Am,s ,
‖ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1‖(u0, u1)‖Am,s ,
‖|D|su(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2‖(u0, u1)‖Am,s ,
‖|D|s−1ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1− s−12 ‖(u0, u1)‖Am,s .
Example 1.5. We discuss in the following table the condition (1.54) in some special
cases for m ∈ [1, 2), n and s to get the admissible range for p.
dim
en
sio
n n
reg
ula
rit
y s
ad
mi
ssi
ble
ra
ng
e f
or
p
n = 4 s = 3 p > 3
n = 5 s ∈ [3, 7
2
]
p > dse
n = 6 s ∈ [3, 4] p > dse
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Proof. We define the space of solutions X(t) by
X(t) = C([0, t], Hs(Rn)) ∩ C1([0, t], Hs−1(Rn))
with the norm
‖u‖X(t) = sup
τ∈[0,t]
{(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)‖u(τ, ·)‖L2(Rn)
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s
2‖|D|su(τ, ·)‖L2(Rn)
+b(τ)
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+1‖ut(τ, ·)‖L2(Rn)
+b(τ)
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s−1
2
+1‖|D|s−1ut(τ, ·)‖L2(Rn)
}
.
Let N be the operator which is defined in (1.30). Our aim is to prove the inequalities
‖Nu‖X(t) . ‖(u0, u1)‖Am,s + ‖u‖pX(t), (1.55)
‖Nu−Nv‖X(t) . ‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)). (1.56)
We begin the proof of inequality (1.55). We have for the norm ‖uln‖X(t) of the linear
part uln of the solution u
‖uln‖X(t)
= sup
τ∈[0,t]
{(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)‖uln(τ, ·)‖L2(Rn)
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s
2‖|D|suln(τ, ·)‖L2(Rn)
+b(τ)
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+1‖ulnt (τ, ·)‖L2(Rn)
+b(τ)
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+1+
s−1
2 ‖|D|s−1ulnt (τ, ·)‖L2(Rn)
}
.
By using the estimates (1.16) to (1.19) of Theorem 1.3 we obtain immediately
‖uln‖X(t) . ‖(u0, u1)‖Am,s . (1.57)
We show how to estimate the most complicate norm of the nonlinear part unl of the
solution u which seems to be
‖|D|s−1unlt (t, ·)‖L2(Rn).
Here we use the estimates (1.27) of Theorem 1.6 for the integral over
[
0, t
2
]
and we
take m = 2 for the integral over
[
t
2
, t
]
. Then we obtain
‖|D|s−1unlt (t, ·)‖L2(Rn)
.
∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)−1− s−12 ‖|u(τ, x)|p‖Lm(Rn)∩L2(Rn)∩H˙s−1(Rn)dτ
+
∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1−
s−1
2 ‖|u(τ, x)|p‖L2(Rn)∩H˙s−1(Rn)dτ.
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Now we have to estimate for 0 ≤ τ ≤ t the following norms:
‖|u(τ, x)|p‖Lm(Rn), ‖|u(τ, x)|p‖L2(Rn), ‖|u(τ, x)|p‖H˙s−1(Rn).
By using the classical Gagliardo-Nirenberg inequality we obtain
‖|u(τ, x)|p‖Lm(Rn) . ‖u(τ, ·)‖pLmp(Rn)
. ‖u(τ, ·)‖(1−θ)pL2(Rn) ‖|D|su(τ, ·)‖θpL2(Rn).
Here θ = n
s
(
1
2
− 1
mp
)
has to fulfil θ ∈ [0, 1]. This is valid for
2
m
≤ p if n ≤ 2s,
2
m
≤ p ≤ 2n
m(n−2s) if n > 2s.
By using the norm of the solution space X(t) we get
‖u(τ, ·)‖pLmp(Rn) . (1 +B(τ, 0))(1−θ)p(−
n
2 (
1
m
− 1
2))+θp(−n2 ( 1m− 12)− s2)‖u‖pX(t).
Then
‖u(τ, ·)‖pLmp(Rn) . (1 +B(τ, 0))−
n
2m
p+ n
2m‖u‖pX(t). (1.58)
Applying the same ideas leads to
‖u(τ, ·)‖pL2p(Rn) . (1 +B(τ, 0))−
n
4
p+n
4 ‖u‖pX(t), (1.59)
where
1 ≤ p if n ≤ 2s,
1 ≤ p ≤ n
n−2s if n > 2s.
All together implies the following conditions for the exponent p:
2
m
≤ p if n ≤ 2s,
2
m
≤ p ≤ n
n−2s if n > 2s.
To estimate ‖|u(τ, x)|p‖H˙s−1(Rn) we use the fractional chain rule from Proposition A.4
and the fractional Gagliardo-Nirenberg inequality. In this way we may conclude
‖|u(τ, x)|p‖H˙s−1(Rn) =
∥∥|D|s−1|u(τ, x)|p∥∥
L2(Rn)
.
∥∥u(τ, ·)∥∥p−1
Lq1 (Rn)
∥∥|D|s−1u(τ, ·)∥∥
Lq2 (Rn) for p > ds− 1e,
where
p− 1
q1
+
1
q2
=
1
2
. (1.60)
Applying the classical Gagliardo-Nirenberg inequality to
∥∥u(τ, ·)∥∥
Lq1 (Rn) we get∥∥u(τ, ·)∥∥
Lq1 (Rn) .
∥∥u(τ, ·)∥∥1−θ
L2(Rn)
∥∥|D|su(τ, ·)∥∥θ
L2(Rn)
. (1 +B(τ, 0))−n2 ( 1m− 12)(1−θ)−(n2 ( 1m− 12)+ s2 )θ‖u‖X(t)
. (1 +B(τ, 0))−
n
2m
+ n
2q1 ‖u‖X(t),
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where θ = n
s
(
1
2
− 1
q1
) ∈ [0, 1]. This implies
2 ≤ q1 if n ≤ 2s,
2 ≤ q1 ≤ nn−2s if n > 2s.
Finally, we arrive at∥∥u(τ, ·)∥∥p−1
Lq1 (Rn) . (1 +B(τ, 0))
(
− n
2m
+ n
2q1
)
(p−1)‖u‖p−1X(t). (1.61)
We apply the same tools, the fractional Gagliardo-Nirenberg inequality instead, to
estimate
∥∥|D|s−1u(τ, ·)∥∥
Lq2 (Rn). So, we obtain∥∥|D|s−1u(τ, ·)∥∥
Lq2 (Rn) .
∥∥u(τ, ·)∥∥1−θ˜
L2(Rn)
∥∥|D|su(τ, ·)∥∥θ˜
L2(Rn)
. (1 +B(τ, 0))−n2
(
1
m
− 1
2
)
(1−θ˜)−
(
n
2
(
1
m
− 1
2
)
+ s
2
)
θ˜‖u‖X(t)
. (1 +B(τ, 0))−
n
2m
+ n
2q2
− s−1
2 ‖u‖X(t),
where θ˜ = n
s
(
1
2
− 1
q2
)
+ s−1
s
∈ [ s−1
s
, 1
]
. This implies
2 ≤ q2 if n ≤ 2,
2 ≤ q2 ≤ 2nn−2 if n > 2.
Consequently, we get
‖|u(τ, x)|p‖H˙s−1(Rn) . (1 +B(τ, 0))−
n
2m
p+n
4
− s−1
2 ‖u‖pX(t), (1.62)
where
2 ≤ q1, 2 ≤ q2 if n ≤ 2,
2 ≤ q1, 2 ≤ q2 ≤ 2nn−2 if 2 < n ≤ 2s,
2 ≤ q1 ≤ nn−2s , 2 ≤ q2 ≤ 2nn−2 if n > 2s.
Then we can verify the existence of parameters q1 and q2 satisfying the last conditions.
For 2 < n ≤ 2s it is possible to choose q2 = 2nn−2 . This choice of q2 together with the
defined relation (1.60) leads to q1 = n(p − 1) ≥ 2 for p ≥ 1 + 2n . For n > 2s it is
also possible to choose q2 = 2nn−2 which leads to q1 = n(p− 1), too. But, we have the
requirement q1 ∈ [2, 2nn−2s ]. This condition on q1 generates a new upper bound for p,
that is,
1 +
2
n
≤ p ≤ 1 + 2
n− 2s. (1.63)
This condition is satisfied due to the assumptions in the theorem. Summarizing, the
estimates (1.58), (1.59) and (1.62) gives
‖|D|s−1unlt (t, ·)‖L2(Rn)
. ‖u‖pX(t)
∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− s−12 −1(1 +B(τ, 0))−
n
2m
p+ n
2mdτ
+‖u‖pX(t)
∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−
s−1
2
−1(1 +B(τ, 0))−
n
2m
p+n
4 dτ.
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Now we estimate the last integrals. If τ ∈ [0, t
2
]
, then after using (1.6) we get∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− s−12 −1(1 +B(τ, 0))−
n
2m
p+ n
2mdτ
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)− s−12 −1
∫ t
2
0
b(τ)−1(1 +B(τ, 0))−
n
2m
p+ n
2mdτ
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)− s−12 −1,
where the condition p > pFuj,m(n) which is satisfied from assumption (1.54) implies
− n
2m
p+ n
2m
< −1.
If τ ∈ [ t
2
, t
]
, then after using (1.7) we get∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1−
s−1
2 (1 +B(τ, 0))−
n
2m
p+n
4 dτ
. b(t)−1(1 +B(t, 0))− n2mp+n4
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)− s−12 −1
for p > 2m
n
(
s+1
2
)
+1 which is included in condition (1.54) for s > 3 and n ≥ 4. Indeed,
from (1.54) we have p > dse. But
dse > s >
(s+ 1
2
)
+ 1 >
2m
n
(s+ 1
2
)
+ 1. (1.64)
Hence, we obtain the desired estimate
‖|D|s−1unlt (t, ·)‖L2(Rn) . ‖u‖pX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)− s−12 −1. (1.65)
In the same way we can prove
‖unl(t, ·)‖L2(Rn) . ‖u‖pX(t)(1 +B(t, 0))−
n
2 (
1
m
− 1
2), (1.66)
‖unlt (t, ·)‖L2(Rn) . ‖u‖pX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−1, (1.67)
‖|D|sunl(t, ·)‖L2(Rn) . ‖u‖pX(t)(1 +B(t, 0))−
n
2 (
1
m
− 1
2)− s2 . (1.68)
All together yields
‖unl‖X(t) . ‖u‖pX(t). (1.69)
From (1.57) and (1.69) we get (1.55).
To prove (1.56) we recall
‖Nu−Nv‖X(t) =
∥∥∥∫ t
0
E1(t, τ, x) ∗(x)
(|u(τ, x)|p − |v(τ, x)|p)dτ∥∥∥
X(t)
.
We only show how to estimate ‖|D|s−1∂t(Nu − Nv)(t, ·)‖L2(Rn). In the same way we
estimate the other terms appearing in the norm (|Nu−Nv) (t, ·)‖X(t). It holds∥∥∥|D|s−1∂t ∫ t0 E1(t, τ, x) ∗(x) (|u(τ, x)|p − |v(τ, x)|p)dτ∥∥∥
L2(Rn)
.
∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− s−12 −1
×∥∥|u(τ, x)|p − |v(τ, x)|p∥∥
Lm(Rn)∩L2(Rn)∩H˙s−1(Rn)dτ
+
∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ)
)− s−1
2
−1
×∥∥|u(τ, x)|p − |v(τ, x)|p∥∥
L2(Rn)∩H˙s−1(Rn) dτ.
(1.70)
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By Hölder’s inequality we conclude for k = m, 2 the estimates∥∥|u(τ, x)|p−|v(τ, x)|p∥∥
Lk(Rn) .
∥∥u(τ, ·)−v(τ, ·)∥∥
Lkp(Rn)
(‖u(τ, ·)‖p−1
Lkp(Rn)+‖v(τ, ·)‖p−1Lkp(Rn)
)
.
We apply the classical Gagliardo-Nirenberg inequality to the terms∥∥u(τ, ·)− v(τ, ·)∥∥
Lkp(Rn), ‖u(τ, ·)‖Lkp(Rn), ‖v(τ, ·)‖Lkp(Rn).
We get for 0 ≤ τ ≤ t the estimates∥∥|u(τ, x)|p − |v(τ, x)|p∥∥
L2(Rn)
. (1 +B(τ, 0))− n2mp+n4 ‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)), (1.71)∥∥|u(τ, x)|p − |v(τ, x)|p∥∥
Lm(Rn)
. (1 +B(τ, 0))− n2mp+ n2m‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)). (1.72)
On the other hand we have after the application of the fractional Leibniz rule in form
of Proposition A.2 from the Appendix∥∥|u(τ, x)|p − |v(τ, x)|p∥∥
H˙s−1(Rn) =
∥∥|D|s−1(|u(τ, x)|p − |v(τ, x)|p)∥∥
L2(Rn)
.
∫ 1
0
∥∥|D|s−1 {(u− v)(u− r(u− v))|u− r(u− v)|p−2}∥∥
L2(Rn)dr
.
∫ 1
0
∥∥|D|s−1(u− v)∥∥
Lq1 (Rn)
∥∥(u− r(u− v))|u− r(u− v)|p−2∥∥
Lq2 (Rn)dr
+
∫ 1
0
∥∥u− v∥∥
Lq3 (Rn)
∥∥|D|s−1 [(u− r(u− v))|u− r(u− v)|p−2] ∥∥
Lq4 (Rn)dr,
where
1
2
=
1
q1
+
1
q2
=
1
q3
+
1
q4
. (1.73)
By using the fractional Gagliardo-Nirenberg inequality we obtain∥∥|D|s−1(u− v)∥∥
Lq1 (Rn) .
∥∥(u− v)∥∥1−θ1
L2(Rn)
∥∥|D|s(u− v)∥∥θ1
L2(Rn)
. (1 +B(τ, 0))(1−θ1)(−n2 ( 1m− 12))+θ1(−n2 ( 1m− 12)− s2)
∥∥u− v∥∥
X(t)
. (1 +B(τ, 0))−
n
2m
− s−1
2
+ n
2q1
∥∥u− v∥∥
X(t)
,
where θ1 = ns
(
1
2
− 1
q1
+ s−1
n
) ∈ [ s−1
s
, 1]. Then∥∥|D|s−1(u− v)∥∥
Lq1 (Rn) . (1 +B(τ, 0))
− n
2m
− s−1
2
+ n
2q1
∥∥u− v∥∥
X(t)
. (1.74)
In the same way we use the classical Gagliardo-Nirenberg inequality to the second
factor and get∥∥(u− r(u− v))|u− r(u− v)|p−2∥∥
Lq2 (Rn)
.
∥∥u− r(u− v)∥∥p−1
Lq2(p−1)(Rn)
.
∥∥u− r(u− v)∥∥(1−θ2)(p−1)
L2(Rn)
∥∥|D|s (u− r(u− v))∥∥θ2(p−1)
L2(Rn)
. (1 +B(τ, 0))(1−θ2)(p−1)(−n2 ( 1m− 12))+θ2(p−1)(−n2 ( 1m− 12)− s2)
∥∥u− v∥∥
X(t)
. (1 +B(τ, 0))−
n
2m
(p−1)+ n
2q2
∥∥u− r(u− v)∥∥p−1
X(t)
,
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where θ2 = ns
(
1
2
− 1
q2(p−1)
) ∈ [0, 1]. So,∥∥u− r(u− v)∥∥p−1
Lq2 (Rn) . (1 +B(τ, 0))
− n
2m
(p−1)+ n
2q2
∥∥u− r(u− v)∥∥p−1
X(t)
. (1.75)
Now we discuss the choice of parameters θ1 and θ2. From the definition we get the
following conditions:
1
q1
+
1
q2
=
1
2
and
1
q1
≤ 1
2
and 1
q2
≤ p−1
2
if n ≤ 2,
n−2
2n
≤ 1
q1
≤ 1
2
and 1
q2
≤ p−1
2
if 2 < n ≤ 2s,
n−2
2n
≤ 1
q1
≤ 1
2
and n−2s
2n
(p− 1) ≤ 1
q2
≤ p−1
2
if n > 2s.
We distinguish between two cases.
If 2 < n ≤ 2s, then we can choose q1 = 2nn−2 . From q1 we can fix q2 = n which fulfils
also 1
q2
≤ p−1
2
for p ≥ 1 + 2
n
.
If n > 2s, then we can choose q1 = 2nn−2 which fulfils
n−2
2n
≤ 1
q1
≤ 1
2
. Then we fix q2 = n
which also fulfils n−2s
2n
(p − 1) ≤ 1
q2
≤ p−1
2
for p ≤ 1 + 2
n−2s . Then after getting (1.74)
and (1.75) we may conclude∥∥|D|s−1(u− v)∥∥
Lq1 (Rn)
∥∥(u− r(u− v))|u− r(u− v)|p−2∥∥
Lq2 (Rn) (1.76)
. (1 +B(τ, 0))− n2mp+n4− s−12
∥∥u− v∥∥
X(t)
∥∥u− r(u− v)∥∥p−1
X(t)
.
Now we turn to estimate the second integral. We have for the first term of the second
integral∥∥u− v∥∥
Lq3 (Rn) .
∥∥(u− v)∥∥1−θ3
L2(Rn)
∥∥|D|s(u− v)∥∥θ3
L2(Rn)
. (1 +B(τ, 0))(1−θ3)(−n2 ( 1m− 12))+θ3(−n2 ( 1m− 12)− s2)
∥∥u− v∥∥
X(t)
. (1 +B(τ, 0))−
n
2m
+ n
2q3
∥∥u− v∥∥
X(t)
.
Here θ3 = ns
(
1
2
− 1
q3
) ∈ [0, 1]. So,∥∥u− v∥∥
Lq3 (Rn) . (1 +B(τ, 0))
− n
2m
+ n
2q3
∥∥u− v∥∥
X(t)
. (1.77)
Now we estimate the second term. After using Proposition A.4 for p− 1 > ds− 1e we
arrive at the estimate∥∥|D|s−1 [(u− r(u− v))|u− r(u− v)|p−2] ∥∥
Lq4 (Rn)
. ‖u− r(u− v)‖p−2Lq5 (Rn)‖|D|s−1(u− r(u− v))‖Lq6 (Rn),
where 1
q4
= p−2
q5
+ 1
q6
.
Then, after using the classical Gagliardo-Nirenberg inequality we get for the first term
the following estimate:
‖u− r(u− v)‖p−2Lq5 (Rn) . ‖u− r(u− v)‖(p−2)(1−θ5)L2(Rn) ‖|D|s(u− r(u− v))‖(p−2)θ5L2(Rn)
. (1 +B(τ, 0))(−n2 ( 1m− 12))(p−2)(1−θ5)+(−n2 ( 1m− 12)− s2)(p−2)θ5
∥∥u− r(u− v)∥∥p−2
X(t)
. (1 +B(τ, 0))−
n
2m
(p−2)+ n
2q5
(p−2)∥∥u− r(u− v)∥∥p−2
X(t)
,
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where θ5 = ns
(
1
2
− 1
q5
) ∈ [0, 1]. Applying the fractional Gagliardo-Nirenberg inequality
from Proposition A.1 we may conclude for the second term of the last right-hand side
the estimate
‖|D|s−1(u− r(u− v))‖Lq6 (Rn) . ‖u− r(u− v)‖1−θ6L2(Rn)‖|D|s(u− r(u− v))‖θ6L2(Rn)
. (1 +B(τ, 0))(−n2 ( 1m− 12))(1−θ6)+(−n2 ( 1m− 12)− s2)θ6
∥∥u− r(u− v)∥∥
X(t)
. (1 +B(τ, 0))−
n
2m
+ n
2q6
− s−1
2
∥∥u− r(u− v)∥∥
X(t)
,
where θ6 = ns
(
1
2
− 1
q6
)
+ s−1
s
∈ [ s−1
s
, 1].
Summarizing gives∥∥|D|s−1 [(u− r(u− v))|u− r(u− v)|p−2] ∥∥
Lq4 (Rn)
. (1 +B(τ, 0))−
n
2m
(p−2)+ n
2q5
(p−2)− n
2m
+ n
2q6
− s−1
2
∥∥u− r(u− v)∥∥p−1
X(t)
= (1 +B(τ, 0))
− n
2m
(p−1)+ n
2q4
− s−1
2
∥∥u− r(u− v)∥∥p−1
X(t)
.
Now we have to verify if we can choose in a suitable way all parameters q3 to q6. The
conditions
1
q3
+
1
q4
=
1
2
and
p− 2
q5
+
1
q6
=
1
q4
imply
1
q3
+
p− 2
q5
+
1
q6
=
1
2
.
Moreover, we get the conditions
1
q3
≤ 1
2
, 1
q5
≤ 1
2
and n−2
2n
≤ 1
q6
≤ 1
2
if 2 < n ≤ 2s,
n−2s
2n
≤ 1
q3
≤ 1
2
, n−2s
2n
≤ 1
q5
≤ 1
2
and n−2
2n
≤ 1
q6
≤ 1
2
if n > 2s.
One possibility to choose the parameters q3, q4, q5 and q6 satisfying the last conditions
is
q3 = n(p− 1), q4 = 2n(p− 1)
n(p− 1)− 2 , q5 = n(p− 1), q6 =
2n
n− 2 .
This choice implies the condition 1 + 2
n
≤ p ≤ 1 + 2
n−2s for n > 2 which is contained in
(1.54).
Again using all these estimates implies∥∥u− v∥∥
Lq3 (Rn)
∥∥|D|s−1 [(u− r(u− v))|u− r(u− v)|p−2] ∥∥
Lq4 (Rn)
. (1 +B(τ, 0))− n2mp+n4− s−12
∥∥u− v∥∥
X(t)
∥∥u− r(u− v)∥∥p−1
X(t)
.
Consequently, we obtain for 0 ≤ τ ≤ t the estimate∥∥|u(τ, x)|p − |v(τ, x)|p∥∥
H˙s−1(Rn)
.
∫ 1
0
(1 +B(τ, 0))−
n
2m
p+n
4
− s−1
2
∥∥u− v∥∥
X(t)
∥∥u− r(u− v)∥∥p−1
X(t)
dr
.
∫ 1
0
(1 +B(τ, 0))−
n
2m
p+n
4
− s−1
2
∥∥u− v∥∥
X(t)
(∥∥u∥∥p−1
X(t)
+
∥∥v∥∥p−1
X(t)
)
dr
. (1 +B(τ, 0))− n2mp+n4− s−12
∥∥u− v∥∥
X(t)
(∥∥u∥∥p−1
X(t)
+
∥∥v∥∥p−1
X(t)
)
.
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Finally, we get for 0 ≤ τ ≤ t the following estimate:∥∥|u(τ, x)|p − |v(τ, x)|p∥∥
H˙s−1(Rn) . (1 +B(τ, 0))
− n
2m
p+n
4
− s−1
2
×∥∥u− v∥∥
X(t)
(∥∥u∥∥p−1
X(t)
+
∥∥v∥∥p−1
X(t)
)
.
(1.78)
Taking account of (1.70) we have∥∥∥|D|s∂t ∫ t
0
E1(t, τ, x) ∗(x)
(|u(τ, x)|p − |v(τ, x)|p)dτ∥∥∥
L2(Rn)
.
∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− s−12 −1(1 +B(τ, 0))−
n
2m
p+ n
2m
×‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t))dτ
+
∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−
s−1
2
−1(1 +B(τ, 0))−
n
2m
p+n
4
×∥∥u− v∥∥
X(t)
(∥∥u∥∥p−1
X(t)
+
∥∥v∥∥p−1
X(t)
)
dτ.
Following the same steps to estimate the term ‖|D|s−1unlt (t, ·)‖L2(Rn) we can immedi-
ately conclude
‖|D|s−1∂t(Nu−Nv)(t, ·)‖L2(Rn)
. (1 +B(t, 0))−n2 ( 1m− 12)− s−12 −1
∥∥u− v∥∥
X(t)
(∥∥u∥∥p−1
X(t)
+
∥∥v∥∥p−1
X(t)
)
.
In the same way we can derive the estimates
‖|D|s(Nu−Nv)(t, ·)‖L2(Rn) . (1 +B(t, 0))−
n
2 (
1
m
− 1
2)− s2
×∥∥u− v∥∥
X(t)
(∥∥u∥∥p−1
X(t)
+
∥∥v∥∥p−1
X(t)
)
,
‖∂t(Nu−Nv)(t, ·)‖L2(Rn) . b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−1
×∥∥u− v∥∥
X(t)
(∥∥u∥∥p−1
X(t)
+
∥∥v∥∥p−1
X(t)
)
,
‖(Nu−Nv)(t, ·)‖L2(Rn) . (1 +B(t, 0))−
n
2 (
1
m
− 1
2)
∥∥u− v∥∥
X(t)
(∥∥u∥∥p−1
X(t)
+
∥∥v∥∥p−1
X(t)
)
.
The proof is completed if we replace all these estimates into the definition of the norm
of solution space X(t) to get (1.56).
If s ∈ (1, 3) or n = 3, then the condition p > 2m
n
(
s+1
2
)
+ 1 is not included in (1.54). For
this reason we will additionally suppose p > max{2m
n
(
s+1
2
)
+ 1; dse}. We introduce
the following lemma to weaken the last condition.
Lemma 1.2. The following estimates hold for the solutions of (1.20):∥∥|D|s−1vt(t, ·)∥∥L2(Rn) . b(t)−1b(τ)−1B(t, τ)−1+ ε2‖g(τ, ·)‖H˙s−1+ε(Rn)∩H˙s−1(Rn), (1.79)
∥∥|D|sv(t, ·)∥∥
L2(Rn) . b(τ)
−1B(t, τ)−
1
2‖g(τ, ·)‖H˙s−1(Rn), (1.80)
where s > 1 and ε is a small, positive and real number.
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Proof. The proof is based on the last section of the paper [4], exactly on the Lemmas
7.2 and 7.3. Indeed, for showing the estimate (1.79) we split the extended phase
space into two zones, those for large and for small frequencies. For large frequencies
|ξ| ≥ Θ = Θ(t, τ) we have∥∥|ξ|s−1∂tΦˆ(t, τ, ·)gˆ(τ, ·)∥∥L2{|ξ|≥Θ}(Rn) ≤ ∥∥∂tΦˆ(t, τ, ·)∥∥L∞{|ξ|≥Θ}(Rn)∥∥|ξ|s−1gˆ(τ, ·)∥∥L2{|ξ|≥Θ}(Rn).
From Lemma 7.2 in [4] one can get immediately
∥∥|ξ|s−1∂tΦˆ(t, τ, ·)gˆ(τ, ·)∥∥L2{|ξ|≥Θ}(Rn) . b(τ)−1(λ(τ)λ(t) )1−2δ‖g(τ, ·)‖H˙s−1(Rn). (1.81)
For small frequencies |ξ| ≤ Θ = Θ(t, τ) we have∥∥|ξ|s−1∂tΦˆ(t, τ, ·)gˆ(τ, ·)∥∥L2{|ξ|≤Θ}(Rn)
≤ ∥∥|ξ|−ε∂tΦˆ(t, τ, ·)∥∥L∞{|ξ|≤Θ}(Rn)∥∥|ξ|s−1+εgˆ(τ, ·)∥∥L2{|ξ|≤Θ}(Rn).
From the estimate (7.29) in [4] we obtain
||ξ|−ε∂tΦˆ(t, τ, ξ)| . b(t)−1b(τ)−1|ξ|2−ε exp(−C|ξ|2B(t, τ))
. b(t)−1b(τ)−1B(t, τ)−1+ ε2 .
Then ∥∥|ξ|s−1∂tΦˆ(t, τ, ·)gˆ(τ, ·)∥∥L2{|ξ|Θ}(Rn)
.≤ b(t)−1b(τ)−1B(t, τ)−1+ ε2∥∥|ξ|s−1+εgˆ(τ, ·)∥∥
L2{|ξ|≤Θ}(R
n)
.
(1.82)
Consequently, (1.81) and (1.82) leads to (1.80).
Analogously, for proving the second estimate (1.80) we have for large frequencies
∥∥|ξ|sΦˆ(t, τ, ·)gˆ(τ, ·)∥∥
L2{|ξ|≥Θ}(R
n)
. b(τ)−1
(λ(τ)
λ(t)
)1−2δ
‖g(τ, ·)‖H˙s−1(Rn). (1.83)
Similar to the proof of (1.82) using the estimate (7.29) from [4] one can conclude∥∥|ξ|sΦˆ(t, τ, ·)gˆ(τ, ·)∥∥
L2{|ξ|≤Θ}(R
n)
≤ ∥∥|ξ|Φˆ(t, τ, ·)∥∥
L∞{|ξ|≤Θ}(R
n)
∥∥|ξ|s−1gˆ(τ, ·)∥∥
L2{|ξ|≤Θ}(R
n)
,
and
||ξ|∂tΦˆ(t, τ, ξ)| . b(τ)−1|ξ| exp(−C|ξ|2B(t, τ))
. b(τ)−1B(t, τ)− 12 .
Then∥∥|ξ|sΦˆ(t, τ, ·)gˆ(τ, ·)∥∥
L2{|ξ|≤Θ}(R
n)
. b(τ)−1B(t, τ)− 12
∥∥|ξ|s−1gˆ(τ, ·)∥∥
L2{|ξ|≤Θ}(R
n)
. (1.84)
Then (1.83) and (1.84) leads to (1.80).
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Theorem 1.11. Let n ≥ 3 and s ∈ (1, 3) be a non-integer number. The data are
supposed to satisfy
(u0, u1) ∈ Am,s,ε =
(
Hs(Rn) ∩ Lm(Rn))× (Hs−1+ε(Rn) ∩ Lm(Rn)),
where m ∈ [1, 2). Finally, the following conditions are satisfied for the exponent p:
max
{
2m
n
+ 1; dse, 2} < p if s ∈ [n
2
, n
2
+ 1],
max
{
2m
n
+ 1; dse, 2} < p < 1 + 2
n−2s if s ∈ (1, n2 ).
(1.85)
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,s,ε ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (1.53) in
C([0,∞), Hs(Rn)) ∩ C1([0,∞), Hs−1+ε(Rn)).
Furthermore, the solution satisfies the estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)‖(u0, u1)‖Am,s,ε ,
‖ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1‖(u0, u1)‖Am,s,ε ,
‖|D|su(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2‖(u0, u1)‖Am,s,ε ,
‖|D|s−1ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1− s−12 ‖(u0, u1)‖Am,s,ε .
Proof. Using Lemma 1.2 we modify the estimate of ‖|D|s−1unlt (t, ·)‖L2(Rn) in the proof
of Theorem 1.10 in the integral over [ t
2
, t] as follows:
‖|D|s−1unlt (t, ·)‖L2(Rn)
.
∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)−1− s−12 ‖|u(τ, x)|p‖Lm(Rn)∩L2(Rn)∩H˙s−1(Rn)dτ
+
∫ t
t
2
b(t)−1b(τ)−1B(t, τ)−1+
ε
2‖|u(τ, x)|p‖H˙s−1(Rn)∩H˙s−1+ε(Rn)dτ.
Using the fractional chain rule for 0 ≤ τ ≤ t we get
‖|u(τ, x)|p‖H˙s−1(Rn) . (1 +B(τ, 0))−
n
2m
p+n
4
− s−1
2 ‖u‖pX(t), (1.86)
‖|u(τ, x)|p‖H˙s−1+ε(Rn) . (1 +B(τ, 0))−
n
2m
p+n
4
− s−1+ε
2 ‖u‖pX(t), (1.87)
where
ds− 1 + εe < p and n
2
+ 1 ≤ p < 1 + 2
n− 2s.
Consequently, we obtain for τ ∈ [0, t
2
] the estimate∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)−1− s−12 ‖|u(τ, x)|p‖Lm(Rn)∩L2(Rn)∩H˙s−1(Rn)dτ
. ‖u‖pX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)− s−12 −1,
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where p > pFuj,m(n) is used.
Now, for the second part of the integral over the interval [ t
2
, t], we have∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1−
ε
2 (1 +B(τ, 0))−
n
2m
p+n
4
− s−1
2 dτ
. b(t)−1(1 +B(t, 0))− n2mp+n4− s−12 + ε2
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)− s−12 −1,
where p > 2m
n
(
1 + ε
2
)
+ 1 for a sufficiently small positive ε. This condition is included
in (1.85). Finally, we get
‖|D|s−1unlt (t, ·)‖L2(Rn) . ‖u‖pX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)− s−12 −1. (1.88)
The estimate (1.88) with (1.66) to (1.68) complete the proof of the first inequality
(1.55). Analogously, we can use Lemma 1.2 to prove the following estimate:
‖|D|s−1∂t(Nu−Nv)(t, ·)‖L2(Rn) . b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)− s−12 −1
X(t)
×∥∥u− v∥∥(∥∥u∥∥p−1
X(t)
+
∥∥v∥∥p−1
X(t)
)
for p > max{ds+ εe; 2}. We combine the last estimate with the proof of (1.56). In this
way the proof is completed.
1.5. Large regular data
We turn again to the Cauchy problem
utt −∆u+ b(t)ut = |u|p, u(0, x) = u0(x), ut(0, x) = u1(x). (1.89)
This case has been classified to benefit from the embedding in L∞(Rn), where the
data are supposed to have a high regularity, this means, that
(u0, u1) ∈ Am,s :=
(
Hs(Rn) ∩ Lm(Rn))× (Hs−1(Rn) ∩ Lm(Rn)), s > n
2
+ 1.
Having different tools in hand to prove the global (in time) existence of small data
solutions leads to different results or conditions on the power nonlinearity.
Theorem 1.12. Let us assume n ≥ 4. The data satisfy the condition (u0, u1) ∈ Am,s
with s > n
2
+ 1. Finally, the exponent p satisfies the condition
p > max
{
s;
2m
n
( 2
2−m
)
+ 1
}
. (1.90)
Then, there exists a small positive constant 0 such that if
‖(u0, u1)‖Am,s ≤ 0,
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then there exists a uniquely determined globally (in time) energy solution to (1.89) in
C([0,∞), Hs(Rn)) ∩ C1([0,∞), Hs−1(Rn)).
The solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)‖(u0, u1)‖Am,s ,
‖ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1‖(u0, u1)‖Am,s ,
‖|D|su(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2‖(u0, u1)‖Am,s ,
‖|D|s−1ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s−12 −1‖(u0, u1)‖Am,s .
Proof. To prove the theorem we follow the same approach used in the proofs of the
previous theorems. Firstly, we define the solution space and its norm as follows:
X(t) = C([0, t], Hs(Rn)) ∩ C1([0, t], Hs−1(Rn))
with the norm
‖u‖X(t) = sup
τ∈[0,t]
{(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)‖u(τ, ·)‖L2(Rn)
+b(τ)
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+1‖ut(τ, ·)‖L2(Rn)
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s
2‖|D|su(τ, ·)‖L2(Rn)
+b(τ)
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+1+
s−1
2 ‖|D|s−1ut(τ, ·)‖L2(Rn)
}
.
We shall prove the following inequalities:
‖Nu‖X(t) . ‖(u0, u1)‖Am,s + ‖u‖pX(t), (1.91)
‖Nu−Nv‖X(t) . ‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)), (1.92)
where the operator N is defined as in (1.30). We may conclude immediately
‖uln‖X(t) . ‖(u0, u1)‖Am,s . (1.93)
To treat the nonlinear part we need to estimate
‖|u(τ, x)|p‖L2(Rn), ‖|u(τ, x)|p‖Lm(Rn), ‖|u(τ, x)|p‖H˙s−1(Rn).
By using the Gagliardo-Nirenberg inequality from Corollary A.1 one can get for
p ≥ 2
m
and 0 ≤ τ ≤ t the estimates
‖u(τ, ·)‖pLmp(Rn) . (1 +B(τ, 0))−
n
2m
p+ n
2m‖u‖pX(t), (1.94)
and
‖u(τ, ·)‖pL2p(Rn) . (1 +B(τ, 0))−
n
2m
p+n
4 ‖u‖pX(t). (1.95)
1.5. Large regular data 47
To estimate ‖|u(τ, x)|p‖H˙s−1(Rn) we use the rules for estimating fractional powers for
s− 1 > n
2
. More details can be found in Corollary A.3. Then we derive the following
estimates:
‖|u(τ, x)|p‖H˙s−1(Rn) . ‖u(τ, ·)‖H˙s−1(Rn)‖u(τ, ·)‖p−1L∞(Rn)
. ‖u(τ, ·)‖H˙s−1(Rn)‖u(τ, ·)‖p−1Hs−1(Rn)
. ‖u(τ, ·)‖H˙s−1(Rn)
(‖u(τ, ·)‖L2(Rn) + ‖u(τ, ·)‖H˙s−1(Rn))p−1
. ‖u(τ, ·)‖p
H˙s−1(Rn) + ‖u(τ, ·)‖H˙s−1(Rn)‖u(τ, ·)‖
p−1
L2(Rn).
Taking into consideration the definition of the norm of the solution space X(t) we
obtain for 0 ≤ τ ≤ t the following estimates:
‖u(τ, ·)‖p
H˙s−1(Rn) . (1 +B(τ, 0))
(−n2 ( 1m− 12)− s−12 )p‖u‖pX(t),
‖u(τ, ·)‖H˙s−1(Rn)‖u(τ, ·)‖p−1L2(Rn) . (1 +B(τ, 0))−
n
2 (
1
m
− 1
2)p− s−12 ‖u‖pX(t).
Then we have
‖|u(τ, x)|p‖H˙s−1(Rn) . (1 +B(τ, 0))−
n
2 (
1
m
− 1
2)p− s−12 ‖u‖pX(t). (1.96)
We remark that n ≥ 4 implies s > 3 which leads to
−n
2
( 1
m
− 1
2
)
p− s− 1
2
> − n
2m
p+
n
2m
> − n
2m
p+
n
4
. (1.97)
Now we estimate ‖|D|s−1unlt (t, ·)‖L2(Rn). We have
∥∥|D|s−1unlt (t, ·)∥∥L2(Rn) . ∫ t
0
∥∥|D|s−1∂tE1(t, τ, x) ∗(x) |u(τ, x)|p∥∥L2(Rn)dτ.
As before we divide the integral into two parts. For the fist part τ ∈ [0, t
2
] after using
(1.27) we get∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)−1− s−12 ‖|u(τ, x)|p‖Lm(Rn)∩L2(Rn)∩H˙s−1(Rn)dτ
. ‖u‖pX(t)
∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)−1− s−12 (1 +B(τ, 0))−
n
2 (
1
m
− 1
2)p− s−12 dτ
. ‖u‖pX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−1− s−12
∫ t
2
0
b(τ)−1(1 +B(τ, 0))−
n
2 (
1
m
− 1
2)p− s−12 dτ
. ‖u‖pX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−1− s−12
∫ t
2
0
b(τ)−1(1 +B(τ, 0))−
n
2 (
1
m
− 1
2)p−1dτ
. ‖u‖pX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−1− s−12 ,
where we use s > 3 and p > 2m
n
(
2
2−m
)
+ 1.
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For τ ∈ [ t
2
, t], by using the estimate (1.27) with m = 2, we derive the estimate∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1−
s−1
2 ‖|u(τ, x)|p‖L2(Rn)∩H˙s−1(Rn)dτ
. ‖u‖pX(t)
∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1−
s−1
2 (1 +B(τ, 0))−
n
2 (
1
m
− 1
2)p− s−12 dτ
. ‖u‖pX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)p− s−12
. ‖u‖pX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−1− s−12
for p > 2m
n
(
2
2−m
)
+ 1 which is supposed in (1.90). Consequently, we get
‖|D|s−1unlt (t, ·)‖L2(Rn) . ‖u‖pX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−1− s−12 . (1.98)
To complete the proof we mention that in the same way one can prove the estimates
‖unl(t, ·)‖L2(Rn) . ‖u‖pX(t)(1 +B(t, 0))−
n
2 (
1
m
− 1
2), (1.99)
‖unlt (t, ·)‖L2(Rn) . ‖u‖pX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−1, (1.100)
‖|D|sunl(t, ·)‖L2(Rn) . ‖u‖pX(t)(1 +B(t, 0))−
n
2 (
1
m
− 1
2)− s2 . (1.101)
From (1.93) and (1.98) to (1.101) we obtain the first inequality (1.91).
Now we prove (1.92). From the definition of the solution space X(t) and its norm
we can use the inequalities (1.71) and (1.72) from the proof of Theorem 1.10. The
modification to this proof is the estimate of∥∥|u(τ, x)|p − |v(τ, x)|p∥∥
H˙s−1(Rn).
Due to the fractional Leibniz rule in form of Proposition A.2 we have the estimate∥∥|u(τ, x)|p − |v(τ, x)|p∥∥
H˙s−1(Rn) =
∥∥|D|s−1(|u(τ, x)|p − |v(τ, x)|p)∥∥
L2(Rn)
.
∫ 1
0
∥∥|D|s−1 {(u− v)(u− r(u− v))|u− r(u− v)|p−2}∥∥
L2(Rn)dr
.
∫ 1
0
∥∥|D|s−1(u− v)∥∥
Lq1 (Rn)
∥∥(u− r(u− v))|u− r(u− v)|p−2∥∥
Lq2 (Rn)dr
+
∫ 1
0
∥∥u− v∥∥
Lq3 (Rn)
∥∥|D|s−1 [(u− r(u− v))|u− r(u− v)|p−2] ∥∥
Lq4 (Rn)dr,
where
1
q1
+
1
q2
=
1
q3
+
1
q4
=
1
2
.
Using the fractional Gagliardo-Nirenberg inequality gives∥∥|D|s−1(u− v)∥∥
Lq1 (Rn)
.
∥∥(u− v)∥∥1−θ1
L2(Rn)
∥∥|D|s(u− v)∥∥θ1
L2(Rn)
. (1 +B(τ, 0))(1−θ1)(−n2 ( 1m− 12))+θ1(−n2 ( 1m− 12)− s2)
∥∥u− v∥∥
X(t)
. (1 +B(τ, 0))−
n
2m
− s−1
2
+ n
2q1
∥∥u− v∥∥
X(t)
,
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where
θ1 =
n
s
(1
2
− 1
q1
+
s− 1
n
)
∈
[s− 1
s
, 1
]
with a parameter q1 satisfying the condition n−22n ≤ 1q1 ≤ 12 . Then,∥∥|D|s−1(u− v)∥∥
Lq1 (Rn) . (1 +B(τ, 0))
− n
2m
− s−1
2
+ n
2q1
∥∥u− v∥∥
X(t)
. (1.102)
We use the classical Gagliardo-Nirenberg inequality for estimating the second term.
Hence, it follows∥∥(u− r(u− v))|u− r(u− v)|p−2∥∥
Lq2 (Rn)
.
∥∥u− r(u− v)∥∥p−1
Lq2(p−1)(Rn)
.
∥∥u− r(u− v)∥∥(1−θ2)(p−1)
L2(Rn)
∥∥|D|s (u− r(u− v))∥∥θ2(p−1)
L2(Rn)
. (1 +B(τ, 0))(1−θ2)(p−1)(−n2 ( 1m− 12))+θ2(p−1)(−n2 ( 1m− 12)− s2)
∥∥u− r(u− v)∥∥p−1
X(t)
. (1 +B(τ, 0))−
n
2m
(p−1)+ n
2q2
∥∥u− r(u− v)∥∥p−1
X(t)
,
where θ2 = ns
(
1
2
− 1
q2(p−1)
) ∈ [0, 1] with a parameter q2 satisfying the condition 1q2 ≤ p−12 .
Then,∥∥u− r(u− v)∥∥p−1
Lq2 (Rn) . (1 +B(τ, 0))
− n
2m
(p−1)+ n
2q2
∥∥u− r(u− v)∥∥p−1
X(t)
. (1.103)
If we choose 1
q1
= n−2
2n
, then we get 1
q2
= 1
n
. So, we can verify the condition on θ2 after
taking account of (1.90). Finally, from (1.102) and (1.103) we get∥∥|D|s−1(u− v)∥∥
Lq1 (Rn)
∥∥(u− r(u− v))|u− r(u− v)|p−2∥∥
Lq2 (Rn)
. (1 +B(τ, 0))− n2mp+n4− s−12
∥∥u− v∥∥
X(t)
∥∥u− r(u− v)∥∥p−1
X(t)
.
(1.104)
Now we estimate the second integral. After using the classical Gagliardo-Nirenberg
inequality we estimate the first term as follows:∥∥u− v∥∥
Lq3 (Rn) .
∥∥u− v∥∥1−θ3
L2(Rn)
∥∥|D|s(u− v)∥∥θ3
L2(Rn)
. (1 +B(τ, 0))(1−θ3)(−n2 ( 1m− 12))+θ3(−n2 ( 1m− 12)− s2)
∥∥u− v∥∥
X(t)
. (1 +B(τ, 0))−
n
2m
+ n
2q3
∥∥u− v∥∥
X(t)
,
where θ3 = ns
(
1
2
− 1
q3
) ∈ [0, 1] for 1
q3
≤ 1
2
. So,∥∥u− v∥∥
Lq3 (Rn) . (1 +B(τ, 0))
− n
2m
+ n
2q3
∥∥u− v∥∥
X(t)
. (1.105)
To estimate the second term, we follow the same approach as we applied to estimate∥∥|u(t, ·)|p∥∥
H˙s−1. This means, we apply again Corollary A.3. In this way we obtain∥∥|D|s−1 [(u− r(u− v))|u− r(u− v)|p−2] ∥∥
Lq4 (Rn)
=
∥∥(u− r(u− v))|u− r(u− v)|p−2∥∥
H˙s−1q4 (Rn)
.
∥∥u− r(u− v)∥∥
H˙s−1q4 (Rn)
∥∥u− r(u− v)∥∥p−2
L∞(Rn).
50 1. Semilinear wave models with effective damping term and power nonlinearity
Using the fractional Gagliardo-Nirenberg inequality leads to∥∥u− r(u− v)∥∥
H˙s−1q4 (Rn)
. (1 +B(τ, 0))−
n
2m
+ n
2q4
− s−1
2
∥∥u− r(u− v)∥∥
X(t)
,
where θ4 = ns
(
1
2
− 1
q4
)
+ s−1
s
∈ [ s−1
s
, 1]. Furthermore, we have∥∥u− r(u− v)∥∥p−2
L2(Rn) . (1 +B(τ, 0))
−n
2 (
1
m
− 1
2)(p−2)
∥∥u− r(u− v)∥∥p−2
X(t)
,∥∥u− r(u− v)∥∥p−2
H˙s−1(Rn) . (1 +B(τ, 0))
(−n2 ( 1m− 12)− s−12 )(p−2)
∥∥u− r(u− v)∥∥p−2
X(t)
.
Finally, we get
‖|D|s−1 [(u− r(u− v))|u− r(u− v)|p−2]‖Lq4 (Rn)
. (1 +B(τ, 0))−
n
2m
(p−1)+ n
2q4
− s−1
2
+n
4
(p−2)∥∥u− r(u− v)∥∥p−1
X(t)
.
(1.106)
Summarizing gives the desired estimate∥∥u− v∥∥
Lq3 (Rn)
∥∥|D|s−1 [(u− r(u− v))|u− r(u− v)|p−2]∥∥
Lq4 (Rn)
. (1 +B(τ, 0))− n2mp+n4 (p−1)− s−12
∥∥u− v∥∥
X(t)
∥∥u− r(u− v)∥∥p−1
X(t)
.
(1.107)
All together implies for 0 ≤ τ ≤ t the estimate∥∥|u(τ, x)|p − |v(τ, x)|p∥∥
H˙s−1(Rn)
. (1 +B(τ, 0))− n2mp+n4 (p−1)− s−12
∥∥u− v∥∥
X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)). (1.108)
To get (1.92) we follow the same steps of the proof of (1.91) using (1.108) and taking
into consideration
− n
2m
p+
n
4
(p− 1)− s− 1
2
≤ −n
2
( 1
m
− 1
2
)
p− s− 1
2
.
The proof is completed.
Example 1.6. In the second statement of Example 1.3, where we have chosen m = 7
5
and n = 6, we have max{s; 2m
n
( 2
2−m) + 1} = s. This implies in our case, where the
data are supposed to possess a large regularity, an unbounded admissible range for
p with respect to the regularity, that is p > s.
Corollary 1.1. Let us assume n ≥ 4. The data are supposed to satisfy the following
condition:
(u0, u1) ∈ A1,s =
(
Hs(Rn) ∩ L1(Rn))× (Hs−1(Rn) ∩ L1(Rn)), s > n
2
+ 1.
Finally, let p > s. Then, there exists a small constant 0 such that if
‖(u0, u1)‖A1,s ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (1.89)
which belongs to the function space
C([0,∞), Hs(Rn)) ∩ C1([0,∞), Hs−1(Rn)).
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The solution satisfies the estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
4 ‖(u0, u1)‖A1,s ,
‖ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
4
−1‖(u0, u1)‖A1,s ,
‖|D|su(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
4
− s
2‖(u0, u1)‖A1,s ,
‖|D|s−1ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
4
− s−1
2
−1‖(u0, u1)‖A1,s .
We observe from the proof of Theorem 1.12 that the condition p > 2m
n
(
2
2−m
)
+ 1
appears by estimating the norm ‖|D|s−1unlt (t, ·)‖L2(Rn), in particular, the integral for
τ ∈ [ t
2
, t
]
. As we did in the case where the data are supposed to belong to Sobolev
spaces with suitable regularity we may apply Lemma 1.2 to get the following result.
Theorem 1.13. Let us assume n ≥ 3. The data (u0, u1) are supposed to belong to
Am,s,ε =
(
Hs(Rn) ∩ Lm(Rn))× (Hs−1+ε(Rn) ∩ Lm(Rn)), s > n
2
+ 1.
Finally, the exponent p satisfies the condition
p > max
{
s;
2m
n
( 2
2−m
)
+ 1
}
. (1.109)
Then, there exists a small positive constant 0 such that if
‖(u0, u1)‖Am,s,ε ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (1.89) in
C([0,∞), Hs(Rn)) ∩ C1([0,∞), Hs−1+ε(Rn)).
The solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)‖(u0, u1)‖Am,s,ε ,
‖ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1‖(u0, u1)‖Am,s,ε ,
‖|D|su(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2‖(u0, u1)‖Am,s,ε ,
‖|D|s−1ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s−12 −1‖(u0, u1)‖Am,s,ε .
Proof. To prove this theorem we follow the same steps of the proof of Theorem 1.12.
The only modification is the use of Lemma 1.2 to estimate the term ‖|D|s−1unlt (t, ·)‖L2(Rn),
in particular, the integral for τ ∈ [ t
2
, t
]
. Indeed, we have∫ t
t
2
∥∥|D|s−1∂tE1(t, τ, x) ∗(x) |u(τ, x)|p∥∥L2(Rn)dτ
.
∫ t
t
2
b(t)−1b(τ)−1B(t, τ)−1+
ε
2‖|u(τ, x)|p‖H˙s−1(Rn)∩H˙s−1+ε(Rn)dτ.
(1.110)
Similarly to (1.96), after using fractional powers from Corollary A.3 for 0 ≤ τ ≤ t,
gives
‖|u(τ, x)|p‖H˙s−1(Rn) . (1 +B(τ, 0))−
n
2 (
1
m
− 1
2)p− s−12 ‖u‖pX(t),
‖|u(τ, x)|p‖H˙s−1+ε(Rn) . (1 +B(τ, 0))−
n
2 (
1
m
− 1
2)p− s−12 − ε2‖u‖pX(t).
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Consequently, we have∫ t
t
2
∥∥|D|s−1∂tE1(t, τ, x) ∗(x) |u(τ, x)|p∥∥L2(Rn)dτ
. ‖u‖pX(t)
∫ t
t
2
b(t)−1b(τ)−1B(t, τ)−1+
ε
2 (1 +B(τ, 0))−
n
2 (
1
m
− 1
2)p− s−12 dτ
. ‖u‖pX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−1− s−12
for p > 2m
n
(
2
2−m
)
+ 1 which is supposed in (1.109). In this way we complete the
proof.
We remark that the use of Lemma 1.2 does not bring any benefit to the admissible
range of p and, furthermore, we require more regularity for the data. So, this seems
to be not the best way to estimate ‖|D|s−1unlt (t, ·)‖L2(Rn), in particular, the integral for
τ ∈ [ t
2
, t
]
. In addition to Lemma 1.2 we try to modify the estimate of ‖u(τ, ·)‖L∞(Rn) by
using Lemma A.6 which is introduced by D’Abbicco, Ebert and Lucente in [7]. Then
we get for s∗ < n
2
the following estimate:
‖|u(τ, x)|p‖H˙s−1(Rn) . ‖u(τ, ·)‖H˙s−1(Rn)‖u(τ, ·)‖p−1L∞(Rn)
. ‖u(τ, ·)‖H˙s−1(Rn)
(‖u(τ, ·)‖H˙s∗ (Rn) + ‖u(τ, ·)‖H˙s−1(Rn))p−1
. ‖u(τ, ·)‖p
H˙s−1(Rn) + ‖u(τ, ·)‖H˙s−1(Rn)‖u(τ, ·)‖
p−1
H˙s
∗ (Rn).
Using the fractional Gagliardo-Nirenberg inequality and the definition of the solution
space X(t) we obtain for 0 ≤ τ ≤ t
‖|u(τ, x)|p‖H˙s−1(Rn) . (1 +B(τ, 0))−
n
2 (
1
m
− 1
2)p− s−12 − s
∗
2
(p−1)‖u‖pX(t). (1.111)
Similarly, we can get
‖|u(τ, x)|p‖H˙s−1+ε(Rn) . (1 +B(τ, 0))−
n
2 (
1
m
− 1
2)p− s−12 − ε2− s
∗
2
(p−1)‖u‖pX(t). (1.112)
Plugging the last estimates into the above estimate and combining it with the steps of
the proof of Theorem 1.12 we obtain the following result.
Theorem 1.14. Let us assume n ≥ 3. The data satisfy the condition
(u0, u1) ∈ Am,s,ε =
(
Hs(Rn) ∩ Lm(Rn))× (Hs−1+ε(Rn) ∩ Lm(Rn)), s > n
2
+ 1.
Finally, the exponent p satisfies the condition
p > max
{
s;
2
n
(
2−m
2m
)− s∗ + 1}, (1.113)
where s∗ < n
2
(
2−m
m
)
. Then, there exists a uniquely determined globally (in time) energy
solution to (1.89) in
C([0,∞), Hs(Rn)) ∩ C1([0,∞), Hs−1+ε(Rn)).
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The solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)‖(u0, u1)‖Am,s,ε ,
‖ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1‖(u0, u1)‖Am,s,ε ,
‖|D|su(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2‖(u0, u1)‖Am,s,ε ,
‖|D|s−1ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s−12 −1‖(u0, u1)‖Am,s,ε .
Remark 1.5. We can classify the tools which are used to estimate the norm
‖|D|s−1unlt (t, ·)‖L2(Rn), in particular, the integral for τ ∈
[
t
2
, t
]
in the proofs of the
previous theorems as follows:
• In the proof of Theorem 1.12 we used a Hs−1(Rn) − H˙s−1(Rn) estimate for the
solutions to a family of parameter-dependent Cauchy problems, more precisely,
the estimate (1.27), and the estimate ‖u‖L∞(Rn) ≤ ‖u‖L2(Rn) + ‖u‖H˙s(Rn).
• In the proof of Theorem 1.13 we used Lemma 1.2 and the estimate ‖u‖L∞(Rn) ≤
‖u‖L2(Rn) + ‖u‖H˙s−1(Rn).
• In Theorem 1.14 we used Lemma 1.2 and the estimate ‖u‖L∞(Rn) ≤ ‖u‖H˙s∗ (Rn) +
‖u‖H˙s−1(Rn) from Proposition A.6.
In the following theorem we will use instead a Hs−1(Rn) − H˙s−1(Rn) estimate for
solutions to a family of parameter-dependent Cauchy problems, more precisely, the
estimate (1.27) and the estimate from Proposition A.6.
Theorem 1.15. Let us assume n ≥ 4. The data satisfy the condition
(u0, u1) ∈ Am,s =
(
Hs(Rn) ∩ Lm(Rn))× (Hs−1(Rn) ∩ Lm(Rn)), s > n
2
+ 1.
Finally, the exponent p satisfies the condition
p > s. (1.114)
Then, there exists a small positive constant 0 such that if
‖(u0, u1)‖Am,s ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (1.89) in
C([0,∞), Hs(Rn)) ∩ C1([0,∞), Hs−1(Rn)).
The solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)‖(u0, u1)‖Am,s ,
‖ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1‖(u0, u1)‖Am,s ,
‖|D|su(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2‖(u0, u1)‖Am,s ,
‖|D|s−1ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s−12 −1‖(u0, u1)‖Am,s .
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Proof. As we did in the proofs to the Theorems 1.13 and 1.14, to complete the proof
we need just to modify the estimate of the “most complicate” norm in the norm of the
solution space X(t) which is the norm ‖|D|s−1unlt (t, ·)‖L2(Rn), in particular, the integral
for τ ∈ [ t
2
, t
]
. Using the estimate (1.27) with m = 2 and the estimates (1.95), (1.111)
we obtain∫ t
t
2
∥∥|D|s−1∂tE1(t, τ, x) ∗(x) |u(τ, x)|p∥∥L2(Rn)dτ
.
∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1−
s−1
2 ‖|u(τ, x)|p‖L2(Rn)∩H˙s−1(Rn)dτ
. ‖u‖pX(t)
∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1−
s−1
2
×
[
(1 +B(τ, 0))−
n
2m
p+n
4 + (1 +B(τ, 0))−
n
2 (
1
m
− 1
2)p− s−12 − s
∗
2
(p−1)
]
dτ,
where s∗ < n
2
. If we choose s∗ = n
2
− ε, then we get
−n
2
(
1
m
− 1
2
)
p− s− 1
2
− s
∗
2
(p− 1) ≤ − n
2m
p+
n
4
. (1.115)
Consequently, we have∫ t
t
2
∥∥|D|s−1∂tE1(t, τ, x) ∗(x) |u(τ, x)|p∥∥L2(Rn)dτ
. ‖u‖pX(t)
∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1−
s−1
2 (1 +B(τ, 0))−
n
2m
p+n
4 dτ
. ‖u‖pX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−1− s−12 ,
where p > 2m
n
(
s+1
2
)
+ 1 which is included in (1.114) by assuming s > 3 and n ≥ 4
similarly to (1.64). In this way we can complete the proof as we did in the proof of
Theorem 1.12.
If we use in the proof of Theorem 1.12 instead of fractional powers the fractional
chain rule to estimate
∥∥|u(τ, x)|p∥∥
H˙s−1(Rn) and
∥∥|u(τ, x)|p − v(τ, x)|p∥∥
H˙s−1(Rn) which
generates a condition p > dse stronger than (1.114), then we obtain the following
result.
Theorem 1.16. Let us assume n ≥ 4. The data satisfy the condition
(u0, u1) ∈ Am,s =
(
Hs(Rn) ∩ Lm(Rn))× (Hs−1(Rn) ∩ Lm(Rn)), s > n
2
+ 1.
Finally, the exponent p satisfies the condition
p > dse. (1.116)
Then, there exists a small positive constant 0 such that if
‖(u0, u1)‖Am,s ≤ 0,
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then there exists a uniquely determined globally (in time) energy solution to (1.89) in
C([0,∞), Hs(Rn)) ∩ C1([0,∞), Hs−1(Rn)).
The solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)‖(u0, u1)‖Am,s ,
‖ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1‖(u0, u1)‖Am,s ,
‖|D|su(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2‖(u0, u1)‖Am,s ,
||D|s−1ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s−12 −1‖(u0, u1)‖Am,s .
Remark 1.6. If s > n
2
+ 1 is a non-integer positive number, then the statement of
Theorem 1.12 gives an admissible range for p which is larger than the one from
Theorem 1.16.
1.6. Final remarks
Let us come back to the Cauchy problem
utt −∆u+ b(t)ut = |u|p, u(0, x) = u0(x), ut(0, x) = u1(x), (1.117)
where (t, x) ∈ [0,∞) × Rn. In this section we conclude some results which can be
obtained from the general results are proved in the previous sections. We distinguish
between some global existence results for each dimension by taking the optimal range
of admissible p.
From Theorem 1.7 and Theorem 1.9 one can get the following result.
Theorem 1.17. Let n ≤ 2 and s ∈ [n
2
, n
] ∩ [0, 1],m ∈ [1, 2). Let us assume that the
data (u0, u1) belong to
Am,s =
(
Hs(Rn) ∩ Lm(Rn))× (L2(Rn) ∩ Lm(Rn)).
Finally, let
p > pFuj,m(n).
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,s ≤ 0,
then there exists a uniquely determined globally (in time) Sobolev solution to (1.117)
belonging to
C([0,∞), Hs(Rn)) ∩ Cbmin{s;1}c([0,∞), L2(Rn)).
Furthermore, the solution satisfies for s0 + l = 0, s, where s0 ∈
[
1
2
, s
]
, l = 0, 1, the
estimates
‖|D|s0∂ltu(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−l−
s0
2 (b(t))−l‖(u0, u1)‖Am,s .
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For large dimension n ≥ 3 we get from Theorem 1.10, Theorem 1.11 and Theorem
1.15 the following result.
Theorem 1.18. Let n ≥ 3 and (u0, u1) ∈ Am,s,ε, m ∈ [1, 2). The following condition is
satisfied for the exponent p:
p > dse,
where
s = 7
3
, ε > 0 if n = 3,
s = 3, ε = 0 if n ∈ [4, 6],
s = n
2
, ε = 0 if n ≥ 7.
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,s,ε ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (1.117) in
C([0,∞), Hs(Rn)) ∩ C1([0,∞), Hs−1+ε(Rn)).
Furthermore, the solution satisfies the estimates
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)‖(u0, u1)‖Am,s,ε ,
‖ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1‖(u0, u1)‖Am,s,ε ,
‖|D|su(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2‖(u0, u1)‖Am,s,ε ,
‖|D|s−1ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s−12 −1‖(u0, u1)‖Am,s,ε .
Remark 1.7. For n ≥ 7 we remark that the admissible range for p is defined in
Theorem 1.10 for data belonging to Sobolev spaces with suitable regularity. In other
words, p > dse = dn
2
e because dn
2
e ≤ n
2
+ 1 if we want to apply Theorem 1.15.
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2. Weakly coupled systems of
semilinear classical damped waves
with different power nonlinearities
In this chapter, we apply the results of the first chapter to study weakly coupled sys-
tems of semilinear damped waves with the same time-dependent coefficients in the
dissipation terms, that is, we concern with the following Cauchy problem for a weakly
coupled system of semilinear damped wave equations
utt −∆u+ b(t)ut = |v|p, vtt −∆v + b(t)vt = |u|q,
u(0, x) = u0(x), ut(0, x) = u1(x), v(0, x) = v0(x), vt(0, x) = v1(x),
(2.1)
where t ∈ [0,∞), x ∈ Rn and the damping terms b(t)ut and b(t)vt are effective in the
sense of [67] and [69] (cf. with Hypothesis 1.1 from Section 1.1).
We study the Cauchy problem (2.1) in several cases with respect to the regularity
of data as we did in Chapter 1. Therefore, we recall the following classification of
regularity for the data: low regular data, data from energy space, data from Sobolev
spaces with suitable regularity and, finally, large regular data.
From Theorems 1.7 and 1.9 we remark that the pivotal condition for the exponent p
in the power nonlinearity was defined by the modified Fujita exponent pFuj,m(n). For
this reason we compare in the system (2.1) the exponents p and q with pFuj,m(n). In
the case where only one exponent is above pFuj,m(n) we shall prove a global (in time)
existence result with a loss of decay and the following interaction condition
n
2
> m
(max{p; q}+ 1
pq − 1
)
. (2.2)
This condition also appeared in previous results, where the coefficients of dissipation
terms were constants and equal to 1 (see the papers [40, 60] and [45]). But, in our
case we feel the effect of an additional regularity Lm(Rn), m ∈ [1, 2). At the end of
Sections 2.1 and 2.2 we will show some benefits of taking the data with different
additional regularities, namely, we suppose (u0, u1) ∈ Am1,s and (v0, v1) ∈ Am2,s. In
the case of high regular data we assume different regularities (u0, u1) ∈ Am,s1 and
(v0, v1) ∈ Am,s2 .
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2.1. Low regular data
In this section we are interested in the system (2.1), where the data are taken from
the same Sobolev space Hs(Rn) for s ∈ (0, 1), with the same additional regularity
Lm(Rn). We remark immediately that pFuj,m(n) > s which means that the regularity
has a weak influence on the admissible range for p and q. Therefore, we compare in
our statements the exponents p and q of power nonlinearities with the modified Fujita
exponent pFuj,m(n).
2.1.1. Both exponents of power nonlinearities are above the
modified Fujita exponent
Now we consider the case that the exponents p and q of the nonlinearities are above
the critical exponent which is the modified Fujita exponent. Both equations of the
system behave independently like one single equation. For this reason we restrict
ourselves to the case p = q. Then the case p 6= q can be concluded immediately. So
we are interested in the Cauchy problem
utt −∆u+ b(t)ut = |v|p, vtt −∆v + b(t)vt = |u|p,
u(0, x) = u0(x), ut(0, x) = u1(x), v(0, x) = v0(x), vt(0, x) = v1(x).
(2.3)
Because we do not feel any effect from the coupling, we will present only the result
without any proof by using Proposition A.9.
Theorem 2.1. Let n ≤ 4s
2−m , n <
2sm
m−s , (u0, u1), (v0, v1) ∈ Am,s × Am,s, s ∈ (0, 1) and
m ∈ [1, 2). Moreover, we suppose
p > pFuj,m(n) and
2
m
≤ p ≤ pGN,s(n). (2.4)
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s ≤ 0,
then there exists a uniquely determined globally (in time) Sobolev solution to (2.3) in
(C([0,∞), Hs(Rn)))2 .
Furthermore, the solution satisfies the decay estimates
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2) (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s) , (2.5)
‖v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2) (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s) , (2.6)∥∥|D|su(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2
× (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s) , (2.7)∥∥|D|sv(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2
× (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s) . (2.8)
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Proof. The proof of this theorem is similar to the proof of Theorem 1.7. The only
difference appears in the definition of the solution space X(t) and its norm. We
introduce
X(t) =
{
(u, v) ∈ (C([0, t], Hs(Rn))2}
with the norm
‖(u, v)‖X(t) = sup
τ∈[0,t]
{
M(τ, u) +M(τ, v)
}
,
where
M(τ, u) =
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)‖u(τ, ·)‖L2(Rn)
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s
2‖|D|su(τ, ·)‖L2(Rn),
M(τ, v) =
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)‖v(τ, ·)‖L2(Rn)
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s
2‖|D|sv(τ, ·)‖L2(Rn).
So, using the conditions on p we can control all components of the norms
‖N(u, v)‖X(t) and ‖N(u, v)−N(u˜, v˜)‖X(t).
We apply Proposition A.9 which completes the proof.
Particular case: If n = 1, then the condition (2.4), generated from using of Gagliardo-
Nirenberg inequality, will be changed as follows:
2
m
≤ p <∞ if s ∈ [1
2
, 1),
2
m
≤ p ≤ pGN,s(1) if s ∈ (0, 12).
Remark 2.1. The table in Example 1.2 and Remark 1.2 remain true for the Cauchy
problem (2.3).
If we have p 6= q and both exponents p and q of the nonlinearities satisfy the condition
(2.4), then we obtain a similar result to Theorem 2.1.
Theorem 2.2. Let n ≤ 4s
2−m , n <
2sm
m−s , (u0, u1), (v0, v1) ∈ Am,s × Am,s, s ∈ (0, 1) and
m ∈ [1, 2). Moreover, we suppose for the exponents p and q the conditions
min{p; q} > pFuj,m(n) and 2
m
≤ min{p; q} ≤ max{p; q} ≤ pGN,s(n).
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s ≤ 0,
then there exists a uniquely determined globally (in time) Sobolev solution to (2.1) in
(C([0,∞), Hs(Rn)))2 .
Furthermore, the solution satisfies the same decay estimates (2.5) to (2.8).
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2.1.2. Only one exponent is above the modified Fujita exponent
Now we assume that only one power nonlinearity does not satisfy the pivotal require-
ment of existence in the case of one single equation. This means we assume
min(p, q) ≤ pFuj,m(n) < max(p, q).
At first we consider the case p < q.
Remark 2.2. From the use of the Gagliardo-Nirenberg inequality in the proof of The-
orem 1.7 we can not assume that p, q /∈ [ 2
m
, n
n−2s
]
. Then the available way to weaker
the condition on p is to suppose 2
m
≤ p ≤ pFuj,m(n) in order to use q > pFuj,m(n) to
cover this loss.
Theorem 2.3. Let n < min{ 2m2
2−m ;
2sm
m−s}. The data (u0, u1) and (v0, v1) are assumed to
belong to Am,s ×Am,s, s ∈ (0, 1) and m ∈ [1, 2). Moreover, let
2
m
≤ p < pFuj,m(n) < q ≤ pGN,s(n), (2.9)
and
n
2
> m
( q + 1
pq − 1
)
. (2.10)
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s ≤ 0,
then there exists a uniquely determined globally (in time) Sobolev solution to (2.1) in
(C([0,∞), Hs(Rn)))2 .
Furthermore, the solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)+γn,m(p) (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s) ,
‖|D|su(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2+γn,m(p) (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s) ,
‖v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2) (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s) ,
‖|D|sv(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2 (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s) ,
where γn,m(p) = − n2m(p−1)+1 is the loss of decay in comparison with the correspond-
ing decay estimates for the solution u to the linear Cauchy problem with vanishing
right-hand side.
Particular case: If n = 1, then instead of (2.9) we suppose
2
m
≤ p < pFuj,m(1) < q <∞ if s ∈
[
1
2
, 1
)
,
2
m
≤ p < pFuj,m(1) < q ≤ pGN,s(1) if s ∈
(
m
2m+1
, 1
2
)
.
2.1. Low regular data 61
Remark 2.3. If we have p = pFuj,m(n) in condition (2.9), then the restriction of the
dimension will change to n ≤ 2m2
2−m , n <
2sm
m−s and an arbitrarily small loss of decay
γn,m(p) =  which is generated by a log term in t appearing in the control of the
nonlinear terms. In the proof we restrict ourselves to the case p < pFuj,m(n).
Remark 2.4. The restriction for the dimension n in the statement of the theorem comes
from the admissible range for p and q in condition (2.9).
We remark that if m is close to 2, then the admissible range for p becomes larger.
Conversely, if m is close to 1, then the admissible range for q becomes larger.
Example 2.1. In the following table we will discuss condition (2.9) which means the
admissible range for the exponents p and q of power nonlinearities.
n m Regularity s Admissible range for p Admissible range for q
n = 1 m ∈ [1, 2) s ∈ ( m
2m+1
, 1
2
) 2
m
< p < 1 + 2m 1 + 2m < q ≤ 1
1−2s
n = 2 m ∈ [1, 2) s ∈ ( m
m+1
, 1) 2
m
≤ p < 1 +m 1 +m < q ≤ 1
1−s
n = 3 m ∈ (−3+
√
57
4
, 2) s ∈ ( 3m
2m+3
, 1) 2
m
≤ p < 1 + 2m
3
1 + 2
3
m < q ≤ 3
3−2s
m ∈ [1, −3+
√
57
4
] s ∈ (0, 1) empty
n = 4 m ∈ (−2+
√
20
2
, 2) s ∈ [ 2m
m+2
, 1) 2
m
≤ p < 1 + m
2
1 + m
2
< q ≤ 2
2−s
m ∈ (1, −2+
√
20
2
) s ∈ (0, 1) empty
n = 5 m ∈ (−5+
√
105
4
, 5
3
] s ∈ ( 5m
2m+5
, 1) 2
m
< p ≤ 1 + 2m
5
1 + 2m
5
< q ≤ 5
5−2s
m ∈ [1, −5+
√
105
4
) s ∈ (0, 1) empty
The results of the table become useful only if they are combined with condition (2.10).
For example, if n = 1 and if we choose s ∈ [1
2
, 1), then from the table for m = 3
2
we
get 4
3
≤ p ≤ 4, 4 < q < ∞. If we combine this result with condition (2.10), then we
obtain a new lower bound q > 8 after fixing p = 7
2
∈ [4
3
, 4
]
.
Proof. We define the solution space X(t) by
X(t) =
{
(u, v) ∈ (C([0, t], Hs(Rn))2}
with the norm
‖(u, v)‖X(t) = sup
τ∈[0,t]
{(
1 +B(τ, 0)
)−γn,m(p)
M(τ, u) +M(τ, v)
}
,
where
M(τ, u) =
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)‖u(τ, ·)‖L2(Rn)
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s
2‖|D|su(τ, ·)‖L2(Rn),
M(τ, v) =
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)‖v(τ, ·)‖L2(Rn)
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s
2‖|D|sv(τ, ·)‖L2(Rn).
Let N be the mapping on X(t) which is defined by
N : (u, v) ∈ X(t)→ N(u, v) = (uln + unl, vln + vnl), (2.11)
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where
uln(t, x) := E0(t, 0, x) ∗(x) u0(x) + E1(t, 0, x) ∗(x) u1(x),
unl(t, x) :=
∫ t
0
E1(t, τ, x) ∗(x) |v(τ, x)|pdτ,
vln(t, x) := E0(t, 0, x) ∗(x) v0(x) + E1(t, 0, x) ∗(x) v1(x),
vnl(t, x) :=
∫ t
0
E1(t, τ, x) ∗(x) |u(τ, x)|qdτ.
The goal is to prove the following estimates:
‖N(u, v)‖X(t) . ‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s + ‖(u, v)‖pX(t) + ‖(u, v)‖qX(t), (2.12)
‖N(u, v)−N(u˜, v˜)‖X(t) . ‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t) + ‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)). (2.13)
We begin to prove the first inequality (2.12). We can prove the “linear part” of (2.12)
by using the positivity of the loss of decay γn,m(p) and the estimates (1.13), (1.14)
from Theorem 1.2. Indeed, we have∥∥(uln, vln)∥∥
X(t)
= sup
τ∈[0,t]
{(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)−γn,m(p)∥∥uln(τ, ·)∥∥
L2(Rn)
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s
2
−γn,m(p)∥∥|D|suln(τ, ·)∥∥
L2(Rn)
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)
∥∥vln(τ, ·)∥∥
L2(Rn)
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s
2
∥∥|D|svln(τ, ·)∥∥
L2(Rn)
}
. sup
τ∈[0,t]
{(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)−γn,m(p)(1 +B(τ, 0))−n2 ( 1m− 12)‖(u0, u1)‖Am,s
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s
2
(
1 +B(τ, 0)
)−n
2 (
1
m
− 1
2)− s2−γn,m(p)‖(u0, u1)‖Am,s
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)(1 +B(τ, 0))−n2 ( 1m− 12)‖(v0, v1)‖Am,s
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s
2
(
1 +B(τ, 0)
)−n
2 (
1
m
− 1
2)− s2‖(v0, v1)‖Am,s
}
. ‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s .
Then,
‖(uln, vln)‖X(t) . ‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s . (2.14)
For the “nonlinear part” we begin to consider unl. Using the estimate (1.25) from
Theorem 1.5, with m = 2 for the integral over [ t
2
, t], we get∥∥|D|sunl(t, ·)∥∥
L2(Rn)
.
∫ t
2
0
b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− s2‖|v(τ, x)|p‖Lm(Rn)∩L2(Rn)dτ
+
∫ t
t
2
b(τ)−1(1 +B(t, τ))−
s
2‖|v(τ, x)|p‖L2(Rn)dτ.
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Similar to (1.34) and (1.35) in the proof of Theorem 1.7 we obtain for 0 ≤ τ ≤ t the
following estimates:
‖|v(τ, x)|p‖Lm(Rn) . (1 +B(τ, 0))− n2mp+ n2m‖(u, v)‖pX(t),
and
‖|v(τ, x)|p‖L2(Rn) . (1 +B(τ, 0))− n2mp+n4 ‖(u, v)‖pX(t),
provided that 2
m
≤ p and p ≤ n
n−2s if n > 2s which is included in condition (2.9) due
to the use of the Gagliardo-Nirenberg inequality.
For τ ∈ [0, t
2
] we have∫ t
2
0
b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− s2‖|v(τ, x)|p‖Lm(Rn)∩L2(Rn)dτ
. ‖(u, v)‖pX(t)
∫ t
2
0
b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− s2 (1 +B(τ, 0))−
n
2m
p+ n
2mdτ
. ‖(u, v)‖pX(t)(1 +B(t, 0))−
n
2 (
1
m
− 1
2)− s2
∫ t
2
0
b(τ)−1(1 +B(τ, 0))−
n
2m
p+ n
2mdτ
. (1 +B(t, 0))−n2 ( 1m− 12)− s2+γn,m(p)‖(u, v)‖pX(t).
For τ ∈ [ t
2
, t] we have∫ t
t
2
b(τ)−1(1 +B(t, τ))−
s
2‖|v(τ, x)|p‖L2(Rn)dτ
. ‖(u, v)‖pX(t)
∫ t
t
2
b(τ)−1(1 +B(t, τ))−
s
2 (1 +B(τ, 0))−
n
2m
p+n
4 dτ
. ‖(u, v)‖pX(t)(1 +B(t, 0))−
n
2m
p+n
4 (1 +B(t, 0))1−
s
2
. (1 +B(t, 0))−n2 ( 1m− 12)− s2+γn,m(p)‖(u, v)‖pX(t).
Consequently, we get∥∥|D|sunl(t, ·)∥∥
L2(Rn) . (1 +B(t, 0))
−n
2 (
1
m
− 1
2)− s2+γn,m(p)‖(u, v)‖pX(t). (2.15)
Analogously, if s = 0, then we can prove∥∥unl(t, ·)∥∥
L2(Rn) . (1 +B(t, 0))
−n
2 (
1
m
− 1
2)+γn,m(p)‖(u, v)‖pX(t). (2.16)
For the second component vnl we use the estimate (1.25) from Theorem 1.5, with
m = 2 for the integral over [ t
2
, t]. In this way we obtain
‖|D|svnl(t, ·)‖L2(Rn)
.
∫ t
2
0
b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− s2‖|u(τ, ·)|q‖Lm(Rn)∩L2(Rn)dτ
+
∫ t
t
2
b(τ)−1(1 +B(t, τ))−
s
2‖|u(τ, ·)|q‖L2(Rn)dτ.
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In this case, after changing the norm of the solution space with respect to u, the
estimates of ‖|u(τ, ·)|q‖Lm(Rn) and ‖|u(τ, ·)|q‖L2(Rn) will be changed for 0 ≤ τ ≤ t as
follows:
‖|u(τ, ·)|q‖Lm(Rn) . (1 +B(τ, 0))− n2m q+ n2m+γn,m(p)q‖(u, v)‖qX(t),
and
‖|u(τ, ·)|q‖L2(Rn) . (1 +B(τ, 0))− n2m q+n4+γn,m(p)q‖(u, v)‖qX(t),
where 2
m
≤ q and q ≤ n
n−2s if n > 2s which is included in condition (2.9). This
condition is generated from the use of the Gagliardo-Nirenberg inequality.
For τ ∈ [0, t
2
] we have∫ t
2
0
b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− s2‖|u(τ, ·)|q‖Lm(Rn)∩L2(Rn)dτ
. ‖(u, v)‖qX(t)
∫ t
2
0
b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− s2 (1 +B(τ, 0))−
n
2m
q+ n
2m
+γn,m(p)qdτ
. ‖(u, v)‖qX(t)(1 +B(t, 0))−
n
2 (
1
m
− 1
2)− s2
∫ t
2
0
b(τ)−1(1 +B(τ, 0))−
n
2m
q+ n
2m
+γn,m(p)qdτ
. (1 +B(t, 0))−n2 ( 1m− 12)− s2‖(u, v)‖qX(t),
where we take account of − n
2m
q + n
2m
+ γn,m(p)q < −1 which is equivalent to (2.10).
For τ ∈ [ t
2
, t] we have∫ t
t
2
b(τ)−1(1 +B(t, τ))−
s
2‖|u(τ, x)|q‖L2(Rn)dτ
. ‖(u, v)‖qX(t)
∫ t
t
2
b(τ)−1(1 +B(t, τ))−
s
2 (1 +B(τ, 0))−
n
2m
q+n
4
+γn,m(p)qdτ
. (1 +B(t, 0))1− s2− n2m q+n4+γn,m(p)q‖(u, v)‖qX(t)
. (1 +B(t, 0))−n2 ( 1m− 12)− s2‖(u, v)‖qX(t)
where the assumption (2.10) is used again.
Finally, we get∥∥|D|svnl(t, ·)∥∥
L2(Rn) . (1 +B(t, 0))
−n
2 (
1
m
− 1
2)− s2‖(u, v)‖qX(t). (2.17)
Analogously, we obtain∥∥vnl(t, ·)∥∥
L2(Rn) . (1 +B(t, 0))
−n
2 (
1
m
− 1
2)‖(u, v)‖qX(t). (2.18)
From (2.15) to (2.18) we get
‖(unl, vnl)‖X(t) . ‖(u, v)‖pX(t) + ‖(u, v)‖qX(t). (2.19)
Summarizing, (2.12) can be concluded from (2.14) and (2.19).
To prove (2.13) we assume that (u, v) and (u˜, v˜) are two vector-functions belonging
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to X(t). Then, we have
N(u, v)−N(u˜, v˜)
=
(
unl(t, x)− u˜nl(t, x), vnl(t, x)− v˜nl(t, x))
=
(∫ t
0
E1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p)dτ,∫ t
0
E1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q)dτ).
To estimate the first component we use the estimate (1.25) from Theorem 1.5, with
m = 2 if τ ∈ [ t
2
, t]. In this way we get
∥∥∥|D|s ∫ t
0
E1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p)dτ∥∥∥
L2(Rn)
.
∫ t
2
0
b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)− s2‖|v(τ, x)|p − |v˜(τ, x)|p‖Lm(Rn)∩L2(Rn)dτ
+
∫ t
t
2
b(τ)−1(1 +B(t, τ))−
s
2‖|v(τ, x)|p − |v˜(τ, x)|p‖L2(Rn)dτ.
Using Hölder’s inequality we obtain the following inequalities:∥∥|v(τ, x)|p−|v˜(τ, x)|p∥∥
Lm(Rn) .
∥∥v(τ, ·)−v˜(τ, ·)∥∥
Lmp(Rn)
(‖v(τ, ·)‖p−1Lmp(Rn)+‖v˜(τ, ·)‖p−1Lmp(Rn)),∥∥|v(τ, x)|p−|v˜(τ, x)|p∥∥
L2(Rn) .
∥∥v(τ, ·)−v˜(τ, ·)∥∥
L2p(Rn)
(‖v(τ, ·)‖p−1L2p(Rn)+‖v˜(τ, ·)‖p−1L2p(Rn)).
By using the Gagliardo-Nirenberg inequality we can derive, as we did in the existence
part of the proof, for 0 ≤ τ ≤ t the following estimates:∥∥v(τ, ·)− v˜(τ, ·)∥∥
Lmp(Rn) . (1 +B(τ, 0))
− n
2m
+ n
2mp sup
τ∈[0,t]
M(τ, v − v˜),
‖v(τ, ·)‖p−1Lmp(Rn) . (1 +B(τ, 0))−
n
2m
(p−1)+ n
2mp
(p−1)‖(u, v)‖p−1X(t),
‖v˜(τ, ·)‖p−1Lmp(Rn) . (1 +B(τ, 0))−
n
2m
(p−1)+ n
2mp
(p−1)‖(u˜, v˜)‖p−1X(t),∥∥v(τ, ·)− v˜(τ, ·)∥∥
L2p(Rn) . (1 +B(τ, 0))
− n
2m
+ n
4p sup
τ∈[0,t]
M(τ, v − v˜),
‖v(τ, ·)‖p−1L2p(Rn) . (1 +B(τ, 0))−
n
2m
(p−1)+ n
4p
(p−1)‖(u, v)‖p−1X(t),
‖v˜(τ, ·)‖p−1L2p(Rn) . (1 +B(τ, 0))−
n
2m
(p−1)+ n
4p
(p−1)‖(u˜, v˜)‖p−1X(t).
Using the last estimates and following the same way to prove (2.15) and (2.16) we
can derive∥∥∥|D|s ∫ t0 E1(t, τ, x) ∗(x) (|v(τ, x)|p − |v˜(τ, x)|p)dτ∥∥∥
L2(Rn)
. (1 +B(t, 0))−n2 ( 1m− 12)− s2+γn,m(p) sup
τ∈[0,t]
M(τ, v − v˜)
×
(
‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)
)
,
(2.20)
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and ∥∥∥∫ t0 E1(t, τ, x) ∗(x) (|v(τ, x)|p − |v˜(τ, x)|p)dτ∥∥∥
L2(Rn)
. (1 +B(t, 0))−n2 ( 1m− 12)+γn,m(p) sup
τ∈[0,t]
M(τ, v − v˜)
×
(
‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)
)
.
(2.21)
Analogously, we have for 0 ≤ τ ≤ t the following estimates:∥∥u(τ, ·)− u˜(τ, ·)∥∥
Lmq(Rn) . (1 +B(τ, 0))
− n
2m
+ n
2mq
+γn,m(p) sup
τ∈[0,t]
M(τ, u− u˜),
‖u(τ, ·)‖q−1Lmq(Rn) . (1 +B(τ, 0))(−
n
2m
+ n
2mq
+γn,m(p))(q−1)‖(u, v)‖q−1X(t),
‖u˜(τ, ·)‖q−1Lmq(Rn) . (1 +B(τ, 0))(−
n
2m
+ n
2mq
+γn,m(p))(q−1)‖(u˜, v˜)‖q−1X(t),∥∥u(τ, ·)− u˜(τ, ·)∥∥
L2q(Rn) . (1 +B(τ, 0))
− n
2m
+ n
2q
+γn,2(p) sup
τ∈[0,t]
M(τ, u− u˜),
‖u(τ, ·)‖q−1L2q(Rn) . (1 +B(τ, 0))(−
n
2m
+ n
2q
+γn,2(p))(q−1)‖(u, v)‖q−1X(t),
‖u˜(τ, ·)‖q−1L2q(Rn) . (1 +B(τ, 0))(−
n
2m
+ n
2q
+γn,2(p))(q−1)‖(u˜, v˜)‖q−1X(t).
Provided that (2.10) is satisfied these estimates lead to∥∥∥||D|s ∫ t0 E1(t, τ, x) ∗(x) (|u(τ, x)|q − |u˜(τ, x)|q)ds∥∥∥
L2(Rn)
. (1 +B(t, 0))−n2 ( 1m− 12)− s2 sup
τ∈[0,t]
M(τ, u− u˜)
×
(
‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)
)
,
(2.22)
and ∥∥∥∫ t0 E1(t, τ, x) ∗(x) (|u(τ, x)|q − |u˜(τ, x)|q)dτ∥∥∥
L2(Rn)
. (1 +B(t, 0))−n2 ( 1m− 12) sup
τ∈[0,t]
M(τ, u− u˜)
×
(
‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)
)
.
(2.23)
To complete the proof it is sufficient to estimate ‖N(u, v) − N(u˜, v˜)‖X(t) after using
(2.20) to (2.23).
If we are interested in the case p > q, then we get an existence and uniqueness result
with a loss of decay appearing in v.
Theorem 2.4. Let n < min{ 2m2
2−m ;
2sm
m−s}. The data (u0, u1) and (v0, v1) are assumed to
belong to Am,s ×Am,s, s ∈ (0, 1) and m ∈ [1, 2). Moreover, let
2
m
≤ q < pFuj,m(n) < p ≤ pGN,s(n)
and
n
2
> m
( p+ 1
pq − 1
)
. (2.24)
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Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s ≤ 0,
then there exists a uniquely determined globally (in time) Sobolev solution to (2.1) in
(C([0,∞), Hs(Rn)))2 .
Furthermore, the solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2) (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s) ,
‖|D|su(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2 (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s) ,
‖v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)+γn,m(q) (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s) ,
‖|D|sv(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2+γn,m(q) (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s) ,
where γn,m(q) = − n2m(q−1)+1 represents the loss of decay of solutions in comparison
with the corresponding decay estimates for the solution v to the linear Cauchy problem
with vanishing right-hand side.
From Theorems 2.3 and 2.4 we may conclude the following corollary.
Corollary 2.1. Let n < min{ 2m2
2−m ;
2sm
m−s}. The data (u0, u1), (v0, v1) are assumed to
belong to Am,s ×Am,s, s ∈ (0, 1) and m ∈ [1, 2). Moreover, let
2
m
≤ min{p; q} < pFuj,m(n) < max{p; q} ≤ pGN,s(n) (2.25)
and
n
2
> m
(max{p; q}+ 1
pq − 1
)
. (2.26)
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s ≤ 0,
then there exists a uniquely determined globally (in time) Sobolev solution to (2.1) in
(C([0,∞), Hs(Rn)))2 .
Furthermore, the solution satisfies the decay estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)+[γn,m(p)]+ (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s) ,
‖|D|su(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2+[γn,m(p)]+ (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s) ,
‖v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)+[γn,m(q)]+ (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s) ,
‖|D|sv(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2+[γn,m(q)]+ (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s) ,
where [γn,m(p)]+ = max{γn,m(p); 0} and [γn,m(q)]+ = max{γn,m(q); 0}.
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2.1.3. Different additional regularities
In this section we present results in the case, where the data have different additional
regularities, namely (
(u0, u1), (v0, v1)
) ∈ Am1,s ×Am2,s,
where s ∈ (0, 1) and m1,m2 ∈ [1, 2]. We will prove a global (in time) existence result
for small data Sobolev solutions. The pivotal condition for power nonlinearities p and
q are different and even at most one exponent can be smaller than the modified Fujita
exponent without any loss of decay which is impossible in the case m1 = m2.
Theorem 2.5. Let n ≤ 2 and the data (u0, u1) and (v0, v1) are assumed to belong to
Am1,s × Am2,s, s ∈ (0, 1) and m1,m2 ∈ [1, 2]. Moreover, we suppose the following
conditions for the exponents p and q:
p >
m2
m1
+
2m2
n
,
2
m1
≤ p ≤ pGN,s(n), (2.27)
q >
m1
m2
+
2m1
n
,
2
m2
≤ q ≤ pGN,s(n). (2.28)
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am1,s + ‖(v0, v1)‖Am2,s ≤ 0,
then there exists a uniquely determined globally (in time) Sobolev solution to (2.1) in
(C([0,∞), Hs(Rn)))2 .
Furthermore, the solution satisfies the following decay estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2
(
1
m1
− 1
2
) (‖(u0, u1)‖Am1,s + ‖(v0, v1)‖Am2,s) ,
‖v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2
(
1
m2
− 1
2
) (‖(u0, u1)‖Am1,s + ‖(v0, v1)‖Am2,s) ,∥∥|D|su(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2
(
1
m1
− 1
2
)
− s
2
(‖(u0, u1)‖Am1,s + ‖(v0, v1)‖Am2,s) ,∥∥|D|sv(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2
(
1
m2
− 1
2
)
− s
2
(‖(u0, u1)‖Am1,s + ‖(v0, v1)‖Am2,s) .
Remark 2.5. We remark that in the case p ≤ q it is better to choose m1 > m2 which
implies a lower bound for p smaller than that one for q. This leads simultaneously,
when the exponent q is sufficiently large, to a global (in time) existence result for p
smaller than the modified Fujita exponent pFuj,m2(n) without any loss of decay. This
effect does not appear in the previous cases where m1 = m2. The following example
illustrates this effect.
Example 2.2. For n = 1, s = 1
2
, m1 = 2 and m2 = 1 we obtain a global (in time)
existence result for q > 2 + 4
n
= 6 and p > 1
2
+ 2
n
= 5
2
. Here the lower bound for p is
smaller than the modified Fujita exponent pFuj,1(1) = 3.
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Remark 2.6. In Theorem 2.5 we restrict ourselves to the case n ≤ 2 because the
conditions on the exponents p and q are more complicate for n ≥ 3 and influenced by
several parameters m1, m2 and the regularity parameter of the data s. The following
example clarifies the situation in a particular case for n = 3 and shows how the
different additional regularities restrict the choice of s and the admissible range for p
and q.
Example 2.3. Let n = 3, m1 = 74 and m2 =
5
4
. Then to get a non-empty admissible
range for the exponent q we have to take the regularity parameter for the data s close
to 1. Choosing s = 0.95 leads to a global (in time) existence result for
65
42
< p ≤ pGN,0.95(3), 77
30
< q ≤ pGN,0.95(3).
As a remark, the lower bound for p is smaller than pFuj,m2(3).
Proof. Let us define the solution space X(t) by
X(t) =
{
(u, v) ∈ (C([0, t], Hs(Rn))2},
with the norm
‖(u, v)‖X(t) = sup
τ∈[0,t]
{
M1(τ, u) +M2(τ, v)
}
,
where
M1(τ, u) =
(
1 +B(τ, 0)
)n
2
(
1
m1
− 1
2
)
‖u(τ, ·)‖L2(Rn)
+
(
1 +B(τ, 0)
)n
2
(
1
m1
− 1
2
)
+ s
2‖|D|su(τ, ·)‖L2(Rn),
M2(τ, v) =
(
1 +B(τ, 0)
)n
2
(
1
m2
− 1
2
)
‖v(τ, ·)‖L2(Rn)
+
(
1 +B(τ, 0)
)n
2
(
1
m2
− 1
2
)
+ s
2‖|D|sv(τ, ·)‖L2(Rn).
Let N be the mapping as defined in (2.11) by
N : (u, v) ∈ X(t)→ N(u, v) = (uln + unl, vln + vnl).
As we did in the proofs of the previous theorems of this section, our goal is to prove
the following estimates:
‖N(u, v)‖X(t) . ‖(u0, u1)‖Am1,s + ‖(v0, v1)‖Am2,s + ‖(u, v)‖pX(t) + ‖(u, v)‖qX(t), (2.29)
‖N(u, v)−N(u˜, v˜)‖X(t) . ‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t) + ‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)). (2.30)
From the definition of the norm of solution space X(t) and the estimates of Theorem
1.2 one can immediately conclude
‖(uln, vln)‖X(t) . ‖(u0, u1)‖Am1,s + ‖(v0, v1)‖Am2,s . (2.31)
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To prove the first inequality it remains to estimate the nonlinear terms. Let us begin
with unl. Using the estimate (1.25) from Theorem 1.5, with m1 = 2 for the integral
over [ t
2
, t], we get∥∥|D|sunl(t, ·)∥∥
L2(Rn)
.
∫ t
2
0
b(τ)−1(1 +B(t, τ))−
n
2
(
1
m1
− 1
2
)
− s
2‖|v(τ, x)|p‖Lm1 (Rn)∩L2(Rn)dτ
+
∫ t
t
2
b(τ)−1(1 +B(t, τ))−
s
2‖|v(τ, x)|p‖L2(Rn)dτ. (2.32)
Similar to (1.34) and (1.35) we obtain for 0 ≤ τ ≤ t the following estimates:
‖|v(τ, x)|p‖Lm1 (Rn) . (1 +B(τ, 0))−
n
2m2
p+ n
2m1 ‖(u, v)‖pX(t), (2.33)
and
‖|v(τ, x)|p‖L2(Rn) . (1 +B(τ, 0))−
n
2m2
p+n
4 ‖(u, v)‖pX(t), (2.34)
where 2
m1
≤ p ≤ pGN,s(n) due to the use of the Gagliardo-Nirenberg inequality.
Plugging the last estimates into the estimates of the norm
∥∥|D|sunl(t, ·)∥∥
L2(Rn) and
taking into consideration (1.6), (1.7) we obtain∥∥|D|sunl(t, ·)∥∥
L2(Rn)
. ‖(u, v)‖pX(t)
∫ t
2
0
b(τ)−1(1 +B(t, τ))−
n
2
(
1
m1
− 1
2
)
− s
2 (1 +B(τ, 0))
− n
2m2
p+ n
2m1 dτ
+‖(u, v)‖pX(t)
∫ t
t
2
b(τ)−1(1 +B(t, τ))−
s
2 (1 +B(τ, 0))
− n
2m2
p+n
4 dτ
. ‖(u, v)‖pX(t)(1 +B(t, 0))−
n
2
(
1
m1
− 1
2
)
− s
2
∫ t
2
0
b(τ)−1(1 +B(τ, 0))−
n
2m2
p+ n
2m1 dτ
+‖(u, v)‖pX(t)(1 +B(t, 0))−
n
2m2
p+n
4
+1− s
2
. ‖(u, v)‖pX(t)(1 +B(t, 0))−
n
2
(
1
m1
− 1
2
)
− s
2 ,
where we use p > m2
m1
+ 2m2
n
which is included in (2.27). Then,
∥∥|D|sunl(t, ·)∥∥
L2(Rn) . ‖(u, v)‖pX(t)(1 +B(t, 0))
−n
2
(
1
m1
− 1
2
)
− s
2 . (2.35)
In the same way we can prove∥∥unl(t, ·)∥∥
L2(Rn) . ‖(u, v)‖pX(t)(1 +B(t, 0))
−n
2
(
1
m1
− 1
2
)
. (2.36)
Now, for the second component vnl we follow the same steps to derive the estimate
for unl after changing the roles of m1 by m2. Supposing that (2.28) is satisfied this
leads to the following estimates:∥∥|D|svnl(t, ·)∥∥
L2(Rn) . ‖(u, v)‖qX(t)(1 +B(t, 0))
−n
2
(
1
m2
− 1
2
)
− s
2 , (2.37)
2.1. Low regular data 71
∥∥vnl(t, ·)∥∥
L2(Rn) . ‖(u, v)‖qX(t)(1 +B(t, 0))
−n
2
(
1
m2
− 1
2
)
. (2.38)
Finally, (2.35) to (2.38) with (2.31) implies (2.29).
To prove (2.30) we assume that (u, v) and (u˜, v˜) are two vector-functions belonging
to X(t). Then we have
N(u, v)−N(u˜, v˜)
= (unl(t, x)− u˜nl(t, x), vnl(t, x)− v˜nl(t, x))
=
(∫ t
0
E1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p)dτ,∫ t
0
E1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q)dτ).
Using the estimate (1.25) from Theorem 1.5, with m1 = 2 or m2 = 2 for τ ∈ [ t2 , t], we
get
∥∥∥|D|s ∫ t
0
E1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p)dτ∥∥∥
L2(Rn)
.
∫ t
2
0
b(τ)−1(1 +B(t, τ))−
n
2
(
1
m1
− 1
2
)
− s
2‖|v(τ, x)|p − |v˜(τ, x)|p‖Lm1 (Rn)∩L2(Rn)dτ
+
∫ t
t
2
b(τ)−1(1 +B(t, τ))−
s
2‖|v(τ, x)|p − |v˜(τ, x)|p‖L2(Rn)dτ,
and ∥∥∥|D|s ∫ t
0
E1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q)dτ∥∥∥|L2(Rn)
.
∫ t
2
0
b(τ)−1(1 +B(t, τ))−
n
2
(
1
m2
− 1
2
)
− s
2‖|u(τ, x)|q − |u˜(τ, x)|q‖Lm2 (Rn)∩L2(Rn)dτ
+
∫ t
t
2
b(τ)−1(1 +B(t, τ))−
s
2‖|u(τ, x)|q − |u˜(τ, x)|q‖L2(Rn)dτ.
Using Hölder’s inequality we obtain∥∥|v(τ, x)|p − |v˜(τ, x)|p∥∥
Lm1 (Rn)
.
∥∥v(τ, ·)− v˜(τ, ·)∥∥
Lm1p(Rn)
(‖v(τ, ·)‖p−1Lm1p(Rn) + ‖v˜(τ, ·)‖p−1Lm1p(Rn)),∥∥|v(τ, x)|p − |v˜(τ, x)|p∥∥
L2(Rn)
.
∥∥v(τ, ·)− v˜(τ, ·)∥∥
L2p(Rn)
(‖v(τ, ·)‖p−1L2p(Rn) + ‖v˜(τ, ·)‖p−1L2p(Rn)),∥∥|u(τ, ·)|q − |u˜(τ, ·)|q∥∥
Lm2 (Rn)
.
∥∥u(τ, ·)− u˜(τ, ·)∥∥
Lm2q(Rn)
(‖u(τ, ·)‖q−1Lm2q(Rn) + ‖u˜(τ, ·)‖q−1Lm2q(Rn)),∥∥|u(τ, ·)|q − |u˜(τ, ·)|q∥∥
L2(Rn)
.
∥∥u(τ, ·)− u˜(τ, ·)∥∥
L2q(Rn)
(‖u(τ, ·)‖q−1L2q(Rn) + ‖u˜(τ, ·)‖q−1L2q(Rn)).
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Using Gagliardo-Nirenberg inequality one can prove for 0 ≤ τ ≤ t the following
estimates:∥∥v(τ, ·)− v˜(τ, ·)∥∥
Lm1p(Rn) . (1 +B(τ, 0))
− n
2m2
+ n
2m1p sup
τ∈[0,t]
M(τ, v − v˜),
‖v(τ, ·)‖p−1Lm1p(Rn) . (1 +B(τ, 0))−
n
2m2
(p−1)+ n
2m1p
(p−1)‖(u, v)‖p−1X(t),
‖v˜(τ, ·)‖p−1Lm1p(Rn) . (1 +B(τ, 0))−
n
2m2
(p−1)+ n
2m1p
(p−1)‖(u˜, v˜)‖p−1X(t),∥∥v(τ, ·)− v˜(τ, ·)∥∥
L2p(Rn) . (1 +B(τ, 0))
− n
2m2
+ n
4p sup
τ∈[0,t]
M(τ, v − v˜),
‖v(τ, ·)‖p−1L2p(Rn) . (1 +B(τ, 0))−
n
2m2
(p−1)+ n
4p
(p−1)‖(u, v)‖p−1X(t),
‖v˜(τ, ·)‖p−1L2p(Rn) . (1 +B(τ, 0))−
n
2m2
(p−1)+ n
4p
(p−1)‖(u˜, v˜)‖p−1X(t),∥∥u(τ, ·)− u˜(τ, ·)∥∥
Lm2q(Rn) . (1 +B(τ, 0))
− n
2m1
+ n
2m2q sup
τ∈[0,t]
M(τ, u− u˜),
‖u(τ, ·)‖q−1Lm2q(Rn) . (1 +B(τ, 0))
(
− n
2m1
+ n
2m2q
)
(q−1)‖(u, v)‖q−1X(t),
‖u˜(τ, ·)‖q−1Lm2q(Rn) . (1 +B(τ, 0))
(
− n
2m1
+ n
2m2q
)
(q−1)‖(u˜, v˜)‖q−1X(t),∥∥u(τ, ·)− u˜(τ, ·)∥∥
L2q(Rn) . (1 +B(τ, 0))
− n
2m1
+ n
4q sup
τ∈[0,t]
M(τ, u− u˜),
‖u(τ, ·)‖q−1L2q(Rn) . (1 +B(τ, 0))
(
− n
2m1
+ n
4q
)
(q−1)‖(u, v)‖q−1X(t),
‖u˜(τ, ·)‖q−1L2q(Rn) . (1 +B(τ, 0))
(
− n
2m1
+ n
4q
)
(q−1)‖(u˜, v˜)‖q−1X(t).
Using the last estimates, in the same way we derived the estimates (2.35) to (2.38),
we may conclude (2.30). The proof is completed.
Now, we are interested in the case where one of the exponents p or q does not satisfy
the conditions (2.27) or (2.28). For simplicity and without loss of generality we take
p < q and p ≤ m2
m1
+ 2m2
n
. Then we can prove a global (in time) existence result with
loss of decay in one of the components of the solution and an interaction condition
between the exponents p and q.
Theorem 2.6. Let the data (u0, u1) and (v0, v1) belong to Am1,s × Am2,s, s ∈ (0, 1),
and m1, m2 ∈ [1, 2]. Moreover, we assume the following conditions for the exponents
p and q:
2
m1
≤ p < m2
m1
+
2m2
n
,
2
m2
≤ q ≤ pGN,s(n), (2.39)
and
n
2
> m2
( q + 1
pq − 1
)
. (2.40)
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am1,s + ‖(v0, v1)‖Am2,s ≤ 0,
then there exists a uniquely determined globally (in time) Sobolev solution to (2.1) in(C([0,∞), Hs(Rn)))2.
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Furthermore, the solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2
(
1
m1
− 1
2
)
+γn,m1,m2 (p)
× (‖(u0, u1)‖Am1,s + ‖(v0, v1)‖Am2,s) ,∥∥|D|su(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2
(
1
m1
− 1
2
)
− s
2
+γn,m1,m2 (p)
× (‖(u0, u1)‖Am1,s + ‖(v0, v1)‖Am2,s) ,
‖v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2
(
1
m2
− 1
2
) (‖(u0, u1)‖Am1,s + ‖(v0, v1)‖Am2,s) ,∥∥|D|sv(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2
(
1
m2
− 1
2
)
− s
2
(‖(u0, u1)‖Am1,s + ‖(v0, v1)‖Am2,s) ,
where γn,m1,m2(p) = − n2m2p + n2m1 + 1 is the loss of decay in comparison with the
corresponding decay estimates for the solution u to the linear Cauchy problem with
vanishing right-hand side.
Remark 2.7. • If p = m2
m1
+ 2m2
n
, then the loss of decay γn,m1,m2(p) = ε with an
arbitrarily small positive ε.
• The dimension n can be fixed in the particular case we are interested in. It
depends on several parameters and conditions appearing in the statement of
the theorem.
Example 2.4. If we consider the model (2.1) for n = 3, p = 1.55 and q = 2.6, then
one possibility to satisfy all the conditions of the theorem is to choose m1 = 74 , m2 =
5
4
and the regularity parameter s = 0.95.
Sketch of the proof: To prove this theorem we follow the same steps as in the proof
of Theorem 2.5 with a modification in the definition of the norm of the solution space
X(t). This modification generates a loss of decay.
Let
‖(u, v)‖X(t) = sup
τ∈[0,t]
{(
1 +B(τ, 0)
)−γn,m1,m2 (p)M1(τ, u) +M2(τ, v)},
and N be the mapping which is defined in (2.11). Then our goal is to prove the
inequalities (2.29) and (2.30). To estimate the nonlinear terms appearing in the first
inequality we begin with unl. Using (2.33) and (2.34) in (2.32) we can get in the same
way as we derived (2.15) the following estimate:∥∥|D|sunl(t, ·)∥∥
L2(Rn) . (1 +B(t, 0))
−n
2
(
1
m1
− 1
2
)
− s
2
+γn,m1,m2 (p)‖(u, v)‖pX(t). (2.41)
Analogously, we have∥∥unl(t, ·)∥∥
L2(Rn) . (1 +B(t, 0))
−n
2
(
1
m1
− 1
2
)
+γn,m1,m2 (p)‖(u, v)‖pX(t), (2.42)
where we require (2.39), due to the use of the Gagliardo-Nirenberg inequality.
To estimate vnl we obtain for 0 ≤ τ ≤ t and after using the Gagliardo-Nirenberg
inequality
‖|u(τ, ·)|q‖Lm2 (Rn) . (1 +B(τ, 0))−
n
2m1
q+ n
2m2
+γn,m1,m2 (p)q‖(u, v)‖qX(t),
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and
‖|u(τ, ·)|q‖L2(Rn) . (1 +B(τ, 0))−
n
2m1
q+n
4
+γn,m1,m2 (p)q‖(u, v)‖qX(t).
Using the last estimates leads to∥∥|D|svnl(t, ·)∥∥
L2(Rn) . ‖(u, v)‖qX(t)(1 +B(t, 0))
−n
2
(
1
m2
− 1
2
)
− s
2 , (2.43)∥∥vnl(t, ·)∥∥
L2(Rn) . ‖(u, v)‖qX(t)(1 +B(t, 0))
−n
2
(
1
m2
− 1
2
)
, (2.44)
where we have taken account of − n
2m1
+ n
2m2
+γn,m1,m2(p)q+1 < 0 which is equivalent
to (2.40).
Finally, from (2.41) to (2.44) we complete the proof of (2.29). For the second in-
equality (2.30) we complete the proof in same way as we did in the proof of Theorem
2.5 after taking into consideration the new norm of the solution space X(t) and all
the assumptions, in particular, the interaction condition (2.40).
Remark 2.8. If we are interested in the case
2
m2
≤ q < m1
m2
+
2m1
n
and
2
m1
≤ p ≤ pGN,s(n),
then the loss of decay will appear in the second component v under the following
interaction condition
n
2
> m1
( p+ 1
pq − 1
)
.
Remark 2.9. From all the theorems of Section 2.1 we conclude that the admissible
range of the regularity parameter s we can treat is defined by the following conditions:
s ≥ max
{
n(2−m1)
4
;
n(2−m2)
4
}
,
and
s > max
{
n
2
− m1n
2
nm2 + 2m1m2
;
n
2
− m2n
2
nm1 + 2m1m2
}
.
Example 2.5. Let the dimension n = 1 and m1 = m2 = 1, then from the last remark
we can treat the model (2.1) if the regularity parameter satisfies s ≥ 1
4
.
2.2. Data from energy space
In this section we are interested in the “upper limit case” of Section 2.1, this means, in
the case s = 1. As we did before, we compare the exponents p and q with the modified
Fujita exponent. We expect similar results to the case s ∈ (0, 1), but now the data has
a larger regularity which allows for defining energy solutions and to introduce the
terms ‖ut(τ, ·)‖L2(Rn) and ‖vt(τ, ·)‖L2(Rn) in the norm of the solution space X(t). For
this reason we will derive in this section also estimates for ut and vt, respectively, by
controlling of all terms appearing in the norm of the solution space X(t). First we
turn to the case p = q.
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2.2.1. The orders of power nonlinearities are above the modified
Fujita exponent
Theorem 2.7. Let 1 ≤ n ≤ 6 and let us assume that the data (u0, u1) and (v0, v1)
belong to Am,1 ×Am,1 with m ∈ [1, 2). Moreover, let
p > pFuj,m(n),
2
m
≤ p <∞, if n = 1, 2,
2
m
≤ p ≤ pGN(n) if 2 < n ≤ 6. (2.45)
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1 ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (2.3) in(C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn)))2 .
Furthermore, the solution satisfies the following decay estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2) (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,∥∥∇u(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− 12 (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,∥∥ut(t, ·)∥∥L2(Rn) . b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−1 (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
‖v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2) (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,∥∥∇v(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− 12 (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,∥∥vt(t, ·)∥∥L2(Rn) . b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−1 (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) .
Proof. The proof can be completed by following the same steps of the proof of The-
orem 1.9, by defining a modified solution space X(t) with a norm consisting of two
parts with respect to u and v. We control the components of the norms M(τ, u) and
M(τ, v) of the solution space separately because there is no any interaction between
the power nonlinearities.
In the following corollary we present a result for the case m = 1 which is a general-
ization to systems of the result which was proved in [4] for one single equation.
Corollary 2.2. Let 1 ≤ n ≤ 4 and
p > pFuj(n) if n = 1, 2,
2 ≤ p ≤ 3 = pGN(3) if n = 3,
p = 2 = pGN(4) if n = 4.
(2.46)
Let the data (u0, u1) and (v0, v1) belong to A1,1 × A1,1. Then, there exists a small
constant 0 such that if
‖(u0, u1)‖A1,1 + ‖(v0, v1)‖A1,1 ≤ 0,
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then there exists a uniquely determined globally (in time) energy solution to (2.3) in(C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn)))2 .
Furthermore, the solution satisfies the following decay estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
4
(‖(u0, u1)‖A1,1 + ‖(v0, v1)‖A1,1) ,
‖v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
4
(‖(u0, u1)‖A1,1 + ‖(v0, v1)‖A1,1) ,∥∥∇u(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
4
− 1
2
(‖(u0, u1)‖A1,1 + ‖(v0, v1)‖A1,1) ,∥∥∇v(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
4
− 1
2
(‖(u0, u1)‖A1,1 + ‖(v0, v1)‖A1,1) ,∥∥ut(t, ·)∥∥L2(Rn) . b(t)−1(1 +B(t, 0))−n4−1 (‖(u0, u1)‖A1,1 + ‖(v0, v1)‖A1,1) ,∥∥vt(t, ·)∥∥L2(Rn) . b(t)−1(1 +B(t, 0))−n4−1 (‖(u0, u1)‖A1,1 + ‖(v0, v1)‖A1,1) .
If p 6= q, then we get the following result.
Theorem 2.8. Let 1 ≤ n ≤ 6, (u0, u1), (v0, v1) ∈ Am,1 ×Am,1, m ∈ [1, 2) and let
min{p; q} > pFuj,m(n),
2
m
≤ min{p; q} <∞ if n = 1, 2,
2
m
≤ min{p; q} < max{p; q} ≤ pGN(n) if 2 < n ≤ 6.
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1 ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (2.1) in(C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn)))2 .
Furthermore, the solution satisfies the same decay estimates of Theorem 2.7.
2.2.2. Only one exponent is above the modified Fujita exponent
In this case we assume that one exponent is below the modified Fujita exponent. This
generates a loss of decay. This loss of decay implies an interaction between the power
nonlinearities which is described by condition (2.48).
Theorem 2.9. Let n ≤ 2m2
2−m and n <
2m
m−1 . The data (u0, u1) and (v0, v1) are supposed
to belong to Am,1 ×Am,1 with m ∈ [1, 2). Moreover, let
2
m
≤ p < pFuj,m(n) < q <∞ if n ≤ 2,
2
m
≤ p < pFuj,m(n) < q ≤ pGN(n) if n > 2, (2.47)
and
n
2
> m
( q + 1
pq − 1
)
. (2.48)
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Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1 ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (2.1) in(C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn)))2 .
Furthermore, the solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)+γn,m,ε(p) (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
‖∇u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− 12+γn,m,ε(p)
× (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
‖ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1+γn,m,ε(p)
× (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
‖v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2) (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
‖∇v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− 12 (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
‖vt(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1 (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
where γn,m,ε(p) = − n2m(p− 1) + 1 + ε represents the loss of decay in comparison with
the corresponding decay estimates for the solution u to the linear Cauchy problem
with vanishing right-hand side.
Remark 2.10. From the last theorem we conclude that if we choose m = 1, then we
get only n = 1, 2 and if we choose m = 2, then we get n = 1, 2, 3. In other words, the
freedom of the choice of m between 1 and 2 allows us to treat a larger dimension n.
The following example shows a particular case.
Example 2.6. If we have p = 8
5
and q = 5
3
, then in order to get a global (in time)
existence result in dimension n = 5 we choose m = 3
2
. With this choice the conditions
(2.47) and (2.48) are satisfied.
Proof. We follow the same steps of the proof of Theorem 2.3 by taking s = 1, and
add the terms
b(τ)(1 +B(τ, 0))
n
2 (
1
m
− 1
2)+1‖ut(τ, ·)‖L2(Rn),
and
b(τ)(1 +B(τ, 0))
n
2 (
1
m
− 1
2)+1‖vt(τ, ·)‖L2(Rn)
in the definition of the norm of the solution space
X(t) =
{
(u, v) ∈ (C([0, t], H1(Rn)) ∩ C1([0, t], L2(Rn)))2}.
It remains to prove in the existence part the estimates∥∥unlt (t, ·)∥∥L2(Rn) . b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−1+γn,m,ε(p)‖(u, v)‖pX(t), (2.49)
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and ∥∥vnlt (t, ·)∥∥L2(Rn) . b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−1‖(u, v)‖qX(t). (2.50)
To prove the estimate (2.49) we obtain from the estimate (1.23) of Theorem 1.4, with
m = 2 for τ ∈ [ t
2
, t], the inequality∥∥unlt (t, ·)∥∥L2(Rn)
.
∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)−1‖|v(τ, x)|p‖Lm(Rn)∩L2(Rn)dτ
+
∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1‖|v(τ, x)|p‖L2(Rn)dτ.
If τ ∈ [0, t
2
], then after using the Gagliardo-Nirenberg inequality we arrive at∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)−1‖|v(τ, x)|p‖Lm(Rn)∩L2(Rn)dτ
. ‖(u, v)‖pX(t)
∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)−1(1 +B(τ, 0))−
n
2m
p+ n
2mdτ
. ‖(u, v)‖pX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−1
∫ t
2
0
b(τ)−1(1 +B(τ, 0))−
n
2m
p+ n
2mdτ
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−1− n2m (p−1)+1‖(u, v)‖pX(t)
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−1+γn,m,ε(p)‖(u, v)‖pX(t).
If τ ∈ [ t
2
, t], then again the use of the Gagliardo-Nirenberg inequality leads to∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1‖|v(τ, x)|p‖L2(Rn)dτ
. ‖(u, v)‖pX(t)b(t)−1(1 +B(t, 0))−
n
2m
p+n
4
∫ t
t
2
b(τ)−1(1 +B(t, τ))−1dτ
. ‖(u, v)‖pX(t)b(t)−1(1 +B(t, 0))−
n
2m
p+n
4 log(1 +B(t, 0))
. ‖(u, v)‖pX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−1+γn,m,ε(p)−ε log(1 +B(t, 0))
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−1+γn,m,ε(p)‖(u, v)‖pX(t).
Then, (2.49) is proved.
Now we prove (2.50). From the estimate (1.23) of Theorem 1.4, with m = 2 for
τ ∈ [ t
2
, t], we get∥∥vnlt (t, ·)∥∥L2(Rn)
.
∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)−1‖|u(τ, ·)|q‖Lm(Rn)∩L2(Rn)dτ
+
∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1‖|u(τ, ·)|q‖L2(Rn)dτ.
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If τ ∈ [0, t
2
], then after using the Gagliardo-Nirenberg inequality it follows∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)−1‖|u(τ, ·)|q‖Lm(Rn)∩L2(Rn)dτ
. ‖(u, v)‖qX(t)
∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)−1(1 +B(τ, 0))−
n
2m
q+ n
2m
+γn,m,ε(p)qdτ
. ‖(u, v)‖qX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−1
∫ t
2
0
b(τ)−1(1 +B(τ, 0))−
n
2m
q+ n
2m
+γn,m,ε(p)qdτ
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−1‖(u, v)‖qX(t),
where we take account of
− n
2m
q +
n
2m
+ γn,m,ε(p)q < −1
which is equivalent to (2.48).
If τ ∈ [ t
2
, t], then using the Gagliardo-Nirenberg inequality again gives∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1‖|u(τ, ·)|q‖L2(Rn)dτ
. ‖(u, v)‖qX(t)b(t)−1(1 +B(t, 0))−
n
2m
q+n
4
+γn,m,ε(p)q
∫ t
t
2
b(τ)−1(1 +B(t, τ))−1dτ
. ‖(u, v)‖qX(t)b(t)−1(1 +B(t, 0))−
n
2m
q+n
4
+γn,m,ε(p)q log(1 +B(t, 0))
. ‖(u, v)‖qX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)− n2m q+ n2m+γn,m,ε(p)q+ε log(1 +B(t, 0))
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−1‖(u, v)‖qX(t),
where we use
− n
2m
q +
n
2m
+ γn,m,ε(p)q + ε < 0
which is equivalent to (2.48) for sufficiently small ε. Then, (2.50) is proved.
For the uniqueness part we use the estimates (2.20) to (2.23) with s = 1 and we prove
in a similar way to (2.49) and (2.50) the following estimates:∥∥∥∂t ∫ t
0
E1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p)dτ∥∥∥
L2(Rn)
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−1+γn,m,ε(p)
× sup
τ∈[0,t]
M(τ, v − v˜)
(
‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)
)
,
and ∥∥∥∥∂t ∫ t
0
E1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q)dτ∥∥∥∥
L2(Rn)
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−1
× sup
τ∈[0,t]
M(τ, u− u˜)
(
‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)
)
.
The proof is completed.
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The statement of Remark 2.3 remains still true in the case p = pFuj,m(n), this means,
that the loss of decay γn,m,ε(p) = ε.
Remark 2.11. In Theorem 2.3 the data belong to Am,s with 0 < s < 1. The exponents
p and q generate a loss of decay γn,m(p) = − n2m(p−1)+1. We remark that this loss of
decay perturbed by a positive small number ε appears in the statements of Theorem
2.9 in the limit case s = 1 when the data belong to Am,1.
If we change the roles of p and q, then we get the following result.
Theorem 2.10. Let n ≤ 2m2
2−m and n <
2m
m−1 . The data (u0, u1) and (v0, v1) are supposed
to belong to Am,1 ×Am,1 with m ∈ [1, 2). Moreover, let the exponents p and q satisfy
the following conditions:
2
m
≤ q < pFuj,m(n) < p <∞ if n ≤ 2,
2
m
≤ q < pFuj,m(n) < p ≤ pGN(n) if n > 2, (2.51)
and
n
2
> m
( p+ 1
pq − 1
)
. (2.52)
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1 ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (2.1) in(C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn))2 .
Furthermore, the solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2) (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
‖∇u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− 12 (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
‖ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1 (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
‖v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)+γn,m,ε(q) (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
‖∇v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− 12+γn,m,ε(q) (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
‖vt(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1+γn,m,ε(q)
× (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
where γn,m,ε(q) = − n2m(q − 1) + 1 + ε represents the loss of decay in comparison with
the corresponding decay estimates for the solution v to the linear Cauchy problem
with vanishing right-hand side.
The statements of the Theorems 2.9 and 2.10 yield the following corollary.
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Corollary 2.3. Let n ≤ 2m2
2−m and n <
2m
m−1 . The data (u0, u1) and (v0, v1) are supposed
to belong to Am,1 ×Am,1 with m ∈ [1, 2). Moreover, let the exponents p and q satisfy
the following conditions:
2
m
≤ min{p; q} ≤ pFuj,m(n) < max{p; q} <∞ if n ≤ 2,
2
m
≤ min{p; q} ≤ pFuj,m(n) < max{p; q} ≤ pGN(n) if n > 2,
and
n
2
> m
(max{p; q}+ 1
pq − 1
)
.
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1 ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (2.1) in(C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn)))2 .
Furthermore, the solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)+[γn,m,ε(p)]+ (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
‖∇u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− 12+[γn,m,ε(p)]+
× (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
‖ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1+[γn,m,ε(p)]+
× (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
‖v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)+[γn,m,ε(q)]+ (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
‖∇v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− 12+[γn,m,ε(q)]+
× (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
‖vt(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1+[γn,m,ε(q)]+
× (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1) ,
where [γn,m,ε(p)]+ = max{γn,m,ε(p); 0} and [γn,m,ε(q)]+ = max{γn,m,ε(q); 0}.
2.2.3. Different additional regularities
As we did at the end of Section 2.1 in this section we present some results for Cauchy
data having different additional regularities Lm1(Rn) and Lm2(Rn). The proofs can be
done by combining the results of Theorem 2.5 with Theorem 2.7 to prove Theorem
2.11 and Theorem 2.6 with Theorem 2.9 to prove Theorem 2.12.
Theorem 2.11. Let n ≤ max{ 4
2−m1 ;
4
2−m2}. The data (u0, u1) and (v0, v1) are supposed
to belong to Am1,1 × Am2,1, s ∈ (0, 1) and m1, m2 ∈ [1, 2]. Moreover, the exponents
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satisfy the following conditions:
p >
2m2
n
+
m2
m1
,
2
m1
≤ p ≤ pGN(n), (2.53)
q >
2m1
n
+
m1
m2
,
2
m2
≤ p ≤ pGN(n). (2.54)
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am1,1 + ‖(v0, v1)‖Am2,1 ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (2.1) in(C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn)))2 .
Furthermore, the solution satisfies the following decay estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2
(
1
m1
− 1
2
) (‖(u0, u1)‖Am1,1 + ‖(v0, v1)‖Am2,1) ,∥∥∇u(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2
(
1
m1
− 1
2
)
− 1
2
× (‖(u0, u1)‖Am1,1 + ‖(v0, v1)‖Am2,1) ,
‖ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2
(
1
m1
− 1
2
)
−1
× (‖(u0, u1)‖Am1,1 + ‖(v0, v1)‖Am2,1) ,
‖v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2
(
1
m2
− 1
2
) (‖(u0, u1)‖Am1,1 + ‖(v0, v1)‖Am2,1) ,∥∥∇v(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2
(
1
m2
− 1
2
)
− 1
2
× (‖(u0, u1)‖Am1,1 + ‖(v0, v1)‖Am2,1) ,
‖vt(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2
(
1
m2
− 1
2
)
−1
× (‖(u0, u1)‖Am1,1 + ‖(v0, v1)‖Am2,1) .
Proof. To prove this theorem we follow the same steps of the proof to Theorem 2.5,
with additional terms appearing in the norm of the solution space. The conditions
(2.53) and (2.54) come in after using the Gagliardo-Nirenberg inequality and con-
trolling the nonlinear terms.
Example 2.7. Let us assume n = 2, m1 = 2 and m2 = 1. Then the admissible ranges
for the exponents p and q of the power nonlinearities are as follows:
p >
3
2
, q > 4.
We can not make any choice for the parameters m1 and m2 for n = 3 because the
admissible range for q will be empty.
Theorem 2.12. Let n ≤ max{ 4
2−m2 ;
2m1m2
2−m1 }. The data (u0, u1) and (v0, v1) are sup-
posed to belong to Am1,1 × Am2,1, s ∈ (0, 1) and m1, m2 ∈ [1, 2]. Moreover, the
exponents p and q satisfy the following conditions:
2
m1
≤ p < m2
m1
+
2m2
n
,
2
m2
≤ q ≤ pGN,1(n),
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and
n
2
< m2
( q + 1
pq − 1
)
. (2.55)
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am1,1 + ‖(v0, v1)‖Am2,1 ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (2.1) in(C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn)))2 .
Furthermore, the solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2
(
1
m1
− 1
2
)
+γn,m1,m2 (p)
× (‖(u0, u1)‖Am1,1 + ‖(v0, v1)‖Am2,1) ,∥∥∇u(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2
(
1
m1
− 1
2
)
− 1
2
+γn,m1,m2 (p)
× (‖(u0, u1)‖Am1,1 + ‖(v0, v1)‖Am2,1) ,
‖ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2
(
1
m1
− 1
2
)
−1+γn,m1,m2 (p)
× (‖(u0, u1)‖Am1,1 + ‖(v0, v1)‖Am2,1) ,
‖v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2
(
1
m2
− 1
2
) (‖(u0, u1)‖Am1,1 + ‖(v0, v1)‖Am2,1) ,∥∥∇v(t, ·)∥∥
L2(Rn) .
(
1 +B(t, 0)
)−n
2
(
1
m2
− 1
2
)
− 1
2
(‖(u0, u1)‖Am1,1 + ‖(v0, v1)‖Am2,1) ,
‖vt(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2
(
1
m2
− 1
2
)
−1
× (‖(u0, u1)‖Am1,1 + ‖(v0, v1)‖Am2,1) ,
where
γn,m1,m2(p) = −
n
2m2
p+
n
2m1
+ 1 + ε
represents the loss of decay of the component u of the solution in comparison with
the corresponding decay estimates for the solution to the linear Cauchy problem for u
with vanishing right-hand side.
Proof. To prove this theorem we follow the same steps of the proof to Theorem 2.6,
with additional terms appearing in the norm of the solution space associated with
the expected loss of decay. The condition (2.55) comes in as a result of the modified
norm of the solution space X(t) and the control of vnl.
2.3. Data from Sobolev spaces with suitable regularity
This section is devoted to the case, where the data are from Sobolev spaces with
suitable regularity. From Chapter 1, Section 1.4 we remark that the admissible range
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for p and q was among other things defined by using the regularity parameter of the
data. We divide this section into two parts:
• In the fist subsection we deal with the case where max {pFuj,m(n); dse; 2} is influ-
enced by all of its components pFuj,m(n), dse and 2. Results are given in Theorem
2.13.
• In the second subsection we treat the Cauchy problem under the assumption
max
{
pFuj,m(n); dse; 2
}
= dse,
where n ≥ 4 and s ≥ 3.
2.3.1. The orders of power nonlinearities and the regularity of
data coincide
Firstly, we study the case s1 = s2 = s < p = q. The following theorem can be
concluded immediately from Theorem 1.11.
Theorem 2.13. Let n ≥ 3 and s ∈ (1, 3) be a non-integer number. The data are
supposed to satisfy (u0, u1), (v0, v1) ∈ Am,s,ε × Am,s,ε, for m ∈ [1, 2). Finally, the
following conditions are satisfied for the exponent p:
max
{
pFuj,m(n); dse; 2
}
< p <∞ if s ∈ [n
2
, n
2
+ 1],
max
{
pFuj,m(n); dse; 2
}
< p ≤ 1 + 2
n−2s if s ∈ (1, n2 ).
(2.56)
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,s,ε + ‖(v0, v1)‖Am,s,ε ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (2.3) in(C([0,∞), Hs(Rn)) ∩ C1([0,∞), Hs−1+ε(Rn)))2 .
Furthermore, the solution satisfies the following estimates:
‖(u, v)(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)
×(‖(u0, u1)‖Am,s,ε + ‖(v0, v1)‖Am,s,ε),
‖(ut, vt)(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1
×(‖(u0, u1)‖Am,s,ε + ‖(v0, v1)‖Am,s,ε),
‖(|D|su, |D|sv)(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2
×(‖(u0, u1)‖Am,s,ε + ‖(v0, v1)‖Am,s,ε),
‖(|D|s−1ut, |D|s−1vt)(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1− s−12
×(‖(u0, u1)‖Am,s,ε + ‖(v0, v1)‖Am,s,ε).
Remark 2.12. If we have p 6= q, then we obtain the following result which is similar to
Theorem 2.13.
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Theorem 2.14. Let n ≥ 3 and s ∈ (1, 3) be a non-integer number. The data (u0, u1)
and (v0, v1) are supposed to belong to Am,s,ε × Am,s,ε with m ∈ [1, 2). Finally, the
following conditions are satisfied for the exponents p and q:
max
{
pFuj,m(n); dse; 2
}
< min{p; q} <∞ if s ∈ [n
2
, n
2
+ 1],
max
{
pFuj,m(n); dse; 2
}
< min{p; q} < max{p; q} ≤ 1 + 2
n−2s if s ∈ (1, n2 ).
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,s,ε + ‖(v0, v1)‖Am,s,ε ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (2.1) in
(C([0,∞), Hs(Rn)) ∩ C1([0,∞), Hs−1+ε(Rn)))2 .
Furthermore, the solution satisfies the same estimates as in Theorem 2.13.
2.3.2. Different orders of power nonlinearities and different
regularities of the data
Now, we suppose that ds1e 6= ds2e and that we have different exponents in the power
nonlinearities. Then we may prove the following result.
Theorem 2.15. Let n ≥ 4. The regularity parameters s1 and s2 satisfy the following
conditions:
s1, s2 ∈
[
3,
n
2
+ 1
]
, 0 < s2 − s1 < 1 and ds1e 6= ds2e.
The data (u0, u1) and (v0, v1) are supposed to belong to Am,s1 ×Am,s2 with m ∈ [1, 2).
Furthermore, we assume for the exponents p and q the following conditions:
ds1e < p, ds2e < q if n ≤ 2s1,
ds1e < p, ds2e < q ≤ 1 + 2n−2s1 if 2s1 < n ≤ 2s2,ds1e < p ≤ 1 + 2n−2s2 , ds2e < q ≤ 1 + 2n−2s1 if n > 2s2.
(2.57)
Then, there exists a uniquely determined globally (in time) energy solution to (2.1) in
(C([0,∞), Hs1(Rn)) ∩ C1([0,∞), Hs1−1(Rn)))
×(C([0,∞), Hs2(Rn)) ∩ C1([0,∞), Hs2−1(Rn))).
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Furthermore, the solution satisfies the following estimates:
‖(u, v)(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2) (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖(ut, vt)(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1
× (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖|D|s1u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−
s1
2
(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖|D|s1−1ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1−
s1−1
2
× (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖|D|s2v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−
s2
2
(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖|D|s2−1vt(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1−
s2−1
2
× (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) .
Example 2.8. Let us choose n = 10. If we are interested to get a larger admissible
range, then we can choose for example s1 = 5, s2 = 5 + 110 to obtain p > ds1e = 5,
q > ds2e = 6. We remark that a small negative perturbation of s1 for example s1 =
5 − 1
10
generates a restriction to the admissible range for q, this means, p > ds1e = 5
and ds2e = 6 < q ≤ 11. But, if we have fixed p = 5 + 110 and q = 6 + 110 , then we can
choose s1 = 5− 110 and s2 = 5 + 110 .
Proof. We define the solution space X(t) by
X(t) =
{
(u, v) ∈ [C([0, t], Hs1(Rn)) ∩ C1([0, t], Hs1−1(Rn))]
× [C([0, t], Hs2(Rn)) ∩ C1([0, t], Hs2−1(Rn))]}
with the norm
‖(u, v)‖X(t) = sup
τ∈[0,t]
{
M(τ, u) +M(τ, v)
}
,
where
M(τ, u) =
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)‖u(τ, ·)‖L2(Rn)
+b(τ)
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+1‖ut(τ, ·)‖L2(Rn)
+b(τ)
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s1−1
2
+1‖|D|s1−1ut(τ, ·)‖L2(Rn)
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s1
2 ‖|D|s1u(τ, ·)‖L2(Rn),
and
M(τ, v) =
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)‖v(τ, ·)‖L2(Rn)
+b(τ)
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+1‖vt(τ, ·)‖L2(Rn)
+b(τ)
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s2−1
2
+1‖|D|s2−1vt(τ, ·)‖L2(Rn)
+
(
1 +B(τ, 0)
)n
2 (
1
m
− 1
2)+
s2
2 ‖|D|s2v(τ, ·)‖L2(Rn).
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Let N be the mapping as defined in (2.11). Then our aim is to prove the following
inequalities:
‖N(u, v)‖X(t) . ‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2 + ‖(u, v)‖pX(t) + ‖(u, v)‖qX(t), (2.58)
‖N(u, v)−N(u˜, v˜)‖X(t) . ‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t) + ‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)). (2.59)
We can immediately conclude the desired estimate for the “linear part” of N(u, v). It
holds
‖(uln, vln)‖X(t) . ‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2 . (2.60)
For the “nonlinear terms” appearing in N(u, v) we proceed as follows: From the
estimate (1.27) of Theorem 1.6, with m = 2 for τ from the integral over [ t
2
, t], we
obtain for unl the estimate
‖|D|s1−1unlt (t, ·)‖L2(Rn)
.
∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)−
s1−1
2
−1‖|v(τ, x)|p‖Lm(Rn)∩L2(Rn)∩H˙s1−1(Rn)dτ
+
∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1−
s1−1
2 ‖|v(τ, x)|p‖L2(Rn)∩H˙s1−1(Rn)dτ.
Now we estimate successively ‖|v(τ, x)|p‖L2(Rn), ‖|v(τ, x)|p‖Lm(Rn) and ‖|v(τ, x)|p‖H˙s1−1(Rn).
Using Gagliardo-Nirenberg inequality for 0 ≤ τ ≤ t we obtain
‖v(τ, ·)‖pLmp(Rn) . (1 +B(τ, 0))−
n
2m
p+ n
2m‖(u, v)‖pX(t),
where
2
m
≤ p if n ≤ 2s2,
2
m
≤ p ≤ 2n
m(n−2s2) if n > 2s2.
The same ideas lead for 0 ≤ τ ≤ t to the estimate
‖v(τ, ·)‖pL2p(Rn) . (1 +B(τ, 0))−
n
2m
p+n
4 ‖(u, v)‖pX(t),
where
2
m
≤ p if n ≤ 2s2,
2
m
≤ p ≤ n
n−2s2 for n > 2s2.
All together implies the following conditions for the exponent p:
2
m
≤ p if n ≤ 2s2,
2
m
≤ p ≤ n
n−2s2 if n > 2s2.
These condition are included in (2.57).
To estimate ‖|v(τ, x)|p‖H˙s1−1(Rn) we use the fractional chain rule from Proposition A.4.
In this way it follows
‖|v(τ, x)|p‖H˙s1−1(Rn) =
∥∥|D|s1−1|v(τ, x)|p∥∥
L2(Rn)
.
∥∥v(τ, ·)∥∥p−1
Lq1 (Rn)
∥∥|D|s1−1v(τ, ·)∥∥
Lq2 (Rn) for p > ds1 − 1e,
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where
p− 1
q1
+
1
q2
=
1
2
.
Applying the classical Gagliardo-Nirenberg inequality to ‖v(τ, ·)‖Lq1 (Rn) we get∥∥v(τ, ·)∥∥
Lq1 (Rn) .
∥∥v(τ, ·)∥∥1−θ
L2(Rn)
∥∥|D|s2v(τ, ·)∥∥θ
L2(Rn)
. (1 +B(τ, 0))−n2 ( 1m− 12)(1−θ)−(n2 ( 1m− 12)+
s2
2
)θ‖(u, v)‖X(t)
. (1 +B(τ, 0))−
n
2m
+ n
2q1 ‖(u, v)‖X(t),
where θ = n
s2
(
1
2
− 1
q1
) ∈ [0, 1]. This implies
2 ≤ q1 if n ≤ 2s2,
2 ≤ q1 ≤ nn−2s2 if n > 2s2.
Finally, for 0 ≤ τ ≤ t we arrive at∥∥v(τ, ·)∥∥p−1
Lq1 (Rn) . (1 +B(τ, 0))
(
− n
2m
+ n
2q1
)
(p−1)‖(u, v)‖p−1X(t). (2.61)
We apply the same tools to estimate
∥∥|D|s1−1v(τ, ·)∥∥
Lq2 (Rn). So, if s1− 1 < s2, then we
obtain∥∥|D|s1−1v(τ, ·)∥∥
Lq2 (Rn) .
∥∥v(τ, ·)∥∥1−θ˜
L2(Rn)
∥∥|D|s2v(τ, ·)∥∥θ˜
L2(Rn)
. (1 +B(τ, 0))−n2
(
1
m
− 1
2
)
(1−θ˜)−
(
n
2
(
1
m
− 1
2
)
+
s2
2
)
θ˜‖(u, v)‖X(t)
. (1 +B(τ, 0))−
n
2m
+ n
2q2
− s2−1
2 ‖(u, v)‖X(t),
where θ˜ = n
s2
(
1
2
− 1
q2
)
+ s2−1
s2
∈ [ s2−1
s2
, 1
]
. This implies
2 ≤ q2 if n ≤ 2,
2 ≤ q2 ≤ 2nn−2 if n > 2.
The existence of such q1, q2 satisfying the above conditions was explained in Chapter
1, Section 1.4 (see the proof of Theorem 1.10).
Consequently, we get for 0 ≤ τ ≤ t the estimate
‖|v(τ, x)|p‖H˙s1−1(Rn) . (1 +B(τ, 0))−
n
2m
p+n
4
− s2−1
2 ‖(u, v)‖pX(t)
for p > ds1 − 1e.
Using the last estimates we obtain for τ ∈ [0, t
2
] the estimate∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
4
− s1−1
2
−1(1 +B(τ, 0))−
n
2m
p+ n
2mdτ
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−
s1−1
2
−1
∫ t
2
0
b(τ)−1(1 +B(τ, 0))−
n
2m
p+ n
2mdτ
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−
s1−1
2
−1,
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where we use the assumption p > pFuj,m(n).
If τ ∈ [ t
2
, t], then we have∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1−
s1−1
2 (1 +B(τ, 0))−
n
2m
p+n
4 dτ
. b(t)−1(1 +B(t, 0))− n2mp+n4
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−
s1−1
2
−1
for p > 2m
n
(
s1+1
2
)
+ 1 which follows from p > s1 if we assume n ≥ 4 and s1 ≥ 3.
Consequently, we get
‖|D|s1−1unlt (t, ·)‖L2(Rn) . b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−
s1−1
2
−1‖(u, v)‖pX(t).
In the same way we can prove
‖unl(t, ·)‖L2(Rn) . (1 +B(t, 0))−
n
2 (
1
m
− 1
2)‖(u, v)‖pX(t),
‖unlt (t, ·)‖L2(Rn) . b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−1‖(u, v)‖pX(t),
‖|D|s1unlt (t, ·)‖L2(Rn) . (1 +B(t, 0))−
n
2 (
1
m
− 1
2)−
s1
2 ‖(u, v)‖pX(t).
Summarizing implies for unl the estimate
M
(
t, unl
)
. ‖(u, v)‖pX(t). (2.62)
To treat vnl we get after using the estimate (1.27) of Theorem 1.6, with m = 2 for τ
from the interval [ t
2
, t],
‖|D|s2−1vnlt (t, ·)‖L2(Rn)
.
∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)−
s2−1
2
−1‖|u(τ, ·)|q‖Lm(Rn)∩L2(Rn)∩H˙s2−1(Rn)dτ
+
∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1−
s2−1
2 ‖|u(τ, ·)|q‖L2(Rn)∩H˙s2−1(Rn)dτ.
Analogously to the treatment of unl we can estimate successively ‖|u(τ, ·)|q‖L2(Rn),
‖|u(τ, ·)|q‖Lm(Rn) and ‖|u(τ, ·)|q‖H˙s2−1(Rn). In this way we obtain for 0 ≤ τ ≤ t the
estimates
‖|u(τ, ·)|q‖Lm(Rn) . (1 +B(τ, 0))− n2m q+ n2m‖(u, v)‖qX(t),
‖|u(τ, ·)|q‖L2(Rn) . (1 +B(τ, 0))− n2m q+n4 ‖(u, v)‖qX(t),
‖|u(τ, ·)|q‖H˙s2−1(Rn) . (1 +B(τ, 0))−
n
2m
q+n
4
− s2−1
2 ‖(u, v)‖qX(t),
where
2
m
≤ q if n ≤ 2s1,
2
m
≤ q ≤ 1 + 2
n−2s1 if n > 2s1,
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and q > ds2 − 1e, s2 − 1 < s1.
Using the last estimates we obtain for τ ∈ [0, t
2
]
∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
4
− s2−1
2
−1(1 +B(τ, 0))−
n
2m
q+ n
2mdτ
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−
s2−1
2
−1
∫ t
2
0
b(τ)−1(1 +B(τ, 0))−
n
2m
q+ n
2mdτ
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−
s2−1
2
−1,
where we used the assumption q > pFuj,m(n).
If τ ∈ [ t
2
, t], then we have∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1−
s2−1
2 (1 +B(τ, 0))−
n
2m
q+n
4 dτ
. b(t)−1(1 +B(t, 0))− n2m q+n4
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−
s2−1
2
−1
for q > 2m
n
(
s2+1
2
)
+ 1 which follows from the condition q > s2 in (2.57) and the other
assumptions of the theorem.
Consequently, we get
‖|D|s2−1vnlt (t, ·)‖L2(Rn) . b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−
s2−1
2
−1‖(u, v)‖qX(t).
In the same way we can prove
‖vnl(t, ·)‖L2(Rn) . (1 +B(t, 0))−
n
2 (
1
m
− 1
2)‖(u, v)‖qX(t),
‖vnlt (t, ·)‖L2(Rn) . b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−1‖(u, v)‖qX(t),
‖|D|s2vnl(t, ·)‖L2(Rn) . (1 +B(t, 0))−
n
2 (
1
m
− 1
2)−
s2
2 ‖(u, v)‖qX(t).
Summarizing, we may conclude for vnl the following estimate:
M
(
t, vnl
)
. ‖(u, v)‖qX(t). (2.63)
From (2.62) and (2.63) we get (2.58).
Now for the uniqueness part we prove (2.59). We assume that (u, v) and (u˜, v˜) are
two vector-functions belonging to the space X(t). Then we have
N(u, v)−N(u˜, v˜)
=
(
unl(t, x)− u˜nl(t, x), vnl(t, x)− v˜nl(t, x))
=
(∫ t
0
E1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p)dτ,∫ t
0
E1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q)dτ).
2.3. Data from Sobolev spaces with suitable regularity 91
To estimate the first component we use the estimates (1.27) from Theorem 1.6 and
obtain∥∥∥|D|s1−1∂t ∫ t
0
E1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p)dτ∥∥∥
L2(Rn)
.
∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)−
s1−1
2
−1
×‖|v(τ, x)|p − |v˜(τ, x)|p‖Lm(Rn)∩L2(Rn)∩H˙s1−1(Rn)dτ
+
∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1−
s1−1
2
×‖|v(τ, x)|p − |v˜(τ, x)|p‖L2(Rn)∩H˙s1−1(Rn)dτ.
Using Hölder’s inequality and the Gagliardo-Nirenberg inequality we get∥∥|v(τ, x)|p − |v˜(τ, x)|p∥∥
Lm(Rn) . (1 +B(τ, 0))
− n
2m
p+ n
2m sup
τ∈[0,t]
M(τ, v − v˜)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)),
and ∥∥|v(τ, x)|p − |v˜(τ, x)|p∥∥
L2(Rn) . (1 +B(τ, 0))
− n
2m
p+n
4 sup
τ∈[0,t]
M(τ, v − v˜)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)).
To estimate ‖|v(τ, x)|p − |v˜(τ, x)|p‖H˙s1−1(Rn) we recall the estimates from the proof of
Theorem 1.10. Applying these estimates we may conclude for 0 ≤ τ ≤ t∥∥|v(τ, x)|p − |v˜(τ, x)|p∥∥
H˙s1−1(Rn) . (1 +B(τ, 0))
− n
2m
p+n
4
− s2−1
2 sup
τ∈[0,t]
M(τ, v − v˜)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)),
where we use p > ds1e and p ≤ 1 + 2n−2s2 if n > 2s2.
All these estimates together imply∥∥∥|D|s1−1∂t ∫ t
0
E1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p)dτ∥∥∥
L2(Rn)
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−
s1−1
2
−1
× sup
τ∈[0,t]
M(τ, v − v˜)(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)).
In the same way we get∥∥∥ ∫ t
0
E1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p)dτ∥∥∥
L2(Rn)
. (1 +B(t, 0))−n2 ( 1m− 12) sup
τ∈[0,t]
M(τ, v − v˜)(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)),
∥∥∥∂t ∫ t
0
E1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p)dτ∥∥∥
L2(Rn)
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−1 sup
τ∈[0,t]
M(τ, v − v˜)(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)),
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∥∥∥|D|s1 ∫ t
0
E1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p)dτ∥∥∥
L2(Rn)
. (1 +B(t, 0))−n2 ( 1m− 12)−
s1
2 sup
τ∈[0,t]
M(τ, v − v˜)(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)).
For the second component of N(u, v)−N(u˜, v˜) we get for q > ds2e and q ≤ 1 + 2n−2s1
if n > 2s1, after applying the same ideas as above, the following estimates:∥∥∥∫ t
0
E1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q)dτ∥∥∥
L2(Rn)
. (1 +B(t, 0))−n2 ( 1m− 12) sup
τ∈[0,t]
M(τ, u− u˜)(‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)),
∥∥∥∂t ∫ t
0
E1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q)dτ∥∥∥
L2(Rn)
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−1 sup
τ∈[0,t]
M(τ, u− u˜)(‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)),
∥∥∥|D|s2−1∂t ∫ t
0
E1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q)dτ∥∥∥
L2(Rn)
. b(t)−1(1 +B(t, 0))−n2 ( 1m− 12)−
s2−1
2
−1
× sup
τ∈[0,t]
M(τ, u− u˜)(‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)),
∥∥∥|D|s2 ∫ t
0
E1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q)dτ∥∥∥
L2(Rn)
. (1 +B(t, 0))−n2 ( 1m− 12)−
s2
2 sup
τ∈[0,t]
M(τ, u− u˜)(‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)).
The proof is completed.
Remark 2.13. If we consider the opposite case to the case treated in Theorem 2.15,
that is, 0 < s1 − s2 < 1, then the condition (2.57) is modified as follows:
ds1e < p, ds2e < q if n ≤ 2s2,
ds1e < p ≤ 1 + 2n−2s2 , ds2e < q if 2s2 < n ≤ 2s1,ds1e < p ≤ 1 + 2n−2s2 , ds2e < q ≤ 1 + 2n−2s1 if n > 2s1.
2.4. Large regular data
Finally, we are interested in the case of data having a large regularity such that they
belong to L∞(Rn), too. For this reason we choose the regularity parameters s1 and
s2 from the interval (n2 + 1,∞).
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2.4.1. The regularity of data coincide
From the treatment of the case of large regular data in Chapter 1, Section 1.5 we re-
call that the admissible range for p was bounded to below by the regularity parameter
s.
Theorem 2.16. Let us assume n ≥ 4. The data (u0, u1) and (v0, v1) are supposed to
belong to Am,s ×Am,s with m ∈ [1, 2) and s > n2 + 1. Moreover, let
p > s. (2.64)
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (2.3) in(C([0,∞), Hs(Rn)) ∩ C1([0,∞), Hs−1(Rn)))2 .
The solution satisfies the following estimates:
‖(u, v)(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)(‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s),
‖(ut, vt)(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1
×(‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s),
‖|D|s(u, v)(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s2
×(‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s),
‖|D|s−1(ut, vt)(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)− s−12 −1
×(‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s).
One can prove this theorem by following the same steps of the proof of Theorem
1.15.
If we have p 6= q and both exponents satisfy the condition (2.64), then we may imme-
diately conclude from the results of Chapter 1 the following theorem.
Theorem 2.17. Let us assume n ≥ 4. The data (u0, u1) and (v0, v1) are supposed to
belong to Am,s ×Am,s with m ∈ [1, 2) and s > n2 + 1. Moreover, let
min{p; q} > s. (2.65)
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (2.1) in(C([0,∞), Hs(Rn)) ∩ C1([0,∞), Hs−1(Rn)))2 .
The solution satisfies the estimates of Theorem 2.16.
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The condition (2.65) appears from the estimate of the norm ‖|u(τ, x)|q‖H˙s−1(Rn) and
‖|v(τ, x)|p‖H˙s−1(Rn) after using fractional powers for s− 1 > n2 from Corollary A.3.
Remark 2.14. Under the assumptions of Theorem 2.17, the use of fractional chain rule
would imply more restrictive results. Precisely, the admissible ranges for the exponents
p and q will be as follows:
min{p; q} > dse.
2.4.2. Different exponents in the power nonlinearities and
different regularity of the data
Now we are interested in the case of data having different regularity parameters and
we have different exponents in the power nonlinearities.
Theorem 2.18. Let n ≥ 4. The data (u0, u1) and (v0, v1) are supposed to belong to
Am,s1 ×Am,s2 with m ∈ [1, 2) and s2 > s1 > n2 + 1. Moreover, we assume
p > s1 and q > s˜2, (2.66)
where s˜2 ∈ (s1, s1 + 1) and s˜2 ≤ s2. Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2 ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (2.1) in(C([0,∞), Hs1(Rn)) ∩ C1([0,∞), Hs1−1(Rn)))
×(C([0,∞), H s˜2(Rn)) ∩ C1([0,∞), H s˜2−1(Rn))).
Furthermore, the solution satisfies the following estimates:
‖(u, v)(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2) (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖(ut, vt)(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1
× (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖|D|s1u(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−
s1
2
× (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖|D|s1−1ut(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1−
s1−1
2
× (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖|D|s˜2v(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−
s˜2
2
(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖|D|s˜2−1vt(t, ·)‖L2(Rn) . b(t)−1
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−1−
s˜2−1
2
× (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) .
Example 2.9. If n = 10, (u0, u1) ∈ A 3
2
,7 and (v0, v1) ∈ A 3
2
,10, then there exists a
global (in time) energy solution to (2.1) provided that p > 7 and q > s with s ∈ [7, 8].
Consequently, we do not observe anymore the regularity parameter of the second
data (v0, v1) in the regularity parameter of the solution.
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Proof. In the proof of this theorem we mix some tools from the previous proofs. On
the one hand we use the same space of solution X(t) and its norm from the proof of
Theorem 2.15. On the other hand we use fractional powers rule from Corollary A.3
to prove the inequalities (2.58) and (2.59). We have immediately
‖(uln, vln)‖X(t) . ‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2 . (2.67)
For the nonlinear terms, we conclude from the estimate (1.27) of Theorem 1.6 the
following estimate:
‖|D|s1−1unlt (t, ·)‖L2(Rn)
.
∫ t
2
0
b(t)−1b(τ)−1(1 +B(t, τ))−
n
2 (
1
m
− 1
2)−
s1−1
2
−1‖|v(τ, x)|p‖Lm(Rn)∩L2(Rn)∩H˙s1−1(Rn)dτ
+
∫ t
t
2
b(t)−1b(τ)−1(1 +B(t, τ))−1−
s1−1
2 ‖|v(τ, x)|p‖L2(Rn)∩H˙s1−1(Rn)dτ.
Using Gagliardo-Nirenberg inequality for 0 ≤ τ ≤ t we get
‖v(τ, ·)‖pLmp(Rn) . (1 +B(τ, 0))−
n
2m
p+ n
2m‖(u, v)‖pX(t),
‖v(τ, ·)‖pL2p(Rn) . (1 +B(τ, 0))−
n
2m
p+n
4 ‖(u, v)‖pX(t),
where p ≥ 2
m
. To estimate ‖|v(τ, x)|p‖H˙s1−1(Rn) we use the fractional powers rules from
Corollary A.3 and Proposition A.6. From the definition of the norm of the solution
space X(t) we obtain for s1 − 1 ≤ s2 and 0 ≤ τ ≤ t the estimate
‖|v(τ, x)|p‖H˙s1−1(Rn) . (1 +B(τ, 0))−
n
2 (
1
m
− 1
2)p−
s1−1
2
− s∗
2
(p−1)‖(u, v)‖pX(t),
where s∗ = n
2
− ε < n
2
and p > s1.
Repeating the same steps to derive the estimate (1.98) from the proof of Theorem
1.15 it follows
‖|D|s1−1unlt (t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−1−
s1−1
2 , (2.68)
where we use p > pFuj,m(n) which follows from (2.66) because we suppose s1 > n2 +1
there.
In a similar way we get for p > s1 the estimates
‖unl(t, ·)‖L2(Rn) . (1 +B(t, 0))−
n
2 (
1
m
− 1
2)‖(u, v)‖pX(t),
‖unlt (t, ·)‖L2(Rn) . b(t)−1(1 +B(t, 0))−
n
2 (
1
m
− 1
2)−1‖(u, v)‖pX(t),
‖|D|s1unl(t, ·)‖L2(Rn) . (1 +B(t, 0))−
n
2 (
1
m
− 1
2)−
s1
2 ‖(u, v)‖pX(t).
This implies
M(t, unl) . ‖(u, v)‖pX(t).
Analogously, we obtain
M(t, vnl) . ‖(u, v)‖qX(t).
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Summarizing, (2.58) is proved. To prove (2.59) we prove similar estimates to (1.108)
for 0 ≤ τ ≤ t which are
‖|v(τ, x)|p − |v˜(τ, x)|p‖H˙s1−1(Rn) . (1 +B(τ, 0))−
n
2m
p+n
4
(p−1)− s1−1
2 sup
τ∈[0,t]
M(τ, v − v˜)
×
(
‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)
)
,
‖|u(τ, x)|q − |u˜(τ, x)|q‖H˙ s˜2−1(Rn) . (1 +B(τ, 0))−
n
2m
q+n
4
(q−1)− s˜2−1
2 sup
τ∈[0,t]
M(τ, u− u˜)
×
(
‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)
)
.
The proof can be completed similarly as we did in the proof of Theorem 2.15.
Remark 2.15. If we consider the case s1 > s2 > n2 + 1, then the condition (2.66) is
modified to
p > s˜1 and q > s2,
where s˜1 ∈ (s2, s2 + 1) and s˜1 ≤ s1. Then the loss of regularity will be with respect to
the first component u of the solution (u, v). For this reason the solution belongs to(C([0,∞), H s˜1(Rn)) ∩ C1([0,∞), H s˜1−1(Rn)))
×(C([0,∞), Hs2(Rn)) ∩ C1([0,∞), Hs2−1(Rn))).
2.5. Concluding remarks
From the statements of the previous theorems we want to conclude some results
similar as we did in the last section of Chapter 1. We collect some results describing
the admissible range of exponents in both power nonlinearities with respect to the
modified Fujita exponent or to the regularity parameters of both data.
Theorem 2.19. Let n ≤ 2, s ∈ [n
2
, n
]∩ [0, 1] and m ∈ [1, 2). Let us assume for the data
the following condition:
(u0, u1), (v0, v1) ∈ Am,s ×Am,s.
Finally, let
min{p; q} > pFuj,m(n).
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s ≤ 0,
then there exists a uniquely determined globally (in time) Sobolev solution to (2.1) in(C([0,∞), Hs(Rn)) ∩ Cbmin{s;1}c([0,∞), L2(Rn)))2 .
Furthermore, the solution satisfies for s0 + l = 0, s, where s0 ∈ [0, s], l = 0, 1, the
estimates
‖(|D|s0∂ltu, |D|s0∂ltv)(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
2 (
1
m
− 1
2)−l−
s0
2 (b(t))−l
× (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s) .
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Theorem 2.20. Let n ≥ 4. Let us assume for the data the following condition:
(u0, u1), (v0, v1) ∈ Am,s1 ×Am,s2 , s1, s2 ∈
[n
2
,∞
)
, s1 − s2 ∈ [−1, 1].
Finally, let
p > ds1e and q > ds2e if s1, s2 ∈
[n
2
,
n
2
+ 1
]
,
p > s1 and q > s2 if s1, s2 >
n
2
+ 1.
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2 ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (2.1)
belonging to (C([0,∞), Hs1(Rn)) ∩ C1([0,∞), Hs1−1(Rn)))
×(C([0,∞), Hs2(Rn)) ∩ C1([0,∞), Hs2−1(Rn))).
Furthermore, the solution satisfies for s0 + l = 0, s, where s0 ∈ [0, s], l = 0, 1, the
estimates
‖(|D|s0∂ltu, |D|s0∂ltv)(t, ·)‖L2(Rn) .
(
1 +B(t, 0)
)−n
4
−l− s0
2 b(t)−l
× (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) .
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3. Weakly coupled systems of
semilinear damped waves with
different coefficients in the
dissipation terms
This chapter is devoted to the particular case of the system (0.2), where the source
terms are g(v) = |v|p and f(u) = |u|q and the dissipation terms are given by b1(t)ut
and b2(t)vt with b1(t) = 1(1+t)r1 and b2(t) =
1
(1+t)r2
with exponents r1, r2 ∈ (−1, 1).
For this reason the dissipation terms are effective in the sense of [67] and [69] (see
Example 1.1). The model we have in mind is
utt −∆u+ 1(1+t)r1 ut = |v|p, vtt −∆v + 1(1+t)r2 vt = |u|q,
u(0, x) = u0(x), ut(0, x) = u1(x), v(0, x) = v0(x), vt(0, x) = v1(x),
(3.1)
where (t, x) ∈ [0,∞)×Rn. To study this problem we distinguish between several cases
depending on the powers r1, r2, exponents p, q in the power nonlinearities and the
regularity parameters s1, s2 of the data.
If the data are low regular or taken from energy space we recall from previous chap-
ters that the admissible range for p and q was almost defined by using the modified
Fujita exponent pFuj,m(n), whereas the regularity parameter of the data has no influ-
ence. For this reason in the first two sections we restrict ourselves to study only the
case of data having the same regularity s1 = s2 = s. We introduce new exponents
p˜r1,r2 and q˜r1,r2 which are generated by the interaction between the two different dis-
sipation terms (hint of Prof. M. d’Abbicco). We treat similar cases as in Chapter 2.
This means, we are interested in different cases for the modified exponents p˜ = p˜r1,r2
and q˜ = q˜r1,r2 compared with the modified Fujta exponent pFuj,m(n).
On the contrary, if the data are supposed to have a high regularity we recall that the
admissible range for p and q is almost defined by the regularity parameters. Then we
study the effect of different regularities of data and the modified exponents are still
influenced by the modified Fujita exponent. An the end of this chapter we show in
which direction we can generalize our results to cover a maximal set of models with
effective dissipation terms.
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3.1. Low regular data
This section is devoted to treat the system (3.1), where the data are taken from
the same Sobolev space Hs(Rn) for s ∈ (0, 1), with the same additional regular-
ity Lm(Rn),m ∈ [1, 2). For the same reason explained at the beginning of Section
2.1 of Chapter 2, we compare in our statements the introduced modified exponents
p˜ = p˜r1,r2 and q˜ = q˜r1,r2 with the modified Fujita exponent pFuj,m(n).
3.1.1. Both modified exponents are above the modified Fujita
exponent
Theorem 3.1. Let n ≤ 4s
2−m and n < max
{
2sm
m−s ;
2m(2−s)
2−m
}
. The data are supposed to
belong to Am,s×Am,s, m ∈ [1, 2) and s ∈ (0, 1). Moreover, the exponents p, q and the
modified exponents p˜r1,r2 and q˜r1,r2 satisfy the following conditions:
2
m
≤ min{p; q} ≤ max{p; q} ≤ pGN,s(n), (3.2)
min{q˜r1,r2 ; p˜r1,r2} > pFuj,m(n), (3.3)
where
q˜r1,r2 =
1 + r1
1 + r2
(q − 1) + 1, p˜r1,r2 =
1 + r2
1 + r1
(p− 1) + 1.
Then, there exists a constant 0 such that if
‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s ≤ 0,
then there exists a uniquely determined global (in time) Sobolev solution to (3.1) in(C([0,∞), Hs(Rn))2.
Furthermore, the solution satisfies the following decay estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)(‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s),
‖|D|su(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)− s2 (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s),
‖v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)(‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s),
‖|D|sv(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)− s2 (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s).
Particular case: If n = 1, then the condition (3.2) will be changed as follows:
2
m
≤ min{p; q} ≤ max{p; q} <∞ if s ∈ [1
2
, 1),
2
m
≤ min{p; q} ≤ max{p; q} ≤ pGN,s(1) if s ∈ (0, 12).
(3.4)
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Remark 3.1. • If r1 < r2, then pFuj,m(n) < q˜r1,r2 < q ≤ pGN,s(n). Then, to guar-
antee that pFuj,m(n) < pGN,s(n), we have to assume in the statement of Theorem
3.1 the restriction n < 2sm
m−s . Conversely, if r2 < r1, then pFuj,m(n) < p˜r1,r2 < p ≤
pGN,s(n) which leads to the same restriction.
• It is possible to assume that one of the exponents p or q is smaller than pFuj,m(n)
without any loss of decay. The following example shows this effect.
Example 3.1. Let us assume that the dimension n = 1. The coefficients of the dissipa-
tion terms are b1(t) = (1 + t)−
1
2 and b2(t) = (1 + t)
1
2 . The data (u0, u1), (v0, v1) belong
to A 3
2
, 1
2
×A 3
2
, 1
2
. Then, the admissible range for the exponents p and q to guarantee the
global (in time) existence of small data Sobolev solutions can be chosen as follows:
4
3
≤ p = 8
3
< pFuj, 3
2
(1) = 4 and q = 13 ≥ 4
3
.
Here we obtain as modified exponents p˜ = 6 and q˜ = 5 which satisfy the condition
(3.3). The solution satisfies the following decay estimates:
‖u(t, ·)‖L2(Rn) .
(
1 + t
)− 1
24
(‖(u0, u1)‖A 3
2 ,
1
2
+ ‖(v0, v1)‖A 3
2 ,
1
2
)
,
‖|D|su(t, ·)‖L2(Rn) .
(
1 + t
)− 1
6
(‖(u0, u1)‖A 3
2 ,
1
2
+ ‖(v0, v1)‖A 3
2 ,
1
2
)
,
‖v(t, ·)‖L2(Rn) .
(
1 + t
)− 1
8
(‖(u0, u1)‖A 3
2 ,
1
2
+ ‖(v0, v1)‖A 3
2 ,
1
2
)
,
‖|D|sv(t, ·)‖L2(Rn) .
(
1 + t
)− 1
2
(‖(u0, u1)‖A 3
2 ,
1
2
+ ‖(v0, v1)‖A 3
2 ,
1
2
)
.
Remark 3.2. The restriction of the dimension n is influenced by the regularity param-
eter s and the additional regularity m. This means, there is no general statement for
the restrictions of the dimension n . Let us take the following example: If m = 1, then
we have the restriction n ≤ 4s and n < max{ 2s
1−s ; 4 − 2s}. The graph shows how we
can get the restriction for each particular case we are interested in.
Proof. We define the solution space X(t) as follows:
X(t) =
{
(u, v) ∈ (C([0, t], Hs(Rn)))2 }
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with the norm
‖(u, v)‖X(t) = sup
τ∈[0,t]
{M1(τ, u) +M2(τ, v)
}
,
where
M1(τ, u) = (1 +B1(τ, 0))
n
2 (
1
m
− 1
2)‖u(τ, ·)‖L2(Rn)
+(1 +B1(τ, 0))
n
2 (
1
m
− 1
2)+
s
2‖|D|su(τ, ·)‖L2(Rn),
M2(τ, v) = (1 +B2(τ, 0))
n
2 (
1
m
− 1
2)‖v(τ, ·)‖L2(Rn)
+(1 +B2(τ, 0))
n
2 (
1
m
− 1
2)+
s
2‖|D|v(τ, ·)‖L2(Rn).
Let N be the mapping on X(t) which is defined by
N : (u, v) ∈ X(t)→ N(u, v) = (uln + unl, vln + vnl), (3.5)
where
uln(t, x) := E1,0(t, 0, x) ∗(x) u0(x) + E1,1(t, 0, x) ∗(x) u1(x),
unl(t, x) :=
∫ t
0
E1,1(t, τ, x) ∗(x) |v(τ, x)|pdτ,
vln(t, x) := E2,0(t, 0, x) ∗(x) v0(x) + E2,1(t, 0, x) ∗(x) v1(x),
vnl(t, x) :=
∫ t
0
E2,1(t, τ, x) ∗(x) |u(τ, x)|qdτ.
We denote by E1,0 = E1,0(t, 0, x) and E1,1 = E1,1(t, 0, x) the fundamental solutions to
the Cauchy problem
utt −∆u+ b1(t)ut = 0, u(0, x) = u0(x), ut(0, x) = u1(x),
and by E2,0 = E2,0(t, 0, x) and E2,1 = E2,1(t, 0, x) the fundamental solutions to the the
Cauchy problem
vtt −∆v + b2(t)vt = 0, v(0, x) = v0(x), vt(0, x) = v1(x).
Our aim is to prove the estimates
‖N(u, v)‖X(t) . ‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s + ‖(u, v)‖pX(t) + ‖(u, v)‖qX(t), (3.6)
‖N(u, v)−N(u˜, v˜)‖X(t) . ‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t) + ‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)). (3.7)
Let us begin to prove the first estimate (3.6). As we did in the previous chapters, we
can immediately conclude the estimate for the linear part, namely
‖(uln, vln)‖X(t) . ‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s . (3.8)
For the nonlinear part we only show how to estimate the terms ‖|D|sunl(t, ·)‖L2(Rn)
and ‖|D|svnl(t, ·)‖L2(Rn) appearing in the definition of the norm of X(t). The esti-
mates of ‖unl‖L2(Rn) and ‖vnl‖L2(Rn) are included there, or have no influence on the
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statement of the theorem. Let us begin with ‖|D|sunl‖L2(Rn). From the estimates (1.25)
of Theorem 1.5 we obtain
‖|D|sunl(t, ·)‖L2(Rn) .
∫ t
0
b1(τ)
−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)− s2‖|v(τ, x)|p‖Lm(Rn)∩L2(Rn)dτ.
Due to the use of the Gagliardo-Nirenberg inequality we get similarly to (1.34) and
(1.35) for 0 ≤ τ ≤ t the following estimates:
‖|v(τ, x)|p‖Lm(Rn) . (1 +B2(τ, 0))− n2mp+ n2m‖(u, v)‖pX(t), (3.9)
and
‖|v(τ, x)|p‖L2(Rn) . (1 +B2(τ, 0))− n2mp+n4 ‖(u, v)‖pX(t), (3.10)
where (3.2) is supposed to be satisfied.
If τ ∈ [0, t
2
], then B(t, τ) ≈ B(t, 0) from Lemma 1.1 and we have∫ t
2
0
b1(τ)
−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)− s2‖|v(τ, x)|p‖Lm(Rn)∩L2(Rn)dτ
. ‖(u, v)‖pX(t)
∫ t
2
0
b1(τ)
−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)− s2 (1 +B2(τ, 0))−
n
2m
p+ n
2mdτ
≈ ‖(u, v)‖pX(t)
∫ t
2
0
b1(τ)
−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)− s2 (1 +B1(τ, 0))
− n
2m
(p−1)
(
1+r2
1+r1
)
dτ
≈ ‖(u, v)‖pX(t)
∫ t
2
0
b1(τ)
−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)− s2 (1 +B1(τ, 0))−
n
2m
(p˜−1)dτ
. ‖(u, v)‖pX(t)(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)− s2
∫ t
2
0
b1(τ)
−1(1 +B1(τ, 0))−
n
2m
(p˜−1)dτ
. ‖(u, v)‖pX(t)(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)− s2 ,
where we used p˜ > pFuj,m(n) = 1 + 2mn .
If τ ∈ [0, t
2
], then B(τ, 0) ≈ B(t, 0). Furthermore, we have n < 2m(2−s)
2−m from the
assumptions for n. This implies −n
2
(
1
m
− 1
2
)− s
2
> −1. Then∫ t
t
2
b1(τ)
−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)− s2‖|v(τ, x)|p‖Lm(Rn)∩L2(Rn)dτ
. ‖(u, v)‖pX(t)
∫ t
t
2
b1(τ)
−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)− s2 (1 +B1(τ, 0))−
n
2m
(p˜−1)dτ
. ‖(u, v)‖pX(t)(1 +B1(t, 0))−
n
2m
(p˜−1)
∫ t
t
2
b1(τ)
−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)− s2dτ
. ‖(u, v)‖pX(t)(1 +B1(t, 0))−
n
2m
(p˜−1)−n
2 (
1
m
− 1
2)− s2+1
. ‖(u, v)‖pX(t)(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)− s2 ,
where we used again p˜ > pFuj,m(n).
Consequently, we obtain the following estimate:
‖|D|sunl(t, ·)‖L2(Rn) . (1 +B1(t, 0))−
n
2 (
1
m
− 1
2)− s2‖(u, v)‖pX(t). (3.11)
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We get in the same way, without any additional restrictions or conditions, the following
estimate:
‖unl(t, ·)‖L2(Rn) . (1 +B1(t, 0))−
n
2 (
1
m
− 1
2)‖(u, v)‖pX(t). (3.12)
Analogously, we may obtain for q˜r1,r2 > pFuj,m(n) by using (3.2) the estimates
‖|D|svnl(t, ·)‖L2(Rn) . (1 +B2(t, 0))−
n
2 (
1
m
− 1
2)− s2‖(u, v)‖qX(t), (3.13)
‖vnl(t, ·)‖L2(Rn) . (1 +B2(t, 0))−
n
2 (
1
m
− 1
2)‖(u, v)‖qX(t). (3.14)
From (3.11) to (3.14) we have
‖(unl, vnl)‖X(t) . ‖(u, v)‖pX(t) + ‖(u, v)‖qX(t). (3.15)
Finally, from (3.8) and (3.15) we get (3.6).
Now we derive the estimate (3.7). Let us assume that (u, v) and (u˜, u˜) are two vector-
functions belonging to X(t). Then we have
N(u, v)−N(u˜, v˜) =
(∫ t
0
E1,1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p) dτ,∫ t
0
E2,1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q) dτ).
Using Hölder’s inequality we obtain for k = 2,m the following inequalities:∥∥|u(τ, ·)|q−|u˜(τ, ·)|q∥∥
Lk(Rn) .
∥∥u(τ, ·)−u˜(τ, ·)∥∥
Lkq(Rn)
(‖u(τ, ·)‖q−1
Lkq(Rn)+‖u˜(τ, ·)‖q−1Lkq(Rn)
)
,∥∥|v(τ, x)|p−|v˜(τ, x)|p∥∥
Lk(Rn) .
∥∥v(τ, ·)−v˜(τ, ·)∥∥
Lkp(Rn)
(‖v(τ, ·)‖p−1
Lkp(Rn)+‖v˜(τ, ·)‖p−1Lkp(Rn)
)
.
Using the Gagliardo-Nirenberg inequality in form of Corollary A.1 for k = 2,m we
obtain for 0 ≤ τ ≤ t the estimates:∥∥v(τ, ·)− v˜(τ, ·)∥∥
Lkp(Rn) . (1 +B2(τ, 0))
− n
2m
+ n
2kp‖(u, v)− (u˜, v˜)‖X(t),
‖v(τ, ·)‖p−1
Lkp(Rn) . (1 +B2(τ, 0))
− n
2m
(p−1)+ n
2kp
(p−1)‖(u, v)‖p−1X(t),
‖v˜(τ, ·)‖p−1
Lkp(Rn) . (1 +B2(τ, 0))
− n
2m
(p−1)+ n
2kp
(p−1)‖(u˜, v˜)‖p−1X(t),∥∥u(τ, ·)− u˜(τ, ·)∥∥
Lkq(Rn) . (1 +B1(τ, 0))
− n
2m
+ n
2kq ‖(u, v)− (u˜, v˜)‖X(t),
‖u(τ, ·)‖q−1
Lkq(Rn) . (1 +B1(τ, 0))
− n
2m
(q−1)+ n
2kq
(q−1)‖(u, v)‖q−1X(t),
‖u˜(τ, ·)‖q−1
Lkq(Rn) . (1 +B1(τ, 0))
− n
2m
(q−1)+ n
2kq
(q−1)‖(u˜, v˜)‖q−1X(t).
Analogously to (3.11) to (3.14) the last estimates lead to∥∥∥|D|s ∫ t0 E1,1(t, τ, x) ∗(x) (|v(τ, x)|p − |v˜(τ, x)|p) dτ∥∥∥
L2(Rn)
. (1 +B1(t, 0))−
n
2 (
1
m
− 1
2)− s2‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)),
(3.16)
∥∥∥ ∫ t0 E1,1(t, τ, x) ∗(x) (|v(τ, x)|p − |v˜(τ, x)|p) dτ∥∥∥
L2(Rn)
. (1 +B1(t, 0))−
n
2 (
1
m
− 1
2)‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)),
(3.17)
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∥∥∥|D|s ∫ t0 E2,1(t, τ, x) ∗(x) (|u(τ, x)|q − |u˜(τ, x)|q) dτ∥∥∥
L2(Rn)
. (1 +B2(t, 0))−
n
2 (
1
m
− 1
2)− s2‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)),
(3.18)
∥∥∥ ∫ t0 E2,1(t, τ, x) ∗(x) (|u(τ, x)|q − |u˜(τ, x)|q) dτ∥∥∥
L2(Rn)
. (1 +B2(t, 0))−
n
2 (
1
m
− 1
2)‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)).
(3.19)
Using all these estimates in the norm of X(t) we obtain (3.7). The proof is completed.
3.1.2. Only one modified exponent is above the modified Fujita
exponent
Theorem 3.2. Let n ≤ 4s
2−m , n < max
{
2sm
m−s ;
2m(2−s)
2−m
}
, r1, r2 ∈ (−1, 1), m ∈ [1, 2) and
s ∈ (0, 1). The data (u0, u1), (v0, v1) are assumed to belong to Am,s ×Am,s. Moreover,
the modified exponents satisfy
p˜r1,r2 < pFuj,m(n) < q˜r1,r2 , (3.20)
n
2
> m
( q˜r1,r2 + 1+r11+r2
p˜r1,r2 q˜r1,r2 − 1 + (p˜r1,r2 − 1) r1−r21+r2
)
, (3.21)
where
q˜ := q˜r1,r2 =
1 + r1
1 + r2
(q − 1) + 1, p˜ := p˜r1,r2 =
1 + r2
1 + r1
(p− 1) + 1.
The exponents p and q of the power nonlinearities satisfy
2
m
≤ min{p; q} ≤ max{p; q} <∞ if n = 1 and s ∈ [1
2
, 1),
2
m
< min{p; q} ≤ max{p; q} ≤ pGN,s(1) if n = 1 and s ∈ (0, 12),
2
m
< min{p; q} ≤ max{p; q} ≤ pGN,s(n) if n ≥ 2.
(3.22)
Then, there exists a constant 0 such that if
‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s ≤ 0,
then there exists a uniquely determined global (in time) Sobolev solution to (3.1) in
(C([0,∞), Hs(Rn)))2.
Furthermore, the solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)+γn,m(p˜r1,r2 )
×(‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s),
‖|D|su(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)− s2+γn,m(p˜r1,r2 )
×(‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s),
‖v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)(‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s),
‖|D|sv(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)− s2 (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s),
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where
γn,m(p˜r1,r2) = −
n
2m
(p˜r1,r2 − 1) + 1
represents the loss of decay in comparison with the corresponding decay estimates for
the solution u to the linear Cauchy problem with vanishing right hand-side.
Remark 3.3. If we have p = pFuj,m(n) in the condition (3.20), then we obtain a small
loss of decay γn,m(pr1,r2) = ε for arbitrarily small positive ε generated by the log term
which appears in the step when we control the nonlinear term of u, in particular, the
integral over [ t
2
, t].
Example 3.2. Let us assume n = 2. We choose the additional regularity m = 3
2
and
the regularity parameter s = 9
10
. Then we get 2
m
= 4
3
, pFuj, 3
2
(2) = 5
2
and pGN, 9
10
= 10. If
we take p = 19
10
∈ [4
3
, 10
]
and q = 49
9
∈ [4
3
, 10
]
, then for 1+r1
1+r2
= 9
10
we get
p˜ = 2 < pFuj, 3
2
(2) < 5 = q˜.
The modified exponents p˜ and q˜ satisfy condition (3.21). Moreover, the solution satis-
fies the following estimates:
‖u(t, ·)‖L2(Rn) . (1 + t) 16
(‖(u0, u1)‖A 3
2 ,
9
10
+ ‖(v0, v1)‖A 3
2 ,
9
10
)
,
‖|D|su(t, ·)‖L2(Rn) . (1 + t)− 1760
(‖(u0, u1)‖A 3
2 ,
9
10
+ ‖(v0, v1)‖A 3
2 ,
9
10
)
,
‖v(t, ·)‖L2(Rn) . (1 + t)− 16
(‖(u0, u1)‖A 3
2 ,
9
10
+ ‖(v0, v1)‖A 3
2 ,
9
10
)
,
‖|D|sv(t, ·)‖L2(Rn) . (1 + t)− 3760
(‖(u0, u1)‖A 3
2 ,
9
10
+ ‖(v0, v1)‖A 3
2 ,
9
10
)
.
Proof. We define the solution space X(t) as follows:
X(t) =
{
(u, v) ∈ (C([0, t], Hs(Rn)))2 }
with the norm
‖(u, v)‖X(t) = sup
τ∈[0,t]
{(1 +B1(τ, 0))−γn,m(p)M1(τ, u) +M2(τ, v)
}
,
where
M1(τ, u) = (1 +B1(τ, 0))
n
2 (
1
m
− 1
2)‖u(τ, ·)‖L2(Rn)
+(1 +B1(τ, 0))
n
2 (
1
m
− 1
2)+
s
2‖|D|su(τ, ·)‖L2(Rn),
M2(τ, v) = (1 +B2(τ, 0))
n
2 (
1
m
− 1
2)‖v(τ, ·)‖L2(Rn)
+(1 +B2(τ, 0))
n
2 (
1
m
− 1
2)+
s
2‖|D|v(τ, ·)‖L2(Rn).
Let N be the mapping on X(t) which is defined as in (3.5) by
N : (u, v) ∈ X(t)→ N(u, v) = (uln + unl, vln + vnl).
Our aim is to prove the following estimates:
‖N(u, v)‖X(t) . ‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s + ‖(u, v)‖pX(t) + ‖(u, v)‖qX(t), (3.23)
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‖N(u, v)−N(u˜, v˜)‖X(t) . ‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t) + ‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)). (3.24)
The estimates for the linear part of the operator N can be concluded immediately
from the norm of X(t) and the estimates (1.13), (1.14) of Theorem 1.2. Then we
have
‖(uln, vln)‖X(t) . ‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s . (3.25)
To estimate the nonlinear part we begin with unl. Using the estimates (3.9), (3.10)
from the proof of Theorem 3.1 and the estimate (1.25) of Theorem 1.5 we get
‖|D|sunl(t, ·)‖L2(Rn) .
∫ t
0
b1(τ)
−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)− s2‖|v(τ, x)|p‖Lm(Rn)∩L2(Rn)dτ
. ‖(u, v)‖pX(t)
∫ t
2
0
b1(τ)
−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)− s2 (1 +B1(τ, 0))−
n
2m
(p˜r1,r2−1)dτ
+‖(u, v)‖pX(t)
∫ t
t
2
b1(τ)
−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)− s2 (1 +B1(τ, 0))−
n
2m
(p˜r1,r2−1)dτ
. ‖(u, v)‖pX(t)(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)− s2
∫ t
2
0
b1(τ)
−1(1 +B1(τ, 0))−
n
2m
(p˜r1,r2−1)dτ
+‖(u, v)‖pX(t)(1 +B1(t, 0))−
n
2m
(p˜r1,r2−1)
∫ t
t
2
b1(τ)
−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)− s2dτ.
If τ ∈ [0, t
2
], then
∫ t
2
0
b1(τ)
−1(1 +B1(τ, 0))−
n
2m
(p˜r1,r2−1)dτ . (1 +B1(t, 0))γn,m(p˜r1,r2 ).
If τ ∈ [ t
2
, t] and −n
2
(
1
m
− 1
2
)− s
2
> −1, then
∫ t
t
2
b1(τ)
−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)− s2dτ . (1 +B1(t, 0))−
n
2 (
1
m
− 1
2)− s2+1.
Consequently, we get
‖|D|sunl(t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)− s2+γn,m(p˜r1,r2 ). (3.26)
In the same way we obtain
‖unl(t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)+γn,m(p˜r1,r2 ). (3.27)
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On the other hand, for vnl we have
‖|D|svnl(t, ·)‖L2(Rn)
.
∫ t
0
b2(τ)
−1(1 +B2(t, τ))
−n
2 (
1
m
− 1
2)− s2‖|u(τ, ·)|q‖Lm(Rn)∩L2(Rn)dτ
. ‖(u, v)‖qX(t)
∫ t
2
0
b2(τ)
−1(1 +B2(t, τ))
−n
2 (
1
m
− 1
2)− s2
×(1 +B2(τ, 0))−
n
2m
(q˜r1,r2−1)+γn,m(p˜r1,r2 )q
(
1+r1
1+r2
)
dτ
+‖(u, v)‖qX(t)
∫ t
t
2
b2(τ)
−1(1 +B2(t, τ))
−n
2 (
1
m
− 1
2)− s2
×(1 +B2(τ, 0))−
n
2m
(q˜r1,r2−1)+γn,m(p˜r1,r2 )q
(
1+r1
1+r2
)
dτ.
If τ ∈ [0, t
2
], then from (1.6) we have
∫ t
2
0
b2(τ)
−1(1 +B2(t, τ))
−n
2 (
1
m
− 1
2)− s2 (1 +B2(τ, 0))
− n
2m
(q˜r1,r2−1)+γn,m(p˜r1,r2 )q
(
1+r1
1+r2
)
dτ
. (1 +B2(t, 0))−
n
2 (
1
m
− 1
2)− s2 ,
where we use
− n
2m
(q˜r1,r2 − 1) + γn,m(p˜r1,r2)q
(1 + r1
1 + r2
)
+ 1 < 0
which is equivalent to (3.21). Indeed, we have
− n
2m
(q˜r1,r2 − 1) + γn,m(p˜r1,r2)q
(1 + r1
1 + r2
)
+ 1 < 0
⇔ − n
2m
(q˜r1,r2 − 1) + γn,m(p˜r1,r2)
(
1 + r2
1 + r1
(q˜r1,r2 − 1) + 1
)(1 + r1
1 + r2
)
+ 1 < 0
⇔ − n
2m
(q˜r1,r2 − 1) + γn,m(p˜r1,r2)(q˜r1,r2 − 1) + γn,m(p˜r1,r2)
(1 + r1
1 + r2
)
+ 1 < 0
⇔ − n
2m
(
q˜r1,r2 − 1 + (p˜r1,r2 − 1)(q˜r1,r2 − 1) + (p˜r1,r2 − 1)
(1 + r1
1 + r2
))
+q˜r1,r2 +
1 + r1
1 + r2
< 0
⇔ − n
2m
(
p˜r1,r2 q˜r1,r2 − 1 + (p˜r1,r2 − 1)
r1 − r2
1 + r2
)
+ q˜r1,r2 +
1 + r1
1 + r2
< 0.
Then, we obtain
− n
2m
(q˜r1,r2 − 1) + γn,m(p˜r1,r2)q
(
1+r1
1+r2
)
+ 1 < 0
m
n
2
> m
(
q˜r1,r2+
1+r1
1+r2
p˜r1,r2 q˜r1,r2−1+(p˜r1,r2−1)
r1−r2
1+r2
)
.
(3.28)
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If τ ∈ [ t
2
, t], then from (1.7) we have∫ t
t
2
b2(τ)
−1(1 +B2(t, τ))
−n
2 (
1
m
− 1
2)− s2 (1 +B2(τ, 0))
− n
2m
(q˜r1,r2−1)+γn,m(p˜r1,r2 )q
(
1+r1
1+r2
)
dτ
. (1 +B2(t, 0))−
n
2m
(q˜r1,r2−1)+γn,m(p˜r1,r2 )q
(
1+r1
1+r2
) ∫ t
t
2
b2(τ)
−1(1 +B2(t, τ))
−n
2 (
1
m
− 1
2)− s2dτ
. (1 +B2(t, 0))−
n
2 (
1
m
− 1
2)− s2 ,
where we used again
− n
2m
(q˜r1,r2 − 1) + γn,m(p˜)q
(1 + r1
1 + r2
)
+ 1 < 0.
Consequently, we have
‖|D|svnl(t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)(1 +B2(t, 0))−
n
2 (
1
m
− 1
2)− s2 . (3.29)
In the same way we may conclude
‖vnl(t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)(1 +B2(t, 0))−
n
2 (
1
m
− 1
2). (3.30)
Finally, from (3.26) to (3.30) we get
‖(unl, vnl)‖X(t) . ‖(u, v)‖pX(t) + ‖(u, v)‖qX(t). (3.31)
We conclude the estimate (3.23) from (3.25) and (3.31).
Now we prove (3.24). Let us assume that (u, v) and (u˜, u˜) are two vector-functions
belonging to X(t). Then we have
N(u, v)−N(u˜, v˜) =
(∫ t
0
E1,1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p) dτ,∫ t
0
E2,1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q) dτ).
Using Hölder’s inequality we obtain for k = 2,m the following inequalities:∥∥|u(τ, ·)|q−|u˜(τ, ·)|q∥∥
Lk(Rn) .
∥∥u(τ, ·)−u˜(τ, ·)∥∥
Lkq(Rn)
(‖u(τ, ·)‖q−1
Lkq(Rn)+‖u˜(τ, ·)‖q−1Lkq(Rn)
)
,∥∥|v(τ, x)|p−|v˜(τ, x)|p∥∥
Lk(Rn) .
∥∥v(τ, ·)−v˜(τ, ·)∥∥
Lkp(Rn)
(‖v(τ, ·)‖p−1
Lkp(Rn)+‖v˜(τ, ·)‖p−1Lkp(Rn)
)
.
Using the Gagliardo-Nirenberg inequality for k = 2,m and 0 ≤ τ ≤ t we obtain∥∥u(τ, ·)− u˜(τ, ·)∥∥
Lkq(Rn) . (1 +B1(τ, 0))
− n
2m
+ n
2kq
+γn,m(p˜r1,r2 )q sup
τ∈[0,t]
M1(τ, u− u˜),
‖u(τ, ·)‖q−1
Lkq(Rn) . (1 +B1(τ, 0))
(− n2m+ n2kq+γn,m(p˜r1,r2 ))(q−1)‖(u, v)‖q−1X(t),
‖u˜(τ, ·)‖q−1
Lkq(Rn) . (1 +B1(τ, 0))
(− n2m+ n2kq+γn,m(p˜r1,r2 ))(q−1)‖(u˜, v˜)‖q−1X(t),∥∥v(τ, ·)− v˜(τ, ·)∥∥
Lkp(Rn) . (1 +B2(τ, 0))
− n
2m
+ n
2kp sup
τ∈[0,t]
M2(τ, v − v˜),
‖v(τ, ·)‖p−1
Lkp(Rn) . (1 +B2(τ, 0))
− n
2m
(p−1)+ n
2kp
(p−1)‖(u, v)‖p−1X(t),
‖v˜(τ, ·)‖p−1
Lkp(Rn) . (1 +B2(τ, 0))
− n
2m
(p−1)+ n
2kp
(p−1)‖(u˜, v˜)‖p−1X(t).
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Analogously to (3.26), (3.27), (3.29) and (3.30) by using the last estimates we may
conclude∥∥∥|D|s ∫ t0 E1,1(t, τ, x) ∗(x) (|v(τ, x)|p − |v˜(τ, x)|p) dτ∥∥∥
L2(Rn)
. (1 +B1(t, 0))−
n
2 (
1
m
− 1
2)− s2+γn,m(p˜r1,r2 )
×‖(u, v)− (u˜, v˜)‖X(t)
(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)),
(3.32)
∥∥∥ ∫ t0 E1,1(t, τ, x) ∗(x) (|v(τ, x)|p − |v˜(τ, x)|p) dτ∥∥∥
L2(Rn)
. (1 +B1(t, 0))−
n
2 (
1
m
− 1
2)+γn,m(p˜r1,r2 )
×‖(u, v)− (u˜, v˜)‖X(t)
(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)),
(3.33)
∥∥∥|D|s ∫ t0 E2,1(t, τ, x) ∗(x) (|u(τ, x)|q − |u˜(τ, x)|q) dτ∥∥∥
L2(Rn)
. (1 +B2(t, 0))−
n
2 (
1
m
− 1
2)− s2
×‖(u, v)− (u˜, v˜)‖X(t)
(‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)),
(3.34)
∥∥∥ ∫ t0 E2,1(t, τ, x) ∗(x) (|u(τ, x)|q − |u˜(τ, x)|q) dτ∥∥∥
L2(Rn)
. (1 +B2(t, 0))−
n
2 (
1
m
− 1
2)
×‖(u, v)− (u˜, v˜)‖X(t)
(‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)).
(3.35)
In this way we complete the proof.
If we consider the opposite case to the case which is discussed in Theorem 3.2, that
is, if q˜r1,r2 < pFuj,m(n) < p˜r1,r2 , then we get the following corresponding result to
Theorem 3.2.
Theorem 3.3. Let n ≤ 4s
2−m , n < max
{
2sm
m−s ;
2m(2−s)
2−m
}
, r1, r2 ∈ (−1, 1), m ∈ [1, 2), and
s ∈ (0, 1). The data (u0, u1), (v0, v1) are assumed to belong to Am,s ×Am,s. Moreover,
let the modified exponents satisfy
q˜r1,r2 < pFuj,m(n) < p˜r1,r2 ,
n
2
> m
( p˜r1,r2 + 1+r21+r1
p˜r1,r2 q˜r1,r2 − 1 + (q˜r1,r2 − 1) r2−r11+r1
)
, (3.36)
where
q˜r1,r2 =
1 + r1
1 + r2
(q − 1) + 1, p˜r1,r2 =
1 + r2
1 + r1
(p− 1) + 1.
The exponents p and q of the power nonlinearities satisfy
2
m
≤ min{p; q} ≤ max{p; q} <∞ if n = 1 and s ∈ [1
2
, 1),
2
m
≤ min{p; q} ≤ max{p; q} ≤ pGN,s(1) if n = 1 and s ∈ (0, 12),
2
m
≤ min{p; q} ≤ max{p; q} ≤ pGN,s(n) if n ≥ 2.
Then, there exists a constant 0 such that if
‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s ≤ 0,
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then there exists a uniquely determined global (in time) Sobolev solution to (3.1) in
(C([0,∞), Hs(Rn)))2.
Furthermore, the solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)(‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s),
‖|D|su(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)− s2 (‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s),
‖v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)+γn,m(q˜r1,r2 )(‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s),
‖|D|sv(t, ·)‖L2(Rn) .
(
1+B2(t, 0)
)−n
2 (
1
m
− 1
2)− s2+γn,m(p˜r1,r2 )(‖(u0, u1)‖Am,s+‖(v0, v1)‖Am,s),
where
γn,m(q˜r1,r2) = −
n
2m
(q˜r1,r2 − 1) + 1
represents the loss of decay in comparison with the corresponding decay estimates for
the solution v to the linear Cauchy problem with vanishing right hand-side.
Comparing with Theorem 3.2, we remark that the loss of decay in Theorem 3.3
appears with respect to v. Taking this loss of decay into consideration we have to
satisfy the following condition:
− n
2m
(p˜r1,r2 − 1) + γn,m(q˜r1,r2)p
(1 + r2
1 + r1
)
+ 1 < 0
which is equivalent to (3.36).
Summarizing the statements of Theorems 3.2 and 3.3 we conclude the following
corollary.
Corollary 3.1. Let n ≤ 4s
2−m , n < max
{
2sm
m−s ;
2m(2−s)
2−m
}
, r1, r2 ∈ (−1, 1), m ∈ [1, 2) and
s ∈ (0, 1). The data (u0, u1), (v0, v1) are assumed to belong to Am,s ×Am,s. Moreover,
let the modified exponents satisfy
min{p˜r1,r2 ; q˜r1,r2} < pFuj,m(n) < max{p˜r1,r2 ; q˜r1,r2},
n
2
> m
( max{p˜r1,r2 ; q˜r1,r2}+ γ
min{p˜r1,r2 ; q˜r1,r2} ×max{p˜r1,r2 ; q˜r1,r2} − 1 + (min{p˜r1,r2 ; q˜r1,r2} − 1)δ
)
,
where
q˜r1,r2 =
1 + r1
1 + r2
(q − 1) + 1, p˜r1,r2 =
1 + r2
1 + r1
(p− 1) + 1
and
γ =
1 + r1
1 + r2
, δ =
r1 − r2
1 + r2
if p˜r1,r2 < q˜r1,r2 ,
γ =
1 + r2
1 + r1
, δ =
r2 − r1
1 + r1
if q˜r1,r2 < p˜r1,r1 .
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The exponents p and q of the power nonlinearities satisfy
2
m
≤ min{p; q} ≤ max{p; q} <∞ if n = 1 and s ∈ [1
2
, 1),
2
m
< min{p; q} ≤ max{p; q} ≤ pGN,s(1) if n = 1 and s ∈ (0, 12),
2
m
< min{p; q} ≤ max{p; q} ≤ pGN,s(n) if n ≥ 2.
Then, there exists a constant 0 such that if
‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s ≤ 0,
then there exists a uniquely determined global (in time) Sobolev solution to (3.1) in
(C([0,∞), Hs(Rn)))2.
Furthermore, the solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)+[γn,m(p˜r1,r2 )]+(‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s),
‖|D|su(t, ·)‖L2(Rn) .
(
1+B1(t, 0)
)−n
2 (
1
m
− 1
2)− s2+[γn,m(p˜r1,r2 )]+(‖(u0, u1)‖Am,s+‖(v0, v1)‖Am,s),
‖v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)+[γn,m(q˜r1,r2 )]+(‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s),
‖|D|sv(t, ·)‖L2(Rn) .
(
1+B2(t, 0)
)−n
2 (
1
m
− 1
2)− s2+[γn,m(q˜r1,r2 )]+(‖(u0, u1)‖Am,s+‖(v0, v1)‖Am,s),
where
[γn,m(p˜r1,r2)]
+ = max
{
− n
2m
(p˜r1,r2 − 1) + 1; 0
}
,(
resp.
[γn,m(q˜r1,r2)]
+ = max
{
− n
2m
(q˜r1,r2 − 1) + 1; 0
})
represents the loss of decay in comparison with the corresponding decay estimates for
the solution u (resp. v) to the linear Cauchy problem with vanishing right hand-side.
3.2. Data from the energy space
Similarly to the previous section, we treat in this section the limit case of Section 3.1,
that is, the data (u0, u1), (v0, v1) are supposed to belong to Am,1×Am,1. Therefore, we
can prove a global (in time) existence results of small data energy solutions. Now we
observe that −n
2
(
1
m
− 1
2
) − 1 cannot be larger than −1 in any condition. This forces
us to include the additional regularity parameter m in the definition of the modified
exponents p˜ or q˜ of the power nonlinearities.
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3.2.1. Both modified exponents are above the modified Fujita
exponent
Theorem 3.4. Let n ≤ 4
2−m , n <
2m
m−1 , −1 < r1 < r2 < 1 and m ∈ [1, 2). The data
(u0, u1), (v0, v1) are assumed to belong to Am,1 × Am,1. Moreover, let the modified
exponents satisfy
min{q˜r1,r2,m; p˜r1,r2} > pFuj,m(n), (3.37)
where
q˜ := q˜r1,r2,m =
1 + r1
1 + r2
(
q − m
2
)
+
m
2
, p˜ := p˜r1,r2 =
1 + r2
1 + r1
(p− 1) + 1.
The exponents p and q of the power nonlinearities satisfy
2
m
≤ min{p; q} ≤ max{p; q} <∞ if n ≤ 2,
2
m
≤ min{p; q} ≤ max{p; q} ≤ pGN(n) if n > 2. (3.38)
Then, there exists a constant 0 such that if
‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1 ≤ 0,
then there exists a uniquely determined global (in time) energy solution to (3.1) in(
C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn)))2.
Furthermore, the solution satisfies the following decay estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖∇u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)− 12 (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖ut(t, ·)‖L2(Rn) . b1(t)−1
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)−1(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖∇v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)− 12 (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖vt(t, ·)‖L2(Rn) . b2(t)−1
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)−1(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1).
Example 3.3. Let us choose the dimension n = 2. The coefficients of the dissipation
terms are b1(t) = (1+t)−
1
2 and b2(t) = (1+t)
1
2 . The data (u0, u1), (v0, v1) are supposed
to belong to A 3
2
,1 ×A 3
2
,1. Then the admissible range for the exponents p and q to get
a global (in time) existence result of small data energy solutions can be chosen as
follows:
4
3
≤ p = 2 < pFuj, 3
2
(2) =
5
2
and q = 7 ≥ 4
3
.
From the definition of the modified exponents we obtain p˜ = 4 and q˜ = 11
4
. Hence,
condition (3.37) is satisfied. The solution satisfies the following decay estimates:
‖u(t, ·)‖L2(Rn) . (1 + t)− 112
(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
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‖∇u(t, ·)‖L2(Rn) . (1 + t)− 13
(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖ut(t, ·)‖L2(Rn) . (1 + t)− 112
(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖v(t, ·)‖L2(Rn) . (1 + t)− 14
(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖∇v(t, ·)‖L2(Rn) . (1 + t)−1
(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖vt(t, ·)‖L2(Rn) . (1 + t)− 94
(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1).
Proof. We can prove this theorem by following the same steps used in the proof of
Theorem 3.1, after setting s = 1. But in this case we define a modified solution space
X(t) with a modified norm containing additional terms formed by suitable norms of
ut and vt. Namely, we choose
X(t) =
{
(u, v) ∈ (C([0, t], H1(Rn)) ∩ C1([0, t], L2(Rn)))2 }
with the norm
‖(u, v)‖X(t) = sup
τ∈[0,t]
{M1(τ, u) +M2(τ, v)
}
,
where
M1(τ, u) = (1 +B1(τ, 0))
n
2 (
1
m
− 1
2)‖u(τ, ·)‖L2(Rn)
+(1 +B1(τ, 0))
n
2 (
1
m
− 1
2)+
s
2‖|D|su(τ, ·)‖L2(Rn)
+b1(τ)(1 +B1(τ, 0))
n
2 (
1
m
− 1
2)+1‖ut(τ, ·)‖L2(Rn),
M2(τ, v) = (1 +B2(τ, 0))
n
2 (
1
m
− 1
2)‖v(τ, ·)‖L2(Rn)
+(1 +B2(τ, 0))
n
2 (
1
m
− 1
2)+
s
2‖|D|sv(τ, ·)‖L2(Rn)
+b2(τ)(1 +B2(τ, 0))
n
2 (
1
m
− 1
2)+1‖vt(τ, ·)‖L2(Rn).
Additionally to the norms, which are controlled in Theorem 3.1, for s = 1 we control
the norms
∥∥unlt (t, ·)∥∥L2(Rn) and ∥∥vnlt (t, ·)∥∥L2(Rn), too. Indeed, from the estimate (1.23)
in Theorem 1.4 we get
∥∥unlt (t, ·)∥∥L2(Rn) . ∫ t
0
b1(τ)
−1b1(t)−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)−1‖|v(τ, x)|p‖Lm(Rn)∩L2(Rn)dτ.
Using (3.9), (3.10) and the relation (1.6) for the integral over [0, t
2
] we have
‖(u, v)‖pX(t)
∫ t
2
0
b1(τ)
−1b1(t)−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)−1(1 +B2(τ, 0))−
n
2m
(p−1)dτ
. ‖(u, v)‖pX(t)
∫ t
2
0
b1(τ)
−1b1(t)−1(1 +B1(t, 0))
−n
2 (
1
m
− 1
2)−1(1 +B1(τ, 0))
− n
2m
(p−1)
(
1+r2
1+r1
)
dτ.
. ‖(u, v)‖pX(t)b1(t)−1(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−1
∫ t
2
0
b1(τ)
−1(1 +B1(τ, 0))−
n
2m
(p˜r1,r2−1)dτ
. ‖(u, v)‖pX(t)b1(t)−1(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−1,
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where we used p˜r1,r2 > pFuj,m(n).
Now, for the integral over [ t
2
, t] we use (3.10) and (1.7) for m = 2. Then we get
‖(u, v)‖pX(t)
∫ t
t
2
b1(τ)
−1b1(t)−1(1 +B1(t, τ))−1(1 +B2(τ, 0))−
n
2m
p+n
4 dτ
. ‖(u, v)‖pX(t)
∫ t
t
2
b1(τ)
−1b1(t)−1(1 +B1(t, τ))−1(1 +B1(τ, 0))
(− n2mp+n4 )
1+r2
1+r1 dτ
. ‖(u, v)‖pX(t)b1(t)−1(1 +B1(t, 0))−
n
2m
(p˜r1,r2−1)−n2 ( 1m− 12)
1+r2
1+r1
+ε
. ‖(u, v)‖pX(t)b1(t)−1(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−1,
where the condition p˜r1,r2 > pFuj,m(n) is used, too. Finally, we obtain∥∥unlt (t, ·)∥∥L2(Rn) . ‖(u, v)‖pX(t)b1(t)−1(1 +B1(t, 0))−n2 ( 1m− 12)−1. (3.39)
Now we estimate ‖vnlt (t, ·)
∥∥
L2(Rn). From the estimates (1.23) in Theorem 1.4 we obtain∥∥vnlt (t, ·)∥∥L2(Rn) . ∫ t
0
b2(τ)
−1b2(t)−1(1 +B2(t, τ))
−n
2 (
1
m
− 1
2)−1‖|u(τ, ·)|q‖Lm(Rn)∩L2(Rn)dτ.
By using (3.9), (3.10) and the relation (1.6) for the integral over [0, t
2
] we have
‖(u, v)‖qX(t)
∫ t
2
0
b2(τ)
−1b2(t)−1(1 +B2(t, τ))
−n
2 (
1
m
− 1
2)−1(1 +B1(τ, 0))−
n
2m
(q−1)dτ
. ‖(u, v)‖qX(t)
∫ t
2
0
b2(τ)
−1b2(t)−1(1 +B2(t, 0))
−n
2 (
1
m
− 1
2)−1(1 +B2(τ, 0))
− n
2m
(q−1)
(
1+r1
1+r2
)
dτ
. ‖(u, v)‖qX(t)b2(t)−1(1 +B2(t, 0))−
n
2 (
1
m
− 1
2)−1
×
∫ t
2
0
b2(τ)
−1(1 +B2(τ, 0))
− n
2m
(q˜r1,r2,m−1)−n2 ( 1m− 12)
r2−r1
1+r2 dτ
. ‖(u, v)‖qX(t)b1(t)−1(1 +B2(t, 0))−
n
2 (
1
m
− 1
2)−1,
where we used q˜r1,r2,m > pFuj,m(n).
For estimating the second integral over [ t
2
, t] we use (3.10) and (1.7) for m = 2. Then
we get
‖(u, v)‖qX(t)
∫ t
t
2
b2(τ)
−1b2(t)−1(1 +B2(t, τ))−1(1 +B1(τ, 0))−
n
2m
q+n
4 dτ
. ‖(u, v)‖qX(t)
∫ t
t
2
b2(τ)
−1b2(t)−1(1 +B2(t, τ))−1(1 +B2(τ, 0))
(− n2m q+n4 )
1+r1
1+r2 dτ
. ‖(u, v)‖qX(t)b2(t)−1(1 +B2(t, 0))−
n
2m
q˜r1,r2,m+
n
4
+ε
. ‖(u, v)‖qX(t)b2(t)−1(1 +B2(t, 0))−
n
2 (
1
m
− 1
2)−1,
where q˜r1,r2 > pFuj,m(n) is used for an arbitrarily small positive ε. Finally, we get∥∥vnlt (t, ·)∥∥L2(Rn) . ‖(u, v)‖qX(t)b2(t)−1(1 +B2(t, 0))−n2 ( 1m− 12)−1. (3.40)
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In this way we complete the proof of the first estimate (3.6). To derive the second
estimate we prove immediately (3.16) to (3.19) for s = 1 and similarly to (3.39) and
(3.40) we prove for 0 ≤ τ ≤ t the following estimates:∥∥∥∂t ∫ t
0
E1,1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p) dτ∥∥∥
L2(Rn)
. b1(t)−1(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−1
×‖(u, v)− (u˜, v˜)‖X(t)
(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)),
∥∥∥∂t ∫ t
0
E2,1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q) dτ∥∥∥
L2(Rn)
. b2(t)−1(1 +B2(t, 0))−
n
2 (
1
m
− 1
2)−1
×‖(u, v)− (u˜, v˜)‖X(t)
(‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)).
The proof is completed.
Remark 3.4. If we have r2 < r1 in Theorem 3.4, then we define the modified expo-
nents p˜ and q˜ as follows:
q˜ := q˜r1,r2 =
1 + r1
1 + r2
(q − 1) + 1,
p˜ := p˜r1,r2,m =
1 + r2
1 + r1
(
p− m
2
)
+
m
2
.
In the following corollary we present a generalization of the results from [4] for semi-
linear damped wave equations, where the data are taken from the energy space.
Corollary 3.2. Let n ≤ 4 and r1, r2 ∈ (−1, 1). The data (u0, u1), (v0, v1) are assumed
to belong to A1,1 ×A1,1. Moreover, let
min{q˜; p˜} > 1 + 2
n
,
where
q˜ = q˜r1,r2,1 =
1 + r1
1 + r2
(
q − 1
2
)
+
1
2
, p˜ = p˜r1,r2 =
1 + r2
1 + r1
(p− 1) + 1 if r1 < r2,
q˜ = q˜r1,r2 =
1 + r1
1 + r2
(q − 1) + 1, p˜ = p˜r1,r2,1 =
1 + r2
1 + r1
(
p− 1
2
)
+
1
2
if r2 < r1.
The exponents of power nonlinearities satisfy
2 ≤ p, q if n ≤ 2,
2 ≤ p, q ≤ 3 if n = 3,
p = q = 2 if n = 4.
Then, there exists a constant 0 such that if
‖(u0, u1)‖A1,1 + ‖(v0, v1)‖A1,1 ≤ 0,
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then there exists a uniquely determined global (in time) energy solution to (3.1) in(
C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn)))2.
Furthermore, the solution satisfies the following decay estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
4
(‖(u0, u1)‖A1,1 + ‖(v0, v1)‖A1,1),
‖∇u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
4
− 1
2
(‖(u0, u1)‖A1,1 + ‖(v0, v1)‖A1,1),
‖ut(t, ·)‖L2(Rn) . b1(t)−1
(
1 +B1(t, 0)
)−n
4
−1(‖(u0, u1)‖A1,1 + ‖(v0, v1)‖A1,1),
‖v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
4
(‖(u0, u1)‖A1,1 + ‖(v0, v1)‖A1,1),
‖∇v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
4
− 1
2
(‖(u0, u1)‖A1,1 + ‖(v0, v1)‖A1,1),
‖vt(t, ·)‖L2(Rn) . b2(t)−1
(
1 +B2(t, 0)
)−n
4
−1(‖(u0, u1)‖A1,1 + ‖(v0, v1)‖A1,1).
3.2.2. Only one modified exponent is above the modified Fujita
exponent
Theorem 3.5. Let n < 2m
2
2−m , n ≤ 2mm−1 , 0 < r1 < r2 < 1, and m ∈ [1, 2). The data
(u0, u1), (v0, v1) are assumed to belong to Am,1 × Am,1. Moreover, let the modified
exponents satisfy
p˜r1,r2 < pFuj,m(n) < q˜r1,r2,m, (3.41)
n
2
> m
 q˜r1,r2,m + 1 + m2
(
r1−r2
1+r2
)
p˜r1,r2 q˜r1,r2,m − 1 + m2 (p˜− 1)
(
r1−r2
1+r2
)
 , (3.42)
where
q˜ = q˜r1,r2,m =
1 + r1
1 + r2
(
q − m
2
)
+
m
2
, p˜ = p˜r1,r2 =
1 + r2
1 + r1
(p− 1) + 1.
The exponents p and q of the power nonlinearities satisfy
2
m
≤ min{p; q} ≤ max{p; q} <∞ if n ≤ 2,
2
m
≤ min{p; q} ≤ max{p; q} ≤ pGN(n) if n > 2. (3.43)
Then, there exists a constant 0 such that if
‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1 ≤ 0,
then there exists a uniquely determined global (in time) energy solution to (3.1) in(
C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn)))2.
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Furthermore, the solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)+γn,m(p˜r1,r2 )
×(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖∇u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)− 12+γn,m(p˜r1,r2 )
×(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖ut(t, ·)‖L2(Rn) . b1(t)−1
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)−1+γn,m(p˜r1,r2 )
×(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖∇v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)− 12 (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1).
‖vt(t, ·)‖L2(Rn) . b2(t)−1
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)−1(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
where
γn,m(p˜r1,r2) = −
n
2m
(p˜− 1) + 1
represent the loss of decay in comparison with the corresponding decay estimates for
the solution u of the linear Cauchy problem with vanishing right hand-side.
Remark 3.5. If we assume r1 = r2, then p˜r1,r2 = p and q˜r1,r2,m = q. In this case
the condition (3.42) coincides with the classical condition (2.2) for weakly coupled
systems having the same time-dependent coefficients in the dissipation terms.
Proof. To prove this theorem we follow the same steps of the proof to Theorem 3.2
with modified norms for the elements of the solution space X(t). Here the solution
space is taken with s = 1 and its norm contains additional terms related to suitable
norms of ut and vt, which are generated by the new regularity of data. Namely, we
define
X(t) =
{
(u, v) ∈ (C([0, t], H1(Rn)) ∩ C1([0, t], L2(Rn)))2 }
with the norm
‖(u, v)‖X(t) = sup
τ∈[0,t]
{(1 +B1(τ, 0))−γn,m(p˜r1,r2 )M1(τ, u) +M2(τ, v)
}
,
where
M1(τ, u) = (1 +B1(τ, 0))
n
2 (
1
m
− 1
2)‖u(τ, ·)‖L2(Rn)
+(1 +B1(τ, 0))
n
2 (
1
m
− 1
2)+
1
2‖∇u(τ, ·)‖L2(Rn)
+b1(τ)(1 +B1(τ, 0))
n
2 (
1
m
− 1
2)+1‖ut(τ, ·)‖L2(Rn),
M2(τ, v) = (1 +B2(τ, 0))
n
2 (
1
m
− 1
2)‖v(τ, ·)‖L2(Rn)
+(1 +B2(τ, 0))
n
2 (
1
m
− 1
2)+
1
2‖∇v(τ, ·)‖L2(Rn)
+b2(τ)(1 +B2(τ, 0))
n
2 (
1
m
− 1
2)+1‖vt(τ, ·)‖L2(Rn).
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Our aim is to prove the following estimates:
‖N(u, v)‖X(t) . ‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1 + ‖(u, v)‖pX(t) + ‖(u, v)‖qX(t), (3.44)
‖N(u, v)−N(u˜, v˜)‖X(t) . ‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t) + ‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)). (3.45)
From the proof of Theorem 3.2 we may conclude (3.26) to (3.30) for s = 1. Then it
remains to prove the estimates for
∥∥unlt (t, ·)∥∥L2(Rn) and ∥∥vnlt (t, ·)∥∥L2(Rn).
For the first norm we use the estimate (1.23) from Theorem 1.4, with m = 2 for the
integral over [ t
2
, t], and obtain∥∥unlt (t, ·)∥∥L2(Rn)
.
∫ t
0
b1(τ)
−1b1(t)−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)−1‖|v(τ, x)|p‖Lm(Rn)∩L2(Rn)dτ
. ‖(u, v)‖pX(t)
∫ t
0
b1(τ)
−1b1(t)−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)−1(1 +B2(t, τ))−
n
2m
(p−1)dτ
. ‖(u, v)‖pX(t)
∫ t
0
b1(τ)
−1b1(t)−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)−1(1 +B1(t, τ))
− n
2m
(p−1)
(
1+r2
1+r1
)
dτ
. ‖(u, v)‖pX(t)b1(t)−1(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−1
∫ t
2
0
b1(τ)
−1(1 +B1(τ, 0))−
n
2m
(p˜r1,r2−1)dτ
+‖(u, v)‖pX(t)b1(t)−1(1 +B1(t, 0))−
n
2m
(p˜r1,r2−1)−n2 ( 1m− 12)
1+r2
1+r1
+ε
. ‖(u, v)‖pX(t)b1(t)−1(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−1+γn,m(p˜r1,r2 ).
Then,∥∥unlt (t, ·)∥∥L2(Rn) . ‖(u, v)‖pX(t)b1(t)−1(1 +B1(t, 0))−n2 ( 1m− 12)−1+γn,m(p˜r1,r2 ). (3.46)
To estimate the second norm
∥∥vnlt (t, ·)∥∥L2(Rn) we take into consideration∥∥vnlt (t, ·)∥∥L2(Rn)
.
∫ t
0
b2(τ)
−1b2(t)−1(1 +B2(t, τ))
−n
2 (
1
m
− 1
2)−1‖|u(τ, ·)|q‖Lm(Rn)∩L2(Rn)dτ
. ‖(u, v)‖qX(t)b2(t)−1(1 +B2(t, 0))−
n
2 (
1
m
− 1
2)−1
×
∫ t
2
0
b2(τ)
−1(1 +B2(τ, 0))
− n
2m
(q˜r1,r2,m−1)−n2 ( 1m− 12)
r2−r1
1+r2
+γn,m(p˜r1,r2 )q
(
1+r1
1+r2
)
dτ
+‖(u, v)‖qX(t)
∫ t
t
2
b2(τ)
−1b2(t)−1(1 +B2(t, τ))−1
×(1 +B2(τ, 0))−
n
2m
q˜+n
4
+γn,m(p˜r1,r2 )q
(
1+r1
1+r2
)
dτ
. ‖(u, v)‖qX(t)b2(t)−1(1 +B2(t, 0))−
n
2 (
1
m
− 1
2)−1,
where we used
− n
2m
(q˜r1,r2,m − 1) + γn,m(p˜r1,r2)q
(1 + r1
1 + r2
)
+ 1 + ε < 0
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which is (compare with (3.28)) equivalent to (3.42) for an arbitrarily small positive ε.
Then, ∥∥vnlt (t, ·)∥∥L2(Rn) . ‖(u, v)‖qX(t)b2(t)−1(1 +B2(t, 0))−n2 ( 1m− 12)−1. (3.47)
Finally, from (3.46) and (3.47) together with (3.26) to (3.30) for s = 1 we conclude
(3.44).
To prove (3.45), we conclude the estimates (3.32) to (3.35) for s = 1 and similarly to
(3.46) and (3.47) we prove∥∥∥∂t ∫ t
0
E1,1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p) dτ∥∥∥
L2(Rn)
. b1(t)−1(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−1+γn,m(p˜r1,r2 )‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)),∥∥∥∂t ∫ t
0
E2,1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q) dτ∥∥∥
L2(Rn)
. b2(t)−1(1 +B2(t, 0))−
n
2 (
1
m
− 1
2)−1‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)).
The proof is completed.
If q˜r1,r2,m < p˜r1,r2, then we get the following result analogous to Theorem 3.5.
Theorem 3.6. Let n < 2m
2
2−m , n ≤ 2mm−1 , 0 < r1 < r2 < 1, and m ∈ [1, 2). The data
(u0, u1), (v0, v1) are assumed to belong to Am,1 × Am,1. Moreover, let the modified
exponents satisfy
q˜r1,r2,m < pFuj,m(n) < p˜r1,r2 , (3.48)
n
2
> m
( p˜r1,r2 + 1+r21+r1
p˜r1,r2 q˜r1,r2,m − 1+r21+r1 + q˜
(
r2−r1
1+r1
)), (3.49)
where
q˜ = q˜r1,r2,m =
1 + r1
1 + r2
(
q − m
2
)
+
m
2
, p˜ = p˜r1,r2 =
1 + r2
1 + r1
(p− 1) + 1.
The exponents p and q of the power nonlinearities satisfy the conditions
2
m
≤ min{p; q} ≤ max{p; q} <∞ if n ≤ 2,
2
m
≤ min{p; q} ≤ max{p; q} ≤ pGN(n) if n > 2. (3.50)
Then, there exists a constant 0 such that if
‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1 ≤ 0,
then there exists a uniquely determined global (in time) energy solution to (3.1) in(
C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn)))2.
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Furthermore, the solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖∇u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)− 12 (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖ut(t, ·)‖L2(Rn) . b1(t)−1
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)−1(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)+γn,m(q˜r1,r2,m)
×(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖∇v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)− 12+γn,m(q˜r1,r2,m)
×(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖vt(t, ·)‖L2(Rn) . b2(t)−1
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)−1+γn,m(q˜r1,r2,m)
×(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
where
γn,m(q˜r1,r2,m) = −
n
2m
(q˜ − 1) + 1 + ε
represents the loss of decay in comparison with the corresponding decay estimates for
the solution v to the linear Cauchy problem with vanishing right hand-side (cf. with
the loss of decay described in Theorem (2.9)).
If r2 < r1, then we change the definition of the modifies exponents p˜ and q˜. In the
following two theorems we treat this case.
Theorem 3.7. Let n < 2m
2
2−m , n ≤ 2mm−1 , 0 < r2 < r1 < 1, m ∈ [1, 2). The data
(u0, u1), (v0, v1) are assumed to belong to Am,1 ×Am,1. Moreover, let
p˜r1,r2,m < pFuj,m(n) < q˜r1,r2 ,
n
2
> m
( q˜r1,r2 + 1+r11+r2
p˜r1,r2,mq˜r1,r2 − 1+r11+r2 + p˜r1,r2,m
(
r1−r2
1+r2
)),
where
q˜ = q˜r1,r2 =
1 + r1
1 + r2
(q − 1) + 1, p˜ = p˜r1,r2,m =
1 + r2
1 + r1
(
p− m
2
)
+
m
2
.
The exponents p and q of the power nonlinearities satisfy the conditions
2
m
≤ min{p; q} ≤ max{p; q} <∞ if n ≤ 2,
2
m
≤ min{p; q} ≤ max{p; q} ≤ pGN(n) if n > 2.
Then, there exists a constant 0 such that if
‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1 ≤ 0,
then there exists a uniquely determined global (in time) energy solution to (3.1) in(
C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn)))2.
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Furthermore, the solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)+γn,m(p˜r1,r2,m)
×(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖∇u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)− 12+γn,m(p˜r1,r2,m)
×(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖ut(t, ·)‖L2(Rn) . b1(t)−1
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)−1+γn,m(p˜r1,r2,m)
×(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖∇v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)− 12 (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1).
‖vt(t, ·)‖L2(Rn) . b2(t)−1
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)−1(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
where
γn,m(p˜r1,r2,m) = −
n
2m
(p˜− 1) + 1 + ε
represents the loss of decay of solutions in comparison with the corresponding decay
estimates for the solution u to the linear Cauchy problem with vanishing right hand-
side (cf. with the loss of decay described in Theorem (2.9)).
Theorem 3.8. Let n < 2m
2
2−m , n ≤ 2mm−1 , 0 < r2 < r1 < 1, and m ∈ [1, 2). The data
(u0, u1), (v0, v1) are assumed to belong to Am,1 ×Am,1. Moreover, let
q˜r1,r2 < pFuj,m(n) < p˜r1,r2,m,
n
2
> m
( p˜r1,r2,m + 1 + m2 r2−r11+r1
p˜r1,r2,mq˜r1,r2 − 1 + m2 (q˜r1,r2 − 1) r2−r11+r1
)
,
where
q˜ = q˜r1,r2 =
1 + r1
1 + r2
(q − 1) + 1, p˜ = p˜r1,r2,m =
1 + r2
1 + r1
(
p− m
2
)
+
m
2
.
The exponents p and q of the power nonlinearities satisfy the conditions
2
m
≤ min{p; q} ≤ max{p; q} <∞ if n ≤ 2,
2
m
≤ min{p; q} ≤ max{p; q} ≤ pGN(n) if n > 2.
Then, there exists a constant 0 such that if
‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1 ≤ 0,
then there exists a uniquely determined global (in time) energy solution to (3.1) in(
C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn)))2.
Furthermore, the solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
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‖∇u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)− 12 (‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖ut(t, ·)‖L2(Rn) . b1(t)−1
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)−1(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)+γn,m(q˜r1,r2 )(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1),
‖∇v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)− 12+γn,m(q˜r1,r2 )(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1).
‖vt(t, ·)‖L2(Rn) . b2(t)−1
(
1+B2(t, 0)
)−n
2 (
1
m
− 1
2)−1+γn,m(q˜r1,r2 )(‖(u0, u1)‖Am,1+‖(v0, v1)‖Am,1),
where
γn,m(q˜r1,r2) = −
n
2m
(q˜ − 1) + 1
represents the loss of decay of solutions in comparison with the corresponding decay
estimates for the solution v to the linear Cauchy problem with vanishing right hand-
side.
We summarize the results of Theorems 3.5 to 3.8 in the following table:
p˜ < pFuj,m(n) < q˜ q˜ < pFuj,m(n) < p˜
r1 < r2 Loss of decay in the estimate for u Loss of decay in the estimate for v
q˜ = q˜r1,r2,m γn,m(p˜) = − n2m(p˜− 1) + 1 γn,m(q˜) = − n2m(q˜ − 1) + 1 + ε
p˜ = p˜r1,r2 interaction condition interaction condition
n
2
> m
(
q˜+1+m
2
(
r1−r2
1+r2
)
p˜q˜−1+m
2
(p˜−1)
(
r1−r2
1+r2
)) n
2
> m
(
p˜+
1+r2
1+r1
p˜q˜− 1+r2
1+r1
+q˜
(
r2−r1
1+r1
))
r2 < r1 Loss of decay in the estimate for u Loss of decay in the estimate for v
q˜ = q˜r1,r2 γn,m(p˜) = − n2m(p˜− 1) + 1 + ε γn,m(q˜) = − n2m(q˜ − 1) + 1
p˜ = p˜r1,r2,m interaction condition interaction condition
n
2
> m
(
q˜+
1+r1
1+r2
p˜q˜− 1+r1
1+r2
+p˜
(
r1−r2
1+r2
)) n
2
> m
(
p˜+1+m
2
(
r2−r1
1+r1
)
p˜q˜−1+m
2
(q˜−1)
(
r2−r1
1+r1
))
Example 3.4. Let us choose n = 2 in Theorem 3.5. If we choose the additional
regularity m = 7
4
, then we obtain 2
m
= 8
7
and pFuj, 7
4
(2) = 11
4
. Finally, for p = 3
2
∈[
8
7
,∞) , q = 20 ∈ [8
7
,∞) and 1+r1
1+r2
= 1
2
we get
p˜ = 2 < pFuj, 7
4
(2) <
167
16
= q˜.
Moreover, the modified exponents p˜ and q˜ satisfy the condition (3.42).
3.3. Data from Sobolev spaces with suitable regularity
Theorem 3.9. Let n ≥ 4, s1, s2 ∈ [3, n2 + 1], 0 < s2 − s1 < 1, ds1e 6= ds2e, and−1 < r1 < r2 < 1. The data (u0, u1), (v0, v1) are supposed to belong to Am,s1 ×Am,s2 ,
for m ∈ [1, 2). Furthermore, let
q˜ >
2m
n
(
s2 + 1
2
)
+ 1, (3.51)
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where q˜ = q˜r1,r2,m =
1+r1
1+r2
(
q−m
2
)
+m
2
. The exponents p and q of the power nonlinearities
satisfy the conditions
ds1e < p, ds2e < q if n ≤ 2s1,
ds1e < p, ds2e < q ≤ 1 + 2n−2s1 if 2s1 < n ≤ 2s2,ds1e < p ≤ 1 + 2n−2s2 , ds2e < q ≤ 1 + 2n−2s1 if n > 2s2.
(3.52)
Then, there exists a constant 0 such that if
‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2 ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (3.1) in(
C([0,∞), Hs1(Rn)) ∩ C1([0,∞), Hs1−1(Rn)))
×
(
C([0,∞), Hs2(Rn)) ∩ C1([0,∞), Hs2−1(Rn))).
Furthermore, the solution satisfies the estimates
‖u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2) (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖|D|s1u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)−
s1
2
× (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖ut(t, ·)‖L2(Rn) . b1(t)−1
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)−1
× (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖|D|s1−1ut(t, ·)‖L2(Rn) . b1(t)−1
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)−1−
s1−1
2
× (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2) (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖|D|s2v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)−
s2
2
× (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖vt(t, ·)‖L2(Rn) . b2(t)−1
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)−1(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖|D|s2−1vt(t, ·)‖L2(Rn) . b2(t)−1
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)−1−
s2−1
2
× (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) .
Remark 3.6. Remark 2.13 remains valid for the case which is treated in Theorem 3.9,
where the coefficients of the dissipation terms are supposed to be different.
Remark 3.7. If we suppose in Theorem 3.9 the assumption −1 < r2 < r1 < 1, then
we replace condition (3.51) by the following condition:
p˜ >
2m
n
(s1 + 1
2
)
+ 1,
where p˜ = p˜r1,r2,m =
1+r1
1+r2
(
p− m
2
)
+ m
2
.
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Proof. Let us define the space of solutions X(t) by
X(t) =
{
(u, v) ∈ [C([0, t], Hs1(Rn)) ∩ C1([0, t], Hs1−1(Rn))]
× [C([0, t], Hs2(Rn)) ∩ C1([0, t], Hs2−1(Rn))]}
with the norm
‖(u, v)‖X(t) = sup
τ∈[0,t]
{M1(τ, u) +M2(τ, v)},
where
M1(τ, u) =
(
1 +B1(τ, 0)
)n
2 (
1
m
− 1
2)‖u(τ, ·)‖L2(Rn)
+b1(τ)
(
1 +B1(τ, 0)
)n
2 (
1
m
− 1
2)+1‖ut(τ, ·)‖L2(Rn)
+b1(τ)
(
1 +B1(τ, 0)
)n
2 (
1
m
− 1
2)+
s1−1
2
+1‖|D|s1−1ut(τ, ·)‖L2(Rn)
+
(
1 +B1(τ, 0)
)n
2 (
1
m
− 1
2)+
s1
2 ‖|D|s1u(τ, ·)‖L2(Rn),
and
M2(τ, v) =
(
1 +B2(τ, 0)
)n
2 (
1
m
− 1
2)‖v(τ, ·)‖L2(Rn)
+b2(τ)
(
1 +B2(τ, 0)
)n
2 (
1
m
− 1
2)+1‖vt(τ, ·)‖L2(Rn)
+b2(τ)
(
1 +B2(τ, 0)
)n
2 (
1
m
− 1
2)+
s2−1
2
+1‖|D|s2−1vt(τ, ·)‖L2(Rn)
+
(
1 +B2(τ, 0)
)n
2 (
1
m
− 1
2)+
s2
2 ‖|D|s2v(τ, ·)‖L2(Rn).
Let N be the mapping as defined in (3.5). Then our aim is to prove
‖N(u, v)‖X(t) . ‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2 + ‖(u, v)‖pX(t) + ‖(u, v)‖qX(t), (3.53)
‖N(u, v)−N(u˜, v˜)‖X(t) . ‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t) + ‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)). (3.54)
We can immediately conclude the estimate of the linear part of the operator N as
follows:
‖(uln, vln)‖X(t) . ‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2 . (3.55)
For the nonlinear part we only show how to estimate the norms ‖|D|s1−1unlt (t, ·)‖L2(Rn)
and ‖|D|s2−1vnlt (t, ·)‖L2(Rn). From the estimate (1.27) of Theorem 1.6 it follows
‖|D|s1−1unlt (t, ·)‖L2(Rn)
.
∫ t
2
0
b1(τ)
−1b1(t)−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)−
s1−1
2
−1‖|v(τ, x)|p‖Lm(Rn)∩L2(Rn)∩H˙s1−1(Rn)dτ
+
∫ t
t
2
b1(τ)
−1b1(t)−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)−
s1−1
2
−1‖|v(τ, x)|p‖Lm(Rn)∩L2(Rn)∩H˙s1−1(Rn)dτ.
As we did in Chapter 1, Section 2.3, after using the Gagliardo-Nirenberg inequality
we get for 0 ≤ τ ≤ t the estimates
‖v(τ, ·)‖pLmp(Rn) . (1 +B2(τ, 0))−
n
2m
p+ n
2m‖(u, v)‖pX(t),
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‖v(τ, ·)‖pL2p(Rn) . (1 +B2(τ, 0))−
n
2m
p+n
4 ‖(u, v)‖pX(t),
where the exponent p satisfies the following conditions which are included in (3.52):
2
m
≤ p if n ≤ 2s2,
2
m
≤ p ≤ n
n−2s2 if n > 2s2.
To estimate ‖|v(τ, x)|p‖H˙s1−1(Rn) we use the fractional chain rule from Proposition A.4.
Then for 0 ≤ τ ≤ t we obtain
‖|v(τ, x)|p‖H˙s1−1(Rn) . (1 +B2(τ, 0))−
n
2m
p+n
4
− s1−1
2 ‖(u, v)‖pX(t),
for p > ds1 − 1e and p ≤ 1 + 2n−2s2 if n > 2s2.
By using these estimates we get for the integral over [0, t
2
]
‖(u, v)‖pX(t)
∫ t
2
0
b1(τ)
−1b1(t)−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)−
s1−1
2
−1(1 +B2(τ, 0))−
n
2m
p+ n
2mdτ
. ‖(u, v)‖pX(t)b1(t)−1(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−
s1−1
2
−1
∫ t
2
0
b1(τ)
−1(1 +B2(τ, 0))−
n
2m
p+ n
2mdτ
. ‖(u, v)‖pX(t)b1(t)−1(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−
s1−1
2
−1
×
∫ t
2
0
b1(τ)
−1(1 +B1(τ, 0))
1+r2
1+r1
(− n2mp+ n2m)dτ
. ‖(u, v)‖pX(t)b1(t)−1(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−
s1−1
2
−1
×
∫ t
2
0
b1(τ)
−1(1 +B1(τ, 0))−
n
2m
(p˜−1)dτ
. ‖(u, v)‖pX(t)b1(t)−1(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−
s1−1
2
−1,
where we used
p˜ := p˜r1,r2 =
1 + r2
1 + r1
(p− 1) + 1 > pFuj,m(n)
from (3.52), in particular, p˜ > p > ds1e > pFuj,m(n) for n ≥ 4, s1 > 3 and r1 < r2.
For the integral over [ t
2
, t] we have∫ t
t
2
b1(τ)
−1b1(t)−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)−
s1−1
2
−1‖|v(τ, x)|p‖Lm(Rn)∩L2(Rn)∩H˙s1−1(Rn)dτ
. ‖(u, v)‖pX(t)b1(τ)−1(1 +B1(t, 0))−
n
2m
p˜+n
4
∫ t
t
2
b1(τ)
−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)−
s1−1
2
−1dτ
. ‖(u, v)‖pX(t)b1(t)−1(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−
s1−1
2
−1
for
p˜ >
2m
n
(s1 + 1
2
)
+ 1−
(
1− m
2
)r2 − r1
1 + r1
which is satisfied from condition (3.52). Indeed, for s > 3 and n ≥ 4 we have
2m
n
(s1 + 1
2
)
+ 1−
(
1− m
2
)r2 − r1
1 + r1
<
2m
n
(s1 + 1
2
)
+ 1
≤
(s1 + 1
2
)
+ 1 < s1 ≤ ds1e.
3.3. Data from Sobolev spaces with suitable regularity 127
Hence,
p˜ > ds1e ⇒ p˜ > 2m
n
(s1 + 1
2
)
+ 1−
(
1− m
2
)r2 − r1
1 + r1
. (3.56)
Summarizing, we obtain
‖|D|s1−1unlt (t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)b1(t)−1(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−
s1−1
2
−1. (3.57)
In a similar way we can also derive
‖unl(t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)(1 +B1(t, 0))−
n
2 (
1
m
− 1
2), (3.58)
‖unlt (t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)b1(t)−1(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−1, (3.59)
‖|D|s1unl(t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−
s1
2 . (3.60)
Following the same ideas to estimate ‖|D|s1−1unlt (t, ·)‖L2(Rn), one can get the following
estimates:
‖|D|s2−1vnlt (t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)b2(t)−1(1 +B2(t, 0))−
n
2 (
1
m
− 1
2)−
s2−1
2
−1, (3.61)
‖vnl(t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)(1 +B2(t, 0))−
n
2 (
1
m
− 1
2), (3.62)
‖vnlt (t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)b2(t)−1(1 +B2(t, 0))−
n
2 (
1
m
− 1
2)−1, (3.63)
‖|D|s2vnl(t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)(1 +B2(t, 0))−
n
2 (
1
m
− 1
2)−
s2
2 , (3.64)
where
2
m
≤ q if n ≤ 2s1,
2
m
≤ q ≤ 1 + 2
n−2s1 if n > 2s1,
and
q > ds2 − 1e, s2 − 1 < s1, q˜ > 2m
n
(s2 + 1
2
)
+ 1.
The last condition can not be concluded from q > ds2e because of q˜ < q.
From (3.57) to (3.64) we obtain
‖(unl, vnl)‖X(t) . ‖(u, v)‖pX(t) + ‖(u, v)‖qX(t). (3.65)
Finally, the estimates (3.55) and (3.65) complete the proof of (3.53).
To prove (3.54) we assume that (u, v) and (u˜, v˜) are two vector-functions belonging
to X(t). Then we have
N(u, v)−N(u˜, v˜)
= (unl(t, x)− u˜nl(t, x), vnl(t, x)− v˜nl(t, x))
=
(∫ t
0
E1,1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p)dτ,∫ t
0
E2,1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q)dτ).
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For the first component we use the estimates (1.27) from Theorem 1.6. Then we get∥∥∥|D|s1−1∂t ∫ t
0
E1,1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p)dτ∥∥∥
L2(Rn)
.
∫ t
0
b1(t)
−1b1(τ)−1(1 +B1(t, τ))
−n
2 (
1
m
− 1
2)−
s1−1
2
−1
×‖|v(τ, x)|p − |v˜(τ, x)|p‖Lm(Rn)∩L2(Rn)∩H˙s1−1(Rn)dτ.
Applying Hölder’s inequality and Gagliardo-Nirenberg inequality as we did in the
previous proofs of Sections 3.1 and 3.2 implies for 0 ≤ τ ≤ t
‖|v(τ, x)|p − |v˜(τ, x)|p‖Lm(Rn) . (1 +B2(τ, 0))− n2mp+ n2m sup
τ∈[0,t]
M2(τ, v − v˜)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)),
‖|v(τ, x)|p − |v˜(τ, x)|p‖L2(Rn) . (1 +B2(τ, 0))− n2mp+n4 sup
τ∈[0,t]
M2(τ, v − v˜)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)).
To estimate ‖|v(τ, x)|p − |v˜(τ, x)|p‖H˙s1−1(Rn) we use the estimate (1.78) from the proof
of Theorem 1.10. Then we obtain
‖|v(τ, x)|p − |v˜(τ, x)|p‖H˙s1−1(Rn) . (1 +B1(τ, 0))−
n
2m
p+n
4
− s1−1
2 sup
τ∈[0,t]
M2(τ, v − v˜)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)),
where p > ds1e and
2
m
≤ p if n ≤ 2s2,
2
m
≤ p ≤ 1 + 2
n−2s2 if n > 2s2.
Using the last estimates we can prove∥∥∥|D|s1−1∂t ∫ t
0
E1,1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p)dτ∥∥∥
L2(Rn)
. b1(t)−1(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−
s1−1
2
−1‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)),
∥∥∥∫ t
0
E1,1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p)dτ∥∥∥
L2(Rn)
. (1 +B1(t, 0))−
n
2 (
1
m
− 1
2)‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)),
∥∥∥∂t ∫ t
0
E1,1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p)dτ∥∥∥
L2(Rn)
. b1(t)−1(1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−1‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)),
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∥∥∥|D|s1 ∫ t
0
E1,1(t, τ, x) ∗(x)
(|v(τ, x)|p − |v˜(τ, x)|p)dτ∥∥∥
L2(Rn)
. (1 +B1(t, 0))−
n
2 (
1
m
− 1
2)−
s1
2 ‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)).
Analogously, we get∥∥∥∫ t
0
E2,1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q)dτ∥∥∥
L2(Rn)
. (1 +B2(t, 0))−
n
2 (
1
m
− 1
2)‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)),
∥∥∥∂t ∫ t
0
E2,1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q)dτ∥∥∥
L2(Rn)
. b2(t)−1(1 +B2(t, 0))−
n
2 (
1
m
− 1
2)−1‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)),
∥∥∥|D|s2−1∂t ∫ t
0
E2,1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q)dτ∥∥∥
L2(Rn)
. b2(t)−1(1 +B2(t, 0))−
n
2 (
1
m
− 1
2)−
s2−1
2
−1‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)),
∥∥∥|D|s2 ∫ t
0
E2,1(t, τ, x) ∗(x)
(|u(τ, x)|q − |u˜(τ, x)|q)dτ∥∥∥
L2(Rn)
. (1 +B2(t, 0))−
n
2 (
1
m
− 1
2)−
s2
2 ‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)),
where the conditions (3.51) and (3.52) are satisfied. These estimates lead to (3.54)
which completes the proof.
3.4. Large regular data
Theorem 3.10. Let n ≥ 4, (u0, u1), (v0, v1) ∈ Am,s1×Am,s2, m ∈ [1, 2), s2 > s1 > n2 +1,
and −1 < r1 < r2 < 1. Moreover, let
p > s1, q > s˜2, q˜ ≥ 2m
n
(s2 + 1
2
)
+ 1, (3.66)
where
s˜2 ∈ (s1, s1 + 1), s˜2 ≤ s2, q˜ = q˜r1,r2,m =
1 + r1
1 + r2
(
q − m
2
)
+
m
2
.
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Then, there exists a constant 0 such that if
‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2 ≤ 0,
then there exists a uniquely determined globally (in time) energy solution to (3.1) in(
C([0,∞), Hs1(Rn)) ∩ C1([0,∞), Hs1−1(Rn)))
×
(
C([0,∞), H s˜2(Rn)) ∩ C1([0, t], H s˜2−1(Rn))).
Furthermore, the solution satisfies the following estimates:
‖u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2) (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖|D|s1u(t, ·)‖L2(Rn) .
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)−
s1
2
× (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖ut(t, ·)‖L2(Rn) . b1(t)−1
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)−1
× (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖|D|s1−1ut(t, ·)‖L2(Rn) . b1(t)−1
(
1 +B1(t, 0)
)−n
2 (
1
m
− 1
2)−1−
s1−1
2(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2) (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖|D|s˜2v(t, ·)‖L2(Rn) .
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)−
s˜2
2
× (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖vt(t, ·)‖L2(Rn) . b2(t)−1
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)−1
× (‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) ,
‖|D|s˜−1vt(t, ·)‖L2(Rn) . b2(t)−1
(
1 +B2(t, 0)
)−n
2 (
1
m
− 1
2)−1−
s˜2−1
2(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2) .
Remark 3.8. Remark 3.7 remains valid for large regular data.
Proof. To prove this theorem we choose the same space of solutions X(t) was used
in the proof of Theorem 3.9, by replacing s˜2 instead of s2, and following the same
steps. The modifications appear in the conditions generated from the estimate of the
following terms:
‖|v(τ, x)|p‖H˙s1−1(Rn), ‖|u(τ, ·)|q‖H˙ s˜2−1(Rn),
and
‖|v(τ, x)|p − |v˜(τ, x)|p‖H˙s1−1(Rn)‖|u(τ, x)|q − |u˜(τ, x)|q‖H˙ s˜2−1(Rn).
Then, as we did in the estimate (1.111), using fractional powers from Corollary A.3
and Proposition A.6 we get for 0 ≤ τ ≤ t the estimates:
‖|v(τ, x)|p‖H˙s1−1(Rn) . (1 +B2(τ, 0))−
n
2 (
1
m
− 1
2)p−
s1−1
2
− s∗
2
(p−1)‖(u, v)‖pX(t),
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‖|u(τ, ·)|q‖H˙ s˜2−1(Rn) . (1 +B1(τ, 0))−
n
2 (
1
m
− 1
2)p−
s˜2−1
2
− s∗
2
(q−1)‖(u, v)‖qX(t),
∥∥|v(τ, x)|p − |v˜(τ, x)|p∥∥
H˙s1−1(Rn) . (1 +B2(τ, 0))
− n
2m
p+n
4
(p−1)− s1−1
2
− s∗
2
(p−1)
×‖(u, v)− (u˜, v˜)‖X(t)
(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t)),
∥∥|u(τ, ·)|q − |u˜(τ, ·)|q∥∥
H˙ s˜2−1(Rn) . (1 +B1(τ, 0))
− n
2m
p+n
4
(q−1)− s˜2−1
2
− s∗
2
(q−1)
×‖(u, v)− (u˜, v˜)‖X(t)
(‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)),
where we used p > s1 and q > s˜2.
Taking into consideration these estimates, we get (3.57) to (3.64), for s˜2 instead of s2,
under the following conditions:
− n
2m
p˜+
n
4
−
(
1− m
2
)r2 − r1
1 + r1
< −n
2
(
1
m
− 1
2
)
− s1 − 1
2
− 1
which is satisfied by p > s1 similarly to (3.56), and
− n
2m
q˜ +
n
4
< −n
2
(
1
m
− 1
2
)
− s1 − 1
2
− 1
which is equivalent to
q˜ ≥ 2m
n
(s2 + 1
2
)
+ 1.
The last condition is supposed in the statement of the theorem. In this way we com-
plete the proof.
3.5. Concluding remarks
In this section we sketch possible generalizations of the results of this chapter. Let us
choose the time-dependent coefficients b1 = b1(t) and b2 = b2(t) in such a way that
the dissipation terms b1(t)ut and b2(t)vt become effective and the following condition
is satisfied:
B2(t, 0) ≈ B1(t, 0)α, (3.67)
where α is a positive real number. It is clear that (3.67) covers a larger class of
effective dissipation terms comparing with those are treated in the previous sections
of this chapter.
Example 3.5. The following coefficients satisfy the conditions of Hypothesis 1.1 and
condition (3.67):
1. b1(t) = µ1(1+t)r1 , b2(t) =
µ2
(1+t)r2
for some µ1, µ2 > 0 and r1, r2 ∈ (−1, 1), where
α = 1+r2
1+r1
,
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2. b1(t) = µ1(1+t)r1 (log(cr1,γ1 +t))
γ1 , b2(t) =
µ2
(1+t)r2
(log(cr2,γ2 +t))
γ2 for some µ1, µ2 > 0,
γ1, γ2 > 0 and α = 1+r21+r1 =
γ2
γ1
,
3. b1(t) = µ1(1+t)r1 (log(cr1,γ1+t))γ1 , b2(t) =
µ2
(1+t)r2 (log(cr2,γ2+t))
γ2
for some µ1, µ1 > 0,
γ1, γ1 > 0 and α = 1+r21+r1 =
γ2
γ1
,
where cr1,γ1 and cr1,γ1 are sufficiently large positive constants.
Using this new class of dissipation terms we summarize generalizations of the results
of Sections 3.1 and 3.2 in the following tables:
Low regular data
p˜ < pFuj,m(n) < q˜ q˜ < pFuj,m(n) < p˜
Loss of decay in the estimate for u Loss of decay in the estimate for v
γn,m(p˜) = − n2m(p˜− 1) + 1 γn,m(q˜) = − n2m(q˜ − 1) + 1
interaction condition interaction condition
n
2
> m
(
q˜+ 1
α
p˜q˜−1+(p˜−1) 1−α
α
)
n
2
> m
(
p˜+α
p˜q˜−1+(q˜−1)(α−1)
)
Data from the energy space
s = 1 p˜ < pFuj,m(n) < q˜ q˜ < pFuj,m(n) < p˜
α < 1 Loss of decay in the estimate for u Loss of decay in the estimate for v
q˜ = q˜m γn,m(p˜) = − n2m(p˜− 1) + 1 γn,m(q˜) = − n2m(q˜ − 1) + 1 + ε
p˜ = p˜ interaction condition interaction condition
n
2
> m
(
q˜+1+m
2 (
α−1
α )
p˜q˜−1+m
2
(p˜−1)(α−1α )
)
n
2
> m
(
p˜+α
p˜q˜−α+q˜(α−1)
)
α > 1 Loss of decay in the estimate for u Loss of decay in the estimate for v
q˜ = q˜ γn,m(p˜) = − n2m(p˜− 1) + 1 + ε γn,m(q˜) = − n2m(q˜ − 1) + 1
p˜ = p˜m interaction condition interaction condition
n
2
> m
(
q˜+ 1
α
p˜q˜− 1
α
+p˜(α−1α )
)
n
2
> m
(
p˜+1+m
2
(α−1)
p˜q˜−1+m
2
(q˜−1)(α−1)
)
where
q˜m =
1
α
(
q − m
2
)
+ m
2
, q˜m=2 = q˜ =
1
α
(q − 1) + 1,
p˜m = α
(
p− m
2
)
+ m
2
, p˜m=2 = p˜ = α (p− 1) + 1. (3.68)
We can present possible generalizations of the results of Sections 3.3 and 3.4, too,
by using the modified exponents of power nonlinearities (3.68) and dissipation terms
satisfying condition (3.67).
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4. Weakly coupled systems of
semilinear damped waves with
different scale-invariant
time-dependent dissipation terms
In this chapter we are interested in the following weakly coupled system
utt −∆u+ µ11+tut = |v|p, vtt −∆v + µ21+tvt = |u|q,
u(0, x) = u0(x), ut(0, x) = u1(x), v(0, x) = v0(x), vt(0, x) = v1(x),
(4.1)
where (t, x) ∈ [0,∞)×Rn and µ1, µ2 > 1 are real constants. Before studying this sys-
tem (4.1), let us recall some previous results for the corresponding wave models with
scale-invariant time-dependent dissipation term. Firstly, we consider the following
homogeneous Cauchy problem
utt −∆u+ µ
1 + t
ut = 0, u(0, x) = u0(x), ut(0, x) = u1(x). (4.2)
In [68], Lp(Rn)− Lq(Rn) estimates for solutions were proved for every positive µ.
Many papers are concerned with the following semilinear Cauchy problem
utt −∆u+ µ
1 + t
ut = |u|p, u(0, x) = u0(x), ut(0, x) = u1(x). (4.3)
In [6, 47] and [52] the authors showed that the situation depends strongly on the
value of µ, in other words, the transition of µ from 1 to∞ describes the change from
a hyperbolic to a parabolic like model from the point of decay estimates for solutions.
Furthermore, they proved that the decay rate of solutions to (4.2) for large µ is the
same that is obtained for solutions of the classical damped wave equation (0.5). A
particular case of the Cauchy problem (4.3) with µ = 2 was treated in [8].
Recently, in [54] the estimates for the solution to the Cauchy problem (4.3) were
proved for different classes of regularity of the data are introduced in the previous
chapters: low regular data, data from energy space, data from Sobolev spaces with
suitable regularity and large regular data. We summarize these results in the follow-
ing theorems.
Theorem 4.1. Let us assume the data (u0, u1) ∈ Am,s with s > 0. Then the solution u
to the Cauchy problem (4.2) satisfies for µ > 1 the following decay estimates:
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For s ≥ 0:
‖|D|su(t, ·)‖L2(Rn) . ‖(u0, u1)‖Am,s
×

(1 + t)−
2−m
2m
n−s if µ > 2−m
m
n+ 2s,
(1 + t)−
µ
2 (1 + log(1 + t))
2−m
2m if µ = 2−m
m
n+ 2s,
(1 + t)−
µ
2 if µ < 2−m
m
n+ 2s;
(4.4)
and for s ≥ 1:
‖|D|s−1ut(t, ·)‖L2(Rn) . ‖(u0, u1)‖Am,s
×

(1 + t)−
2−m
2m
n−s if µ > 2−m
m
n+ 2s,
(1 + t)−
µ
2 (1 + log(1 + t))
2−m
2m if µ = 2−m
m
n+ 2s,
(1 + t)−
µ
2 if µ < 2−m
m
n+ 2s.
(4.5)
In order to use Duhamel’s principle in the next sections, we consider the family of
parameter-dependent Cauchy problems
vtt −∆v + µ
1 + t
vt = 0, v(τ, x) = 0, vt(τ, x) = v1(τ, x), 0 ≤ τ ≤ t. (4.6)
Theorem 4.2. Let us assume v1 ∈ Hmax{s−1;0}(Rn) ∩ Lm(Rn) with s > 0. Then the
solution v to the Cauchy problem (4.6) satisfies for for µ > 1 the following decay
estimates for s ≥ 0:
‖|D|sv(t, ·)‖L2(Rn) .
(‖v1‖Lm(Rn) + (1 + τ) 2−m2m n+[s−1]+‖v1‖H˙[s−1]+ (Rn))(1 + τ)
×

(1 + t)−
2−m
2m
n−s if µ > 2−m
m
n+ 2s,
(1 + t)−
µ
2 (1 + log(1 + t))
2−m
2m if µ = 2−m
m
n+ 2s,
(1 + t)−
µ
2 (1 + τ)−
2−m
2m
n+µ
2
−s if µ < 2−m
m
n+ 2s;
(4.7)
and for s ≥ 1:
‖|D|s−1vt(t, ·)‖L2(Rn)
.
(
‖v1‖Lm(Rn) + (1 + τ) 2−m2m n+s−1‖v1‖H˙s−1(Rn) + (1 + τ)
2−m
2m
n+[s−2]+‖v1‖H˙[s−2]+ (Rn)
)
×(1 + τ)

(1 + t)−
2−m
2m
n−s if µ > 2−m
m
n+ 2s,
(1 + t)−
µ
2 (1 + log(1 + t))
2−m
2m if µ = 2−m
m
n+ 2s,
(1 + t)−
µ
2 (1 + τ)−
2−m
2m
n+µ
2
−s if µ < 2−m
m
n+ 2s.
(4.8)
4.1. Low regular data
In this section we are interested in the Cauchy problem (4.1), where the initial data are
supposed to have low regularity, or in other words, the data belongs to the Sobolev
space Hs(Rn) for s ∈ (0, 1), with additional regularity Lm(Rn) for m ∈ [1, 2).
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From the estimates of Theorem 4.1 and further considerations, we remark the exis-
tence of five cases corresponding to the value of µ. These cases are the followings:
µ >
2−m
m
n+ 2s, µ =
2−m
m
n+ 2s,
2−m
m
n+ 2s > µ >
2−m
m
n,
µ =
2−m
m
n and µ <
2−m
m
n.
These cases generate for the system (4.1) a lot of cases corresponding to the values
of µ1 and µ2. In Theorem 4.3 we restrict ourselves to three cases which from our point
of view are more interesting and important. The remaining cases will be treated in
Remark 4.1.
Lemma 4.1. Let p satisfy the conditions
2
m
≤ p if n = 1 and s ∈ [1
2
, 1),
2
m
≤ p ≤ pGN,s(n) otherwise. (4.9)
Then, the following statements are valid:
If
M(τ, u) = (1 + τ)
2−m
2m
n‖u(τ, ·)‖L2(Rn) + (1 + τ) 2−m2m n+s‖|D|su(τ, ·)‖L2(Rn),
then
‖|u(τ, x)|p‖Lm(Rn) . (1 + τ)− nm (p−1)M(τ, u)p,
‖|u(τ, x)|p‖L2(Rn) . (1 + τ)− nmp+n2M(τ, u)p.
These estimates imply
‖|u(τ, x)|p‖Lm(Rn) + (1 + τ) 2−m2m n‖|u(τ, x)|p‖L2(Rn) . (1 + τ)− nm (p−1)M(τ, u)p. (4.10)
If
M(τ, u) = (1 + τ)
µ
2
(‖u(τ, ·)‖L2(Rn) + ‖|D|su(τ, ·)‖L2(Rn)) ,
then
‖|u(τ, x)|p‖Lm(Rn) + ‖|u(τ, x)|p‖L2(Rn) . (1 + τ)−
µ
2
pM(τ, u)p.
These estimates imply
‖|u(τ, x)|p‖Lm(Rn) + (1 + τ) 2−m2m n‖|u(τ, x)|p‖L2(Rn)
. (1 + τ)−µ2 p+ 2−m2m nM(τ, u)p. (4.11)
Proof. To prove Lemma 4.1, we follow the same steps are used to prove estimates
(1.34) and (1.35) by using the Gagliardo-Nirenberg inequality.
Theorem 4.3. Let n ≤ 4s
2−m . The data (u0, u1), (v0, v1) are supposed to belong toAm,s ×Am,s, s ∈ (0, 1), m ∈ [1, 2) and min{µ1;µ2} > 1. Moreover, let the exponents p
and q of the power nonlinearities satisfy the condition (4.9) and
min{p; q} > pFuj,m(n) if min{µ1;µ2} > 2−m
m
n+ 2s, (4.12)
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p >
4
µ2
+
2−m
µ2m
n, q >
2m
n
+
m
2
+
nµ2
2m
if µ1 >
2−m
m
n+ 2s, µ2 <
2−m
m
n, (4.13)
p >
µ1
µ2
+
4
µ2
, q >
µ2
µ1
+
4
µ1
if max{µ1;µ2} < 2−m
m
n. (4.14)
Then, there exists a uniquely determined globally (in time) Sobolev solution to (4.1) in
(C([0,∞), Hs(Rn)))2 .
Furthermore, the solution satisfies for s ∈ [0, 1) the following decay estimates:
‖|D|su(t, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s)
×
{
(1 + t)−
2−m
2m
n−s if µ1 > 2−mm n+ 2s,
(1 + t)−
µ1
2 if µ1 < 2−mm n;
(4.15)
and
‖|D|sv(t, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s)
×
{
(1 + t)−
2−m
2m
n−s if µ2 > 2−mm n+ 2s,
(1 + t)−
µ2
2 if µ2 < 2−mm n.
(4.16)
Example 4.1. If we consider the model (4.1) for n = 2, m = 11
10
and s = 9
10
, then by
using (4.12), (4.13) and (4.14) from Theorem 4.3 we obtain the following statements:
if µ1 = 4, µ2 = 3, then min{p; q} > pFuj, 11
10
(2) = 21
10
,
if µ1 = 4, µ2 = 2, then p > 5322 ∼ 2.4, q > 763220 ∼ 3.46,
if µ1 = 2, µ2 =
3
2
, then p > 4, q > 11
4
= 2.75.
Proof. Let us define the space of solutions X(t) as follows:
X(t) =
{
(u, v) ∈ (C([0, t], Hs(Rn)))2 }
with the norm
‖(u, v)‖X(t) = sup
τ∈[0,t]
{M1(τ, u) +M2(τ, v)
}
,
where M1(τ, u) and M2(τ, u) will be defined in the treatment of each case. Let N
be the mapping on X(t) defined by (3.5). Then our aim is to prove the following
estimates:
‖N(u, v)‖X(t) . ‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s + ‖(u, v)‖pX(t) + ‖(u, v)‖qX(t), (4.17)
‖N(u, v)−N(u˜, v˜)‖X(t) . ‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t) + ‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)). (4.18)
From the definition of the norm of the solution space X(t), which we will define in
each theorem in correspondence with the main goals, we can immediately obtain
‖(uln, vln)‖X(t) . ‖(u0, u1)‖Am,s + ‖(v0, v1)‖Am,s .
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We complete the proof of all results separately by showing the inequality
‖(unl, vnl)‖X(t) . ‖(u, v)‖pX(t) + ‖(u, v)‖qX(t). (4.19)
To prove (4.18), we follow the same steps from the proofs of the theorems of Section
3.1 of Chapter 3. Here the regularity parameter of the data is not more than 1. For
this reason, there are no additional restrictions to the conditions generated from the
proof of the existence part.
1. min{µ1;µ2} > 2−mm n+ 2s:
We choose
M1(τ, u) = (1 + τ)
2−m
2m
n‖u(τ, ·)‖L2(Rn) + (1 + τ) 2−m2m n+s‖|D|su(τ, ·)‖L2(Rn),
M2(τ, v) = (1 + τ)
2−m
2m
n‖v(τ, ·)‖L2(Rn) + (1 + τ) 2−m2m n+s‖|D|sv(τ, ·)‖L2(Rn).
For the first component unl we use the estimate (4.7) for µ1 > 2−mm n+ 2s and the
estimate (4.10) to obtain
‖|D|sunl(t, ·)‖L2(Rn)
.
∫ t
0
(‖|v(τ, x)|p‖Lm(Rn) + (1 + τ) 2−m2m n‖|v(τ, x)|p‖L2(Rn))(1 + τ)(1 + t)− 2−m2m n−sdτ
. (1 + t)− 2−m2m n−s
∫ t
0
(‖|v(τ, x)|p‖Lm(Rn) + (1 + τ) 2−m2m n‖|v(τ, x)|p‖L2(Rn))(1 + τ)dτ
. ‖(u, v)‖pX(t)(1 + t)−
2−m
2m
n−s
∫ t
0
(1 + τ)−
n
m
(p−1)+1dτ
. ‖(u, v)‖pX(t)(1 + t)−
2−m
2m
n−s,
where we used p > pFuj,m(n). Then we get
‖|D|sunl(t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)(1 + t)−
2−m
2m
n−s. (4.20)
In the same way we prove
‖unl(t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)(1 + t)−
2−m
2m
n. (4.21)
For vnl we use the estimate (4.7) for µ2 > 2−mm n + 2s and the estimate (4.10) to
obtain
‖|D|svnl(t, ·)‖L2(Rn)
.
∫ t
0
(‖|u(τ, ·)|q‖Lm(Rn) + (1 + τ) 2−m2m n‖|u(τ, ·)|q‖L2(Rn))(1 + τ)(1 + t)− 2−m2m n−sdτ
. (1 + t)− 2−m2m n−s
∫ t
0
(‖|u(τ, ·)|q‖Lm(Rn) + (1 + τ) 2−m2m n‖|u(τ, ·)|q‖L2(Rn))(1 + τ)dτ
. ‖(u, v)‖qX(t)(1 + t)−
2−m
2m
n−s
∫ t
0
(1 + τ)−
n
m
(q−1)+1dτ
. ‖(u, v)‖qX(t)(1 + t)−
2−m
2m
n−s,
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where we used q > pFuj,m(n). Then we get
‖|D|svnl(t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)(1 + t)−
2−m
2m
n−s. (4.22)
In the same way we prove
‖vnl(t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)(1 + t)−
2−m
2m
n. (4.23)
From (4.20) to (4.23) we complete the proof of (4.19).
2. µ1 > 2−mm n+ 2s, µ2 <
2−m
m
n:
We choose
M1(τ, u) = (1 + τ)
2−m
2m
n‖u(τ, ·)‖L2(Rn) + (1 + τ) 2−m2m n+s‖|D|su(τ, ·)‖L2(Rn),
M2(τ, v) = (1 + τ)
µ2
2
(‖v(τ, ·)‖L2(Rn) + ‖|D|sv(τ, ·)‖L2(Rn)).
For the first component unl we use the estimate (4.7) for µ1 > 2−mm n+ 2s and the
estimate (4.11) to obtain
‖|D|sunl(t, ·)‖L2(Rn)
.
∫ t
0
(‖|v(τ, x)|p‖Lm(Rn) + (1 + τ) 2−m2m n‖|v(τ, x)|p‖L2(Rn))(1 + τ)(1 + t)− 2−m2m n−sdτ
. (1 + t)− 2−m2m n−s
∫ t
0
(‖|v(τ, x)|p‖Lm(Rn) + (1 + τ) 2−m2m n‖|v(τ, x)|p‖L2(Rn))(1 + τ)dτ
. ‖(u, v)‖pX(t)(1 + t)−
2−m
2m
n−s
∫ t
0
(1 + τ)−
µ2
2
p+ 2−m
2m
n+1dτ
. ‖(u, v)‖pX(t)(1 + t)−
2−m
2m
n−s,
where we used (4.13) for the exponent p. Then we get
‖|D|sunl(t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)(1 + t)−
2−m
2m
n−s. (4.24)
In the same way we prove
‖unl(t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)(1 + t)−
2−m
2m
n. (4.25)
For vnl we use the estimate (4.7) for µ2 < 2−mm n and the estimate (4.10) to obtain
‖|D|svnl(t, ·)‖L2(Rn)
.
∫ t
0
(‖|u(τ, ·)|q‖Lm(Rn) + (1 + τ) 2−m2m n‖|u(τ, ·)|q‖L2(Rn))
×(1 + t)−µ22 (1 + τ)− 2−m2m n+µ22 −s+1dτ
. ‖(u, v)‖qX(t)(1 + t)−
µ2
2
∫ t
0
(1 + τ)−
n
m
(q−1)− 2−m
2m
n+
µ2
2
−s+1dτ
. ‖(u, v)‖qX(t)(1 + t)−
µ2
2 ,
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where we used (4.13) for the exponent q. Then we get
‖|D|svnl(t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)(1 + t)−
µ2
2 . (4.26)
In the same way we prove
‖vnl(t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)(1 + t)−
µ2
2 . (4.27)
From (4.24) to (4.27) we complete the proof of (4.19).
3. max{µ1;µ2} < 2−mm n:
We choose
M1(τ, u) = (1 + τ)
µ1
2
(‖u(τ, ·)‖L2(Rn) + ‖|D|su(τ, ·)‖L2(Rn)),
M2(τ, v) = (1 + τ)
µ2
2
(‖v(τ, ·)‖L2(Rn) + ‖|D|sv(τ, ·)‖L2(Rn)).
For unl we use the estimate (4.7) for µ1 < 2−mm n and the estimate (4.11) to obtain
‖|D|sunl(t, ·)‖L2(Rn)
.
∫ t
0
(‖|v(τ, x)|p‖Lm(Rn) + (1 + τ) 2−m2m n‖|v(τ, x)|p‖L2(Rn))
×(1 + t)−µ12 (1 + τ)− 2−m2m n+µ12 −s+1dτ
. ‖(u, v)‖pX(t)(1 + t)−
µ1
2
∫ t
0
(1 + τ)−
2−m
2m
n+
µ1
2
−s+1−µ2
2
p+ 2−m
2m
ndτ
. ‖(u, v)‖pX(t)(1 + t)−
µ1
2 ,
where we used p > 4−2s
µ2
+ µ1
µ2
which is included in (4.14). Then, we get
‖|D|sunl(t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)(1 + t)−
µ1
2 . (4.28)
In the same way, for s = 0 we can prove
‖unl(t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)(1 + t)−
µ1
2 , (4.29)
where we use the condition (4.14).
Analogously, using (4.14) for q we can prove
‖|D|svnl(t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)(1 + t)−
µ2
2 , (4.30)
‖vnl(t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)(1 + t)−
µ2
2 . (4.31)
From (4.28) to (4.31) we complete the proof of (4.19).
The proof of the theorem is complete.
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Remark 4.1. In the following table we will show all conditions generated by the dif-
ferent cases for the values of µ1 and µ2.
case Admissible range for p Admissible range for q
1-
µ1 >
2−m
m
n+ 2s
µ2 =
2−m
m
n+ 2s
p > pFuj,m(n) q > pFuj,m(n)
2-
µ1 >
2−m
m
n+ 2s
2−m
m
n < µ2 <
2−m
m
n+ 2s
p > min { 4m
(2−m)n + 1;(
2 + n
m
) (
2
µ2−2s+n
)} q > pFuj,m(n)
3-
µ1 >
2−m
m
n+ 2s
µ2 =
2−m
m
n
p > 1 + 4
µ2
q > pFuj,m(n)
4- µ1 = µ2 = 2−mm n+ 2s p > pFuj,m(n) q > pFuj,m(n)
5-
µ1 =
2−m
m
n+ 2s
2−m
m
n < µ2 <
2−m
m
n+ 2s
p > min { 4m
(2−m)n + 1;(
2 + n
m
) (
2
µ2−2s+n
)} q > pFuj,m(n)
6-
µ1 =
2−m
m
n+ 2s
µ2 =
2−m
m
n
p > 1 + 4
µ2
q > pFuj,m(n)
7-
µ1 =
2−m
m
n+ 2s
µ2 <
2−m
m
n
p > 4
µ2
+ 2−m
µ2m
n q > 2m
n
+ m
2
+ nµ2
2m
8-
2−m
m
n < µ1 <
2−m
m
n+ 2s
2−m
m
n < µ2 <
2−m
m
n+ 2s
p > min { 4m
(2−m)n + 1;(
2 + n
m
) (
2
µ2−2s+n
)} q > min { 4m(2−m)n + 1;(
2 + n
m
) (
2
µ1−2s+n
)}
9-
2−m
m
n < µ1 <
2−m
m
n+ 2s
µ2 =
2−m
m
n
p > 1 + 4
µ2
q > min { 4m
(2−m)n + 1;(
2 + n
m
) (
2
µ1−2s+n
)}
10-
2−m
m
n < µ1 <
2−m
m
n+ 2s
µ2 <
2−m
m
n
p > 4
µ2
+ 2−m
mµ2
n
q > min { 2m
(2−m)n
(
2− µ2
2
)
; 4+n+µ1
µ1−2s+n
}
11- µ1 = µ2 = 2−mm n p > 1 +
4
µ2
q > 1 + 4
µ1
12-
µ1 =
2−m
m
n
µ2 <
2−m
m
n
p > 1 + 4
µ2
q > µ2
µ1
+ 4
µ1
4.2. Data from energy space
If the data are in the energy space, then we get for s = 1 a similar case to the case of
the previous section because the estimates for ‖|D|s=1u(t, ·)‖L2(Rn) and ‖ut(t, ·)‖L2(Rn)
coincide with those of the previous section. Moreover, we obtain the global existence
in time of energy solutions. Consequently, we have the following result.
Theorem 4.4. Let n ≤ 4
2−m , (u0, u1), (v0, v1) ∈ Am,1×Am,1, m ∈ [1, 2) and min{µ1;µ2} >
1. Moreover, let the exponents p and q of power nonlinearities satisfy the condition
(4.9) and
min{p; q} > pFuj,m(n) if min{µ1;µ2} > 2−mm n+ 2,
p > 4
µ2
+ 2−m
µ2m
n, q > 2m
n
+ m
2
+ nµ2
2m
if µ1 > 2−mm n+ 2, µ2 <
2−m
m
n,
p > µ1
µ2
+ 4
µ2
, q > µ2
µ1
+ 4
µ1
if max{µ1;µ2} < 2−mm n.
Then, there exists a small constant 0 such that if
‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1 ≤ 0,
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then there exists a uniquely determined globally (in time) energy solution to (4.1) in(C([0,∞), H1(Rn)) ∩ C1([0,∞), L2(Rn)))2 .
Furthermore, the solution satisfies the following decay estimates:
‖ut(t, ·)‖L2(Rn) + ‖∇u(t, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1)
×
{
(1 + t)−
2−m
2m
n−1 if µ1 > 2−mm n+ 2,
(1 + t)−
µ1
2 if µ1 < 2−mm n,
‖u(t, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1)
×
{
(1 + t)−
2−m
2m
n if µ1 > 2−mm n+ 2,
(1 + t)−
µ1
2 if µ1 < 2−mm n,
and
‖vt(t, ·)‖L2(Rn) + ‖∇v(t, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1)
×
{
(1 + t)−
2−m
2m
n−1 if µ2 > 2−mm n+ 2,
(1 + t)−
µ2
2 if µ2 < 2−mm n,
‖v(t, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,1 + ‖(v0, v1)‖Am,1)
×
{
(1 + t)−
2−m
2m
n if µ2 > 2−mm n+ 2,
(1 + t)−
µ2
2 if µ2 < 2−mm n.
Example 4.2. If we consider the system (4.1) for n = 2 and m = 2, then for given
µ1 = µ2 =
21
10
we get after using the last case the following admissible ranges for p
and q:
min{p; q} > 3.
4.3. Data from Sobolev spaces with suitable regularity
This section is devoted to the case where the data are from Sobolev spaces with
suitable regularity. We will treat the same cases of the previous sections corresponding
to the values of µ1 and µ2. In the following lemma we will provide some estimates
which are important tools in the proofs of our main results.
Lemma 4.2. Let p > dse satisfy the following condition:
2 < p <∞ if s ∈ [n
2
, n
2
+ 1],
2 < p ≤ 1 + 2
n−2s if s ∈ (2, n2 ).
(4.32)
Then, the following statements are valid:
If
M(τ, u) = (1 + τ)
2−m
2m
n‖u(τ, ·)‖L2(Rn) + (1 + τ) 2−m2m n+1‖ut(τ, ·)‖L2(Rn)
+(1 + τ)
2−m
2m
n+s
(‖|D|su(τ, ·)‖L2(Rn) + ‖|D|s−1ut(τ, ·)‖L2(Rn)) ,
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then
‖|u(τ, x)|p‖Lm(Rn) . (1 + τ)− nm (p−1)M(τ, u)p,
‖|u(τ, x)|p‖L2(Rn) . (1 + τ)− nmp+n2M(τ, u)p,
‖|u(τ, x)|p‖H˙s−1(Rn) . (1 + τ)−
n
m
p+n
2
−(s−1)M(τ, u)p,
∥∥|u(τ, x)|p − |u˜(τ, x)|p∥∥
H˙s−1(Rn) . (1 +B(τ, 0))
− n
m
p+n
2
−(s−1)
×M(τ, v − v˜)(M(τ, u)p−1 +M(τ, u˜)p−1). (4.33)
These estimates imply(
‖|u|p‖Lm(Rn) + (1 + τ) 2−m2m n+s−1‖|u|p‖H˙s−1(Rn) + (1 + τ)
2−m
2m
n+s−2‖|u|p‖H˙s−2(Rn)
)
×(1 + τ) . (1 + τ)− nm (p−1)+1M(τ, u)p.
(4.34)
If
M(τ, u) = (1 + τ)
µ
2
(‖u(τ, ·)‖L2(Rn) + ‖ut(τ, ·)‖L2(Rn)
+‖|D|su(τ, ·)‖L2(Rn) + ‖|D|s−1ut(τ, ·)‖L2(Rn)
)
,
then
‖|u(τ, x)|p‖Lm(Rn) + ‖|u(τ, x)|p‖L2(Rn) + ‖|u(τ, x)|p‖H˙s(Rn) . (1 + τ)−
µ
2
pM(τ, u)p,∥∥|u(τ, x)|p − |u˜(τ, x)|p∥∥
H˙s−1(Rn)
. (1 +B(τ, 0))−µ2 pM(τ, v − v˜)(M(τ, u)p−1 +M(τ, u˜)p−1). (4.35)
These estimates imply(
‖|u|p‖Lm(Rn) + (1 + τ) 2−m2m n+s−1‖|u|p‖H˙s−1(Rn) + (1 + τ)
2−m
2m
n+s−2‖|u|p‖H˙s−2(Rn)
)
×(1 + τ) . (1 + τ)−µ2 p+ 2−m2m n+sM(τ, u)p.
(4.36)
Proof. Following the same steps to prove (1.62) and (1.78) and by using the fractional
chain rule one can prove the desired statements.
Theorem 4.5. Let n ≥ 4. The regularity parameters s1 and s2 satisfy the following
conditions:
s1, s2 ∈
(
2,
n
2
+ 1
]
, 0 < s2 − s1 < 1 and ds1e 6= ds2e.
The data (u0, u1) and (v0, v1) are supposed to belong to Am,s1 ×Am,s2 with m ∈ [1, 2).
Furthermore, we assume for the exponents p and q the following conditions:
ds1e < p, ds2e < q if n ≤ 2s1,
ds1e < p, ds2e < q ≤ 1 + 2n−2s1 if 2s1 < n ≤ 2s2,ds1e < p ≤ 1 + 2n−2s2 , ds2e < q ≤ 1 + 2n−2s1 if n > 2s2.
(4.37)
and
min{p; q} > pFuj,m(n) if µ1 > 2−m
m
n+ 2s1, µ2 >
2−m
m
n+ 2s2,
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p >
2 + 2s2
µ2
+
2−m
µ2m
n, q >
2m
n
+
m
2
+
nµ2
2m
if µ1 >
2−m
m
n+ 2s1, µ2 <
2−m
m
n,
p >
µ1
µ2
+
2 + 2s2
µ2
, q >
µ2
µ1
+
2 + 2s1
µ1
if max{µ1;µ2} < 2−m
m
n.
Then, there exists a uniquely determined globally (in time) energy solution to (4.1) in(C([0,∞), Hs1(Rn)) ∩ C1([0,∞), Hs1−1(Rn)))
×(C([0,∞), Hs2(Rn)) ∩ C1([0,∞), Hs2−1(Rn))).
Furthermore, the solution satisfies the following decay estimates:
‖u(t, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2)
×
{
(1 + t)−
2−m
2m
n if µ1 > 2−mm n+ 2s1,
(1 + t)−
µ1
2 if µ1 < 2−mm n,
‖ut(t, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2)
×
{
(1 + t)−
2−m
2m
n−1 if µ1 > 2−mm n+ 2s1,
(1 + t)−
µ1
2 if µ1 < 2−mm n,
‖|D|s1u(τ, ·)‖L2(Rn) + ‖|D|s1−1ut(τ, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2)
×
{
(1 + t)−
2−m
2m
n−s1 if µ1 > 2−mm n+ 2s1,
(1 + t)−
µ1
2 if µ1 < 2−mm n,
‖v(t, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2)
×
{
(1 + t)−
2−m
2m
n if µ2 > 2−mm n+ 2s2,
(1 + t)−
µ2
2 if µ2 < 2−mm n,
‖vt(t, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2)
×
{
(1 + t)−
2−m
2m
n−1 if µ2 > 2−mm n+ 2s2,
(1 + t)−
µ2
2 if µ2 < 2−mm n,
‖|D|s2v(τ, ·)‖L2(Rn) + ‖|D|s2−1vt(τ, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2)
×
{
(1 + t)−
2−m
2m
n−s2 if µ2 > 2−mm n+ 2s2,
(1 + t)−
µ2
2 if µ2 < 2−mm n.
Proof. To prove this theorem we follow the same steps of the proof of Theorem 4.3.
Then our main goal is to prove (4.19) which implies (4.17). To prove (4.18) we use
the estimates (4.33) or (4.35) and follow the same steps used to prove Theorem 2.15,
in particular, inequality (2.59). We split the proof into three cases.
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1. µ1 > 2−mm n+ 2s1, µ2 >
2−m
m
n+ 2s2:
We choose
M1(τ, u) = (1 + τ)
2−m
2m
n‖u(τ, ·)‖L2(Rn) + (1 + τ) 2−m2m n+1‖ut(τ, ·)‖L2(Rn)
+(1 + τ)
2−m
2m
n+s1
(‖|D|s1u(τ, ·)‖L2(Rn) + ‖|D|s1−1ut(τ, ·)‖L2(Rn)) ,
M2(τ, v) = (1 + τ)
2−m
2m
n‖v(τ, ·)‖L2(Rn) + (1 + τ) 2−m2m n+1‖vt(τ, ·)‖L2(Rn)
+(1 + τ)
2−m
2m
n+s2
(‖|D|s2v(τ, ·)‖L2(Rn) + ‖|D|s2−1vt(τ, ·)‖L2(Rn)) .
For the first component unl, we estimate the most complicate norm (from our
point of view) which is ‖|D|s1−1unlt (τ, ·)‖L2(Rn). After using the estimate (4.8) for
µ1 >
2−m
m
n+ 2s1 and the estimate (4.34) we obtain
‖|D|s1−1unlt (t, ·)‖L2(Rn)
.
∫ t
0
(
‖|v(τ, x)|p‖Lm(Rn) + (1 + τ) 2−m2m n+s1−1‖|v(τ, x)|p‖H˙s1−1(Rn)
+(1 + τ)
2−m
2m
n+s1−2‖||v(τ, x)|p‖H˙s1−2(Rn)
)
(1 + τ)(1 + t)−
2−m
2m
n−s1dτ
. ‖(u, v)‖pX(t)(1 + t)−
2−m
2m
n−s1
∫ t
0
(1 + τ)−
n
m
(p−1)+1dτ
. ‖(u, v)‖pX(t)(1 + t)−
2−m
2m
n−s1 ,
where we used the condition p > pFuj,m(n). Then we get
‖|D|s1−1unlt (t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)(1 + t)−
2−m
2m
n−s1 . (4.38)
In the same way we get
‖unl(t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)(1 + t)−
2−m
2m
n, (4.39)
‖unlt (t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)(1 + t)−
2−m
2m
n−1, (4.40)
‖|D|s1unl(t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)(1 + t)−
2−m
2m
n−s1 . (4.41)
Analogously, for the second component vnl, we use q > pFuj,m(n) to derive the
estimates
‖|D|s2−1vnlt (t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)(1 + t)−
2−m
2m
n−s2 , (4.42)
‖vnl(t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)(1 + t)−
2−m
2m
n, (4.43)
‖vnlt (t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)(1 + t)−
2−m
2m
n−1, (4.44)
‖|D|s2vnl(t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)(1 + t)−
2−m
2m
n−s2 . (4.45)
From (4.38) to (4.45) we get (4.19).
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2. µ1 > 2−mm n+ 2s, µ2 <
2−m
m
n:
We choose
M1(τ, u) = (1 + τ)
2−m
2m
n‖u(τ, ·)‖L2(Rn) + (1 + τ) 2−m2m n+1‖ut(τ, ·)‖L2(Rn)
+(1 + τ)
2−m
2m
n+s1
(‖|D|s1u(τ, ·)‖L2(Rn) + ‖|D|s1−1ut(τ, ·)‖L2(Rn)) ,
M2(τ, v) = (1 + τ)
µ2
2
(‖v(τ, ·)‖L2(Rn) + ‖vt(τ, ·)‖L2(Rn)
+‖|D|s2v(τ, ·)‖L2(Rn) + ‖|D|s2−1vt(τ, ·)‖L2(Rn)
)
.
We begin to estimate the norm ‖|D|s1−1unlt (τ, ·)‖L2(Rn). After using the estimate
(4.8) for µ1 > 2−mm n+ 2s1 and the estimate (4.36) we have
‖|D|s1−1unlt (t, ·)‖L2(Rn)
.
∫ t
0
(
‖|v(τ, x)|p‖Lm(Rn) + (1 + τ) 2−m2m n+s1−1‖|v(τ, x)|p‖H˙s1−1(Rn)
+(1 + τ)
2−m
2m
n+s1−2‖||v(τ, x)|p‖H˙s1−2(Rn)
)
(1 + τ)(1 + t)−
2−m
2m
n−s1dτ
. ‖(u, v)‖pX(t)(1 + t)−
2−m
2m
n−s1
∫ t
0
(1 + τ)−
µ2
2
p+ 2−m
2m
n+s1dτ
. ‖(u, v)‖pX(t)(1 + t)−
2−m
2m
n−s1 ,
where we used the condition p > 2+2s2
µ2
+ 2−m
µ2m
n. Then we get (4.38) and in similar
way one can prove (4.39) to (4.41).
to estimate the norm ‖|D|s2−1vnlt (τ, ·)‖L2(Rn) we use the estimate (4.8) for µ2 <
2−m
m
n and the estimate (4.34). Then it follows
‖|D|s2−1vnlt (t, ·)‖L2(Rn)
.
∫ t
0
(
‖|u(τ, ·)|q‖Lm(Rn) + (1 + τ) 2−m2m n+s2−1‖|u(τ, ·)|q‖H˙s2−1(Rn)
+(1 + τ)
2−m
2m
n+s2−2‖||u(τ, ·)|q‖H˙s2−2(Rn)
)
(1 + τ)(1 + t)−
2−m
2m
n+
µ2
2
−s2dτ
. ‖(u, v)‖qX(t)(1 + t)−
µ2
2
∫ t
0
(1 + τ)−
n
m
(q−1)− 2−m
2m
n+
µ2
2
−s2dτ
. ‖(u, v)‖qX(t)(1 + t)−
µ2
2 ,
where we used the condition q > (2−2s2)m
n
+ m
2
+ nµ2
2m
. We may conclude
‖|D|s2−1vnlt (t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)(1 + t)−
µ2
2 . (4.46)
Analogously, by using the condition q > 2m
n
+ m
2
+ nµ2
2m
, we can prove
‖vnl(t, ·)‖L2(Rn) + ‖vnlt (t, ·)‖L2(Rn) + ‖|D|s2vnl(t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)(1 + t)−
µ2
2 .
(4.47)
In this way we complete the proof of the second case.
1464. Weakly coupled systems of semilinear damped waves with different scale-invariant time-dependent dissipation terms
3. max{µ1;µ2} < 2−mm n:
We choose
M1(τ, u) = (1 + τ)
µ1
2
(‖u(τ, ·)‖L2(Rn) + ‖ut(τ, ·)‖L2(Rn)
+‖|D|s1u(τ, ·)‖L2(Rn) + ‖|D|s1−1ut(τ, ·)‖L2(Rn)
)
,
M2(τ, v) = (1 + τ)
µ2
2
(‖v(τ, ·)‖L2(Rn) + ‖vt(τ, ·)‖L2(Rn)
+‖|D|s2v(τ, ·)‖L2(Rn) + ‖|D|s2−1vt(τ, ·)‖L2(Rn)
)
.
For unl we use the estimate (4.8) for µ1 < 2−mm n and the estimate (4.36) to obtain
‖|D|s1−1unlt (t, ·)‖L2(Rn)
.
∫ t
0
(
‖|v(τ, x)|p‖Lm(Rn) + (1 + τ) 2−m2m n+s1−1‖|v(τ, x)|p‖H˙s1−1(Rn)
+(1 + τ)
2−m
2m
n+s1−2‖||v(τ, x)|p‖H˙s1−2(Rn)
)
(1 + τ)−
2−m
2m
n+
µ1
2
−s1+1dτ
. ‖(u, v)‖pX(t)(1 + t)−
µ1
2
∫ t
0
(1 + τ)−
2−m
2m
n+
µ1
2
−s1−µ2 p+ 2−m2m n+s2dτ
. ‖(u, v)‖qX(t)(1 + t)−
µ1
2 ,
where we used the condition p > µ1
µ2
+ 2+2s2−2s1
µ2
. Then,
‖|D|s1−1unlt (t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)(1 + t)−
µ1
2 . (4.48)
In the same way we can prove for p > µ1
µ2
+ 2+2s2
µ2
the estimate
‖unl(t, ·)‖L2(Rn) + ‖unlt (t, ·)‖L2(Rn) + ‖|D|s1unl(t, ·)‖L2(Rn) . ‖(u, v)‖pX(t)(1 + t)−
µ1
2 .
(4.49)
Analogously, under the condition q > µ2
µ1
+ 2+2s1
µ1
it follows
‖|D|s2−1vt(t, ·)‖L2(Rn) + ‖v(t, ·)‖L2(Rn) + ‖vt(t, ·)‖L2(Rn)
+‖|D|s2vt(t, ·)‖L2(Rn) . ‖(u, v)‖qX(t)(1 + t)−
µ2
2 .
(4.50)
From (4.48) to (4.50) we get (4.19).
This completes the proof.
4.4. Large regular data
Comparing this section, where the data are supposed to have large regularity, with
the previous section, we feel differences in the treatment only if µ1 and µ2 are suf-
ficiently large. For this reason we restrict ourselves to formulate the results without
giving a proof. The proof is very similar to the proof of Theorem 4.5.
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Lemma 4.3. Let p > s. Then using the rule for fractional powers from Proposition A.6
in the Appendix the following estimates hold: If
M(τ, u) = (1 + τ)
2−m
2m
n‖u(τ, ·)‖L2(Rn) + (1 + τ) 2−m2m n+1‖ut(τ, ·)‖L2(Rn)
+(1 + τ)
2−m
2m
n+s
(‖|D|su(τ, ·)‖L2(Rn) + ‖|D|s−1ut(τ, ·)‖L2(Rn)) ,
then
‖|u(τ, x)|p‖Lm(Rn) . (1 + τ)− nm (p−1)M(τ, u)p,
‖|u(τ, x)|p‖L2(Rn) . (1 + τ)− nmp+m2 M(τ, u)p,
‖|u(τ, x)|p‖H˙s(Rn) . (1 + τ)−
2−m
2m
np−s−s∗(p−1)M(τ, u)p,∥∥|u(τ, x)|p − |u˜(τ, x)|p∥∥
H˙s−1(Rn) . (1 +B(τ, 0))
− 2−m
2m
np−(s−1)−s∗(p−1)
×M(τ, v − v˜)(M(τ, u)p−1 +M(τ, u˜)p−1),
where we assume s∗ < n
2
.
These estimates imply with the inequality (1.115) the estimate(
‖|u|p‖Lm(Rn) + (1 + τ) 2−m2m n+s−1‖|u|p‖H˙s−1(Rn) + (1 + τ)
2−m
2m
n+s−2‖|u|p‖H˙s−2(Rn)
)
×(1 + τ) . (1 + τ)− nm (p−1)+sM(τ, u)p.
If
M(τ, u) = (1 + τ)
µ
2
(‖u(τ, ·)‖L2(Rn) + ‖ut(τ, ·)‖L2(Rn)
+‖|D|su(τ, ·)‖L2(Rn) + ‖|D|s−1ut(τ, ·)‖L2(Rn)
)
,
then
‖|u(τ, x)|p‖Lm(Rn) + ‖|u(τ, x)|p‖L2(Rn) + ‖|u(τ, x)|p‖H˙s(Rn) . (1 + τ)−
µ
2
pM(τ, u)p,∥∥|u(τ, x)|p − |u˜(τ, x)|p∥∥
H˙s−1(Rn) . (1 +B(τ, 0))
−µ
2
p
×M(τ, v − v˜)(M(τ, u)p−1 +M(τ, u˜)p−1).
These estimates imply the estimate(
‖|u|p‖Lm(Rn) + (1 + τ) 2−m2m n+s−1‖|u|p‖H˙s−1(Rn) + (1 + τ)
2−m
2m
n+s−2‖|u|p‖H˙s−2(Rn)
)
×(1 + τ) . (1 + τ)−µ2 p+ 2−m2m n+sM(τ, u)p.
Theorem 4.6. Let n ≥ 4. The data (u0, u1) and (v0, v1) are supposed to belong to
Am,s1 ×Am,s2 with m ∈ [1, 2) and s2 > s1 > n2 + 1. Moreover, we assume
p > s1 and q > s˜2, (4.51)
where s˜2 ∈ [s1, s1 + 1] and s˜2 ≤ s2. Furthermore, we assume for the exponents p and
q the following conditions:
p > 1 +
(s˜2 + 1)m
n
, q > 1 +
(s1 + 1)m
n
if µ1 >
2−m
m
n+ 2s1, µ2 >
2−m
m
n+ 2s˜2,
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p >
2 + 2s˜2
µ2
+
2−m
µ2m
n, q >
(2 + 2s˜2)m
n
+
m
2
+
nµ2
2m
if µ1 >
2−m
m
n+2s1, µ2 <
2−m
m
n,
p >
µ1
µ2
+
2 + 2s˜2
µ2
, q >
µ2
µ1
+
2 + 2s1
µ1
if max{µ1;µ2} < 2−m
m
n.
Then, there exists a uniquely determined globally (in time) energy solution to (4.1) in(C([0,∞), Hs1(Rn)) ∩ C1([0,∞), Hs1−1(Rn)))
×(C([0,∞), H s˜2(Rn)) ∩ C1([0,∞), H s˜2−1(Rn)))).
Furthermore, the solution satisfies the following decay estimates:
‖u(t, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2)
×
{
(1 + t)−
2−m
2m
n if µ1 > 2−mm n+ 2s1,
(1 + t)−
µ1
2 if µ1 < 2−mm n,
‖ut(t, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2)
×
{
(1 + t)−
2−m
2m
n−1 if µ1 > 2−mm n+ 2s1,
(1 + t)−
µ1
2 if µ1 < 2−mm n,
‖|D|s1u(τ, ·)‖L2(Rn) + ‖|D|s1−1ut(τ, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2)
×
{
(1 + t)−
2−m
2m
n−s1 if µ1 > 2−mm n+ 2s1,
(1 + t)−
µ1
2 if µ1 < 2−mm n,
‖v(t, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2)
×
{
(1 + t)−
2−m
2m
n if µ2 > 2−mm n+ 2s˜2,
(1 + t)−
µ2
2 if µ2 < 2−mm n,
‖vt(t, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2)
×
{
(1 + t)−
2−m
2m
n−1 if µ2 > 2−mm n+ 2s˜2,
(1 + t)−
µ2
2 if µ2 < 2−mm n,
‖|D|s˜2v(τ, ·)‖L2(Rn) + ‖|D|s˜2−1ut(τ, ·)‖L2(Rn) .
(‖(u0, u1)‖Am,s1 + ‖(v0, v1)‖Am,s2)
×
{
(1 + t)−
2−m
2m
n−s˜2 if µ2 > 2−mm n+ 2s˜2,
(1 + t)−
µ2
2 if µ2 < 2−mm n.
Proof. The proof can be obtained by following the same steps of the proof of Theorem
4.5, but using the estimates of Lemma 4.3 instead of the estimates of Lemma 4.2.
In other words, we use the rules for fractional powers instead of the fractional chain
rule.
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4.5. Effective case versus scale-invariant case
Let us consider the following weakly coupled systems of semilinear damped wave
equations which are studied in the last two chapters:
Effective case Scale-invariant case
utt −∆u+ 1(1+t)r1 ut = |v|p,
vtt −∆v + 1(1+t)r2 vt = |u|q,
u(0, x) = u0(x), ut(0, x) = u1(x),
v(0, x) = v0(x), vt(0, x) = v1(x),
utt −∆u+ µ11+tut = |v|p,
vtt −∆v + µ21+tvt = |u|q,
u(0, x) = u0(x), ut(0, x) = u1(x),
v(0, x) = v0(x), vt(0, x) = v1(x),
where r1, r2 ∈ (−1, 1) and µ1, µ2 are positive real numbers. Let us compare the
obtained results for both models from two different points of view. On the one hand
we are interested to compare the results from the point of view of the regularity of the
data which is supposed. On the other hand we compare the results from the point of
view of the values of µ1 and µ2.
4.5.1. Data from energy space:
First, let us assume that the values of µ1 and µ2 are sufficiently large. Comparing the
statements of Theorem 4.4 and Theorem 3.4 we remark that the obtained results for
both models coincide. In particular, the admissible ranges for the exponents p and
q or for the modified exponents p˜ and q˜ of the power nonlinearities are the same.
For this reason, we may interpret the above system for large values of µ1 and µ2 as
a semilinear weakly coupled system of effectively damped wave equations. A similar
remark was given in the case of a single equation in [6, 64, 65] and [71].
If µ1 and µ2 are positive and small, then we obtain quite different results for the above
models. In particular, the admissible ranges for the exponents p and q presented in
Theorem 4.4 are p > µ1
µ2
+ 4
µ2
and q > µ2
µ1
+ 4
µ1
which are quite different to the modified
Fujita exponent pFuj,m(n) for the effectively damped case. We see, that the results
are more restrictive for the scale-invariant case. For this reason, we should interpret
the above system for small µ1 and µ2 as a semilinear weakly coupled system of non-
effectively damped wave equations.
4.5.2. Data with high regularity:
Now the data is supposed to belong to a Sobolev space with suitable regularity which
is even embedded in L∞(Rn). If µ1 and µ2 are large, then from Theorem 3.4 of
Chapter 3 and Theorem 4.6 of Chapter 4 one may conclude that the admissible
range of the exponents of power nonlinearities coincide for both models. In this case
lower bounds for the admissible ranges for the exponents p and q or for the modified
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exponents p˜ and q˜ of the power nonlinearities are determined by the regularity pa-
rameter s.
Similarly to the case where the data are assumed from the energy space we can
consider the system for large µ1 and µ2 as a semilinear weakly coupled system of
effectively damped wave equations.
If µ1 and µ2 are positive and small, then we feel among other parameters a weak in-
fluence of the regularity parameters s1 and s2 on the admissible ranges of exponents
which are determined as follow: p > µ1
µ2
+ 2+2s2
µ2
and q > µ2
µ1
+ 2+2s1
µ1
. Then the results
for the scale-invariant case are different than those for the effective case.
In a forthcoming project, we would like to consider the above scale-invariant model,
where one of the positive values of µ1 and µ2 is large, and the other one is supposed
to be small, let us say µ1 is large and µ2 is small. We want to understand under
which assumptions the small value of µ2 has no dominant influence. Another model
of interest was proposed by Prof. Nakao (Kyushu University). It is the following
model:
utt −∆u+ ut = |v|p, vtt −∆v = |u|q
u(0, x) = u0(x), ut(0, x) = u1(x), v(0, x) = v0(x), vt(0, x) = v1(x).
To understand the solvability behavior for this model is a big challenge and would
hint to expectations for models with effective and non-effective dissipation terms in
the sense of Wirth.
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5. Blow up results for semilinear
systems of weakly coupled
effectively damped waves
5.1. Test function method
The sharpness of the results for the global (in time) existence of small data solutions or
the notion of “blow-up of local (in time) solutions” means that if the pivotal condition
for the global (in time) existence is not satisfied, then the solution does, in general,
not exist globally (in time). Among several methods to prove blow-up results, the test
function method is an important method which was introduced by Zhang in the paper
[72].
Let us consider the Cauchy problem for the classical damped wave equation with
power nonlinearity
utt −∆u+ ut = |u|p, u(0, x) = u0(x), ut(0, x) = u1(x), (5.1)
where (t, x) ∈ [0,∞)× Rn.
The nonexistence result for p = pFuj(n) has been established in [72]. Todorova and
Yordanov proved in [63] that pFuj(n) = 1 + 2n is critical.
In the following we will recall and sketch the proof of a result which the reader can
find in the book of Ebert and Reissig [13]. In the proof of Theorem 5.1 we explain the
basics and the philosophy of the test function method.
Theorem 5.1. Let (u0, u1) ∈ A1,1 = (H1 ∩ L1)× (L2 ∩ L1) satisfy the assumption∫
Rn
(
u0(x) + u1(x)
)
dx > 0, (5.2)
with n ≥ 1 and p ∈ (1, 1 + 2
n
]. Then there exists a locally (in time) defined energy
solution u in C([0,∞), H1) ∩ C1([0,∞), L2). This solution cannot be continued to the
interval [0,∞) in time.
Proof. First we introduce the following test functions η = η(t) and θ = θ(x) having the
following properties:
1. η ∈ C∞0 [0,∞), 0 ≤ η(t) ≤ 1,
η(t) =
{
1 for 0 ≤ t ≤ 1
2
,
0 for t ≥ 1,
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2. φ ∈ C∞0 (Rn), 0 ≤ φ(x) ≤ 1,
φ(x) =
{
1 for 0 ≤ |x| ≤ 1
2
,
0 for |x| ≥ 1,
3. η
′(t)2
η(t)
≤ C for 1
2
< t < 1, and |5φ(x)|
2
φ(x)
≤ C for 1
2
< |x| < 1.
Let R be a large parameter in [0,∞). We define the test function
ψR(t, x) := ηR(t)φR(x) = η
( t
R2
)
φ
( x
R
)
. (5.3)
We put
QR := [0, R
2]×BR with BR := {x ∈ Rn : |x| ≤ R}.
We note that the support of ψR is contained in the set QR. Moreover, ψR ≡ 1 on
[0, R
2
2
] × BR
2
. We suppose that the energy solution u = u(t, x) exists globally in time.
We define the functional
IR :=
∫
QR
|u(t, x)|pψp′R (t, x) d(t, x) =
∫
QR
(utt −∆u+ ut)ψp′R (t, x) d(t, x),
where 1
p′ +
1
p
= 1. After integration by parts and using the condition 1 < p ≤ 2
n
+ 1 we
obtain
IR . I
1
p
R ,
which implies that
∫∞
0
∫
Rn |u(t, x)|p d(t, x) = 0. This contradicts the assumption (5.2).
The reader can find a detailed proof in [13].
The Cauchy problem (5.1) has also been investigated by many authors [20, 21, 22,
23, 25, 27, 28, 29, 32, 33, 36, 41, 42, 43, 44, 72, 73].
Let us now consider the weakly coupled system of semilinear classical damped waves
utt −∆u+ ut = |v|p, vtt −∆v + vt = |u|q,
u(0, x) = u0(x), ut(0, x) = u1(x), v(0, x) = v0(x), vt(0, x) = v1(x),
(5.4)
where (t, x) ∈ [0,∞) × Rn, p, q ≥ 1 and pq > 1. Motivated by some previous papers
concerned with the case of the Cauchy problem for a semilinear single equation, the
authors in [45] and [60] studied the blow-up behavior of solutions of the system (5.4).
In the following theorem we will recall and prove the result of F. Sun and M. Wang
published in [60].
Theorem 5.2. Let n ≥ 1. Assume that q ≥ p ≥ 1 and n
2
≤ q+1
pq−1 . If the data satisfy
(ui, vi) ∈ [W 1−i,1(Rn) ∩W 1−i,∞(Rn)]2 for i = 0, 1,
and ∫
Rn
ui(x)dx > 0,
∫
Rn
vi(x)dx > 0 for i = 0, 1, (5.5)
then the Sobolev solution (u, v) of the Cauchy problem (5.4) does not exist globally (in
time).
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Proof. We assume that the Sobolev solution (u, v) exist globally (in time). Let φ ∈
C20(R, [0,∞)) have the following properties:
φ(r) =
{
1 if r ≤ 1,
0 if r ≥ 2, (5.6)
where 0 ≤ φ(r) ≤ 1, and r|φ′(r)| ≤ C for any r > 0.
We choose the test function ξ(t, x) = φλ
( t2+|x|4
R4
)
, where λ  1 and R are large
parameters in [0,∞). Similar to the treatment of one equation (5.1) we get for the
above equations∫∞
0
∫
Rn |v|pξdxdt = −
(∫
Rn(u0(x) + u1(x))ξ(0, x)dx
)
+
∫∞
0
∫
Rn u(ξt + ξtt −∆ξ)dxdt,
(5.7)
∫∞
0
∫
Rn |u|qξdxdt = −
(∫
Rn(v0(x) + v1(x))ξ(0, x)dx
)
+
∫∞
0
∫
Rn v(ξt + ξtt −∆ξ)dxdt.
(5.8)
From (5.7), we get∣∣∣ ∫ ∞
0
∫
Rn
|v|pξdxdt
∣∣∣
≤
∫ ∞
0
∫
Rn
|u| |ξt + ξtt −∆ξ| dxdt
≤
∫ ∞
0
∫
Rn
|u||ξt|dxdt+
∫ ∞
0
∫
Rn
|u||ξtt|dxdt+
∫ ∞
0
∫
Rn
|u||∆ξ|dxdt
=
∫ ∞
0
∫
Rn
(|u|ξ 1q )(ξ− 1q |ξt|)dxdt+ ∫ ∞
0
∫
Rn
(|u|ξ 1q )(ξ− 1q |ξtt|)dxdt
+
∫ ∞
0
∫
Rn
(|u|ξ 1q )(ξ− 1q |∆ξ|)dxdt
≤
(∫ ∞
0
∫
Rn
|u|qξdxdt
) 1
q
(∫ ∞
0
∫
Rn
ξ−
q′
q |ξt|q′
) 1
q′
+
(∫ ∞
0
∫
Rn
|u|qξdxdt
) 1
q
(∫ ∞
0
∫
Rn
ξ−
q′
q |ξtt|q′
) 1
q′
+
(∫ ∞
0
∫
Rn
|u|qξdxdt
) 1
q
(∫ ∞
0
∫
Rn
ξ−
q′
q |∆ξ|q′
) 1
q′
≤
(∫ ∞
0
∫
Rn
|u|qξdxdt
) 1
q
Aq,
where 1
q
+ 1
q′ = 1 and
Aq =
(∫ ∞
0
∫
Rn
ξ−
q′
q |ξt|q′
) 1
q′
+
(∫ ∞
0
∫
Rn
ξ−
q′
q |ξtt|q′
) 1
q′
+
(∫ ∞
0
∫
Rn
ξ−
q′
q |∆ξ|q′
) 1
q′
=
(∫
∑ ξ− q
′
q |ξt|q′
) 1
q′
+
(∫
∑ ξ− q
′
q |ξtt|q′
) 1
q′
+
(∫
∑ ξ− q
′
q |∆ξ|q′
) 1
q′
,
where ∑
=
{
(t, x) ∈ [0,∞)× Rn : R4 < t2 + |x|4 < 2R4}.
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In the same way we can prove∫ ∞
0
∫
Rn
|u|qξdxdt ≤
(∫ ∞
0
∫
Rn
|v|pξdxdt
) 1
p
Ap,
where 1
p
+ 1
p′ = 1 and
Ap =
(∫
∑ ξ− p
′
p |ξt|p′
) 1
p′
+
(∫
∑ ξ− p
′
p |ξtt|p′
) 1
p′
+
(∫
∑ ξ− p
′
p |∆ξ|p′
) 1
p′
.
Summarizing, we get∫ ∞
0
∫
Rn
|v|pξdxdt ≤ Aq
(∫ ∞
0
∫
Rn
|u|qξdxdt
) 1
q
, (5.9)∫ ∞
0
∫
Rn
|u|qξdxdt ≤ Ap
(∫ ∞
0
∫
Rn
|v|pξdxdt
) 1
p
. (5.10)
From (5.9) and (5.10) we obtain∫ ∞
0
∫
Rn
|v|pξdxdt ≤ Aq(Ap)
1
q
(∫ ∞
0
∫
Rn
|v|pξdxdt
) 1
pq
,
and ∫ ∞
0
∫
Rn
|u|qξdxdt ≤ Ap(Aq)
1
p
(∫ ∞
0
∫
Rn
|u|qξdxdt
) 1
pq
.
Then, (∫ ∞
0
∫
Rn
|v|pξdxdt
) pq−1
pq ≤ Aq(Ap)
1
q , (5.11)(∫ ∞
0
∫
Rn
|u|qξdxdt
) pq−1
pq ≤ Ap(Aq)
1
p . (5.12)
Now to compute the right-hand sides of (5.11) and (5.12) we apply the change of
variables t = R2τ and x = ry. Then we have
dtdx = Rn+2dydτ ; ξt = R
−2ξτ ; ξtt = R−4ξτ ; ∆ξ = R−2δξτ ;
R4 ≤ t2 + |x|4 ≤ 2R2 ⇒ 1 ≤ τ 2 + |y|4 ≤ 2.
We obtain
Ap . R(n+2−
2p
p−1)
p−1
p +R(n+2−
4p
p−1)
p−1
p +R(n+2−
2p
p−1)
p−1
p . R(n+2−
2p
p−1)
p−1
p ,
Aq . R(n+2−
2q
q−1)
q−1
q +R(n+2−
4q
q−1)
q−1
q +R(n+2−
2q
q−1)
q−1
q . R(n+2−
2q
q−1)
q−1
q .
Using (5.11) and (5.12) we get(∫ ∞
0
∫
Rn
|v|pξdxdt
) pq−1
pq . Rs1 , (5.13)(∫ ∞
0
∫
Rn
|u|qξdxdt
) pq−1
pq . Rs2 , (5.14)
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where
s1 =
(
n+ 2− 2q
q − 1
)q − 1
q
+
(
n+ 2− 2p
p− 1
)p− 1
pq
,
and
s2 =
(
n+ 2− 2p
p− 1
)p− 1
p
+
(
n+ 2− 2q
q − 1
)q − 1
pq
.
We have s1 ≤ 0 from q ≥ p > 1, and s2 ≤ 0 if and only if n2 ≤ q+1pq−1 . For s2 we
distinguish two cases.
1. s2 < 0: For R→∞, from (5.14) we have∫ ∞
0
∫
Rn
|u|qξdxdt = 0
which implies (u, v) = (0, 0). This contradicts our assumptions.
2. s2 = 0: In this case there is positive constant C independent of R such that∫ ∞
0
∫
Rn
|u|qξdxdt ≤ C,
which implies that ∫ ∞
0
∫
∑ |u|qξdxdt→ 0 as R→∞.
Previously we have∫ ∞
0
∫
Rn
|u|qξdxdt . Ap(Aq)
1
p
(∫ ∞
0
∫
∑ |u|qξdxdt
) 1
pq
. Rs2
(∫ ∞
0
∫
∑ |u|qξdxdt
) 1
pq
.
Letting R→∞ we get the same contradiction.
This completes the proof.
5.2. Blow-up result for weakly coupled systems of
semilinear damped waves with different
coefficients in the dissipation terms
Firstly, let us consider the Cauchy problem for a semilinear classical damped wave
equation, namely
utt −∆u+ b(t)ut = |u|p, u(0, x) = u0(x), ut(0, x) = u1(x), (5.15)
where the dissipation term b(t)ut is supposed to be effective in the sense of Wirth. In
[4] the authors determined the critical exponent p = pFuj(n). That means after proving
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the global existence for some admissible range p > pFuj(n), the authors proved also
that, in general, the solution cannot be globally defined for 1 < p ≤ pFuj(n). In other
words, we have, in general, only local solutions (in time). The case b(t) = µ
(1+t)r
with
µ > 0 and r > 0 was studied in [37].
Let us consider now the Cauchy problem for the following system:
utt −∆u+ b(t)ut = |v|p, vtt −∆v + b(t)vt = |u|q,
u(0, x) = u0(x), ut(0, x) = u1(x), v(0, x) = v0(x), vt(0, x) = v1(x),
(5.16)
where (t, x) ∈ [0,∞) × Rn. As we already remarked during the treatment of the
models (5.4) and (5.1) the test function method is not influenced by higher regularity
of the data. We restrict ourselves to prove the sharpness of our results for the Cauchy
problem (5.16), where the data are supposed to belong to the energy space. In the
following we will prove the optimality of our results from Theorem 2.10. That means,
if
n
2
<
max{p; q}+ 1
pq − 1 ,
then, in general, the local (in time) energy solution cannot be extended globally. The
ideas of the proof of the following theorem are based on the paper [9] which is
devoted to study a general case of model (5.15).
Theorem 5.3. Let b = b(t) satisfy the conditions of Hypothesis 1.1. Moreover, let
lim inf
t−→∞
b′(t)
b(t)2
> −1, lim sup
t−→∞
tb′(t)
b(t)
< 1
and let
n
2
≤ q + 1
pq − 1 ,
where q > p > 1 and pq > 1. Then there exists no global classical solution (u, v) ∈
(C2([0,∞)× Rn))2 to (5.16) with initial data ((u0, u1), (v0, v1)) ∈ A1,1 ×A1,1 such that∫
Rn
u0(x) + bˆ
−1
1 u0(x)dx > 0,∫
Rn
v0(x) + bˆ
−1
1 v0(x)dx > 0.
Before proving this theorem we show the following lemma which will be used later in
the proof. The proof of Lemma 5.1 can be concluded from [9] and [37].
Lemma 5.1. Let g = g(t) ∈ C([0,∞)) be a solution of the following initial value
problem for an ordinary differential equation:
−g′(t) + g(t)b(t) = 1, g(0) = 1
bˆ1
.
If b = b(t) satisfies the assumptions of Theorem 5.3 , then it holds g(t) ≈ 1
b(t)
and
|g′(t)− 1| ≤ C. (5.17)
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Proof. We multiply (5.16) by the positive function g = g(t) which is defined in Lemma
5.1. In this way we obtain
(g(t)u)tt −∆(g(t)u)− (g′(t)u)t + (−g′(t) + g(t)b(t))ut = g(t)|v|p,
(g(t)v)tt −∆(g(t)v)− (g′(t)v)t + (−g′(t) + g(t)b(t))vt = g(t)|u|a.
From the definition of g = g(t) we may conclude
(g(t)u)tt −∆(g(t)u)− (g′(t)u)t + ut = g(t)|v|p,
(g(t)v)tt −∆(g(t)v)− (g′(t)v)t + vt = g(t)|u|q.
We introduce the test functions
η ∈ C∞0 [0,∞) with 0 ≤ η(t) ≤ 1, where
η(t) =
{
1 for 0 ≤ t ≤ 1
2
,
0 for t ≥ 1,
φ ∈ C∞0 (Rn) with 0 ≤ φ(x) ≤ 1, where
φ(x) =
{
1 for 0 ≤ |x| ≤ 1
2
,
0 for |x| ≥ 1.
Moreover, we assume
max
{ |η′(t)|β
η(t)
;
|η′′(t)|α
η(t)
}
≤ C for 1
2
≤ t ≤ 1,
and
max
{ | 5 φ(x)|β′
φ(x)
;
|∆φ(x)|α′
φ(x)
}
≤ C for 1
2
< |x| < 1,
where we choose 1 < α, β, α′, β′ < min{p; q}. Let R be a large parameter in [0,∞)
and
QR := [0, F (R)]×BR, BR := {x ∈ Rn, |x| ≤ R}.
We define the test function
ψR(t, x) := ηR(t)φR(x) = η
( t
F (R)
)
φ
( x
R
)
,
where F (R) = B−1(R2, 0) and B−1(t, 0) is the inverse function of B(t, 0). It follows
that
F : [0,∞) −→ [0,∞) is a strictly increasing function with F (0) = 0 and lim
R−→∞
F (R) =
∞. Moreover, we have R . F (R) as a result of b(t) & (1 + t)−1.
We have after integrating by parts∫
QR
g(t)|v|pψRd(t, x) = −
∫
BR
(u0 + bˆ
−1
1 u1)φ
λ
Rdx
+
∫
QR
(
g(t)u∂2t ψR + (g
′(t)− 1)u∂tψR + g(t)u∆ψR
)
d(t, x),
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and ∫
QR
g(t)|u|qψRd(t, x) = −
∫
BR
(v0 + bˆ
−1
1 v1)φ
λ
Rdx
+
∫
QR
(
g(t)v∂2t ψR + (g
′(t)− 1)v∂tψR + g(t)v∆ψR
)
d(t, x).
This implies∫
QR
g(t)|v|pψRd(t, x) .
∫
QR
(
g(t)u∂2t ψR + (g
′(t)− 1)u∂tψR + g(t)u∆ψR
)
d(t, x),
and∫
QR
g(t)|u|qψRd(t, x) .
∫
QR
(
g(t)v∂2t ψR + (g
′(t)− 1)v∂tψR + g(t)v∆ψR
)
d(t, x).
Using Lemma 5.1, Hölder’s inequality with 1
q
+ 1
q′ = 1 and (5.17) we get∫
QR
|ug(t)∂2t ψR|d(t, x)
≤
( ∫
QR
|u|qg(t)ψRd(t, x)
) 1
q
( ∫
QR
ψ
− q′
q
R g(t)|∂2t ψR|q
′
d(t, x)
) 1
q′
,
(5.18)
∫
QR
|u(g′(t)− 1)∂tψR|d(t, x)
≤
( ∫
QR
|u|qg(t)ψRd(t, x)
) 1
q
( ∫
QR
g(t)b(t)q
′
ψ
− q′
q
R |∂tψR|q
′
d(t, x)
) 1
q′
,
(5.19)
∫
QR
|ug(t)∆ψR|d(t, x)
≤
( ∫
QR
|u|qg(t)ψRd(t, x)
) 1
q
( ∫
QR
ψ
− q′
q
R g(t)|∆ψR|q
′
d(t, x)
) 1
q′
.
(5.20)
We apply a change of variables t = F (R)τ and x = Ry. Then we have
d(t, x) = F (R)Rnd(τ, y), ∂tψR = F (R)
−1∂τψR, ∂2t ψR = F (R)
−2∂2τψR,
∆ψR = R
−2∆ψR,
F (R)
2
≤ t ≤ F (R), R
2
≤ |x| ≤ R⇐⇒ 1
2
≤ τ, |y| ≤ 1.
With this change of variables we get for (5.18) the chain of inequalities(∫
QR
ψ
− q′
q
R g(t)|∂2t ψR|q
′
d(t, x)
) 1
q′
=
(∫ 1
1
2
∫ 1
1
2
ψ
− q′
q
R g(t)(F (R)τ)F (R)
−2q′ |ψR|
q′
α F (R)Rndτdy
) 1
q′
.
(
F (R)−2q
′
Rn
∫ F (R)
F (R)
2
g(t)dt
) 1
q′
.
(
F (R)−2q
′
Rn
∫ F (R)
F (R)
2
1
b(t)
dt
) 1
q′
.
(
F (R)−2q
′
RnB(F (R))
) 1
q′
. F (R)
n+2−2q′
q′ .
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Consequently, we arrive at(∫
QR
ψ
− q′
q
R g(t)|∂2t ψR|q
′
d(t, x)
) 1
q′ . F (R)
n+2−2q′
q′ . (5.21)
In the same way we can prove for (5.20) the estimate(∫
QR
ψ
− q′
q
R g(t)|∆ψR|q
′
d(t, x)
) 1
q′ . F (R)
n+2−2q′
q′ . (5.22)
Finally, let us turn to (5.19). We have(∫
QR
g(t)b(t)q
′
ψ
− q′
q
R |∂tψR|q
′
d(t, x)
) 1
q′ .
(
F (R)−q
′
∫
QR
b(t)q
′−1ψ
− q′
q
R |ψR|
q′
β d(t, x)
) 1
q′
.
(
F (R)−q
′
Rn
∫ F (R)
F (R)
2
b(t)q
′−1dt
) 1
q′
.
Since F (0) = 0 and
F ′(R) = (B−1(R2))′ =
2R
B′(F (R))
= 2Rb(F (R)),
by using b(t) ≈ b( t
2
) and B(t, 0)−B( t
2
, 0) ≈ B(t, 0) we get∫ F (R)
F (R)
2
b(t)q
′−1dt ≈ (b(F (R)))q′
∫ F (R)
F (R)
2
b(t)−1dt ≈ (b(F (R)))q′R2.
Moreover, we have
b(F (R))
F (R)
≈ 1
B(F (R), 0)
= R−2.
Finally, we obtain(∫
QR
g(t)b(t)q
′
ψ
− q′
q
R |∂tψR|q
′
d(t, x)
) 1
q′ . F (R)
n+2−2q′
q′ . (5.23)
Consequently, from (5.21) to (5.23) we get∫
QR
g(t)|v|pψRd(t, x) . F (R)
n+2−2q′
q′
(∫
QR
|u|qgψRd(t, x)
) 1
q
. (5.24)
On the contrary, one can get also∫
QR
g(t)|u|qψRd(t, x) . F (R)
n+2−2p′
p′
(∫
QR
|v|pgψRd(t, x)
) 1
p
. (5.25)
From (5.24) and (5.25) we obtain(∫
QR
g(t)|v|pψRd(t, x)
) pq−1
pq ≤ F (R)s1 , (5.26)(∫
QR
g(t)|u|qψRd(t, x)
) pq−1
pq ≤ F (R)s2 , (5.27)
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where
s1 =
n+ 2
q′
− 2 +
(n+ 2
p′
− 2
)1
q
and s2 =
n+ 2
p′
− 2 +
(n+ 2
q′
− 2
)1
p
.
The assumption n
2
≤ q+1
pq−1 implies that s2 ≤ 0. We consider two cases.
• s2 < 0: Letting R −→∞ in the inequality (5.27) we obtain∫ ∞
0
∫
Rn
g(t)|u|qd(t, x) = 0.
This implies u ≡ 0. This is a contradiction to the assumptions.
• s2 = 0: In this case we have
s2 = 0 ⇔ n
2
=
q + 1
pq − 1 >
p+ 1
pq − 1
⇔ s1 < 0.
Letting R −→∞ in the inequality (5.26) we obtain that∫ ∞
0
∫
Rn
g(t)|v|qd(t, x) = 0.
This implies v ≡ 0. This is a contradiction to the assumptions.
The proof is complete.
5.3. Concluding remarks
Let us now assume the following weakly coupled system of semilinear damped waves
with different coefficients in the dissipation terms
utt −∆u+ 1(1+t)r1 ut = |v|p, vtt −∆v + 1(1+t)r2 vt = |u|q,
u(0, x) = u0(x), ut(0, x) = u1(x), v(0, x) = v0(x), vt(0, x) = v1(x),
(5.28)
where the exponents r1, r2 ∈ (−1, 1). The global existence (in time) of solutions
of this Cauchy problem was treated in Chapter 3, where the data are defined in
different classes of regularity which are the followings: low regular data, data from
energy space, data from Sobolev spaces with suitable regularity and, finally, large
regular data. We mentioned and remarked in previous sections of this chapter that
the regularity of the data did not appeared in the proofs of our results. For this
reason we restrict ourselves in the near future to treat the blow up result for the
Cauchy problem (5.28), where the data are assumed to belong to the energy space,
in other words
(u0, u1), (v0, v1) ∈ A1,1 ×A1,1.
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From Chapter 3 one can see that the global (in time) existence depends strongly with
the modified exponents of power nonlinearities p˜, q˜ and the exponents r1, r2 in the
dissipation terms. Finally, we should prove the blow up in several cases with respect
to the results of the summary table from Section 3.2. The blow up results which can
be proved are described in the following table:
p˜ < pFuj(n) < q˜ q˜ < pFuj(n) < p˜
r1 < r2 Blow up condition Blow up condition
q˜ = q˜r1,r2,1
n
2
≤ q˜+1+
1
2
(
r1−r2
1+r2
)
p˜q˜−1+m
2
(p˜−1)
(
r1−r2
1+r2
) n
2
≤ p˜+
1+r2
1+r1
p˜q˜− 1+r2
1+r1
+q˜
(
r2−r1
1+r1
)
p˜ = p˜r1,r2
r2 < r1 Blow up condition Blow up condition
q˜ = q˜r1,r2
n
2
≤ q˜+
1+r1
1+r2
p˜q˜− 1+r1
1+r2
+p˜
(
r1−r2
1+r2
) n
2
≤ p˜+1+
m
2
(
r2−r1
1+r1
)
p˜q˜−1+ 1
2
(q˜−1)
(
r2−r1
1+r1
)
p˜ = p˜r1,r2,1
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A. Appendix
In the Appendix we collect some background material which is helpful and important
for our research. Most of these tools are from the theory of harmonic analysis and
function spaces. In particular, these tools allow us to estimate power nonlinearities in
some scale of function spaces of different regularity.
A.1. Gagliardo-Nirenberg inequality
To control suitable norms of the nonlinear terms of our starting system or equation
we shall apply several times Gagliardo-Nirenberg inequality or its generalization to
the case of Sobolev spaces of fractional order or the so-called fractional Gagliardo-
Nirenberg inequality which is stated in the following proposition.
Proposition A.1. Let 1 < p, p0, p1 <∞, σ > 0 and s ∈ [0, σ). Then it holds the following
fractional Gagliardo-Nirenberg inequality for all u ∈ Lp0(Rn) ∩ H˙σp1(Rn) :
‖u‖H˙sp(Rn).‖u‖
(1−θ)
Lp0 (Rn)‖u‖θH˙σp1 (Rn), (A.1)
where θ = θs,σ :=
1
p0
− 1
p
+ s
n
1
p0
− 1
p1
+σ
n
and s
σ
≤ θ ≤ 1.
For the proof see [19] and [2, 16, 17, 18, 49, 50].
Corollary A.1. Let 1 < p,m < ∞, σ > 0 and s ∈ [0, σ). Then we have the following
inequality for all u ∈ Hσm(Rn):
‖|D|su‖Lp(Rn) . ‖u‖(1−θ)Lm(Rn)‖|D|σu‖θLm(Rn), (A.2)
where θ = θs,σ(p,m) := nσ
(
1
m
− 1
p
+ s
n
)
and s
σ
≤ θs,σ(p,m) ≤ 1.
If s = 0 and m = 2 in Corollary A.1, then the fractional Gagliardo-Nirenberg in-
equality reduces to the classical Gagliardo-Nirenberg inequality
‖u‖Lp(Rn) . ‖u‖(1−θ)L2(Rn)‖|D|σu‖θL2(Rn), (A.3)
where θ = θ(p) := n
σ
(
1
2
− 1
p
)
and 0 ≤ θ(p) ≤ 1.
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A.2. Fractional Leibniz rule
Proposition A.2. Let us assume s > 0 and 1 ≤ r ≤ ∞, 1 < p1, p2, q1, q2 ≤ ∞ satisfying
the following relation
1
r
=
1
p1
+
1
p2
=
1
q1
+
1
q2
.
Then the following fractional Leibniz rule holds:
‖|D|s(fg)‖Lr(Rn) . ‖|D|sf‖Lp1 (Rn)‖g‖Lp2 (Rn) + ‖f‖Lq1 (Rn)‖|D|sg‖Lq2 (Rn) (A.4)
for all f ∈ H˙sp1(Rn) ∩ Lq1(Rn) and g ∈ H˙sq2(Rn) ∩ Lp2(Rn).
For the proof one can see [16].
A.3. Fractional chain rule
Proposition A.3. Let us choose s ∈ (0, 1), 1 < r, r1, r2 < ∞ and a C1 function F
satisfying for any τ ∈ [0, 1] and u, v ∈ Rn the inequality
|F ′(τu+ (1− τ)v)| ≤ µ(τ)(G(u) +G(v)) (A.5)
for some continuous and non-negative function G and some non-negative function
µ ∈ L1[0, 1].
Under these assumptions the following estimate is true:
‖F (u)‖H˙sr (Rn) . ‖G(u)‖Lr1 (Rn)‖u‖H˙sr2 (Rn) (A.6)
for any u ∈ H˙sr2(Rn) such that G(u) ∈ Lr1(Rn), provided that
1
r
=
1
r1
+
1
r2
.
The reader can find the proof of this proposition in [2] and [53]. In particular we can
apply Proposition A.3 for F (u) = |u|p or F (u) = ±|u|p−1u. For G(u) = |F ′(u)| and µ
is a positive constant we obtain the following result.
Corollary A.2. Let F (u) = |u|p or F (u) = ±|u|p−1u for p > 1, s ∈ (0, 1) and r, r1, r2 ∈
(1,∞). Then,
‖F (u)‖H˙sr (Rn) . ‖u‖
p−1
Lr1 (Rn)‖u‖H˙sr2 (Rn) (A.7)
for any u ∈ Lr1(Rn) ∩ H˙sr2(Rn), provided that
1
r
=
p− 1
r1
+
1
r2
.
A.4. Fractional powers 165
The last corollary can the reader find it in [59] and [2] which is true only for s ∈ (0, 1).
But we need to estimate the term ‖F (u)‖H˙sr (Rn) for larger s. For this reason we recall
the following result introduced and proved in [54].
Proposition A.4. Let us choose s > 0, p > dse and 1 < r, r1, r2 <∞ satisfying
1
r
=
p− 1
r1
+
1
r2
.
Let us denote by F (u) one of the functions |u|p,±|u|p−1u.
Then it holds the following fractional chain rule:
‖|D|sF (u)‖Lr(Rn) . ‖u‖p−1Lr1 (Rn)‖|D|su‖Lr2 (Rn). (A.8)
A.4. Fractional powers
Sobolev embedding is very useful in estimates for ‖|u|p‖H˙sr (Rn), where s > nr . We
introduce from [57] and [13] the following results.
Proposition A.5. Let p > 1 and u ∈ Hsm(Rn), where s ∈
(
n
m
, p
)
. Then the following
estimates hold:
‖|u|p‖Hsm(Rn) . ‖u‖Hsm(Rn)‖u‖p−1L∞(Rn), (A.9)
‖u|u|p−1‖Hsm(Rn) . ‖u‖Hsm(Rn)‖u‖p−1L∞(Rn). (A.10)
For the proof see [57]. We can derive from Proposition A.5 the following corollary.
Corollary A.3. Under the assumptions of Proposition A.5 it holds:
‖|u|p‖H˙sm(Rn) . ‖u‖H˙sm(Rn)‖u‖
p−1
L∞(Rn), (A.11)
‖u|u|p−1‖H˙sm(Rn) . ‖u‖H˙sm(Rn)‖u‖
p−1
L∞(Rn). (A.12)
For the proof see [13] or [57].
Proposition A.6. Let 0 < 2s∗ < n < 2s. Then for any function f ∈ H˙s∗(Rn) ∩ H˙s(Rn)
one has
‖f‖L∞(Rn) ≤ ‖f‖H˙s∗ (Rn) + ‖f‖H˙s(Rn). (A.13)
The following proof of this statement was given in [7].
Proof. Let us recall the following Sobolev’s embeddings,
‖f‖L∞(Rn) . ‖f‖Hαq (Rn), for αq > n,
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and
‖f‖
L
2n
n−2s∗ (Rn)
. ‖|D|s∗f‖L2(Rn), for 0 < s∗ < n
2
.
If we fix q = 2n
n−2s∗ and α = s− s∗, then we get
‖f‖L∞(Rn) . ‖f‖
L
2n
n−2s∗ (Rn)
+ ‖|D|αf‖
L
2n
n−2s∗ (Rn)
. ‖|D|s∗f‖L2(Rn) + ‖|D|α+s∗f‖L2(Rn).
The proof is completed.
A.5. Interpolation theory
Proposition A.7. If u ∈ H˙s1(Rn) ∩ H˙s2(Rn), then we have for s = (1− θ)s1 + θs2, s ∈
[s1, s2] and θ ∈ (0, 1) the following inequality:
‖u‖H˙s(Rn) . ‖u‖1−θH˙s1 (Rn)‖u‖θH˙s2 (Rn).
For the proof one can see [1].
A.6. Some fixed point arguments
Proposition A.8. The operator N maps X(t) into itself and has one and only one fixed
point u ∈ X(t) if the following inequalities hold:
‖Nu‖X(t) ≤ C0(t)‖(u0, u1)‖Am,s + C1(t)‖u‖pX(t), (A.14)
‖Nu−Nv‖X(t) ≤ C2(t)‖u− v‖X(t)
(‖u‖p−1X(t) + ‖v‖p−1X(t)), (A.15)
where C1(t), C2(t) −→ 0 for t −→ +0 and C0(t), C1(t), C2(t) ≤ C for all t ∈ [0,∞).
Proof. Let L(t) := ‖u‖X(t). We prove that for any  ∈ [0, 0] we have
L(t) ≤ C0+ C1(L(t))p implies L(t) ≤ 2C0.
Let φ(x) := x−C1xp. Then φ(x) ≤ x for any x ≥ 0 and φ′(x) ≥ 12 for x ∈
[
0, x
]
, where
x =
(
1
2C1p
) 1
p−1 . Consequently,
φ(x) ≤ x ≤ 2φ(x) for x ∈ [0, x].
Let 0 = min{x, x2C0}. Then L(0) ≤ x for ‖(u0, u1)‖A1,1 = . Thanks to (A.14) we get
φ(L(t)) ≤ C0 ≤ C00 ≤ x
2
≤ φ(x).
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So, L(t) ∈ [0, x] and L(t) ≤ 2φ(L(t)) ≤ 2C0. This proves that N maps X(t) into itself.
Let us define the sequence {uj}j≥0 inductively by
u0 ≡ 0 and uj ≡ N(uj−1).
Then ‖uj‖X(t) ≤ 2C0 = C, where  ∈ [0, 0] and C is independent of t. Applying
(A.15) we have for 0 ≤ 12C sufficiently small the following estimate:∥∥uj+1 − uj∥∥X(t) = ‖N(uj)−N(uj−1)‖X(t)
≤ 1
2
‖uj − uj−1‖X(t) ≤ · · · ≤ 12j ‖u1‖X(t).
This implies that {uj}j is a Cauchy sequence in the Banach space X(t). This sequence
converges to the unique fixed point N(u) = u for t ∈ [0,∞) since all the constants are
independent of t.
Analogously, we can prove for p, q > 1 the following proposition which we need for
the treatment of weakly coupled systems of semilinear damped waves.
Proposition A.9. Let us suppose that for any (u0, u1), (v0, v1) ∈ Am1,s1 × Am2,s2 the
mapping N satisfies the following estimates:
‖N(u, v)‖X(t) ≤ C0(t)
(‖(u0, u1)‖Am1,s1 + ‖(v0, v1)‖Am2,s2)
+C1(t)
(
‖(u, v)‖pX(t) + ‖(u, v)‖qX(t)
)
,
(A.16)
‖N(u, v)−N(u˜, v˜)‖X(t) ≤ C2(t)‖(u, v)− (u˜, v˜)‖X(t)
×(‖(u, v)‖p−1X(t) + ‖(u˜, v˜)‖p−1X(t) + ‖(u, v)‖q−1X(t) + ‖(u˜, v˜)‖q−1X(t)), (A.17)
where C1(t), C2(t) −→ 0 for t −→ +0 and C0(t), C1(t), C2(t) ≤ C for all t ∈ [0,∞).
Then N maps X(t) into itself and has one and only one fixed point (u, v) ∈ X(t).
Proof. Let us define L(t) := ‖(u, v)‖X(t). At first we shall prove the following inequal-
ity:
if L(t) ≤ C0+ C1(L(t))max{p;q} for any  ∈ [0, 0], then L(t) ≤ 2C0.
Let φ(x) := x−C1xmax{p;q}. Then φ(x) ≤ x for any x ≥ 0, and φ′(x) ≥ 12 for x ∈
[
0, x
]
,
where x =
(
1
2C1 max{p;q}
) 1
max{p;q}−1 .
Consequently,
φ(x) ≤ x ≤ 2φ(x) for x ∈ [0, x].
Let 0 = min{x, x2C0}. Then L(0) ≤ x for ‖(u0, u1)‖Am1,s1 + ‖(v0, v1)‖Am2,s2 = . Thanks
to (A.16) we get
φ(L(t)) ≤ C0 ≤ C00 ≤ x
2
≤ φ(x).
So, L(t) ∈ [0, x] and L(t) ≤ 2φ(L(t)) ≤ 2C0. This proves that N maps X(t) into itself.
Let us define the sequence {(uj, vj)}j≥0 inductively by
(u0, v0) ≡ (0, 0) and (uj, vj) ≡ N(uj−1, vj−1).
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Then ‖uj, vj)‖X(t) ≤ 2C0 = C, where  ∈ [0, 0] and C is independent of t.
Using (A.17) for 0 ≤ 12C sufficiently small we obtain the following estimate:
‖(uj+1, vj+1)− (uj, vj)‖X(t) = ‖N(uj, vj)−N(uj−1, vj−1)‖X(t)
≤ 1
2
‖(uj, vj)− (uj−1, vj−1)‖X(t) ≤ · · · ≤ 12j ‖(u1, v1)‖X(t).
This implies that {(uj, vj)}j is a Cauchy sequence in the Banach space X(t) converg-
ing to the unique fixed point N(u, v) = (u, v) for t ∈ [0,∞) since all the constants are
independent of t.
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List of symbols and abbreviations
Symbols
|x| Euclidean norm of x ∈ Rn,
dxe Ceiling, the smallest integer greater than or equal to x,
bxc Floor, the largest integer less than or equal to x,
[x]+ max{x; 0},
∇ = ∇x = (∂x1 , · · · , ∂x1) Gradient,
∆ = ∆x =
∑n
j=1 ∂
2
xj
Laplacian with respect to x ∈ Rn,
|D|s = |Dx|s Pseudo-differential operator with symbol |ξ|s,
f . g If f ≤ cg for some constant c ∈ R+,
f & g If f ≥ cg for some constant c ∈ R+,
f ≈ g If f . g and f & g,
‖L‖A−→B the norm of a linear mapping defined in A with values in B,
pFuj(n) pFuj(n) := 1 +
2
n
Fujita exponent,
pFuj,m(n) pFuj,m(n) := 1 +
2m
n
modified Fujita exponent,
pGN(n) pGN(n) :=
n
n−2 Gagliardo–Nirenberg exponent,
pGN,s(n) pGN,s(n) :=
n
n−2s modified Gagliardo–Nirenberg exponent.
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Function spaces
Ck(Rn) space of k−times continuously differentiable functions,
C∞(Rn) space of infinitely continuously differentiable functions,
C∞0 (Rn) space of functions belonging to C∞(Rn) with compact support,
Lp(Rn) Lp(Rn) =
{
u : Rn −→ R : ∫Rn |u(x)|pdx <∞} ,
where the functions u are Lebesgue measurable and 1 ≤ p <∞,
‖ · ‖Lp(Rn) denote Lp−norms where ‖u‖Lp(Rn) =
(∫
Rn |u(x)|pdx
) 1
p ,
L∞(Rn) L∞(Rn) = {u : Rn −→ R : ess supx∈Rn|u(x)| <∞} ,
‖ · ‖L∞(Rn) denote L∞−norms where, ‖u‖L∞(Rn) = ess supx∈Rn |u(x)|,
Hmp (Rn) Hmp (Rn) = {u ∈ Lp(Rn) : ∂αxu ∈ Lp(Rn) for all α ∈ Nn with |α| ≤ m}
where the functions u are Lebesgue measurable, m ∈ N and 1 ≤ p ≤ ∞,
‖ · ‖Hmp (Rn) ‖u‖Hmp (Rn) =
∑
|α|≤m
(∫
Rn |∂αxu(x)|p
) 1
p for all 1 ≤ p <∞,
‖ · ‖Hm∞(Rn) ‖u‖Hm∞(Rn) = max|α|≤m ess supx∈Rn |∂αxu(x)| ,
Hm(Rn) denote Hmp (Rn), where p = 2 i.e. Hm(Rn) := Hm2 (Rn),
H˙sp(Rn) homogeneous Sobolev space based on Lp(Rn), s ∈ R,
H˙s(Rn) = H˙s2(Rn) homogeneous Sobolev space based on L2(Rn), s ∈ R.
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