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ABSTRACT 
Effect of a forced dilution air jet on air-fuel spray mixing and emissions has been 
investigated. Temperature measurements have been made at a number of forcing 
frequencies in the range of 100-1100 Hz and blowing ratios between 6-15. Open-loop 
flame response to forcing has also been acquired by recording pressure and heat release 
spectra. The results show that the mean temperature field inside the flame can be altered 
due to jet modulation. Significant effects are observed by forcing at locations close to the 
dump plane. Enhancements in temperature of the order of 100–200 ˚C, and reduction in 
pattern factor of the order of 40% were observed. Substantial reductions in nitric oxide 
emissions can be obtained over a range of flow conditions. More rigorous burning can be 
obtained due to enhanced fuel air mixing. A multi-resolution technique is utilized to 
analyze temperature fields to decompose the response of different hierarchical scales to 
forcing. Forcing is found to have most impact on large-scale structures that are in the 
order of characteristic jet length scale. Bulk mixing is not the only factor that determines 
pollutant emissions level. Consequently, there exist select frequencies, which affect both 
emissions and mixing positively. An artificial intelligence based extremum-seeking 
algorithm is introduced to optimize the combustor behavior.   
The second part of this dissertation deals with syngas combustion. Stability of a 
pre-mixed gas turbine combustor is quite sensitive to fuel composition. Behavior of a 
premixed confined hydrogen enriched methane flame is studied with regard to thermo-
acoustic instability induced flashback, emissions, flammability limits and acoustics over a 
range of conditions. Hydrogen addition extends the flammability limits and enables lower 
emissions levels to be achieved. Contrarily, increased RMS pressure fluctuation levels, 
 xv 
and higher susceptibility to flashback is observed with increasing hydrogen volume 
fraction inside the fuel mixture. In addition, a semi-analytical model has been utilized to 
capture the flame holding and flashback dynamics utilizing G-equation. A limit cycle 
behavior in the flame front movement is observed due to a non-linearity in the feedback 
term. Experiments including phase locked radical imaging and PLIF measurements have 







CHAPTER 1 INTRODUCTION 
1.1 Motivation 
Key performance metrics for gas turbine combustors and propulsion systems 
include volumetric heat release, pattern factor and emissions. These metrics are 
controlled primarily by the combustor stoichiometry, and the degree of fuel-air mixing. In 
a typical non-premixed combustor, both fuel and combustion air are introduced 
longitudinally at the dump plane, and swirl is generally utilized to mix the fuel and air 
streams together. In certain combustor designs, additional primary and dilution air are 
introduced radially through circumferential holes located along the combustor shell.  
These air-jets in cross flow not only provide the air needed to control the stoichiometry, 
but also generate enhanced fuel-air mixing. Therefore the proper design and utilization of 
these air-jets can provide a means toward controlling the fuel-air mixing, and enhancing 
the performance metrics. Increased mixedness, for example, can provide lower pattern 
factor, lower emissions, and higher volumetric heat release (Acharya et. al., 2003). 
Numerous experimental and numerical studies have been carried out on the 
structure of turbulent transverse jets, and have shown that, the entrainment and mixing 
processes can be enhanced by modulating the jet flow (Vermeulen et. al., 1985; 
Vermeulen et. al.,1982; Johari et. al., 1999; Blossey et. al., 2001; Cortolezzi et. al., 2001; 
Narayanan et. al. 2002; Cho et. al., 1998; Karagozian et. al. , 2002; Vermeulen et al. 
1986). These studies suggest that the enhanced entrainment is mainly due to the structural 
formation of counter rotating vortex pairs (Cortolezzi et. al., 2001), and/or due to toroidal 
vortices, which are formed close to the jet exit (Vermeulen et. al., 1985). For high 
blowing ratios, wake vortices behind the jet are also observed (Narayanan et. al., 2002). 
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Acoustic forcing is found to trigger certain modes of these vortex instabilities that have 
Lagrangian dynamics (Cortolezzi et. al., 2001). There is a general agreement in the 
literature that the open-loop jet response is optimized at the preferred mode jet 
frequencies that correspond to Strouhal numbers in the range of 0.1<St<0.3 (Vermeulen 
et. al., 1985; Blossey et. al., 2001; Narayanan et. al. 2002; Vermeulen et al., 1986).  
Enhanced vortex dynamics and entrainment of the cross-flow leads to increased 
molecular mixing between the air and fuel species that, in turn, control the combustion 
processes and the heat release. Since the heat release influences the temperature, the 
measured temperature distribution inside the combustion chamber can be used to quantify 
the enhanced entrainment and mixing processes in the combustor.  
Numerous researchers have carried out mixing studies of multiple cold air jets 
injected into a subsonic isothermal hot cross flow in cylindrical conduits. One such study 
is due to Holdeman et. al. (1996),  where an exhaustive search in the parameter space 
(number of jets, momentum flux ratio, jet-to-total mass flow ratio, jet spacing, density 
ratio, etc.) was done numerically to obtain an empirical self-similarity parameter denoted 
as C (known as Holdeman parameter). Lilley (2002) experimentally investigated an 
isothermal round jet injected into a swirling cross flow in the absence of combustion.     
Vermeulen et. al. (1982) in their pioneering effort attempted to modify the exit plane 
temperature distribution of a combustor by acoustically modulating the dilution air-jet-
streams located close to the exit plane. A difference in temperature of the order of 100C 
was observed with modulation due to increased jet mixedness.  Further, the uniformity in 
the temperature distributions appeared to be influenced favorably by the modulation. 
Crocker et. al. (1994) operated an Allied Signal Engines’ F-109 combustor at sea level 
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take-off conditions and reduced the baseline pattern factor by changing the injection 
angle of dilution air jets. They reported a best-case pattern factor reduction from 0.163 to 
0.102 (37% decrease). Such passive control techniques commonly find use in gas turbine 
industry in order to reduce the baseline pattern factor around nominal operating 
conditions for increased engine life and greater thrust. Active control through forcing of 
side air jets holds promise for further pattern factor reduction from the baseline condition.  
Further, when forcing is controlled with a feedback control algorithm, achievement of 
minimal possible pattern factors at a multitude of load conditions can be possible.  This is 
an intrinsic advantage for active control with side air jet injection since passive design 
techniques can neither adapt to changes in load conditions nor can they adapt to slow 
changes in system parameters due to aging. On the other hand an adaptive control 
algorithm would simply select the right forcing frequency in order to reduce the PF to 
address off-design changes in flow conditions or changes in geometry with aging.  
Another important challenge in the area of gas turbine combustion that needs to 
be addressed is the coupling between pollutant formation and other physical phenomena 
like: turbulence, chemistry, acoustics and other fluid dynamics related issues. Due to 
rising environmental awareness, demands of legislature bodies worldwide, on permissible 
emission levels are getting more and more stringent each and every single day. Industry 
faces everyday challenges in this issue and often reduction in emission level is achieved 
at the expense of engine efficiency in order to meet legal criteria (i.e. steam injection).  
At the present state of art, experimental research is one step ahead of 
computational research, as far as pollutant formation is concerned. Pollutant formation in 
a reacting flow is associated with relatively large time scales, and this often causes severe 
 4 
stiffness problems in computational models due to widely disparate time scales (ranging 
from 10-14 s to 10-1 s) within a large system of chemical reactions.  Exact integration of 
all these equations is prohibitively costly even in small domains and this process 
consumes large amount of supercomputer time (Chen et. al., 1995). Yet, acoustic flow 
fluctuations, low frequency bulk mode oscillations, and fluctuations due to external flow 
forcing and turbulent fluctuations all occur in similar time scales with pollutant 
formation. Strong coupling between pollutant formation and these phenomena is a direct 
result of this time-scale similarity (Chen et. al., 1995). Therefore resolving pollutant 
concentration is merely an issue of turbulence modeling alone. Turbulence models at 
present can closely resolve the temperature field inside a combustor but from the 
knowledge of temperature field alone actual pollutant levels cannot be concluded at all, 
although their formation rates are strong functions of temperature. Since early 90’s there 
is significant amount of research aiming at developing algorithms that decouple fast and 
slow time scales in order to alleviate the well-known stiffness problem (Maas et. al., 
1992). These kinds of approaches such as ILDM (insintric low dimensional manifold) or 
SIM (slow invariant manifold) methods are mostly based on differential geometry. These 
ideas are already being implemented in some CFD codes and hold significant promise for   
application in commercial flow solvers. All in all a sound understanding of pollutant 
formation and scaling laws between chemistry and fluid dynamics need to be extracted 
from experimental work in order to provide computational researchers with decent 
feedback.   
The goal of the present experimental study is to manipulate fuel-air mixing in a 
swirl-stabilized spray combustor through modulation of the side-air jets, and to examine 
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the impact of this manipulation on the pattern factor and volumetric heat release. It is 
expected that modulation of the air-jets will provide improved fuel-air mixing, and that 
the greatest impact will be achieved at a specific frequency. As pointed out by Holdeman 
et al.  (1996) and by Holdeman (1993), the goal of an improved design should not only be 
to reduce the PF to its lowest value, but to achieve this over the shortest possible distance.  
As noted earlier, greater uniformity in the temperature distribution or lower 
pattern factor is important for a variety of reasons: (1) thermal gradients and stresses 
acting on the turbine blades can be reduced thereby extending blade life, (2) NOx 
emissions are likely to be reduced by eliminating hot spots, and (3) volumetric heat 
release in the main reaction zone is enhanced by increasing the temperatures in the cold-
spot regions near the end walls, and between the injectors. Furthermore, improved fuel-
air mixing at a shortest possible height enables the design of compact propulsion systems. 
1.2 Dissertation Outline 
In order to obtain a better understanding of the processes that occur in spray 
combustion measurements were performed utilizing several diagnostic techniques. This 
chapter itself consists of a brief literature survey and problem definition and moreover 
contains a short outline of this dissertation. In chapter 2, details of the experimental 
apparatus are introduced to the reader. Next chapter (see Chapter 3) proceeds with open-
loop mixing results of modulated side-air jets injected in reacting cross flow using the 
high frequency valve as the actuator. Chapter 4 on the other hand focuses on the same 
issues but this time using loudspeaker actuation instead. Chapter 5 proceeds with a 
wavelet based deconvolution of temperature field presented in Chapter 3, in order to 
assess the effect of forcing on different hierarchical scales. Chapter 6 is mainly focused 
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on effect of open loop forcing on nitric oxide emissions.  First six chapters conclude the 
studies on spray combustion. Chapter 7 proceeds with a totally new concept “syngas 
combustion”. This chapter mainly introduces the concept to the reader and furthermore 
explains the details of the experimental test rig developed for this new study. Following 
chapters elaborate on this topic. Chapter 8 deals with hydrogen enriched confined 
methane flame behavior and flashback. In this chapter hydrogen enriched methane flame 
behavior (flammability limits, emissions, flame holding etc.) is examined through certain 
diagnostic techniques.  Moreover, a semi-analytical mathematical model is introduced in 
order to understand thermo-acoustic limit cycle oscillations and their interaction with 
flame hydrodynamics as a triggering cause for flashback instability. Last chapter 
(Chapter 9) concludes this dissertation by summarizing the work and by providing the 
reader with further avenues of prospective research to explore in the future. 
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In this chapter the experimental apparatus used throughout this study is 
introduced. The experimental apparatus presented here is stationed at the combustion 
laboratory of Louisiana State University. A schematic view of the experimental setup 
showing all major components is provided in Figure 2-1. In addition, outside view of the 
combustor facility is also provided in Figure 2-3. Apparatus can be examined as follows 
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2.2 Combustor Configuration 
The combustor shell is cylindrical with a diameter (D) of 193.7 mm and a height 
(H) of 762mm. Either 190-proof ethyl alcohol (C2H5OH) or K1 grade kerosene fuel is 
injected at the center through a Parker-Hannifin Research Simplex Atomizing (RSA) 
nozzle, which has an approximate spray cone angle of 26º. A 45º-swirl vane with a 5 mm 
exit diameter through which atomization air is delivered surrounds the nozzle tip. Main 
combustion air is fed through a 45º-swirl vane with inner and outer diameters of 34 and 
63 mm respectively (see Figure 2-2).  Using the correlation suggested by Beer and 
Chigier (1972) the corresponding swirl number, defined as the ratio of the axial flux of 
angular momentum to the axial flux of linear momentum (Gupta et al., 1984), is 
calculated to be Sw=0.73. Hence, swirl inside the combustion chamber is of moderate 
intensity and generically represents the flow structure inside many of the commercially 
available gas turbine combustors. The step height at the dump plane is nearly 65 mm.  A 
38 x 64 mm quartz window mounted on the shell enables optical access for CH imaging 
and photodiode measurements. A number of 1/8” thermocouple ports are located at 
different elevations and angular locations, and enable intrusive temperature 
measurements. 
2.3 Fuel-Air Delivery System 
Liquid fuel is delivered to the combustor through a 5-gallon reservoir (Amtrol 
Refrigeration Recovery Tank) pressurized by compressed nitrogen. A dual gage pressure 
regulator controls the upstream pressure of the nitrogen gas (maximum 250 psi) to 
achieve the desired fuel flow rate. A Swagelok 15-micron in-line filter filters the 
undesired particles in the fuel to prevent clogging of the nozzle and a ¼” Parker-Hannifin 
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 Nozzle 







Figure 2-2 Inside View of the Combustion Chamber 
 
check valve ensures the direction of the fuel flow preventing any backflow into the 
reservoir. Liquid fuel is delivered to the RSA (research simplex atomizer) nozzle via a ¼” 
316 stainless steel tube. Tubing material was selected due to its structural strength and 
also to limit the fire hazard.  The air needed for atomization, for primary combustion, and 
for the side air-jets are all delivered through independent compressed air lines each 
controlled by individual pressure regulators and needle valves. These compressed air 
lines feed off large storage tanks fed by a 290psig, 450ACFM Atlas-Copco air 
compressor. 1” diameter flexible hoses (maximum 300 psi) feed the air from the flow 
meters into the manifolds, which then distribute the air either to the combustor settling 
chamber or to the spinning valve. A honeycomb arrangement is used inside the settling 
chamber to straighten primary combustion airflow. Modulated air from the spinning 
valve is delivered by ¾” I.D. plastic and stainless steel tubing. Tubing length between the 

















Figure 2-3 Outside View of the Combustor Facility 
 
Injection holes for side-air jets each 9.5 mm diameter and uniformly distributed in 
the circumferential direction are located at several elevations along the combustor height 
(see Figure 2-2). In this study, four injection holes (n=4) located at an elevation z/D of 
0.2 and circumferential spacing S/D of 0.56 (where S is defined as per Holdeman, 1993) 
are chosen in order to modulate the main reaction zone. Depending on the flow 
configuration investigated these side air jets either have some offset with respect to each 
other or directly face each other in pairs. Which configuration is used for that specific 
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measurement is stated explicitly in each chapter along with a section view of the 
combustor depicting injection holes.  
2.4 Side Air Modulation System  
 
Modulation of the side-air is accomplished by routing it via a spinning valve (see 
Figure 2-4), which has a hollow disk with 20 holes drilled at its periphery rotating inside 
a stationary housing that has two discharge holes (O’Donnell, 2001). As the spinner 





Figure 2-4 A Basic Sketch of Spinning Valve Arrangement 
 
holes match at a frequency governed by the rotational speed of the spinner element (see 
Figure 2-5). A representative time history of jet exit velocity measured by a hotwire 
anemometer is shown in Figure 4. The air jet velocity varies around a mean value at a 
frequency dictated by the rotational speed of the spinner element. Velocity output is not a 
pure sinusoid due to the non-negligible contributions from the harmonic components, 
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which arise from the non-linearities in the system; yet the output, is periodic as evidenced 
by the three full cycles shown in the history of jet discharge velocity (see Figure 2-6) and 



























































Figure 2-5 Relationship Between Motor Frequency and Airflow Frequency 
 
The magnitude of the velocity modulations is proportional to the airflow rate and 
the frequency of the spinning valve. The frequency response of the spinning valve in the 
range of 50-1000 Hz (approximate range of interest to the present study) is shown in 
Figure 2-8, and does not show a perfectly flat response.  Rather, the response is 
somewhat uneven due to the acoustic eigen-frequencies of the spinning valve with 
variations in the range of 74dB-86dB. At higher frequencies, the response drops off, and 
if the frequency response were to be plotted over a broad range of frequencies (e.g. up to 






















Forcing Freq = 54.6 Hz.
St= 0.006
mean velocity
Median Velocity = 86.4 m/s  
Figure 2-6 Time History of Jet Exit Velocity 
 
order shown in Figure 2-8) in the lower frequency range of interest, followed by a rapid 
decay at higher frequencies.  Since it was anticipated from literature that the side-air jet 
would be most responsive for modulation in the Strouhal number range of 0.1-0.4, only 
the lower frequency range (St<0.4, f<1.5 kHz) is of interest to the present study, and the 
frequency response is examined only in this region. Since both forcing frequency and 
forcing amplitude are important parameters, frequencies are chosen in the 100 Hz-1100 
Hz range since they correspond to Strouhal numbers in the range of 0.03-0.3, and the 
modulation amplitude is roughly the same over this range (see Figure 2-8). The selected 
frequencies are 100, 300, 450, 600, 850 and 1100 Hz, and as seen in Figure 2-8, the 
maximum amplitude variation in this range is about 4dB. Experiments were also 
conducted with loudspeakers as actuators (in order to adjust the amplitude freely), instead 
of HFV, and these have shown that a 4dB range of amplitude variation maintains the 
 14 
temperature readings within uncertainty levels. Therefore, one can be reasonably 














































Airflow rates are obtained by a series of Dwyer VFC series rotameters and 
bourdon type pressure gauges. Fuel flow rate is monitored with a separate rotameter, 
whose calibration curve is provided in Figure 2-9. The measurement accuracy of both air 
and fuel flow rates are ± 2.0 % and the measurement accuracy for the pressure gauges 
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mounted at the exit of air flow meters are ± 1.0 %. This yields an overall measurement 
accuracy of ± 4.5 % in the equivalence ratio. 
     Exposed fine wire type-B thermocouples (positive lead: Pt 30%, balance Rh, 
negative lead: Pt 6%, balance Rh) are used to map the temperature distribution inside the 
combustor. Typically, a rake with four thermocouples mounted on an automated Velmex 
X-Z traverse is used for obtaining the temperature distributions inside the combustor. An 
NF-90 step motor controller was used to control the motion of the traverse. A jig was 























Figure 2-9 Flowmeter Calibration for Ethanol 
 
of several thermocouples at once. Thermocouple wires were encased in ceramic 
insulation for sake of rigidity and also in order to minimize conduction losses from the 
bead. Temperatures are recorded with a DAS-1801HC data acquisition board. Important 
specifications of the data acquisition board are summarized in Table 2-1. The entire 
temperature measurement process was orchestrated in real time using a personal 
computer running a LabView code. LabView software communicated with the data 
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acquisition board, the traverse motor controller, the thermocouples and also with the 
function generator whenever speakers were used for actuation instead of the spinning 
valve.  
Pressure variations in the combustor and heat release from the flame are also 
measured. The integral heat release is arbitrarily quantified with a silicon Melles-Griot 
photodiode looking at the flame. An optical CH filter (Corion) mounted on the 
photodiode allows the light at λ=390 nm, corresponding to the CH radical emission, to 
pass through and attenuates all other wavelength contributions. Although there is no strict 
linear relation between CH intensity and heat release, for ethanol flames, CH intensity 
has been shown to monotonically increase with heat release (Bertran et. al., 1998) for an 
ethanol flame.  In addition, a Kistler 7061 water-cooled piezo-electric pressure transducer 
is mounted along the combustor walls, and measures the pressure inside the combustion 
chamber. Both heat release (or CH light intensity) and pressure spectra are computed 
with an SRS-785 spectrum analyzer after being amplified in either a voltage or charge 
amplifier depending on the type of transducer.   
Table 2-1 DAS-1801HC Specifications 
Resolution 12 bit 
Input range  0-5 V 
Gain 1,5,50,250 
A/D conversion time 3 msec max 
Amplifier Error  0.01% 
Maximum offset  10.0 mV + 14 mV/gain 
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An intensified CCD camera (Roper Scientific PI Max-512) with an F-mount 
Nikkor f: 78/3.8 UV sensitive lens is utilized to resolve the temporal and spatial heat 
release characteristic through cycle resolved CH imaging technique. Also the camera is 
equipped with a similar CH filter as the photodiode. CCD array of the camera has 
512x512: 19x19 µm pixel resolution with a quantum well capacity of 450 keV for a 
single pixel.  
Cold flow velocity measurements for side air jets were obtained using a high 
frequency response Dantec cross-wire hotwire anemometer along with its compensating 
electronics. Finally, emissions measurements were obtained using a chemical 
luminescence analyzer (Cambustion FNOX-400).  A custom made water-cooled probe is 




CHAPTER 3 SIDE AIR JET MODULATION FOR 





In this chapter, effect of open-loop side air jet modulations on the heat release and 
temperature uniformity (i.e. pattern factor) is investigated. Measurements are called open 
loop, since there is no feedback signal to the spinning valve in order to optimize the heat 
release and/or mixing behavior. Mainly frequency effects at two distinct blowing ratios 
(R=10, R=15) are examined in the light of cold flow studies, which are briefly mentioned 
in the first chapter of this dissertation. Several diagnostic techniques are utilized in order 
to document these effects. Results are discussed in detail at the end of the chapter in a 
separate section and comparison with cold flow studies is also provided. 
The circumferential locations of the four injection holes are shown in Figure 3-1, 
and are chosen such that they have a certain offset (a/D = 0.16) with respect to each 
other. This offset magnitude was chosen arbitrarily, and no optimization of this offset has 
been attempted within the scope of this work. The offset direction is such that the injected 
air assists the swirling motion of the main combustion air, and can provide varying 
degrees of swirl depending on the momentum ratio of the injected air.  
The combustor is operated close to stoichiometric conditions with an overall 
equivalence ratio (based on total air through the front end and the side jets) of φ = 0.9. 
NOx emissions are particularly high at near stoichiometric conditions (Roy, 1998; Alder 
et al., 2000), and reduction in pattern factor is likely to help in reducing nitric oxide 
emissions. While the impact of side air-jet modulation on the pattern factor will be 
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explored in this chapter, measurements of NOx have not been undertaken. Nevertheless, 






Figure 3-1 Section View of the Combustor at z/D= 0.2   Depicting the Side Air 
Injection Holes (All dimensions in mm.) 
 
Isothermal cross flow mixing studies (Narayanan et al., 2002; Blossey et al., 
2001) demonstrate that forcing has a reasonably positive effect for blowing ratios greater 
than 6 ( 6≥R ). In the present study with reacting flow, preliminary experiments (with 
HFV actuation) conducted in the range 106 <≤ R  did not show big differences in the 
time-averaged temperatures measured at different forcing frequencies. A blowing ratio of 
15 resulted in measurable differences and a beneficial impact on pattern factor. 
Therefore, it can be concluded that at lower blowing ratios the jet is unable to penetrate 
effectively and/or the modulation does not have sufficient control authority, while for 
higher blowing ratios (e.g., R=15), the penetration is substantial and the modulation 
influences the temperature distributions substantially. Therefore, data is taken at two 
distinct blowing ratios R= 15 and 10. Majority of the results are presented for R=15 while 
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limited results are presented at R=10 to illustrate the ineffectiveness of control at lower 
blowing ratios. 
The front-end equivalence ratios (based on air delivered only through the front-
end) are φ =1.7 and φ =1.4 for R=15 and R=10 respectively. Global equivalence ratio 
(based on total air) is held constant at 0.9 during modulation of the side air-jets.  As noted 
in the preceding chapter, the side air-jet is modulated at six different frequencies (100 Hz, 
300 Hz, 450 Hz, 600 Hz, 850 Hz, 1100 Hz.) with comparable excitation amplitudes in 
order to allow an unbiased comparison of the effect of the modulation frequencies 




St = , where f denotes the forcing frequency and d is the jet exit diameter) 
corresponding to the six forcing frequencies are: St=0.026, 0.078, 0.118, 0.157, 0.222, 
0.288 at a blowing ratio of 15, and St=0.034, 0.102, 0.152, 0.203, 0.288, 0.372 at a 
blowing ratio of 10.    
A constant volumetric ethanol fuel flow rate of 0.03 l/s and also a constant 
atomization airflow rate of 0.5 l/s are used. Remaining flow rates are: Primary 
combustion air and side air-jet flow rates of 11.8 l/s and 10.3 l/s respectively for the 
blowing ratio of 15, and 14.2 l/s and 8.0 l/s respectively for the blowing ratio of 10. At 
these flow rates, the jet Reynolds number Rejet ( ν
Lu jet














suggested by Broadwell et. al., 1984) is 2.9x105 for R=15, and is 1.5x105 for R=10.  
Corresponding cross flow (mainstream) Reynolds numbers ν
DU ∞
∞ =Re  for these cases 
are 3x103 and 3.5x103 for R=15 and R=10 respectively. Blomeyer et. al. (1999) report 
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that mixing process is to be minimally affected by mainstream Reynolds number and by 
mainstream turbulence intensity. 
As briefly discussed in the first chapter, to establish a baseline to the degree of 
mixedness of the unforced jets with the mainstream Holdeman (1993) used an empirical 
self-similarity parameter that he denoted as C. Holdeman recommended values of about 
2.5 to be optimal. In the present study, the C values are considerably higher (19 and 12 
for R=15 and 10 respectively). On the other hand, Holdeman’s study is based on non-
reacting, non-swirling flows in a cylindrical tube. The present reacting flow field is 
considerably more complex, and therefore the optimal parameters recommended by 
Holdeman do not necessarily apply within this context. In particular, higher blowing and 
momentum flux ratios were necessary in the present study (compared to those 
recommended by Holdeman, 1993), and these contribute to the higher C values. The 
emphasis was put on high momentum flux ratios and high mass flow additions due to the 
considerations related to RQL (Rich-burn / Quick-quench / Lean-burn) combustors as 
these high ratios are quite often used in RQL systems (Blomeyer et. al., 1996). RQL 
combustion finds a wide spectrum of applications for itself: from power generation 
systems to commercial jetliners. It is well known that the rapid mixing in the Q-section of 
these combustors yield reduced NOx values. One of the key motivations for forced mass 
flow addition is to complete this mixing in a minimum possible downstream distance to 
reduce the overall combustor length.   
3.2 Temperature Profiles 
Due to the very low Mach number of the main flow (M<<1) the temperatures 
measured by the thermocouples can essentially be interpreted as stagnation temperatures 
 22 
since the difference is quite small. Temperature data is presented only in the range 
1.1/3.0 ≤≤ Dz where the jet-air mixing primarily takes place. However, it should be 
noted that combustion continues to take place further downstream, and at the exit of the 
combustor (z/D=4), the mean stack temperatures for the modulated and unmodulated 
cases are expected to be the same from 1st Law analysis, provided that same amount of 
fuel burns during the entire length of the combustor.  
Figure 3-2 and Figure 3-3 show temperature contours at different elevations for 
blowing ratios of R=15 and R=10 respectively. These contours are shown only for one 
quadrant between two side air-jets. Note that side air-jets are introduced at z/D=0.2, and 
the axial locations shown in Figure 3-2 & Figure 3-3 are downstream of the side air-jet 
injection.  At z/D=0.3 (the elevation closest to the side air-jet injection), the signature of 
unheated side air-jet introduced into the heated stream is clearly visible (low temperature 
region). The flame is partly quenched along the jet trajectory due to high strain rates and 
since the local equivalence ratio φ falls below the lean extinction limit of 0.5 (Westbrook 
et. al., 1984). In the unforced case (St = 0) the jet can be said to be mostly concentrated 
around the periphery of the flame where a large cold region is evidently seen. Therefore, 
the jet-penetration, and the mixing around the jet periphery is quite poor. However, as the 
external forcing is introduced the distance that the jet penetrates along its axis towards the 
flame is significantly increased. Significantly enhanced jet penetrations are observed at 
St= 0.118 and 0.222 for R=15. Note that the two St values where the strongest 
penetration is observed are related to each other by a factor of 2, and potentially St=0.118 
is close to a sub-harmonic of St=0.222. The strong jet penetration at St of 0.222 is in 
close agreement with the data of Vermeulen et. al. (1985) where they report a St of 0.250 
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as an optimal value for jet penetration.  It is worth mentioning that Vermuelen et. al. 
(1985) obtained this optimal value while jets were discharged into a quiescent ambient 
not involving a swirling cross-flow. Other researchers (Karagozian et. al., 2002, 
Narayanan et. al. 2001) report similar optimal Strouhal numbers in the presence of non-
swirling cross-flows. Although it is known that swirl number greatly alters the baseline 
mixing condition, these evidence suggest that optimal Strouhal number and degree of 
mixing enhancement relative to the baseline condition (e.g. percentage pattern factor 
reduction) with forcing may not be a strong function of swirl number.   
As the jet at R=15 is seen to penetrate deep into the flame regions at Strouhal 
numbers between 0.118 and 0.288, higher temperatures are observed downstream for 
these cases, compared to all other cases studied (St=0, 0.026,0.078). This is linked 
directly to the mixing enhancement and higher volumetric heat release induced by the jet 
modulation. While local enhancements in temperatures as large as 3000C can be 
observed, the average enhancements appear to be more in the range of 50-1000C.  
In comparing the baseline unmodulated case (St=0), with the modulated cases, it 
is clear that the uniformity in the temperature distribution is enhanced both radially as 
well as circumferentially with forcing. At z/D=0.7, for example, the baseline case shows 
significant radial variations in temperature with a cool inner core and a hot outer region 
where most of the burning takes place. With modulation and the associated enhanced 
mixing of the vaporized fuel and air, the radial distributions are relatively uniform. Thus, 
forcing frequency not only influences the magnitude but also the uniformity. However, 
the range of frequencies where the maximum heat release occurs (St=0.118-0.222) does 
not correspond to the St value (0.026) with the most uniform distributions. More 
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discussion on this issue is provided later in the section on Pattern Factors. At a blowing 
ratio of 10 (see Figure 3-3), the effect of forcing is considerably reduced. This is 
associated with reduced jet penetration, and a smaller spatial region of influence. At 
St=0.152, the beneficial effects of modulation (higher temperature and volumetric heat 




























Figure 3-2 3-D Temperature Contours at R=15 (Temperatures in °C) 
 
Figure 3-4 shows the radial distributions of temperature at different axial 
locations and one circumferential location (θ=360) corresponding to the side-jet injection 










































Figure 3-3 3-D Temperature Contours at R=10 (Temperatures in °C) 
 
representative of a local effect.  For R=15, at z/D=0.56, 0.81, and 1.08, higher 
temperatures are obtained with forcing with differences of the order of 60-70 0C. Highest 
temperatures are generally obtained for St=0.222, while at St=0.118 (sub-harmonic) the 
temperature levels are comparably high but the distributions appear flatter. The flattest 
temperature distributions appear to correspond to the lowest modulation frequencies 
(St=0.026). At z/D=0.30, just downstream of the side air-jet injection location, the 
temperature distributions reflect the combined effects of localized flame quenching and 
enhanced mixing. For St numbers where the jet penetration is significant, the quenching 
effect is more apparent as in St=0.118. At the lowest frequency of St=0.026, jet 
penetration is not as large, but the effect of the increased mixing is significant and 
provides the flattest temperature distribution. As noted above, the flattest temperature 





























































































































































































b. R=10, θ = 36° 
Figure 3-4 Radial Temperature Profiles 
 
For R=10, the general observations are consistent with those observed at R=15, 
except for differences in the levels of enhancement, and the relative roles of enhanced 
mixing versus localized quenching. At z/D=0.81 and 1.08, modulation increases the 
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temperatures at St=0.102 and 0.152 due to the enhanced mixing effect, but at other 
modulation frequencies, this effect is not as strong, and temperatures even lower than the 
baseline can be seen due to localized quenching.  The flattest temperature distributions 
are again achieved at the lowest Strouhal number considered for this blowing ratio. 
3.3 Pattern Factors 
 
The uniformity of the temperature profiles and thus air fuel mixedness can be 
quantified by defining a pattern factor as briefly mentioned in the introduction section. A 
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where the radially weighted average temperature ( )zT  is the representative of the mean 












Note that pattern factors are dimensionless numbers and can attain a minimum 
value of 0.0 in the limiting case where there is no spatial variation in the temperature 
data.  Low pattern factor values indicate a more uniform distribution with less variance in 
the temperature profile, whereas larger values signify stronger radial and circumferential 
thermal gradients. 
Figure 3-5 shows the planar pattern factors plotted versus non-dimensional height 
(z/D) from the dump plane for the baseline case and at different forcing frequencies. Note 



















































































Figure 3-5 Planar Pattern Factors 
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This shall give necessary ground for the comparison of PF reduction. Regardless 
of the modulation frequency, pattern factors decrease with increasing elevation due to 
increased mixing. However, practical perspectives limit the length of combustors, and are 
associated with unmixedness, but the goal of a combustion designer is to the design of 
compact combustors with low PF in a minimum combustor length. 
It is helpful to interpret Figure 3-5 with a perspective of the observations made in 
Figure 3-2and Figure 3-3., which show the detailed temperature distributions inside the 
combustor. The most significant variation of the PF with different forcing frequencies 
occurs at elevations close to the dump plane. Further downstream (z/D>0.7), PF plots 
become gradually closer. In the primary combustion region (z/D < 0.7), the differences 
between the pattern factors can range from 0.1 to 0.4 at both blowing ratios. This is a 
significant effect, and is clear evidence of the fact that the uniformity of the temperature 
field can be significantly altered with flow modulation, and that the modulation 
frequency can play an important role. Nonetheless, these plots also do indicate a trade-off 
between the performance merits, that is, the frequency showing the most favorable heat 
release characteristics does not posses the minimum pattern factor. 
At R=15, in general, modulation produces a decrease in PF over most of the 
combustor length, although over a short span (for z/D less than 0.4), there are frequencies 
showing higher pattern factor than the baseline condition. The lowest forcing frequency 
(St=0.026) clearly shows the lowest PF with a 0.25 absolute reduction (40% relative to 
baseline) in PF close to the dump plane and about a 0.07 absolute reduction (46% relative 
to baseline) relative to the unforced case reduction in PF at around z/D=0.7.  Although 
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absolute reduction decreases with increasing z/D, the order of magnitude of percentage 
reduction remains around 50% at all elevations. 
For R=10, PF results are not favorable, and show an increase over the baseline 
case at nearly all frequencies. Thus, while temperatures are enhanced with modulation 
(Figure 3-4), the jet penetration and mixing are not strong enough to lead to a reduction 
in the PF. Rather, the localized quenching effect contributes to increasing the PF. 
Therefore, in order to utilize the side air-jets to reduce PF, they should have sufficient 
momentum and control-authority in order to enhance the mixing process. 
3.4 Pressure and Heat Release Spectra 
 
The combustion chamber is acoustically closed at one end and acoustically open 
at the other one. Therefore, the dominant acoustic mode of the combustion chamber 
corresponds to a ¼ wave mode (Culick, 1976). This is seen in the Fourier spectra of 
pressure and heat release signals (see Figure 3-6) where there is a peak at the quarter 
wave mode (
H
cf 44/1 = ) around 190 Hz. The other mode excited in the unforced case 
corresponds to a ¾ wave mode (λ=4/3H). But, the amplitude of this excitation is rather 
weak and can therefore be neglected. The Strouhal number corresponding to the acoustic 




144/1 ) is nearly 217, and is much 
higher than the Strouhal numbers associated with the side jet preferred mode. Therefore, 
in the present configuration there is no interaction between the side air-jet frequencies 
and the acoustic frequencies, and the observed effects are primarily hydrodynamic. 
Another point is, if there were interaction between the jet mode and the dominant mode 
one would expect energy transfer between these modes. However, the amplitude of the 
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dominant mode remains invariant to the forcing frequency (see Figure 3-6) proving the 













































































































































Figure 3-6 Pressure and Heat Release Spectra at R=15 
 
In Figure 3-6, the spectral response of the pressure transducer and the CH-
photodiode are shown as a function of frequency. The CH-photodiode is centered on the 
quartz window at a distance of 265 mm, and has a complete view of the main reaction 
zone including the region where the side air-jets are injected.  The spectra clearly show 
both the acoustic mode of the main combustor as well as the forcing frequency. Open 
loop forcing of the side air is seen not to alter the dominant mode of combustion. The 
added mode due to open loop forcing at a constant frequency is responsible for the 
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alteration of the temperature field. At most frequencies, amplitude of this mode is 
comparable to the amplitude of the dominant mode at the higher blowing ratio (R=15). At 
the lower blowing ratio (R=10) however, this amplitude is about 15-20 dB less then the 
amplitude of the dominant mode due to the lack of modulation strength delivered by the 
spinning valve. Therefore, at the lower blowing ratio, the control authority is not strong, 
and as noted earlier in the temperature contours (see Figure 3-3), and pattern factor plots 
(see Figure 3-5) the beneficial effects at this lower blowing ratio are not as evident. 
Consequently, the amplitude of modulation plays a very important role in terms of 
establishing control authority over the flame. 
The flame does not respond to pressure fluctuations roughly above 1.2 kHz. This 
is seen in figure 10, where for the 850 Hz forcing case, a strong second harmonic at 1.6 
kHz in the pressure spectrum does not excite the corresponding heat release mode. As a 
consequence, response of the flame tapers-off above a finite frequency. This effect is 
associated with a time lag between imposed velocity perturbations and heat release 
(Annaswamy et. al., 1997). 
3.5 Chemiluminescence Measurements 
In order to spatially resolve the temporal heat release characteristics in the 
reaction zone, chemiluminescence measurements of the CH radical were performed. The 
CH radicals have been shown to be representative of the ethanol flame front (Bertran et. 
al., 1998) and CH intensity correlates well with the local heat release for this type of fuel. 
An intensified Princeton Instruments PI-Max 512 T-18 G/III CCD camera with a 
512x512 pixel resolution was utilized to acquire the images. The gate duration for the 
image acquisition was set to 0.10 µs. 
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A filter mounted on the camera lens is used to transmit the light at λ=430 nm 
which corresponds to the B2Σ--X2Π(0,0) emission band of the CH* radical (Garland et. 
al., 1985), and to attenuate all other wavelength contributions. A KISTLER 7061B 
piezoelectric pressure transducer mounted at the downstream end of the spinning valve 
provided the phase information. Signal from the pressure transducer is fed into a 
DSPACE data acquisition board and the trigger signal (a TTL pulse) is generated at the 
selected phase angle to trigger the camera. To resolve the complete cycle at each phase 
angle a known time delay is added to the pressure signal. For the unmodulated case 
(St=0) the phase locking is performed with respect to the dominant mode of combustion. 
At each triggering condition a sequence of 50 images were recorded. These sequences are 
then averaged to yield the corresponding mean intensity field.  
Before interpreting the cycle resolved CH* images a brief discussion on their 
significance and the CH* formation path would rather be useful. CH* radical is formed 
during the oxidation of a hydrocarbon fuel. The following set of reactions (3.3-3.7) is 
responsible for the excited CH* radical formation. These radicals are then consumed 
through reactions (7-8) as suggested by Eraslan et. al. (1988). The set of reactions 
regarding CH* formation point out to the fact that the formation of CH* is highly 
dependent on the presence of oxygenated species (Gaydan et. al., 1978). These species 
are abundant in the main reaction zone in comparison to the downstream flame locations. 
Owing to the short lifetime of the CH* radicals the light emissions from these radicals in 
their excited electronic states essentially occur close to the region of their formation 
(Bertran et. al., 1998). From this information one can establish a tie between the luminous 
flame boundary with the spatial region where the CH* radicals are formed and react. 
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Consequently, this approach allows one to locate heat release zones spatially as the afore 
mentioned reactions take place in these zones more rigorously. Moreover, the intensity of 
the light emission gives arbitrary quantification to the magnitude of that heat release. 
Nevertheless, these intensity images are essentially two-dimensional and carry the 
inevitable inheritance of a line-of-sight integration whereas the flame structure is three-
dimensional. However, this bias is not as strong when the gradients in radial direction are 
much stronger than the gradients in the azimuthal direction. This usually is the case for 
the present study as it can be seen in the 3-D temperature contour plots.  
COCHOHC +→+ *2  3.3 
COCHOHC +→+ *2  3.4 
2
**
22 HCOCHOHHC ++→+  3.5 
−+ +→+ eHCHCCH 3322
*  3.6 
−+ +→+ eCHOOCH *  3.7 
 
The CH images presented in this section are taken at both of the blowing ratios of 
15 and 10. Figure 3-7a shows the phase averaged CH images at Strouhal numbers of 0 
(steady side air-jet) and 0.026 at 90°-phase increments. The intensity images are 
presented on a pseudo-color scale with blue regions representing low CH-intensities, and 
red regions indicating high CH-levels. In the images the signatures of the side air jets are 
clearly seen on both the left side and the right side. The conical flame is stretched 
towards the side air jets indicating their impact on the flame combustion. At both St=0 
and 0.026, the flame exhibits significant dynamics, with the dynamics at St=0.026 
representing intrinsic heat release variations associated with either the acoustics or the 
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unsteady hydrodynamics and mixing. Since the reference trigger at St=0 and St=0.026 
are different, the respective images in sub-figures of Figure 3-7a cannot be directly 
compared, but it is evident that with modulation, the heat release variations are altered 
both spatially and temporally. 
     Figure 3-7b shows the time averaged CH-intensity distribution for the unmodulated 
(St=0) and modulated (St=0.026) cases at R=15, while Figure 3-7c shows the 
corresponding standard deviation of the CH-intensity. It is obvious from Figure 3-7b that 
with modulation (St=0.026) time-averaged value of volumetric heat release within the 
reaction zone is enhanced by a significant amount. This is consistent with the 3-D 
temperature contour plots shown in Figure 3-2. However, Figure 3-7c suggests that 
temporal fluctuations in the heat release are stronger with forcing. This effect is due to 
larger velocity fluctuations associated with the side air jets. 
3.6 Discussion 
     In this chapter an experimental study is performed to explore the potential of 
modulating side air-jets in a non-premixed swirl-stabilized spray-combustor to enhance 
volumetric heat release (leading to more compact combustors) and to lower Pattern 
Factor (leading to lower emissions and reduced combustor length). It is shown that by 
modulating the side air-jets, the uniformity of the temperature profiles and the magnitude 
and distributions of the heat release patterns can be beneficially impacted. However, 
these two performance merits (volumetric heat release and Pattern Factor) do not show 
the same dependence on the modulation frequency. The highest enhancements in 
volumetric heat release occur at frequencies close to the fundamental and sub-harmonic 
modes of the side air jets (St of approximately 0.22 and 0.11 respectively for R=15). 
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These modes are associated with the greatest jet penetration. The lowest Pattern Factor 
was seen to be observed at the lowest modulation frequency (St=0.026 for R=15) with 
percentage reductions in PF ranging from nearly 40% close to the dump plane to about 
50% for z/D>0.7. However, the absolute value of this reduction decreases monotonically 
with increasing z/D value due to increasing mixedness with increasing downstream 
length. At a lower blowing ratio (R=10), the beneficial impacts of modulation were only 
observed in the volumetric heat release at select frequencies, and indicated the 
importance of the air-jet momentum as an important control parameter.  For a significant 
effect the forcing must impose pressure fluctuations that are at least as strong as the ones 
coming from the dominant acoustic modes of combustion. Nevertheless, typical pattern 
factor reductions obtained with open loop forcing are larger than the best enhancement 
(37%) obtained by passive means for the F-109 combustor. 
The success in the results obtained so far with open-loop control via side air-jet 
modulation points to the potential of a closed-loop control strategy for optimizing Pattern 
Factors, volumetric heat release, and emissions. In literature simple feed forward MLP 
(Multi-Layer-Perceptron) neural network (NN) architectures are shown to mimic the 
combustion output and track a desired PF input by controlling the dilution air flow rate 
(McManus et. al., 1995). Such closed-loop strategies will be explored in a latter chapter 
of this dissertation.  
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Figure 3-7 CH Images at R=15
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As the previous chapter, this one also deals with the effect of open loop side air 
jet modulations on the heat release and pattern factor. On the contrary, in this chapter 
loudspeakers are utilized as flow modulators. Loudspeakers are commonly used in the 
literature as flow actuators (i.e. Vermeulen et. al., 1982; Blomeyer et. al., 1996; Johari et. 
al., 1999; Karagozian et. al., 2002) mainly for research purposes. Frequency effects are 
studied at a number of blowing ratios with no feedback signal to the loudspeakers. 
Effects are documented by using a number of diagnostic techniques. Results are 
discussed at the last section of the chapter and also a brief comparison with the previous  
 
Figure 4-1 Section View of the Combustor at z/D=0.2 (All Dimensions in mm.) 
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spinning valve modulation case is provided. In addition for this part of the study four 
injection holes are spaced equally with no offset (a/D=0.0) with respect to each other (see 
Figure 4-1). Non-dimensional circumferential spacing S/D (where S is defined as per 
Holdeman, 1993) of the holes is 0.56.  
Four Sanming S-75A loudspeakers are used to modulate each individual side air 
jet. Speakers are end-mounted on the injection pipe with the help of a conical adaptor 
piece (see Figure 4-2) in order to match the speaker diameter to pipe diameter. Side air jet 
stream makes a right angle turn and enters in the injection pipe (see Figure 4-3). 
Reciprocating movement of the speaker diaphragm at the desired frequency causes the 
modulation effect. Piping distance between the combustor and the speaker is kept to a 
minimum to overcome attenuation losses within the pipe. A stand-alone signal generator 
cascaded with a general-purpose audio amplifier is used to supply the desired forcing  
 
Figure 4-2 Loudspeaker with Conical Adaptor 
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signal to the loudspeakers.  Loudspeakers had a flat frequency response over the range of 
frequencies spanned in this study (0<f<1100 Hz).  This makes the amplitude of 
modulation even at frequencies investigated. 
 
Figure 4-3 Schematic of Loudspeaker Assembly 
Figure 4-4 shows the time history of jet exit velocity modulated by one of the 
loudspeakers used in this study. Input signal was a 200 Hz. sinusoid. Periodicity of the 
output signal is quite clear in the time plot. Furthermore, the Fourier spectrum of this 
signal (see Figure 4-5) shows a distinct peak at 200 Hz. and with no harmonic 
contribution. Recall that harmonic contributions were observed with the spinning valve. 
The combustor is operated at two different load conditions (i.e. blowing and 
global equivalence ratios). First set of data is acquired at R=5.7 and φ=1.0. Second set of 
data was acquired at R=6.4 and φ=0.7. Side air jets were modulated at five distinct 
frequencies (100 Hz., 300 Hz., 450 Hz., 600 Hz., 850 Hz.) all with the same excitation 
amplitude.   
Combustor wall 

























Figure 4-4 Time History of Jet Discharge Velocity 
Front-end equivalence ratio (based on air delivered only through the front-end) 




St = corresponding to this flow condition and five afore mentioned 
frequencies are; St= 0.052, 0.157, 0.235, 0.314, 0.445. Volumetric flow rate of the 
ethanol (C2H5OH) fuel was 3.2 ml/s. Remaining flow rates are: Primary combustion air 
17 l/s and side air-jet flow 5.2 l/s. Jet Reynolds number Rejet ( ν
Lu jet














 as suggested by Broadwell et. al., 1984) corresponding to this 
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flow rate is 6.7x104. Corresponding cross flow Reynolds number ν
DU ∞
∞ =Re  is 



















Figure 4-5 Power Spectral Density of Jet Discharge Velocity 
Similarly the front-end equivalence ratio which corresponds to R=6.4 and φ=0.7 
flow condition is 0.96. Again the dimensionless forcing frequencies 
jetu
fd
St = corresponding to this flow condition and five afore mentioned frequencies are; 
St=0.034, 0.102, 0.152, 0.203, 0.288. Volumetric flow rate of the ethanol (C2H5OH) fuel 
was 3.2 ml/s. Remaining flow rates are: Primary combustion air 8.0 l/s and side air-jet 
flow 24 l/s. Jet Reynolds number Rejet ( ν
Lu jet















suggested by Broadwell et. al., 1984) corresponding to this flow rate is 1.7x105. 
Corresponding cross flow Reynolds number ν
DU ∞
∞ =Re  is 4.5x10
3.   
Holdeman parameter C (Holdeman, 1993) is used to establish a baseline for 
degree of mixing in non-reacting and non-swirling flows. Holdeman recommends a C 
value of 2.5 for optimal mixing. Although the present flow field is much more complex 
and optimal values suggested by Holdeman do not apply for this case, parameter C is 
cited in order to allow comparison with literature. C is 6.4 for R=5.7 and φ=1.0 and it is 
equal to 7.2 for the other flow condition (R=6.4 and φ=0.7) tested. As briefly mentioned 
in an earlier chapter high momentum flux ratios are typically encountered in rich 
burn/quick quench/lean burn (RQL) combustors (Blomeyer et. al., 1996).  
4.2 Temperature Profiles 
 
Thermocouple based temperature measurements were conducted in order to 
assess the effect of jet forcing on the time averaged temperature field. Temperature data 
is presented in the range 1.1/3.0 ≤≤ Dz . Figure 4-6 and Figure 4-7 show temperature 
contours at different elevations for both stochiometric φ=1.0 and lean φ=0.7 flow 
conditions. Pie shaped regions in those figures show one quadrant of the combustor 
between the side air jets. Side jets are discharged into the combustion chamber at a non-
dimensional elevation of z/D=0.2. All four loudspeakers were operated at 60 W root-
mean-square power rating. Total power output of the combustor was about 60 kW at both 
of these load conditions. Energy consumed for active control purposes is a very small 
fraction (about 0.4%) of the system’s heat output. When coupled with a turbine and 
generator system that has 30% power conversion efficiency, overall energy consumption 
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for active control accounts for 1.3% of the total energy generated. Similar energy 











































































































Figure 4-6 Temperature Contours at R=5.7 and Φ=1.0 (Temperatures in ºC) 
Figure 4-6 shows the temperature contours at the stochiometric load condition 
with a blowing ratio of R=5.7. The subfigure on the upper left-hand side corresponds to 
the unforced baseline condition. Others show the effect of forcing at various frequencies. 
The lowest plane shown in these figures is the z/D=0.3 elevation, which falls slightly 
downstream of the side air jet injection location (z/D=0.2). At this plane the low 























discharged into the hot cross flow. For the unforced baseline St=0.0 temperatures 
between 650-700 °C can be observed in the middle of the pie shaped region at z/D=0.3. 
With the onset of forcing however a hot region gradually forms here. Temperatures 
typically go up to 900-1000 °C. This hot region is rather weak at St=0.052 but it is fully 
developed at St=0.235 and St=0.314.  At higher elevations one can see similar increases 
at both St=0.235 and St=0.314. At St=0.052 temperatures are also somewhat affected by 
forcing but still they appear to be close to the unforced baseline. Increased temperatures 
in the main reaction zone are clear indications of enhanced volumetric heat release. As 
fuel and air mixes more effectively burning takes place more rapidly and more fuel is 
burned close to the dump plane. Increased volumetric heat release makes the design of 
compact combustors possible. Compact combustors can relieve the space and weight 
concerns of the airline industry to some extent. Side air jet forcing has more impact on 
spatial locations, which are close to the injection point. Enhancements in the uniformity 
of temperature distribution are also obtained and this issue shall be handled in the section 
on pattern factors with more detail. Far downstream towards the post reaction zone, for 
example at z/D=0.9, temperature contours are more similar at all frequencies including 
the baseline case. This can be tied to two main factors. First of all with increasing 
downstream distance there is already better mixing due to increased time scales 
associated with mixing. Secondly, the strength of the acoustic field associated with cyclic 
mass addition is strongest in the spatial regions near the jet injection point.    
Figure 4-7 shows temperate contours at the lean flow condition φ=0.7 with a 












































































































Figure 4-7 Temperature Contours at R=6.4 and Φ=0.7 (Temperatures in ºC) 
temperatures are observed in this flow condition as expected. Absolute amount of cyclic 
mass addition is constant in both cases, since the speaker diaphragm makes the same 
displacement with the same power input. Cold region not only surrounds the periphery 
but also reaches towards the center of the combustor. Flame appears to be quenched 
along the jet trajectory at z/D=0.3, combustion takes place in a narrow hot region near the 
center of the combustor. Similar to the previously discussed flow condition here again a 
hot spot emerges with forcing. Local temperature increases up to 200 °C are observed in 
these regions. At z/D=0.5 an ellipse shaped cold region is observed near the combustor 













































































































Figure 4-8 Radial Temperature Profiles at R=5.7 and Φ=1.0 (Temperatures in ºC) 
Figure 4-8 shows the radial distributions of temperature at different elevations and 
at one fixed circumferential location with respect to the side air jet injection location. All 
these plots shown correspond to the stochiometric flow condition. These radial 
temperature distributions represent local effects. At z/D=0.3 location temperatures are 
higher with respect to the baseline. A significant temperature jump is observed between 
 48 
0.2<r/R<0.6 along the radial coordinate particularly at St=0.235 and St=0.314. Relatively 
flatter temperature distribution seen in the baseline plot explains the lower pattern factor 
observed for the baseline condition at this elevation (z/D=0.3). Flatter temperature 
distributions point out to uniform mixing. At higher elevations although temperatures are 
still higher with respect to unforced baseline condition, radial temperature distributions 
appear to be flatter in comparison to the unmodulated baseline. After z/D=0.4 peak 
temperatures are observed at the center of the combustor for all cases. At these higher 
elevations 50-100 °C decreases in the peak temperature can be observed with forcing.   
4.3 Pattern Factors 
Uniformity of temperature profiles and air-fuel mixedness is quantified by using 
pattern factors. Same definition for pattern factor is used in this chapter as well. 
Figure 4-9 demonstrates the planar pattern factors plotted as a function of non-
dimensional elevation (z/D) for both load conditions. Unforced baseline and forced cases 
are shown in both figures. Magnitude of pattern factors observed is quite similar to those of 
the Allied Signal’s F-109 engine. As more mixing takes place with increasing downstream 
distance all pattern factors decrease. However the practical design goal is to achieve mixing 
in minimal downstream path length.     
For the first case (see Figure 4-9a) patterns factors for all the forced cases are higher 
than the unforced baseline at z/D=0.3 plane. This is the location downstream of the jet 
injection plane and higher pattern factors can be attributed to the hot region (see Figure 
4-6) formed with forcing. Volumetric heat release is enhanced with forcing as a result of 
better mixing in this region. In more downstream locations it is observed that pattern 
factors are lower than the baseline in forced flow conditions. For example at z/D= 0.4 
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baseline pattern factor drops from 0.55 to 0.35 at St=0.235. This accounts to a 36% 
reduction. Similarly at the other flow condition (R=6.4 and φ=0.7) at the same downstream 
distance baseline pattern factor experience a 53% decrease from 0.85 to 0.40 at St=0.203. 
It should be noted that in both subfigures of Figure 4-9 after z/D=0.4 low Strouhal number 
forcing conditions (St=0.052 and St=0.034) have very similar pattern factors with the 
unforced baseline condition. This can also be tied to the fact that temperature contours are 
relatively less altered at those frequencies (see Figure 4-6 & Figure 4-7). Consequently 
there is less effect of forcing at low Strouhal numbers on fuel-air mixing.   
In Figure 4-9b baseline pattern factor experiences a sudden jump from 0.45 to 0.85 
between 0.3<z/D<0.5. While the baseline pattern factor is jumping and decreasing that 
point on St=0.152 and St=0.203 both continue to experience a decrease. At z/D=0.8 pattern 
factors at St=0, 0.034, 0.152 all coincide at 0.45 while the pattern factor for St=0.203 well 
below at about 0.25. This frequency yields in the lowest pattern factor after z/D=0.35. For 
the second flow condition most uniform distribution is obtained at St=0.203.   
4.4 Discussion 
In this chapter, loudspeakers are used as flow actuators in order to explore different 
actuators than the spinning valve (HFV) for the enhancement of volumetric heat release 
and reduction of pattern factors. Similar to the spinning valve forcing case (Acharya et. 
al., 2003) it is seen that time-averaged temperature field can be significantly altered with 
forcing. Substantial reductions (about 50%) in the pattern factors could be achieved with 
forcing in a small downstream distance following jet injection. On the other hand 
absolute value of pattern factor reduction decreases with increasing downstream distance 







































b. R=6.4 and Φ=0.7 
Figure 4-9 Planar Pattern Factors 
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Active control, no matter open or closed loop brings additional components 
(actuators/sensors etc.) into the domain. Actuator spends a certain amount of energy in 
order to exercise authority over the controlled process. Addition of extra components 
raises the installation cost and energy expenditure affects the operating cost of the utility. 
As an outcome of this study it seen that it is possible to manipulate volumetric heat 
release and pattern factors via acoustic jet forcing by spending a very small fraction of 
the gas turbine system’s anticipated power output. In this particular study energy 
consumed by the speakers was only about 0.4% of the system’s heat output per unit time. 
This figure can in fact bring justification for the operating costs.  
In terms of frequency best enhancements in the volumetric heat release are 
observed near St=0.2 for both stochiometric and lean flow conditions. This finding is 
quite consistent with the ones reported in Acharya et. al. (2003). In addition, uniformity 
of temperature profiles could be altered significantly with forcing as mentioned earlier. 
For both flow conditions similar frequencies that yielded in enhanced volumetric heat 
release also yielded in more uniform temperature distribution. For example, St=0.235 
yielded the lowest pattern factor for the first case and St=0.203 did the same for the 
second flow condition. 
While seeking enhancements in the volumetric heat release, unforced baseline 
flow condition should be selected as such so that there is not any excessive flame 
quenching, by the side air jets, to inhibit combustion from taking place. This would also 
inhibit potential beneficial effects of forcing. In fact this issue is clearly seen in the 
second flow condition (R=6.4, φ=0.7) selected where there is a large amount of 
quenching up to and including the non-dimensional elevation of z/D=0.5. 
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It is important to point out to a contrast between speaker and spinning valve 
actuation cases. As mentioned by Acharya et. al. (awaiting publication at this date) for 
blowing ratios between 106 ≤≤ R  “no big differences in time averaged temperatures 
were measured at different forcing frequencies”. On the contrary, experiments with 
loudspeakers have shown that the temperature field is altered significantly at both 
blowing rations of R=5.7 and R=6.4. For the speaker acoustic energy flux could be kept 
constant at both blowing ratios and thus at both flow rates. However, for a spinning valve 
amount of acoustic power is dependent on the flow rate that is passing through the valve. 
If a comparison has to be made between speaker and HFV data amplitude effects need to 
be accounted for. However, both data show evidence of enhanced mixing behavior near a 
dimensionless frequency of St=0.2.  
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Temperature distribution observed inside the combustor is essentially a spatial 
convolution of its multi-resolution components. There are large-scale structures present 
within the oxidizing environment and smaller scale ones contained within these large-
scale structures and finally individual spray droplets, which can be thought as heat 
releasing singularities, are all found in the flow field. These droplet clouds themselves are 
contained within the forced turbulent main-flow, which contains hierarchical structures 
(Li, 1998; Li et. al. 1999). An analogy to this temperature image would be the image of a 
galaxy acquired by a telescope on earth. Such an image would contain large-scale 
galactic features like galactic wings, galactic nucleus, smaller scale features like 
interstellar clouds, and singularities like stars etc. Hence the overall galactic image is a 
convolution of all these scales. Therefore a multi resolution deconvolution is necessary to 
extract information from different levels. Nowadays, astronomers are utilizing image de-
convolution techniques to extract knowledge from images acquired by ground-based 
telescopes that are highly limited in resolution (Starck et. al., 2002). Additionally, multi-
resolution image de-convolution has a wide spectrum of scientific applications in other 
fields as well (Prasad et. al., 1997). Early detection of brain tumors from MR images 
(Turkheimer et. al., 1999; Turkheimer et. al. 2000) and target recognition from low 
orbiting satellite or radar images are two common examples from medical and military 
applications respectively (Espinal et. al., 1998; Vu et. al., 2001). 
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Having briefly established the motive for a multi-resolution deconvolution, it is 
necessary to decide upon the numerical scheme to accomplish this task. A number of 
well-established multi-resolution deconvolution algorithms exist in the image processing 
literature. Ridgelet, curvelet, wavelet and median transforms are all amongst the 
candidates (Starck et. al., 2002). Between these, the discrete wavelet transform (DWT) is 
the most commonly used one. Wavelets are particularly more successful then the other 
alternatives since their bases functions can represent a large class of signals. Introduced 
by Daubechies (1992) the wavelet transform has links with Fourier and Gabor (Gabor, 
1946) transforms. However, unlike the Fourier transform where coefficients are localized 
only in the frequency domain, wavelet coefficients are localized both in frequency and 
spatial domains. This property of the wavelet transform (WT) permits the identification 
of spatial features. In a two dimensional WT a series of filters are applied in horizontal, 
vertical and diagonal directions resulting in a set of coefficients providing information 
about different scales.  
The aim of this chapter is to provide a more in depth and mathematically precise 
analysis as to how the time-averaged temperature field is altered by switching side air jet 
forcing frequencies via the method of deconvolution. With this multi-resolution approach 
the effect of forcing on individual scales making up the whole temperature field can be 
examined.  
Results are obtained at a near stochiometric global equivalence ratio of 0.9φ =  
high nitric oxide emission index is expected at near stochiometric conditions. Although 
temperature is not the only factor affecting emission levels, a significant portion of NO 
emission is thermal and thus generated by the extended Zeldovich mechanism 
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(Westbrook et. al., 1984), since ethanol does not contain chemically bounded nitrogen. 
Moreover, the following remark is a well-established fact; reduction of hot spots also 
yields in reduced thermal NO emissions since Zeldovich reactions require high activation 
energies. Approximately each 90˚C increase in temperature doubles the nitric-oxide 
formation rate. Therefore a sound understanding of how temperature contours can be 
altered with forcing is important for combustor design.  
All measurements are initially carried out at a fixed load condition with the only 
dependent variable being the forcing frequency. Side air-jets are modulated at four 
different frequencies (100 Hz, 450 Hz, 600 Hz, 850 Hz) in addition to an unforced 
baseline flow condition. Corresponding Strouhal numbers for forcing (
jetu
fd
St = where f is 
the forcing frequency) are St=0.026, 0.118, 0.157, 0.222. 
Flow rates corresponding to the load condition used for the study 9.0=φ and 
R=15 (blowing ratio) are as follows: a fuel flow rate of 3.0 cc/s, an atomization air flow 
rate of 0.5 l/s, a main combustion air flow rate of 11.8 l/s and finally a total side air-jet 
flow rate of 10.3 l/s. Based on the higher heating value of the fuel the reactor is operated 
at 65 kW power. At this particular load condition where the combustor is operated the jet 
Reynolds number ν
Lu jet
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5.2 Raw Temperature Field 
 
Figure 5-1 demonstrates the temperature contours as a function of dimensionless 
forcing frequency in a pie shaped region located at an elevation of z/D=0.3. These 
contours are shown only for one quadrant between two side air-jets due to the symmetry 
of flow configuration Note that side air-jets are introduced at z/D=0.2, and the pie 
contours shown here demonstrate temperature distribution slightly downstream at 
z/D=0.3. This presumably better resolves the jet mixing effects since the jet trajectory 
will slightly be deflected upwards due to the heated cross flow. Degree of deflection both 
depends on momentum ratio and also on Strouhal number since forcing also affects time 
averaged jet trajectory. Cold regions indicated with shades of blue on the pseudo-color 
scale can be interpreted as the signatures of cold side air jets (To=20°C) as they partially 
quench the flame yielding in local equivalence ratios falling below the lean extinction 
limit of 5.0=φ  (Westbrook et. al., 1984) and in high strain rates as well along their 
corresponding trajectories. At an initial glimpse it can be observed that the side air jets 
are mostly concentrated around the periphery of the flame region in the unforced baseline 
case (St=0) pointing out to a relatively poor mixing. Introduction of external forcing 
increases the jet penetration distance and enhances jet mixing. Noticeable enhancements 
are observed particularly at St= 0.118 and 0.222. These are expected results from cold 
flow studies (Vermeulen et. al., 1982; Johari et. al., 1999; Bloessey et. al., 2001; 
Cortolezzi et. al., 2001; Karagozian et. al., 2002) and the strong jet penetration at 
St=0.222. Not only these Strouhal numbers fall into the prescribed range of 0.1<St<0.3 
but also St=0.222 is particularly close to the optimal dimensionless forcing frequency 
reported by Vermeulen et. al. which is St=0.250. Other researchers also report similar 
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optimal Strouhal numbers in the presence of non-swirling cross-flows (Blosssey et. al., 
2001; Cortolezzi et. al., 2001). Although all these cold flow studies are conducted in the 
absence of swirl there is good agreement in between. Even though swirl number greatly 
affects the baseline condition it does not altogether affect the percentage PF reduction 
relative to the baseline. Better mixing within a minimum distance from jet injection 











































































Figure 5-1 2-D Temperature Contours at z/D=0.3 (Temperatures K) 
shown to result in increased heat release levels shortly upstream (Acharya et. al., 2003) 
and consequently combustion can be completed in a reduced distance owing to this faster 
burning enabling the design of more compact combustors partially relaxing space and 
weight constraints of the airline industry. 
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5.3 Conformal Mapping and Normalization 
Temperature distribution T(r,θ) is measured in a pie quadrant 
P(r,θ):[D/2,0]x[π/2,0] due to cylindrical combustor geometry. In order to apply image-
processing algorithms to this domain the following conformal map w:P→S is introduced 
(Equation 4.1). Here w is a mapping function, which maps each point z r θ= ∠ in the 
complex P(r,θ) plane onto a corresponding point in the complex ( )1 2,x x  plane. Hence, the 
pie shaped domain is conformally mapped onto a unit square S(x1,x2):[0,1]x[1,0] which is 
topologically equivalent with the original domain (Buskes et. al., 1997). Since, a 
conformal map does not distort local angles (Kreyszig, 1999) the orthogonality of 
principal directions is  
Conformal 
Mapping







Figure 5-2 Conformal Mapping Between Pie and Square Domains 
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preserved.  In the transformed images, horizontal direction corresponds to the azimuthal 
direction, whereas the vertical one corresponds to the radial direction. Resulting images 













     where 1i = − and ( )cos sinz r iθ θ= +  in the complex plane. * symbol indicates 
complex conjugation.  
After the conformal mapping resulting temperature images are normalized to the 
range [0,1] with the following linear transform introduced. Here Tmax denotes the 
maximum temperature encountered in all frequencies and conversely Tmin denotes the 
minimum temperature encountered in all frequencies. With this approach relative heat 
release information between different frequencies is conserved. This conversion is crucial 
because at some frequencies a pattern factor reduction over the baseline case is obtained 
at the expense of reduced heat release at that plane or vice versa. Therefore, a single 
inverse mapping needs to exist that applies for all images instead of non-
dimensionalizing the temperature images with respect to their individual maximum or 
minimum values. Resulting normalized conformal mappings of the original temperature 
contours are presented in the following figure. These images are the inputs for the multi-
resolution deconvolution algorithm. 
















Figure 5-3 Normalized Temperature Images 
5.4 Pattern Factors 
Pattern factor (PF), as defined in an earlier chapter is the maximum of 
dimensionless temperature ( ) ( )oTTTT −−=Θ  in an (r,θ) plane, oriented normal to the 
principal flow direction. As an industry standard approach, this scalar is used to quantify 
the degree of air fuel mixedness. The argument being made with this approach is as this 
peak in Θ decreases so does the radial and circumferential temperature gradients, while 











where the area weighted average temperature T  is computed from the discretized form  
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of the below equation.  










































Figure 5-4 Dimensionless Temperature Distribution at St=0.0 
 
In Figure 5-4 the planar dimensionless temperature distribution Θ at z/D=0.3 is 
plotted versus a false color scale and also rendered with a depth proportional to the 
quantity. The height of the peak near the combustor center constitutes to a maximum of Θ 
and therefore is equal to the pattern factor. The valleys near the edges of the figure 


































































Figure 5-5 Pattern Factor as a Function of Dimensionless Frequency 
The above bar chart (see Figure 5-5) shows the pattern factors at different forcing 
frequencies. With forcing pattern factor can be altered in either direction. Significant 
pattern factor reductions (about 50% with respect to unforced baseline) are observed both 
at St=0.026 and at St=0.118.  
5.5 Deconvolution Algorithm 
An algorithm presented by Holschneider et. al. (1989) and referred to as the à 
trous wavelet algorithm (AWT) has been used in this study. This algorithm represents a 
discrete approach to the classical continuous wavelet transform (Holschneider et. al., 
1990). It is a translation invariant form of discrete wavelet transform since it does not 
involve any decimation (insertion of zeros) after down sampling operation. 
Implementation of this algorithm on an image result in a sequence of same size images 
(Christopoulou et. al., 2002). Steps of the à trous wavelet algorithm are briefly quoted 
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Figure 5-6   A Schematic of AWT 
 
In AWT, the original data ),( 21 xxI is transformed into a coarser resolution data 
( )21, xxc j  using a convolution with a 2D kernel ( ) ( )21 xx ΦΦ , which is a tensor product of 
one-dimensional kernels (Equation 5.5). The inner product operator .  represents the 
convolution operation. The smoothed data cj, has the same size as the original NxN 
image. Indeed jc  is nothing but a coarser scale representation of the original image I. 
Here j denotes the scale (resolution level) and, for example, c2 is a two scale coarser 
representation of the original image I. In order to implement the algorithm pixel number 
N needs to be a power of two. Convolution operations are carried out in the computer by 
using FIR (finite impulse response) filters h, g associated with the wavelet Ψ and scaling 
function Φ respectively. Also this two dimensional convolution can be achieved by 
separating the convolution process into two one-dimensional steps along the principal 
directions x1 and x2. First a series of convolutions are applied along the rows of the image 
matrix and then the same process is repeated along the column wise direction. 
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Wavelet planes wj are computed by subtracting two consecutive approximations cj 
(Equation 5.6). Wavelet planes can also be computed with a convolution by the wavelet 
kernel ( ) ( )21 xx ΨΨ  at the appropriate dilatation level 2j (Equation 5.7). In fact, wj 
represents nothing but the details left out while going from a resolution level j-1 to a 
consecutive coarser resolution j. Higher spatial frequency (finer) details gradually 
disappear while moving towards coarser resolutions.    
( ) ( ) ( )2121121 ,,, kkckkckkw jjj −= −   
5.6 
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5.7 
If the algorithm is stopped at resolution p, reconstruction of the original image I is 
achieved by adding the detail coefficients wj of each level pj ≤≤1 to the smoothed 
image cp (Equation 5.8). This linear reconstruction formula is the unique convenience of 
AWT along with its translation invariance, and both these features account for its ease of 
interpretation. As a consequence of these two properties this algorithm is often employed 
in object detection (Espinal et. al., 1998). Another unique to its kind advantage is that it 
yields quite similar results for the different choice of wavelet bases. Only drawback of 
this algorithm is its redundancy, which requires (p+1) times larger storage space than the 
original image unlike the non-redundant counterparts such as the famous pyramidal 
Mallat algorithm (Mallat, 1989). Pyramidal algorithms are often better suited to image 
compression (i.e. JPEG 2000 format employs such compression schemes) and noise 
removal applications rather than deterministic image processing which better suits to the 
AWT algorithm. 
 65 






I x x c x x w x x
=




Haar wavelet (a.k.a. Daubechies 2 wavelet, see Figure 5-7), which not only is the 
simplest wavelet to understand but also the earliest one to exist, is chosen as the basis 
function in the implementation of AWT. Haar system has a symmetric scaling function φ, 
an anti-symmetric wavelet function ψ, a single vanishing moment and has finite support 
length in the interval [0,1]. The Haar wavelet is the unique one that satisfies bi-
orthogonality, symmetry and compact support properties at the same time. Since the 
wavelet transform itself is complete the transformed images are both orthogonal and 
complete representations of the original one at different resolutions. 
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     The scaling function Φ relates to the mother wavelet Ψ as follows. 
( ) ( ) ( )122 −Φ−Φ=Ψ ttt   
5.10 
 
     Therefore, 
 












     The FIR (finite impulse response) filters associated with the Haar family are as 
follows; 
[ ]21,21=h   
5.12 
 
[ ]21,21 −=g  5.13 
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a. Wavelet Function ψ b. Scaling Function Φ 
Figure 5-7 Haar Family 
Using this filter bank h, g above convolutions (Equations 5.5&5.7) can be cast 
into the following discrete form (Equations 5.14&5.15). j denotes scale as emphasized 
earlier, x1 ,x2 are the  pixel coordinates and k1,k2 are dummy integers which the 
summations are made onto.  
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5.6 Multi Resolution Images 
For each image I algorithme à trous is truncated at the resolution level j=3, after 
which no significant change occurs. Results are depicted in the following figures (see 
Figure 5-8 and Figure 5-9) as a function of forcing frequency. At each frequency, I 
corresponds to the original image and the consecutive images (c1, c2, c3) correspond the 
ones at coarser resolutions. As mentioned earlier, image resolution decreases with 
increasing j (i.e. c2 is one level coarser than c1). By going from one resolution to another 
details of the jet and flame interaction can be revealed more clearly. Moreover, since a 
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multi-scale approach is used the important length scales that need to be resolved in order 
to identify jet penetration can be determined.  
In terms of dimensional quantities local variations in temperatures as large as 250 
K can be observed, the average temperature difference appears to be in the range of 50-
100 K between different frequencies. Figure 5-8 and Figure 5-9 show deeper jet fluid 
(identified by dark blue on the false-color scale) penetration towards the center of the 
combustor as the resolution gets coarser and coarser. This trend is consistent at each 
frequency yet the amount of penetration towards the center varies with frequency.  
Particularly for Strouhal numbers where the jet penetration is significant, the 
quenching effect is more apparent as in St=0.118. In terms of image processing coarse 
scales often capture the low-frequency features of the image. In terms of fluid mechanics 
coarser scales correspond to larger-scale structures within the flow field. This is the very 
reason to why different length scales can be resolved with multi-resolution techniques. In 
some of the original temperature contours for example at St=0.222 (see Figure 5-1), there 
is a relatively cold region near the combustor center apart from the jet.  In the processed 
images jet fluid progressively approaches towards this region and finally merges with it 
at the j=3 level. Resulting conclusion would be that this cold spot in fact is a part of a 
large-scale feature identified by the jet fluid. The reason for a cold spot existing near the 
center in the temperature field is therefore due to jet penetration enhancement. There also 
exists one other consistent trend: the region of peak heat release near combustor center 
(identified by the darkest color on the false color scale) gradually becomes wider and 
wider with decreasing resolution level. Note that this region determines the pattern factor 

























Figure 5-8 Multiresolution Deconvolution of Baseline Case (St=0) 
 
to high activation energies of nitric oxide formation reactions the ratio of molecules that 
have achieved the necessary energy level to react (Boltzmann factor exp( )aE RT− ) is 
most significant in these hot spots.      
In each case original image I can be restored with a simple addition formula (see 
Equation 5.9) according to AWT.  Detail images wj simply represent the information left 
out going from one scale to the other. w1 represents the smallest scale features of the 
image. w2 and w3 represent larger scale details consecutively. Magnitude of detail 
coefficients decay, as length scales get larger. Sharpest variations in temperature occur in 
the smallest scale. After the third level j=3 almost all detail coefficients in w are zero. 
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Therefore the algorithm is truncated at this resolution level as mentioned in the very 
beginning of this section.  
 In the below figure (see Figure 5-10) level sets of the detail coefficients summed 







∑  are shown for both St=0 and St=0.118. This figure inherently 
contains random measurement errors, as these are unavoidable in any physical 
measurement, yet orderly structures can still be observed in this particular case. In both 
subfigures of similar elliptic features stretched along the radial direction exist. For most 
of the domain gradients in the azimuthal direction θ appear to be considerably higher than 
of those in the radial direction. This points out to an anisotropy of turbulence in small 
scales. Although some variations exist between different forcing frequencies features in 
these level sets are in fact quite similar and a sound conclusion cannot be inferred 
regarding the effects of forcing frequency shift.  Conclusive information comes from 
coarse resolution images, which give information about larger scales. 
Jet penetration is most traceable at coarse scales. This can be seen in Figure 5-8 
and Figure 5-9. The image on the left corresponds to the unforced baseline (St=0) case. In 
this case jet fluid is located at the periphery of the flame near the combustor wall showing 
poor penetration thus poor mixing. On the other hand, the image on the right shows the 
effect of jet forcing at St=0.118. One can notice how jet penetrates a much farther 
distance towards the center of the combustor yielding in a superior mixing. A similar 
enhanced air jet penetration is also observed for St=0.222. Note that St=0.118 is 
potentially close to a sub-harmonic of St=0.222. This penetration enhancement can as 
well be inferred from a careful interpretation of original images (see Figure 5-1), yet a 
wavelet deconvolution facilitates this process since it gives more clear and unbiased 
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results. Such a deconvolution also underlines the important scales within the flow 
hierarchy that yield in an enhanced penetration. Large-scale vortical structures, which are 
in the order of jet in cross flow characteristic length scale, ( )12 2jet jetL m u Uρ∞ ∞=   appear to be 
the most important ones that are affected by forcing. 
In mixing studies uniformity of the investigated scalar field (in this case 
temperature) is often quantified in some fashion to allow comparison between different 
conditions. Measuring the pattern factor is one way to achieve this as presented in an 
earlier section of this paper. Nevertheless, in this section the effect of deconvolution 
process on the statistical distribution of temperature shall be investigated with a more 
detailed treatment. Pixelwise image histograms of the N2 temperature entries in each 
image can give statistical information on dimensionless temperature distribution. By 
plotting such histograms at different resolutions one can see how the whole 
deconvolution process affects the statistical information content. 
Figure 5-11 is one such example, which shows statistical distribution of 
dimensionless temperature at each scale at a dimensionless frequency of St=0.157. Note 
that distribution of dimensionless temperature is almost identical at all four resolutions     
from j=0 to j=3.  Similar results are obtained at all other frequencies as well. This is due 
to the properties of wavelet transform in general, which preserves statistical information. 
Moreover, this result is invariant to the choice of wavelet bases since any wavelet 
function satisfies some basic properties (i.e vanishing moments) in order to qualify as a 
wavelet basis. Choice of higher order wavelet filters can also preserve higher order 
moments in addition to the mean and the variance with increased cost of computation. It 
is because of this property any quantification of mixedness dependent on this probability
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Figure 5-9 Deconvolution of Forced Cases 
distribution, whether it is pattern factor or not, would yield in the same result at any 
resolution level including the undeconvolved original image.  
5.7 Wavelet Maxima for Regional Mixing Identification 
In an earlier section pattern factors were used to define mixing with a single 














































































































a. St=0 b. St=0.026 
Figure 5-10 Level Sets of Detail Coefficients  
resolution scales of the processed images. Images at all these resolution scales were 
demonstrated to have same pattern factors and same statistical temperature distribution 
with respect to each other at different resolution levels. In this section algorithme à trous 
(AWT) is extended utilizing wavelet maxima technique in order to identify regions of 
poor and well mixedness. Frequency effects on regional mixing (rather than overall 
mixing which is quantified with pattern factors) are also to be studied.   
Wavelet transform modulus maxima convey information about the properties of 
sharp signal transitions and singularities (Mallat, 1999). Therefore the abscissas of these 
local maxima provide information on where these transitions and singularities are located 
in the spatial domain. Due to these properties wavelet maxima technique is often coupled 
with AWT for multi-scale edge detection and feature extraction (i.e. for target 
recognition). Detailed mathematical treatment and proofs are well beyond the scope of 




proofs. Some basic definitions are provided here. Wavelet transform modulus is defined 
in Eq. 5.16. For each pixel wavelet transform modulus is the Euclidian norm of the detail  

























































Figure 5-11 Statistical Distribution of Dimensionless Temperature at Different 
Scales (St=0.157) 
 
coefficients along the principal orthogonal directions. Detail coefficients along the 
principal directions can be computed by the following one-dimensional convolutions 
(Eqs. 5.17-5.18). 
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So far this technique has not been used in the discipline of fluid mechanics for 
mixing identification. However extension of the idea is rather straightforward after 
observing the following analogy. In regions where many signal transitions/singularities 
occur one can conclude that the signal is relatively more non-uniform at that particular 
location. In this case the signal is temperature distribution and non-uniformity of 
temperature distribution is correlated with non-uniformity of air-fuel mixing.  
Figure 5-12 shows the location of wavelet modulus maxima at different scales for 
the baseline case. These locations are identified with black dots in the images. These 
points can be chained together to give multi-scale edges. At these black dots the modulus 
of wavelet transform is larger than that of the neighboring pixels. A threshold is applied 
to remove spurious local maxima that can result due to measurement errors or due to 
noise introduced in the course of numerical calculations. With this approach for a point to 
qualify as a local maximum its absolute value must be larger than a predefined threshold 
as an additional criterion. This threshold can be easily decided upon after plotting a 
histogram for the wavelet modulus image. If a local maximum is repeated across different 
scales (i.e. a black dot at the same point in different scales) this points out to an important  
edge and/or sharper transition. It can be seen that maxima at level three (j=3) provides as 
more clear interpretation. For this case three horizontal bands appear along the azimuthal 
direction. A structure that is repeated at each and every three scales. 
At all frequencies poor mixing is observed near the center of the combustor. 
Modulus maxima are re-distributed with forcing. Singularities either migrate from one 
location to the other or simply disappear in certain cases (as in St=0.118). Figure 5-13 
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confirms that St=0.118 yields in best mixing. Fewer maxima points exist and most of the 
domain is blank (at j=3) indicating little number of transition points. Again the mixing 
near the center is somewhat poor for this case.  
5.8 Effect of Blowing Ratio 
 
Results presented in this section used a blowing ratio of R=15, and the effect of 
frequency as a parameter is studied along with the applicability of wavelet deconvolution 
technique for this particular case. It is found that wavelet technique is applicable and can 
give important information about the scales inside the temperature field. Then effect of 
frequency on these scales and on mixing is studied by changing frequency as a parameter 
while the other parameters defining the temperature field are kept constant. Parameter 
space is then extended to span a range of blowing ratios that can realistically represent 
the flow conditions in an actual gas turbine engine. Temperature data was also gathered 
and processed at other flow conditions with lower blowing ratios such as R=8 and R=6 
(see Figure 5-14).  In these cases jet fluid is not pulsed and therefore only effect of 
blowing ratio is recovered. Although these results are not presented here it is evidently 
seen that as blowing ratio decreases temperature field is consistently dominated more and 
more by large scale features. Therefore, it can be said that jet fluid carries more 
information in its small-scale features. This can possibly be attributed to relatively high 
turbulence intensity of the jet flow.  In a jet there are many relatively small size (with 
respect to the size of the flame) coherent features. It can be concluded that as jet to 
mainstream mass flow rate increases one should be more careful about resolving finer 
details of the flow field. When blowing ratio is very low such as R=6, quite a little 
amount of jet fluid participates in the combustion process. Therefore it should be 
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expected that main flow cross-stream dominate the whole flow field. Jet fluid needs to 
have sufficient amount of momentum to exercise control authority over the flame. R=15 
is selected to resolve the effect of frequency since at this blowing ratio there is more 
contribution coming from the jet. Moreover, cold flow jet modulation studies are mostly 
focused on blowing ratios larger than or equal to six 6≥R . More information can be 
recovered with this deconvolution technique from small scales if the resolution of the 
measurement can be improved. In this study, intrusive thermocouple based measurements 
were conducted. Resolution of the study is therefore rather limited. However, it is seen 
that in this particular case most relevant information was gathered from large-scale 
structures since jet mixing was found to be associated mostly with those. Therefore, 
resolution of intrusive thermocouple measurements was sufficient for this particular 
study. 
5.9 Discussion 
     In this chapter, a wavelet based multi-resolution deconvolution algorithm is 
successfully applied to the temperature field inside a side air jet modulated can 
combustor. Following is an itemized list of main conclusions, which can be inferred from 
the analysis; 
1. Modulating the side air jet flow can actively control the level of jet 
penetration/mixing. Thus a control over pattern factor can be achieved. 
2. Temperature field is successfully decomposed into small and large scale 
structures based on a wavelet multi-resolution analysis using AWT algorithm. 
3. Effects of jet penetration can be observed more clearly in coarser resolutions.  
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4. Jet forcing is discovered to have the most impact on relatively large-scale flow 
structures. 
5. Wavelet transformation does not distort the statistical information (i.e. mean, 
standard deviation) about the temperature field, same quantitative information on mixing 
can be deduced from processed images at any resolution level as well as the 
undeconvolved original image.  
6. Relatively small-scale structures become more and more pronounced as the 
blowing ratio is increased. Length scales associated with jet flow are smaller than the 
length scales associated with the flame (i.e. reacting cross-flow). Therefore as more jet 
fluid interacts with the flame dominance of small scales within the entire flow field is  
seen to increase in proportion. In conjunction with this observation, frequency effects 
could be better resolved at relatively higher blowing ratios. Spatial resolution of intrusive 
temperature measurement was found to be satisfactory since mixing is found to have 
largest impact on large scales. More information can be gathered about small scales if 
higher resolution measurement techniques are utilized. 
7. Information on local mixing can be gathered by identifying the local maxima of 
the wavelet transform modulus. Forcing is observed to re-distribute these points. Regions 
of poor and well mixing can automatically be identified based on the density of these 
signal transition points. If few signal transitions occur at a certain region this points out to 
a uniform distribution and thus well mixing and vice-versa. Regional mixing can also be 
identified and more information can be gathered rather than just using pattern factors as a 
lumped parameter for overall mixing.   
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Figure 5-12 Modulus Maxima of the Baseline Case 
Figure 5-13 Modulus Maxima for Forced Cases
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CHAPTER 6 SIDE AIR JET MODULATION FOR 
CONTROL OF HEAT RELEASE AND NOX EMISSIONS 
 
6.1 Introduction 
     In this chapter effect of open-loop side air jet modulations on the heat release 
and nitric oxide (NO) emissions is studied. Effects of flow parameters including 
frequency are studied in order to cover a wide operating range. Results are discussed in 
detail at the end of the chapter in a separate section and comparison with open literature 
is provided as well. The circumferential locations of the four injection holes are shown in 
Figure 6-1, and are chosen such that they have a no offset (a/D = 0.0) with respect to each 
other unlike the configuration used in the previous chapters. Opposing jet (no offset) 







Figure 6-1 Section View of Combustor at z/D=0.2 (All dimensions in mm.) 
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Combustor is operated at a multitude of load conditions to explore a wide 
parameter space ( 00.162.0 << φ , 8.104.4 << R , .8500 Hzf << ). This parameter 
space is chosen such that it represents feasible load conditions of commercially available 
gas turbine installations. Most experimental studies in literature seeking to uncover 
fundamental interactions and scaling laws, between fluid mechanics, chemistry, 
turbulence and pollutant formations use simple geometries and simple chemical kinetics 
to keep other parameters of interest constant and thereby focusing on the effect of just 
one parameter (Chen et. al., 1995). Unfortunately it is not practical to follow this 
approach in a flow environment, which closely resembles that of an actual gas turbine 
engine. This work is more focused on practical gas turbine applications, where such fine 
adjustments in flow parameters are infeasible due to close coupling. Therefore a 
parametric search within actually accessible load conditions is justified. 
6.2 Pressure and Heat Release Spectra 
 
Combustion chamber is acoustically closed at one end and acoustically open at 
the other one. Consequently, the dominant acoustic mode of the combustion chamber 
corresponds to a ¼ wave mode (Culick, 1976). This is clearly seen in the Fourier spectra 
of pressure signal (see Figure 6-2) where there is a peak at the quarter wave mode 
(
H
cf 44/1 = ) around 225 Hz. Open loop forcing of the side air is seen not to alter the 
dominant mode of combustion. The spectra clearly shows both the quarter wave acoustic 
mode as well as the forcing frequency. The added mode due to open loop forcing at a 














































































Figure 6-2 Pressure Spectra at Various Load Conditions 
Integral heat release from the flame is arbitrarily quantified by photodiode 
measurements. The silicon photodiode is centered on the quartz window approximately at 
a distance of 30 cm, and has a complete view of the main reaction zone including the 
region where the side air-jets are injected. A spherical lens is used to focus the light 
emitted from flame onto the sensor area.  In addition an optical filter mounted on the 
photodiode allows the light at λ=589.3 nm, corresponding to the sodium line emission, to 
pass through and attenuates all other wavelength contributions.  This filter has a 
bandwidth of 10 nm FWHM. Forcing mode can clearly be observed in heat release 





















































































Figure 6-3 Heat Release Spectra at Various Load Conditions 
The flame does not respond to pressure fluctuations roughly above 0.6 kHz. This 
effect is associated with a time lag between imposed velocity perturbations and heat 
release (Annaswamy et. al., 1997).  
6.3 Emissions Measurements 
Nitric oxide emissions were measured using a chemiluminescence analyzer 
(Cambustion FNOX-400). A custom manufactured water-cooled suction probe is inserted 
into the combustion chamber at an elevation where intrusion effect on the readings is 
negligible (Chen, 1995). Point wise measurements at the center have been made to cover 
the whole parameter space just to provide some a priori information for the detailed 
measurements.  Radial profiles at some of these load conditions have been selectively 
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measured by traversing the suction probe in the radial direction. It is found that radial 
profiles and centerline measurements are consistent with each other. Absolute nitric oxide 
concentrations (ppm) are non-dimensionalized by converting them into an emission index 
EINO. Emission index of nitric oxide is defined as number of grams of NO generated per 
kg of fuel burnt. All of the EINO figures shown in the proceeding plots have been 
calculated using radially weighted averages assuming constant mass flux per unit area 
(density x velocity) at the measurement station. There are negligible temperature 
gradients at the exit as it can be seen from the pattern factor plots. Even at z/D pattern 
factors are at 0.20 and they have a decreasing trend as the mixing improves with 
increasing stream-wise distance. As ideal gas law applies at the corresponding operating 
pressure and temperatures this translates into negligible pressure gradients. Turbulent 
velocity profiles are also fully developed by the NOx measurement station. From these 
two arguments one can justify the assumption of constant mass flux per unit area.      
There are several factors primarily affecting value of emissions index (Lefebrve, 
1995).  
(1) Stochiometry. EINO follows a well-known bell shaped curve showing a peak near 
stochiometric conditions (Alder et. al., 2000). Emissions are typically lower at off-
stochiometric conditions.  
(2) Reaction zone residence time 
(3) Unsteadiness-chemistry interactions  
Swirl also affects NO emission level, however beyond a critical value of Sw=0.5 
EINO is insensitive to changes in the swirl number (Chen, 1995). Whether the side-air 
jets are pulsed or un-pulsed there will be additional swirl generated due to jet injection. 
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With the addition of this secondary swirl the overall swirl number can increase. In this 
study since a higher swirl number is used (Sw=0.74), possible effects on NOx due to 
variations in Sw with side-air jet modulation are unlikely. In this papers authors have not 
performed any parametric study on the effect of swirl number on emissions as this issue 
has already been thoroughly (with experiments and simulations) investigated in the open 
literature, doing so would have been a duplicate effort. Following the conclusions 
reached by Chen et. al.  (1995) the change in swirl number (due to secondary swirl) as 
possible reason for the change of EINO can be ruled out up front.  
The nitric oxide formation mechanism, for the spray combustion case presented 
here, is mainly thermal, since there is no fuel bound nitrogen, and most of NO is 
generated in the main reaction zone. Thermal NO is formed by the extended Zeldovich 
mechanism. This mechanism is highly sensitive to temperature due to high activation 
energies required for thermal nitric oxide formation. Another formation path for nitric 
oxide is the prompt NO path. Prompt NO formation is initiated via the reaction between 
CH and molecular nitrogen N2, by breaking the strong N-N bond and producing single N 
atoms and hydrogen cyanide HCN (Westblom et. al., 1994). Feninmore mechanism 
(Feninmore, 1979) then produces prompt NO thorough a series of chain reactions started 
by hydrogen cyanide. Zeldovich and Feninmore mechanisms both have different 
activation energies. Thermal NO is generated broadly in the high temperature regions all 
throughout the combustor, whereas prompt NO is mainly generated at the flame front 
(Westblom et. al., 1994) where CH radical and therefore hydrogen cyanide (HCN) have 
higher concentrations. 
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The emissions analyzer measures the total nitric oxide concentration (thermal + 
prompt) without regard to origination mechanism.  The ratio of thermal to prompt nitric 
oxide production rate is expected to be a function of the operating condition. This kind of 
quantification can be done in numerical studies with detailed chemical kinetics for 
relatively simpler fuels (e.g. hydrogen, methane and propane) as it was done for hydrogen 
enriched methane fuel by Guo et. al. (2005). Due to the operating conditions investigated 
in this study it is assumed that production of thermal NO, will be significantly greater 
than prompt NO. In addition, thermal NO production is the one that is anticipated to be 
affected by forcing due to certain time scale considerations which are discussed later in 























































































































































































Figure 6-4 Effect of Frequency on Emissions Index at R=7.8 
Figure 6-4 shows the effect of forcing frequency on EINO at a constant blowing 
ratio of R=7.8. Strouhal numbers given are based on jet exit diameter and jet velocity. 
Results are shown for three different global equivalence ratios. EINO values range from 
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0.70 to 1.60 gNO/kgfuel. Emission levels corresponding to unforced baseline cases are 
higher than corresponding forced condition at all three equivalence conditions. As side 
air jet forcing is introduced emissions start to go down at low forcing frequencies and 
attain a minimum value at 300 Hz. at all three load conditions. At higher frequencies 
however EINO increases gradually back to the baseline level. Although not shown here at 







































































































Figure 6-5 Effect of Blowing Ratio on Emissions Index at R=7.8 and φ=0.87 
 
Above figure (see Figure 6-5) demonstrates the effect of blowing ratio (the ratio 
between jet velocity to cross-flow velocity) on EINO. Global blowing ratio is kept 
constant at 0.87. Total airflow rate is also constant (i.e. increase in jet mass flow rate is 
compensated by an equal amount of decrease in the cross-flow mass flow rate) in all flow 
conditions. The addition of more flow through the side-air jets at z/D=0.2 can slightly 
shift the combustion regime downstream therefore decreasing the mean residence time. 
However this reduction is quite minimal considering the distance between the jet 
injection location and the dump plane in comparison to combustor height. Nevertheless, 
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higher blowing ratios will have a slight bias towards lower residence times (at most 10 % 
reduction). Only baseline and 300 Hz. forcing cases are shown since most reduction in 
EINO at all these blowing ratios is observed at this particular frequency. EINO shows a 
significant peak at R=7.8. At high blowing ratios (R=9.3 and R=10.8) EINO is lower than 
those obtained at low blowing ratios (R=4.4 and R=6.3). This can be attributed to the 
quenching effect of high momentum side air jets. When the momentum ratio is too high it 
strains the flame and high strain rates cease the reaction. Also the local equivalence ratio 
near the jet discharge location falls below the lean extinction limit of the fuel. Effect of 
forcing is reduced compared to other cases mainly due to these two effects. On the lower 
end of the blowing ratio range, jet to mainstream mass flow ratio and momentum ratio J 
is much lower. Therefore, authority of the jets over the whole flame is reduced. This 
accounts for the smaller percentage reduction compared with other blowing ratios. 
Moreover, isothermal cross flow mixing studies show that forcing has a reasonably 
positive effect in terms of mixing for blowing ratios greater than 6 ( 6≥R ) (Acharya et. 
al., 2003).  Therefore, blowing ratios larger than 6 have the needed “control authority” for 
control, and focusing attention for values of 6≥R  is an appropriate choice for 
combustion control. By “control authority”, the author refers to the ability of the 
modulated jet to influence the performance metrics of the combustor (e.g., emissions, 
volumetric heat release and pattern factor). 
Figure 6-6 shows the effect of equivalence ratio on EINO at a blowing ratio of 
R=7.8. This is the blowing ratio at which the maximum percentage reduction in EINO is 
obtained with forcing. Both baseline and 300 Hz. forcing cases are shown. At each case 
emissions index rises towards stochiometric flow condition as expected. Emissions are 
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typically highest at near stochiometric conditions (Alder et. al., 2000). Although rich flow 
conditions are not explored here emission levels are expected to drop as flame gets richer 













































































































































Figure 6-6 Effect of Equivalence Ratio on Emissions Index at R=7.8 
 
(EINO) over the whole equivalence ratio range can be obtained. These two figures 
(Figure 6-7 and Figure 6-6) demonstrate that side air jet forcing can reduce emissions 
levels over a pretty wide range of combustor operating conditions. For coupling active 
control strategies with jet forcing this is particularly important since it enables the 
controller to reduce emissions at off-nominal load conditions as well and justifies the 
additional complexity introduced by the implementation of closed loop control.  
Next figure (see Figure 6-7) shows the effect of forcing and blowing ratio on a 
relative scale. Percentage reduction in emissions index at 300 Hz. forcing with respect to 
unforced baseline is shown. A maximum reduction of about 30% with respect to unforced 























Figure 6-7 Percentage Reduction in Emissions Index with Respect to Unforced 
Baseline (Corresponding to Figure 6-4) 
 
reduction in emissions index over the whole blowing ratio range can be obtained. This is 
a significant reduction in EINO and the price to pay for it is the energy required for the 
flow actuator (spinning valve in this particular case) and an additional pressure drop 
penalty for side air jets.  The energy requirement is substantially low compared to the 
power output of the combustor. This technique does not cause an efficiency hit for the 
engine like some other techniques that compromise from efficiency to meet emissions 
criteria. Summed over the whole engine life even a small efficiency drop is a quite 
significant cost. Moreover, when combustor is operated at elevated pressures as in the 
case of actual gas turbine engines with ever increasing pressure ratios even small 
percentage reductions translate into large absolute reductions of emissions index, since 
emissions levels are much higher at elevated pressures. 
Radial profiles of NO concentration are measured as well in order to determine 




















Figure 6-8 Radial Profile of Absolute NO Concentration at R=7.8 with Frequency as 
a Parameter (φ=0.87) 
 
measurements. Figure 6-8 shows radial NO concentration for different forcing 
frequencies at R=7.8 and φ=0.87. NO concentration is higher near the center and 
decreases towards the combustor wall. Baseline and four other forcing frequencies are 
shown.  It is seen that NO concentration at 300 Hz. forcing frequency is lower than the 
baseline case at almost all radial locations. Reductions of smaller magnitude are obtained 
at other frequencies like at 100 Hz. forcing. At typically high frequencies emissions can 
be higher than baseline emissions. Therefore, high frequency forcing is generally of no 
interest in terms of emissions. In addition, these findings suggest that in defining the 
Strouhal number, the jet diameter and the jet velocity are not the appropriate scaling 
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parameters. For example while keeping the global equivalence ratio constant at different 
blowing ratios the jet discharge velocity is varied. Even though the jet discharge velocity 
was changed and jet diameter is constant consistently 300 Hz forcing showed the best 
improvement. Over this range of blowing ratios optimal Strouhal number (based on jet 
velocity and diameter) varies considerably. This supports the previous argument that the 
jet diameter and the jet velocity are not the appropriate scaling parameters for non-
















Figure 6-9 Radial Profile of Absolute NO Concentration at R=6.3 and (φ=0.87) 
 
Last figure in this section (see Figure 6-9) also shows radial profile of NO 
concentration this time at a blowing ratio of R=6.3. Only baseline and 300 Hz. forcing 
conditions are plotted. NO concentration again falls towards the combustor wall. With 
forcing NO concentration is significantly reduced at all measurement stations.  This 
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suggests that the radial average of the nitric oxide concentration is reduced as well. After 
all the quantity of interest is the mean value of the emissions at the combustor exit. Both 
figures (Figure 6-8 and Figure 6-9) and other radial profiles not presented here confirm 
the trends of point wise measurements, which span a larger portion of the parameter 
space than the radial measurements.  
6.4 Temperature Profiles 
In this section three dimensional time averaged temperature results are presented 
at a selected load condition. Measuring the temperature distribution is a good method to 
quantify fuel air mixing. Degree of mixing can be inferred from the uniformity of 
temperature profiles. The better the mixing is the more uniform the temperature profiles 
become. Nevertheless, as mentioned earlier time averaged temperature field is not a 
goods means to drive conclusions from about emissions levels even though pollutant 
formation is a temperature sensitive process.  There are several other actors in this 
process and their contribution should not be neglected at all.  
Temperature data is presented only in the range ≤≤ Dz /3.0 1.1 where jet-air 
mixing and nitric oxide formation primarily takes place. One should note that combustion 
continues to occur further downstream, and at the exit (z/D=4), the mean stack 
temperatures for the modulated and unmodulated cases are expected to be the same from 
1st Law analysis, provided that same amount of fuel burns during the entire length. Owing 
to small Mach number (M<<1) of the main flow the temperatures measured by the 
thermocouples are interpreted as stagnation temperatures. 
Prior to a formal discussion it is useful to state the quantities relevant to the flow 
conditions used to generate data shown through Figure 6-10 to Figure 6-12. The front-end 
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equivalence ratio (based on air delivered only through the front-end) is φ=1.2. Global 
equivalence ratio (based on total air) is held constant at 0.87. Baseline and 300 Hz. 
modulation is shown. Dimensionless frequency corresponding to 300 Hz. jet forcing is: 
St=0.069. 
 A constant kerosene flow rate of 2.4 g/s is used. Remaining flow rates are: 
Primary combustion air and side air-jet flow rates of 29 l/s and 12 l/s. At these flow rate, 
the jet Reynolds number ν
Lu jet













 as suggested by 
Broadwell et. al. (1984) is 1.4x106. Corresponding cross flow Reynolds number 
ν
DU ∞
∞ =Re  is 5.7x10
6. Blomeyer et. al. (1996) report that mixing process is to be 
minimally affected by mainstream Reynolds number and by mainstream turbulence 
intensity. Nitric oxide formation is also not a function of Reynolds number over a wide 
range of Reynolds number, but rather it scales with the square root of Damkohler number 
(Chen et. al, 1995). Blowing ratio used in this case is R=7.8. Emissions levels are known 
to be sensitive to jet to mainstream momentum ratio. Quenching of the combustion 
products is important in the determination of pollutant levels.  
Figure 6-10 shows temperature contours at different elevations. Only unforced 
baseline and 300 Hz. forcing cases are shown here. Recall from the previous discussion 
(see Figure 6-8) that 300 Hz. forcing yielded in minimum amount of nitric oxide 
emission in this particular flow condition. These temperature contours are shown only for 
one quadrant between two side air-jets. Note that side air-jets are introduced at z/D=0.2, 
and the axial locations shown in Figure 6-10 are downstream of side air-jet injection 
location (the lowest plane is at z/D=0.3). Right after injection at z/D=0.3 in the 
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unmodulated case it is seen that jet fluid is rather located at the flame periphery near the 
combustor wall marked by a blue cold region.  Also there is a hot spot at the center. 
Consequently, jet penetration, and mixing is poor. With modulation on the other hand the 
temperatures in the cold region near the combustor wall is increased as jet mixes better 
with the reacting cross flow. In addition the hot spot near the center seems to disappear 
 
Freq= 0 Hz. Freq= 300 Hz.
 
Figure 6-10 3-D Temperature Contours at R=7.8 and φ=0.87 (Temperatures in °C) 
mostly. At this elevation z/D=0.3 and at higher elevations planar mean temperatures are 
higher in the modulated case. It is clear that modulation has substantial influences on the 
temperature distribution. Local enhancements in temperatures as large as 2000C can be 





















































Figure 6-11 Planar Mean Temperature as a Function of Elevation at R=7.8 and 
φ=0.87 
 
Figure 6-11 shows mean temperature T as a function of non-dimensional height 
(z/D). Data used to generate this plot corresponds to Figure 6-10. It is seen that with 
modulation shortly downstream of jet injection (0.2<z/D<0.6) planar mean temperature 
rises quickly in the modulated case. This evidences an increased volumetric heat release 
as kerosene burns more rapidly within the same downstream flow distance. An increase 
in the volumetric heat release only becomes possible by enhanced mixing. With poor 
mixing combustion ceases at spatial locations where either fuel or air are abundant and 
the local equivalence ratio is either above or below the flammability limit. As a result 
combustion cannot be sustained at these points. Measuring local concentrations of fuel 
and air inside the flame is rather a non-trivial task. However, temperature data offers 
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indirect evidence to local mixing. Further discussion on this issue is provided in the next 
section on Pattern Factors. 
6.5 Pattern Factors 
Uniformity of the temperature profiles and thus air fuel mixedness are quantified 































Figure 6-12 Planar Pattern Factor as a Function of Elevation at R=7.8 and φ=0.87 
Figure 6-12 shows the planar pattern factors plotted versus non-dimensional 
height (z/D) from the dump plane for baseline and 300 Hz. forcing cases. Order of 
magnitude of these pattern factors is similar to those of the F-109 engine. Regardless of 
the modulation frequency, pattern factor decreases with downstream distance due to 
increased mixing. However, practical perspectives limit the length of combustors, and are 
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associated with unmixedness, but the goal of an engineer is to the design of compact 
combustors with low pattern factor in a minimum combustor length. 
Initially, following the jet injection substantial reduction in the pattern factor (e.g. 
from 1.2 to 0.7) is observed with modulation accompanying simultaneous increases in 
temperatures.  This effect evidences that the uniformity of the temperature field can be 
greatly altered with flow modulation. Moreover, forcing effects are observed to be 
relatively stronger in the primary combustion region (z/D < 0.7) and close to jet injection 
location. However, between 0.6<z/D<0.8 baseline pattern factors are observed to be 
lower than the ones at 300 Hz. modulation case. After a long downstream distance at 
z/D=1.2 both pattern factors meet at almost the same point near PF=0.2. Nevertheless, 
same results should not be expected from all other load conditions, as pattern factors are 
quite sensitive to flow parameters. 
6.6 Discussion 
The results presented thus far cannot be attributed to just one factor. First of all, it 
is necessary to examine the pressure spectra to see the nature of unsteadiness. Secondly, 
as mentioned earlier pollutant formation is a slow process. Hence, time scales associated 
with it are large. Therefore, it should be expected that pollutant formation not to respond 
much faster fluctuations. As a last issue, jet mixing is optimized usually at the low 
frequency end of the Strouhal number spectrum typically, St<0.3. In this case 300 Hz. 
corresponds to a non-dimensional frequency of St=0.069. Although this figure falls 
within this range, reduction in the emissions index cannot possibly be attributed to 
mixing enhancement all alone. 
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Varkadas et. al. (1999) observed that when the mixer configuration in the Q-
section of an RQL  (Rich burn-Quick mix-Lean burn) combustor is changed, although 
NO distribution at the exit plane was altered, planar average of NO concentration was 
insensitive to mixer configuration. This observation suggests that gross mixing in the Q-
section of an RQL combustor does not have large impact on emissions index. Although 
no strong evidence is found in this experimental study a similar argument might also 
apply for the mixing in the main reaction zone, or emissions index can be a stronger 
function of some other parameter.   
On the other hand, as mentioned earlier, pollutant formation chemistry is closely 
coupled with turbulence (or temporal fluctuations). Moreover, since the jet injection is of 
oscillatory nature and jet is injected right into the main reaction zone, where most of 
nitric oxide is formed by the way, it causes flame boundary to fluctuate. Modulated jet 
injection adds another cyclic mode to flame (Acharya et al., 2003), while the flame 
stretches and contracts along the axis of the side air jet.  This means that residence time, 
which is related to flame volume ( R flameVτ α ), also has a fluctuating component at the jet 
frequency. However, for relatively complex flow conditions of industrial combustors 
properties of the main reaction zone are usually unknown and not quantified.  
Damkohler number Da is defined as the ratio between advective and chemical 
time scales. An appropriate Damkohler number for nitric oxide formation can be defined 
as the ratio of global residence time to characteristic time associated with nitric oxide 
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6.1 
 
where flameρ  , flameV  are density and volume of the flame, fuelm  is the mass flow rate of 
fuel. Using the definition due to Heywood (1989) a simple time-scale for nitric oxide 
formation NOτ  can be defined under equilibrium chemistry condition.  Same definition is 







=τ  6.2 
where [ ]eqNO is the equilibrium concentration of NO and eqNOS ,  is the formation rate of 
NO at the stochiometric condition φ=1.  
As the time scales in the numerator and denominator fluctuate so does the 
Damkohler number. Using the Reynolds time averaging argument Damkohler number 
can be decomposed into a mean and a fluctuating component.  
( ) ( )taDDatDa ′+=  6.3 
where Da denotes the Reynolds time averaged Damkohler number for the flame and 
aD ′denotes the fluctuating component in time. In the unforced flame aD ′  is expected to 
have a strong cyclic component at the dominant acoustic frequency.  With forcing it will 
also have a component at the frequency at which the flame is forced. Importance of 
highly nonlinear unsteadiness-chemistry interactions suggests that mean Damkohler 
number Da cannot determine emissions level alone since second order non-linear 
interactions cannot be neglected. Chen (1997) has showed that fluctuating the residence 
time in order to mimic turbulence effects in well-stirred reactor with full chemistry model 
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yields in reduced nitric oxide emissions. Experimental evidence confirms the results of 
these numerical simulations. In a separate work Chen et. al. (1995) found that EINO 
scales with the square root of the Damkohler number (i.e.  5.0DaEINO α ) over four 
decades of Reynolds numbers.  
Phase relation between heat release and pressure oscillations is also important, 
since mainly those two determine the oscillation of the flame volume flameV . It is possible 
to model the coupling between these two by a linear model (Annaswamy et. al., 1997). 
This issue underlines the importance of acoustic effects on the emissions. Equation 6.4 
illustrates possible non-linear effects of unsteadiness. It shows that time averaged value 
of the emissions index EINO is not necessarily proportional to the square root of the time 
averaged Damkohler number. This effect is more pronounced for small Damkohler 
numbers ( )1Ο≈Da , which is the case for slow pollutant formation. Equation 6.4 
provides some insight into the results obtained in this experimental work and numerical 
simulation of Chen (1997).  










     Even though jet forcing possesses same amplitude at each frequency EINO 
values are different. Both the flame and the vortical structures of the jet do not have flat 
frequency responses. It is known that certain frequencies trigger vortex instabilities and 
change the turbulent behavior of the reacting flow. In addition flame has a limited 
bandwidth and tapers off the forcing amplitudes above a finite frequency (Acharya et. al., 
2003; Annaswamy et. al., 1997). Without enough amplitude the control authority of the 
modulated jet over the combustion process diminishes. Moreover the period of forcing 
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oscillations 1/f can coincide with the time-scales of slow chemical phenomena like 
pollutant formation and triggering these modes can change the overall response 
significantly. Consequently, an optimal frequency exists at each load condition that 
drives EINO towards a local minimum. Figure 6-4 clearly illustrates this point clearly. 
Furthermore recently Santoro et. al. (2002) studied nitric oxide formation during 
flame vortex interaction with a methane diffusion flame. They concluded that vortex 
interaction did not significantly affect carbon monoxide mass fraction. On the other hand 
they show that vortex interaction and its characteristic time scale has a large impact on 
nitric oxide mass fraction. Their findings also indicate that the characteristic time of the 
vortex affects different NO formation paths differently. Thermal NO mass fraction was 
heavily dependent on the vortex timescale whereas no effect was observed for prompt 
NO. Prompt NO has a typical formation timescale of one millisecond. Thermal NO 
production is somewhat slower therefore the timescales of forcing used in this study 
(ranging from 1.6 to 10 milliseconds) match to that of extended Zeldovich mechanism. 
Most significant reductions being obtained at a 300 Hz. forcing (order of 3 milliseconds) 
also substantiates these time scale arguments. The present combustion system being a 
representative of the actual gas turbine environment is more elaborate than that studied in 
[28] both in geometry and in the chemical kinetics with kerosene as the fuel of choice. 
However, both studies share similar insights into the combustion process as side-air jet 
forcing also alters the characteristic time scales (thus the Damkohler number) associated 





An experimental study is conducted to identify the potential of side air-jet 
modulation in a non-premixed swirl-stabilized spray-combustor to enhance volumetric 
heat release (leading to more compact combustors) and to lower emissions. It is shown 
that by modulating the side air-jets, not only degree of fuel air mixing can be controlled 
which makes it possible to enhance volumetric heat release, but also substantial (usually 
15-20% depending on flow condition) reduction in emission index with respect to 
unforced baseline condition can be achieved as well. Mixing behavior of the modulated 
jets and emissions levels are optimized at select forcing frequencies. However, the 
frequency that minimizes EINO does not essentially optimize jet penetration and vice 
versa. Although, mixing is beneficial to flatten temperature distribution and decrease hot 
spots, there may be other closely coupled phenomena that might drive emissions in the 
opposite direction. Such an example is given in a preceding section of the article where 
emissions levels are significantly reduced despite more rigorous burning and higher mean 
temperatures. Thus both performance merits (volumetric heat release and emissions) 
were improved. It is ultimately the engine designer’s challenge to address a possible trade 
off between performance merits and select the right modulation frequency depending on 
design criteria.   
In terms of amplitude, for a distinguishable effect the forcing must impose 
pressure fluctuations that are at least as strong as the ones coming from the dominant 
acoustic modes of combustion. In terms frequency on the other hand, one must focus on 
low frequency end of the spectrum. This is necessary for three basic reasons. Firstly, low 
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frequency forcing improves jet mixing, secondly flame does not respond to high 
frequency oscillations and lastly pollutant formation is a slow-time process.  
Another issue is that the main reaction zone should be forced. It is the region 
where most of the pollutant is formed and jet forcing can take advantage of non-linear 
relationships between pollutant formation and other physical phenomena. Modulation 
downstream of the main reaction zone will effect jet mixing but improved jet mixing will 
simply redistribute the already formed pollutants in a more uniform manner and not 
change the average pollutant level and thus the emissions index.  
In terms of jet mixing Strouhal number based on jet exit diameter is a indeed good 
non-dimensionalization of forcing frequency. Although a single number is not suggested 
in open literature, there is almost unanimous agreement between experimentalists saying 
that jet forcing is optimized in the lower end of the Strouhal number spectrum (Acharya 
et. al., 2003; Vermeulen et. al., 1982; Vermeulen et. al., 1985; Cortolezzi et. al., 2001; 
Johari et. al., 1999; Narayanan et. al., 2002; Cho et. al., 2002; Vermeulen et. al., 1986). 
However in terms of emissions results when forcing frequency is scaled with jet exit 
diameter to jet discharge velocity ratio there exists a large scatter in data. Other length 
scale and velocity scale suggestions to define dimensionless frequency for a jet in cross 
flow found in literature were also unable to alleviate the scatter from the emissions 
results. More interestingly, 300 Hz. forcing yielded in maximum reduction for most of 
the load conditions that were scanned during experiments. These findings suggest that 
Strouhal number is not a good non-dimensionalization in terms of emissions index. 
Forcing frequency should rather be scaled with some other time and /or length scale. This 
approach will introduce one more dimensionless number into to the playfield. In order to 
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optimize combustor performance interplay between these two dimensionless numbers 
should be studied carefully.  
Beneficial results obtained in terms of performance merits (i.e. reduced emissions 
and increased volumetric efficiency) obtained with open loops forcing opens the way for 
a closed loop optimization algorithm. After proper system identification a closed loop 
active controller can be designed to determine optimum-forcing conditions including the 
optimum forcing waveform. For example a two frequency forcing like in Cho et. al. 
(1998) can be more effective in simultaneously optimizing mixing and emissions. Future 
work is also expected to address how forcing effects the temporal behavior of the flame 
and non-linear interactions yield in reduced emissions in the order 15-20%. A better 






CHAPTER 7 SYNGAS COMBUSTION 
 
7.1 Introduction 
Synthesis gas (syngas), an environmentally clean source of energy, is a variable 
mixture of primarily hydrogen (H2) and carbon monoxide (CO) and some other species 
such as hydrogen sulphur (H2S), hydrogen cyanide (HCN), hydrogen chloride (HCl) and 
ammonia (NH3) in smaller proportions. Syngas is either obtained from gasification of 
coal or biomass. Depending on the gasification process (pressure and temperature), and 
which solid is gasified (i.e. whether coal or biomass) with process steam, substantial 
changes in the resulting syngas composition can occur (Smooth et. al., 1985). Variability 
of the syngas composition (see Table 7-1) can significantly alter the flame behavior. 
Therefore, characterization of the flame behavior at different syngas compositions is an 
important task. For example, an increase in hydrogen proportion will assure better flame 
stability but, at the very same time, it will make the combustor more susceptible to 
flashback and thermo-acoustic instability. In addition it will also increase nitric oxide 
emissions due to higher temperatures. On the other hand an increase in carbon monoxide 
content will deteriorate flame stability. Furthermore, small changes in hydrogen sulphur 
(H2S, often found in syngas in small quantity) content can significantly affect pollutant 
levels. Consequently, it is necessary that a syngas combustor be able to tackle the 
variabilities in fuel composition without requiring any design changes (Calvetti et. al., 
2001). 
Low BTU fuel as syngas has less chemical bonding energy per unit weight. 
Therefore, in order to achieve a desired power output from syngas high mass flow rates 
 107 
needs to be used (Bonzani et. al., 2000). High mass flow rates normally translate into 
higher injection speeds, which pose a problem in flame holding. Furthermore, the main 
reaction zone residence time determines the pollutant levels (Chen, 1995; Chen et. al., 
1995; Chen, 1997). For the combustion of syngas high turbulence intensity (between 10-
20%) at the burner exit is needed since flame speed is related to the turbulence level in 
the main reaction zone. Therefore the design of the syngas injection nozzle and 
combustor should incorporate the challenges posed by flame holding, low BTU per unit 
mass and emissions.    
Syngas utilization in a multi fuel combustion environment is another challenge 
that needs to be addressed by the power generation industry. In many of the existing 
installations, other fuels like natural gas and/or fuel oil are readily available on site.  
Therefore it is desirable to understand how mixing natural gas and syngas in different 
proportions effects flame holding, flashback, and combustion dynamics. Such an effort 
will be pursued within the context of the proposed work. 
For premixed syngas injection, one of the biggest challenges is flashback, since 
hydrogen flame speeds are quite high (Mariotti et. al., 2002; Tomzcak et. al., 2002). 
Flashback into the pre-mixer section leads to thermal overload and destruction of the 
hardware therefore it must be avoided at all load conditions (Kiesewetter et. al., 2003). 
Flashback occurs when the flame speed is faster than the forward speed of the 
combustion air. Flashback can be prevented by using specially designed flame holders or 
by injecting syngas in a separate non-premixed arrangement. However, in transitioning 
from natural gas as the fuel of choice to syngas, it is desirable to keep hardware changes 
to a minimum, given the extensive body of knowledge with current natural gas related 
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hardware. Therefore, in the proposed work, generic nozzle configurations that potentially 
have a broad range of applicability are considered.   
In order to limit the adiabatic flame temperature and to reduce nitric oxide 
emissions commercial combustors are usually operated at near lean blowout limits. Lean 
premixed combustion has a high potential of NOx abatement. A stable combustion of lean 
mixtures with low flame speeds is necessary in order to obtain emission levels below 10 
ppm (Kiesewetter et. al., 2003). Yet, as the adiabatic flame temperature is lowered, 
carbon monoxide emissions tend to increase. An optimum operating point needs to be 
sought so as to guarantee both low nitric oxide and carbon monoxide emissions. From 
this perspective, the near lean blowout behavior of syngas with varying amounts of H2 
needs to be explored in detail.  
Finally, the most important issues with SGH (syngas and hydrogen) fuel 
combustion are identified as; ability of the combustor to burn variable mixtures of syngas 
without necessitating a design change, flame flashback, auto-ignition phenomena, 
combustion dynamics such as thermo-acoustic instability, near-lean-limit flame 
instability related to issues, feed system coupling, flow interaction and other unsteady 
fluid mechanics phenomena. Often the combustor design process is an iterative one, 
meaning that designer has to go back to the drawing table when the full scale test rig does 
not perform to satisfaction (e.g. exhibits large combustion dynamics, produces too much 
emissions etc.). Mostly the design process involves designing the combustor within the 
vicinity of the nominal load condition for a given fuel composition. This is the primary 
reason why fuel flexibility presents much of a design challenge.   
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Table 7-1 Syngas Compositions at Various Installations across USA∗ 
 PSI Tampa Sierra-Pacific 
H2 24.8 37.2 14.5 
CO 39.5 46.6 23.6 
CH4 1.5 0.1 1.3 
CO2 9.3 13.3 5.6 
N2+Ar 2.3 2.5 49.3 
H2O 22.7 0.3 5.7 
H2/CO Ratio 0.63 0.80 0.79 
Diluent Steam N2 Steam 
LHV (kJ/m3) 8224 9962 5024 
7.2 Research Issues 
As mentioned earlier flashback and auto-ignition are important undesirable issues 
for premixed gas turbine combustors. They need to be avoided in order to avoid 
excessive emissions, sudden flame extinction and also structural damage on the 
hardware. Flashback is the backwards propagation of the flame into the pre-mixer 
section. Flame flashback typically occurs when flame speed is faster than the axial speed 
of the premixed reactants. Presence of instantaneous combustion oscillations can also 
make the combustor more susceptible to flashback. It is important to characterize 
flashback behavior for different syngas compositions. Emphasis will be given to mixtures 
with high H2 concentration.  
There are several known reasons that cause flame flashback. Most commonly 
known one is the upstream flame propagation due to low local velocities. In order to 
avoid this type of flashback the pre-mixer section of the combustor should be designed 
with low flow acceleration since turbulent flame speeds are typically one order of 
magnitude lower than the flow speed inside the combustor. Another type of flashback 
                                               
∗ Data obtained from NETL 
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occurs when the flame propagates into the mixing section inside the boundary layer. 
Having a sharp velocity gradient at the wall prevents this type of erratic operation. 
Boundary layer propagation type flashback requires very low flow speeds and therefore 
not encountered in practical applications. A third type of flashback occurs due to thermo-
acoustic instability. Periodic backflow into the premixer can occur depending on the 
strength of velocity pulsations. Another possible cause of flashback is the so-called 
combustion induced vortex breakdown (CIVB). This type of flashback can occur even in 
the presence of high axial velocities, which exceed turbulent flame speeds by an order of 
magnitude (Kiesewetter et. al., 2003). Vortex breakdown occurs at the center of the 
combustor in the main re-circulation zone due to high heat release. Governing 
mechanism for CVIB induced flashback is the competition of time required for heat 
release and quenching of the reaction. Combustion induced vortex breakdown can occur 
in practical combustion applications. Therefore the flow conditions that might lead to 
CVIB should be avoided during operation.  
• Basic Properties of Syngas  
  
Under stoichiometric conditions syngas burns according to the below equation 
(see Eq. 7.4). Higher heating value of hydrogen is 141900 kJ/kg, whereas for carbon 
monoxide the higher heating value is only 6432 kJ/kg. From this knowledge the higher 
heating value (HHV) of a H2-CO mixture is plotted in Figure 7-1 as a function of 
hydrogen mass fraction x. 
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=  is an important parameter, which indicates the 
interchangeability of fuel gases. It relates heating values in a way useful for blending 
gases. For natural gas a typical value for Wobbe index is 54 MJ/Nm3. On the other hand 
for synthesis gas Wobbe index is a strong function of mixture composition. Figure 7-2 
shows Wobbe index (based on higher heating value) for syngas as a function of hydrogen 
mass fraction inside the dual gas mixture.  
Another consideration on Wobbe index is that it is more appropriate for diffusion 
flame combustors. Its application on fuel gas interchangeability shall not suffice alone 
without imposing other constraints. Unlike premixed combustors diffusion flame 
combustors operate in a more stable combustion regime and therefore constant heat rate 
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is a sufficient constraint on fuel gas interchangeability.  For lean premixed combustion 
technology large variations in laminar burning velocity can potentially have significant 
effects on the operation of gas turbine engines. 
























Figure 7-2 Wobbe Index for Syngas 
Adiabatic flame temperature is another important fuel property which is also 
sensitive to fuel blending. For example hydrogen addition increases adiabatic flame 
temperature. Increase in the adiabatic flame temperature will have effects on performance 
criteria such as emissions as this issue will be explored in greater detail within the next 
chapter of this dissertation. But in short it can be said that higher flame temperatures are 
known to yield in higher nitric oxide emissions as evidence will be presented in the next 
chapter by correlating adiabatic flame temperature with NO emissions index. Higher 
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flame temperature on the other hand gives a chance for CO to be completely oxidized 
into CO2 thus eliminating CO emissions. An optimal point exists for balancing these 

























Figure 7-3 Adiabatic Temperature Rise due to Combustion 
• Fuel Pre-Mixing 
In Figure 7-4, a premixed nozzle configuration is depicted. This arrangement is 
used for mixing air with synthesis gas. Air is delivered into the premixing nozzle after 
passing through an annular swirl vane, which surrounds the gas injector. Swirl provides 
entrainment of the gaseous fuel. Moreover, the swirling fuel-air mixture helps in terms of 
flame stability.  Premixing occurs in the downstream distance between the slanted holes 
 114 
and the sudden expansion geometry. A sudden expansion establishes a re-circulation zone 
and helps flame get stabilized over the dump plane. 
Combustion air is supplied by a high-pressure compressor and is fed to the 
combustor through a four-arm manifold. An electrical heater can be utilized optionally in 
order to preheat the combustion air. Natural gas is supplied by a similar arrangement and 
introduced just upstream of the locations of air delivery. Syngas composed of carbon 
monoxide and hydrogen stored in separate pressurized cylinders and small portion of 
natural gas, is also supplied by same arrangement as natural gas. Volumetric flow rates of 
air and methane are adjusted individually by calibrated float rotameters. An inline array 
of screens and honeycomb flow straightheners remove swirl and ensure axial symmetry 
and two-dimensionality of the flow. 
7.3 Syngas Combustor Design 
 
 Syngas combustor shell is comprised of two pieces (refer to the Appendix section 
for technical drawings). A 2.75” I.D. quartz tube sits on a 316 stainless steel flange, 
which defines the dump plane. This quartz tube enables optical access to the main re-
circulation zone. This optical access zone enables photodiode, radical imaging, PLIF and 
possibly PIV measurements. Figure 7-7 shows the syngas combustor with its major parts 
being labeled. Technical drawings for the combustor are given in the appendix section. 
Design of this laboratory scale combustor represents actual premixed combustor designs. 
Quartz tube and the stainless steel shell are cooled by means of natural convection during 
combustion. Combustor can operate at elevated pressures by constricting the exit flow 
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Figure 7-4 A Detailed Schematic of the Premixing Nozzle 
 
area by means of a butterfly valve. A number of pressure ports drilled on the outer 
delivery pipe and stainless steel shell enable dynamic pressure measurements by means 
of piezoelectric transducers.  
Due to safety considerations a remote ignition system is utilized. Combustion is 
initiated by a spark from a Champion FS 154-1 igniter, mounted on the stainless steel 
shell with a custom built adaptor. Igniter is connected to a Bendix excitation unit via a 
wire harness. Such ignition/excitation units are employed in aerospace applications. A 12 
Volt car battery drives the excitation unit, when the circuit is closed with a push button 
switch.  As per fire code requirements hydrogen, carbon monoxide and nitrogen (used for 
purging the fuel line) cylinders are kept inside an evacuated gas cabinet (Safety 
Equipment Corp. Model 7300) with a built in sprinkler unit. Gas cabinet exhaust is 
ducted to the building ventilation system. Ventilation fan generates a negative pressure 
that maintains fresh airflow through the gas cabinet avoiding gas buildup due to possible 
leaks from the cylinders. A number of carbon monoxide CO alarms are placed at strategic 
locations in order to provide an audio warning in the event of carbon monoxide buildup. 
In addition, a handheld portable unit is used to continually monitor levels of carbon 
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monoxide, oxygen and combustible gases. This unit detects the hydrogen gas 
concentration in the percent L.E.L. (lowest explosive limit) range and alerts the user 
when a pre-determined limit is exceeded.  For hydrogen gas lower and upper explosive 
limit concentrations in air are 4% and 75% by volume respectively.  
Hydrogen H2 and carbon monoxide CO are both individually supplied from 
compressed gas tanks and mixed inside a manifold before the combustor inlet. Both their 
flow rates are monitored by separate mass flow meters. Mass flow rates of carbon 
monoxide and hydrogen are adjusted separately to achieve the desired syngas 
composition. A number of check valves are mounted on the fuel line to prevent undesired 
backflow (e.g. flow from the hydrogen tank into the carbon monoxide tank due to a 
pressure gradient or vice versa) and flame flashback into the supply tanks. Air necessary 
for combustion is supplied from a 290psig, 450 ACFM Atlas-Copco air compressor.  
Volumetric airflow rate is measured by a rotameter and a pressure gage at the rotameter 
exit is used to correct the readings.  
Figure 7-6 shows a section view of the pre-mixing section. Fuel-air delivery 
system mainly consists of two concentric pipes. Combustion air flows in the outer pipe 
and syngas flows in the inner pipe.  Prior to the dump plane, both are mixed in a pre-
mixer section. An injector piece, connected to the syngas delivery pipe injects the fuel 
towards the outer pipe wall through eight equally spaced round holes. Syngas is injected 
in a cross flow arrangement with respect to the swirling air stream. Swirl component is 
provided by a 45º swirl vane located slightly upstream of the syngas injection location. 
Swirl not only entrains the syngas jets in the pre-mixer but also provides flame stability.  
Air fuel mixture travels a downstream path before reaching the combustor inlet. The 
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distance traveled by the mixture controls the degree of premixing. It is desirable to 
achieve a mixture as uniform as possible. The combustor design allows flexibility in 
adjusting the distance between the dump plane and the injector holes. Similarly, the 
distance between the swirl vane and the injection holes can be varied by utilizing a 
threaded section on the mounting pipe. 
 
Figure 7-5 Circuit Diagram for FMA-5400 Remote Controller 
 
Sudden expansion geometry at the dump plane establishes a re-circulation zone that aids 
the flame stabilization. Swirl number for the present configuration (45º swirl vane) is 
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Figure 7-6 Section View of the Air-Fuel Delivery System 
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Figure 7-7 Syngas Combustor Major Components 
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z = number of vanes 
t = vane thickness 
B = vane height 
R1 = distance from combustor axis to vane 
R = outer diameter of the exit duct 
Rh = inner diameter of the exit duct 
α = blade angle 
Sw = swirl number 
The combustor geometry described in Figure 7-6 is important for a number of 
reasons and some important design criteria apply in choosing this configuration. First of 
all in the premixer section a forward flow with minimal pressure drop is necessary. 
Secondly swirl component of the velocity should establish a vortex breakdown with a re-
circulation zone. For an unconfined flow, the conservation of angular momentum 
requires that the jet expands and the static pressure near the axis of swirl causes an 
adverse pressure gradient in the axial direction. If the swirl number is too large this 
pressure gradient will force the re-circulation zone to penetrate into the mixer section. 
Consequently an optimal swirl number needs to be chosen which does not exceed this 
upper limit and at the same time swirl needs to be strong enough to provide flame 
stabilization.  
For flashback measurements two photodiodes separated by a distance ∆x are used 
(see Figure 7-9). This arrangement not only detects the occurrence of flashback but also 
enables measurement of its propagation speed. For this purpose the time difference ∆t 
between two flashback signals are recorded and divided by the distance between the 
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Figure 7-8 A Drawing of Injector and Pre-Mixer Assembly (Dimensions in inches) 
 
photodiodes x t∆ ∆ . Later on this propagation speed can be compared with laminar flame 
speed for the same mixture and useful information can be obtained about the nature of 
flashback phenomenon. Another common method to detect flashback is to use flame 
















7.5 Fuel Injection Schemes 
 
Before proceeding with detailed measurements flame structure and lean blowout 
limits are checked, by using three different injection schemes. Three different nozzles 
were manufactured in order to perform these tests. All injection nozzles had the exact 
same geometry (i.e. hole size, number of holes) except the angle of fuel injection was 
varied. Altering the injection angle changes the effective mixing length between the 
injection point and the combustor dump plane. Other phenomena such as the emergence 
of a re-circulation zone downstream of injection location can also be observed.  All of 
these have an impact on both fuel air mixing and flame stabilization. In the ideal 
scenario, fuel air mixing is not only complete but also flame, by forming a conical front, 
stabilizes at the tip of the injector (acts as a center body), which is flush with the 
combustor dump plane. Flame stabilization at the pre-mixing section before the dump 
plane, due to the existence of either a flow stagnation point or a strong enough re-
circulation zone, is unacceptable behavior and therefore irrelevant to industrial practice. 
In that case fuel is burnt without mixing being complete (unhealthy combustion) and also 
parts in the inlet section overheat which potentially results in hardware failure over time.  
Effect of injection angle study is performed using pure methane fuel without any 
hydrogen or carbon monoxide enrichment. Injection angle is defined as the angle 
between the combustor axis and velocity vector of the fuel at the injector hole (see Figure 
7-10). Holes were drilled on the injectors such that they have sufficient running length in 
order to be able to divert the gaseous fuel flow to the desired angle. Tested injection 
angles were 90, 45 and 30 degrees respectively. 90-degree injection corresponds to a jet 
in cross flow situation. However note that this cross flow is a swirling one with a swirl 
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number near unity. In the remaining two cases fuel velocity vector is more aligned with 
the direction of the axial flow velocity.  
During the test of the nozzles same flame stabilization behavior is observed with 45 and 
30-degree injection nozzles. Therefore results and observations are only presented for 
perpendicular and 45 degree injection schemes. It is observed that injection angle has an 
impact on lean blowout limit of the combustor. These results are presented in Table 7-2. 
It can be seen that 45 degree nozzle can sustain combustion at leaner fuel air mixtures 
down to φ=0.45, which in fact is a benefit since lean combustion is the industry standard 
method to reduce nitric oxide pollution. On the other hand lean blowout takes place at 
φ=0.65 with the perpendicular injector. Yet with the 45-degree injector flame never 
stabilized at the tip of the center body. Even at the stable operating condition conical 
flame tip was attached at the center body approximately 15 mm before the dump plane. 
The conical flame was very thin with the 45-degree injector. Rich mixtures, which have 
higher flame propagation speed, stabilized near the injection holes with this injector. This  
Table 7-2 Effect of Injection Angle on Lean Blowout (Pure Methane) 
Injection Angle Lean Blowout Equivalence Ratio 
90-degree injector φ=0.65 
45-degree injector φ=0.45 
is an undesirable operating regime for afore mentioned reasons. Perpendicular injection 
was more unstable (i.e. generated more combustion driven noise) in comparison to the 
angled injection. With both injectors flashback instability is observed at some load 
conditions.   
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The results presented in the next chapter all utilize the 90-degree injection angle 
due to resulting better flame holding characteristics, despite 45-degree injection allowed 
leaner mixtures to be burnt. Another concern was the effect of thermo-acoustic instability 
on flashback and perpendicular injection generated more intense fluctuations.  Therefore 










CHAPTER 8 HYDROGEN ENRICHED CONFINED 





Gas turbine engines are commonly utilized in power generation (Lawn et. 
al.,1999). These modern premixed gas turbine combustors are usually operated very close 
to the lean blowout limit due to emissions considerations (Lawn et. al., 1999). Lean 
combustion reduces the adiabatic flame temperature thus reducing the production rate of 
nitric oxides which is highly temperature dependent (Westbrook et. al, 1984; Zimont, 
1979). Yet, as the adiabatic flame temperature is lowered carbon monoxide emissions 
tend to increase. An optimum operating point needs to be sought to guarantee both low 
nitric oxide and carbon monoxide emissions. In this operating range, flame holding and 
thermo-acoustic instability become the two key important considerations. From this point 
of view near lean blowout behavior of synthesis gas needs to be explored in a detailed 
fashion. 
Thermo-acoustic instability not only deteriorates the material structure of the 
combustor wall subjecting it to fatigue loading (Dowling, 1995), but also can induce 
hazardous flame flashback into the premixing section (Kiesewetter et. al., 2003). 
Thermo-acoustic oscillations (also referred as humming or chugging) occur because 
unsteady heating excites sound waves that produce velocity and pressure perturbations 
(Dowling, 1995). If the unsteady heat input is in phase with pressure perturbations 
acoustic waves gain energy and instability becomes possible. In his pioneering work Lord 
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Rayleigh (1896) gives a clear physical description of this self-excitation phenomenon. In 
his own narrative he suggests that: 
“If heat be communicated to, and abstracted from, a mass of air vibrating (for 
example) in a cylinder bounded by a piston, the effect produced will depend on the phase 
of the vibration at which the transfer of heat takes place. If heat be given to the air at the 
moment of greatest condensation, or be taken from it at the moment of greatest 
rarefaction, the vibration is encouraged. On the other hand, if heat be given at the 
moment of greatest rarefaction, or abstracted at the moment of greatest condensation, the 
vibration is discouraged.”  
 In reality, strength of these oscillations are limited by non-linear effects such as 
flame hydrodynamics and/or fuel consumption causing limit cycle oscillations to occur. 
However, these oscillations can be so strong that they can cause the gas turbine to shut 
down or cause catastrophic damage. Prolonged exposure to pressure fluctuations also 
reduces the lifetime of the gas turbine hardware. Thermo-acoustic oscillations also have 
an effect on flame stability and flame holding. During these oscillations flame boundary 
also moves (Acharya et. al., 2003) as well. The location of the flame-front also affects the 
stability (Umurhan et. al., 1999). Under certain conditions, the flame might enter inside 
the premixing section triggering a flashback. This phenomenon is called as thermo-
acoustic instability induced flame flashback. For the study of thermo-acoustic instability 
often the flame is assumed to anchor at a specific point inside the combustor. This 
assumption is likely to be satisfied in well-stabilized flames; however this chapter deals 
with understanding flashback behavior and poor flame stabilization.  
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Natural gas has been in widespread use for a long time, and it needs to be 
substituted with other alternate fuels extending fuel flexibility and avoiding its sudden 
exhaustion. Recently synthesis gas and hydrogen (SGH) fuels appear to be a feasible 
substitutive solution. However, combustion of SGH fuels has different technological 
needs since these fuels have much different combustion characteristics from natural gas 
such as flame behavior and emissions levels. 
Synthesis gas (syngas), an environmentally clean source of energy, is a variable 
mixture of primarily hydrogen (H2) and carbon monoxide (CO). Energy contribution of 
syngas in the existing integrated cycle (IGCC) land power generation installations is 
about 10-20% of the total power output. Depending on the gasification process variables 
and which solid is gasified (coal or biomass) substantial change in the resulting syngas 
composition can occur (Smooth et. al., 1985). This change in the syngas composition 
significantly alters the flame behavior (Tomzcak et. al., 2002). The quality and 
composition of the fuel impacts the turbine life and emissions (Cowell et. al., 2002). 
Therefore characterization flame behavior at different syngas compositions is an 
extremely important task. In addition, syngas combustion in particular generates many of 
the adequate conditions for flashback due to high flame speeds associated with its 
hydrogen content.    
Moreover, syngas is a low BTU fuel with less chemical bonding energy per unit 
weight. Therefore, in order to achieve a desired power output from syngas high mass 
flow rates need to be used. High mass flow rates normally translate into higher injection 
speeds, which pose a significant problem in terms of flame holding (Mariotti et. al., 2002; 
Polifke et. al. 2002; Calvetti et. al., 2001).  
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The goal of this chapter is to develop a simplified mathematical model for flame holding 
and thermo-acoustic instability induced type flame flashback and to verify it against experimental 
data. This type of flashback is not the only one that occurs in combustors. Other flashback types 
include boundary layer propagation, flashback due to low flow speeds and combustion induced 
vortex breakdown (CVIB) type flashback. However, boundary layer propagation only occurs at 
very low speeds, which is not relevant to practical applications. Model developed here can 
resolve flashback due to low axial speeds yet avoiding this type of flashback is rather trivial and 
gas turbine combustors are already designed to have sufficient flow speeds inside the pre-mixer. 
CVIB type flashback occurs due to a mismatch of time scales (chemical and hydrodynamic). In 
this scenario breakdown of primary re-circulation vortex occurs due to fast heat release and 
resultantly static pressure builds up inside the combustor forcing the flame into the delivery 
section. To resolve this phenomenon, flame-vortex interactions should be resolved using an 
appropriate chemistry and turbulence model. A one-dimensional model would not be sufficient 
for this task. This type of flashback usually occurs near stoichiometric flow conditions. An 
experimental test facility whose details are discussed in a latter section has been built to study 
flame holding and flashback characteristics and test model results. 
8.3 Results and Discussion 
 
Preliminary measurements are taken using pure methane CH4, major component 
of natural gas, in order to establish a baseline for hydrogen enriched methane fuel 
measurements.  
During measurements author has systematically added hydrogen to methane with 




• Cold Flow Measurements 
Cold flow measurements without reacting flow have been conducted in order to 
obtain a pressure map for the combustor. Figure 8-1 shows the pressure map of the 
combustor. On the abscissa airflow rates (without any fuel injection) are shown whereas 
the ordinate values correspond to pressure fluctuation amplitudes. On the semi-
logarithmic scale it can be seen that RMS fluctuation amplitude increases linearly with 
increasing airflow rate. This points out to an exponential relationship in between the 
airflow rate pushed through the combustor and the sound pressure generated. This 
exponential effect is due to the flow Mach number. For example, in unconfined reacting 
flow noise level scales with the fourth power of the Mach number. This explains the 
exponential dependence on the flow rate. However, it will be shown in the following 
parts of the text that these sound pressures (in the order of 100 Pa) are rather insignificant 
when compared to sound levels generated during combustion. In a reacting flow sound is 
generated due to sudden acceleration of gases at the flame front. Amount of acceleration 
at the flame front depends on the flame dilatation ratio.  These issues will be re-visited 
and be given a more detailed treatment within the following parts of this chapter.  
• Combustor Operating Regimes 
First of all it is important to identify different operating regimes of the combustor 
prior to making detailed studies at desired load conditions. Figure 8-2 identifies distinct 
operating regimes as a function of equivalence ratio and total mass flow rates. Each 
symbol corresponds to a data point and boundaries are drawn on the figure in order to 
clearly identify the separate regimes. The pre-mixed combustor, exhibits near limit 
oscillations in the form of cyclic flame extinction and re-ignition within the close vicinity 
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of lean and rich blowout equivalence ratio limits (Regions III & IV). Such behavior is 
very typical of gas turbine combustors especially for pre-mixed type ones. In between 




























Figure 8-1 Pressure Map of the Combustor with Cold Flow 
 
those two lies a distinct attached flame regime depicted with diamond shaped symbols 
(Region I), where the conical flame tip remains attached at the tip of the center body at all 
times. On the other hand flashback instability regime marked with rectangles is 
concentrated at two separate regions in either side of the stable region confined by one of 
the near limit behavior boundaries. In the event of flashback flame tip leaves the tip of 
the center body propagates upstream towards the pre-mixing region and re-attaches at the 
tip again. This behavior repeats itself in a cyclic manner. Note that this type of behavior 
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is encountered at relatively low or high volumetric flow rates. At low flow mass rates the 
axial flow velocity is lower which results in a narrower cone angle. Low ratio of u/SL 
makes it easier for pressure fluctuations to detach the flame tip.  Hence flashback can 
occur even at moderately low RMS pressure fluctuations. However, note that practical 
combustors do not operate in this regime where inlet velocities are low. Therefore, 
hydrogen enrichment studies were not focused in this region. On the other hand flashback 
instability is also encountered at elevated volumetric air flow rates, which in fact 
correspond to higher velocities and therefore steeper cone angles for the flame (see 
Region II on the upper side of Figure 8-2). This is the operating zone more relevant to 
practical combustor devices. Consequently, hydrogen enrichment studies are focused in 
the vicinity of this region with an emphasis on lean equivalence ratios. More elaborate 
discussion on the nature of flashback is provided in a latter section of this paper along 
with some numerical simulation results. 
In contrast to natural gas, synthesis gas flame has a much different flow behavior 
due to both different laminar flame speed and adiabatic flame temperature. Both laminar 
flame speed and adiabatic flame temperature heavily depend on mixture composition. 
Since there are multiple fuels in a methane and hydrogen mixture a suitable definition of 
the equivalence ratio, which takes the overall stoichiometry into account, is needed. 
Following the assumptions of Yu et. al. (1986) an equivalence ratio is defined as follows 
(see Eq. 8.1). This equation implies that the hydrogen in the blend is completely oxidized 
and the remaining oxygen is used to burn the methane content. This is a reasonable 
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8.1 
As mentioned in the introduction section contemporary land based gas turbine 
engines are operated near their lean blow-off limits due to emissions considerations. Here 
blow-off limits for the laboratory scale combustor are identified with respect to the 
particular choice of fuel or fuel composition for that matter. 
Hydrogen enrichment considerably extends the lean blowout limits of the 
methane fuel as evidence to this argument is shown in Figure 8-3. These effects regarding 
























Near lean blowout oscillations
































































Figure 8-3 Effect of Hydrogen Enrichment on Lean Blowout Limit 
recent observations reported by Schefer (2002), Guo et. al. (2005) and Zhang et. al. 
(2005). For a pure methane flame lean blowout is experienced near 0.7φ ≈ yet with 
hydrogen enrichment flame was sustained at 0.55φ = . In the ordinate instead of hydrogen 
volume fraction percentage (α), an empirical parameter 0.25/φ α is shown. By using this 
parameter data recorded at different air flow rates especially for low equivalence ratios 
( 0.5φ ≤ ) into a single line. At higher equivalence ratios ( 0.5φ > ) some scatter begins to 
form. However the amount of this scatter is not big. As Figure 8-4 suggests, the higher 
the volumetric flow rate (hence velocity) the more the amount of hydrogen added to 
methane in order to keep the reaction going. It is observed that for hydrogen enriched 
methane lean blowout equivalence ratio is not fixed it both depends on the extent of 
enrichment and on the flow rate.  
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Figure 8-4 Effect of Volumetric Flow Rate and Hydrogen Fraction on Lean Blowout 
at φ=0.55 
 
In flamelet combustion regime blowout occurs when the local flame speed is less 
then the oncoming fluid velocity everywhere in the flame. Thus the stabilization 
mechanism for flamelet-like combustion is flame front propagation (Zhang et. al. 2005). 
For flamelet combustion a loading parameter is defined as follows (Eq. 8.2).  
TSL U=  
 
8.2 
Turbulent flame speed is often expressed as in terms of laminar flame speed 
multiplied by a function which depends both on turbulence intensity and geometry. For 
all conditions tested in the laboratory combustor the geometry is fixed so those can be 
factored out when correlating the blow out behavior. Assuming turbulence intensities are 
similar as a first order approximation the loading parameter can be expressed in terms of 
the laminar flame speed of the fuel mixture (Zhang et. al., 2005). Re-expressing the 
loading parameter in terms of laminar speed as in Eq. 8.3. 
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Figure 8-5 Relationship Between Blowout Equivalence Ratio and Flamelet Based 
Loading Parameter 
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In order to solve for the flame hydrodynamics one needs to know the flame speed. 
For a two-fuel blend one can express flame speed as a sum of individual species’ flame 
speed weighted by their mole fractions inside the fuel blend (Eq. 8.4) as a first order 
approximation. Note that the flame speed of hydrogen is considered stoichiometric due to 
the same assumptions made for the definition of the equivalence ratio. Flame speed of 
methane on the other hand depends on the equivalence ratio calculated from Eq. 8.1. 
Consequently, the flame speed of the mixture is calculated using the above equation. 
Results are demonstrated in Figure 8-5. This figure shows the relationship between lean 
blowout equivalence ratio and flamelet based loading parameter. Data for blowout is 
recorded in a wide range of operating conditions 2.5 7.1 /airQ l s≤ ≤ , 0.4 1.3φ≤ ≤  as well 
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as a wide range of fuel compositions (from pure methane to 50% methane/50 % 
hydrogen). As it can be seen from this figure data points are scattered along a single line 
with a correlation coefficient of 0.69.  
Chemical time scales for hydrogen and methane oxidation are quite different. 
Therefore considering the turbulence in practical combustors (and this miniaturized 
version used for this study) combustion process can indeed cover a wide spectrum of 
Damköhler numbers. Another reactor loading parameter L2 based on a well stirred reactor 
approach can be defined as well (Eq. 8.5). Following the work of Hoffman et. al. (1994) 
azimuthal velocity component Uθ and combustor diameter D are used as the appropriate 
scaling parameters considering the fluid dynamic effects.  If the well-stirred reactor based 
combustion is dominant then the appropriate loading parameter L2 is defined as per the 









Results for reactor based correlation are shown in Figure 8-6. For this parameter 
L2 however, correlation is weaker with respect to the previous one. The correlation 
coefficient is only 0.41. Especially for low hydrogen content mixtures (shown with 
darker spots on the plot) one observes that there is a very large scatter in the data. This in 
turn points out that well-stirred reactor based loading does not offer a good explanation 
for methane rich mixtures. On the other hand, one can see that for hydrogen rich mixtures 
(indicated with lighter shades) data seems to correlate well with this loading parameter. 




Figure 8-6 Relationship Between Blowout Equivalence Ratio and Reactor Based 
Loading Parameter 
In this section effects of two possible blowout mechanisms were discussed; one 
approach based on front propagation, the other based on a well stirred reactor 
approximation. As fuel flexibility is an issue and different fuel blends are used it is 
possible that burning occur in different regimes. However, as seen from the results no 
single assumption could entirely explain the lean blowout behavior of the combustor with 
methane hydrogen mixtures and tightly collapse all data points on a single line. Flamelet 
based loading parameter on the other hand offers a much better correlation than the 
second one. For the well-stirred reactor approach there is a large scatter (almost an order 
of magnitude) for low hydrogen content mixtures. For hydrogen rich mixtures on the 
other hand there is a better correlation regarding the reactor based loading parameter.   
• Heat Release and Pressure Measurements 
 
A number of Kistler 7061 water-cooled piezo-electric pressure transducers are 
mounted along the combustor wall measures dynamic pressure variations in the 
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combustor. So as to examine the waveform of the combustion instability pressure inside 
the reactor is to be measured at several stations along the entire length of the combustor. 
The CH/OH radical light intensity is recorded using a silicon PIN photodiode 
(Melles-Griot) looking at the flame equipped with an appropriate band-pass optical filter. 
Photodiode reading is taken as a measure of integral heat release fluctuations in the main 
reaction zone of the reactor. 
Figure 8-7 shows the Fourier spectra of CH light, flashback and pressure signals 
at Qair=6.2 l/s and Φ=0.7. All three exhibit oscillatory behavior as governed by the 
acoustic modes of the combustor. These modes depend on the boundary conditions at the 
inlet and outlet. Interestingly a sudden shift in the dominant frequency occurs after 
certain hydrogen content within the fuel is exceeded. In Figure 8-9 one can identify two 
distinct regions one with high frequency and the other one with low frequency. To 
understand which modes each corresponds to one needs to have an idea about the 
acoustic mode shape. Therefore simultaneous pressure measurements are performed at 
these conditions with one of the sensors near the inlet and the other one being near the 
exit. Results (see Figure 8-10) indicate that the low frequency oscillations are associated 
with the bulk mode and the high frequency ones with the longitudinal mode. For the bulk 
mode the amplitude of the mode shape is constant whereas for the longitudinal mode it 
has maximum amplitude at the closed inlet and gradually decays to zero at the open 
outlet. So for the bulk mode pressure is same everywhere in the combustor (since 
Ψ=constant) and for the longitudinal mode the combustor acoustic pressure is lower than 
the inlet acoustic pressure. The cause of this sudden change in the dominant mode is not 
understood and needs to be explored in detail as a topic of further research. 
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Another way fuel composition affects the feedback route between heat release and 
pressure fluctuations within the thermo-acoustic loop is the change that occurs when the 
flame center of mass is changed due to change in flame speed. As the flame speed 
increases with the addition of hydrogen the flame becomes shorter and the distance to the 
flame center of mass (center of heat release) decreases. This yields a reduced convective 
time for the equivalence ratio perturbations which can cause a stable flame become 
unstable and vice versa (Lieuwen et. al., 2006). Figure 8-8 shows the change in flame 
center of mass with varying fuel composition while keeping cold flow velocity constant 
to factor out the aerodynamic effects. These are time averaged two dimensional OH* 
chemiluminescence images captured with an intensified CCD camera equipped with an 
appropriate band pass filter. For each image CCD array is gated for 10 microseconds and 
a total of 400 images are recoded for averaging. OH* radical is a good indicator for heat 
release. One can notice the change in the location between two flow conditions tested. On 
the right hand side with 50% methane most of the heat release takes place in spatial 
locations closer to the dump plane. Inlet section, dump plane and the location fuel 
injector are also schematically in this figure. 
Figure 8-12 shows the root mean square (RMS) pressure fluctuation amplitude as 
a function of load condition. Note that most significant pressure fluctuations occur at 
higher mass flow rates (thus higher volumetric airflow rates, since fuel is a small fraction 
of the mixture) during lean combustion. In practice most of the pre-mixed gas turbine 
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a. Pure Methane b. 50% H2 by volume 
Figure 8-8 OH* Chemiluminescence Images Demonstrating Effect of Fuel 
Composition on the Distance to the Flame Center of Mass at a Fixed Flow Rate and 
Equivalence Ratio (Qair=6.2 l/s, Φ=0.7) 
 
RMS pressure amplitude is affected significantly by the fuel composition. 
Holding the other two parameters (equivalence ratio and total air flow rate) constant 
enrichment of methane with hydrogen usually yields in higher amplitude pressure 
fluctuations (see Figure 8-11). This should be related to the more rigorous oxidation of 
the hydrogen content of the fuel blend. The dips at the RMS level observed at 50% H2 for 
3.1 and 4.2 l/s airflow rates (see Figure 8-12) correspond to a combustion regime change 
and therefore are irrelevant to this discussion. At these two points which were described 
as being irrelevant flame does not stabilize at the dump plane but rather stabilizes near 
the injector discharge holes within the pre-mixer. This obviously is an abnormal and 
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undesirable operation. Such problems with flame holding consistently occur for hydrogen 
volume fractions that are over 50%. Higher flame speeds affect flame hydrodynamics.  























Figure 8-9 Dominant Frequency (Hz) with Respect to Fuel Composition and 
Equivalence Rate (Qair=6.2 l/s) 
 
Figure 8-13 shows the scaling of RMS pressure levels which is linked to 
combustion generated noise levels. Data points shown in the scatter plot covers a wide 
parameter space (i.e. equivalence ratio, flow rate and mixture composition). Note that 
Mach number rather than Reynolds number is the appropriate non-dimensional parameter 
for aero-acoustical studies. Data points showing extinction re-ignition behavior near the 
lean blowout limit are typically characterized by high amplitude pressure fluctuations. 
These points are not shown in this plot as these belong to an entirely different regime and 
of no practical relevance to combustor operation. Combustion generated noise typically 
depends on Mach number and flame dilatation ratio. Flame dilatation ratio is defined as 
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Figure 8-11 Effect of Hydrogen Volume Fraction on Root Mean Square Pressure 
Levels (Qair=4.2 l/s) 
 























Figure 8-13 Scaling of RMS Pressure Level (0.4<φ<1.4, 2.5<Qair<7.1 l/s) 
the temperature ratio of burned gases to the unburned reactants. Combustion noise has a 
quadratic dependence on the flame dilatation ratio. Whereas, for the Mach number, 
combustion generated noise has a fourth power dependence. This scatter plot shows that 
in fact these basic scaling laws can explain the resulting limit cycle amplitudes up to a 
certain degree of fidelity. Correlation coefficient of the linear trendline fitted to the 
scatter points is 0.76. Consequently one can conclude that when the whole operating 
range of the combustor is taken into account Mach number and the dilatation ratio are the 
main scaling parameters. 
• Flashback Measurements 
As mentioned early on another important phenomenon in the study of pre-mixed 
flames is flame flashback. Flow regimes leading to flashback were identified in Figure 
8-2. Flashback can be triggered by acoustic velocity fluctuations and is facilitated by 
higher flame speeds. Different fuels therefore have varying degrees of susceptibility to 
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flashback. This is not only due to a change of flame speed other factors are also present. 
For example a change in the flame height alters the location of heat release or a change in 
the flame temperature affects the acoustics by shifting the dominant mode. 
Figure 8-14 presents evidence that flashback is indeed induced by thermo-
acoustic pressure oscillations. The signal on the top is the dynamic pressure history of the 
combustor whereas the signal below is the voltage reading from the flashback 
photodiode. At this flow condition (Qair=6.2 l/s, Φ=0.7, 50% CH4/50% H2) pressure trace 
shows both high and low amplitude fluctuations following one another. When the 
pressure fluctuations have high amplitude they are strong enough to detach the conical 
flame from the tip and hence flashback activity is observed as seen in the figure. Once the 
flame re-attaches (i.e. no flashback activity is observed from the photodiode signal) 
pressure amplitude goes down again. Flame front movement and thermo-acoustic 
phenomena are in fact closely coupled to one another though the dynamic equations 
presented in this text. Velocity fluctuations cause the flame to move. This flame 
movement causes the spatial location of heat release to move thus shifting the 
instantaneous phase between pressure and heat release.   
A sequence phase locked of images is recorded showing the flashback cycle. This 
cyclic behavior can be seen in the CH chemiluminescence images of Figure 8-18. 
Initially flame cone makes a steeper angle with the dump plane in order to balance the 
increase in the oncoming fluid velocity. Shortly afterwards flame departs from its 
attachment point and continues to propagate upstream. At one point flame reaches its 
maximum propagation distance. As the total velocity becomes positive it pushes the 
flame tip back to its attachment point. This behavior is repetitive due to the nature of 
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velocity fluctuations occurring inside the combustion chamber. For flashback 
measurements two sensors separated by a distance of ∆x=6.25 mm are utilized as 
mentioned in the previous chapter. 
Figure 8-15 demonstrates the time histories of heat release and flashback signals. 
Flashback signal is obtained from the fiber optic cable connected to Photodiode I. This 
cable is located about 15 mm upstream of the dump plane level where the flame tip 
stabilizes normally. Therefore a spike in the heat release signal means that the flame has 
reached that point during flashback. In the figure one can see the cyclic behavior of heat 
release due to combustor acoustics. Occasionally spikes are observed in the flashback 
signal. Note that the flashback signal always lags the heat release signal in time. 
Strongest temporal coherence between heat release and flashback signals is always 
observed at the peak heat release frequency. The amount of time lag between the peaks is 
about 2.5 milliseconds. Given the distance between the dump plane and the location of 
the fiber optic cable one can infer about the flame displacement speed during the 
flashback phase of the thermo-acoustic instability cycle. For example, in this case it is 
about 6 m/s.  
Figure 8-16 shows the RMS amplitude of the flashback signal recorded by 
Photodiode I experimentally. Note that for pure methane (i.e. 0% hydrogen) RMS 
amplitude has a monotonically increasing trend, which can rather be attributed to the 
increasing amplitude of limit cycle pressure oscillations. As anticipated there is a lot 
more flashback activity going on when methane is blended with hydrogen, which is 
indicated by the peaks in the corresponding region in the graph. Figure 8-17 depicts the 
cycle of events leading to periodic flame flashback. As this cartoon illustrates, the 
 148 
attached wedge shaped flame moves upstream due to a flow reversal shortly following 
pressure buildup. Vertical arrows pointing upwards and downwards indicate total flow 
velocity (mean + acoustic) and flame speed respectively. Whenever the flame is detached 
from the injector tip the flame anchoring point (tip of the wedge shaped flame) moves 
with a velocity which is the sum of the flame speed and fluid velocity. As it is seen from 
the figure at the mid-cycle flame is entirely inside the pre-mixer. As the cycle progresses 
and the total fluid velocity attains a positive value that beats the flame speed which 
always points towards the reactants side flame front recovers its shape and re-attaches to 
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Figure 8-14 Triggering of Flashback by Thermo-acoustic Instability (Qair=6.2 l/s, 




• Chemiluminescence Measurements 
In order to spatially resolve the temporal heat release characteristics inside the main 
reaction zone and also to track the flame initiation front movement, measurements of the 
CH radical were performed. The CH radicals have been shown to be representative of the 
flame front and CH intensity correlates well with the local heat release. An intensified 
Princeton Instruments PI-Max 512 T-18 G/III CCD camera with a 512x512 pixel 
resolution was utilized to acquire the images. The gate duration for the image acquisition 










































Figure 8-15 Time History of Heat Release and Flashback Signals (6.2 l/s, Φ=0.9, 30 
% H2 by volume) 
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Figure 8-16 RMS Amplitude of the Flashback Signal (Qair= 6.2 l/s) 
 
 
Figure 8-17 An Illustration Showing the Cycle of Events Regarding Flashback 
Flashback  

























     A filter mounted on the camera lens is used to transmit the light at λ=390 nm 
which corresponds to the B2Σ--X2Π(0, 0) emission band of the CH radical (Garland et. 
al., 1985) and to attenuate all other wavelength contributions. A KISTLER 7061B 
piezoelectric pressure transducer mounted at the downstream end of the spinning valve 
provided the phase information. Signal from the pressure transducer is fed into a 
DSPACE data acquisition board and the trigger signal (a TTL pulse) is generated at the 
selected phase angle to trigger the camera. To resolve the complete cycle at each phase 
angle a known time delay is added to the pressure signal. At each triggering condition a 
sequence of 50 images were recorded. These sequences are then averaged to yield the 
corresponding mean intensity field. 
Figure 8-18 shows phase locked CH images with 45-degree phase intervals on a 
pseudo color axis ranging from blue to red. Conical flame initiation front can easily be 
distinguished from these CH intensity images, as this radical is an excellent marker for a 
methane flame front.  In addition, CH radical concentration positively correlates with 
heat release. This particular floe condition at which these images are recorded 
demonstrates flashback instability. Flame is conical and attached at 0-degree phase angle 
with respect to acoustic pressure fluctuations. At the next frame (45-degrees) peak heat 
release is observed, which is evidenced by the large red zone right downstream of the 
flame initiation front (the interface between blue and green colors). After peak heat 
release flame de-attaches from the center body (injector) tip and starts propagating 
upstream. At 180-degree phase instant combustion almost entirely takes place inside the 
pre-mixing zone as seen in the corresponding frame on the lower left corner.   
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• Emission Measurements 
 
Nitric oxide (NO) emission levels were measured and documented for a number 
of experimental test conditions. Nitric oxide emissions were measured using a 
chemiluminescence analyzer (Cambustion FNOX400). A custom made water-cooled 
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Figure 8-18 Phase Locked CH Radical Images (Qair= 5.7 l/s, φ=0.7, 40 % Hydrogen 
by volume) 
 
Figure 8-19 shows the absolute nitric oxide concentration as a function of 
equivalence ratio and total mass flow rate through the reactor. One can also think of the 
vertical axis as some measure of residence time since volumetric flow rate is correlated 
with velocity. As expected emission at lean equivalence ratios are typically only a few 
parts per million. Modern industrial natural gas fueled combustors can also produce NO 
levels below 10 ppm as they operate very close to lean blowout limits in order to drive 
the adiabatic flame temperature down.    
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During the experimental study it is observed that keeping the other variables 
(equivalence ratio, volumetric flow rate) constant and increasing the hydrogen volume 
fraction of the fuel results in increased nitric oxide emissions index values.  This effect is 
consistent with the similar observations made in the literature (Schefer, 2002). On the 
other hand hydrogen enrichment enables the sustainment of combustion at much leaner 


































Air Flow Rate (l/s)
Eq. Ratio
 
Figure 8-19 NO Emissions Index (Pure Methane) 
has long been appreciated as an industry standard technique to reduce nitric oxide 
emissions. Even though hydrogen addition increases NOx emissions at a fixed 
equivalence ratio (see Figure 8-21) the overall emissions still can be greatly reduced by 
burning leaner mixtures of methane and hydrogen blend, which were impossible for the 
pure methane case. This will reduce the adiabatic flame temperature further down 
reducing the thermal and other contribution to the total NOx emissions index.  
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Figure 8-22 shows the correlation between adiabatic flame temperature and nitric 
oxide emissions index (EINO) in a wide parameter space including fuel variability 
effects. Note that for the flow condition tested residence time changes by almost a factor 
of three. Residence time is one of the determining parameters for the equilibrium 
concentration of species. However as the points scatter along a line depending on the 
adiabatic flame temperature one can argue that residence times are longer than formation 





















Figure 8-20 Effect of Hydrogen Enrichment on Emissions Index (Qair=4.2 l/s) 
timescales and the associated effects are relatively smaller. Points on the scatter plot are 
color coded according to the binary fuel mixture composition. As the previous figure 
suggests holding all the other parameters constant and increasing hydrogen volume 
fraction within the fuel blend yields an increase in the nitric oxide emissions index. A 
possible explanation for such an affect is the increased abundance of hydroxyl radicals 
within the radical pool. Higher hydroxyl concentrations can increase the forward reaction 
rates in the nitric oxide formation mechanism where hydroxyl takes part in. This claim 
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can be further substantiated by referring to the OH-PLIF images in a subsequent section 
of the paper. Nevertheless these affects only play a secondary role in determining nitric 
oxide emission levels. As Figure 8-22 suggest the main scaling parameter is the adiabatic 
flame temperature as oxygen based EINO It can be concluded that the extended 
Zeldovich mechanism (thermal NOx) is the dominating pathway to NO formation. 
 

























Figure 8-21 Effect of Hydrogen Fraction and Equivalence Ratio on  EINO at a Fixed 
Air Flow Rate (Qair= 6.2 l/s) 
 
Figure 8-23 demonstrates time histories of NO, pressure and flashback signals. 
All three of them exhibit unsteady behavior. Nitric oxide emission, a key performance 
metric for the gas turbine design, is directly affected by the unsteadiness of the 
combustion process. From this point of view any control strategy which is designed to 
alter the nature of unsteadiness (i.e. the suppression of thermo-acoustic instability), shall 
therefore have a definite impact on pollutant emissions levels as well (Acharya et. al., 
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2006).  In generating Figure 8-23 the convective time delay inside the gas sampling tube 
has been accounted for while plotting the dynamics of the NO signal. Convective delay is 
measured by inducing a step change in the flow condition (i.e. suddenly shutting off the 
fuel supply and extinguishing the flame). As seen from the figure, there is a 180-degree 
phase shift between the combustor pressure signal and the emissions signal. Phase of the 
flashback signal lags the pressure signal by 90-degrees and leads the NO signal by the 
same amount. Hence the flashback signal lies midway between those two other signals 
shown in the plot. 
 
 
Figure 8-22 Relationship Between Adiabatic Flame Temperature and Emissions 
Index in a Wide Range of Load Conditions (0.4<φ<1.4, 2.5<Qair<7.1 l/s) 
 
Measurements regarding carbon monoxide emissions have not been conducted 
but are planned for the near future. However, it is possible to make a few comments on 
this issue. It is well known that there exists a trade-off between NOx and CO emissions 
when traditional hydrocarbon fuels are burnt.  Morris et. al. have conducted tests at full 
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pressure and full temperature with hydrogen addition to natural gas. Their results indicate 
that blends of up to 10% hydrogen by volume showed reduced CO emissions with 
increased hydrogen addition under lean conditions and moreover they indicate lower NOx 
emissions for a given CO emission level. In this study hydrogen methane blends of up to 
50 % hydrogen content by volume are investigated yet similar results regarding CO can 
be expected of this study as well. Furthermore, the aim of hydrogen enrichment is to 
eliminate CO and UHC emissions in the long run as hydrogen enrichment of natural gas 
















































Figure 8-23 Time Histories of NO, Pressure and Flashback Signals (Qair= 6.2 l/s, 




• Mathematical Modeling 
 
Assuming a quasi one-dimensional flame in a variable area duct the following 
linearized acoustic model has been obtained from the Euler equations, conservation of 
energy and equation of state. Details of derivation are left to the appendix section. 
Interested reader is referred to that section for a step-by-step derivation procedure. 
However the main underlying assumptions can be summarized as follows; Inviscid flow, 
one-dimensional flow in a variable area duct, calorifically perfect gas, fully premixed and 
finally negligible pressure losses along the entire length of the combustor. These 
assumptions lead to the following acoustic equations (see Eq. 8.6 & 8.7). These equations 
govern the dynamics of one dimensional acoustic wave motion inside the combustor 
tube. Near the flame acoustic field in a real combustor is indeed two-dimensional but this 
two-dimensionality of the field has almost no impact on flame behavior (Lee et. al., 
2003).  
While solving these equations, fully non-reflecting (closed) and fully reflecting 
(open) boundary conditions are used for closed inlet and open outlet respectively. The 
boundary condition imposed by the closed end of the tube is that air particles at the 
closed end cannot move back and forth since they are adjacent to a wall; they can only be 
compressed against the end of the tube. Thus pressure can fluctuate maximally at the 
closed end of an acoustic tube, but particle velocity is zero. Conversely, boundary 
condition imposed at an open end of an acoustic tube is that air pressure must be equal to 
ambient air pressure. Air particles at the open end will respond to a pressure wave 
coming out of the tube not by compressing, since there is no wall to compress against. 
Thus at the open end of an acoustic tube, a standing wave has maximum fluctuation in 
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volume velocity, but zero variation in air pressure. These boundary conditions (Eqs. 8.8-
8.9) represent the situation inside the combustor tube realistically. 
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In general for a fully premixed flame, combustion occurs within a thin interface 
that separates fresh and burnt gases. For a one-dimensional situation as in here flame 
front can be modeled as an infinitely thin plane. This assumption is satisfied on the 
condition that the axial extent of heat release (diameter of the combustor) is much smaller 
D c ω<<  in comparison with the acoustic wavelength (Dowling, 1995). Furthermore, in 
practice combustor is usually a small part of a much large inlet outlet ducting system 
such that this assumption is justified. Now by concentrating all heat release at the flame 
base (see Eq. 8.10) such that ( ) ( , )fx t f a t= , Eq. 8.7 can then be written as follows;  
( )
( ) ( )( )2 21 1 1 fu A xP q x xt A x xc c
γ δ
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This approach greatly simplifies the analysis, as one does no longer has to deal 
with a distributed heat source along the length of the combustor.  
Further assuming constant properties before and after the planar flame; 































As a result, density, speed of sound and temperature are constant in either side of 
the flame. Flame front represents a discontinuity over which a sudden jump occurs in 
these properties. Considering the nature of premixed flames this assumption is a valid one 
and is often used to simplify the analysis.   
System of equations need to be solved are partial differential equations that 
require both initial and boundary conditions. Further simplification is possible through 
operating on Equation 8.7 by t∂∂ and on Equation 8.11 by x∂∂ and by combining them 























Now using separation of variables to express pressure as the product of a time 
dependent amplitude η(t) and spatial mode shape function ψ(x), which satisfies the 
boundary conditions, the partial differential equation (PDE), can be simplified into an 
ordinary differential equation (ODE). In fact there exist more than one admissible mode 
shape yet one can assume a single dominant mode is present without any loss of 
generality.  
( ) ( ) ( )xtPtxP ψη=′ ,  8.13 
Similarly the acoustic velocity u′ can be expressed as follows, 






ψη  8.14 
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Plugging Eqs. 8-13 into Equation 8.12 one arrives at the following ODE (Eq. 
8.15) after some trivial manipulation. This is the oscillator equation that governs the 






′−=+ −12 1γηωη  8.15 
The so-called energy E of the mode shape ψ, which appears in Eq. 8.15, is given 







Applying the boundary conditions at the inlet and outlet (Eqs.8.8-8.9) along with 
the continuity of pressure condition across the flame interface one arrives at the following 
acoustic mode shape as in Eq. 8.17.  














































In the above equation the constants α and β are defined as follows (Eqs.8.18-
8.19). 
uf cxϖα =  8.18 
( ) df cxL −=ϖβ  8.19 
Lowest possible frequency of oscillation ω is the smallest root of the following 
equation. This shall be the dominant acoustic mode of the combustor. Other roots 
correspond to acoustic modes with higher frequencies. Since only one mode is assumed 
to be present these need not be solved for.  
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( ) ( )dduu cc ρρβα =tantan  8.20 
Should thermo-acoustic instability be predicted with a linear model, without a 
non-linear one the amplitude and exact frequency of the non-linear limit cycle 
oscillations would be unpredictable (Eisenhower, 2000). This is because with a linear 
model, system response would grow to infinity, an unphysical behavior. Examples of 
non-linear systems include the response of a violin string to a bow or wind excited 
oscillations of transmission lines etc. Non-linearity destabilizes the system response until 
certain amplitude is reached. Beyond this point non-linearity has a stabilizing effect on 
the system amplitude and reduces the magnitude of the system response. Therefore a 
limit cycle is established. A stable limit cycle is defined as a closed contour inside the 
phase plane to which trajectories approach asymptotically. Response of the Van Der Pol 
equation would be a good mathematical example for this phenomenon.  
In the experimental facility a limit cycle behavior is evident from the periodic 
finite-amplitude up and down movement of the conical flame base, which is well 
correlated with the acoustic instability cycle. The outcome of the mathematical model 
should at least resemble this kind of physical response. Consequently a purely linear 
model shall not be sufficient in terms of resolving flame hydrodynamics. In this thermo-
acoustic model it is possible to include a non-linearity of such saturating nature in the 
feedback term (see Figure 8-25) that relates acoustic velocity to the heat release. For 
acoustic velocities under a certain value the system exhibits unstable dynamics. On the 
contrary beyond this critical value the system exhibits stable dynamics. The very physical 
argument behind this is that the amount of unsteady heat release should be bounded by 
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the amount of fuel available to be burnt. After all the fuel available at the flame location 
is consumed the unsteady heat release must in fact vanish. 
The non-linearity in the feedback equation (Eq. 8.21) takes care of the desired 
non-linearity by gradually saturating the heat release in frequency domain. This 
saturation effect is also experimentally observed in the work of Lieuwen. β is the static 
gain α is the cut-off frequency of the filter. These filter coefficients are obtained by Park 
et. al. (2002) by linearizing the heat release equation. These parameters are functions of 
the operating conditions (equivalence ratio, residence time etc.). For small values of 
fluctuating mass flow rates the system behaves just like a first order linear time invariant 
filter. However, at larger disturbances the term in parenthesis on the right hand side 
introduces a non-linearity by saturating the heat release output. Due to this saturation 
effect a stable limit cycle can be reached. This is consistent with the physical 























A level set based front tracking method is used to resolve flame front dynamics. 
Premixed flame stabilizes on the fuel injector tip, which acts like a center-body.  
Assuming an axisymmetric flow field and further assuming that combustion occurs on a 
surface whose axial position is given by a single-valued function ( , )z f r t= , flame 
surface can be defined by a level-set of the well-known Markstein’s G-equation 
( , , ) 0G z r t = . G-equation allows one to decouple dynamics of the reacting flow field 
from chemistry (Markstein, 1964).  
( , , ) ( , )G z r t z f r t= −  8.22 
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Flame surface defined by G=0 moves towards the side of the un-burnt reactants 
along its normal direction with a laminar flame speed SL relative to the oncoming fluid 
velocity. This phrase can be expressed mathematically as follows (Eq. 8.23). Note that 
velocity appearing in these equations is the total flow velocity, which is the sum of mean 
and instantaneous (acoustic) components. 
( )ˆ . 0L
DG G
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Now plugging in G from Eq. 8.12 and expressing the normal vector as 










Neglecting the radial component of velocity as both the mean and fluctuating 
(acoustic) component of the velocity were assumed to be one dimensional Eq. 8.24 can 










Self-excited oscillations in a ducted can be sufficiently intense ( ) ( )O u O u′≈ , so 
that flame can leave its attachment point and propagate upstream (Dowling, 1999). For 
flow velocities less than flame speed (particularly high for hydrogen fuel) flame cannot 
remain attached at the tip and starts to propagate downstream. Therefore the boundary 
condition of Eq. 8.26 at r a= should take this flashback phenomenon into consideration. 
In addition to de-attachment flame remains perpendicular to the center body to assure 
zero normal velocity on the wall of the flame-holder on both sides of the flame. Eq. 8.21 
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as per Dowling (1999) prescribes the appropriate boundary conditions for the flame-front 
equation. Apparently there is a certain hysterisis associated with this boundary condition 
treatment. Such hysterisis effect however is also observed experimentally in the Schlieren 
images of Jones (1974). 
( ) ( )
1/ 22 2
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Apparently this approach introduces one more dynamic coupling mechanism into 
the picture, which is anticipated to be important in the study of poorly stabilized flames, 
which are prone to blow-off or flashback.  
Using Reynolds time averaging concept mean position of the flame front is a 
conical surface attached at the tip of the center-body (see Figure 8-24) as it is given in Eq. 
8.27. 
( )
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Laminar flame speed appearing in the above equations can be easily obtained 
from basic theory. Laminar flame speed SL is a function of Zel’dovich parameter, thermal 
diffusivity and the forward reaction rate Kf. 
22L fS Kβ α
−=  8.28 
where the Zel’dovich parameter β is expressed as, 





β = −  
 
8.29 
and the forward reaction rate is determined using single step generalized chemistry such 
that, 
 166 
( )RTETOxidizerFuelBK anbaf −= exp][].[  8.30 
For a mixture of gases flame is assumed to propagate at a speed associated with 
the component that has the highest flame speed. For hydrogen enriched methane this 
component is hydrogen most of the time above a certain hydrogen mass content. Table 
8-1 shows the reaction rate parameters such as temperature exponent n, pre-exponential 
factor B and activation energy Ea. These parameters are used for the calculation of Kf that 
appears in the laminar flame speed equation (see Eq. 8.28).  
In addition flame area can be calculated by evaluating the following integral (Eq. 
8.31).  
Table 8-1 Reaction Rate Parameters 
Reaction n a  b B Ea (kJ/kmol) 
CH4+ 2O2 → CO2 + 2H2O 0 -0.3 1.3 9.10
5 48.4 
 
Original flame front level set equation is a type of H-J (Hamilton-Jacobi) 
equation, which poses certain difficulties during numerical solution as it also admits non-
smooth solutions, which do not make any physical sense. For this reason flame front 
equation and the corresponding boundary condition are transformed into an equivalent 
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8.31 
Taking the gradient r∂∂ of both sides in order to transform the dynamic flame 
front equation (Eq. 8.25) into a weakly hyperbolic conservation equation form one arrives 













































































∂=ξ  8.34 
 
Figure 8-24 Geometry of the Flame 
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Eq. 8.33 simplifies into a conservation equation form such that the time derivative 











∂ 21  
8.35 
Now this equation is discretized in space using a 5th order WENO scheme and 
integrated in time using a 3rd order accurate total variation diminishing Runge-Kutta 
scheme.  Further details on discretization and time integration are not presented in this 
text. However, since one is only solving for ξ which is the derivative of the single valued 
flame front function in the radial direction, it is necessary to re-construct f in every time 
step. This is simply achieved by integrating ξ(r, t) along the radius starting at the center 
body r=a.  
( ) ( ) ( )tafdrtrtrf
r
a
,,, += ∫ξ  
8.36 
In the above equation the term ( )taf , represents the position of the flame tip in 
time. While taking the gradient of Eq. 8.25, this information is lost. Therefore, it is 
necessary to track the tip of the flame in time separately. If the flame is attached at the tip 
and the oncoming fluid velocity exceeds the flame speed, then the flame does not move 
and remains attached at the tip.  On the other hand if the flame is de-attached from the tip 
or flame speed exceeds the fluid velocity, the tip moves with a velocity Lu S− . 
Mathematically this can be formulated as follows. 
( ) ( ), 0 ( , ) 0
( , ) 0
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Figure 8-25 Block Diagram Showing Thermo-Acoustic Coupling 
 
 
By integrating the above expression in time the information lost about the location 
of the flame tip is recovered. Note that at initial time t=0 the flame is assumed to be 














Figure 8-26 Conical CH4 Flame Inside the Combustor 
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• Flashback Simulations 
In this section simulation results of coupled acoustic and hydrodynamic equations 
are presented in detail. A total of 77 uniformly spaced grid points are used in the radial 
direction in order to resolve the shape of the flame front. A sufficiently small time step, 
which enables to capture acoustic oscillations, is used to integrate the model equations. 
Time integration is stopped in each case only after a stable limit cycle is reached. Due to 
the non-linearity (saturation effect) in the heat release equation a limit cycle oscillation is 
quickly established starting from an arbitrary initial condition (see Figure 8-27). 
Furthermore, amplitude of this limit cycle depends on the combustor operating 
conditions. Frequency of this limit cycle is governed by the dominant acoustic mode of 
the combustor. Peaks observed around 140 Hz. in Figure 8-28 correspond to this 
dominant mode for that particular operating condition that they correspond to. As 
mentioned earlier a single acoustic mode is assumed to be present within the combustor 
as it can be seen from the Fourier spectra. Mode shape ψ(x) of the standing pressure 
wave given by Eq. 8.17 is plotted in Figure 8-29. The small peak at the third harmonic of 
the dominant mode (420 Hz.) seen in the heat release spectra is a direct result of the non-
linearity in the heat release equation. However, energy contained in this harmonic is 
much smaller in comparison to the dominant mode. Modes corresponding to higher 
natural frequencies (in the order of kHz) do not get excited due to the first order filter 
nature of the heat release equation. 
Figure 8-30 demonstrates the phase locked (with respect to pressure) position of 
the flame initiation front obtained from numerical simulations. Position of the flame front 
is shown at 90-degree phase intervals. For this case the ratio of laminar flame speed and 
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mean axial flow LSu / velocity is 0.6. In a typical pre-mixed gas turbine combustor flame 
speed Mach number is typically one order of magnitude less than the Mach number of the 
oncoming fluid flow, similar to the case investigated here. Position of the flame front is 
determined by solving Eq. 9.20 numerically. Owing to high frequency fluctuations flame 
front does not experience excessive curvature, consistent with Dowling’s observations.  
Recall that Figure 8-18 showed the phase locked position flame-front experimentally. In 
this regard there is a correspondence between these two figures. It is seen from the figure 
that almost all the time flame is inside the pre-mixing section moving up and down as in 
the case of experiments. Only around 270-degree phase instant flame attaches the tip of 
the center-body (injector) briefly and de-attaches again. During this limit cycle oscillation 
flame reaches its maximum propagation distance around 90-degree phase instant at which 
heat release is at its peak point.  
Figure 8-31 shows the phase plot of flame tip position with respect to limit cycle 
pressure oscillations corresponding to previous figure. Shape of this curve in the phase 
plane reminds that of an ellipse. At z=0 the flame is attached at the tip and negative 
values signify that flame has moved towards the inlet section. Flame propagates up to a 
non-dimensional distance of z/R=-0.35 which is rather significant, at an instant where 
peak pressure is reached. This distance on the other hand is rather dependent on the 
operating condition. This shall be demonstrated in the latter figures. On the contrary, 
flame tip is closer to the dump plane when dynamic pressure is at its minimum. 
• PLIF Measurements 
 
Laser induced fluorescence is a powerful tool for the selective detection of 




Figure 8-27 Development of Limit Cycle Pressure Oscillations from an Arbitrary 
Initial Condition (φ=1.0, Q=540 lt/min at x/L=0.85) 
 





















Figure 8-29 Mode Shape of Acoustic Pressure Corresponding to Figure 8-27. 
distribution of the excited species in the flame front is important to gain an understanding 
of the combustion process. 
Planar laser induced fluorescence (OH-PLIF) measurements for the hydroxyl OH- 
radical have been conducted in order to reveal the structure of the flame front and asses 
the validity of some of the simplifying assumptions made during the analysis. PLIF is 
also providing the spatial and temporal variations in the heat release, but in the spatial 
domain it gives useful information for the mechanism of flame structure. In addition the 
movement of the flame front with respect to the instability cycle is resolved.information 
about heat release on the plane of measurement and also can give some information about 
the flame area from the edges of those OH-PLIF images. When combined with a velocity 
measurement technique such as PIV (particle image velocimetry) one can get information 
about the flame propagation speed and its relation with turbulence, mixture composition 
etc. This level of detail is not presented here however such measurements are planned for 
prospective studies. OH-PLIF images have sufficient signal to noise ratio to enable 
























Figure 8-30 Flame Front Location with Respect to Pressure Oscillations 













Figure 8-31 Phase Plot of Flame Tip Location with Respect to Pressure Oscillations 
Corresponding to Figure 8-27 
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Figure 8-32 Root Mean Square (RMS) Amplitude of Limit Cycle Pressure 
Oscillations Recorded at x/L=0.85 
 
registered specify the unburned gases such as in the pre-flame zone. OH radical is found 
in the flame and post-flame regions. Therefore OH signal can be used to track the flame 
front. Unlike chemiluminescence imaging PLIF measurements do not suffer from a line 
of sight integration (as measurement is confined in a plane) and can give information 
about the two dimensional features of the flame front with a higher fidelity. Having said 
that one must keep in mind that swirling and reacting flows such as the one investigated 
here have three dimensional characteristics. 




← X2Π(0, 0) 
band 281.34 nm and fluorescence is collected at the range from 306 to 320 nm.where η 
represents the overall efficiency of the optical setup in converting photons from 
fluorescence into photoelectrons incident on the detector, Vc is the collection volume, no 
is the number density of the absorbing species, fJ” is the Boltzmann fraction of the tracer 
species molecules that are in the absorbing state, B is the Einstein coefficient for 
stimulated absorption, E is the laser energy fluorescence, and g is the spectral 
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convolution of the laser spectral distribution and the absorption transition. The 
fluorescence yield φ, defined as A/(A+Q), where A is the Einstein coefficient for 
spontaneous emission from the populated upper states and Q is the rate of electronic 
quenching to the lower state, represents the fraction of the molecules pumped to the 
upper state which decay radiatively. At the atmospheric combustion pressures used in this 
study, Q>>A, therefore A=Q. As Q is directly proportional to the total number density 
ntot, the fluorescence signal Sf ~ no/ntot, which is the molar fraction of the tracer 
molecules. Visualization with OH PLIF requires that the variation in OH mole fraction in 
the region of interest affect the fluorescence signal more strongly than changes in other 
parameters appearing in Eq. (8.39). The most critical issue is the temperature dependence 
of the Boltzmann fraction of the absorbing state. For the absorption transition considered 




← X2Π(0, 0) band of OH, located at 283.31nm 
such effects play a relatively minor role in interpreting the signal in the regions observed 
to contain OH, and the fluorescence intensity can be qualitatively linked to OH mole 
fraction (Morris et. al., 1996). 
φη BEgfnVS Jocf ′′=  8.39 
Experimental arrangement of the PLIF system is shown in Figure 8-34. Setup 
includes a Nd:YAG pumped dye laser, an intensified CCD camera, sheet optics and a 
computer controlled programmable timing unit (PTU). After passing sheet optics, 283.3 
nm wavelength UV laser beam forms a sheet of approximate thickness 0.5 mm which 
passes through the center of the quartz tube. Pulse energy was set to approximately 10 mJ 
and the pulse duration was 10 ns. An intensified ICCD camera (Princeton Instruments PI- 
Max/512), which uses a 512 x 512 Thomson CCD array, detected the induced 
 177 











Figure 8-33 Maximum Distance Traveled Upstream by the Flame Tip During a      
Single Instability Cycle (m) 
 
fluorescence images. Gate duration for the camera was set to during the acquisition of 
images. A glass filter ensured that only light between the wavelengths 300 – 320 nm is 
transmitted and all the other scattering rejected. Hence, OH * can be collected using UV-
sensitive CCD cameras. Rectangular PLIF images correspond to a 150 mm x 70 mm 
region of the flow field.  
A peak finding scan was performed in the vicinity of 280nm -290nm with a 
wavelength increment of 0.05 nm. This narrow band scan is used to correct any possible 
detuning of the dye laser. Figure 8-35 shows the OH fluorescence spectra within this 
interval. As seen in the figure peak signal strength is observed at 283.39 nm which 
corresponds to a A2Σ+← X2Π(0, 0) electronic transition of the hydroxyl radical. PLIF 
images are recorded at this wavelength of maximum signal strength. 
Image acquisition is phase locked with respect to the pressure instability cycle. 
Necessary phase information was determined by the upwards sloping zero crossing of the 
combustor pressure signal recorded by the piezoelectric transducer mounted on the 
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combustor wall. Knowing the dominant frequency (thus the period) of oscillation a 
digital TTL trigger pulse was generated after the corresponding time delay for the desired 
phase instant (see Figure 8-36). Other variables of interest (heat release, NOx, etc.) are 
also simultaneously logged with the image acquisition so that their phase behavior could 
be investigated as well. Data logging and image triggering is orchestrated by a personal 
computer equipped with a data acquisition board and running LabView software, a 
second PC equipped with a LaVision programmable timing unit (PTU) receives the 
master trigger pulse generated from LabView program and fires the Nd:Yag laser (which 
pumps the dye laser) and gates the ICCD camera with precise timing. Intensity images 
are recorded on this second computer. An intensifier gain of 210 and a gate time of 1000 
ns is used for all PLIF imaging. Gating of the CCD array starts right after the Nd:YAG 
laser receives the firing trigger pulse. At each phase instant a total of 50 frames were 
recorded and averaged. Note that zero crossings as an indicator of phase is valid if and 
only if the oscillatory signal is dominated by a single component. In all data presented 
here this is the case as it can be seen from the Fourier spectra of pressure signal. Figure 
8-38 shows phase locked OH-PLIF images of the two flow conditions investigated. 
Images are separated with 45-degree phase difference from each other. Intensity images 
are depicted with a pseudo-color scale ranging from blue to red. Red zones signify high 
intensity whereas blue signifies the opposite. From these OH-PLIF images the location of 
the flame front can be identified. Flat background (where there is no OH fluorescence 
signal) is removed from the images for ease of interpretation. Figure 8-38a shows images 
for pure methane case, whereas Figure 8-38b shows images for 50% methane / 50% 
hydrogen by volume fuel mixture case. For both cases investigated equivalence ratio and 
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air flow rates are the same recoded at Qair=6.2 l/s and φ=0.7.  Both cases are phase locked 
respect to their individual dominant modes. For the pure methane case this is the 90 Hz 
mode. On the other hand for the methane hydrogen blend there are two modes, the 
dominant one (i.e. the one with higher amplitude) being at 40 Hz. Dominant frequency 
 
 
Figure 8-34 Schematic of the Experimental PLIF Arrangement 
with shift as a result of fuel mixture composition is consistent with the results presented 
in Figure 8-9. An immediate conclusion that could be drawn from these images is at 
Figure 8-38b there is higher OH intensity (hence more heat release) compared to Figure 
8-38a. This is due to hydrogen addition. Hydrogen addition increases the OH radical 
concentration and hence heat release and due to increased heat release temperature 
increases as well. Both the increase in hydroxyl concentration and the increase in 
temperature enhance the nitric oxide formation rates. These are consistent with 
observations made in Figure 8-21 while discussing the issue of emissions. Another 
observation is that the hydrogen addition shifts the flame center of mass towards the 
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dump plane. This is a parallel observation that was derived from OH* chemiluminescence 
images of Figure 8-8.  
Aside from these preliminary observations and conclusions it is rather necessary 
to discuss the spatio-temporal dynamics of the flame front, which was the primary motive 
of conducting these measurements in the first place.  From these spatio-temporal 
characteristics one can infer results regarding the combustion regime and flame holding 
characteristics. From Figure 8-38 it can clearly be seen that hydrogen enriched flame 
occupies a significantly larger volume and area with respect to the pure methane flame. 
In addition, on time average basis hydrogen enriched flame makes a narrower angle with 
the oncoming reactant flow in comparison with the pure methane flame although the 
oncoming flow velocities are the same. This is a direct consequence of the flame speed 
being higher with the hydrogen enriched case. Another difference is observed regarding 
flame anchoring. For the pure methane case it is observed that during part of the cycle 
flame lifts off from the center-body yet a stronger attachment is present for the hydrogen 
enriched case. Not only the flame attaches better at the center body which is of course 
desirable, but also flame speed is so high that during the cycle flashback occurs which is 
quite an undesirable situation.  
From the PLIF signals it appears that there could be a difference between the 
combustion regimes of pure methane and 50% hydrogen enriched methane flow 
conditions as such a difference was suspected from a sudden decrease of the dominant 
frequency. It rather seems that combustion is occurring in the bulk for the hydrogen 
enriched flow condition with a flame spread across the combustor tube (see Figure 
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8-38b). Consequently this might help explain why a reactor based approach works better 
to correlate blowout data for hydrogen rich mixtures (refer to Figure 8-5). 
On the other hand regarding flame flashback, direct evidence pointing to flow 
reversal during part of the instability cycle cannot be provided from these phase resolved 
OH-PLIF images. However, flashback photodiode signal clearly tells that flashback is 
occurring yet there is no direct optical access into the pre-mixer section. All PLIF images 
show a region that is exactly above the combustor dump plane. Direct evidence to flow 
reversal can be presented using phase locked PIV (Particle Image Velocimetry) 
measurements. These measurements are planned for prospective research and are 
discussed briefly in the next chapter of this dissertation.  
 
Figure 8-35 OH-PLIF Peak Finding Scan 
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Flame fronts in all of the OH-PLIF images presented in this chapter exhibit a 
more complex topology then a simple singly connected front. This is primarily due to 
complex flame-vortex interactions (including the large re-circulation vortex that helps 
stabilize the flame) and of course due to the turbulent nature of the reacting flow under 
investigation. An example to this observation would be the shape of the flame front 
depicted in Figure 8-38a at 315-degrees. In this image part of the flame is attached at the 
center-body, yet a part of the flame is broken-off from this attached flamelet just as it 
 
Figure 8-36 Camera Triggering Diagram 
would be in a lifted flame situation. When the 90 Hz thermo-acoustic instability cycle 
further progresses these two fronts unite back together in order to form a singly 
connected domain as assumed by the simplified ODE based mathematical model. A PDE 
based approach such as LES (Large Eddy Simulation) would perform better in resolving 
such complex flame front topology. These PLIF measurements also serve as an 
experimental validation basis for such PDE based computational fluid dynamics studies.  
Occasionally within the OH-PLIF images presented in this chapter one observes 
regions of extinction inside the flame (i.e. Figure 8-38a 225-degrees, Figure 8-38b 180-
degrees and Figure 8-40 315-degrees). These local flame extinction sites are most likely 
caused by small scale turbulent eddies. Flame extinction can occur at these sites due to 
locally high strain rates causing a mismatch between the local chemical time scale and 







the turnover time for the local eddy. Again further evidence from velocity field 
measurements (such as PIV) would prove to be useful.  
Edges characterize boundaries and are therefore of fundamental importance to 
image processing. Edges in images are areas with strong intensity contrasts (hence a 
sudden change in OH concentration). Edge detection reduces the amount of data and 
filter out the useless information albeit preserving the important spatial features. For 
further processing OH-PLIF images a Canny edge detection algorithm is used. Canny 
algorithm is the optimal edge detector and has three important criteria. First one is the 
low error rate. Secondly edge points should be well localized last criterion, is to get a 
single response for a single edge. Due to these criteria, the canny edge algorithm initially 
smoothes the image to eliminate noise. Consecutively it computes the image gradient in 
order to select regions with large spatial derivatives. Canny algorithm then tracks 
alongside these regions and suppresses any pixel that is not at the maximum (non-
maximum suppression). The gradient array is also further reduced by hysteresis. 
Hysteresis is used to track along the remaining pixels that have not been suppressed. 
Hysteresis uses two thresholds and if the magnitude is below the first threshold, it is set 
to zero (made a non-edge) and vice versa. And if the magnitude is between the two 
thresholds, then it is set to zero unless there is a path from this pixel to a pixel with a 
gradient above the second threshold. Here Canny edge detection algorithm is 
implemented using the Image Processing Toolbox of MATLAB. Results are shown in the 
following figure (see Figure 8-39). As it can be seen from these images the edge 
detection algorithm has successfully reduced the amount of data in the OH-PLIF images 
































































































































































c. 50% H2 by volume 
Figure 8-37 Phase Averaged Pressure, Heat Release and Flashback Signals (Qair= 




a. Pure Methane 
 
b. 50% H2 by volume 
Figure 8-38 Phase Locked OH-PLIF Images (Qair=6.2 l/s, φ=0.7) 
methane case yet similar results can be obtained by processing the remaining OH-PLIF 
images. Movement of the flame front locations is also clearly seen in these OH-PLIF 
edges. Further commenting on these figures would be redundant information as the 
characteristics of the OH-PLIF images have already been discussed in this chapter. 
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Another set of phase locked OH-PLIF images were recorded at a higher air flow rate of 
Qair=7.1 l/s and at φ=0.8 using pure methane fuel (see Figure 8-40). Phase locking was 
performed with the 100 Hz dominant instability cycle. For this particular flow condition 
due to higher oncoming flow velocities flame is highly strained. Furthermore, since pure 
methane is used flame speeds are not as high as the hydrogen enriched conditions. Should 
the oncoming air flow rate is increased a little bit more flame would exhibit low 
frequency extinction re-ignition behavior would occur and the flame would eventually be 
blown out of the physical boundaries of the combustor. Also in this figure background 
(region where no OH fluorescence is recorded) is removed for the ease of interpretation 
of the figures. Since the flame is subjected to high strain rates and the flame speed is not 
sufficiently high a strong flame attachment cannot be observed for this flow condition. In 
fact flame is only attached to the center-body (i.e. the flame holder) for less than a quarter 
of the whole thermo-acoustic instability cycle. For the rest of the instability cycle flame is 
de-attached from the injector and is lifted above the dump plane. Here it can be 
concluded that for such flow conditions front propagation is the flame stabilization 
mechanism. This also helps explain some of the blowout data correlations presented 
earlier in this chapter. These result aid in the explanation of the very poor correlation 
between the reactor based loading parameter and blowout equivalence ratio (see Figure 
8-6) for pure and hydrogen poor methane/hydrogen mixtures. As observed in Figure 8-5 
fuel mixtures of such composition do correlate quite better with the flamelet based 
loading parameter which assumes that the flame stabilizing mechanism is front 
propagation. Under this hypothesis regime blowout occurs when the local flame speed is 
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less then the oncoming fluid velocity everywhere in the flame. De-attached and lifted 
flamelets can easily be identified in Figure 8-40. 
8.4 Conclusion 
A mathematical model has been developed in order to identify the thermo-
acoustic instability induced flame flashback and flame holding characteristics. In 
addition, experiments were conducted using pure and hydrogen enriched methane of 
varying composition as the fuel gas. Generally good qualitative agreement is observed 
between theory and experiments. 
First of all, thermo-acoustic instability induced flashback could be realistically 
simulated using the developed mathematical model. Due to the non-linear nature of the 
coupling between heat release and mass flow perturbations a stable limit cycle whose 
amplitude is dependent on flow conditions is observed. Introduced non-linearity is of ad-
hoc nature, which has a certain physical justification to it as explained earlier. 
Nevertheless, one can conclude post-hoc that the results closely mimic the actual 
combustor behavior (limit cycle, flashback, RMS pressure etc.).  Furthermore, this 
chapter clearly identifies thermo-acoustic instability as a driving cause of flashback 
instability. 
Hydrogen addition to methane substantially extends lean flammability limits. 
Lean combustion enables very low nitric oxide emission levels (typically only a few 
ppm) to be achieved. This is the main benefit of hydrogen enrichment. Otherwise adding 
hydrogen to the mixture and keeping all the other variables fixed increases nitric oxide 
levels. This effect is due to the existence of a richer OH radical pool, which in turn boosts 






















Figure 8-40 Phase Locked OH-PLIF Images (Qair=7.1 l/s, φ=0.8) 
equivalence ratio, adiabatic flame temperature does not change with increasing hydrogen 
content at a fixed equivalence ratio. Combustion takes place sequentially, hydrogen is 
consumed under stochiometric conditions then the leftover oxygen oxidizes methane. 
Therefore, one can rule out the effect of temperature change, as a possible cause of 
increased NO emissions. 
In order to prevent the occurrence of flashback attention should be focused 
primarily on killing the low frequency pressure fluctuations. If the instability occurs at a 
rather low frequency then the period of oscillations are larger which gives the flame 
plenty of time to propagate upstream when flow reversal occurs.  
Hydrogen enrichment can also cause a sudden shift in the combustion regime (i.e. 
dominant frequency and mode shape).  Mechanism leading to this shift should be 
explored in detail. 
Significant flame holding problems were encountered with hydrogen rich (i.e. 
hydrogen volume fraction greater than 50%) fuel mixtures. Therefore pure H2 could not 
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be oxidized with this combustor arrangement. For such mixtures it is observed that the 
flame front is not a conical surface attached at the tip of the center body. Rather the flame 
appears to stabilize inside the pre-mixer near the fuel discharge holes of the injector.  
OH-PLIF measurements have also been conducted at selected load conditions. 
Such measurements enable gathering information about the flame front in a single plane 
hence there is no line of sight integration.  From these measurements certain conclusions 
regarding the blowout correlations presented earlier in the chapter. Also the effect of 
hydrogen enrichment on the flame front was studied. 
Part of the future work is aimed at developing active control strategies in order to 
stabilize the flame front movement. It is observed that flashback is primarily triggered by 
thermo-acoustic instability. Acoustic velocities are typically an order of magnitude larger 
than laminar flame speeds. Therefore, an active control scheme designed to suppress the 
amplitude of thermo-acoustic limit cycle oscillations is also anticipated to help resolve 
the flashback issue. Numerical details about resolving the flame hydrodynamics shall be 
discussed in great detail in a prospective paper along with a parametric study covering a 
variety of load conditions. Another research prospect is to couple this model with a multi-
step reduced chemical kinetics scheme for H2/CO/CH4 (methane + synthesis gas) 
mixtures and study the effect of acoustics, flame hydrodynamics and mixture 
composition on nitric oxide and carbon monoxide emissions.  Present paper assumes a 
one step global chemistry to determine reaction rate and linearizes it to obtain heat 
release filter coefficients. However, a more detailed reaction mechanism without any 
linearization would enable a better understanding of these aforementioned phenomena 
within a single more complete mathematical framework. 
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CHAPTER 9 CONCLUDING REMARKS AND FUTURE 
DIRECTIONS 
9.1 Summary of Work 
 
This dissertation work has addressed the following issues, which are of interest to 
the gas turbine research community. First of all, this dissertation has introduced 
(following O’ Donnell, 2001) and demonstrated the effectiveness of the side-air jet 
forcing concept on fuel air mixing in a reacting flow environment. Previous works on jet 
forcing effects on mixing were conducted in non-reacting environments. Therefore, this 
dissertation adds to that existing knowledge by presenting the proof-of-concept in a more 
complex reacting flow arrangement, which is of practical interest to the power generation 
and aviation industries. In order to demonstrate this effectiveness, a can type (i.e. of 
cylindrical geometry) spray combustor equipped with a number dilution holes is utilized. 
Design of this combustor resembles that of the commonly used commercial RQL 
combustors. Such designs are widely utilized in aeroengines. Actuation necessary for jet 
forcing was provided either by a generically designed spinning valve or by a number of 
loudspeakers mounted at equal polar angles. This spray combustor was operated with two 
different fuels throughout the study; namely ethyl alcohol (C2H5OH) and K1 grade 
kerosene blend (to resemble Jet-A fuel combustion).  
The parametric effects of blowing ratio, jet to mainstream momentum ratio, 
equivalence ratio on the combustor performance metrics such as the uniformity of 
temperature distribution (used as a proxy for fuel air mixing) and nitric oxide emissions 
are investigated.  Certain conclusions were reached regarding these parametric effects. In 
sum, it can be concluded that side air jet forcing when parameters of interest (forcing 
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frequency, blowing ratio etc.) are optimized properly simultaneous improvement in both 
fuel air mixing and nitric oxide emissions are possible. More specific conclusions are 
presented at the end of each individual chapter. In order to avoid redundancy specific 
details shall not be cited again in this chapter. 
In the light of these aforementioned studies a wavelet-based de-convolution of the 
temperature field has been performed to resolve the hierarchy of the scales, which are 
responsible for the alteration of the temperature field as the dimensionless forcing 
frequency (Strouhal number) and blowing ratio were varied. It has been found that 
forcing has effect on large-scale structures, which are at the same order of magnitude as 
the characteristic jet length scale. Moreover, it is observed that these effects were more 
pronounced as the blowing ratio was increased.  
Another research topic that has been addressed within the scope of this 
dissertation was synthesis gas (syngas) combustion. There is growing industrial interest 
in this topic, as a fuel switch from natural gas to SGH fuels is imminent in the foreseeable 
future and the associated challenges with these fuel flexibility issues needs to be 
addressed thoroughly. Particularly for premixed type combustors operating regime of the 
combustor is highly dependent on the mixture composition. A laboratory scale premixed 
combustor has been designed and built as a part of the experimental effort. Utilizing these 
experimental facility parametric effects of fuel composition (extent of hydrogen 
enrichment), equivalence ratio, airflow rate (inlet velocity) on flame holding, pressure 
fluctuations, emissions and flammability limits are characterized.  
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Furthermore, parallel with the experimental syngas combustion studies a semi-
analytical mathematical model has been developed in order to understand flame holding 
characteristics and thermo-acoustic instability induced flame flashback. 
9.2 Prospective Research Avenues 
 
Based on the research conducted so far as a part of this dissertation effort, it is 
possible to name some interesting and at the same time useful topics for further 
investigation.  First and foremost, flame holding for hydrogen rich and pure hydrogen 
combustion remains a challenging issue to be addressed by prospective research. 
In the summary section it has been mentioned that a semi-analytical model has 
been developed in order to understand thermo-acoustic instability induced flame 
flashback. This reduced order model can be coupled with a model-based control 
algorithm to manipulate performance metrics in a desired fashion (i.e. suppress thermo-
acoustic instability, prevent flashback, reduce emissions etc.). 
Combustion process is inherently unsteady in its very nature and key performance 
metrics exhibit unsteady characteristics as experimental evidence to this fact is presented 
earlier in this dissertation. Large eddy simulation (LES) is the ultimate approach for 
addressing such unsteadiness, but is quite expensive computationally as wide ranges of 
timescales need to be resolved.  Chemical reactions also introduce stiffness to the system 
of equations decreasing the time step which in turn adds to the computational cost. 
However, LES simulations although computationally expensive can be expected to yield 
in a better understanding of the phenomena investigated in the chapters regarding syngas 
combustion. Reduced order ODE based methods although reduce the computation time 
significantly can only provide explanation up to a certain degree of fidelity. Large eddy 
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simulation resolves all the large eddies within the flow field and uses a filtering approach 
for the smallest scale eddies which have not been resolved by the solution mesh. In order 
to compare simulation results with the experiments it would be necessary to conduct PIV 
(particle image velocimetry) measurements to measure velocity vectors within the 
reacting flow. These measurements in turn will serve as a code verification database for 
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APPENDIX A. NOMENCLATURE 
 
 
m    Mass flow rate 
n̂  Normal vector 
< > Inner product 
a Offset between two parallel jet axis 
a Radius of the center body 
a Fuel exponent 
A Area 
B Pre-exponential (frequency) factor 
b Oxidizer exponent 
b Radius of the annular delivery pipe 
c Coarser image  
C Holdeman parameter ( ) JDSC 2/=  
c Speed of Sound 
C Mole fraction 
cp Specific heat at constant pressure 
D Combustor diameter 
d Jet discharge orifice diameter 
E Energy / Global error 
e Local error 
f Frequency 
F/A Fuel to air ratio 
g FIR coefficients related to scaling function 
H Combustor height 
h FIR coefficients related to mother wavelet 
I Normalized temperature image 
J Jet to main flow momentum flux ratio                      
Ja Jacobian 
k Pixel coordinate 
K Reaction rate 
k Wave number 
L Length scale  





M =  
N Number of pixels along each coordinate  
N Number of epochs 
n Number of jet injection holes 
n Temperature exponent 












)( max  
q Rate of heat release 






R jet  
R Gas constant 
Re Reynolds number ν
cuL=Re  
S Step height 
S Square domain 
S 
Circumferential spacing between orifice centers      
( )
n
DS 2/π=   
s Laplace operator 





St c=  
Sw Swirl number 
T Temperature 
t Function argument 
t Time 
U Axial velocity 
u Input vector for NN 
w Mapping function  
w Weights of the neural network 
x Pixel coordinate 
x Longitudinal coordinate measured from the bottom end of the combustor 


















γ   Specific heat ratio 
ν Kinematic viscosity 
ρ Density 
µ Step size for optimization algorithm 
µ Viscosity 
α Thermal diffusivity of the un-burnt reactants 
α Filter coefficient 
β Filter gain 
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β Zeldovich parameter 
δ Delta function 
∆t Time delay 
∆x Distance between flashback sensors 
η Amplitude function 
Θ Dimensionless temperature 
θ Azimuthal coordinate / Parameter vector 
λ Wavelength 
Φ Scaling function / Activation function for neurons 
Ψ Wavelet Function 
ψ Mode shape of pressure 





* Complex Conjugation 
^ Estimate 




∞  Main flow 
* Excited state 
¼ Quarter wave mode 
 












j Resolution level 
jet Jet 
L Laminar 
o Inlet condition 
p Coarsest resolution level 
u  Universal 
u Upstream of the flame 
 207 
APPENDIX B. CALIBRATION CHART FOR TYPE-B 
THERMOCOUPLES* 
°C 0 1 2 3 4 5 6 7 8 9 10
Voltage in mV
0 0 0 0 -0.001 -0.001 -0.001 -0.001 -0.001 -0.002 -0.002 -0.002
10 -0.002 -0.002 -0.002 -0.002 -0.002 -0.002 -0.002 -0.002 -0.003 -0.003 -0.003
20 -0.003 -0.003 -0.003 -0.003 -0.003 -0.002 -0.002 -0.002 -0.002 -0.002 -0.002
30 -0.002 -0.002 -0.002 -0.002 -0.002 -0.001 -0.001 -0.001 -0.001 -0.001 0
40 0 0 0 0 0 0.001 0.001 0.001 0.002 0.002 0.002
50 0.002 0.003 0.003 0.003 0.004 0.004 0.004 0.005 0.005 0.006 0.006
60 0.006 0.007 0.007 0.008 0.008 0.009 0.009 0.01 0.01 0.011 0.011
70 0.011 0.012 0.012 0.013 0.014 0.014 0.015 0.015 0.016 0.017 0.017
80 0.017 0.018 0.019 0.02 0.02 0.021 0.022 0.022 0.023 0.024 0.025
90 0.025 0.026 0.026 0.027 0.028 0.029 0.03 0.031 0.031 0.032 0.033
100 0.033 0.034 0.035 0.036 0.037 0.038 0.039 0.04 0.041 0.042 0.043
110 0.043 0.044 0.045 0.046 0.047 0.048 0.049 0.05 0.051 0.052 0.053
120 0.053 0.055 0.056 0.057 0.058 0.059 0.06 0.062 0.063 0.064 0.065
130 0.065 0.066 0.068 0.069 0.07 0.072 0.073 0.074 0.075 0.077 0.078
140 0.078 0.079 0.081 0.082 0.084 0.085 0.086 0.088 0.089 0.091 0.092
150 0.092 0.094 0.095 0.096 0.098 0.099 0.101 0.102 0.104 0.106 0.107
160 0.107 0.109 0.11 0.112 0.113 0.115 0.117 0.118 0.12 0.122 0.123
170 0.123 0.125 0.127 0.128 0.13 0.132 0.134 0.135 0.137 0.139 0.141
180 0.141 0.142 0.144 0.146 0.148 0.15 0.151 0.153 0.155 0.157 0.159
190 0.159 0.161 0.163 0.165 0.166 0.168 0.17 0.172 0.174 0.176 0.178
200 0.178 0.18 0.182 0.184 0.186 0.188 0.19 0.192 0.195 0.197 0.199
210 0.199 0.201 0.203 0.205 0.207 0.209 0.212 0.214 0.216 0.218 0.22
220 0.22 0.222 0.225 0.227 0.229 0.231 0.234 0.236 0.238 0.241 0.243
230 0.243 0.245 0.248 0.25 0.252 0.255 0.257 0.259 0.262 0.264 0.267
240 0.267 0.269 0.271 0.274 0.276 0.279 0.281 0.284 0.286 0.289 0.291
250 0.291 0.294 0.296 0.299 0.301 0.304 0.307 0.309 0.312 0.314 0.317
260 0.317 0.32 0.322 0.325 0.328 0.33 0.333 0.336 0.338 0.341 0.344
270 0.344 0.347 0.349 0.352 0.355 0.358 0.36 0.363 0.366 0.369 0.372
280 0.372 0.375 0.377 0.38 0.383 0.386 0.389 0.392 0.395 0.398 0.401
290 0.401 0.404 0.407 0.41 0.413 0.416 0.419 0.422 0.425 0.428 0.431
300 0.431 0.434 0.437 0.44 0.443 0.446 0.449 0.452 0.455 0.458 0.462
310 0.462 0.465 0.468 0.471 0.474 0.478 0.481 0.484 0.487 0.49 0.494
320 0.494 0.497 0.5 0.503 0.507 0.51 0.513 0.517 0.52 0.523 0.527
330 0.527 0.53 0.533 0.537 0.54 0.544 0.547 0.55 0.554 0.557 0.561
340 0.561 0.564 0.568 0.571 0.575 0.578 0.582 0.585 0.589 0.592 0.596
350 0.596 0.599 0.603 0.607 0.61 0.614 0.617 0.621 0.625 0.628 0.632
360 0.632 0.636 0.639 0.643 0.647 0.65 0.654 0.658 0.662 0.665 0.669
370 0.669 0.673 0.677 0.68 0.684 0.688 0.692 0.696 0.7 0.703 0.707
380 0.707 0.711 0.715 0.719 0.723 0.727 0.731 0.735 0.738 0.742 0.746
390 0.746 0.75 0.754 0.758 0.762 0.766 0.77 0.774 0.778 0.782 0.787
400 0.787 0.791 0.795 0.799 0.803 0.807 0.811 0.815 0.819 0.824 0.828
 
                                               
* Calibration data obtained from NIST website 
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°C 0 1 2 3 4 5 6 7 8 9 10
410 0.828 0.832 0.836 0.84 0.844 0.849 0.853 0.857 0.861 0.866 0.87
420 0.87 0.874 0.878 0.883 0.887 0.891 0.896 0.9 0.904 0.909 0.913
430 0.913 0.917 0.922 0.926 0.93 0.935 0.939 0.944 0.948 0.953 0.957
440 0.957 0.961 0.966 0.97 0.975 0.979 0.984 0.988 0.993 0.997 1.002
450 1.002 1.007 1.011 1.016 1.02 1.025 1.03 1.034 1.039 1.043 1.048
460 1.048 1.053 1.057 1.062 1.067 1.071 1.076 1.081 1.086 1.09 1.095
470 1.095 1.1 1.105 1.109 1.114 1.119 1.124 1.129 1.133 1.138 1.143
480 1.143 1.148 1.153 1.158 1.163 1.167 1.172 1.177 1.182 1.187 1.192
490 1.192 1.197 1.202 1.207 1.212 1.217 1.222 1.227 1.232 1.237 1.242
500 1.242 1.247 1.252 1.257 1.262 1.267 1.272 1.277 1.282 1.288 1.293
510 1.293 1.298 1.303 1.308 1.313 1.318 1.324 1.329 1.334 1.339 1.344
520 1.344 1.35 1.355 1.36 1.365 1.371 1.376 1.381 1.387 1.392 1.397
530 1.397 1.402 1.408 1.413 1.418 1.424 1.429 1.435 1.44 1.445 1.451
540 1.451 1.456 1.462 1.467 1.472 1.478 1.483 1.489 1.494 1.5 1.505
550 1.505 1.511 1.516 1.522 1.527 1.533 1.539 1.544 1.55 1.555 1.561
560 1.561 1.566 1.572 1.578 1.583 1.589 1.595 1.6 1.606 1.612 1.617
570 1.617 1.623 1.629 1.634 1.64 1.646 1.652 1.657 1.663 1.669 1.675
580 1.675 1.68 1.686 1.692 1.698 1.704 1.709 1.715 1.721 1.727 1.733
590 1.733 1.739 1.745 1.75 1.756 1.762 1.768 1.774 1.78 1.786 1.792
600 1.792 1.798 1.804 1.81 1.816 1.822 1.828 1.834 1.84 1.846 1.852
610 1.852 1.858 1.864 1.87 1.876 1.882 1.888 1.894 1.901 1.907 1.913
620 1.913 1.919 1.925 1.931 1.937 1.944 1.95 1.956 1.962 1.968 1.975
630 1.975 1.981 1.987 1.993 1.999 2.006 2.012 2.018 2.025 2.031 2.037
640 2.037 2.043 2.05 2.056 2.062 2.069 2.075 2.082 2.088 2.094 2.101
650 2.101 2.107 2.113 2.12 2.126 2.133 2.139 2.146 2.152 2.158 2.165
660 2.165 2.171 2.178 2.184 2.191 2.197 2.204 2.21 2.217 2.224 2.23
670 2.23 2.237 2.243 2.25 2.256 2.263 2.27 2.276 2.283 2.289 2.296
680 2.296 2.303 2.309 2.316 2.323 2.329 2.336 2.343 2.35 2.356 2.363
690 2.363 2.37 2.376 2.383 2.39 2.397 2.403 2.41 2.417 2.424 2.431
700 2.431 2.437 2.444 2.451 2.458 2.465 2.472 2.479 2.485 2.492 2.499
710 2.499 2.506 2.513 2.52 2.527 2.534 2.541 2.548 2.555 2.562 2.569
720 2.569 2.576 2.583 2.59 2.597 2.604 2.611 2.618 2.625 2.632 2.639
730 2.639 2.646 2.653 2.66 2.667 2.674 2.681 2.688 2.696 2.703 2.71
740 2.71 2.717 2.724 2.731 2.738 2.746 2.753 2.76 2.767 2.775 2.782
750 2.782 2.789 2.796 2.803 2.811 2.818 2.825 2.833 2.84 2.847 2.854
760 2.854 2.862 2.869 2.876 2.884 2.891 2.898 2.906 2.913 2.921 2.928
770 2.928 2.935 2.943 2.95 2.958 2.965 2.973 2.98 2.987 2.995 3.002
780 3.002 3.01 3.017 3.025 3.032 3.04 3.047 3.055 3.062 3.07 3.078
790 3.078 3.085 3.093 3.1 3.108 3.116 3.123 3.131 3.138 3.146 3.154
800 3.154 3.161 3.169 3.177 3.184 3.192 3.2 3.207 3.215 3.223 3.23
810 3.23 3.238 3.246 3.254 3.261 3.269 3.277 3.285 3.292 3.3 3.308
820 3.308 3.316 3.324 3.331 3.339 3.347 3.355 3.363 3.371 3.379 3.386
830 3.386 3.394 3.402 3.41 3.418 3.426 3.434 3.442 3.45 3.458 3.466
840 3.466 3.474 3.482 3.49 3.498 3.506 3.514 3.522 3.53 3.538 3.546
850 3.546 3.554 3.562 3.57 3.578 3.586 3.594 3.602 3.61 3.618 3.626
860 3.626 3.634 3.643 3.651 3.659 3.667 3.675 3.683 3.692 3.7 3.708
870 3.708 3.716 3.724 3.732 3.741 3.749 3.757 3.765 3.774 3.782 3.79
880 3.79 3.798 3.807 3.815 3.823 3.832 3.84 3.848 3.857 3.865 3.873
890 3.873 3.882 3.89 3.898 3.907 3.915 3.923 3.932 3.94 3.949 3.957
 209 
°C 0 1 2 3 4 5 6 7 8 9 10
900 3.957 3.965 3.974 3.982 3.991 3.999 4.008 4.016 4.024 4.033 4.041
910 4.041 4.05 4.058 4.067 4.075 4.084 4.093 4.101 4.11 4.118 4.127
920 4.127 4.135 4.144 4.152 4.161 4.17 4.178 4.187 4.195 4.204 4.213
930 4.213 4.221 4.23 4.239 4.247 4.256 4.265 4.273 4.282 4.291 4.299
940 4.299 4.308 4.317 4.326 4.334 4.343 4.352 4.36 4.369 4.378 4.387
950 4.387 4.396 4.404 4.413 4.422 4.431 4.44 4.448 4.457 4.466 4.475
960 4.475 4.484 4.493 4.501 4.51 4.519 4.528 4.537 4.546 4.555 4.564
970 4.564 4.573 4.582 4.591 4.599 4.608 4.617 4.626 4.635 4.644 4.653
980 4.653 4.662 4.671 4.68 4.689 4.698 4.707 4.716 4.725 4.734 4.743
990 4.743 4.753 4.762 4.771 4.78 4.789 4.798 4.807 4.816 4.825 4.834
1000 4.834 4.843 4.853 4.862 4.871 4.88 4.889 4.898 4.908 4.917 4.926
1010 4.926 4.935 4.944 4.954 4.963 4.972 4.981 4.99 5 5.009 5.018
1020 5.018 5.027 5.037 5.046 5.055 5.065 5.074 5.083 5.092 5.102 5.111
1030 5.111 5.12 5.13 5.139 5.148 5.158 5.167 5.176 5.186 5.195 5.205
1040 5.205 5.214 5.223 5.233 5.242 5.252 5.261 5.27 5.28 5.289 5.299
1050 5.299 5.308 5.318 5.327 5.337 5.346 5.356 5.365 5.375 5.384 5.394
1060 5.394 5.403 5.413 5.422 5.432 5.441 5.451 5.46 5.47 5.48 5.489
1070 5.489 5.499 5.508 5.518 5.528 5.537 5.547 5.556 5.566 5.576 5.585
1080 5.585 5.595 5.605 5.614 5.624 5.634 5.643 5.653 5.663 5.672 5.682
1090 5.682 5.692 5.702 5.711 5.721 5.731 5.74 5.75 5.76 5.77 5.78
1100 5.78 5.789 5.799 5.809 5.819 5.828 5.838 5.848 5.858 5.868 5.878
1110 5.878 5.887 5.897 5.907 5.917 5.927 5.937 5.947 5.956 5.966 5.976
1120 5.976 5.986 5.996 6.006 6.016 6.026 6.036 6.046 6.055 6.065 6.075
1130 6.075 6.085 6.095 6.105 6.115 6.125 6.135 6.145 6.155 6.165 6.175
1140 6.175 6.185 6.195 6.205 6.215 6.225 6.235 6.245 6.256 6.266 6.276
1150 6.276 6.286 6.296 6.306 6.316 6.326 6.336 6.346 6.356 6.367 6.377
1160 6.377 6.387 6.397 6.407 6.417 6.427 6.438 6.448 6.458 6.468 6.478
1170 6.478 6.488 6.499 6.509 6.519 6.529 6.539 6.55 6.56 6.57 6.58
1180 6.58 6.591 6.601 6.611 6.621 6.632 6.642 6.652 6.663 6.673 6.683
1190 6.683 6.693 6.704 6.714 6.724 6.735 6.745 6.755 6.766 6.776 6.786
1200 6.786 6.797 6.807 6.818 6.828 6.838 6.849 6.859 6.869 6.88 6.89
1210 6.89 6.901 6.911 6.922 6.932 6.942 6.953 6.963 6.974 6.984 6.995
1220 6.995 7.005 7.016 7.026 7.037 7.047 7.058 7.068 7.079 7.089 7.1
1230 7.1 7.11 7.121 7.131 7.142 7.152 7.163 7.173 7.184 7.194 7.205
1240 7.205 7.216 7.226 7.237 7.247 7.258 7.269 7.279 7.29 7.3 7.311
1250 7.311 7.322 7.332 7.343 7.353 7.364 7.375 7.385 7.396 7.407 7.417
1260 7.417 7.428 7.439 7.449 7.46 7.471 7.482 7.492 7.503 7.514 7.524
1270 7.524 7.535 7.546 7.557 7.567 7.578 7.589 7.6 7.61 7.621 7.632
1280 7.632 7.643 7.653 7.664 7.675 7.686 7.697 7.707 7.718 7.729 7.74
1290 7.74 7.751 7.761 7.772 7.783 7.794 7.805 7.816 7.827 7.837 7.848
1300 7.848 7.859 7.87 7.881 7.892 7.903 7.914 7.924 7.935 7.946 7.957
1310 7.957 7.968 7.979 7.99 8.001 8.012 8.023 8.034 8.045 8.056 8.066
1320 8.066 8.077 8.088 8.099 8.11 8.121 8.132 8.143 8.154 8.165 8.176
1330 8.176 8.187 8.198 8.209 8.22 8.231 8.242 8.253 8.264 8.275 8.286
1340 8.286 8.298 8.309 8.32 8.331 8.342 8.353 8.364 8.375 8.386 8.397
1350 8.397 8.408 8.419 8.43 8.441 8.453 8.464 8.475 8.486 8.497 8.508
1360 8.508 8.519 8.53 8.542 8.553 8.564 8.575 8.586 8.597 8.608 8.62
1370 8.62 8.631 8.642 8.653 8.664 8.675 8.687 8.698 8.709 8.72 8.731
1380 8.731 8.743 8.754 8.765 8.776 8.787 8.799 8.81 8.821 8.832 8.844
 210 
°C 0 1 2 3 4 5 6 7 8 9 10
1390 8.844 8.855 8.866 8.877 8.889 8.9 8.911 8.922 8.934 8.945 8.956
1400 8.956 8.967 8.979 8.99 9.001 9.013 9.024 9.035 9.047 9.058 9.069
1410 9.069 9.08 9.092 9.103 9.114 9.126 9.137 9.148 9.16 9.171 9.182
1420 9.182 9.194 9.205 9.216 9.228 9.239 9.251 9.262 9.273 9.285 9.296
1430 9.296 9.307 9.319 9.33 9.342 9.353 9.364 9.376 9.387 9.398 9.41
1440 9.41 9.421 9.433 9.444 9.456 9.467 9.478 9.49 9.501 9.513 9.524
1450 9.524 9.536 9.547 9.558 9.57 9.581 9.593 9.604 9.616 9.627 9.639
1460 9.639 9.65 9.662 9.673 9.684 9.696 9.707 9.719 9.73 9.742 9.753
1470 9.753 9.765 9.776 9.788 9.799 9.811 9.822 9.834 9.845 9.857 9.868
1480 9.868 9.88 9.891 9.903 9.914 9.926 9.937 9.949 9.961 9.972 9.984
1490 9.984 9.995 10.007 10.018 10.03 10.041 10.053 10.064 10.076 10.088 10.099
1500 10.099 10.111 10.122 10.134 10.145 10.157 10.168 10.18 10.192 10.203 10.215
1510 10.215 10.226 10.238 10.249 10.261 10.273 10.284 10.296 10.307 10.319 10.331
1520 10.331 10.342 10.354 10.365 10.377 10.389 10.4 10.412 10.423 10.435 10.447
1530 10.447 10.458 10.47 10.482 10.493 10.505 10.516 10.528 10.54 10.551 10.563
1540 10.563 10.575 10.586 10.598 10.609 10.621 10.633 10.644 10.656 10.668 10.679
1550 10.679 10.691 10.703 10.714 10.726 10.738 10.749 10.761 10.773 10.784 10.796
1560 10.796 10.808 10.819 10.831 10.843 10.854 10.866 10.877 10.889 10.901 10.913
1570 10.913 10.924 10.936 10.948 10.959 10.971 10.983 10.994 11.006 11.018 11.029
1580 11.029 11.041 11.053 11.064 11.076 11.088 11.099 11.111 11.123 11.134 11.146
1590 11.146 11.158 11.169 11.181 11.193 11.205 11.216 11.228 11.24 11.251 11.263
1600 11.263 11.275 11.286 11.298 11.31 11.321 11.333 11.345 11.357 11.368 11.38
1610 11.38 11.392 11.403 11.415 11.427 11.438 11.45 11.462 11.474 11.485 11.497
1620 11.497 11.509 11.52 11.532 11.544 11.555 11.567 11.579 11.591 11.602 11.614
1630 11.614 11.626 11.637 11.649 11.661 11.673 11.684 11.696 11.708 11.719 11.731
1640 11.731 11.743 11.754 11.766 11.778 11.79 11.801 11.813 11.825 11.836 11.848
1650 11.848 11.86 11.871 11.883 11.895 11.907 11.918 11.93 11.942 11.953 11.965
1660 11.965 11.977 11.988 12 12.012 12.024 12.035 12.047 12.059 12.07 12.082
1670 12.082 12.094 12.105 12.117 12.129 12.141 12.152 12.164 12.176 12.187 12.199
1680 12.199 12.211 12.222 12.234 12.246 12.257 12.269 12.281 12.292 12.304 12.316
1690 12.316 12.327 12.339 12.351 12.363 12.374 12.386 12.398 12.409 12.421 12.433
1700 12.433 12.444 12.456 12.468 12.479 12.491 12.503 12.514 12.526 12.538 12.549
1710 12.549 12.561 12.572 12.584 12.596 12.607 12.619 12.631 12.642 12.654 12.666
1720 12.666 12.677 12.689 12.701 12.712 12.724 12.736 12.747 12.759 12.77 12.782
1730 12.782 12.794 12.805 12.817 12.829 12.84 12.852 12.863 12.875 12.887 12.898
1740 12.898 12.91 12.921 12.933 12.945 12.956 12.968 12.98 12.991 13.003 13.014
1750 13.014 13.026 13.037 13.049 13.061 13.072 13.084 13.095 13.107 13.119 13.13


















































































































%                 TROUS.M                                                                                  * 
%              by Onur Tuncer, 2003                                                                   * 
% This program applies the a trous wavelet transform to a                            * 
% given two dimensional matrix. Algorithm is truncated                               * 
% at p=3 resolution level.                                                                                * 














%Filter along rows 
 
for i=1:64 
     
    signal=A(i,:); 
     
    [swa,swd]=swt(signal,1,wavename); %Single level decomposition 
    nulcfs=zeros(size(swd)); 
    A1=iswt(swa,nulcfs,wavename); 
     
  C(i,:)=A1; 
     
end 
 
%Filter along columns 
    
for j=1:64 
     
    signal=C(:,j); 
     
    [swa,swd]=swt(signal,1,wavename); %Single level decomposition 
    nulcfs=zeros(size(swd)); 
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    A1=iswt(swa,nulcfs,wavename); 
     
    C(:,j)=A1'; 
     
end 
 





     
    signal=C(i,:); 
     
    [swa,swd]=swt(signal,1,wavename); %Single level decomposition 
    nulcfs=zeros(size(swd)); 
    A1=iswt(swa,nulcfs,wavename); 
     
    D(i,:)=A1; 
     
end 
 
%Filter along columns 
 
     
for j=1:64 
     
    signal=D(:,j); 
     
    [swa,swd]=swt(signal,1,wavename); %Single level decomposition 
    nulcfs=zeros(size(swd)); 
    A1=iswt(swa,nulcfs,wavename); 
     
    D(:,j)=A1'; 
     
end 
 





     
    signal=D(i,:); 
     
    [swa,swd]=swt(signal,1,wavename); %Single level decomposition 
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    nulcfs=zeros(size(swd)); 
    A1=iswt(swa,nulcfs,wavename); 
     
    E(i,:)=A1; 
     
end 
 
%Filter along columns 
 
     
for j=1:64 
     
    signal=E(:,j); 
     
    [swa,swd]=swt(signal,1,wavename); %Single level decomposition 
    nulcfs=zeros(size(swd)); 
    A1=iswt(swa,nulcfs,wavename); 
     
    E(:,j)=A1'; 
     
end 
 





     
    signal=D(i,:); 
     
    [swa,swd]=swt(signal,1,wavename); %Single level decomposition 
    nulcfs=zeros(size(swd)); 
    A1=iswt(swa,nulcfs,wavename); 
     
    F(i,:)=A1; 
     
end 
 
%Filter along columns 
 
     
for j=1:64 
     
    signal=F(:,j); 
     
    [swa,swd]=swt(signal,1,wavename); %Single level decomposition 
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    nulcfs=zeros(size(swd)); 
    A1=iswt(swa,nulcfs,wavename); 
     
    F(:,j)=A1'; 
     
end 
 




toc %Measure time elapsed while running the algorithm 
 





















subplot(2,2,1);imhist(F,45);title('c3');;ylabel('# of pixels'); 
subplot(2,2,2);imhist(D,45);title('c2');ylabel('# of pixels'); 
subplot(2,2,3);imhist(C,45);title('c1');ylabel('# of pixels'); 
subplot(2,2,4);imhist(A,45);title('I');ylabel('# of pixels'); 
 







APPENDIX E. VIRTUAL INSTRUMENTS (VIs) 
 
In this section of the appendix some of the LABView virtual instruments utilized 
during the laboratory measurements are introduced briefly.  
NF90.vi 
This virtual instrument is the driver that controls the NF90 step motor controller 
which is used to traverse the thermocouple jig outwards during radial temperature 








This is the user interface for this virtual instrument. It works together with the 






Block diagram is the graphical code associated with the front panel. This 





This virtual instrument is used to record photodiode readings into a designated 
ASCII file for further processing. 
 
Front Panel 
Front panel of this virtual instrument allows the output file directory and 
corresponding filename to be specified. Furthermore, number of samples desired, 
sampling rate and the channel number that the photodiode is connected can all be 












Above block diagram performs the aforementioned data acquisition and data 
logging operation. Timing is controlled by the internal clock of the data acquisition 
(DAQ) board and samples are buffered in the board’s memory. 
 
Noxmeasure.vi 
This virtual instrument (VI) is used to acquire and log emissions measurements 
during radial traversing of the water-cooled NOx probe. At each radial measurement 
station this virtual instrument scans all the forcing frequencies by sending a command 
string to the function generator via the RS-232 serial port. Results for each forcing 
frequency are saved into a different text file, which contains information about the radial 












Above figure is a snapshot from the user interface for this virtual instrument. It 
contains a separate waveform chart for data acquired at each individual frequency. 
Frequencies to be scanned and the corresponding output filenames are selected. Other 













This is one of the frames associated with the front panel shown above. This 
particular frame acquires the NOx signal, time averages it and logs the average value into 
a text file and displays the output in a front panel chart to the user for easily monitoring 





This is another frame from the same block diagram. This frame sends a text 
command to the function generator via the RS-232 serial port. 
 
Keithley_TC_Rev8.vi 
This VI is used to acquire and log thermocouple measurements during radial 
traversing of the thermocouple jig attached to the 2-axis traverse system. At each radial 
measurement station this virtual instrument scans all the forcing frequencies (by 
commanding to the function generator which is hooked up to the audio amplifier) before 
moving to the next measurement location. Results for each forcing frequency is saved 
into a different log file, as specified by the user, in ASCII format, which contains 
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information about the radial location (i.e. the radial distance from the center of the 
combustor) and the temperature.  
 
Front Panel 
The top portion of the front panel shows all of the controls necessary to run the 
program. The lower portion shows all of the indicators that are updated in real time 
during the program run time. Below table summarizes some of the front panel controls 
used by this VI. 
 
Channels  The analog input channels on which you want to acquire data.  
Cold Junction Channel  Cold junction channel string  
Device  The device number of the DAQ board  
High limit  The maximum expected temperature  
Latest Readings  Shows real time thermocouple readings  
Low Limit  The minimum expected temperature 
Number of Iterations  Enter the number of radial locations  
Number Samples  Number of samples is acquired on each channel  
Root Directory  The output file is saved in this directory  
 Thermocouple Type  Specifies the thermocouple type used.   











A snapshot of the corresponding block diagram is shown below. Whole block 
diagram consists of ten different frames sequenced in order to acquire data at five 
different forcing frequencies in a single traverse run.  Frequency change between scans is 
accomplished by sending a command signal to the function generator through the serial 
port. Thermocouple readings are time averaged at each radial position, results are 
outputted to an ASCII text file for each frequency in a two column format. First column 
is the radial location in millimeters calculated using step motor increments for each step, 















































APPENDIX G. PREMIXED COMBUSTOR OPERATING PROCEDURE 
 
Before ignition 
1. Visually inspect the combustor and fuel/air delivery lines and data acquisition 
system for any possible flaw(s). Do not proceed before fixing the flaw(s). 
2. Turn on the portable gas monitor 
3. Make sure at least two people are present to operate the combustor before 
proceeding with the next steps 
4. Check whether the ignition magneto works (charge its battery if necessary) 
5. Turn on the ventilation for the gas cabinet 
6. Open the water line for the gas cabinet sprinkler  
7. Turn on the inside room ventilation 
8. Turn on the air compressor 
9. Turn on the drier 
10. Open the main air inlet valve to the inner combustor room 
11. Start the flow of the cooling air jets 
12. Make sure the potentiometers on the flow meter(s) control circuits are in fully 
closed position 
13. Power up the mass flow meters from bottom switch with top left switch in ON 
position (This makes sure that the flow meters are in fully closed position 
regardless of potentiometer position). Red and green leds should be ON and 
yellow led should be OFF. 
14. Open the valves on the fuel cylinders 
 303 
15. Set the fuel supply pressure to 25 psi with the needle valve(s) on each fuel tank  
16. Turn on the diagnostic equipment as necessary (photodiode, amplifiers, NOx 
analyzer etc.)  
17. Follow their procedure as directed in their individual operating manual(s) 
18. Open the ¼” ball valves mounted on the gas combustor back panel to allow for 
fuel flow 
19. Check for fuel leaks (with the portable gas monitor) there should be no fuel flow 
anywhere at this point 
Note: Perform a bubble soak test weekly with an inert gas such as nitrogen. Make 
sure that the calibration of the portable gas monitor is up to date and the wall mounted 
CO alarms have enough battery power. 
Ignition 
1. Set the combustion air flow rate to a moderate flow rate (5-7 scfm).  
2. Check for air leaks 
3. Start running the  Labview program to monitor flow rates 
4. Toggle the top left switch on the analog control circuit(s) to OFF position to allow 
for potentiometer control 
5. While gradually increasing the fuel flow rate (by adjusting the potentiometer, 
clockwise to increase and vice versa) press on the ignition (magneto) switch. 
Yellow led becomes brighter with increasing input. 
6. Monitor fuel flow rate output from Labview screen at all times 




1. Set the load condition to the desired one with slow adjustments of the air and fuel 
flow rates as necessary  
2. Watch the flame at all times with one person 
3. Keep an eye on the readings of the portable gas monitor. Execute next step in case 
of an alarm 
4. Cut off the fuel supply immediately if the flame extinction or flashback occurs or 
an alarm sounds. If an alarm sounds close the fuel tanks immediately from main 
valve and ventilate the room. Locate the source of the leak and fix.  
5. Do not operate for prolonged times 
6. Stop operation if the combustor or the fuel injector is overheated (cool down with 
combustion air running for at least 5 minutes then repeat ignition procedure) 
Shutdown Procedure 
1. Cut off the fuel by switching the controller(s) to fully closed position. In other 
words toggle the top left switch on the analog control circuit(s) to ON position.  
2. Stop running the Labview program 
3. Close the main valves on the fuel cylinders 
4. Adjust the regulator needle valves to depressurized position 
5. Close the ¼” ball valves mounted on the gas combustor back panel  
6. Set the potentiometers on the control circuits to fully closed position. Yellow led 
should be OFF.  
7. Turn off all the mass flow meters. All three leds should be OFF at this stage. 
8. Purge the fuel line with nitrogen for added safety 
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9. Let cold air run inside the combustor for at least 10 minutes 
10. Turn off the diagnostic equipment as necessary 
11. Stop the flow of main combustion air 
12. Stop the flow of the cooling air jets 
13. Close the main air inlet valve to the inner combustor room 
14. Turn off the air compressor 
15. Turn off the drier 
16. Close the water line for the gas cabinet sprinkler  
17. Turn off the gas cabinet ventilation 
18. Turn off the room ventilation 
19. Turn off the portable gas monitor 
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APPENDIX H. DERIVATION OF ACOUSTIC EQUATIONS 
 
 
Starting from the very basic species, momentum and energy conservation 
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Dropping the viscosity under the inviscid flow assumption (inertial forces 
dominate over viscous forces) and neglecting gravitational acceleration as well, 









Moreover, in the energy equation viscous dissipation can be neglected under the 
small Mach number assumption. Energy transfer due to conduction can also assumed 
negligible with respect to other terms appearing in the equation;  
. . .
h P q
u h u P P u
t t t
ρ ρ∂ ∂ ∂+ ∇ = + ∇ + ∇ +
∂ ∂ ∂
 H.5 
Equation of state for an ideal gas is expressed as, 
P RTρ=  H.6 
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A perfect gas with constant specific heats is defined as a calorically perfect gas. 










ph c T=  H.8 










Using H.9, work done by volume expansion in the energy equation can be written 
as,  
. . .P u P u h uγ γρ∇ = ∇ − ∇  H.10 
Now plugging H.10 into H.5, 
. . . .
h P q
u h h u u P P u
t t t
ρ ρ γρ γ∂ ∂ ∂+ ∇ + ∇ = + ∇ + ∇ +
∂ ∂ ∂
 H.11 
Furthermore, using the definition of enthalpy as in H.12, energy equation can be 








u e e u
t t




Using the relation between pressure P and internal energy e for a calorically 
perfect gas (Eq. H.14), energy equation can be manipulated into the following form (Eq. 
H.15), 
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H.15 
Multiplying both sides by (γ-1) for further simplification, 
( ). . 1P qu P P u
t t




Linearizing these equations (H.4 and H.16) under the small Mach number 
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Using the Reynolds time averaging concept, 
( ) ( ) ( ). . . ′= +  H.17 
Therefore under the small Mach number assumption, 
P P P
u u






Plugging these expressions into the momentum equation, 









Dropping the second order terms (products of fluctuating quantities) from the 








For the energy balance one gets the following expression, 
( ) ( ) ( ) ( ) ( ). . 1P P q qu P P P P u
t t
γ γ
′∂ + ′∂ +




Again dropping second order terms and setting the time derivates to averaged 
quantities to zero, above equation simplifies into the following form, 
( ). . 1P qu P P u
t t
γ γ




Now using the definition for the speed of sound and the equation of state (ideal 
gas law), 
2c RTγ=  H.23 
( )2. . 1P qu P c u
t t
ρ γ




Neglecting the pressure losses along the entire length of the combustor, 
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ρ γ




For a quasi one-dimensional flow in a variable area A(x) duct these equations can 
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Further under the assumption that the flame is a thin planar sheet separating the 
combustion products from the un-burnt reactants one can represent the source term 
multiplied with a Dirac’s delta function translated at the position of the flame as follows, 
( )
( ) ( )( )2 21 1 1 fu A xP q x xt A x xc c
γ δ
ρ ρ





Unsteady heat release can be expressed as follows in Eq. H.31.  Heat release 
fluctuates because of oscillations in the reactant mass flow due to velocity fluctuations. 
For small disturbances transfer function between heat release and mass flow 
perturbations can be expressed as a first order LTI filter, however experimental evidence 
suggests that after certain amplitude heat release begins to saturate. The term in 
























Now assuming constant properties in either side of the flame interface, 































System of equations need to be solved are partial differential equation that require 
both initial and boundary conditions. Further simplification is possible through operating 
on Equation H.29 by t∂∂ and on Equation H.28 by x∂∂ and combining them together 























Then utilizing separation of variables technique to express pressure as the product 
of a time dependent amplitude function η(t) and spatial mode shape function ψ(x), which 
satisfies the boundary conditions the PDE, can be simplified into an ODE. In fact there 
exist more than one admissible mode shape yet one can assume a single dominant mode 
is present without any loss of generality.  
( ) ( ) ( )xtPtxP ψη=′ ,  H.34 
Similarly the acoustic velocity u′ can be expressed as follows, 






ψη  H.35 
Plugging Eqs. H.34-H.35 into Equation H.33 one arrives at the following ODE 
(Eq. H.36). This is the oscillator equation that governs the acoustic behavior of the 
combustor.  





′−=+ −ψγηωη 12 1  H.36 









Applying the boundary conditions at the closed inlet and open outlet along with 
the continuity of pressure condition across the flame interface one arrives at the following 
acoustic mode shape as in Eq. H.38.  













































In the above equation the constants α and β are defined as follows (Eqs.H.39-
H.40). 
uf cxϖα =  H.39 
( ) df cxL −=ϖβ  H.40 
The flame front is assumed to move freely to track flame holding and flashback 
behavior with this acoustic model. Flame front dynamics are characterized by the 
following partial differential equation. This is a level-set equation derived from 












Summing up all the model equations (acoustics, heat release feedback and flame 
hydrodynamics) in order, 
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These three equations (Eqs. H.36, H.31 and H.41) are solved simultaneously in 
order to resolve the flame behavior with respect to acoustic oscillations. 
 314 
APPENDIX I. EQUIVALANCE RATIO CALCULATIONS 
 







Oxygen content of airmo2 0.233 mair⋅:=
mair 483.861=mair ρ air Qair⋅:=
mch4 19.305=mch4 ρ ch4 Qch4⋅:=
mh2 0.899=mh2 ρh2 Qh2⋅:=
Mass flow rates of individual gases in kg/s




For 16g of methane 64g of O2 is neededCH4+2O2+7.546N2=CO2+2H2O+7.546N2
Pgage 7:= psi Pressure at the exit of the airflow rotameter































:= φ 0.732= Equivalance ratio




:= ρ fuel 0.546= kg/m3 Density of the fuel mixture





mh2 LHVh2⋅ mch4 LHVch4⋅+
mh2 mch4+
































:= Mole fractions of individual gases












:= Stoichiometric mole ratio for a methane air flame
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APPENDIX J. OPERATING INSTRUCTIONS FOR THE PLIF SYSTEM 
 
DISCLAIMER 
While this document is believed to contain correct information, neither the 
Louisiana State University, nor any of their employees, makes any warranty, express or 
implied, or assumes any legal responsibility for the accuracy, completeness, or usefulness 
of any information, apparatus, product, or process disclosed, or represents that its use 
would not infringe privately owned rights. Reference herein to any specific commercial 
product, process, or service by its trade name, trademark, manufacturer, or otherwise, 
does not necessarily constitute or imply its endorsement, recommendation, or favoring by 
Louisiana State University. 
 
 
Focusing Instructions for the PI-MAX ICCD Camera 
1. Turn on the PTG 
2. Turn on the MCP 
3. Turn on the monitor connected to “Video” signal on 
the back panel of the PTG 
4. Set the ICDD camera aperture consistent with the lighting condition  
5. Turn on the PC 
6. Open the WinView32 program 
7. In the dialog box select “Keep in safe mode” and click OK. 
8. Under the acquisition menu select experiment setup. 




10. Set the intensifier gain to an appropriate value in order not to saturate the image 
intensifier 
11. Set the operation mode to “Shutter Mode” inside the “experiment setup” menu. 
12. Click on “focus” button 
13. Place an item at the place where the camera needs to be focused at 
14. Adjust the focus ring on the camera by observing B&W monitor. Try to get a 
sharp picture of the object. 
15. After focusing is complete turn off the equipment that has been switched on. 
 
Safety Precautions While Operating the Lasers 
 
• Use laser protective eyewear when working with the Nd:YAG laser. 
• Keep your head well above the optical table. Don’t bend down to pick up pieces of 
dropped equipment. 
• Put away rings and watches before starting the laser. 
• NEVER attempt to insert new optical components into the beam without blocking 
it first. 
• After inserting new components, think about where the new reflections will hit 
BEFORE you let the beam through. 
 
Turning on the PLIF System 
1. Inspect all cables for the lasers, camera, controller, PC etc. 
before proceeding with the next steps.  
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2. Check the nitrogen flow, adjust it to 0.4-0.6 scfh flow rate. Keep the nitrogen 
purge flowing at all times even when the laser is not used. Also keep the main 
power switch on at all times to maintain the warmness of the crystal inside. 
3. Turn on the circulation of the cooling water for Nd:YAG laser 
4. Turn on the dye circulators 
5. Turn on the dye laser 
6. Turn the key on the power supply box to “1” 
position 
7. Press the “on” button on the remote control and 
wait for the laser to simmer 
8. Slowly increase the laser power and check the dye 
laser beam output 
9. Enable the laser for external triggering from the 
remote control 
10. Mount the filter on the camera 
11. Turn on the PTG 
12.  Set the ICDD camera aperture consistent with the measurement lighting 
condition. For PLIF use maximum aperture (i.e. 3.8) to collect most light.  
13. Turn on the MCP 
14. Turn on the PC 
15. Open the DAVIS software, login as expert user 




17. Open a new imaging project 
18. Adjust the intensifier gain, gate duration as necessary 
19. Start operating the combustor at this point. Follow the ignition procedure. 
20. Set the Nd:YAG laser to “adjust” mode 
21. (i.e. a TTL pulse phase locked with combustor pressure signal) 
 
Figure J.1 Schematic of the Nd:YAG Laser Cooling System 
 
Shutdown Procedure for the PLIF System 
1. Close the DAVIS software 
2. Turn off the flame if it is still on at this point 
3. Turn the power knob to zero position 
4. Adjust the knobs on the laser remote controller to internal position  
5. Turn off the camera and camera controller  
6. Turn off the PC 
7. Wait for 30 minutes for the Nd:YAG laser to cool down (Keep the dye circulators 
and the dye laser on during this period) 
8. Press the “stop” button on the Nd:YAG laser remote controller 
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9. Turn the key on the power supply box to “0” position 
10. Turn off the dye laser 
11. Turn off the dye circulators 





Device (CCD)  
A device which accumulates charge on its surface proportional 
to the amount of light striking it.  
Flashlamps  In a laser, the lamp which flashes to excite the lasing medium.  
Fluorescence  Type of luminescence. In excited singlet states, the electron in 
the excited orbital has the opposite spin of the second electron 
in the ground state orbital, which is a spin-allowed transition 
and the emission rate is fast (<1 microsecond).  
Gain  Acts as a noise discriminator.  
Gate Delay  Tells the CCD when to begin collecting after a laser shot has 
passed through the sample.  
Gate Width  How long the camera should be opened for each shot.  
Interlock  Fail-safe pieces of hardware designed to disable the Nd-YAG 
system should any of the pieces be defeated.  
Luminescence  Emission of light from any substance that occurs when an 
electron in the excited state relaxes to the ground state. See 
phosphorescence and fluorescence.  
Monochrometer  Device used to diffract light and select a small portion of the 
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wavelengths.  
MOPO  Master Oscillator Power Oscillator.  
Nd-YAG  Neodymium - Yttrium Aluminum Garnet.  
PTG  Programmable Timing Generator.  
Pulse  An arbitrary unit of measurement of the laser’s power. Pulse 
can be adjusted by two knobs on the Nd-YAG and be affected 
by warm up time, age of flash lamps, and temperature.  
Quenching  A decrease in fluorescence intensity.  
scfh  Standard cubic feet per hour. Measurement of flow rate at 1 
atmosphere pressure and 25ºC.  
Shots  Number of times the laser has fired.  




APPENDIX K. SLOW TIME SYSTEM IDENTIFICATION 
 
K.1 Introduction to System Identification 
 
In this chapter slow time system identification for the combustion system will be 
performed with nitric oxide emissions index being the output and the load condition at 
which the combustor is operated being the input. A multi-layer-perceptron (MLP) neural- 
network (NN) architecture shall be used to mimic the slow-time behavior of the 
combustor. Since only the slow-time behavior of the plant is of interest network 
architecture presented here of static nature. It captures only the time-averaged behavior of 
the plant at the desired load condition. In a latter chapter this neural net will be coupled to 
an extremum-seeking controller so as to optimize the operating conditions of the 
combustor (e.g. forcing frequency, blowing ratio etc.).  
Artificial neural networks were initially motivated by their biological counterparts 
(i.e. the human brain, the nervous system etc.). Human brain for example has a 
tremendous learning and adaptation capability. Like their biological counterparts artificial 
neural networks have a large number of simple units (neurons), they are highly parallel in 
nature with strong connectivity which makes them robust against the failure of individual 
units and finally and most importantly they have the ability to learn from their previous 
experience. Owing to those abilities neural nets are well tailored for hardware level 
implementation using electronic circuit elements (Mead, 1989). Software level 
implementation is also possible of course, but can be slower due to a large number of 
computations required depending on the complexity of the problem. In hardware level 
implementation computations are carried out truly in parallel, which is a major benefit.  
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K.2 Mathematical Background 
 
In this section the mathematical background behind MLP networks is briefly 
discussed. Other network architectures include; radial basis function networks, 
normalized radial basis function networks, cerebellar model articulation controller, 
Delaunay networks, recurrent neural nets and dynamic neural networks etc. Within this 
context first the network architecture is presented and then a suitable off-line training 
method is presented. 
K.2.1 Network Architecture 
 
MLP networks have universal approximation property (Hornik et. al., 1989). A 
MLP can approximate any smooth function with an arbitrary degree of accuracy. The 
higher the number of neurons in the hidden the better the approximation. Network 
architecture enables that a linear combination of one-dimensional neuron activation 
functions approximate any smooth function. However, the number of neurons needs to be 
determined individually for the problem of interest. As the number of neurons is 
increased so does the number of parameters that define the structure. In order to avoid 
complexity minimum number of neurons possible should be used. 
MLP networks typically have high accuracy and good interpolation behavior with 
a high level of smoothness. They also have good noise rejection behavior.  Owing to the 
neuron connectivity mechanism (ridge construction) multi-layer-perceptron is very 
suitable for high-dimensional problems. In addition to all, MLP networks are still the 
most commonly used ones. Major drawbacks include slow training speed, difficult 
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structure optimization (i.e. for self-organizing nets) and limited human interpretation 
(Nelles, 2001).  
Figure K-1 A MLP NN Architecture with One Hidden Layer 
 
In the input layer inputs are projected onto the weights. In the hidden layer the 
non-linear activation function transforms the projection result. Activation functions used 
for neurons are typically of saturation type. In this text hyperbolic tangent function is 
used as the activation function of choice. Results are summed and amplified at the output 
neuron.  










Shortly, in a single layer MLP a number of neurons are used in parallel and 
connected to an output neuron (see Figure K-1). This is the most common architecture for 
MLP and different variations exist. Additionally, depending on the complexity of the 
problem more than one hidden layer can be used. Consequently, for the present case a 
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multiplayer perceptron network with a single hidden layer is obtained. Output of the 
neural net can be written as follows; 
0 0
pM
i i ij j
i j
y w w u
= =
 






where wi are the output layer weights and wij are the hidden layer weights. As a result the 
parameter vector θ has M(p+1)+M+1 elements.  













Figure K-2 Typical Sigmoidal Activation Function of the Neurons 
 
Following three equations show the parameter vector θ, network output y and input 
vector u.  
 
0 1 10 11 1 20 21... ... ...
T
M p Mpw w w w w w w w wθ  =    
K.3 
 
ˆy EINO =  
  K.4 
 





K.2.2 Training Algorithm 
 
Network training means nothing but the determination of the parameter vector θ. 
Defining an energy-like quadratic cost function E in the form of mean square prediction 
error (Equation K.6), training procedure can be cast into a non-linear optimization 
problem (Equation K.6). Levenberg-Marquardt algorithm is the state-of-the-art method to 
solve this kind of training problem. Basically, Levenberg-Marquardt algorithm is a non-
linear least squares problem. It is quite suitable for non-linear optimization problems due 
























Below equation provides the parameter update law for the Levenberg-Marquardt 
algorithm. 
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, where µk is the step size and the Jacobian matrix is defined as follows; 
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Updating the step-size adaptively can significantly reduce training time. A variety 
of adaptive stepping schemes exist in literature. Nevertheless, a fixed step-size is used in 
this text.   
Steps of the training algorithm can be itemized as follows; 
ii. Initialize parameter vector to random values 
iii. Calculate the Jacobian matrix by differentiating Eq. K.2 analytically  
iv. Update the parameter vector using Levenberg-Marquardt algorithm 
v. Check for global mean-squared error E, if E is less than ε then stop the 
algorithm else go to step ii. 
vi. Go to step i and repeat training procedure with different initial values compare 
global mean-squared error. Then select the parameter vector that yields in 
least amount of prediction error.   
 
K.3 Implementation of Network Training  
 
The dataset that will be used for network training is tabulated below (see Table K-
1). 29 different combinations of equivalence and blowing ratios are used in order to 
represent a wide spectrum of possible operating conditions. At each load condition a 
number of forcing frequencies (100 850f≤ ≤ ) were inspected, in addition to the baseline 
(no-forcing) point. This brings the total number of data points to 159, which is a 
sufficient number to train the neural network. Using quite few is data points for training 
is not enough, because these points will not be able to accurately represent plant behavior 
over the whole parameter space. On the other hand using too many data points will cause 
over learning and therefore decrease the generalization ability of the net. Good 
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interpolation behavior and high generalization ability is a typical advantage of using 
neural networks. Over memorizing not only costs more computation time during training 
phase, but also decreases these abilities and should therefore be avoided.   
Table K.1 Training Dataset 
Eq. Ratio Blowing Ratio 0 Hz. 100 Hz. 300 Hz. 450 Hz. 600 Hz. 850 Hz. 
1.00 4.4 1.384 1.189 1.235 1.259 1.335 1.365 
0.87 7.8 1.045 0.934 0.728 0.909 1.005 0.93 
0.96 10.4 1.009 0.853 0.845 0.978 1.058 0.907 
1.15 13.6 1.247 1.124 1.216 1.221 1.201 1.195 
1.15 9.3 1.347 1.313 1.108 1.176 1.218 1.243 
0.70 7.9 0.669 0.595 0.466 0.587 0.724 0.648 
0.87 12.8 0.866 0.722 0.824 0.815 0.93 0.799 
0.87 10 0.888 0.733 0.697 0.813 .941 0.754 
0.87 5.6 1.055 1.002 0.839 0.958 0.869 0.82 
0.87 16 0.677 0.584 0.597 0.656 0.677 0.65 
0.87 0 0.622 N/A N/A N/A N/A N/A 
1.15 12.8 1.146 0.983 1.063 1.088 1.13 1.061 
1.15 17 1.197 1.13 1.08 1.192 1.251 1.234 
1.15 0 0.938 N/A N/A N/A N/A N/A 
1.00 12.8 0.928 0.743 0.778 0.808 0.854 0.765 
0.78 12.8 0.433 0.385 0.368 0.375 0.368 0.37 
0.93 7.7 1.134 0.994 1.025 1.107 1.182 N/A 
0.81 7.8 1.077 0.811 0.846 0.917 1.095 N/A 
0.75 7.9 1.005 0.839 0.74 0.891 0.968 N/A 
0.68 7.9 0.918 0.737 N/A 0.694 0.909 N/A 
0.86 6.3 0.838 0.761 0.672 0.78 0.81 N/A 
0.86 4.4 0.874 0.781 0.766 0.822 0.902 N/A 
0.88 9.3 0.709 0.558 0.549 0.633 0.696 N/A 
0.87 10.8 0.631 0.556 0.539 0.56 0.620 N/A 
0.89 11.7 0.797 0.696 0.704 0.788 0.815 N/A 
0.87 13.3 0.905 0.714 0.712 0.716 0.772 N/A 
0.84 15 0.907 0.719 0.732 0.702 0.77 N/A 
0.62 7.9 0.84 0.691 0.682 0.804 0.813 N/A 




Before selecting the particular network, which is going to be used in practice, it is 
beneficial to try different network architectures to achieve best performance with 
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minimum complexity. In this section training results of several networks of varying 
architectures are presented.  


















Performance is 0.0114554, Goal is 0
 
p=10 


















Performance is 0.014321, Goal is 0
 
p=20 




















Performance is 0.00666279, Goal is 0
 
p=25 






















Performance is 0.00873557, Goal is 0
 
p=30 




Figure K-3 shows training curves and performance metrics for networks with a 
single hidden layer, which are trained using the data in Table K-1. Network performance 
is measured by using mean square error as defined in Eq. K.6. The lower the value the 
better the approximation provided the network. On the other hand, there lies a trade-off 
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between approximation capacity of the network and network complexity. For example 
one can see from Figure K-3 that the network with thirty p=30 neurons in the hidden 
layer has a better learning curve and achieves a better overall performance (in terms of 
mean square error) after the learning process is completed. However, one might choose to 
use for example the network with twenty p=20 neurons in the hidden layer should the 
marginal benefit of going with p=30 network is actually offset by its added complexity 
(more parameters to deal with, higher computation time in vector machines). For 
practical purposes always the simplest architecture, which can approximate the desired 



















Performance is 0.00100332, Goal is 0
 
p1=7, p2=7 


















Performance is 0.0107255, Goal is 0
 
p1=9, p2=7 





















Performance is 0.00061938, Goal is 0
 
p1=9, p2=8 











































Performance is 0.0566834, Goal is 0
 
p1=11, p2=8 
























Performance is 1.1723e-005, Goal is 0
 
p1=11, p2=9 

















Performance is 0.0254088, Goal is 0
 
p1=10, p2=10 





















Performance is 0.00042209, Goal is 0
 
p1=11, p2=10 























Performance is 2.28501e-005, Goal is 0
 
p1=11, p2=11 

























Performance is 2.30759e-006, Goal is 0
 
p1=15, p2=15 




output, well enough is used. Measure of performance is actually unique to the specified 
application where this network is to be utilized practically. 
Above figure (see Figure K-4) is similar to Figure K-3 but in this particular case 
networks trained have two hidden layers instead of one. Here again the network 
performance depends on number neurons but there is one more parameter to choose. 
Learning process is completed fairly quickly for all the networks tested. It is possible to 
conclude that networks with two hidden layers do a better job in approximating the 
combustor output. It is also possible to increase the number of hidden layers to obtain 
better performance. Networks with more than two hidden layers are in fact rarely utilized 
in practice as the added benefit does not justify the computational cost involved in 
training process as the number of parameters (i.e. connection weights) increase.  The 
network with 9 neurons in each hidden layer (p1=p2=9) yields in the best overall 
performance of all the architectures tested.  
 
K.5 Introduction to Optimization 
 
Extremum seeking control is a non-model based adaptive method. It can be 
applied to control problems, which involve a non-linear plant or a control objective where 
this non-linearity has a local extremum (Ariyur et. al., 2003). In this particular case slow-
time system identification has been performed in an earlier chapter using a static neural 
network. The neural network accurately represents the extremes of the combustor 
behavior. This model will provide the extremum seeking optimization algorithm with 
accurate noise-free gradient information.   
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K.6 Optimization Algorithm 
 
In this section the optimization algorithm, which can be used for optimizing 
combustor behavior is presented. First the optimization problem will be defined and then 
the algorithm is introduced. 
The cost function that will be minimized is the plain emissions index EINO. In 
practice a more complex cost function, which includes both EINO, and pattern factor 
(PF) can be selected. In that case slow time system identification for pattern factor can be 
carried out with the very same method used in the previous section of this chapter. 
Moreover, constraints can be added to the parameter search space. All these cases can be 
tackled with this extremum-seeking algorithm. This particular case is selected to 
demonstrate the applicability of the algorithm.  
Optimization problem can be defined to meet certain demands of the designer as 
follows: Minimize nitric oxide emissions index EINO with respect to blowing ratio and 
forcing frequency at a desired equivalence ratio. Consequently, optimization will be 




EINO  K.10 
 
A simple gradient descent algorithm shall suffice to reach the desired optimal 
operating point. This is the most commonly used non-linear local optimization technique 
(O’Nelles, 2001). There are several variants of gradient based methods such as; line 
search, finite difference, steepest descent, Newton’s method etc. Here a steepest descent 
algorithm will be used where the search direction is the opposite gradient direction. This 
algorithm is easy to understand and implement plus it does not require the computation of 
 334 
second order derivatives. Additionally, steepest-descent algorithm has linear 
computational complexity. Drawbacks of the algorithm on the other hand include slow 
convergence and therefore large number of iterations is required until the search 
algorithm reaches the desired optimal point.  
Defining a parameter vector Λ that consists of blowing ratio and forcing 
frequency as in Eq. K.2. Also a Jacobian matrix denoted by Ja is defined in Eq.K.3.  


















A simple parameter update law is give as follows (Eq. K.13); 
 
1k k k Jaµ+Λ = Λ −  K.13 
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Steps of the optimization algorithm can be itemized as follows; 
vii. Initialize parameter vector Λ 
viii. Calculate the Jacobian matrix by differentiating Eq. 7.5 analytically  
ix. Update the parameter vector using Eq. 7.4 
x. Check for change in EINO, if 1k kEINO EINO+ −  is less than ε then stop the 




In this chapter of the dissertation a unified approach for slow time system 
identification and furthermore for optimization of the operating condition is introduced to 
the reader. Neural networks with different architectures are trained successfully in order 
to mimic the output of the combustor. In this particular case combustor emissions index 
was used as the output. However, it is possible to extend for multiple outputs using the 
same technique discussed here, or it is also possible to train a dedicated network for each 
individual output. In all cases tested networks started to learn the desired output after a 
short number of epochs (i.e. number steps of the training algorithm).  It is also observed 
that two hidden layer networks performed better than the ones with a single hidden layer. 
In fact, this is an expected result.   
After the training process is complete and the decision on the particular network 
architecture is made one can use this network output to optimize combustor behavior as 
discussed in the previous section. Furthermore, same mathematical tools used for 
network training (i.e. Levenberg-Marquardt algorithm, Newton’s method or other 
gradient descent methods) can also be used for this purpose. 
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APPENDIX L. MATLAB SOURCE CODE FOR CH IMAGE PROCESSING 
 
% ****************************************************************** 
% This program opens a multi-frame TIF file containing a sequence of images.        * 
% Calculates the average of the sequence. Averages                                                   *  
% all the sequences and subtracts the mean to the original images                             * 



















   name=strcat(file,num2str(suffixes(i))); 
   seqtotnum=[]; 
   seqtotnum(512,512)=0;  
  
   for j=0:seq-1; 
 
      IDX=j+1; 
      seqimg=imread(name,ext,IDX); 
      seqimgnum=double(seqimg); 
      seqtotnum=seqtotnum+seqimgnum; 
 
   end 
 
   seqavg=seqtotnum/seq; 
   eval([name 'avgnum' '=seqavg;']) 
   eval([name 'corravg' '=seqavg;']); 
   contotnum=contotnum+seqavg;  
   varname=strcat(name,'corravg'); 
   cmax=max(eval(varname));  
   cmax=max(cmax); 
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   if CHIGH<=cmax  
      CHIGH=cmax; 
   else 
      CHIGH=CHIGH; 
   end 
 
   cmin=min(eval(varname)); 
   cmin=min(cmin); 
 
   if CLOW>=cmin; 
      CLOW=cmin; 
   else 
      CLOW=CLOW; 








   rename=strcat(file,num2str(suffixes(k))); 
   filetype=strcat(rename,'corravg'); 
   eval(['qp' rename '=eval(filetype)-conavg;']); 
   varnameqp=strcat('qp',rename); 
   cmaxqp=max(eval(varnameqp)); 
   cmaxqp=max(cmaxqp); 
   if CHIGHQP<=cmaxqp 
      CHIGHQP=cmaxqp; 
   else 
      CHIGHQP=CHIGHQP; 
   end 
   cminqp=min(eval(varnameqp)); 
   cminqp=min(cminqp); 
 
   if CLOWQP>=cminqp; 
      CLOWQP=cminqp; 
   else 
      CLOWQP=CLOWQP; 
   end 
 








     
   phase_angle=(360/cond)*(l-1); 
     
   plotname=strcat(file,num2str(suffixes(l)),'corravg');  
   plotnameqp=strcat('qp',file,num2str(suffixes(l))); 
   subplot(2,4,l);imagesc(eval(plotnameqp),CLIMQP);  
   title(strcat(num2str(phase_angle),' degrees'));axis off; 
    
   if l==1 
    
   colorbar; 
    
   end 






     
   phase_angle=(360/cond)*(l-1); 
    
   plotname=strcat(file,num2str(suffixes(l)),'corravg');  
   plotnameqp=strcat('qp',file,num2str(suffixes(l))); 
   subplot(2,4,l);imagesc(eval(plotname),CLIM);  
   title(strcat(num2str(phase_angle),' degrees'));axis off; 
   
   if l==1 
    
   colorbar; 
    
   end 
    
end 
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