Introduction
The setting of the continuum percolation model is the product of a discrete 'space-like' graph G = (V, E) with a continuous 'time-like' dimension R. The model is similar to the famous contact process, with 'deaths' arriving independently on the vertex lines V × R and 'bonds' arriving independently on the edge lines E × R. Unlike the contact process, the continuous dimension in this model is non-oriented, so if a point (x, t) percolates to a point (y, s) then the converse is true as well. There are a variety of hybrid discrete-continuous population models, for a review, see [6] .
As with traditional bond/site percolation models, the continuum percolation model with uniform death rate δ and bond rate λ has a continuous phase transition from a low density phase λ/δ < ρ c to a high density phase λ/δ > ρ c . The low density phase is characterized by exponential decay of correlations [3] , P [(x, t) and (y, s) belong to the same cluster] < e −µ(|x−y|+|t−s|) and the high density phase is characterized by the almost sure existence of an unbounded cluster. At λ/δ = ρ c the probability of an infinite cluster is zero [2] .
It is interesting to ask whether this phase transition is preserved for non-uniform environments δ and λ. More formally, let δ : V → (0, ∞), and λ : E → (0, ∞), and now define the death rate κ −1 δ and bond rate κλ. We ask whether the phase transition persists, and what is the effect on the phases, is the effect on the phases, and existence of a phase transition are the high and low density phases preserved in the parameter κ.
It is natural to ask how stable these phases are with respect to non-uniform perturbations. In particular we are interested in perturbations such that inf{δ x | x ∈ V} ∪ {λ −1 u | u ∈ E} = 0. Under sufficiently mild perturbations, (where the value of δ is changed at a set of points with zero density in V) the phase transition value ρ c does not change, but the phase transition becomes discontinuous [9] .
Moreover, it has been shown that a phase transition is preserved for randomly disordered parameters λ and δ. Klein [8] showed, under mild conditions on the moments of parameters that a low density phase with exponential decay of correlations in the spatial direction exists. More formally, in that paper it was shown that, if δ and λ are i.i. for some τ > 1. Note that if δ −1 and λ are bounded below, and if (1.2) is large then there is an infinite component with probability one, in that sense the phase transition is preserved for such models. As an alternative to random disorder, it is interesting to consider quasiperiodic disorder. The formulation of quasiperiodic disorder is stated below in Section 1.2. Similar bounds on the bounds on the percolation probability hold for quasiperiodic disorder [7] , with similar moment conditions on the sampling functions. We discuss this similarity in detail in [10] . On the other hand, for sufficiently strong disorder there is no phase transition. In the random case, sufficient concentration of δ near zero and heavy tails of λ imply there is no phase transition depending on the moment behavior of λ/δ [1] . In the quasiperiodic case, the sampling function defining δ vanishing sufficiently fast near a zero point implies there is no phase transition in the choice of λ.
In this paper we will show the existence of an intermediate behavior in the low density phase due to the behavior of the sampling function near zero values. We show that for Diophantine disorder and power law behavior near zero points, the correlation probabilities decay as P [(x, t) and (y, s) belong to the same cluster] < C x,δ,λ e −µ(|x−y|+|t−s| τ )
for some τ > 0.
Percolation Model
Let consider the graph determined by the integer lattice Z d connected by nearest neighbors. The vertex set of the graph is
3)
The edge set is composed of the pairs of nearest neighbors {x, y} so that x − y 1 = 1. The edges will be labeled by their midpoints:
E := x + y 2 for all x, y ∈ Z d so that x − y 1 = 1 .
(1.4)
We state our proofs and carry out the analysis in the context of the integer lattice, but similar proofs can be carried out in any graph with bounded coordination number. The graph is defined as G = V ∪ E. The model is defined on L G = G × R.
To each x ∈ Z d we associate a rate parameter 1 κ δ x > 0 for a Poisson process of deaths. To each edge u ∈ E we associate a rate parameter κλ u > 0 for for a Poisson process of bonds. Here κ > 0 is a global tuning parameter. These processes take place on L G which may be visualized as being embedded in R d+1 . For each x ∈ V, for each arrival t of the death process on x × R we delete the point x × t from Z d × R. For each u ∈ E, for each arrival t of the bond process on u × R we identify points (x, t) and (y, t), where u = (x + y)/2 for nearest neighbors x and y. The resulting percolation measure, which we denote by P = P κ,δ,λ , is the product measure over the collection of Poisson measures. Denote the set of realizations of the Poisson processes as Ω. With probability one, each realization ω ∈ Ω breaks V × R into finitely many connected components. For x, y ∈ V, t, s ∈ R, denote the event that (x, t) belongs to the same component as (y, s) by the notation {(x, t) ↔ (y, s)}. Note in particular, that the real dimension in this model is not directed as it is in the well known contact process, thus if a point (x, t) 'percolates to' a point (y, s) then conversely, (y, s) percolates to (x, t).
The model in the uniform case, δ x ≡ δ ( for all x ∈ V) and λ u ≡ λ (for all u ∈ E), (and κ = 1) has been well studied and is known to exhibit long and short range phases. For all d ≥ 1, if λ δ ≤ ρ d the system is in the short range phase with exponentially decaying two point percolation P [{(x, t) ↔ (y, s)}] < e −λµρ( x−y 1+|t−s|) . For λ δ > ρ d the system is in a long range phase with positive probability of an infinite cluster at the origin. It is not hard to see that the scaling (δ, λ) → (sδ, sλ) does not effect the phase of the model, its only effect is to dilate the real dimension by a factor of s. This remains true in the disordered case. Thus, the environment (κ −1 δ, κλ) is equivalent to (δ, κ 2 λ) under rescaling by a factor of κ. The latter formulation was used in [7] for the study of quasiperiodic death rate with constant, and small, bond rate.
Finally, let us observe that, for disordered parameters δ, λ we may define local upper and lower densities of the environment. The upper (and respectively lower) density at x are defined as
then the system is in the short (respectively long) range phase. However, such global results do not apply when if there exists A ⊂ Z d so that A and A c are infinite and ρ x ≤ ρ d < ρ y for every x ∈ A and y ∈ A c . It is precisely these regimes we are interested in as we describe in the following section.
Main definitions and results
We will begin by constructing quasiperiodic fields δ and λ on V and E respectively. The fields are constructed by introducing a quasiperiodic dynamical system and then define the field by sampling along the orbit of the dynamical system.
Concretely, we will consider quasiperiodic shifts of d + 1 multidimensional tori. We will write T = R/Z = [0, 1]/{0, 1} for the one dimensional torus, and, for any ν, T ν = T × · · · × T for the ν-dimensional torus (from here on the ν-torus). Shifts of the ν-torus will be defined by Diophantine matrices which we will now define.
where d(·, ·) denotes the distance on T ν . Finally, we simply say M is Diophantine if it is is ζ-Diophantine for some ζ > 0.
For i = 0, 1, ..., d let ν i ∈ N be the dimension of the i th torus:
be a Diophantine matrix. Thus we have d + 1 quasiperiodic processes, defined, for i = 0, 1, .., d, as
and phase θ i ∈ T νi . Now we introduce sampling functions which define the fields. Let C(T ν ) be the real continous functions on T ν . The sampling functions will belong to spaces of the form
We will restrict our attention to sampling functions which have a power law behavior at their zeros.
Finally we define the fields. Let h 0 ∈ C + f in (T ν0 ), given phase θ 0 ∈ T ν0 define the death rate as
For i = 1, .., d let e i ∈ Z d be the vector with a 1 in the i th position and 0s at all other positions. For i = 1, .., d, the sampling function h i ∈ C + f in (T νi ), and initial condition θ i ∈ T νi define bonds at edges V + 1 2 e i . For each x ∈ V define the bond rate at the edge x + 
Let us summarize the above construction by refering to the family
as an environment process and {θ i } d i=0 as the initial phases. We summarize conditions on the environment process in the following condition.
2.) For each i, the matrix M i ∈ R νi×d defining T i is ζ-Diophantine.
3.) The sampling function
h i ∈ C + f in (T νi ) is σ-admissable.
Given the sampling functions {h
, where
| count the number of zeros. Define further counting parameters
(1.7)
The parameters bound the resonances on each scale in the multiscale analysis which we discuss the parameters which we discuss in Section 1.3.
is (ν, ζ, σ)-regular and µ > 0 is fixed. Then for sufficiently small κ > 0, there is some C > 0 so that for any
The choice of τ in (1.8) is not optimized, however, the constant C can be chosen to be C = 1 50 .
Discussion of the methods.
The proof of Theorem 1.4 proceeds by a multiscale analysis. We will summarize the argument in this section, as well as the organization of the paper. The multiscale analysis is an iterative argument proceeding over a sequence of length scales. The sequence is governed by a family of parameters which we will introduce now. Let
and let α be a parameter so that α > σRK.
(1.9)
Let γ be a parameter so that α σK > γ > R (1.10)
. To see that such a choice of parameters is possible, consider setting γ = 2R and α = 4RKσ
Finally let η be a parameter satisfying
The initial spatial length scale L 0 must be chosen sufficiently large. We then define an increasing sequence of scales tuned by γ,
Corresponding to each length scale, the sequence of scales for the continuous dimension are defined by
so that decay in the spatial dimension at scale L k is matched by decay in the continuous dimension at scale T k . The parameter κ is fixed at the initial scale L 0 , let
where
is a sufficiently small constant depending on the dimension and the desired decay rate µ 0 . With the choice of C κ , ρ x << ρ d over 'most' sets of radius L 0 . Over such sets the correlation probabilities decay at rate µ 0 , which we show Proposition 2.5.
As the length scale L · increases, the low density condition on ρ x is violated over sites within a radius L k of given x 0 . We will denote these points as resonances. The objective of the multiscale analysis is to limit the effect these resonances have on the exponential decay.
We associate a resonance scale ǫ k with length scale L k for each k = 0, 1, 2... tuned by a parameter α:
We will see that resonances only affects the decay of correlations in the spatial directions to the extent of the decay rates µ k . Let 0 < β < 1 − γ −1 , the decay rates form a decreasing sequence
with a limiting lower bound µ ∞ = inf k µ k . On the other hand, exponential decay will not hold in the continuous dimension, which leads to the scaling introduced in (1.14).
In proper environments the number of resonances in any radius L is uniformly bounded. Let the block of radius L at x ∈ G be defined as
for # = V, E, G. In Proposition 3.7 we show Condition 1.3 for proper environments controls the number of
. The multiscale analysis utilizes the L k scale decay in the bulk of the L k+1 scale regions. When inducting from scale L k to L k+1 , sites which are ǫ k resonant will require special care, and the assumption that they are not ǫ k+1 resonant. Sites which are ǫ k+1 resonant will have to wait for higher scales to be included in the multiscale analysis. We will prove the induction on scale L 0 to L 1 in Proposition 3.5 and the induction in the general case in Proposition 3.6.
To formalize the regions of a given scale, we denote a box of scale (L, T ) at a site (x, t) by
The boundary of a box B L,T is partitioned into vertical boundary, denoted by sets Υ V L (x, t ± T ) and the horizontal boundary which may be written as
In inducting regularity from scale L k to the box B L k+1 ,T k+1 , we consider the vertical and horizontal boundaries separately.
To control percolation to the horizontal boundary we partition paths by their visits to the resonant sites. The filtration into the partition is achieved by the BK inequality (2.7). The horizontal percolation on the initial scale and the general scale is stated as Propositions 4.1 and 4.7 respectively.
The more difficult portion of the proof is control of the percolation to the vertical boundaries. Percolation to the upper vertical boundary requires a path passing through Υ
the resonant set R 0 is composed of at most R v resonant sites and R e resonant edges. Percolation from Υ L1 (x, (n − 1)T 1 ) to Υ L1 (x, nT 1 ) is broken up into resonant and non resonant percolation, the bound on percolation is stated in Proposition 4.3. Outside the resonant set the communication probability is relatively small (Proposition 4.6), and we will show percolation from
R (Propositions 4.4 and 4.5). Percolation through the T 1 /T 0 layers will obtain sufficient decay. We carry out a similar proof in the general case in Proposition 4.9. Again the resonant set contains ǫ k resonant sites and edges. But, as we will use regularity at higher scales, we need to include ǫ i resonances which are sufficiently close to the ǫ k resonances. Again we utilize Proposition 3.7 to bound the number of those resonances. We therefore have percolation from
p for large enough p. Similar to the first step, requiring percolation through T k+1 /T k layers shows sufficient decay toward the vertical boundary.
Finally, we prove Theorem 1.4 in Section 3.2. In Proposition 3.8, we show for all x, and sufficiently large
is not ǫ k resonant which implies such sites are µ k regular. Lastly, we present the proof of Theorem 1.4 where we 'smooth out' the decay over fixed scales L k to arbitrary large distances.
Details of the percolation model
The family of Poisson processes are indexed by the elements of the graph G = V ∪ E. The death and bond processes take place respectively on the spaces
Denote the set of realizations of the Poisson processes by Ω, which can be identified as the space of locally finite subsets of
For ω ∈ Ω we will denote the deaths as
and the bonds as
The spaces L # , for # = V, E, G, inherit the topology from the ambient space R d+1 . Given ω we let bonds introduce an equivalence relation on this topology. We define a topology T ω on L ω := L V \ D ω by an equivalence relation identifying points (x, t) and (x + e i , t) for each ( 
For the sake of simplicity of notation we will write
Geometry in
Let us begin with sets in the graph G = E ∪ V. It is often helpful to restrict to a subgraph W ⊂ G. Let us define vertex and edge sets with respect to W for a subset A ⊂ G. The vertex set is defined as
note u may be an edge or vertex. The edge set with respect to W incident to a set A ⊂ G is denoted by
which includes the edges internal to the set, as well as those edges connecting the set to its complement. Now we can extend Definition 1.5 to sets.
The lattice boundary with respect to W is defined, for a subset A ⊂ G as edges which connect A to the complement. Let
For sets A ⊂ G the inner boundary with respect to W is defined as
and the outer boundary is defined as
which is equivalent to the inner boundary of the complement. The distance function for sets in the lattice is defined as usual: for sets A, B ⊂ G dist(A, B) := min x∈A;y∈B
We say the sets
we define the horizontal and vertical boundaries of U with respect to W. The vertical boundary is defined as
The horizontal boundary for a subset U ⊂ L V is defined as
Given a subset U ⊂ L V let us denote the inner adjacent points as
and outer adjacent points as
Finally define the total boundary as
|W U and the total inner and outer boundary as ∂
Topology of the percolation space Ω
As discussed in [3] , the proper topology for Ω is the Skorokhod topology, which is simply constructed by topologizing counting functions on G × [−t, t] for all t > 0. Let S t be the set of cadlag functions on [−t, t], and let S G,t be cadlag functions on
We fix the counting process by setting N (u, −t) = 0 for all u ∈ G, unless (u, −t) ∈ ω in which case we set N t,ω (u, −t) = 1. Let D t be the class of strictly increasing continuous functions on [−t, t] onto itself, and for r ∈ D define
For cadlag functions x, y on [−t, t] to R define
|x(s) − y(r(s))| which generates the Skorokhod topology for functions on S t . Now we define the topology on S G,t , which is defined, for x, y ∈ S G,t as
.
Finally, a distance function on Ω may be defined by
Now d G is a complete metric and generates a topology T on Ω, we write B(Ω) for the Borel σ-algebra generated by T . We are primarily interested in percolation events in this paper, i.e. events of the type
Thus let us discuss the boundary of such events. Recall the definition of Haudorff distance between subsets of a metric space is defined by
According to the construction of Skorohod topology
It is not hard to see that the boundary of a percolation event E W is contained in the event Z that the arrival times of two crossings or cuts coincide. Indeed if ω ∈ E W \ Z. Thus the boundary of E W is contained in Z.
Increasing events
We introduce a partial ordering over configurations ω ∈ Ω. The partial ordering is relevant to describing probabilistic inequalities on certain subsets of Ω.
Given two configurations ω, ω ′ ∈ Ω we write
We say an event X ⊂ Ω is increasing if ω ∈ X and ω ′ ≥ ω imply ω ′ ∈ X. If X c is increasing we say X is decreasing. If X is either increasing or decreasing we say X is monotone.
The following is the well known FKG inequality in this context.
Theorem 2.2 (FKG inequality)
If X, Y ⊂ Ω are both increasing (or both decreasing) and P (∂X) = P (∂Y ) = 0 then
The FKG inequality is an important lower bound on intersection events. On the other hand, there is no upper bound on intersection events. But, there is an upper bound on the circle product of events.
For events X, Y ∈ Ω, we define the product set X • Y as the set with the following property.
we have ω 1 ∈ X and ω 2 ∈ Y . In words, this is to say requirements for the events X and Y are satisfied on disjoint sets.
The following is the BK inequality.
Theorem 2.3 (BK inequality)
If both X, Y ⊂ Ω are both positive (or both negative) and
Remark For percolation events X and Y the product event X • Y is an event characterized by the existence of two non-intersecting percolation paths. It is not hard to see that the boundary of this event is contained in the event Z that the arrival times of two crossings or cuts coincide, i.e. ∂(X • Y ) ⊂ Z. As discussed in the above ∂X, ∂Y ⊂ Z. As P (Z) = 0 we may apply both (2.6) and (2.7) to percolation events.
Filter inequality
Our main application of the BK inequality is to filter communication events by the last visit of a percolation path to a set containing the initial site of the path. Integration on the space L G is defined by the embedding of the Lebesgue measure on R onto the sets
f (ι w (s))ds. Now we define a quantification of the total communication to the boundary. Given a set A ⊂ V ⊂ L V and a set W ⊂ L V , let us define the sum percolation to the boundary within V as
(2.8)
The formal term defined in (2.8) is used for the following bound for communication within a set W ⊂ L V .
Lemma 2.4
Let A ⊂ V and B ⊂ V c , then
Proof Any path from A to B must pass through ∂ |W V finitely many times (as Ω is locally finite). Thus, there is some 'first passage' of the path out of V . We will proceed by filtering the paths by the first passage step which may be through the edge or the vertex boundary. We will begin with the edge boundary, then consider the vertex boundary. The event of the first path through a bond U ∈ ∂ E |W V at a given position may be written as
Similarly, a path crossing out of V for the first time through a point in the vertical boundary is written as
Thus we have
Now apply (2.7) to all events F · . For the final steps through the edge boundary we obtain
The density term, by definition of the Poisson process is P (U ∈ B)dU = λ U dU . For the final step through the vertex boundary we have
Taking the supremum of P [Y ↔ B|W] over the boundary terms in (2.10) and (2.11) completes the proof.
As a first application of Lemma 2.4 we show exponential decay in a low density environment. The proof also prepares us for the methods of the multiscale analysis. Recall, the parameter κ is used to tune the crossing and cut rates and we are using the notation P = P κ,δ,λ . Proposition 2.5 Suppose W ⊂ L G is ǫ-non-resonant. Let X = (x, t) be a point and U be a set such that X / ∈ U . For any 0 < µ < ∞, there is a C κ (µ, d) > 0 so that for κ = C κ ǫ we have
A direct calculation of the probability of the right hand side shows that
On the otherhand, for Y ∈ ∂ E B 0,1 (X) we bound P ({X ↔ Y |W}) ≤ 1 thus, the Q term is bounded by
Now use the bound δ > ǫ and λ < ǫ −1 , Then, for C κ , as in (1.15), chosen sufficiently small with respect to µ we have
Thus, applying Lemma 2.4 we have
Now we iteratively apply this argument n = min 
Main
We use the terminology resonances to describe points which are locally in the high density regime. This term was used in [4, 5] in analogy to role bare energies near a target energy play in multiscale proofs of Anderson localization.
Regularity induction
Let us first introduce the concept of regularity.
Definition We say a site x ∈ Z d is (µ, L) regular if, for any t ∈ R,
Note that, if we prove regularity at (x, 0), we have, by translation invariance, regularity at (x, t) for all t ∈ R.
Regularity on an initial scale L 0 is easy to obtain using the tuning parameter κ. Regularity on higher scales will follow from induction, which we describe in Condition 3.3 and Proposition 3.6.
Proposition 3.1 For any 0 < µ 0 < ∞, for sufficiently small C κ > 0, for κ = C κ ǫ 0 and any
Remark Note in the above theorem, the length of the initial scale L 0 is chosen first and then the parameter κ is selected (as ǫ 0 = L −α 0 ) with respect to L 0 . Proposition 3.1 will follow from Proposition 2.5.
Proof Given µ 0 , the second statement follows by taking C κ sufficiently small to apply Proposition 2.5, which immediately obtains (3.1). Now to obtain regularity, apply Proposition 2.5 to points on the boundary of B L0,T0 (x). We have, for (y,
Applying the definition (2.8) we have,
Then for sufficiently large L 0 the prefactor is bounded by 1, the second factor obtains the desired decay.
We will present an induction on the sequence of scales L 0 , L 1 , L 2 , ..., as defined in (1.13). The following condition is the base case on scale L 0 which follows from Proposition 3.1.
Condition 3.2 (Initial regularity)
The following condition formulates the induction statement on the sequence of scales. 
From Condition 3.3 we induct to regularity on the next level.
Condition 3.4 (Level
It is helpful to prove the first induction step concretely before proceeding to higher scales.
Proposition 3.5 Suppose the environment process
is (ζ, σ)-proper. Let L 0 be sufficiently large, and suppose Condition 3.2 holds. Then, if B L1,T1 (x, t)∩W is ǫ 1 non-resonant, x is (µ 1 , L 1 |W) regular.
We will prove Proposition 3.5 in Section 4.1. Finally, we have the induction on higher scales which we will prove in Section 4.2.
Proposition 3.6 Suppose the environment process
is (ζ, σ)-proper. Let L 0 be sufficiently large, and suppose Condition 3.3 holds for given k. Then Condition 3.4 holds.
Proper environments are regular
Proposition 3.7 Suppose the environment process
Then there is a finite L 0 so that for any x ∈ V and L > L 0 the box Λ V L (x) has at most R v , respectively R e , many L −α/γ -resonant sites, respectively edges.
Proof From the σ-admissible definition we have that there is c > 0 so that for all θ ∈ h −1 i (0) we have
Suppose for some i there are points x j , for j = 1, ..,
Then there is some
i (0) so that there are two values of j( say j = 1, 2) so that
On the other hand, from the Diophantine condition,
Thus, for some
Thus, as α > γσζ, for large enough L, there are at most R 0 vertex resonances and
Proposition 3.8 Suppose the environment process
Proof Let ν = min{ν 0 , ν 1 , . . . , ν d }, the probability a given site or edge is ǫ-resonant is bounded by Cǫ ν/σ .
Thus, the probability Λ 2L
Proof of Theorem 1.4 Let b >> 2 be a constant to be fixed below. Given x let K x be the constant defined in Proposition 3.8. Let C x = exp{µbL Kx+1 }. Suppose k is such that
Obtaining decay in the (µ k , L k ) regular region is similar to the proof of Proposition 2.5. On the first step we have
As Λ bL k+1 (x) is ǫ k non-resonant we have
We apply the same argument n times for
which obtains
Now return to (3.2). For n defined by the time difference we have
For n defined by spatial difference and c = L0
Thus we have the result P [(x, t) ↔ (y, s)] < e −µ max{|y−x|,|s−t| τ } for µ < µ ∞ c 1 − α log L0 µ∞L0 .
Multiscale Analysis
The strategy of multiscale analysis is to prove percolation regularity on an increasing sequence of scales and sets of phases. The initial lattice scale L 0 must be chosen sufficiently large to allow the induction to proceed on higher scales. The tuning parameter κ must be chosen sufficiently small to establish regularity on Λ L0 (0) for a large set of initial phases θ ∈ T ν . We introduce parameters p and q. Observe from (1.12) that
From the first inequality we have
Percolation and low dimensional defects on the first level
In this section we prove Proposition 3.5. Thus let x be chosen so that Λ L1 (x) is not ǫ 1 resonant, we then show that x is (µ 1 , L 1 ) regular. By Proposition 3.7, there are only R v sites and R e edges which are ǫ 0 resonant in Λ L1 (x). Thus we will use that the bulk of the region is (µ 0 , L 0 ) regular (for small enough κ) to control and separate the portion of the environment which is resonant. We will break the proof of Proposition 3.5 into two parts: percolation to the edge and vertex boundary. First we state our bound on percolation to points in the inner edge boundary.
Proposition 4.1 Suppose Condition 3.2 holds and the environment
The proof of Proposition 4.1 is contained in Section 4.1.1.
is ǫ 1 nonresonant, and Condition 3.2 holds. Then
The notation Υ proof of Proposition 3.5 For this proof, let us write B = B L1,T1 (x, t). First we consider (y,
It is clear that
As q > 1, for large enough L 0 this term dominates (4.3), thus, using Proposition 4.1
Thus, for large enough L 0 we have the result.
Percolation in the lattice directions
Throughout this section, we fix x to be a site such that Λ V L1 (x) is ǫ 1 -non-resonant. We specify the ǫ 0 -resonant vertices and edges with the following notation, 
The non resonant region in percolation space is then
proof of Proposition 4.1 For this proof, again let B = B L1,T1 (x). We will consider percolation paths that begin at (x, 0) and we filter the paths by their visits to segments of
be the collection of r-length non-repeating sequences in R 0 with initial site u 0 = x. By the L 1 nice assumption, there are only R v sites and R e edges which are ǫ-resonant so A r = ∅ for r > R e + R v . For A = (u 0 , .., u r ) ∈ A r let us write
where V(·) is defined in (2.2). For (y, s) ∈ ∂ E− B L1,T1 (x, 0), we introduce the percolation event defined by the prescribed visits to the resonance lines,
It is possible that A r is a boundary line of B, then if (y, s) ∈ A r the final event in (4.5) holds trivially.
Observe that the percolation to (y, s) ∈ ∂ E− B is contained in some percolation event Ψ A (y, s):
Thus, to complete the proof, we need only control the events Ψ A . First let us observe that edges incident to sets A i have crossing parmeter bounded by ǫ −1 0 so that,
Where we have used Proposition 2.5 on the second line. Then for any
Therefore, we may uniformly bound any Ψ A event for A ∈ A r ,
Finally, observe there are at most R r r! elements of A r . Thus
, this is what we intended to prove.
Percolation in the continuous direction
Percolating from (x, 0) to Υ L1 (x, T 1 ) requires percolating through ⌊T 1 /T 0 ⌋ intervals of length T 0 . Therefore we will prove the following:
is ǫ 1 nonresonant, and Condition 3.2 holds. Then we have, for any t so that |t| < T 1 − T 0 ,
were c is a constant depending on d, µ 0 , and C κ .
The proof is contained in Section 4.1.3.
proof of Proposition 4.2 To percolate from the layer at t = 0 to the layer at t = T 1 requires percolating through all layers Υ L1 (x, kT 0 ) for k = 1, 2, .., T 1 /T 0 . Thus, we have
The events on the right hand side are mutually independent, therefore we apply Proposition 4.3 to each,
By the chosen parameters we have
for the chosen q and large enough L 0 this completes the proof.
Vertical percolation by layer
We break the events of vertical percolation by layer (from Υ L1 (x, kT 0 ) to Υ L1 (x, (k + 1)T 0 )) into two subevents. For simplicity we will carry out the proof in the k = 0 case. The first is percolation from Υ L1 (x, 0) to Υ L1 (x, T 0 ) through the regular environment W 1 , as defined in (4.4). The second is percolation from the resonant lines R 0 × [0, T 0 ] to Υ L1 (x, T 0 ). The resonant sets are incident to Υ L1 (x, T 0 ), thus, we control communication between these sets by requiring each resonant line has a death in the neighborhood of R 0 × T 0 . Now let us formalize these definitions. The thickness of the boundary layer will be different for the resonant edges and sites. Let
for # = line, bdry. For w ∈ R 0 , (either an edge or a site), we define an absence of communication event from the line at w as F
(1)
. For w ∈ R 0 , define the 'break' event at the boundary as
The events of non-communication from the resonance line to the upper boundary, and break event near the upper boundary, are now F
Now we may write the complement of percolation through the resonance set as,
R .
Absence of percolation in the nonresonant region is written as
Note that F R and G are both decreasing events and {Υ
Proposition 4.4 Suppose Condition 3.2 holds and Λ L1 (x) is ǫ 1 non-resonant and Condition 3.2 holds.
for c depending on d, the choice of µ 0 and C κ .
Proof Let a > 0, to be sufficiently small as determined later, and for all ℓ ≥ 0 let us partition I (line) in to the intervals
The probability of communication from such an interval to Υ L1 (x, T 0 ) is bounded by
By definition of the sets J (ℓ) u , the incident edges are not ǫ 0 resonant. Thus
where the right equality follows from definition of κ (1.15) Therefore, using Lemma 2.4 and Proposition 3.1,
14)
The communication probability from I
is the union of the above events. Consider the complement of the communication events and use the FKG inequality,
Now apply (4.14) to obtain,
Thus, for small a,
therefore, taking a sufficiently small, we have
As |R 0 | ≤ R, this completes the proof. Then for u ∈ R 0 , P F
Proof By definition, there are at most R v sites and R e edges in R 0 . Thus we need at most R v many ǫ 1 -non-resonant intervals and R e many ǫ 1 -non resonant intervals at edges. Considering the neighboring edges of the resonance set we have at most 2dR v + 4dR e many ǫ 0 -non-resonant edges, the number of neighboring sites consist of at most 2R e many ǫ 0 -non-resonant sites. Thus we have, for some 0 < c < 1, 
Proof For each y ∈ Λ L1 (x) apply Proposition 3.1.
The proof is completed by summing over all y and taking the complement.
proof of Proposition 4.3 We will use the FKG inequality to bound the complement below
To bound the product, combine Propositions 4.4, 4.5 and 4.6 which completes the proof.
Percolation and low dimensional defects at higher levels.
The arguments at the k to (k + 1) th level are essentially similar to the 0 to 1 st level argument. The main complication arises in the general versions of Propositions 4.4 and 4.5, the percolation between horizontal layers. We will recapitulate the method in this section, but for similar proofs we only write down the necessary modifications.
The following is the general version of Proposition 4.1.
Proposition 4.7 Suppose the environment process
is (ζ, σ)-proper. Let L 0 be sufficiently large and suppose Condition 3.3 holds. Then for (y,
The following is the general version of Proposition 4.2.
Proposition 4.8 Suppose the environment process
is (ζ, σ)-proper. Let L 0 be sufficiently large and suppose Condition 3.3 holds. Then
The proof of Proposition 3.6 follows from Propositions 4.7 and 4.8 in a similar way to the proof of Proposition 3.5.
proof of Proposition 3.6 Let us write B = B L k+1 ,T k+1 . First let us consider the vertical boundary (y, ±T k+1 )∂ V B,
Now let us consider the horizontal boundary:
Again, as q > 1 and L 0 > 1 we have
which, for large enough L 0 , completes the proof.
Percolation through the lateral directions
We define the sets of ǫ k edge and site resonances
and
From which we define the total resonance set
The non-resonant region is
The proof of Proposition 4.7 is similar to the proof of Proposition proof of Proposition 4.7 As in Section 4.1.1 let us define sets of sequences of length r, A r , which filter the visits of paths to the resonant set B L k+1 ,T k+1 (x) \ W k+1 . For A ∈ A r define V A in analogy to how it is defined in equation (4.5). As Λ L k+1 \ R k is ǫ k non-resonant, Condition 3.3 implies percolation in B k is (µ k , L k ) regular. Thus, we may repeat the steps of Section 4.1.1 to find, for any A ∈ A k ,
Again, there are at most R r r! elements of A r so the conclusion follows as in Section 4.1.1.
Percolation in the continuous direction
Now we bound the percolation through a layer of the box.
We prove Proposition 4.9 in Section 4.2.3.
proof of Proposition 4.8 The proof is similar to the proof of Proposition 4.1 in Section 4.1.2. We again have,
which, by the choice of q, the result follows for large enough L 0 .
Percolation per layer
In this section we will redefine some notation, so that R i are redefined on each level k of the proof. Starting with k level resonances defined in (4.17) and (4.18) we define neighborhood resonant lines inductively, for i = k − 1, .., 1, 0. For all i, let R ′′ i be the 'complete set' of ǫ i resonances, with
We continue a similar induction to lower scales, so that R ′ i is the smallest set so that R
We will repeat the structure of the proof from Section 4.1. Let us re-partition R ′ 0 in the following way. Let Z k be the subset of R ′ 0 which is 2 percolating from R k . Inductively, let Z i be the subset of
Let us define the resonance lines, for w ∈ Z i , as
Now we denote a reduced environment as
(x, T k ) through U k+1 without visiting the resonant set and percolation from
Define an absence of communication event,
and a 'break' event, for w ∈ R i ,
specifying at least one death and no bonds incident to I bdry w . Similar to Section 4.1 we define the family of events F
We reuse the notation for absence of percolation in the nonresonant region, so that
We have again prepared decreasing events F
R and G such that percolation through the layer is contained in the complement of the intersection, so that we may bound percolation probability using the FKG inequality.
First let us make an observation on the regularity of sites in proximity to R ′ 0 .
Proposition 4.10 For
for higher scales, i = 0, ..., k − 1, and
(4.23)
Note the events described in (4.20) cover percolation within this region.
Proof By construction, for any i and u ∈ R i we have, for
Thus we have that U k+1 is ǫ 0 non-resonant from Proposition 3.1, we have (4.22). For 0 < i < k − 1 we have U k+1 is ǫ i non-resonant so that, for The proof is similar for all i, so we will not make any distinctions in the proof below. For 0 ≤ ℓ ≤ (T 0 − ξ i )/a, we apply (4.22), so that
For j = 0, 1, .., k − 1 and ℓ so that T j < aℓ + ξ i < T j+1 we apply (4.23), so that
We now combine these bounds and apply the FKG inequality to find
Using the bounds (4.24) and (4.25) we have − log P F We first bound the second summation, for small enough a > 0 and sufficiently large L 0 ,
The first term is handled similarly to the first level proof, There are at most R v sites in V ∩ Z k and R e bonds in E ∩ Z k . Each such vertex and edge 2 percolates to at most R v vertices and R e edges which are not ǫ k resonant. Combining these, for some c > 0 independent of k, P (∩ w∈Z k F (2)
as κ has been chosen sufficiently small. Continuing this argument for i = k − 1, ..., 1 we have
Finally, the i = 0 case is similar to the initial case so that
From the FKG inequality, we have the observation that
w ).
The proposition now follows from FKG inequality and combining all above bounds on products.
Proposition 4.13 Suppose Condition 3.2 holds and Λ L k+1 (x) is ǫ k+1 non-resonant and Condition 3.2 holds. Then
proof of Proposition 4.9 By Proposition 3.7, there are only R points in R k . For each u ∈ R k there are at most R points in Λ L k (u) which are ǫ k−1 resonant, as 2RL ζ k−1 < 1 2 L k the ǫ k−1 resonant points can not percolate outside the set Λ L k (y). Thus R k−1 contains at most R 2 g points, note we are not including the points of R k in R k−1 . A similar argument implies, for each w ∈ R j , that there are at most R elements in R i for i < j. Thus there are at most R(R + R 2 ) many ǫ k−2 resonant points which L k−2 percolate from R k ∪ R k−1 .
Formally |R k−2 | ≤ R 2 +R 3 . Continuing to further scales obtains there are at most R 2 +· · ·+R j+1 = R Now using Proposition 4.11 and the above bound, there is c 1 > 0 so that
by the choice of p, and for large enough L 0 , this completes the proof.
