Abstract In this paper, we propose the concept of eigenspine, a data analysis scheme useful for quantifying the linear correlation between different measures relevant for describing spinal deformities associated with spinal diseases, such as idiopathic scoliosis. The proposed concept builds upon the use of principal component analysis (PCA) and canonical correlation analysis (CCA), where PCA is used to reduce the number of dimensions in the measurement space, thereby providing a regularization of the measurements, and where CCA is used to determine the linear dependence between pair-wise combinations of the different measures. To demonstrate the usefulness of the eigenspine concept, the measures describing position and rotation of the lumbar and the thoracic vertebrae of 22 patients suffering from idiopathic scoliosis were analyzed. The analysis showed that the strongest linear relationship is found between the anterior-posterior displacement and the sagittal rotation of the vertebrae, and that a somewhat weaker but still strong correlation is found between the lateral displacement and the frontal rotation of the vertebrae. These results are well in-line with the general understanding of idiopathic scoliosis. Noteworthy though is that the obtained results from the analysis further proposes axial vertebral rotation as a differentiating measure when characterizing idiopathic scoliosis. Apart from analyzing pair-wise linear correlations between different measures, the method is believed to be suitable for finding a maximally descriptive low-dimensional combination of measures describing spinal deformities in idiopathic scoliosis.
Introduction
Idiopathic scoliosis is a disease affecting the spine by causing an excessive lateral curvature, as observed in the frontal plane, and is estimated to have a prevalence rate of 2 -3% for the age group 10 -16 years old [13, 18] . The disease is typically categorized according to curvature type (C-or S-like), location of the primary curvature (thoracic, lumbar or thoracolumbar) and age of onset (infantile, juvenile, adolescent or adult). The choice of treatment, i.e. bracing or surgery, is dependent on a number of factors, which include age of onset, gender, skeletal maturity, the Cobb angle and the estimated progression rate. Especially the Cobb angle plays an important role in deciding which treatment to use. The Cobb angle is defined as the angle between two lines drawn parallel to the superior endplate of the superior end vertebra and parallel to the inferior endplate of the inferior end vertebra as observed in an anterior-posterior radiograph [1] . However, although an established measure, the Cobb angle measures a 2D projection of what is actually a 3D deformity, and, therefore, the relevance of using the Cobb angle alone for assessment of the spinal deformity of a scoliotic curvature can be questioned. To this end, a number of other methods for assessing spinal deformity have been developed, including both manual and computerized methods. Examples include methods for axial vertebral rotation measurements [11, 17] , based on either 2D or 3D data, and methods for estimating both the position and the rotation of each vertebra [2, 5, 16] .
Apart from developing methods that can provide a more accurate 3D description of the spinal deformity of a scoliotic curvature, there is also a need to analyze how different measures describing spinal deformities relate to each other and to the clinical outcome [4, 6, 15] . This is important in order to classify various sub-types of idiopathic scoliosis and to determine if different treatments are suitable for the different sub-types of idiopathic scoliosis. Examples of this kind of work are found in [3, 7, 14] , where they apply clustering algorithms to the measures derived from the EOS system [2] , in order to identify various sub-types of idiopathic scoliosis. However, there has been limited amount of work performed, aimed at analyzing the relation between different measures relevant for assessing spinal deformities. To this end, we present the concept of eigenspine, a data analysis scheme for analyzing the linear correlation between different measures relevant for describing spinal deformities.
Eigenspine
The proposed data analysis scheme is based on a combination of principal component analysis (PCA) and canonical correlation analysis (CCA), where PCA is used to reduce the number of dimensions in the measurement space, i.e. a regularization, and CCA is used to determine the linear dependence between pair-wise combinations of the different measures. Although, in this work, the proposed scheme is primarily employed to analyze the linear dependence between various measures, the long-term goal of the analysis is to determine which measures, or combination of measures, that are significant for describing and assessing a scoliotic curvature and, thus, providing an approach for creating a classification scheme similar to the ones that are typically used, e.g. King and Lenke [10, 12] , but in this case relying on a 3D description of the deformity, instead of merely using 2D projections of a 3D deformity.
PCA and CCA
PCA and CCA are two standard techniques for exploring data and is typically applied in unsupervised learning. For the sake of completeness, we will briefly introduce the two methods. Let X denote a data matrix
where
i.e. X contains n measurements of p variables. Compute the covariance matrix C X as
Define similarly a data matrix Y. An interesting aspect of CCA is its relation with mutual information (MI). As shown by [9] , the mutual information between X and Y can be estimated as the sum of the mutual information of the reduced variables, given that their statistical dependence is limited to correlation. For normally distributed variables, this relation is given as
This follows from considering a continuous random variable x with the differential entropy defined as
where p(x) is the probability density function of x. Consider similarly a continuous random variable y, then it can be shown that
Further, consider a Gaussian distributed variable z, for which the differential entropy is given as
where C is the covariance matrix of z. In the case of two N-dimensional variables, then (6) becomes
For two one-dimensional Gaussian distributed variables, (8) reduces to
where σ 2 x and σ 2 y are the variances of x and y, σ 2 xy is the covariance of x and y and ρ xy is the correlation between x and y. Given that information is additive, for statistically independent variables, and that the canonical variates are uncorrelated, i.e. W Note that using the log-function with the base 2 provides an MI measure defined in bits. This measure will be employed in the subsequent analysis for quantifying the dependence between different measures.
Experiments
To demonstrate the use of the data analysis scheme, measurements of the position and the orientation of the vertebrae for a number of patients were analyzed to determine which of these measures that have the strongest linear dependence.
Image Data
Image data from 22 patients (19 female and four male) were retrospectively gathered and extracted from the local picture archiving and communications system. The only criteria for inclusion was that the patient suffered from idiopathic scoliosis and that the CT data had a resolution higher than 1 × 1 × 1mm 3 . The data sets depicted all lumbar and thoracic vertebrae, i.e. 17 vertebrae per patient. The requirement on the resolution was needed in order to be able to distinguish adjacent vertebrae in the subsequently applied method for obtaining the position and rotation of each vertebra. The patients had an average age of 16.0 ± 3.1 years at the time of their respective examinations and an average Cobb angle of 60.4 • ± 9.6 (standing position). Most patients were classified has having a scoliosis of Lenke type 3C or 4C.
The images were captured as a part of the standard routine for pre-operational planning and they were anonymized before being exported by clinical staff. Note that for patients of similar age as included in this retrospective study, it is often questionable whether a CT scan is appropriate or not, due to the exposure to radiation. However, at the local hospital there is a protocol in place for acquiring low-dose CT examinations with maintained image quality, targeted towards examinations of the spine. With the use of this protocol, the radiation dose is approximately 0.4 mSv. More on this can be found in [8] .
Curvature Measures
Each data set was processed with the method presented in [5] , which is based on the following steps; extraction of the spinal canal centerline, disc detection, vertebra centerpoint estimation and vertebra rotation estimation. A graphical overview of the method is provided in Fig. 1 . In [5] , the method was shown to have a variability, when compared with manual measurements, that was on par with inter-observer variability for measuring the axial vertebral rotation. This was supported by BlandAltman plots and high values of the intraclass correlation coefficient, thus, showing the method can be used as a replacement for manual measurements.
The method estimates, for each vertebra, the position [x, y, z] and the rotation matrix R, from which the rotation angles [θ X , θ Y , θ Z ] can be derived. The rotation angles were computed as the Euler angles (using a fixed world frame) of the rotation matrix R. Note the order of the rotational angles,
θ Z corresponds to axial vertebral rotation, θ Y to frontal rotation and θ X to sagittal rotation. The standard DICOM patient coordinate system was employed to define the orientation of [x, y, z], i.e. x increases from right to left, y from anterior to posterior and z from inferior to superior. 
Curvature Analysis
In the data analysis, the curves of each measure, apart from the z-coordinates, for the entire spine were analyzed. The estimated z-coordinates were neglected and the vertebrae indexes were set to define the dimensions of the measurements per curve, i.e. each measure was embedded into a 17 dimensional space. Note that the z-coordinates were neglected, since the analysis is performed considering all measurements for a specific measure and patient simultaneously. Furthermore, the xand y-coordinates of all vertebrae where translated in order to have the common starting point (0, 0) for all L5 vertebrae. Each curve ensemble was then processed with PCA to find its principal components. After the PCA, CCA was applied on the measures projected onto the subspace spanned by the largest PCA eigenvectors of each measure. The CCA was applied to analyze the dependence between all pairwise combinations of the different measures.
A reasonable question at this point is why CCA is not applied directly on the estimated measures. The reason for this is two-fold. First, due to the large number of variables (17 vertebrae) compared to the low number of observations (22 patients), which can cause singularities in the computations of the CCA, a dimension reduction was called for. Second, using CCA directly is likely to generate an overfitting, i.e. it can find correlations related more to noise in the signal than to the relevant variations in the signal, hence, smoothing or a regularization was called for. Both of these requirements can be met by performing a PCA and projecting the signal onto the subspace spanned by the eigenvectors.
Results
In the conducted experiments, PCA was applied to each estimated measure, apart from the z-coordinates, over all patients, followed by a CCA on each pair-wise combination of the measures. From the estimated eigenvalues, the eigenvectors, corresponding to at least 99% of the variance in the data, were extracted. This meant for instance that the variance in x-coordinates could be reduced to four eigenvectors, whereas the curves of θ X required six eigenvectors. Figure 2 depicts the measurements over all measures and patients, and Fig. 3 the extracted eigenvectors for each measure. Figure 4 depicts the reconstruction error between the original curves and the curves projected onto the subspace of the extracted eigenvectors.
The CCA was applied onto every pair-wise combination of the measures, where the measures were projected onto the subspace spanned by the extracted eigenvectors from the PCA. This was done to find dependencies between the different measures. Table 1 provides the obtained canonical correlations of all pair-wise CCAs along with corresponding MI estimates. Note the difference in number of canonical correlation coefficients between the different pair-wise comparisons, which is due to the different number of extracted eigenvectors per measure.
The results show that the strongest linear dependence exists between the ycoordinates and θ X . A somewhat weaker but still obvious dependence is found between the x-coordinates and θ Y . A second group of linear relationships, however, substantially weaker than the first two, is found between θ Y and θ Z , and between x and θ Z . Or, as expressed in anatomical terms, the anterior-posterior displacement of the vertebral body is highly correlated with the sagittal rotation of the same. In addition, lateral displacement and frontal rotation of the vertebrae are highly correlated. Substantially weaker but still obvious correlations are also found between axial vertebral rotation and both frontal rotation and lateral displacement. T12   T11   T10   T9   T8   T7   T6   T5   T4   T3   T2   T1   x [mm]  −50  0  50   L5   L4   L3   L2   L1   T12   T11   T10   T9   T8   T7   T6   T5   T4   T3   T2   T1   y [mm]  −50  0  50   L5   L4   L3   L2   L1   T12   T11   T10   T9   T8   T7   T6   T5   T4   T3   T2 
Discussion
This paper has presented the concept of eigenspine, a data analysis scheme for determining the relationship between different measures related to spinal deformity. T12   T11   T10   T9   T8   T7   T6   T5   T4   T3   T2 T1 Fig . 3 Eigenvectors belonging to the largest eigenvalues as estimated from the PCA, accounting for at least 99% of the variance in the data. L4   L3   L2   L1   T12   T11   T10   T9   T8   T7   T6   T5   T4   T3   T2   T1   x [mm]  −5  0  5   L5   L4   L3   L2   L1   T12   T11   T10   T9   T8   T7   T6   T5   T4   T3   T2   T1   y [mm]  −5  0  5   L5   L4   L3   L2   L1   T12   T11   T10   T9   T8   T7   T6   T5   T4   T3   T2 For instance, the fact that the strongest linear relationships exist between the pairwise measures y − θ X and x − θ Y indicates that to describe a scoliotic curvature it suffices to either measure the sagittal rotation θ X and the frontal rotation θ Y or the lateral and the anterior-posterior displacements x and y. Given that there is some linear relationship between axial vertebral rotation θ Z and both frontal rotation θ Y and lateral displacement x, but that it is substantially weaker then the two primary linear correlations, a tentative hypothesis would be that axial vertebral rotation θ Z is a differentiating factor when describing a scoliotic curvature. An understanding that adds support to the recent interest in quantifying the axial vertebral rotation when assessing idiopathic scoliosis. This further indicates that the classification systems by King and by Lenke [10, 12] , are insufficient to fully differentiate between different types of scoliosis, since the axial vertebral rotation is not included in their respective classification systems. However, given the limited number of included patients, further analysis including more patients is called for, before any conclusions can be made.
It is important to point out that the obtained quantification of the linear dependencies between all pair-wise combinations of measures via the computed MI, relies on the assumption of normal distributions for all included variables. An assumption that is questionable whether it holds, and, thus, needs further analysis.
Further, it can be noted that the data analysis scheme has been employed to measures based upon a method for estimating the pose of each vertebra as derived from CT data. However, the eigenspine concept is not limited to these measures or the used method, but could be readily applied to other measurements obtained with e.g. the EOS system. An analysis based upon the data employed in [3, 7, 14] would be interesting to pursue in order to further quantify the relation between different measures, since the patient groups employed therein are rather large. Another interesting future aspect would be to include other measures, e.g. measures related to the deformation that the vertebral bodies undergo during the progression of the scoliotic curvature.
In this work, only the linear correlation between pair-wise combinations of measures have been analyzed. However, using CCA we believe it would be possible to extend this analysis further, but instead analyzing information content for any number of combined measures by employing autocorrelation. This could be useful to determine a maximally descriptive low-dimensional combination of measures describing spinal deformities in idiopathic scoliosis, and thereby providing means to better relate treatment and outcome of different types of idiopathic scoliosis, which would be a significant clinical outcome.
