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Abstract:
Shape recognition has been a popular application of machine
learning, where each shape is defined as a class for training
classifiers that recognize the shapes of new instances. Since
training of classifiers is essentially achieved through learning
from features, it is crucial to extract and select a set of relevant
features that can effectively distinguish one class from other
classes. However, different instances could present features
which are highly dissimilar, even if these instances belong to the
same class. The above difference in feature representation can
also result in high diversity among classifiers trained by using
different algorithms or data samples. In this paper, we investi-
gate the impact of multi-classifier fusion on shape recognition
by using six features extracted from a 2D shape data set. In
particular, popular single learning algorithms, such as Decision
Trees, Support Vector Machine and K Nearest Neighbours, are
adopted to train base classifiers on features selected by using a
wrapper approach. Furthermore, two popular ensemble learning
algorithms (Random Forests and Gradient Boosted Trees) are
adopted to train decision tree ensembles on the same feature
sets. The outputs of the two ensemble classifiers are finally
combined with the outputs of all the other base classifiers The
experimental results show the effectiveness of the above setting of
multi-classifier fusion for advancing the performance in compar-
ison with using each single (non-ensemble) learning algorithm.
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1. Introduction
Shape recognition, which is a special type of pattern recogni-
tion, has become a popular application area of machine learn-
ing. In this context, each specific shape is defined as a class
for training a classifier that can identify the shape of an ob-
ject shown in an image. Training of classifiers is essentially
achieved through learning from features defined for each spe-
cific class. From this point of view, it is important to extract
and select a set of features relevant for each class, such that
the relationships between features and classes can be identified
effectively in the training stage.
Due to the diversity among different objects, instances,
which belong to the same class, could even present features that
are highly dissimilar. From machine learning perspectives, dif-
ferent features usually show different fitness to different learn-
ing algorithms, which would result in high diversity among
classifiers trained by using different algorithms or data sam-
ples. Therefore, it becomes a motivation to combine different
classifiers in the setting of ensemble learning, in order to boost
the overall performance of classification.
In this paper, we investigate the impact of multi-classifier
fusion on shape recognition. In particular, six features are ex-
tracted from a 2D shape data set, and four of the features are
selected for training several different classifiers that are fused
in the setting of ensemble learning. The experimental results
show that our proposed setting of ensemble learning achieves
to advance the overall classification performance, despite a very
small number of features available for classifiers training.
The rest of this paper is organized as follows: Section 2
presents related work on shape recognition and machine learn-
ing algorithms. In section 3, we provide details of feature ex-
traction and describe the design of the multi-classifier fusion
framework. In Section 4, we provide details of the experimen-
tal setup and discussion of results. In Section 5, the contribu-
tions of this paper are summarized and some further directions
are suggested for advancing this research area in the future.
2. Related works
Shape recognition [1, 2] has been widely studied in com-
puter vision in the past decades. Methods of combining ma-
chine learning with descriptors are increasingly getting popu-
lar in this field. In general, the existing shape features can be
roughly divided into region based methods and contour based
methods.
In region based techniques, moment-based descriptors [3],
grid method [5], shape matrix [6], convex hull [2], and media
axis [7] features have been proposed. In these features, geo-
metric moments [3] and Zernike moments [4] are widely uti-
lized in region based techniques. The former ones are based
on combinations of the lower order moments. Although they
have merits, as low computation cost and invariant to rotation,
geometric moments show unstable performance on scaled im-
ages. The later ones are robust to noise and have less infor-
mation redundancy with expensive calculation cost. In contour
based methods, there are simple shape descriptors, boundary
moments, shape signature, stochastic method, generic Fourier
descriptor [8], chain code [9], scale space descriptors [10],
spectral descriptor [11]. Chain code is sensitive to noise due
to the fact that it has high dimensions while Fourier descrip-
tor (FD) and wavelet descriptor (WD) can handle the issue of
noise sensitivity in spectral domain. Recently, three novel re-
gion shape descriptors, namely, region area descriptor (RAD),
region skeleton descriptor (RSD) and simplified shape signa-
ture (SSS), which adopted the topological structure of a shape
in [12]. A descriptor, which is called Bag-of-Salience-Points
(BoSP) and was also proposed in [13], uses salient points com-
bined with histogram construction using a codebook. Com-
pared to previous works, BoSP is invariance to geometric trans-
formation and efficient to enhance speed of calculation while
maintaining the promising performance.
For shape classification, machine learning approaches gain
their popularity in this field. Several machine learning algo-
rithms, such as support vector machine (SVM) [14], k nearest
neighbours (KNN) [15], naive bayes (NB) [16], decision tree
(DT) [17], random forest (RF) [18], and feature pooling have
been proven effective in solving classification problems. Gen-
erally, a single machine learning algorithm cannot achieve an
ideal classification performance. Thus multi-class linear SVM
classifier was trained to classify the data from the pooling func-
tion in [19] . Since the computation cost of Multi-layer Percep-
tron (MLP) and SVM is expensive, k-ELM, a similar method
to SVM, was adopted in [12]. [20] applied 10-fold cross val-
idation to improve the accuracy of NB method on leaf shape
classification and the accuracy is 74.10%. Aiming to achieve
a better performance level, multi-classifiers fusion methods are
proposed in recent years. For example, three shape descriptors ,
Zernike moments, generic Fourier descriptors, and shape signa-
ture were extracted in [21], and then fusion of the SVM, MLP
and Dempster-Shafer methods was adopted to make multi-
classifiers performance optimal. Three different CNN frame-
works, including LeNet, MNIST-CNN, BS-CNN, were used to
classify binary shape images in [22], and an adorable perfor-
mance was gained.
The aim of this paper is to present a multi-classifier fusion
approach for shape recognition. The key contribution of our
work is to describe how to select features and how to achieve
multi-classifier fusion from a shape dataset by using DT, SVM,
KNN, fuzzy rule (FR), PNN, random forest (RF) and Gradient
boosted tree (GBT). We show that the different level fusion of
the classifiers would lead to different recognition accuracy.
3. Proposed Approach
The proposed approach of shape recognition can be di-
vided into four steps, as outlined in Fig.1. In the first step,
we extract features as center of gravity in dimension X and Y,
mean, coarseness, proportion and aspect ratio, and then pro-
portion and aspect ratio were removed in the feature selection
step. To prevent the case of over-fitting and improve the level
of generalization, in the third step, 10-fold cross validation was
adopted for training and validation of each classifier. Finally,
we collect and combine the outputs of these classifiers to boost
the performance in the fusion process.
3.1. Feature Extraction
Given a binary image I = f(i, j); i < M, j < N of shape X,
six features are extracted directly from the input shape image.
The first two features are center of gravity in dimension x
FIGURE 1. Overview of the proposed approach
and y which are defined as follows,
mpq =
N∑
j=1
M∑
i=1
ipjqf(i, j)
upq =
N∑
j=1
M∑
i=1
(i− ic)p(j − jc)qf(i, j)
ic = m10/m00, jc = m01/m00
(1)
where µpq is centre distance andmpq ism plus n order moment
while i, j are the coordinate(x,y) of the image, p and q are non-
negative integers.M is the length of image while N is the width
of the image,ic and jc are the coordinates of center of gravity.
The third feature is formed by mean of the image, which can
present distribution of color and is a statistic feature. The value
of mean is defined by Eq.(2):
ui =
1
N
N∑
j=1
f(i, j) (2)
where i, j, f(i, j) is same as in(1) while N is the number of the
pixels of an image.
Coarseness is the forth feature, which is a texture feature re-
lated to the size of the primitive elements.
Ak(i, j) =
i+2k−1−1∑
x=i−2k−1
j+2k−1−1∑
y=j−2k−1
f(x, y)/22k (3)
Ak(i, j)is the six averages of pixels calculated by computing
the windows of size 2k × 2k, k = 0, 1, ..., 5,around the pixel.
Ek,h(i, j) = |Ak(i+ 2k−1, j)−Ak(i− 2k−1, j)|
Ek,v(i, j) = |Ak(i, j + 2k−1)−Ak(i, j − 2k−1)|
(4)
Then we compute absolute differences Ek,h(i, j) between the
pairs of non-overlapping averages in the horizontal and verti-
cal directions at each pixel(i,j). Find the value k that maxi-
mums the difference Ek,h(i, j) in either direction and set the
best size Sbest(i, j) = 2k. Finally, Fcrs is calculated by aver-
aging Sbest(i, j) over the entire image.
Fcrs =
1
m× n
m∑
i=1
n∑
j=1
Sbest(i, j) (5)
The fifth feature, namley proportion, represents the propor-
tion of object to the whole image, which is defined as Eq.(6):
P =
∑
f(i, j)
m× n
f(i, j) =
{
1, if(i, j) ∈ D
0, otherwise.
(6)
where D presents the area of the object, m and n mean the width
and the length of the image, respectively.
The final feature is aspect ratio:
r =
jmax − jmin
imax − imin (7)
where ymax and ymin present the maximum and minimum of
coordinate in dimension y of the object, while xmax and xmin
present the maximum and minimum of coordinate in dimension
x of the object.
3.2. Feature Selection
As shown in Fig.2, the KNN based wrapper feature selection
approach, which aims to find the best feature subset for train-
ing a classifier and improves recognition accuracy, is proposed
in this section. Firstly, feature vectors extracted in section 3.1
FIGURE 2. Process of feature selection
are divided into a training set and a validation set in the ratio
of 70:30, through stratified sampling. We use K-neares neigh-
bours (KNN) to evaluate the features and the k value is set to
7. Two features (proportion, aspect ratio) are removed in this
step, and then we applied the 10-fold cross validation approach
for training and validating each classifier by using a speficic
learning algorithm. As a result from the two stages, we have
a feature vector x consist of center of gravity in dimension X
and Y, mean and coarseness. The goal of cross validation is to
measure the prediction accuracy of a classifier trained on the
data set. Also, 10-fold cross validation is a useful method to
enhance the ability of generalization. In particular, the input
feature vectors are divided into 10 parts, 9 of which are taken
as the training set in turn, and 1 as the test set. The average
accuracy obtained through the 10 times run is used to estimate
the overall performance of the classifier.
3.3. Multi-classifier Fusion
The strategy of multi-classifier fusion is based two princi-
ples: a) each single classifier must not be bad: b) different clas-
sifiers need to be complementary by encouraging the diversity
among these classifiers, as indicated in [23].
In the proposed framework, we first train several single clas-
sifiers by using popular algorithms (e.g. SVM and KNN) that
have different learning strategies, in order to select better per-
forming classifiers and increase the diversity among them for
the fusion purpose. Also, two decision tree ensembles (RF and
GBT) are trained to get more diverse decision trees for boost-
ing the performance in comparison with using a single decision
tree. Finally, the outputs of the two ensemble classifiers are
fused with the outputs of the selected single classifier for ad-
vancing the performance further.
In terms of how to fuse different classifiers, popular ways
include majority voting and weighted voting, which are used
in RF and GBT for fusion of different decision trees, re-
spectively. However, in our proposed framework, the fusion
of classifiers trained by using different learning algorithms is
achieved through algebraic rules, which is essentially based
on the mean/median/max of the continuous outputs (posterior
probability for each of these classes) of these classifiers.
4. Experimental Setup and Results
Our experiment is conducted by using a MPEG-7 dataset
which contains 1400 images, 70 shape categories, and 20 im-
ages per categories [24]. This experiment was built on the KN-
IME Analysis Platform, which has abundant nodes for apply-
ing machine learning algorithms on Intel Core i7-6700K CPU
4GHz. As it was mentioned in Section 3, the KNN based
wrapper feature selection approach and 10-fold cross valida-
tion were adopted in this experiment. The value of k is set to
7 since an odd number is generally recommended to avoid ties.
10-fold cross validation was undertaken in each classifier train-
ing stage. In the multi-classifier fusion stage, 5 base classifiers
were trained by using DT, KNN, FR, SVM and PNN, respec-
tively, towards selecting better performing ones for late fusion.
Also, two decision tree ensembles are trained by using RF and
GBT, respectively, towards increasing the diversity of decision
tree classifiers.
In terms of parameters setting for these algorithms, we use
gini index for attribute selection in decision tree learner, and the
Reduced Error Pruning (REF) method is used to simplify deci-
sion trees. The min number records per node is set to 2, and
average split point is checked in general options. Root split and
Binary nominal splits options were unchecked. The RBF kernel
was used in SVM learner and we set the sigma =13, overlap-
ping penalty = 1. Similar to feature selection stage, we set K
to 7 for K nearest neighbor. Min/Max norm and volume border
based shrink function was chosen in Fuzzy Rule learner. As
for PNN learner, theta minus and theta plus are set to 0.2 and
0.4, respectively. As for random forest learner, we use informa-
tion gain ratio for split criterion in tree ensemble learner and the
ensemble size (the number of decision trees that make up a ran-
dom forest) is set to 100. We checked fraction of data to learn
single model option and set the value as 1. The data sampling
mode is set as random with replacement. We choose “Sam-
ple(square root)” for attribute sampling and “Use different set
of attributes for each node” for attribute selection. Gradient
boosted trees learner was used in this experiment by setting the
tree depth as 10, number of models as 20 and learning rate as
0.1. We use XGboost for missing value handling. Bagging
options were unchecked in advanced options. In terms of at-
tribute sampling and selection, Gradient Boosted Trees learner
has the same setting as random forest learner. Advanced op-
tions were unchecked in Fuzzy Rule learner and PNN learner.
We used mid-point splits and binary splits for nominal columns
in tree options of Random Forest learner and Gradient Boosted
Trees learner and static random seed as well. In multi-classifier
fusion stage, we use mean, median, maximum method respec-
tively to boost the prediction accuracy.
TABLE 1. Table 1 Accuracy and Cohen’s kappa of individual and fusion
classifiers
Accuracy Cohen’s kappa
DT 0.63 0.625
KNN 0.693 0.688
SVM 0.699 0.694
FR 0.709 0.705
PNN 0.682 0.678
RF 0.759 0.756
GBT 0.699 0.694
Mean-based fusion 0.763 0.759
Median-based fusion 0.766 0.762
Maxmium-based fusion 0.696 0.691
Table 1 shows the results of our experiment on MPEG-7
dataset. The recognition accuracy rates and Cohen’s kappa for
different classifiers are listed in this table. Here, the perfor-
mance of the DT method is the lowest, which are 63% (ac-
curacy) and 62.5% (Cohen’s kappa) respectively. Both RF
and GBT achieves to improve the performance of decision tree
learning, and the RF ensemble classifier even outperforms all
the other individual classifiers, with the accuracy of 75.9% and
Cohen’s kappa of 75.6%. For the three multi-classifier fu-
sion methods, namely, Mean-based fusion, Median-based fu-
sion and Maximum-based fusion methods, the first two show
their capability of boosting the overall performance compar-
ing with the RF ensemble. The Median-based fusion method
achieves the best performance in terms of both accuracy and
Cohen’s kappa.
Overall, the results show very supporting evidence for adopt-
ing mutli-classifier fusion, especially given the fact that the
number of features is very small leading to lower classifica-
tion accuracy (no greater than 70%) through using individual
classifiers but our setting of ensemble learning achieves to im-
prove the performance up to 76.6%. In other words, the results
indicate that it is encouraged to adopt mutli-classifier fusion to-
wards advancing the overall classification performance, espe-
cially when the number of features is not sufficient for training
an individual classifier with high performance.
5. Conclusions
In this paper, we proposed a four-step approach of shape
recognition. In particular, six features were extracted from a
2D shape data set and four of them were then selected heuris-
tically by using KNN based wrapper approach. Furthermore,
five base classifiers were trained on the selected features by us-
ing DT, KNN SVM, KNN, FR, PNN, respectively. Also, two
decision tree ensembles were trained by using RF and GBT, re-
spectively. Finally, all the above classifiers were fused through
three algebraic rules, namely mean, median and maximum.
The experimental results show that the training of two de-
cision tree ensembles achieves to advance the performance of
decision tree learning and the RF ensemble classifier even out-
performs all the five base classifiers. Moreover, the algebraic
fusion through both the mean and median rules achieves to
advance the classification performance further, in comparison
with the RF classifier.
In the future, we will investigate to define more relevant fea-
tures to advance the performance of the multi-classifier fusion
on shape recognition. Also, due to the large number of classes,
it is very likely to have more features that are only relevant for
one or some but not all of the classes, so we will look to adopt
multi-task feature selection, i.e. it is to select an optimal set
of features for each class towards effective recognition of in-
stances of each specific class.
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