Leakage power minimization has become an important issue with technology scaling. Variable threshold voltage schemes have become popular for standby power reduction. In this work we look at another emerging aspect of this potent problem which is leakage power reduction in active mode of operation. In gate level circuits, a large number of gates are not switching in active mode at any given point in time but nevertheless are consuming leakage power. We propose a fine-grained Forward Body Biasing (FBB) Scheme for active mode leakage power reduction in gate level circuits without any delay penalty. Our results show that our optimal polynomial time FBB allocation scheme results in 70.2% reduction in leakage currents. We also present a novel placementdriven FBB allocation algorithm that effectively reduces the area penalty using the post-placement area slack and results in 39.7%, 64.7% and 67.1% reduction in leakage currents for 0%, 4% and 8% area slack respectively.
INTRODUCTION
In recent years, technology scaling has increased the role of leakage power in the overall power consumption of circuits. Supply voltage reduction is a widely accepted methodology for reducing dynamic power, but it has an adverse effect on circuit performance. To maintain high performance, the threshold voltage V th must also be scaled down which causes an exponential increase in the sub-threshold leakage currents. Threshold voltage control through body biasing has been proposed in [6, 4, 12] as an effective technique to reduce leakage currents in deep-sub micron technologies.
In this paper, we propose a fine-grained Forward Body Biasing (FBB) scheme for leakage power reduction in the acPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. ISLPED'04, August 9-11, 2004 tive mode for gate level circuits. Previous literature discuss the use of high V th devices and the application of FBB to achieve high performance in active mode [6, 4, 12] . But no existing literature discusses the application of fine grained FBB methodology for leakage power minimization of gate level circuits in active mode.
We propose to fabricate all devices using the 2-D halo doping profile to obtain super high V th . In active mode, high performance is obtained by applying FBB to these high V th devices as opposed to using dual-V th technology. We propose a polynomial-time optimal FBB allocation formulation. The key idea is to identify gates that are non-critical and increase their delay more than that of the critical gates (using appropriate FBB values) such that the overall leakage is minimized and the delay constraint is satisfied. In order to limit the number of distinct FBB values because of physical limitations, we also propose a clustering based FBB allocation algorithm. Furthermore, in order to minimize the area penalty associated with the scheme, we present a novel placement-driven fine-grained FBB allocation algorithm that utilizes the available area slack in each placement row for clustering.
The rest of the paper is organized as follows: section 2 discusses the preliminaries associated with this work, section 3 describes the fine-grained gate level FBB allocation scheme, section 4 describes the clustering based FBB allocation algorithm and section 5 presents our novel standard-cell based placement-driven FBB allocation scheme. Section 6 discusses our experimental results and section 7 contains the conclusions drawn from this work.
PRELIMINARIES

Device Equations
Let us understand the relevant gate level equations used in this approach. The delay d i of a gate i can be expressed as
where Ki is the proportionality constant, CL i is the load capacitance at the gate output, V th is the threshold voltage, V dd = 1.8 V and α is the velocity saturation index (≈ 1.3 in 0.18-µm CMOS technology).
The sub-threshold leakage current I leak of a gate is expressed as [11] 
where µn is the N -mobility , Cox is the oxide capacitance, V th is the threshold voltage, VT is the thermal voltage = 26mV and n is the sub-threshold swing parameter. The dependence of threshold voltage on the FBB voltage for a transistor can be expressed as [3] 
where V th 0 is the threshold voltage at zero reverse bias voltage. VSB is the reverse bias voltage between the source and the substrate (body) of the transistor, γ is a process parameter and φ f is a physical parameter. Equation 1 establishes a relation between delay of a gate di and V th . By replacing V th in equation 2 in terms of di (using equation 1), we get a dependence between the gate delay and gate leakage. Thus, a range of gate delays would correspond to a range of gate leakage values. The final relation between leakage and delay can be expressed as
establishes the relation between the FBB and the threshold voltage V th for a gate. We can utilize this relation and fabricate all devices at a high threshold voltage. During active mode of operation, FBB is applied to reduce their threshold voltage to meet the performance constraints. Hence, the devices are inherently in low leakage state and during active operation, their leakage is increased to the minimal possible level while meeting the performance constraints. This can be achieved by controlling the forward body bias of the corresponding delay critical gates.
Body Biasing Schemes and Device Considerations
There are two popular body biasing schemes, namely Forward Body Biasing (FBB) and Reverse Body Biasing (RBB). RBB schemes have been used to reduce sub-threshold leakage through body-effect while meeting the performance constraints in active mode by switching to Zero Body Bias (ZBB) [2, 9, 5] . In this work we have considered the FBB scheme since it has been seen that the BTBT component of leakage increases due to decrease in the body coefficient in scaled technologies with shrinking dimensions when using the RBB scheme. In [4] , the authors show that FBB can be used to improve performance and robustness of leakagesensitive circuits. Vt roll-off, Drain Induced Barrier Lowering (DIBL) as well as short channel effects which are more prominent in low V th devices, are countered by using high V th devices with FBB [4] . Previous work [4, 12] has shown that a high V th device can achieve high drive current in active mode using a FBB.
In [6] , various device optimization considerations have been discussed. Device engineering and FBB can be used to simultaneously achieve low leakage power and high drive currents. We propose to use 2-D super-halo doping profile devices [14] for fabricating high V th devices in our circuits. There are three main components of leakage current, namely sub-threshold leakage, gate leakage and BTBT leakage. As a result of increasing the peak halo doping, there is an exponential increase in the BTBT leakage currents. [6] shows that gate work function engineering can be used to obtain super high V th devices without affecting the BTBT leakage. We will consider only sub-threshold leakage as our optimization objective as [6] shows that gate leakage forms only a small part of the total leakage in this case. We have also assumed that for every gate in the design, both N-MOS and P-MOS transistors operate at the same threshold voltage after applying the assigned FBB values.
Motivation
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Figure 1: Motivational Example
It is known that in active mode, most of the gates in any circuit are not switching for a significant period of time. These gates are continuously leaking power even in active mode. Hence, in order to minimize the power consumption of circuits in active mode we also need to address the problem of leakage power minimization. In this work we try to address this problem by using super high V th devices during circuit fabrication and then applying appropriate FBB values to meet the active mode performance constraints.
Let us consider a motivational example as shown in figure  1 . The nodes represent the gates in the circuit. The delaycritical nodes are represented by solid circles. We can see from figure 1 , that there are a large number of non-critical nodes which can bear more delay penalty while still satisfying the required time constraint. Therefore, we can use this extra slack at non-critical nodes during FBB allocation and increase the savings in leakage power. Our strategy proposes that all devices are fabricated using super high V th doping profiles. These devices have low leakage but higher delays. Depending on the delay criticality of each gate, we can allocate appropriate FBB values to lower its threshold voltage and therefore its delay. Hence, we can allocate appropriate FBB values to each gate such that the delay constraints are met while keeping the penalty in leakage power as low as possible.
FINE-GRAINED GATE LEVEL FBB SCHEME
In this section we present our fine-grained gate level FBB scheme.
Modeling
Let us first consider the gate level delay and leakage models used in this work.
Gate Delay Model
The propagation delay and output transition formula derived from the short channel MOSFET model [13] for a CMOS inverter is accurate in predicting the circuit behavior of deep sub-micron designs. It has been found that N seriesconnected MOSFET (SCMS) would show less than N times the delay of a single MOSFET for deep sub-micron designs. We can represent this as:
where ζ is a technology dependent parameter (0 < ζ < 1 for deep sub-micron technologies). We use this model as our gate delay model. We take the 0.18 micron inverter as the base case and use equation 5 to calculate the delays of all other gates in the technology library.
Sub-threshold Leakage Model
The standby current of a CMOS network can be expressed as a function of the current of a single CMOS transistor [10] . The ratio of the standby currents for single stacked transistor Is1, double stacked transistor Is2 and triple stacked transistor Is3 can be expressed as:
where 0.04 ≤ η ≤ 1, 1.4 ≤ n ≤ 1.5, V dd = 1.8 V and VT = 26 mV. Putting these values in equation 6, we get Is1 : Is2 : Is3 = 1 : 0.234 : 0.13
We take the 0.18 micron inverter as the base case and use the ratio from equation 7 to calculate the leakage current of all other gates in the technology library. This defines our gate sub-threshold leakage estimation model.
Optimal Fine-Grained FBB Allocation
We address the problem of fine-grained FBB allocation by presenting a novel polynomial time optimal algorithm that tries to maximize the utilization of the existing slack in the circuit for savings in leakage power in active mode. The FBB allocation problem can be defined as follows:
Given a gate level circuit, the arrival time at each primary input and a required time constraint at each of the primary outputs, the problem is to optimally allocate FBB values to each gate for minimal leakage in active mode while satisfying the overall delay constraints on the circuit.
We have a Linear-Programming formulation that performs the optimal FBB allocation in polynomial time. We exploit the dependence of gate delay and gate leakage in equations 1 and 2 on the threshold voltage of the gate. Essentially, we budget the delay of each gate such that the total leakage is minimized and the delay constraint is satisfied. The dependence of FBB and the effective threshold voltage at each gate has been discussed in sub-section 2.1 as given by equation 3. A range of possible FBB values for each gate in the circuit would impose a range on the threshold voltage as well as the delay of each gate. Hence allocating a particular delay value to a gate implies a threshold voltage assignment which in turn implies a FBB allocation to that gate. We have assumed that it is possible for us to assign FBB values to each gate independently. We optimally assign delay budgets to each gate in the circuit such that our objective function, which is the sum of the leakage power over all gates is minimized. We represent our gate level circuit as a DAG, G(V, E) as shown in figure 2. Each node in the DAG represents a gate in the circuit. We add a dummy IN node before each of the primary inputs which are shown as the black nodes marked IN in figure 2. We also add a similar dummy node OUT after each of the primary outputs which are shown as the black nodes marked OUT in figure 2. For each node u, we associate a variable du which represents the delay of that node. We also associate another variable Du with each node which represents the arrival time at the output of node u. Now we consider two nodes u and v as shown in figure 2 . Their corresponding variables have also been shown in the figure. The timing constraints on G(V,E) can be modeled as
For
The above LP formulation assigns delay budgets to all the gates of the circuit such that the utilization of the available slack is maximum. The range of possible FBB values that can be assigned is imposed as the corresponding range of delay budgets for each gate, which is denoted by [dmin,dmax]. The objective of optimal FBB allocation is to minimize the total leakage power of the circuit in active mode which can be represented as
As illustrated before the dependence between gate leakage and gate delay is given as follows
(15) Theorem: Optimal FBB Allocation Algorithm is polynomial time solvable Proof: A LP formulation is polynomial time solvable if the objective function is a separable convex function under a set of linear constraints [7] . Let us consider the minimization objective function in equation 14. We can see that it is a separable function since each term Pi depends only on the variable di as seen from equation 15. Hence, grouping together all the other constant symbols into constants K1 and K2, we can represent Pi from equations 14 and 15 as
where K1 and K2 are positive constants. We now try to prove the convexity of the objective function Pi. Since 1/α = 0.77, di 1/α is a concave function. Also, the delay di is positive by definition, hence di 1/α is a positive concave function. Therefore, 1/di 1/α is a convex function (inverse of a positive concave function). Since K2 is a positive constant, K2/di 1/α is also a positive convex function. This implies that e
is also a convex function. Since K1 is a positive constant, Pi = K1e
1/α is a convex function. Thereby we have shown that the objective function is convex separable. Hence, according to the result from [7] , Optimal FBB Allocation Algorithm is polynomial time solvable.
OPTIMAL CLUSTER-BASED FBB ALLOCATION
We now consider another variation of the fine-grained FBB allocation problem. In section 3.2, we assumed that we could assign each gate an independent FBB value. From a fabrication point of view, routing these large number of voltage supply lines to the substrate of the transistors might not be feasible. Let us suppose that there is a limit to the maximum number of distinct FBB values that can be allocated to the gate in the circuit. The problem can be defined as follows:
Given a gate level circuit, a clustering of gates such that each gate within the same cluster has the same FBB value, the arrival time at each primary input and a required time constraint at each of the primary outputs, the problem is to optimally allocate FBB values to each cluster of gates for minimal leakage in active mode while satisfying the overall delay constraints on the circuit.
Since the gates within the same cluster are assigned the same FBB value, their threshold voltages are the same. From delay equation 1, we can see that if two gates have the same threshold voltage, then their delays are in a constant ratio. This is an additional constraint thats needs to be added to the LP formulations proposed in section 3.2. Let there be n k gates in cluster k. The following equations show that the delays of these gates will be in a fixed ratio since there threshold voltages are the same.
..... = .....
Thus we can add the following additional constraints for each cluster k in the circuit to the LP formulation.
We note that these are linear constraints as well. Hence, Cluster based FBB allocation is optimally solvable in polynomial time.
PLACEMENT DRIVEN FBB ALLOCATION
In this section, we present a novel placement driven FBB allocation algorithm. The clustering scheme discussed in the previous section does not take into account the area overhead in fabrication associated with clustering gates. Let us suppose that we assume that the N-MOS and P-MOS transistors used in our designs are fabricated using p-wells and n-wells on a silicon substrate respectively. If two gates are in the same cluster, the N-MOS transistors (or the P-MOS) have the same FBB value and can be fabricated in the same p-well (or n-well). If two gates are not in the same cluster, the N-MOS transistors (or the P-MOS) could have different FBB value and cannot be fabricated in the same p-well (or n-well). We would ideally like to cluster together gates that have been placed adjacently, such that the area overhead with creating these new n/p wells is minimum. If we consider clustering gates based on their placement information, we will cluster neighboring gates whose transistors can be fabricated in the same n/p wells. If gates that have been placed far apart are clustered together to get the same FBB value, they may need to be fabricated in different n/p wells because their neighbors might have different FBB values. Hence there is a large area cost associated with such a clustering scheme. Therefore, we should consider the post placement information of the gates and cluster them taking into account their physical proximity. The additional area overhead that is associated in making clusters of gates in each placement row is accounted for using the available area slack in the corresponding row. Hence, we minimize the penalty in the increase in the overall area of the chip. Let us consider a standard cell based placement scheme that places the circuit into rows as shown in figure 3 . All standard cells have the same height but vary in width. We note here that there is some unused area slack in each row which is shown by the shaded areas in figure 3 . Hence this available extra area can be used to cluster the standard cells post placement such that they can be allocated one value of FBB. We know that since these cells in each placement row are fabricated as neighbors, if two neighbors need to be given a different FBB value, then their N-MOS (and P-MOS) need to be fabricated in different n-well (p-well). This essentially amounts to an area overhead every time the FBB values are changed within the same placement row. Hence we can formally define this problem as Given a standard cell row based placement of the gate level circuit,the arrival time at each primary input and a required time constraint at each of the primary outputs, each row has to be split into clusters of adjacent standard cells such that the area overhead is within the spatial slack available for that row and each cluster is assigned a FBB value such that the leakage of the circuit is minimized and the overall delay constraints are satisfied. The problem can be modeled by adding a set of extra edges E ′ to the original DAG G(V, E) shown in figure 4(a) . Each row can be represented by a path of new edges denoting the adjacency in their placement of the standard cells as shown in figure 4(b) . An edge e(i, j) is added to E ′ for every pair of adjacently placed cells i and j. We note here that if we have a placement with N rows of standard cells, we will now have N additional disjoint paths in the DAG. For any two adjacent nodes on any path p, as shown by the shaded nodes i and j in figure 4 (b), we associate three binary variable X p ij , Q p ij and Q p ji with edge e(i, j). The following equations are added to our earlier LP formulation from section 3.2 to impose the additional placement based constraints for clustering and FBB allocation under a delay constraint.
∀ e(i, j) on path p, ∀ path p (26)
∀ e(i, j) on path p, ∀ path p (27) is one, then since M is a large positive number, we do not impose any condition on the ratio of the delays of the two nodes. Therefore these additional constraints alongwith the formulations proposed in section 3.2, we have a placement driven FBB clustering and allocation algorithm under a delay constraint for leakage minimization. We note that the additional constraints added to the LP formulation are also linear and hence optimality is retained.
Furthermore, if we also have an upper limit LIM IT on the total number of FBB values that can be allocated to the circuit due to routing and fabrication constraints, we can additionally impose this limit as shown in equation 31.
where N is the total number of standard cell rows in the placement information of the circuit. This completes the description of our fine grained placementdriven simultaneous clustering and FBB allocation scheme. We can also apply other popular heuristics to solve this formulation. An interesting approach to solve this convex optimization problem with a set of linear constraints would be to use the Lagrange Multiplier Method.
EXPERIMENTAL RESULTS
The objective of these experiments was to prove two main points:
1. There is inherent slack available in circuits which can be used to slow down non-critical gates and get considerable savings in the leakage power without any delay penalty.
2. Placement Driven Clustering for fine-grained FBB allocation is effective in reducing the leakage power without any significant area penalty.
We have implemented our placement driven fine grained FBB allocation scheme in SIS [8] . We have built an integrated software interface that generates a placement for a benchmark from the SIS library using the CAPO placement tool [1] . We then use this placement information to generate the constraints as explained in the formulations in section 5. The delay constraint on the circuit is the best case delay of the circuit with all gates at low threshold voltages (minimum delay), thereby imposing no additional delay penalty on the timing. This illustrates our proposition of using the inherent slack available in the benchmark to assign FBB values under a delay constraint. Every gate is allocated a threshold voltage in the range 0.3V to 0.5V for the N-MOS and −0.3V to −0.5V for the P-MOS transistors. For simplification, we have used piece-wise linearization of our convex objective function and used CPLEX to implement our LP formulation. Table 1 shows the results from our experiments over a large range of benchmarks. Column 1 shows the various benchmarks from SIS that have been used for the experiments. Column 2 gives the initial leakage current values for the benchmarks using low threshold gates. This is the best case possible delay for the circuit. However, we will show table 1 shows the result from our optimal FBB allocation formulation discussed in section 3.2. Here we have assumed that we can independently control the FBB value of each gate and do not take into account the area overhead associated with this scheme. Column 4 shows that there is an average 70.2% reduction in the total leakage current across the benchmarks using the optimal FBB allocation scheme. This proves our first claim that there is available delay slack in circuits which can be used for significant savings in leakage without any extra delay penalty. We now consider our placement driven clustering strategy which tried to minimize the area penalty incurred. We first consider the worst case scenario when there is no available area slack in each of the placement rows. This essentially means that all gates in a particular placement row have been clustered together. Columns 5 and 6 show that there is an average 39.7% reduction in leakage for this case. We now consider the scenario with available area slack to compensate for the area penalty from clustering. We have assumed in our experiments, that each new cluster (new n and p well) formed requires an area overhead equal to that of an inverter. Columns 7−10 show that for 4% and 8% available area slack, there is on an average 64.7% and 67.1% reduction in leakage current respectively. Hence, we have shown the effectiveness of our placement driven fine-grained FBB scheme through these experiments. The available area slack after placement can be effectively used to cluster together gates in each of the placement rows and then we can optimally allocate FBB values to these clusters using our formulation as presented in this work.
CONCLUSION AND FUTURE WORK
In this work we have proposed a novel fine-grained FBB allocation algorithm for reducing leakage power of circuits in active mode of operation. We have presented an optimal polynomial time FBB allocation algorithm alongwith a placement-driven FBB allocation algorithm which tries to utilize the available area slack in each of the placement rows for clustering. Our results have shown that the proposed schemes are effective in reducing the active mode leakage power in gate level circuits with no delay penalty. An interesting direction for future work is to evaluate our scheme on other popular heuristics like the Lagrange Multiplier Method and also to study the effect of imposing a delay penalty on the timing constraint.
