Abstract. This paper proposes a novel method for finding conserved regions in three-dimensional protein structures. The method combines support vector machines (SVMs), feature selection and protein structure alignment. For that purpose, a new feature vector is developed based on structure alignment for fragments of protein backbone structures. The results of preliminary computational experiments suggest that the proposed method is useful to find common structural fragments in similar proteins.
Introduction
Analysis of protein structures is an important topic in bioinformatics and computational biology. In particular, classification of protein structures and identification of common structural patterns are very important. For that purpose, a lot of studies have been done and several databases have been developed such as SCOP [3] and CATH [13] . Protein structure alignment is a powerful approach to comparison of protein structures [1, 9, 16] . Furthermore, multiple structure alignment is useful to identify common patterns of multiple protein structures [12, 17] . However, it is known that multiple structure alignment and identification of conserved regions are NP-hard if gaps (i.e., insertions and/or deletions of amino acid residues) are allowed [2] . Indeed, existing methods have some problems in computation time and/or accuracy and thus other approaches should also be studied.
Recently, support vector machines (SVMs) have been applied to classification of protein structures, where SVMs are a statistical method widely used in bioinformatics and other various areas [6, 15] . In order to apply SVMs to protein structures, a kernel function or a feature vector for protein structure is required. Dobson and Doig developed a feature vector based on various information on proteins [7] , which includes secondary-structure content, amino acid propensities, surface properties and ligands. Their feature vector was applied to classification of proteins into enzymes and non-enzymes. Borgwardt et al. developed kernel functions based on graph kernels [4] , where each protein structure is represented as a graph using secondary structure information. In order to improve the prediction accuracy, they also used additional features similar to those used by Dobson and Doig. Qiu et al. proposed a kernel for protein structures using a structure alignment algorithm [14] . Though these methods are very useful for predictions, it is difficult to extract structural information or common regions of proteins from the results of SVM learning. Therefore, it is desirable to develop a method with which structural information and/or common regions can be extracted.
In this paper, we propose a simple feature vector for finding common regions of protein structures. The proposed feature vector is based on the concept of spectrum kernel for sequence data [11] . The spectrum kernel uses a feature vector based on the numbers of occurrences of substrings of fixed length, where the length is usually short (e.g., 2 or 3). Though it is very simple, this method or similar methods are effectively applied to various problems in bioinformatics. Instead of substrings, our proposed feature vector uses a set of template fragments of protein backbone structures. And then, occurrences of similar fragments are taken into account in the feature vector. Different from the spectrum kernel, we use longer fragments each of which consists of several tens of Cα atoms. Moreover, similarities between fragments are measured by means of structural alignment because gaps cannot be ignored for such long fragments. For computing structural alignment, STRALIGN is employed, which was previously developed by one of the authors [1] . One of the important points of the proposed feature vector is that, different from existing methods [4, 7] , it uses structural information only and does not use any additional information such as secondary-structure content, amino acid propensities and so on.
The proposed feature vector is combined with SVMs in order to classify protein structures. Furthermore, it is combined with a feature selection method so as to find fragments conserved in multiple protein structures. To examine the proposed method, we performed computational experiments. The results suggest that the proposed method is useful to find common structural fragments in similar proteins.
Preliminaries
In this section, we briefly review SVM [6, 15] and STRALIGN [1] .
Support Vector Machine and Feature Vector
SVM is a kind of statistical learning method and is basically used for binary classification. Let P OS and N EG be the sets of positive examples and negative examples in a training data set, where each example is represented as a point in d-dimensional Euclidean space (see Fig. 1 ). Then, an SVM finds a hyperplane h such that the distance between h and the closest point is the maximum (i.e., the margin is maximized) under the condition that all points in P OS lie above h, and all points in N EG lie below h. Once this h is obtained, we can infer that a new test data is positive (resp. negative) if it lies above h (resp. below h). If there does not exist h that completely separates P OS from N EG, the SVM finds h which maximizes the soft margin, where we omit details of the soft margin [6, 15] . In order to apply SVMs to real-world problems, it is important to design a feature vector or a kernel function suited to an application problem since objects to be classified are not usually points in Euclidean space. That is, we should find a feature mapping Φ from the object space X to the d-dimensional Euclidean space R d (we can even consider infinite dimensional space). Then, Φ(x) is called a feature vector and R d is called the feature space. That is, Φ transforms an object x ∈ X to a feature vector Φ(x):
We also define a kernel K from X × X to R by
where Φ(x) · Φ(y) is the inner product between vectors Φ(x) and Φ(y). K(x, y)
is regarded as a measure of similarity between x and y.
STRALIGN
Protein structure alignment is a problem of finding amino acid pairs occupying spatially equivalent positions, given two 3D protein structures. Though the output of protein structure alignment is almost the same as that of pairwise sequence alignment, structural similarities are considered instead of similarities of amino acids (see Fig. 2 ). While many methods have been proposed for structure alignment [9, 16] , we use STRALIGN developed by one of the authors [1] because it is designed based on concrete theoretical foundation and is easy to modify. STRALIGN computes structure alignment in the following way.
STEP 1:
A series of initial superpositions are computed from pairs of structural fragments (of length 10-20) using a standard technique to compute an optimal superposition without gaps (i.e., RMS (root mean squares) fitting). STEP 2: For each of such superpositions, a rough alignment is first computed using a dynamic programming technique, and then is refined through an iterative improvement procedure which also uses dynamic programming. STEP 3: Finally, the best alignment among those is selected as an output.
Method
In the proposed method, each protein structure P in training and test data sets is transformed into a feature vector Φ(P ) and then SVM learning and classification are performed in a usual manner. Furthermore, feature selection is performed in order to extract common structural fragments. In the following, we describe outlines of computation of a feature vector and selection of important features.
Feature Vector Based on Similarity of Structural Fragments
In this work, each protein structure is represented by a sequence of positions of Cα atoms. Let P = (p 1 , p 2 , . . . , p n ) be a sequence of positions of Cα atoms. In the proposed method, a feature vector Φ(P ) for protein structure P is defined as follows (see also Fig. 3 ).
Let L be the length of a structural fragment, where a fragment is a consecutive sequence of positions of Cα atoms, and L = 40 was employed in this work based on several trails. Let T be a set of template structures. Let Q = (q 1 , . . . , q m ) be a template structure in T . A set of fragments f rag(Q) from Q is defined by
where Δ = 10 was used in this work. Then, a set of template fragments F is defined as
That is, a set of template fragments contains several fragments from each template structure, where template structures are selected from positive and negative classes (but not included in training or test data set).
Q P Q'
Φ(P) = ( ) Fig. 3 . Computation of a feature vector. Each coordinate in a feature vector corresponds to template fragment Q , where the coordinate value is defined by the sum of the scores for fragments in P against Q .
For a structural fragment P from a training or test protein structure P and a template fragment Q , we define the score w(P , Q ) by w(P , Q ) = the number of superposed residue pairs |P | ,
where |P | denotes the number of residues in P . We used this measure to evaluate the result of structural alignment between P and Q because STRALIGN tries to maximize the number of superposed residue pairs within some distance threshold. Then, the feature vector Φ(P ) for a training or test protein structure P is defined by
That is, each coordinate value corresponding to a template fragment Q ∈ F is defined by the sum of the scores for fragments of P against Q .
Feature Selection
In order to find conserved structural fragments, we employ Recursive Feature Elimination (RFE) [8] , which is a well-known feature selection method for SVMs. Different from the original RFE [8] , we use the prediction accuracy (for the training data set) as a measure for eliminating features. Moreover, pre-processing based on Pearson correlation coefficient is introduced so as to eliminate redundant features efficiently. The following is an outline of our feature selection method:
STEP 1: Let F 0 be a set of all template fragments. STEP 2: Compute Pearson correlation coefficient between each f ∈ F and the class (i.e., positive or negative). STEP 3: Let F be the subset of F 0 consisting of fragments with H highest coefficients (H = 30 in this work). STEP 4: For all Q ∈ F, perform SVM training using F − {Q }. STEP 5: Let Q be the feature such that the classification accuracy for F − {Q } is the highest. STEP 6: Let F ← F − {Q }. STEP 7: Repeat STEPS 4-6 until reaching the specified number of features K. It should be noted that H = 30 and K = 3 were used in this work.
Computational Experiments
We performed preliminary computational experiments in order to examine the potential power of the proposed method. We used protein structure data from ASTRAL [5] and SCOP [3] databases, where these two databases are closely related. We used the structure and classification data of ASTRAL SCOP 1.69 with less than 40% sequence identity. All experiments were performed on a PC cluster with AMD Opteron Model 280 (2.4GHz) CPUs, where each evaluation (i.e., combination of fold class and the feature selection method) took several minutes using one CPU in most cases.
First, we examined the accuracy of binary classification using SVM and feature vector Φ(P ), where we employed SVM light [10] for SVM learning and classification. We used the following eight SCOP fold classes each of which contains sufficient number of non-homologous proteins: For each fold class F , we examined binary classification (i.e., predict whether or not a given protein structure belongs to F ). For that purpose, 40 protein structures were randomly selected from F as positive data and 40 protein structures were randomly selected from other fold classes as negative data. As for template structures, 4 protein structures were randomly selected from F and 4 protein structures were randomly selected from other fold classes, under the condition that these 8 structures were different from the above 80 protein structures. Then, Φ(P ) was computed for each P of 80 protein structures. Using these feature vectors and SVM light , 5-fold cross validation was performed. For each fold class, sensitivity, specificity and overall accuracy are shown in the left part (corresponding to "all features") of Table 1 . It should be noted that these measures are defined by:
where T P , F P , T N and F N denote the numbers of true positives (structures correctly classified to the target fold class), false positives, true negatives and false negatives, respectively. It is seen that overall accuracies are reasonably good though these may not be the best among existing methods. It should be noted that we do not pay much attention to optimization of classification accuracy in this paper. Instead, we are more interested in identification of conserved fragments.
Next, we applied the proposed feature selection method to the same data sets, where the target number of features (i.e., the number of structural fragments) was set to 3 (i.e., K = 3). For comparison, we examined a very simple method that selects features with 3 highest Pearson correlation coefficients. Then, 5-fold cross validation was performed for each case and the results are shown in the middle and right parts of Table 1 . It is very interesting to note that feature selection is useful to increase the classification accuracy. The results suggest that protein structures are well-classified by using only a small number of fragments. It is also seen that the RFE-based selection method is better than or as good as the Pearson-based selection method in most cases. Thus, the proposed feature selection method is considered to be useful for selecting fragments for protein structure classification.
Finally, we measured the conservation ratio of the best fragment among 3 fragments selected by the proposed method. For each fold class and for each of positive and negative data sets, we calculated the ratio of the number of protein structures containing the fragment to the total number of protein structures (i.e., 40) in the data set, where protein structure P is regarded to contain fragment Q if the number of superposed residue pairs is no less than 0.65 · |Q |. It is to be noted that the ratio should be high for positive data whereas it should be low for negative data. The result is shown in Table 2 , where the threshold of 0.8 · |Q | was used for the case of 'a.118' (since the ratios for positive/negative data sets were 100%/60% if the threshold of 0.65 · |Q | was used). It is observed that good conservation ratios were obtained for most cases. For the case of 'd.58', the ratios were not good. But, it is consistent with the classification result in Table 1 . For the case of 'b.40', the ratio for positive data was low. However, the ratios were 65.0%/0% if the threshold of 0.5 ·|Q | was used. In summary, the proposed feature selection method is considered to be useful for selecting conserved fragments. It should be noted that, though conservation of a single fragment was examined here, multiple fragments are required to obtain the results of Table 1 and thus selection of multiple features is still important.
Concluding Remarks
We proposed a method for finding conserved regions in similar proteins. The method is a combination of a new feature vector based on structure alignment for fragments with two techniques in statistical learning: support vector machines and feature selection. It should be noted that, different from a common approach to identify conserved regions, the proposed method does not use multiple structure alignment though it uses pairwise structure alignment for fragments. The results of preliminary computational experiments suggest that the proposed method is useful to identify important structural fragments.
One of important future work is to perform rigorous and larger scale computational experiments, which include (i) adjustment of parameters (e.g., L, Δ, K and H) used in the method, (ii) study of the sensitivity of these parameters, (iii) comparison with other kernels for protein structures (e.g., [4, 7, 14] ), and (iv) examination of other feature selection methods. It is also important to study biological meaning and/or significance of the selected fragments.
In the proposed method, configurations between fragments are not taken into account. However, configurations between fragments may play an important role in protein functions. In particular, such information seems important if we would like to predict interactions between proteins and/or interactions between proteins and chemical compounds. Therefore, a feature vector and/or a kernel function reflecting such information should also be developed.
