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Abstract 
Important challenges still remain in the development of optimized control techniques 
for intelligent wells, particularly with respect to properly incorporating the impact of 
reservoir uncertainty.  Most optimization methods are model-based and are effective only if 
the model or ensemble of models used in the optimization capture all possible reservoir 
behaviors at the individual well and completion level.  This is rarely the case. Moreover, 
reservoir simulation models are rarely predictive at the spatial and temporal scales required to 
identify control actions.  We suggest that simple, closed-loop feedback control strategies, 
triggered by monitoring at the surface or downhole, can increase NPV and mitigate reservoir 
uncertainty.  We do not neglect reservoir model predictions entirely; rather, we use a model-
based approach to optimize adjustable parameters in the feedback control strategies.   
 
We evaluate the benefits of closed-loop feedback control using downhole and/or 
surface monitoring sensors and inflow control valves (ICVs), in comparison to uncontrolled 
(open-hole) production, open-loop inflow control using fixed control devices (FCDs) sized 
prior installation, and a heuristic reactive inflow control approach using surface and 
downhole monitoring and ICVs.  For benchmarking purposes, we also compare our feedback 
control approaches against the optimal dynamic solution found using model-based control 
and assuming a perfectly predictive model is available.  The benefits of closed-loop feedback 
control are evaluated for three different reservoir and production scenarios.  The first scenario 
is a synthetic thin oil-rim reservoir producing via aquifer influx using a single long horizontal 
well.  The second is a high-resolution sector model from Troll West, which hosts a thin oil-
rim, overlain by a large gas cap and underlain by an active aquifer, with oil produced via a 
single long horizontal well.  The third reservoir production scenario is the SPE Brugge field 
model, a reference model for comparing history matching and production optimization 
strategies.  The Brugge field is a synthetic example of a geologically complex oil reservoir, 
produced by water flooding using 10 vertical injector wells and 20 vertical producer wells.  
 
In all the scenarios investigated, we find that our closed-loop control algorithm, based 
on direct feedback between reservoir monitoring and inflow valve settings, yields close-to-
optimal gains in NPV compared to uncontrolled production.  Moreover, despite the simplicity 
of the direct feedback control approach, the NPV returned is higher than open-loop or 
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heuristic control approaches, particularly when reservoir behavior is unexpected.  In contrast 
to model-based optimization techniques, our direct feedback control approach is 
straightforward to implement and can be easily applied in real field cases. 
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Chapter 1  
 
Introduction 
 
1.1 Introduction 
Characterizing the degree and distribution of reservoir heterogeneity is associated with 
significant uncertainty.  Reservoir sediments can deposited under the influence of range of 
different depositional processes, are deeply buried over geological time, may undergo 
diagenesis, and  be affected by post-depositional tectonic movements; resulting in a complex 
configuration of different rock types, with different fluid flow properties (Slatt 2006).  These 
factors make predicting the behavior of subsurface flow, and determining the optimal 
hydrocarbon production strategy an ongoing challenge.  Conventional production 
optimization operations are typically performed on an ad-hoc basis, for example, if the oil 
production rate rapidly declines as a result of the arrival of undesired fluid at the well, 
diagnostic and remedial operations can be taken by running monitoring tools downhole, or 
performing a well workover procedure.  However, in some cases, at this point it could be too 
late to improve the situation (Joshi 1991; Fleshman and Obren-Lokic 1999), or too costly if 
for example, a deep water offshore Field. 
Developments in technologies have led to advances in permanent monitoring sensors (e.g. 
distributed fibre optic sensors, multi-phase flow meters) for real-time well and reservoir 
measurements and downhole flow control valves (e.g. hydro-electric downhole actuation 
systems) for remote inflow control of different well completions from surface.  Production 
Packer PackerPacker
ICV ICV ICV
Perforations
Perforations
Perforations Perforations
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Figure 1.1: Schematic of intelligent well completion installed with downhole inflow control valves (ICVs) and sensors 
(Modified from Williamson et al. 2000). 
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wells equipped with these state-of-the-art monitoring and control technologies are known as 
intelligent (or smart/ advanced) wells (Robison 1997) (Figure 1.1).  Operators are interested 
in determining robust and effective inflow control algorithms for the management of 
intelligent wells for optimal oil recovery (Erlandsen 2000), particularly with respective to 
incorporating reservoir uncertainty, and thus is an area of active research. 
Inflow control can take place using an open-loop or closed-loop approach (Figure 1.2).  
Open-loop control employs downhole fixed control devices (FCDs), while closed-loop 
control use downhole variable inflow control valves (ICVs).  Both control devices impose an 
additional pressure drop between the sandface and production tubing, but FCDs are fixed and 
must be sized prior to installation; whereas, ICVs can be varied by the operator during 
production, based on downhole measurements or reservoir model predictions.  Numerous 
studies have demonstrated that inflow control can be beneficial in many production scenario 
and add significant production value (e.g. Brouwer et al. 2001; Yeten and Jalali 2001; 
Brouwer and Jansen 2004; Yeten et al. 2004; Aitokhuehi and Durlofsky 2005; Elmsallati and 
Davies 2005; Elmsallati et al. 2005; Sarma et al. 2005a; Saputelli et al. 2005; Ebadi and 
Davies 2006; Naus et al. 2006; Doublet et al. 2009; Jansen et al. 2009; Alhuthali et al. 2010).   
The most commonly applied inflow control method in practice is the ‘passive’ open-loop 
approach, with the first reported installation in the Troll Field, a thin oil-rim reservoir, 
offshore, Norway (Brekke and Lien 1994; Henriksen et al. 2005).  The configuration of the 
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Figure 1.2:  Overview of the different inflow control strategies for production optimization of intelligent wells (Addiego-
Guevara et al. 2008). 
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FCDs can be optimized using (i) numerical reservoir model predictions, for example: if 
model predictions indicate the early arrival of  unwanted production fluids which would 
curtail oil production, an appropriate sized FCD would be deployed to reduce production in 
this completion (Henrikson et al. 2006; Al-Khelaiwi and Davies 2007); or using (ii) semi-
analytical wellbore pressure algorithms, for example:  large frictional pressure losses along a 
horizontal well can result in an unfavorable inflow profile, FCDs can be configured along the 
well to optimize the inflow profile to increase recovery (Birchenko et al. 2011; Mojaddam 
Zadeth et al. 2012).  Open-loop control may be effective if the drive mechanisms of the 
reservoir are well understood and the well inflow does not significantly change during 
production (Al-Khelaiwi et al. 2008).  However, if the reservoir behavior unexpected, the 
FCDs installed may be incorrectly sized, and would require a major and costly well workover 
to modify the device settings.  
The most commonly research inflow control approach is the ‘proactive’ closed-loop 
model-based strategy.  The aim of this approach is to use reservoir model predictions to 
dynamically optimize ICVs settings to maximize an objective function: e.g. oil recovery or 
net-present-value.  The advantage of this approach is that with a priori knowledge of the 
future reservoir performance, the optimal ICV control solution can be found.   
A wide range of optimization algorithms have been used to determine the optimal inflow 
control solution assuming a perfect reservoir model is available (i.e. no uncertainty in 
reservoir model predictions), from local gradient–based optimization, such as the conjugate-
gradient  algorithm, where gradients information may be found numerically (e.g. Yeten et al. 
2002), or estimated using the adjoint method (e.g. Brower and Jansen 2004), to global search 
optimization, such as the evolutionary type  genetic algorithms (Alghareeb et al. 2009).  
These studies successful demonstrated the use of dynamic inflow control for optimal oil 
recovery.  However, these studies used a single reservoir model and did not consider the 
impact of reservoir uncertainty, given that reservoir models are associated with significant 
uncertainty, and are rarely predictive. 
More recent studies attempt to close-the-loop and account for uncertainty in reservoir 
model predictions by periodically updating the models to production history using data 
assimilation algorithms (Figure 1.3; Brouwer and Jansen 2004; Aitokhuehi and Durlofsky 
2005; Jansen et al. 2005; Sarma et al. 2005a; Jansen et al. 2009; Peters et al. 2009; Wang and 
Reynolds 2009).  However, due to the non-uniqueness of history matching, even a perfectly 
history-matched model can lack predictive value, as multiple model realizations may match a 
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single production history, but each realization may return a different production forecast 
(Tavassoli et al. 2004; Carter et al. 2006).  To overcome these challenges, the optimization 
algorithms to find the inflow control solution are applied over an ensemble of history-
matched model realizations to optimize the expected objective function of the ensemble (e.g. 
van Essen et al. 2009; Alhuthali et al. 2010).  This approach is referred to as ‘robust 
optimization’.  However, robust optimization is computationally expensive, which limits the 
number of model updates and the size of the ensemble, and also does not guarantee that the 
true reservoir behavior would lie within the ensemble of models.  Furthermore, the spatial 
and temporal resolution of typical reservoir simulation models maybe below that required for 
inflow control decisions.  The ability of simulation models to successfully predict gross or 
average reservoir behavior has been demonstrated in numerous studies, but so has their 
failure to predict the detailed aspects of individual well and completion behavior that is 
necessary for day-to-day inflow control decisions (e.g. Gringarten et al. 2003; Daltaban et al. 
2008).  Important aspects of flow may be controlled by fine-scale geological features which 
are below model resolution or cannot be spatially located with confidence (e.g. thin, high 
permeability intervals or mudstone barriers); production may also be dominated by near-well 
effects such as cusping or coning, which are often poorly captured in simulation models.  As 
yet, closed-loop model-based control has not been deployed in a real field application for 
online production optimization for intelligent wells.  This is mainly because subsurface 
production engineers responsible for day-to-day well operations are generally apprehensive 
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Figure 1.3: A flowchart of the main components of the closed-loop model-based control approach.  The operational 
ICV settings are determine using optimization algorithms and reservoir model predictions.  The loop is closed by 
periodically updating the reservoir models with measured data using history matching algorithms (modified from 
Jansen et al. 2005). 
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to take proactive control actions, because these decisions can seem unintuitive at that specific 
time (i.e. the current production performance is satisfactory), and because these control 
actions are based on predictions from models which are inherently uncertain.  
Closed-loop feedback control strategies take ‘reactive’ inflow control decisions based 
directly on downhole and/or surface measurements (i.e. control actions are only taken once 
the undesired fluid flow state is detected by the sensors).  Control actions may result in a rate 
reduction at surface (surface choking using well-head control valves), or downhole (zonal 
choking or shut-off using ICVs), but unlike the closed-loop model-based control, a pragmatic 
approach is applied here, as control actions are taken only when the well performance 
becomes unsatisfactory (i.e. oil rate has declined because unwanted fluids have arrived at the 
well).  Feedback control actions may improve hydrocarbon recovery as there may still be 
scope for production optimization at this stage; for example, if a high watercut or gas-oil ratio 
is detected at the well, but only occur at a particular zone along the well, intelligent 
completion/s within that zone can be choked or shut, whilst still meeting production 
constraints, such as maintaining total well flow at a certain rate or keeping bottom-hole 
pressure above a pre-set value (Konopczynski & Ajayi, 2007).  Closed-loop feedback control 
schemes may not necessarily deliver the optimal inflow control solution, but it does provide 
pragmatic framework for the management of intelligent wells unlike closed-loop model-
based control, can mitigate against unexpected reservoir behavior, and is always intuitive.  
Thus it is more likely to be implemented by production engineers.   
Previous studies investigated feedback control for production optimization on 
commingled (Brouwer et al. 2001; Elmsallati et al. 2005; Addiego-Guevara et al. 2008; 
Grebenkin and Davies 2010) and sequential (van der Poel and Jansen 2004) oil production 
scenarios, and demonstrated that this approach can improve hydrocarbon recovery.  Only van 
der Poel and Jansen (2004) and Grebenkin and Davies (2010) investigated the impact of 
closed-loop feedback control over an ensemble of reservoir model realizations.  They showed 
that closed-loop reactive control can increase the mean and reduce the variation of the 
cumulative oil production distribution.  However, it is still not clear how previous direct 
feedback control approaches can be applied to other reservoir production scenarios which 
different well types, production mechanics and well and field constraints, as their control 
actions were identified on an ad-hoc basis. 
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1.2 Thesis aims and objectives 
In this thesis we investigate whether simple closed-loop control strategies, based on direct 
feedback between ICV settings and surface or downhole measurements, can enhance well 
NPV and mitigate the impact of reservoir uncertainty.  Our approach differs from previous 
studies in a number of ways.  Previous studies have investigated direct feedback control, but 
the control actions were identified on an ad-hoc basis (e.g. Brouwer et al. 2001; van der Poel 
and Jansen 2004; Elmsallati et al. 2005; Grebenkin and Davies 2010); here, we develop a 
general feedback relationship that contains a number of adjustable parameters, and optimize 
the value of these parameters using reservoir model predictions.  Thus, we do not omit model 
predictions entirely; however, rather than basing control actions directly on model 
predictions, we use model predictions to optimize a direct feedback control relationship 
between measured data and inflow control settings (Figure 1.4).  Secondly, we specifically 
test the robustness of our direct feedback control algorithms against unexpected reservoir 
behavior.  Previous studies applied model-based inflow control using a range of reservoir 
model realizations, but assumed that the realizations captured all possible production  
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Figure 1.4:  A flowchart of the main components of the closed-loop feedback control approach.  The operational ICV 
settings are found using measure data and a feedback control algorithm.  The adjustable parameters contained within 
the feedback control algorithms are optimized using optimization algorithms and reservoir model predictions.   
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behaviors at the individual well and completion level.  In practice, this is usually not the case, 
for the reasons discussed above.  Here, we simulate production using models that lie outside 
the range used to optimize the adjustable parameters in our direct feedback control 
relationships, to mimic the application of direct feedback control when the reservoir does not 
behave as predicted.  Thirdly, we benchmark the performance of our feedback control 
methods against a model-based approach which assumes perfect reservoir knowledge.  We 
argue that such an approach is rarely possible in practice, but here it allows us to determine 
whether direct feedback control yields close to optimal solutions.  Previous studies 
investigated direct feedback control, but did not determine whether their control algorithms 
yielded optimal solutions (e.g. Addiego-Guevara et al. 2008).   
The objectives of this thesis can be summarized by the following: 
1 Develop a general and robust approach to the management of intelligent wells, using 
closed-loop direct feedback control techniques incorporating feedback between downhole 
sensors and inflow control valves; 
2 Quantify the economic benefits of the closed-loop direct feedback control approach with 
respect to conventional uncontrolled production and against the optimal production 
solution in several different production scenarios. 
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1.3 Thesis outline 
In Chapter 2 we apply two closed-loop direct-feedback control strategies on an intelligent 
horizontal well within a simple synthetic model with a high productivity thin oil column 
producing via aquifer influx.  The results are compared to conventional uncontrolled 
production, open-loop production, and benchmark directly against the optimal inflow control 
solution when perfect reservoir knowledge is available (this is found using revised 
implementation of closed-loop model-based-control). 
We develop a high-resolution sector model within the Troll West Field, Offshore 
Norway, in Chapter 3.  The field hosts a heterogeneous thin oil rim reservoir with a large gas 
cap and activates aquifer.  We simulate production using a long horizontal well.  The aim of 
this study is to investigate the impact of a number of key reservoir uncertainties, some of 
which are not typically captured in reservoir model, but have an impact on production using 
the conventional uncontrolled production approach.  
In Chapter 4 we investigate whether closed-loop feedback control can be used to mitigate 
some of the negative aspects of uncertain reservoir behavior captured in the high-resolution 
sector model developed in Chapter 3.  The results are compared to the conventional 
uncontrolled approached, open-loop control using FCDs, and benchmarked against optimal 
solutions obtained for selected reservoir realizations. 
Chapter 5 explores the benefits of using direct feedback control for multi-well production 
optimization using the synthetic SPE Brugge field case study.  The results are compared to a 
heuristic reactive control approach and benchmarked against other studies which applied 
closed-loop model-based control. 
Chapter 6 concludes this thesis with a summary of our key findings and the future areas 
of research that must be explored.  
A list of references cited in the text is found at the end of the thesis.  In the Appendix, we 
include a user guide of an MATLAB (MathWorks 2010) code which establishes a 
communication framework with ECLIPSE reservoir simulator (Schlumberger 2011) for 
general applications, including implementing advanced inflow control algorithms for 
intelligent completions.  An early version of the code was developed in 2010 and used in 
Chapter 2. During a PhD placement with the sponsor company, Statoil, in 2011, the code was 
further developed to a more general purpose and user friendly version.  I would like to 
acknowledge the assistance of Patrick Meum, Statoil during the placement. 
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Chapter 2  
 
Production optimization using closed-loop feedback 
control: Application to simple conceptual thin oil-
rim reservoir via a single horizontal well under 
aquifer influx 
 
2.1 Summary 
A key component of intelligent well systems is the decision framework used to identify control actions for 
production optimization.  Most published algorithms use model-based control, yet model-based techniques are 
effective only if the model or ensemble of models used in the optimization capture all possible reservoir 
behaviors at the individual well and completion level.  This is rarely the case.  Moreover, reservoir models are 
rarely predictive at the spatial and temporal scales required to identify control actions.  We show that simple, 
closed-loop feedback control, triggered by monitoring at the surface or downhole, can increase NPV and 
mitigate reservoir uncertainty.  We do not neglect reservoir model predictions entirely; rather, we use a model-
based approach to optimize adjustable parameters in the feedback control strategies.   
 
We compare open-loop control, using fixed inflow control devices (FCDs), against closed-loop feedback 
control, using (i) ‘on/off’ inflow control devices (ICVs) operated in response to monitoring at the well-head, and 
(ii) ‘variable’ ICVs operated in response to monitoring downhole.  We also employ a gradient-based 
optimization algorithm to find the dynamic optimal inflow control behavior.  This strategy assumes perfect 
reservoir knowledge and is implemented only for benchmarking of the feedback control strategies.  
 
Our result suggests that closed-loop control, based on direct feedback between reservoir monitoring and inflow 
valve settings, can yield close-to-optimal gains in NPV compared to uncontrolled production, even if the 
reservoir behavior lies outside the range predicted by reservoir models.  Moreover, similar gains are observed 
using surface monitoring and simple on/off ICVs, and downhole monitoring and variable ICVs.  In contrast, 
open-loop control yields significantly lower NPV gains, and is also a riskier strategy because unpredicted 
reservoir behavior can yield sub-optimal sizing of the FCDs and negative returns.   
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2.2 Introduction 
The aim of this chapter is to investigate whether simple closed-loop control strategies, 
based on direct feedback between ICV settings and surface or downhole measurements, can 
enhance well NPV and mitigate reservoir uncertainty.  An earlier study by Addiego-Guevara 
et al. (2008) shared a similar aim; however, our approach differs from previous studies in a 
number of ways.   
Firstly, we develop closed-loop, direct feedback control strategies that are designed to 
work across a range of reservoir and production scenarios.  Previous studies have investigated 
direct feedback control, but the control actions were identified on an ad-hoc basis (e.g. 
Brouwer et al. 2001; van der Poel and Jansen 2004; Elmsallati et al. 2005; Grebenkin and 
Davies 2010); here, we develop a general feedback relationship that contains a number of 
adjustable parameters, and optimize the value of these parameters using reservoir model 
predictions.  Thus, we do not omit model predictions entirely; however, rather than basing 
control actions directly on model predictions, we use model predictions to optimize a direct 
feedback control relationship between measured data and inflow control settings.   
Secondly, we specifically test the robustness of our direct feedback control algorithms 
against unexpected reservoir behavior.  Previous studies applied model-based inflow control 
using a range of reservoir model realizations, but assumed that the realizations captured all 
possible production behaviors at the individual well and completion level.  In practice, this is 
usually not the case, for the reasons discussed above.  Here, we simulate production using 
models that lie outside the range used to optimize the adjustable parameters in our direct 
feedback control relationships, to mimic the application of direct feedback control when the 
reservoir does not behave as predicted.   
Thirdly, we benchmark the performance of our feedback control methods against a model-
based approach which assumes perfect reservoir knowledge.  We argue that such an approach 
is rarely possible in practice, but here it allows us to determine whether direct feedback 
control yields close to optimal solutions.  Previous studies investigated direct feedback 
control, but did not determine whether their control algorithms yielded optimal solutions (e.g. 
Addiego-Guevara et al. 2008).   
Finally, we present a revised implementation of model-based control that does not assume 
a fixed production time.  Instead, we assume that well life is based on economic and 
production criteria.  This allows inflow control to extend well and reservoir life, and the 
economic benefits of this to be quantified.  Previous studies have optimized over a fixed 
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production time (Brouwer and Jansen 2004; Aitokhuehi and Durlofsky 2005; Sarma et al. 
2005a,b; Naus et al. 2006; Meum et al. 2008; Jansen et al. 2009; Suwartadi et al. 2009; van 
Essen et al. 2009; Wang et al. 2009; Chen et al. 2011). 
We investigate two direct feedback control strategies, and compare them against 
uncontrolled production, an open-loop control approach, and production using model-based 
optimization, from a single horizontal well in a high-productivity, thin oil column.  It is well 
known that early water breakthrough is a significant risk in this production scenario, and 
previous studies have shown that intelligent completions can add value by balancing inflow 
along the well (Sinha et al. 2001; Jansen et al. 2002; Elmsallati et al. 2005).  However, these 
studies used model-based optimization rather than the direct feedback approach adopted here; 
moreover, they did not consider the impact of reservoir uncertainty.  The first control strategy 
we investigate is an open-loop approach using FCDs to balance inflow along the well, sized 
prior to installation.  The second and third control strategies are closed-loop, employing ICVs 
which can be controlled from the surface.  The second strategy uses simple on/off ICVs, 
which are opened or closed according to wellhead measurements of liquid rate and watercut, 
and individual downhole rate and phase measurements obtained using zonal well tests.  The 
third strategy uses variable ICVs which are opened or closed according to well watercut and 
flow rate, and downhole rate and phase measurements obtained in-situ.  Each strategy 
represents a different level of sophistication in downhole monitoring and control hardware 
required in the well.  We test the robustness of the feedback control strategies when the 
reservoir does not behave as predicted; we also determine how closely the feedback control 
algorithms approximate the optimal solution, obtained using model-based control and 
(unrealistically) assuming a perfectly predictive reservoir model. 
2.3 Model formulation 
2.3.1 Base case reservoir model 
The reservoir model represents a sector of a thin oil column in a sandstone reservoir 
containing interbedded, laterally discontinuous shales that reduce the effective vertical 
permeability (Figure 2.1; Raghuraman et al. 2003; Addiego-Guevara et al. 2008).  A zone of 
high vertical permeability represents a region where the shale barriers are absent.  The model 
is a simplified representation of a thin oil column reservoir in Indiana, U.S.A (Bryant et al. 
2002); it measures 6,000 (length) by 3,100 (width) by 100 (height) ft and contains 2,500  
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Figure 2.1: Schematic representation of a sandstone reservoir with interbedded shales. This conceptual model is 
modified from earlier studies (Bryant et al. 2002; Raghuraman et al. 2003; Bryant et al. 2004; Addiego-Guevara et al. 
2008).  Variation in the continuity of the shales causes lateral variation in the effective vertical permeability of the 
reservoir.  The region where the shale barriers are absent represents a zone of high vertical permeability. The well is 
placed 35ft from the top of the reservoir and has two completions. 
 
active grid-blocks.  The top of the reservoir is located at a depth of 6,000 ft (1828.8 m) and 
the oil water contact at a depth of 6,100 ft.  The reservoir contains water and undersaturated 
oil; no gas cap or capillary pressure effects are included.  The aquifer is represented using the 
Fetkovich model (Fetkovich 1971).  Reservoir, rock and fluid properties are summarized in 
Tables 2.1-3. 
2.3.2 Reservoir and Well Flow Simulation 
A commercial reservoir simulator (Schlumberger 2011) was used to simulate production 
from a 2,900 ft long horizontal well, which is located along the center of the reservoir sector 
and 35 ft from the top of the oil column (Figure 2.1).  The base case model predicts that water 
from the aquifer will breakthrough at the heel of the well first, partly because of the high 
vertical permeability zone in this region, and partly due to a higher pressure drawdown at the 
heel of the well.  Consequently, the well is completed in two sections, with one completion 
close to the heel of the well, and the other close to the toe (Figure 2.2).  We utilize a multi-
segment well model which divides the wellbore into a number of one-dimensional segments 
(Figure 2.2; Holmes et al. 1998; Holmes 2001; Youngs et al. 2009).  The local fluid 
conditions in each segment are described by a set of independent variables, using material 
balance and pressure drop equations (Holmes et al. 1998).  To account for an inflow 
restriction device, such as a FCD or ICV, we assign an inflow multiplier  to the flow rate Q 
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from each completion i, which varies from zero, when the device is shut, to one, when the 
device is fully open, so the total flow rate Qt from the reservoir is given by 
 ii
n
i
T QQ 


1
 (2.1) 
where 0 ≤ i ≤ 1.  This is a simple but effective method of representing the effect of inflow 
restriction on incompressible fluids (e.g. Naus et al. 2006; van Essen et al. 2010).   
 
Reservoir properties Field Units SI units equivalent 
Reservoir pressure 3600 psia 248 bar 
Reference depth 6100 ft 1859 m 
OWC 6100 ft 1859 m 
GRV 331.3 MMstb 52×10
6
 m
3
 
Top 6000 ft 1829 m 
Base 6100 ft 1829 m 
Table 2.1:   Base case reservoir properties. 
 
 
Rock properties Units SI units equivalent 
Vertical permeability (Low) 50 mD - 
Vertical permeability (High) 500 mD - 
Horizontal permeability 500 mD - 
Rock porosity 25 % - 
Rock compressibility 4×10
-6
 1/psia 5.8×10
-5
 1/bar 
 
Table 2.2:   Base case rock properties. 
 
 
Fluid properties Units SI units equivalent 
Oil viscosity 0.34 cp 3.4×10
-4
 Pa s 
Water viscosity 0.50 cp 3.4×10
-4
 Pa s 
Oil density 49.94 lb/ft
3
 800 kg/m
3
 
Water density 62.43 lb/ft
3
 1000 kg/m
3
 
Oil compressibility 2×10
-6
 1/psia 2.9×10
-5
 1/bar 
Water compressibility 3×10
-6
 1/psia 4.35×10
-5
 1/bar 
Bubble point pressure 2800 psia 193 bar 
Oil formation volume factor 1.087 rb/stb 1.087 m
3
/Sm
3
 
Water volume factor 1 rb/stb 1 m
3
/Sm
3
 
Dissolved gas-oil ratio  1.13 Mscf/stb 201 Sm
3
/Sm
3
 
Connate water saturation 0.2 - - 
Residual oil saturation 0.2 - - 
Table 2.3:   Base case fluid properties. 
 
 
Inflow from reservoir grid blocks
Well tubing segments
Annulus segments
ICV segment
PackerICV
 
Figure 2.2: Implementation of network model of well segments used to represent an intelligent well comprising of two 
inflow control valves (ICVs) that control the flow rate of each completion independently.  The well flow model uses the 
multisegment well function of the flow simulator (Schlumberger 2011). 
2.3.3 Production Constraints 
The target liquid production rate is 10,000 stb/day, with a minimum bottom-hole pressure 
(BHP) limit of 1,450 psia.  In this study, the life of the well is not defined a priori; rather the 
well is shut-in once the watercut, measured at the well head, exceeds a maximum threshold 
limit Wl.  This constraint represents three possible operational limits on well life.  Firstly, it 
may represent an economic limit, reached when the oil production rate falls below a threshold 
value (e.g. van Essen et al. 2009); secondly, it may represent a limit enforced by surface 
facilities constraints (e.g. Pucknall et al. 2003); thirdly, it may represent a limit imposed by 
well lift or tubing constraints (e.g. Turner et al. 1969).  Use of a water-cut limit as a proxy for 
these operational constraints, rather than a fixed well life, means that well life can vary 
depending upon the reservoir behavior or the inflow control strategy.  In this study, we 
investigate well water-cut limits over the range 5% - 90%.  Other production optimization 
studies have used an anticipated field/well production time period which remains fixed in all 
reservoir and inflow control scenarios (Brouwer and Jansen 2004; Yeten et al. 2004; 
Aitokhuehi and Durlofsky 2005; Sarma et al. 2005a,b; Naus et al. 2006; Meum et al. 2008; 
Jansen et al. 2009; Suwartadi et al. 2009; van Essen et al. 2009; Wang et al. 2009; Chen et al. 
2011).  However, inflow control may increase well life and yield additional oil production. 
2.3.4 Objective Function 
We use the NPV of the well to measure and compare the performance of each control 
strategy.  The function accounts for the hardware costs of each control strategy, the difference 
in production rates given the time value of money, and the revenues and costs of producing 
oil and water respectively (van der Poel and Jansen 2004) 
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Figure 2.3: Development costs representing the initial investment required to install the well equipment in each 
production strategy (Table 2.4). 
where t is time in years, k is the annual discount rate, ∆Voil represents the incremental oil 
volume produced during time t, Coil is the oil price (US$/BOE), Cgas is the gas price 
(US$/Mscf) ∆Vgas is the incremental gas produced, Cwat is the cost associated with producing 
water (US$/stb water), ∆Vwat is the incremental water produced, and D represents the initial 
investment required to install the well equipment for each production strategy.  The resulting 
NPV is calculated in units of equivalent barrels of oil at surface conditions (BOE).  A range 
of values for each economic parameter is used to calculate the NPV for a given production 
scenario, to investigate the sensitivity of the inflow control strategies to fluctuations in oil and 
gas price, water handling costs, and the development cost for each strategy (Table 2.4; Figure 
2.3).  The performance of the inflow control strategies is quantified in term of the gain (G) in 
well NPV compared to the uncontrolled production case 
 100


u
uc
NPV
NPVNPV
G  
(2.3) 
where the subscripts c and u refer to controlled and uncontrolled production cases, 
respectively. 
2.3.5 Inflow Control Strategies 
We consider four different inflow control strategies with different well configurations.  The 
first is an open-loop inflow control strategy using a FCD.  The second and third are both 
closed-loop feedback control strategies, but use different ICV types and downhole monitoring 
technology.  The final inflow control strategy uses model-based control, employing a 
gradient-based algorithm to find the optimal inflow control settings.  This strategy assumes 
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the reservoir model is perfectly predictive and is implemented only to benchmark the direct 
feedback methods.  Such perfectly predictive reservoir models are rarely available.  We use a 
gradient-based optimization method, developed here for the model-based control strategy, to 
find the optimal inflow settings in the fixed control strategy, and the constants in the feedback 
relationships for the on/off and variable feedback control strategies described below, which 
maximize the objective function (equation 2.2).  The optimization is applied to the base case 
model; it would also be possible to optimize over an ensemble of reservoir realizations (e.g. 
Yeten et al. 2004; van Essen et al. 2009; Almeida et al. 2010; Chen et al. 2011).  The optimal 
solution varies depending on the chosen well watercut limit, so we optimize each control 
strategy for each watercut limit. 
Fixed flow control.  In the open-loop strategy, a fixed control device (FCD) is installed on 
either the heel or toe completion, to balance inflow along the well and tubing.  FCDs have 
been used in a number of field cases (e.g. Henriksen et al. 2006) and we follow the workflow 
used in earlier studies.  The FCD is sized prior to installation, using the base case reservoir 
model to identify the fixed inflow setting f  which should be applied in each completion to 
maximize the objective function (equation 2.2) (e.g.  Al-Khelaiwi and Davies 2007). 
On/off flow control.  The on/off feedback flow control strategy employs two ICVs, which 
switch between open or closed positions based on measurements of phase flow rates at the 
well-head.  If the well watercut exceeds a threshold value, an “intelligent” work-over is 
conducted which differs from a conventional work-over because the intelligent completions 
can be opened or closed remotely from surface, and the phase flow rate through each 
completion can be determined through “well testing by exception” or “online well tests” 
(Akram et al. 2001; Gai 2001; Paino et al. 2004). 
All ICVs are initially open at the start of production. An intelligent work-over is triggered 
when the measured wellhead watercut Ww exceeds a threshold value Wt (Figure 2.4a).  During 
the intelligent work-over, a zonal well test is conducted to determine the phase flow rates of 
each completion i.  If the difference between the watercut Wi in completion i, and the smallest 
measured completion watercut Wm, is greater than a minimum threshold δW, then completion 
i is shut.  The watercut trigger value Wt is then increased by a predefined amount ∆W. 
Production continues from this new inflow control set-up until  Ww exceeds the new Wt.  The 
process is repeated until the operational well watercut limit Wl is reached.  The values of the 
parameters Wt , ∆W and δW that maximizes the objective function (equation 2.2) for each 
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well watercut limit are found using the gradient-based optimization method and the base case 
model.  
 
Variable flow control.  The variable feedback flow control strategy employs two 
continuously variable ICVs (Williamson et al. 2000) and multiphase downhole flow meters 
that provide continuous measurements of phase flow rates through each completion (Kragas 
et al. 2003; Drakeley et al. 2006).  All ICVs are initially open at the start of production. A 
simple feedback loop adjusts each completion in response to the measured watercut 
according to 
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subject to the constraints c ≥ 0 and B ≤ i ≤ A, and where i is the value of the inflow 
multiplier (equation 2.1), Wi is measured completion watercut and Wl is the maximum well 
watercut limit.  A, B and c are constants that are specific to the production case.  The 
completion with the smallest watercut Wm is fully open, whilst the other completions i are 
proportionally choked (Figure 2.4b).  Downhole watercut measurements in each completion 
prompt the controller to update the ICV settings every 30 days and the cycle is repeated until 
the well watercut limit is reached.  The values of the parameters A, B and c defined in the 
control law (equation 2.4) together with the watercut trigger Wt and minimum completion 
watercut threshold δW (Figure 2.4b) that maximize the objective function (equation 2.2) are 
determined using the gradient-based optimization method and the base case reservoir model. 
Model-based optimization.  The model-based control approach also employs continuously 
variable ICVs but depends solely on the predictions of the reservoir model.  The purpose of 
implementing this strategy is to compare the performance of the open-loop and closed-loop 
feedback control strategies against an optimal production solution.  We therefore assume the 
reservoir model is perfectly predictive in the model-based control approach and use a 
gradient-based optimization algorithm to solve the constrained nonlinear optimization 
problem in which the well NPV is maximized (equation 2.2).  We use Sequential Quadratic 
Programing (SQP) methods to solve the constrained optimization problem.  The general aim 
is to transform the problem into an easier subproblem that can then be solved and used as the 
basis of an iterative process (Matlab optimization toolbox; MathWorks 2010).  The ICV 
settings i for each completion i are defined as the optimization variables.  An interface 
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establishes communication between the optimization routine and the reservoir simulator 
(Schlumberger 2011) which is used to calculate the objective function.  The gradient of the 
objective function is found numerically using a finite difference approximation.  We use 
multiple start points to avoid local minima.  
Previous implementations of model-based optimization have updated valve settings over 
a number of discrete time steps to a maximum production life defined a priori (Brouwer et al. 
2001; Yeten and Jalali 2001; Brouwer and Jansen 2004; Yeten et al. 2004; Aitokhuehi and 
Durlofsky 2005; Sarma et al. 2005a; Ebadi and Davies 2006; Naus et al. 2006; Meum et al. 
2008; Jansen et al. 2009; van Essen et al. 2009; Wang et al. 2009; Chen et al. 2011).  
However, selecting the number or duration of these discrete time steps is not always trivial 
and, because production life is identified a priori, this approach cannot be used in cases where 
control decisions may extend production life.  Moreover, reservoir models are uncertain and 
different realizations may have significant differences in production life.  Selecting a control  
 
 Cost Parameters Minimum Likeliest Maximum Unit  
Operational revenue 
and expenditure 
Oil price (Coil) 50.80 75.20 90.70 US$/BOE  
Gas price (Cgas) 1.90 3.80 5.70 US$/Mscf  
Produced water (Cwat) 2.50 4.50 6.30 
US$/stb 
water 
 
Discount factor (k) 0.05 0.10 0.15 -  
       
C
a
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a
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x
p
e
n
d
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u
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Conventional 
Specific 
Drilling 5.40 9.00 4.00 MM US$  
Packers 0.05 0.09 0.13 
MM US$ / 
zone 
 
Gravel pack/ sand 
screen 
0.40 0.66 0.92 
MM US$ 
/zone 
 
Surface monitoring 0.06 0.10 0.14 
MM US$ / 
well 
 
Surface control 0.09 0.15 0.21 
MM US$ / 
well 
 
       
Smart Specific 
FCD – Fixed 0.03 0.05 0.07 MM US$ Downhole 
Control 
Devices 
ICV – On/Off 0.06 0.10 0.14 MM US$ 
ICV - Variable 0.09 0.15 0.21 MM US$ 
      
Downhole sensors 0.09 0.15 0.21 MM US$ Monitoring 
      
On/Off control 0.06 0.10 0.14 MM US$ Control 
Units Variable control 0.09 0.15 0.21 MM US$ 
      
Rig rate 0.3 0.5 0.7 
MM US$ / 
day 
Deployment Installation time 2 3 4 days 
Development Fixed On/Off Variable  
 
Table 2.4: Operational revenue and expenditure cost.  The revenue and expenditure costs, including their range of 
uncertainty, are modified from earlier studies (Algeroy et al. 1999; Raghuraman et al. 2003; Arnold et al. 2004; van der 
Poel and Jansen 2004; Addiego-Guevara et al. 2008; Peters et al. 2010). The capital expenditure for a conventional well 
or a well equipped with intelligent completions are set at the market value during 2009, and their range if uncertainties 
is 40%. 
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Figure 2.4: Workflow for (a) the on/off feedback inflow control strategy and (b) the variable feedback inflow control 
strategy. For each well watercut limit Wl both strategies require tuning parameters (the initial watercut trigger Wt and 
threshold completion watercut difference δW ) to be defined.  On/off flow control also requires the water trigger 
increment ΔW to be defined; variable flow control requires the constants A, B and c in equation 2.4 to be defined. The 
workflows can be applied to i completions.  Wl represents the well watercut limit and Ww is the measured well watercut 
at surface. 
 
time step which (i) is suitable over the ensemble of reservoir models, (ii) accounts for the 
impact of control decisions on production life, and (iii) simultaneously avoids an 
unmanageable increase in associated computation costs, is a challenging optimization 
problem in its own right. 
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Here, given the terminal constraint on production is given by the well watercut limit, we 
update ICV settings i over a fixed number of discrete well watercut increments ∆W, rather 
than fixed time increments ∆T.  These control points are distributed uniformly over the well 
watercut profile, yielding non-uniform control time steps.  If control decisions made by the 
optimization routine at the next iteration alter the production profile and, hence, the 
production life, the control time steps are adjusted accordingly to coincide with the well 
watercut increments.  This implementation gives the optimization routine the flexibility to 
find inflow control solutions which maximize NPV by extending the production life, and can 
be applied to a range of reservoir model realizations. 
2.3.6 Uncertain reservoir behavior  
A key aspect of the work reported in this paper is that we test the proposed feedback 
control strategies against unexpected reservoir behavior that lies outside the range captured in 
a single base case reservoir model or a range of model realizations.  To do this, we vary four 
reservoir parameters, each of which would be uncertain in this production scenario (Figure 
2.1) and plays a key role in controlling water movement towards the production well: the 
width of the shale free zone of high vertical permeability, the strength of the aquifer, the 
horizontal permeability of the reservoir, and the shape of the oil/water relative permeability 
curves.  Each uncertain parameter has three discrete levels (Table 2.5), which yields a total of 
81 possible reservoir behaviors, with a broad variation in uncontrolled production (Figure 
2.5).  We use an experimental design framework to reduce the number of simulation runs 
whilst still capturing main effects and low order interactions between parameters (Box et al. 
1978).  It is important to note that the fixed and feedback control strategies remain unchanged 
from the base case; we do not optimize them for each uncertain reservoir behavior.  Only the 
model-based control strategy, used purely as a benchmark for the fixed and feedback control 
strategies, is implemented on each of the reservoir models used to simulate the unpredicted 
reservoir behavior.  The relative permeability curves for water krw and oil kro as a function of 
the water saturation Sw are represented using simple Corey functions, with exponents a and b 
for oil and water respectively and properties summarized in Table 2.5.  The shape of the 
water curve is adjusted by varying the end-point relative permeability max
rwk and the exponent b 
(Table 2.5). 
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Shale free 
width,  
Ft 
Kh, 
mD 
Aquifer strength,  
stb/d/psia 
Relative permeability,  
(Sor=0.2; Swc=0.2; kro
max=0.8; a=4) 
Low 300 50 1000 krw
max=0.2; b=3 
Base case 700 500 4500 krw
max=0.3; b=4 
High 1100 2500 8000 krw
max=0.4; b=5 
Table 2.5: Uncertain reservoir properties. 
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Figure 2.5: Well watercut against time for uncontrolled production over the range of simulated reservoir behaviors 
obtained by varying the reservoir properties given in Table 2.5.  The blue line represents the base case model.  The 
well watercut limit in this example is 90%. 
2.4 Results 
We begin by presenting the results of the optimization of each inflow control strategy, before 
showing the impact of inflow control on the base case model.  We then investigate how each 
control strategy responds to unexpected reservoir behavior. 
2.4.1 Optimization of inflow control algorithms using the base case reservoir model 
Fixed control.  The fixed control strategy applies an inflow multiplier f on either the heel or 
toe completion at the start of production which remains fixed over the life of the well.  As 
expected, given the distribution of vertical permeability in the base case reservoir model 
(Figure 2.1), the optimal configuration is to install a FCD on the heel completion to delay 
water breakthrough.  Figure 2.6a shows normalized well NPV against f over the range of 
well watercut limits investigated.  For well watercut limits of 5, 25 and 75%, the optimal 
FCD setting, which maximizes the normalized well NPV, can easily be distinguished.  At a 
well watercut limit of 50%, well NPV is maximized if no FCD is installed.  At a well 
watercut limit of 90%, varying the inflow multiplier above c. 0.3 has little impact on NPV, 
which suggests that some choking is beneficial but the exact size of the FCD is not critical. 
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On/off flow control.  The key control parameter in the on/off feedback control strategy is the 
well watercut at which control actions are initially triggered (Wt).  Figure 2.6b shows the 
normalized well NPV as a function of the well watercut trigger, normalized to the well 
watercut limit (Wl).  In all cases, the well NPV is maximized when Wt= Wl.  This is 
equivalent to delaying control actions until the well is just about to be shut-in because the 
well watercut limit has been reached.  Note there is no production penalty associated with the 
zonal well test, because this is conducted only when the well would be shut-in anyway.  
Because the optimal setting of Wt is equal to Wl, the well watercut increment (∆W) is always 
zero.  The difference in well watercut at which the worst offending completion is closed (δW) 
remains unchanged from the starting value, which suggests either that we had initially chosen 
the optimal value, or that inflow control is insensitive to this parameter.   
Variable flow control.  In addition to Wt and δW, we also optimize the tuning parameters A, B 
and c for the variable feedback flow controller (equation 2.4).  The ICVs are allowed to 
operate to their maximum open and closed positions, so we set A=1 and  B=0 to honour this.  
As in the on/off flow control strategy, the optimal value of Wt is Wt= Wl; once again, well 
NPV is  
 
 
Figure 2.6: Normalized NPV of the (a) fixed control strategy, plotted against inflow multiplier f (FCD installed on the 
heel completion), and (b) on/off feedback control strategy plotted against well watercut trigger, normalized by the 
maximum well watercut limit.  In both plots, NPV is normalized by the NPV for uncontrolled production and the results 
were obtained using the base case reservoir model over the range of well watercut limits investigated.   
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Figure 2.7: Normalized NPV of the variable feedback control strategy, plotted as contours against well watercut trigger 
normalized by the maximum well watercut limit, and the tuning parameter c.  Results obtained using the base case 
reservoir model at a 25% well watercut limit. 
maximized when control actions are delayed until the well is just about to be shut-in (Figure 
2.7).  The optimal value of c is found to be very large (of order 10
4
) regardless of the well 
watercut limit.  Consequently, the optimal behavior of the variable flow controller mimics the 
on/off controller and operates the variable ICVs between fully open or closed positions. 
2.4.2 Impact of inflow control on the base case reservoir model 
We now apply the optimized inflow control strategies to the base case reservoir model to 
determine the change in well NPV relative to uncontrolled production, and benchmark the 
open-loop and closed-loop feedback control strategies against the model-based approach. 
Figure 2.8 shows NPV gain for each production strategy as a function of well watercut limit.  
The highest NPV gains are obtained at the lowest well watercut limit, with the benefit of 
controlling inflow generally decreasing with increasing watercut limit regardless of the 
control method.  At a 90% watercut limit, inflow control yields no significant benefit.  This is 
partly because the large throughput of water sweeps the reservoir, and partly because the 
effect of the discount factor is greater over longer production timescales.  Overall, the fixed 
control strategy yields the lowest NPV gains, while the model-based strategy yields the 
highest NPV gains.  These reach 12-14% at the lowest well watercut limit, depending upon 
the operational revenues and costs, and the initial development cost.  The on/off and variable 
feedback control strategies yield significantly higher gains in NPV than the fixed strategy 
and, at higher watercut limits, match the gains obtained by model-based control despite their 
much simpler implementation.  Of the two feedback control methods, the on/off approach 
performs better because of its lower initial development cost.  
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The conventional, uncontrolled production strategy suffers early water breakthrough at the 
completion closest to the heel of the well (Figure 2.9).  Similar behavior has been observed in 
numerous studies of production from thin oil columns via horizontal wells (Sinha et al. 2001; 
Jansen et al. 2002; Kharghoria et al. 2002; Ebadi and Davies 2006;  Naus et al. 2006).  As a 
result, the well is shut after approximately 1500 days of production for a well watercut limit 
of 25%, and after approximately 7200 days for a watercut limit of 90%. The four controlled 
production strategies all return higher cumulative oil compared to the uncontrolled case, with 
an increase of 2-15% at a 25% well watercut constraint (Figure 2.10a), but only a marginal 
increase at a 90% watercut limit (Figure 2.10b).   The fixed control strategy delays water 
breakthrough because the FCD installed in the heel completion balances inflow along the 
well, although the strength of the FCD installed for a 90% well watercut limit is lower than 
that installed for a 25% watercut limit, reflecting the smaller penalty associated with water 
production (Figure 2.9a). The on/off and variable feedback control strategies initially follow 
the uncontrolled production profile, because control actions are initiated only when the well 
is about to be shut-in.  In both feedback strategies, the heel of the well is then shut-in and 
production continues from the toe completion, which results in an extension of well life 
(Figure 2.9b,c).  No further control actions are taken.  
Model-based control is implemented only to determine the optimal solution for 
benchmarking.  Interestingly, the optimal solution for a 25% well watercut limit is to 
accelerate water breakthrough by closing the heel completion, so water is pulled more rapidly 
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Figure 2.8: The performance of each control strategy on the base case reservoir model over a range of well watercut 
limits. The error bars denote the range of estimated development costs and operational revenue/expenditure (Figure 
2.2 and table 2.3). 
 
 41 
 
towards the toe completion (Figure 2.9d).  The heel completion is then progressively opened, 
to manage the well watercut and ensure it remains below the well watercut limit for as long 
as possible.  Eventually, the toe completion is closed.  Consequently, for a 25% well watercut 
limit, model-based control yields lower initial oil production rates, but higher overall oil 
production and a longer producing well life (Figure 2.10a).  It is difficult to envisage such a 
counter-intuitive production strategy, in which water breakthrough is deliberately accelerated, 
being employed in practice.  For a 90% well watercut limit, the optimal solution is to restrict 
inflow to the heel completion.  However, the heel completion is later opened and, similar to 
the closed-loop feedback control strategies, the final control action is to shut the heel 
completion as the well is about to be shut-in (Figure 2.9d).  
These results, obtained on the base case reservoir model, show that inflow control 
generally yields higher NPV than uncontrolled production.  Numerous studies have obtained 
similar results, using reservoir models that are assumed to be perfectly predictive.  However, 
as discussed previously, the reservoir model is unlikely to be predictive at the spatial and 
temporal scales required to identify the control actions which are implemented by the model-
based solution described above.  We now investigate the performance of the inflow control 
strategies when the reservoir behavior is unexpected. 
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Figure 2.9: Inflow multiplier for the heel (red) and toe (black) completions and watercut (blue) against time on the base 
case model for (a) fixed control, (b) on/off control, (c) variable control and (d) model-based control.  Two cases, with 
25% and 90% well watercut limits are shown by the solid and dotted lines respectively. 
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Figure 2.10: Normalized cumulative oil production against time for each control strategy on the base case model, with 
(a) 25% and (b) 90% well watercut limit.  Cumulative production is normalized with respect to uncontrolled production.  
Note the contrasting vertical axis scales. 
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2.4.3 Effect of unexpected reservoir behavior 
Figure 2.11 shows the NPV gain achieved for each production strategy as a function of 
well watercut limit.  Each datapoint denotes a particular unpredicted reservoir behavior; the 
error bar denotes the range of operational revenues/costs and the initial well development 
cost.  Compared to the results obtained for the base case model, the range of gains observed 
for a given well watercut limit is much broader; for example, at a well watercut limit of 5%, 
NPV gain ranges from +24.5% to -4% depending upon reservoir behavior and inflow control 
strategy.  Moreover, the range of gains is higher at lower well watercut limit.  This suggests 
that unexpected reservoir behavior has a much more significant impact on NPV gain at a low 
well watercut limit.  However, overall the same trend of decreasing NPV gain with increasing 
well watercut limit is observed as in the base case model (Figure 2.8).  At the highest well 
watercut limit investigated, inflow control yields marginal benefit, regardless of the reservoir 
behavior, because of the large throughput of water which sweeps the reservoir, and the 
impact of the discount factor over the longer production timescales. 
Open-loop control using a FCD yields the lowest NPV gains over the ensemble of 
reservoir behaviors investigated, and is the riskiest strategy, as unpredicted reservoir behavior 
can lead to negative returns.  This is expected, as the FCD setting in an open-loop strategy 
cannot be changed if the reservoir does not behave as predicted by the model used to size the 
device.  In contrast, for the majority of cases, both feedback control strategies return positive 
gains in NPV, even when the reservoir does not behave as predicted.  Moreover, the NPV 
gains obtained by the feedback control strategies are similar to those obtained using model-
based control, even though model-based control assumes a perfectly predictive reservoir 
model for each reservoir scenario, whereas the feedback strategies were optimized only on 
the base case reservoir model.  Of the two feedback control strategies, the on/off flow 
approach yields higher NPV gains, because both strategies yield similar gains in oil 
production, but the on/off control approach incurs lower upfront costs.  
The gain in NPV for a given well watercut limit varies widely depending upon reservoir 
behavior.  The highest NPV gains observed in the closed-loop strategies are achieved when 
the permeability is lower than predicted by the base case model (low setting in Table 2.5), 
while aquifer size and water mobility (relative permeability) are higher than predicted (high 
settings in Table 2.5).  This creates an uneven water front, which arrives much earlier at the 
completion closest to the heel of the well.  In this scenario, the advantage of inflow control 
becomes more pronounced, as observed in previous studies (e.g. Brouwer et al. 2004; Naus et  
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Figure 2.11: NPV gain for each production control strategy at different well watercut constraints.  Each point 
represents the gain in NPV achieved when the reservoir behavior is unexpected.  The error bars denote the range of 
estimated development costs and operational revenue/expenditure (Table 2.4 and Figure 2.3). 
 
al. 2006).  Indeed, in the uncontrolled production case, well NPV is approximately linearly 
correlated with breakthrough time, so earlier water breakthrough yields increased potential 
for NPV gain by controlling inflow.  Consistent with this, the lowest NPV gains occur when 
the reservoir permeability is higher than predicted, and aquifer strength and water mobility 
are lower than predicted.  This yields a more even waterfront, with a smaller difference in 
breakthrough time between heel and toe completions.  For uncontrolled production, 
uncertainties in the reservoir permeability, aquifer strength and relative permeability have the 
most significant impact on production and well NPV.  The width of the shale-free zone of 
high vertical permeability has a relatively minor impact on NPV (Figure 2.12a).   
2.5 Discussion 
In the production scenario tested here, an open-loop approach to inflow control, using a FCD, 
yielded the lowest increase in NPV compared to uncontrolled production.  It was also the 
riskiest strategy, because unpredicted reservoir behavior led to negative returns in a larger 
number of cases.  In contrast, closed-loop approaches, using direct feedback control, yielded 
similar gains in NPV to the optimal solution obtained using a model-based approach and  
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Figure 2.12: (a) NPV effect (change in NPV per unit change in factor from base to high in table 2.5 for each uncertain 
reservoir parameter); (b) NPV gain effect (change in NPV gain per unit change in factor from base to high in table 2.5 
for each uncertain reservoir parameter). 
assuming a perfectly predictive reservoir model.  Moreover, of the two direct feedback 
control strategies tested, the on/off approach could be implemented with technology currently 
available: all monitoring is at the surface, only simple on/off ICVs are required, and the 
benefits observed are comparable to the more complex, variable inflow strategy with 
downhole monitoring.  Reservoir uncertainty had a large impact on well NPV, with 
permeability, aquifer strength and water mobility (via the relative permeability curve) all 
observed to be significant (Figure 2.12a).  However, inflow control allowed the impact of 
these uncertainties to be reduced; moreover, the key uncertainties during uncontrolled 
production were not the most difficult to mitigate.  Figure 2.12b shows the impact of 
uncertainty on the NPV gain observed for each of the closed-loop, feedback control 
strategies.  The rank order is different to that observed for uncontrolled production, with 
aquifer strength and the width of the shale free zone of high vertical permeability observed to 
be most significant.  These uncertainties were the most difficult to mitigate by inflow control 
over the range investigated here; however, the uncertainty in reservoir permeability, which 
had the largest impact on uncontrolled production, was more successfully managed, while the 
uncertainty in water mobility was reduced to almost zero.   
Closed-loop, feedback control strategies can mitigate the impact of unpredicted reservoir 
behavior on well NPV, particularly if the well is subject to constraints such as a watercut 
limit, that increase the penalties associated with unpredicted reservoir behavior.  In this study, 
we have investigated closed-loop, feedback control using only one reservoir and well 
scenario, but the results are promising, suggesting that control based on a direct feedback 
loop between reservoir monitoring and inflow valve settings can yield close-to-optimal gains.  
The advantage of a direct feedback approach is that control decisions are not based on model 
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predictions.  As we have emphasized throughout this chapter, reservoir models are rarely 
predictive over the temporal and spatial scales required for inflow control of individual wells 
and completions.  Moreover, model-based control may yield optimal inflow strategies that are 
unlikely to be implemented in practice, because they are counter-intuitive.  For example, in 
this study, one optimal solution based on model predictions was to accelerate water 
breakthrough by initially producing from the toe completion, opening the heel completion 
only later in well life.  Such a strategy would likely be viewed as excessively risky.  Here, we 
do not omit model predictions entirely; rather, we use them to optimize adjustable parameters 
in a feedback control algorithm, but base control decisions on reservoir data in conjunction 
with the feedback algorithm.  This approach is similar in principal to that of Naus et al. 
(2006), who based control actions on reservoir data, but used a model to determine gradient 
information and identify the optimal control decision.  Here, we use a model to determine the 
optimal feedback control strategy.   
Previous studies have observed significantly lower NPV gains using direct feedback 
control compared to a model-based approach (Ebadi and Davies 2006; van Essen et al. 2009; 
Chen et al. 2011).  However, there was no attempt to identify the optimal feedback control 
strategy in these studies; rather, feedback control was applied on an ad-hoc basis.  It is 
possible that feedback control would have performed better if an optimal approach had been 
identified, using the same model or suite of model realizations that were used to simulate 
model-based control.  Moreover, uncertainty was not accounted for by Ebadi and Davies 
(2006), while van Essen et al. (2009) and Chen et al. (2011) attempted to account for 
uncertainty by optimizing over an ensemble of models, assuming that all possible reservoir 
behaviors at the individual well and completion level were captured by the ensemble.  Here, 
we specifically investigate the application of direct feedback control when the reservoir 
behavior lies outside the range predicted by reservoir models.  We use a single base case 
reservoir model to optimize the feedback control parameters, but there is no reason why the 
optimization could not be performed over a suite of reservoir model realizations; moreover, if 
the model is updated to honour additional reservoir data, the feedback control algorithms 
could also be updated (e.g. Peters et al. 2010).  The direct feedback control scenarios 
presented here therefore represent a worst-case scenario, in which feedback control is 
optimized on a single base case model and the feedback control settings are never updated. 
Nevertheless, close-to-optimal gains are observed. 
The benefits of applying an inflow control strategy are shown here to decrease with 
increasing well watercut limit, consistent with previous optimization studies of thin-oil rim 
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reservoirs produced using horizontal wells.  Studies which suggest inflow control yields 
significant benefits simulate production over a fixed, and short, well life so the well watercut 
remains low (Ebadi and Davies 2006; Li et al. 2011).  In contrast, studies which report 
marginal benefits simulate longer production timescales and commensurately higher well 
watercut (Naus et al. 2006).  
In common with any inflow control approach, the only control action available in this 
study was to choke production from one or more completions.  As in previous studies, the 
well operational constraints allowed the target production rate to be maintained after control 
actions were taken.  However, in many production scenarios, this will not be the case: 
production rates will fall as soon as inflow is choked, because the well is operating at, or  
close to, the minimum flowing bottom-hole pressure (BHP).  In this scenario, inflow control 
will yield smaller gains in NPV, regardless of whether ICV settings are based on feedback- or 
model-based control.  Indeed, the late control actions favoured by our feedback algorithms 
are likely to be more attractive, because they will impact less on production rates earlier in 
reservoir life.  Future studies will investigate a broader range of reservoir and well scenarios, 
including different reservoir uncertainties and multi-well developments.  We also note that 
control actions in this study were based only on measurements obtained at the well.  
However, a number of reservoir imaging technologies have been proposed or implemented 
that may allow water and/or gas fronts to be monitored at some distance from the well; these 
include surface and downhole seismic monitoring (Blonk et al. 2000); electrical methods, 
including measurements of resistivity and spontaneous potential (e.g. Bryant et al. 2002; 
2004; Saunders et al. 2006; 2008; Jackson et al. 2011; 2012), and downhole measurements of 
the gravitational field (e.g. Hadj-Sassi and Donadille 2010).  Feedback control based on data 
from these imaging methods may allow proactive inflow control, rather than being purely 
reactive, so yield a closer match to model-based predictive control. 
2.6 Conclusions 
We have investigated closed-loop, feedback control strategies on a single intelligent 
horizontal well producing from a thin oil column with aquifer influx and with uncertain 
reservoir behavior.  The results are promising, and suggest that closed-loop control based on 
direct feedback between reservoir monitoring and inflow valve settings can yield close-to-
optimal gains in NPV compared to uncontrolled production, even if the reservoir does not 
behave as predicted.  The advantage of direct feedback control is that inflow settings are not 
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directly dependent on model predictions; reservoir models are rarely predictive over the 
temporal and spatial scales required for inflow control of individual wells and completions.  
Open-loop control yields lower gains in NPV compared to the closed-loop methods, and is 
also a riskier strategy, because unpredicted reservoir behavior can lead to negative returns.  
Closed-loop feedback control can mitigate uncertain reservoir behavior, even when this lies 
outside the range of model predictions; moreover, the uncertainties which have the most 
significant impact on production may not be the most difficult to mitigate. 
2.7 Nomenclature 
Symbol Description Units 
A, B, c Coefficients in Equation 2.6 [-] 
BOE Equivalent barrels of oil Barrels (stb) 
C Revenue/ Costs US$ 
D Development cost of well BOE 
G Gain in NPV [%] 
k Discount factor [-] 
NPV Net present value  BOE 
Q Liquid flow rate rb/day 
V Produced volumes MSCF, stb 
W Watercut [-] 
ΔW Discrete watercut increment [-] 
δW Completion watercut threshold [-] 
Π Inflow multiplier [-] 
 
 
Subscripts Description 
c Controlled production 
F 
gas 
Fixed control 
Gas phase 
i Completion number 
l Limit 
m Minimum 
o 
oil 
t 
T 
v 
On/off control  
Oil phase 
Trigger 
Total 
Variable control 
 Uncontrolled production 
w 
wat 
Well 
Water phase 
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Chapter 3 
 
Impact of heterogeneity on flow in shallow-marine 
reservoirs: What are the key uncertainties using 
uncontrolled production? 
 
3.1 Summary 
Numerous previous studies have demonstrated that heterogeneity in shallow-marine reservoirs can have a 
significant impact on hydrocarbon recovery by waterflooding via vertical producer and injector wells.  This 
study quantifies the impact of heterogeneity on flow in a shallow-marine reservoir in the Jurassic Sognefjord 
Formation offshore Norway that hosts a thin oil rim, overlain by a large gas cap and underlain by an active 
aquifer, with oil produced via long horizontal wells. The reservoir comprises stacked parasequences that each 
coarsen upwards from micaceous, silty, fine-grained ‘M-sands’ at the base to clean, coarse-grained ‘C-sands’ at 
the top.  
We find that the most significant heterogeneity that impacts on oil production is the permeability contrast 
between C- and M-sands; however, in contrast to previous studies, a higher contrast yields improved recovery.  
The next most significant heterogeneity is the presence of stratabound calcite cements along clinoforms; similar 
cements along flooding surfaces have a much lower ranking.  Cements along clinoforms reduce cumulative oil 
production.  Varying the kv/kh ratio of the sands has a low impact on recovery, in contrast to numerous previous 
studies that find it is a key parameter in stratigraphically simple models of production via horizontal wells.  Our 
results demonstrate that clinoforms can have a large negative impact on production via horizontal wells, yet 
these features are typically neglected in geocellular models of shallow-marine reservoirs.  Moreover, their effect 
on flow cannot be approximated by modifying the kv/kh ratio, because this fails to capture their impact on sweep 
efficiency in good quality sands. 
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3.2 Introduction 
Numerous studies have demonstrated that permeability heterogeneity in shallow-marine 
reservoirs can have a significant impact on flow (Braithwaite et al. 1989; Thomas and Bibby 
1991; Kjønsvik et al. 1994; Wehr and Brasher 1996; Manzocchi et al. 2008; Sech et al. 2009; 
Jackson et al. 2009; Enge and Howell 2010).  One key heterogeneity, often neglected in 
subsurface models of shallow-marine reservoirs are clinoforms, which are paleoseaward-
dipping surfaces that record the progradation of a delta front or shoreface through time (Rich 
1951; Mitchum et al. 1977; Hampson 2000).  Clinoforms can be associated with permeability 
barriers such as mudstones, siltstones, and stratabound cements, and also control intra-
parasequence facies architecture (Hampson 2000).  Several studies have shown that 
heterogeneity associated with clinoforms can have a significant impact on hydrocarbon 
recovery, because they reduce sweep efficiency during waterflooding via vertical wells (e.g. 
Jackson and Muggeridge 2000; Howell et al. 2008; Jackson et al. 2009; Enge and Howell 
2010).  However, few studies have investigated the impact of clinoforms on flow in other 
production scenarios, and it is not clear whether the results of these earlier studies are 
generally applicable.  More specifically, it is not clear whether clinoforms will have a similar 
effect on production via horizontal wells.  It is well known that production rates from 
horizontal wells are sensitive to vertical permeability: low vertical permeability may be 
detrimental to oil production because it reduces well productivity, but can also reduce the 
vertical flow of unwanted water and/or gas toward the well (a so-called ‘cone’ or ‘crest’), 
delaying breakthrough and enhancing oil recovery (e.g. Joshi 1991).  Lien et al. (1992) and 
Zhang et al. (2008) investigated the effects of discontinuous horizontal permeability barriers 
in a two-phase oil-water reservoir with a bottom-water drive, and found such barriers to 
improve oil recovery; although, the total well productivity decreased, this was not detrimental 
to oil production as the horizontal barriers are perpendicular to the principle flow direction to 
well and sheltered the well from the encroachment of a water crest from the aquifer.   
The aim of this chapter is to assess the impact of heterogeneity on oil recovery from a 
clinoform-bearing, shallow-marine reservoir that hosts a thin oil rim overlain by a large gas 
cap and underlain by an active aquifer, produced via long horizontal wells using conventional 
production.  In the following chapter this high-resolution model will be used to evaluate 
inflow control strategies. 
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3.3 Geologic Context and Production History of Reservoir Case Study 
The Troll Field is located on the Horda Platform on the eastern boundary of the Viking 
Graben, North Sea, about 65 km offshore of the western coast of Norway (Norwegian 
Petroleum Directorate 2013; Figure 3.1a).  The area covered by the field is about c. 700 km
2
.  
Three easterly tilted fault blocks define the structural trap of the field, and subdivide it into 
three regions: Troll East, Troll West Oil province, and Troll West Gas province (Madsen and 
Abtahai 2005).  The oil column thickens from east to west, from zero to approximately 26m.  
Troll East contains mainly dry gas, whereas the Troll West Oil and Gas provinces have an 
exploitable oil column  (Dreyer et al. 2005).  The main reservoir unit in the Troll Field is in 
the Late Jurassic Sognefjord Formation, a heterogeneous sandstone reservoir that is 
interpreted to have been deposited in a mixed fluvial-, tide- and wave-influenced delta 
(Dreyer et al. 2005).  The Sognefjord Formation reservoir comprises a series of vertically 
stacked delta front parasequences, informally named ’series’ in the established reservoir 
zonation scheme, each of which was deposited during progradation across the shallow marine 
shelf of the Horda Platform (Dreyer et al. 2005; Patruno et al. in review).  3D seismic data 
reveal that the internal architecture of each reservoir parasequence is dominated by laterally 
extensive, near-linear, north-south-trending clinoforms that dip westwards at c. 1.5-4° 
(Dreyer et al. 2005; Patruno et al. in review).  Each parasequence coarsens upwards, from a 
micaceous, silty, fine-grained sandstone (termed M-sands) at the base to clean, coarse-
grained sandstone (termed C-sands) at the top.  The M-sands have low-to-moderate 
permeability, of order 10’s to 100’s mD, whereas the high quality C-sands have high 
permeability, of order 100’s to 1000’s mD.  Calcite-cemented concretionary layers are also 
present and are estimated to comprise 10% of the reservoir volume (Kantorowicz et al. 1987; 
Gibbons et al. 1993).  The calcite cemented layers can be identified in cores, wireline logs 
and analogous outcrops (Lien et al. 1992; Evensen et al. 1993; Gibbons et al. 1993), and are 
interpreted to vary in lateral extent from discontinuous nodules to laterally extensive stratified 
layers that can be correlated between wells (see, for example, Figure 11 in Gibbons et al. 
1993).  In addition, dipping reflectors of low to high amplitude are observed in seismic cross-
sections and time slices across the Sognefjord Formation, which are interpreted as clinoform 
surfaces associated with calcite-cemented concretions (Bakke et al. 1996; Dreyer et al. 2005; 
Holgate et al. in review).  Calcite cementation is therefore interpreted to occur preferentially 
along the flooding surfaces that bound the parasequences, and along clinoform surfaces 
within each parasequence.  The geometries and spatial distributions of these calcite-cemented  
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Figure 3.1: (a) Paleogeographic reconstruction of the gross deposition environment over the central and northern 
North Sea during the early-to-mid Kimmeridigian (modified from Fraser et al. 2003) and the location of the Troll Field, 
offshore Norway. (b) Simplified outline of the Troll Field highlighting the location of major post-depositional faults and 
the modeled sector of the Troll West Gas province. 
bodies are difficult to quantify (e.g. Holgate et al. in review), so they are not explicitly 
included in reservoir geologic or simulation models of the Troll Field.  However, it is 
recognized that they may have a significant impact on production.  Lien et al. (1991) and 
Haug (1992) presented the results of the first long-term well tests in the Troll West Oil 
province, and Troll West Gas province, respectively, and a number of dipping calcite-
cemented barriers were interpreted to explain the observed pressure responses. 
3.4 Dataset and Methodology 
We use a high-resolution model of a sector of the Sognefjord reservoir in the Troll West Gas 
province, which is bounded by two non-sealing faults (Figure 3.1b).  The properties of the 
sector model are taken directly from the existing full-field geologic model and downscaled 
onto a refined grid.  The full-field model includes parasequence-bounding flooding surfaces 
and a grid-based representation of the spatial distribution of C- and M-sands within each 
parasequence, but neglects the intra-parasequence clinoforms observed in seismic data.  
Clinoforms were therefore modeled using the algorithm presented by Graham et al. (in 
review).  We identify a number of key uncertain reservoir parameters, and quantify their 
impact on recovery using an experimental design framework.  
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3.4.1 Sector modeling 
The sector model uses the geologic framework from the full-field geologic model, which 
includes (i) eight flooding surfaces which delimit the parasequence boundaries, (ii) seven 
facies-boundary surfaces, which delimit the boundaries between M- and C-sands in each 
paraseqence, and were extracted from the grid-based, full-field facies model, and (iii) two 
post-depositional faults.  Use of this surface-based representation of facies architecture 
allowed for greater flexibility in gridding the model in the near-well area (Jackson et al. 
2013).  In addition, this approach allowed for stochastic modeling of calcite-cemented 
concretionary layers along flooding surfaces, and the inclusion of clinoform surfaces within 
parasequences.  
3.4.2 Gridding for flow simulation 
The sector model area measures approximately 3,200m x 750m laterally and has a thickness 
of 150m (Figure 3.2).  The model area contains a 2,600m long horizontal well, which is 
located midway between two non-sealing, post-depositional, northwest-southeast-trending 
normal faults and 2m above the initial oil-water contact (Figures 3.3-4).  The total oil column 
thickness is 15m.  We adopted a ‘hybrid’ gridding approach, consistent with previous studies, 
to capture the vertical movement of the initial horizontal gas-oil and oil-water interfaces 
towards the horizontal production well, whilst still honoring the morphology of geologic 
features (Vinje et al. 2011; Pettersen 2012).  In the gas cap and aquifer, the vertical layering 
is stratigraphic, conforming to the surfaces which delimit parasequence and facies 
boundaries, with a single layer for each M- and C-sand (Figures 3.3).  In contrast, the  
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Figure 3.2: The geologic framework extracted from the full-field model of the Sognefjord Formation reservoir for use in 
our sector model: (a) plan-view of the top reservoir surface with fault surfaces shown by black lines, and (b) three-
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dimensional view of parasequence-bounding flooding surfaces and fault planes. 
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Figure 3.3: (a) Plan view of the sector model showing the well (red) located between two non-sealing faults.  The 
dashed black lines represent the location of the dip (X-X’) and strike (Y-Y’) cross-sections.  (b) Dip cross-section, 
showing the grid layering within the model; the vertical exaggeration is x7.  (c) Strike cross-section, showing faults to 
the north-east and south-west of the well; the vertical exaggeration is x3. (d) Insert zoom-in showing grid resolution 
refinement around the well, and the position of the well and fluid contacts.  
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Figure 3.4: Cross-sections along the well trajectory X-X’ in Figure 3.3a showing (a) initial reservoir fluid saturations 
and (b) vertical permeability (kv).  The horizontal well is located 2m above the initial OWC, and intersects high (C-
sands) and low (M-sands) permeability sandstone layers within parasequences that have a post-depositional tectonic 
dip towards the southeast.  Each parasequence contains clinoforms with depositional dip towards the northwest. 
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gridding is regular and horizontal from a horizontal plane defined 3m above the initial gas-oil 
contact (GOC), through the oil column, down to a horizontal plane defined 3m below the 
initial oil-water contact (OWC).  The vertical resolution in the regular part of the grid varies 
from 0.25 to 2m, with the highest resolution around the well (Figures 3.3d).  The areal 
resolution of the sector model grid is uniform and equal to 50×25m in the east-west and 
north-south directions respectively, which is finer than the existing full-field geologic and 
simulation models at 100×100m and 150×150m, respectively.  Using the hybrid vertical 
gridding approach results in c. 80,000 active cells in total.   
3.4.3 Reservoir, rock and fluid properties 
Rock and fluid properties are taken from the full-field simulation model, although some of 
the rock properties are varied in the sensitivity study (Table 3.2).  Uniform values of 
horizontal permeability (kh) and kv/kh ratio are assigned per sand type, along with drainage 
capillary pressure curves reproduced by a Leverett J-function (Figure 3.5).  Relative 
permeability and J-function curves were scaled to match the initial water saturation in the 
transition zone.  All other properties are within the model.  The reservoir, rock and fluid 
properties are summarized in Tables 3.1-3.  
 
Reservoir properties Units 
Reservoir pressure (Pr) 158 bar 
Reference depth 1544 m 
OWC 1559 m 
GOC 1544 m 
 
Table 3.1:  Reservoir properties from the existing full-
field simulation model. 
 
Table 3.2: Fluid properties from the existing full-field 
simulation model. 
 
Fluid properties Units 
Oil viscosity (μo) 1.83 cp 
Oil density (ρo) 890 kg/m
3
 
Oil formation volume factor (Bo) 1.18 Rm
3
/Sm
3
 
Oil compressibility (co) 2×10
-6
 1/bar 
Water viscosity (μw) 0.45 cp 
Water density (ρw) 1045 kg/m
3
 
Water volume factor (Bw) 1 Rm
3
/Sm
3
 
Water compressibility  (cw) 3×10
-6
 1/bar 
Gas viscosity (μw) 0.017 cp 
Gas density (ρg) 0.7784 kg/m
3
 
Gas formation volume factor (Bg) 0.0068 Rm
3
/Sm
3
 
Dissolved gas-oil ratio (Rs) 64.3 m
3
/m
3
 
 
Table 3.3: Rock properties. A range of values indicates 
properties varied in the sensitivity analysis. Values were 
obtained from the full-field simulation model. 
  
Rock properties Units 
Horizontal M-sand permeability 
(kv) 
2.5 - 300 mD 
Horizontal C-sand permeability 
(kh) 
300 - 4500 mD 
Rock porosity (ø) (average) 30 % 
kv/kh M-sands 0.01 - 0.1 - 
kv/kh C-sands 0.5 -1 - 
Rock compressibility (cr) 4.35×10
-5
 1/bar 
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Figure 3.5: The drainage capillary pressure is described using dimensionless Leverett J-functions of water saturation 
for C- and M- sandstone facies, respectively.  The functions are obtained from the full-field simulation model. 
3.4.4 Modeling of clinoforms 
To model intra-parasequence clinoforms within the sector model, we employed the numerical 
algorithm presented in Graham et al. (in review).  Only a summary of the workflow is 
presented here.  The algorithm stochastically populates each parasequence with clinoforms of 
characteristic shape and spacing, using a small number of input parameters: (i) the bounding 
flooding surfaces that define the top and base of the each parasequence (Figure 3.2b); (ii)  the 
plan-view shape and progradation direction of the clinoforms during deposition; here, we use  
seismic cross-sections and amplitude maps from Dreyer et al. (2005) and Patruno et al. (in 
review) that show clinoforms to be nearly linear in plan view, with a progradation direction 
of 320° relative to north (i.e. towards the northwest) in the studied sector of the Troll Field; 
(iii) clinoform spacing extracted from the seismic cross-section reported in Dreyer et al. 
(2005)  (80-360m), and (iv) the cross-sectional geometry of the clinoforms, which is 
estimated using the average clinoform dip angle (1.5-4°; Dreyer et al. 2005) together with the 
average parasequence thickness.  We assume that clinoform dip angles and spacing are 
normally distributed, and stochastically populate clinoforms within each parasequence; note 
that clinoforms are represented only within the regular part of the grid, where it is most 
critical to capture their impact on flow (Figure 3.6).  Clinoforms are therefore approximated 
by stair-step geometries, although the fine resolution of the regular grid allows clinoform 
geometries and associated permeability variations to be approximated with reasonable 
accuracy here.  The advantage of this approach is that no additional grid cells are required to 
capture clinoforms and associated heterogeneity. 
 
 57 
 
X’ X
Facies boundary
Flooding surface
Clinoform surface
Regular part of grid
 
Figure 3.6: Cross-sections along the well trajectory X-X’ in Figure 3.3a showing flooding surfaces (blue), clinoform 
surfaces (grey), and facies boundaries between C- and M-sands (red). Calcite-cemented layers along flooding 
surfaces, and clinoforms in the regular part of the model grid (red cells) are represented by transmissibility multipliers 
of zero in the x, y, and/or z directions, depending upon the orientation of the cemented layer with respect to the grid 
cell boundaries. 
3.4.5 Modeling of calcite-cemented barriers along flooding and clinoform surfaces 
We model calcite-cemented barriers along flooding surfaces and clinoforms using a simple 
stochastic approach (e.g. Omre et al. 1990; Jackson and Muggeridge 2000).  For each 
flooding and clinoform surface we isolate the cells which are intersected by the surface.  We 
then randomly place highly oblate ellipsoidal bodies that represent amalgamated cemented 
concretions, along each surface until a user-defined proportion of the surface has been 
covered.  Cell boundaries that are denoted calcite are represented as no-flow barriers in the 
simulation model using zero transmissibility multipliers.  We investigate a range of barrier 
coverage values (from 0 to 90%).  As there are limited data available to constraint the 
geometry of the cemented bodies, we assume a uniform distribution using the range of values 
given in Jackson et al. (2009).   
3.4.6 Sensitivity analysis of uncertain reservoir parameters 
We investigate eight uncertain reservoir parameters in a sensitivity analysis (Table 3.4).  
Fluid contacts and the initial saturation distribution can have a significant impact on oil in 
place, and here we investigate the importance of including oil-water and gas-oil transition 
zones within the model (parameter A).  The thickness of the oil column (parameter B) varies 
around the Troll Field (Madsen and Abtahai 2005) and is often not known; moreover, oil 
column thickness has a significant impact on the coning towards a production well, with early 
water or gas breakthrough an increasing risk as the column thickness decreases (e.g. Joshi 
1991).  Relative permeability curves are also uncertain yet directly control the rate at which 
oil, water and gas will flow towards the well for a given pressure drawdown (parameter C); 
58 
 
the ‘pessimistic’ curves have high water and gas relative permeability and low oil relative 
permeability, suggesting high gas and water flow rates, while the ‘optimistic’ curves have 
low water and gas relative permeability and high oil relative permeability (Figure 3.7).  
Numerous previous studies have investigated the permeability contrast between sandstones in 
shallow marine reservoirs (denoted here the permeability contrast between C and M-sands; 
parameter D) and it is widely recognized as a key control on flow (e.g. Braithwaite et al. 
1989; Thomas and Bibby 1991; Kjønsvik et al. 1994 ); it also varies around the Troll Field.  
Likewise, the kv/kh ratio of the sandstones in shallow marine reservoirs (parameters G and H) 
has been widely investigated (Corbett and Jensen 1992; Elfenbein et al. 2005) and is often 
uncertain, reflecting mm-to-m-scale heterogeneity that is often poorly captured in core-plug 
permeability measurements (Corbett and Jensen 1992; Corbett et al. 1992; Jackson et al. 
2003; 2005; Deveugle et al. 2011).  Parameters E and F reflect the presence of strata-bound 
calcite cements along flooding surfaces (parameter E) and clinoforms (parameter F) as 
discussed in the previous section.  Investigation of the full factorial suite of parameters would 
require simulation of 2916 model realizations.  Instead, we employ a D-optimal experimental 
design (Box et al. 1978) requiring 91 model simulations to capture the main effects of the 
eight investigated parameters and the lower-order interactions between them.   
 
 A B C D E F G H 
Factor Fluid 
contacts 
Thickness of 
oil column 
[m] 
Relative 
permeability 
[-] 
Contrast 
between M-C 
sand 
permeability 
[-] 
Cemented 
flooding 
surfaces 
(%) 
Cemented 
clinoform 
surfaces  
(%) 
M-sand 
kv/kh 
ratio 
[-] 
C-sand 
kv/kh 
ratio 
[-] 
Level 1 
No 
capilliary 
pressure 
10 
Pessimistic 
case 
0.5x M-sand 
2x C-sand 
60 60 0.01 1 
Level 2 
Capillary 
pressue 
15 Base case 
1x M-sand 
1xC-sand 
0 0 0.1 0.5 
Level 3 - 20 
Optimistic 
case 
4x M-sand 
0.25x C-sand 
90 90 - - 
 
Table 3.4: Values (settings) of various parameters used in modeling experiments to investigate uncertainties in 
reservoir behavior of the Troll Field sector model.  Parameter settings at level two represent the base case reservoir 
model. 
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Figure 3.7: Relative fluid mobility curves for oil-water (a) and gas-oil (b).  Uncertainty in the shape of the curves is 
represented by the different line types, as indicated in the legend. 
3.4.7 Production strategy 
We simulate primary recovery from the sector model via gas cap expansion and aquifer 
influx.  The production well is controlled at surface, initially with a maximum gas production 
constraint of 250,000 Sm
3
/day (1.6 million stb/day).  Other production constraints include a 
minimum economic oil rate of 600 Sm
3
/day (3800 stb/day) and minimum bottom-hole 
pressure of 80 bar (1200 psi).  Well production terminates once the oil production rate falls 
below the minimum specified, and is choked back at surface if the gas rate limit or minimum 
bottom-hole pressure constraint is violated.  We use an industry-standard black-oil simulator 
to simulate production that incorporates a multi-segment well model to capture wellbore 
pressure losses due to friction, gravity and acceleration (Holmes 2001). 
3.5 Results 
3.5.1 Oil, water and gas production 
We begin by presenting the production curves obtained from the base case model (all 
parameters in Table 3.4 at level 2).  The initial oil production rate is c. 3900 Sm
3
/day (25,000 
stb/day) but decreases rapidly after only 18 days (Figure 3.8a) when gas breaks through at the 
heel of the well (Figure 3.9b); this is partly due to a higher pressure drawdown at the heel due 
to frictional pressure losses along the tubing (known as the ‘heel toe effect’), and partly due 
to the presence of a thick, high permeability C-sand unit in this region (Figure 3.4b).  Post 
breakthrough, the rate of increase in the well gas-oil ratio (GOR) is approximately linear 
(Figure 3.8c).  The drawdown pressure reaches a maximum at 26 days, but then decreases in 
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response to surface choking of production to meet the maximum gas rate limit (Figure 3.8b).  
Water is produced almost immediately (Figure 3.8d) and over the majority of the well (Figure 
3.9c), consistent with the very small stand-off (vertical separation) from the initial OWC, but 
the watercut reaches a steady maximum value of 0.6 (water to liquid production fraction) 
(Figure 3.8d).  Production continues for c. 700 days until the oil rate falls below the minimum 
economic limit, primarily as a result of excessive free gas production (Figure 3.8a).  Figure 
3.9a shows the distribution of M-and C facies along the well path.  The low permeability M-
sand facies, identified by their lower initial oil saturation (Figure 3.9b), remain unswept 
during production (no oil flow vectors are present in Figure 3.9c, d).  Thus, the majority of 
flow occurs through the high permeability C-sands.  The production behavior is consistent 
with that observed in some Troll Field wells, but represents only a single reservoir 
realization, and we now explore the range of oil production observed as a result of varying 
the uncertain reservoir parameters shown in Table 3.4 (Figure 3.10; the base case model is 
shown by the blue line).  It is clear that uncertainty in the reservoir description has a  
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Figure 3.8: Production profiles for the base-case reservoir model realization.  The well is controlled under a maximum 
gas rate of 250,000 Sm
3
/day with minimum oil-rate and bottom-hole-pressure constraints of 600 Sm
3
/day and 80 bar, 
respectively.  The well oil production rate (a) declines rapidly after 18 days as a result of gas and water breakthrough.  
The average well drawdown pressure (b) reaches a maximum of 2.3 bar and steadily decreases with time.  Gas 
breakthrough occurs at the well after 20 days of production, increasing the gas-oil-ratio (c) with time from the initial 
dissolved gas-oil ratio of 64 m
3
/m
3
.  Given the small stand-off between the well and the oil-water contact, the well 
experiences very early water breakthrough (d), but reaches a steady state at c. 300 days.  
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Figure 3.9: Permeability facies association (a)  and oil saturation within the regular part of the grid in the sector model 
(Figure 3.6) for the base-case model realization (all parameters in Table 3.4 at level 2) at various times: (b) initial 
saturation, (c) at gas and water breakthrough, and (d) after 900 days of production.  The arrows represent oil velocity 
flow vectors.  The flooding surfaces and facies boundaries are shown by the dotted and dashed black lines, 
respectively.  Vertical exaggeration is x100.  Post-depositional tectonic tilting has rotated flooding surfaces and facies 
boundaries so that they dip towards the southeast (right); these dips are appear steep due to the pronounced vertical 
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exaggeration. 
significant impact on oil production, with cumulative oil produced at the end of well life 
varying from 300,000 – 2.7 million Sm3 (1.9 – 17 million stb), and well life varying from 100 
– 3,800 days.  Analysis of variance shows which heterogeneities have the most significant 
impact on flow.   
3.5.2 Impact of heterogeneity on flow 
Figure 3.11 shows the rank order of the main effects and most significant interactions of the 
uncertain parameters investigated (Table 3.4), defined in terms of the percentage change in 
cumulative oil produced relative to the average over the ensemble of models.  The key 
uncertain parameters are (i) the thickness of the oil column: switching from the ‘base case’ to 
the ‘low’ value decreases oil recovery, and its interactions with other parameters (ii) the 
contrast in M- and C-sand permeability: switching from the ‘base case’ to the ‘high’ contrast 
increases oil recovery, while switching from the ‘base case’ to the low contrast decreases 
recovery, (iii) the presence of calcite cemented layers along clinoforms: switching from the 
‘base case’ (no clinoforms) to 90% coverage decreases recovery, although switching from the 
base case to 60% coverage has a much smaller impact on recovery, and (iv) modeling of the 
initial oil saturation distribution: omitting the transition zone increases oil recovery.  The 
other parameters varied in the sensitivity analysis have little effect on oil recovery: further 
increasing the oil column thickness above the base-case model yields little additional oil, as 
does varying the relative permeability curves, modeling calcite cements along flooding 
surfaces, and varying the kv/kh ratio of the sands.  The low significance of these latter two 
parameters is perhaps surprising, given that both should impact on the predominantly vertical 
flow of oil, gas and water towards the well.  We analyze the three most significant factors, 
and these two insignificant factors, in the following sections.  
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Figure 3.10: Cumulative oil production over the range of reservoir realizations obtained by varying uncertain 
parameters between the values (settings) given in Table 3.4. The blue line represents the base-case reservoir model 
behavior.  Production is simulated with maximum gas rate and minimum oil rate constraints of 250,000 and 600 
Sm
3
/day, respectively. 
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Figure 3.11: The ranking order of the uncertainties (A-H in Table 3.4) as they impact on cumulative oil production, 
showing the average percentage change in cumulative oil produced from the average response, where [1] represent 
setting changes from level 2 to level 1, and [2] represents setting changes from level 2 to level 3 (Table 3.4).  The 
vertical dashed line represents the statistical significance threshold.  Production was simulated with a maximum gas 
rate of 250,000 Sm
3
/ day and minimum oil rate of 600 Sm
3
/day. 
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3.5.3 Impact of oil column thickness 
The overall effect of decreasing the oil column thickness below the ‘base case’ value is much 
more significant than the effect of increasing it above the ‘base case’, because of the 
interactions between a thinner oil column and other uncertain parameters that have a 
significant impact (Figure 3.11).  Decreasing the oil column thickness decreases the volume 
of oil-in-place, consistent with the lower oil production we observe.  In addition, coning and 
cresting of the contacts is controlled by the balance of viscous forces arising from the 
pressure drawdown into the well (which tend to pull gas and water towards the well) and 
gravity forces arising from the oil-gas and oil-water density contrast (which tend to stop gas 
moving towards the well); this is critically dependent on the stand-off between the well and 
the initial GOC and/or OWC (Joshi 1991).  Here, we vary the oil column thickness by only 
changing the location of the initial GOC; consequently, a thinner oil column results in a 
larger gas-cap size and places the initial GOC closer to the well, allowing viscous forces to 
dominate gravity forces and rapidly pull the gas downwards towards the well through the 
high permeability C-sands (Figure 3.9; notice in panel (c) how gas moves rapidly downwards 
through the C-sand towards the heel of the well).  This results in earlier and more rapid 
increase in the well gas-oil-ratio (Figure 3.12c), lower oil rate (Figure 3.12a), significantly 
shorter well life, and a decrease in the total cumulative oil produced (Figure 3.12b).  
Furthermore the balance of production driving forces from gas-cap expansion and aquifer 
influx is dependent on the size of the gas-cap and the aquifer (Dake 1983).  Given that the 
aquifer size and the standoff between the well and OWC remains fixed, we observe that the 
well water production increases with oil column thickness, as a result, of a smaller gas-cap 
size (Figure 3.12d).  Previous studies have also found that the thickness of the oil column in a 
reservoir produced via aquifer influx or gas cap expansion has the largest impact on oil 
recovery (Kabir et al. 2008). 
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Figure 3.12: The effect of varying the thickness of the oil column on (a) oil production rate, (b) cumulative oil 
produced, (c) gas-oil ratio, and (d) water production rate.  All other uncertain reservoir parameters are held constant at 
the values used in the base case model realization (level 2 settings in Table 4).  The production well is shut-in once oil 
production rate falls below the minimum oil rate of 600 Sm
3
/day. 
3.5.4 Impact of permeability contrast between M- and C-sands 
The second overall most significant uncertain parameter for oil production is the contrast 
between the low permeability M-sands and the high permeability C-sands (Figure 3.11).  A 
higher contrast relative to the base case model yields an increase in cumulative oil produced 
and vice-versa (Figure 3.13b).  Production here is primarily from the C-sands; even in the 
‘base-case’ model, there is little flow of oil through the M-sands to the well (Figure 3.9; note 
in panel (c) the absence of flow vectors in the M-sand, indicating the lack of flow, and the 
high oil saturation in the M-sand in panel (d), indicating bypassed oil at the end of economic 
well life).  Consequently, increasing the permeability contrast between the M- and C-sands 
results in a lower drawdown pressure in the C-sands and incurs no penalty in reduced 
production from the M-sands.  Reducing the pressure drawdown in the C-sands also reduces 
the significance of viscous forces relative to gravity forces (as discussed above), thus causing 
gas and water to move less rapidly towards the well.  This leads to later gas and water 
breakthrough, a lower rate of increase of GOR and water production post-breakthrough, and 
an extension of the well production life (Figure 3.13a, c, d).  Decreasing the permeability 
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contrast reduces the permeability of the C-sands, leading to higher pressure drawdown, more 
rapid movement of oil, gas and water toward the well,  earlier gas and water breakthrough, 
higher rates of increase in GOR and water production post-breakthrough, and early 
curtailment of the production life.  
3.5.5 Impact of stratabound calcite cement along clinoform surfaces 
Stratabound calcite cement along clinoforms alters sweep within the reservoir by decreasing 
sandbody connectivity and increasing flow-path tortuosity (Figure 3.14).  With no barriers 
present, the high permeability C-sands are well swept (Figure 3.9); however, with 90% 
barrier coverage along clinoforms, the sweep is much poorer (Figure 3.14d), which leads to 
earlier gas breakthrough (with 60% coverage), a more rapid increase in GOR after 
breakthrough (with 90% coverage), and lower cumulative oil produced (Figure 3.15).  Gas 
and water flow through the high permeability sands that are hydraulically connected to the 
well, with isolated regions of high permeability sand remaining unswept (Figure 3.14c, d).  
Thus the presence of the calcite cement does not ‘hold back’ gas from the well, although 
water production is reduced significantly compared to the case without clinoforms (Figure 
3.15d); rather, gas is prevented from flowing through some C-sands that would otherwise 
have been accessible, leading to more rapid movement of gas towards the well and poorer 
sweep.  Reducing the percentage coverage of calcite cement along clinoforms reduces their 
impact on flow, because the probability of connected flow pathways increases.  
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Figure 3.13: The effect of varying the contrast in permeability between the M- and C-sands on (a) oil production rate, 
(b) cumulative oil produced, (c) gas-oil ratio, and (d) water production rate.  All other uncertain reservoir parameters 
are held constant at the values used in the base case model realization (level 2 settings in Table 3.4). The production 
well is shut-in once oil production rate falls below the minimum oil rate of 600 Sm
3
/day. 
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Figure 3.14: Permeability facies association (a) and oil saturation within the regular part of the grid in the sector model 
for a model realization with 90% coverage of calcite-cemented barriers along clinoform surfaces (all other parameters 
in Table 3.4 at level 2) at various times: (b) initial saturation, (c) at gas and water breakthrough, and (d) after 900 days 
of production.  The arrows represent oil velocity flow vectors.  The flooding surfaces, facies boundaries, and 
clinoform surfaces are shown by the black dotted, black dashed, and white solid lines, respectively.  The vertical 
exaggeration is x100.  Post-depositional tectonic tilting has rotated flooding surfaces, facies boundaries and 
clinoforms so that they dip towards the southeast (right); these dips are appear steep due to the pronounced vertical 
exaggeration.  Clinoforms originally had a depositional dip towards the northwest, and appear to be almost vertical 
because of later tectonic tilting in the opposite direction. 
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Figure 3.15: The effect of varying the coverage of clinoform surfaces by calcite-cemented barriers on (a) oil production 
rate, (b) cumulative oil produced, (c) gas-oil ratio and (d) water production rate.  All other uncertain reservoir 
parameters are held constant at the values used in the base case model realization (level 2 settings in Table 3.4).  The 
production well is shut-in once oil production rate falls below the minimum oil rate of 600 Sm
3
/day. 
3.5.6 Impact of stratabound calcite cement along flooding surfaces 
The stratabound calcite cements along flooding surfaces differ from those along clinoforms 
in: (i) their location (at the boundaries between parasequences), (ii) frequency of occurrence 
(there are approximately 21 clinoforms in the in the regular grid part of the model, compared 
to 4 flooding surfaces), and (iii) dip (the clinoforms dip, on average, 2-6 degrees to the north 
west, whereas the flooding surfaces dip 1-2 degrees to the east).  These differences are 
sufficient to significantly reduce the impact on recovery of calcite cement along flooding 
surfaces, compared to that along clinoforms.  In many locations, cement along flooding 
surfaces is juxtaposed with the transition from a C-sand in an underlying parasequence to an 
M-sand in an overlying parasequence, across which there is little flow regardless of the 
presence of cement (see, for example, Figure 3.9a, where the flooding surfaces also 
correspond to facies boundaries).  In contrast, clinoforms often cross-cut facies boundaries, 
so the presence of cement along clinoforms can reduce the connectivity of otherwise high 
permeability sands (see, for example, Figure 3.9a, where numerous cemented clinoforms 
cross-cut the C-sands). 
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3.5.7 Impact of kv/kh ratio in C- and M-sands 
The effect of the kv/kh ratio of the low permeability M-sands and the high permeability C-
sands on oil recovery is not statistically significant over the range of uncertain parameters 
investigated (Figure 3.11).  Figure 3.16 shows the individual result of increasing kv/kh of the 
C-sands and decreasing kv/kh of the M-sands relative to the ‘base case’ realization on 
production.  Given that the majority of production is from the C- sands, decreasing the kv/kh 
ratio of the M-sands has a negligible effect on cumulative oil (Figure 3.16b).  In contrast, 
increasing the kv/kh ratio of the C-sands has a significant influence on production relative to 
the base case model; we observe a delay in water and gas breakthrough, lower water 
production, but an increase in total free-gas production (Figure 3.16cd).  This latter effect 
may be due to the lower drawdown observed in the C-sands which reduces gas cresting, 
resulting in a lower rate of GOR increase (Figure 3.16c), and higher oil and water production 
rates (Figure 3.16b,d).  The uncertainties which have a higher ranking (Figure 3.11) also 
control gas cresting and likely mask the less significant effect of varying C-sand kv/kh over 
the ensemble of models investigated.  
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Figure 3.16: The effect of increasing the kv/kh of the M-sand and decreasing the kv/kh ratio of the C-sands on (a) oil 
production rate, (b) cumulative oil produced, (c) gas-oil ratio, and (d) water production rate.  All other uncertain 
reservoir parameters are held constant at the values used in the base case model realization (level 2 settings in Table 
3.4). The production well is shut-in once oil production rate falls below the minimum oil rate of 600 Sm
3
/day. 
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3.6 Discussion 
Previous studies of waterflooding in shallow-marine reservoirs via vertical wells have found 
the kv/kh ratio to have the most significant impact on oil recovery.  This is because sweep in 
lower quality sands at the base of a given parasequence typically results from the gravity-
driven, downwards flow of water from higher quality sands at the top of the parasequence, 
which is restricted for low kv/kh and increases for high kv/kh (Thomas and Bibby 1991; Wehr 
and Brasher 1996; Jackson et al. 2009); communication between stacked parasequences may 
also be strongly affected by kv/kh (Deveugle et al. 2011).  Moreover, previous studies of 
production via horizontal wells have also found the impact of kv/kh to be significant (Joshi. 
1991; Lien et al. 1992; Zhang et al. 2008).  We find that the effect of varying kv/kh is much 
less significant than previously reported, and ranked low in comparison to the other reservoir 
uncertainties investigated here.  Instead, we find the permeability contrast between shallow-
marine sands is the most significant geological heterogeneity.  This is because the horizontal 
production well modeled here predominantly drains from high permeability C-sands at the 
top of each parasequence (Figure 3.12c,d); a higher permeability contrasts therefore yields 
lower drawdown in these sands, leading to later water and gas breakthrough, and higher oil 
recovery; production from the lower permeability M-sands at the base of each parasequence 
is limited regardless of permeability contrast over the range investigated.  Previous studies of 
waterflooding using vertical wells have also found the permeability contrast between 
shallow-marine sands to be important; however, these studies found a higher contrast 
decreased oil recovery, because injected water was more effectively channeled into higher 
permeability sands, yielding poorer sweep of low permeability sands (e.g. Braithwaite et al. 
1989; Thomas and Bibby 1991; Kjønsvik et al. 1994; Wehr and Brasher 1996; Manzocchi et 
al. 2008; Jackson et al. 2009; Deveugle et al. 2011).  Manzocchi et al. (2008) found lamina-
scale capillary pressure curves to have the most significant impact on oil production and 
recovery, because of their effect on the initial water saturation and, hence, volume of oil-in-
place.  We find the capillary pressure to be significant for the same reason; however, it is 
ranked fifth in comparison to the other uncertainties investigated here.  
The second most significant geologic heterogeneity reported here is the proportion of 
calcite-cemented concretions that form flow barriers along clinoform surfaces within 
parasequences, consistent with previous studies that have investigated the impact of 
clinoforms on waterflooding in shallow-marine reservoirs via vertical wells (Jackson et al 
2009; Enge and Howell. 2010).  Extensive barrier coverage along clinoforms influences fluid 
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flow paths within the reservoir and therefore impacts on sweep.  However, intra-
parasequence clinoforms are typically not included in geologic and simulation models of 
shallow-marine reservoirs, including those of the Troll Field, despite their pervasive 
occurrence in shallow-marine strata (e.g. Hampson et al. 2008; Howell et al. 2008).  The 
absence of these features in reservoir models reflects uncertainty in their geometry and 
distribution, which are typically below seismic resolution, combined with difficulties in 
representing clinoform geometries using near-orthogonal grids (e.g. Sech et al. 2008; Jackson 
et al. 2013).  If, as an alternative, barriers are incorporated along the flooding surfaces (which 
typically are captured in reservoir models), the effect of barriers on flow could be 
significantly underestimated: we find here that barriers along flooding surfaces have 
negligible impact, but barriers along clinoforms have a significant impact on recovery.  The 
omission of key heterogeneities that clearly influence predicted sweep patterns and recovery 
in simulation models, has important implications for history matching of model forecasts 
against production data.  In the absence of clinoforms, spurious correlations between 
clinoform-related reservoir behaviors and unrelated reservoir parameter(s) may be readily 
obtained, such that incorrectly calibrated simulation models may match historical production 
data for the wrong reasons; these models have limited or no predictive capabilities (Carter et 
al. 2006).  Given the widespread use of history-matched simulation models for reservoir 
management purposes, and the proposed model-based control strategies for the management 
intelligent wells (e.g. Brouwer and Jansen 2004; Aitokhuehi and Durlofsky 2005; Jansen et 
al. 2005; Sarma et al. 2005a; Jansen et al. 2009; Peters et al. 2009; Wang and Reynolds 
2009), the penalties of taking decisions on spurious model forecasts could be costly (Vo et al. 
2001).  
3.7 Conclusions 
We have investigated the impact of a number of uncertain reservoir parameters on oil 
production from a thin-oil rim reservoir (Jurassic Sognefjord formation, Troll Field, offshore 
Norway).  The reservoir comprises a series of stacked shallow-marine parasequences, each 
coarsening upwards from low permeability sands at the base (M-sands) to high permeability 
sands at the top (C-sands).  A high-resolution sector model is developed of the area of interest 
around a long horizontal well placed between two non-sealing faults.  The reservoir produces 
under primary recovery via gas expansion and an aquifer influx. Production is controlled 
under a maximum gas rate and constrained under a minimum oil rate and maximum bottom-
hole-pressure.  
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The most significant uncertainty on total oil recovery is the thickness of the oil column, 
followed by the permeability contrast between low and high permeability sand facies, and the 
presence of calcite-cemented barriers along clinoform surfaces within parasequences.  Other 
uncertainties such as the permeability anisotropy of the sand facies, shape of the relative 
permeability curves and the presence of calcite-cemented barriers along parasequence-
bounding flooding surfaces have limited impact of oil recovery.  Although barriers along 
clinoform surfaces are typically not represented in geologic and simulation models of 
shallow-marine reservoirs, they have a significant impact on production.  The omission of 
clinoforms from reservoir models precludes their effects from being considered for history 
matching of model simulations against production data, which may result in misleading 
forecasts of reservoir behavior.  
 
74 
 
Chapter 4 
 
Production Optimization using Closed-loop 
Feedback control: Application to Troll West Field, 
Thin Oil-rim Produced via a Single Horizontal Well 
under Gas Expansion and Aquifer Influx 
 
4.1 Summary 
We evaluate the benefit of using closed-loop control strategies, based on direct feedback between reservoir 
monitoring and inflow valve settings, within a geologically heterogeneous, thin oil-rim reservoir.  A high-
resolution sector model is used to capture reservoir heterogeneity, which incorporates a locally refined 
horizontal grid in the oil zone, to accurately represent the horizontal well geometry and fluid contacts, and 
capture water and gas flow.  Two inflow control strategies are tested.  The first is an open-loop approach, using 
fixed inflow control devices to balance the pressure drawdown along the well, sized prior to installation.  The 
second is a closed-loop, feedback control strategy, employing variable inflow control valves that can be 
controlled from the surface in response to multiphase flow data obtained downhole.  The closed-loop strategy is 
optimized using a base case model, and then tested against unexpected reservoir behavior by adjusting a number 
of uncertain parameters in the model but not re-optimizing.  We find that closed-loop feedback control yields 
positive gains in NPV for the majority of reservoir behaviors investigated, and higher gains than the open-loop 
strategy.  Closed-loop control can also yield positive gains in NPV even when the reservoir does not behave as 
expected, and in tested scenarios returned a near optimal NPV.  However, inflow control can be risky, because 
unpredicted reservoir behavior also leads to negative returns.  Moreover, assessing the benefits of inflow control 
over an arbitrarily fixed well life can be misleading, as observed gains depend on when the calculation is made. 
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4.2 Introduction  
The results presented by Chapter 2 were encouraging, and suggest that closed-loop control 
based on direct feedback between reservoir monitoring and inflow valve settings can yield 
close-to-optimal gains in well net-present-value (NPV) compared to uncontrolled production, 
even if the reservoir does not behave as predicted.  Moreover, open-loop control yields lower 
gains in NPV compared to closed-loop methods, and is also a riskier strategy, because 
unpredicted reservoir behavior can lead to negative returns.  Closed-loop feedback control 
can mitigate uncertain reservoir behavior, even when this lies outside the range of model 
predictions; the uncertainties which have the most significant impact on production may not 
be the most difficult to mitigate.  However, in Chapter 2 we tested inflow control strategies 
on a simple, conceptual model of a thin oil column that did not contain realistic reservoir 
heterogeneities or a free gas cap.  Gas production was not included in the feedback control 
algorithms.  Thus, it is still not clear whether the closed-loop feedback control approach is 
applicable beyond the specific model investigated in Chapter 2.  The aim of this chapter is to 
test the feedback control approach using a more realistic model of a geologically complex 
reservoir, containing a thin oil column that is underlain by an active aquifer but also overlain 
by a large gas cap.  In this chapter we specially investigate whether closed-loop feedback 
control can be used to mitigate some of the negative aspects of uncertain reservoir behavior 
captured in the high-resolution sector model within Troll West Field, developed in Chapter 3. 
In addition the feedback control algorithms of developed in Chapter 2 are extended to include 
both gas and water rates at the well and completion level as control variables.   
We consider two controlled production strategies, and compare them against uncontrolled 
production.  The first control strategy is an open-loop approach, using fixed inflow control 
devices (ICDs) to balance the pressure drawdown along the well, sized prior to installation.  
The second control strategy is closed-loop, employing variable ICVs which are opened or 
closed according to well and completion gas and water flowrates, and surface and downhole 
rate and phase measurements.  These strategies represent different levels of sophistication in 
downhole monitoring and control hardware required in the well.  We also compare these 
direct feedback control strategies against optimal solutions obtained using the model-based 
control approach developed in Chapter 2, for selected reservoir realizations. 
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4.3 Model formulation 
4.3.1 Base case reservoir model 
The model used in this study represents a thin oil-rim in a heterogeneous sandstone reservoir 
within the North Sea, and is discussed in detail in Chapter 3 so only a short summary is 
included here.  The reservoir comprises a series of stacked parasequences, deposited in the 
shallow-marine environment.  Most parasequences coarsen upwards, from micaceous, silty, 
fine-grained sandstones of moderate permeability (10’s – 100’s mD, termed M-sands) at the 
base, to clean, coarser-grained sandstones of considerable higher permeability (100’s – 
1000’s mD, termed C-sands) at the top.  Some parasequences contain only M- or C-sands.  
The parasequences are delimited by flooding surfaces, which may be associated with laterally 
extensive zones of calcite cementation that act as barriers to flow.  Within each parasequence, 
paleo-seaward dipping clinoform surfaces may also be associated with zones of calcite 
cementation.  These calcite cemented barriers are not included in the full-field geological 
(fine) or simulation (coarse) models; however, previous studies have shown that they may 
have a significant impact on fluid flow (e.g. Jackson et al. 2009).   
The oil rim is overlain by a large gas cap and underlain by an active aquifer.  A sector 
model measuring approximately 3,200m (length) by 750m (width) by 150m (height) has been 
taken from the full field geological model (Figure 3.3).  This model contains a single 
horizontal well, located between two minor, northwest-southeast trending faults that are 
interpreted to be non-sealing (Figure 3.3a).  The oil column thickness is 15m.  The geological 
sector model has not been upscaled for flow simulation; rather, it has been downscaled onto a 
highly refined grid that is described in the next section.  Reservoir, rock and fluid properties 
are summarized in Tables 3.1- 3.  
4.3.2 Well model 
We deploy a multi-segment well model which divides the wellbore into a number of one-
dimensional segments (Holmes et al. 1998; Holmes 2001; Youngs et al. 2009).  The local 
fluid conditions in each segment are described by a set of independent variables, using 
material balance and pressure drop equations (Holmes et al. 1998).  We simulate the effect of 
both spiral type ICDs and variable ICVs.  Spiral-type ICDs use a number of helical channels 
or labyrinthine pathways of a predefined length and diameter, to impose a pressure drop due 
to surface friction (Li et al. 2011).  The pressure drop Δps (all units are given in the 
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Nomenclature at the end of the chapter) across a spiral-type ICD is defined using the 
following empirical relationship (Youngs et al. 2009; Schlumberger 2011) 
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where ρcal and μcal represent the respective density and viscosity of a known fluid used for 
calibration, ρm and μm are the mixture density and viscosity of the segment, qi is the inflow 
rate into the segment, n is the number of ICDs within a segment and as is an empirical 
constant (termed here the ‘strength’ of the ICD) determined from measurements of the 
calibrating fluid flow through a particular configuration of spiral channels within the ICD.  
Consistent with previous studies, we use 5 different ICD strengths (as) which correspond to 
nominal pressure drop ratings of 0.2, 0.4, 0.8, 1.6 and 3.2 bar, for a 12m long ICD flowing 26 
Sm
3
/day (Henriksen et al. 2006; Mojaddam Zadeh et al. 2012). 
ICVs are represented as sub-critical valves, which impose an additional pressure drop Δpc 
due to flow through a constriction with a specified cross-sectional area Ac = ΠAmax 
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 (4.2) 
where Cu is a unit conversion factor, Cv is a dimensionless valve coefficient, Amax is the 
maximum cross-sectional area to flow when the valve is open, and Π denotes the valve 
opening state, varying between zero (closed) and one (open) (e.g. Yeten et al. 2004).  
4.3.3 Production Constraints 
In this study, the life of the well is not defined a priori; instead, the well is shut-in if an 
operational constraint on production is violated.  The operational constraints here are 
represented by three production limits.  The first is an economic constraint on production and 
is represented by a minimum oil production rate (ORmin).  The second is due to well lift or 
tubing limits and is represented by a minimum bottom-hole-pressure (BHP) limit.  The final 
constraint is imposed by surface handling and processing capacity and is represented by a 
maximum gas rate (GRmax).  The well is controlled at surface using a well-head choke to 
maintain a gas rate that is limited by the maximum gas rate allowed into the facilities.  The 
well is shut-in if the minimum oil rate cannot be achieved at the minimum BHP limit.  The 
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life of the production well depends upon these operational constraints, the reservoir behavior, 
and the inflow control strategy.  The optimal inflow control strategy varies depending upon 
the operational constraints, and we investigate a range of these. 
4.3.4 Objective Function 
A customized objective function is used to measure and compare the performance of each 
inflow control strategy.  The function is modified from equation 2.2; it accounts for the 
economic impact of production rate by including an annual discount rate, and the revenues 
and costs associated with producing oil and water.  It is assumed in this study that the revenue 
generated from gas production matches the costs associated with handling and processing the 
gas.  Thus, the gas cost and revenues are not included in the function.  The objective function 
is given by 
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 (4.3) 
where t is time in years, k is the annual discount rate, ∆Vo represents the incremental oil 
volume produced during time t, Co is the oil price (US$/BOE), Cw is the cost associated with 
producing water (US$/stb water), and ∆Vw is the incremental water produced.  The resulting 
value of NPV is calculated in units of equivalent barrels of oil at surface conditions (BOE). 
A range of values for each economic parameter is used to calculate the NPV for a given 
production scenario to investigate the sensitivity of the inflow control strategies to 
fluctuations in oil, water handling costs, and interest rate (Table 4.1).  The performance of the 
inflow control strategies is quantified in term of the gain (G) in well NPV compared to the 
uncontrolled production case 
 100
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G  (4.4) 
 
where the subscripts c and u refer to controlled and uncontrolled production cases, 
respectively. 
Cost Parameters Minimum Likeliest Maximum Unit 
Oil price 40.8 59.20 70.90 US$/BOE 
Produced water 2.00 3.50 5.00 US$/stb 
water Discount factor k 0.05 0.10 0.15 - 
 
Table 4.1 Revenue and expenditure. The oil price is established by the New York Mercantile Exchange (NYMEX) West 
Texas Intermediate (WTI) market during 2005 (NYMEX 2009). The water handing costs and discount factor, including 
their range of uncertainty, are modified from earlier studies (Algeroy et al. 1999; Raghuraman et al. 2003; Arnold et al. 
2004; van der Poel and Jansen 2004). 
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4.3.5 Inflow Control Strategies 
We consider two different inflow control strategies.  The first is an open-loop strategy using 
ICDs, whilst the second is a closed-loop feedback control strategy using ICVs with downhole 
and surface monitoring.  Each inflow control strategy is optimized to maximize the NPV 
objective function (equation 4.3) on the base case reservoir model.  The optimal solution for 
each inflow control strategy may change depending upon the operational well constraints, 
production revenues and costs, or discount factor (Table 4.1). 
Fixed inflow control 
In the open-loop strategy, spiral ICDs are installed along the horizontal length of the well, to 
balance inflow along the well by imposing an additional pressure drop between the sandface 
and tubing.  The number, location and size of the ICDs are identified prior to installation.  
Consistent with previous studies, each well connection represents an ICD (Henriksen et al. 
2006; Mojaddam Zadeh et al. 2012).  We use a semi-analytical algorithm to size the 
configuration of ICDs from the set of pre-defined strength ratings.  The algorithm selects the 
ICD configuration which best compensates the frictional pressure losses along the length of 
the well, with the aim of increasing oil recovery by equalizing inflow along the well to delay 
gas and water breakthrough (Mojaddam Zadeh et al. 2012).  
Variable inflow control 
The variable flow control strategy employs continuously variable ICVs with an ‘infinite’ 
number of settings (Williamson et al. 2000) and multiphase downhole flow meters that 
provide continuous measurements of phase flow rates through each completion (Kragas et al. 
2003).  In this study, 20 ICVs are installed along the well.  In practice this may not feasible 
from a technical and economical point of view.  The reason for using such a large number of 
ICV segments is to allow for a more detailed level of inflow control along the well.  Future 
work will investigate a smaller and more realistic number of ICVs.  A simple feedback loop 
opens or closes each completion as the measured completion watercut and GOR varies using 
the following relationship, modified from equation 2.4 
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subject to the constraints c ≥ 0 and B ≤ i ≤ A, and where i is the valve opening state of 
completion i, Wi and Gi are, respectively, watercut and GOR for a given completion, and Wm 
and Gm represent the smallest measured completion watercut and GOR.  In this study, 
feedback control decisions are based on GOR and watercut measurements.  In equation 4.5b, 
we normalise these measurements into a dimensionless variable Ψi and include weighting 
factors Dg and Dw to represent their relative influence on control decisions.  The weighting 
factors are constrained by 
 
 10  gD  
(4.6a) 
 10  wD  
(4.6b) 
 
1 wg DD
 
(4.6c) 
 
All ICVs are fully or partially open at the start of production.  Control actions are taken when 
the measured wellhead oil rate ORw falls below a threshold trigger value ORt (Figure 4.1).  
The completion with the smallest Ψm remains at the maximum opening position, whilst the 
other completions i are proportionally choked according to equation 4.5a, following the 
workflow in Figure 4.3.  Downhole watercut and GOR measurements in each completion 
prompt the controller to update the ICV settings every 10 days and the cycle is repeated until 
a production constraint is violated and the well is shut-in.  The adjustable parameters A, B, c, 
Dg and Dw defined in the control law (equation 4.5a,b), together with the oil rate trigger ORt 
(Figure 4.1), are optimised to maximize the objective function; they are determined using the 
base-case model and a gradient-based optimization method described in Section 2.35. The 
optimal values are specific to the well production constraints, and economic revenue and 
costs used in the objective function.   
 
Optimal solution for a given reservoir realization 
For a selected number of reservoir realizations, we also determine the optimal NPV using a 
model-based control approach that also employs 20 variable ICVs but depends solely on the 
predictions of the reservoir model.  The purpose of implementing this strategy is to compare 
the performance of the direct feedback control strategy against an optimal production 
solution.  We assume the reservoir model is perfectly predictive and use the gradient-based 
optimization algorithm described in Section 2.35 
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4.3.6 Uncertain reservoir behavior 
An important aspect of this work is to test the proposed control strategies against unexpected 
reservoir behavior that is outside the range captured in a single base case model or ensemble 
of model realizations.  When doing this, the fixed and feedback control strategies are not re-
optimized; rather, we test their performance, without modification, against unexpected 
reservoir behavior.  Here, we investigate a broad range of uncertainties which have been 
shown in a previous chapter to impact on fluid movement to the production well and lead to 
unexpected reservoir behavior.  These include initial oil column thickness, the permeability 
contrast between C- and M-sands, the kv/kh ratio of the respective sands, the shape of the fluid 
relative permeability curves, and the presence of calcite cemented layers along flooding and 
clinoform surfaces (Table 4.2; Figure 4.2).  The presence of such calcite cements in similar 
reservoirs has been recognized in previous studies (e.g. Lien et al. 1992; Gibbons et al. 1993; 
Dreyer et al. 2005, Sech et al. 2009; Jackson et al. 2009).  However, there is significant 
uncertainty in their origin and spatial distribution within the reservoir, and they are not 
currently represented in typical full-field geological or simulation models.  We employ an 
optimal experiment design to capture the main effect and low order interactions between 
factors (Box et al. 1978), which yields a total of 91 uncertain reservoir behaviors (Figure 
4.3).  We emphasize again that the control strategies are not re-optimized for each of these 
simulated reservoir behaviors. 
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Start Production
Define:
Optimized 
parameters
ORw < ORt
Yes
i = 1
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Open 
ICV i
Choke 
ICV i
i  >  total no. of 
completions
i = i+1
ORw ≤ ORl
Stop Production
No
No
No
No
Yes
Yes
 
 
Figure 4.1: Workflow for the variable feedback inflow control strategy.  For each well minimum oil rate limit ORmin and 
maximum gas rate GRmax the controller requires tuning parameters (the initial oil rate trigger ORt and controller 
constants in equation 4.5) to be defined.  Here they are obtained from the base case model.  Initially each valve is 
opened at the maximum allowed (A; equation 4.5).  The workflow can be applied to i completions.  ORmin represents the 
well minimum oil production rate and ORw is the measured well oil rate at surface. 
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 A B C D E F G H 
Factor Fluid 
contacts 
Thickness of 
oil column 
[m] 
Relative 
permeability 
[-] 
Contrast 
between M-C 
sand 
permeability 
[-] 
Cemented 
flooding 
surfaces 
(%) 
Cemented 
clinoform 
surfaces  
(%) 
M-sand 
kv/kh 
ratio 
[-] 
C-sand 
kv/kh 
ratio 
[-] 
Level 1 
No 
capilliary 
pressure 
10 
Pessimistic 
case 
0.5x M-sand 
2x C-sand 
60 60 0.01 1 
Level 2 
Capillary 
pressue 
15 Base case 
1x M-sand 
1xC-sand 
0 0 0.1 0.5 
Level 3 - 20 
Optimistic 
case 
4x M-sand 
0.25x C-sand 
90 90 - - 
 
Table 4.2: Uncertainty reservoir parameters used to generate the range of reservoir behavior.  Parameter settings at 
level two represent the base case reservoir model. 
X’ X
Facies boundary
Flooding surface
Clinoform surface
Regular part of grid
 
Figure 4.2: Dip cross-section, showing the stratigraphic model superimposed on the regular part of the reservoir grid, 
where calcite cement layers (red cells) are present along the flooding surfaces (blue) and clinoform surfaces (grey).  
The red surfaces represent the facies boundaries between C- and M-sands.  The red cells have transmissibility 
multipliers of zero in the x, y, and/or z directions depending upon the orientation of the corresponding calcite layer. 
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Figure 4.3: Cumulative oil production for uncontrolled production over the range of unexpected reservoir behaviors 
obtained by varying the uncertain parameters in Table 4.5.  The blue line represents the base case reservoir model 
behavior.  In this example, production is simulated with a maximum gas rate and minimum oil rate constraint of 
150,000 and 300 Sm
3
/day, respectively. 
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4.4 Results 
We begin by presenting the results of the optimization of each inflow control strategy on the 
base case model, before showing the impact of inflow control for a range of production 
constraints.  We then test the robustness of each inflow control strategy against unexpected 
reservoir behavior. 
4.4.1 Optimization of inflow control algorithms using the base case reservoir model 
Fixed control 
The frictional pressure losses within the tubing are of the same order of magnitude as the 
drawdown pressure, resulting in significantly higher inflow rates near the heel of the well 
using uncontrolled production.  This is commonly known as the heel-toe effect (e.g. 
Birchenko et al. 2010).  As a result, the optimal control configuration is to install a number of 
the highest strength 3.2 bar nominal pressure drop ICDs at the heel region, with the ICD 
strength generally decreasing towards the toe of well, which is equipped with a number of the 
lowest strength 0.4 bar nominal pressure drop ICDs.  
ICDs are installed on every well segment along the well length, which results in an 
increase in the total pressure drawdown into the tubing.  This is beneficial, because it 
decreases the reservoir to sandface pressure drawdown relative to the frictional pressure drop 
along the well, thus reducing the impact of the heel-toe effect and yielding a more uniform 
inflow profile (Li et al. 2011; Mojaddam Zadeh et al. 2012).  In the production scenario 
modeled here, we have the capacity to partially choke inflow without violating the minimum 
BHP constraint early in well life.  However, this may not be possible in production scenarios 
operated at, or near, the well BHP limit.  The pressure drop across the ICDs after 5 days of 
production is shown in Figure 4.4.  The very low pressure drops at two locations near the 
center of the well correspond to restricted inflow from low permeability sands. 
Variable flow control 
The optimal solution for variable inflow control is to have no ICVs fully open even when 
production begins (Figure 4.4).  This is reflected in the value of A=0.05 (Table 4.3).  The 
reason for this is the same as discussed above for the ICD configuration: the additional 
pressure drop into the well across the ICVs decreases the relative significance of the frictional 
pressure drop along the well, yielding a more uniform inflow profile.  Although the 
constriction area is reduced by 95%, the resulting pressure drop is slightly lower than given 
by the ICD based only on GOR measurements; the watercut weighting factor Dw=0 and the  
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Figure 4.4: The pressure drop across the ICD (fixed control) and ICV (variable control) actuators along the well after 5 
days of production.  The pressure drop for the respective control device (Equation 4.1 and 4.2) varies with changes in 
the corresponding segment flow rate (qs), fluid mixture density, and/or viscosity along the well during production. 
 
gas weighting factor Dg=1 (Equation 4.5b).  This is because the penalty of producing excess 
gas far outweighs the penalty of producing water for the operational constraints used here.  
Control actions are delayed until the well is about to reach its minimum oil rate limit; this is 
shown by the optimal value of ORt=ORmin.  The optimal value of c is found to be large (of 
order 10
2
); consequently, the optimal behavior of the feedback controller is to close the 
completions experiencing high GOR.  In their study of direct feedback control using variable 
ICVs, in Chapter 2 we also found that the optimal solution was to delay control actions until a 
production constraint was about to be violated, and that variable ICVs were best operated in 
‘on/off’ mode.  At the well minimum oil rate limit of 300 Sm3/day, well NPV is maximized if 
the ICVs remain fully open and no control actions are taken during production.  Thus, the 
downhole hardware is not installed.  The optimized variable control parameters are 
summarized in Table 4.3. 
 
Parameter A B c Dg Dw ORt 
Constraint 0 ≤ A ≤ 1 0 ≤  B  ≤ 1   c  ≥  0 0 ≤  Dg ≤ 1 0 ≤  Dw  ≤ 1 ORt   ≥  ORmin 
Initial value 1 0 1 1 1 2000 
ORmin 
(Sm3/ day) 
100 0.05 0 10
2
 1 0 ORmin 
300 1 0 0 1 1 2000 
600 0.05 0 10
2
 1 0 ORmin 
Table 4.3: Summary of optimized control parameters for the variable feedback control strategy.  These values were 
found to be optimal for both the maximum gas rate constraints tested.  
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4.4.2 Impact of inflow control on the base case reservoir model 
We now apply the optimized inflow control strategies to the base case reservoir model to 
determine the change in well NPV, relative to uncontrolled production.  Figure 4.5 shows the 
NPV gain for each production strategy, for the three minimum oil rate (ORmin = 600, 300, 100 
Sm
3
/day) and two maximum gas rate limits (GRmax = 250,000 and 150,000 Sm
3
/day) 
investigated.  The observed gain in NPV on the base case model depends upon the control 
strategy and production constraints, and suggests that inflow control may not be a good 
strategy in all cases.  The highest NPV gains are yielded by the variable feedback control 
strategy, with a maximum of 4-5% (depending on the economic parameters) observed for the 
highest minimum oil rate (Figure 4.5).  The variable control approach also yields positive or 
neutral NPV gains over the range of production constraints considered.  In contrast, the fixed 
control strategy results in negative gains for more than half of the production constraints 
investigated, and yields the largest negative NPV gain of 3.5-5.5%.  Gains in NPV show no 
clear trend with the minimum oil rate limit, and are independent of the maximum gas rate 
limit over the range investigated.  
For the highest minimum oil rate limit investigated (600 Sm
3
/day), inflow control results 
in lower GOR early in well life, and an extension of the plateau oil rate (e.g. Figure 4.6b,c).  
This is the case regardless of the maximum gas rate constraint, and results from delayed 
breakthrough of free gas at the well.  Controlled production therefore yields higher 
cumulative oil over a shorter production timescale compared to the uncontrolled case (e.g. 
Figure 4.6a).  However, once free gas reaches the well, choking at the well head is required to 
manage the rapid increase in GOR.  This results in a decrease in the oil production rate.  The 
GOR increases more rapidly in controlled cases than in the uncontrolled case, so the oil rate 
decreases more rapidly and the minimum oil rate is reached earlier, resulting in a shorter well 
life but higher cumulative oil produced.  Consequently, inflow control yields positive NPV 
gains compared to uncontrolled production, because recovery is both accelerated and 
increased (Figure 4.6a). 
For the lowest minimum oil rate investigated (100 Sm
3
/day), the variable flow control 
strategy yields positive gains in NPV, but the fixed strategy yields losses.  Variable inflow 
control accelerates production early in well life, extending the oil production plateau (Figure 
4.7b).  However, the cumulative oil produced at the end of well life is very similar, regardless 
of the control strategy (Figure 4.7a).  The NPV gains for variable flow control arise from the 
additional value of early oil, resulting from the discount factor used in equation 4.3.  
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Additional gains in NPV arise from the reduction in costs associated with reduced water 
production (Figure 4.7d).  At the intermediate minimum oil rate investigated (300 Sm
3
/day), 
the decrease in well life results in lower cumulative oil production.  The gain in NPV 
obtained from extending the production plateau using inflow control, is outweighed by the 
loss in NPV resulting from lower cumulative oil recovery at the end of well life.  
Consequently, NPV gains are negative for the fixed control strategy.  They are neutral for the 
variable control approach, because optimization of the feedback parameters suggested that 
the ICVs should remain fully open throughout the well life. 
During uncontrolled production, early gas breakthrough occurs at the heel of the well, 
partly because of the higher drawdown resulting from frictional pressure losses along the 
production tubing, and partly due to the high permeability sandstone layer penetrated by the 
heel of the well in the base case model (Figure 3.4b).  The open-loop (fixed) and closed-loop 
(variable) flow control strategies can extend the production plateau, accelerate oil production, 
and yield later gas breakthrough, but at the expense of a steeper rate of GOR increase post-
breakthrough.  The variable control strategy attempts to take late control actions to reduce gas 
inflow to the well, as shown by the spike in oil production rate at 580 days in Figure 4.6b; 
however, the control action does not result in a sustained improvement in oil rate, so the well 
is shut-in soon afterwards.  Water production occurs at a very early stage in well life 
regardless of the production strategy, which is unsurprising, given the small standoff between 
the well and the initial OWC.  Overall, the results from the base case model indicate that the 
variable flow control strategy yields higher gains, and smaller losses, than the fixed control 
strategy.   
The fixed and variable control strategies are optimized on the base case model; however, 
as discussed earlier, reservoir models are uncertain and unlikely to capture all the possible 
reservoir behaviors at the individual well and completion level.  Therefore, we now 
investigate the performance of the inflow control strategies on cases where the reservoir does 
not behave as predicted.  
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Figure 4.5: The performance of the fixed and variable control strategies on the base case model at different well 
constraints.  In (a) and (b) NPV is shown as a function of decreasing minimum oil rate limit.  The maximum gas rate 
GRmax is 150,000 and 250,000 Sm
3
/day in (a) and (b), respectively.  The error bars denote the range of oil price, water 
handling costs and interest rate in table 4.1. 
4.4.3 Effect of unexpected reservoir behavior 
Figure 4.8 shows the NPV gain observed using the different control strategies as a function of 
minimum oil rate limit for both maximum gas constraint cases.  Each point represents a 
possible reservoir behavior.  Compared to the base case model, we observe a wider range of 
NPV gains (from a very large gain of +140% to a loss of -22%) depending upon the reservoir 
behavior, production constraints and inflow control strategy used.  The minimum oil rate 
constraint has an effect on the NPV gains for both inflow control strategies; the highest 
minimum oil rate limit returns the largest NPV gains and the highest number of positive 
gains; the lowest minimum oil rate limit shows lower gains, but with a much smaller range of 
uncertainty.  This is because a low minimum oil rate limit extends well life, improving oil 
recovery regardless of heterogeneity.  A similar result was reported in Section 2.4.2.  Varying 
the maximum gas rate limit has a negligible influence on NPV gains. 
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Figure 4.6: Production profiles for fixed and variable control strategies, compared with uncontrolled production.  In 
this case the production is simulated at a maximum gas rate GRmax of 150,000 Sm
3
/ day and minimum oil rate ORmin of 
600 Sm
3
/day. 
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Figure 4.7: Production profiles for fixed and variable control strategies, compared with uncontrolled production. In 
this case the production is simulated at a maximum gas rate GRmax of 150,000 Sm
3
/ day and minimum oil rate ORmin of 
100 Sm
3
/day. 
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Figure 4.8: NPV gain for each production control strategy at different minimum oil rate ORmin constraints.  The 
maximum gas rate GRmax is 150,000 and 250,000 Sm
3
/day in (a) and (b), respectively.  Each point represents the gain in 
NPV achieved when the reservoir behavior is unexpected. 
Over the ensemble of reservoir behaviors simulated, the open-loop, fixed control strategy 
yields the lowest NPV gains.  In addition, this approach returns a larger number of negative 
NPV gains compared to the closed-loop, variable control approach.  This is expected, as the 
ICD settings are identified based only on pressure losses within the tubing and, unlike the 
variable approach, the control settings cannot be changed if the reservoir does not behave as 
predicted.  The variable control strategy is developed using the base case model, but is able to 
respond if the reservoir behavior is unexpected.  Consequently, this approach yields NPV 
gains in the majority of reservoir behaviors simulated.  The variable controller is, in most 
cases, able to take sensible control actions regardless of whether gas breakthrough occurs 
earlier or later than predicted, or at a different location along the well.  However, NPV gains 
are not always observed. 
We benchmark the production performance of the open- and closed-loop feedback 
control strategies against the optimal solution obtained using model-based control for two 
selected reservoir realizations.  In one of these, both the open-loop and closed-loop feedback 
control strategies yield NPV gains of +1.1% and +0.9% respectively (Figure 4.9); in the 
other, both the open-loop and closed-loop feedback control strategies yield losses, although 
the closed-loop strategy yields a smaller loss (-2%) than the open-loop strategy (-17%; Figure 
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4.10).  The optimal NPV gain in the first case is +2.1%, similar to the gains obtained by the 
open-loop and closed-loop feedback control strategies.  The optimal solution yields a slightly 
higher volume of cumulative oil and a longer well life.  The production profiles initially 
follow the uncontrolled approach as the valves are fully open (Figure 4.9).  Therefore, the 
optimal solution yields the same short oil production rate plateau as uncontrolled production, 
due to early gas breakthrough (Figure 4.9b,c).  However, the average rate of GOR increase 
post breakthrough is lower than the variable and fixed inflow control strategies.  The optimal 
solution is to take inflow control actions at c. 330 and 650 days yielding higher well oil 
production rates and lower well GOR and watercut (Figure 4.9). 
In the second case, the optimal solution is to take no control actions; the valves remain 
open throughout well life, so the production curves are identical to those for uncontrolled 
production and the NPV gain is zero.  The losses observed for the open- and closed-loop 
feedback control strategies (which are small for closed-loop control) do not, therefore, reflect 
poor performance of the control algorithms; rather, they are incurred because this is a 
reservoir scenario in which inflow control as implemented here cannot yield additional NPV.  
Regardless of production strategy, gas breakthrough occurs early in well life.  Post 
breakthrough, uncontrolled production has the lowest rate of GOR increase (Figure 4.10b).  
The open-loop control strategy has the highest rate of GOR increase, and also the highest 
watercut, which curtails well life: the minimum oil rate (600 Sm
3
/day) is reached more 
rapidly, yielding the smallest cumulative oil produced (Figure 4.10a).  The closed-loop, 
feedback control strategy takes control actions when the minimum oil rate limit is reached (at 
1300 days); these actions reduce the well GOR and increase well life by an additional 200 
days (Figure 4.10b).  As a result, the closed-loop, feedback control strategy is able to match 
the cumulative oil produced by uncontrolled production, and overcome some the negative 
production consequences of unexpected reservoir behavior (Figure 4.10a).  However, the 
discount factor applied to calculate NPV (equation 4.3) means that the delay in oil production 
in the variable control strategy yields a small loss.   
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Figure 4.9: Production profiles for fixed and variable control strategies and compared with uncontrolled production 
and the optimal solution found using a model-based control approach assuming perfect reservoir knowledge.  
Unpredicted reservoir behavior results in gains of +1.1% using variable control, and +0.9% using fixed control, but the 
model-based base control results in a higher gain of 2.1%.  Production is simulated at a maximum gas rate GRmax of 
250,000 Sm
3
/ day and minimum oil rate ORmin of 600 Sm
3
/day. 
4.5 Discussion 
The results of this study suggest that an open-loop, fixed control strategy using fixed ICDs is 
risky if the reservoir behavior is uncertain, as an incorrectly sized configuration of ICDs can 
have a negative impact on production.  An open-loop, fixed control approach yielded 
negative NPV gains in two-thirds of the unexpected production cases investigated.  In 
contrast, a closed-loop, feedback control approach using variable ICVs yielded higher gains 
in NPV, and positive gains over most of the cases investigated.  Moreover, the simple 
feedback control strategy yielded close-to-optimal gains when benchmarked against the 
optimal solution for selected reservoir realizations.  The feedback strategy relates control 
decisions directly with well and completion measurements; in most cases, the variable 
controller was robust enough to take sensible control decisions regardless of whether gas 
breakthrough occurred earlier or later in the production life of the well, or at a different 
location along the well than predicted.  
Previous production optimization studies have used an anticipated field/well production 
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time period to evaluate the performance of inflow control.  This production time remains 
fixed over all production, reservoir and inflow control scenarios investigated (e.g. Brouwer 
and Jansen 2004; Yeten et al. 2004; Aitokhuehi and Durlofsky 2005; Sarma et al. 2005a,b; 
Naus et al. 2006; Meum et al. 2008; Jansen et al. 2009; Suwartadi et al. 2009; van Essen et 
al. 2009; Wang et al. 2009; Chen et al. 2011; Li et al. 2011; Mojaddam Zadeh et al. 2012).  
However, our results suggest that using an arbitrary production time can overestimate the 
gain in NPV.  In Figure 4.11, we show oil production rate as a function of time, and the 
associated NPV gain relative to uncontrolled production.  Early in well life, NPV gains are 
large, because inflow control accelerates production.  NPV gains then start to decrease with 
time, and can eventually become negative.  The shapes of these curves depend upon the 
reservoir behavior, inflow control algorithm, and production constraints; nevertheless, Figure 
4.11 illustrates behavior which is generally observed and in which NPV gains reach a 
maximum relatively early in well life.  Thus, NPV gains calculated at the fixed production 
time (i) (indicated by vertical dashed line) are large for both fixed and variable control 
strategies.  NPV gains calculated at the fixed production time (ii) are positive for the variable 
inflow control strategy, but negative for the fixed strategy; gains calculated at the fixed 
production time (iii) are negative for both strategies.  Well life dictated by a minimum oil rate 
limit (iv; well life is indicated by a square, circle or triangle for each production strategy) 
varies depending on the production strategy; in this case, both inflow control strategies yield 
losses.  The benefits of inflow control are clearly dependent on when they are calculated.  
Previous studies of production optimization in thin-oil rim reservoirs have illustrated the 
benefits of using ICDs to balance inflow and accelerate production by extending the oil 
plateau.  However, the benefits were calculated over a fixed production time (Elmsallati et al. 
2005; Henriksen et al. 2006; Li et al. 2011; Mojaddam Zadeh et al. 2012).  We find that fixed 
control looks much less attractive over the life of the well, especially when reservoir behavior 
is uncertain and ICDs may be sub-optimally sized. 
Previous studies have also used reservoir and well models to identify the optimal well 
response using model-based control (e.g. Brouwer et al. 2001; Yeten and Jalali 2001; 
Brouwer and Jansen 2004; Yeten et al. 2004; Aitokhuehi and Durlofsky 2005; Elmsallati and 
Davies 2005; Elmsallati et al. 2005; Sarma et al. 2005a; Ebadi and Davies 2006; Naus et al. 
2006; Jansen et al. 2009).  However, as discussed in the introduction, reservoir models are 
rarely predictive over the spatial and temporal resolution required for inflow control  
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Figure 4.10: Production profiles for fixed and variable control strategies and compared with uncontrolled production 
and the optimal solution found using a model-based control approach assuming perfect reservoir knowledge.  In this 
case, production is simulated at a maximum gas rate GRmax of 250,000 Sm
3
/ day and minimum oil rate ORmin of 600 
Sm
3
/day.  Unpredicted reservoir behavior results in losses of -17% using fixed control, and marginal losses of -2% 
using variable control. 
decisions.  Key aspects of flow are often controlled by fine-scale geological features which 
are below model resolution.  The risk of basing controlling actions solely on model 
predictions is illustrated in Figure 4.12.  This shows the impact of varying each uncertain 
parameter investigated in the sensitivity analysis on the NPV obtained by uncontrolled 
(Figure 4.12a) and controlled (Figure 4.12b) production.  The key uncertainties on NPV via 
uncontrolled production are the initial oil column thickness, the permeability contrast 
between C- and M-sands, the interaction between these two parameters, and the modeling of 
initial water saturation (Chapter 3).  Each of these uncertainties is captured in the full-field 
simulation model.  However, the next (and still) significant uncertainty is the presence of 
calcite cements along clinoform surfaces.  This heterogeneity is included in the range of 
reservoir uncertainties investigated here, but is not captured in typical full-field geological or 
simulation models.  Consequently, its impact on production would not be captured in a 
model-based control approach, potentially leading to significant deviations between model 
predictions and observed behavior.  Calcite cements along clinoform surfaces were also not 
captured in the base case model used here to optimize the feedback controller parameters; 
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nevertheless, in most cases, the feedback controller was able to take sensible control actions 
when the reservoir did not behave as predicted.  The rank order of heterogeneity for 
controlled production, especially for the most significant factors, is largely unchanged from 
that observed in uncontrolled production, suggesting that the impact of these heterogeneities 
is difficult to mitigate using a feedback control strategy.    
Inflow control in the thin oil-rim reservoir investigated here looks risky, because 
unexpected reservoir behavior can yield losses (but also very large gains).  There are two 
possible explanations for why we find inflow control is unattractive in some of the reservoir 
scenarios tested: (i) the reservoir behavior is such that control actions based only on choking 
inflow cannot yield gains, and/or (ii) the simple open- and closed-loop feedback control 
strategies used here yield control actions that are far from optimal.  In Chapter 2 we found 
that closed-loop, feedback control using the same approach adopted here yielded close-to-
optimal gains in a synthetic reservoir model over the range of uncertain behaviors 
investigated, by using a gradient-based algorithm to identify the optimal inflow control 
strategy for each reservoir behavior.  We applied the same approach to the model presented 
here only on two unexpected reservoir model realization due to the computational cost of 
calculating the gradient numerically.  However, we found that on the first case investigated 
where both the open-loop fixed and closed-loop variable feedback control strategies yielded 
gains were near optimal; however, in the second case, unexpected reservoir behavior resulted 
in a significant loss for the fixed control strategy and a marginal loss using the variable 
feedback control, we found that the optimal solution is uncontrolled production.  One of the 
reasons for this is gas breakthrough at the well in the production scenarios simulated here has 
only an adverse effect on oil production, because well-head choking is required to meet the 
maximum gas rate constraint.  However, gas breakthrough can have a positive effect on 
production, by providing natural lift if a high well watercut or low reservoir permeability 
causes the well BHP to decrease more rapidly than expected.  Future studies will incorporate 
well pressure measurements within the closed-loop feedback control workflow, such that no 
control actions would be taken if a well is operating close-to-the minimum BHP constraint 
and to determine whether this provides more robust control actions over reservoir 
uncertainty.  Future work will also investigate the effect of using fewer ICVs. 
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Figure 4.11: Illustration of the different approaches taken to evaluate inflow control performance.  Plot (a) shows the 
oil production rate as a function of time for each production strategy and a given reservoir behavior; (b) shows the 
NPV gain over uncontrolled production, evaluated at each time.  Vertical dashed lines in (a) and (b) denote arbitrarily 
chosen well lifetimes; horizontal dashed line in (a) denotes a minimum oil production rate limit.  Production simulated 
with a maximum gas rate GRmax of 150,000 Sm
3
/ day. 
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Figure 4.12: The NPV effect via uncontrolled production (a) and NPV gain effect through variable control (b) of 
uncertain reservoir parameters A-H, where [1] represent setting changes from level 2 to level 1 (Table 4.5), and [2] 
represents setting changes from level 2 to level 3.  Production simulated with a maximum gas rate GRmax of 250,000 
Sm
3
/ day and minimum oil rate ORmin of 600 Sm
3
/day. 
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4.6 Conclusions 
We have compared an open-loop control strategy using fixed ICDs, against a closed-loop, 
feedback control strategy with variable ICVs, on a high-resolution sector model of a 
geologically heterogeneous, thin-oil rim reservoir, with a large gas cap and active aquifer.  
We simulated production from a single intelligent horizontal well, and assessed the benefit of 
inflow control by calculating the gain in NPV relative to uncontrolled production at the end 
of well life.  In contrast to previous studies, well life was not determined a priori; rather, well 
life was determined by maximum gas rate, minimum oil rate, and minimum BHP production 
constraints.  Consequently, well life varied depending upon the chosen production strategy 
and reservoir behavior.  The closed-loop strategy was optimized using a base case reservoir 
model, and then tested against unexpected reservoir behavior by adjusting a number of 
uncertain parameters in the model but not re-optimizing.  We found that closed-loop feedback 
control yielded positive gains in NPV for the majority of reservoir behaviors investigated, 
and higher gains than the open-loop strategy.  Closed-loop feedback control can also yield 
positive gains in NPV even when the reservoir does not behave as expected; moreover, 
benchmarking against optimal solutions obtained for selected reservoir realizations suggests 
that closed-loop feedback control yields close-to-optimal gains.  However, inflow control 
could be risky in this reservoir scenario, because unpredicted reservoir behavior can lead to 
negative returns.  Closed-loop control, based on direct feedback between reservoir 
monitoring and inflow valve settings, has lower risks than open-loop, fixed control because, 
in most cases, the controller is able to take sensible control actions, even if the reservoir does 
not behave as expected.  Model-based control is also risky, because the model may fail to 
capture key features of reservoir behavior that impact on flow.  Assessing the benefits of 
inflow control over an arbitrarily fixed well life can be misleading, as observed gains depend 
on when the calculation is made. 
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4.7 Nomenclature 
Symbol Description Units 
A, B, c Coefficients in equation 4.5a [-] 
Ac Cross-sectional area of orifice m
2
 
Amax Maximum cross-sectional area of ICV orifice m
2
 
as Strength of spiral inflow control device bar/kg/m
3
 
BOE Equivalent barrels of oil barrels (stb) 
Co Oil price US$/BOE 
Cw Water production cost  US$/stb water 
Cv Dimensionless valve flow coefficient [-] 
Cu Unit conversion factor (1x10
-5
) in equation 4.2 (metric units) 
Dg 
Dw 
Weighting factor on gas measurements 
Weighting factor on watercut measurements 
[-] 
[-] 
G Gas-oil-ratio Sm
3
/Sm
3
 
GRmax Maximum gas rate Sm
3
/day 
k Discount factor [-] 
ORmin Minimum oil rate Sm
3
/day 
ORt Oil rate trigger for control actions to commence Sm
3
/day 
ORw Wellhead oil rate measurement Sm
3
/day 
NPV Net present value  BOE 
t Time years 
Vo Total oil production (at surface conditions) stb 
Vw Total water production (at surface conditions) stb 
n Number inflow control devices within a segment [-] 
ΔPs Pressure drop due to the spiral inflow control device bar 
ΔPc Pressure drop across the inflow control valve bar 
ρcal Calibration fluid density kg/m
3
 
ρmix Mixture fluid density kg/m
3
 
μcal Calibration fluid viscosity cp 
μmix Mixture fluid viscosity cp 
qi Inlet segment flowrate  m
3
/day  
Ψ Normalized GOR and watercut measurements [-] 
Π Valve opening state, multiplier on Amax (valve setting) [-] 
 
Subscripts Description 
c Controlled production 
f Fixed control 
g Gas-oil-ratio 
i Completion number 
m Measured 
t Trigger 
v Variable control 
u Uncontrolled production 
w Watercut 
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Chapter 5 
 
Production Optimization using Closed-loop 
Feedback control: Application to the SPE Brugge 
Field, Geologically Complex Oil Reservoir, 
Produced by Waterflooding using Multiple Vertical 
Wells 
 
 
5.1 Summary 
 
We evaluate the benefits of using direct feedback control for multi-well production optimization using the 
synthetic Brugge field case study.  We test three inflow control strategies.  Two are based on direct feedback 
control, but differ in the level of monitoring and control.  In the first feedback control strategy, all monitoring 
and control is taken at surface, using surface multiphase flow meters and on/off well-head control valves.  In the 
second, monitoring and control can take place either at surface or downhole, using on/off well-head and variable 
completion inflow control valves, in response to measurements from surface and downhole multiphase flow 
meters.  These control strategies are optimized on a subset of the published model realizations; the other 
realizations are then used to simulate unexpected reservoir behavior.  For benchmarking purposes, we 
implement a third, reactive rule based approach, heuristically developed with prior reservoir knowledge of the 
truth model.  We also compare our results to previously published, model-based inflow control strategies 
developed by optimizing NPV with perfect knowledge of the Brugge truth case.  Our results suggest that closed-
loop direct feedback control, implemented at surface and downhole, can yield significantly higher NPV 
compared to surface feedback control alone.  Moreover, despite the simplicity of the direct feedback control 
approach, the NPV returned is higher than a heuristic reactive approach, particularly when reservoir behavior is 
unexpected.  In contrast to model-based optimization techniques, direct feedback control is straightforward to 
implement and can be easily applied in real field cases. 
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5.2 Introduction 
In chapter 2 and 4, closed-loop feedback control strategy proposed was tested on a 
synthetic and real field case study, respectively.  However, in both studies it was only applied 
to production using a single horizontal well producing from a thin oil-rim reservoir under 
primary recovery.  Thus, it is still not clear whether the closed-loop feedback control 
approach is applicable to other reservoir types, production mechanisms, and multiple wells.  
The aim of this paper is to test theclosed-loop feedback control approach on the SPE Brugge 
field model, a reference model for comparing history matching and production optimization 
strategies (Peters et al. 2010).  We use the Brugge field model here to compare different 
production strategies only; we do not address the problem of history matching.  The Brugge 
field is a synthetic example of a geologically complex reservoir producing oil via 20 vertical 
wells.  Pressure support is provided by 10 vertical injector wells with scope for outflow 
injection optimization; however, in this study we focus on inflow production optimization 
only. 
We consider two closed-loop direct feedback controlled production strategies and 
compare these against a heuristic reactive approach that uses prior knowledge of the truth 
model (Peters et al. 2010).  In the first strategy, all monitoring and control is done at the 
surface, using on/off well-head control valves and surface multiphase flow meters.  The 
second control strategy employs surface on/off well-head control valves and downhole 
variable ICVs.  These valves are opened or closed according to well and completion watercut 
values obtained both at surface and downhole. The closed-loop feedback strategies are 
development on a small subset of the published Brugge model realizations (Peters et al. 
2010), which we assume to represent a range of stochastic realizations of a base case 
reservoir model.  We then test the closed-loop control strategies performance when the 
reservoir behavior is unexpected (i.e. outside of the base case used to optimize the strategies), 
using the remainder of the published Brugge field model realizations.  In addition, we 
implement the heuristic reactive strategy presented in Peters et al. (2010) to compare against 
the closed-loop feedback control approaches.  We also use the heuristic reactive strategy to 
qualitatively compare closed-loop feedback control against previously published model-based 
inflow control strategies developed by optimizing NPV with perfect knowledge of the Brugge 
truth case (Peters et al. 2010).   
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5.3 Model formulation 
5.3.1 Brugge Field model 
The Brugge field is a synthetic, comparative case study developed to evaluate and benchmark 
data assimilation and production optimization algorithms as part of an SPE Advanced 
Technology workshop (Peters et al. 2010).  A detailed description of the case study and the 
results from the workshop can be found in Peters et al. (2010).  The geological structure of 
the Brugge field consists of an elongated east/west half-dome with a large boundary fault at 
its northern edge, and one internal fault with a modest throw oriented at an angle of 
approximately 20° to the northern boundary fault (Figure 5.1; Peters et al. 2010).  The 
reservoir measures approximately 10,000 × 3000 m laterally and is approximately 60 m thick.  
The reservoir contains four main stratigraphic intervals which vary in properties and 
depositional environment.  Each of these intervals is modified from a Brent-type North Sea 
field (Table 5.1).  The reservoir contains undersaturated oil underlain by an active aquifer.  
There are no continuous flow barriers between zones and the estimated oil in place is 756 
MMstb (Peters et al. 2010). 
5.3.2 Reservoir and Well Flow Simulations 
The Brugge field simulation model is derived from a high resolution, geological ‘truth’ model 
containing 20 million grid cells.  The geological model was upscaled to a 450,000 grid cell 
model, to yield the truth case for reservoir simulation purposes.  The Brugge field study also 
contains 104 reservoir model realizations, constructed using geostatistical techniques 
conditioned to pseudo well-logs taken from the truth case geological model and assuming a 
reasonable conceptual geological model is in place.  The ensemble of reservoir realizations 
are at a lower resolution, containing 60,000 grid cells with 139 rows, 48 columns and 9 
layers.  The comparative study assumes that 10 years’ of production history is available; thus, 
production predictions begin at year 10 and continue to year 30.  The completion of the wells 
and the corresponding zones reservoir zones are listed in Table 5.2.  The wells and 
completions are equipped with the monitoring and control hardware required for the 
respective inflow control strategies tested in this study at year 10.  The wells are divided into 
two groups by the internal fault with Group 1 north of the fault, and Group 2 south of the 
fault (Figure 5.1). 
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Figure 5.1: The structure of the Brugge field, showing the initial oil saturation and the positions of the 20 production 
and 10 injection wells.  The well groups are separated by an internal fault (modified from Peters et al. 2010). 
 
Reservoir 
formation 
Average 
thickness 
(m) 
Average Porosity* 
(%) 
Average 
Permeability* 
(md) 
Average NTG 
(%) 
Depositional 
environment 
Schelde 10 20.7 1105 60 Fluvial 
Maas 20 19.0 90 88 Lower shoreface 
Waal 26 24.1 814 97 Upper shoreface 
Schie 5 19.4 36 77 Sand shelf 
Table 5.1:  Stratigraphy used in the Brugge field with main characteristics (Peters et al. 2010; *average values for sand 
only i.e., net porosity and permeability) 
 
Well Top completion Middle completion Bottom completion 
All injectors (I1-I10) Layer 1-2 (Schelde) Layer 3-5 (Maas) Layer 6-9 (Waal and Schie) 
All producers, except P5, 
P9, P10, P14, and P15 
Layer 1-2 (Schelde) Layer 3-5 (Maas) Layer 6-8 (Waal) 
P5, P10, P14, and P15 Layer 1-2 (Schelde) Layer 3-5 (Maas) Layer 6-8 (Waal) 
P9 Layer 1-2 (Schelde) Layer 3-5 (Maas) Layer 6-8 (Waal) 
Table 5.2.  Well completion and the corresponding reservoir zones (Peters et al. 2010) 
5.3.3 Production Constraints 
The wells are initially controlled by the historical production and injection rates, with 
maximum liquid rate and watercut, and minimum and maximum bottom-hole pressure (BHP) 
constraints, for producer and injector wells respectively, from years 0-10 (Table 5.3).  From 
year 10 onwards, the constraint on the maximum well liquid production rates relaxes from 
 103 
 
2,000 to 3,000 stb /day, and the production wells are targeted to produce at this rate.  The 
well watercut constraint of 90% is also lifted; moreover, injection wells rates are switched to 
a voidage replacement strategy for pressure support.  Although the life of the field is fixed, 
the life of each production well is determined by the chosen production strategy.  
 
 Well constraints Years 0-10 Years 10- 20 Units 
Producer 
Maximum liquid rate 2,000 3,000 stb/day 
Minimum BHP 725 725 Psi 
Maximum watercut 0.90 - (-) 
Injector 
Maximum liquid rate - 4,000 stb/day 
Maximum BHP 2,611 2,611 Psi 
Table 5.3. Rate and pressure constraints for producer and injector wells (Peters et al. 2010). 
5.3.4 Objective Function 
We use the objective function and economic parameters of Peters et al. (2010) to compare 
and evaluate the performance of the inflow control strategies tested.  The objective function 
is given by 
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 (5.1) 
where t is time in years, k is the annual discount rate (10 %), ∆Vo represents the incremental 
oil volume produced during time t, Co is the oil price (80 US$/stb), Cw is the cost associated 
with producing and injecting water (5 US$/stb water), and ∆Vw,prod and ∆Vw,inj are the 
incremental water produced and injected, respectively.  The NPV (US$) is calculated at year 
10 onwards to the end of field life at year 30.  
5.3.5 Inflow Control Strategies 
We evaluate two closed-loop, feedback production control strategies, which differ on the 
level and sophistication of control and monitoring.  For benchmarking, we implement the 
heuristic reactive strategy presented in the Brugge case study by Peters et al. (2010).  All 
control strategies are implemented from year 10 to the end of field life.  Injection wells in 
each group are controlled by a group voidage replacement strategy.  The number of ICVs 
varies from one to three with a total of 54 ICVs across all production wells. 
 
Surface feedback flow control.  In the surface feedback control strategy, all control and 
monitoring is undertaken at surface, using on/off valves and multiphase flow meters on each 
production well.  Inflow control actions are taken at the well-head in response to surface 
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measurements only.  In this simple approach, we use the base case reservoir model to find the 
optimal well watercut limit Wl at which the surface choke is operate to shut-in production 
from that well.  Monitoring and control actions are taken every 30 days.  
 
Surface and downhole feedback flow control.  In this strategy, monitoring and control can 
be performed either at surface, or downhole, using on/off well-head control valves and 
surface multiphase flow meters, and downhole variable ICVs and donwhole multiphase flow 
meters in each well completion (Table 5.2).  All valves are fully open at the start of 
production. A two-level feedback flow controller is used to control the well-head valves and 
downhole ICVs, modified from Section 2.3.5.  At the first level, control actions are initiated 
once the measured surface watercut Wi of a well i exceeds a threshold trigger value Wt 
(Figure 5.2).  The controller opens or closes each well completion ICV in response to the 
measured watercut using the following relationship  
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 (5.2) 
subject to the constraints c ≥ 0 and B ≤ i,j ≤ A, and where i,j is the ICV opening state and 
Wi,j is the watercut of completion j of well i, and Wi,m represent the smallest measured 
completion watercut of well i.  The completion with the smallest watercut in well i remains at 
the maximum opening position, whilst the other completions j in well i are proportionally 
choked according to equation (5.2).  A minimum threshold value δW (difference in watercut 
between a completion j and the completion measuring the smallest watercut Wi,m) is used to 
prevent fluctuating control actions over well completions with similar watercut 
measurements. At the second level of the feedback loop, the well-head on/off valves i are 
operated and shut once the measured surface watercut Wi of a well i exceeds the watercut 
limit Wl, where Wl>Wt.  The surface and downhole feedback control loop is repeated every 
30 days until the end of the life of the field is reached (Figure 5.2).   
The adjustable parameters A, B, c defined in the control law (equation 5.2), together with 
the well watercut trigger Wt and limit Wl, are optimised to maximize the NPV objective 
function (equation 5.1); they are determined using the base-case model realisations and the 
gradient-based optimization method described in Section 2.3.5. The optimal values are 
specific to the field and well production constraints, injection strategy and economic revenue 
and costs used in the objective function (equation 5.1).   
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Heuristic ‘reactive’ control. The heuristic ‘reactive’ control approach employs surface on/off 
well-head control valves in each production well and downhole ICVs in each production and 
injection completion, and surface and downhole multiphase flow meters in production well 
and completion.  The strategy is developed based on prior knowledge of the truth model 
(strategy presented in Peters et al. 2010 for benchmarking different model-based control 
strategies) and comprises of a set of production and injection rules to obtain a waterflood 
from bottom toward the top of the structure (Table 5.2): 
 Produce from the Schelde and Maas formations only (production from completion 1 
and 2, and shut completion 3).  
 Inject in only the Maas, Waal, and Schie formations (Completion 1 shut, injection into 
completions 2 and 3).  
 For all producer wells, close completion 1 once the well watercut exceeds 0.92. 
 Close all production wells once the well watercut reaches a watercut limit Wl of 0.94 
(represents the watercut at which well oil production becomes no longer profitable for 
the economic revenue and cost parameters given in Peters et al. 2010).  
Peters et al. (2010) implemented the heuristic reactive strategy to obtain a benchmark on the 
truth reservoir model, and to compare against a range of model-based control strategies 
developed on an ensemble of history matched reservoir models but evaluated on the truth 
model.  We implement the heuristic reactive strategy on the 104 model realizations to 
benchmark the performance of the closed-loop feedback control strategies, described above. 
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Figure 5.2:  Modified version of the direct closed-loop inflow control workflow presented in Figure 2.7 for optimization 
of multiple intelligent producer wells.  The controller requires the adjustable parameters (the controller constants in 
equation 5.2, a watercut trigger Wt and a maximum well watercut limit Wl) to be defined.  Here they are obtained from 
the small subset of model realizations representing the base case.  Initially all wells and ICVs are open, but once a well 
i exceeds the watercut trigger Wt, downhole control actions are taken on well completion j. However, if the well water 
exceeds the maximum limit Wl the well is shut-in at surface.  Control actions are taken every 30 days until the end of 
field life at year 30. 
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Figure 5.3:  The bases case model realizations (blue) are used to optimize the closed-loop feedback control strategies.  
The heuristic reactive control actions are designed with knowledge of truth model (red).  The rest of the ensemble of 
models is used to test how these inflow control strategies perform when the reservoir behavior is unexpected (black).  
5.3.6 Base case model and uncertain reservoir behavior 
As previously mentioned, we made no attempt to history match the initial ensemble of model 
realizations to the production data available with the Brugge case study to obtain an improved 
base case description of the reservoir; rather we randomly selected 4 reservoir models from 
the initial ensemble, which we assume to represent stochastic realizations of a base case 
reservoir model.  These realizations are then used to optimize the adjustable parameters in the 
closed-loop feedback control algorithms described previously, to maximize the NPV 
objective function (equation 5.1).  The other 100 realizations from the initial ensemble 
represent uncertain reservoir behavior that deviates from the base case model predictions.  
Figure 5.3 shows the range of reservoir behaviors captured by the initial ensemble of models 
provided with the Brugge case study: the 4 realizations randomly selected to represent the 
base case model are shown in blue, the truth model behavior in red, and the unpredicted 
reservoir behaviors in black.  We expect the spread observed in Figure 5.3 to be smaller than 
in a typical field case, as the structure of the field, the initial water/oil contact, and the oil 
PVT data are known perfectly (Peters et al. 2010). 
5.4 Results 
We begin by showing the results of the optimization of each closed-loop feedback inflow 
control strategy, before presenting the impact of inflow control on the subset of model 
realisations representing the base case.  We then investigate how each inflow control strategy 
responds to unexpected reservoir behavior.  It is important to note the inflow control 
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strategies are implemented at year 10, and the NPV is therefore only calculated for the last 20 
years of field life. 
5.4.1 Optimization of inflow control algorithms using the base case reservoir model 
Surface feedback flow control.  We optimize the watercut limit Wl at which production wells 
are closed, to find that the average NPV of the base case model realizations is maximized at 
Wl = 0.82 (Table 5.4).  As mentioned previously, the heuristic reactive approach selects Wl = 
0.94, as it represents the point at which oil production becomes no longer profitable at the 
economic revenue and cost parameters used in this study; however, we find that this value is 
not optimal using the surface feedback flow control approach. 
Surface and downhole feedback flow control.  For the surface and downhole feedback flow 
control strategy, we optimize the values of the tuning parameters A, B and c in the feedback 
controller (equation 5.2), in addition to Wt, Wl and δW (Figure 5.2).  The ICVs are allowed to 
operate up to their maximum open and closed positions, so we set A=1 and B=0 to honour 
this.  The optimal Wl is found at 0.73; this is lower than the surface flow control and heuristic 
reactive control approaches. In addition, we find that the optimal watercut at which to initiate 
downhole control actions is Wt = 0.65.  The value of c is found to be large; consequently, the 
variable ICVs are operated between fully open and closed positions.  The closed-loop 
optimization results in Chapters 2 and 4 also found the optimal value of c was large, which 
suggests that variable inflow control valves may not yield benefit in many production 
scenarios. 
 
 Surface control Surface and downhole control 
Parameter Wl Wl Wt δW c 
Constraints 0 ≤ Wt  ≤ 1 0 ≤ Wt  ≤ 1 0 ≤ Wt  ≤ Wl 0 ≤ δW ≤ Wl c  ≥  0 
Value 0.82 0.73 0.65 0.05 21 
Table 5.4.  Summary of optimized control parameters for each closed-loop feedback control strategy.  These values 
were found to be optimal over the average NPV (equation 5.2) of the four base case model realizations (Figure 5.3).  
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Figure 5.4.  The economic performance of each control strategy on the base case reservoir model realizations over the 
remaining 20 years of the production from the Brugge field.  Each marker represents a different model realization of 
the base case. 
5.4.2 Impact of inflow control on the base case reservoir models 
Figure 5.4 shows the resulting NPV for each inflow control strategy on the 4 models 
representing the base case model realisations. The highest NPV over each model realization 
is achieved using the surface and downhole feedback control strategy, with a mean and 
standard deviation of US$ 3.92±0.45×10
9
.  The surface only feedback control strategy yields 
the lowest mean NPV (US$ 3.21±0.29×10
9
); however, the overall lowest NPV observed on a 
single model realization is returned by the heuristic reactive approach (US$ 3.42±0.68×10
9
). 
We compare the reservoir performance of one of the base case realizations in Figure 5.5, 
where the percentage change in NPV relative to the heuristic reactive strategy is -13.62% and 
6.68% using the surface feedback control and surface and downhole feedback control 
strategies, respectively.  We notice that reservoir field performance depends upon the inflow 
control strategy implemented, and all production strategies show an initial increase in the 
field oil production rate at year 10 (Figure 5.5a); this is partly due the relaxation of the 
production constraints at year 10, and partly due to implementation of inflow control at this 
time.  In this particular base case reservoir model realization, the heuristic reactive approach 
yields the highest cumulative oil over the life of the field (Figure 5.5b); however, it also 
produces the largest volume of water and, therefore, results in significantly higher injection 
rates to maintain reservoir pressure (Figure 5.5b,c,d).  In contrast, the downhole and surface 
feedback control strategy produces marginally less oil, but significantly less water than the 
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heuristic reactive strategy (-4.6% and -50.1%, respectively; Figure 5.5b).  This yields higher 
NPV owing to the cost of injecting water, and handling produced water (Figure 5.4).  The 
surface and downhole feedback control strategy maintains on the highest average reservoir 
pressure, whilst injecting the least amount of water of all the control strategies tested (Figure 
5.5c).  The surface only closed-loop feedback control strategy yields the lowest cumulative 
oil and, unlike the more advanced downhole and surface feedback control strategy, produces 
and injects higher liquid volumes. Moreover, as a result of control actions by the surface and 
downhole feedback control strategy to shut producer wells at a lower watercut threshold than 
the surface only feedback control and heuristic reactive control strategies (Figures 5.6); 
production wells close to the peripheral injector wells shut-in early, thus allowing the 
waterflood to better sweep and pressure support production wells at the crest of the reservoir 
(Figure 5.7). 
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Figure 5.5:  Example of the field performance of the different inflow control strategies tested on a base case model 
realization.  The closed-loop surface and downhole control strategy yields the highest NPV, through producing and 
injecting the lowest amount of water whilst producing marginally less oil and maintaining reservoir pressure.  
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Figure 5.6:  The closed-loop surface and downhole control approach closes producer wells when the well watercut is 
greater than 0.73, whereas, the closed-loop surface feedback control and heuristic reactive control strategies closes 
producer at higher well watercut values (0.82 and 0.90, respectively).  The figure shows oil saturation, the position of 
wells, and if a producer well would be shut-in using closed-loop surface and downhole control. 
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Figure 5.7:  Comparison of reservoir sweep at the crest of the reservoir (see section Figure 5.6) after 30 years of 
production.  As a result of shutting high watercut producer well earlier than the heuristic approach (Figure 5.6), the 
closed-loop surface and downhole feedback control strategy improves reservoir sweep.  
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Figure 5.8.  The black circles show (a) the NPV for each production control strategy when the reservoir behavior is 
unexpected, and (b) NPV gain with respect to the heuristic reactive approach.  The red diamond point represents the 
published NPV of the truth model assuming the reservoir model is perfectly predictive, using the heuristic reactive 
control and a model-based control strategy, respectively (Peters et al. 2010).  The blue squares represent the 
published realized NPV of model-based control strategies developed on an ensemble of history matched models, and 
evaluated on the truth model (Peters et al. 2010). 
 
The closed-loop control strategies presented here are optimised on the base case model 
realizations; however, as previously mentioned, reservoir models are typically not predictive 
at the level of detail necessary to identify optimal inflow control strategies a priori.  
Consistent with Chapters 2 and 4, we now specifically evaluate the response of the optimized 
inflow control strategies to unexpected reservoir behavior.  
5.4.3 Impact of inflow control on unexpected reservoir behavior 
Figure 5.8 shows the NPV obtained using the different inflow control strategies on the 
remaining subset of 100 Brugge model realizations, compared to published results.  Each 
black marker represents the NPV returned on a reservoir realization with unexpected 
reservoir behavior, using the closed-loop and heuristic reactive control strategies, 
respectively.  In comparison to the base case model realizations, we observe a wider range of 
NPV, depending upon the inflow control strategy and reservoir behavior (Figure 5.8a).  
However, regardless of the behavior of the reservoir, the surface and downhole feedback 
control strategy yields the highest NPV, with a mean and standard deviation of US$ 
3.72±0.43×10
9
.  Moreover, the surface and downhole closed-loop feedback control strategy 
also outperforms both the surface feedback and heuristic strategies regardless of reservoir 
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behavior, with NPV gains of up to 40% (Figure 5.8b).  The heuristic reactive strategy returns 
the lowest mean NPV and the largest variation (US$ 3.13±0.61); this is because the heuristic 
reactive strategy uses production and injection rules derived using knowledge of the truth 
model, and is therefore sub-optimal if the reservoir behavior deviates from the truth model. 
Comparison of the NPV values we obtain using direct feedback control, and the heuristic 
algorithm of Peters et al. (2010), with those obtained using model-based approaches, suggests 
that simple feedback control using surface and downhole control and monitoring yields 
similar high-end NPV but can also yield lower NPV (Figure 5.8a).  However, it should be 
noted that this is not a fair comparison, as the model-based results were obtained only on the 
truth case model; the spread of square datapoints shown in Figure 5.8a reflects different 
model-based optimization algorithms, not different model realizations.  Nonetheless, it is 
encouraging that a simple feedback control approach can yield NPV values that are similar to 
those obtained using much more sophisticated yet risky model-based algorithms, that require 
perfectly predictive reservoir models.  Note also that the maximum NPV using the heuristic 
reactive control strategy is returned when applied to the truth model, suggesting that the 
heuristic approach is near optimal if perfect reservoir is known a priori; therefore, given the 
surface and downhole feedback control outperform the heuristic reactive strategy over the 
ensemble, it seems likely that downhole feedback control strategy would also yield close-to-
optimal NPV on the truth Brugge model.  It has not yet been possible for us to determine this 
as we do not have access to the truth model. 
5.5 Discussion 
We find that closed-loop direct feedback control approaches, using surface and downhole 
monitoring and control, and a feedback algorithm optimized on a number of base case model 
realizations, provides significant NPV gains even when the reservoir does not behave as 
expected.  Rather than linking control actions directly to model predictions, or using simple 
heuristic rules based on (usually imperfect) knowledge of reservoir behavior, the closed-loop 
direct feedback control approach uses model predictions to optimize a direct feedback 
relationship between measured data and inflow control setting.  The approach yields the 
highest NPV of all the inflow control strategies tested, even when the reservoir behavior is 
unexpected, as the controller is able to take sensible control decisions at surface or downhole 
regardless whether water breakthrough occurs earlier or later, or even at a different well than 
predicted.  
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Figure 5.9 shows the cumulative oil and water produced for each closed-loop feedback 
control strategy, normalized with respect to the heuristic strategy.  Surface feedback control 
results in a mixed performance: depending upon the reservoir behavior the strategy can result 
in higher and/or lower total produced oil and water volumes than the heuristic reactive 
strategy; in contrast, the surface and downhole feedback control strategy always produces 
less water, but the total oil volume can be higher or lower than the heuristic reactive control 
approach, depending upon the reservoir behavior.  However, as previously mentioned, the 
closed-loop surface and downhole feedback control strategy returns the highest NPV.  Any 
reduction of net cumulative oil observed in Figure 5.9 is outweighed either by a reduction in 
the total costs associated with producing water and maintaining reservoir pressure, or by 
accounting for the time value of the revenues and expenditure costs through the discount 
factor.  Figure 5.10 shows the ensemble mean and standard deviation of the discounted 
revenue and costs observed for each inflow control strategy over the ensemble of unexpected 
reservoir behaviors.  The discounted oil revenues have the most significant contribution to the 
NPV in all control strategies; this is followed by the costs associated with injecting water to 
maintain reservoir pressure, and lastly by the costs with producing water.  Closed-loop 
surface and downhole feedback control substantially decreases the discounted expenditure 
costs associated with water production, and increases the discounted oil revenues (Figure 
5.10a).  The surface feedback control and heuristic reactive control strategies return similar 
revenues and expenditure costs, on average, over the Brugge ensemble, but the heuristic 
reactive approach yields the largest standard deviation in revenue and expenditures over the 
ensemble (Figure 5.10b).  
Our results demonstrate that the closed-loop feedback control algorithm developed 
originally by Chapter 2 for single well inflow control can also be applied to a multi-well 
development and yield significant gains in NPV when compared to open-loop fixed control 
or heuristic reactive control strategies (Peters et al. 2010); moreover, closed-loop feedback 
control has resulted in close-to-optimal NPV, even in cases when the reservoir does not 
behave as predicted.  Future studies will investigate the application of closed-loop feedback 
control for field optimization of both production and injection strategies, and also apply the 
surface and downhole feedback control directly to the truth Brugge simulation model for a 
more direct comparison with the optimal model-based control solution.  
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Figure 5.9:  Cumulative oil and water produced for each closed-loop feedback control strategy, normalized with 
respect to the heuristic strategy, over the ensemble of Brugge model realizations. 
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Figure 5.10:  The mean (a) and standard deviation (b) of discounted Brugge field revenue and costs over the ensemble 
of model realizations for each inflow control strategy. The sum of the revenues and costs for each control strategy 
represents NPV.  
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5.6 Conclusions 
We have investigated closed-loop, feedback control strategies on the Brugge field model for 
production optimization of multiple vertical production wells.  The results are encouraging, 
suggesting that closed-loop surface and downhole control based on direct feedback between 
monitoring and inflow control settings yields higher NPV than closed-loop surface control 
alone, and significant benefits over a simple heuristic reactive approach, particularly when 
reservoir behavior is unexpected.  The results over the ensemble of unexpected reservoir 
behaviors tested here, suggest that closed-loop surface and downhole feedback control can 
add value by reducing the discounted expenditure costs associated with water production, and 
increasing the discounted oil revenues.  In contrast to model-based optimization techniques, 
direct feedback control is straightforward to implement and can be easily applied in practice. 
 
5.7 Nomenclature 
 
Symbol  Description  Units  
A, B, c  Coefficients in Equation 5.2  [-]  
C Revenue/ Cost  US$/stb  
NPV Net present value  US$ 
k  Discount rate  % per annum  
t  Time years 
V  Volume  (at surface conditions)  stb  
W  Watercut  [-]  
δW Completion watercut threshold  [-]  
Π  
 
Inflow multiplier (valve setting)  [-]  
Subscripts  Description  
i  Well number  
inj Injector 
j Completion number 
l Limit  
m  Minimum  
o Oil 
p Producer 
t  Trigger  
w Water  
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Chapter 6 
 
Conclusions and Future Work  
 
6.1 Summary 
Intelligent wells are equipped with downhole monitoring sensors and inflow control valves.  
Combing these of monitoring and control capabilities with inflow control algorithms has the 
potential to significantly increase hydrocarbon recovery.  However, due to the inherent 
uncertainties in predicting subsurface fluid flow, challenges remain in the development of 
optimized inflow control techniques for the management of intelligent well.  Most previous 
studies investigated closed-loop model-based methodologies that use optimization 
algorithms, and predictive reservoir models periodically updated using downhole 
measurements to try to improve the model forecasts, to find the optimal dynamic valve 
settings.  However, even models that are perfectly assimilated with production history may 
still fail to predict future reservoir performance correctly, particularly at the spatial and 
temporal resolution required to identify optimal control actions.  As a result, there has been 
reluctance in the industry to adopt such inflow control strategies for online management of 
intelligent wells in the field. 
The main objective of this thesis is to investigate and quantify benefits of using 
closed-loop feedback control for intelligent wells, a pragmatic approach that directly uses 
downhole measurements and generic feedback algorithms to determine operational ICV 
controls.  We do not neglect model prediction entirely in this approach; rather, model 
predictions are used here to optimize the adjustable parameters within the feedback control 
algorithm.  Three different production scenarios are investigated in this thesis.  In each 
production scenario we optimize closed-loop feedback control on the base case model 
prediction; we then test against unexpected reservoir behavior.  In chapters 2, 3 and 4, we 
assess production using a single long horizontal well placed in thin oil column reservoirs 
producing under primary recovery, whereas in chapter 5, we assess oil recovery from 
multiple vertical wells in a reservoir producing under waterflooding.  
In chapter 2, we investigated two closed-loop feedback control strategies on a single 
horizontal well producing from a thin oil column via aquifer influx and with reservoir 
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uncertainty.  The closed-loop feedback control strategies evaluated differ on the level of the 
sophistication in downhole monitoring and control hardware required in the well.  The first 
closed-loop feedback control strategy tested uses simple on/off ICVs, which are opened or 
closed according to wellhead measurements of liquid rate and watercut, and individual 
downhole rate and phase measurements obtained using zonal well tests.  In contrast, the 
second closed-loop feedback control strategy tested uses variable ICVs which are opened or 
closed according to well watercut and flow rate, and downhole rate and phase measurements 
obtained in-situ.  The results suggest that closed-loop feedback control on the basis of direct 
feedback between reservoir monitoring and inflow valves settings can yield close-to-optimal 
NPV, even when the reservoir does not behave as you may have expected.  In addition, 
similar NPV gains are observed when closed-loop feedback control is applied using surface 
monitoring and simple on/off ICVs, and downhole monitoring and variable ICVs.  Moreover, 
we find that using open-loop control can be risky, when there is uncertainty associated with 
the behavior of the reservoir, as the FCD installed may not be optimally size.  The results of 
this study were promising; however the thin oil column conceptual reservoir model used did 
not contain realistic reservoir heterogeneities or a free gas cap.  Gas production was not 
included in their feedback control algorithms and thus, not clear whether this approach can be 
applicable beyond the specific model investigated.   
In chapter 3, we developed a high resolution model of a sector within the geologically 
heterogeneous Troll West Field, Sognefjord Formation, offshore Norway, with production 
via gas cap expansion and aquifer influx.  We investigated the impact of a number of 
reservoir uncertainties on oil recovery through production using the conventional 
uncontrolled approach.  The most significant uncertainty on total oil recovery is the thickness 
of the oil column, followed by the permeability contrast between low and high permeability 
sand facies, and the presence of calcite-cemented barriers along clinoform surfaces within 
parasequences.  However, the impact of barriers along clinoform surfaces are typically not 
captured in geologic and simulation models of shallow-marine reservoirs.  The omission of 
such smaller scale heterogeneities from reservoir models may result in misleading forecasts 
of reservoir behavior, and therefore reservoir management decisions which are directly based 
on model predictions could result in costly penalties. 
In Chapter 4, we applied closed-loop feedback control on the high resolution Troll 
West sector models developed in chapter 3.  We expanded the feedback control algorithms 
presented in chapter 2 to include both water and gas measurements at the well and 
completion level as control variables.  We found that closed-loop feedback control yielded 
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positive gains in NPV for the majority of reservoir behaviors investigated, and in agreement 
with the results from chapter 2, yielded higher gains in NPV than the open-loop strategy.  
Closed-loop feedback control can also yield positive gains in NPV even when the reservoir 
does not behave as expected; moreover, benchmarking against optimal solutions obtained for 
selected reservoir realizations suggests that closed-loop feedback control yields close-to-
optimal gains.  In contrast to previous studies, well life was not fixed and determined a priori 
to evaluate the different inflow control strategies in chapter 2 and 4; rather, well life was 
determined based on the operating production constraints.  Consequently, well life varied 
depending upon the chosen production strategy and reservoir behavior.  We found that 
assessing the benefits of inflow control over an arbitrarily fixed well life can be misleading, 
as observed NPV gains depend on when the calculation is made.  In chapters 2 and 4, the 
closed-loop feedback control strategy proposed were tested on a synthetic and real field case 
study, respectively.  However, in both studies it was only applied to production using a single 
horizontal well producing from a thin oil-rim reservoir under primary recovery.   
In chapter 5, we determined whether the closed-loop feedback control approach is still 
applicable in a reservoir production scenario with different production mechanisms, and 
multiple wells.  We used the SPE Brugge field model, a synthetic geologically complex 
reservoir producing oil via 20 vertical wells, to evaluate closed-loop feedback controlled 
production strategies.  We tested two closed-loop direct feedback controlled production 
strategies and compared the results against a heuristic reactive approach presented in Peter et 
al. (2010) that uses prior knowledge of the truth model.  In the first closed-loop feedback 
control strategy, all monitoring and control was done at the surface, using on/off well-head 
control valves and surface multiphase flow meters.  The second feedback control strategy 
employed surface on/off well-head control valves and downhole variable ICVs.  The valves 
were opened or closed according to well and completion watercut values obtained both at 
surface and downhole.  The results suggested that closed-loop surface and downhole control 
yields higher NPV than closed-loop surface control alone and significant benefits over a 
simple heuristic reactive approach, particularly when reservoir behavior is unexpected.  The 
results over the ensemble of unexpected reservoir behaviors tested in this chapter, showed 
that closed-loop surface and downhole feedback control can add value by reducing the 
discounted expenditure costs associated with water production, and increasing the discounted 
oil revenues.   
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6.2 Recommendations for future work 
The research conducted in this thesis could be extended in the following areas: 
1. A field trial of closed-loop feedback control for production management of an 
intelligent well.  Reliability of downhole hardware is recognized as one of the key 
barriers towards the implementation of a fully automatic production control strategy.  
We recommend a pilot study to test the feedback control using on/off ICVs and 
surface monitoring of an onshore well, which can be tested at surface relatively easily. 
2. In this research it is assumed that surface and downhole measurement are accurate, 
and the sensors and control values are always operational, and the economic revenue 
and expenditure costs are fixed over the production time period.  Future studies 
should investigate the effects of measurement uncertainty, hardware failure, and 
economic uncertainty can have closed-loop feedback inflow control strategies.  This 
can be done using a probabilistic analysis based on Monte Carlo simulations as 
performed in van der Poel and Jansen (2004) and Grebenkin and Davies (2010).  
3. The direct feedback control scenarios presented here therefore represent a worst-case 
scenario, in which the feedback control parameters are optimized on a single base 
case model and the feedback control settings are never updated. Future studies should 
perform the optimization of the feedback control parameters over a suite of reservoir 
model realizations.  Moreover, if the model is updated to honor additional reservoir 
data, the feedback control algorithms could also be updated (e.g. Peters et al. 2010).   
4. The spatial and temporal resolution required for a reservoir model to properly predict 
the benefit of intelligent wells should be investigated.  A high resolution model which 
captures reservoir heterogeneity and fluid flow at a much higher spatial and temporal 
resolution than is typical subsurface reservoir model (e.g. the model developed in 
chapter 3) should be upscaled to progressively lower spatial and temporal resolution, 
and the response of the well simulated to quantify the effect of model resolution on 
simulated well and reservoir behavior. 
5. A number of reservoir imaging technologies have been proposed or implemented 
recently that may allow water and/or gas fronts to be monitored at some distance from 
the well; these include surface and downhole seismic monitoring (Blonk et al. 2000); 
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electrical methods, including measurements of resistivity and spontaneous potential 
(e.g. Bryant et al. 2002; 2004; Saunders et al. 2006; 2008; Jackson et al. 2011; 2012), 
and downhole measurements of the gravitational field (e.g. Hadj-Sassi and Donadille 
2010).  Feedback control based on data from these imaging methods may allow 
proactive inflow control, rather than being purely reactive, so yield a closer match to 
optimal inflow control. 
6.3 Conclusions 
The research conducted for this thesis leads to the following conclusions: 
 
1. A simple and general method for feedback control of advanced wells has been 
developed.  It is easy to apply, because algorithms are used to identify control actions 
in response to measured data at the well head or downhole, rather than complex 
optimization schemes. 
2. The algorithm incorporates a small number of adjustable parameters, the values of 
which are identified using reservoir model predictions.  
3. The advantage of direct feedback control is that inflow settings are not directly 
dependent on model predictions; rather, model predictions are used to optimize a 
direct feedback relationship. 
4. In all the scenarios investigated, we find that our closed-loop control algorithm, based 
on direct feedback between reservoir monitoring and inflow valve settings, yields 
close-to-optimal gains in NPV compared to uncontrolled production, and is less risky 
than the more commonly applied open-loop control or heuristic reactive control when 
the reservoir behavior is unexpected. 
5. Assessing the benefits of inflow control strategies over an arbitrarily fixed production 
time scale can be misleading, as observed NPV gains depend on when the calculation 
is made.   
6. Key aspects of flow are often controlled by fine-scale geological features which are 
below model resolution.  The omission of such smaller scale heterogeneities from 
reservoir models may result in misleading forecasts of reservoir behavior.  
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7. In contrast to model-based optimization techniques, our direct feedback control 
approach is straightforward to implement and can be easily applied in real field cases. 
8. Can be implement with the current technology available – surface/downhole 
monitoring and downhole on/off valves. 
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Appendix 
 
Simulating Advance well Control in Eclipse using 
Matlab 
 
A.1 Introduction 
ECLIPSE is a commercial reservoir simulator which has the ability to modelling and simulation of advanced 
wells and completions. For all its features and strengths, it still lacks the proper tools to efficiently manipulate 
and control a well and its completions. For example, it is not possible implement a feedback control loop of an 
ICV using production water cut, as there are no options to modify the settings of an inflow control valve during 
a simulation, other than at certain predetermined timesteps. 
 
To implement a feedback controller or any other rule based control algorithm on time varying well and reservoir 
conditions one need develop a separate control application to interface ECLIPSE. Using the control application 
of your choice interfacing ECLIPSE can be done in two ways; either by – 1 – file-IO to run ECLIPSE and read 
results in a sequence of simulation start and stops, or – 2 – by a process message passing interface offered by the 
ECLIPSE version Open-ECLIPSE. 
 
The first interface solution relies on the ECLIPSE restart feature. This feature makes it possible to restart a 
model from any previous (reported) time step in a simulation.  This allow for interactions at predefined time 
intervals. ECLIPSE can be used with formatted text files as both input and output, therefore, it’s relatively easy 
to set up, start a simulation and read the results from a separate application. After retrieving and processing the 
data the application can calculate a new set of control parameters and input them to ECLIPSE and perform a 
restart to advance the simulation. The drawback is an overhead in time consumption due to ECLIPSE dumping 
the model from memory and acquiring licences at every restart. 
 
As for the second interface option, Open-ECLIPSE allows for interaction between the simulator and a control 
application at any simulation time step while ECLIPSE keeps the model and state space in memory. 
Communication between ECLIPSE and the controlling program is handled by a standard MPI interface 
(Schlumberger 2011a). If using very large models, which reservoir simulation models often are, this method 
significantly outperforms using the restart feature in terms of time spent on simulation. 
The following document presents a solution to interface ECLIPSE to a Matlab-based application using the 
restart feature. It shows an implementation of intelligent well control using the restart approach and MATLAB 
(Mathworks 2010) to interact with ECLIPSE 100 (Schlumberger 2011b). A set of developed Matlab functions 
are described and documented. A tutorial is also given as a User’s Guide to show the intended use of the 
functions to interface an ECLIPSE model. 
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A.2 Getting started 
 
To set up the interface solution for ECLIPSE feedback control the user needs to have access to local 
installations of both Matlab and ECLIPSE. Both programs should preferably be installed on the same 
workstation.  
 
 Matlab installed and running 
 ECLIPSE installed and running 
The user also needs a runnable ECLIPSE model, complete with all properties included. If advanced well control 
is being applied the model should include the necessary multisegment modelling to accommodate the control 
objective. Else, the control interface can also be used to control conventional non-segmented wells. 
 
 Runnable ECLIPSE model 
Because of the nature of the ECLIPSE restart feature the Matlab application will overwrite the original user 
supplied ECLIPSE model during simulation. Please make sure to take a back-up of the model and store it on 
a separate location before starting any control simulations. 
 
 Back-up ECLIPSE model 
A.3 Assumptions and limitations 
As a disclaimer, the interface functions have been developed using ECLIPSE 100 Black Oil Model only. The 
method and its functions are not directly applicable if using an ECLIPSE 300 model for control. 
 
 ECLIPSE 100 model 
An ECLIPSE model is divided into several sections, such as RUNSPEC, GRID, PROPS, etc. This interface set 
up does not allow for any changes to the model during simulation, other than keywords in the SCHEDULE 
section, i.e. production data and settings. Thus, the degrees of freedom for a controller implemented using this 
interface is limited to the available keywords in the ECLIPSE SCHEDULE section (e.g. WCONPROD, 
WSEGVALV, etc.). 
 
 Only SCHEDULE section keywords are available for control 
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A.4 Workflow 
The implementation follows the following workflow. 
 
Model preperation and control parameter definition. This is 
the main part of the setup before one has a functioning interface.  
 
 
Simulation/application operations. When the model 
preparations and the setup is finished the application is ready to 
start running the ECLIPSE simulations. This is done in the 
following loop: 
 
1. Initialize the control environment and the model to start 
restart sequence 
 
2. Prepare the necessary files to input to ECLIPSE to 
advance simulation, e.g. write restart files and update 
schedule according to current control variables. 
 
3. Start ECLIPSE and advance the simulation to the next 
time step. 
 
4. Wait for ECLIPSE to complete simulation. 
 
5. Read and collect the resulting data from ECLIPSE. 
 
6. Process and display the new time series and update the 
control variables according to the specified control 
function. 
 
7. Stop; or continue from step 2. 
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A.5 Functions 
The Matlab-ECLIPSE control interface function library consists of the following functions; 
 
 MAIN.m – arguments init_filename 
 
This is the main function of the application for running Eclipse simulations with control from Matlab. The 
function runs a control simulation of an ECLIPSE model defined by the input configuration file 
init_filename. The function will return a struct containing all data reported from ECLIPSE during 
simulation. 
 
 createSchedStruct.m – arguments filename 
 
The function reads in every line found in filename and stores them as strings in an indexed cell array str. 
For every line found containing % the line number for every occurrence is stored in an array L. Both str and 
L are stored in a structure schedParams which is returned to the caller. 
 
 readEclErrorSummary.m – arguments filename 
 
A function that reads every line found in <filename>.ECLEND and looks for any errors reported in the file. 
The function returns the number of reported errors to the caller. 
 
 readEclipseInit.m – argument filename 
 
The function reads every line in filename and executes them in the callers Matlab workspace. 
 
 readEclipseResults.m – arguments basename, datatypes, reports 
 
The function to reads specified results defined by datatypes after an Eclipse run of a model basename at 
report time given by reports. 
 
 readFfile.m1 – arguments filename, onlylast 
 
Read the fields of an ECLIPSE F**** or A**** format output file. It is primarily intended for restarting 
ECLIPSE using the file contents (or a modified version of it) to write a restart file. Data can also be found 
from the variable file contents. 
 
 readFsmspec.m – arguments basename 
 
                                                          
1
 Copyright(c) RF-Rogaland Research 2002. Used with permission. 
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The function reads the content of the file <basename>.FSMSPEC and returns a struct containing fields 
corresponding to all keywords, wells and segments requested outputted from the ECLIPSE model 
basename. All segment data will have a number appended to the field to represent the well segment 
number. 
 
 runEclipse.m – arguments DATA_filename, ecl_macro_path 
 
The function runs an ECLIPSE simulation of the model DATA_filename in the current directory by calling 
the ECLIPSE 100 macro found at the ECLIPSE installation location macro folder ecl_macro_path. At the 
end of the simulation the function will look for any ECLIPSE errors and throw an exception if the 
simulation did not terminate successfully. 
A.6 Tutorial: Simple Troll box model 
This section is a step by step guide to show how to use the control interface with an ECLIPSE model. The guide 
uses the C00_TUTORIAL model as an example case. This guide will highlight the steps that are necessary to 
include in a model and in the setup to accomplish a functioning connection between the simulator and a 
controller. 
 
A.6.1 Preparing the model 
Assuming a runnable ECLIPSE model, i.e. a model that runs with ECLIPSE without returning any error 
messages, certain preparations needs to be done so that the model behaves as required to meet the Matlab 
function design. 
RUNSPEC section 
 
 Request non-unified, formatted output from ECLIPSE. 
 
 
The formatted input and output is necessary for the interface to work correctly. Non-unified files (also 
necessary) are requested to reduce the time spent on reading ECLIPSE output data. 
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Request a SAVE file to be used as initial point for restart sequence. 
 
GRID section 
No required changes. 
 
EDIT section 
No required changes. 
 
PROPS section 
No required changes. 
 
REGIONS section 
 Request creation of initial restart file. 
 
 
This is done using the RPTSOL keyword and setting its RESTART option to 2. 
SUMMARY section 
The complete content of the SUMMARY section must go in a separate file which is linked to the model file 
using the INCLUDE keyword. This is because the same information is need by Matlab to restart the model. By 
placing it in a separate file, Matlab and ECLIPSE can have easy access to the same data from a single source. 
 
 
 
SCHEDULE section 
The SCHEDULE section of the model file should contain all necessary keywords, e.g. WELSPECS, 
COMPDAT, WCONDPROD, WCONINJE, to complete the model and define wells, groups, and well 
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connections, connection properties and any multi-segmented wells. It should assign all time invariant production 
parameters for well controls and limits, production data and so on. 
 
It should contain the necessary simulator control keyword. However, it should contain no keywords to advance 
simulation to forward time, e.g. TSTEP or DATES. Adding keyword to advance the simulation will be handled 
by the Matlab restart functions. 
 
 Remove all keywords to advance simulation forward. 
 
A.6.2 Model validation 
Now, the work preparing the model should be finished. At this point, it would be useful to perform a check to 
see if the model is functioning as expected. 
 
This is done by starting the local ECLIPSE launcher and run the modified model file. Note, because the model 
should have no simulation advance keywords it will not actually start the numerical integration, but it should 
read through the model files, load the model into memory, and output a set of new files in the chosen working 
directory. 
The modified model is validated if ECLIPSE returns from this exercise without any reported errors and the 
working directory contains a .SAVE file, .FSMSPEC file, .FINIT file, .FGRID file, .FEGRID file, and .F0000 
file. E.g. Running C00_TUTORIAL.DATA should return the following ECLIPSE summary and files. 
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Failing to observe these results from the validation run, should prompt the user to re-do the model preparation 
exercise and/or consult the ECLIPSE manual (Schlumberger 2011b) to achieve the desired behavior. 
A.6.3 Preparing the interface configuration file 
The interface configuration file is a text file which is used to input the necessary data and information to Matlab 
so that the application can successfully establish a connection to the ECLIPSE model. The file must define a set 
of mandatory variables which will be described in this section. An interface configuration file is attached in the 
zip file named C00_TUTORIAL_INTERFACE.cnfg. 
A.6.4 General formatting/syntax 
The contents of the file must follow Matlab syntax. All comments should be preceded by a ‘%’ sign at the start 
of every comment line. Variable assignments are done using the ‘=’ operator and all assignment lines should be 
terminated by a ‘;’. For further details on the Matlab syntax, please refer the Matlab User’s Manual (Mathworks 
2010). 
A.6.5 Linking Matlab to the model 
The Matlab application needs to be linked to the model by providing it with the ECLIPSE model name. That is, 
the model file name without the suffix. The model name must be assigned to the variable DATA_filename in a 
Matlab string format (single quotation marks). For the example model file C00_TUTORIAL.DATA the entry in 
the configuration file is: 
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The Matlab application will now expect to find the model file in the working directory. 
A.6.6 Inputting control keywords and parameter 
Control and parameter input from Matlab to ECLIPSE will be formatted according to the contents specified in a 
separate text file. In this file the User should place the ECLIPSE keywords associated with any constant and 
time varying parameters to be used in the control scheme. The name of this file should be assigned to the 
variable SCHED_input_filename in the interface configuration file. 
 
 
 
The Matlab application will then use the content and format of this file and write it in the SCHEDULE section 
of every restart step. Using this solution the User can specify any available SCHEDULE section keyword 
available in ECLIPSE for control, e.g. WSEGVALV, WCONPROD, etc, along with the correct usage (i.e. 
format and constant parameters) according to ECLIPSE user manual.  All time varying control parameters must 
be specified according to the C Standard printf format. The syntax for a time varying variable placeholder is 
‘%[parameter][flags][width][.precision][length]type’, where square brackets indicate optional usage. For further 
details on this format, please refer to Mathworks (2010). 
To illustrate the following figure shows the contents of the attached example file 
sched_input_C00_TUTORIAL.cnfg. 
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The example specifies the controller to use the keyword WSEGVALV to model control of ICVs for a range of 
segments in the well named X21. Notice that all constant parameters applicable for the keyword are written 
explicitly (well name, segment number, Cv of the ICV). These values will therefore be constant during the 
simulation. The variable parameters are ICV flow area. In accordance with the printf syntax these will be values 
in standard exponential form with 3 decimal digits. 
 
The Matlab application will now expect to find the input configuration file in the working directory. 
A.6.7 Define file name for simulation schedule 
The User must specify a file name for Matlab to write the subsequent simulator control inputs to. The file does 
not need to be created before simulation. Notice that the filename should be different than the name of the 
schedule input file.  
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A.6.8 Specify the location of the SUMMARY file 
For Matlab to be able to simulate ECLIPSE by requesting the same summary information as the original model 
the location of the summary file must be defined using the variable name SUM_filename. 
 
 
A.6.9 Specify location of ECLIPSE installation 
When running the control application Matlab will be spawning ECLIPSE simulations automatically. This is 
done by a system function call to invoke ECLIPSE macros/batch files located in the ECLIPSE installation 
folder. For these simulations to work properly Matlab needs information on the path of the local ECLIPSE 
installation. The path must be defined in the interface configuration file as a variable ecl_macro_path. 
 
 
A.6.10 Define essential control variables 
The interface configuration file must then define three more variables, cvrs, tstep, nTsteps. 
 
 
 
cvrs – a vector to contain the values of the control parameters. The length of the vector must be the 
same as the number of variable parameters defined in the schedule input configuration file (ref. section 
Chapter 0). The vector should be initialised here with valid numbers. 
 
tstep – defines the controller sampling time [days], i.e. the ECLIPSE reporting time step between 
restarts. 
 
nTsteps – defines the number of reporting time steps to be simulated which will make up the total 
simulation time. E.g. 30 [days] x 133 = 3990 [days]. 
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A.6.11 Specify control function 
The User must specify a control function for Matlab to use. This should be done by assigning the function name 
as a string to a variable ctrlFuncName.  
 
 
 
Matlab will use the string to perform an implicit call to the function using two input arguments. These two 
arguments will be a structure containing the time series data reported by ECLIPSE (mvrs), one field per 
ECLIPSE output as requested in the summary file, and the vector carrying the current values of the control 
variables (cvrs). The control function can perform whatever calculations or operations the User wishes, but it 
must take two arguments, and it must return a vector of the same length as the defined cvrs containing suitable 
numerical values. 
 
The tutorial provides an example control function, controlSegICVs.m . The function is an example on how to 
use a simple control to decrement the choke position when a segment is producing gas above a certain limit. It 
also shows how to plot data during the simulation for in-the-loop monitoring. 
A.6.12 Running the model 
At this point the User should be all set and ready to run the model. From the current model directory, containing 
the model and the Matlab files and the function library; 
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Run MAIN.m with C00_TUTORIAL_INTERFACE.cnfg as input. The application will then start ECLIPSE for 
an initialization run, and then prompt the user to confirm the requested ECLIPSE output from the summary file. 
 
After the User has confirmed the output the simulation will start, with a wait bar to show the simulation 
progress. 
 
 
 
The configuration is now complete and the User is free to implement the control function of choice. 
 
A.7 Troubleshooting 
Problems running ECLIPSE from Matlab 
If you experience problems to get ECLIPSE started when running MAIN.m and/or runEclipse please make sure 
that you have the two locations of the ECLIPSE installation folders ‘home’ and ‘macros’ in your Windows 
environment path variable. If these are not set correctly you may observe the following error returned by 
ECLIPSE: 
 
* 
* ERROR - The macro $ECLRC.BAT is either set 
incorrectly, or can 
*         not be found.  Please adjust $ECLRC.BAT. 
* 
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