Multiplicity of solutions for the plasma problem in two dimensions  by Cao, Daomin et al.
Advances in Mathematics 225 (2010) 2741–2785
www.elsevier.com/locate/aim
Multiplicity of solutions for the plasma problem
in two dimensions
Daomin Cao a,∗, Shuangjie Peng b, Shusen Yan c
a Institute of Applied Mathematics, Chinese Academy of Sciences, Beijing 100190, PR China
b School of Mathematics and Statistics, Central China Normal University, Wuhan, PR China
c School of Mathematics, Statistics and Computer Science, The University of New England, Armidale,
NSW 2351, Australia
Received 8 June 2009; accepted 18 May 2010
Communicated by Luis Caffarelli
Abstract
Let Ω be a bounded domain in R2, u+ = u if u  0, u+ = 0 if u < 0, u− = u+ − u. In this paper we
study the existence of solutions to the following problem arising in the study of a simple model of a confined
plasma
(Pλ)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u− λu− = 0, in Ω,
u = c, on ∂Ω,∫
∂Ω
∂u
∂ν
ds = I,
where ν is the outward unit normal of ∂Ω at x, c is a constant which is unprescribed, and I is a given
positive constant. The set Ωp = {x ∈ Ω, u(x) < 0} is called plasma set. Existence of solutions whose
plasma set consisting of one component and asymptotic behavior of plasma set were studied by Caffarelli
and Friedman (1980) [3] for large λ. Under the condition that the homology of Ω is nontrivial we obtain in
this paper by a constructive way that for any given integer k  1, there is λk > 0 such that for λ > λk , (Pλ)
has a solution with plasma set consisting of k components.
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1. Introduction
In this paper, we consider a simple model describing the equilibrium of a plasma confined in
a toroidal cavity (a “Tokamak machine”):
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
u− λu− = 0, in Ω,
u = c, on ∂Ω,∫
∂Ω
∂u
∂ν
ds = I,
(1.1)
where Ω is a bounded domain in R2, ν is the outward unit normal of ∂Ω at x, u+ = u if u 0,
u+ = 0 if u < 0, u− = u+ − u, c is a constant which is unprescribed, and I is a given positive
constant. For a detailed presentation of this model the reader is referred to the appendix in [13].
A well-known result obtained by Temam [13,14] states that (1.1) has a solution if and only if
λ > 0 and
c < 0, if λ < λ1; c = 0, if λ = λ1; c > 0, if λ > λ1.
Here, we use λi to denote the ith eigenvalue of − in Ω with the zero boundary condition.
Moreover, if λ ∈ (0, λ2), the solution of (1.1) is unique. See also [2,11]. On the other hand, if
λ > λ2, Schaeffer [12] gave examples of domain Ω , for which (1.1) has at least two solutions.
A problem similar to (1.1) (with u− being replaced by up−, p > 1) was studied by Bandle and
Sperb in [1].
Let u be a solution of (1.1). The sets
Ωp =
{
x ∈ Ω, u(x) < 0}, Ωv = {x ∈ Ω, u(x) > 0},
are called the plasma set and the vacuum set respectively, while ∂Ωp is called the free bound-
ary. In [3], Caffarelli and Friedman considered the non-uniqueness of the solutions for (1.1) for
large λ, and showed that the free boundary ∂Ωp of these solutions is approximately a circle as
λ → +∞. To explain the result in [3], we let G(y,x) be the Green function of − in Ω with
the Dirichlet boundary condition. Write
G(y,x) = 1
2π
ln
1
|y − x| − h(y, x),
where h(y, z) is the regular part of the Green’s function. Then, the result in [3] states that if there
exists GΩ with minx∈∂G h(x, x) > minx∈G h(x, x), there is a large λ∗ > 0, such that for any
λ > λ∗, (1.1) has a solution uλ, such that the corresponding plasma set Ωp shrinks to a point x0
in G with h(x0, x0) = minx∈G h(x, x) as λ → +∞. Thus, we see that the shape of the domain
Ω can affect the number of the solutions of (1.1). It is worth pointing out that the plasma set Ωp
of the solutions obtained in [3] has exactly one connected component. Thus it is natural to ask
whether (1.1) has a solution whose plasma set has several components. It is not difficult to see
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solution has exactly one connected component. See the discussion in Section 2. So to obtain a
solution whose plasma set has several connected components, some conditions on the domain
are needed. In the paper, we will show that the topology of the domain Ω can play a role in
the existence of solutions whose plasma set has several connected components, as well as the
number of the solutions. The main result of this paper is the following:
Theorem 1.1. Assume that the homology of Ω is nontrivial. Then, for any positive integer k,
there exists λ∗ > 0, such that for each λ > λ∗, (1.1) has a solution uλ, such that Ωp has exactly
k components Ωλ,i , i = 1, . . . , k, and as λ → +∞, each Ωλ,i shrinks to a point xi ∈ Ω , and
xi = xj for i = j . As a result, the number of solutions for (1.1) is unbounded as λ → +∞.
Let us outline the proof of the main result of this paper. The solutions in [3] were obtained by
finding a minimizer of the corresponding functional in a suitable function space. This method is
hard to obtain solutions whose plasma set has several components. In the present paper, we will
use a reduction argument to find this kind of solutions.
It is convenient to change (1.1) to an equivalent problem. Let ε2 = 1
λ
. Consider the following
problem: {
−ε2u = (u− 1)+, in Ω,
u = 0, on ∂Ω. (1.2)
Suppose that u is a nontrivial solution of (1.2). By the maximum principle, u > 0 and the set
{x: u(x) > 1} is non-empty. Let v = 1 − u. Then,{
v − λv− = 0, in Ω,
v = 1, on ∂Ω,
{x: v(x) < 0} = {x: u(x) > 1}, and ∫
∂Ω
∂v
∂ν
ds = λ ∫
Ω
v− > 0. So, for any I > 0, u = I∫
∂Ω
∂v
∂ν
ds
v
satisfies (1.1). In this paper, for any solution of (1.2), we denote
Ωp,∗ =
{
x: u(x) > 1
}
.
From the above discussion, we see that to prove Theorem 1.1, we just need to prove the
following theorem.
Theorem 1.2. Assume that the homology of Ω is nontrivial. Then, for any positive integer k,
there exists ε0 > 0, such that for each ε ∈ (0, ε0), (1.2) has a solution uε , such that the set Ωp,∗
has exactly k components Ωε,i , i = 1, . . . , k, and as ε → 0, each Ωε,i shrinks to a point xi ∈ Ω ,
and xi = xj for i = j . As a result, the number of solutions for (1.2) is unbounded as ε → 0.
We will use a reduction argument to prove Theorem 1.2. To achieve this goal, we need to
construct an approximate solution for (1.2). In many singular perturbed elliptic problems, the
approximate solution can be obtained simply by scaling the solution of the corresponding limit
problem. For the problem studied in this paper, the corresponding “limit” problem in R2 has
no bounded nontrivial solution. So, there is no obvious candidate. We will see in Section 2 that
the approximate solution Vε,Z,j at a given point zj ∈ Ω for (1.1) is not a scaling of a function
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of the first eigenfunction, while outside a small neighborhood of zj , it is a harmonic function.
The second difficulty is that the function (u − 1)+ is not C1. This will create two major
troubles in our estimates. Firstly, the term Rε(ω) =: (Vε,Z,j − 1 + ω)+ − (Vε,Z,j − 1)+ −
1{Vε,Z,j−1>0}ω does not satisfy ‖Rε(ω)‖L∞ = o(1)‖ω‖L∞ as ‖ω‖L∞ → 0 for any ω, where 1S
is the characteristic function of the set S. Secondly, it is not clear that the error term obtained in
the reduction procedure is a C1 map in H 1(Ω). So, we need to define suitably the projection of
the space Lp(Ω) into the approximate kernel of the linear operator for the approximate solution.
See Remark 3.2. In this paper, we will take the advantage that for the solution u obtained in
the reduction procedure, the set {u = 1} has zero measure. But some complicated estimates are
needed in order to carry out the reduction argument and prove that error term obtained in the
reduction procedure is a C1 map in H 1(Ω).
The readers can refer to [4,5] for the results on the effect of the domain topology on the number
of the solutions for some singularly perturbed elliptic problems. Results on singular perturbation
problems in two dimensions can be found in [10,6].
This paper is organized as follows. In Section 2, we construct the approximate solution for
(1.2). We will carry out a reduction argument in Section 3 and the main results will be proved in
Section 4. We also give remarks on how to adapt our methods to obtain the main results of [3]
in Section 4. In Section 5, we give further result on some related problem which was studied in
Section 9 of [3]. We put some basic estimates in Appendix A.
2. Approximate solutions
In the section, we will construct an approximate solution for (1.2).
Let R > 0 be a large constant, such that for any x ∈ Ω , Ω ⊂ BR(x). Consider the following
problem:
{−ε2u = (u− a)+, in BR(0),
u = 0, on ∂BR(0), (2.1)
where a > 0 is a constant. Then, (2.1) has a unique solution Uε,a , which can be written as
Uε,a(x) =
{
a +Aϕ1
( |x|
ε
)
, |x| sε,
a ln |x|
R
/ ln sε
R
, sε  |x|R, (2.2)
where s is the constant, such that 1 is the first eigenvalue of − in Bs(0) with the zero Dirichlet
boundary condition, ϕ1 > 0 is the first eigenfunction of − in Bs(0) with ϕ1(0) = 1, and
A = a
sϕ′1(s) ln
sε
R
> 0. (2.3)
For any z ∈ Ω , define Uε,z,a(y) = Uε,a(y−z). Because Uε,z,a does not satisfy the zero bound-
ary condition, we need to make a projection. Let PUε,z,a be the solution of
{−ε2w = (Uε,z,a − a)+, in Ω,
w = 0, on ∂Ω.
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PUε,z,a = Uε,z,a − aln R
sε
g(y, z), (2.4)
where g(y, z) satisfies
⎧⎨
⎩
−g = 0, in Ω,
g = ln R|y − z| , on ∂Ω.
It is easy to see that
g(y, z) = lnR + 2πh(y, z),
where h(y, z) is the regular part of the Green function.
We will construct solutions for (1.2) of the form
k∑
j=1
PUε,zε,j ,aε,j +ωε,
where ωε is a perturbation term. To obtain a good estimate for ωε , we need to determine aε,j
suitably.
By (2.4), we have
−ε2
k∑
j=1
PUε,zj ,aj −
(
k∑
j=1
PUε,zj ,aj − 1
)
+
=
k∑
j=1
(Uε,zj ,aj − aj )+ −
(
k∑
j=1
(
Uε,zj ,aj −
aj
ln R
sε
g(y, zj )
)
− 1
)
+
. (2.5)
Denote Z = (z1, . . . , zk) ∈ R2k . In this paper, we always assume that zj ∈ Ω satisfies
d(zj , ∂Ω) δ > 0, |zi − zj | δL¯, i, j = 1, . . . , k, i = j, (2.6)
where δ > 0 is a fixed small constant and L¯ > 0 is a fixed large constant.
Let aε,j (Z), j = 1, . . . , k, be the solution of the following problem:
ai = 1 + ailn R
sε
g(zi, zi)−
∑
j =i
aj
ln R
sε
G¯(zi, zj ), (2.7)
where G¯(y, zj ) = ln R|y−zj | −g(y, zj ). We can solve (2.7) to obtain (aε,1(Z), . . . , aε,k(Z)). More-
over, we have
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1 − 1
ln R
sε
∑
j =i aε,j (Z)G¯(zi, zj )
1 − g(zi ,zi )
ln R
sε
. (2.8)
For simplicity, in this paper, we will use aε,i instead of aε,i(Z).
Define
Vε,Z,j = PUε,zj ,aε,j . (2.9)
Then, we find that for y ∈ BLε(zi), where L> 0 is any fixed constant,
Vε,Z,i(y)− 1 = Uε,zi ,aε,i (y)− 1 −
aε,i
ln R
sε
g(y, zi)
= Uε,zi ,aε,i (y)− 1 −
aε,i
ln R
sε
g(zi, zi)− aε,iln R
sε
(〈
Dg(zi, zi), y − zi
〉+O(|y − zi |2))
= Uε,zi ,aε,i (y)− 1 −
aε,i
ln R
sε
g(zi, zi)− aε,iln R
sε
〈
Dg(zi, zi), y − zi
〉+O( ε2| ln ε|
)
,
and for j = i and y ∈ BLε(zi), by (2.2)
Vε,Z,j (y) = Uε,Z,j (y)− aε,jln R
sε
g(y, zj ) = aε,jln R
sε
G¯(y, zj )
= aε,j
ln R
sε
G¯(zi, zj )+ aε,jln R
sε
〈
DG¯(zi, zj ), y − zi
〉+O( ε2| ln ε|
)
.
So, by using (2.8) we obtain
k∑
j=1
Vε,Z,j (y)− 1
= Uε,zi ,aε,i (y)− aε,i −
aε,i
ln R
sε
〈
Dg(zi, zi), y − zi
〉+ 1
ln R
sε
∑
j =i
aε,j
〈
DG¯(zi, zj ), y − zi
〉
+O
(
ε2
| ln ε|
)
, y ∈ BLε(zi). (2.10)
We list two formula in the following which will be used in next section
∂aε,i
∂zi,h
= O
(
1
| ln ε|
)
, (2.11)
∂Uε,zi ,aε,i (x)
∂zi,h
=
⎧⎪⎨
⎪⎩
aε,i
sεϕ′1(s) ln
sε
R
ϕ′1
( |x−zi |
ε
) zi,h−xh
|zi−x| +O
(∣∣ ∂aε,i
∂zi,h
∣∣), x ∈ Bsε(zi),
aε,i
s|x−z |ϕ′ (s) ln sε
zi,h−xh
|z −x| +O
(∣∣ ∂aε,i
∂z
∣∣ ln R|x−zi |
R
)
, x ∈ Ω \Bsε(zi).
(2.12)
i 1 R i i,h ln sε
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uε =
k∑
j=1
Vε,Zε,j +ωε, (2.13)
satisfying that as ε → 0, zε,j → zj ∈ Ω with zi = zj for i = j , and ‖ωε‖∞ → 0.
Remark 2.1. Let us point out that functions ∂Vε,Z,j
∂zi,h
and ∂
2Vε,Z,j
∂zi,h∂zl,h¯
, etc., belong to L∞(Ω). In fact,
∂h(y,zj )
∂zj,h
and ∂
2h(y,zj )
∂zj,h∂zj,h¯
, etc., are smooth. On the other hand, it follows from (2.7) that ∂aj
∂zi,h
and
∂2aj
∂zi,h∂zl,h¯
, etc., exist, which implies that
∂Uε,zj ,aj
∂zi,h
and
∂2Uε,zj ,aj
∂zi,h∂zl,h¯
, etc., belong to L∞(Ω). Thus the
result follows.
3. The reduction
Let
w(x) =
{
ϕ1(|x|), |x| s;
sϕ′1(s) ln
|x|
s
, |x| > s.
Then w ∈ C1(R2). Since ϕ′1(s) < 0 and ln |x|s > 0 is harmonic for |x| > s, we see that w satisfies
−w = w+, in R2. (3.1)
Moreover, since w+ is Lip-continuous, by the Schauder estimate, w ∈ C2,α for any α ∈ (0,1).
Consider the following problem:
−v − 1sv = 0, v ∈ L∞
(
R2
)
, (3.2)
where 1s = 1 in Bs(0), and 1s = 0 in R2 \Bs(0). Using w ∈ C2,α , we know that ∂w∂xi , i = 1,2, is
a solution of (3.2). We have
Proposition 3.1. Let v be a solution of (3.2). Then
v ∈ span
{
∂w
∂x1
,
∂w
∂x2
}
.
Proof. We follow the proof of Proposition 3.1 in [6] closely. See also [7].
Let μj be the eigenvalue of the Laplace–Beltrami operator on S1 with corresponding eigen-
function ξj . Then, μ0 = 0, μ1 = μ2 = 1 and μj > 1 for j  3. For any solution v of (3.2),
write
v =
∞∑
vj
(|x|)ξj( x|x|
)
.j=0
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⎧⎨
⎩−v
′′
j −
1
r
v′j +
μj
r2
vj − 1svj = 0, r > 0,
v′j (0) = 0
(3.3)
where r = |x|. Since v is bounded, we see that each vj is bounded. We claim that v0 = 0, vj = 0
for j  3 and vj = cjw′, j = 1,2.
Firstly, we consider the case j > 2. Multiplying (3.3) by rw′ and integrating in (0, r), we find
−
r∫
0
(
tv′j
)′
w′ dt −
r∫
0
tvj1sw′ dt +μj
r∫
0
vjw
′t−1 dt = 0.
Noting that
−
r∫
0
(
tv′j
)′
w′ dt = −rv′j (r)w′(r)+
r∫
0
tv′jw′′ dt
= −rv′j (r)w′(r)+
r∫
0
tv′j
(
−1
t
w′ −w+
)
dt
= −rv′j (r)w′(r)− vj (r)w′(r)+
r∫
0
vjw
′′ dt −
r∫
0
tv′jw+ dt
= −rv′j (r)w′(r)− vj (r)w′(r)−
r∫
0
vjw
′t−1 dt −
r∫
0
(tvj )
′w+ dt
and
−
r∫
0
tvj1sw′ dt = −rvj (r)w+(r)+
r∫
0
(tvj )
′w+ dt
we obtain
(
−v′j (r)w′(r)−
1
r
vj (r)w
′(r)− vj (r)w+(r)
)
r − (1 −μj )
r∫
0
vjw
′t−1 dt = 0. (3.4)
Suppose that vj = 0. We may assume that vj (0) > 0.
If vj changes sign, then we take r = r0 as the first zero point of vj . We can obtain a contra-
diction from (3.4) at r0, since vj (r0) = 0, and v′(r0) 0.
If vj > 0 in (0,+∞), we see that
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r∫
0
vjw
′t−1 dt < 0.
But, since vj is bounded, we see that as r → +∞,(
−1
r
vj (r)w
′(r)− vj (r)w+(r)
)
r = −1
r
vj (r)sϕ
′
1(s) → 0.
Moreover, since w < 0 for r > s, we obtain from (3.3) that
−v′j (r) = −
s
r
v′j (s)−
1
r
r∫
s
μjvj (t)
t
dt = O
(
ln r
r
)
.
Thus, −v′j (r)w′(r)r = O(|v′j (r)|) → 0 as r → +∞. So we also obtain a contradiction from
(3.4).
Secondly, we prove v0 = 0. Since v0 = 0 for |x| > s, v0 is bounded and radially symmetric,
we know v0 = a0 for |x| s. In particular,
v′0(s) = 0. (3.5)
Multiplying the following equation by ϕ1,
−v0 − 1sv0 = 0,
and integrating on Bs , we obtain
2πv0(s)ϕ′1(s) = 0, (3.6)
which gives v0(s) = 0. From v0(s) = v′0(s) = 0, we conclude v0 = 0 by the uniqueness of the
solution of ordinary differential equation.
Finally, we consider the case j = 1,2. In this case, μj = 1.
It is easy to see that w′ < 0 satisfies
−v′′ − 1
r
v′ + 1
r2
v − 1sv = 0.
Thus, u = vj − vj (s)w′(s)w′ satisfies
−u′′ − 1
r
u′ + 1
r2
u = 0, r > s,
and u(s) = 0. But u is bounded in R2. Thus u must be a constant. From u(s) = 0, we obtain
u = 0. 
Recall that Z = (z1, . . . , zk), and zj ∈ Ω satisfies
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where δ > 0 is a fixed small constant, and L¯ > 0 is a large constant.
Let Vε,Z,j be the function defined in (2.9). Fix p > 1. Let
Fε,Z =
{
u: u ∈ Lp(Ω),
∫
Ω
∂Vε,Z,j
∂zj,h
u = 0, j = 1, . . . , k, h = 1,2
}
,
and
Eε,Z =
{
u: u ∈ W 2,p(Ω)∩H 10 (Ω),
∫
Ω

(
∂Vε,Z,j
∂zj,h
)
u = 0, j = 1, . . . , k, h = 1,2
}
.
Note that Eε,Z ⊂ C(Ω) because p > 1.
Define Qεu as follows:
Qεu = u−
k∑
j=1
2∑
h=1
bj,hξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
, (3.8)
where the function ξ(t) is C2, satisfying ξ(t) = 1 if 0 t  1, ξ(t) = 0 if t  2 and 0 ξ  1,
the constants bj,h, j = 1, . . . , k, h = 1,2, satisfy
k∑
j=1
2∑
h=1
bj,h
∫
Ω
ξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
∂Vε,Z,i
∂zi,h¯
=
∫
Ω
u
∂Vε,Z,i
∂zi,h¯
,
for i = 1, . . . , k, h¯ = 1,2. (3.9)
Since
∫
Ω
∂Vε,Z,j
∂zj,h
Qεu = 0, the operator Qε can be regarded as a projection from Lp(Ω) to
Fε,Z . In order to show that we can solve (3.9) to obtain bj,h, we just need the following estimate
(by (2.11) and (2.12)):
∫
Ω
ξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
∂Vε,Z,i
∂zi,h¯
=
∫
B2sε(zj )
ξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
∂Uε,zi ,aε,i
∂zi,h¯
+O
(
ε
| ln ε|2
)
= c′δijhh¯
1
| ln ε|2 +O
(
ε
| ln ε|2
)
, (3.10)
where c′ > 0 is a constant, δ ¯ = 1 if i = j and h = h¯, otherwise, δ ¯ = 0.ijhh ijhh
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−ε2
(
∂Vε,Z,j
∂zj,h
)
= 1Bsε(zj )
(
∂Uε,zj ,aε,j
∂zj,h
− ∂aε,j
∂zj,h
)
,
usually, it is more convenient to define the projection Qεu as follows:
Qεu = u−
k∑
j=1
2∑
h=1
bj,h1Bsε(zj )
(
∂Uε,zj ,aε,j
∂zj,h
− ∂aε,j
∂zj,h
)
. (3.11)
See Remark 4.2. But the right-hand side of (3.11) is not a continuous function of Z. This may
cause that the error term ωε obtained in the reduction procedure in Proposition 3.6 is not a C1
function of Z. Hence, we polish the function 1Bsε(zj ) to ensure that the error term ωε is a C1
function of Z.
Let
Lεu = −ε2u− fε,k(y)u,
where fε,k(y) = 1 if ∑kj=1 Vε,Z,j (y)− 1 > 0, otherwise, fε,k(y) = 0.
We have
Lemma 3.3. Let p > 1 be fixed. There are constants c0 > 0 and ε0 > 0, such that for any ε ∈
(0, ε0], Z satisfying (3.7), u ∈ Eε,Z with QεLεu = 0 in Ω \⋃kj=1 BLε(zj ) for some L> 0 large,
then
‖QεLεu‖Lp(Ω)  c0ε
2
p ‖u‖L∞(Ω).
Proof. We will use ‖ · ‖p to denote ‖ · ‖Lp(Ω).
We argue by contradiction. Suppose that there are εn → 0, Zn satisfying (3.7), and un ∈
Eεn,Zn with QεnLεnun = 0 in Ω \
⋃k
j=1 BLεn(zj,n), such that
‖QεnLεnun‖p 
1
n
ε
2
p
n ,
and ‖un‖∞ = 1.
Firstly, we estimate bj,h,n in the following formula:
QεnLεnun = Lεnun −
k∑
j=1
2∑
h=1
bj,h,nξ
( |y − zj,n|
sεn
)
∂Uε,zj,n,aj,n
∂zj,h
. (3.12)
For each fixed i, multiplying (3.12) by ∂Vεn,Zn,i
∂zi,h¯
, noting that
∫
(QεnLεnun)
∂Vεn,Zn,i
∂zi,h¯
= 0,Ω
2752 D. Cao et al. / Advances in Mathematics 225 (2010) 2741–2785we obtain∫
Ω
unLεn
∂Vεn,Zn,i
∂zi,h¯
=
∫
Ω
(Lεnun)
∂Vεn,Zn,i
∂zi,h¯
=
k∑
j=1
2∑
h¯=1
bj,h,n
∫
B2sεn (zj,n)
ξ
( |y − zj,n|
sεn
)
∂Uεn,zj,n,aj,n
∂zj,h
∂Vεn,Zn,i
∂zi,h¯
.
Using Lemma A.1 and∫
Ω
fεn,k(y)
∂Vεn,Zn,i
∂zi,h¯
un
=
∫
Bsεn (zi,n)
∂Vεn,Zn,i
∂zi,h¯
un +O
( ∫
Bsεn(1+εσn )(zi,n)\Bsεn(1−εσn )(zi,n)
∣∣∣∣∂Vεn,Zn,i∂zi,h¯
∣∣∣∣
)
=
∫
Bsεn (zi,n)
∂Vεn,Zn,i
∂zi,h¯
un +O
(
ε1+σn
| ln εn|
)
,
we obtain by using (2.11) and (2.12) that∫
Ω
(
−ε2n
(
∂Vεn,Zn,i
∂zi,h¯
)
− fεn,k(y)
∂Vεn,Zn,i
∂zi,h¯
)
un
=
∫
Bsεn (zi,n)
(
∂Uεn,zi,n,aεn,i
∂zi,h¯
− ∂aεn,i,n
∂zi,h¯
)
un
−
∫
Bsεn (zi,n)
∂Vεn,Zn,i
∂zi,h¯
un +O
(
ε1+σn
| ln εn|
)
= O
(
ε1+σn
| ln εn|
)
,
which, together with (3.10), implies
bi,h,n = O
(
ε1+σn | ln εn|
)
.
Therefore,
k∑
j=1
2∑
h=1
bj,h,nξ
( |y − zj,n|
sεn
)
∂Uεn,zj,n,aj,n
∂zj,h
= O
(
k∑ 2∑
|bj,h,n|
1B2sεn (zj,n)
εn| ln εn|
)
= O(ε 2p +σn ), in Lp(Ω).j=1 h=1
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Lεnun = QεnLεnun +O
(
ε
2
p
+σ
n
)= o(ε 2pn ), in Lp(Ω).
For any fixed i, define
u˜i,n(y) = un(εny + zi,n).
Let
L˜nu = −u− fεn,k(εny + zi,n)u.
Then
ε
2
p
n ‖L˜nu˜i,n‖p = ‖Lεnun‖p.
As a result,
L˜εn u˜i,n = o(1), in Lp(Ωn),
where Ωn = {y: εny + zi,n ∈ Ω}.
Since ‖u˜i,n‖∞ = 1, by the Lp estimate, u˜i,n is bounded in W 2,ploc (R2). Thus, we may assume
that
u˜i,n → ui, in Cloc
(
R2
)
. (3.13)
Then, by Lemma A.1, ui satisfies
−ui − 1sui = 0,
which, together with Proposition 3.1, gives
ui = c1 ∂w
∂x1
+ c2 ∂w
∂x2
. (3.14)
Since ∫
Ω

(
∂Vεn,Zn,i
∂zi,h
)
un = 0,
we have ∫
Bs(0)
∂ϕ1
∂zh
ui = 0,
which, together with (3.14), gives ui = 0. Thus, by (3.13),
2754 D. Cao et al. / Advances in Mathematics 225 (2010) 2741–2785‖un‖L∞(BLεn (zi,n)) = o(1),
for any L> 0.
By assumption,
QεnLεnun = 0, in Ω \
k⋃
i=1
BLεn(zi,n).
On the other hand, by Lemma A.1,
(
k∑
j=1
Vεn,Zn,j − 1
)
+
= 0, y ∈ Ω \
k⋃
i=1
BLεn(zi,n).
Thus, we find
−ε2nun = 0, y ∈ Ω \
k⋃
i=1
BLεn(zi,n),
which gives
−un = 0, y ∈ Ω \
k⋃
i=1
BLεn(zi,n).
However, un = 0 on ∂Ω and un = o(1) on ∂BLεn(zi,n), i = 1, . . . , k. So we have
un = o(1).
This is a contradiction. 
Proposition 3.4. QεLε is one to one and onto from Eε,Z to Fε,Z .
Proof. Suppose that QεLεu = 0. Then, by Lemma 3.3, u = 0. Thus, QεLε is one to one.
Next, we prove that QεLε is an onto map.
Let
E˜ =
{
u: u ∈ H 10 (Ω),
∫
Ω
D
∂Vε,Z,j
∂zjh
Du = 0, j = 1, . . . , k, h = 1,2
}
.
Note that Eε,Z = E˜ ∩W 2,p(Ω). For any h˜ ∈ Fε,Z , by the Riesz representation theorem, there
is a unique u ∈ H 10 (Ω), such that
ε2
∫
DuDφ =
∫
h˜φ, ∀φ ∈ H 10 (Ω). (3.15)
Ω Ω
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that u ∈ W 2,p(Ω). As a result, u ∈ Eε,Z . Thus, we see that Qε(−ε2) = −ε2 is an one to one
and onto map from Eε,Z to Fε,Z . On the other hand, QεLεu = h is equivalent to
u = ε−2(−Qε)−1
[
Qε
(
fε,k(y)u
)]+ ε−2(−Qε)−1h, u ∈ Eε,Z. (3.16)
It is easy to check that ε−2(−Qε)−1[Qε(fε,k(y)u)] is a compact operator in Eε,Z . By the
Fredholm alternative, (3.16) is solvable if and only if
u = ε−2(−Qε)−1
[
Qε
(
fε,k(y)u
)]
has trivial solution, which is true since QεLε is a one to one map. Thus the result follows. 
From
Lεω = −ε2ω − fε,k(y)ω = lε +Rε(ω),
we obtain
QεLεω = Qεlε +QεRε(ω), (3.17)
where
lε =
(
k∑
j=1
Vε,Z,j − 1
)
+
−
k∑
j=1
(Uε,zj ,aε,j − aε,j )+ (3.18)
and
Rε(ω) =
(
k∑
j=1
Vε,Z,j − 1 +ω
)
+
−
(
k∑
j=1
Vε,Z,j − 1
)
+
− fε,k(y)ω. (3.19)
Using Proposition 3.4, we can rewrite (3.17) as
ω = Gεω =: (QεLε)−1Qε
(
lε +Rε(ω)
)
. (3.20)
Remark 3.5. It is easy to see that ‖Rε(ω)‖L∞(Ω) may not be of a higher order term of ‖ω‖L∞(Ω).
This is the reason why we choose different norms in the estimate of Lemma 3.3.
The next proposition enables us to reduce the problem of finding a solution for (1.2) to a finite
dimensional problem.
Proposition 3.6. There is an ε0 > 0, such that for any ε ∈ (0, ε0] and Z satisfying (3.7), (3.17)
has a unique solution ωε ∈ Eε,Z , with
‖ωε‖∞ = O
(
ε
| ln ε|
)
.
2756 D. Cao et al. / Advances in Mathematics 225 (2010) 2741–2785Proof. It follows from Lemma A.1 that if L> s, ε is small then
(
k∑
j=1
Vε,Z,j − 1
)
+
= 0, y ∈ Ω \
k⋃
j=1
BLε(zj ).
Let
M = Eε,Z ∩
{‖ω‖∞  ε}.
It is easy to see that Gε is a map from Eε,Z to Eε,Z . We will show that Gε is a contraction
map from M to M .
Step 1. Gε is map from M to M .
For any ω ∈ M , similar to Lemma A.1, it is easy to prove that for large L> 0, ε is small
(
k∑
j=1
Vε,Z,j − 1 +ω
)
+
= 0, in Ω \
k⋃
j=1
BLε(zj ). (3.21)
Note also that for any u ∈ L∞(Ω),
Qεu = u, in Ω \
k⋃
j=1
BLε(zj ).
Therefore, using Lemma A.1, (3.18) and (3.19), we find that for any ω ∈ M ,
Qεlε +QεRε(ω) = lε +Rε(ω) = 0, in Ω \
k⋃
j=1
BLε(zj ).
So, we can apply Lemma 3.3 to obtain
∥∥(QεLε)−1(Qεlε +QεRε(ω))∥∥∞  Cε− 2p ∥∥Qεlε +QεRε(ω)∥∥p.
Thus, for any ω ∈ M , we have
∥∥Gε(ω)∥∥∞ = ∥∥(QεLε)−1Qε(lε +Rε(ω))∥∥∞
 Cε−
2
p
∥∥Qε(lε +Rε(ω))∥∥p. (3.22)
It follows from (3.9)–(3.10) that the constant bj,h, corresponding to u ∈ L∞(Ω), satisfies
|bj,h| C| ln ε|2
∑
i,h¯
∫
Ω
∣∣∣∣∂Vε,Z,i∂zi,h¯
∣∣∣∣|u|.
Since
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k⋃
j=1
BLε(zj ),
we find that the constant bj,h, corresponding to lε +Rε(ω) satisfies
|bj,h| C| ln ε|2
∑
i,h¯
(
k∑
j=1
∫
BLε(zj )
∣∣∣∣∂Vε,Z,i∂zi,h¯
∣∣∣∣∣∣lε +Rε(ω)∣∣
)
 Cε
2(p−1)
p
−1| ln ε|∥∥lε +Rε(ω)∥∥p.
As a result,
∥∥Qε(lε +Rε(ω))∥∥p

∥∥lε +Rε(ω)∥∥p +C∑
j,h
|bj,h|
∥∥∥∥ξ
( |x − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
∥∥∥∥
p

∥∥lε +Rε(ω)∥∥p +C∑
j,h
|bj,h| ε
2
p
ε| ln ε|
 C‖lε‖p +C
∥∥Rε(ω)∥∥p.
From Lemma A.1 and (2.10), we can deduce
‖lε‖p =
( ∫
⋃k
j=1 BLε(zj )
|lε|p
) 1
p
=
(
k∑
j=1
∫
BLε(zj )
∣∣∣∣
(
Uε,zj ,aε,j − aε,j +O
(
ε
| ln ε|
))
+
− (Uε,zj ,aε,j − aε,j )+
∣∣∣∣p
) 1
p
 Cε
2
p
ε
| ln ε| .
Now, we estimate ‖Rε(ω)‖p . Denote
Sε,1 =
{
y:
k∑
j=1
Vε,Z,j > 1
}
.
Then, by Lemma A.1,
Sε,1 ⊂
k⋃
Bsε(1+εσ )(zj ),
j=1
2758 D. Cao et al. / Advances in Mathematics 225 (2010) 2741–2785for some small σ > 0. Let
S˜ε,1 =
{
y:
k∑
j=1
Vε,Z,j +ω > 1
}
∩ Sε,1.
For any y ∈ Bsε(1−εσ )(zi), similar to the proof of Lemma A.1, using the assumption that
‖ω‖∞  ε, we find
k∑
j=1
Vε,Z,j − 1 +ω =
k∑
j=1
Vε,Z,j − 1 +O(ε)
= aε,i
sϕ′1(s) ln
sε
R
ϕ1
( |y − zi |
ε
)
+O(ε) > 0.
So, we see
Sε,1 \ S˜ε,1 ⊂
k⋃
j=1
(
Bsε(1+εσ )(zj ) \Bsε(1−εσ )(zj )
)
.
As a result,
|Sε,1 \ S˜ε,1| Cε2+σ .
By definition, we see that if y ∈ S˜ε,1, then Rε(ω) = 0. On the other hand, if y ∈ Sε,1 \ S˜ε,1,
then
ω(y) < 1 −
k∑
j=1
Vε,Z,j < 0,
which gives
∣∣∣∣∣1 −
k∑
j=1
Vε,Z,j
∣∣∣∣∣ |ω|.
So, we obtain
∫
Sε,1
∣∣Rε(ω)∣∣p = ∫
Sε,1\S˜ε,1
∣∣Rε(ω)∣∣p  C ∫
Sε,1\S˜ε,1
(∣∣∣∣∣1 −
k∑
j=1
Vε,Z,j
∣∣∣∣∣
p
+ |ω|p
)
 C‖ω‖p∞|Sε,1 \ S˜ε,1| Cε2+σ ‖ω‖p∞.
Similarly, let
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{
y:
k∑
j=1
Vε,Z,j  1
}
and
S˜ε,2 =
{
y:
k∑
j=1
Vε,Z,j +ω 1
}
∩ Sε,2.
Then, ∫
Sε,2
∣∣Rε(ω)∣∣p  C‖ω‖p∞|Sε,2 \ S˜ε,2| Cε2+σ‖ω‖p∞.
Thus, we obtain
∥∥Rε(ω)∥∥p  Cε 2+σp ‖ω‖∞. (3.23)
Therefore, in view of ‖ω‖∞  ε,
∥∥Gε(ω)∥∥∞  Cε− 2p (‖lε‖p + ∥∥Rε(ω)∥∥p)
 C
(
ε
| ln ε| + ε
σ
p ‖ω‖∞
)
 Cε| ln ε| . (3.24)
Thus, Gε maps M to M .
Step 2. Gε is a contraction map.
In fact, for any ωi ∈ M , i = 1,2, we have
Gεω1 −Gεω2 = (QεLε)−1Qε
(
Rε(ω1)−Rε(ω2)
)
.
Noting that
Rε(ω1) = Rε(ω2) = 0, in Ω \
k⋃
j=1
BLε(zj ),
we can deduce as in Step 1 that
‖Gεω1 −Gεω2‖∞  Cε−
2
p
∥∥Rε(ω1)−Rε(ω2)∥∥p.
We have
Rε(ω1)−Rε(ω2)
=
(
k∑
Vε,Z,j − 1 +ω1
)
−
(
k∑
Vε,Z,j − 1 +ω2
)
− fε,k(y)(ω1 −ω2).j=1 + j=1 +
2760 D. Cao et al. / Advances in Mathematics 225 (2010) 2741–2785Suppose that y ∈ Sε,1. We next estimate Rε(ω1)−Rε(ω2) by the following three cases:
Case 1.
∑k
j=1 Vε,Z,j (y)− 1 +ωi(y) 0, i = 1,2.
In this case we have Rε(ω1)−Rε(ω2) = 0.
Case 2.
∑k
j=1 Vε,Z,j (y)− 1 +ω1(y) 0 and
∑k
j=1 Vε,Z,j (y)− 1 +ω2(y) < 0.
In this case we have
0
k∑
j=1
Vε,Z,j (y)− 1 +ω1(y) ω1(y)−ω2(y).
As a result,
∣∣Rε(ω1)−Rε(ω2)∣∣ k∑
j=1
Vε,Z,j (y)− 1 +ω1(y)+ |ω1 −ω2| 2|ω1 −ω2|.
Case 3.
∑k
j=1 Vε,Z,j (y)− 1 +ω1(y) < 0 and
∑k
j=1 Vε,Z,j (y)− 1 +ω2(y) 0.
In this case we have
∣∣Rε(ω1)−Rε(ω2)∣∣ k∑
j=1
Vε,Z,j (y)− 1 +ω2(y)+ |ω1 −ω2| 2|ω1 −ω2|.
Thus, similar to Step 1, we can deduce
∫
Sε,1
∣∣Rε(ω1)−Rε(ω2)∣∣p = o(ε2)‖ω1 −ω2‖p∞.
Similarly,
∫
Sε,2
∣∣Rε(ω1)−Rε(ω2)∣∣p = o(ε2)‖ω1 −ω2‖p∞.
So, we have proved
‖Gεω1 −Gεω2‖∞  Cε−
2
p
∥∥Rε(ω1)−Rε(ω2)∥∥p = o(1)‖ω1 −ω2‖∞.
Combining Step 1 and Step 2, we have proved that Gε is a contraction map from M to M . By
the contraction mapping theorem, there is an ωε ∈ M , such that ωε = Gεωε . Moreover, it follows
from (3.24) that
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Thus we have proved Proposition 3.6. 
To end this section, we will show that the map ωε obtained in Proposition 3.6 is a C1 map of
Z in H 10 (Ω).
Lemma 3.7. Let ωε be the function obtained in Proposition 3.6. Then ωε is a C1 map of Z in the
norm of H 10 (Ω), and ∥∥∥∥ ∂ωε∂zj,h
∥∥∥∥∞ = O
(
1
ε1−σ | ln ε|
)
,
where σ > 0 is a small constant. Moreover, ωε is continuous in the norm of L∞(Ω).
Let e be a unit vector in R2k . For any function vε,Z(y), denote
dvε,Z(y) = vε,Z+de(y)− vε,Z(y)
d
, d = 0.
The difficulty to prove Lemma 3.7 is that the functional
∫
Ω
(u − 1)+ϕ is not differentiable in
every point of H 10 (Ω), where ϕ is a fixed function in H
1
0 (Ω). The following two lemmas will
play an essential role here.
Lemma 3.8. Let u ∈ H 10 (Ω). Then, for d small
d(u− 1)+ = 1{u>1}du+O
(
1Kd
∣∣du∣∣),
where Kd = {y: d(y, {u = 1}) < d}.
Proof. It is easy to see that
d(u− 1)+ = 1{u>1}\Kddu, if y ∈ Ω \Kd.
Using |w+ − v+| |w − v|, we find
d(u− 1)+ = O
(
1Kd
∣∣du∣∣), if y ∈ Kd.
Thus, the result follows. 
From Lemma 3.8, we see that if the measure of {u = 1} is zero, then, as d → 0, 1Kd → 0
almost everywhere in Ω .
As a result
d(u− 1)+ ≈ 1{u>1}du.
2762 D. Cao et al. / Advances in Mathematics 225 (2010) 2741–2785We will apply Lemma 3.8 to the function
∑k
j=1 Vε,Z,j + ωε , where ωε is the function obtained
in Proposition 3.6. So, we need
Lemma 3.9. Let ωε be the function obtained in Proposition 3.6. Then the measure of the set
{∑kj=1 Vε,Z,j +ωε − 1 = 0} is zero.
Proof. Denote
Vε,Z =
k∑
j=1
Vε,Z,j .
We know that Vε,Z +ωε satisfies
−ε2(Vε,Z +ωε)− (Vε,Z +ωε − 1)+ =
k∑
j=1
2∑
h=1
bjhξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
, (3.25)
for some constants bjh.
We use mS to denote the measure of a set S.
Since
(Vε,Z +ωε − 1) = 0, a.e. in {Vε,Z +ωε − 1 = 0},
we obtain from (3.25) that
2∑
h=1
bjhξ
( |x − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
= 0, a.e. in {Vε,Z +ωε − 1 = 0} ∩B2sε(zj ).
Using (2.11) and (2.12) we find that if
m{Vε,Z +ωε − 1 = 0} ∩B2sε(zj ) > 0,
for some j , then
bjh = 0, h = 1,2.
We assume that zjs , s = 1, . . .m, are all the points with
m{Vε,Z +ωε − 1 = 0} ∩B2sε(zjs ) = 0. (3.26)
Then from (3.25), we obtain
−ε2(Vε,Z +ωε − 1)− (Vε,Z +ωε − 1)+ = 0, in Ω \
m⋃
B2sε(zjs ).
s=1
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with (3.26), gives the result. 
Proof of Lemma 3.7. We use ωε,Z instead of ωε to denote the function obtained in Proposi-
tion 3.6.
Step 1. ωε,Z is continuous in the norm of H 1(Ω).
By Proposition 3.6, ωε,Z is uniformly bounded in L∞(Ω) for all Z. Thus, it follows from
(3.25), ωε,Z is uniformly bounded in H 1(Ω) for all Z.
Let Z0 be a fixed point and Z → Z0. Then, for any sequence Zj → Z0, there is a subsequence,
still denoted by Zj , such that
ωε,Zj ⇀ ω0, weakly in H
1(Ω),
and
ωε,Zj → ω0, strongly in L2(Ω).
Using (3.25) (with Z replaced by Zj ), we can easily deduce that
ωε,Zj → ω0, strongly in H 1(Ω),
ω0 ∈ Eε,Z0 , and ω0 satisfying (3.25) with Z replaced by Z0. By the uniqueness, ω0 = ωε,Z0 .
Using the equation again and the Lp estimate, we find ωε,Z → ωε,Z0 strongly in W 2,2(Ω) as
Z → Z0, which implies that ωε,Z → ωε,Z0 strongly in both H 1(Ω) and L∞(Ω) as Z → Z0.
Step 2. ∂ωε,Z
∂zj,h
exists and is continuous in the norm of H 1(Ω).
Note that the constants bjh in (3.25) are determined by the following system:
k∑
j=1
2∑
h=1
bjh
∫
Ω
ξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
∂Vε,Z,i
∂zi,h¯
= ε2
∫
Ω
D(Vε,Z +ωε,Z)D ∂Vε,Z,i
∂zi,h¯
−
∫
Ω
(Vε,Z +ωε,Z − 1)+ ∂Vε,Z,i
∂zi,h¯
=
∫
Ω
(
k∑
j=1
(Uε,zj ,aε,j − aε,j )+ − (Vε,Z +ωε,Z − 1)+
)
∂Vε,Z,i
∂zi,h¯
, (3.27)
where in the last relation, we have used ωε,Z ∈ Eε,Z .
Using Lemma A.1 and (2.10), we obtain
∫
Ω
(
k∑
j=1
(Uε,zj ,aε,j − aε,j )+ − (Vε,Z +ωε,Z − 1)+
)
∂Vε,Z,i
∂zi,h¯
=
k∑
l=1
∫ ( k∑
j=1
(Uε,zj ,aε,j − aε,j )+ − (Vε,Z +ωε,Z − 1)+
)
∂Vε,Z,i
∂zi,h¯
BLε(zl)
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k∑
l=1
∫
BLε(zl)
(
k∑
j=1
(Uε,zj ,aε,j − aε,j )+ − (Vε,Z − 1)+
)
∂Vε,Z,i
∂zi,h¯
+O
(
‖ωε,Z‖∞
k∑
l=1
∫
BLε(zl)
∣∣∣∣∂Vε,Z,i∂zi,h¯
∣∣∣∣
)
=
((
ε
| ln ε| + ‖ωε,Z‖∞
)
1
ε| ln ε|
)
ε2. (3.28)
So, combining (3.28) and (3.27), using (3.10), we are led to
bjh = O
((
ε
| ln ε| + ‖ωε,Z‖∞
)
1
ε| ln ε|
)
ε2| ln ε|2 = O(ε2). (3.29)
Taking the quotient in (3.27), we see that dbjh is determined by
k∑
j=1
2∑
h=1
(
dbjh
)∫
Ω
ξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
∂Vε,Z,i
∂zi,h¯
= −
k∑
j=1
2∑
h=1
bjh
−d
(∫
Ω
ξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
∂Vε,Z,i
∂zi,h¯
)
+d
(∫
Ω
(
k∑
j=1
(Uε,zj ,aε,j − aε,j )+ − (Vε,Z +ωε,Z − 1)+
)
∂Vε,Z,i
∂zi,h¯
)
. (3.30)
Solving (3.30), we obtain
dbjh = O
(
|bjh| 1
ε| ln ε|2
)
| ln ε|2
+O
(∣∣∣∣∣
∫
Ω
d
[(
k∑
j=1
(Uε,zj ,aε,j − aε,j )+ − (Vε,Z +ωε,Z − 1)+
)
∂Vε,Z,i
∂zi,h¯
]∣∣∣∣∣
)
| ln ε|2.
(3.31)
Using Lemma 3.8, we find
d
(
k∑
j=1
(Uε,zj ,aε,j − aε,j )+ − (Vε,Z +ωε,Z − 1)+
)
=
k∑
j=1
1Bsε(zj )
dUε,zj ,aε,j +O
(
k∑
j=1
1{sε−d|y−zj |sε+d}
∣∣dUε,zj ,aε,j ∣∣+ 1| ln ε|
)
− 1{V +ω >1}d(Vε,Z +ωε,Z)+O
(
1K
∣∣d(Vε,Z +ωε,Z)∣∣), (3.32)ε,Z ε,Z ε,d
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Using Lemma A.1, we can deduce from (3.32)
d
(
k∑
j=1
(Uε,zj ,aε,j − aε,j )+ − (Vε,Z +ωε,Z − 1)+
)
= −
k∑
j=1
1Bsε(zj )
dωε,Z +O
(
k∑
j=1
1Bsε(1+εσ )(zj )\Bsε(1−εσ )(zj )
(
1
ε| ln ε| +
∣∣dωε,Z∣∣)
)
+O
(
1Kε,d
(
1
ε| ln ε| +
∣∣dωε,Z∣∣)+ 1{sε−d|y−zj |sε+d} 1ε| ln ε| + 1| ln ε|
)
. (3.33)
Inserting (3.33) into (3.31), we obtain
dbjh = O
(∣∣∣∣∣
k∑
j=1
∫
Ω
1Bsε(zi )
d(ωε,Z)
∂Vε,Z,i
∂zi,h¯
∣∣∣∣∣
)
| ln ε|2
+O
(
εσ + ε1+σ | ln ε|∥∥dωε,Z∥∥∞ + oε,d(1)
(
1
ε2
+ | ln ε|
∥∥dωε,Z∥∥∞
ε
))
,
(3.34)
where oε,d(1) → 0 as d → 0 for each fixed ε > 0.
Taking d in
∫
Ω
ωε,Z(−ε2∂Vε,Z,i∂zi,h¯ ) = 0, we obtain
∫
Ω
dωε,Z
(
−ε2∂Vε,Z,i
∂zi,h¯
)
= −
∫
Ω
ωε,Z
−d
(
−ε2∂Vε,Z,i
∂zi,h¯
)
= −
∫
Ω
ωε,Z
−d
(
1Bsε(zi )
(
∂Uε,zi ,aε,i
∂zi,h¯
− ∂aε,i
∂zi,h¯
))
= −
∫
Ω
ωε,Z
(
∂Uε,zi ,aε,i
∂zi,h¯
− ∂aε,i
∂zi,h¯
)
−d1Bsε(zi ) +
∫
Ω
1Bsε(zi )ωε,Z
−d
(
∂Uε,zi ,aε,i
∂zi,h¯
− ∂aε,i
∂zi,h¯
)
= O
( ∫
∂Bsε(zi )
∣∣∣∣ωε,Z
(
∂Uε,zi ,aε,i
∂zi,h¯
− ∂aε,i
∂zi,h¯
)∣∣∣∣+ ‖ωε,Z‖∞| ln ε|
)
= O
(‖ωε,Z‖∞
| ln ε|
)
= O
(
ε
| ln ε|2
)
.
(3.35)
As a result,
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∫
Ω
1Bsε(zi )
d(ωε,Z)
∂Vε,Z,i
∂zi,h¯
=
∫
Ω
1Bsε(zi )
d(ωε,Z)
(
∂Uε,zi ,aε,i
∂zi,h¯
− ∂aε,i
∂zi,h¯
)
+O
(
ε2‖dωε,Z‖∞
| ln ε|
)
=
∫
Ω
dωε,Z
(
−ε2∂Vε,Z,i
∂zi,h¯
)
+O
(
ε2‖dωε,Z‖∞
| ln ε|
)
= O
(
ε
| ln ε|2 +
ε2‖dωε,Z‖∞
| ln ε|
)
. (3.36)
Combining (3.36) and (3.34), we obtain
dbjh = O
(
εσ + ε1+σ | ln ε|∥∥dωε,Z∥∥∞ + oε,d(1)
(
1
ε2
+ | ln ε|‖
dωε,Z‖∞
ε
))
. (3.37)
By Lemma 3.8, we find
−ε2(dωε,Z)− 1Kεdωε,Z
= ε2(dVε,Z)+ 1KεdVε,Z +O(1Kε,d ∣∣d(Vε,Z +ωε,Z)∣∣)
+d
(
k∑
j=1
2∑
h=1
bjhξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
)
, (3.38)
where
Kε = {y: Vε,Z +ωε,Z > 1},
and Kε,d = {y: d(y, {Vε,Z +ωε,Z = 1}) < d}. By Lemma 3.9, mKε,d → 0 as d → 0.
The function dωε,Z may not be in Eε,Z . We make the following decomposition:
dωε,Z = ω∗ε +
k∑
j=1
2∑
h=1
cjhξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
, (3.39)
where ω∗ε ∈ Eε,Z and cjh is determined by
k∑
j=1
2∑
h=1
cjh
∫
Ω
ξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
(
−ε2∂Vε,Z,i
∂zi,h¯
)
=
∫
Ω
dωε,Z
(
−ε2∂Vε,Z,i
∂zi,h¯
)
.
Using (3.35), and
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Ω
ξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
(
−ε2∂Vε,Z,i
∂zi,h¯
)
=
∫
Ω
∂Uε,zj ,aε,j
∂zj,h
(
∂Uε,zi ,aε,i
∂zj,h¯
− ∂aε,i
∂zj,h¯
)
= (c′ + o(1))δijhh¯ 1| ln ε|2
for some c′ > 0, we find that cjh in (3.39) satisfies
cjh = O
(
ε
| ln ε|2
)
| ln ε|2 = O(ε). (3.40)
Inserting (3.39) into (3.38), we find
−ε2ω∗ε − 1Kεω∗ε
= ε2
(
k∑
j=1
2∑
h=1
cjhξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
)
+ 1Kε
k∑
j=1
2∑
h=1
cjhξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
+ ε2(dVε,Z)+ 1KεdVε,Z +O(1Kε,d ∣∣d(Vε,Z +ωε,Z)∣∣)
+d
(
k∑
j=1
2∑
h=1
bjhξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
)
. (3.41)
Using Lemma 3.3, (3.40), (3.29) and (3.37), we obtain
∥∥ω∗ε∥∥∞  Cε−2/p
(
Cε2/p
k∑
j=1
2∑
h=1
|cjh| 1
ε| ln ε| +
ε2/p
ε1−σ | ln ε|
+C(mKε,d)1/p
(
1
ε| ln ε| +
∥∥dωε,Z∥∥∞
)
+Cε2/p
k∑
j=1
2∑
h=1
(
|bjh| 1
ε2| ln ε| +
∣∣dbjh∣∣ 1
ε| ln ε|
))
 C
ε1−σ | ln ε| + oε,d(1)
(
1
ε2
+ | ln ε|‖ω
∗
ε‖∞
ε
)
,
where oε,d(1) → 0 as d → 0 for each fixed ε > 0. So, if d > 0 is small enough, we obtain
∥∥ω∗ε∥∥∞  Cε1−σ | ln ε| + oε,d(1) 1ε2 .
As a result,
∥∥dωε,Z∥∥∞  ∥∥ω∗ε∥∥∞ + C  C1−σ + oε,d(1) 12 , (3.42)| ln ε| ε | ln ε| ε
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we obtain
‖Deωε,Z‖∞  C
ε1−σ | ln ε| .
Letting d → 0 in (3.38), we find that Deωε,Z satisfies
−ε2(Deωε,Z)− 1KεDeωε,Z
= ε2(DeVε,Z)+ 1KεDeVε,Z
+De
(
k∑
j=1
2∑
h=1
bjhξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
)
. (3.43)
To prove that Deωε,Z is continuous in H 1(Ω), similar to (3.39), we decompose Deωε,Z as
follows:
Deωε,Z = ω∗∗ε +
k∑
j=1
2∑
h=1
cjhξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
, (3.44)
where ω∗∗ε ∈ Eε,Z and cjh is determined by
k∑
j=1
2∑
h=1
cjh
∫
Ω
ξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
(
−ε2∂Vε,Z,i
∂zi,h¯
)
=
∫
Ω
Deωε,Z
(
−ε2∂Vε,Z,i
∂zi,h¯
)
= −
∫
Bsε(zi )
ωε,ZDe
(
∂Uε,zi ,aε,i
∂zi,h¯
− ∂aε,i
∂zi,h¯
)
−
∫
∂Bsε(zi )
ωε,Z
(
∂Uε,zi ,aε,i
∂zi,h¯
− ∂aε,i
∂zi,h¯
)
〈n, e〉.
(3.45)
So we see that cjh is uniquely determined by ωε,Z . Since ωε,Z is continuous in L∞(Ω), we
obtain from (3.45) that cjh is continuous. Thus, to prove that Deωε,Z is continuous in H 1(Ω),
we just need to show that ω∗∗ε is continuous in H 1(Ω).
Using (3.43), ω∗∗ε satisfies
−ε2ω∗∗ε − 1Kεω∗∗ε = ε2
(
De
(
Vε,Z +
k∑
j=1
2∑
h=1
cjhξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
))
+ 1Kε
(
Vε,Z +
k∑ 2∑
cjhξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
)
j=1 h=1
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(
k∑
j=1
2∑
h=1
bjhξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
)
. (3.46)
To prove that ω∗∗ε is continuous in H 1(Ω), we just need to show the uniqueness of the solution
for (3.46) in Eε,Z .
Note that bjh is uniquely determined by ωε,Z (see (3.27)), while Debjh is determined by
k∑
j=1
2∑
h=1
(Debjh)
∫
Ω
ξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
∂Vε,Z,i
∂zi,h¯
= −
k∑
j=1
2∑
h=1
bjhDe
(∫
Ω
ξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zj,h
∂Vε,Z,i
∂zi,h¯
)
+De
∫
Ω
(
k∑
j=1
(Uε,zj ,aε,j − aε,j )+
∂Vε,Z,i
∂zi,h¯
)
−
∫
Ω
(Vε,Z +ωε,Z − 1)+De
(
∂Vε,Z,i
∂zi,h¯
)
−
∫
Ω
1{Vε,Z+ωε,Z−1>0}De(Vε,Z)
∂Vε,Z,i
∂zi,h¯
−
∫
Ω
1{Vε,Z+ωε,Z−1>0}
k∑
j=1
2∑
h=1
cjhξ
( |y − zj |
sε
)
∂Uε,zj ,aε,j
∂zjh
∂Vε,Z,i
∂zi,h¯
−
∫
Ω
1{Vε,Z+ωε,Z−1>0}ω∗∗ε
∂Vε,Z,i
∂zi,h¯
. (3.47)
Note that all the terms except the last one in the right-hand side of (3.47) do not depend
on ω∗∗ε . From (3.47), Debjh is a linear combination of
∫
Ω
1{Vε,Z+ωε,Z−1>0}ω∗∗ε
∂Vε,Z,i
∂zi,h¯
, together
with a term which is independent of ω∗∗ε .
On the other hand, for any ωε ∈ Eε,Z , we have∫
Ω
1{Vε,Z+ωε−1>0}ωε
∂Vε,Z,i
∂zi,h¯
=
∫
Ω
(1{Vε,Z+ωε−1>0} − 1Bsε(zi ))ωε
∂Vε,Z,i
∂zi,h¯
+O
(
ε2
| ln ε|
)
‖ωε‖∞
= O
(
ε1+σ
| ln ε|
)
‖ωε‖∞, (3.48)
where σ > 0 is a small constant. In (3.48), we have used
∫
1Bsε(zj )ωε
∂Vε,Z,j
∂zj,h
=
∫
1Bsε(zj )
(
∂Uε,zj ,aε,j
∂zj,h
− ∂aε,j
∂zj,h
)
ωε +O
(
ε2
| ln ε| ‖ωε‖∞
)Ω Ω
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∫
Ω

(
∂Vε,Z,j
∂zjh
)
ωε +O
(
ε2
| ln ε| ‖ωε‖∞
)
= O
(
ε3
| ln ε|2
)
,
(3.49)
since ωε ∈ Eε,Z .
Suppose that (3.46) has two solutions ω∗∗ε,1 and ω∗∗ε,2 in Eε,Z . Then ω =: ω∗∗ε,1 −ω∗∗ε,2 satisfies
−ε2ω − 1Kεω = O
(∣∣De(b∗jh,1 − b∗jh,2)∣∣) 1ε| ln ε| ,
where b∗jh,l is the constant corresponding to ω∗∗ε,l , l = 1,2. But from (3.47) and (3.48),
∣∣De(b∗jh,1 − b∗jh,2)∣∣= O
(
ε1+σ
| ln ε|
)
‖ω‖∞| ln ε|2 = O
(
ε1+σ | ln ε|)‖ω‖∞.
So, we see that ω satisfies
−ε2ω − 1Kεω = O
(
ε1+σ | ln ε|)‖ω‖∞ 1
ε| ln ε| = O
(
εσ
)‖ω‖∞, (3.50)
and from (3.46), the right-hand side of (3.50) has support in ⋃kj=1 BLε(zj ).
Thus, from Lemma 3.3,
‖ω‖∞ O
(
εσ
)‖ω‖∞,
which implies ω ≡ 0. 
4. Proof of the main result
In this section, we will choose Z, such that
∑k
j=1 Vε,Z,j + ωε , where ωε is the map obtained
in Proposition 3.6, is a solution of (1.2).
Define
I (u) = ε
2
2
∫
Ω
|Du|2 − 1
2
∫
Ω
(u− 1)2+,
K(Z) = I
(
k∑
j=1
Vε,Z,j +ωε
)
.
It follows from Lemma 3.7 that K(Z) is a C1 function of Z.
The next result shows how to choose Z:
Lemma 4.1. If Z is a critical point of K(Z), then ∑k Vε,Z,j +ωε is a solution of (1.2).j=1
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〈
I ′
(
k∑
j=1
Vε,Z,j +ωε
)
, ϕ
〉
=
k∑
i=1
2∑
h¯=1
bih¯
∫
B2sε(zi )
ξ
( |y − zi |
sε
)
∂Uε,zi ,aε,i
∂zi,h¯
ϕ, ∀ϕ ∈ H 10 (Ω). (4.1)
We only need to choose Z, such that the corresponding constants bjh in (4.1) are all zero.
Suppose that Z is a critical point of K(Z). Then from (4.1) and Lemma 3.7,
0 = ∂K(Z)
∂zj,h
=
〈
I ′
(
k∑
l=1
Vε,Z,l +ωε
)
,
∂
∂zj,h
(
k∑
l=1
Vε,Z,l +ωε
)〉
=
k∑
i=1
2∑
h¯=1
bih¯
∫
B2sε(zi )
ξ
( |y − zi |
sε
)
∂Uε,zi ,aε,i
∂zi,h¯
∂
∂zj,h
(
k∑
l=1
Vε,Z,l +ωε
)
=
k∑
i=1
2∑
h¯=1
bih¯
(
c + o(1))δijhh¯ 1| ln ε|2 +O
(
ε
| ln ε|
k∑
i=1
2∑
h¯=1
|bjh¯|
∥∥∥∥ ∂ωε∂zj,h
∥∥∥∥∞
)
=
k∑
i=1
2∑
h¯=1
bih¯
(
c + o(1))δijhh¯ 1| ln ε|2 +O
(
εσ
| ln ε|2
k∑
i=1
2∑
h¯=1
|bjh¯|
)
, (4.2)
from which, we can deduce bjh = 0. 
Remark 4.2. To estimate〈
I ′
(
k∑
j=1
Vε,Z,j +ωε
)
,
∂ωε
∂zj,h
〉
=
k∑
i=1
2∑
h¯=1
bih¯
∫
B2sε(zi )
ξ
( |y − zi |
sε
)
∂Uε,zi ,aε,i
∂zi,h¯
∂ωε
∂zj,h
,
we need to estimate ‖ ∂ωε
∂zj,h
‖∞, which is done in Lemma 3.7. But if we define the projection Qεu
by using (3.11), then, we find
〈
I ′
(
k∑
j=1
Vε,Z,j +ωε
)
,
∂ωε
∂zi,h¯
〉
=
k∑
j=1
2∑
h=1
bjh¯
∫
Bsε(zj )
(
∂Uε,zj ,aε,j
∂zj,h
− ∂aε,j
∂zj,h
)
∂ωε
∂zi,h¯
.
From ∫
Ω
1Bsε(zj )
(
∂Uε,zj ,aε,j
∂zj,h
− ∂aε,j
∂zj,h
)
ωε = −ε2
∫
Ω

(
∂Vε,Z,j
∂zj,h
)
ωε = 0,
differentiating the above relation with respect to z ¯ , we can deducei,h
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Ω
1Bsε(zj )
(
∂Uε,zj ,aε,j
∂zj,h
− ∂aε,j
∂zj,h
)
∂ωε
∂zi,h¯
= −
∫
Ω
1Bsε(zj )
∂
∂zi,h¯
(
∂Uε,zj ,aε,j
∂zj,h
− ∂aε,j
∂zj,h
)
ωε +O
( ∫
∂Bsε(zj )
∣∣∣∣∂Uε,zj ,aε,j∂zj,h − ∂aε,j∂zj,h
∣∣∣∣|ωε|
)
= O
(
1
| ln ε| ‖ωε‖∞
)
= O
(
ε
| ln ε|2
)
.
Thus, we see that we don’t need to estimate ‖ ∂ωε
∂zjh
‖∞. But as we pointed out in Remark 3.2 that
to ensure ωε is a C1 map of Z, we need to use (3.8) instead of (3.11).
In the rest of this section, we will prove that K(Z) has a critical point.
Lemma 4.3. We have
K(Z) = I
(
k∑
j=1
Vε,Z,j
)
+O
(
ε3
| ln ε|
)
.
Proof. Denote
Vε,Z =
k∑
j=1
Vε,Z,j .
We have
K(Z) = I (Vε,Z)+
∫
Ω
ε2DVε,ZDωε − 12
∫
Ω
(
(Vε,Z − 1 +ωε)2+ − (Vε,Z − 1)2+
)
.
Using Proposition 3.6 and (3.21), we find
∫
Ω
(
(Vε,Z − 1 +ωε)2+ − (Vε,Z − 1)2+
)
=
∫
⋃k
j=1 BLε(zj )
(
(Vε,Z − 1 +ωε)2+ − (Vε,Z − 1)2+
)
= O(‖ω‖∞ε2)= O( ε3| ln ε|
)
.
On the other hand,
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Ω
ε2DVε,ZDωε =
k∑
j=1
∫
Ω
(Uε,zj ,aε,j − aε,j )+ωε
=
k∑
j=1
∫
⋃k
j=1 Bsε(zj )
(Uε,zj ,aε,j − aε,j )+ωε = O
(
ε3
| ln ε|2
)
.
So we see that
K(Z) = I (Vε,Z)+O
(
ε3
| ln ε|
)
. 
Lemma 4.4. We have
∂K(Z)
∂zi,h
= ∂
∂zi,h
I
(
k∑
j=1
Vε,Z,j
)
+O
(
ε2+σ
| ln ε|
)
.
Proof. Similar to (4.2), using (3.29), we can deduce
∂K(Z)
∂zi,h
=
〈
I ′
(
k∑
j=1
Vε,Z,j +ωε
)
,
∂Vε,Z,j
∂zi,h
+ ∂ωε
∂zi,h
〉
=
〈
I ′
(
k∑
j=1
Vε,Z,j +ωε
)
,
∂Vε,Z,j
∂zi,h
〉
+O
(
k∑
j=1
2∑
h¯=1
|bjh¯|
∥∥∥∥ ∂ωε∂zi,h
∥∥∥∥∞
ε
| ln ε|
)
= ∂
∂zi,h
I
(
k∑
j=1
Vε,Z,j
)
−
∫
Ω
(
(Vε,Z +ωε − 1)+ − (Vε,Z − 1)+
)∂Vε,Z,j
∂zj,h
+O(ε2+σ ). (4.3)
But using (3.23) (for the definition of R(ω), see (3.19)), we obtain
∫
Ω
(
(Vε,Z +ωε − 1)+ − (Vε,Z − 1)+
)∂Vε,Z,j
∂zj,h
=
∫
Ω
(
(Vε,Z +ωε − 1)+ − (Vε,Z − 1)+ − fε,k(y)ωε
)∂Vε,Z,j
∂zj,h
+
∫
Ω
(
fε,k(y)− 1Bsε(zj )
)
ωε
∂Vε,Z,j
∂zj,h
+O(ε2+σ )
= O(ε1+σ‖ωε‖∞)+O(ε2+σ )= O(ε2+σ ).
In the above estimate, we have used (3.49). Thus, the estimate follows. 
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cε,1 = πkε
2
| ln sε
R
| −
ε2 ln 1
δ
| ln sε
R
|2 , cε,2 =
(πk + η)ε2
| ln sε
R
| ,
where η > 0 is a small constant and δ > 0 is a fixed small constant. Let
D = {Z = (z1, . . . , zk): zi ∈ Ωδ, i = 1, . . . , k, |zi − zj | δL¯, i = j},
where Ωδ = {y: y ∈ Ω, d(y, ∂Ω) δ}, and L¯ > 0 is a large constant.
Denote Kc = {Z: Z ∈ D, K(Z) c}. Consider
⎧⎨
⎩
dZ(t)
dt
= −DK(Z(t)), t > 0,
Z(0) ∈ Kcε,2 .
Lemma 4.5. Z(t) does not leave D before it reaches Kcε,1 .
Proof. Recall that
g(y, z) = lnR + 2πh(y, z), G¯(y, z) = ln R|y − z| − g(y, z),
where h(y, z) is the regular part of the Green function. It is well known that
h(y, z) = 1
2π
ln
1
|y − z¯| +O(1),
∂h(y, z)
∂n
= − 1
2π |y − z¯|
〈
y − z¯
|y − z¯| , n
〉
+O(1), (4.4)
if z is close to ∂Ω , where n is the outward normal unit vector of ∂{y: y ∈ Ω, d(y, ∂Ω) 
d(z, ∂Ω)}, z¯ is the reflection point of z with respect to ∂Ω .
Suppose that there is t0 > 0, such that Z(t0) =: (z1, . . . , zk) ∈ ∂D.
Suppose that there are i = j , such that |zi − zj | = δL¯. Since d(z¯, ∂Ω) δ and z¯ /∈ Ω , using
(4.4), we obtain |h(zi, zj )| C ln 1δ for any i, j . As a result,
G¯(zi, zj ) ln
1
|zi − zj | −C ln
1
δ
 L¯ ln 1
δ
−C ln 1
δ
.
Thus, by Lemma 4.3 and Proposition A.2 we have
K(Z) πkε
2
| ln sε
R
| +
kC ln 1
δ
ε2
| ln sε
R
|2 −
L¯ ln 1
δ
ε2
| ln sε
R
|2 < cε,1,
if L¯ > 0 is large.
Suppose that there is i, such that zi ∈ ∂Ωδ . Let n be the outward unit normal of ∂Ωδ at zi . We
have
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∂n
= − 1|zi − zj |
〈
zi − zj
|zi − zj | , n
〉
− ∂g(zj , zi)
∂n
,
where n is the outward normal unit vector of ∂Ωδ at zi .
On the other hand, if zj ∈ Ωδ , j = i, satisfies〈
zi − zj
|zi − zj | , n
〉
< 0,
then, 〈
zi − zj
|zi − zj | , n
〉
= O(|zi − zj |).
So, we obtain 〈
zi − zj
|zi − zj | , n
〉
−C|zi − zj |, ∀j = i.
As a result, by Lemma 4.4 and Proposition A.3 we have
∂K
∂n
 π ∂g(zi, zi)
∂n
ε2
(ln sε
R
)2
+
∑
j =i
πε2
(ln sε
R
)2
∂g(zj , zi)
∂n
− Cε
2
(ln sε
R
)2
.
On the other hand, we obtain from (4.4)
∂g(zi, zi)
∂n
= 1 + o(1)
2δ
and
∂g(zj , zi)
∂n
= 1 + o(1)|z¯i − zj |
〈
z¯i − zj
|z¯i − zj | , n
〉
,
where z¯i is the reflection point of zi with respect to ∂Ω .
It is easy to check that if |zj − zi |Mδ, where M > 0 is any fixed large constant, then〈
z¯i − zj
|z¯i − zj | , n
〉
 0.
So
∂K
∂n
 πε
2
(ln sε
R
)2
(
1 + o(1)
δ
− 1 + o(1)
Mδ
−C
)
> 0.
Therefore, the flow does not leave D. 
Proof of Theorem 1.2. We will prove that K(Z) has a critical value in Kcε,2 \Kcε,1 .
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is a deformation retract of Kcε,2 .
It is easy to see that Kcε,2 = D and from the proof of Lemma 4.5 we see that
{
Z: Z ∈ D, |zi − zj | = δL¯, for some i = j
}⊂ Kcε,1 .
On the other hand, if K(Z) cε,1, then
−
∑
j =i
πG¯(zj , zi)ε
2
(ln sε
R
)2
− ε
2 ln 1
δ
(ln sε
R
)2
,
which implies that there are i = j , such that
G¯(zj , zi) c′ ln
1
δ
.
So, there is an α > 0, independent of δ, such that
|zi − zj | δα.
Therefore,
{
Z: Z ∈ D, |zi − zj | = δL¯, for some i = j
}
⊂ Kcε,1 ⊂ {Z: Z ∈ D, |zi − zj | δα, for some i = j}. (4.5)
Filling the hole D∗ =: {Z: Z = (z1, . . . , zk), zl ∈ Ωδ, l = 1, . . . , k, |zi − zj | < δL¯, for some
i = j} in D, we obtain
{
Z: zl ∈ Ωδ, l = 1, . . . , k, |zi − zj | δL¯, for some i = j
}
⊂ Kcε,1 ∪D∗ ⊂ {Z: zl ∈ Ωδ, l = 1, . . . , k, |zi − zj | δα, for some i = j}. (4.6)
Since Kcε,1 is a deformation retract of Kcε,2 , we find that Kcε,1 ∪ D∗ is a deformation retract
of Kcε,2 ∪ D∗. On the other hand, {Z: zl ∈ Ωδ, l = 1, . . . , k, zi = zj , for some i = j} is a
deformation retract of {Z: zl ∈ Ωδ, l = 1, . . . , k, |zi − zj |  δα, for some i = j} if δ > 0 is
small.
Using (4.6), we see
{Z: zl ∈ Ωδ, l = 1, . . . , k, zi = zj , for some i = j}
is a deformation retract of
Ωδ × · · · ×Ωδ︸ ︷︷ ︸
k
= Kcε,2 ∪D∗.
This is impossible if Ω has nontrivial homology. 
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then the following function
Φ(Z) =
k∑
j=1
g(zj , zj )−
∑
j =i
G¯(zj , zi),
as well as its small perturbation (in a suitable sense) has a critical point in D. Moreover, using
the same estimates as in Lemma 4.4, we can show that if
∑k
j=1 Vε,Zε,j (y) + ωε is a solution of
(1.2), and Zε → Z0 as ε → 0, then Z0 is a critical point of Φ(Z). In particular, if k = 1, then z0
is a critical point of h(z, z) (recall that g(z, z) = lnR + 2πh(z, z)).
Remark 4.7. Conversely, if there exists GΩ , such that
min
z∈∂Gh(z, z) > minz∈G h(z, z),
then there is an ε0 > 0, such that for any ε ∈ (0, ε0], (1.2) has a solution of the form
uε = Vε,zε +ωε,
satisfying that as ε → 0, ‖ωε‖∞ → 0, zε → z0 with h(z0, z0) = minz∈G h(z, z).
In fact, we can consider
min
z∈G¯
K(z).
Then, by Proposition A.2 and Lemma 4.3, we see that the minimum point zε of K(z) in G¯ must
be an interior point of G. Thus, z0 is a critical point of K(z). Therefore, we give another proof
of the main result in [3].
More generally, if z0 is an isolated critical point of h(z, z) with deg(Dh, z0) = 0, then by
Proposition A.3 and Lemma 4.4, (1.2) has a solution of the form
uε = Vε,zε +ωε,
satisfying that as ε → 0, ‖ωε‖∞ → 0, zε → z0. This result cannot be obtained by the method
used in [3]. Note that in a dumbbell-shaped domain with a long bar, h(z, z) has a saddle point z0
with deg(Dh, z0) = 0.
Remark 4.8. If the function Φ has a local minimum point Z0, using the same minimization
procedure, we can also prove that K(Z) has a critical point in D.
5. Further result
In this section, we will use the idea and techniques in the previous sections to study the
following problem:
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⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
(
1
r
ur
)
r
+
(
1
r
uz
)
z
− λu− = 0, in Ω,
u = c, on ∂Ω,∫
∂Ω
1
r
∂u
∂ν
ds = I,
(5.1)
where c is a constant which is unprescribed, I is a given constant, and
Ω 
{
(r, z) ∈ R2: r > 0}.
This problem is a model describing a simplified version of what occurs in the Tokamak machine.
See [14]. The machine has an axis of symmetry. When using ∂2u
∂r2
+ ∂2u
∂z2
as an approximation of
( 1
r
ur )r + ( 1r uz)z, we come to (1.1).
Similar to the discussion in Section 1, we can change (5.1) to
⎧⎨
⎩−ε
2
((
1
x1
ux1
)
x1
+
(
1
x1
ux2
)
x2
)
= (u− 1)+, in Ω,
u = 0, on ∂Ω.
(5.2)
Here, we use (x1, x2) instead of (r, z) for the variables.
For any zj = (x1,j x2,j ) ∈ Ω with d(zj ,∂Ω)ε → +∞, let U˜ε,zj ,aj be the solution of
⎧⎨
⎩−ε
2 1
x1, j
u = (u− 1)+, in BR(zj ),
u = 0, on ∂BR(zj ).
(5.3)
It will be useful if we let ε˜ = ε√
x1,j
. Then, we can choose aj and define the approximate
solution Vε,Z,j in exactly the same way as in Section 2.
Let
I˜ (u) = ε
2
2
∫
Ω
1
y1
|Du|2 − 1
2
∫
Ω
(u− 1)2+.
Similar to Proposition A.2 we have the following energy expansion:
I˜
(
k∑
j=1
Vε,Z,j
)
=
k∑
j=1
πε˜2
| ln sε˜
R
| +
k∑
j=1
πg(zj , zj )
ε˜2
(ln sε˜
R
)2
+O
(
ε˜2
| ln ε|2
)
=
k∑
j=1
πε2
x1,j | ln sε˜R |
+
k∑
j=1
πg(zj , zj )
ε2
x1,j (ln sε˜R )2
+O
(
ε2
| ln ε|2
)
. (5.4)
To prove (5.4), we just need to use
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Ω
∣∣∣∣ 1y1 − 1x1,j
∣∣∣∣|DVε,Z,j |2 = O
(
ε2
| ln ε|2
)
and then the estimate in Proposition A.2.
Define
r(x1, x2) = x1, (x1, x2) ∈ ∂Ω.
From (5.4), we can deduce the following result:
Theorem 5.1. Let zj ∈ ∂Ω , j = 1, . . . , k, be a strict local maximum point of r(x), zi = zj , i = j .
Then, there is an ε0 > 0, such that for each ε ∈ (0, ε0], (5.2) has a solution of the form
uε =
k∑
j=1
Vε,Zε,j +ωε,
satisfying that as ε → 0, zε,j → zj , j = 1, . . . , k, ‖ωε‖∞ → 0.
Proof. Let ωε is the map obtained in the reduction procedure. Define
K˜(Z) = I˜
(
k∑
j=1
Vε,Z,j +ωε
)
.
Then, we can prove
K˜(Z) = I˜
(
k∑
j=1
Vε,Z,j +ωε
)
+O
(
ε3
| ln ε|
)
.
Define
D =
{
Y = (y1, . . . , yk): yj ∈ Ω,d(yj , ∂Ω) θ| ln ε| , yj ∈ Bτ (zj )
}
,
where τ > 0 is any fixed small constant and θ > 0 is a fixed small constant.
Consider
min
Z∈D¯
K˜(Z).
Let Zε be a minimum point of K˜(Z) in D.
For any z∗j ∈ Bτ (zj ) with τ > 0 small, we have
1
z∗
= 1
z1,j
(
1 + d
z1,j
+O(d2)),1,j
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So,
1
z∗1,j
+ g(z∗, z∗) 1
ln sε
R
= 1
z1,j
+ d
z21,j
+ c0 ln 1
d
1
ln sε
R
+O(d2), (5.5)
where c0 > 0 is a constant. Since the function d
z21,j
+ c0 ln 1d 1ln sε
R
has a minimum at d = c0z
2
1,j
ln sε
R
,
using (5.4), it is easy to prove that Zε ∈ D. So the result follows. 
Remark 5.2. If k = 1, we obtain Theorem 9.2 of [3].
Remark 5.3. Due to the term 1
x1
in the equation, the interaction between different Vε,Z,j is of a
higher order term. This make (5.1) simpler than (1.1).
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Appendix A. Energy expansion
In this appendix, we give energy expansion I (
∑k
j=1 Vε,Z,j ) and ∂∂zi,h I (
∑k
j=1 Vε,Z,j ) used in
the preceding section. We always assume that
|zi − zj | δL¯, i = j,
for some small δ > 0 and large L¯ > 0.
First we need to estimate
∑k
j=1 Vε,Z,j (y).
Lemma A.1. We have
k∑
j=1
Vε,Z,j (y) > 1, y ∈ Bsε(1−T ε)(zi), i = 1, . . . , k,
where T > 0 is a large constant; while
k∑
j=1
Vε,Z,j (y) < 1, y ∈ Ω \
k⋃
j=1
Bsε(1+εσ )(zj ),
where σ > 0 is a small constant.
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k∑
j=1
Vε,Z,j (y)− 1 = Uε,zi ,aε,i (y)− aε,i +O
(
ε
| ln ε|
)
= aε,i
sϕ′1(s) ln
sε
R
ϕ1
( |y − zi |
ε
)
+O
(
ε
| ln ε|
)
> 0,
if T > 0 is large. On the other hand, if y ∈ Ω \⋃kj=1 Bεσ˜ (zj ), where σ˜ > σ > 0 is a fixed small
constant, then
k∑
j=1
Vε,Z,j (y)− 1 =
k∑
j=1
aε,j ln
|y − zj |
R
/
ln
sε
R
− 1 + o(1)
 Cσ˜ − 1 + o(1) < 0.
Finally, if y ∈ Bεσ˜ (zi) \Bsε(1+T εσ˜ )(zi) for some i, then
k∑
j=1
Vε,Z,j (y)− 1 = Uε,zi ,aε,i (y)− aε,i +O
(
εσ˜
| ln ε|
)
= aε,i ln
|y−zi |
R
ln sε
R
− aε,i +O
(
εσ˜
| ln ε|
)
= aε,i ln
|y−zi |
sε
ln sε
R
+O
(
εσ˜
| ln ε|
)
 aε,i
ln(1 + T εσ˜ )
ln sε
R
+O
(
εσ˜
| ln ε|
)
< 0,
if T > 0 is large. Note that by the choice of σ˜ , Bsε(1+εσ )(zi) ⊃ Bsε(1+T εσ˜ )(zi) for small ε. We
therefore derive our conclusion. 
Proposition A.2. We have
I
(
k∑
j=1
Vε,Z,j
)
= πkε
2
| ln sε
R
| +
k∑
j=1
πg(zj , zj )
ε2
(ln sε
R
)2
−
∑
j =i
πG¯(zj , zi)ε
2
(ln sε
R
)2
+O
(
ε2
| ln ε|3
)
.
Proof. We have
ε2
∫ ∣∣∣∣∣D
k∑
j=1
Vε,Z,j
∣∣∣∣∣
2
=
k∑
j=1
k∑
i=1
∫
(Uε,zj ,aε,j − aε,j )+Vε,Z,iΩ Ω
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k∑
j=1
k∑
i=1
∫
Bsε(zj )
(Uε,zj ,aε,j − aε,j )
(
Uε,zi ,aε,i −
aε,i
ln R
sε
g(y, zi)
)
.
Firstly, we estimate
∫
Bsε(zi )
(Uε,zi ,aε,i − aε,i)
(
Uε,zi ,aε,i −
aε,i
ln R
sε
g(y, zi)
)
= aε,i
∫
Bsε(zi )
(Uε,zi ,aε,i − aε,i)+
∫
Bsε(zi )
(Uε,zi ,aε,i − aε,i)2
−
∫
Bsε(zi )
(Uε,zi ,aε,i − aε,i)
aε,i
ln R
sε
g(y, zi)
= a
2
ε,iε
2
sϕ′1(s) ln
sε
R
∫
Bs(0)
ϕ1 +
a2ε,iε
2
(sϕ′1(s) ln
sε
R
)2
∫
Bs(0)
ϕ21
+ a
2
ε,ig(zi , zi)ε
2
sϕ′1(s)(ln
sε
R
)2
∫
Bs(0)
ϕ1 +O
(
ε3
| ln ε|2
)
.
Next, for j = i,
∫
Bsε(zj )
(Uε,zj ,aε,j − aε,j )
(
Uε,zi ,aε,i −
aε,i
ln R
sε
g(y, zi)
)
= − aε,iaε,j
sϕ′1(s)(ln
sε
R
)2
∫
Bsε(zj )
ϕ1
( |y − zj |
ε
)
G¯(y, zi)
= − aε,iaε,j ε
2
sϕ′1(s)(ln
sε
R
)2
∫
Bs(0)
G¯(zj + εy, zi)ϕ1
(|y|)dy
= −aε,iaε,j G¯(zj , zi)ε
2
sϕ′1(s)(ln
sε
R
)2
∫
Bs(0)
ϕ1
(|y|)dy +O( ε3| ln ε|2
)
.
By Lemma A.1 and (2.10),
∫
Ω
(
k∑
j=1
Vε,Z,j − 1
)2
+
=
k∑
j=1
∫
BLε(zj )
(
k∑
i=1
Vε,Z,i − 1
)2
+
=
k∑
j=1
∫
B (z )
(
Uε,zj − aj +O
(
ε
| ln ε|
))2
+
Lε j
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2
ε,iε
2
(sϕ′1(s) ln
sε
R
)2
∫
Bs(0)
ϕ21 +O
(
ε3
| ln ε|2
)
.
Since
− 1
2sϕ′1(s)
∫
Bs(0)
ϕ1
(|y|)dy = 1
2sϕ′1(s)
∫
Bs(0)
ϕ1 = 12sϕ′1(s)
∫
∂Bs(0)
∂ϕ1
∂n
= π,
we find
I
(
k∑
j=1
Vε,Z,j
)
=
k∑
j=1
πε2a2ε,j
| ln sε
R
| −
k∑
j=1
πg(zj , zj )
a2ε,j ε
2
(ln sε
R
)2
+
∑
j =i
πaε,iaε,j G¯(zj , zi)ε
2
(ln sε
R
)2
+O
(
ε3
| ln ε|2
)
.
But
aε,j = 1 − 1ln R
sε
∑
i =j
G¯(zi, zj )+ g(zj , zj )ln R
sε
+O
(
1
| ln ε|2
)
.
Thus, the result follows. 
Proposition A.3. We have
∂
∂zi,h
I
(
k∑
j=1
Vε,Z,j
)
= π ∂g(zi, zi)
∂zi,h
ε2
(ln sε
R
)2
−
∑
j =i
πε2
(ln sε
R
)2
∂G¯(zj , zi)
∂zi,h
+O
(
ε2
| ln ε|3
)
.
Proof. We have
∂
∂zi,h
I
(
k∑
j=1
Vε,Z,j
)
=
∫
Ω
D
(
k∑
j=1
Vε,Z,j
)
D
∂Vε,Z,i
∂zi,h
−
∫
Ω
(
k∑
j=1
Vε,Z,j − 1
)
+
∂Vε,Z,i
∂zi,h
=
k∑
j=1
∫
BLε(zj )
(
(Uε,zj ,aε,j − aε,j )+ −
(
k∑
l=1
Vε,Z,l − 1
)
+
)
∂Vε,Z,i
∂zi,h
.
Using (2.10) and Lemma A.1, we see that there is a σ > 0, such that
∫ (
(Uε,zi ,aε,i − aε,i)+ −
(
k∑
j=1
Vε,Z,j − 1
)
+
)
∂Vε,Z,i
∂zi,h
BLε(zi )
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∫
Bsε(1+εσ )(zi )
(
(Uε,zi ,aε,i − aε,i)+ −
(
k∑
j=1
Vε,Z,j − 1
)
+
)
∂Vε,Z,i
∂zi,h
=
∫
Bsε(zi )
(
aε,i
ln R
sε
〈
Dg(zi, zi), y − zi
〉− 1
ln R
sε
∑
j =i
aε,j
〈
DG¯(zi, zj ), y − zi
〉)∂Vε,Z,i
∂zi,h
+O(ε2+σ )
= ε
2π
∫ s
0 rϕ
′
1(r) dr
s|ϕ′1(s)|(ln Rsε )2
(
a2ε,i
∂g(zi, zi)
∂zi,h
−
∑
j =i
aε,j aε,i
∂G¯(zi , zj )
∂zi,h
)
+O(ε2+σ )
= πε
2
(ln sε
R
)2
∂g(zi, zi)
∂zi,h
−
∑
j =i
πε2
(ln sε
R
)2
∂G¯(zi, zj )
∂zi,h
+O
(
ε2
| ln ε|3
)
,
since
s∫
0
rϕ′1(r) dr = −
s∫
0
ϕ1(r) dr.
On the other hand, for j = i, from (2.10)
∫
BLε(zj )
(
(Uε,zj ,aε,j − aε,j )+ −
(
k∑
l=1
Vε,Z,l − 1
)
+
)
∂Vε,Z,i
∂zi,h
=
∫
Bsε(zj )
(
aε,j
ln R
sε
〈
Dg(zj , zj ), y − zj
〉− 1
ln R
sε
∑
l =j
aε,l
〈
DG¯(zl, zj ), y − zl
〉)∂Vε,Z,i
∂zi,h
+O(ε2+σ )
= O
(
ε3
(ln sε
R
)2
)
.
Thus, the result follows. 
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