With the emergence of rich information on biomarkers after treatments, new types of prognostic tools are being developed: dynamic prognostic tools that can be updated at each new biomarker measurement. Such predictions are of interest in oncology where after an initial treatment, patients are monitored with repeated biomarker data. However, in such setting, patients may receive second treatments to slow down the progression of the disease. This paper aims to develop and validate dynamic individual predictions that allow the possibility of a new treatment in order to help understand the benefit of initiating new treatments during the monitoring period. The prediction of the event in the next x years is done under two scenarios: (1) the patient initiates immediately a second treatment, (2) the patient does not initiate any treatment in the next x years. Predictions are derived from shared random-effect models. Applied to prostate cancer data, different specifications for the dependence between the prostate-specific antigen repeated measures, the initiation of a second treatment (hormonal therapy), and the risk of clinical recurrence are investigated and compared. The predictive accuracy of the dynamic predictions is evaluated with two measures (Brier score and prognostic cross-entropy) for which approximated cross-validated estimators are proposed.
Introduction
The increase of rich longitudinal information in health studies [1] [2] [3] [4] [5] [6] has motivated the development of joint models of longitudinal and time-to-event data. In addition to providing an efficient framework to correctly model correlated longitudinal markers and clinical events and to better understand their interrelationship, these models have more recently offered a new approach for monitoring the patients after the diagnosis of a chronic disease.
Indeed, dynamic individual predictions of an event of interest can be easily derived from joint models. [7] [8] [9] They consist of the predicted probability of having the event in a certain window of time conditional on the longitudinal marker history. As such, in contrast with standard predictive tools that only use information at diagnosis, these predictions can dynamically adapt the risk of the event of interest to the individual trajectory of the biomarker of progression.
Such predictions are of interest in oncology where after a first treatment, patients are monitored to detect early recurrence of the cancer. In particular, after prostate cancer diagnosis and initial treatment by radiation therapy, some dynamic tools that are based on repeated measures of prostate-specific antigen (PSA), in addition to the standard prognostic factors were found to more accurately predict the risk of clinical recurrence than standard prognostic tools. 7, 10 In practice, after a first treatment of the cancer, patients may receive a second treatment (ST) to slow down the progression of the disease, and prevent or delay the recurrence of the cancer. In particular for prostate cancer, after a first treatment by radiation therapy, the patient may initiate hormonal therapy (HT) when he has a high risk of clinical recurrence. The optimal time to initiate such HT is unknown. The timing is mainly determined by the clinician based on experience, the knowledge of the disease, and the observation of the PSA trajectory. Yet, HT has consequences for the patient's personal life, so that in accordance with the principle of personalized medicine, 11 assessing the benefit for the patient in terms of reduction of his risk of recurrence of initiating a ST is of great importance.
Dynamic predictive tools can be used for this purpose as they provide an up-to-date quantification of the risk of recurrence. However, most dynamic predictions currently developed do not take into account a possible change of treatment; 7, 8, 12, 13 they are computed by assuming that the patient will not initiate any ST in the window of prediction. As ST's usually change the dynamics of the biomarker and of the time-to-event, such a joint model would be more complex to define 13, 14 and differential dynamic predictions would be required to distinguish the risk of an event according to the initiation of ST.
In this context, the objective of this paper is to compute and validate dynamic individual predictions of an event in the next x years based on different scenarios, in particular two conditions: (1) whether the patient initiates a ST today or (2) whether the patient does not initiate any ST in the window of prediction. The idea is to provide tools to help the clinician quantifying the potential benefit of starting immediately a new treatment compared to postponing the decision to the next monitoring visit. To reach this goal, we utilized the joint model methodology and focused on the prostate cancer example with initiation of HT. We explored and compared different specifications of the interrelationships between the PSA repeated measures, the initiation of HT, and the risk of clinical recurrence. Dynamic individual predictions were computed in situations (1) and (2) , and several measures of predictive abilities were considered.
In order to validate the dynamic predictive tools, we considered the quadratic error of prediction (Brier Score -BS) 10, 15 and developed a new estimator which is valid both on external data and on estimation data. The usual overoptimism due to the use of the same data for the estimation and the prediction was corrected by applying a general formula of approximated cross-validation recently developed. 16 In addition to the BS, we also considered an information criterion for assessing the prognostic value of joint models (expected prognostic observed cross-entropy (EPOCE)). 10, 17 Specifically in situation (1) that focuses on the subsequent years after initiation of a ST, integrated versions of these two predictive accuracy measures over the times of initiation of ST were defined.
The paper is organized as follows. Section 2 describes the classical joint model methodology. Section 3 details the development of the differential individual dynamic predictions and their validation with BS and EPOCE estimators. Section 4 describes the application to prostate cancer with the evaluation of the risk of clinical recurrence based on the PSA trajectory after initial radiation therapy and on the immediate initiation of HT. Finally, the model and the results are discussed in Section 5.
Joint models
The shared random-effect approach was chosen to jointly model the biomarker repeated measures and the time-to-event. [1] [2] [3] [4] [5] [6] A general description is given below and more specific models are described in section 5.2.
Notation
Let T Ã i be the time-to-event of interest and C i the censoring time for subject i, i ¼ 1, . . . , N. We observe the time
Let i be the time to ST (unobserved if i > T i ) and 1 t! i f g the indicator of ST status at any time t. For each subject we also collect n i repeated measures of the biomarker
Longitudinal submodel
The biomarker trajectory in the absence of ST initiation is described using a linear mixed model. 18 The biomarker pattern after a possible ST initiation is not modeled. We assume that for j ¼ 1, . . . , n i , the repeated measures Y i (t ij ) are noisy measures of Y Ã i ðt ij Þ, the true unobserved biomarker value. The mean change over time of Y Ã i ðt ij Þ can depend on covariates and the within-subject correlation of the biomarker-repeated measures is captured using subject-specific random effects
where X Li (t ij ) and Z i (t ij ) are a p-vector and a q-vector of time-dependent covariates associated, respectively, with the p-vector of fixed effects and the q-vector of random effects
Survival submodel
To model the risk of the event and to quantify the effects of the biomarker dynamics and the initiation of ST on this risk adjusted for other covariates, we define a proportional hazard model as follows
where 0 t ð Þ is the baseline hazard function, g is the r-vector of coefficients associated with the r-vector of time-independent covariates X Si , and ' is the vector of parameters associated with W i (b i , i , t), the multivariate function of the random effects b i from model (1) and the initiation of ST when ST is considered. In the standard framework without any ST, W i (b i , i , t) defines the nature of the dependence between the longitudinal and the survival processes and ' measures the corresponding strength of association. The most common example is
that assumes an association with the risk of event through true current level of the biomarker. In the presence of a ST, W i (b i , i ,t) captures both the dependence between the two processes and the effect of ST on the hazard. For example, W i ðb i , i , tÞ ¼ ðY Ã i ðtÞ; 1 t! i f g Þ models independent effects of the true current level of the biomarker and a change of risk after ST initiation. Other examples of W i (b i , i ,t) will be described in application section 5.2.
Maximum likelihood estimation
Maximum likelihood estimates were obtained using the JM R package, 19 with modifications of the JM source code when necessary. The maximum likelihood estimates, denoted, were obtained by a quasi-Newton algorithm with a convergence criterion on the log-likelihood. 19 The two integrals involved in the log-likelihood computation were approximated using Gaussian quadrature. 19 Estimates of the variance-covariance matrix of the estimated parameters d VðÞ were provided by the inverse of the Hessian matrix.
Individual dynamic predictions
Individual dynamic predictions derived from joint models 7-10 consist in the individual predicted probability of event, p i ðs, T ; Þ, between times s and s þ T computed for a new subject given his biomarker history Y ðsÞ i ¼ fY i ðt ij Þ, j ¼ 1, . . . , n i , such as t ij sg and his covariates history X ðsÞ i ¼ fX Li ðt ij Þ, Z i ðt ij Þ, j ¼ 1, . . . , n i , such as t ij sg until time s as well as time-independent covariates X Si . It is defined as
With a change in risk due to the initiation of an ST, different individual dynamic predictions can be distinguished from a time of prediction s in patients free of ST:
. The patient initiates ST at time s
. The patient does not initiate ST in s. In that case, many alternative scenarios can be considered. For example, ST could be initiated after a certain amount of time t 1 with t 1 5 T or t 1 4 T or ST could be initiated when the biomarker reaches a certain threshold x. For validating the dynamic prognostic tools, we focused on scenario ''no initiation of ST in the window of prediction T '' (but we illustrate alternatives in section 5.4.3)
In equations (4) and (5) , f Y (s) and f b are multivariate Gaussian density functions with, respectively, means X ðsÞ Li þ Z ðsÞ i b i and 0, and variance-covariance matrices AE ðsÞ i and B; S i is the survival function.
X ðsÞ
Li and Z (s) are design matrices with, respectively, X ðsÞ Li t ij À Á T and Z ðsÞ t ij À Á T as row vectors with t ij s, and AE ðsÞ i is the submatrix of AE i with t ij s. A point estimate of these individual dynamic predictions can be obtained with p i ðs, T ;Þ. Alternatively, the posterior distribution of p i ðs, T ; Þ can also be approximated by a Monte Carlo method: 7 a large set of ðd Þ ðd ¼ 1, . . . , DÞ is generated from the asymptotic distribution of the estimates N ð, d VðÞÞ and used to compute p i ðs, T ; ðd Þ Þ for (d ¼ 1, . . . , D). The median value of p i ðs, T ; ðd Þ Þ provides the point estimate and the 2.5% and 97.5% percentiles give a 95% confidence band. Instead of computing the probabilities using equations (4) and (5) , b ðd Þ i can be sampled from its posterior distribution, and the probabilities computed given b ðd Þ i . 8 
Evaluation of predictive accuracy
Validation of the prognostic tools is done in terms of predictive accuracy. Two measures adapted to the dynamic setting were considered: the prognostic cross-entropy and the BS. The measures and simple estimators of them are described. Then, the formula for the approximate cross-validation 16 is applied to provide estimators of the measures that can be used on the training data to correct overoptimism. Finally, integrated versions over the times of initiation of ST are proposed and confidence intervals (CIs) are given. In the following, N s is the number of subjects at risk at time of prediction s. However, as predictive performances are evaluated differently in the absence of ST and after immediate initiation of ST, in the first case N s ¼
Measures of predictive accuracy

Expected prognostic observed cross-entropy
The EPOCE is a criterion that quantifies the prognostic information of a joint model from a time of prediction s. 10, 17 It is formally defined as the expectation of the log of the conditional density f TjY ðsÞ , T Ã !s of the time-to-event given the history of the biomarker Y (s) until the time of prediction s, E À log f TjY ðsÞ , T Ã !s jT Ã ! s À Á Â Ã . A simple estimator of EPOCE is given by the prognostic observed log-likelihood (POL) which is the log-likelihood to observe the event in the time window s, s þ T ½ conditional on the observed marker data until time s
where F i ð, s, T Þ is minus the observed individual contribution to the conditional log-likelihood defined below in equation (7) given that the subject is still at risk at time s and given his covariates history until s.
f g which means that subjects are artificially censored at s þ T .
BS and integrated BS
The BS developed in survival models 20, 21 was extended to joint models. 7, 10, 15, 22 It consists in E½ððs þ T Þ ÀŜðs þ T js;ÞÞ 2 , the expectation of the squared difference between the observed survival status and the predicted survival at a specific time:Ŝðs þ T js;Þ ¼ 1 À p i ðs, T ;Þ with p i ðs, T ;Þ defined in (5) in the absence of HT and in (4) after immediate initiation of HT. The simple estimator of BS at time s þ T is
where w i is a weight that compensates for the loss of information due to censoring. The weights are defined according to the inverse probability of censoring 10,23 as w i ¼
ð Þ withĜ the Kaplan-Meier estimate of the survival function for the censoring.
An average prediction accuracy is derived from BS in a window s, s þ T ½ by integrating the quantity over the horizon times. 10, 22 Again, to account for the loss of events due to censoring, a weighted mean can be used 22 where t k k ¼ 1, . . . , n T s À Á are the distinct n T s times of events in the window s, s þ T ½ and d ðsÞ k is the number of events at each time t k among subjects at risk at time s.
Approximated cross-validated estimators
To provide a valid assessment of predictive accuracy, these measures should be computed for independent data. On the model estimation data, a cross-validation technique is required to correct for overoptimism. With complex models, cross-validation is numerically too expensive to be used, so we applied the approximate leave-one-out cross-validation formula for regular problems proposed by Commenges et al. 16 It is defined as
where Mð, s, T Þ is the simple estimator (POL, BS, or integrated Brier score (IBS)) and the second term is the correction term added by the approximated leave-one-out cross-validation. This is a penalty for the statistical complexity of the model that captures the overfit and the corresponding overoptimism of predictions. H is the Hessian matrix of the joint log-likelihood, and K s,T ¼ 1
gvi ðs, T Þd T i is the product of the gradientsv i ðs, T Þ andd i of the individual contributions, respectively, to the simple estimator Mð, s, T Þ and the maximized joint loglikelihood. The gradients are computed using finite differences.
Applied to POL, BS, and IBS, respectively, the approximate cross-validation estimators are, respectively, called CVPOL a , CVBS a , and CVIBS a ; H andd i are the same in the three approximate cross-validation measures and
Averaged predictive accuracy
When predicted probabilities are computed for the case of immediate initiation of an ST, the predictive accuracy is evaluated from the time of ST initiation. In practice, this time is different for each subject. So instead of an evaluation at fixed times of prediction s, we focused on the average predictive accuracy over the times of ST initiation computed using the inverse probability of censoring weighting technique 22
where M can be BS or POL (simple or cross-validated) computed in (6) 
Confidence interval
Predictive accuracy measures between two models can be compared by computing the difference of their approximated cross-validation estimators with a 95% CI. 16 It is computed from the asymptotic distribution of the predictive accuracy difference and its empirical variance. Let A and B be the vectors of parameter estimates for the two models A and B. Let ÁðAð A Þ, Bð B ÞÞ be the difference of predictive accuracy between the two models and DðAð A Þ, Bð B ÞÞ its estimator. Let m be the number of subjects on which the predictive accuracy is computed. It is shown 16 that the difference between DðAð A Þ, Bð B ÞÞ and Á Að A Þ, Bð B Þ is asymptotically normal
where w * 2 can be estimated by the empirical varianceŵ 2 of the difference of the simple estimators. With z u , the u th quantile of a standard normal variable, the CI is then ½DðAð A Þ,
In the absence of ST, the predictive accuracy is evaluated at different times s with m ¼ N s and D is the approximated cross-validation estimate of POL, BS, or IBS at time s. After initiation of HT, predictive accuracy is evaluated once with m ¼ P n ST i¼1 d ST i and D is the approximated cross-validation estimate of the average measures defined in equation (11) .
Application to the prediction of prostate cancer recurrence 5.1 Datasets
Data used in this application consist of 2386 men treated for localized prostate cancer by external beam radiation therapy (EBRT) in three different studies: 503 patients come from the cohort of the University of Michigan (UM) with a period of recruitment from 1988 to 2004; 1268 patients come from the cohort of Beaumont Hospital, in Michigan (BM), recruited between 1987 and 2003; 615 patients come from the multicenter clinical trial RTOG9406 recruited from 1994 to 2001. Among them, 261 (10.9%) received a ST that is HT during their follow-up. The definition of clinical recurrence was any kind of recurrence (local, regional, distant) or death from prostate cancer and only the first clinical recurrence was considered. Three hundred and twelve (13.1%) patients had a clinical recurrence among which 53 received HT. The four baseline prognostic factors considered in this application are the pre-radiation therapy level of PSA, the T-stage which indicates how large the tumor is and how far it has spread (in three categories: 1; 2; 3-4), the Gleason score which quantifies the aggressiveness of the cancer (in three categories: 2-6; 7; 8-10), and the corrected total dose of radiation therapy 24 ; full description of these covariates has been previously given. 7, 25 Figure 1 shows eight random individual-observed trajectories of PSA after the end of EBRT for patients who recurred or were censored and patients who did or did not receive HT. After EBRT, a drop in PSA is observed in the first year. Then, a subsequent rise of PSA indicates a higher risk of recurrence and in some cases HT is initiated to reduce the risk and postpone the recurrence. Initiation of HT induces an immediate change in the PSA dynamics. Since the objective was to predict the risk of recurrence based on PSA dynamics prior to HT, we chose to censor the post-HT PSA data. If the person was not treated with HT, we call the PSA dynamics as the base PSA. A median of nine (inter-quartile range ¼ 5,12) PSA repeated measures per subject were analyzed.
Specification of the joint models
PSA-repeated measures were analyzed in the logarithm scale. As previously proposed, 25 we used the two phases trajectory of PSA defined as
where f ðtÞ ¼ ð1 þ tÞ À1:5 À 1 À Á and t captured, respectively, the short-term decline and the long-term trend of PSA; 25 X 0i included 1, the pre-EBRT PSA and the cohort indicators; X 1i included X 0i plus 2 binary indicators for T-stage (2 vs. 1 and 3-4 vs. 1); and X 2i included X 1i plus 2 binary indicators for the Gleason score (7 vs. 2-6 and 8-10 vs. [2] [3] [4] [5] [6] .
In the survival model, the baseline hazard function was approximated by splines and the four baseline prognostic factors were included in X Si . In addition, different specifications of Figure 1 . Individual-observed trajectories of log(PSA þ 0.1) after the end of EBRT until the observed survival time (at the vertical black dash line): (a) for two patients who received HT (at vertical gray dashed line) and who subsequently recurred, (b) for two patients who received HT and were subsequently censored, (c) for two patients who recurred without initiating any HT, and (d) for two patients who were censored without initiating any HT. Black dots represent observed values of PSA before HT and the black curve represents the subject-specific PSA predictions from the linear mixed model. Gray dots are the observed PSA values after HT, and the gray curve represents the extrapolated subject-specific PSA predictions from the mixed model based only on pre-HT data. It gives the expected PSA trajectory assuming the patient did not receive any HT. PSA: prostate-specific antigen; EBRT: external beam radiation therapy were explored. W i (b i , i ,t) includes two components: the multivariate function h(b i ,t) of the random effects derived from equation (1) that models the dependency between the PSA dynamics and the time to clinical recurrence, and information about initiation of HT. In the following, we propose five specifications of W i (b i , i ,t) that differ in the way the initiation of HT enters the model, and different variants that correspond to different functions of the PSA dynamics h(b i ,t). The five specifications are:
f g . This is the standard survival model assuming there is no association between the PSA dynamics and the risk of event, but considering a change of risk of recurrence after initiation of HT.
This is the standard joint model for describing PSA dynamics and risk of recurrence. 13, 14, 25, 26 This model assumes that the characteristics of the PSA dynamics have the same role before and after HT. After HT, these characteristics are extrapolated as if the patient did not initiate HT (see Figure 1) , so that the change in risk after HT captured by parameter ' 1 summarizes the effect of HT adjusted for base PSA dynamics.
This model considers an interaction between the initiation of HT and the PSA dynamics by including a different effect of the base PSA dynamics before and after HT. The assumption is that the effect of HT on the risk of recurrence depends on the shape of PSA trajectory preceding the initiation of HT.
This model is a variant of model 3. As the extrapolated PSA dynamics after HT initiation no longer represents the actual PSA dynamics of the patient, the current extrapolated PSA values after HT are replaced by the PSA value at the time i of HT initiation at which PSA measurements were censored.
This is a more flexible version of model 4, in which the baseline risk of recurrence after HT may change with time according to a function g(t À i ). We considered both g t À i ð Þ¼log t À i ð Þ and g t À i ð Þ¼t À i .
In specifications 2 to 5, up to three variants of h(b i ,t) were considered. 9 (a) h a ðb i , tÞ ¼ Y Ã i ðtÞ, @Y Ã i ðtÞ=@t À Á T : the level and slope of PSA at time t are independent predictors of the time to clinical recurrence.
À Á and the slope at time t are independent predictors of the time to clinical recurrence, 25 with À Y Ã i ðtÞ
ð Þ T : the individual deviations from the mean PSA dynamics, that are the random effects, are independent predictors of the time to clinical recurrence. This variant was only considered with specification 2.
Estimation and goodness-of-fit of the joint models
Estimation of the joint models is summarized in Table 1 and parameter estimates that measure the effect of HT and the association between the PSA dynamics and the risk of clinical recurrence are shown in Table 2 . Whatever the assumed nature of the dependence between the PSA dynamics and the time to clinical recurrence, the joint models provided a substantial gain in fit compared to model M1 which assumes independence between the two processes (minimum gain of 435.9 points of Akaike information criterion (AIC) for the joint model M2 a ).
Among the different joint models, considering a logistic transformation of the current level of PSA (models b) rather than the crude current level (models a) improved the fit. In previous work, a residual analysis 9 had noted a departure of the log-linearity assumption when considering the crude PSA level in the survival model, and the correction of this departure when considering the logistic transformation. This transformation that makes the effect of the PSA level increase in the range 0 to 4 ng/ml and become maximal around 4 ng/ml is particularly of importance in M2 where after initiation of HT, very high levels of PSA can be extrapolated from the longitudinal model (as illustrated in Figure 1 ), which may artificially increase the subsequent risk of recurrence.
Assuming that the effects of the crude current PSA level and the current slope differed before and after HT in M3 a greatly improved the fit (121.1 points of AIC) compared to M2 a . In contrast, when considering the logistic transformation instead of the crude PSA value, assuming different effects of PSA dynamics before and after HT in M3 b provided only a small gain in fit (5.4 points of the AIC) compared to M2 b . Indeed, after HT, most of the extrapolated PSA levels are very high, so that they drive the estimate to a smaller overall impact of the current PSA level. When separating the effects pre-and post-HT in M3 a , the pre-HT crude effect (defined from relatively standard PSA levels) was four times bigger than the overall crude effect estimated in M2 a , and the effect post-HT was no longer significant. In contrast, when assuming a transformation of the PSA level, the overall effect in M2 b was similar to the effect pre-HT in M3 b . We noted the same things for models M4 and M5 compared to the models M2.
We observed from Table 2 that only the slope of PSA was significantly predictive of the risk of recurrence after HT with relatively stable estimates ranging from 0.94 to 1.29 in models M3 through M5. Neither the extrapolated current level in models M3 (with p ¼ 0.38 for M3 a and p ¼ 0. Assuming a dependence through the random effects (M2 c ) rather than the PSA level or slope provided a fit in between models M2 a and M2 b even though the dependence was summarized by three parameters (all significant) instead of two. Finally, assuming a non-constant change in the baseline risk function after HT (in models M5.1 and M5.2) did not improve substantially the fit of the models. In summary, the model M4 b assuming an association with the transformed PSA level, separating effects of PSA prior and after HT, and focusing on characteristics at the time of HT after the initiation, provided the best fit of the data.
Regarding the specific effect of initiation of HT, the interpretation differs between models. Model M2 a aims at capturing the actual protective effect of HT after adjustment for the base PSA trajectory (' 1 ¼ À1.89, p < 0.0001). But as explained before, this model may suffer from the very high extrapolated PSA values after HT, so that M2 b may be more appropriate to accurately evaluate the effect of HT with an estimate ' 1 ¼ À1.39 (p < 0.0001). This corresponds to a relative reduction by four of the risk of recurrence adjusted for the PSA characteristics when initiating HT.
In models M3 to M5, no single parameter represents the effect of HT, and particularly parameter ' 1 no longer represents the effect of HT and should not be interpreted as such. Indeed, distinct effects of PSA dynamics before and after HT are modeled, so that (except for standard prognostic factors) the model is stratified on the initiation of HT and parameter ' 1 associated with the initiation of HT only represents a change in the baseline risk at HT initiation. This baseline risk appears to be substantially increased (e.g., ' 1 ¼ 1.33 in M3 a and ¼ 2.74 in M3 b ), but this has to be put in balance with the different effects of PSA level and slope before and after HT, PSA level being highly significant before initiation of HT and no longer significant after initiation of HT.
Predictive accuracy of the joint models
For the comparison in terms of predictive accuracy, we focused on six joint models: the model assuming independence between the PSA dynamics and the risk of clinical recurrence (M1), the standard joint models in PSA studies (M2 a and M2 b ), the joint models in which the extrapolated PSA current level and slope after HT are replaced by the PSA level and slope at initiation of HT (M4 a and M4 b ), and the model with a dependence directly on the random effects (M2 c ). The predictive accuracy was evaluated on the estimation data using the approximated cross-validated estimates. We assessed the ability of the joint models to predict the risk of clinical recurrence in a window of three years (T ¼ 3) which was a clinically reasonable window. For all the measures, the lower the better.
Average predictive accuracy after immediate initiation of ST
Among men who initiated an HT during the follow-up, the average POL and BS defined in Section 4.3 are shown in Figure 2(a) and (c). The differences between pairs of models and their 95% CI were also computed and shown in Figure 2 First, BS and POL measures mostly agreed even if a few differences were observed between the three or four most predictive models.
Whatever the nature of the dependency between the PSA dynamics and the risk of recurrence, the predictive accuracies of joint models were significantly better than those of model M1 which assumes independence between PSA dynamics and risk of recurrence.
In accordance with the goodness-of-fit measures, considering different effects prior to HT and after HT improved a lot more the predictive accuracy when the crude PSA level was considered (model M4 a compared to M2 a ) than when considering a transformed PSA level (model M4 b compared to M2 b ). The latter comparison is the only one with discordance between POL and BS results: BS concluded that predictive ability of M4 b was significantly better than the one of M2 b while no difference was found with POL.
Among models M2, considering a transformation of the PSA current level rather than the crude PSA level improved significantly the predictive accuracy (M2 b compared to M2 a ), while among models M4, this did not induce any significant difference for either measure between M4 b and M4 a . Finally, assuming a dependence on the random effects (M2 c ) rather than on the PSA transformed level and slope (M2 b ) did not alter much the ability to predict the risk of recurrence.
In summary, BS tended to favor model M4 b while POL tended to slightly favor model M2 b . As the difference in POL between M4 b and M2 b was not significant, we chose M4 b as the final best model to predict clinical recurrence after immediate initiation of HT.
Predictive accuracy in absence of ST
To evaluate the predictive accuracy of the joint models in absence of HT initiation in the next three years, predictive accuracy measures were computed at different times of prediction s (from one to six years after end of EBRT) among men who did not initiate any HT in the window [s, s þ 3] years. These curves are displayed in Figure 3(a) , (c), and (e) for the approximated cross-validation estimates of POL, BS, and IBS. The corresponding differences between pairs of models and their 95% confidence bands were computed at the same times of prediction and shown in Figure 3(b), (d) , and (f).
Whatever the predictive accuracy measure and the nature of the dependency between the PSA dynamics and the risk of recurrence, the joint models provided globally a significantly better predictive accuracy compared to model M1 which assumes independence between the two processes (with the surprising exception for M4 b in the first years according to the BS and IBS measures).
Whatever the predictive accuracy measure, models M4 and M2 had similar predictive performances (differences not shown) in the absence of HT. Indeed, the overall estimates in M2 are mostly driven by the high proportion of subjects who did not initiate HT.
Whatever the measure, considering in models M2 a logistic transformation of the PSA level (M2 b ) instead of the crude PSA level (M2 a ) did not really improve the predictive performances in the short term for s 2 [1, 4] . This was expected as the transformation of PSA level is supposed to mainly correct very high extrapolated PSA values not observed among subjects who will not initiate any HT. In the long-term (s ! 4 years) joint models, considering the crude PSA level (M2 a ) provided even a significantly better predictive accuracy. This contrasted with conclusions in terms of goodness-of-fit or after HT initiation where specification b was systematically better. When considering a dependence on the random effects (M2 c ) rather than on the PSA crude level and slope (M2 a ), conclusions based on BS, IBS, and POL measures differed: M2 c was found largely better than M2 a at times of prediction greater than 1.5 years with POL and was also found better with BS and IBS but only for shorter times of prediction. At longer times of prediction, model M2 a was even slightly better with BS and IBS.
Although results differed substantially depending on the type of measure, the joint model with a dependence directly through the random effects (M2 c ) provided a nice alternative to the more standard (M2 a ) joint model among men who did not undergo any HT. These two models that are the most predictive in absence of HT are also the ones in which the effects of the PSA longterm slope are the highest. This was previously observed in Se`ne et al., 9 where among patients who did not initiate any HT, joint models having the largest effects of the slope of log PSA were also the ones having the best predictive ability suggesting that after a few years, the slope of log PSA would be the major predictor of the risk of recurrence in the absence of HT.
In summary, while the best model to predict the risk of clinical recurrence assuming an immediate initiation of HT was M4 b , the best model we chose to predict the risk of recurrence assuming the patient will not initiate any HT within three years was M2 c .
Example of differential dynamic prediction of prostate cancer recurrence
We provide here an illustrative example of how these differential dynamic predictions can be used in practice. We consider a subject who had a T-stage of 2, a Gleason of 6, an initial PSA of 12.7 ng/ml, a corrected dose of radiation of 65.7 Gy, and who recurred at 2.7 years after the end of EBRT. After each PSA measurement, we computed his individual predicted probability of clinical recurrence in the next three years under the two extreme and validated assumptions: whether he initiates HT immediately (probabilities computed according to model M4 b ) and whether he does not initiate any HT in the next three years (probabilities computed according to model M2 c ), as well as two intermediate scenarios in which the patient initiates HT after one and two years, respectively (probabilities computed according to model M4 b ). Indeed, although for validation purposes, we chose to focus on the two first scenarios, in practice any clinically relevant scenario could be investigated, as for example a delayed initiation of the treatment. Figure 4 provides the observed history of PSA (left side of the figure) at four times of prediction and the corresponding individual prediction of clinical recurrence in the next three years for each of the four scenarios (right side of the figure).
This example illustrates that initiating HT early would have reduced largely the probability of having a recurrence for this patient. For example, at the 1.6-year visit, the man has a probability of having a clinical recurrence in the next three years of 25% which would reduce to 5% if he initiated immediately the HT. Moreover, by reporting the predicted probabilities according to intermediate scenarios, we observe that the probability of recurrence for this patient increases with the delayed initiation of HT up to the largest predicted probability in case of no initiation in the window of time.
Discussion
Using the joint model methodology, we provided individualized dynamic prognostic tools depending on hypothetical clinical decisions, namely the initiation of new treatments. We focused mainly on two scenarios: the prediction of the event assuming no change in the treatment and the prediction of the event assuming the immediate initiation of a new (second) treatment. Indeed, deciding whether to initiate a ST or not has become central in the individual monitoring of chronic diseases such as cancers. While the joint model development requires some subjects with at least three repeated measures, the derived individual predictions can be computed as soon as one measure is available even if in practice more information may be necessary to provide precise predictions. 13 Although promising for clinical practice, such differential dynamic predictive tools were never developed or validated in the literature. A website calculator associated with a publication 13 does include dynamic predictions under two scenarios, but it was not described and validated in that publication. Until now, dynamic predictive tools in the literature only predicted the risk of event based on a biomarker value 8 or a biomarker trajectory 7, 13 by assuming that there was no change in treatment or patient characteristics that might impact the subsequent risk of event. Indeed, developing and validating dynamic prognostic tools that can be conditioned on scenarios of initiation are challenging.
First, it requires a very precise specification of the dependency between the biomarker dynamics, the treatment initiation, and the risk of the event. This was accomplished here by using as series of sophisticated joint shared random-effect models. However, other approaches like joint latent class models or landmark analyses 7 could also be considered.
Second, the predictive performances have to be validated specifically for each scenario. Indeed, it may be unrealistic to expect that the same model provides the best predictions in different situations. This required the development of integrated measures in the ''immediate initiation of second treatment'' scenario to focus on the predictive performances following the initiation. In the application, even if all the joint models had a relatively good predictive accuracy in both situations, we did find that the best predictive tool in each scenario did not come from the same models. This illustrates that prognostic tools should be strictly validated for what they are aimed to quantify in practice.
Third, even in the absence of HT, the prognostic tool validation is still not straightforward. We chose to focus here on patients who did not initiate any HT in the window of prediction. However, these patients may not be a representative sample of the patients free of HT at the time of prediction. Taylor et al. 13 proposed instead to validate the prognostic tools by focusing on the sample of subjects free of HT at the time of prediction and by considering either all the HT initiations during the window of prediction as recurrences or as censoring. As shown in web supplementary materials (Available at http://smm.sagepub.com/), the results concerning the relative performance of the models did not change when using this technique.
Fourth, due to the models' complexity and the differential validation procedure, the use of the whole sample was preferred to a data splitting approach, so that estimation and validation of the predictive tools were done on the same data. This motivated the development of a new estimator of the BS by approximated leave-one-out cross-validation 16 which is valid and easy to compute on the estimation data.
Predictive performances were assessed using two different measures that do not tackle the predictive accuracy in the same way. The BS directly measures the mean square error between the event process and the prediction of the model, while the EPOCE assesses the prognostic value of the joint models by measuring the distance between the conditional density of the time-to-event assumed in the model and the true one. This may explain why we found differences between the conclusions given by the two measures in the application. We still chose to select the best models as a balance between the results given by these two measures. Moreover, the models providing the best goodness-of-fit did not necessarily have the best predictive ability. This illustrates the difference between these two types of assessment. While the goodness-of-fit measures use all the information, the predictive accuracy measures focus only on a part of the sample and use only the history of the biomarker up to the time of prediction. This is why when interested in dynamic predictions, the predictive ability of the models should be assessed. 9 Measures derived from the Area under the ROC curve (AUC) methodology 27 were not considered here for assessing the predictive ability of the joint models. Indeed, first they focus on discrimination while our focus was really on predictiveness, since we wanted to quantify individual probabilities of recurrence. Second, their use in dynamic settings has been rather limited. 8, 28 Third, providing an approximated cross-validation estimate was not straightforward.
Finally, in prostate cancer, the initiation of an ST, namely HT, has raised many questions about how to take it into account in the model for the risk of clinical recurrence or how to evaluate its causal effect in the presence of indication bias. 26 In the present paper, our focus was only on the dynamic individual predictions. As such, we chose to compare descriptive joint models that treated HT intuitively as a time-dependent covariate, possibly in interaction with other characteristics. However, using the same strategy, more causal or mechanistic models could also be investigated. Alternatively, time to HT initiation could be treated as a censored time-to-event along with other clinical recurrences by defining a multistate model or a multivariate survival model jointly with the biomarker longitudinal model.
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