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CWTER 1 
INTRODUCTION 
1.1 Object ives 
- 
A  p a r t i c u l a r l y  s e r i o u s  problem f a c i n g  d e n s e l y  popula ted  a r e a s  i s  
t h e  environmental  d e g r a d a t i o n  caused by t h e  p resence  o f  photochemical  
a i r  po l . lu t ion .  The problem i s  b o t h  p e r v a s i v e  and d i f f i c u l t  t o  c o n t r o l .  
An impolrtant element of any r a t i o n a l  approach d i r e c t e d  a t  a t t e m p t i n g  t ~ o  
improve! t h e  s i t u a t i o n  i s  a  r e l i a b l e  means f o r  e v a l u a t i n g  t h e  a i r  qual-  
i t y  impact of a l t e r n a t i v e  c o n t r o l  measures.  Th i s  r e p o r t  p r e s e n t s  such 
a  c a p a b i l i t y  i n  t h e  form of a  mathemat ical  d e s c r i p t i o n  of t h e  produc- 
t i o n  and t r a n s p o r t  of photochemical  o x i d a n t s  w i t h i n  an u rban  a i r s h e d .  
1.2 Photochemical  P o l l u t i o n  
Photochemical  o x i d a n t  a i r  p o l l u t i o n ,  o r  a s  i t  i s  more commonly 
known--smog, i s  a c t u a l l y  a  m i x t u r e  of chemical  compounds. I n  a  t y p i c a l  
u rban  atmosphere t h e r e  a r e  many o x i d a n t s  i n c l u d i n g  such s p e c i e s  a s  
ozone ( 0  , n i t r o g e n  d i o x i d e   NO^), p e r o x y a c e t y l n i t r a t e  (PAN) and 3 
hydrogen perox ide  (H 0  ). These,  and o t h e r  p o l l u t a n t s ,  a r e  produced a s  2 2 
a  r e s u l t  of t h e  a c t i o n  of s u n l i g h t  on t h e  emiss ions  of n i t r o g e n  o x i d e s  
( ~ 0 ~ )  and r e a c t i v e  hydrocarbons (RHC) . An impor tan t  c h a r a c t e r i s t i c  of 
o x i d a n t s  i s  t h a t  t h e y  a r e  n o t  emi t t ed  by t h e  p o l l u t a n t  s o u r c e s ,  b u t  
r a t h e r ,  a r e  formed a s  p r o d u c t s  of chemical  r e a c t i o n s  i n  t h e  atmosphere.  
It i s  t h i s  l a t t e r  p r o p e r t y  t h a t  makes t h e i r  c o n t r o l  so  d i f f i c u l t .  When 
coupled w i t h  t h e  f a c t  t h a t  t h e  amount of o x i d a n t  formed i n  any g i v e n  
urban a r e a  h a s  a  complex dependence on t ime of day,  m e t e o r o l o g i c a l  
c o n d i t i o n s  and t h e  n a t u r e  of t h e  p o l l u t a n t  s o u r c e s ,  t h e  d e s i g n  of 
e f f e c t i v e  abatement programs becomes an even more complex under tak ing .  
H i s t o r i c a l l y  most p o l l u t i o n  c o n t r o l  measures have been based on 
t h e  n o t i o n  t h a t  a  r e d u c t i o n  i n  p r e c u r s o r  emiss ions  l e a d s  t o  a  propor-  
t i o n a t e  improvement i n  a i r  q u a l i t y .  U n f o r t u n a t e l y ,  t h e  i n h e r e n t  non- 
l i n e a r  n a t u r e  of t h e  chemis t ry  of o x i d a n t  fo rmat ion  p r e c l u d e s  t h e  u s e  
of such s imple  approaches .  Indeed,  depending on t h e  i n i t i a l  s t a t e  of 
t h e  atmosphere,  i t  i s  p o s s i b l e  t o  produce an i n c r e a s e ,  d e c r e a s e  o r  no 
change i n  o x i d a n t  l e v e l s  from a  s imple  s t r a t e g y  based on reduc ing  one 
of t h e  p r e c u r s o r  emiss ions .  F i g u r e  1.1, f o r  example, i l l u s t r a t e s  t h e  
e f f e c t s  on ozone c o n c e n t r a t i o n  a r i s i n g  a s  a  r e s u l t  of lowering t h e  
n i t r o g e n  ox ides .  These c o u n t e r - i n t u i t i v e  r e s u l t s  f u r t h e r  h i g h l i g h t  t h e  
need f o r  a  formal  methodology c a p a b l e  o f  p r e d i c t i n g  t h e  a i r  q u a l i t y  
impact of changes i n  emiss ions .  
1 . 3  Modeling Photochemical  A i r  Q u a l i t y  
A t  t h e  c o r e  of any approach which a t t e m p t s  t o  r e l a t e  changes i n  
p o l l u t a n t  emiss ions  t o  ambient a i r  q u a l i t y  i s  a  r e l i a b l e  p r e d i c t i o n  
method. Whether t h e  p r e d i c t i o n  scheme i s  a  s imple  c h a r t ,  formula  o r  a  
complex numerical  p rocedure  t h e r e  a r e  t h r e e  b a s i c  e lements  which must 
be cons idered ;  t h e  meteorology (MI, t h e  s o u r c e  emiss ions  ( E )  and t h e  
chemical  i n t e r a c t i o n s .  Consider  t h e  schemat ic  r e p r e s e n t a t i o n  shotm i n  
F i g u r e  1.2 where t h e  f u n c t i o n  F ,  o r  a i r  q u a l i t y  model, d e n o t e s  t h e  
means of r e l a t i n g  changes i n  contaminant emiss ions  t o  t h e  r e s u l t i n g  a i r  
q u a l i t y  AQ. Mathemat ical ly  F can be  an a l g e b r a i c  o r  d i f f e r e n t i a l  
NON-METHANE HYDROCARBONS ( NMHC ) 
[ P P ~  C]  
FIGURE 1.1 
Ozone I s o p l e t h  P l o t  a s  a  Func t ion  of t h e  P r e c u r s o r  Concen t ra t ion  of 
Ni t rogen  Oxides (NO,) and Non-Methane Hydrocarbon (NPIHC). 
The Three Cases A , B ,  and C I n d i c a t e  t h e  E f f e c t ,  On Ozone, of Reducing 
Ni t rogen  Oxides. [Graph d e r i v e d  from m i t t e n  and Hogo (1978) . ]  
MODEL PARAMETERS 
EMISSIONS MATHEMATICAL MODEL 
F(e,M): E+-AQ 
- 
FIGURE 1.2 
Schematic Structure of an Air Quality Model 
system of a r b i t r a r y  dimension.  Given E ,  M and a s e t  of a d d i t i o n a l  
pa ramete rs  P ,  t h a t  c h a r a c t e r i z e  t h e  a tmospher ic  chemis t ry ,  t h e  a i r  
q u a l i t y  modeling problem can be  r e p r e s e n t e d  i n  a g e n e r a l  way by t h e  
mapping 
As might b e  expected t h e r e  i s  a c o n s i d e r a b l e  l i t e r a t u r e  t h a t  
descr i 'bes  d i f f e r e n t  f u n c t i o n a l  r e p r e s e n t a t i o n s  f o r  F ,  some of which a r e  
summarized i n  t h e  reviews by: Roth e t  a l .  (1976) ,  Na t iona l  Academy of 
Sc iences  (19771, D i m i t r i a d e s  (1977) ,  Myrabo e t  a l .  (1977) and Turner  
(1979).  D e s p i t e  t h e  d i v e r s i t y  of methodologies  t h e r e  two b a s i c  t y p e s  
of models. Those which a r e  based on a fundamental  d e s c r i p t i o n  of t h e  
p h y s i c s  and chemis t ry  occur ing  i n  t h e  atmosphere a r e  c l a s s i f i e d  a s  
a p r i o i r i  approaches .  D e t e r m i n i s t i c  models normal ly  i n c o r p o r a t e  a 
-
mathemat ical  t r e a t m e n t  of t h e  chemical  and m e t e o r o l o g i c a l  p r o c e s s e s  anid 
i n  a d d i t i o n  u t i l i z e  i n f o r m a t i o n  about  emiss ion  d i s t r i b u t i o n s .  
Another c l a s s  of methods i n v o l v e s  t h e  u s e  of & p o s t e r i o r i  models 
i n  which e m p i r i c a l  r e l a t i o n s h i p s  a r e  deduced from smog chamber o r  
a tmospher ic  measurements. These models a r e  u s u a l l y  v e r y  s imple  and typ- 
i c a l l y  b e a r  a c l o s e  r e l a t i o n s h i p  t o  t h e  a c t u a l  d a t a  upon which t h e y  a r e  
based.  Th is  l a t t e r  f e a t u r e  i s  a b a s i c  weakness. Because t h e  models do 
n o t  e x p l i c i t l y  q u a n t i f y  t h e  c a u s a l  phenomena t h e y  cannot  b e  r e l i a b l y  
e x t r a p o l a t e d  beyond t h e  bounds of t h e  d a t a  from which they  were 
d e r i v e d .  A s  a r e s u l t ,  s t a t i s t i c a l l y  based models a r e  n o t  i d e a l l y  
s u i t e d  t o  t h e  t a s k  of p r e d i c t i n g  t h e  impacts  of d r a s t i c  changes i n  
emiss ions .  
Whi.le a  d e t a i l e d  eva lua t ion  of a l l  t h e  var ious  techniques i s  beyond 
the scope of t he  present  s tudy ,  Tables 1.1 and 1.2 summarize the  
r e s u l t s  of an ex tens ive  l i t e r a t u r e  survey conducted t o  assemble back- 
ground ma te r i a l  f o r  t h i s  p ro j ec t .  Both g p r i o r i  and 2 p o s t e r i o r i  
methods a r e  u se fu l  t o o l s ;  however a s  a  r u l e ,  i f  d a t a  a r e  a v a i l a b l e  t o  
t e s t  a  model based on s c i e n t i f i c  fundamentals then t h a t  approach i s  
p re fe rab le .  
1 .4  The Atmospheric Dif fus ion  Equation 
The var ious  elements which must be l inked a s  p a r t  of an a  p r i o r i  
methodology f o r  r e l a t i n g  emissions t o  a i r  q u a l i t y  a r e  shown i n  F igure  
1.3 where t h e  mathematical model provides a  framework f o r  i n t e g r a t i n g  
the  fol lowing b a s i c  components: 
A .  A k i n e t i c  mechanism desc r ib ing  t h e  r a t e s  of atmospheric 
chemical r eac t ions  a s  a  func t ion  of t h e  concent ra t ion  of 
t h e  var ious  spec ies  present .  
B. A source d e s c r i p t i o n ,  g iv ing  t h e  temporal and s p a t i a l  
d i s t r i b u t i o n  of emissions from s i g n i f i c a n t  p o l l u t a n t  
sources wi th in  the  a i r shed .  
C.  A meteorological  d e s c r i p t i o n ,  including wind speed and 
d i r e c t i o n  a t  each loca t ion  i n  t he  a i r shed  as a  func t ion  
of t ime, t h e  v e r t i c a l  temperature s t r u c t u r e  and r a d i a t i o n  
i n t e n s i t y .  
TABLE 1.1 
Empir ica l  R e l a t i o n s h i p s  f o r  P r e d i c t i n g  t h e  Impact 
o f  Photochemical  Oxidant Cont ro l  S t r a t e g i e s  
Methodology S e l e c t e d  References  
Smo g 
Chzimber 
Data 
Aerometr i  
Data 
A n a l y s i s  
D i m i t r i a d e s  (1972, 1976) 
Hamming, Chass, Dickinson et a l .  (1973) 
C Merz, P a i n t e r  and Ryason (1972) 
T r i j o n i s  (1972, 1974) ,  T r i j o n i s  e t  a l .  (1978) 
Paskind and Kinos ian  (1974) 
B a i l e y  (1975) 
Myrabo, Wilson and T r i j o n i s  (1977) 
Tiao,  Phadke and Box (1975) 
Pos t  and B i l g e r  (1978) 
T r i j o n i s  and Hunsaker (1978) 
Hor ie ,  Marians ,  T r i j o n i s  e t  a l .  (1979) 
U.S. Environmental  
P r o t e c t i o n  
Agency Schuck and P a p e t t i  (1973) 
Recommended U.S. Environmental  P r o t e c t i o n  Agency (1971, 
Methods 1974, 1978) 
TABLE 1.2  
Physicochemical  Models f o r  P r e d i c t i n g  t h e  Impact 
o f  Photochemical  Oxidant C o n t r o l  S t r a t e g i e s  
Methodology S e l e c t e d  References  
Kinet  i c  Hecht,  S e i n f e l d  and Dodge (1974) 
Mechanisms Dodge (1977) 
F a l l s  and S e i n f e l d  (1978) 
Lloyd, Lurmann, Godden e t  a l .  (1979) 
Whit ten ,  Hogo, Meldgin e t  a l .  (1979) 
Box 
Models 
Models 
T r a j e c t o r y  
Grid  
Models 
Graede l ,  Farrow and Weber (1976,  1978) 
Demerjian and Schere  (1979) 
McRae, Goodin and S e i n f e l d  (1981) 
Eschenroeder  and Mart inez  (1972) v e r t i c a l l y  
Lloyd, Lurmann, Godden e t  a L  (1979) 
r e s o l v e d  
McRae, Goodin and S e i n f e l d  (1981) 
Wayne, Kokin and Weisburd (1973) s i n g l e  
Whit ten  and Hogo (1978) 
I J Reynolds, Roth and S e i n f e l d  (1973) Reynolds,  L i u ,  Hecht e t  a l .  (1974) v e r t i c a l l y  Roth, Rober t s ,  I . i u  e t  a l .  (1974) r e s o l v e d  McRae, Goodin and S e i n f e l d  (1979) McRae, Goodin and S e i n f e l d  (1981) 
MacCracken and S a u t e r  (1975) 
MacCracken, Walton, Duewer e t  a l .  (1978) 
Duewer, MacCracken and Walton (1978) i n t e g r a t e d  
McRae, Goodin and S e i n f e l d  (1981) 
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Th~e d e t a i l e d  f o r m u l a t i o n  of a  system which l i n k s  t h e  components p a r t s ,  
shown i n  Table  1 .3 ,  i s  a  d i f f i c u l t  under tak ing  because  it i s  n e c e s s a r y  
t o  m a i n t a i n  a  b a l a n c e  between t h e  need f o r  computat ional  economy and 
t h e  d e s i r e  f o r  an a c c u r a t e  r e p r e s e n t a t i o n  of t h e  u n d e r l y i n g  p h y s i c s  and 
chemist ry .  I n  t h i s  s t u d y  t h e  fo rmat ion  and t r a n s p o r t  of chemical ly-  
r e a c t i n g  s p e c i e s  i n  t h e  t u r b u l e n t  p l a n e t a r y  boundary l a y e r  i s  d e s c r i b e d  
by t h e  a tmospher ic  d i f f u s i o n  equa t ion .  
where c  i s  t h e  c o n c e n t r a t i o n  of t h e  s p e c i e s  i, g ( x , t )  i s  t h e  i 
p r e s c r i b e d  f low f i e l d ,  R t h e  chemical  r e a c t i o n  r a t e  and K a  pa ramete r i -  
z a t i o n  of t h e  t u r b u l e n t  mixing.  Various reduced forms of t h e  atmos- 
p h e r i c  d i f f u s i o n  e q u a t i o n  (1 .2)  p rov ide  t h e  b a s i s  f o r  l e s s  comple2r 
models. For  example t h e  modeling system developed a s  p a r t  of t h i s  
s t u d y  i n c o r p o r a t e s  a  v e r t i c a l l y  i n t e g r a t e d ,  a  Lagrangian t r a j e c t o r y  and 
s i n g l e  c e l l  box models. S ince  each model employs common component:s and 
i n p u t  d a t a  t h e y  can b e  used i n  a  u n i f i e d  approach t o  a i r  q u a l i t y  model- 
i n g .  The s i m p l e r  f o r m u l a t i o n s  can be  used f o r  r a p i d  s c r e e n i n g  ca lcu-  
l a t i o n s  and t h e  more complex models f o r  d e t a i l e d  e v a l u a t i o n s .  Subse- 
quent  c h a p t e r s  of t h i s  work d i s c u s s  t h e  v a l i d i t y  and p r a c t i c a l  imple- 
menta t ion  of t h e s e  d i f f e r e n t  r e p r e s e n t a t i o n s  of a tmospher ic  concentra-  
t ilon dynamics . 
TABLE 1.3 
Summary of Inputs Needed to Solve the 
Atmospheric Diffusion Equation 
Basi.c Input Detailed Components 
Meteorology (g) Three dimensional wind field 
Mixing depth 
Topography and surface roughness 
Turbulent diffusion coefficients 
Solar insolation 
Ultraviolet radiation 
Temperature 
Relative humidity 
Chemical Kinetics (pC) - React ion mechanism 
Reaction rate constants 
Reaction stoichiometry 
Surface deposition velocities 
Hydrocarbon lumping procedure 
Air Quality Data (pa) Initial and boundary conditions 
Verification data 
Emission Inventory (E) Mobile sources , 
Stationary sources 
1.5 S t r u c t u r e  of t h i s  Research 
A b a s i c  goa l  of t h i s  r e sea rch  i s  t h e  formula t ion  of a  p r a c t i c a l  
a i r shed  modeling system t h a t  i nco rpo ra t e s  t h e  t h e  most r ecen t  develop- 
ments i n  photochemical r e a c t i o n  mechanisms, t u r b u l e n t  d i f f u s i o n ,  sur-  
f a c e  removal p rocesses ,  numerical s o l u t i o n  techniques and o b j e c t i v e  
a n a l y s i s  procedures.  The formula t ion  of such a  system involves  a  number 
of b a s i c  s t e p s  t h e  f i r s t  of which i s  a d e t a i l e d  examination of t h e  
v a l i d i t y  of t h e  atmospheric d i f f u s i o n  equa t ion  a s  a  b a s i s  f o r  desc r ib -  
ing t h e  formation and t r a n s p o r t  of photochemical a i r  po l lu t i on .  The 
second s t e p  r e q u i r e s  t h a t  t h e  form and i n t e r a c t i o n  between t h e  va r ious  
phys ica l  and chemical processes  be  s p e c i f i e d  and t e s t e d  aga ins t  
independent experiments.  Once t h e  app rop r i a t e  mathematical descr ip-  
t i o n s  have been formulated then it i s  necessary  t o  implement s u i t a b l e  
numerical s o l u t i o n  procedures.  The f i n a l  s t e p  i s  t o  a s s e s s  t h e  a tb i l i t y  
of t h e  model t o  p r e d i c t  t h e  a c t u a l  concent ra t ion  d i s t r i b u t i o n s  i n  an 
urban a i r shed .  
The fo l lowing  chapters  a r e  devoted t o  t h e s e  t a sks  and s i n c e  t h i s  
i ~ l v o l v e s  a  s i g n i f i c a n t  amount of m a t e r i a l  an o v e r a l l  pe r spec t ive  i s  
u se fu l .  Table 1.4 p re sen t s  a  summary o u t l i n e  and F igure  1.4 i l l ~ s ~ t r a t e s  
how each chapter  i s  r e l a t e d  t o  t h e  atmospheric d i f f u s i o n  equation[. 
1 3  
TABLE 1 . 4  
O u t l i n e  of Conten t s  of Chapters  
CHAPTER SUMMARY OUTLINE 
Model f o r m u l a t i o n  and d e t a i l e d  d e r i v a t i o n  of t h e  
a tmospher ic  d i f f u s i o n  e q u a t i o n  
Development of o b j e c t i v e  a n a l y s i s  p rocedures  f o r  
s p e c i f i c a t i o n  o f  wind f i e l d s ,  mixing h e i g h t s  and 
i n i t i a l  c o n c e n t r a t i o n  d i s t r i b u t i o n s  
P a r a m e t e r i z a t i o n  of t h e  t u r b u l e n t  mixing p r o c e s s e s  
under d i f f e r e n t  m e t e o r o l o g i c a l  c o n d i t i o n s  
C h a r a c t e r i z a t i o n  of t h e  s u r f a c e  removal mechanisms 
Treatment of p o i n t  and a r e a  s o u r c e  emiss ions  i n  a  
g r i d  based model 
Implementat  i o n ,  t e s t i n g  and s e n s i t i v i t y  a n a l y s i s  
of a  photochemical  r e a c t i o n  mechanism 
Numerical s o l u t i o n  of t h e  a tmospher ic  d i f f u s i o n  
e q u a t i o n  u s i n g  o p e r a t o r  s p l i t t i n g  and c o o r d i n a t ~ e  
t r a n s f o r m a t i o n s .  S e l e c t i o n  of a  numerical  method f o r  
s o l v i n g  t h e  a d v e c t i o n - d i f f u s i o n  e q u a t i o n .  S o l u t i o n  
p rocedures  f o r  t h e  chemical  k i n e t i c s  
E v a l u a t i o n  of t h e  model performance i n  an  urban 
a i r  shed 
Summary and Conclusion 
Spec ies  C o n t i n u i t y  Equat ion i 
I n i t i a l  Condi t ions  
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- i 
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FIGURE 1,4 
I n p u t s  t o  t h e  Atmospheric D i f f u s i o n  Equa t ion  a n d ' P r o c e s s e s  
ELequired f o r  Numerical S o l u t i o n  -Numbers Represent  Subsequent Chap te r s .  
CHAPTER 2 
FORMULATION OF AN URBAN SCALE AIRSHED MODEL 
2.1 - Introduction 
Mc~deling urban scale air pollution is essentially the problem of 
describing the formation and transport of chemically reactive species 
in the turbulent planetary boundary layer. As used in this study, an 
air quality model will be taken to represent a physiochemical model 
based oln theoretical treatments of atmospheric chemistry and meteorol- 
ogy. This chapter presents the basic model formulation and discusses 
the key assumptions which must be invoked in order to obtain a trac- 
table set of governing equations. 
2.2 - Species Continuity Equation 
A common starting point for most air quality model derivations is 
a statement of mass conservation. A differential expression of the 
mass balance for species c in a p-component mixture, is given by i ' 
where u.(x,t) is the velocity of species c at position x at time t and 
-1 - i - 
R. is the chemical generation rate. A more useful form of the mass 
1 
flux U.C. can be written in terms of the mass-weighted average ve1ocit:y 
-1 1 
u of the mixture as a whole. The velocity of species c relative to 
- i 
-. 
the mean - ii is simply u. - u and so the diffusive flux of c relative to 
-1 - i 
a coordinate system moving with the mean velocity is then j.5 = ci(ui '- 
-1- 
u). Equation (2.1) can then be written in the form 
- 
The diffus . ive f l u x  i s  represented  by ~ i c k ' s  law, Ji = -Di Vci, where Di 
is  the  molecular d i f f u s i o n  c o e f f i c i e n t  of c .  wi th  r e spec t  t o  t h e  c:ompos- 
1 
i t 1 2  mixture.  The molecular d i f f u s i o n  c o e f f i c i e n t  i n  gene ra l  depends 
upon the  temperature and chemical p o t e n t i a l  g r a d i e n t s  of a l l  spec i e s  i n  
t he  mixture (Bowen, 1976). I f  t h e  p o l l u t a n t  spec i e s  a r e  p re sen t  i n  
s u f f i c i e n t l y  d i l u t e  amounts, then  t h e  conservat ion of mass f o r  a  par- 
t i c u l a r  component can be w r i t t e n  i n  t he  form 
The mixture mass balance c o n s i s t s  of two pa r t s ;  t h e  f i r s t  i s  a  conser- 
va t ion  s tatement  (2.3) f o r  each spec ies  and t h e  second i s  a  balance f o r  
t he  mixture a s  a  whole. I n  o rde r  t o  desc r ibe  t h e  dynamics of t h e  com- 
p l e t e  system i t  i s  necessary t o  c a r r y  out  a  simultaneous s o l u t i o n  of 
t he  coupled equat ions of mass, momentum and energy conservat ion.  Since 
the  appropr ia te  equat ions of motion f o r  a i r  a r e  ex t ens ive ly  discussed 
i n  Dutton and F i c h t l  (19691, S p i e g e l  and Veronis (19601, Businger 
(19731, Donaldson (1973) they w i l l  no t  be r e i t e r a t e d  here.  
2 .3  Decouplinn Species & C a r r i e r  F lu id  Equations 
Because of t he  computational d i f f i c u l t i e s  it i s  u se fu l  t o  at tempt  
a decoupling of t h e  spec ies  con t inu i ty  equat ions from t h e  equat ions of 
motion of t h e  c a r r i e r  f l u i d .  While t h i s  approach s i m p l i f i e s  t h e  solu- 
tLon procedure, t he  temperature and v e l o c i t y  f i e l d s  must neverthelless 
be ex te rna l ly  suppl ied t o  the  a i r shed  model. A key assumption i m p l i c i t  
i n  t h e  sepa ra t ion  i s  t h a t  t h e  presence of p o l l u t a n t  gases  and pa r t i cu -  
l a t e  ae roso l s  does not  s i g n i f i c a n t l y  a f f e c t  t h e  meteorology. The objec:- 
t i v e  of t h i s  s e c t i o n  i s  t o  examine t h e  j u s t i f i c a t i o n  f o r  t h e  decoup- 
l i n g ,  a s  i t  has not  been ex tens ive ly  d iscussed  i n  previous photochemi- 
c a l  modeling s tud ie s .  
Two e f f e c t s  could i n v a l i d a t e  t h e  assumption. The d i r e c t  e f f e c t  
on atmospheric temperature s t r u c t u r e  from hea t  r e l ea sed  i n  t he  chemi-. 
c a l  reisctions can be considered t o  be n e g l i g i b l e  a s  most spec ies  a r e  
present  only i n  t r a c e  q u a n t i t i e s .  A more s e r i o u s  ques t ion  a r i s e s ,  how- 
ever ,  a s  t o  t h e  e f f e c t  of gaseous p o l l u t a n t s  and ae roso l s  on t h e  radial- 
t i v e  t r a n s f e r  processes .  Recently t h e r e  have been a  number of s tud ie s  
on the  e f f e c t s  of p o l l u t a n t  m a t e r i a l  on t h e  microclimates of urban 
areas .  (Ackerman e t  al . ,1976; Ackerman, 1977; Atwater,  1977; Bergstrom 
and Viskanta,  1973abc; Viskanta and Daniel ,  1980; Viskanta e t  al . ,1977; 
Welch c ? t  a1.,1978; Zdunkowski and McQuage, 1972; Zdunkowski e t  a l . ,  
1976.)The r e s u l t s  of t hese  s t u d i e s  i n d i c a t e  t h a t  gaseous p o l l u t a n t s ,  
which i n t e r a c t  p r imar i ly  i n  t he  i n f r a r e d ,  tend t o  hea t  t h e  ear th 's  sur- 
f a c e  during t h e  day by inc reas ing  t h e  downward thermal r a d i a t i o n  and 
conversely enhancing t h e  cool ing a t  n igh t .  While t h e r e  i s  genera l  
agreement on t h i s  r e s u l t ,  t h e  conclusions regarding t h e  e f f e c t s  of 
aeroso1.s on t h e  temperature s t r u c t u r e  a r e  not  so s t ra ight forward .  The 
reason f o r  t h i s  i s  t h a t  t h e  r a d i a t i o n  balance depends on both t h e  sur-  
f a c e  albedo and t h e  ae roso l  c h a r a c t e r i s t i c s .  
Ackerman (1977) has presented a model which cons iders  t he  e f f e c t s  of 
p o l l u t a n t s  on both longwave and shortwave r a d i a t i o n  and the  inter<ac-  
t i o n  of t h e  modified r a d i a t i o n  f i e l d  wi th  t h e  su r f ace  f luxes .  The 
r e s u l t s  a r e  of p a r t i c u l a r  i n t e r e s t  because t h e  model was appl ied  t o  t h e  
Los Angeles Basin. An important conclusion of t h e  s tudy was t h a t  t h e r e  
i s  a s t rong  tendency f o r  s e l f  s t a b i l i z i n g  compensation. This was par- 
t i c u l a r l y  evident  i n  t h e  r e l a t i o n s h i p  between t h e  atmospheric absorp- 
t i o n  of shortwave r a d i a t i o n  and t h e  hea t  f l u x .  I f  t h e  r a d i a t i o n  i s  
absorbed by a l a y e r  near  t h e  ground t h e  hea t  t r a n s f e r  from t h e  s u r f a c e  
t o  t h e  atmosphere i s  reduced. This i n  t u r n  tends t o  keep t h e  su r f ace  
and the  boundary-layer temperatures approximately t h e  same a s  i f  no 
absorp t ion  were tak ing  place.  Loss of energy due t o  backsca t t e r  may 
a l s o  r e s u l t  i n  a reduct ion  of t h e  depth of t h e  boundary l a y e r  r a t h e r  
than i n  a reduct ion  i n  temperature.  An a d d i t i o n a l  compensation occurs  
w i th in  the  r a d i a t i v e  f luxes .  The warming of t h e  atmosphere by 
sholrtwave r a d i a t i o n  i s  opposed t o  a l e s s e r  degree by an inc rease  i n  
lonlgwave emission,aphenomenon which a l s o  tends t o  maintain t h e  sur-  
f ace temperature.  
A number of d i f f e r e n t  s t u d i e s  (Atwater,l977; Bergstrom and 
Visikanta,l973abc; Ackerman,l977; Viskanta and Danie1,1980) i n d i c a t e  
t h a ~ t  the  p r i n c i p a l  e f f e c t  of ae roso l s  on t h e  urban c l imate  i s  t o  
inc.rease the  daytime temperatures whereas t h e  gaseous p o l l u t a n t s  
deerease t h e  boundary l aye r  temperature a t  n ight .  The changes i n  both 
cases  a r e  q u i t e  small; f o r  example, Viskanta and Daniel (1980) 
pred ic ted  t h a t  t h e  mean d i f f e r e n c e  i n  temperature wi th  and without 
r a d i a t i v e l y  i n t e r a c t i n g  p o l l u t a n t s  was < 0.5 OK and the  changes i n  t h e  
mixed l aye r  height  < 10%. I n  a r eas  wi th  r e l a t i v e l y  high background 
p a r t i c u l a t e  concent ra t ions  t h e  ae roso l  hea t ing  tends t o  r e t a r d  the  
growth of t h e  mixed layer .  Ackerman (1977) showed, however, t h a t  f o r  
Los Angeles t h i s  tendency could cause a  s t rengthening  of t h e  sea  breeze  
c i r c u l a t i o n  which i n  t u r n  would inc rease  t h e  tu rbu len t  mixing and tenti 
I 
t o  r a i s e  t h e  invers ion  base. An inc rease  i n  t h e  s t r e n g t h  of t he  sea  
breeze would b r ing  i n  more cool  a i r  and thus  oppose t h e  temperature 
increase  caused by t h e  ae roso l  absorpt ion.  I n  passing it i s  important 
t o  no te  t h a t  most of t h e  above f ind ings  a r e  p r imar i ly  based on theo re t -  
i c a l  s t u d i e s .  There i s  a  g r e a t  need f o r  more experimental d a t a ,  i n  
p a r t i c u l a r  about t h e  o p t i c a l  p rope r t i e s  of ae roso l s ,  i n  o r d e r  t o  quan- 
t i f y  t he  feedback mechanisms between p o l l u t a n t s  and t h e  thermal s t ruc--  
t u r e  of t h e  atmosphere. 
The major i n fe rence  t o  be drawn from t h e  preceding l i t e r a t u r e  
survey i s  t h a t  t h e  p o l l u t a n t  gases  and ae roso l s  have only a  minor 
inf luence  on t h e  urban cl imate.  I n  p a r t i c u l a r ,  t h e  n e t  impact of par-- 
t i c l e s  was t o  decrease the  temperature of t he  atmosphere-earth system,, 
while  t he  inf luence  of absorp t ion  and emission of thermal r a d i a t i o n  by 
gases  was t o  i nc rease  t h e  system temperature.  The e f f e c t s  of gaseous 
and p a r t i c u l a t e  p o l l u t a n t s  a r e  oppos i te  and t o  a  c e r t a i n  ex t en t  par- 
t i a l l y  compensating. Under t hese  condi t ions  decoupling the  spec ies  
con t inu i ty  equat ion from t h e  equat ions of motion i s  a  v a l i d  approxima-- 
t i o n  i n  an urban atmosphere. This conclusion should n o t ,  however, be 
i n t e r p r e t e d  a s  a  s ta tement  t h a t  t h e  decoupling can be used i n  a l l  
s i t u a t i o n s .  There i s  some evidence t o  suggest t h a t  while  on an urban 
s c a l e  the  e f f e c t s  a r e  minor, t h e  inf luence  on r eg iona l  c l ima te  ma:y be 
s i g n i f i c a n t  (Atwater, 1977). 
2.4 Turbulent Flows 
A bas i c  problem with any e f f o r t  t o  so lve  t h e  spec i e s  c o n t i n u i t y  
equat ion i s  t h a t  t h e  v e l o c i t y  f i e l d  g ( x , t )  i s  t y p i c a l l y  not  a v a i l a b l e  
a s  a  continuous func t ion  of space and time. I n  most urban a i r sheds  t h e  
wind f i e l d  i s  sampled only a t  a  d i s c r e t e  s e t  of s p a t i a l  loca t ions .  
Lamb and Se infe ld  (1973) have shown t h a t  on ly  t h e  f e a t u r e s  of t h e  velo- 
c i t y  f i e l d  wi th  s p a t i a l  s c a l e s  l a r g e r  than about twice t h e  average d i s -  
tance  between sampling po in t s  can be descr ibed e x p l i c i t l y .  A l l  srnaller 
f e a t u r e s  cannot be resolved and t h e r e f o r e  must be t r e a t e d  a s  s t o c h a s t i c  
L 
va r i ab le s .  The conventional r ep re sen ta t ion  f o r  2 i s  as  a  sum of i3 
de te rmin i s t i c  2 and a  random component g', 2 = g + u'. Because olE t h e  
f l u c t u a t i n g  component u: ( 2 . 3 )  i s  then  a  s t o c h a s t i c  d i f f e r e n t i a l  equa- 
t i o n  and c  i s  a  random va r i ab l e .  Since t h e  p r o b a b i l i t y  dens i ty  func- 
,' i 
t i o n  f o r  c  cannot,  i n  gene ra l ,  be determined only s t a t i s t i c a l  moments i 
a r e  ava i l ab l e .  In  o rde r  t o  make meaningful p red ic t ions  i t  i s  necessary 
t o  average t h e  equat ions i n  such a  manner t h a t  model ou tputs  can be 
i d e n t i f i e d  with experimental measurements i n  t h e  f i e l d .  Some informa- 
t i o n ,  r e l a t e d  t o  t h e  small  s c a l e  v a r i a t i o n s ,  i s  l o s t  i n  t h e  process  of 
taking t h e  mean value.  Averaging (2.3) over an i n f i n i t e  ensemble of 
r e a l i z a t i o n s  and neglec t ing  molecular d i f f u s i o n  g ives  
where < c . ( x , t ) >  i s  t he  ensemble mean concent ra t ion .  This r e s u l t  f o l -  
1 
lows from t h e  l i n e a r  na tu re  of t h e  ensemble averaging opera tor  def ined 
by (2.5) where p l ( t )  i s  t h e  i - t h  r e a l i z a t i o n  of a p a r t i c u l a r  process  
p ( t ) .  The p r o p e r t i e s  ( 2 . 6  - 2.8) a r e  used i n  t h e  d e r i v a t i o n  of (2.4) .  
< b i t ) >  = A<p(tj> ; A = cons tan t  (2.6) 
I n  t hese  expressions s i s  an independent v a r i a b l e , f o r  example space o r  
time. There i s  an important d i f f e r e n c e  between t h e  ensemble average, 
(2.5), and t h e  temporal ( o r  s p a t i a l )  average implied by the  overbar  f o r  
u. Mean f l u i d  v e l o c i t i e s  a r e  normally determined by a process  involv-  
-
ing temporal and s p a t i a l  averaging of the  form 
T 
This average i t s e l f  w i l l  f l u c t u a t e  depending on t h e  s t a r t i n g  poin t  and 
the  du ra t ion  of t h e  averaging process.  The use  of t h e  temporal aver- 
age, (2 .9) ,  t o  d e f i n e  complicates t he  process  of der iv ing  (2.4) f o r  
i t  i s  necessary t o  assume t h a t  
S t r i c t l y  speaking, un less  2 i s  a cons t an t ,  t h i s  assumption i s  no t  
s a ~ t i s f i e d ; ~ h o w e v e r , t h e  averaging i n t e r v a l  may be chosen i n  such a way 
t o  approximate the  equa l i t y  wi th  comparatively high accuracy. To do 
t h i s  t he  averaging i n t e r v a l ,  T, must be long i n  comparison wi th  t h e  
- 
c h ~ a r a c t e r i s t i c  per iods of t h e  f l u c t u a t i n g  quan t i t y  g'( t )  = g (  t )  - g (  t )  . 
Sh~eih (1980) d iscusses  how t h e  averaging time can be s e l e c t e d  from a 
knowledge of t h e  s p e c t r a l  d i s t r i b u t i o n  of t h e  wind v e l o c i t y  fluctiua- 
ti.ons. An i n v e s t i g a t i o n  of t h e  averaging time needed t o  a p p r ~ x i m ~ a t e  
ensemble average s t a t i s t i c s  i s  presented i n  Wyngaard (1973). Fur ther ,  
i f  the  ergodic hypothesis  can be invoked, i . e . ,  t h a t  g ( t )  i s  indelpen- 
dent  of s t a r t i n g  time, then ensemble and time average a r e  i d e n t i c a l .  
Monin and Yaglom (1971) d i scuss ,  i n  cons iderable  depth,  t h e  problem of 
averaging. Depazo (1977) has considered t h e  more d i f f i c u l t  case  of 
in . termit tent  flows. 
2.5 The Turbulent Closure Problem 
Neglecting molecular d i f f u s i o n ,  (2.4) i s  a r i go rous ly  v a l i d  equa- 
t i o n  f o r  t he  ensemble mean concentrat ion.  If t h e  v a r i a b l e s  <g'ciq'> and 
any of those a r i s i n g  from R .  a r e  known funct ions  of space and time, 
1 
then (2.4) can, i n  p r i n c i p l e ,  be solved t o  y i e l d  <c .> .  Unfortunately 
1 
t he  <u'c '> cannot be measured a t  a l l  po in t s  i n  an atmospheric flow i 
and, i n  add i t i on ,  cannot be exac t ly  pred ic ted  because of t he  c l a s s i c  
c losure  problem of t u rbu len t  flow. A g r e a t  dea l  of research  e f f o r t  has 
been d i r ec t ed  a t  a t tempts  t o  r e so lve  t h i s  problem. The most well--known 
method of approximating the  f l u c t u a t i n g  t r a n s p o r t  term <:'c '> i s  t h e  i 
so-cal led g rad ien t  t r anspor t  approximation proposed o r i g i n a l l y  by Bous- 
s inesq  (1877). With t h i s  approach, t h e  t r a n s p o r t  i s  based on an anal- 
ogy t o  t h e  s imples t  molecular models i n  which t h e  f l u x  i s  assumed t:o 
be propor t iona l  t o  t h e  l i n e a r  mean g rad ien t s .  The model f o r  a  non- 
i s o t r o p i c  flow i s  given by 
wher~e K i s  t h e  second rank eddy d i f f u s i o n  t enso r .  Ignoring,  f o r  t he  
momemt, t he  chemical r e a c t i o n  term, (2.11) can be s u b s t i t u t e d  i n t o  
(2.4) t o  g ive  
Considering t h e  almost u n i v e r s a l  use of (2.11) a s  a  c losure  approxirr~a- 
t i o n  i n  a i r shed  models i t  i s  important t o  o u t l i n e  some of i t s  l i m i t a . -  
t ionfs.  Monin and Yaglom (1971) and, i n  p a r t i c u l a r ,  Corrs in  (1974) h~ave 
i d e n t i f i e d  some condi t ions  which a r e  necessary f o r  t h e  v a l i d  use of a  
g rad ien t  t r a n s p o r t  hypothesis .  A b a s i c  requirement i s  t h a t  t he  trans- 
p o r t  mechanism length  s c a l e  must be much smal le r  than t h e  d i s t ance  
aver  which t h e  curva ture  of t h e  mean t ranspor ted  f i e l d ' g r a d i e n t  changes 
appreciably.  S imi la r  condi t ions  apply t o  t h e  temporal s ca l e s .  A more 
fundamental d i f f i c u l t y  occurs  when t h e  flows a r e  buoyancy dr iven .  I n  
t h i s  s i t u a t i o n ,  p a r t i c u l a r l y  f o r  f r e e  convection, t h e  f l uxes  <s'ci'> 
a r e  no longer descr ibed by the  l o c a l  g rad ien t .  Under uns tab le  condi- 
t i o n s  p a r c e l s  of warm a i r ,  d i sp laced  from t h e i r  equi l ibr ium p o s i t i o n ,  
r i s e  t o  t h e  top of t he  mixed l a y e r .  To compensate f o r  these  v e r t i c a l  
motions, zones of s ink ing  a i r  occur between t h e  r i s i n g  a i r  parce ls .  As 
a  r e s u l t  of t h i s  combined motion, p o s i t i v e  va lues  of w' a r e  c o r r e l a t e d  
wi th  p o s i t i v e  temperature f l u c t u a t i o n s  8'. The covariance ;'0' i s  
p o s i t i v e  but  t h e  mean v e r t i c a l  temperature g rad ien t  i s  zero (Deardorff ;  
1966, 1970). 
I n  an at tempt  t o  circumvent some of t hese  problems, cons iderable  
e f f o r t  has been expended t o  develop so-called second moment t u rbu len t  
cllosure models i n  which t h e  governing equat ions a r e  closed by inc luding  
terms parameter izing var ious  tu rbu len t  c o r r e l a t i o n s .  See, f o r  example, 
Lewellen e t  a l .  (1974), Wyngaard and Cote (1974),  Yamada and Mellor 
(119751, Lumley and Khajeh-Nouri (19741, Mellor and Yamada (19741, Zeman 
and Lumley (1976),  Zeman and Tennekes (1977),  Manton (1979),  Binkowski 
(11979), Freeman (1977),  and Yamada (1977). While many of these  models 
a r e  conceptual ly very appeal ing,  t h e i r  i nc lus ion  i n  an urban a i r shed  
model imposes an unreasonable computational burden. I n  a d d i t i o n  t o  t h e  
p~:oblems a s soc i a t ed  wi th  t h e  s o l u t i o n  economy,many of t h e  models have 
been v e r i f i e d  f o r  only l imi t ed  flow regimes and some r e q u i r e  t he  de t e r -  
mjLnation of a  l a r g e  number of empir ica l  cons tan ts .  I n  s p i t e  of t h e  
poss ib l e  b e n e f i t s  of employing a  second-order c lo su re  model t h e r e  
remains a  need f o r  a  simple scheme t h a t  produces r e s u l t s  cons i s t en t  
wkth the  known behavior of p o l l u t a n t s  i n  t h e  p l ane ta ry  boundary l aye r .  
The approach adopted i n  t h i s  work i s  t o  r e t a i n  t h e  use  of t h e  eddy d i f -  
fu s ion  concept and t o  develop t h e  components of K us ing  modern boundary 
l aye r  theory. 
2.6 Eddy D i f f u s i v i t i e s  
I n  most models t h e  second rank tensor  K i s  approximated by t h e  
diagonal  form 
The presence of zeros i n  t h e  o f f  diagonal  elements i m p l i c i t l y  assumems 
t h a t  t he  p r i n c i p a l  axes of K a r e  al igned wi th  t h e  Euler ian  co-ordinate 
syste~m, a  s i t u a t i o n  t h a t  seldom occurs i n  t he  p l ane ta ry  boundary layler 
(M0ni.n and Yaglom, 1971; Corrs in ,  1974). I n  genera l  t h e  t enso r ,  K ,  
depends on s c a l a r  q u a n t i t i e s ,  such a s  t he  tu rbu len t  k i n e t i c  energy and 
t h e  magnitude of t h e  v e r t i c a l  shear  of t h e  ho r i zon ta l  wind. A major 
b a r r i e r  t o  t h e  inc lus ion ,  and parameter iza t ion ,  of t h e  of f  diagonal  
elements i s  t h e  lack  of s u i t a b l e  labora tory  and f i e l d  d a t a  f o r  a  range 
of s t a b i l i t y  condi t ions .  Freeman (1977),  Yamada (1977) and Manton 
(1979) have used second-order c lo su re  models t o  c a l c u l a t e  t h e  o f f  diiag- 
ona l  components of K f o r  s imp l i f i ed  atmospheric flows. The e f f e c t s  on 
concent ra t ion  p red ic t ions  have not  a s  y e t  been ex tens ive ly  discussed 
i n  t he  l i t e r a t u r e .  
An a l t e r n a t i v e  approach, which r e t a i n s  t h e  s i m p l i c i t y  of t h e  K- 
theory formulat ion,  was introduced by Lamb e t  a l .  (1975). The bas i c  
idea  was t o  develop v e r t i c a l  K p r o f i l e s  which, when used i n  t h e  
z z  
atmospheric d i f f u s i o n  equat ion,  reproduced t h e  a c t u a l  concent ra t ion  
d i s t r i b u t i o n s .  I n  t h e i r  i n i t i a l  work they found expressions f o r  K Cz) 
zz 
t h a t  yielded accu ra t e  es t imates  of ground l e v e l  concent ra t ions  under 
n e u t r a l  and s l i g h t l y  uns t ab le  condi t ions .  A s i m i l a r  method, which 
makes use  of f i e l d  measurements, has been developed by Crane e t  a l .  
(1977).  Using these  techniques i t  i s  poss ib l e  t o  o b t a i n  s o l u t i o n s  of 
t he  d i f f u s i o n  equat ion which c l o s e l y  match observed concentrat ion pro- 
f i l e s .  A v a r i a n t  of t h i s  procedure has been implemented i n  t h e  present  
a i r shed  model and f u r t h e r  d e t a i l s  a r e  discussed i n  Chapter 4. 
E f fec t  of Turbulence on Chemistry 
A major problem i n  modeling atmospheric concent ra t ion  dynamics i s  
p red ic t ing  t h e  spec ies  r e a c t i o n  r a t e s  i n  a t u rbu len t  f l u i d .  The reason 
f o r  t h i s  i s  t h a t  t h e  t r u e  r e a c t i o n  r a t e  Ri i s  a  func t ion  of <c>+c' but  
o ~ i l y  t he  mean va lues  <c> a r e  a v a i l a b l e  a f t e r  ensemble averaging. A 
c losu re  assumption used i n  most a i r shed  models i s  t h a t  t h e  ensemble 
mean r e a c t i o n  r a t e  i s  t h e  same a s  t h e  r a t e , b a s e d  on ensemble mean con- 
c e n t r a t i o n s .  There a r e  obvious d i f f i c u l t i e s  with t h i s  approach. Con- 
s i d e r  two elementary mechanism s t e p s  and t h e i r  a s soc i a t ed  forward reac- 
t i o n  r a t e s .  Assuming t h e  r a t e  cons tan ts  k a r e  f i x e d ,  t h e  chemical pro- 
duc t ion  terms a r e  given by 
; c1 
kl ( -klcl -t products  
Expressing t h e  concent ra t ions  a s  a  sum of mean and f l u c t u a t i n g  com- 
ponents c  = < c . >  + c  ' and ensemble averaging g ives  i 1 i 
> 
= k < c >  
a t  1 1  
For the  f i r s t - o r d e r  decay i t  i s  c l e a r  from (2.15) t h a t  t he  turbulence 
has no e f f e c t  on t h e  r e a c t i o n  r a t e .  I n  t h e  multicomponent case ,  
(2 .16) ,  t h e r e  i s  an i n t e r a c t i o n  between the  mean and f l u c t u a t i n g  con- 
c e n t r a t i o n  l e v e l .  The c losu re  assumption <R(c)> = R(<c>) w i l l  no t  be  
v a l i d  unless  
An obvious ques t ion  i s :  what i s  t h e  e f f e c t  of neglec t ing  second order  
cor re : la t ions  of t h e  form <c ' c  '> i n  determining t h e  r e a c t i o n  r a t e s ?  1 2  
Despi te  t h e  importance of understanding r e a c t i v e  mixing i n  t u rbu len t  
shear  flows r e l a t i v e l y  l i t t l e  progress  has been made i n  developing 
v a l i d  t h e o r i e s  f o r  u se  i n  p r a c t i c a l  s i t u a t i o n s .  The complexity of th.e 
problem and approaches f o r  reso lv ing  some of t h e  d i f f i c u l t i e s  a r e  out- 
l i ned  i n  O'Brien (19741, Murthy (19751, Spalding (19751, H i l l  (19761, 
Shu e t  a l .  (1978). The few c losu re  models t h a t  have been developed 
e i t h e r  r e q u i r e  assumptions about t h e  na tu re  of t h e  underlying concen-, 
t r a t i o n  p r o b a b i l i t y  d e n s i t y  func t ions  ( O - ~ r i e n ,  1974; Lamb and Shu, 
1978; Shu e t  a1.,1978) o r  in t roduce  a d d i t i o n a l  d i f f e r e n t i a l  equat ions 
(~ona:Ldson,1975) which i n  t u r n  impose an unreasonable burden on an 
a l ready  complex computational problem. 
Given the  d i f f i c u l t i e s  of developing simple c losu re  models, an 
a l t e r n a t i v e  approach i s  t o  at tempt  a  d e l i n e a t i o n  of t h e  condi t ions  
untler which terms of t he  form Ccl'c2'> can be expected t o  be  s i g n i f i -  
cant .  I n  t he  absence of mean g r a d i e n t s ,  two competing processes  i n f lu -  
ence the  magnitude of <c 'c '>: molecular d i f f u s i o n  and chemical reac- 1 2  
t i ons .  For example i f  t he  d i s s i p a t i v e  s c a l e  of t h e  turbulence i s  small  
and the  r e a c t i o n  r a t e  i s  very  slow, then molecular d i f f u s i o n  can b~e 
expected t o  keep c  and c2 we l l  mixed and t h e  c o r r e l a t i o n  term Cc10 1 
c "> can be neglected.  A numerical measure of t h e  r a t i o  between t h e  2 
d i f f u s i v e  and r e a c t i o n  time s c a l e s  i s  given by t h e  Damkohler number N D 
( H i l l ,  1976). For second-order r eac t ions  Shu (1976) evaluated ND us ing  
T~ - Diffusive Time Scale - k [<c >+<c > ] x ~  
- 
- 1 2  
N~ - - Reaction Time Scale 2 D  (2..18) 
where D i s  t h e  molecular d i f f u s i o n  c o e f f i c i e n t ,  and A i s  t he  d i s s ipa -  
t i o n  length  s c a l e  (Corrs in ,  1958). When ND >> 1 t h e  c h a r a c t e r i s t i c  
tirue f o r  chemical r e a c t i o n  i s  s h o r t  compared t o  t h a t  f o r  molecular mix- 
ing. I n  t h i s  s i t u a t i o n  <c ' '> w i l l  tend t o  - <c ><c > and so th.e 1 C2 1 2  
r eac t ions  between c  and c  w i l l  b e  governed not  by t h e  k i n e t i c s  bu t  by 1 2 
t h e  r a t e  a t  which t h e  r e a c t a n t s  can be brought t oge the r  by molecular 
d i f fus ion .  I f  t h e  time s c a l e  f o r  r e a c t i o n  i s  longer  than  t h a t  of d i s -  
s i p a t i o n  (N < < I )  then concent ra t ion  f l u c t u a t i o n s  a r e  removed before  D 
they can a f f e c t  t h e  chemistry. For t h i s  s i t u a t i o n  t h e  mean r e a c t i o n  
r a t e  can be s a t i s f a c t o r i l y  pred ic ted  by -kCc ><c >. The Damkohler 1 2  
nunnber has been est imated i n  Table 2.1 f o r  r e a c t i o n s  t h a t  o f t e n  occur  
i n  photochemical mechanisms. Fu r the r  d e t a i l s  of r a t e  cons tan ts  and 
r e a c t i o n  s t e p s  a r e  contained i n  Chapter 8. 
TABLE 2 .1  
Typica l  React ion Rate Damkohler Numbers 
f o r  a Smog Chamber ~ x ~ e r i r n e n t ~  
REACT I O N  RATE CONSTANT k CONCENTRATION (ppm) DAMKOHLER TJUPIBER b 
k A + B +  - 1 -1 (ppm -min ) (A) (B) N D 
NO + o3 + 23.9 0.045 0.069 1 3  
NO2 + 0 + 1 . 3 4 ~ 1 0  0.253 1 .94x10-~  15400 4 
NO2 + O3 + 0.05 0.253 0.069 0.08 
NO + H02 -f 1 . 2 0 ~ 1 0  0.045 1 . 5 6 x 1 0 - ~  2650 4 
OLE + O3 -+ 0.15 0.005 0.069 0.05 
O3 + H02 -f 1.5  0.069 1 . 5 6 x l 0 - ~  0 .5  
(a 1 
Smog C1-iamber Experiment SUR-119J a t  180 mins (See Chapter 8 ) ;  
L D = 0.1!7 cm / s ec ,  X = 10 cm. 
0.01 < ND k i n e t i c a l l y  
l i m i t e d  
Dliffusion T i m g  - k[(A) + ( B ) ]  h L  ND = - - 2 D i 0.01 5 PiD 5 50 in te rmedia te  React ion Time 
C ND > 50 d i f f u s i o n  
c o n t r o l l e d  
A notab le  f e a t u r e  of t he  c a l c u l a t i o n s  shown i n  Table 2.1 i s  t h a t  un le s s  
thle r e a c t a n t s  a r e  we l l  mixed, t h e r e  e x i s t s  a  p o s s i b i l i t y  t h a t  some 
re ,act ion r a t e s  a r e  slower than those  i n f e r r e d  d i r e c t l y  from t h e  k ine t -  
i c s .  The importance of t h i s  f i nd ing  must however be placed i n  i t s  
proper context .  A v a r i e t y  of f a c t o r s  a r e  involved: t h e  f i r s t  of which 
i s  t h a t  i n  Table 2.1 only s i n g l e  r e a c t i o n  s t e p s  a r e  considered,  whereas 
i n  t he  atmosphere, many r e a c t i o n s  a r e o c c u r r i n g  simultaneously. In a  
mixture,  some r e a c t i o n s  w i l l  d e p l e t e  spec i e s  and o t h e r s  w i l l  g ene ra t e  
new ma te r i a l .  Those r e a c t i o n s  which a r e  d i f f u s i o n  l imi t ed  a r e  normally 
so f a s t  t h a t  lowering the  r a t e  cons tan t  t o  t h e  e f f e c t i v e  mixing r a t e  
doles not  s i g n i f i c a n t l y  change t h e  o v e r a l l  k i n e t i c s .  Another approach 
i s  t o  u se  s e n s i t i v i t y  a n a l y s i s  techniques,  l i k e  those  descr ibed i n  
Ch,apter 12, t o  examine t h e  mechanism performance when a l l  t h e  d i f f u s i o n  
l imi ted  k i n e t i c  r a t e  cons tan ts  a r e  reduced. 
The degree t o  which t h e  r e a c t a n t s  c a n , b e  considered t o  be we l l  
mixed has an important p r a c t i c a l  consequence s i n c e  s t e e p  concent ra t ion  
gr ,adients  can o f t e n  e x i s t  i n  t h e  v i c i n i t y  of plumes. A s  an example, 
emissions from l a rge  combustion sources a r e  t y p i c a l l y  r i c h  i n  n i t r i c  
oxide. This  m a t e r i a l  i s  emit ted i n t o  a  background t h a t  t y p i c a l l y  has a  
high concent ra t ion  of ozone and o t h e r  spec ies .  The time requi red  t o  
 mi:^ t he  i n i t i a l l y  separated r e a c t a n t s  (NO and 0  ) over t h e  whole plume 3 
i s  longer  than t h a t  requi red  f o r  r e a c t i o n  between NO and 0 The 3 
maicroscopic r a t e  of r e a c t i o n  i s  con t ro l l ed  by t h e  r a t e  of mixing of t h e  
pliume wi th  ambient a i r ,  r a t h e r  than by t h e  k i n e t i c  r a t e  cons tan t  f o r  
thle r eac t ion .  The recent  measurements of Hegg e t  a l .  (1977) appear t o  
support t h i s  content ion.  I f  t he  c lo su re  assumption i s  t o  be used f o r  
plume ?modeling then  i t  i s  necessary t o  inc lude  s u f f i c i e n t  computational 
g r i d  plaints t o  r e so lve  t h e  concent ra t ion  g rad ien t s .  
I n  the  remainder of t h i s  s tudy t h e  approximation <R(c )>  = R(<c>)  
w i l l  be adopted even though t h e r e  i s  some doubt about i t s  v a l i d i t y  i n  
a l l  s i t u a t i o n s .  The second-order c lo su re  models t h a t  a r e  a v a i l a b l e  do 
not  r ep re sen t  s a t i s f a c t o r y  a l t e r n a t i v e s ,  e i t h e r  because of computa- 
t i o n a l  cos t  o r  u n c e r t a i n t i e s  i n  t h e i r  formulat ions.  I n  add i t i on  t o  t h e  
t h e o r e t i c a l  d i f f i c u l t i e s  t h e  Back of good experimental d a t a  i s  a  major 
b a r r i e r  t o  f u r t h e r  progress .  
2.8 x h s  Atmospheric Dif fus ion  Equation 
I n  t he  previous s e c t i o n ,  t h e  va r ious  assumptions and approxima- 
t i o n s  needed t o  develop a  p r a c t i c a l  a i r  q u a l i t y  model were presented.  
For each of t h e  p  spec ies  present  i n  t h e  atmosphere t h e  governing 
d i f f e r ~ e n t i a l  equat ion i s  giver1 by 
i = 1,2, . . . , p  
This equat ion i s  t h e  s t a r t i n g  po in t  f o r  t he  d e r i v a t i o n  of almost a l l  
a i r shed  models. Since most p r a c t i c a l  app l i ca t ions  e n t a i l  numerical 
s o l u t i o n s  of (2.19) t h e  a i r shed  must be subdivided i n t o  an a r r a y  of 
g r i d  clel ls ,  where each c e l l  may have ho r i zon ta l  (Ax,Ay) and v e r t i c a l  
(Az> dimensions  on t h e  o rde r  of a  few k i lometers  and seve ra l  t ens  of 
meters ,  r e spec t ive ly .  Before (2.19) can be solved,  i t  must be f i l t e r e d  
t o  remove a l l  small  s c a l e  v a r i a t i o n s  t h a t  cannot be resolved.  This 
averaging process  must be appl ied  t o  both t h e  concent ra t ion  f i e l d s  and 
t h e  input  parameters,  such a s  t h e  wind v e l o c i t i e s  and eddy d i f f u s i v i -  
t i e s .  I n  add i t i on ,  (2.19) must be time-averaged over  an i n t e r v a l  
equivalent  of t h a t  used i n  each time s t e p  of t h e  numerical s o l u t i o n  
procedure. The necessary s p a t i a l  averaging can be accomplished wi th  a 
f i l t e r  of t he  form (2.20) t h a t  ope ra t e s  on an ensemble average quan t i t y  
where A V  i s  t he  computational c e l l  volume. I f  it  i s  assumed t h a t  2 and 
K do not  possess  s p a t i a l  v a r i a t i o n s  on a s c a l e  smal le r  than t h e  compu- 
t a t i o n a l  gr id,  then  (2.19) can be w r i t t e n  i n  t he  form 
I n  a manner s i m i l a r  t o  t h e  turbulence c losu re  problem of t he  previ -  
ous s ec t ion  it i s  necessary t o  assume t h a t  
This approximation assumes t h a t  t h e  volume-average r e a c t i o n  r a t e  i s  t h e  
same a s  t h e  r e a c t i o n  r a t e  based on t h e  volume average c e l l  concentra- 
t i ons .  Un t i l  t h e  recent  work of Lamb (1975) t h e  v a l i d i t y  of t h i s  
asc;umption had not  been discussed i n  t h e  a i r  p o l l u t i o n  l i t e r a t u r e .  
Lamb concluded t h a t  i n  computational c e l l s  surrounding l a r g e  po in t  
sources t h e r e  a r e  circumstances i n  which e r r o r s  i n  the  concent ra t ion  
p red ic t ions  can a r i s e  from t h e  use  of ( 2 . 2 2 ) .  This i s  t o  be expected 
a s  the s p a t i a l  s c a l e  of a  plume near  t h e  source i s  t y p i c a l l y  much 
smal le r  than t h e  c e l l  volume. I n  c o n t r a s t  t h e  second-order c lo su re  
model developed by Lamb i n d i c a t e s  t h a t  f o r  d i f f u s e  a r e a  sources and 
commonly encountered l i n e  sources ,  t h e r e  a r e  n e g l i g i b l e  subgrid-scale  
chemistry e f f e c t s .  His comments and examples were d i r e c t e d  a t  t h e  f a s t  
nonl inear  r e a c t i o n s  of t h e  NO - o3 system; most o t h e r  r e a c t i o n s  a r e  
gene ra l ly  slower and a s  a  r e s u l t  a r e  l e s s  a f f e c t e d  by subgrid-scale  
v a r i a t i o n s .  A major a r ea  f o r  f u t u r e  research  i s  t h e  development of 
subgrid-scale  models which can be  used t o  embed l a r g e  poin t  sources 
i n t o  urban s c a l e  a i r shed  models. Some i n i t i a l  s t e p s  i n  t h i s  d i r e c t i o n  
a r e  discussed i n  Chapter 7. 
The form (2 .23)  which emerges a s  a  r e s u l t  of t h e  averaging opera-- 
t i o n s  and c losu re  approximations is  t h e  b a s i s  of most a i r shed  models. 
The s t e p s  i n  t h e  process  used t o  d e r i v e  t h e  atmospheric d i f f u s i o n  equal- 
t i o n  a r e  summarized i n  F igure  2 .1 .  I n  o rde r  t o  s impl i fy  t h e  n o t a t i o n  i.n 
subsequent s e c t i o n s ,  and i n  t h e  fol lowing chap te r s ,  symbols ind ica t ing ,  
t h e  na tu re  of t h e  averaging ope ra t ion  w i l l  be  omitted. 
Species Continuity Equation . 
- 
Assumptions: u = u + u' 
- - - 
Assumptions: <u'c ' >  = -,KV<c.> 
- i 1 
Atmospheric Diffusion Equation 
I I 
FIGURE 2 . 1  
Summary of the Steps Involved in Deriving the 
Atmospheric Diffusion Equation 
2.9 Y e r t i c a l  Extent of t h e  Airshed Boundaries 
I n  urban a reas  t h e  d e f i n i t i o n  of t h e  v e r t i c a l  ex t en t  of t h e  
a i r shed  has a  major in f luence  on t h e  choice of t h e  boundary condi t ions .  
I n  most previous s t u d i e s  t h e  top  of t h e  a i r shed  has been defined by t h e  
base of an e leva ted  invers ion .  The j u s t i f i c a t i o n  i s  t h a t ,  f o r  sur -  
f a c e  l e v e l  r e l e a s e s ,  t h e  ex t en t  of v e r t i c a l  mixing i s  b a s i c a l l y  con- 
t r o l l e d  by t h e  lower su r f ace  of an e leva ted  temperature invers ion .  I n  
mid- la t i tudes ,  over  land,  t h i s  convect ive boundary l a y e r  reaches a  
he ight  of 1-2 Km by mid-afternoon and e x h i b i t s  a  near-constant d i s t r i - -  
bu t ion  of wind speed and p o t e n t i a l  temperature.  The name 'mixed layer '  
i s  o f t e n  used synonymously wi th  t h e  convect ive boundary l aye r  i n  much 
of t he  l i t e r a t u r e .  Some controversy e x i s t s  regarding t h e  choice of t h e  
height  Z i  t h a t  de f ines  t h e  th ickness  of t h e  boundary layer .  Tennekes 
(1970),  Z i l i t i n k e v i c h  (1972), Clarke and Hess (1973) have suggested 
t h a t  t h e  boundary l aye r  th ickness  i s  a  func t ion  of t h e  Ekman l aye r  
depth u,/f. The modeling s t u d i e s  of Deardorff and W i l l i s  (1974) show 
t h a t  t he  e l eva t ion  of t h e  lowest invers ion  base i s  perhaps a  more 
appropr i a t e  measure f o r  uns t ab le  condi t ions .  
Use of t h i s  he ight  t o  de f ine  t h e  depth of t h e  a i r shed  can,  under 
some condi t ions ,  cause g r e a t  d i f f i c u l t y  i n  e s t a b l i s h i n g  appropr i a t e  
upper l e v e l  boundary condit ions.  The c a l c u l a t i o n s  by Duewer e t  a l .  
(1978),  using t h e  model descr ibed i n  MacCracken e t  a l .  (1978),  indicatle 
t h a t  ground l e v e l  p red ic t ions  f o r  ozone a r e  o f t e n  q u i t e  s e n s i t i v e  t o  
t he  va lues  chosen f o r  t h e  upper l e v e l  inf low boundary condit ions.  
S i m i l a r  f i nd ings  were noted by Liu e t  a l .  (1976). Few concent ra t ion  
measurements a r e  made above ground l e v e l  and a s  a  r e s u l t  t h e  upper 
l e v e l  boundary condi t ions  a r e  normally s e t  t o  t y p i c a l  background 
values.  This procedure can seve re ly  underest imate t h e  a c t u a l  concen- 
t r a t i o n s  which can e ~ i s t  above t h e  invers ion  base. Figure 2.2 presen t s  
some d a t a  measured by Blumenthal e t  a l .  (1978) during a  s p e c i a l  s tudy 
of t he  t h r e e  dimensional s t r u c t u r e  of concent ra t ion  d i s t r i b u t i o n  over 
the  Los Angeles Basin. The most s t r i k i n g  f e a t u r e ,  p a r t i c u l a r l y  f o r  
ozone, i s  t h a t  t he  concent ra t ions  above t h e  invers ion  base a r e  consid- 
e rab ly  i n  excess  of normal background l e v e l s  of 0.04 ppm. These 
r e s u l t s  a r e  s i m i l a r  t o  t h e  observa t ions  made by Edinger (1973) and 
presented i n  F igure  2.3. Before d i scuss ing  how t o  r e so lve  t h e  d i f f i -  
c u l t i e s ,  i t  i s  important t o  understand t h e  o r i g i n  of t h e  high concen- 
t r a t i o n s  and t h e i r  in f luence  on ground l e v e l  p r e d i c t i o n s  by t h e  a i r shed  
model. 
Late i n  t he  day t h e  d i r e c t i o n  of t h e  thermal r a d i a t i o n  a t  t h e  
e a r t h ' s  s u r f a c e  changes d i r e c t i o n ,  I n  p a r t i c u l a r ,  a f t e r  s u n s e t  t h e  n e t  
hea t  l o s s  by r a d i a t i o n  produces a  s t a b l e  l a y e r  c l o s e  t o  t h e  ground. 
With s u f f i c i e n t  cool ing ,  t h e  s t a b l e  l aye r  can extend from the  su r f ace  
t o  a  he ight  of s eve ra l  hundred meters.  The s t a b l e  s t r a t i f i c a t i o n  inhib- 
i t s  v e r t i c a l  mixing and so  any ozone t rapped a l o f t  i s  no t  sub jec t  t o  
a t t a c k  by f r e s h ,  ground l e v e l ,  NO emissions. I n  t h e  s t a b l e  l aye r s  
X 
dark phase r eac t ions  occur which can d e p l e t e  t h e  ozone. The p r i n c i p a l  
mechanism elements and r e a c t i o n  r a t e  cons t an t s  from Hampson and Galwin 
(1977) a r e :  
NO + 0 + NO2 + O2 ; k = 23.9 ppm-l min -1 3 
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FIGURE 2.2 
Vertical P r o f i l e s  o f  Ozone, Temperature and b over  
s c a t  
E l  Monte A i r p o r t  ( a )  1247 PDT and (b)  1656 PDT. 
(Blumenthal  e t  a l . ,  1978) 
Contours o f  Oxidant Concen t ra t ions  (ppm) i n  t h e  V e r t i c a l  
Cross S e c t i o n  from S a n t a  Monica t o  Rialto-Miro,  
A s  Observed by Edinger  (1973).  
(a) 0900 PDT, (b) 1200 PDT, (c) 1630 PDT 20 June  1970 
Dotted Curve Denotes I n v e r s i o n  Base 
Since by l a t e  a f te rnoon t h e  NO concent ra t ion  l e v e l s  a r e  a l ready  q u i t e  
smal l ,  s u b s t a n t i a l  l e v e l s  of O3 can remain a l o f t .  In  add i t i on ,  t h e  
l i t t l e  NO2 t h a t  i s  l e f t  can be removed by: 
- 1 
~~0~ + ( ~ ~ 0 )  -+ ; k = 0.01 min 
The d e t a i l s  of t h e  r e a c t i o n  s t e p s  a r e  not  of major importance; 
what i.s of s i g n i f i c a n c e  i s  t h a t  0  produced during one day can be 3 
t rapped a l o f t  and be fumigated t o  t h e  ground during t h e  next  day. The 
sequence of events  i s  i l l u s t r a t e d  i n  a  h ighly  s imp l i f i ed  form i n  Figure 
2.4. A f t e r  s u n r i s e  ground hea t ing  genera tes  a  growing mixed l a y e r  
which e l imina te s  t h e  s t a b l e  s t r a t i f i c a t i o n .  As the  convective l a y e r  
grows i n  depth,  m a t e r i a l  i s  r a p i d l y  en t ra ined  and mixed downward. As 
soon ais t he  l a y e r  reaches t h e  he ight  of t h e  high 0  l e v e l s ,  t h e  ground 3  
l e v e l  concent ra t ions  of ozone can be ab rup t ly  increased.  There i s  a 
v a r i e t y  of a l t e r n a t e  phys ica l  mechanisms which can produce fumigation 
condi t ions  and they,  t oge the r  wi th  some labora tory  experiments,  a r e  
descr ibed  i n  Manins (1977). Zeman and Tennekes (1977) have r e c e n t l y  
reviewed the  l i t e r a t u r e  and presented a  parameterized model of t h e  
entrainment dynamics a t  t h e  top of t h e  mixed layer .  Zeman and Lumley 
(1976) have used a  second-order c lo su re  model t o  i n v e s t i g a t e  s t r a t i f i e d  
turbul.ent flows with p a r t i c u l a r  app l i ca t ions  t o  buoyancy dr iven  mixed 
layers .  
x ,Y 
(C) AFTERNOON 
FIGURE 2 . 4  
Sequence o f  Events  Leading t o  Entra inment  o f  Ozone From 
S t a b l e  Layers A l o f t  i n t o  t h e  S u r f a c e  Well-Mixed Layer 
From t h e  above d i s c u s s i o n  i t  i s  c l e a r  t h a t  u n l e s s  upper l e v e l  
c o n c e n t r a t i o n  d a t a  a r e  a v a i l a b l e ,  o r  t h e  a i r s h e d - i s  ven t i l a t ed  a t  
n i g h t ,  c o r r e c t  s p e c i f i c a t i o n  of t h e  boundary c o n d i t i o n s  a t  t h e  t o p  of 
t h e  mixed l a y e r  i s  l i k e l y  t o  b e  a  d i f f i c u l t  problem. An approach which 
a l l e v i a t e s  some of t h e  d i f f i c u l t i e s  i s  t o  i n c l u d e  computat ional  c e l l s  
above t h e  mixed l a y e r  and t o  r u n  t h e  a i r s h e d  model throughout  t h e  
n i g h t .  With t h i s  method, ozone can be  t r apped  a l o f t  a t  n i g h t  and fumi- 
g a t e d  t h e  n e x t  day. Boundary l a y e r  growth and en t ra inment  can b e  
modeled by v a r i a t i o n s  i n  t h e  v e r t i c a l  eddy d i f f u s i v i t y  p r o f i l e .  With a  
combinat ion of t ime-varying g r i d  spac ing  and K( z )  p r o f i l e s ,  consider- .  
a b l e  f l e x i b i l i t y  can b e  a t t a i n e d  i n  p r a c t i c e .  
2.10 I n i t i a l  and Boundary Condi t ions  
To complete t h e  mathemat ical  f o r m u l a t i o n  of t h e  a i r s h e d  model b o t h  
t h e  i n i t i a l  and boundary c o n d i t i o n s  need t o  be  s p e c i f i e d .  I n  general .  
t h e  boundary c o n d i t i o n s  f o r  t h e  model r e p r e s e n t  s t a t e m e n t s  of mass coin- 
t inu i i ty  a c r o s s  t h e  bounding s u r f a c e s  of t h e  a i r s h e d .  For  p a r a b o l i c  
systeins l i k e  t h e  a tmospher ic  d i f f u s i o n  e q u a t i o n ,  t h e  inhomogeneous 
mixed Neumann and D i r i c h l e t  boundary c o n d i t i o n  covers  most c a s e s .  Nor- 
mal t o  t h e  boundary i n  d i r e c t i o n  ; t h i s  c o n d i t i o n  can be  w r i t t e n  i n  t h e  
form 
A 
[ac - + - bVc ] - n = - f 
where a, b and f a r e  d e f i n e d  f o r  t h e  p a r t i c u l a r  a p p l i c a t i o n .  Consider ,  
f i r s t  , t h e  ground l e v e l  boundary c o n d i t i o n s  
where Ea i s  t he  mass f l u x  per  u n i t  a r e a  of spec ies  c i ,  Kzz  the  v e r t i c a l  
i 
edd.y d i f f u s i v i t y  and v  the  equiva len t  p o l l u t a n t  depos i t i on  ve1oc:ity. 
g  
A t  t h e  ground the  v e r t i c a l  v e l o c i t y  w i s  zero. The term v  i c i ,  which 
has been omitted i n  many previous s t u d i e s ,  has been included t o  
parameter ize t h e  i n t e r a c t i o n  of t h e  p o l l u t a n t  m a t e r i a l  wi th  t h e  ground. 
Chapter 6 presen t s  a  model f o r  eva lua t ing  t h e  magnitude of t h e  su r f ace  
rem.ova1 f lux .  
The remainder of t h e  boundary condi t ions  a r e  i d e n t i c a l  t o  those 
chosen by Reynolds e t  a l .  (1973). A t  t h e  top of t h e  a i r shed ,  z  = 
H ( X , Y , ~ ) ,  the  condi t ions  a r e  g iven  by 
where - V,  t h e  advect ive v e l o c i t y  of p o l l u t a n t s  r e l a t i v e  t o  t he  top of 
t he  a i r shed ,  i s  given by 
A 
I n  (2.28) g i s  t h e  u n i t  vec to r  normal t o  t he  su r f ace  de f in ing  the  top  
b 
of the  a i r shed  and ci h , t )  i s  t he  mean concent ra t ion  of spec ies  i out- 
s i d e  the  modeling region.  The case  of a  f i xed  domain corresponds t:o 
t he  condi t ion  aH/ a t  = 0. The two condi t ions  i n  (2.28) correspond t:o 
A 
t h e  case when ma te r i a l  i s  t ranspor ted  i n t o  t h e  reg ion ,  (1.2) (_ 0 ,  and 
ou t  of t he  reg ion ,  (1.h) > 0. This second condi t ion  must be c a r e f u l l y  
evaluated i n  p r a c t i c a l  app l i ca t ions  of t h e  model when H could be below 
t h e  top of t h e  convect ive mixed layer .  I n  most circumstances t h e  top  
of t h e  a i r shed  i s  i n  a s t a b l e  l aye r  i n  which case  t h e  tu rbu len t  trans- 
port i s  l i k e l y  t o  be q u i t e  small  and most m a t e r i a l  i s  removed by 
advection. The ho r i zon ta l  boundary condi t ions  a r e  s i m i l a r  t o  (2.28) 
and a r e  g iven  by: 
where a i s  t h e  u n i t  vec to r  normal t o  t he  ho r i zon ta l  boundary, c ib (x , t )  
i s  t he  concent ra t ion  o u t s i d e  of t h e  a i r shed  and jJ- i s  t h e  advect ive 
v e l o c i t y  = u i  + v i  i n  t h e  ho r i zon ta l  plane. The second condi t ion  
(I.& > 0)  s t a t e s  t h a t  t h e  tu rbu len t  t r a n s p o r t  i s  zero,  an approximati.on 
t h a t  i s  u s u a l l y  s a t i s f i e d  due t o  t h e  dominance of t h e  ho r i zon ta l  advec- 
t i o n .  Outflow boundary condi t ions  a r e  a major source of d i f f i c u l t y  
implementing numerical s o l u t i o n  procedures and f o r  t h i s  reason w i l l  ble 
discussed f u r t h e r  i n  Chapter 10. 
2.11 _l?alidity &Accuracy of t h e  Atmospheric Dif fus ion  Equation 
An obvious ques t ion  a f t e r  a l l  t h e  preceding simplifications is 
t o  ask i f  t he  atmospheric d i f f u s i o n  equat ion i s  an adequate representa-  
t i o n  of t h e  ensemble mean concent ra t ion  <c .> .  Formally, t h e  v a l i d i t y  
1 
of (2.23) r e l a t e s  t o  how c l o s e l y  t h e  predic ted  mean concent ra t ion  <ci> 
correr;ponds t o  t h e  t r u e  ensemble mean value.  I f  t h e  t r u e  ensemble mean 
ve loc i t i e s  and concent ra t ions  a r e  known f o r  a  p a r t i c u l a r  flow f i e l d ,  
then i t  i s  r e l a t i v e l y  s t ra ight forward  t o  a s se s s  t h e  model v a l i d i t y  
f o r  d i f f e r e n t  K ,  R and S. Unfortunately,  i n  t h e  boundary l a y e r  t h e  
ensemble mean v e l o c i t i e s  and concent ra t ions  can never be  computed 
bec:ause the  atmosphere presents  on ly  one r e a l i z a t i o n  of t h e  flow a t  any 
time. Because t h e  t r u e  mean v e l o c i t i e s ,  concent ra t ions  and source 
emission r a t e s  a r e  not  a v a i l a b l e  an unambiguous measure of t he  v a l i d i t y  
of (2.23) f o r  any p a r t i c u l a r  flow cannot be obtained.  
Using t h e  r e s u l t s  of Lamb (1971), Lamb and Se infe ld  (1973) and 
Reynolds e t  a l .  (1973) i t  i s  poss ib l e ,  however, t o  e s t a b l i s h  a  s e t  of 
coriditions which must be s a t i s f i e d  i f  (2.23) i s  t o  be a  v a l i d  represen- 
tat: ion of atmospheric t r a n s p o r t  and chemical r eac t ion .  The background 
d iscuss ions  and d a t a  necessary t o  develop these  condi t ions  a r e  exten- 
s i t re ly discussed i n  t h e  above re ferences  and w i l l  not  be r e i t e r a t e d  
here.  I n  summary, however, Reynolds e t  a l .  (1973) concluded t h a t  t he  
bas i c  model i s  app l i cab le  f o r  reso lv ing  those pe r tu rba t ions  i n  t h e  
concent ra t ion  f i e l d  which have ho r i zon ta l  s c a l e s  g r e a t e r  than 2  Km, 
v e r t i c a l  s c a l e s  g r e a t e r  than 20 m and temporal s c a l e s  g r e a t e r  than  1000 
sec:onds. These condi t ions  serve  a s  a  guide t o  t h e  choice of g r i d  s i z e  
and averaging time t o  be used i n  t h e  numerical s o l u t i o n  procedures.  
Table 2.2 summarizes t he  p r i n c i p a l  approximations which could be a  
soulrce of i n v a l i d i t y  i n  an urban s c a l e  a i r shed  model. Although t h e  
v a l i d i t y  cannot be e s t ab l i shed  without  ques t ion ,  i t  i s  gene ra l ly  
accepted t h a t  t h e  atmospheric d i f f u s i o n  equat ion i s  e s s e n t i a l l y  a  
co r r ec t  d e s c r i p t i o n  of t r a n s p o r t ,  mixing, and chemical r e a c t i o n  
Table 2.2 Sources of Invalidity in Air Quality Models 
Source of Error Cornmen t 
A. True form of the turbulent fluxes, 
, , m i ,  is unknown. 
B. Turbulent fluctuating chemical reaction 
terms are neglected. 
C. Effect of concentration fluctuations 
from spatfal averaging on chemical 
reaction rate is neglected. 
Higher order closure models will offer improvement over eddy 
diffusivities in representing these terms. Such closure 
methods lead to large computational requirements. 
Closure models appropriate for turbulent chemistry can be 
developed but large computational requirements as above may 
arise. 
Introduce "micro-scale model" in regions where strong point 
and line sources occur. 
processes.  The major source of i n v a l i d i t y  i s  probably the  eddy d i f f u -  
s ion  r ep re sen ta t ion  of t h e  tu rbu len t  f l uxes .  However, a s  long a s  tlne 
eddy d i f f u s i v i t y  func t ions  used i n  t h e  model have been determined 
empir ica l ly  under s i m i l a r  condi t ions  t o  those  t o  which t h e  equat ion i s  
appl ied ,  then t h e  approximation should be considered v a l i d .  
Accepting t h e  v a l i d i t y  of t h e  formulat ion (2.23) t he  next  quest ion 
which must be addressed i s ,  how accu ra t e  a r e  t h e  model pred ic t ions '?  
Accuracy-evaluation i s  an assessment of t h e  e r r o r s  induced by inaccura- 
c i e s  i n  t he  input  information. Another term o f t e n  used i n  connection 
wi th  model eva lua t ion  i s  ' ve r i f i ca t ion ' ,  r e f e r r i n g  t o  t h e  agreement 
between p red ic t ions  and observa t ions  f o r  t h e  s p e c i f i c  case  i n  whiclh t h e  
observa t ions  used f o r  v e r i f i c a t i o n  were taken from t h e  same pool o:E 
d a t a  used t o  develop t h e  input  information f o r  t h e  model. V e r i f i c a t i o n  
conta ins  elements of both v a l i d a t i o n  and accuracy evaluat ion.  
Accuracy eva lua t ions  can be made using es t imates  of t h e  e r r o r s  
assoc ia ted  wi th  t h e  input  information and from numerical s e n s i t i v i t y  
t e s t s  which a s s e s s  t h e  impact on concent ra t ion  p red ic t ions .  The inpu t s  
neehded t o  so lve  t h e  atmospheric d i f f u s i o n  equat ion toge the r  wi th  possi-  
ble! sources of e r r o r  a r e  shown i n  Table 2 . 3 .  I n  each in s t ance  un l~ess  
t he  a c t u a l  va lue  of t h e  input  i s  known, t he  l e v e l  of e r r o r  i n  t h a t  
input  can only be est imated.  From t h e  s tandpoin t  of t h e  e f f e c t  of 
e r r o r s  on t h e  p red ic t ions  of t h e  atmospheric d i f f u s i o n  equat ion ,  j o i n t  
cons idera t ion  must be g iven  t o  t h e  l e v e l  of unce r t a in ty  i n  each input  
parameter and t h e  s e n s i t i v i t y  of t h e  predic ted  concent ra t ions  t o  t h e  
parameter. Uncertainty r e l a t e s  t o  t h e  poss ib l e  e r r o r  i n  t h e  parameter 
Table 2.3 Sources of Inaccuracy in Air Quality Models 
Source of Error Comment 
- - - 
A. Mean velocities u, v, w are-not true - There - - is no way to determine the true mean from the data; 
ensemble means (usually u, v and w are u, v, w can be calculated in principle from accurate fluid 
calculated from data at a finite number mechanical turbulence model. 
of locations). 
1. Uncertainties in the measurement of 
wind speed and direction. 
2. Inddequate or non-representative spatial 
measurements of wind speed and direction. 
3. Uncertainties associated with wind 
field analysis techniques. 
B. Source emission function Ei is inaccurate. More detailed emission inventories needed to reduce this 
source of inaccuracy. 1. Inaccurate or no specification of 
source location. 
2. Uncertainties in emission factors. 
3. Inaccurate or no temporal resolution 
of emission. 
4.  Inadequate or no verification of 
emission methodologies. 
Table 2 . 3  (continued) 
Source of Error 
C. Chemical reaction mechanism does not Continued study of chemical processes needed to insure that 
accurately reflect those chemical R is accurate. Elimination or quantification of smog 
processes occurring in the atmosphere. &amber related errors : 
1. Uncertainties in experimental 1. 
determinations of specific reaction 
rate constants. 2. 
2. Variations of rate constants with 3. 
temperature either uncertain or 
unknown. 4. 
3. Inadequacies fn Pumping due to the 5. 
non-representativeness of lumped 
class reactions relative to specific 6. 
specfes within the class, e.g., re- 
action rates, products, and stoi- 7. 
chiometric coefficients. 8. 
4. Inaccuracies in the mechanism due 
to insufficient verification studies. 
Inadequate or lack of control and measurement of levels 
of H20 in the chamber. 
lmpurities in background chamber air. 
Inadequate or lack of measurements of the spectral distribu- 
tion and intensity of the chamber irradiation system. 
Inaccurate or ambiguous analytical methods. .b Co 
Non-homogeneity due to inadequate stirring or poor 
chamber design. 
Absorption and desorption of reactants and products on 
chamber walls . 
Chemical reactions occurring on chamber surfaces. 
Inadequate control and measurement of chamber tempera- 
ture. 
Boundary conditions inaccurately No remedy except for more extensive data. 
specified. 
1. Concentrations 
2. Inversion height 
from i t s  t r u e  va lue ,  and s e n s i t i v i t y  r e f e r s  t o  t he  e f f e c t  t h a t  va r i a -  
t i o n  i n  t h a t  parameter has on t h e  s o l u t i o n  of t h e  equation. A 
parameter may have a  l a r g e  unce r t a in ty  a s soc i a t ed  wi th  it but  have l i t -  
t l e  in f luence  on t h e  so lu t ion .  I n  such a  case ,  e f f o r t  a t  reducing the1 
unce r t a in ty  may be unwarranted. Conversely small  u n c e r t a i n t i e s  i n  some 
parameters may have a  l a r g e  impact on t h e  concent ra t ion  p red ic t ions .  
Thus, both unce r t a in ty  and s e n s i t i v i t y  must be considered when evaluat-  
ing t h e  accuracy of t h e  atmospheric d i f f u s i o n  equation. The i s sues  a r e  
discussed i n  d e t a i l  i n  Chapters 12 and 1 3 .  F i n a l l y  it must be noted 
t h a t  d i screpancies  between predic ted  and measured concent ra t ions  may 
a r i s e  because of t h e  b a s i c  d i f f e r e n c e  i n  t h e  na tu re  of t h e  averaging o r  
experimental u n c e r t a i n t i e s .  F i e ld  measurements a r e  t y p i c a l  po in t  e s t i -  
mates whereas model p red ic t ions  a r e  volume averages.  
The bas i c  o b j e c t i v e  of t h i s  s e c t i o n  has been t o  explore some of 
t h e  background ques t ions  r e l a t e d  t o  t h e  v a l i d i t y  and accuracy of t h e  
atmospheric d i f f u s i o n  equation. These cons idera t ions  a r e  important 
f a c t o r s  which inf luence  t h e  na tu re  and scope of t h e  a i r  p o l l u t i o n  prob- 
lems which can be addressed wi th  an a i r shed  model. 
2.12 s i m p l i f i e d  Forms of t h e  Atmospheric Dif fus ion  Equation 
The previous d iscuss ions  were focussed on t h e  development of a  
s i n g l e  mathematical model which could be used t o  p r e d i c t  t h e  formation 
and t r a n s p o r t  of photochemical a i r  po l lu t ion .  While t h e  b a s i c  objec- 
t i v e  wa~s t o  introduce a  comprehensive d e s c r i p t i o n  of atmospheric concen- 
t r a t i o n  dynamics t h e r e  a r e  circumstances where it i s  d e s i r a b l e  t o  use  
l e s s  complex forms of t h e  governing equat ion f o r  screening purposes.  
This chapter  p re sen t s  a  d i scuss ion  of Lagrangian, v e r t i c a l l y  
i n t eg ra t ed  and s i n g l e  c e l l  box models ,a l l  of which a r e  based on v a r i -  
ous reduced o r  averaged forms of t h e  atmospheric d i f f u s i o n  equation. 
Since these  models form subcomponents of t h e  a i r shed  modeling system it 
i s  e s s e n t i a l  t o  be aware of t h e  l i m i t a t i o n s  imposed by t h e  s impl i fy ing  
assumptions. A l l  of t h e  models t o  be descr ibed  incorpora te  t he  e f f e c t s  
of time dependent emission sources,  s u r f a c e  removal phenomena, non-- 
l i n e a r  chemistry and unsteady meteorology. Unless t h e s e  processes  a r e  
included,  t he  cont rac ted  formulat ions a r e  of l i t t l e  u se  i n  p r a c t i c a l  
ca l cu la t ions .  
While t he  atmospheric d i f f u s i o n  equat ion (2.23) i s  i d e a l l y  s i i i t ed  
f o r  p red ic t ing  t h e  concent ra t ion  d i s t r i b u t i o n  over extended a r e a s , t h e r e  
a r e  many s i t u a t i o n s  where t h e  a i r  q u a l i t y  impact only needs t o  be ca l -  
cu la ted  a t  a  p a r t i c u l a r  l oca t ion .  A t r a j e c t o r y  model t h a t  fo l lows  a  
pa rce l  of a i r  a s  i t  t r a v e r s e s  t h e  a i r shed  can o f t e n  be used i n  t hese  
circumstances.  Such models a r e  based on a  Lagrangian formulat ion wlhere 
the  co-ordinate system i s  advected by t h e  ho r i zon ta l  wind f i e l d .  I f  
the concent ra t ion  d i s t r i b u t i o n  i s  requi red  over  a  l a r g e  a r e a  then com- 
p u t a t i o n a l  cos t  assoc ia ted  wi th  m u l t i p l e  t r a j e c t o r i e s  can become com- 
parable  t o  t h e  f ixed  o r  Euler ian  g r i d  approaches. The most common 
rep resen ta t ion  of a  t r a j e c t o r y  model (Eschenroeder and Martineq19.72; 
Llolyd e t  al., 1979) can be expressed i n  t h e  form 
Given ithe widespread u s e  of t h i s  f o r m u l a t i o n  it i s  u s e f u l  t o  examine 
t h e  assumptions  which must be  adopted t o  d e r i v e  t h e  model from t h e  
a tmospher ic  d i f f u s i o n  e q u a t i o n  (2 .23) .  I f  a  column of a i r  i s  advected 
by t h e  wind t h e n  t h e  a p p r o p r i a t e  change of v a r i a b l e s  from t h e  f i x e d  
system [ x , y , z , t ]  t o  t h e  moving co-ord ina te  system [ S , ~ , z , t l  i s  g i v e n  by 
With t h i s  s e t  of t r a n s f o r m a t i o n s  t h e  Lagrangian form of t h e  a tmospher ic  
d i f fusf ion e q u a t i o n ,  f o r  a  d i v e r g e n c e - f r e e  f low f i e l d ,  i s  g i v e n  by 
This  i s  a  more g e n e r a l  e x p r e s s i o n  of t h e  model p r e s e n t e d  i n  Liu  and 
Seinfe1.d (1975).  C l e a r l y , i f  t h i s  e q u a t i o n  i s  t o  be  reduced t o  t h e  forim 
' 7 :  
" (2.32) t h e n  a  number of s i m p l i f y i n g  assumptions  need t o  be  invoked. 
The f i r s t  i s  t h a t  t h e  v e r t i c a l  a d v e c t i v e  t r a n s p o r t  must be  smal l  i n  
compari.son t o  t h e  t u r b u l e n t  d i f f u s i o n , i . e .  
I f  ÿ meteorological condi t ions  a r e  such t h a t  t h e  v e r t i c a l  component of 
a c 
t he  wind f i e l d  i s  l a r g e  then  t h e  advec t ive  t r a n s p o r t  termw can be  
e a s i l y  r e t a ined  i n  t he  formulation. Another major assumption i s  t h a t  
t h e  l o s s ,  o r  ga in ,  of m a t e r i a l  from hor i zon ta l  d i f f u s i o n  i s  neg1ibl.e. 
I f  t h e  ho r i zon ta l  concent ra t ion  g rad ien t s  a r e  small  then  the  appropri- 
a t e  terms involving K and K can be j u s t i f i a b l y  omit ted.  Since t h e  
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co-ordinate system [ S , r ~ , z , t ]  i s  advected by t h e  flow f i e l d  t h e  only way 
t h a t  t he  column of a i r  can r e t a i n  i t s  v e r t i c a l  i n t e g r i t y  i s  i f  t h e  
e f f e c t s  of wind shear  can be neglec ted , i . e .  
This i s  a  c r i t i c a l  assumption and a  major source of e r r o r  i n  many t:ra- 
j ec to ry  model c a l c u l a t i o n s ,  e s p e c i a l l y  those  which involve long t r a m s -  
Po r t  times. A q u a n t i t a t i v e  assessment of each of t h e  above s imp l i f i ca -  
t i o n s  i s  presented i n  Liu and Se infe ld  (1975). 
Another a l t e r n a t i v e  which has been adopted t o  cu t  down the  coulpu- 
t a t i o n a l  cos t  of us ing  t h e  f u l l  s c a l e  a i r shed  model i s  t o  reduce t h e  
number of s p a t i a l  dimensions. For many app l i ca t ions  t h e  v e r t i c a l  mixing 
i s  s u f f i c i e n t l y  rap id  t o  enable t h e  atmospheric t r a n s p o r t  t o  be con- 
s idered  a s  a  two-dimensional problem. This approach i s  o f t e n  used i n  
hydraul ic  modeling where it i s  more commonly known as  t h e  shallow water 
analogy ( ~ a l l o w a y ,  1976 ; Yotsukura, 1977). Most of t h e  b a s i c  conce!pts 
were i n i t i a t e d  by Taylor (1954)  and r e f ined  by Ar i s  (1956). Atmosph~eric 
a p p l i c a t i o n s  of t h e  p rocedures  a r e  d e s c r i b e d  i n  Saf £man (1962) ,  Gallo- 
way (1976) and MacCracken e t  a l ,  (1978).  
I f  t h e  f u n c t i o n s  h ( x , y )  and ~ ( x , y , t )  d e f i n e  t h e  lower and upper 
boundar ies  of t h e  a i r s h e d  t h e n  t h e  e q u i v a l e n t  v e r t i c a l  average  v a l u e  of 
a  v a r i a b l e  p  can be  d e f i n e d  a s  
By i n t e g r a t i n g  (2.23) between t h e  l i m i t s  h ( x , y ) ,  H ( x , y , t )  and app ly ing  
t h e  L i e b n i t z  r u l e  f o r  d i f f e r e n t i a t i o n  under  t h e  i n t e g r a l  s i g n  (Sokol- 
n i k o f f  and Redhef fe r ,  1958) , the  e q u i v a l e n t  v e r t i c a l l y  averaged form of 
t h e  a tmospher ic  d i f f u s i o n  e q u a t i o n  i s  g i v e n  by 
where 
ah a H + ~ ( h )  c (h)- - v(H) c (B)- - w(h) c (h)  + w(H) c (H) 
9~ a Y (2.39) 
The t e n n s  A and B i n  (2.39) can b e  s i m p l i f i e d  by u t i l i z i n g  t h e  boundary 
c o n s t r a i n t s  
A t  t h e  upper s u r f a c e  t h e r e  a r e  two c a s e s  t o  c o n s i d e r  
and 
b [Vc - - ~Vc1.n - =(Vc ) * ;  - - -  V-A 5 0 
- 
where 1, t h e  r e l a t i v e  v e r t i c a l  v e l o c i t y ,  i s  d e f i n e d  by 
and n i s  t h e  u n i t  normal t o  t h e  s u r f  a c e  ~ ( x , y ,  t )  which i s  g i v e n  by 
Combining (2.39 - 2.46)  e n a b l e s  t h e  A term t o  be reduced t o  
0 ; - v*; - > 0 
A t  t h e  lower l e v e l  t h e  a p p r o p r i a t e  boundary c o n d i t i o n  i s  g i v e n  by 
v c - KCc = Ea(x, t )  
g (2.48:)  
where v i s  t h e  d e p o s i t i o n  v e l o c i t y  and E a ( z , t )  i s  t h e  emiss ion f l u x  g  
term. Using t h e  same procedure  used t o  d e r i v e  (2.47) t h e  B term becomes 
The f i n a l  averaged form of t h e  a tmospher ic  d i f f u s i o n  e q u a t i o n  i s  then  
g i v e n  'by 
From an  i n s p e c t i o n  of (2.50) it  i s  apparen t  t h a t  t h e  p resence  of terms 
- - 
of  t h e  form u c ,  vc  and ~ ( c )  c r e a t e s  a  d i f f i c u l t y  s i m i l i a r  t o  t h e  t u r -  
b u l e n t  c l o s u r e  problem d e s c r i b e d  i n  S e c t i o n  2.5. Applying t h e  Reynolds 
averag ing  r u l e s  and a  K-Theory c l o s u r e  h y p o t h e s i s  t o  t h e  d i f f e r e n t i a l  
a d v e c t i v e  f l u x  terms r e s u l t s  i n  
- ---  -- a c 
uc = u c  + u ' c '  = u c  - KZx 
where t h e  primed q u a n t i t i e s  r e p r e s e n t  d e v i a t i o n s  from t h e  v e r t i c a l  
average  v a l u e s . '  I f  i t  i s  f u r t h e r  assumed t h a t  
and 
The f i n a l  form of t he  v e r t i c a l l y  i n t eg ra t ed  atmospheric d i f f u s i o n  i s  
then given by 
where t h e  e f f e c t i v e  d i f f u s i o n  c o e f f i c i e n t s  a r e  given by 
One of t h e  most c r i t i c a l  assumptions i n  t h e  above d e r i v a t i o n  was t h a t  
t h e  v e r t i c a l  average r e a c t i o n  r a t e  i s  t h e  same a s  t h e  r a t e  based on 
v e r t i c a l  average concent ra t ion  p r o f i l e s .  For t h i s  approximation t o  be 
t r u e ,  t he  time s c a l e  of t h e  rea&ion must be much slower than t h e  
c h , a r a c t e r i s t i c  mixing time. If'+i%ete a r e  any p e r s i s t e n t  s t e e p  gradlients 
i n  t he  v e r t i c a l  concent ra t ion  p r o f i l e s  then t h e  c losu re  assumption i s  
c l e a r l y  v i o l a t e d  f o r  nonl inear  r e a c t i o n  systems. 
In an at tempt  t o  circumvent t he  d i f f i c u l t y  Maceracken e t  a l .  
(1978) proposed t h a t  t h e  v e r t i c a l  spec i e s  d i s t r i b u t i o n  be descr ibed b~y 
an exlpression of t h e  form 
where z i s  a  r e f e rence  he ight  = 1 m and t h e  cons tan ts  a i ,  bi a r e  
r 
determined from t h e  boundary condi t ions .  With an a n a l y t i c  expression 
f o r  c ( z )  i t  i s  poss ib l e  t o  d e r i v e  the  c o r r e c t  forms of t he  r eac t ion  
r a t e s .  For example, i f  t h e  product c  c  appears i n  R .  and terms of t h e  j k 1 
orde r  O ( z  /H) a r e  neglected then t h e  v e r t i c a l  average r a t e  i s  given by 
r 
c e d z  = C . C  + b . b  C~ j k = H-z,] j k  ~k ~k 
z 
r 
Unfortunately t h e  v a l i d i t y  of t h e  p r o f i l e  assumption, (2.59),  has not 
been e s t ab l i shed  f o r  r a p i d l y  r e a c t i n g  spec ies .  
Whether o r  no t  a  a  v e r t i c a l l y  i n t e g r a t e d  model i s  app ropr i a t e  f o r  
a part l icular  a p p l i c a t i o n  o r  chemical spec i e s  depends t o  a  l a r g e  ex ten t  
on the  c h a r a c t e r i s t i c  mixing time. For uns t ab le  condi t ions  Smith e t  
a l .  (1.976) ca l cu la t ed  t h e  frequency d i s t r i b u t i o n  of t he  convect ive mix- 
ing time X from f i e l d  measurements i n  t h e  Los Angeles Basin. The 
charac : te r i s t ic  mixing time i s  given by 
where Z .  i s  the  depth of t h e  convect ive mixed l aye r  and w, i s  t he  con- 
1 
v e c t i v e  v e l o c i t y  s c a l e  def ined by 
I n  t h i s  e x p r e s s i o n  k i s  t h e  von Karman c o n s t a n t ,  u, t h e  f r i c t i o n  velo-  
c i t y  and L i s  t h e  Monin-Obukhov leng th .  The r e s u l t s  of t h e i r  c o r r e l a -  
t i o n s  a r e  shown i n  F i g u r e  2.5. For  u n s t a b l e  c o n d i t i o n s  Deardorff  and 
Willis (1974) have shown t h a t  m a t e r i a l  r e l e a s e d  a t  t h e  s u r f a c e  becomes 
n e a r l y  w e l l  mixed w i t h i n  a  t r a v e l  t ime of 3X. The mean v a l u e  of X i s  
23.0 seconds and s o  w i t h i n  a  t ime s t e p  of O(10 minutes )  s lowly  r e a c t i n g  
p o l l u t a n t s  can be cons idered  t o  be w e l l  mixed. Thus when t h e  i n v e r s i o n  
b a s e  i s  low and t h e  mixed l a y e r  i s  u n s t a b l e  ( b o t h  c o n d i t i o n s  i m p l i c i t  
i n  t h e  above d a t a )  it should be  p o s s i b l e  t o  produce a c c e p t a b l e  concen- 
t r a t i o n  e s t i m a t e s  u s i n g  o n l y  a  two-dimensional, v e r t i c a l l y - i n t e g r a t e d  
model (Smith e t  a1. ,1976).  Th i s  c o n j e c t u r e  cannot  b e  s a t i s f a c t o r i l y  
g e n e r a l i z e d  u n t i l  more exper imenta l  d a t a  becomes a v a i l a b l e .  
There i s  a n o t h e r  approach which can b e  used t o  e s t i m a t e  t h e  t ime 
a f t e r  which a  s u r f a c e  o r  e l e v a t e d  p o l l u t a n t  r e l e a s e  can be  cons idered  
t o  be  w e l l  mixed. This  procedure  i n v o l v e s  c a l c u l a t i n g  t h e  moments o f  
t h e  c o n c e n t r a t i o n  d i s t r i b u t i o n ,  where t h e  (n,m)-moment i s  d e f i n e d  by 
Assuming t h a t  c ( x , t )  -t 0  s u f f i c i e n t l y  r a p i d l y  w i t h  x , y  t h e n  t h e  
moments can be  c a l c u l a t e d  from t h e  sequence 
kn 9m awcn>m - 
- n-1 ,m + --- -nuc n,m-1 a I< acn'm 
at a z -mvc + -  zz- a z a z 
60 100 1140 180 220 260 ; 300 340 
I 
-0- +u 
CONVECTIVE TIME SCALE, 
i ) , = - 9  
w * 
( s )  
FIGURE 2 . 5  
Frequency D i s t r i b u t i o n  o f  t h e  Convec t ive  Mixing Time S c a l e  X 
Observed i n  t h e  Los Angeles  P lar ine  Layer  f o r  D i f f e r e n t  Times 
(Source :  Smi th  e t  al. 1976)  
Given the moment equations it is possible to solve the Sturm-Liouville 
problem, formed by (2.64) and its boundary conditions, for the variance 
of the concentration distribution. The time for the variance to tend 
to a constant value corresponds to the characteristic mixing time. 
L Saffman (1962) established a bound h > Zi /2KzZ for problems in wh,ich 
the vertical profiles of wind and diffusivities can be described by 
power laws. Unfortunately, for all but the simplest applications (2.64) 
must be solved numerically. The fact that it is a one-dimensional 
problem does, however, considerably simplify the computational task. 
An even further reduced photochemical model can be derived if 
the spatial averaging is carried out over the whole airshed and the 
resulting formulation is a single or box model. While extensive use 
has been made of box models (Graedel et al., 1976; Whitten and Hogo, 
197'61, the set of assumptions which must be invoked to justify their 
use severely limits the range of valid applications. Unless the 
met.eorologica1 and source distributions are sufficiently simple and 
uni.form, the box approach should not be used for modeling concentration 
distributions in urban airshed. Further details of these models are 
presented in Chapter 8. 
2.13 Conclusions 
In this chapter most of the basic assumptions required to prloduce 
a practical airshed modeling system have been discussed. The formlula- 
tion of such a system is a difficult undertaking because it is nec~es- 
sary to maintain 'a balance between the need for computational economy 
and the desire for an accurate representation of the underlying 
physi~cs and chemistry. The atmospheric diffusion equation, and its 
various reduced forms, form the basis of a set of mathematical models 
which can be used to describe the formation and transport of urban 
scale photochemical air pollution. Subsequent chapters in this study 
are devoted to a detailed treatment of the model components and 
required inputs. 
F I G U R E  2 . 6  
S i m p l i f i e d  View o f  t h e  F a c t o r s  I n v o l v e d  i n  R e l a t i n g  E m i s s i o n s  t o  
Atmospher ic  Air Q u a l i t y .  Numbers R e f e r  t o  Subsequen t  C h a p t e r s .  
CHAPTER 3 
OBJECTIVE ANALYSIS PROCEDURES 
3.1 J n t r o d u c t i o n  
1i major  s i m p l i f y i n g  assumpt ion adopted i n  t h e  p r e v i o u s  c h a p t e r  was 
t h a t  t h e  p resence  of  p o l l u t a n t  g a s e s  and a e r o s o l s  does  n o t  s i g n i f i -  
c a n t l y  a f f e c t  u rban  s c a l e  meteorology.  The importance  of t h i s  approx i -  
mat ion i s  t h a t  it a l l o w s  t h e  c o n c e n t r a t i o n  dynamics t o  be decoupled 
from t:he e q u a t i o n s  which d e s c r i b e  t h e  f low f i e l d s  o v e r  t h e  a i r s h e d .  
While t h i s  approach reduces  t h e  complexi ty  of t h e  computa t iona l  problem 
i t  does  n o t  remove t h e  need f o r  a  p r i o r i  s p e c i f i c a t i o n  of t h e  v e l o c i t y  
and mixing c h a r a c t e r i s t i c s .  I n  a d d i t i o n  t h e  i n i t i a l  c o n c e n t r a t i o n  d i s -  
t r i b u t i o n  i s  needed a s  p a r t  of t h e  s o l u t i o n  p rocedures .  Th i s  c h a p t e r  i s  
devoted t 0 . a  d e t a i l e d  p r e s e n t a t i o n  of t h e  o b j e c t i v e  a n a l y s i s  t e c h n i q u e s  
which can b e  used t o  g e n e r a t e  t h e  n e c e s s a r y  model i n p u t s .  
As w i t h  many o t h e r  a s p e c t s  of  t h i s  s t u d y  t h e  i n t e n t  i s  t o  develop 
p rocedures  which o n l y  employ r e a d i l y  a v a i l a b l e  o r  r o u t i n e l y  measured 
d a t a .  I n  many c a s e s  i t  i s  t h i s  r equ i rement  which l i m i t s  c h a r a c t e r i z a -  
t i o n  of  t h e  d i f f e r e n t  p r o c e s s e s  and n o t  t h e  unders tand ing  of  t h e  physi -  
c a l  ph~enomena. Subsequent s e c t i o n s  d i s c u s s  t h e  i n t e r p o l a t i o n  pro-  
c e d u r e s ,  o b j e c t i v e  a n a l y s i s  t e c h n i q u e s  and p r a c t i c a l  a p p l i c a t i o n s  of 
t h e  d i . f f e r e n t  methodologies .  
3 . 2  A Comparison of Interpolation Methods for Sparse Data: 
Application to Wind and Concentration Fields 
(Reprinted from J. Applied Meteorology, l8, 761-771.) 
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ABSTRACT 
In order to produce gridded 6elds of pollutant concentration data and surface wind data for use in an 
air quality model, a number of techniques for interpolating sparse data values are compared. The tech- 
niques are compared using three data sets. One is an idealized concentration distribution to which the 
exact solution is known, the second is a potential flow field, while the third consists of surface ozone 
concentrations measured in the Los Angeles Basin on a particular day. The results of the study indicate 
that fitting a second-degree polynomial to each subregion (triangle) in the plane with each data point 
weighted according to its distance from the subregion provides a good compromise between accuracy 
and computational cost. 
1. Introduction is some weighted average of the surrounding data 
values, i.e., A problem common to many disciplines is the 
developlnent of continuous fields from discrete data n n 
sets. For example, in meteorology, wind fields are c,,= I3 CkWk(r)/C  WE(^), k-1 k-1 (1) 
often generated using a two-step procedure. The first 
element is the interpolation of the raw station data where Ck is the measured value a t  the kth measuring 
to a finer mesh. Objective analysis procedures are station, Wk(r) the weighting function, and r the 
then enlployed to adjust the wind vectors a t  each distance from the grid point to the station. 
grid point so that an applied physical constraint, In an early study, Cressman (1959) reported on a 
such as minimum field divergence, is satisfied. Much procedure for use in pressure-surface height analysis 
of the 111terature is devoted to the second step; what which used the weighting factor 
is frequ~ently neglected is that the final form of the 
field is often critically dependent on the results of R2 - r2 W(r)=- 
the initial interpolation. Formally, the objective of RZ+~Z '  (2) 
this paper is to address the problem : given a bounded 
region of r-space containing n, error-free data values c,, where R is the distance a t  which the weighting factor 
a t  locations x*= cx;, , . . x ; ~ ,  j= 1,2, . . . , n, develop goes to zero, i.e., the "radius of influence." This 
a function, f(x), which will assign a value of c a t  any weighting technique aided the interpolation proced~~re 
arbitrarjy location x. While simply stated, there is, in areas of sparse data. Decreasing values of R wlere 
in no unique solution to the interpolation used on successive scans to analyze a spectrum of 
problem, As a result, when alternative techniques are scales. The values obtained from each scan were then 
applied to the same discrete data set, different fields averaged to produce the final field. 
are generated. This study was undertaken to identify Endlich and Mancuso (1968) combined both poly- 
and test computationally efficient methods for inter- nomial fitting and distance weighting in their inter- 
polating sparse data measurements onto a regular polation technique. A least-squares fit to a first-order 
mesh. polynomial was performed using five of the nearest 
station values, according to 
2. A survey of methods for interpolation of sparse 
data a W (r) = 
(r + r*)2+a9 13 a. Weighted interflulation methods 
A common approach to interpolation of sparse data where a is a constant, r the distance to the station 
onto a regular grid is to assume that the grid value and r* a distance factor (O<r*<r) that indicates 
-- 
whether the observation is in an upwind-downwilid 
'Present aEliation: Advanced Technology GIOU~,  Dames (f'*=r) or crosswind (r*=O) direction from the grid 
& Moore, Los Angeles, CA 90024. point. 
0021-8952,/79/060761-11$06.75 
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Shepard (1968) discussed an interpolation technique 
in which a direction factor .was also included which 
accounted for shadowing of the influence of one data 
point by a nearer one in the same direction. The 
method also included the effect of barriers. If ai 'detour" 
of length b(r) ,  perpendicular to the line between the 
point ( i ,  j )  and the kth measuring station, was reqnired 
to travel around the barrier between the two points, 
then b(r) was considered to be the length of the 
barrier. An effective distance r' was defined by 
r'= [r2+b(r)2]i .  ( 4 )  
If no barrier separated the two points, then b(r)=O. 
Shenfeld and Boyer (1974) presented a technique 
for interpolation of a velocity field similar to that 
prcrposed by Endlich and Mancuso. The velocity was 
computed as in Eq. (1 ) .  For example, for the 1- com- 
ponent of the velocity a t  grid point ( i , j ) ,  
with the weighting function defined bq 
Hovland el al. (1977) computed wind anti 1eml)era- 
ture fields using data from the I<nvironmental l'ro- 
tection Agency's Regional .4ir I'ollution Stud! (K.41'S) 
conducted in St. Louis. An iterative scan procetlure 
was used in which the radius of inlluence was tle- 
creased and the number of st ;~tions increased empiri- 
call!. on successive iterations. 'l'he atlvxntagc to this 
strategy is that small-scalc motions which ;Ire only 
detected in an urea of (tense station coverage arc not 
transmitted to outlying areas. Moreover, during the 
initial iterations this procedure places significant weight 
on outlying stations which may t)e less relial)lc than 
those in the center of the region. 'l'he weighting func- 
tion used was 
'Rhis function decreases rapidly with increasing dis- 
tance r  from a mavimum of 1 a t  W ( 0 ) .  
Recently, Boone and Samuelson (1077) described 
the application of a distance and directional weighting 
technique to the display of air pollution data.  The 
weighting factor used in Eq. (1) was 
whlere ~ ~ ~ + y ~ ~ = r ~ .  The coordinate system was oriented where, based on the work of Shepard (1968), the 
in the direction of the observed wind with the origin factor was defined 
a t  the kth station. Szk was defined by O<rk< R /3  
where I l k  was the magnitude of the velocity vector 
a t  the kth station and V, a scaling velocity. S ,  was 
ass~gned a value between 40 and 70, depending on 
the density of wind stations. The larger the number 
of stations, the lower the value of S,. For low values 
of .S,, the computed wind velocity a t  any grid point 
was more dependent on nearby stations. Also since 
Szk was always greater than or equal to S,, the com- 
puted wind velocity was more dependent on downwind 
distance (xk) than on crosswind distance (yk).  
For interpolation in regions of sparse data, Fritsch 
(1971) used a cubic spline technique. He first fitted 
spherical surfaces to the data to obtain an initial 
field, and then iteratively adjusted these values using 
the splines until convergence was obtained. He com- 
pared his technique with that of Cressman using an 
idealized data set with a known solution, and the 
mean error (-3Yo) was approximately half that  of 
where r~ is the distance from the kth station to the 
( i , j )  grid point. The directional weighting factor is 
computed from 
where m is the number of points within the radius R  
and angle .4 is defined by the segments (?ik,yk), ( i ,  j) 
and ( i , j ) ,  ( ~ 1 7 ~ 1 ) .  
b. Leasl-squares polynomial irzterpolation 
The second class of methods for producing a con- 
tinuous surface over a grid is a least-squares fit of a 
polynomial to the data points. The technique requires 
minimization of X 2 ,  the goodness of fit to the data. 
In a second-degree polynomial, for example, 
Cressman's. 
hlacCracken and Sauter (1975) used a Gaussian X 2 =  1 (ACJ2 
weighting scheme to eliminate complete dominance of k-1  
a measuring station near a grid point, i.e., ,t 
= ( C k - a l - a 2 x k - a t y k - a 4 ~ k y k - a ~ ~ k ~ - a ~ y l i ~ ) ~  (13) 
W(r )=exp( -0 .1 r2 ) .  (8) k=l 
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must be a minimum, where C k  is the measured con- 
centration (or wind speed] a t  point (xk,yk). The 
minimuin value of X2 can be determined by setting 
the derivatives of X2 with respect to each of the 
coefficieints a, equal to zero. For a second-degree 
polynomial, six simultaneous equations must be solved 
for the optimum coefficients. The concentration C(x,y) 
a t  any grid location (x,y) can then be computed from 
In an early paper, Panofsky (1949) used third-degree 
polynomials to fit wind and pressure fields for use in 
weather map construction. The technique was later 
modified1 to handle areas with sparse data by Gilchrist 
and Cressman (1954). These polynomial-fitting proce- 
dures were typically applied to the whole grid. 
An alternative to applying the polynomial inter- 
polation to the entire grid is to perform the inter- 
polation over areas within the influence of individual 
stations. Thiessen (1911) defined space-filling polygons 
over pairticular areas by assuming that each station 
measurement is associated with the local region of the 
area nearer to that station than to any other. Formally, 
the resultant planar divisions are defined as Dirichlet 
tessellati~ons although they are sometimes called Voroni 
or Thiessen polygons. While the recent algorithm of 
Green and Sibson (1978) simplifies the task of defining 
the polygons, the attainment of slope continuity in C 
from one region to another is a difficult problem. 
A simpler technique is to triangulate the region 
using th~e station locations for the vertex positions. 
Lawson (1977) described a number of algorithms 
which perform this task. Given nb points on the 
convex lboundary of the region, the number of non- 
overlapping triangles nt=2n-nb-2 is unique even 
though the triangulations may be different. Once the 
triangle vertices have been established, a variety of 
interpolertion schemes can be used. For example, 
C(x,y) vvithin each triangle can be determined from 
the equation of a plane oriented to pass through the 
three veirtex data points. 
A natural extension of this idea is to use higher 
order polynomials to achieve slope continuity between 
adjacent triangles. Lawson (1977) employed a cubic 
polynomial based on the finite element method of 
Clough and Tocher (1965) to obtain 
where Mr=3. Powell and Sabin (1977) used piecewise 
quadratic approsimation to obtain an interpolation 
function with continuous first derivatives. 
Akima. (1975) developed a method of bivariate inter- 
polation and smooth surface fitting for irregularly 
spaced data based on a fifth-degree polynomial (,1f = 5 )  
in x and y defined i11 each triangular cell. For each 
polynomial 29 coefficients must be determined. In ad- 
dition to the values of the function a t  the data 
locations, the first- and second-order partial derivatives 
are also required. Partial derivatives of the function 
differentiated in the direction perpendicular to each 
side of the triangle are considered in order that the 
resulting polynomials intersect smoothly a t  the triangle 
edge. Use of higher order polynomials requires more 
coefficients and accordingly more computer time to 
solve for the coefficient matrix a,,. 
McLain (1974, 1976) has discussed a different ploly- 
nomial fitting approach, in which the domain is 
divided into triangular subregions by connecting the 
data points. A second-degree polynomial is then fitted 
to each triangle using all data points with each vatlue 
weighted according to its distance from the given 
triangle. The weighting scheme r-2 was used in the 
present formulation with the radius of influence 
effectively set to the dimension of the region. At each 
edge of the triangle, C(x,y) is required to be the same 
as that of adjacent polynomials in order that position 
continuity of the resulting surface is assured. 
In each triangle, the final value C(x,y) is foundl as 
the weighted average of the three functions [Eq. (14)] 
corresponding to the vertices, i.e., 
To ensure smooth transition from one triangle to the 
next, each weight W, and its leading derivatives must 
be identically zero along the side of the triangle op- 
posite to the ith vertex. This can be achieved by 
making W, proportional to the third power of the 
distance from that side. The distance d, from the 
point (x,y) to the side is a linear function of x and y, il.e., 
where I , ,  m,, n, are the coefficients defining a line 
through triangle edge opposite vertex i, scaled such 
that d,= 1 a t  vertex i. The weight IV,, within the 
triangle, is then 
c. Optimum inlerpolalion 
A third general technique, first presented b>. Gandin 
(1963), known as optimum interpolation, has proved 
useful for interpolation of synoptic-scale meteorological 
data (wind and temperature) for initializing global or 
synoptic circulation models (Dartt, 1972 ; Schlati.er, 
1975 ; Julian and Thiebaux, 1975 ; Thiebaux, 19;s). 
The technique produces an interpolated field from 
data points irregularly spaced in both space and time. 
The interpolation function can be formulated directly 
in terms of statistical properties of the wind (ttm- 
perature) field, i.e., past behavior determines the 
function's form. This implies, h o ~ e v e r ,  that a his- 
torical record of data values must he available in 
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TABLE 1. Summary of interpolation methods and their attributes. 
- 
Method Attributes Applications 
- 
Weighted interpolation 1. Easy to implement Cressman (1959) 
2. May be modified if directional influence is important Endlich & hfancuso (1968) 
R2-r2 3. More features of the data are smoothed as n decreases Shepard (1968) 
W (1) = (-) 4. Influence of a station becomes very localized as n (or a)  Shenfeld & Boyer (1974) 
(b:~ W (r) = exp ( - urn) increases MacCracken & Sauter (1975) 
(c) W (r) =I-" 5 .  Radius of influence R may be fixed or variable Hovland et ul. (1'977) Boone & Samuelson (1977) 
Least-squares polynomial interpolation 1. Complex to implement Panoisky (1949) 
2. Resulting field depends strongly on distribution of data Akima (1975) 
(a) Polynomial of degree n fitted points when using (a) AIcLain (1974, 1976) 
to full grid 3. Resulting field is smoothed as  n decreases when using (a) Lawson (1077) 
(b) Polynomials of degree n fitted 4. (b) fits data almost exactly 
to subregions oi grid 5. Execution time increases with n 
Optimum interpolation 1. Complex to implement Gandin (1963) 
2. Much historical data may be required Dar t t  (1972) 
3. Statistics of the data accounted for Schlatter (1975) 
- 
order to calculate these statistical properties (covari- 
a n c e ~ ) .  Moreover, the variance from the long-term 
mean of a wind measurement taken a t  a particular 
hour may not be useful for a mesoscale flow since 
the local stability and terrain influences on a particular 
day may be cr i t ica l l  important in determining 
the flow. 
'Table 1 summarizes the methods tha t  have been 
discussed in Section 2.  
3. Optimum radius  of influence 
'Theoreticall!-, the choice of weight function and 
radius of influence for use in a distance-weighted 
interpolation procedure depends on the field statistics. 
Since insufficient measured data are available in most 
practical applications, the choice of an optimum radius 
must be based on the average station separation. For 
a 1.~70-dimensional domain of area d with S stations 
randomly distributed over the plane, the average 
sta.tion density p and separation d are given by p=  .Y,'A 
an'd d= (il:..J-)l. Stephens and Stitt (1Yi0) have shown 
empirically tha t  the optimum search radius R for 
large signal-to-noise ratios is R d-1.6. .i further 
finding of their work is tha t  R should be overestimated 
rather than underestimated. In practice this is im- 
portant since nonrandom station distributions can 
lead to situations in which R is commensurate with 
the dimension of the data separation. In a separate 
stud!., Barnes (1964, 1973) came to similar conclu- 
sions and was also able to relate R/d to L;'d, where 
L is the half wavelength of a disturbance. .is an 
example, the parameters d and R,'d can be calcu!ated 
for the network of approximatel>- 50 air monitoring 
stations in the South Coast .Air Basin of Southern 
California (in 1974). Distributed over an  area of about 
19 400 km2, the average station separation is calculated 
to be -20 km. This implies tha t  a radius of influence 
between 20 and 40 km would be optimum. In  order 
to calculate air quality distributions over the ocean 
and desert areas, which have few measurement sta- 
tions, a larger radius of influence of 30-50 km must 
sometimes he used. 
Careful consideration must be given to the choice 
of R.  If the objective is to produce a set of gridded 
values, then each point must be within the radius 
of influence of a t  least one measurement station. 
ii'hile increasing R reduces the field variance, it does 
so a t  an  increase of computational cost. For randomly 
tlistributed stations the interpolation cost per grid 
value increases quadraticall!- since the number of data 
points within each radius of influence is proportional 
to R2. Thus, knowledge of an "optimuni" radius of 
influence is important both from the point of vien- 
of accuracy of the final interpolated field a!; ~vell as 
cost of the calculation. The simple technique discussed 
in this section for con~puting an optimum radius of 
influence, while developed for a random distribution 
of points, provides a useful range of values even when 
the measurement points are not randoml!. located. 
4. Comparison of interpolation procedures for 
sca lar  fields 
'The results of interpolating test data sets for which 
the exact solution is 1inon.n provide a means to assess 
thr  performance of interpolation routines. 
.i test data set consisting of a hemisphericall! 
shaped surface was constructed to compare th,. various 
interpolation methods. The hemisphere was arbitraril). 
centered above the center of a 100x50  grid system 
overlaying the South Coast .Air Basin. Each grid cell 
was 3.2 kmX3.2 kni. The height of the surface above 
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each grid point corresponded to the field value a t  
that point. The height of the constructed surface was 
ev,aluated at  each measuring station location (56 points) 
and these values were used as raw data in the test. 
Fig. 1 shows the field isopIeths and the measuring 
staltion locations. The test consisted of attempting to 
reconstruct the hemispherical surface from these data 
points (no flow barriers were used). 
'The methods compared are the second-degree poly- 
nomial with r-2 weighting and the simple distance- 
weighting scheme with various weights, the results of 
which are shown in Table 2. Statistics are given for 
the station locations as well as for all grid points; 
in each case the percentage relative residual error E, 
is computed from 
where C,,,,,, is the computed surface height and C.,, 
its actual height. When an interpolation scheme is 
aplplied to a set of field data, the residual error a t  
each station is the only measure of the technique's 
pel-formance. However, for this test data set, the 
residual error can be computed over the whole grid, 
indicating the level of accuracy that can be expected 
away from measuring stations. Such a procedure 
cannot be expected to resolve sharp gradients which 
are. not reflected in the data. 
Contour plots of the reconstructed fitlds are shown 
in Fig. 2. Generally, in regions where the number of 
measuring stations is relatively large, the error is 
smallest (i.e., toward the center of the region). How- 
ever, near the boundaries where the data network is 
less dense the errors can be much larger. 
'The results indicate that among the simple distance- 
weighting schemes, the (R2-r2)!(R2+r2) weighting 
produces the most hemisphere-like surface. However, 
the departure from measured values is largest with 
this scheme. More accuracy is obtained near the data 
points with the rPa and exp(-br2) schemes, but a t  
the expense of accuracy away from measuring sta- 
tions. The second-degree polynomial fitting procedure 
provides a - compromise. The hemispherical shape is 
preserved and the accuracy a t  the measuring station 
locations is also acceptable. The execution times do 
not include the square-to-station distance (or formula- 
tion of the triangles) calculation times since they need 
only be calculated once for a given set of stations. 
5. Application of selected interpolation procedures 
to air quality data 
On the basis of the simple problem described above 
as well as a variety of other test cases, three techniques 
were selected for further examination using actual 
measured data. These were distance-weighting: schemes 
r-2 and exp (- 0. lr2) and second-degree polynomial fit 
with rv2 weighting. The distance-weighting schemes 
were chosen based on a compromise betwee,n station 
accuracy, accuracy over the whole grid, arnd cost. 
The actual data chosen for testing purposes were 
ozone measurements on 26 June 1974 taken within 
the South Coast Air Basin. All data have been cor- 
rected for measurement as well as interference errors. 
The distance-weighting techniques were tested using 
a fixed radius of influence of 48 km as well a.s a vari- 
able radius of influence. The variable radius of in- 
fluence was specified to include a t  least two data 
points. 
The results of the ozone data interpolation tests 
are displayed in Fig. 3 and Table 3. The r-2 weighting 
scheme produces the smallest residuals in the vicinity 
of the measuring stations whether a fixed or variable 
radius of influence is used. While minimizing the 
station residuals, the overall field variance for the r-? 
weighting can be much higher than the pollynomial 
fitting procedure as demonstrated in the test problem. 
Fig. 4 shows a three-dimensional perspective plot of 
TABLE 2. Percentage relative residual error tabulated for hemispherical surface, for various 
weighting functions using 56 stations and a radius of influence (R) of 48 km. 
Weighting Residual error E, (70) a t  Residual error E, (70) a t  IZelative 
function* measuring stations all grid points computation 
rv ( I )  Mean Jlinimum hfaltimum Std. Dev. hlean Minimum 31aximum Std. Dev. time 
rF1 0.06 -1.27 2.31 0.57 0.52 -52.47 52.12 8.23 2.1 
r * <0.01 -0.14 0.29 0.06 0.03 -52.47 52.10 8.59 1.4 
r r3  <0.01 -0.04 0.11 0.02 -0.38 -52.47 52.08 9.19 3.4 
R=--r2 
-- 0.93 -9.29 36.64 5.51 -0.06 -52.47 52.08 9.47 1.7 
R= 4- r2 
e+. 1'1 0.02 -3.28 3.58 0.72 -1.07 -55.88 54.77 12.42 2.3 
e+. 671 <0.01 -0.66 0.72 0.16 -1.14 -58.0 58.27 13.15 2.5 
Second degree 
polynomial 
(1,- weighting) 0.09 -0.75 0.87 0.32 -1.78 -18.92 10.64 4.0 1.0 
* r is the distance from grid point to measuring station, for r > R .  I i . ( r )  is set to zero 
7 1 
JUNE 19i9 LV. R .  G O O D I N ,  G .  J .  M c R A E  A N D  J .  H .  S E I N F E L D  767 
J O U R N A L  O F  A P P L I E D  M E T E O R O L O G Y  VOLUVE 18 
JUNE 1979 CV. R .  G O O D I N ,  G .  J .  M c R A E  A N D  J .  H .  S E I N F E L D  769 
TABLE 3. Percentage relative residual error &, tabulated from ozone data analysis 
for various weighting functions using 56 stations. 
- 
Weighting Residual error E, (7,) at  stations with Residual error E, ('5;) a t  stations with 
function* radius of influence R=48 km variable radius of influence R 
w(l) Mean Minimum .\laximum Std. Dev. Mean Minimum JIasimum Std. I)e\.. 
- 
r* 0.67 - 3.08 10.42 2.04 0.14 -3.22 3.79 
e--0.1r2 
1.00 
5.56 -28.75 85.48 19.62 3.01 -21.59 i1.72 15.69 
Second degree 
polynomial 
(r* weighting) 4.82 - 13.02 19.18 12.60 
- 
* r is the distance from grid point to measuring station, for r >  R, l V ( r )  is set to zero. 
the ozone surface generated b!- the polynomial fitting coordinate s!.stem are given by 
procedure. 
x  cos2a- y  sin2a 
6 .  Application of interpolation procedures to vector (20) 
fields 
The procedures outlined in Section 2 can easily be 
applied to vector as well as scalar fields, for esample, 
by treating the u and v components separately. Based 
on the results of the hemisphere test data set, the The velocit!. components are computed from (.he 
same three techniques used in Section 5 were selected potential 
for further detailkd examination here. These were 
cos2a ( ~ ~ - ~ ~ j + 2 x y  sin2a distance-weighting schemes r-2 and esp(-0. l r 2 )  and 
u ( x )  ) , (22) second-degree polynomial fit with r-2 weighting. ( x ~ + Y ~ ) ~  
The test wind field data set, potential flow over 
a flat plate inclined a t  angle cu to the flow, free stream sin2a ( y 2 -  x2)  - 2 z y  cos2a 
velocity vo, was chosen to illustrate the inclusion of a "Y)'-'''O . (23) (z2 - y2)2 barrier to flow. The exact solution to the problem can ' 
be calculated from potential flow theory. The velocity For the present analysis, the angle of inclination a 
potential + and streamfunction + in an s-y Cartesian was chosen to be ~/l. Indicated on Fig. 5 are the 
TABLE 4. Percentage relative residual error statistics for interpolation oi a potential flow problem. 
-- - 
Weighding Residual error E, (%) a t  Residual error E, (%) at  
functi~on* Velocity , measuring stations all grid points 
u' ( r )  component Mean Minimum Mauiniunl Std. Dev. 3Ican Minimum Maximum Std. Dlev. 
- 
e-a I+ u 16.36 
-57.23 231.43 49.86 3.49 -80.71 281.16 19.87 
R = 8 squares i) 12.43 -81.38 185.68 54.04 18.20 -787.53 544.39 81.01 
r-' u 0.21 -1.08 2.46 0.63 7.53 -81.26 165.14 14.25 
R = 8  squares v -0.10 -1.21 2.86 0.71 -66.27 -989.70 966.45 151.65 
Polynomial u 9.72 -40.85 99.13 24.98 1.62 -76.93 170.49 14.17 
v -4.85 -55.76 48.25 24.06 -99.93 -192.21 137.29 19.61 
e-o I V ~  u 10.13 -27.64 202.69 39.12 0.70 -81.82 202.69 15.16 
R variable 
(includes 2 data 
points) ZI 2.88 -158 82 151.86 62.89 9.43 -819.73 555.60 87.15 
r* u 0.10 -0.31 2.24 0.43 0.23 -81.82 198.00 12.715 
R variable 
(includes 2 data 
points) v 
- 
* r is the distance from grid point to measuring station; for r> R, JY(r) is set to zero. 
Note: I n  calculating the error statistics, points on the plate and one grid cell away from the plate were ignored. 
I . ' I~, .  1 I'cr.l,cctlvc plot oi ozone distribution generated l,y pol) numlal ~ntcrj~i , lat ion 
,cherne ( a  \-iew from the south\r.cst! 
FIG. 5 .  Streamfunctions and location of velocity da ta  points (solid circles) for potential flow over 
a fiat plate. Reconstructed vclocity field for potential flow over a flat plate for (a) r P  with vari- 
n l~ le  R and (b) po!ynomial fitting scheme. 
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streamfunction and velocity data points together with 
the calculated velocity vectors developed using the 
interpolation procedures over'a 40x20 grid. 
In thie distance-weighting procedures, a check is 
made to see whether a line connecting a measuring 
station ito a grid point intersects the barrier. If so, 
that station's value is not included in the weighting 
procedure a t  that grid point. In the polynomial fitting 
procedure a barrier is treated by requiring that it be 
an edge of two adjacent triangles. The results of this 
vector test problem are shown in Table 4 and Fig. 5. 
7. Conclusions 
Since the interpolation of a set of sparse data does 
not have a unique solution, it is important that the 
calcula t ion b e  d o n e  careful ly ,  p roduc ing  physical ly  
realistic resulting surfaces. The interpolated field is 
critical to calculations such as wind field divergence 
reduction, contouring of data values, and initialization 
of pollutant transport calculations. A comparison of 
a number of procedures for interpolating sparse data 
indicates that the second-degree polynomial fitting 
procedure with an 7~~ distance-weighting scheme pro- 
vides a good compromise between computational costs 
and the accuracy of the final surface adjacent to and 
further away from measurement stations. 
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3.3 Weighted I n t e r p o l a t i o n  Procedures  
An impor tan t  element of t h e  i n t e r p o l a t i o n  p rocedure  p r e s e n t e d  i n  
t h e  p r e v i o u s  s e c t i o n  was t h e  d i s t a n c e  we igh t ing  f u n c t i o n  
n 
where c ( p )  i s  t h e  i n t e r p o l a t e d  v a l u e  of c  a t  t h e  p o i n t  p = ( x , y ) ,  c k ;  
k = 1 , 2 , . . , n  a r e  t h e  d a t a  v a l u e s  a t  t h e  p o i n t s  p  Wk(r) t h e  w e i g h t i n g  k ' 
f u n c t i o n  
and r a  s u i t a b l y  chosen d i s t a n c e  m e t r i c  of t h e  form 
Some o t h e r  f u n c t i o n a l  forms of ~ ( r ) ,  which a r e  used  i n  p r a c t i c e ,  a , re  
sho,wn i n  F i g u r e  3.1. Subsequent t o  t h e  p u b l i c a t i o n  of t h e  paper  b:y 
Goodin e t  a l .  (1979) a  d i s c u s s i o n  was r e c e i v e d  from Glahn (1981) .  'In 
t h e  p r o c e s s  of p r e p a r i n g  a  r e p l y ,  Goodin e t  a l .  (1981) ,  it was 
d i s c o v e r e d  t h a t  (3 .1 )  could  b e  w r i t t e n  i,n t h e  e q u i v a l e n t  form 
where 
FIGURE 3.1  
Some Examples o f  D i f f e r e n t  Ideight i n g  F u n c t i o n s  
o f  t h e  Form W ( r / R )  Where R i s  t h e  3 a d i u s  of I n f l u e n c e  
This  s e c t i o n  p r e s e n t s  some of t h e  r e s u l t s  which can be  r e a d i l y  d e r i v e d  
from t h e  a l t e r n a t e  r e p r e s e n t a t i o n  of i n t e r p o l a t i o n  procedure .  
A p a r t i c u l a r  concern of Glahn (1981) was t h e  behav iour  of (3 .1 )  i n  
between d a t a  p o i n t s .  Using t h e  rea r ranged  form i t  i s  a  s t r a i g h t f o r w a r d  
t a s k  t o  e v a l u a t e  t h e  p a r t i a l  d e r i v a t i v e s  of c ( p )  i n  t h e  neighborhood of 
t h e  d a t a  p o i n t s  and t o  show t h a t  f o r  a > 1 
Lim ac 
- - 
L i m  ac 
- - 
- 0 
P+Pi ax P-Pi ay 
and f o r  0 < a  < 1 t h a t  t h e  p a r t i a l  d e r i v a t i v e s  do n o t  e x i s t .  These 
r e s u l t s  have impor tan t  p r a c t i c a l  consequences because  i t  i s  e v i d e n t  
t h a t  f o r  0 < a  I 1 t h e r e  w i l l  be  cusps  a t  t h e  d a t a  p o i n t s  and when a  > 
1 t h e  s u r f a c e  s l o p e  i n  t h e  v i c i n i t y  of each c  w i l l  be  z e r o .  These pro- k  
p e r t i e s  a r e  i l l u s t r a t e d  i n  F i g u r e  3 . 2 .  From a  p r a c t i c a l  p o i n t  of view 
i t  i s  d e s i r a b l e  t o  avoid  t h e  cusps  a t  t h e  d a t a  p o i n t s  and so  it i s  cus- 
tomary t o  choose a > 1. As a  i s  i n c r e a s e d  t h e  s u r f a c e  t e n d s  t o  become 
f l a t  n e a r  t h e  d a t a  p o i n t s  and consequen t ly ,  q u i t e  s t e e p  i n  between. A 
number of exper iments  were conducted u s i n g  d i f f e r e n t  d a t a  s e t s  and i t  
was concluded t h a t  a = 2 r e p r e s e n t s  a  good compromise. 
One i n t e r e s t i n g  f e a t u r e  o f  F i g u r e  3.2 i s  t h a t  a s  t h e  exponent i s  
i n c r e a s e d  t h e  i n t e r p o l a t e d  r e s u l t  approximates  a  p iecewise  c o n s t a n t  
f u n c t i o n .  S ince  t h i s  r e s u l t  w i l l  a l s o  app ly  i n  two dimensions it sug- 
g e s t s  a  s imple  and d i r e c t  method f o r  t e s t i n g  i f  a  p o i n t  i s  w i t h i n  t h e  
t e s s e l l a t i o n  sur rounding  a  p a r t i c u l a r  d a t a  p o i n t .  Gordon and Wixo~n 
(1978) and Schumaker (1976)  d i s c u s s  t h e  p r o p e r t i e s  of i n t e r p o l a t i o i n  
FIGURE 3 . 2  
FLesults o f  Using D i f f e r e n t  Exponents  i n  t h e  Weigh t ing  F u n c t i o n  
W(r) = l / r a .  The t h r e e  c a s e s  c o r r e s p o n d  t o  
( a )  l/r. ( b )  l/r1° and ( c )  l / r 2  ( A f t e r  Gordon and Wixom, 1978) 
80 
schemes based on (3 .1)  and i n  p a r t i c u l a r  show t h a t  f o r  t h e  c a s e  a  = 1 
min [ c i l  < c ( p )  < max [c i1  ( ( 3 . 7 )  
i i 
F u r t h e r  Gordon and Wixom (1978) show t h a t  i f  c  > 0 f o r  a l l  i = 1 , 2 , .  . . , n  i 
thien c ( p )  - > 0 f o r  a l l  p. Th i s  i s  a  v e r y  d e s i r a b l e  r e s u l t  when i n t e r p o -  
l a . t i n g  c o n c e n t r a t i o n  f i e l d s .  
I f  i n f o r m a t i o n  about  t h e  s l o p e  of  t h e  s u r f a c e  i s  a v a i l a b l e  t h e n  
t h e  p rocedure  developed by Shepard (1968) can b e  used t o  overcome t h e  
problems a s s o c i a t e d  w i t h  f l a t  s p o t s  f o r  a  > 1. The i n t e r p o l a t i o n  f o r -  
mula i s  g i v e n  by 
n  
C ( P )  = 2 Fi [c i  + ( x - x . 1 ~ ~  1 + (y-yi)c ] 
i= 1 Y 
where t h e  d e r i v a t i v e s  i n  each d i r e c t i o n  a r e  g i v e n  by 
Franke (1977) and B a r n h i l l  (1977) have c a r r i e d  o u t  e x t e n s i v e  compari- 
sons  of d i f f e r e n t  weighted i n t e r p o l a t i o n  schemes and p r e s e n t  numerous 
t e s t  c a s e s  t h a t  have a n a l y t i c  r e s u l t s .  
3.4  < ;enera t ion  of T r i a n g u l a t e d  Computat ional  Domains 
One s t e p  i n  t h e  i n t e r p o l a t i o n  t e c h n i q u e  i n t r o d u c e d  i n  t h e  p r e v i o u s  
s e c t i o n  i n v o l v e s  c o n s t r u c t i n g  a  mesh of non-over lapping t r i a n g l e s  whose 
v e r t i c e s  correspond t o  t h e  d a t a  p o i n t  l o c a t i o n s .  While manual con- 
s t r u c t i o n  of t h e  mesh i s  s t r a i g h t f o r w a r d  t h e  s h e e r  volume of measure- 
ment i n f o r m a t i o n  which must be  p rocessed  i n  t y p i c a l  a p p l i c a t i o n s  neces-  
s i t a t e s  an  automated p rocedure .  Th i s  s e c t i o n  p r e s e n t s  an  a l g o r i t h m  
which w i l l  c o n s t r u c t  t h e  r e q u i r e d  t r i a n g u l a t i o n  g iven  a  s e t  S of n  
d i s t i n c t  s p a t i a l  p o i n t s  P . ( z , y ) ;  i = 1 , 2 ,  ..., n.  
1 
While t h e r e  a r e  many p o s s i b l e  t r i a n g u l a t i o n s  t h e y  a l l  c o n t a i n  t h e  
same number of t r i a n g l e s .  Th i s  can b e  r e a d i l y  deduced,  f o r  a  bounded 
polygon,  from t h e  Euler-Poincare  formula  
I n  t h i s  e x p r e s s i o n  F,V and E a r e  r e s p e c t i v e l y  t h e  number of f a c e s ,  ve:r- 
t i c e s  and edges .  For t h e  p a r t i c u l a r  problem under  c o n s i d e r a t i o n  F  = 
n  t h e  number of t r i a n g l e s ,  and V = n  t h e  number of v e r t i c e s .  S i n c e  
t '  
each i n t e r n a l  edge i s  common t o  two t r i a n g l e s  and t h e  n  p o i n t s  which b  
d e f i n e  t h e  edges of convex h u l l  of  S appear  o n l y  once then 
3nt = 2E - n, (3.11.) 
E l i m i n a t i n g  t h e  number of edges from (3.10-3.11) g i v e s  a  s imple  expres-  
s i o n  f o r  t h e  number of t r i a n g l e s  
There a r e  two b a s i c  problems i n  c o n s t r u c t i n g  t r i a n g u l a t e d  meshes: 
e s t a b l i s h i n g  s u i t a b l e  s e l e c t i o n  c r i t e r i a  f o r  i d e n t i f y i n g  p r e f e r r e d  tri- 
a n g u l a t i o n  and avo id ing  o v e r l a p .  I n  g e n e r a l  t h e r e  i s  no s i n g l e  "bes t "  
t r i a n g u l a t i o n  a l though  i t  i s  c l e a r l y  d e s i r a b l e  t o  maximize t h e  s m a l l e s t  
i n t e r i o r  a n g l e s  i n  each t r i a n g l e .  The r e a s o n  f o r  t h i s  i s  t o  avo id  
i l 1 , c o n d i t i o n i n g  t h e  m a t r i c e s  which a r i s e  d u r i n g  t h e  polynomial f i t t i n g  
procedures .  One procedure  t h a t  can be used t o  g e n e r a t e  nonover lapping 
t r i a n g u l a t i o n s  t h a t  s a t i s f i e s  t h e  minimum a n g l e  c r i t e r i o n  i s  due t o  
Green and S ibson  (1978).  They s t a r t  by c o n s t r u c t i n g  a  convex polygon 
around each d a t a  p o i n t  p  Each polygon o r  t i l e  i s  d e f i n e d  by i' 
i = 1 ,2 , . . . , n  
where r ( p , p . )  i s  t h e  Eucl idean d i s t a n c e  ( 3 . 3 ) .  The r e s u l t i n g  p a t t e r n  
1 
i s  known by a  v a r i e t y  of d i f f e r e n t  names: a  D i r i c h l e t  t e s s e l l a t i o n ,  t h e  
Thi.essen diagram ( ~ h i e s s e n ,  1911) ,  o r  Voronoi polygons ( ~ i n n e y ,  1979; 
Brclstow e t  a l .  1978).  The d i v e r s i t y  of names i s  a  consequence of t h e i r  
ind.ependent development i n  v a r i o u s  d i f f e r e n t  a p p l i c a t i o n s .  Within  any 
polygon each p o i n t  i s  c l o s e r  t o  t h e  d a t a  p o i n t  t h a n  any o t h e r  i n  S. I n  
g e n e r a l  t i l e s  meet i n  t h r e e s  a t  v e r t i c e s .  The l i n e s  j o i n i n g  d a t a  p o i n t s  
i n  cont iguous  polygons d e f i n e  t r i a n g l e s  t h e  p e r p e n d i c u l a r  b i s e c t o r s  of 
which d e f i n e  t h e  t i l e  boundar ies  and t h e  c i r c u m c e n t e r s ,  t h e  polygon 
v e r t i c e s .  F i g u r e  3 . 3  i l l u s t r a t e s  a  t y p i c a l  D i r i c h l e t  t e s s e l l a t i o n  and 
i t s  a s s o c i a t e d  d u a l ,  t h e  Delaunay t r i a n g u l a t i o n  (Rodgers ,  1964) .  Th i s  
c o n f i g u r a t i o n  s a t i s f i e s  t h e  l o c a l  e q u i a n g u l a r i t y  p r o p e r t y  sugges ted  by 
F I G U R E  3 . 3  
The D i r i c h l e t  T e s s e l l a t i o n  (bo ld  l i n e s )  and 
Dalaunay T r i a n g u l a t i o n  ( f i n e  l i n e s )  f o r  a  Small  S c a l e  C o n f i g u r a t i o n .  
( A f t e r  Green and S i b s o n ,  1978) 
Lawson (1977)  which r e q u i r e s  t h a t  i n  e v e r y  convex q u a d r i l a t e r a l  formed 
by two a d j a c e n t  t r i a n g l e s ,  t h e  minimum of  t h e  s i x  a n g l e s  i n  t h e  two 
t r i a n g l e s  i s  n o t  l e s s  t h a n  i t  would have  been  had t h e  a l t e r n a t i v e  d i a g -  
o n a l  and p a i r  of  t r i a n g l e s  been  chosen .  U n f o r t u n a t e l y  w h i l e  i t  i s  
r e l a t i v e l y  e a s y  t o  d e f i n e  t h e  t i l e s ,  c o n s t r u c t i o n  of  a n  e f f i c i e n t  gen- 
e r a l  pu rpose  a l g o r i t h m  i s  n o t  s t r a i g h t f o r w a r d .  An a l t e r n a t i v e ,  and t h e  
p r o c e d u r e  adop ted  i n  t h i s  s t u d y  i s  t o  c o n s t r u c t  t h e  t r i a n g l e s  one  a t  a  
t i m e  u s i n g  an  a l g o r i t h m  due  t o  McLain ( 1 9 7 6 a b ) ,  Nelson  (1978)  and 
T h a c k e r ( l 9 7 9 ) .  O p e r a t i o n a l l y  t h e  t e c h n i q u e  i s  e a s y  t o  implement and 
Lawson (1977)  has  shown t h a t  i t  p roduces  t h e  same Delaunay t r i a n g u l a -  
t i o n  g e n e r a t e d  by t h e  Green and S i b s o n  (1978)  a l g o r i t h m .  
Cons ide r  a  t r i a n g l e  T~ formed by t h e  t h r e e  p o i n t s  ABC i n  F i g u r e  
3.4. L e t  AB b e  an  edge and S t h e  s u b s e t  o f  S c o n s i s t i n g  o f  t h e  p o i n t s  k 
on t h e  o p p o s i t e  s i d e  of  AB f rom C .  McLain (1976a)  i n t r o d u c e d  a  s i m p l e  
t e s t  f o r  i d e n t i f y i n g  t h e  p o i n t  i n  S  t h a t  cou ld  b e  used  t o  c o n s t r u c t  k 
t h e  n e a t  t r i a n g l e  T ~ " .  The t e s t  i s  a s  f o l l o w s .  Fo r  e a c h  p o i n t  P .  i n  
:L 
S  c o n s t r u c t  t h e  c i r c u m c i r c l e  which p a s s e s  t h r o u g h  A , B  and p .  and k 1 
d e t e r m i n e  t h e  s i g n e d  d i s t a n c e  o f  t h e  c i r c u m c e n t e r  from E. The s i g n e d  
d i s t a n c e  f r o m a  i s  p o s i t i v e  on t h e  s i d e  of  A E  o p p o s i t e  t o  C .  The 
p o i n t  7 which has  t h e  minimum v a l u e  o f  ABpi i s  t h e  one  t o  u s e  i n  i 
e x t e n d i n g  t h e  t r i a n g u l a t i o n .  I f  any of  t h e  p o i n t s  i n  S s a t i s f y i n g  
k 
t h i s  c r i t e r i o n  a r e  found t o  l i e  on t h e  same c i r c u m c i r c l e  t h e n  t h e y  a r e  
t r i a n g u l a r i z e d  i n  a  r i g h t  hand o r d e r .  The p r o c e d u r e  i s  t e r m i n a t e d  when 
t h e r e  a r e  no r ema in ing  p o i n t s  i n  S and a l l  edges  have  been  t e s t e d .  k 
FZGURE: 3 . 4  
P r o c e d u r e  f o r  I d e n t i f y i n g  T r i a n g l e  V e r t i c e s .  
(a) 
FIGURE 3.5 
Triangulations of the Plane for Examples Presented in Section 3.3 
(a) Air Quality Interpolation (n = 53, nb = 8, nt = 96) 
(b) Flow Over a Flat Plate (n = 32, nb = 5, nt = 57) 
There  a r e  a  v a r i e t y  of ways t o  s t a r t  t h e  a l g o r i t h m ,  t h e  s i m p l e s t  of 
which i s  t o  s p e c i f y  a n  i n i t i a l  t r i a n g l e .  Another approach is  t o  i d e n t i f y  
t h e  nodes and edges  which form t h e  convex h u l l  of  S .  The methods of Graham 
(19721, J a r v i s  (1973) o r  Green and Si lverman (1979) can be  used f o r  
t h i s  t a s k .  Given t h e  boundary edges then  t h e  i n t e r i o r  t r i a n g l e s  can be 
c o n s t r u c t e d  u s i n g  t h e  PlcLain a l g o r i t h m .  A t h i r d  method i s  t o  e v a l u a t e  
t h e  Euc l idean  d i s t a n c e s  from t h e  o r i g i n  o r  some p o i n t  o u t s i d e  t h e  con-- 
vex h u l l  t o  each d a t a  p o i n t .  A s t a r t i n g  t r i a n g l e  can t h e n  be  formed by 
u s i n g  t h e  t h r e e  p o i n t s  c l o s e s t  t o  t h e  o r i g i n .  F i g u r e  3.5 p r e s e n t s  some 
examples o f  t r i a n g u l a t i o n s  produced w i t h  t h e  above p rocedure .  Once t h e  
r e g i o n  h a s  been t r i a n g u l a t e d  t h e  convex h u l l  can b e  r e a d i l y  determined 
by i d e n t i f y i n g  t h o s e  edges which a r e  common t o  o n l y  one t r i a n g l e .  
Given t h e  convex h u l l  t h e n  i t  i s  p o s s i b l e  t o  e a s i l y  e v a l u a t e  
moments of  t h e  form 
u s i n g  Glreen's theorem (3 .14)  can b e  w r i t t e n  i n  t h e  e q u i v a l e n t  form 
S i n c e  t h e  boundary of t h e  convex h u l l  i s  d e f i n e d  by a  s e r i e s  of 
s t r a i g h t  l i n e  segments (3.15) can b e  w r i t t e n  a s  
nh 
For  example t h e  a r e a  i n s i d e  t h e  convex h u l l  i s  g i v e n  by 1'. 
3.5 Polynomial  I n t e r p o l a t i o n  o v e r  T r i a n g l e s  
Once t h e  p lane  has  been t r i a n g u l a t e d  t h e  n e x t  s t e p  i s  t o  deve lop  
t h e  i n t e r p o l a t i o n  f u n c t i o n s  o v e r  each t r i a n g l e .  The b a s i c  o b j e c t i v e  i s  
t o  c o n s t r u c t  from t h e  noda l  v a l u e s  c  a  f u n c t i o n  C ( P )  = c ( x , y )  t h a t  i 
i n t e r p o l a t e s  c  i n t o  t h e  t r i a n g l e  i n t e r i o r .  Th i s  s e c t i o n  has  been pro- 
v ided  t o  supplement t h e  n e c e s s a r i l y  b r i e f  d i s c u s s i o n  of polynomial  
i n t e r p o l a t i o n  p rocedures  p r e s e n t e d  i n  S e c t i o n  3.2. 
The s i m p l e s t  s u r f a c e  cor responds  t o  a  l i n e a r  v a r i a t i o n  over  t h e  
t r i a n g l e .  For a t r i a n g l e  w i t h  v e r t i c e s  a t  t h e  p o i n t s  ( i j m )  such a  su r -  
f a c e  i s  d e f i n e d  by 
where 
1 - - a l - Y j  Y, (3 .19)  
i 
a2  = Xm - X j  (3.20) 
The remaining c o e f f i c i e n t s  i n  (3.17) c a n  be o b t a i n e d  by c y c l i c  permuta- 
t i o n  of t h e  s u b s c r i p t s  ( i j m ) .  The de te rminan t  D i n  (3.17) i s  g i v e n  by 
= 2 ( a r e a  i j m )  (3.21) 
This  p rocedure  produces  a  p i e c e w i s e  l i n e a r  s u r f a c e  composed of p l a n e  
f a c e t s  a s  shown i n  F i g u r e  3 .6 .  Because (3.17) r educes  t o  s t r a i g h t  
l i n e s  j o i n i n g  t h e  v e r t i c e s  t h e  s u r f a c e  i s  g l o b a l l y  con t inuous .  
While t h e  c o n s t r u c t i o n  of i n t e r p o l a t i n g  f u n c t i o n s  which have 
h igher -o rder  smoothness C' o r  c 2  a c r o s s  element boundar ies  i s  n o t  
~ t r a i ~ g h t f o r w a r d  t h e r e  i s  an  e x t e n s i v e  l i t e r a t u r e  which d i s c u s s e s  t h e  
s u b j e c t  because  of i t s  impor tance  i n  f i n i t e  element modeling.  Some gen- 
e r a l  reviews can be  found i n  Akima (1975) ,  Schunaker (19761, B a r n h i l l  
(19771, Powell  and Sabin  (1977)  and Lawson (1977) .  The approach 
adopted i n  t h i s  s t u d y  ( ~ c ~ a i n ,  1974;  1976ab) i s  t o  c o n s t r u c t  a  l o c a l  
q u a d r a t i c  approximat ion t o  c .  ( x , y )  and then  t o  form t h e  c ( x , y )  a s  a  
1 
weighted a v e r a g e  of t h e  f u n c t i o n s  a t  t h e  t h r e e  nodes.  There a r e  two 
r e a s o n s  f o r  adop t ing  t h i s  method,  t h e  low computa t iona l  c o s t  and t h e  
g e n e r a l  l a c k  of i n f o r m a t i o n  about  t h e  d e r i v a t i v e s  and f u n c t i o n  v a l u e s  
a t  p o i n t s  o t h e r  t h a n  t h e  v e r t i c e s .  If these d a t a  are a v a i l a b l e  t h e n  i t  
i s  p o s s i b l e  t o  u s e  h i g h e r  o r d e r  e l ements  of t h e  type  d i s c u s s e d  by 
B a r n h i l l  (1977) .  
I n  t h e  p r e s e n t  work t h e  v a r i a t i o n  a t  c  i s  of  t h e  form i 
where t h e  six c o e f f i c i e n t s  a r e  determined from a  weighted l e a s t  s q u a r e s  
f i t  t o  t h e  su r round ing  d a t a  p o i n t s .  By s e t t i n g  a  = c  and s o l v i n g  f o r  00 i 
t h e  remaining f i v e  c o e f f i c i e n t s  t h e  i n t e r p o l a t i n g  s u r f a c e  p a s s e s  
th rough  t h e  d a t a  p o i n t s .  I n  t h e  s u r f a c e  f i t t i n g  p rocedure  d i s t a n t  d a t a  
v a l u e s  a r e  weighted u s i n g  schemes of t h e  t y p e  d i s c u s s e d  i n  S e c t i o n  3 . 3 .  
Once t h e  polynomials  have been c o n s t r u c t e d  f o r  each node t h e y  can be 
couibined a s  f o l l o w s  
where t h e  we igh t ing  f u n c t i o n s  W a r e  chosen t o  e n s u r e  smooth t r a n s i -  
t i o ~ n s  a c r o s s  each of t h e  t r i a n g l e  edges.  I n  t h e  p r e s e n t  work t h e  
we igh t ing  f o r  each polynomial i s  p r o p o r t i o n a l  t o  t h e  d i s t a n c e  d  i of t h e  
poi.nt  from t h e  s i d e  of t h e  t r i a n g l e .  The d i s t a n c e  from t h e  p o i n t  ( x , y )  
t o  t h e  s i d e  i s  a  l i n e a r  f u n c t i o n  of x and y  
where a  a  and a  a r e  t h e  c o e f f i c i e n t s  d e f i n i n g  a  l i n e  through t h e  0 '  1 2 
t r i a n g l e  edge o p p o s i t e  v e r t e x  i , s c a l e d  such t h a t  di  = 1 a t  t h e  p o i n t  
i. The w e i g h t  Wi used i n  t h e  p r e s e n t  s t u d y  i s  g i v e n  by 
FIGURE 3 .6  
An Example of  a  L inea r  Func t i ona l  v a r i a t i o n  
Over each T r i angu l a r  Element 
3.6 Gener-,.: jon of Three-dimensional  Wind Flow F i e l d s  
Advect ive  t r a n s p o r t  and t u r b u l e n t  mixing a r e  two of t h e  p h y s i c a l  
p r o c e s s e s  t h a t  dominate p o l l u t a n t  d i s p e r s i o n  o v e r  an urban a r e a .  I n  
t h e  a i r s h e d  model they  a r e  c h a r a c t e r i z e d  by t h e  v e l o c i t y  f i e l d  g(x,t) 
and t h e  eddy d i f f u s i o n  t e n s o r  K .  C o n s i d e r a b l e  r e s e a r c h  e f f o r t  has  been 
devoted t o  deve lop ing  g e n e r a l  p rocedures  f o r  s p e c i f y i n g  t h e s e  i n p u t s .  
Two common approaches  f o r  g e n e r a t i n g  t h e  r e q u i r e d  wind f i e l d s  a r e :  
numerical  s o l u t i o n  of t h e  govern ing  e q u a t i o n s  of motion and o b j e c t i v e  
a n a l y s i s  p rocedures  which employ measured d a t a .  Th i s  s e c t i o n  d e s c r i b e s  
some of t h e  d i f f e r e n t  methods f o r  c o n s t r u c t i n g  v e l o c i t y  d i s t r i b u t i o n s  
and i s  in tended  a s  an i n t r o d u c t i o n  t o  t h e  m a t e r i a l  t o  be  p r e s e n t e d  i n  
t h e  f o l l o w i n g  s e c t i o n .  
I n  t h e  p l a n e t a r y  boundary l a y e r  t h e  f low dynamics can b e  d e s c r i b e d  
by t h e  c o n s e r v a t i o n  e q u a t i o n  f o r  mass,  momentum, energy and s t a t e .  
Dut ton and F i c h t l  (1969) ,Busch  (1973) and Donaldson (1973) have d e r i v e d  
systems f o r  boundary l a y e r  f lows  and i n  p a r t i c u l a r  have d i s c u s s e d  the  
v a l i d i t y  of v a r i o u s  s i m p l i f y i n g  assumpt ions .  D e s p i t e  t h e  d e s i r a b i l i t y  
of (developing f low f i e l d s  from s o l u t i o n s  of t h e  govern ing  equation!; ,  
r e l a t i v e l y  l i t t l e  p r o g r e s s  has  been made i n  deve lop ing  models which can 
b e  used on a  r o u t i n e  b a s i s  f o r  g e n e r a t i n g  th ree -d imens iona l  mesosca le  
win~d f i e l d s .  There  a r e  two r e a s o n  f o r  t h i s ,  s e v e r e  computa t iona l  d i f -  
f i c u l t i e s  and p r a c t i c a l  problems a s s o c i a t e d  w i t h  e s t a b l i s h i n g  t h e  boun- 
d a r y  c o n d i t i o n s .  For  example Nickersonl's (1979) model r e q u i r e s  a  p r i o r i  
s p e l c i f i c a t i o n  of a l l  thermodynamic v a r i a b l e s  a t  t h e  boundar ies .  Maher 
and P i e l k e  (1977) have a  more r e a l i s t i c  t r e a t m e n t  of t h e  h e a t  f l u x  a t  
t h e  ground b u t  t h e i r  f o r n u l a t i o n  i s  o n l y  a p p l i c a b l e  f o r  s t e a d y  s t a t e  
c o n d i t i o n s .  l i o s t  of  t h e  o t h e r  a v a i l a b l e  models  a r e  v a l i d  o n l y  f o r  
two-dimens ional  f l o w  p r o b l e n s  . 
An o p e r a t i o n a l  c o n s t r a i n t  on t h e  d e v e l o p n e n t  of  wind f i e l d  models  
i s  t h e  r e q u i r e m e n t  t h a t  t h e  i n p u t  d a t a  be  e i t h e r  r o u t i n e l y  a v a i l a b l e  o r  
r e a d i l y  e s t i m a t e d .  I n  a  t y p i c a l  u rban  a r e a  t h e  f o l l o w i n g  d a t a  can  usu-  
a l l y  be o b t a i n e d :  s y n o p t i c  n e t e o r c l o g i c a l  c h a r t s ,  g e o s t r o p h i c  w i n d s ,  
t e r r a i n  h e i g h t ,  s u r f a c e  r o u g h n e s s ,  c l o u d  c o v e r ,  s o l a r  i n s o l a t i o n ,  tem- 
p e r a t u r e ,  r e l a t i v e  h u c i d i t y ,  s u r f a c e  w i n d s ,  and e s t i m a t e s  a t  8 5 0 ,  70C 
and 5100 mb h e i g h t s .  The a v a i l a b i l i t y  of  t h i s  i n f o r m a t i o n  was an i n p o r -  
t a n t  f a c t o r  i n  s e l e c t i n g  t h e  o b j e c t i v e  a n a l y s i s  p r o c e d u r e  t o  be  
p r e s e n t e d  i n  t h e  f o l l o w i n g  s e c t i o n .  
T h e r e  a r e  two b a s i c  app roaches  t o  o b j e c t i v e  a n a l y s i s .  One i s  t o  
u s e  t h e  f i e l d  d a t a  and i n t e r p o l a t e  t h e m  i n  a manner s u c h  that mass con- 
s e r v a t i o n  o r  o t h e r  p h y s i c a l  c o n s t r a i n t s  a r e  s a t i s f i e d  d i r e c t l y .  T h i s  
method h a s  been  used  by Vahba and V e n d e l b e r g e r  (1979)  t o  d e v e l o p  500 mb 
p r e s s u r e  s u r f a c e s .  Ano the r  scheme,  and t h e  f o c u s  of  S e c t i o n  3 .7 ,  i s  t o  
i n t e r p o l a t e  t h e  measurements  t o  a  r e g u l a r  g r i d  and t h e n  a p p l y  v a r i a -  
t i o n a l  p r o c e d u r e s  t o  min imize  t h e  f i e l d  d i v e r g e n c e .  The l a t t e r  pro-  
c e d u r e  h a s  t h e  a d v a n t a g e  t h a t  any knowledge a b o u t  measurement  e r r o r s  
c a n  b e  d i r e c t l y  i n c o r p o r a t e d  i n t o  t h e  f o r m u l a t i o n .  F i g u r e  3.7 summar- 
i z e s  t h e  g e n e r a l  a p p r o a c h e s  t h a t  have  been  a d o p t e d  t o  g e n e r a t e  t h r e e -  
d i m e n s i o n a l  wind f l o w  f i e l d s .  
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ABSTRACT 
An objective analysis procedure for generating mass-consistent, urban-scale three-dimensional wind 
fields is presented together with a comparison against existing techniques. The algorithm employs terrain 
foPlowingcoordinates and variable vertical grid spacing. Initial estimates of the velocity field are developed 
by interpolating surface and upper level wind measurements. A local terrain adjustment technique, in- 
volving solution of the Poisson equation, is used to establish the horizontal components of the surface 
field. Vertical velocities are developed from successive solutions of the continuity equation followed by 
an iterative procedure which reduces anomalous divergence in the complete field. Major advantages of 
the procedure are that it is computationally efficient and allows boundary values to adjust in response to 
changes in the interior flow. The method has been successfully tested using field measurements and 
problems with known analytic solutions. 
1. Ir~troduction those which increase with altitude. Liu and Goodin 
A key input to most urban-scale air pollution 
mod~els is an accurately specified, mass-consistent 
wind, field. In most practical situations numerical 
solut.ion of the full Navier-Stokes equations is not 
feasible as  a means of constructing such a field. As 
a result, simpler objective analysis procedures must 
be used. The most common approach for generating 
a gnidded wind field consists of a two-step pro- 
cedure, the first step of which is interpolation of the 
-sparse and discrete measurements within the airshed 
to a finer mesh (Goodin et al., 1979). Once the initial 
field has been established, the next step is to employ 
an objective analysis procedure to adjust the wind 
vectors at  each grid point so  that appropriate physi- 
cal constraints are satisfied. We present here a new 
technique for constructing three-dimensional velocity 
field:; with a minimum of anomalous divergence. 
2. Previous work on wind field divergence reduction 
Only a limited number of divergence reduction 
procledures have appeared in the literature. Endlich 
(1967) used a point-iterative method to reduce the 
two-dimensional divergence in a wind field while 
retai~ning the vorticity in the original field. Fank- 
haus'er (1974) approached the three-dimensional 
divergence reduction problem from the point of view 
of accounting for measured data errors: in particular, 
-- 
' Present affiliation: Advanced Technology Group, Dames & 
Moore, Los Angeles, CA 90024. 
(1976) adapted the technique of EndIich to a two- 
dimensional mesoscale wind field. The flow field 
within the mixed layer was assumed to be vertically 
integrated and divergence was adjusted point by 
point with the capability of holding wind station 
values fixed. More recently, Sherman (1978) devised 
a procedure called MATHEW for constructing three- 
dimensional mass-consistent wind fields. Based on 
the variational calculus approach of Sasaki (1958, 
1970). the method involves solution of a Lagrange 
multiplier equation. A two-dimensional veirtically 
integrated version of MATHEW called MASCON 
(Dickerson. 1978) was incorporated into the 1,IRAQ 
model (MacCracken. et 01.. 1978). The influences 
on the flow field of topography, surface roughness 
and temperature gradients were accounted for in a 
technique developed by Yocke et 01. (1978) which 
uses empirically determined coefficients to  weight 
the contributions of the various processes respon- 
sible for the flow field divergence. 
While each of the above techniques has a * d van- 
tages. several shortcomings are apparent. In a 
number of cases the final form of the flow lield is 
critically dependent on empirically chosen con- 
stants. Little guidance is given in the literature as  
to how some of these values can be developed for 
new regions. Another problem with some formula- 
tions is the initial estimates of horizontal velocities 
at region boundaries often force the nature of the 
interior flow solution. This can be a serious problem 
because, typically, few measurements are available 
0021-8195U801010098-11S06.75 
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at  boundaries and s o  there can be large uncer- 
tainties associated with specification of the initial 
velocity field. From an operational point of view, 
none of the above techniques employ variable verti- 
cal grid spacing or  terrain-following coordinate 
systems. The present paper introduces an algorithm 
which avoids most of the above limitations. 
3. The basic algorithm 
The present wind field generation algorithm con- 
sists of several basic steps. As a starting point, the 
region boundaries, vertical extent and basic grid cell 
sizes mlust be chosen. These are frequently dictated 
by the nature of the intended application. Once the 
grid has been established, the surface level velocity 
measurements and upper level wind and tempera- 
ture dalta are interpolated to specify initial values 
for each computational point. The final step is to  ad- 
just the velocity field with the objective of minimiz- 
ing anolnalous divergence. 
The surface wind field is constructed from the 
measured data (converted to ~i and c components) 
by interpolation to a regular grid using inverse 
distance:-squared weighting (Goodin et r i l . ,  1979). 
A fixed radius of influence R is specified which in- 
dicates the distance beyond which the influence 
of a station's value is no longer felt. The influence 
of gross terrain features (e .g. ,  mountdin ranges) is 
accounted for by the use of barriers to flow during 
interpolation of the wind components. This proce- 
dure. however, does not incorporate the effects of 
local terrain features that have scales less than one 
grid cell length. Following the interpolation pro- 
cedure. a local terrain-adjustment technique, which 
is similar to that of Anderson ( 1971. 1973). is used 
in the wind field calculation. This adjustment pro- 
cedure involves solution of Poisson's equation 
where is a kelocit!, potential and i a forcing func- 
tion based on layer thickness and terrain gradients. 
.4n evaluation of solution techniques for Eq. ( 1 )  was 
made which included a Fourier series method (Dorr .  
1970). the successive overrelaxation tSOR) method 
(Roache. 1972). and the alternating-direction-im- 
plicit ( .4DI)  method (Peaceman and Rachford. 1955). 
Based on efficiency. programming and accuracy 
con~iderations. the AD1 method n a s  chosen. 
4 s  a test of the surface wind field calculation 
procedure. 11 and L. component data from 63 wind 
two data points). The measured data together vvith 
barriers to  flow are shown in Fig. 1. Terrain data 
were obtained at 200 ft horizontal intervals from the 
National Cartographic Information Center, U.S. 
Geological Survey. From these data an average 
height for each 3.2 km square was then computed. 
Fig. 2 shows a three-dimensional plot of the terrain, 
the highest point of which is -3000 m MSL. 
The results of the interpolation and terrain adjust- 
ment procedure are displayed in Fig. 3. For most 
stations, the agreement between computed and 
measured values, both for magnitude and direction, 
is quite good. The mean error in magnitude is 0.'7 m 
ssl  which is less than a 20% relative error, while 
the mean direction error is 11.5"; this is within the 
22.5" sector to which the wind data are given. Among 
the stations operated by the South Coast Air Quality 
Management District (SCAQMD) (from which the 
most reliable data are obtained), the maximum error 
in magnitude occurs at Prado Park, a station which 
may be unduly influenced by localized channelling 
effects of Santa Ana Canyon. The computed rnagni- 
tude is 5.1 m s-l, and the measured value is 6.7 m 
s-l. The largest error in magnitude occurring at any 
station is at CT33, a station operated by California 
Department of Transportation (CALTRANS). This 
station is in the vicinity of a convergence zone 
behind the Laguna Hills. The computed magnitude is 
3.0 m s s l  and the measured magnitude is 5.8 m s- ' .  
The maximum error in direction among the 
SCAQMD stations occurs at Reseda, where the 
computed and measured vector differ by 44". At 
1600 PST, Reseda appeared to be near the location 
of the so-called San Fernando convergence zone, 
where air from Ventura encounters air from the Los 
Angeles basin. The measured vector at Reseda prob- 
ably represents an average of a local fluctuating 
velocity and is. therefore. less representative of a 
3.2 km square for that hour. The largest error in 
direction occurring at any station is at Station CT35 
where the difference in direction is 69". The location 
of this station. which is downwind of the pass near 
Camarilla and adjacent to the Santa Monica Moun- 
tains. may not be representative of a larger area. 
All the station measurements and calculated re- 
sults for the sample problem are displayed in Figs. 
4a and 4b. Two conclusions are apparent from an 
inspection of the scatter plots. The first is that there 
is little or no systematic bias in either the magnitude 
or direction of the calculated results. The second is 
that there is a high degree of correlation between 
observed and predicted. r = 0.86 for the wind mag- 
nitudes and r = 0.90 for direction. 
stations in the South Coast Air Basin (SCAB) in 
California for 1600 PST 26 June  1974 were inter-  b. I~~terpolrctiotl c?f the lcpper l e w l  ~ . i t ~ c /  ctrltl 
polated to a 100 x 50 square grid. The grid spacing tc~t~lpernt ioe  tlnrcr 
was 3.2 km and the radius of influence used was 25 Before the transport of urban pollutants can be 
grid squares (a  size large enough to include at least adequately modeled some knowledge of the vertical 
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FIG 2 .  Topography of Los Angeles basin viewed from the southwest 
temperature structure and the three-dimensional 
flow field is required. These quantities are known 
with mulch less precision than the surface quantities 
since fewer measurements are customarily avail- 
able. As an example of available data in the Los 
Angeles area, Fig. 1 shows the measurement stations 
for upper level data in the SCAB. This data set in- 
cludes stations in operation: Los Angeles Interna- 
tional Airport (LAX) ,  Pt. Mugu. San Nicolas Island, 
El Monte. Riverside and Edwards Air Force Base 
(off grid): sites with data calculated for the days of 
interest using the Limited-Area Fine Mesh Model 
(Gerrity . 1976): Victorville. Escondido. Ventura: 
and stations which have recorded upper level data in 
the past. providing "typical" data: Long Beach. 
Burbanli. Santa Monica and March Air Force Base. 
An average of two measurements per da!, are avail- 
able at each station except for El Monte where an 
acoustic sounder records the depth of the mixed 
la1,er continuously. 
The approach taken for spatial interpolation of 
mixing depth and upper level wind data is slightly 
different from that used for the surface quantities. 
Imprecision in the measured data makes a highly 
accurate interpolation procedure unnecessary: as a 
result r '  weighting was chosen since it produces 
a smoother field than r-"eighting. In performing 
the intei~polation of mixing depth. the height above 
sea level is first computed at all grid points. The 
height of the terrain surface is then subtracted to 
give mixing depth above the surface. This procedure 
is used because the height of the mixed layer above 
sea level tends to be a smooth surface while the 
terrain changes more abruptly. Contours of mixing 
depth tend to follow the coastline since the degree of 
heating of air moving inland depends mainly on the 
distance travelled over land. The mixing depth data 
for 1600 PST 26 June 1974 were interpolated using 
the r-I procedure and then smoothed using a sirr~ple 
five-point filter in which the new value at a given 
point is the average of the value at the point itself 
and the values at the four adjacent points, 
The maximum depth was set at 1 I00 m since a depth 
greater than this is generally assumed to be un- 
limited. A three-dimensional plot of mixing depth 
above sea level is shown in Fig. 5 .  The mixing depth 
follows the contours of the terrain at high elevations 
since negative mixing heights cannot occur. 
In order to follow pollutants as they move above 
the mixed layer. the top of the region was set at a high 
level (above the mixed layer). The top of the mixed 
layer was allowed to fluctuate both temporally and 
spatially within this region. Its only real purpose is 
a reference height above which vertical diffusion is 
very small. In addition. to eliminate the difficulty 
in specifying vertical velocity boundary conditions. 
a coordinate system which follows the terrain s,ur- 
face was chosen rather than sea level based co- 
ordinates. The transformation from sea level to 
terrain-following coordinates produces a new verti- 
cal velocity. W. i .e . .  
where l H ( . r . > . . r )  = H(.r .x .r)  - il(.r.x) is the height 
of the top of the region above the terrain surface. 
and p is the new vertical coordinate (0  s p s 1 ) .  
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Fig. 6a shows the general case where AH is a func- 
tion of space as  well as  time. In order to eliminate 
complications introduced into the advection scheme 
by nonparallelopiped grid volumes in x, y, z space, 
AH is used for normalization. Figs. 6b and 6c show 
the transformation from the x, y, z space to x ,  y ,  
p space. 
In the new coordinate system, the continuity 
equation is 
Given tlhe horizontal velocities at each vertical level 
from r-I interpolation of the measured data, W can 
be calculated at each level using Eq. (4). Unfor- 
tunately, this simple solution produces unrealistically 
large values of W at the top of the region since all 
residual divergence in the field is propagated up- 
ward. Therefore, a procedure is required that will 
reduce  the divergence in the flow field to an accept- 
able level while maintaining small upper level verti- 
cal velocities. 
Once the surface level flow field has been estab- 
lished and the upper level wind data have been inter- 
polated to the three-dimensional grid, the next step 
is to reduce the divergence in the total flow field. 
The proposed procedure involves three steps: 
1 )  The divergence in each of the interpolated 11 
and L. fields at each vertical level above the lowest 
layer is first reduced using a slightly modified ver- 
sion of the simple five-point filter discussed above. 
The equation for smoothing is 
where tx, is a parameter which allows the user to 
keep the measured velocity at station X fixed (a, = 1 )  
or keep only some of its original influence ( a ,  < 1) .  
This parameter is zero at all non-measuring station 
points. This first step is designed to reduce as much 
of the anomalous divergence as  possible. The num- 
ber of passes through the smoothing step is related 
to the relative atmospheric stability at that level and 
will be determined empirically. A relatively unstable 
(generally near ground level) la).er requires few 
iterations since less of the divergence present is 
anomalous. while a more stable upper layer must be 
smoothed more times. The more smoothing a field 
of values is subjected to. the more initial anomalous 
diverge~nce is dissipated horizontally within that 
layer. i.e.. the more the vertical velocity above that 
layer (which will be computed from the divergence 
within the layer) will be suppressed. 
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FIG. 4.  Cornpanson of field observations aga~nst calculated results: 
( a )  Wind direction. (b )  w ~ n d  magnitude. 
2 )  Following this initial smoothing step, the verti- 
cal velocity above each layer is computed from the 
divergence within that layer. The layers are tem- 
porarily disconnected from each other during this 
calculation so that the calculated vertical velocit!, 
above a layer depends only upon the divergence 
within that layer. This prevents velocities at the 
top of the region from becoming unrealistically large. 
These vertical velocities will be held fixed through- 
out the rest of the divergence reduction procedure. 
3 )  The final refinement reduces the remaining 
divergence uhich exists within each la),er b> appli- 
cation of a two-dimensional technique to each 
layer similar to that of Liu and Goodin (19761. The 
equation solved is (with A H  = constant) 
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FIG 5 .  Mixing heights above sea level computed from measured data for 
1600 PST 26 June 1974. 
where D,(.v..v,p) is a measure of the remaining 
divergence. At grid point ( i . j . X ) .  Eq. ( 6 )  can be 
writ ten as 
/----- --- 
. 
--- 
h(.,yi  
Z , I  
( a !  
where the superscript t7 + 1 indicates the values 
are computed for the ( t ~  + 1)st iteration, ;and the 
subscript R is dropped from D, for convenience. 
To  remove the divergence at the point ( i , j , k ) .  ad- 
justments are made to the ir values at ( i  + %, j .  X )  
and ( 1  - j .  h )  and the r. values at ( i ,  j + 55. X )  
and ( i .  j - 'A. X )  in order that the divergence is 
exactly zero at ( i . , j , X ) .  Since this procedure will 
add additional divergence to surrounding points. the 
u hole grid must be scanned iteratively. The adjust- 
ments to the ~e loc i ty  components are 
---  ----_ 
,_ C *  , - 1 - 
! - I  .'.).A - 11?-1 2 . l . k  {[T 
----- %,/ / ;;A- - il:z112.,.A = il;-l z ,  ,,I: - 11, \ 
) 
zL- h " , , ;  L;'.;:~ 2 . 1  = r;:J-l 2.k  + r7 
'11 
~l here u ,  and L , are the adjustment velocities. These 
3velocities are computed by substitution in Eq. ( 7 ) .  
211, 7 rT  
O =  D : A +  A ~ i - + - j .  (9)  
I r  A!, 
t ~2Assuming that I! = 1 r  and that the velocity ad- 
' 1, justments are equallq weighted in each direction. 
1 .  I Eq. (9, can be solved to give 
Flc, 6 4 terra~n-folloiring covrdlnate \!\tern i t 0  general care 
/ /  = M i ! . ! . r i .  i b i  If 1 5  a cun\Iant helght dhoie  the terrain. 
ccr rran\formed 1 .  j .  1, coordlnare s)\rem 
J ~ \ c ~ R Y  1980 G O O D I N .  M c R A E  A N D  S E I N F E L D  
F I G .  7 ,  Idealized three-d~mensional flou f ie ld-~n~t~al  , ate In laber 1 
Thus, the complete three-dimensional divergence 
reduction procedure consists of 1 )  smoothing at each 
level using an empirically determined number of 
smoothing passes based on local atmospheric 
stability, 2) followed by solution of Eq. (7) at each 
level for W ,,,, ,_, ,, temporarily assuming W,,.k-,  , is 
zero: alnd 3) Eqs. (7),  (10) and (6) are then solved 
repeatedly using the calculated values for W until 
the maximum divergence is reduced to an acceptable 
level, i .e . ,  the magnitude of the divergence should 
be less than the local vertical velocity and less than 
the estimated errors in the horizontal velocity 
components. 
The interaction between the flow field and the 
change in depth of the mixed layer has not been 
accounted for in the above procedure because of a 
lack of upper air data, i.e., mixing depth and verti- 
cal velocity are never measured simultaneously, 
and because attempts to  tie the vertical cell heights 
to the rnixing depth resulted in large horizontal wind 
velocities a s  the mixing depth approached zero. 
4. Test of present divergence reduction procedure 
A hypothetical flow field was constructed to test 
the divergence reduction procedure just discussed 
and estimate the approximate number of smoothing 
passes corresponding to each Pasquill stability class. 
The grid chosen was 40 x 20 x 2 points. The upper 
layer c'ontained uniform horizontal flow at  5 m s-I. 
In the lower layer the flow consisted of potential 
flow around a circular disk located at the center of 
the grid. Each layer was of equal thickness with a 
horizontal grid spacing of 2 km. Fig. 7 shows the 
initial flow pattern in the lower layer. 
The test consisted of reducing the divergence 
in the flow following removal of the disk. First, the 
smoothing step reduced the gross divergence in the 
lower layer (the upper layer required no smoothing). 
The vertical velocity between the layers was then 
calculated from the divergence in the lower I ;~yer  
using Eq. (10). temporarilq assuming zero velolcit) 
at the bottom of that layer. (The vertical velolcity 
above layer 2 was identically zero since there was 
no divergence present initially.) Finaliy, the refined, 
iterative divergence-reduction step was performed 
within each layer as described in Section 3c. 
The results for number of smoothing passes rang- 
ing from 1 to 40 are shown in Table 1. As expected, 
the final divergence, as well as maximum CV, is a 
s t ro~ig function of number of initial smoothing 
passes. The iterative divergence reduction proce- 
dure then reduces the remaining divergence by a 
. factor of 20-40 after 100 iterations. A maximum 
vertical velocity of 0.28 m s-' approximately cor- 
responds to vertical velocities observed within the 
mixed layer during the daytime hours in the Los 
Angeles Basin (Angell er n l . ,  1972), while typlical 
subsidence motion within the inversion is on the 
order of 0.02 m s-'. 
The set of upper air data collected in Los Angeles 
on 1600 PST 26 June 1974 was then used to test the 
present procedure. The data measurement locations 
are indicated in Fig. 1. Five vertical levels were 
TABLE I. Results of the present divergence reduction 
procedure on an idealized data set. 
Maximum divergence 
in layer 2 
Following Following 
Number of initial 100 Maximuin W 
smoothing smoothing iterations above layer 1 
passes ( x  lo6 s-l) ( x  lo6 s-') (m S-') 
; O i  
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T ~ B L E  7. Results of present divergence reduct~on procedure on r r~nd  data from 1600 PST 16 June 1974. 
rms d ~ ~ e r g e n c e  
T h ~ c k n e s  Sumber of srnooth~ng .After ~ n ~ t ~ a l  After 100 .After 200 
of laker pas\e\ dur~ng 5mooth1ng iterations ~ t ,~ ra t lon \  
Layer lm) first ~ t e p  I * l O b \  ' 1  I / l O h \  I )  i * lot, \ 
I 50 0 151 149 148 
2 150 5 2 7 2 0 20 
3 300 10 2 7 17 I4 
4 5 0  70 -. I4 I I 7 5 
5 450 70 5 1 2 8 70 
FIG. 8. (a) Horizontal flow field in layer 2 (550 ft above terrain) at 1600 PST 26 June 1974 and (b) horizontal flow field i~n 
layer 3 (1200 ft above terrain) at 1600 PST 26 June 1974. 
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30 r CROSS- SECTION 8 - 8  1 
. . - -  
0 40 83 IM M )  
Y - D I S T A N C E  ( k m )  b 
3D CROSS-SECTION 4 - 4  
I E o r t a r n  H a l f 1  
163 XCI 240 280 3 2 ~  
X -  DISTANCE i k m )  a 
FIG. 9. Vertical veloc~ty cross sections corresponding to loca- 
tions indicated in Fig. l .  (Note exaggeration of vertical scale.) 
(a) Eastern half of cross section AA, (b) cross section BB. 
chosen with thicknesses of 50, 150, 300, 550 a,nd 
450 m, respectively. The lowest layer, of depth 50 m. 
was the surface layer, the flow pattern of which had 
been calculated previously from the surface data net- 
work. The interpolated lr  and c fields in layers 2-5 
were smoothed 5. 10, 20 and 70 times. respectively. 
These numbers were obtained empirically from the 
calculation of the flow around the disk and corre- 
spond approximately to Pasquill stability classes B. 
D and E.  
The results of the calculation procedure are tlis- 
played in Table 2 and Figs. 8a. 8b. 9a and 9b. The 
algorithm reduced the divergence to <0.001 s-' in 
all layers: in the vicinity of downtown Los Angeles. 
an area of relatively flat terrain. the divergence is 
of order 10- 's- ' .  The largest divergence in each 
l a y e r  o c c u r s  o v e r  m o u n t a i n o u s  r e g i o n s .  especia.ll> 
the San Jacinto and San Gabriel mountains. In 
these areas. upper air data are nonexistent. so  the 
interpolation procedure has generated a smoothed 
flow field which does not accurately reflect the in- 
fluence of the steep terrain in these regions. Most 
of the divergence was reduced during the initial 
smoothing step. The last two columns in Table 2 in- 
dicate that 100 iterations were sufficient to refine 
the divergence reduction during the second step. 
Very little additional reduction was obtained after 
200 iterations. The algorithm has been extensively 
tested against analytic problems, the results of field 
releases of SF, and has been used to generate 72 
different hours of wind fields for use in the modeling 
study by McRae er (11. (1980). 
TABLE 3 .  Comparison of attributes of three-dimensional divergence reduction procedures. 
Attribute Present technique MATHEW 
Coordinate system 
Treatment of flow over complex 
terrain 
Interpola~tion procedure 
Treatment of horizontal boundary 
conditi~ons during divergence 
reduction procedure . 
Treatment of atmospheric stability 
Variable vertical grid spacing 
Computer time required 
Terrain-following coordinates 
Barriers to flow are used during interpolation 
procedure. Surface layer flow is adjusted using 
V24 = D, where D is magnitude of vertical 
perturbation. 
l /rZ weighting of station data at surface. llr 
weighting at each level above surface. 
Normal component of velocity at boundary 1s 
adjusted according to value at adjacent interior 
point. (Same procedure as  at all other interior 
points.) 
Number of smoothing passes through interpolated 
field at each vertical level is related to the 
stability at that level. Amount of smoothing 
required for a given stability class is obtained 
empirically. 
Yes 
25 000 points (100 x 50 x 7) 
Divergence + lo-' s-' 
5 min on IBM 370 
Coordinate system parallel to sea level 
Obstacle cells are used to represent 
terrain. They are treated as no-flow- 
through boundaries. 
llr' weighting at surface. Upper level 
values are obtained from synoptic 
analysis. 
Program accepts ahIan = 0 or A = 0 as 
boundary conditions. Derivative is 
approximated by three-point 
difference. 
Gaussian precision moduli, u,,a,, 
which are functions of measurerr~ent 
errors must be determined 
empirically. 
No 
23 000 points (25 x 33 x 28) 
Divergence + 10-l2 s-' 
2-5 min on CDC 7600 (20-50 min on 
IBM 370) 
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5. Comparison with previous divergence reduction 
procedures 
Table 3 presents a comparison of the proposed 
mlethod with MATHEW. Each procedure uses an 
inverse-distance weighting procedure to interpolate 
the measured values. MATHEW, however, relies on 
a synoptic analysis to determine the horizontal 
velocities at the upper boundary. If a vertical 
profile of wind speed and direction is not available. 
a linear variation is assumed between the surface 
layer winds and the upper boundary. 
The use of obstacle cells in MATHEW for flow 
over complex terrain affects the computer time 
re~quired for solution, since the computer time in- 
creases with the complexity of the terrain. The 
use of terrain-following coordinates in the present 
technique avoids this difficulty. A major advantage 
of the present technique is that it allows the bound- 
ary values to adjust in response to the interior flow. 
Each of the techniques requires an empirically deter- 
mined parameter. Its value is calculated based on 
atmospheric; stability. The choice of the value to be 
used in each procedure must be determined by the 
experience of the user. 
6. Conclusions 
A new technique for constructing a three- 
dimensional, urban-scale, mass-consistent wind 
field has been introduced. The interpolation method 
relies on measured upper air data (when available) 
for constructing the flow field. If little or no upper 
air. data are available, the user may construct veloc- 
ity profiles using some assumed profile such as  a 
power law for input to the program. The problem 
of large vertical velocity at the top of the region has 
be~en avoided by reducing divergence significantly 
at the lower levels rather than allowing it to propa- 
gate out of the top of the region. Variable vertical 
grid spacing is also permitted allowing the user 
greater flexibility in the concentration calculations. 
The present technique is easy to implement, com- 
putationally efficient, and offers promise as an 
attractive method for routine meteorological ap- 
plications. 
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3.8 & t e n s i o n s  of t h e  Wind F i e l d  Genera t ion  Procedure  to I n c o r p o r a t e  
t h e  E f f e c t s  of Sur face  Roughness 
--
I n  s i t u a t i o n s  where l i t t l e  o r  no upper  a i r  wind d a t a  a r e  a v a i l a b l e  
i t  i s  o f t e n  n e c e s s a r y  t o  u s e  t h e  s u r f a c e  measnrements t o  e s t i m a t e  v e r t -  
i c a l  v e l o c i t y  p r o f i l e s .  Th i s  s e c t i o n  summarizes t h e  p rocedure  of 
Goodin and PicRae (1980) which i n c o r p o r a t e s  t h e  i n f l u e n c e  of l o c a l  su r -  
f a c e  roughness  and s t a b i l i t y  i n  a  d e t e r m i n a t i o n  of t h e  v e r t i c a l  v a r i a -  
t i o n  olf t h e  wind speed.  
A v a r i e t y  of methods have been used ,  w i t h  v a r y i n g  s u c c e s s ,  f o r  
c a l c u l a t i n g  t h e  wind p r o f i l e  i n  t h e  lowest  l a y e r s  of t h e  atmosphere 
( Z  < 100 m). The p r o f i l e s  a r e  e i t h e r  r e p r e s e n t e d  by a  power-law 
e x p r e s s i o n  of t h e  form,  
o r  a l t e r n a t i v e l y ,  
where t h e  pa ramete r s  a and B must b e  determined e m p i r i c a l l y .  Tab les  of 
v a l u e s  f o r  t h e s e  pa ramete r s  a s  a  f u n c t i o n  of s u r f a c e  roughness  and /o r  
s t a b i l i t y  have been developed by Deacon (1949) ,  Davenport (1960) ,  Tourna 
(1977) ,  and I r w i n  (1979) .  The v a l u e s  f o r  a range  from 0.05 t o  0.60 
i n c r e a s i n g  w i t h  s t a b i l i t y  and roughness .  The parameter  6 ranges  from 
approx imate ly  0.8 t o  1.2 i n c r e a s i n g  w i t h  d e c r e a s i n g  s t a b i l i t y .  The 
f a m i l i a r  l o g a r i t h m i c  p r o f i l e  can b e  o b t a i n e d  from (3 .27)  by u s i n g  a  
s e r i e s  e x p a n s i o n  and s e t t i n g  = l  i . e .  
Equa t ion  ( 3 . 2 8 )  i s  o n l y  v a l i d  f o r  n e a r  n e u t r a l  c o n d i t i o n s .  Given t h e  
wide  v a r i a b i l i t y  i n  3 and 5 t h e r e  i s  a  c l e a r  need f o r  a  d i r e c t  app roach  
t h a t  i n c o r p o r a t e s  more r e c e n t  boundary  l a y e r  n e a s u r e n e n t s .  The t e c h -  
n i q u e  adop ted  i n  t h i s  s t u d y  i s  t o  u s e  Monin-Obukhov s i ~ . i l a r i t y  s o l u t i o n  
i n  t h e  s u r f a c e  l a y e r .  The i n t e g r a l  form of t h e  v e l o c i t y  ; r a d i e n t  i s  
g i v e n  by 
z 
where $ ( z / L )  i s  a  u n i v e r s a l  f u n c t i o n  of a t m o s p h e r i c  s t a b i l i t y , t h e  
11onin-Obukhov l e n g t h  and t h e  h e i g h t  above t h e  g round .  The f u n c t i o n a l  
form of t h e s e  e x p r e s s i o n s  i s  d i s c u s s e d  i n  c o n s i d e r a b l e  d e t a i l  i n  t h e  
f o l l o w i n g  c h a p t e r .  Given t h e  f u n c t i o n s ,  ( 3 . 2 9 )  can be  i n t e g r a t e d  
from a r e f e r e n c e  h e i g h t  z  t o  some o t h e r  e l e v a t i o n  z < 2 l L J .  
r 
Above t h e  s u r f a c e  l a y e r  ( z > L )  a  l o g a r i t h m i c  p r o f i l e  i s  used  f o r  
s t a b l e  c o n d i t i o n s  (Webb, 1970) .  The p r o c e d u r e  i n v o l v e s  ma tch ing  t h e  
s i m i l a r i t y  s o l u t i o n  a t  z=L s o  t h a t  t h e  g r a d i e n t  i s  c o n t i n u o u s .  The 
r e s u l t i n g  e q u a t i o n  i s  
where u i s  t h e  v e l o c i t y  a t  z = L computed f rom ( 3 . 2 9 ) .  Above t h e  L 
mixed l a y e r  t h e  v e l o c i t y  i s  assumed t o  b e  c o n s t a n t  w i t h  h e i g h t .  
l a r l y ,  f o r  u n s t a b l e  c o n d i t i o n s  a  l o g a r i t h m i c  p r o f i l e  i s  matched t o  t h e  
s i m i l a r i t y  s o l u t i o n  a t  z = L t o  g i v e  
1Jnder n e u t r a l  c o n d i t i o n s  t h e  wind p r o f i l e  appears  t o  £0110~1 t h e  
l o g a r i t h m i c  law t o  h e i g h t s  g r e a t e r  than  t h e  s c a l e  h e i g h t  (Panofsky ,  
1973) .  T h e r e f o r e ,  t h e  s imple  l o g a r i t h m i c  law i s  used up t o  t h e  top  of 
t h e  mixed l a y e r  h e r e .  
I n  o r d e r  t o  e v a l u a t e  t h e  performance of t h e  proposed a l g o r i t h m  
wind p r o f i l e  d a t a  o b t a i n e d  from a  1 ,420 f o o t  (430 n)  tower and report .ed 
by T h u i l l i e r  and Lappe (1964) were used .  I n  t h a t  s t u d y  a  t o t a l  of 274 
p r o f i l e s  r e p r e s e n t i n g  f o u r  o b s e r v a t i o n  t imes  were used i n  t h e  
a n a l y s i s .  Each p r o f i l e  was determined from t h i r t y  micu te  averages  of 
t h e  wind speed a t  11 v e r t i c a l  l e v e l s .  The d a t a  were normal ized by 
means of  u, a s  w e l l  a s  a  r e f e r e n c e  h e i g h t  v e l o c i t y ,  u ( z r ) ,  computed a.t 
t h e  lowest  o b s e r v a t i o n  l e v e l  (9 .15 m). P r o f i l e s  f o r  t h o s e  wind speeds  
were grouped accord ing  t o  shape c h a r a c t e r i s t i c s .  For each g roup ,  an 
average  p r o f i l e  was computed and t h e  v e r t i c a l  v a r i a t i o n  of mean wind 
speed was compared t o  a  l o g a r i t h m i c  o r  power law p r o f i l e  form. The 
surfac:e roughness ,  z h e i g h t  a t  t h e  s i t e  was e s t i m a t e d  t o  b e  3 cm. 
0 ' 
The r e f e r e n c e  v e l o c i t y ,  r e f e r e n c e  h e i g h t  and roughness  h e i g h t  from 
t h r e e  t y p i c a l  p r o f i l e s  p r e s e n t e d  i n  t h e  above mentioned work were used 
t o  c o n s t r u c t  wind p r o f i l e s  u s i n g  t h e  p r e s e n t  a l g o r i t h m .  
F i g u r e s  3.8 - 3.10 show s e l e c t e d  d a t a  from T h u i l l i e r  and Lappe 
(1964)  t o g e t h e r  w i t h  t h e  p r o f i l e s  computed u s i n g  t h e  p r e s e n t  a lgor i thm.  
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FIGURE 3.8 
P l o t  o f  Measured D a t a  and C a l c u l a t e d  P r o f i l e s  f o r  E S t a b i l i t y  
f r o m  T h u i l l i e r  and Lappe (1964)  ( s o l i d  l i n e s )  as Well 
a s  R e s u l t s  C a l c u l a t e d  by  P r e s e n t  A l g o r i t h m  (dashed l i n e s ) .  
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FIGURE 3.9 
P l o t  of J l e a su red  D a t a  and  C a l c u l a t e d  P r o f i l e s  f o r  C-D S t a b i l i t y  
f r om T h u i l l i e r  and  Lappe (1964 )  a s  !+Tell a s  
R e s u l t s  C a l c u l a t e d  by  P r e s e n t  A l g o r i t h m  ( d a s h e d  l i n e ) .  
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FIGURE 3 .10  
P l o t  of  I!easured Data and  C a l c u l a t e d  P r o f i l e s  f o r  
B-C S t a b i l i t y  from T h u i l l l e r  and Lappe (1964)  ( s o l i d  l i n e s )  
a s  : :e l l  as  R e s u l t s  C a l c u l a t e d  by P r e s e n t  A l g o r i t h m  (dashed  l i n e s ) .  
G e n e r a l l y ,  t h e  wind p r o f i l e s  computed u s i n g  t h e  p r e s e n t  a l g o r i t h m  f i t  
t h e  d a t a  a s  w e l l  a s  t h e  p r o f i l e s  computed by t h e  a u t h o r s .  A major  
advan tage  of t h e  p r e s e n t  a l g o r i t h m  i s  t h e  l a c k  of  dependence on 
pa ramete r s  such a s  a o r  B t h a t  were a d j u s t e d  by T h u i l l i e r a n d  Lappe 
t o  o b t a i n  a  good f i t .  The i n t e n t  of t h e  p r e s e n t  a l g o r i t h m  was t o  
develop p rocedures  f o r  e s t i m a t i n g  t h e  v e r t i c a l  v a r i a t i o n  i n  t h e  absenlce 
of any upper  a i r  d a t a .  Because of t h e  complexi ty  of i n v e r s i o n s  and 
wind s h e a r  e f f e c t s  a l o f t ,  s u r f a c e  d a t a  cannot  be  expected t o  b e  i n d i c a -  
t i v e  of f low a l o f t  a t  a l l  t i m e s .  
3.9 S o l u t i o n  of t h e  Po i s son  Equat ion 
An impor tan t  element of t h e  wind f i e l d  g e n e r a t i o n  p rocedure  
invo lves  r e p e a t e d  s o l u t i o n  of t h e  P o i s s o n  e q u a t i o n  and i t s  a s s o c i a t e d  
D i r i c h l e t  boundary c o n d i t i o n s  o v e r  t h e  two-dimensional r e c t a n g l e  R. 
I n  (3.32) t h e  f u n c t i o n  g ( x , y )  r e p r e s e n t s  t h e  v e r t i c a l  component o f  t h e  
f low f i e l d  induced by t h e  t e r r a i n  and f ( x , y )  i s  t h e  v e l o c i t y  p o t e n t i a l  
which i s  used t o  a d j u s t  t h e  i n i t i a l  e s t i m a t e s  of t h e  h o r i z o n t a l  v e l o c i -  
t i e s  ( u  , v  ) t o  account  f o r  t h e  t o p o g r a p h i c  e f f e c t .  Given f ( x Y y )  t h e  
0 0 
v a r i a t i o n s  i n  t h e  i n i t i a l  f i e l d  a r e  g i v e n  by 
Because s o l u t i o n  of t h e  Po i s son  e q u a t i o n  forms p a r t  of a  p r o c e d u r e ,  
which i s  r e p e a t e d  many t i m e s ,  i t  i s  impor tan t  t o  minimize t h e  computa- 
t i o n a l  t ime f o r  an i n d i v i d u a l  s t e p .  Th i s  s e c t i o n  i s  devoted t o  a  b r i e f  
e v a l u a t i o n  of t h r e e  d i f f e r e n t  numer ica l  t e c h n i q u e s  and t h e  s e l e c t i o n  of  
one which i s  s u i t a b l e  f o r  i n c l u s i o n  i n  t h e  w i n d ' f i e l d  g e n e r a t i o n  p ro -  
gram. The methods t o  be  d i s c u s s e d  a r e :  s u c c e s s i v e  o v e r  r e l a x a t i o n  
(SOR), F o u r i e r  S e r i e s  and t h e  a l t e r n a t i n g  d i r e c t i o n  i m p l i c i t  (ADI) 
methods. These and many o t h e r  h i g h l y  e f f i c i e n t  t e c h n i q u e s  a r e  
e v a l u a t e d  i n  t h e  reviews by :  Dorr (1970) ,  Buzbee e t  a l .  ( 1 9 7 0 ) ,  Roache 
( 1 9 7 6 ) , ~ w a r z t r a u b e r  (1977) and Temperton (1979) 
The b a s i s  of most approaches  t o  s o l v i n g  t h e  f i e l d  problem i s  t o  
approxi~mate  t h e  sys tem ( 3 . 3 2 )  w i t h  t h e  second-order  f i n i t e  d i f f e r e n c e  
approx imat ion  
and t h e  boundary c o n d i t i o n s  
I f  fx = Ly t h e s e  d i f f e r e n c e  e x p r e s s i o n s  can be  expressed  i n  t h e  more 
compact b lock  t r i d i a g o n a l  f o r m  
where t h e  m a t r i x  M ,  of dimension (n-2)x(m-2), i s  g i v e n  by 
and i s  composed of e lem~ents  of  t h e  form 
I n  (3.39) t h e  i d e n t i t y  m a t r i c e s  I a r e  of  o r d e r  (11-21. The u s e  of 
h i g h e r  o r d e r  f i n i t e  d i f f e r e n c e  approx imat ions ,  a s  d e s c r i b e d  f o r  example 
i n  Roache (1976) and Wurte le  and Cla rk  ( 1 9 6 5 ) ,  r e s u l t s  i n  more complex 
m a t r i x  e q u a t i o n s .  S ince  t h e  system of e q u a t i o n s  i s  u s u a l l y  of h i g h  
dimension t h e  computa t iona l  c o s t  of o b t a i n i n g  t h e  s o l u t i o n ,  w i t h o u t  
e x p l o i t i n g  t h e  s p e c i a l  s t r u c t u r e ,  can be  p r o h i b i t i v e .  
One of t h e  s i m p l e s t  approaches  t o  s o l v i n g  t h e  Po i s son  problem i s  
t o  use  a  p o i n t  i t e r a t i v e  t e c h n i q u e  c a l l e d  s u c c e s s i v e  o v e r  r e l a x a t i o n  
( F r a n k e l ,  1950; Young, 1954) .  I f  k  i s  t h e  i t e r a t i o n  number t h e n  t h e  k t 1  
i t ' e r a t e  can be  w r i t t e n  i n  t h e  form 
I n  t h i s  e q u a t i o n :  = ' x / : y  and w i s  a  r e l a x a t i o n  f a c t o r  used t o  
a c c e l e r a t e  convergence ( 1  - < w - < 2 ) .  The p rocedure  i s  s t a r t e d  w i t h  an 
0 i n i t i a l  guess  f  ( u s u a l l y  ze ro  a t  a l l  i n t e r i o r  p o i n t s )  and p roceeds  
through t h e  computa t iona l  g r i d  u n t i l  t h e  d i f f e r e n c e  between s u c c e s s i v e  
i t e r a t e s  i s  below a  s p e c i f i e d  e r r o r  c r i t e r i a .  The optimum v a l u e  of w 
depends on t h e  mesh, t h e  shape of t h e  dbmain, and t h e  type  of boundary 
condit : ions.  For  a  r e c t a n g u l a r  r e g i o n  an e s t i m a t e  of t h e  optimum v a l u e  
can be  found from ( ~ o a c h e ,  1976)  
where 
The major advan tages  of t h i s  p a r t i c u l a r  p rocedure  a r e  t h a t  i t  i s  
ext remely easy  t o  program and has  minimal c o r e  s t o r a g e  requ i rements .  
Even though t h e  c o s t  p e r  i t e r a t i o n  i s  s m a l l  t h e r e  a r e  c i rcumstances  
where t h e  convergence can be  slow e s p e c i a l l y  i f  a  s t r o n g l y  shea red  f l o w  
i s  predominant ly  a l i g n e d  i n  one c o o r d i n a t e  d i r e c t i o n .  
Another i t e r a t i v e  approach f o r  f i n d i n g  a  s o l u t i o n  t o  t h e  Po i s son  
e q u a t i o n  i s  t o  conver t  (3.32) t o  t h e  p a r a b o l i c  problem 
and then  s o l v e  f o r  t h e  s t e a d y  s t a t e  s o l u t i o n .  Th i s  i s  t h e  b a s i s  of t h e  
c l a s s i c  a l t e r n a t i n g  d i r e c t i o n  i m p l i c i t  (AD11 method in t roduced  by 
Peaceman and Rachford (1955) .  The p rocedure  makes u s e  of t h e  f a c t  t h a t  
[MI can be  s p l i t  i n t o  two l i n e a r  o p e r a t o r s  A and B b o t h  of which can be  
0 
e a s i l y  decomposed. S t a r t i n g  w i t h  an  i n i t i a l  guess  f  (3.44) i s  d i s c r e -  
t i z e d  i n  t ime ,  w i t h  a  t ime s t e p  L t ,  and t h e  system i s  so lved  on odd 
numbered s t e p s  ( k + l )  i m p l i c i t l y  i n  A and e x p l i c i t l y  i n  B ,  
The p r o c e s s  i s  r e v e r s e d  on  even  numbered s t e p s  ( k + 2 ) ,  s o l v i n g  i m p l i -  
c i t l y  i n  B and e x p l i c i t l y  i n  A ,  
The combined o p e r a t i o n s  (3 .45 - 3.46)  make o n e  d o u b l e  sweep o f  t h e  AD1 
i t e r a t i o n .  The sequence  o f  t r i d i a g o n a l  e q u a t i o n s  wh ich  need  t o  b e  
s o l v e d  a r e  a s  f o l l o w s .  
2 whe rez  = 2:x /'t and a s  b e f o r e  5 = x / i y .  I f  t h e  same L t  i s  u sed  i n  b o t h  
d i r e c t i o n s  t h e n  conve rgence  i s  a s s u r e d .  The p r o c e d u r e  i s  compu ta t ion -  
a l l y  q u i t e  e f f i c i e n t  b e c a u s e  t h e r e  a r e  f a s t  a l g o r i t h m s  a v a i l a b l e  f o r  
s o l v i n g  t r i d i a g o n a l  sys t ems  of  l i n e a r  e q u a t i o n s .  U n f o r t u n a t e l y  t h e r e  
i s  no g e n e r a l  t h e o r y  f o r  s e l e c t i n g  :t, and i n  f a c t  a  v a r i a b l e  s equence  
i s  r e q u i r e d  t o  t a k e  f u l l  a d v a n t a g e  of  t h e  A D 1  p r o c e d u r e .  Roache (1976)  
d i s c u s s e s  d i f f e r e n t  t i m e  s t e p p i n g  s t r a t e g i e s  and Doss and M i l l e r  (1979)  
d e s c r i b e  a  c o m p l e t e l y  a u t o m a t i c  p r o c e d u r e .  The A D 1  a l g o r i t h m  i s  
s t r a i g h t f o r w a r d  t o  implement ,  r e q u i r e s  l i t t l e  s t o r a g e  and w i t h  t h e  
a p p r o p r i a t e  c h o i c e  o f  t i m e  s t e p s  i s  e x t r e m e l y  f a s t .  
I n  a d d i t i o n  t o  t h e  A D 1  and SOR i t e r a t i v e  p r o c e d u r e s  t h e r e  a r e  a  
number of v e r y  e f f i c i e n t  d i r e c t  methods .  Nos t  of  t h e  d i r e c t  a p p r o a c h e s  
f o r  s o l v i n g  t h e  P o i s s o n  e q u a t i o n  c a n  b e  d i v i d e d  i n t o  two b a s i c  
c a t e g o r i e s :  t h o s e  b a s e d  o n  F o u r i e r  d e c o m p o s i t i o n  i n  one  d i m e n s i o n ,  and 
t h o s e  b a s e d  on c y c l i c  r e d u c t i o n .  Dorr  ( 1 9 7 0 )  d i s c u s s e s  b l o c k ,  c y c l i c  
r e d u c t i o n ,  t e n s o r  p r o d u c t  and F o u r i e r  s e r i e s  methods .  The F o u r i e r  
s e r i e s  methods  a r e  b a s e d  on  t h e  f a c t  t h a t  a n  e x a c t  s o l u t i o n  t o  t h e  f i n -  
i t e  d i f f e r e n c e  e q u a t i o n  ( 3 . 3 6 ) ,  i n  one  s p a c e  d imens ion  ( s a y  r o w s ) ,  can 
b e  e x p r e s s e d  i n  t e r m s  of f i n i t e  e i g e n f u n c t i o n  e x p a n s i o n s .  Consequen t ly  
t h e  problem i s  r educed  t o  a s e t  o f  t r i d i a g o n a l  r c a t r i x  e q u a t i o n s ,  which 
c o u p l e  t h e  v a r i a b l e s  a c r o s s  t h e  rows ,  e a c h  of which  may b e  s o l v e d  
s e p a r a t e l y .  
The p r o c e d u r e  i s  t o  F o u r i e r  a n a l y s e  t h e  s o u r c e  f u n c t i o n  g a l o n g  i j  
o n e  d i m e n s i o n  t o  o b t a i n  t h e  F o u r i e r  c o e f f i c i e n t s  f o r  e a c h  j .  
The a p p r o p r i a t e  t r i d i a g o n a l  e q u a t i o n s  w i t h  t h e  known r i g h t - h a n d  s i d e s  
a r e  t h e n  g i v e n  by 
A f t e r  s o l v i n g  each of t h e  t r i d i a g o n a l  e q u a t i o n s  t h e  p o t e n t i a l  a t  each 
mesh p o i n t  i s  then  recovered  by u s i n g  
The F o u r i e r  method, d e s c r i b e d  by (3 .49 - 3.51) i s  e a s y  t o  program and 
ha,s t h e  major advantage t h a t  t h e  s o l u t i o n  does n o t  i n v o l v e  any i t e r a -  
t i v e  s t e p s .  I f  t h e  number of g r i d s  p o i n t s  i n  one o r  t h e  o t h e r  d i r e c -  
t i o n  can b e  expressed  a s  a  i n t e g e r  of t h e  form 2p then  t h e  most expen- 
s i v e  element of t h e  computat ion,  t h e  decompos i t ion ,  can be performed 
u s i n g  F a s t  F o u r i e r  Transform (FFT) a l g o r i t h m s .  U n f o r t u n a t e l y  t h i s  does 
n o t  o f t e n  occur  i n  p r a c t i c a l  a p p l i c a t i o n s  of t h e  t y p e  d i s c u s s e d  i n  t h e  
p r e v i o u s  s e c t i o n .  Pfore s o p h i s t i c a t e d  p rocedures  have been developed 
and i n  p a r t i c u l a r  t h e r e  i s  a  t r e n d  towards  combining t h e  F o u r i e r  
a n a l y s i s  and r s t e p s  of c y c l i c  r e d u c t i o n  producing composi te  a l g o r i t h m s  
which a r e  denoted by FACR(~)  (Temperton,  1979; Swarz t rauber ,  1977) .  
Each of  t h e  above methods were coded and t e s t e d  on a  s e r i e s  of 
sample problems one example of which i s  g i v e n  by 
f  = o ; X,yEas2 
Th i s  t e s t  c a s e  h a s  t h e  e x a c t  s o l u t i o n  
f ( x , y )  = s i n ( n x )  s i n ( n y )  ( 3 . 5 4 )  
The computa t iona l  t ime r e q u i r e d  t o  s o l v e  (3.52) f o r  each of t h e  t h r e e  
metho~ds  i s  g i v e n  i n  T a b l e  3.1.  I n  t h e  c a s e  o f  t h e  SOR method t h e  
optimum r e l a x a t i o n  f a c t o r  was d e t e r m i n e d  t o  be  1 .6  ( ~ i ~ u r e  3.11)  a s  
compa:red t o  t h e  v a l u e  o f  1 .9  e s t i m a t e d  by ( 3 . 4 2 ) .  The conve rgence  
p a r a m e t e r  f o r  t h e  A D 1  was o b t a i n e d  f rom a  s e r i e s  of n u m e r i c a l  experi .  
ments  t h e  r e s u l t s  of  which  a r e  shown i n  F i g u r e  3 .12 .  F o r  t h i s  and a  
number of  o t h e r  t e s t  p roblems t h e  A D 1  method was more e f f i c i e n t  t h a n  
e i t h e r  t h e  SOR o r  F o u r i e r  s e r i e s  methods and s o  i t  was s e l e c t e d  f o r  
i n i t i a l  i m p l e m e n t a t i o n  i n  t h e  wind f i e l d  g e n e r a t i o n  p r o c e d u r e .  A f t e r  
p u b l i c a t i o n  o f  t h e  p a p e r  r e p r i n t e d  i n  S e c t i o n  3 . 7  t h e  c o m p u t a t i o n a l  
a l g o r i t h m  was m o d i f i e d  t o  make u s e  o f  t h e  d i r e c t  s o l u t i o n  scheme 
d e s c r i b e d  by S w a r z t r a u b e r  ( 1 9 7 7 ) .  The c y c l i c  r e d u c t i o n  t e c h n i q u e  h a s  
p roved  t o  b e  b o t h  e x t r e m e l y  e f f i c i e n t  and r e l i a b l e .  
TABLE 3 . 1  
R e s u l t s  of Test C a s e  C o m p a r i n g  T h r e e  P o i s s o n  
E q u a t i o n  S o l v i n g  A l g o r i t h m s  
- - - 
CONVERGENCE CONVERGENCE NLYBER OF RELATIVE 
METHOD C R I T E R I O N  PARAMETER I T E R A T I O N S  EXECUTIOZ! T I M E  
F o u r i e r  18 .8  
SOR 1 . 6  5 C) 1 . 7  
1 . 4  1 .6  I . e  2 . 9  
I T E R A T I O N  PARAMETER, w 
FIGURE 3 .11  
Number of  I t e r a t i o n s  Requ i red  f o r  Convergence V a s  a  
F u n c t i o n  of w of  t h e  S u c c e s s i v e  Over R e l a x a t i o n  (SOR) Method. 
0 0.1 0.2 0.3 0.4 0.5 0.6 
I T E R A T I O N  PARAMETER, p 
FIGURE 3.12  
Number o f  I t e r a t i o n s  Required f o r  Convergence of t h e  A l t e r n a t i n g  
D i r e c t i o n  I m p l i c i t  ( A D I )  Method as a  Func t ion  of p 
3.10 T r a i e c t o r y  I n t e g r a t i o n  Procedure  
Once t h e  wind f i e l d  g ( x , t )  has  been e s t a b l i s h e d  i t  i s  ext remely 
u s e f u l  t o  be  a b l e  t o  f o l l o w  t h e  p a t h s  of i n d i v i d u a l  a i r  p a r c e l s  as  they  
t r a v e r s e  t h e  a i r s h e d .  There a r e  two r e a s o n s  f o r  t h i s .  For  t h e  t r a j e c -  
t o r y  model i n t r o d u c e d  i n  Chapter  2 ,  t h e  s p a t i a l  l o c a t i o n  of t h e  column 
of ai :r  i s  needed t o  s p e c i f y  t h e  emiss ion  i n p u t s  and t h e  a p p r o p r i a t e  
m e t e o r o l o g i c a l  d a t a .  A second a p p l i c a t i o n  of a  t r a j e c t o r y  i n t e g r a t i o n  
p rocedure  i s  t o  s p e c i f y  t h e  h o r i z o n t a l  boundar ies  f o r  three-dimensional  
a i r s h e d  models.  For example,by l o c a t i n g  t h e  model boundar ies  beyond 
t h e  e x t e n t  of r e t u r n  a i r  f l o w ,  i n  r e g i o n s  s u b j e c t e d  t o  land-sea  b r e e z e  
r e v e r s a l s ,  t h e  e f f e c t  of u n c e r t a i n t i e s  i n  i n f l o w  boundary c o n d i t i o n s  
can b e  minimized a s  background v a l u e s  a r e  more l i k e l y  t o  app ly .  This 
s e c t i o n  d e s c r i b e s  a p rocedure  f o r  c a l c u l a t i n g  t h e  movement of a i r  par-  
c e l s  w i t h i n  f l o w  f i e l d s  g e n e r a t e d  by o b j e c t i v e  a n a l y s i s  t e c h n i q u e s  of 
t h e  t y p e  p r e s e n t e d  i n  S e c t i o n  3.7. 
The s p a t i a l  p o s i t i o n  of t h e  a i r  p a r c e l  a t  t ime T  r e l a t i v e  t o  an. 
i n i t i a l  s t a r t i n g  l o c a t i o n  ~(0-) i s  g i v e n  by 
S i n c e  t h e  v e l o c i t y  f i e l d  g ( g , t )  i s  u s u a l l y  o n l y  a v a i l a b l e  a t  d i s c r e t e  
l o c a t j . o n s , o b j e c t i v e  a n a l y s i s  p rocedures  of  t h e  type  d i s c u s s e d  i n  pre-  
v i o u s  s e c t i o n  must b e  used t o  c h a r a c t e r i z e  t h e  f low i n  between g r i d  
p o i n t s .  The method adopted i n  t h i s  s t u d y  i s  t o  c a l c u l a t e  t h e  v e l o c i t y  
\ 
a t  t h e  c u r r e n t  t r a Q e c t o r y  p o s i t i o n  p ( x , t )  a s  a  d is tance-weighted 
f u n c t i o n  of  t h e  wind f i e l d  a t  t h e  n e a r e s t  g r i d  p o i n t s .  A tx;o-dinen.siona1 
example i s  shown i n  F i g u r e  3.13, where l l ( ~ , t )  i s  formed a s  a  weighted 
mean of  t h e  wind f i e l d  a t  t h e  f o u r  n e a r e s t  g r i d  p o i n t s .  The v e l o c i t y  
components a t  p ( 5 , t )  a r e  g i v e n  by 
where n  i s  t h e  number of n e a r e s t  g r i d  p o i n t  ( = 4  f o r  two-dimensional 
problems and 8 f o r  th ree -d imens iona l  c a s e s )  and u . ~  a r e t h e  k-th com- 
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ponents  of t h e  v e l o c i t y  f i e l d  a t  each of t h e  g r i d  p o i n t s .  
A v a r i e t y  of t e c h n i q u e s  can be  used t o  i n t e g r a t e  t h e  i n i t i a l  v a l u e  
problems ( 3 . 5 5 ) ;  t h e  s i m p l e s t  numer ica l  scheme i s  g i v e n  by 
Although t h e  E u l e r  i n t e g r a t i o n  method i s  o n l y  f i r s t - o r d e r  a c c u r a t e  i n  
t ime ( ~ ( n t ) ) ,  w i t h  s u f f i c i e n t l y  s m a l l  t ime s t e p s  0 (10  minu tes )  t h e  
p o s i t i o n a l  e r r o r s  u s i n g  h o u r l y  averaged wind f i e l d s  a r e  n e g l i g i b l e .  
The r e a s o n s  f o r  t h i s  a r e  t h a t  A t  i s  s m a l l  compared t o  t h e  averag ing  
t ime f o r  g ( x , t )  and t h e  s p a t i a l  g r a d i e n t s  i n  t h e  v e l o c i t y  f i e l d  o v e r  a  
d i s t a n c e  of g d t .  F i g u r e  3.14 i l l u s t r a t e s  an  a p p l i c a t i o n  of  t h e  pro- 
cedure  t o  t r a c k i n g  a s u l f u r  hexaf l u o r i d e  (SF  ) t r a c e r  r e l e a s e .  A f t e r  12 6 
h o u r s ,  t h e  p r e d i c t e d  p o s i t i o n  of t h e  c o n c e n t r a t i o n  c e n t r o i d  i s  a lmost  
c o i n c i d e n t  with t h e  f i e l d  measurements.  
F I G U R E  3.13 
V e l o c i t y  a t  C u r r e n t  P o s i t i o n  P ( x , y )  i s  De t e rmined  as a 
D i s t a n c e  1,:eighted :!?an o f  Tiind V e l o c i t y  a t  t h e  F o u r  S e a r e s t  G r i d  P o i n t s .  
31-AUG--1976 
A RELEASE SITE 
10 AIR SAMRERS (12 HOURS) 
SF (max)=64ppt 6 
FIGURE 3 . 1 4  
Forward A i r  P a r c e l  S u r f a c e  T r a j e c t o r i e s .  
Each P o i n t  Represen t s  One Hour of T r a n s p o r t .  
Source :  Lamb and S h a i r  (1977) 
I n  o r d e r  t o  a s s e s s  t h e  e f f e c t s  of e r r o r s  i n  t h e  wind f i e l d  a  
number of  numer ica l  exper iments  were  conducted i n  which g r i d  v a l u e s  
were randomly p e r t u r b e d  and t h e  t r a j e c t o r y  p a t h  r e c a l c u l a t e d .  I n  t h e s e  
c a l c u l a t i o n s  t h e  v e l o c i t y  magni tudes  were assumed t o  b e  normal ly  d i s -  
t r i b u t e d  about  t h e  o l d  f i e l d  v a l u e  w i t h  a  s t a n d a r d  d e v i a t i o n  of - + 20%. 
Angular  e r r o r s  were  assumed t o  b e  un i fo rmly  d i s t r i b u t e d  i n  a  segment of 
+11.2!j0. The e r r o r  growth e ( t )  = [ 2 ( t )  - x o ( t ) l  f o r  t h e s e  problems i s  
- 
- 
d e f i n e d  a s  t h e  d i s t a n c e  between t h e  nominal  p a t h  $ ( t )  and t h e  t r a j e c -  
t o r y  ? F ( t )  c a l c u l a t e d  w i t h  t h e  p e r t u r b e d  wind f i e l d .  Th i s  e r r o r  i s  
d e r i v e d  from two components, a  p o s i t i o n a l  e r r o r  V due t o  t h e  uncer-  
P  
taint:[  i n  t h e  wind f i e l d  g and t h e  o t h e r  a r i s i n g  from s p a t i a l  g r a d i e n t s  
i n  t h e  v e l o c i t y  f i e l d  V i . e .  
2  
Sykes and Ha t ton  (1976) assumed t h a t  when e ( t )  i s  s m a l l  compared t o  t h e  
l a r g e  s c a l e  f e a t u r e s  of t h e  f low f i e l d ,  V can be approximated by 
g 
e ( t ) S  where S  i s  t h e  h o r i z o n t a l  s h e a r  o r  v o r t i c i t y .  
With t h i s  f o r m u l a t i o n  i t  can be s e e n  t h a t  t h e  e r r o r  growth i s  l i n e a r  
when e ( t )  << V / S  and e x p o n e n t i a l  when e ( t )  = V/S. I n  u rban  r e g i o n s  
P  
where t h e  topography i s  r e a s o n a b l y  f l a t ,  t h e  e r r o r  growth i s  l i n e a r .  
For example, i n  Los Angeles a  t y p i c a l  v e l o c i t y  e r r o r  i s  O(1 m/s)  and 
t h e  v o r t i c i t y  of f lows w i t h  s c a l e s  g r e a t e r  than  10 km i s  0 ( 1 0 - ~  s )  so 
t h e  e r r o r  growth i s  i n  t h e  l i n e a r  regime. Th i s  o b s e r v a t i o n  i s  conf i rmed 
by t h e  sample c a l c u l a t i o n  d i s p l a y e d  i n  F i g u r e  3.15 where t h e  maximum 
e r r o r  a t  t h e  end of a  24 h r  i n t e g r a t i o n  i s  0( 5 km), t h e  s i z e  of a typ-  
i c a l  computa t iona l  c e l l .  When one of t h e  t r a j e c t o r i e s  i n  F i g u r e  3.15 
encountered mountainous t e r r a i n  t h e  e r r o r  e x h i b i t e d  a n  e x p o n e n t i a l  l i k e  
growth. 
3.11 Conclus ion 
I n  t h i s  c h a p t e r  a  new method f o r  c o n s t r u c t i n g  t h r e e - d i m e n s i o n a l ,  
mass -cons i s t en t  wind f i e l d s  h a s  been i n t r o d u c e d .  Two s t e p s  a r e  
invo lved  i n  t h e  g e n e r a t i o n  p r o c e s s .  The f i r s t  i n v o l v e s  i n t e r p o l a . t i n g  
i r r e g u l a r l y  spaced moni to r ing  d a t a  t o  a  r e g u l a r  computa t iona l  meslh. 
O b j e c t i v e  a n a l y s i s  p rocedures  a r e  t h e n  employed t o  a d j u s t  t h e  winti vec- 
t o r s  a t  each g r i d  p o i n t  so  t h a t  an a p p l i e d  p h y s i c a l  c o n s t r a i n t  such a s  
minimum f i e l d  d i v e r g e n c e  i s  s a t i s f i e d .  A major  advan tage  of t h e  t ech-  
n ique  i s  t h a t  i t  o n l y  r e q u i r e s ,  a s  i n p u t ,  r o u t i n e l y  measured informa- 
t i o n .  I n  a d d i t i o n ,  t h e  i n t e r p o l a t i o n  a l g o r i t h m s  can a l s o  be used t o  
e s t a b l i s h  t h e  i n i t i a l  c o n c e n t r a t i o n  d i s t r i b u t i o n s  and mixing h e i g h t  
o v e r  t h e  a i r s h e d .  The p rocedures  a r e  easy  t o  implement,  computat ion-  
a l l y  e f f i c i e n t  and can be  e a s i l y  a p p l i e d  t o  a  wide range  o f  o t h e r  
m e t e o r o l o g i c a l  a p p l i c a t i o n s .  
LOS ALAMITOS 
ORMOND BEACH 
- E L  SEGUNDO 
,., REFINERY COMPLEX 
OOOD 0 6 0 0  I 2 0 0  I 8 0 0  
T IME OF DAY (PST) 
F I G U R E  3.15 
P l o t  o f  D i s t a n c e  Retween  A c t u a l  and P e r t u r b e d  
T r a j e c t o r i e s  as a F u n c t i o n  o f  T ime.  
CHAPTER 4  
TURBULENT DIFFUSION COEFFICIENTS 
4.1 In t roduc t ion  
Closure of t he  spec ies  c o n t i n u i t y  equat ion has been accomplished 
i n  t h e  present  model by a  grad ien t -d i f fus ion  o r  K-theory hypothesis .  
This chapter  i s  devoted t o  a  p re sen ta t ion  of t h e  formulat ion adopted 
f o r  t h e  v e r t i c a l  (K,,) and ho r i zon ta l  (K,,K ) d i f f u s i o n  c o e f f i c i e n t s .  Y Y 
A t  t he  o u t s e t  it  should be remarked t h a t  a  v a r i e t y  of d i f f e r e n t  formula- 
t i ions  e x i s t .  Yu (19771, f o r  example, p re sen t s  a  comparative evaliuation 
of 14 d i f f e r e n t  approaches. A p a r t i c u l a r  complicat ion i n  t h e  se l ec -  
t i o n  o r  development of a model i s  t h e  lack  of s u i t a b l y  d e t a i l e d  mea- 
sur:ementsof v e r t i c a l  wind shear  and temperature p r o f i l e s .  As a  r e s u l t  
a  guiding p r i n c i p l e  i n  formulat ing t h e  present  model was t o  emp1o.y only  
those  parameters t h a t  a r e  r e a d i l y  a v a i l a b l e  o r  can be e a s i l y  est imated.  
4.2 Turbulent Di f fus ion  i n  t h e  Atmosphere 
The K-Theory model was introduced t o  desc r ibe  t h e  f luxes  of 
m a t e r i a l  which occur on s p a t i a l  s c a l e s  smal le r  than  those  which can be 
reso lved  e i t h e r  by an obse rva t iona l  network of wind s t a t i o n s  o r  b:y t h e  
co~mputational g r i d  po in t s .  I n  t h i s  model t he  f l u x e s  <u'cei> a r e  
assumed t o  be propor t iona l  t o  t h e  mean concent ra t ion  g rad ien t  v<c,.>, 
.L 
Specification of the components of the second-rank eddy diffusion 
tensor K requires an understanding of the turbulent processes occurring 
in the atmosphere. The planetary boundary layer is commonly divided 
into three layers. In most models these regions are: the constant flux 
layer next to the ground, a deeper layer in which the fluxes generally 
decrease with height and the free atmosphere. These regions are illus- 
trated in Figure 4.1 for an atmospheric state characteristic of daytime 
conditions. During daytime conditions the mixed layer has a reason- 
ably well defined upper boundary. This height, Zi, is commonly associ- 
ated with the base of an elevated temperature inversion. Solar heating 
causes the convective layer to increase in thickness at a rate deter- 
mined by the heat flux radiated at the ground. Above the mixed layer 
there is a quasi-permanent layer of aon-turbulent flow. Stable layers 
can also exist close to the ground as a result of nocturnal cooling. 
Slany processes are involved in turbulent transport. For example, 
above the planetary boundary layer, diffusion is associated with inter- 
nal wind shear and the effect of topography on a scale large enough to 
cause upward propagation of energy. In the surface or "constant flux" 
layer the fluxes of heat, momentum and water vapor are approximately 
constant with height. Over most of the boundary layer the small scale 
turbulence is induced by wind shear and/or thermal convection. The 
relationship between mean values and vertical gradients of such proper- 
ties as wind, temperature, humidity and surface properties was the sub- 
ject cf a major workshop project (Haugen, 1973). 
F r e e  Atmosphere =Q(1000m) 
I n v e r s i o n  Base  Z =0(500m) i 
C o n s t a n t  f l u x  
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+ 
I 
Capping 
1 n . v e r s i o n  
( s t a b l e )  
) Mi.xed 
L a y e r  
( u n . s t a b l e )  
J- 
Anemometer Surf  a c e  h e i g h t  z - 5 
r m Laye r  
( v i r t u a l l y  S u r f  a c e  
n e u t r a l )  
Roughness z 
0 
FIGURE 4.1 
S t r u c t u r e  of  t h e  Atmospher ic  Boundary 
f o r  Typical Daytime C o n d i t i o n s  
4 . 3  Turbu len t  T r a n s p o r t  Pa ramete r s  
- 
Ln t h i s  s t u d y  pr imary a t t e n t i o n  i s  d i r e c t e d  a t  t h e  t u r b u l e n t  
p r o c e s s e s  t h a t  occur  i n  t h e  mixed l a y e r  a s  a  r e s u l t  of t h e  i n t e r a c t i o n  
between s h e a r  and buoyancy d r i v e n  f lows .  The f l u x  Richardson number 
R g i v e s  a  measure of t h e  r e l a t i v e  importance  of t h e  buoyancy terms f 
g -  i n  t h e  e q u a t i o n s  of mot ion - w ' 3 '  a s  compared t o  t h e  s h e a r  p roduc t ion  T 
t e r m s  u 'w'  i . e . ,  a z 
where w1t3 '  i s  a measure of t h e  k inemat ic  s e n s i b l e  f l u x  and u 'w'  i s  t h e  
x-component of  v e r t i c a l  momentum f l u x .  C l e a r l y  when R i s  l a r g e  t h e  f  
f low i.s dominated by buoyancy e f f e c t s .  The f l u x  Richardson number i s  a  
f u n c t i o n  of t h e  d i s t a n c e  from t h e  ground and i s  t h u s  a  measure of t h e  
l o c a l  s t a b i l i t y  p r o p e r t y  of t h e  t u r b u l e n t  f low.  Richardson (1920)  sug- 
g e s t e d  t h a t  t u r b u l e n c e  shou ld  occur  i n  t h e  a tmosphere  when t h e  produc- 
t i o n  of t u r b u l e n t  energy by t h e  wind s h e a r  i s  j u s t  l a r g e  enough t o  
c o u n t e r b a l a n c e  i t s  consumption by buoyancy f o r c e s .  
A major  d e t e r r e n t  t o  t h e  u s e  of ( 4 . 2 )  a s  a measure of atm0spheri .c  
s t a b i l i t y  i s  t h e  need f o r  s imul taneous  d e t e r m i n a t i o n s  of  b o t h  t h e  h e a t  
and momentum f l u x .  Another approach i s  t o  d e f i n e  a  q u a n t i t y  s i m i l a r  t o  
(4 .2 )  c a l l e d  t h e  g r a d i e n t  Richardson number Rim 
where 3 i s  t h e  p o t e n t i a l  t empera tu re  and T t h e  a b s o l u t e  a i r  tempera- 
t u r e .  The r e l a t i o n s h i p  between R and Ri  i s  f 
where Km and K~ a r e  t h e  eddy d i f f u s i o n  c o e f f i c i e n t s  f o r  momentum and 
h e a t  r e s p e c t i v e l y .  R. de te rmines  t h e  s t a b i l i t y  of a s t r a t i f i e d  f l u i d  
1 
s u b j e c t e d  t o  smal l  p e r t u r b a t i o n s  and s o  i t  i s  a measure of t h e  o n s e t  of 
t u r b u l e n c e  ( P l a t e ,  1 9 7 1 ) .  
Another s t a b i l i t y  pa ramete r  o f t e n  used i n  micro-meteorology i s  t h e  
Monin-Obukhov l e n g t h  
where i s  t h e  s p e c i f i c  h e a t  a t  c o n s t a n t  p r e s s u r e ,  p t h e  a i r  d e n s i t y ,  
P 
k t h e  von Karman c o n s t a n t ,  T t h e  a b s o l u t e  a i r  t e m p e r a t u r e ,  g  a c c e l e r a -  
t i o n  of g r a v i t y ,  H i s  t h e  v e r t i c a l  h e a t  f l u x  and u, i s  t h e  f r i c t i o n  
v e l o c i t y .  P h y s i c a l l y  t h e  Monin-Obukhov l e n g t h  i s  t h e  approximate  
h e i g h t  above t h e  s u r f a c e  a t  which buoyancy e f f e c t s  become comparable t o  
t h e  s h e a r  e f f e c t s .  For  n e u t r a l  c o n d i t i o n s ,  L i s  r e l a t e d  t o  t h e  f l u x  
Richardson number Rf by 
The Monin-Obukhov l e n g t h ,  l i k e  R f ,  p rov ides  a  measure of t h e  s t a b i l i t y  
o f  t h e  s u r f a c e  l a y e r  s i n c e :  
L > 0 S t a b l e  
L = . .  N e u t r a l  
L < 0 Uns tab le  
4.4 E s t i m a t i o n  of t h e  Monin-Obukhov Length 
The Monin-Obukhov l e n g t h  L i s  a  key parameter  i n  t h e  p r e s e n t  mode l  
and indeed i n  many o t h e r  approaches .  Golder (1972) e s t a b l i s h e d  a re1.a- 
t i o n  between t h e  s t a b i l i t y  c l a s s e s  of P a s q u i l l  and Turner ,  t h e  rough- 
n e s s  h e i g h t  and L. The r e s u l t s  of h i s  i n v e s t i g a t i o n  a r e  shown i n  Fig- 
u r e  4.2 . With t h i s  t e c h n i q u e ,  t h e  l o c a l  wind speed and c loud cover  
measurements a r e  used t o  e s t i m a t e  t h e  P a s q u i l l  s t a b i l i t y  c l a s s  pa able 
4.1). I n  a d d i t i o n ,  Golder developed a  nomogram f o r  r e l a t i n g  t h e  g r a -  
d i e n t  Richardson number R t o  t h e  more e a s i l y  determined bu lk  Richard- i 
son number B 
I n  o r d e r  t o  s i m p l i f y  c a l c u l a t i o n  of 1 /L ,  w i t h i n  t h e  a i r s h e d  model, each 
s t a b i l i t y  c l a s s  was approximated by a  s i n g l e  s t r a i g h t  l i n e  of 1 / ~  
a g a i n s t  s u r f a c e  roughness .  The e r r o r  induced by t h i s  approximat ion i s  
q u i t e  s m a l l ,  f o r  example, i n  c a l c u l a t i n g  t h e  convec t ive  v e l o c i t y  sca1.e 
w* 
FIGURE 4 . 2  
R e l a t i o n s h i p  between P a s q u i l l  S t a b i l i t y  C l a s s e s ,  S u r f a c e  Roughness, 
and Monin-Obukhov Length.  ( S o l i d  l i n e s  d e f i n e  s t a b i l i t y  c l a s s e s ,  
d o t t e d  l i n e s  used t o  approximate  s t a b i l i t y  r e g i o n ) .  
TABLE 4.1 
Estimation of Pasquill Stability 
Classes. (Source: Turner, 1969) 
Surface Wind 
Speed at lorn 
Solar Radiation* Night Tine 
Cloud Cover Fraction 
- 1 Strong Moderate Slight Low cloud c l o u d  (m-sec ) 4 > - 3 < - 
- 8  8 
< 2 A A - B  B  
2 - 3  A - B  B  C E F 
3 - 5  B B - C  C D E 
5 - 6  C C - D  D  D D 
Incoming Radiation Solar Insolation 
(Category) (Langley min-l) (W - m-2) 
Strong I > 1.0 I ' 700 
- Moderate 0.5 5 1' 1.0 350 5 I f 700 
Slight I < 0.5 I < 350 
Since t h e  parameter 1 / L  i s  r a i s e d  t o  t he  one t h i r d  power, l a r g e  va r i a -  
t i o n s  do no t  lead  t o  r ap id  v a r i a t i o n s  i n  w*. 
~h~ parameters f o r  t h e  
s t r a i g h t  l i n e  approximations t o  t he  s t a b i l i t y  c l a s s e s  a r e  shown i n  
Table 4.2,  
There is  a  v a r i e t y  of f a c t o r s  t h a t  could in f luence  t h e  loca t ion  
of t h e  l i n e s  approximating each s t a b i l i t y  c l a s s .  An important f a c t o r  
i s  t h e  presence o f ' w a t e r  vapor i n  t h e  atmosphere. I f  s u i t a b l e  d a t a  a re  
a v a i l a b l e ,  t h e  Monin-Obukhov length  L can be  redef ined  a s  
where 8, i s  t h e  Bowen r a t i o  and m i s  a  cons tan t  t h e  va lue  of which i s  
given by m = 0.61 cp T/Z where i s  t h e  l a t e n t  hea t  of vapor iza t ion  of 
water  ( f o r  T = 3 0 0 ° ~ ,  m - 0.07, Lumley and Panofsky, 1964). The water 
vapor f l u x  can e x e r t  a  cons iderable  i n f luence  on d i f f u s i o n ,  pa r t i cu -  
l a r l y  over the ocean and heav i ly  vegetated a r e a s ,  Increased l e v e l s  of 
evaporat ion a c t  t o  s h i f t  t h e  l i n e s  t o  t h e  r i g h t  and so ,  f o r  a  given 
s u r f a c e  roughness,  l a r g e r  va lues  of can be  expected. 
4.5 Surface Roughness Est imation 
I n  t h e  p re sen t  model t h e  e f f e c t s  of small-scale  su r f ace  i r regu-  
l a r i t i e s  on t h e  boundary l a y e r  t r a n s f e r  processes  are incorporated only  
through t h e  s u r f a c e  roughness parameter zo. As a result, zo must be 
s p e c i f i e d  a t  each g r i d  p o i n t  w i t h i n  t h e  modeling region.  The range of 
v a r i a t i o n  of z .  over  d i f f e r e n t  land types i s  q u i t e  l a r g e ,  and t h e  
0 
TABLE 4.2 
Coefficients for Straight Line Approximation to 
Golder's Plot as a Function of Stability Classes 
1 
- =  a + b  log L 10 zo 
Pasquill Coefficients 
Stability Class a b 
- -- - - - -- - 
Extremely Unstable A -0.096 0.029 
Moderately Unstable B -0.037 0.029 
Slightly Unstable C -0.002 0.018 
lqeu t ral D 0 0 
Slightly Stable E +0.004 -0.018 
Moderately Stable F +0.035 -0.036 
measurements r e q u i r e d  t o  e s t i m a t e  t h e  e f f e c t i v e  roughness a r e  q u i t e  
complex. As an a l t e r n a t i v e ,  P l a t e  (1971) proposed a  s imple  formula  
t h a t  r e l a t e s  z t o  t h e  mean canopy h e i g h t  hc .  
0 
Depending on t h e  c o n d i t i o n s ,  t h e  ' c o n s t a n t '  0 .15 v a r i e d  from 117 t o  
1 / 3 0 .  F i g u r e  4.3 p r e s e n t s  s u r f a c e  roughness  v a l u e s  f o r  a  v a r i e t y  of 
land u s e  c a t e g o r i e s  compiled p r i m a r i l y  from t h e  reviews by Fiyrup and 
R a n z i e r i  (1976) and Hodgin (1980) .  The p r e c i s i o n  impl ied  by some 
e n t r i e s  on t h e  f i g u r e  i s  d e c e p t i v e  because  t h e r e  i s  c o n s i d e r a b l e  
s c a t t e r  i n  many of  t h e  u n d e r l y i n g  exper imenta l  d a t a .  
When a  modeling r e g i o n  i n c l u d e s  a  l a r g e  body of w a t e r ,  t h e  rough- 
n e s s  cannot  b e  c h a r a c t e r i z e d  by s imply a s s o c i a t i n g  hc w i t h  t h e  wave 
h e i g h t .  Unl ike  t h e  l a n d ,  t h e  e f f e c t i v e  roughness  of t h e  w a t e r  s u r f a c e  
i s  a  dynamic v a r i a b l e  whose magnitude i s  i n f l u e n c e d  by f a c t o r s  such  a s  
t h e  wave s t a t e  and.wind s t r e s s .  There is a  v a r i e t y  of models of t h e  
a i r - s e a  i n t e r a c t i o n  and i t s  i n f l u e n c e  on z  . The s t u d i e s  by Gent ,  
0 
(1977) ,  Hsu (1974) and K i t a i g o r o d s k i i  (1970) i l l u s t r a t e  some of th,e 
c o m p l e x i t i e s .  Arya (1977) has  r e c e n t l y  reviewed some of t h e  more s i m -  
p l e  p a r a m e t e r i z a t i o n s  t h a t  a r e  a p p l i c a b l e  t o  t h e  p r e s e n t  s tudy .  F o r  
example, blipperman (1972) has  sugges ted  t h e  f o l l o w i n g  formula  f o r  
smooth a s  w e l l  a s  rough c o n d i t i o n s :  
Where v i s  t h e  k i n e m a t i c  v i s c o s i t y  of a i r  and b  i s  a  c o n s t a n t  whose 
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magnitude ' 0.02. The fo rmula  i m p l i e s  a  c o n s i d e r a b l y  i n c r e a s i n g  t r e n d  
i n  zo;  t h e  r e s u l t s  of S tewar t  (1974) and c a l c u l a t i o n s  by Gent (1977)  
imply a  more o r  l e s s  c o n s t a n t  v a l u e  of z  - 0.01 - 0.02 cm f o r  10 m 0 
wind speeds  i n  t h e  range  6-12 m s'l. For  t h e  purposes  of t h i s  s t u d y ,  a  
v a l u e  of  z f o r  t h e  ocean was s e t  t o  b e  0.01 cm. 
0 
4.6 De te rmina t ion  of t h e  F r i c t i o n  V e l o c i t y  
Close  t o  t h e  ground,  i n  t h e  c o n s t a n t  f l u x  l a y e r ,  u, i s  a measure  
of t h e  t u r b u l e n t  eddying and of  t h e  t r a n s f e r  of momentum d u e  t o  t h e s e  
f l u ~ c t u a t i o n s .  The f r i c t i o n  v e l o c i t y  u, is used in many s i t u a t i o n s  and 
t h i s  s e c t i o n  p r e s e n t s  some s imple  fo rmulae  t h a t  can b e  used under  a  
v a r i e t y  of m e t e o r o l o g i c a l  c o n d i t i o n s .  The f r i c t i o n  v e l o c i t y  i s  d e f i n e d  
by 
where T~ i s  t h e  s h e a r  s t r e s s  p e r  u n i t  a r e a  of t h e  boundary and 0 i s  t h e  
d e n s i t y  of t h e  f l u i d .  A K-Theory approx imat ion  f o r  t h e  momentum f l u x  
-- 
u'w' and a Monin-Obukhov s i m i l a r i t y  e x p r e s s i o n  can b e  used t o  deve lop  
t h e  f o l l o w i n g  form. 
where u ( z r )  i s  t h e  v e l o c i t y  a t  a  r e f e r e n c e  e l e v a t i o n  z r ,  t y p i c a l l y  t h e  
e l e v a t i o n  of t h e  wind measur ing ins t rument  and 3 an e x p e r i m e n t a l l y  
m 
determined f u n c t i o n .  The v e l o c i t y  a t  t h e  h e i g h t  of t h e  momentum s i n k ,  
zo,  i s  assumed t o  b e  ze ro .  Businger  e t  a l .  (1971) developed a  s e r i e s  
of  m m  f u n c t i o n s  from f i e l d  d a t a ,  t h e  r e s u l t s  of which a r e  g i v e n  by:  
S u b s t i t u t i n g  t h e s e  e x p r e s s i o n s  i n t o  (4 .14)  g i v e s  t h e  f r i c t i o n  v e l o c i t y .  
The n e c e s s a r y  i n t e g r a l s  a r e  summarized i n  Tab le  4.3. 
4.7 , V e r t i c a l  D i f f u s i v i t y  P r o f i l e  for U n s t a b l e  C o n d i t i o n s  
T r a n s p o r t  of  p o l l u t a n t  m a t e r i a l  i n  t h e  v e r t i c a l  d i r e c t i o n  i s  
o f t e n  dominated by t u r b u l e n t  d i f f u s i o n .  Only d i a g o n a l  components of 
t h e  e~ddy d i f f u s i o n  t e n s o r  K a r e  used i n  t h e  a i r s h e d  model and ,  a s  a  
consequence,  t h e  s p e c i f i c a t i o n  of K h a s  an  impor tan t  b e a r i n g  on t h e  
Z z  
performance of t h e  a i r s h e d  model. Many approaches  have been t r i e d  t o  
e s t a b l i s h  v e r t i c a l  p r o f i l e s  of  K~~ w i t h i n  t h e  boundary l a y e r .  The wide 
range  of m e t e o r o l o g i c a l  regimes encountered i n  p r a c t i c e  c o n s i d e r a b l y  
compl ica tes  t h e  t a s k .  Th i s  s e c t i o n  i s  devoted t o  a  d i s c u s s i o n  of t h e  
n a t h e m a t i c a l  model adopted f o r  K under  u n s t a b l e  c o n d i t i o n s ,  i . e . ,  
Z z 
when L < 0 .  
!Ionin-Obukhov s i m i l a r i t y  t h e o r y  p r e d i c t s  t h a t  t h e  s u r f a c e  l a y e r  
eddy d i f f u s i o n  c o e f f i c i e n t  i s  g iven  by Monin and Yaglom (1971) 

where $I i s  an experimental ly  determined func t ion  t h a t  b a s i c a l l y  
c o r r e c t s  f o r  buoyancy e f f e c t s  on t h e  turbulence.  Businger e t  a l .  
(1971) have cons t ruc ted  $ expressions f o r  momentum $ m  and h e a t  $ H  from 
an a n a ~ l y s i s  of f i e l d  da ta .  For uns t ab le  condi t ions  z/L<O t h e  formu1a.e 
f o r  4 and $H a r e  
IIL 
The f ind ings  of Galba l ly  (1971) and Crane e t  a l .  (1977) i n d i c a t e  t h a t  
eddy t r a n s p o r t  of ma t t e r  i s  more c l o s e l y  r e l a t e d  t o  t h a t  of hea t  rathier 
than momentum. Using t h e  above r e s u l t s ,  an approximate express ion  foir 
m K Z z  can be der ived  i n  terms of t h e  momentum d i f f u s i v i t y  K z z  . 
This r e s u l t  i nd i ca t e s  t h a t  t h e  common assumption, adopted i n  many a i r  
m 
pol1ut:ion s t u d i e s ,  t h a t  K Z Z 1  K Z Z  can lead ,  under t y p i c a l  meteorologi- 
c a l  cond i t i ons ,  t o  an underest imate of K Z Z  by a  f a c t o r  of 3 .  Car l  et  
m 
a l .  (1.973) suggested an express ion  f o r  K t h a t  c l o s e l y  f i t s  a  second 
z  z  
o rde r  c lo su re  model c a l c u l a t i o n  by Zeman and Lumley (1976).  
Colrnbining t h e  l a s t  two e q u a t i o n s  g i v e s  t h e  d i s t r i b u t i o n  of K Z Z  i n  t h e  
s u r f a c e  l a y e r  under  u n s t a b l e  c o n d i t i o n s .  
Above t h e  s u r f a c e  l a y e r  t h e r e  i s  c o n s i d e r a b l e  u n c e r t a i n t y  about  
thte magnitude and h e i g h t  dependence of K 
zz '  Some observed f e a t u r e s  of 
atimospheric f low,  f o r  example, a r e  n o t  c o n s i s t e n t  w i t h  t h e  b a s i c  IC- 
Theory f o r m u l a t i o n  o f  t u r b u l e n t  t r a n s p o r t .  For  example, t h e  d i f f i c u l t y  
of d e s c r i b i n g  c o u n t e r  g r a d i e n t  f l u x e s  of p o l l u t a n t  m a t e r i a l  has  been 
d i s c u s s e d  by W i l l i s  and Deardor f f  (1976). A b a s i c  problem w i t h  t h e  K- 
Theory model, p a r t i c u l a r l y  f o r  c o n v e c t i v e l y  d r i v e n  f l o w s ,  i s  t h a t  t h e  
t u r b u l e n t  t r a n s p o r t  i s  no l o n g e r  d e s c r i b e d  by l o c a l  c o n c e n t r a t i o n  gra-  
d i e n t s .  
With t h e s e  l i m i t a t i o n s  i n  mind, Lamb e t  a l .  (1975) d e r i v e d  empir- 
ical express ions  f o r  K~~ u s i n g  t h e  numer ica l  t u r b u l e n c e  model o f  Dear- 
d o r f f  (1970).  T h e i r  work was d i r e c t e d  a t  f i n d i n g  e x p r e s s i o n s  f o r  t h e  
v e r t i c a l  eddy d i f f u s i v i t y  t h a t  were: p o s i t i v e  d e f i n i t e ,  f u n c t i o n s  o n l y  
of t h e  h e i g h t  above t h e  ground and t h a t  y i e l d e d  s o l u t i o n s  of t h e  d i f f u -  
s i o n  e q u a t i o n  i n  good agreement w i t h  more r e f i n e d  t u r b u l e n c e  modells. 
The methodology employed Lagrangian d i f f u s i o n  t h e o r y  and o p t i m a l  <:on- 
t r o l  t echn iques  t o  develop t h e  p r o f i l e s .  An o p t i m a l  K Z z  was cons idered  
t o  b e  one f o r  which a  s o l u t i o n  t o  t h e  s t e a d y  s t a t e  d i f f u s i o n  e q u a t i o n  
c  ( x , t )  minimized t h e  mean s q u a r e  d i f f e r e n c e  from a  known c o n c e n t r a t i o n  
S 
f i e l d  c K ( x , t ) .  Formal ly  t h e  o b j e c t i v e  was t o  f i n d  a  K which 
z  z  
minimized t h e  index J where 
The d,ata used f o r  determining KZZ were l imi t ed  t o  t he  s t a b i l i t y  condi- 
t i o n s  z / L  = 0  and z/L = -4.5. Recently Lamb and Durran (1978) improved 
t h e  niumerical procedures and extended t h e  s t a b i l i t y  range t o  Z / L  = 
-1100. The c a l c u l a t i o n s  f o r  each of t hese  s t u d i e s  a r e  d isp layed  i n  
Figurje 4.4.  When sca led  wi th  w, t h e  convect ive v e l o c i t y  and Zi ,  t h e  
d i f f u s i v i t y  p r o f i l e s  a r e  s u f f i c i e n t l y  s i m i l a r  i n  shape t o  suggest  t h a t  
a  s i n g l e  p r o f i l e  of t he  form 
might be app l i cab le .  Convective s c a l i n g  i s  app ropr i a t e  because L i s  
small  compared wi th  Z The func t ion  f  can be assumed t o  be  universinl i' 
under t h e  fol lowing condi t ions :  ( i )  t h e  turbulence  s t r u c t u r e  w i th in  t h e  
mixed l aye r  i s  s e l f  s i m i l a r  and i n  equi l ibr ium wi th  t h e  cu r r en t  boun- 
dary condi t ions  and ( i i )  t h e  normalized eddy d i f f u s i o n  Kzz  i s  indepen- 
dent  (of t h e  n a t u r e  of t h e  p o l l u t a n t  source d i s t r i b u t i o n  (Crane e t  a l .  
1977). I n  p r a c t i c e ,  t h e  equi l ibr ium condi t ion  i s  u s u a l l y  s a t i s f i e d  
s i n c e  i t  r equ i r e s  t h a t  t h e  mixed l a y e r  depth v a r i e s  slowly, i . e .  t h a t  
a z i / a t  << w,. W i l l i s  andDeardorff (1976a) i n d i c a t e  t h a t  s e l f  s imi l a r -  
i t y  occurs  a f t e r  w,x/uz exceeds 2.5 (where x i s  t h e  d i s t a n c e  covered i 
a f t e r  t h e  ma te r i a l  has been r e l eased  and u  t h e  mean wind speed).  This 
l a t t e r  cond i t i on  i s  s a t i s f i e d  f o r  g r i d  c e l l  spacing O(5Km). Condition 
FIGURE 4 . 4  
V e r t i c a l  D i f f u s i v i t y  P r o f i l e s  f o r  a Range o f  S t a b i l i t y  
Condi t ions  Derived from Turbulence Model of Deardorff  (1970) 
( i i )  i s  n o t ,  i n  gene ra l ,  s a t i s f i e d  i n  convec t ive ly  d r iven  f lows.  I f  
t h e  eddy d i f f u s i v i t y  were t r u l y  a  l o c a l  p rope r ty  of t h e  t u rbu len t  flow, 
then K,, would be  independent of t h e  he igh t  of source  emissions.  Lamb 
and Durran (1978) determined t h a t  t h e  form of t h e  K p r o f i l e  i s  q u i t e  zz 
dependent on t h e  source  he ight .  With t h i s  p roviso  it can be recognized 
t h a t  most emissions a r e  r e l ea sed  a t  o r  nea r  ground l e v e l  and so a  s i n -  
g l e  p r o f i l e  i s  app l i cab l e .  The numerical form of t h e  p r o f i l e  i s  given 
by (4.24) f o r  s t a b i l i t y  cond i t i ons  i n  t h e  range Z./L<-10. (The same 
1 
p r o f i l e  may a l s o  apply f o r  -lO<zi/~<O.) 
(4.24) 
F i e l d  d a t a  f o r  c  ( x , t ) w e r e  used by Crane e t  a l .  (1977) i n  a  siirni- K 
l a r  approach t o  e s t ima te  t h e  op t imal  d i f f u s i v i t y  p r o f i l e .  Their  
r e s u l t s  a r e  shown i n  F igure  4.5. However,since they neglec ted  t h e  
e f f e c t s  of v e r t i c a l  advec t ion  and l a t e r a l  d i f f u s i o n ,  KZZ Was u n d e r  
es t imated  by a  f a c t o r  of 2. The do t t ed  Pine i n  F igure  4.5 i s  intended 
t o  r e f l e c t  t h i s  co r r ec t i on .  The shaded r eg ion  i n  t h e  c e n t e r  of t h e  
p l o t  ,was excluded because of measurement d i f f i c u l t i e s  when ac/az was 
2 -1 
small  and t h e  e f f e c t i v e  d i f f u s i v i t y  was l a r g e  O(100 m s  ). An impor- 
t a n t  f e a t u r e  of t h e i r  r e s u l t s  was t h a t  t h e  d i f f u s i v i t y  was q u i t e  smal l  
near  t h e  t o p  of t h e  mixed l aye r .  The divergence of (4.24) f o r  z/Zi>0.8 
i s  most l i k e l y  due t o  t h e  numerical t rea tment  of t h e  p r o f i l e  i n  t h e  
s o l u t i o n  process ,  s i n c e  no boundary s lopes  wereimposed. There i s  no a  
p r i o r i  reason  why t h e  d i f f u s i v i t y  should be  a  maximum a t  t h e  t op  of t h e  
mixed l a y e r ;  indeed t h e  r e s u l t s  of Zeman and Lumley (1976),  and t h e  
s tudy  of S t u l l  (1973) would tend t o  suggest  a small value .  
FIGERE 4.5 
V e r t i c a l  Turbulent  D i f f u s i v i t y  P r o f i l e s ,  Derived from F i e l d  
Measurements and a Second Order Closure Calcu la t ion .  
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For tihis reason (4.24) was modified f o r  z>Z.>0.6 to the  following form 
1 
This  f u n c t i o n  smoothly reduces t h e  p r o f i l e  t o  a small  va lue  a t  t h e  t op  
of t h e  mixed l aye r .  For z > l - l Z .  t h e  d i f f u s i v i t y  i s  held cons tan t  a t  a 
1 
value! of which i s  approximately one percent  of t h e  maximum 
va lue  i n  t h e  mixed l aye r .  
Summa.rizing, t h e  v e r t i c a l  eddy d i f f u s i v i t y  p r o f i l e  under uns t ab l e  condi- 
tions used in t h i s  study is shown i n  Figure 4.6 and is given by: 
Near t h e  ground t h e  p r o f i l e  matches t h e  similarity solution quite 
close!ly. The maximum va lue  of t h e  d i f f u s i v i t y  occurs  when z/Z. r 0.5 
9 
and h~as a magnitude - 0.21w,Z For t y p i c a l  meteoro logica l  condi t ions  i ' 
t h i s  corresponds t o  a d i f f u s i v i t y  of O(100 m2 s and a d i f f u s i o n  time 
2 def ined  by Zi /Kzz  of 0(5Zi/w,). While t h e  d i f f u s i v i t i e s  appear t o  be  
h igh  they  a r e  i n  accord w i th  t h e  r e s u l t s  of some r ecen t  boundary l a y e r  
FIGURE 4.6 
V e r t i c a l  Turbulent  D i f f u s i v i t y  P r o f i l e  
Corresponding t o  (4.26) 
models. Yamada (1977),  f o r  example, has  observed maximum d i f f u s i v i t i e s  
2 
of Cl(100 m s - I )  when modeling t h e  Wangara day 34 f i e l d  experiment. 
Above t h e  s u r f a c e  l a y e r  t h e  obse rva t iona l  evidence i s  inadequate  t o  
v e r i f y  more than an o r d e r  of magnitude e s t ima te  of t h e  d i f f u s i v i t y .  
C lea r ly  t h e r e  i s  a  need f o r  more f i e l d  d a t a  t o  e s t a b l i s h  t h e  shape of 
t h e  p r o f i l e  i n  t h e  upper p o r t i o n s  of t h e  mixed l aye r .  
A number of o t h e r  models f o r  uns t ab l e  condi t ions  have been used 
i n  a i r shed  modeling s t u d i e s ,  no t ab ly  t h e  formula t ions  of O'Brien (1970) 
and Myrup and Ranzier i  (1976). O'Brien's model de f ines  a  cubic polyno- 
mia l  v a r i a t i o n  of K above t h e  s u r f a c e  l aye r .  Boundary condi t ions  a r e  Z z 
e s t a b l i s h e d  by matching a  s i m i l a r i t y  s o l u t i o n  a t  t h e  top  of t h e  s u r f a c e  
l a y e r  and f i x i n g  p r o f i l e  g r a d i e n t s  a t  z  = I L I  and Z i The exp re s s i , on  
f o r  t h e  d i f f u s i v i t y  i s  g iven  by 
where t h e  he igh t  of t h e  t op  of t h e  s u r f a c e  l a y e r  i s  g iven  by z = ILI. 
The s i m i l a r i t y  s o l u t i o n  can be  used t o  eva lua t e  K ( I L I ) ,  t h e  g ~ a d i e n t  
aK/az, and t h e  maximum d i f f u s i v i t y  i n  t h e  mixed l aye r .  
Assuming z i > > l l  l t he  maximum d i f f u s i v i t y  occurs  a t  z j z i  = 0.3 and i s  
given by 
Myrup and Ranzier i  (1976) developed an approach based on s i m i l a r i t y  
theory and a s e t  of empir ica l  formulae. For uns t ab le  condi t ions  
(z/L<-5) t h e i r  p r o f i l e  i s  s p e c i f i e d  by 
1 
Z t  K = ku* z[1-15 q (4.31) 
z z 
where 
For t h e  above condi t ions  t h e  maximum d i f f u s i v i t y  occurs  a t  z/Zi ' 0 - 5  
wi th  a  va lue  K zz (max) 0 . 4 ~ ~  Z . .  1 Figure  4 . 7  p re sen t s  a  comparison of 
t h e  t h r e e  d i f f e r e n t  d i f f u s i v i t y  models f o r  a  s e t  of t y p i c a l  meteo:rolog- 
i c a l  condi t ions .  A s t r i k i n g  f e a t u r e  of t h e  p l o t  i s  t h e  similar it:^, i n  
t h e  upper and lower reg ions  of t h e  mixed l a y e r ,  between (4.27) and t h e  
0"Brien model. The maximum d i f f u s i v i t y  f o r  a l l  models i s  q u i t e  l a r g e  
which i n  t u r n  i m p l i e s  t h a t  t h e  v e r t i c a l  mixing i s  q u i t e  rap id .  
4.8 V e r t i c a l  D i f f u s i v i t v  P r o f i l e  for Neutral  Conditions 
Under n e u t r a l  condi t ions  t h e  atmospheric l apse  r a t e  i s  ad iaba t i c .  
Close to1 t h e  ground t h e  v e r t i c a l  eddy d i f f u s i v i t y  p r o f i l e  can be  based 
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FIGURE 4.7 
Comparison of D i f f u s i v i t y  P r o f i l e s  f o r  Unstable Conditions 
(L = -30m, u* = 0.5m/sec Zi = 500 m) 
on Monin-Obukhov s i m i l a r i t y  theory i n  which case  4, = 1 and KZZ=k.u*Z* 
with t h i s  formulat ion K increases  without  l i m i t ,  c l e a r l y  a  phys i ca l ly  Z z 
u n r e a l i s t i c  s i t u a t i o n .  Myrup and Ranzier i  (1976) proposed a  s e t  of 
empir ica l  ' r o l l  o f f '  f unc t ions  f o r  extending t h e  model t o  a 1 t i t u d . e ~  
above t h e  su r f ace  l aye r .  
The form implied by (4.33) i s  some what a r b i t r a r y .  S h i r  (1973) 
developed t h e  fol lowing r e l a t i o n s h i p  from a  s tudy of a  one-dimen~~ional  
vers ion  of a  t u rbu len t  t r a n s p o r t  model f o r  e x t r a p o l a t i o n  above t h ~ e  sur-  
f a c e  l a y e r ,  
8 fz  
Kz z = ku,z exp 1- -1 U* 
where f  = 2 ~ c o s ( $ ) i s  t h e  C o r i o l i s  parameter corresponding t o  t h e  l a t i -  
turde $ of t h e  a i r shed .  Under n e u t r a l  condi t ions  L = and so t h e  
Monin-Obkuhov length  i s  no t  an appropr i a t e  choice f o r  t h e  v e r t i c a l  
l ength  sca l e .  An a l t e r n a t i v e  i s  t o  d e f i n e  t h e  s c a l e  i n  terms of t h e  
Ekmman layer height  u*/f. Another foZmulati0n was proposed by Businger 
and Ayra (1974) f o r  n e u t r a l  and s t a b l e  condi t ions .  
where vg i s  t h e  geos t rophic  wind component or thogonal  t o  t h e  su r f ace  
wind and a a cons tan t .  Note t h a t  i f  V is approximately su*, a s  has g 
been ,predicted by the turbulence models of Wyngaard (1973) and Deardorff 
(19701, then both (4.34) and (4.35) a r e  very  s i m i l a r .  Lamb e t  a l .  
(1975) ca l cu la t ed  t h e  eddy d i f f u s i v i t y  of v i r t u a l  p a r t i c l e s  by employ- 
ing tlhe same techniques descr ibed  i n  t h e  previous sec t ion .  Thei r  po:Ly- 
nomia'l form f o r  t h e  n e u t r a l  case  i s  given by 
The piredictions of t he  var ious  models a r e  shown i n  F igure  4.8 where 
the  s c a l e  he ight  has been replaced wi th  
Sh i r  (1973) 
Myrup and Ranzier i  (1976) (4.37) 
Lamb e t  a l .  (1975) 
From an examination of t h e  p r o f i l e s  it i s  c l e a r  t h a t  t h e r e  a r e  substan- 
t i a l  d i f f e r e n c e s  i n  t h e  magnitudes of K predicted by t h e  various Z Z 
models. Unlike t h e  uns t ab le  case  d iscussed  i n  t h e  previous s e c t i o n ,  
t h e  s l imi la r i ty  s o l u t i o n  and t h e  form proposed by Myrup and Ranzier i  
(1976) appear t o  be much l a r g e r  than t h e  'optimal' p r o f i l e .  
FIGURE 4 .8  
Comparison of Var ious  Models f o r  V e r t i c a l  
D i f f u s i v i t y  P r o f i l e  Under N e u t r a l  Condi t ions  
The d i f f u s i v i t y  estimates a t  t h e  t o p  o f  t h e  boundary l a y e r  p r e d i c t e d  by 
t h e  s i m i l a r i t y  s o l u t i o n  are e x c e s s i v e l y  l a r g e .  The p r o f i l e s  o f  S h i r  
(1973) and Lamb e t  a l .  (1975) are i n  q u i t e  c l o s e  agreement up t o  a 
h e i g h t  o f  z/H = 0.3 .  Above t h i s  e l e v a t i o n  t h e  polynomial  p r o f i l e  is 
c o n s i d e r a b l y  s m a l l e r .  For  t h e  purposes  o f  t h e  p r e s e n t  model t h e  v e r t i c a l  
d i f f u s i v i t y  p r o f i l e  under  n e u t r a l  c o n d i t i o n s  w i l l  be  r e p r e s e n t e d  by (4 .34) .  
4.9 V e r t i c a l  D i f f u s i v i t y  P r o f i l e  f o r  S t a b l e  Condi t ions  
S t a b l e  c o n d i t i o n s ,  which t y p i c a l l y  occur  a t  n i g h t t i m e ,  a r e  a n  
impor tan t  de te rminan t  of p o l l u t a n t  c a r r y o v e r  e f f e c t s .  When z/L > 0  
t h e  n a t u r e  o f  t h e  mixing p r o c e s s e s  i s  q u i t e  d i f f e r e n t  from e i t h e r  t h e  
n e u t r a l  o r  u n s t a b l e  c a s e s .  For  example, i n  a  s t a b l y  s t r a t i f i e d  s h e a r  
f low,  t u r b u l e n t  energy  can b e  t r a n s f e r r e d  by i n t e r n a l  g r a v i t y  waves. 
These waves can  become u n s t a b l e  and b r e a k  i n t o  i s o l a t e d  p a t c h e s  of 
t u r b u l e n c e .  Wyngaard (1975) h a s  p o s t u l a t e d  t h a t  wave-induced i n -  
s t a b i l i t i e s  a r e  p robab ly  r e s p o n s i b l e  f o r  a  l a r g e  f r a c t i o n  of s c a l a r  
d i f f u s i o n .  The i n t e r m i t t e n t  n a t u r e  o f  t h e s e  i n s t a b i l i t i e s  c o n s i d e r a b l y  
c o m p l i c a t e s  t h e  modeling problem because  waves, a s  w e l l  as t h e  t u r b u l e n t  
p a t c h e s ,  can  t r a n s p o r t  momentum. The models d i s c u s s e d  below do n o t  
p r e d i c t  t h e s e  l o c a l  d i s t u r b a n c e s  s i n c e  t h e y  a r e  i n t e n d e d  t o  r e p r e s e n t  a n  
ensemble a v e r a g e  d i f f u s i v i t y .  
Even under t h e  most s t a b l e  condi t ions  i t  i s  l i k e l y  t h a t  t u r b u l e n t  mix- 
ing occurs  a t  t h e  sur face .  For example t h e  maximum shear  a t  t h e  aur- 
f a c e  under a  l i g h t  geos t rophic  wind, Vg 
- ,  i s  given by 
where f  = Zwcos($~) i s  t h e  C o r i o l i s  parameter ( =  10-~-s - l )  and v i s  t h e  
kinematic v i s c o s i t y  (L- 1.5 x m2 s-'1. Assuming t h a t  t h e  c r i t i c a l  
Richardson number f o r  t r a n s i t i o n  from a tu rbu len t  t o  a  laminar flow i s  
0.25 then (4.3) can be combined wi th  (4.38) t o  g ive  an express ion  f o r  
t h e  su r f ace  temperature g rad ien t .  
For t h e  s t a t e d  condi t ions ,  t h e  temperature g rad ien t  must exceed a  phy- 
s i c a l l y  u n r e a l i s t i c  va lue  of - 25O~/m t o  maintain a  laminar flow. Far  
from the  su r f ace  the  condi t ions  a r e  much l e s s  s t r i n g e n t  and laminar 
regimes can e x i s t .  I n  t h e  su r f ace  l a y e r ,  s i m i l a r i t y  theory can be used 
t o  g ive  an expression f o r  momentum and hea t  d i f f u s i v i t y .  Using t h e  
f i e l d  d a t a  of Businger e t  a l .  (1971) and (4.16) t h e  expressions a r e  
given by 
ancl 
Again., a s  i n  t he  previous cases ,  the  above r e s u l t s  a r e  not  a p p l i c a b l e  
f o r  Z / L  > 1. Under s t a b l e  condi t ions ,  mixing above t h e  su r f ace  l a y e r  
can be expected t o  be q u i t e  d i f f e r e n t  from l o c a l  f r e e  convection where 
t h e  eddies  s c a l e  wi th  t h e  depth of t h e  mixed l a y e r  Zi. When z  > L t h e  
app ropr i a t e  s c a l e  f o r  t h e  eddies  i s  L  because buoyancy i n h i b i t s  v e r t i -  
c a l  excursions of a i r  pa rce l s  over  l a r g e r  d i s t ances .  This emphasizes 
t h a t  under s t a b l e  condi t ions  t h e r e  i s  a  minimum of t u rbu len t  exchange 
i n  t h e  v e r t i c a l  d i r e c t i o n .  Businger and Ayra (1974) proposed a modifi- 
c a t i o n  of (4.31) t o  extend t h e  model above z  = L. 
The maximum value  of t h e  d i f f u s i v i t y  f o r  t h i s  model i s  given by t h e  
empir ica l  expression.  
L 
U* f L  0.9 K (max) 0.03 - (-) 
z z  u* 
For t y p i c a l  meteorological  condi t ions  t h e  maximum d i f f u s i v i t y  can be 
expected t o  be i n  t h e  range 0.5 - 5 m2/sec. The magnitude i s  consider-  
ab ly  smaller  than t h e  equiva len t  values encountered under s t rong ly  
unsta 'ble condi t ions .  A l i m i t a t i o n  of t h e  above formulat ion i s  t h e  need 
f o r  a  knowledge of t h e  geos t rophic  wind v e l o c i t y  v Unless t h i s  i s  g 
avai lcable ,  (4.42) must be solved s imultaneously wi th  t h e  equat ions of 
motion f o r  a  s teady-s ta te  ba ro t rop ic  l aye r .  I f  t he  assumption V 
discussed in the previous section, is employed then (4.43) can be 
wr:itten i n  t he  form 
Th:is model i s  q u i t e  s i m i l a r  t o  t h e  Myrup and Ranzier i  (1976) form 
except t h a t  t h e  exponent ial  decay i s  replaced by t h e  ' rol l -off '  func- 
t i o n s  defined by (4.30). An a l t e r n a t i v e  approach i s  t o  modify t h e  
O'lBrien formula not ing  t h a t  t h e  express ion  (4.27) enables  a  unique 
polynomial p r o f i l e  t o  be  e s t a b l i s h e d  by matching t h e  appl ied  boundary 
condi t ions .  From (4.41) t h e  s lope  a t  z  = L i s  given by 
Subs t i t u t ing  t h i s  r e s u l t  i n t o  (4.27) and de f in ing  t h e  s c a l e  height: t o  
be H ,  t he  v e r t i c a l  d i f f u s i v i t y  v a r i a t i o n  i s  
where K(L) = 0.025ku*L. I f  K(H) i s  s e t  equal t o  K(L) then (4.46) can 
be f u r t h e r  s imp l i f i ed  t o  
The form and magnitude of t h e  s c a l e  he igh t  H c l e a r l y  depends on t h e  
met:eorological condi t ions .  Wyngaard (1975) concluded t h a t  tu rbulence  
i s  confined t o  a l a y e r  of th ickness  H given approximately by 
This r e s u l t  i s  t h e  same form a s  t h e  power law p red ic t ed  by Z i l i t i n k e -  
v i c h  (1972) and, a p a r t  from a d i f f e r e n t  cons tan t  0.74, i s  i d e n t i c a l  
t o  the  Businger and Ayra (1974) K-Theory model. Within the  a i r shed  
model t h e  form (4.46) was adopted wi th  K(H) = 0.05 K(L) = 0.01 ku,~, 
Above z = H ,  K,, i s  he ld  f i x e d  a t  K(H) which r e s u l t s  i n  d i f f u s i v i t i e s  
O(0.1 m2 s , a va lue  c o n s i s t e n t  w i th  t h e  modeling s t u d i e s  of Yu 
(1977). The d i f f u s i v i t y  p r o f i l e s  f o r  t h e  above models a r e  very  s i m i l a r  
t o  t h e  forms shown i n  F igure  4.8. Considering t h e  magnitude of t h e  
d i f f u s i v i t i e s ,  t h e  a s soc i a t ed  mixing times and g r i d  c e l l  spacing,  t h e  
s imples t  p r o f i l e  i s  a Constant va lue  of K = K(L)  f o r  0 ( z ( H and 
Z Z 
Kz z = pK(L) f o r  z > H where p i s  a small  f r a c t i o n  - 0.05. 
Evaluat ion,  s e l e c t i o n  o r  development of a model f o r  s tab le  condii- 
t i o n s  i s ,  a t  p re sen t ,  considerably hampered by a lack  of s u i t a b l e  f i e l d  
da t a .  An i n t e r e s t i n g  t o p i c  f o r  f u r t h e r  r e sea rch  i s  t o  develop an 
understanding of t h e  r o l e  of d e n s i t y  s t r a t i f i c a t i o n  i n  i n h i b i t i n g  t u r -  
bu len t  mixing and t r anspor t .  
4 . 1 0  :Horizontal Eddy Dif fus ion  Coef f i c i en t s  
Completion of t he  eddy d i f f u s i o n  model r equ i r e s  s p e c i f i c a t i o n  of 
t h e  ho r i zon ta l  components Kxx, K . Unlike t h e  v e r t i c a l  d i r e c t i o n ,  t h e  
YY 
contrilbution from tu rbu len t  f l u x e s  i s  small  compared t o  t h e  advection. 
For t y p i c a l  urban meteorological  condi t ions  and g r i d  c e l l  spac ings ,  a  
simple s c a l e  a n a l y s i s  i n d i c a t e s  t h a t :  
With t h i s  r e s u l t  it  i s  evident  t h a t  t h e  model formulat ion f o r  Kxx, K~~ 
i s  not  a s  c r i t i c a l  a s  i n  t h e  case  f o r  K 
ZZ.  
Liu e t  a l .  (1977) s tud ied  
t h e  inf luence  of changes i n  K, K~~ 
( 0  - 500 m2/sec) and concluded 
t h a t  t he  e f f e c t  on concent ra t ion  p r e d i c t i o n s  f o r  a r e a  wide averages i s  
q u i t e  smal l ,  < 2%. This r e s u l t  should,  however, be i n t e r p r e t e d  i n  t h e  
l i g h t  of t h e  observa t ion  t h a t  when simple numerical s o l u t i o n  techniques 
a r e  employed t h e  e f f e c t i v e  d i f f u s i o n  c o e f f i c i e n t  Ke i s  t h e  sum of two 
terms. One term,Kn, i s  due t o  t h e  numerical t r u n c a t i o n  e r r o r  and t h e  
o t h e r  i s  t he  r e a l  phys ica l  component, K i.e. 
P ' 
Unless s p e c i a l  p recaut ions  a r e  taken K can exceedK and so  large 
n P 
changes i n  K do not  in f luence  Ke. As an extreme example t h e  simple 
P 
2 
upwind d i f f e r e n c e  scheme f o r  t h e  advect ion equat ion has Kn=(uax-u A t ) / 2  
2 -1 
= O(1000 m -s . A consequence of using more r e f ined  numerical tech- 
niques i s  t h a t  more a t t e n t i o n  must be given t o  K s i n c e  K 
P p > Kn-  
Many previous s t u d i e s  have e i t h e r  ignored t h e  ho r i zon ta l  d i f f u s i o n  
terms o r  have assumed, a s  i n  t h e  case  of Reynolds e t  a l .  (19731, a  
2 
cons tan t  va lue  50 m s .  The inf luence  of s t a b i l i t y  and g r i d  s i z e  
was incorporated i n t o  t h e  MacCracken e t  a l .  (1978) model using t h e  
s c a l e  dependent d i f f u s i o n  approach of Batchelor  (1950) and Walton(1973). 
The bases  f o r  t he  formulat ion adopted i n  t h i s  study a r e  t h e  c l a s -  
s i c  work of Taylor (1938), t h e  labora tory  s t u d i e s  of W i l l i s  and Dear,- 
dor f f  (1976b)and some sugges t ions  by Lamb (1977). I f  x i ( t )  i s  the  d is -  
placement of a  p a r t i c l e  i n  t h e  i t h  d i r e c t i o n  due t o  an eddy v e l o c i t y  
u;(t) then t h e  r a t e  of change of d i s p e r s i o n  i s  a  s t a t i o n a r y  and homo- 
.geneous turbulent f i e l d  given by 
where < > r e p r e s e n t s  an ensemble average and R i i  i s  t h e  Lagraflgian 
v e l o c i t y  c o r r e l a t i o n  c o e f f i c i e n t  def ined a s  
From t h i s  express ion  t h e  i n t e g r a l  s c a l e  of t he  turbulence  can be' 
def ined  a s  
T~ i s  a  measure of t h e  t i m e  over  which u; is  c o r r e l a t e d  wi th  i t s e l f .  
Now i n t e g r a t i n g  (4.52) wi th  r e spec t  t o  time g ives  
which i n  t he  l i m i t  of small  and l a r g e  times leads  t o  tbe  r e s u l t s  
Where 
K . .  has t h e  dimensions of a d i f f u s i o n  c o e f f i c i e n t ,  s i n c e  f o r  t>>T  
1.1 L 
Measurements of T i n  t h e  atmosphere are extremely d i f f i c u l t  and i t  i s  L 
nolt a t  a l l  c l e a r  whether t h e  cond i t i on  t >> T holds f o r  urban s c a l e  L 
fl.ows. The time t i n  t h e  case  of t h e  present  model i s  equal  t o  t h e  
numerical time s t e p  A t  - O(1000 sec ) .  Csanady (1973) i n d i c a t e s  t h a t  a 
t y p i c a l  eddy which i s  generated by shear  flow nea r  t h e  ground has a 
Lergrangian time-scale of the o r d e r  of 100 sec.  Lamb and Neiburger 
(l.971) i n  a s e r i e s  of measurements i n  t h e  Los Angeles Basin est imated 
the  Euler ian  time-scale T t o  be  - 50 sec.  I n  a d i scuss ion  of some 
e 
f i e l d  experiments Lumley and Panofsky (1964) suggested t h a t  T < 4 Te L 
and so an approximate upper l i m i t  of T f o r  t h e  Los Angeles d a t a  i s  200 L 
seconds. I f  t h e  averaging i n t e r v a l  i s  s e l e c t e d  t o  be  equal  t o  t h e  
t r a v e l  time then an approximate va lue  f o r  K can be deduced from t h e  H 
measu.rements of Willis and Deardorff (1976b). Thei r  d a t a  i n d i c a t e  t h a t  
f o r  uns t ab le  condi t ions  (L > 0 )  and a  t r a v e l  time t = 3Z./w, 
1 
Employing t h e  previous t r a v e l  t ime e s t ima te  and combining t h i s  r e s u l t  
w i th  (4.58) g ives  
This  l a t t e r  r e s u l t  can be expressed i n  terms of t h e  f r i c t i o n  v e l o c i t y ,  
U* and t h e  Monin-Obukhov l eng th  L  
For a  range of t y p i c a l  meteoro logica l  condi t ions  t h i s  formulat ion 
2 
r e s u l t s  i n  d i f f u s i v i t i e s  O(50-100 m I s e c ) .  Some t y p i c a l  r e s u l t s ,  p l o t -  
t e d  i n  F igure  4.9, a r e  i n  q u i t e  c l o s e  agreement wi th  f i e l d  measurements 
and the  formulae recommended by Briggs (1974) f o r  c i t y  condi t ions .  In 
t h e  above model K v a r i e s  a s  a  func t ion  of t h e  s u r f a c e  condi t ions  a t  H 
d i f f e r e n t  s p a t i a l  l oca t ions  but  i s  assumed t o  be  i n v a r i a n t  wi th  heig'ht. 
This l a t t e r  assumption i s  based on t h e  observa t ion  t h a t  t h e  energy d i s -  
s i p a t i o n  r a t e  E ( Z )  i s  a  weak f u n c t i o n  of e l e v a t i o n  wi th  Kg- and 
f o r  most p r a c t i c a l  purposes can be ignored. 
W M L  TIME, seconds 
FIGURE 4.9  
Cross Wind s tandard  Deviat ion rs a s  a Function of Travel  Time 
Y (Labeled p o i n t s  correspond t o  examples i n  Table 4 .4)  
(St .  Louis d a t a  der ived  from McElroy and Pooler ,  1968; Zos 
Angeles d a t a  der ived  from Drivas and Sha i r ,  1975; Shair, 19'77) 
TABLE 4.4 
Typical Horizontal Eddy Diffusivities 
and Cross Wind Standard Deviations 
- 
Stability z L Travel 
0 
u u* i W* K~ 0 
2 y Time Class (m> (m> (m/sec) (m/sec) (m) (m/sec)(m /set> (m> (set) 
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4.11  Appl ica t ion  and V a l i d i t y  -- of t h e  Di f fus ion  C o e f f i c i e n t s  
Previous s e c t i o n s  have been devoted t o  surveys and a  d e t a i l e d  d i s -  
cussion of t h e  va r ious  d i f f u s i v i t y  expressions embedded i n  t h e  a i r shed  
model. The inpu t s  requi red  t o  c a l c u l a t e  t h e  components of K  a r e  a s  
f o l . 1 0 ~ ~ :  su r f ace  wind speed U ,  roughness he ight  z s o l a r  in tens it.^ I, 
0 ' 
mixed l a y e r  depth  Zi ,  l a t i t u d e  and v e r t i c a l  ex t en t  of t h e  a i r shed .  A 
summary of t h e  s t e p s  i n  t h e  c a l c u l a t i o n a l  procedure f o r  each s t a b i l i t y  
regime i s  presented i n  F igure  4 - 1 0 .  
I n  cons t ruc t ing  t h e  models f o r  K z z  and K~ a  of c r i t i c a l  
assumptions were invoked. The f i r s t  was t o  assume t h a t  t h e  temporal 
v a r i a t i o n s  i n  t h e  components of K  r a p i d l y  a d j u s t  t o  changes i n  t h e  
met:eorological condi t ion .  A formal v a l i d a t i o n  of t h i s  condi t ion  would 
be q u i t e  complex. As an a l t e r n a t i v e  i t  i s  u s e f u l  t o  observe t h a t  t h e  
char rac te r i s t ic  t ime s c a l e s  f o r  uns t ab le ,  n e u t r a l  and s t a b l e  condi t ions  
(Zi./w*, zi/un, L/u*) a r e  a l l  i n  t h e  range o f  100-500 seconds. The temporal 
scalles of t h e  processes  d r i v i n g  t h e  boundary l aye r  dynamics a r e  much 
longer ,  p a r t i c u l a r l y  i f  i t  i s  noted t h a t  most meteoro logica l  d a t a  used 
i n  a i r shed  modeling s t u d i e s  a r e  hour ly  averaged. An imp l i ca t ion  of t h i s  
d i scuss ion  i s  t h a t  t h e  turbulence  l e v e l s  change wi th  t ime but  i n  such a  
way t h a t  a t  any i n s t a n t  t h e  f low can be considered s t a t i o n a r y .  Ce r t a in  
non.-stationary condi t ions  cafi e x i s t ,  however, a t  s u n r i s e  and sunset .  
An assumption, poss ib ly  more r e s t r i c t i v e  than  s t a t i o n a r i t y ,  i s  
t h a t  w i t h i n  t h e  su r f ace  g r i d  c e l l s  an equi l ibr ium s t a t e  has been 
assumed between t h e  f l u x e s  and g rad ien t s .  As a i r  pa rce l s  move over  t h e  
a i r shed  they experience t h e  e f f e c t s  of changes i n  su r f ace  roughness. 
The adjustment p'rocess is  r e l a t i v e l y  slow, implying t h a t  t h e  t r a n s i t i o n  
INPUTS: U, z,, SOLAR RADIATK)N, Zi, LATITUDE, 
AND VERTICAL EXTENT OF AIRSHED 
EVALUATION OF PASQUILL- G IFFORD STABILITY CLASS 
I 
CALCULATION OF 1/L USING APPROXIMATION 
TO GOLDER PLOT 
I 
FRICTION VELOCITY u, (4.14) 
I 
UNSTABLE NEUTRAL STABLE 
CONDITIONS CONDBTIONS CONDITIONS 
CONVECTIVE CORIOLIS CORIOLIS 
VELOCITY PARAMETER PARAMETER 
SCALE w, f = 2 w  cos t$ f = 2w cos + 
I u * SCALE HEIGHT I SCALE HEIGHT (4.48) 
I I 
EL'ALUATION OF EVALUATION OF EVALUATION OF 
Kzz (4.26) Kzz (4.34) Kzz (4.46) 
Summary of Calculational Procedure to Evaluate 
the Vertical Variation of K 
z z 
reg ion  occupies a  s i g n i f i c a n t  po r t ion  of t he  a r e a  above t h e  new sur-  
face.  In  t h e  t r a n s i t i o n  reg ion  t h e  d i f f u s i v i t i e s  a r e  a  func t ion  of t h e  
downwind f e t c h  from t h e  edge of t h e  change a s  w e l l  a s  t h e  parameters 
discussed previously.  Mulhearn (1977) has r e c e n t l y  developed a  s e t  of 
r e l a t i o n s h i p s  between t h e  su r f ace  f luxes  and mean p r o f i l e s  of concen- 
t r a t i o n  downwind of a  change in zo. The r e s u l t s  i n d i c a t e  t h a t  i f  hor- 
i z o n t a l  homogeneity i s  assumed wi th in  each computational c e l l  t h e  K 
Z z 
values  w i l l  be  overest imated f o r  t h e  case  of a  rough t o  smooth t r a n s i -  
t i o n  and underestimated f o r  t h e  oppos i t e  case. With a su f f i c i en t l l y  
l a r g e  g r i d  c e l l  spacing t h e  e f f e c t s  of inhomogeneities a r e  small .  
4 .12  Conclusions 
Turbulent d i f f u s i o n  i s  an important process  which inf luences  t h e  
a i r shed  cancen t r a t ion  d i s t r i b u t i o n s .  I n  t h i s  chapter t h e  parameteriza- 
t i o n  of t h e  components of K has been presented.  A d i f f e r e n t  model. f o r  
each of t h e  s t a b l e ,  n e u t r a l  and uns t ab le  condi t ions  was introduced. 
Pa~ : t i cu l a r  emphasis was g iven  t o  developing models f o r  K K undler 
Z Z '  H 
convect ively d r iven  condi t ions .  I n  a l l  c a ses  t h e  guiding princip1.e i n  
moclel formulat ion was t o  employ only  those  d a t a  which a r e  commonly 
a v a i l a b l e  o r  r e a d i l y  est imated.  Within t h e  a i r shed  model t h e  dif-.  
f u s i v i t y  expressions have been implemented a s  s e p a r a t e  modules and so  
inc:orporation of any modi f ica t ions  i s  q u i t e  s t ra ight forward .  
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CHAPTER 5 
CONVECTIVE DOWNMIXING OF PLUMES IN A COASTAL ENVIRONMENT 
( R e p r i n t e d  from J. Appl i ed  Meteorology,  - 20, 1312-1324) 
J O U R N A L  O F  A P P L I E D  M E T E O R O L O G Y  
Convective Downmixing of Plumes in a Coastal Environment 
GREGORY J. MCRAE, FREDRICK H. SHAIR' and JOHN H. SEINFELD' 
Environmental Qualify Laboratory. California Institute of Technology, Pasadena 91125 
(Manuscript received 30 April 1981, in final form 2 August 1981) 
ABSTRACT 
This paper describes the results of an atmospheric tracer study in which sulfur hexafiuoride (SF,) was 
used to investigate the transport and dispersion of effluent from a power plant located in a coastal 
environment. The field study demonstrated that material emitted into an elevated stable layer at night 
can be transported out over the ocean, fumigated to the surface, and then be returned at ground level 
by the sea breeze on the next day. At night when cool stable air from the land encounters the warmer 
ocean convective mixing erodes the stable layer forming an internal boundary layer. When the growing 
boundary layer encounters an elevated plume the pollutant material, entrained at the top of the mixed 
layer. can be rapidly transported in -20 min to the surface. Various expressions for the characteristic 
downmixing time (A = Z,/w,) are developed utilizing the gradient Richardson number, the Monin- 
Obukhov length and turbulence intensities. Calculations using these expressions and the field data 
are compared with similar studies of convective mixing over the land. 
1. Intraduction atmospheric tracers, including sulfur hexafluoride 
A major influenee on pollutant dispersion and 
transport in coastal environments is the presence of 
landsea breeze circulation systems. Unfortunately 
the characterization of turbulent transport is compli- 
cated by the presence of flow reversals and differing 
atmospheric stabilities. Since many large sources 
are located in shoreline environments, it is important 
to understand the mixing characteristics within the 
boundary layer. A field experiment designed to de- 
termine the fate of pollutants emitted into the off- 
shore flow associated with a landtsea breeze circula- 
tion system, was carried out by Shair et of. (1981). 
In that study it was found that tracer material 
emitted into an elevated stable layer at night could 
be transported out over the ocean, fumigated to the 
surface, and then be returned at ground level by the 
sea breeze on the next day. The objectives of this 
work are to examine the vertical transport processes 
responsible for this rapid downmixing and to char- 
acterize the mixing rates within the internal boundary 
layer formed when cool air from the land is advected 
out over a warm ocean surface. 
2. Description of field experiment 
Because of the complexity of atmospheric flows, 
the only direct way to relate the emissions from a 
particular source to observed concentrations is to 
tag the source exhaust gases so they can be uniquely 
identified. Over the last few years a variety of 
' Department of Chemical Engineering. 
(SF,), fluorescent particles, halocarbons and deu- 
terated methane, have been used in transport and 
diffusion studies. Sulfur hexafluoride was used in 
this experiment because it is gaseous, physiologically 
inert, chemically stable, and easily detected using 
electron-capture gas chromatography (Simmonds 
et al., 1972). Drivas and Shair (1974), L,amb et al. 
(1978a,b) and Dietz and Cote (1973) have success- 
fully demonstrated the utility of SF, as a tracer in 
large-scale field studies. Current analysis techniques 
have achieved detection limits of 2 x 10-l3 parts 
SF, per part of air. From a practical point of view 
both the release techniques and sampling protocols 
are well established and reliable. 
Each experiment was carried out by inljecting the 
tracer gas into the number 4 stack of the Southern 
California Edison El Segundo power plant located 
on the shore of Santa Monica Bay (Fig. 1). This 
particular chimney is 61 m high and 4.3 m in diam- 
eter. The tracer was released at a time when the flow, 
at the effectlve stack height, was offsholre. Before 
each experiment an initial estimate of the plume rise 
was determined using Briggs' formu1a.s (Briggs, 
1969; 1975) for neutral conditions. For the: particular 
load conditions (0.57 of capacity), an exhaust gas 
temperature of 365 K and a gas flow rate of 230 m3 
s-', the plume rise was estimated to be 250 m. This 
information, together with the vertical wind distribu- 
tion obtained from pibal releases, was used to es- 
tablish the time to initate the tracer injection so that 
the material was released into the offslhore flow. 
After the experiment a more detailed c,alculation, 
0021-895U811111312-13507.25 
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accour~ting for the actual vertical variations in wind ments and automobile traverses were used by Shair 
and temperature profiles, was carried out using the et al. (1981) to calculate the flux of SF, across 
Schatzmann (1979) integral plume rise model, using the coast. 
meteorological data from Schacher et al.  (1978). The tracer experiments were carried out in 
During, the first test, on 22 July 1977, 90 kg of SF, collaboration with investigators from the Environ- 
was released at a rate of 5.0 g s-' from 0005-0500 mental Physics Group at the Naval Postgraduate 
(all times PDT). During the second test 245 kg of School in Monterey, California. The research vessel 
SF, were released, at a higher rate of 13.6 g s-', Acania was used a s  a platform to collect meteoro- 
from 2303 on 23 July 1977 until 0400 on 24 July. logical data in the vicinity of Santa Mon~ca  Bay. The 
The amount and release rates for each experiment ship was equipped with a complete suite of rneteoro- 
were selected so  that there was sufficient material logical equipment capable of multilevel measure- 
to  distinguish the source from the background at the ments (4.2,7.0 and 22.5 m above the ocean) of mean 
maximum sampling distance. If the total amount of and fluctuating quantities. Since complete details 
tracer released during each experiment were to  be of the instrumentation can be found in Houlihan 
uniforrnly distributed throughout a volume of 1600 et al. (1978) and Schacher et al. (1978), the ma- 
km2 x 300 m (i.e., the area of Santa Monica Bay terial will not be repeated here. For the particular 
times the estimated plume rise above the ocean study of the mixing rates over the ocean, measure- 
surfact:), then the average tracer concentration ments were made of sea surface temperature T,, 
would have been 50 ppt2, a value well above both the air temperature T,, humidityldew point T,, true 
detection limit and normal background levels. Most wind speed u ,  direction 8 ,  and temperature inversion 
of the current world background concentration of height Z,.  The wind direction 6 is particularly useful 
<0.5 ppt is a result of leakages from high-voltage since it can be used to differentiate local (land and 
power transformers and switching systems where sea breeze) circulations. Both the wind speed and 
SF, is used for corona discharge suppression. direction have been corrected to accol~nt  for  he 
Hourly averaged air samples were collected con- ship motion. In addition, during the period 19-26 
tinuously, from 0500- 1700 during each of the test July, 14 radiosondes were released to examine the 
days. at 29 coastal sites located from Ventura to vertical temperature structure. During each tracer 
Corona del Mar (Figs. 1 and 2). This was to  observe experiment pibals were released each hour at a site 
the tracer flux across the coast during the sea close to the release point so that the horizontal winds 
breeze on the day following the nighttime release. as  a function of elevation could be determined. Ob- 
Subsecluent mass balance calculations using these servations made at the 100and 300 m levels were used 
measurements were able to  account for virtually to calculate plume trajectories from the release 
100% of the material released during both experi- point. Some of these results are superimposed on 
ments (Shair el a l . ,  1981). Samples were analyzed Figs. 1 and 2. The complete data sets describing 
using the methodology described in Lamb et al. the meteorological conditions are contained in the 
(1978a,b). In addition, grab samples were collected reports by Schacher er al. (1978, 1980). For con- 
every 5 min on board a ship traversing Santa Monica venience a summary of key information from these 
Bay and analyzed using portable electron-capture sources, together with the calculated virtual heat 
gas chromatographs. This sampling protocol pro- flux Q,, is presented in Table 1. 
vided  rapid feedback on the tracer concentrations Since the pattern of results observed on board R/V 
and plume position during each experiment. The Acania on both days were similar it suffices to 
measurements taken on board the ship are shown discuss the experiment conducted on :22 July. A 
in Figs. 1 and 2. Sampling on board the ship was more detailed discussion of the concentration levels 
started I h before each release so that any possible measured at the coastal monitoring stations is con- 
background levels could be detected. All samples tained in Shairet al. (1981). Prior to 0530 PDT, when 
were collected in 30 cm3 plastic syringes and were the mixing depth was below 200 m, the ship passed 
analyzed within one day of each experiment. At the under the calculated plume positions at 0100, 0325 
coastal monitoring sites battery-powered sequential and 0438 and no significant concentrations of SF, 
samplers were used to determine the hourly aver- were observed. At 0530, when the ship was 6.4 km 
aged SF, concentration levels. In addition auto- south of the plume, the first significant peak (80 ppt) 
moblie sampling traverses were conducted peri- was recorded at a time when the mixed layer was 
odicall y along coastal highways between 1000- 1427 growing above the 200 m level. From 0600 onward 
on 22 July and between 0235-1540 on 24 July. Grab all the concentration peaks at 0730, 0835 and 0925 
samples were collected at 0.8-3.2 km intervals were observed when the ship was in the vicinity of 
along the coastal highway between Redondo Beach the plume and the mixed-layer height was above 
and Malibu. The results from the shore measure- 200 m. From 0830 to 1130 the SF, exceeded 20 ppt 
-- and the ship was always within 3 km of the plume. 
Pan 5 per tnhon. Lower concentrations were observed when the ship 
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TABLE 1 .  Basic meterological data collected during the period 19-26 July 1977.' 
Timc Humidity T. T, T.-T, Qo Time Humidity T. T, 7.-T, Qo 
Dale (PDT) (8) ('C) ('C) ('C) ( 1 V m  s-' K) Dntc (PDT) (%) ('C) ('C) ('C) (I@ m 5.' K) 
19 0000 90 16.4 19.1 -2.75 8.7 21 0945 89 11.5 18.8 -1.26 2.8 
19 0020 92 16.0 18.5 -2.53 5.6 21 1003 88 17.4 18.2 -0.72 2 1 
19 OIW 92 16.0 17.6 -1.61 2.4 21 1025 88 17.6 18.5 -0.38 0.8 
19 0140 93 15.9 16.7 -0.80 0.7 21 I045 88 17.6 18.4 -0.80 1.6 
19 1620 79 18.7 21.1 -2.39 14.9 21 1lO5 89 17.4 17.7 -0.33 2.1 
19 1650 79 18.5 21.1 -2.57 19.4 21 1305 90 17.7 17.7 -0.05 2.2 
19 1710 79 18.3 21.0 -272 18.8 21 1325 90 17.5 17.7 -0.24 3.0 
19 1730 79 18.1 20.9 -2.77 19.4 21 1345 90 17.5 17.9 -0.40 3.0 
19 2000 84 18.2 18.8 -0.59 5.8 21 1405 90 17.7 18.2 -0.54 4.6 
19 2040 87 17.5 19.8 -2.26 11.8 21 I505 88 18.2 18.9 -0.68 7.9 
19 2120 81 17.5 19.8 -2.26 7.3 21 1620 86 18.3 18.8 -0.47 6.6 
19 2140 87 17.6 19.9 -2.33 7.5 21 1720 85 18.0 18.7 -0 69 6.4 
19 2200 87 17.6 19.8 -2.20 8.9 21 1945 79 18.6 19.9 -1 30 10.4 
21 2030 85 18.2 19.8 -1.66 7.5 
20 0700 86 17.0 18.7 -1.67 9.9 21 2110 84 18.3 19.7 -1.35 3.4 
20 0740 86 17.3 19.2 -1.93 8.5 21 2130 85 18.3 19.5 -1.21 3 8 
20 ow0 85 17.8 19.3 -1.46 4.6 
20 0920 85 17.9 19.3 -1.42 4.4 22 0550 93 17.1 17.3 -0.19 0.5 
20 1240 78 19.0 20.2 -1.20 5.2 22 0610 94 16.9 17.2 -0.34 0.7 
20 1300 79 19.0 19.8 -0.78 3.2 22 0710 96 6 17.3 -0.77 0.5 
20 1320 88 19.0 19.7 -0.63 2.3 22 0730 97 16.6 17.3 -0.68 0.4 
20 I800 84 18.8 18.2 0.56 -3.9 22 0750 97 16.5 17.3 -0.76 0.5 
20 1WO 83 18.3 7 .  0.48 -4.3 22 0810 97 16.7 17.3 -0.57 0.3 
20 1920 84 8 . 4  17.7 0.65 -6.4 22 0830 96 16.6 17.3 -0.72 2.1 
20 1940 84 18.3 18.4 -0.12 2.5 22 0910 97 16.5 17.3 -0.78 1.4 
20 2000 85 18.2 18.3 -0.09 2.1 22 0930 9 1  16.6 17.3 -0.71 0.8 
20 2020 86 17.7 18.3 -0.56 3.7 22 1030 96 17.1 8 .  -1 46 4 6 
20 2040 81 17.9 18.3 -0.45 2.5 22 I050 94 17.5 18.6 -1.09 1 4  
20 2120 88 17.8 18.2 -0.41 2.3 
20 2140 89 17.7 18.2 -0.53 2.8 23 I440 87 19.2 18.2 0.92 -1 4 
20 2220 90 17.6 9 -1.38 4.8 23 I505 85 19.5 18.1 0 76 -2.9 
20 2230 91 17.6 18.4 -0.83 2.7 23 1645 83 19.9 20.4 -0.43 5.1 
20 2300 91 17.2 18.2 -1.00 2.9 23 1725 85 19.1 19.2 -0.08 1.9 
23 1745 87 18.8 19.1 -0.28 1.2 
21 OM0 94 16.6 17.2 -0.63 2.5 23 2340 90 18.5 18.0 0.53 -0.5 
21 0040 94 16.2 16.9 -0.70 2.5 
21 0100 93 15.9 16.6 -0.72 2.0 24 0040 9 1 19.1 18.6 0.50 --0.7 
21 0405 98 16.2 17.7 -1.46 6.3 24 0100 90 19.0 18.6 0.39 --0.5 
21 0425 97 6 8 -1.65 6.2 24 0120 90 19.0 18.7 0.28 4 . 3  
21 0445 96 16.8 18.4 -1.57 6.0 24 0240 87 19.0 18.7 0.25 -0.3 
21 0505 94 17.1 18.4 -I 33 4.5 24 0300 86 19.0 18.7 0.28 --0.3 
21 0545 91 17.4 18.2 -0.81 2.2 24 0420 88 18.8 18.7 O M  0.0 
21 0605 89 17.4 18.3 -0.84 0.7 24 1000 78 19.3 19.2 0 0 6  0.5 
21 0645 89 17.3 18.3 -0.96 2.0 
21 0705 89 17.3 18.2 -0.86 2.4 25 2220 83 19.3 17.7 1 57 -8.8 
21 0845 91 7 . 1  19.0 -1.31 6.4 25 2320 84 19.1 17.9 1.27 -7 1 
21 0905 89 17.8 18.9 -1.14 3.9 26 0420 90 18.6 18.1 0.49 -0.2 
' Soum: Schasbcr cr 01. (1980). 
and the plume separation increased to more than 
15 km. The! only major difference between the two 
tests was the increased wind speeds and mixing 
heights on 23-24 July. While this, together with the 
wind shear, enhanced the horizontal dispersion of 
SF, there vvere no significant differences in the ob- 
served vertical mixing rates. 
Although1 the power plant effluent was emitted 
well above: the surface into an elevated stable 
layer where vertical mixing could be expected to be 
quite small, large amounts of tracer suddenly ap- 
peared at the sampling sites close to the ocean 
surface. The remaining sections of this work are de- 
voted to a discussion of the reasons for the rapid 
transport of tracer material to the surface. 
3. Vertical mixing over the ocean 
The problem of dispersion and transporl near 
coastlines and large lakes has received consiclerable 
attention in the literature (See. e.g., Lyons, 1975: 
Businger, 1975; Misra, 1980; Raynor er al., 1980 
Orgill, 1981). The purpose of this section is to examine 
the results from prior observations applicable to the 
present field experiment, since few, if any, studies 
have been made of convective activity over the 
ocean at night. Since the ocean temperatures dur- 
ing the experiments were greater than that of the air, 
it can be seen that the conditions are similar to 
those observed over the land during the day. 
Under the action of buoyancy forces induced by 
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FIG. 3. Intermittent entrainment of 
surface heating, parcels of warm air, displaced by 
mechanical turbulence, rise all the way through the 
mixed layer and impinge at the inversion base. To 
compensate for these vertical motions, zones of 
sinking air fill the spaces between rising air parcels. 
Close to the top of the mixed layer the net flux is 
directe:d downward. Adiabatic transport of air 
through the capping inversion would produce the 
negative flux, which in turn suggests a mechanism 
for sulbstantial entrainment of air and tracer ma- 
terial into the mixed layer from above (Ball, 1960; 
Kaimal et al . ,  1976; Deardorff et a l . ,  1980). The 
regions of upward flux are obviously thermals which 
originate near the surface shear layer and the 
transport is thus occumng over a scale Z,. 
The updraft regions in the thermals resembles 
the three-dimedsional convection patterns ob- 
served by Frisch et al. (1975) with dual-Doppler 
radar. Kaimal et al. (1976) suggested that the rising 
air spreads out laterally as it reaches the inversion 
base, producing a domelike depression at the inter- 
face, and returns as a downdraft along the "side 
wall" of the thermal. These structures can be ob- 
served with acoustic sounders and radars. Arnold 
er al. (1975) found that domelike structures are co- 
locateti with the thermals detected simultaneously 
by an acoustic sounder. The strong returns from 
the side walls indicate the presence of entrained air 
from the inversion. The inverted U structures in the 
vertical section and the doughnut-shaped patterns 
in plan views observed by Hardy and Ottersten 
(1969), Konrad (1970), Arnold and Rowland (1976) 
and Agee and Chen (1973) in radar returns indicate 
the presence of convective cells. 
Arnold and Rowland (1976) conclude that most of 
the entrainment takes place along the top of the 
dome. Here either the Kelvin-Helmholtz instability 
tracer material by convective cells. 
or wavelike overturning of the dome structures 
could provide the mechanism for entrainment. This 
process is illustrated in Fig. 3 where the tops of 
the convective cells can rise to the elevation of the 
SF,. Entrainment of this material and its subsequent 
transport to the surface lead to the large concentra- 
tion increases. Areas of low concentration would 
then result when the ship went beyond the bounds 
of the cloud or when the convective cells did not 
reach the height of the tracer. A detailed examina- 
tion of the mechanism of entrainment and mixed- 
layer growth is beyond the scope of this work and 
for details the reader is referred to Stull (1973), 
Venkatram (1976), Zeman and Tennekes (1977), 
Heidt (1977) and Deardorff (1978). (Convective 
entrainment has been studied in the laboratory by 
Willis and DeardorfT (1976a), Manins (1977) and 
Deardorff et al. (1980). The characteristic separation 
distance of the thermals given by Kaimal er al. 
(1976) is 1.3- 1.42, with the diameter-to-depth ratio 
for the Rayleigh cells being of the ortier of 40:l 
(Agee and Chen, 1973). 
With this background it is now possible to ad- 
vance an explanation of the findings from the 
tracer experiments. When the cool stable air from 
the land encounters the warmer ocean 'surface, con- 
vective mixing begins to erode the overlying stable 
layer forming an internal boundary lay~er (Fig. 4). 
(The growth of this layer as a function of distance 
from the shore can be seen in the acoustic sounder 
traces.) Convective mixing in the surface layer en- 
trains air from the stable layer aloft causing the in- 
version base to rise from the surface. Heating of 
the mixed layer is due to the combined effects of 
an upward heat flux from the ocean and a downward 
flux from the warmer air in the inversion. Continued 
growth of the mixed layer ultimately leads to a situa- 
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FIG. 4. Schematic representation of (a) fumigation process 
and (b) notation for mixing model. 
tion where the internal boundary layer intercepts where T,. is the virtual ternpeiature. A more com- 
the elevated plume and the tracer materials. Since monly used expression is the gradient Richardson 
below the inversion base the mixing is rapid, the number Ri 
entrained SF, is quickly transported to the surface. 
Except for the strength of the convective mixing, 
Tj 
ae, 
- 
the conditions of the experiment are similar to those - g az N 2  
that occur over the land during the day. Subsequent Ri = --- = -- an 9 (2) 
sections of this work are devoted to an estimate of 
the rate at which the tracer material is transported 
to the surface. 
where N is the Brunt-Viiisala frequency, 8, the 
potential temperature, and r the adiabatic lapse 
4. Mixing; times under convective conditions rate. The relationship between Rf and the more 
under convective conditions a variety of interact- easily measured Richardson 'number Ri is simply 
ing processes are involved in the mixing the R, = a Ri, where a is the ratio- of the turbulent 
boundary layer. ~h~ relative role of buoyancy eddy diffusion coefficients for heat and momentum. 
- 
t c , 'T , l ,  in  comparison 3 the transfer of energy Under a spatial homogeneity assumption temporal 
from the mean motion u' ,Y'au/az ,  can be expressed changes in the mean kinetic energy are 
in terms of the flux ~ i ~ h ~ ~ d ~ ~ ~  number R, (Monin negligibne if synoptic and rnesoscale forces, driving 
and Yaglom, 1971; Kraus, 1972). as the boundary layer vary slowly (Caughey et al . ,  
1978). In particular, if the time scales for the large- 
g - 
- To'wt scale processes are long compared to the time re- 
T quired for the boundary layer to adjust then the rate 
Rf=-, (1) of change of turbulent kinetic energy per u~nit mass 
 au 
U ' W '  - is negligible. Lf the contribution from the flux 
az divergence term in the energy equation is small, 
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TABLE 2. Additional data and calculated results for period 19-26 July 1977: 
Time 
(PDT) 
u* 
(rn S-I) 
0.060 
0.044 
0.025 
0.014 
0.112 
0.142 
0.132 
0.136 
0.156 
0.108 
0.060 
0.060 
0.129 
0.089 
0.058 
0.058 
0.07 1 
0.064 
0.069 
0.259 
0.213 
0.257 
0.267 
0.203 
0.183 
0.123 
0.123 
0.120 
0.07 1 
0.069 
0.080 
0.087 
0.087 
0.063 
0.039 
0.108 
0.088 
0.090 
0.073 
0.056 
0.012 
0.040 
0.055 
0.108 
0.072 
0.041 
0.05s 
0.012 
0.033 
0. I20 
0.264 
0.256 
0.237 
0.246 
0.240 
0.260 
0.198 
0.144 
0.089 
0.042 
0.056 
0.065 
0.053 
0.0 12 
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TABLE 2. (Continued) 
f imc u 8 U S  T* 2, we A 
Date ( P D T )  ( m  s-') (K) z,/L (rn S - ' )  (K) (m) ( m  s-') (rnin) 
22 0730 0.2 120 -29.493 0.012 -0.024 240 0.144 
22 0750 0.2 140 -32.846 0.012 -0.028 240 0.152 
22 0810 0.2 1 50 -21.592 0.01 1 -0.015 245 0.126 
22 0830 2.1 180 -0.631 0.070 -0.018 230 0.238 
22 0910 1 .O 307 -2.365 0.040 -0.024 210 0.205 
22 0930 0.5 270 -6.285 0.023 -0.020 220 0.165 
22 BOLO 2.6 260 -0.763 0.089 -0.040 240 0.330 
22 no30 2.0 250 -1.369 0.07 I -0.045 260 0.326 
22 n oso 0,s 305 -10.0~~ 0.024 -0.033 260 0.213 
221 leu, 2.5 250 1.332 0.050 0.03 I 280 
23 8 505 3.9 215 0.285 0.114 0.039 310 
23 P 645 4.6 275 -0.086 0.163 0.001 320 0.307 
231 1725 4.9 262 -0.01 1 0.170 0.012 355 0.112 
23 1745 2.1 244 -0.268 0.068 0.004 350 0.188 
221 2340 1.7 260 1.943 0.029 0.017 500 
24 0040 2.1 28 1 0.527 0.052 0.017 155 
24 0100 1.8 270 0.776 0.043 0.017 I20 
24 0120 I .5 236 0.767 0.037 0.014 170 
24 0240 1.7 140 0.381 0.046 0.016 120 
24 0300 1.5 136 0.455 0.04 1 0.016 160 
24 0420 1 .O 210 0.044 0.032 0.01 1 140 
24 PO00 1 .O 269 -0.09 1 0.034 0.02 1 165 
25 2220 5.0 270 0.340 0.150 0.068 160 
25 2320 5.0 280 0.231 0.157 0.054 160 
26 
- 
0420 1.4 340 3.147 0.019 0.0 12 90 
* Source: Schachcr et of. ( 1980). 
then, with the above assumptions, the turbulent and L, are the Monin-Obukhov lengths calculated 
kinetic energy equation reduces to from the surface heat and evaporative fluxes. Physi- 
- aii cally, L is the height at which the two production 
- u lw l  - ( 1  - Rf) - E = 0, (3 )  terms are approximately of equal magnitude. One 
az of the major differences in examining conditions 
where E is the dissipation or the rate of conversion Over the ocean or other large bodies of water is 
of kinetic into internal energy by the viscousforces that the density stratification is controlled not only 
in the smallest eddies, since > 0 and - u lw la~ /az  by the surface heat flux but also by the water vapor 
is practically always greater than zero, stationary, flux. The measurements made by McBean and Mac- 
undamped turbulence is possible only if R, < 1. Pherson (1975) over Lake Ontario indicate that there 
This result is often used as an approximate criterion Can be a significant difference between L, a~nd E,, 
for defining the transition to turbulence in a strati- lhat in turn have a influence on L- 
fied medium. For the purpose of analyzing the ex. Above the surface layer a more appropriate length 
perimental results within this framework it is useful Scale for the eddies is the mixed layer del~th Z,. 
to identify ahe appropriate length and velocity scales. While there is Some COntrOVerSY associated with a 
A key scaling parameter is the ~ ~ ~ i ~ - ~ b ~ k h ~ ~  formal definition of Z,, in this work it is defined as 
length L defined by the elevation of the lowest inversion base. The 
studies of Deardorff (1972) and Deardorff et al. 
1 - ksQo 
- - - -  
(1980) indicate that this is an appropriate boundary 
L u ,3T layer height for momentum and heat. Under convec- 
tive conditions the appropriate velocity scale, above 
1 1  Q + 0.61 .--- = - + - , (4) the surface layer, is given by 
113 
- 
T M O )  P LT L ,  
where Q,  = (T , 'w l ) ,  is the virtual surface heat 
flux that accounts for the influence of humidity 
fluctuations o n b y a n c y ,  k the von Khrmfin con- 
= [ T ~ t ( ~ ' ~ v ' ) { " 3  k? - = (---) 1 Z, ' u,. ( 5 )  
sta~nt, u , ~  = -u1w' the friction velocity, and LT k L 
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that corrects for the effects of buoyancy on turbu- in terms of the convective time scale A as r,  = 3A lence. Businger et  01. (1971) have constructed ex- 
= 32,/,,:,, Using ( 5 ) ,  and the expression ., R, pressions for momentum 4, and heat dh from an 
= z / L ,  Eq. (9) can be manipulated to give an esti- 
analysis of field data. For unstable conditions ziL 
mate of the mixing time in terms of the measured 
< 0 the formulas are given by dissipation rate and gradient Richardson number Ki: 
The characteristic time scale under convective con- 
ditions is then given by A = Z,hc,,. Willis and Dear- 
dorff (1976b) have shown that material released - 
instantaneously at the surface becomes nearly well w 10 Z 
mixed within a travel time of -3A. In the field experi- W a
ment the tracer material was "released" at the top of a U 
the mixed layer. Apart from the small contribution U 
due to mechanical mixing the characteristic mixing V 
time ca.n be expected to be similar to that for a sur- a 5 
face rellease. The reason for this is that the effective m 3 
aerodynamic roughness of the ocean is very small. 
There are a variety of means of estimating the 
fluxes needed to evaluate the above expressions. 
Three of the more common techniques are I) the O 0 1 2 3 4 3  
profile or gradient method, 2) the variance budget CONVECTIVE MIXING TIYE A. & (mln 1 
or dissiipation technique, 3) and bulk aerodynamic 
calculations using air-sea differences. Schacher et (0) 
(8) For near-neutral conditions, Businger er al .  (19711 
determined that a = 1.35; thus a simple upper 
These results, together with (3), the definition of bound on (10) is r, = 3[-Z,?/e Rillf3. For unstable 
u, and the relation Ri = a R,, can combined to give conditions when 1 R i ]  9 1,  a lower bound is given 
by 4 ,  = 3[Z,2/e]1'3. Using the data tabulated in 
kz  
u*3 = (9) Appendix B of Schacher el al. (1978) the limits on the convective mixing times can be calculated and 
(1 - a R~)Q,(;! ' are shown in Table 3 for the experiment conducted 
on 22 July. The important result from the tracer 
The characteristic mixing time T, can be defined experiments is that the calculated mixing rates using 
al. (1978, 1980) employed the latter approach in re- 
ducing the meteorological data from the field experi- , 
ment. A detailed discussion of these and other lo 
proced~ures is presented in Busch (1977). The key 
results from Schacher et al .  ( 1978, 1980) are sum- 2 
marized in Table 2. In particular the frequency 
distribution of convective mixing times observed 8 
during the period 19-23 July is shown in Fig. 5 5 , - 
together with-a similar distribution for daytime con- - 
ditions over the land. The characteristic mixing - 
times for both experiments were very similar. The 
influence of a much larger surface heat flux during 
the day is readily apparent. o I i L c I i  
In the surface layer, the velocity distribution can 0 5 0 IS z0 a 35 * 45 
be expressed in terms of Monin-Obukhov similarity CONVECTIVE MIXING TIME i + c m m )  
theory as (b) 
dfi U, FIG. 5 .  Distribution ofconvective mixing times for (a) daytime 
- 
az x.1 
(6) conditions over land (source. Smither a,. , 1976) and tb) nrghrtime 
conditions over ocean. 
where (6, is an experimentally determined function 
- 
- 
- 
- 
- 
- 
7 
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TABLE 3. Convective mixing times b a d  on turbulence intensities for 22 July 1977. 
Time Ya 2, E t RI 
Da~te (PDT) z , / L  (m S-I) (m) Ri (lo-' m s-') (min) (rnin) 
either the bulk or dissipation methods produces re- K-theory model. The objective of this section is to 
suits consistent with the observed fumigation times. present a simple formulation that produces trans- 
Thie rapid concentration increases were measured port times consistent with observed furligation 
during times when the ship was beneath the plume rates. Some recent work by Crane er al. (1977) and 
and the mixed layer height exceeded 200 m. McRaeef al. (1981) indicates that vertical eddy diffu- 
sivity profiles for unstable conditions can be scaled 
5. Eddy diffusion coefficients by a single profile of the form 
A basic problem with modeling convectively 
dr~ven flows is that the turbulent mixing is no longer K.. = w * ~ l f ( ; j  . (11) 
described by local concentration gradients. Never- 
theless, there are some circumstances in which it is Lamb et 51. (1975) derived an expression for f using 
desirable to parameterize the diffusive fluxes by a the numerical turbulence model of Deardorfft 1910). 
- The profile adopted by McRaeet al. (1981) is given by 
As can be seen from Fig. 6 the maximum value of 
the diffusivity occurs when z/Zi = 0.5 and has a mag- 
nitude - 0.21 w,Zi .  For typical conditions this cor- 
responds to a diffusion time, defined by ZiZIKtz, of 
- i iZl , lw,  chat is quite consistent with the bounds 
shown in Tables 2 and 3. 
6. Conclusions 
There are a number of important findings from the 
tracer study that are of direct relevance to air pol- 
lution studies, first of which is that close to the shore- 
line different stabilities can exist above the land and 
water surfaces. Under these conditions atmosoheric 
stability cannot be easily determined in terms of con- 
ventional classifications. A second finding is that the 
presence of convective activity can cause down- 
mixing or fumigation of material, that can return the 
next. day as a significant increment to the a~nshore 
ground-level concentration. The process by which 
this occurs is as follows. During the night, cool stable 
air is advected out over the ocean. When this air 
encounters the warmer ocean surface convective 
mixing begins to erode the stable layer. Once the 
internal boundary layer has grown to the height of 
the plume the tracer material, entrained at the top of 
the mixed layer, is rapidly fumigated to the surface. 
The characteristic mixing time, inferred from the 
concentration records, is consistent with an estimate 
based on the convective time scale A = Z1/up* that, 
for the conditions of the experiment, was -20 min. 
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FIG. 6. Vertical turbulent diffusivity profile for unstable conditions 
(source, McRae et al. , 1981). 
Understanding of these mixing processes and con- 
vective activity over the ocean will improve the 
ability to predict atmospheric dispersion in coastline 
environments. 
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CHAPTER 6 
SURFACE DEPOSITION OF POLLUTANT MATERIAL 
6.1 - Introduction 
A significant process that influences the concentration predictions 
of the airshed model is the interaction of the pollutants with the 
ground. Roberts (1975), for example, estimated that i n  the Los Angeles 
Basin almost half of the sulfur oxides are removed at the ground before 
air parcels leave the airshed. The objective of this section is to 
develop an upper limit expression for the rate at which gaseous material 
is removed at the surface. In most models the deposition rate is 
described by a single quantity, the pollutant deposition velocity v 
g ' 
The flux of material, F, directed towards the lower boundary surface is 
defined by 
where c(zr) is the concentration of the material at some reference 
height zr. A basic problem with (6.1) is that it does not explicitly 
represent the fact that dry deposition involves a complex linkage 
between turbulent diffusion in the surface boundary layer, molecular 
scale ]motion at the air-ground interface and chemical interaction of 
the material with the surface. Various physical processes are 
involvled including gravitational settling, turbulent and molecular 
diffusion, inertial impaction, phoretic and electrical effects. In 
a d d i t i o n  t o  t h e s e  removal phenomena, depos i ted  m a t e r i a l  can be desorbed 
o r  mechanically resuspended. Reviews of t h e  genera l  sub jec t  of d ry  
depos i t i on  a r e  included i n  t h e  works of Chamberlain (1966), H i l l  and 
Chamberlain (1974), Kneen and S t r auss  (1969), L iu  and I l o r i  (1974), 
Sehmel and Hodgson (19741, S l inn  (1974), Davidson (1977), National Academy 
o f  Sciences (1978), McMahon and Denison (1979), and Sehmel (1980). 
A s  a f i r s t  s t e p  towards improving upon the  model (6.1) i t  is 
necessary  t o  recognize t h a t  t h e r e  a r e  two b a s i c  components a s soc i a t ed  
wi th  p o l l u t a n t  removal: one i s  t h e  t r a n s p o r t  of m a t e r i a l  t o  t h e  ground 
and t h e  o the r  is t h e  i n t e r a c t i o n  of t h e  p o l l u t a n t s  wi th  t h e  su r f ace .  
Unless ex t ens ive  f i e l d  experiments have been made i n  t h e  a i r s h e d ,  i t  
i s  not  poss ib l e  t o  a c c u r a t e l y  c h a r a c t e r i z e  t h e  second component of t h e  
dry  depos i t i on  process .  An a l t e r n a t i v e  approach, and t h e  focus of 
t h i s  chapter ,  is t o  develop an  upper l i m i t  f o r  v i n  terms of t h e  
g 
t r a n s p o r t  p rocesses  and t h e  concen t r a t ion  a t  a r e fe rence  p o i n t  above 
t h e  sur face .  (Typica l ly  t h e  he ight  of t h e  lowest computational g r i d  
po in t  i n  t h e  a i r s h e d  model.) A secondary goa l  i s  t o  i d e n t i f y  t h e  
s i g n i f i c a n t  meteoro logica l  v a r i a b l e s  and s u r f a c e  p r o p e r t i e s  needed t o  
e i t h e r  c o r r e l a t e  d i f f e r e n t  measurements of v o r  t o  modify t h e  r e s u l t s  
g 
f o r  d i f f e r e n t  experimental  cond i t i ons .  
6.2 Deposi t ion i n  t h e  Constant Flux Layer 
Consider t h e  i d e a l i z e d  r e p r e s e n t a t i o n  of t h e  a i r s h e d  s u r f a c e  shown 
i n  F igure  6.1. Within t h e  l a y e r  0 < z < z t h e  depos i t i on  i s  assllrned 
- - r 
t o  be a one-dimensional, s t eady- s t a t e ,  cons t an t  f l u x  process  occurr ing  
Reference Elevation • c(z , )  
Surface Roughness Elements 
FIGURE 6 . 1  
I d e a l i z e d  R e p r e s e n t a t i o n  of t h e  A i r s h e d  S u r f a c e  
without re-entrainment and, i n  t h e  c a s e  of a e r o s o l s ,  without  p a r t i c l e  
aggl-omeration. With t h e s e  assumptions t h e  depos i t i on  f l u x  i s  descr ibed  
by 
where K ( z )  is  t h e  p o l l u t a n t  eddy d i f f u s i o n  c o e f f i c i e n t ,  D t h e  molecular 
P 
d i f f u s i o n  c o e f f i c i e n t  of t h e  m a t e r i a l  i n  a i r  and v t h e  t e rmina l  s e t t l i n g  t 
v e l o c i t y  f o r  p a r t i c u l a t e  ma te r i a l .  Equating t h e  f l u x e s  i n  express ions  
(6.1.) and (6.2) g ives  
Z 
r ~ ( 2 , )  
The lower l i m i t s  of i n t e g r a t i o n  z  and c (zd )  r e f e r  t o  t h e  e l e v a t i o n  d 
and concent ra t ion  of m a t e r i a l  a t  t h e  e f f e c t i v e  p o l l u t a n t  s i n k  he igh t .  
It i s  important t o  note  t h a t  z is not  i n  gene ra l  equal  t o  t h e  s u r f a c e  d 
roughness z  a  he ight  a s soc i a t ed  wi th  t h e  momentum s i n k  (Bru t sae r t ,  
0 , 
1975). I f  t h e  te rmina l  s e t t l i n g  v e l o c i t y  is  s e t  t o  zero  f o r  t h e  ca se  
of gaseous m a t e r i a l s  th~en  (6.3) can be w r i t t e n  i n  t h e  s impler  form 
6.3 -- Eddy Dif fus ion  of Momentum and Sca la r  Contaminants i n  t h e  
Surface Layer 
- 
Since t h e  model is  intended t o  be used p r imar i ly  i n  t h e  s u r f a c e  
l a y e r  of t h e  atmosphere, an  express ion  f o r  K ( z )  can be developed usi.ng 
P 
Monin-.Obukhov s i m i l a r i t y  theory.  The v e l o c i t y  shea r  and t h e  p o l l u t a n ~ t  
eddy d i f f u s i o n  c o e f f i c i e n t ,  K ( z ) ,  a r e  given by 
P 
and 
where k is t h e  von Karman cons t an t ,  u* t h e  f r i c t i o n  v e l o c i t y ,  L t h e  
Monin-Obukhov l eng th  and Q, p 'm a r e  un ive r sa l  func t ions  which must be 
determined by experiment (Monin and Yaglom, 1971). The Q, func t ions  a r e  
b a s i c a l l y  c o r r e c t  f o r  t h e  e f f e c t s  of buoyancy on turbulence .  Businger 
e t  a l . (1971) have cons t ruc ted  express ions  f o r  momentum Q, and hea t  $H 
m 
from an a n a l y s i s  of f i e l d  d a t a  taken  under a  wide v a r i e t y  of s t a b i l i t y  
condi t ions .  A survey of t h e  r e s u l t s  of some experiments d i r e c t e d  
a t  developing t h e s e  func t ions  i s  shown i n  Table 6.1. For t h e  present  
model t h e  express ions  adopted f o r  momentum a r e  
Z S t ab le ;  - 0 L 
Neut ra l ;  = 0 L (6.7) 
z Unstable: - < 0 L 
TABLE 6.1 
Estimates of Turbulence Constants from Surface-Layer Measurements 
(Source: Busch, 1973) 
MOMENTUM HEAT 
REFERENCE a 
'm 
a 
m H B~ 4 H(o) (P,(O) 
Businger et al. (1971) 15 4.7 9 6.4 0.74 --- 
Paulson (1970) 
Badgley et al. (1972) 7 16 7 1 1 
Webb (1970) 18 5.2 9 5.2 1 1 
Dyer and Hicks (1970) 16 --- 16 --- 1 1 
I n  a d d i t i o n  t o  t h e  t r a n s p o r t  r e l a t i o n s  f o r  momentum t h e r e  a r e  some 
d a t a  f lor  $ func t ions  a s soc i a t ed  wi th  water  vapor $ and h e a t  @H. 
W 
Unfortunately,  t h e r e  a r e  few d i r e c t  experimental  measurements of 
p o l l u t a n t  f l u x e s  i n  t h e  atmospheric s u r f a c e  l a y e r .  
.A dec i s ion  must be made as t o  t h e  form of t h e  @ func t ion  f o r  a  
genera l ized  pas s ive  s c a l a r  contaminant. For uns t ab le  condi t ions  
(z/L < 0) t h e  experimental  evidence of Dyer and Hicks (1970) i n d i c a t e s  
2 
t h a t  Sw = $m . Galba l ly  (1971) measured ozone p r o f i l e s  and f l u x e s  
i n  t h e  s u r f a c e  l a y e r  and concluded t h a t  t h e  eddy t r a n s p o r t  mechanism 
f o r  0  i s  s i m i l a r  t o  t h a t  f o r  hea t  r a t h e r  than  momentum. On t h e  basils 3 
of t h e s e  two s t u d i e s  and t h e  d a t a  of Businger e t  a l .  (1971) t h e  fol lowing 
$ funcitions have been adopted f o r  p o l l u t a n t  t r a n s p o r t .  
z Z 
m P ( ~ )  = Neutra l ;  - L - 0 
1 [ 0.74[1-9(:)] 2 Unstable; - L z < 0 
6.4 - Upper L i m i t  Deposi t ion Model 
Within t h e  s u r f a c e  l a y e r  def ined  by z  < z 5 z  t h e  bulk contr ibu-  d - r 
t ion  t o  t h e  d i f f u s i v e  t r a n s p o r t  from molecular d i f f u s i o n  is  n e g l i g i b l e .  
Applying t h i s  assumption t o  equat ion  (6.4) and i n  a d d i t i o n  s u b s t i t u t i n g  
t h e  f l u x  g rad ien t  r e l a t i o n  (6.6) f o r  K (z )  g ives  t h e  fol lowing upper 
P  
l i m i t  t o  t h e  depos i t i on  v e l o c i t y .  
S i n c e  u* i s  approx imate ly  c o n s t a n t  w i t h  h e i g h t  i n  t h e  s u r f a c e  l a y e r  
(Busch, 1973) and $I -1 f o r  z  <z<z  t h e  denominator of (6.9) can be ex- 
P d- - 0' 
panded t o  g i v e  
E v a l u a t i o n  o f  t h e  t e rm kn(z  / z  ) i n  t h e  denominator o f  e q u a t i o n  
0 d  
(6..10) r e q u i r e s  a  knowledge of zd and of t h e  t r a n s f e r  p r o c e s s e s  a t  t h e  
s u r f a c e .  Based on a  su rvey  o f  t h e  h e a t  t r a n s f e r  l i t e r a t u r e  and i n  
p a ~ r t i c u l a r  t h e  work o f  B r u t s a e r t  (1975) '  Wesely and Hicks (1977) assumed 
t h a t  
0 
where Sc and P r  a r e  t h e  Schmidt and P r a n d t l  numbers a s s o c i a t e d  w i t h  t h e  
pol t lu tant  m a t e r i a l  i n  a i r .  The complete  model i s  t h e n  
The i n t e g r a l s  r equ i r ed  t o  e v a l u a t e  v  a r e  shown i n  Table  6.2. 
g 
6.5 l i ~ ~ l i c a t i o n  of D e ~ o s i t i o n  Model 
The f i n a l  r e s u l t  exposes a  number of t h e  l i m i t a t i o n s  of t h e  b a s i c  
model (6 .1) ,  i n  p a r t i c u l a r ,  t h e  f a c t  t h a t  v  is  d i r e c t l y  in f luenced  by 
g  
t h e  p r e v a i l i n g  meteorology and atmospheric  s t a b i l i t y .  The e f f e c t  of 
s t a b i l i t y  i s  p a r t i c u l a r l y  apparen t ;  cons ider  f o r  example, t h e  cond i t i ons  
shown i n  Table  6.3 f o r  a  range of Sc/Pr r a t i o s .  With z/L i n  t h e  range 
-1.5 t:o +1.5, t h e  depos i t i on  v e l o c i t i e s  va ry  by almost a  f a c t o r  of f i v e .  
This  r e s u l t  i n d i c a t e s  t h a t  under t y p i c a l  cond i t i ons  t h e r e  could be a 
s i g n i f i c a n t  d i u r n a l  v a r i a t i o n  i n  t h e  s u r f a c e  removal of p o l l u t a n t  
m a t e r i a l .  The f u n c t i o n a l  dependence of v  on t h e  e l e v a t i o n  above t h e  
g  
s u r f a c e  h i g h l i g h t s  t h e  need f o r  r e p o r t i n g  t h e  r e f e r ence  h e i g h t  zr i n  
f i e l d  o r  l a b o r a t o r y  s t u d i e s .  I f  v  z z  and u(z  ) a r e  measured, then  g' r '  o  r 
i t  i s  p o s s i b l e  t o  e v a l u a t e  c ( z  ) / c ( z  ) and , in  t u r n ,  v f o r  e l e v a t i o n s  d  r g 
o t h e r  than t h e  r e f e r ence  he igh t .  This  is a  u s e f u l  approach f o r  
developing t h e  depos i t i on  v e l o c i t i e s  f o r  a i r  q u a l i t y  models i n  which 
z  may be  of O(10-50 m). The v a r i a t i o n  of v  a s  a  func t ion  of z/L 
r g  
i s  shown i n  F igure  6 .2 .  
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TABLE 6 .3  
Deposi t ion Veloc i ty  as a  Function of S t a b i - l i t y  and Rat io  of Sc/Pr* 
Deposi t ion v e l o c i t y  v  a s  a func t ion  of s t a b i l i t y  (z/L) 
g 
* 
Condit ions f o r  c a l c u l a t i o n s  
u = 2.5 m/sec, zo = 0.01m , z = lorn, c ( zd )  = 0 r 
STABILITY 
FIGURE 6.2 
V a r i a t i o n  o f  S u r f a c e  D e p o s i t i o n  V e l o c i t y  vg as a 
Func t ion  o f  Atmospheric S t a b i l i t y  and P o l l u t a n t  ~ c / P r  R a t  
Once t h e  p o l l u t a n t  d e p o s i t i o n  v e l o c i t y  h a s  been e s t a b l i s h e d ,  e i t h e r  
by d i r e c t  measurement o r  e s t i m a t e d  u s i n g  t h e  proposed model, t h e  n e x t  
s t e p  i s  t o  deve lop  a  formal  p rocedure  f o r  c a l c u l a t i n g  t h e  amount: o f  
m a t e r i a l  removed a t  t h e  ground. A t  t h e  lower s u r f a c e  of t h e  a i r s h e d  t h e  
p o l l u t a n t  removal i s  t y p i c a l l y  d e s c r i b e d  by t h e  boundary c o n d i t i o n :  
Where z  is a r e f e r e n c e  e l e v a t i o n ,  v  (z  ) and c ( z r )  are t h e  p o l l u t a n t  
r g  r 
d e p o s i t i o n  v e l o c i t y  and c o n c e n t r a t i o n  a t  t h a t  h e i g h t .  Because of t h e  
nonl-inear n a t u r e  of K ( z ) ,  most mathemat ica l  d e s c r i p t i o n s  of p o l l u t a n t  
P  
t r a n s p o r t  r e q u i r e  numer ica l  s o l u t i o n .  T h i s  can  pose  a problem i n  t h a t  
t h e  e l e v a t i o n  of t h e  lowes t  computa t iona l  g r i d  p o i n t  i s  t y p i c a l l y  much 
h i g h e r  t h a n  t h e  r e f e r e n c e  h e i g h t ,  z used t o  e s t a b l i s h  t h e  p o l l u t a n t  
r ' 
d e p o s i t i o n  v e l o c i t i e s .  The s i t u a t i o n  i s  i l l u s t r a t e d  i n  F i g u r e  6 .3  
where Az is  t h e  h e i g h t  o f  t h e  bottom c e l l  and Az>>z . Because of t h e  r 
need t o  approximate  t h e  v e r t i c a l  c o n c e n t r a t i o n  p r o f i l e  i n  d i s c r e t e  
inc rements  c(z,) i s  n o t  r e a d i l y  a v a i l a b l e .  When coupled w i t h  t h e  
o b s e r v a t i o n  t h a t  v v a r i e s  w i t h  h e i g h t  t h e r e  is  a  need t o  develop an 
g  
- 
e q u i v a l e n t  d e p o s i t i o n  v e l o c i t y  v  t h a t ,  when a p p l i e d  t o  t h e  c e l l  average  
g  
conc:entra t ion,  c  c o r r e c t l y  p r e d i c t s  t h e  f l u x  a t  t h e  lower boundary. 1 ' 
One way t o  deve lop  such  a model i s  t o  assume t h a t  most of t h e  lowes t  
ce l l  is  w i t h i n  t h e  s u r f a c e  o r  c o n s t a n t  f l u x  l a y e r .  I f  t h i s  is t h e  c a s e  
t h e n  t h e  c e l l  d e p o s i t i o n  v e l o c i t y  i s  g iven  by 
FIGURE 6 . 3  
(a )  Computational Ce l l  Nomenclature 
Discrete Atmospheric 
Approximation lc Concentration 
Rof i  le 
CONCENTRATION 
FIGURE 6 . 3  
(b)  D i s c r e t e  Approximation of V e r t i c a l  Concentrat ion P r o f i l e  
I f  c is t o  r e p r e s e n t  t h e  a v e r a g e  v a l u e  o f  t h e  a c t u a l  v e r t i c a l  concen- 1 
t r a t i o n  d i s t r i b u t i o n  i n  t h e  range  z < z < Az t h e n  i t  must be e q u i v a l e n t  
r -  - 
W i t h i n  t h e  c o n s t a n t  f l u x  l a y e r  c ( z )  i s  g i v e n  by 
L 
The e q u i v a l e n t  c e l l  d e p o s i t i o n  v e l o c i t y  can now be  determined by combining 
(6 .16) ,  (6 .15) ,  (6.14) and (6 .6)  t o  g i v e  
The i n t e g r a l s  needed t o  e v a l u a t e  t h e  denominator o f  (6.17) a r e  shown i n  
T a b l e  6.3.  An example o f  t h e  v a r i a t i o n  o f  v w i t h  c e l l  s i z e  and atmo- g 
s p h e r i c  s t a b i l i t y  i s  shown i n  F i g u r e  6 .4 ,  and,  as can  b e  expec ted ,  t h e  
e q u i v a l e n t  d e p o s i t i o n  v e l o c i t y  becomes s m a l l e r  as Az i n c r e a s e s .  The 
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FIGURE 6 . 4  
V a r i a t i o n  o f  Average D e p o s i t i o n  V e l o c i t y  as a 
Func t ion  o f  Atmospheric S t a b i l i t y  and t h e  C e l l  Height  
v a r i a t i o n  is most pronounced under  s t a b l e  c o n d i t i o n s  because  o f  t h e  
reduced v e r t i c a l  mixing.  One i m p l i c a t i o n  of t h i s  r e s u l t  i s  t h a t  i f  
v ( z  ) ,  r a t h e r  t h a n  were t o  be  used i n  a  p r a c t i c a l  c a l c u l a t i o n  then  
g r g ' 
t h e  s u r f a c e  removal f l u x  would be  c o n s i d e r a b l y  o v e r e s t i m a t e d .  
I n  o r d e r  t o  i l l u s t r a t e  how d i u r n a l  v a r i a t i o n s  i n  a tmospher ic  
s t a b i l i t y  i n f l u e n c e  t h e  s u r f a c e  removal p r o c e s s e s  c o n s i d e r  a  columri of 
a i r  o f  h e i g h t  H c o n t a i n i n g  a n  i n i t i a l  d i s t r i b u t i o n ,  c ( z , O ) ,  of a  non- 
r e a c t i n g  s p e c i e s .  I f  t h e r e  are no o t h e r  competing p r o c e s s e s  t h e  
f r a c t i o n  o f  m a t e r i a l  remaining i n  t h e  column a t  t i m e  t is g iven  by 
- - - a K ( z )  a c 
a t  az P 
By n e g l e c t i n g  b o t h  v e r t i c a l  wind s h e a r  and a d v e c t i o n  t h e  p o l l u t a n t  
t r a n s p o r t  can  b e  d e s c r i b e d  by 
w i t h  t h e  boundary c o n d i t i o n s  a t  t h e  s u r f a c e  and a t  t h e  column t o p  g i v e n  
b  Y 
and 
a c K ( z )  - = 0 ; z = H  
P az 
a c K ( z ) - = v c  ; z = z  
P az g  r 
O n c e t h e i n i t i a l  condi t ions  v ( z  ) and K ( z )  have been s p e c i f i e d  t h e  
g r P 
numerical procedures de . scr ibedinChapter  8 can be used t o  p r e d i c t  t h e  
evo lu t ion  of t h e  v e r t i c a l  concent ra t ion  d i s t r i b u t i o n .  A s  an i l l u s t r a t i o n ,  
F igures  6.5 and 6.6 dep ic t  t h e  v a r i a t i o n s  of c ( z , t )  and Mf(t)  w i th in  
an  a i r  p a r c e l a s  i t  t r a v e r s e s  a t y p i c a l  urban a i r shed .  There is  q u i t e  
a  pronounced v a r i a t i o n  i n  both t h e  v e r t i c a l  d i f f u s i o n  and s u r f a c e  
deposit:ion r a t e  during t h e  d i u r n a l  cyc le .  The su r f ace  dep le t ion  r a t e ,  
expressed i n  terms of  t h e  depos i t i on  v e l o c i t y ,  and t h e  t o t a l  m a t e r i a l  
l o s s  show a complex dependence on t h e  time of day, t h e  e x t e n t  of 
v e r t i c a l  mixing and s u r f a c e  cond i t i ons .  The po in t  of t h i s  c a l c u l a t i o n  
i s  t o  i l l u s t r a t e  t h a t  t h e  use  of a  s i n g l e  d i u r n a l  average v could l e a d  
g 
t o  a s i g n i f i c a n t  over-predict ion of t h e  amount of m a t e r i a l  removed dur ing  
t h e  night t ime.  This  conclusion f u r t h e r  r e i n f o r c e s  t h e  need f o r  c a r e f u l  
r e p o r t i n g  of atmospheric condi t ions  dur ing  f i e l d  s t u d i e s  d i r e c t e d  a t  
e s t a b l i s h i n g  s u r f a c e  removal f l uxes .  
6 . 6  Experimental Methods f o r  Determining Deposi t ion V e l o c i t i e s  
In  t h e  previous s e c t i o n  primary a t t e n t i o n  was d i r e c t e d  a t  developing 
an  upper l i m i t  e s t ima te  of t h e  r a t e  a t  which p o l l u t a n t s  can be t r anspor t ed  
t o  t'he ground. Whether t h i s  f l u x  corresponds t o  t h e  a c t u a l  removal r a t e  
depends t o  a  l a r g e  ex ten t  on t h e  cond i t i ons  and type  of t h e  underlying 
su r f ace .  Garland (1974), f o r  example, has  observed an o rde r  of magnitude 
d i f f e r e n c e  i n  t h e  ozone (0 ) depos i t i on  v e l o c i t y  over d i f f e r e n t  s o i l  3 
type!;. I f  c ( z  ) is t h e  p o l l u t a n t  concent ra t ion  a t  t h e  e f f e c t i v e  s i n k  d 
he igh t ,  zd ,  then t h e  upper and lower l i m i t s  on v correspond t o  
g 
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FIGURE 6.5 
Time Evolu t ion  of a  Typica l  V e r t i c a l  Concentrat ion P r o f i l e  
f o r  an  A i r  P a r c e l  Travers ing  an Urban Airshed 
(Az = 20 m ,  z = 0.01 m y  z = 10 m y  v  = 0.01 m/s) 
o r g 
(b 
D i u r n a l  V a r i a t i o n  of V e r t i c a l  D i f f u s i v i t y  
( P r o f i l e s  a r e  drawn every  f o u r  h o u r s )  
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D i u r n a l  V a r i a t i o n  of Column Mass F r a c t i o n  and 
C e l l  Average D e p o s i t i o n  V e l o c i t y  
t h e  condi t ions  c ( z  ) = O and c ( z  ) = c ( z d ) .  I f  a  lower bound on v  i s  d  r 8  
r equ i r ed  then  i t  i s  important t o  be a b l e  t o  e s t ima te  t h e  concen t r a t ion  
d i f f e r e n c e  c (z r )  - c (zd ) .  A t  p r e sen t  t h e  only s a t i s f a c t o r y  means f o r  
e s t a b l i s h i n g  t h e  su r f ace  cond i t i on  is  by experimental  measurement. 
This s e c t i o n  p re sen t s  a  b r i e f  survey of f i e l d  and l abo ra to ry  techniques 
f o r  determining depos i t i on  v e l o c i t i e s  f o r  gaseous spec i e s  which p a r t i c i -  
pa t e  i n  photochemical r e a c t i o n  processes .  
Whether p o l l u t a n t  depos i t i on  v e l o c i t i e s  a r e  measured i n  t h e  f i . e ld  
o r  under l abo ra to ry  cond i t i ons  usua l ly  one of t h r e e  b a s i c  techniques 
is  employed. These methods inc lude :  t h e  use  of r a d i o a c t i v e  t r a c e r s ,  f r e e  
stream concent ra t ion  decay measurements and g rad ien t  o r  p r o f i l e  
determinat ions.  The most common l abo ra to ry  procedure i s  c a l l e d  t h e  £1-ux 
method which equates  f r e e  s t ream concent ra t ion  decay r a t e s  t o  t h e  
s u r f a c e  removal f l uxes .  Garland and Penket t  (1976) measured t h e  
concent ra t ion  decay of peroxy a c e t y l  n i t r a t e  (PAN) a s  i t  passed over 
d i f f e r e n t  su r f aces  i n  a  wind tunnel .  Given t h e  concen t r a t ion  d i f f e r e n c e ,  
t h e  t r a v e l  t ime over t h e  s u r f a c e  and t h e  wind tunne l  d imens ions , i t  i s  a  
s imple t a s k  t o  i n f e r  t h e  n e t  depos i t i on  f l u x  and i n  t u r n  determine t h e  
depos i t i on  v e l o c i t y .  A s i m i l a r  technique was used by H i l l  and 
Chamberlain (1974) t o  e s t a b l i s h  t h e  p o l l u t a n t  i n f l u x  r equ i r ed  t o  maint.ain 
a  cons tan t  concent ra t ion  over d i f f e r e n t  p l a n t  canopies .  More r e c e n t l y  
t h e  emergence of f a s t  response p o l l u t a n t  d e t e c t o r s  has  enabled a  
d i r e c t  measurement of t h e  v e r t i c a l  t u rbu len t  f l ux .  Wesely e t  a l .  (1977) 
recorded t h e  v e l o c i t y ,  w ' ,  and concent ra t ion ,  c ' ,  f l u c t u a t i o n s  a t  a  
r e f e r e n c e  he igh t  of z  = 5 m and eva lua ted  v  d i r e c t l y  us ing  
r g  
- 
where v ' c '  i s  t h e  t ime averaged v e r t i c a l  t u r b u l e n t  f l u x  and c t h e  
average concent ra t ion .  The averag ing  t i m e  f o r  t h e  r e s u l t s  r epo r t ed  i n  
Wesely e t  a l .  (1977) was O(10 minutes) .  
Another means f o r  determining depos i t i on  v e l o c i t i e s  i s  t o  employ 
i s o t o p i c  l a b e l l i n g  techniques.  I f  i s o t o p e s ,  w i t h  low n a t u r a l  abundances, 
are used then  t h e  t a s k  of  d i f f e r e n t i a t i n g  between m a t e r i a l  p rev ious ly  
present: a t  t h e  s u r f a c e  and t h e  amount depos i ted  dur ing  t h e  experiment 
i s  cons iderab ly  s i m p l i f i e d .  Owens and Powell (1974) r e l e a s e d  s u l f u r  
d iox ide  (SO2), l a b e l l e d  w i t h  t h e  s u l f u r  i s o t o p e  16935, and measured 
t h e  accumulation of 3 5 ~ 0 2  a t  t h e  ground. Given t h e  exposure t i m e ,  T ,  
and t h e  3 5 ~ ~  concen t r a t i on  a t  t h e  r e f e r e n c e  e l e v a t i o n  t h e  depos i t i on  2  
ve1ocit:y i s  given by 
3 5 ~ 0  A c t i v i t y  a t  t h e  Ground 
v ( z ) =  2  ( 6 . 2 4 )  
g r T 3 5 ~ ~ 2  b r )  
212 Chamberlain (1966) used thorium - B (82Pb ) ,  i n  a  wind tunne l ,  t o  
measure t h e  v e r t i c a l  f l u x  of p o l l u t a n t  m a t e r i a l s  towards g r a s s  and 
s i m i l a r  s u r f a c e s  a s  a  func t ion  of t h e  concen t r a t i on  d i f f e r e n c e  between 
t h e  r e f e r e n c e  he igh t  and t h e  su r f ace .  
The most common t e c h n i q u e  used i n  f i e l d  s t u d i e s  i s  t h e  g r a d i e n t  
o r  p r o f i l e  method. T h i s  p rocedure  u t i l i z e s  measurements a t  two o r  more 
e l e v a t i o n s  t o  e s t a b l i s h  t h e  v e r t i c a l  c o n c e n t r a t i o n  g r a d i e n t  a c / a z .  I f  
t h e  momentum, h e a t ,  w a t e r  v a p o r ,  and p o l l u t a n t  f l u x e s  a r e  c o n s t a n t  
w i t h i n  t h e  s u r f a c e  l a y e r  t h e n  t h e  Monin-Obukhov s i m i l a r i t y  h y p o t h e s i s ,  
coupled w i t h  t h e  measured v e r t i c a l  g r a d i e n t ,  g i v e s  t h e  p o l l u t a n t  
d e p o s i t i o n  v e l o c i t y  
The t u r b u l e n t  eddy d i f f u s i v i t y  K (2) can b e  e s t i m a t e d  u s i n g  t h e  methods 
P  
p r e s e n t e d  i n  Chapter  4  o r  determined from energy  budget measurements 
u s i n g  a  mass t r a n s f e r  analogy.  An a l t e r n a t i v e  approach i s  t o  assume t h a t  
t h e  p o l l u t a n t  t r a n s p o r t  i s  similar t o  t h a t  o f  w a t e r  vapor  and employ 
a  s t a b i l i t y  dependent bu lk  t r a n s f e r  c o e f f i c i e n t  t o  approximate  t h e  
s u r f a c e  f l u x .  Given t h e  measured c o n c e n t r a t i o n  p r o f i l e  t h e  d e p o s i t i o n  
velolc i ty  i s  s imply 
wher~e C i s  t h e  aerodynamic t r a n s f e r  c o e f f i c i e n t  and u ( z  ) is t h e  mean h 
wind speed a t  a n  e l e v a t i o n  z  above t h e  ground. Whelpdale and Shaw h  
(1974) used (6.26) t o  e v a l u a t e  SO2 d e p o s i t i o n  v e l o c i t i e s  o v e r  d i f f e r e n t  
surfiaces f o r  a  range o f  s t a b i l i t y  c o n d i t i o n s .  F u r t h e r ,  more de ta i l l ed  
d i s c u s s i o n s  o f  t h e  p r o f i l e  and o t h e r  methods a r e  g iven  i n  Gar land (1974) 
and Droppo and Hales  (1974).  
6.7 - L i t e r a t u r e  Survey of Depos i t ion  Veloc i ty  Measurements 
A major goa l  of developing t h e  upper l i m i t  d epos i t i on  model was t:o 
e s t a b l i s h  t h e  s u r f a c e  removal r a t e s  f o r  t hose  s p e c i e s  which p a r t i c i p a t e  
i n  photochemical r e a c t i o n s .  A p a r t i a l  l i s t  of  t h e s e  s p e c i e s  i nc ludes  
n i t r i c  oxide (NO), n i t r o g e n  d ioxide  (NO2), ozone (0 ), peroxy a c e t y l  3 
n i t r a t e  (PAN),  hydrogen peroxide (F1202), n i t r o u s  a c i d  (HONO), n i t r i c  
a c i d  (KN03),carbon monoxide (CO), r e a c t i v e  hydrocarbons, o rgan ic  and 
ino rgan ic  r a d i c a l s .  An ex t ens ive  l i t e r a t u r e  search  was c a r r i e d  ou t  t o  
i d e n t i f y  experimental  de te rmina t ions  of ground level depos i t i on  v e l o c i t i e s  
f o r  each of t h e s e  spec i e s .  The r e s u l t s ,  p r e sen t ed  i n  Table  6.5,  i nc lude  
a d d i t i o n a l  va lues  excerp ted  from t h e  comprehensive surveys conducted by 
Droppo (1976),  S l i nn  e t  a l .  (1978) and McMahon and Denison (1979). In 
cons t ruc t ing  t h e  t a b l e  an  a t tempt  h a s  been made t o  summarize t hose  
f a c t o r s  which i n f l u e n c e  t h e  est imates ,namely t h e  experimental  t echnique ,  
r e f e r e n c e  h e i g h t ,  type  of s u r f a c e ,  mois ture  cond i t i ons  and t h e  atmo- 
spheric: cond i t i ons .  
Considering t h e  important  r o l e  of depos i t i on  i n  e s t a b l i s h i n g  
ambient: concen t r a t i on  l e v e l s  t h e  most s t r i k i n g  f e a t u r e  of Table  6.5 i s  
t h e  pauc i ty  of r epo r t ed  r e s u l t s .  The problem is  f u r t h e r  compounded by 
inadequate  documentation of t h e  atmospheric cond i t i ons  p r e v a i l i n g  dur ing  
each of  t h e  experiments.  Unless s u f f i c i e n t  meteoro logica l  d a t a  a r e  
r epo r t ed  i t  i s  d i f f i c u l t  t o  s e p a r a t e  whether t h e  t u r b u l e n t  t r a n s p o r t  o r  
chemical n a t u r e  of  t h e  underlying s u r f a c e  is  c o n t r o l l i n g  t h e  depos i t i on .  
The l i m i t e d  d a t a  r epo r t ed  i n  t h e  t a b l e  a r e ,  un fo r tuna t e ly ,  i n s u f f i c i e n t  
t o  adequately v e r i f y  t h e  quan ta t i ve  performance of t h e  upper l i m i t  modlel. 
TABLE 6.5 
~ a e  .--- ..-. --.. ,.c n ,.--- 4 ~ 4 ~ -  T ?  1 - - -  n-e- c-- o---:-- 
~ L L ~ ~ ~ L L I L C  S U V C ~  V L  U G ~ V ~ L L L I J I I  ~ i ~ l u ~ i t j i  L J ~ L ~  V L  D ~ T L L C ~  
Involved in Photochemical Reaction Processes 
DEPOSITION 
SPECIES VELOCITY SURFACE MEASUREMENT METEOROLOGICAL 
CONDITIONS METHOD DATA REPORTED REFERENCE v (cmls) 
g 
- 
O 3 1.67 Alfalfa Flux u Hill and Chamberlain (1974) 
0.10-2.10 Soil, Short Grass Profile z/L,Rib,u*,z =4m,T,RH,z 
r o Galbally (1971) 
- 0.47-0.55 Grass, Soil, Water Flux u,u~,zO,zr=1Ocm Garland and Penkett (1976) 
0.20-0.80 Maize - Flux u,u*,zo,~,T,zr=4-5m Wesely et al. (1978) 
10 
0.02-1.80 --- --- --- McMahon and Denison (1979) 
0.29-0.84 Soybean field Eddy-correlation u, z =5.2m,L r Wesley et al. (1982) 
NO 0.10 Alfalfa Flux u Hill and Chamberlain (1974) - 
N02 1.90 Alfalfa Flux u Hill and Chamberlain (1974) 
- 
0.50-2.00 --- --- --- McMahon and Denison (1979) . 
0.05-0.56 Soybean field Eddy-correlation u, z =5.2m, L 
r 
Wesley et al. (1982) 
CO 0.00-0.002 Vegetation --- --- McMahon and Denison (1979) 
PAN 0.14-0.30 Grass, Soil ' Flux - ~ , ~ ~ , z ~ , z ~ = 1 O c m  Garland and Penkett (1976) 
A 1  F g 1  F I  - 0 . 6 3  L L . L A u L A c L  F1 ux u Hill and (1974) 
A q u a l i t a t i v e  i n d i c a t i o n  can, however, be gained by examining the  s tudy 
of s u l f u r  d ioxide  (SO2) depos i t i on  c a r r i e d  out  by Whelpdale and Shaw 
(1974).  Thei r  r e s u l t s ,  presented i n  Table 6.6,  c l e a r l y  demonstrate t h a t  
t h e  in f luence  of atmospheric s t a b i l i t y  i s  c o n s i s t e n t  wi th  the  calcu1at:ed 
v a r i a t i o n  shown i n  Figure 6.2. During s t a b l e  condi t ions  t h e  dep 'osi t ion 
f l u x  i s . p r i m a r i l y  con t ro l l ed  by t h e  r a t e  a t  which m a t e r i a l  can b'e 
t r anspor t ed  t o  t h e  su r f ace .  Such circumstances a r e  l i k e l y  t o  oc~cur 
a t  n i g h t .  During t h e  daytime t h e  depos i t i on  r a t e  i s  much more l i k e l y  t o  
be inf luenced  by t h e  chemical i n t e r a c t i o n  a t  t h e  su r f ace .  
Table 6.7 summarizes t h e  depos i t i on  v e l o c i t i e s  der ived from t h e  
l i t e r a t u r e  survey.  The accompanying concen t r a t ion  r a t i o s ,  based on a  
r e f e rence  e l e v a t i o n  zr = 1 m, a r e  f o r  use i n  t h e  a i r s h e d  model. The d a t a  
should only  be considered a s  e s t ima te s .  
6.8 Conclusions 
- 
I n  t h i s  chapter  a  s imple upper l i m i t  model f o r  p o l l u t a n t  depos i t i on  
v e l o c i t i e s  has  been presented .  The p r i n c i p a l  f e a t u r e s  of t h e  formulat ion 
a r e :  an e x p l i c i t  t rea tment  of atmospheric s t a b i l i t y  and a  formalt 
procedure f o r  determining equ iva l en t  c e l l  average depos i t i on  v e l o c i t i e s  
f o r  use  i n  numerical c a l c u l a t i o n s .  The f a c t  t h a t  atmospheric s t a b i l i t y  
has  such a pronounced e f f e c t  on t h e  s u r f a c e  f l u x e s  p o i n t s  t o  t h e  need 
f o r  c a r e f u l  r e p o r t i n g  of meteoro logica l  cond i t i ons  during f i e l d  s t u d i e s .  
This  would enable  an independent assessment of whether t h e  l i m i t s  on v  g 
a r e  s e t  by t h e  eddy d i f f u s i o n  o r  by t h e  a b i l i t y  of t h e  underlying s u r f a c e  
t o  a s s i m i l a t e  t h e  ma te r i a l .  I n  terms of f u t u r e  work considerably more 
TABLE 6.6 
Average Deposition Velocity of SO2 for 
Different Surface and Stability conditionsa 
NUMBER OF DEPOSITION VE,LOCITY 
SURFACE STABILITY EXPERIMENTS v (cm/s) 
g 
Grass Ri < -0.02 1 0  2 .4  b 
Snow 
Water 
a. Source: Whelpdale and Shaw (1974) 
b. Stability is defined in terms of the bulk Richardson Number Rib 
where T is the ambient temperature, Az difference in sampling 
heights, A 0  the potential temperature difference and A i i  the wind 
speed. 
TABLE 6.7 
Summary of Deposition Velocity Data 
and Concentration Ratios 
CONCENTRATION RATI~T 
DEPOSITION VELOCITY RANGE 
SPECILES c ( z  vp(cm/s> 1 - --A- ~(2,) 
a t t e n t i o n  needs  t o  be  g i v e n  t o  c h a r a c t e r i z i n g  t h e  p h y s i c a l  and chemical  
p r o c e s s e s  o c c u r i n g  i n  t h e  l a y e r  z < z  < z . At p r e s e n t  t h e r e  a r e  no d -  - 0 
s a t i s f a c t o r y  t h e o r e t i c a l  t r e a t m e n t s  o f  t h e  mass t r a n s f e r  c l o s e  t o  t h e  
s u r f a c e .  Even more s e r i o u s  is t h e  l i m i t e d  amount o f  f i e l d  d a t a  on 
p o l l u t a n t  u p t a k e  a t  t h e  s u r f a c e .  
A b a s i c  l i m i t a t i o n  o f  t h e  model is  t h e  r e l i a n c e  on Monin-Obvkhov 
s i m i l a r i t y  t h e o r y  t o  c h a r a c t e r i z e  t h e  m a t e r i a l  f l u x e s .  While t h i s  
f o r m a l l y  r e s t r i c t s  a p p l i c a t i o n s  t o  s t e a d y  c o n d i t i o n s  and v a l u e s  
I Z / L ~  < 1, t h e  model i s ,  n e v e r t h e l e s s ,  c a p a b l e  of producing u s e f u l  l i m i t s  
f o r  s u r f a c e  d e p o s i t i o n  f l u x e s  f o r  a  range  of t h e  s p e c i e s  encounte red  i n  
photochemical  a p p l i c a t i o n s .  
CHAPTER 7 
TREATMENT OF POINT AM) AREA SOURCE EMISSIONS 
7.1 I n t r o d u c t i o n  
A, primary de te rminan t  of p o l l u t a n t  c o n c e n t r a t i o n  l e v e l s  w i t h i n  an  
u rban  environment i s  t h e  emiss ion of contaminant m a t e r i a l s  i n t o  t h e  
atmosphere.  These emiss ions ,  which can be  produced from a  v a r i e t y  of 
d i f f e r e n t  a c t i v i t i e s ,  e n t e r  t h e  a i r s h e d  model e i t h e r  through t h e  boun- 
d a r y  c o n d i t i o n s  o r  a s  s o u r c e  terms i n  t h e  c o n s e r v a t i o n  e q u a t i o n s .  Th is  
c h a p t e r  d e s c r i b e s  t h e  p rocedures  used t o  a l l o c a t e  emiss ions  i n t o  t h e  
a p p r o p r i a t e  computa t iona l  c e l l s .  P a r t i c u l a r  a t t e n t i o n  i s  g iven  t o :  t h e  
mode of m a t e r i a l  i n j e c t i o n ,  e f f e c t i v e  r e l e a s e  h e i g h t ,  n e a r  source  c h e w  
i s t r y  and t h e  i n f l u e n c e  of t u r b u l e n t  d i f f u s i o n .  The i s s u e s  which need 
t o  b e  cons idered  when compil ing a  comprehensive emiss ion i n v e n t o r y  f o r  
a s p e c i f i c  r e g i o n  a r e  d i s c u s s e d  i n  Chapter  13 .  
7.2 P o i n t  and Area Source Emissions 
D e s p i t e  t h e  d i v e r s i t y  of d i f f e r e n t  s o u r c e  t y p e s ,  p o l l u t a n t s  and 
modes of m a t e r i a l  d i scharge ,mos t  emiss ions  can be  cons idered  t o  be  
r e l e a s e d  from e i t h e r  p o i n t  l o c a t i o n s  o r  a r e a l  r e g i o n s .  P o i n t  s o u r c e s ,  
by d e f i n i t i o n ,  need t o  b e  t r e a t e d  a s  d i r e c t  i n p u t s  t o  t h e  s p e c i e s  con- 
t i n u i t y  e q u a t i o n s  i n  much t h e  same manner a s  t h e  chemical  r e a c t i o n  
terms.  I f  a  p o i n t  s o u r c e  emi t s  a  t y p i c a l  s p e c i e s  a t  t h e  r a t e  E (x , t )  P  7' 
from t h e  d i s c h a r g e  p o i n t  x t h e n  t h e  c o n t r i b u t i o n  t o  t h e  r a t e  of con-. 
-P , 
c e n t r a t i o n  change a t  - x i s  g iven  by 
S(z,t) = E (x , t ) a ( x , ? l p )  P - P  
where a (q ,+ )  i s  given by 
; q = x  
-P 
k , x )  -P =[ (7.2)  
, - ; q = x  
-P \ 
Area sources a r e  t y p i c a l l y  loca ted  a t  t he  ground and a s  a  r e s u l t  t.hey 
e n t e r  t h e  a i r shed  model through the  boundary condi t ions .  For the  prob- 
lenn under cons ide ra t ion  t h e  f l u x  balance a t  t h e  su r f ace  r e s u l t s  i n  an 
expression of t he  form 
a c 
v c -  
g  - Ea(4 , t )  K z z a z  - 
where v i s  t he  depos i t i on  v e l o c i t y  of spec ies  c ,  K ~ z  the  tu rbu len t  
g  
d i f f u s i v i t y  and E ( x , t )  i s  t h e  emission f l u x  a t  t he  ground. I n  a  typ i -  
a  
call urban a i r shed  t h e r e  a r e  o f t e n  a very l a r g e  number of po in t  sources 
w i th in  an a r e a  def ined  by a  t y p i c a l  computational c e l l .  Rather tha~n 
cons ider ing  each source s e p a r a t e l y ,  a  common p r a c t i c e  i s  t o  aggregate  
a l l  t h e  ground l e v e l  po in t  sources w i th in  each c e l l  and develop a  com- 
pa rab le  source term. I f  t h e r e  a r e  n ground l e v e l  po in t  sources l oca t ed  
wi th in  an a r e a ,  A ,  then  t h e  equ iva l en t ,  uniformly d i s t r i b u t e d  f l u x  i s  
given by 
Most a i r shed  models cannot r e so lve  s p a t i a l  s c a l e s  smal le r  than 
t h e  s i z e  of an ind iv idua l  computational c e l l .  Because of t h i s ,  po in t  
and a rea  emissions a r e  o f t e n  t r e a t e d  a s  volume source terms. I n  order  
to det~ermine the incremental contribution from emissions into a partic- 
ular cell consider the one shown in Figure 7.1, which is of arbitrary 
base area A and uniform height h(t). Given the mass emission rate from 
either a point source E ( x  ,t) or an area source 
~~(x,t), the p -P 
corresponding cell mass concentrations Q (t) and Q (t) are of the form 
P a 
E (x ,t) 
Qp(t) = P-P 
and 
To be useful in comparisons against ambient air quality standards the 
expressions (7.5 - 7.6) need to be converted to a system of concentra- 
tion units expressed in terms of parts per million by volume. This is 
accomplished by assuming that all species can be described by the ideal 
gas laws. Under these conditions the volume occupied by one mole of an 
ideal gas is given by RT/P where R is the Universal gas constant, T the 
0 
absolute temperature in K, and P the pressure in standard atmospheres. 
If M i.s the molecular weight of species k then the conversion is given 
b Y 
3 RT Concentration (ygmlm concentration (ppmv) = (7.7) 
- 1 The source conversion factor, S, expressed in units of ppm sec is 
then given by 
FIGURE 7.1 
Point  and Area Source Represen ta t ion  
For t h e  most common case  of a r e g u l a r  c e l l  of volume V and source 
emissions E and Ea t h e  above expressions reduce to :  P 
I n  order  t o  i l l u s t r a t e  an a p p l i c a t i o n  of t h e  above formulae cons ider  an 
2 
a r ea  source wi th  an emission f l u x  d e n s i t y  of ~ , ( t )  ' 1 Kgmlm -s and a 
po in t  r e l e a s e  of E ( t )  = 1 Kgm/s. I f  t h e  ambient condi t ions  a r e  T = 25 
P 
OC = 298 OK,  P = 1 atm and R = 8.314 ~ o u l e / ~ m - m o l e - ~ ~  (RT/P = 0.024510), 
then  the  source conversion f a c t o r s  f o r  a u n i t  c e l l  volume and he ight  
can be r e a d i l y  ca l cu la t ed  from (7 .9 )  and (7.10) .  Some t y p i c a l  r e s u l t s  
f o r  a range of d i f f e r e n t  spec ies  a r e  shown i n  Table 7 . 1 .  
Both concent ra t ion  conversion formulae r e q u i r e  a knowledge of t he  
molecular weights.  This does not  pose a problem f o r  most spec i e s ;  how- 
ever ,a  d i f f i c u l t y  a r i s e s  when t r e a t i n g  hydrocarbons because t h e r e  a r e  
hundreds of them present  i n  a t y p i c a l  urban atmosphere. Since it i s  
not  p r a c t i c a l  t o  consider  t h e  r e a c t i o n s  of each ind iv idua l  hydrocarboin, 
t he  most common approach i s  t o  t r e a t  t h e  chemistry of a s e r i e s  of 
lumped c l a s s e s .  A t y p i c a l  grouping could be aldehydes, o l e f i n s ,  aromat- 
i c s ,  a lkanes and o t h e r  non-reactive spec ies .  
TABLE 7.1 
Convers ion-Fac tors  f o r  Poin t  and Area Sources ( a )  
MOLECULAR SOURCE EMISSION ( 1 ~ )  
SPECIES WEIGHT CONVERSION FACTORS (b) FACTORS 
co 
NO 
NO* 
S0:2 
3 
CH4 
~ ~ 1 3 ~  
HCHO 
(a)  Ambient condi t ions  p = 1 atm and T = 298OK 
(b) Example c a l c u l a t i o n , l . 5  ppmV of n i t r i c  oxide (NO) = 1.5 x 1224  := 
:1836 u g m l m  3 
2 (c )  The conversion f a c t o r s  a r e  based on Ea = 1 Kgm/m -sec and 
E = 1 Kgmlsec. A s  an example cons ider  a l a r g e  po in t  source 
P 
e m i t t i n g  0.1 Kgm/sec ( = 10 tons/day)  of n i t r i c  oxide (NO) i n t o  
a g r id  c e l l  of dimension 5000 x 5000 x 30 m,  then  
RT 10' 5 8 . 1 7 ~ 1 0  x0 .1  
' Sp(NO) = - - = 1 . 1 4 ~ 1 0  -4 PPm - 7 ppb ('O) = 5000x5000x30 M P v  P s e c  min 
I n  t he  present  study the  i - t h  hydrocarbon c l a s s  average molecular 
weight:, mi, i s  determined from 
where E and % a r e  t h e  emissions and molecular weight of spec ies  k i n  k 
t h e  i-.th c l a s s .  
7 . 3  2: f fec t ive  Release Height for Emissions 
I n  t h e  previous s e c t i o n  no cons ide ra t ion  was given t o  e i t h e r  the  
phys i ca l  s tack  he ight  o r  t h e  buoyant r i s e  of hot  exhaust gases  when 
l o c a t i n g  t h e  e f f e c t i v e  d ischarge  p o i n t ,  x  . Within t h e  a i r shed  model 
7' 
the  a c t u a l  he igh t ,  H ,  f o r  emission r e l e a s e  i s  considered t o  be t h e  sum 
of t h e  s t ack  e l e v a t i o n ,  hs,  and t h e  plume r i s e ,  h  . Depending upon t h e  
P 
va lue  of H and t h e  s i z e  of t h e  f i r s t  computational c e l l ,  Az, t h e  emis- 
s ions  can be t r e a t e d  a s  e i t h e r  ground l e v e l  o r  e leva ted  r e l e a s e s .  
Clear ly  when hs > Az t h e  emissions need t o  be considered as  e leva ted  
poin t  sources.  When hs < Az t h e  d i s t i n c t i o n  between ground l e v e l  and 
e leva ted  sources ,  and t h e i r  mode of numerical t rea tment ,  i s  no longer  
c l e a r  cu t .  As a  r e s u l t  it  i s  necessary t o  e s t a b l i s h  s e l e c t i o n  c r i t e r i a  
which can be used t o  d i s t i n g u i s h  between t h e  two cases .  One approach 
f o r  c r e a t i n g  such a  d i v i s i o n  i s  shown i n  Figure 7.2 and i l l u s t r a t e s  t h e  
need t o  address  two b a s i c  i s sues :  t h e  computational c o s t  and t h e  magni- 
tude of the  concent ra t ion  increment. 
h, 3 A Z  
ELEVATED POINT SOURCE 
GROUND LEVEL SOURCE 
F < Fmin 
SOURCE 
- 
FIGURE 7 . 2  
Se l ec t ion  C r i t e r i a  f o r  Ground Level and Elevated Sources 
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The c r i t i c a l  problem, i n  e i t h e r  ca se ,  i s  t o  determine i f  t h e  plume 
r i s e  above t h e  s t ack  top  i s  g r e a t e r  than  Az. Since most of t h e  
exhaust plumes encountered i n  an urban environment a r e  dominated by 
buoyan.cy r a t h e r  than momentum, an i n i t i a l  s e l e c t i o n  can be made on t'he 
b a s i s  of t h e  magnitude of t h e  buoyancy f l u x ,  F, emit ted by t h e  source. 
This f l u x  i s  def ined  a s  
where QH i s  the  hea t  output  from t h e  source,  T t he  s t a c k  gas tempera- 
s  
t u r e ,  C and p t he  s p e c i f i c  hea t  and d e n s i t y  of t h e  exhaust gases .  I n  
P  
t h e  present  model t h e  source emissions a r e  t r e a t e d  a s  ground l e v e l  
r e l e a s e s  i f  t he  e f f l u e n t  buoyancy i s  below a  minimum va lue ,  Fmin ' 
Assigning a  lower va lue  e f f e c t i v e l y  reduces t h e  t h e  number of sources 
t r e a t e ~ d  a s  i nd iv idua l  po in t  r e l e a s e s .  This l a t t e r  f a c t o r  i s  q u i t e  
important a s  an ex tens ive  s e t  of c a l c u l a t i o n s  must be performed i n  
order  t o  c o r r e c t l y  account f o r  t h e  m a t e r i a l  d i spe r s ion  from each 
source. I n  p r a c t i c e  t h e  exact  va lue  of t h e  cu tof f  depends on t h e  
number of sources and the  magnitude of t h e i r  emissions. Chapter 13 
d i scusses  t h e  choice of Fmin f o r  an urban a i r shed .  
Wlhen the  source buoyancy exceeds Fmin t h e  next  s t e p  i s  t o  de t e r -  
mine i f  t h e  equi l ibr ium height  of t h e  e f f l u e n t  plume i s  above t h e  top  
of t he  f i r s t  computational c e l l .  I f  t h e  plume r i s e  p lus  t h e  s t ack  
he ight  exceeds Az then  t h e  source i s  t r e a t e d  a s  an e leva ted  poin t  
source. When hs + h  < Az t h e  po in t  source i s  added t o  t he  ground 
P  
l e v e l  f l u x  t e r n  i n  ( 7 . 3 ) .  Clea r ly  a  c r u c i a l  element of t h e  s e l e c t i o n  
p r o c e s s  i s  t h e  d e t e r m i n a t i o n  of h  and t h i s  i s  t h e  s u b j e c t  of t h e  nex t  P  
s e c t i o n .  
7.4 Plume Rise  and E f f e c t i v e  S tack  Height 
C h a r a c t e r i z a t i o n  of t h e  plume r i s e  above t h e  s t a c k  t o p  i n  tlerms 
of t h e  exhaust  gas  p r o p e r t i e s  and t h e  ambient a tmospher ic  s t a t e  i s  a  
complex problem. A  r e c e n t  review by Briggs  (1975) i n d i c a t e s  t h a t  no 
s i n g l e  formula  a d e q u a t e l y  p r e d i c t s  plume r i s e  f o r  t h e  range  of colnmonly 
encountered m e t e o r o l o g i c a l  c o n d i t i o n s ;  indeed ,  t h e  p r e d i c t i o n s  of d i f -  
f e r e n t  f o r m u l a t i o n s  can v a r y  by f a c t o r s  of 2 t o  10. Given such  a  l a r g e  
range of u n c e r t a i n t y  i t  i s  n a t u r a l  t o  ask  t h e  q u e s t i o n :  what p rocedures  
can b e  used i n  t h e  a i r s h e d  model t o  p r e d i c t  t h e  plume r i s e  from ind i -  
v i d u a l  p o i n t  s o u r c e s ?  The o b j e c t i v e  of t h i s  s e c t i o n  i s  t o  p r e s e n t  t h e  
formulae  embedded i n  t h e  a i r s h e d  model. 
As might be  expected, t h e r e  i s  an e x t e n s i v e  l i t e r a t u r e  on plume 
r i s e  modeling; however, i t  i s  beyond t h e  scope of t h i s  s t u d y  t o  con- 
s i d e r  t h e  d e t a i l s  of t h e  d i f f e r e n t  f o r m u l a t i o n s .  Th i s  background i n f o r -  
mat ion i s  comprehensively reviewed i n  t h e  works of Br iggs  (1969,19751, 
F i s c h e r  e t  a l .  (1979) ,  F a b r i c k  e t  a l .  (1977) and Tesche e t  a l .  (1976) .  
An examinat ion of t h i s  l i t e r a t u r e  i n d i c a t e s  t h a t  t h e  approaches  be  
b road ly  c l a s s i f i e d  i n t o  t h r e e  b a s i c  c a t e g o r i e s .  The most d e t a i l e d  
invo lves  s o l v i n g  t h e  coupled c o n s e r v a t i o n  e q u a t i o n s  of mass, momentum, 
energy and s p e c i e s .  T h i s  method i s  g e n e r a l l y  n o t  u s e d  i n  a i r s h e d  
models because  of t h e  p r o h i b i t i v e  c o s t  of t h e  numerical  s o l u t i o n .  An 
a l t e r n a t i v e  approach,  in t roduced  by Morton e t  a l .  (19561, i s  t o  con- 
s i d e r  t h e  i n t e g r a t e d  form of t h e  c o n s e r v a t i o n  e q u a t i o n s .  This  method 
i n v o l v e s  i n t e g r a t i n g  t h e  e q u a t i o n s  a c r o s s  a  s e c t i o n  normal t o  t h e  plume 
t r a j e c t o r y  and assuming t h a t  a l l  t u r b u l e n t  t r a n s p o r t  terms v a n i s h  a t  
t h e  plume boundary. S e v e r a l  v a r i a t i o n s  of t h e  g e n e r a l  e q u a t i o n s  f o r  
t h e  i n t e g r a l  method a r e  a v a i l a b l e  f o r  d i f f e r e n t  f low geomet r ies  and 
t h e  ambient c o n d i t i o n s .  A thorough d i s c u s s i o n  of t h e  development of 
t h e  g e n e r a l  e q u a t i o n s  f o r  a  buoyant j e t  i n  a  d e n s i t y -  s t r a t i f i e d  c r o s s  
f low a r e  g i v e n  by H i r s t  (1972) ,  Omms (19721, Wright (1977) ,  Schatzmann 
(1979)1,  Koh and Brooks (1975) ,  Csanady (19731, Houl t  e t  a l .  (1969) and 
F i s c h e r  e t  a l .  (1979) .  
Although t h e r e  a r e  many plume r i s e  formulae ,  t h e  ones proposed by 
Briggs  (1969, 1975) a r e  t h e  most wide ly  employed i n  p r a c t i c e  (CRSTER, 
1977) .  Ex tens ive  s e t s  of f i e l d  o b s e r v a t i o n s ,  d imensional  a n a l y s e s  and 
t h e o r e t i c a l  f o r m u l a t i o n s  were used by Briggs  i n  developing t h e  plume 
models-  Near t h e  s o u r c e  h  i s  a d e q u a t e l y  p r e d i c t e d  u s i n g  t h e  momentum P  
c o n s e r v a t i o n  e q u a t i o n s  and a  s imple  en t ra inment  assumption.  
Folr n e u t r a l  and u n s t a b l e  c o n d i t i o n s  Briggs  developed t h e  f o l l o w i n g  
e x p r e s s i o n :  
where x  i s  downwind d i s t a n c e  from s o u r c e  (m), and u  i s  t h e  h o r i z o n t a l  
wind speed (m/s ) .  The buoyancy f l u x ,  i n  m4 s - ~ ,  i s  d e f i n e d  by 
- 
where g i s  t h e  g r a v i t a t i o n a l  a c c e l e r a t i o n  (9.8 m s  '1, d  i s  t h e  s t a c k  
i n s i d e  d iamete r  (m), Vs t h e  exhaus t  g a s  v e l o c i t y  ( m / s ) ,  Ta i s  t h e  
ambient a i r  t empera tu re  (OK), and Ts t h e  s t a c k  exhaus t  g a s  t empera tu re .  
Based on e a r l y  exper imenta l  ev idence ,  Br iggs  concluded t h a t  t h e  f i n a l  
~ l u . m e  r i s e ,  h  occur red  a t  a  downwind d i s t a n c e  of t e n  s t a c k  h e i g h t s .  P  ) 
L a t e r  r e s u l t s  i n d i c a t e d  t h a t  t h e  t h e  downwind d i s t a n c e  a t  which t h e  
f in ia l  plume r i s e  o c c u r r e d  was a  f u n c t i o n  of buoyancy. The d i s t a n c e s  a r e  
a s  f o l l o w s  
The l i m i t i n g  plume r i s e  p r e d i c t i o n s  a s  a  f u n c t i o n  of t h e  buoyancy f l u x  
parameter  F a r e  shown i n  F i g u r e  7.3. 
Under s t a b l e  ambient s t r a t i f i c a t i o n  Briggs  (1975) i n d i c a t e s  t ' ha t  
t h e  plume r i s e  can be  d e s c r i b e d  by 
113 ; f o r  windy c o n d i t i o n s  ('7.17) 
; f o r  n e a r  calm c o n d i t i o n s  (7.18) 
I n  t h e s e  e x p r e s s i o n s  s  i s  s t a b i l i t y  parameter  d e f i n e d  i n  terms of t h e  
v e r t i c a l  p o t e n t i a l  t empera tu re  g r a d i e n t .  
When c a l c u l a t i n g  t h e  plume r i s e  h  t h e  s m a l l e r  of t h e  v a l u e s  
P ' 
e s t i m a t e d  by (7.17) and (7.18) should be  used.  The downwind d i s t a n c e  
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t o  t he  f i n a l  plume r i s e  i s  given by 
In  some circumstances the  app ropr i a t e  f i e l d  d a t a  w i l l  not  be ava i l tab le  
f o r  d i r e c t  determinat ion of t h e  s t r a t i f i c a t i o n  parameter;  f o r  t hese  
s i t u a t i o n s  s can be approximated using t h e  information presented i i n  
Table 7 . 2 .  
7.5 Plume Pene t r a t ion  I n t o  Elevated S tab le  Layers 
I n  urban environments t h e  su r f ace  l aye r  i s  o f t e n  capped by an 
e leva ted  s t a b l e  layer .  Since t h e  formulae presented i n  t h e  previous 
sec t ions  a r e  only v a l i d  f o r  condi t ions  of uniform s t r a t i f i c a t i o n  they 
provide l i t t l e  guidance i n  a s se s s ing  t h e  a b i l i t y  of buoyant plumes t o  
penletrate i n t o  the  invers ion .  This s e c t i o n  p re sen t s  a  simple model t h a t  
e n a l ~ l e s  t he  s tudy of plume pene t r a t ion  i n  an environment composed of a  
su r f ace  n e u t r a l  l aye r  below a s t a b l e ,  e leva ted  temperature invers ion .  
A schematic r ep re sen ta t ion  of t h e  problem i s  shown i n  F igure  7 . 4 .  Mote 
t h a t  f o r  t h e  purposes of t he  fol lowing a n a l y s i s  t he  invers ion  i s  con- 
s idered  t o  be deeper than t h e  f i n a l  plume r i s e .  
As a  f i r s t  approximation consider  t h e  c l a s s i c  Morton e t  a l .  (1.956) 
app~roach t o  plume r i s e  <n which t h e r e  i s  no c ros s  flow. I f  t h e  Bou~s- 
s inesq  approximation i s  invoked then the  conservat ion equat ions f o r  
mass, momentum and buoyancy can be w r i t t e n  i n  t h e  form 
TABLE 7.2 
R e l a t i o n s h i p  Between P a s q u i l l - G i f f o r d  S t a b i l i t y  
C l a s s e s  and Temperature S t r a t i f i c a t i o n  
- 
AMBIENT TEMPERATURE POTENTIAL TEMPERATURE* 
STABILITY GRADIENT GRADIENT 
CLASS a ~ /  a =  (OC/IOO~) a e / a ~  (Oc/loom) 
A (extre.mely u n s t a b l e )  <-I. 9 <-0 .9  
B (moderate ly  u n s t a b l e )  -1.9 t o  -1.7 -0.9 t o  -0.7 
C ( s l i g h . t l y  u n s t a b l e )  -1.7 t o  -1.5 -0.7 t o  -0.5 
D ( n e u t r a l )  -1.5 t o  -0.5 -0.5 t o  0 . 5  
E ( s l i g h ~ t l y  s t a b l e )  -0.5 t o  1 . 5  0.5 t o  2.5 
F (moderate ly  s t a b l e )  >1.5  >2.5 
k de dT 
C a l c u l a t e d  b y  assuming - 2 - + r where I' i s  t h e  a d i a b a t i c  dz dz 
l a p s e  rate (0.986 O~/ lOOm).  
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where a i s  t h e  entrainment c o e f f i c i e n t ,  w(z) t h e  v e r t i c a l  v e l o c i t y  
componlent, b ( z )  t he  plume r ad ius  a s  a  func t ion  of e l eva t ion  z ,  T and 
T a r e  t h e  temperatures  i n s i d e  and o u t s i d e  t h e  plume. ( T i s  a  re fer - -  1 a  
ence tlemperature, t y p i c a l l y  t h e  ambient va lue  a t  t h e  same e l eva t ion  a s  
t h e  top of t h e  s t a c k . )  I n  t h e  above formulat ion t h e  v e r t i c a l  v e l o c i t y  
and temperature have been assumed t o  be cons tan t  across  t h e  plume a t  
any he ight .  This formulat ion can be e a s i l y  extended t o  t h e  more conven- 
t i o n a l  approaches of Csanady (1973) and Koh and Brooks (1975) i n  which 
the p r o f i l e s  a r e  assumed t o  be Gaussian. 
The buoyancy f l u x  i n  (7.23) i s  given by 
Under n e u t r a l  condi t ions  d ( ~  P/dz i s  cons tan t  and so FZ i s  equal  t o  F, 
z  
t h e  buoyancy f l u x  a t  t h e  s t a c k  e x i t .  Equations (7.21) and (7.22) can be 
solved t o  g ive  an express ion  f o r  t h e  change i n  buoyancy f l u x  a s  a  func.- 
t i o n  of e l e v a t i o n  and t h e  temperature s t r a t i f i c a t i o n  parameter s ,  i . e .  
S t a r t i n g  a t  t h e  s t a c k  top ,  where Fz = F,  (7.25) can be i n t e g r a t e d  t o  
f i n d  t h e  e l e v a t i o n  a t  which F  = 0. This he ight  de f ines  t h e  v e r t i c a l  
z 
ex ten t  of t h e  plume r i s e .  Since s=O f o r  0  ( z  ( Z i  t h e  i n t e g r a l  can be 
w r i t t e n  i n  t h e  form 
0 d e 
60 90 1/3s &/3 / z5/3 dz / d f z  = - (-1 5 10 
Where z i s  t h e  he ight  of f i n a l  plume r i s e .  Evaluat ing the  i n t e g r a l  
e  
g ives  
Which f o r  a  t y p i c a l  va lue  of t h e  entrainment  c o e f f i c i e n t ,  a = O.li!4, 
( ~ r i g g s ,  1975) g ives  t h e  fol lowing approximate express ion  f o r  ze 
Corlsidering t h e  f i n i t e  s i z e  of t h e  plume, complete p e n e t r a t i o n  i s  
l i k e l y  t o  occur  when z  = 1.3Zi. A similar a n a l y s i s  can be performed 
e  
f o r  t h e  uniform c r o s s  flow case  which r e s u l t s  i n  an equ i l i b r ium plume 
r i s e  of t h e  form 
A s u r p r i s i n g  f e a t u r e  of (7.291, a l s o  noted by Briggs (19751, i s  t h a t  
50% p e n e t r a t i o n  ( z e  = zi)  r e q u i r e s  on ly  1 /28  of t h e  buoyancy r e q u i r e d  
f o r  100%: p e n e t r a t i o n  ( z e  > 2 z i )  Within  t h e  a i r s h e d  model t h e  plume i s  
c o n s i d e r e d  t o  have p e n e t r a t e d  t h e  i n v e r s i o n  b a s e  i f  
Because of t h e  f i n i t e  d e p t h  of t h e  plume, p a r t i a l  p e n e t r a t i o n  of 
e l e v a t e d  i n v e r s i o n s  p robab ly  o c c u r s  more o f t e n  t h a n  t o t a l  p e n e t r a t i o n .  
I n  e i t h e r  c a s e  i t  i s  impor tan t  t o  have some e s t i m a t e  of t h e  amount of 
m a t e r i a l  i n j e c t e d  i n t o  t h e  i n v e r s i o n .  Manins (1979) p r e s e n t s  l abora -  
t o r y  r e s u l t s  and a  t h e o r e t i c a l  model of t h e  c o n d i t i o n s  under which 
plumes can p e n e t r a t e  s h a r p ,  e l e v a t e d  t empera tu re  i n v e r s i o n s .  Of p a r t i c -  
- u l a r  i n t e r e s t  i s  t h e  f a c t  t h a t  h i s  model can be  used t o  p r e d i c t  t h e  
f r a c t i o n .  of m a t e r i a l  t r a p p e d  i n  t h e  i n v e r s i o n  l a y e r  and which w i l l  be  
a v a i l a b l e  f o r  subsequent  fumiga t ion .  One of t h e  more i n t e r e s t i n g  f i n d -  
i n g s  of Manins' work was t h a t  so  long a s  t h e  plume remains i n  t h e  
i n v e r s i o n  l a y e r  t h e  amount of m a t e r i a l  t r a p p e d  p e r  u n i t  downwind d i s -  
t a n c e  i s  approximately  independent  of wind speed.  
I n  many s i t u a t i o n s  t h e  boundary l a y e r  t empera tu re  s t r u c t u r e  i s  
more c o ~ c ~ p l i c a t e d  t h a n  t h e  s imple  two l a y e r  sys tem d e s c r i b e d  above. 
There a r e  a  number of i n t e g r a l  plume models which can b e  used t o  
p r e d i c t  plume d i s p e r s i o n  i n  a r b i t r a r i l y  s t r a t i f i e d  environments.  Some 
examples a r e  d e s c r i b e d  i n  t h e  works of Schatzmann (1979) ,  Omms (19721, 
Br iggs  (1975) and H i r s t  (1972) .  U n f o r t u n a t e l y  none of t h e s e  models 
r e s u l t  i n  s imple  a n a l y t i c  e x p r e s s i o n s  and a s  a  r e s u l t  t h e y  must b e  
so lved  numer ica l ly .  
7.6 Treatment of Elevated Poin t  Sources 
Most previous models have e i t h e r  ignored t h e  d i spe r s ion  of pollu- 
t a n t  m a t e r i a l  from e leva ted  poin t  sources (MacCracken et a l . ,  1978) or 
t r e a t e d  them i n  a  h ighly  s imp l i f i ed  manner (Reynolds e t  a l ,  1973). 
This i s  unfor tuna te  s i n c e  t h e  con t r ibu t ion  t o  both l o c a l  and more d i s -  
t a n t  p o l l u t a n t  l e v e l s  can be q u i t e  s i g n i f i c a n t .  For example whein the  
e f f e c t i v e  s t ack  he ight  i s  below t h e  top  of t h e  mixed l a y e r ,  t h e  
e f f l u e n t s  can be r a p i d l y  downmixed within a short distance of the 
source. I f  t h e  emissions a r e  i n j e c t e d  i n t o  t h e  invers ion  t h e  plume 
m a t e r i a l  can remain a l o f t  f o r  many hours ,  e f f e c t i v e l y  i s o l a t e d  from t h e  
ground, u n t i l  convect ive mixing erodes t h e  s t a b l e  l aye r .  The po in t  a t  
wlhich the  fumigation occurs  may be a  cons iderable  d i s t a n c e  downwind 
from the  source. This phenomenon was discussed in Chapter 5. 
The most common a l l o c a t i o n  scheme f o r  e leva ted  poin t  sources i s  
t o  add the  emissions from t h e  source i n t o  t h e  g r i d  c e l l  a t  t h e  e f fec-  
t i v e  s t a c k  he ight .  If  a l l  t h e  m a t e r i a l  i s  i n j e c t e d  i n t o  one c e l l  t h e  
near  source a i r  q u a l i t y  impact can be overestimated. An even more 
s e r i o u s  drawback wi th  t h i s  approach i s  t h a t  an i s o l a t e d  source can 
induce numerical d i spe r s ion  e r r o r s  t h a t  i n  t u r n  can produce severe  
i n s t a b i l i t i e s  during numerical s o l u t i o n  of t h e  chemical k i n e t i c s .  
These e r r o r s  can become even more severe  when mul t ip l e  sources a r e  con- 
s idered  because t h e  d i s p e r s i v e  waves from each r e l e a s e  can i n t e r a c t  
and be amplif ied (F igure  7.5).  Some of t h e s e  computational d i f f i c u l -  
t i e s  can be  overcome by using t h e  s o l u t i o n  procedures descr ibed  i n  
Chapter 10. 
FIGURE 7.5 
C o n c e n t r a t i o n  D i s t r i b u t i o n s  R e s u l t i n g  from 
D i r e c t  P o i n t  Source I n j e c t i o n  i n t o  the 
Computat ional  C e l l s  i n d i c a t e d  by Dots 
2 (u?-2.2 m / s ,  t = 1 . 6  h r s ,  A t  = Ax = Ay = 3 . 2  Km, Kn=K = l O O m  / s e c )  YY 
I n  an e a r l i e r  e f f o r t  t o  avoid some of t hese  problems, Reynolds e t  
a l .  (1973) a l l oca t ed  t h e  emissions t o  downwind computational c e l l s  on 
t h e  b a s i s  of some Gaussian plume d i spe r s ion  es t imates .  During t h e  day- 
time t h e  plume was considered t o  be we l l  mixed i n  t h e  v e r t i c a l  di-rec- 
t i o n  wi th in  a  ho r i zon ta l  d i s t a n c e  of two g r i d  c e l l s  downwind from t h e  
source. Perhaps t h e  most c r i t i c a l  l i m i t a t i o n  of t h e i r  procedure was 
t h a t  emissions in j ec t ed  above t h e  top  of t h e  mixed l a y e r  were ignored. 
The approach adopted i n  t h i s  s tudy i s  t o  d i s p e r s e  t h e  emissions 
downwind, tak ing  i n t o  account t h e  a c t u a l  v e r t i c a l  and l a t e r a l  spread of 
t he  plume a s  we l l  a s  whether t h e  e f f e c t i v e  s t a c k  he ight  i s  above o r  
bellow t h e  top  of t h e  mixed l aye r .  L a t e r a l  and v e r t i c a l  dimensions of 
t he  plume a r e  obtained by assuming a  Gaussian p r o f i l e  i n  each d i r e c -  
t i o n .  I n  each d i r e c t i o n  t h e  plume ha l fwid th  i s  assumed t o  be 20 
which includes 95% of t h e  plume mass. The d i spe r s ion  c o e f f i c i e n t s  a y  
ancl o a r e  func t ions  of s o l a r  r a d i a t i o n ,  cloud cover,  wind speed alnd 
Z 
su r f ace  roughness. The plume i s  assumed t o  extend downwind f o r  a  d i s -  
tance  uAt whereAt i s  t h e  averaging time of t h e  wind da t a .  I f  t h e  v e r t -  
i c a l  th ickness  of t he  plume, 4a , exceeds t h e  mixed l aye r  depth ,  t h e  
z  
v e r t i c a l  th ickness  i s  taken t o  be t h e  mixing he ight .  Over t h e  averag- 
ing time of t h e  wind d a t a ,  t he  plume i s  assumed t o  be uniformly mixed 
and t o  be e s s e n t i a l l y  con ica l  (F igure  7 . 6 ) .  With t h i s  assumption t h e  
f ralc t i on ,  Fi jk. of t he  e l l i p t i c a l  cone volume t h a t  i s  w i th in  a  given 
downwind g r i d  c e l l ,  ( i , j , k ) ,  can be used t o  c a l c u l a t e  t h e  magnitude of 
the  source con t r ibu t ion  
FIGURE 7 .6  
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Figure 7.7(a) displays the concentration distribution resulting 
< 
from a single source using this dispersion procedure. The upwind nega- 
tive concentrations are much smaller than those resulting from the sin- 
gle cell source injection. Figure 7.7(b) shows the concentration dis- 
tribution resulting from the same computational procedure but with two 
sources. The upwind dispersion errors, in both cases, are substan- 
tially less than those shown in Figure 7.5. 
FIGURE 7 . 7  
Same a s  F igure  7 .6  except  t h a t  t h e  source  i n j e c t i o n  
i s  performed us ing  t h e  a lgor i thm desc r ibed  i n  t h e  t e x t  
7.'7 Plume D i s p e r s i o n  Paramete rs  
A key element of t h e  s o u r c e  a l l o c a t i o n  p rocedure  i n t r o d u c e d  i n  t h e  
prlevious s e c t  i o n  was t h e  c h a r a c t e r i z a t i o n  of t h e  plume growth i n  terms 
of t h e  d i s p e r s i o n  paramete rs  a and a . While t h e r e  i s  an  e x t e n s i v e  Y z 
l i t e r a t u r e  on p rocedures  f o r  e s t i m a t i n g  t h e  c o e f f i c i e n t s ,  most of t h e  
cormnonly adopted schemes u t i l i z e  t h e  f o r m u l a t i o n  p r e s e n t e d  i n  Turner  
(1970).  U n f o r t u n a t e l y  t h e  Turner  Workbook i s  based on a  l i m i t e d  s e t  of 
f i e l d  d a t a  and,  more i m p o r t a n t l y ,  i t  does n o t  a c c u r a t e l y  d e s c r i b e  
d i s p e r s i o n  under  u n s t a b l e  c o n d i t i o n s ,  (Hanna e t  a l . ,  1977; G i f f o r d ,  
1976;and P a s q u i l l ,  1975, 1976) .  The r e c e n t  work of Willis and Dear- 
d o r f f  (1976, 19781, Lewellen and Teske (1975) and Lamb (1978, 1979) 
i n d i c a t e s  t h a t  under c o n v e c t i v e l y  d r i v e n  c o n d i t i o n s  b o t h  t h e  mixed 
l a y e r  dep th  and t h e  convec t ive  v e l o c i t y  s c a l e  have a  s i g n i f i c a n t  impact 
on p o l l u t a n t  d i f f u s i o n  from e l e v a t e d  s o u r c e s .  N e i t h e r  of t h e s e  v a r i -  
ablles a r e  inc luded  i n  t y p i c a l  Gaussian plume c a l c u l a t i o n s .  The ob j~ec-  
t i v e  of t h i s  s e c t i o n  i s  t o  p r e s e n t  an a l g o r i t h m  f o r  p r e d i c t i n g  t h e  
plume growth i n  terms of r e a d i l y  a v a i l a b l e  o r  e s t i m a t e d  meteoro log , i ca l  
in fo rmat ion .  The p rocedure  supplements t h e  m a t e r i a l  p r e s e n t e d  i n  
Chapter  4 and i s  p a r t l y  based on t h e  measurements and l i t e r a t u r e  
r e s u l t s  assembled by I r w i n  (1979) .  
When d e s c r i b i n g  t h e  plume geometry i t  i s  impor tan t  t o  e n s u r e  t h a t  
t h e  averaging t imes of t h e  t u r b u l e n c e  s t a t i s t i c s  and requ i rements  f o r  
t h e  c o n c e n t r a t i o n  p r e d i c t i o n s  a r e  c o n s i s t e n t .  The b a s i c  problem i s  
i l l u s t r a t e d  i n  F i g u r e  7.8. As seen by a  s t a t i o n a r y  o b s e r v e r ,  t h e  mean 
c o n c e n t r a t i o n  i s  i n f l u e n c e d  by meandering of t h e  plume d u r i n g  t h e  
FIGURE 7.8  
I n s t an t aneous  Concen t ra t ions  and t h e  E f f e c t  
of Temporal Averaging 
exper iment .  Tay lor  (1921) addressed  t h i s  i s s u e  and proposed a  model 
f o r  t h e  average  plume dimensions  expressed  i n  terms of t h e  motion of 
sin& p a r t i c l e s  r e l e a s e d  from t h e  p o i n t  source .  At a  p a r t i c u l a r  
-
ins tan t ,however ,  t h e  plume o u t l i n e  i s  d e f i n e d  by t h e  t r a j e c t o r i e s  of 
two p a r t i c l e s  r e l e a s e d  s imul taneous ly  by t h e  source .  The i n s t a n t a n e o u s  
- 
plume wid th  i s  d e s c r i b e d  by t h e  p a r t i c l e  s e p a r a t i o n  and t h e  meander by 
t h e  p o s i t i o n  of t h e i r  c e n t e r  of mass. The need f o r  d i s t i n g u i s h i n g  
between t h e  two c a s e s  becomes apparen t  when it  i s  recognized  t h a t  t h e  
plume chemis t ry  i s  c o n t r o l l e d  by t h e  i n s t a n t a n e o u s  v a l u e s  and t h e  
observed ground l e v e l  c o n c e n t r a t i o n  by t h e  average  p r o f i l e .  Some i n i -  
t i a l  i d e a s  on t h e  r e l a t i o n s h i p  between averag ing  t imes  and p a r t i c l e  
s t a t i s t i c s  f o r  d i f f e r e n t  observed wind v e l o c i t y  s p e c t r a  a r e  p r e s e n t e d  
i n  Sheih  (1980).  Fur the r ,more  d e f i n i t i v e  work w i l l  r e q u i r e  f i e l d  d a t a  
from a  wider  range of c o n d i t i o n s .  For  t h e  purposes  of t h e  p r e s e n t  s t u d y  
i t  has  been assumed t h a t  t h e  averag ing  t imes f o r  t h e  d i s p e r s i o n  c o e f f i -  
c i e n t s  a r e  comparable w i t h  t h o s e  of t h e  m e t e o r o l o g i c a l  d a t a .  
I n  t h e  atmosphere o and o r e f l e c t  t h e  i n f l u e n c e  of t h e  d i f f e r e n t  
Y Z 
p h y s i c a l  phenomena a c t i n g  on t h e  plume. I f  t h e  assumption i s  made t h a t  
t h e  v a r i o u s  p r o c e s s e s  a r e  a d d i t i v e  ( P a s q u i l l ,  1975) t h e n  t h e  t o t a l  
d i s p e r s i o n  i n  each d i r e c t i o n  can be  r e p r e s e n t e d  by 
where t h e  s u b s c r i p t  a  r e f e r s  t o  t h e  c o n t r i b u t i o n  from a tmospher ic  
t u r b u l e n c e ,  b  t h e  f r a c t i o n  induced by t h e  i n h e r e n t  buoyancy of t h e  
plume and s  t h e  a d d i t i o n a l  c r o s s  wind spread  a r i s i n g  from v e r t i c a l  
wind s h e a r .  S ince  t h e  pr imary purpose  of t h e  s o u r c e  a l l o c a t i o n  pro- 
cedure  i s  t o  m a i n t a i n  t h e  plume i n t e g r i t y  o n l y  u n t i l  i t  has  grown t o  
t h e  s i z e  of a  t y p i c a l  computa t iona l  c e l 1 , t h e  e f f e c t  on l a t e r a l  d i s p e r -  
s i o n  from changes i n  t h e  wind d i r e c t i o n  and speed w i t h  e l e v a t i o n  can b e  
ignored .  Most of t h e  r e s e a r c h  work and f i e l d  i n v e s t i g a t i o n s  have been 
d i r e c t e d  a t  f o r m u l a t i n g  t h e  c o n t r i b u t i o n  from atmospher ic  t u r b u l e n c e .  
Under s u i t a b l e  assumptions  on a tmospher ic  s t a t i o n a r i t y  and homo-. 
g e n e i t y  Tay lor  (1921) showed t h a t  t h e  d i f f u s i o n  parameters  can be  
w r i t t e n  i n  t h e  g e n e r a l  form 
where T i s  t h e  d i f f u s i o n  t ime and B a r e  t h e  Lagrangian auto-  
Y s Z  
c o r r e l . a t i o n s  a s s o c i a t e d  w i t h  t h e  wind f l u c t u a t i o n s  v', w' i n  t h e  y and 
z  d i r e c t i o n s .  Close  t o  t h e  s o u r c e  R ( < )  = 1. I n  t h e  l i m i t s  of long d i f -  
f u s i o n  t imes  i t  i s  h i g h l y  l i k e l y  t h a t  t h e  v e l o c i t y  f l u c t u a t i o n s  a r e  
u n c o r r e l a t e d  and a s  a  r e s u l t  R ( < )  = 0. For  i n t e r m e d i a t e  t imes  measure- 
ment d i f f i c u l t i e s  compl ica te  c h a r a c t e r i z a t i o n  of t h e  f u n c t i o n a l  form 
of ~ ( 5 ) .  I n  an  e f f o r t  t o  overcome some of t h e  p r a c t i c a l  d i f f i c u l t i e s ,  
Pasqui.11 (1971) sugges ted  an  a l t e r n a t i v e  d e f i n i t i o n  t h a t  r e t a i n e d  t h e  
e s s e n t i a l  f e a t u r e s  of t h e  Taylor formulat ion but which was more amlen- 
a b l e  t o  parameter iza t ion  i n  terms of r e a d i l y  determined Euler ian  quan- 
t i t i e s .  In  i t s  most genera l  form, a s  adopted by Draxler  (1976),  Hanna 
e t  a l .  (1977),  and Irwin (19791,the P a s q u i l l  r ep re sen ta t ion  resul t ls  i n  
d i spe r s ion  c o e f f i c i e n t s  of t he  form 
where the  s tandard dev ia t ion  of t h e  wind f l u c t u a t i o n s  a and o and 
v  W 
F ~ , z  
a r e  un ive r sa l  func t ions  of a  s e t  of parameters P which spec i fy  t h e  
c h a r a c t e r i s t i c s  of t h e  atmospheric boundary l a y e r  over  a  range of s t a -  
b i l i t y  condi t ions .  
The v a r i a b l e s  which comprise E w e r e  introduced i n  Chapter 4 arid 
inc lude  t h e  f r i c t i o n  v e l o c i t y  u,, t h e  Monin-Obukhov length  L, t h e  
C o r i o l i s  parameter f  , t h e  mixed l a y e r  depth Z t he  convect ive v e l o c i t y  i ' 
s c a l e  w,, t h e  su r f ace  roughness z  and t h e  he ight  of t h e  p o l l u t a n t  0 
r e l e a s e  above t h e  ground z, i .e. ,  P = { z ,  Zi, u, w,, z 0 ,  L, f}. 
D e t a i l s  of t h e  procedures used t o  determine these  v a r i a b l e s  a r e  d i s -  
cussed i n  Chapter 4. 
For  l a t e r a l  d i s p e r s i o n ,  t h e  s t a n d a r d  d e v i a t i o n  of t h e  h o r i z o n t a l  windl 
f l u c t u a t i o n s  can be  w r i t t e n  i n  t h e  form 
I r w i n  (1979) developed (7.38) by combining t h e  r e s u l t s  of Nieuwstadt and 
van Duuren (1979) ,  Deardorff  and W i l l i s  (19751, and D r a x l e r  (1976) .  For  
n e u t r a l  and s t a b l e  c o n d i t i o n s , ~  i s  based on t h e  c a l c u l a t i o n s  d e s c r i b e d  
v  
i n  Birtkowski ( 1979).  
blormally Monin-Obukhov s i m i l a r i t y  i s  v a l i d  o n l y  f o r  z /L < -2; how- 
e v e r , f o r  c o n v e c t i v e  c o n d i t i o n s  mixed-layer s c a l i n g  can be  a p p l i e d  
throug;hout t h e  whole boundary l a y e r  (panofsky e t  a1. ,1977; Nieuwstadt,  
1980).  Using t h e s e  r e s u l t s  I r w i n  (1979) proposed t h e  f o l l o w i n g  forms 
f o r  F . 
9' 
An examination of (7.38-7.41) i n d i c a t e s  t h a t  they have the  same limit- 
ing behaviour pred ic ted  by t h e  Taylor theory i . e .  a a t f o r  t + 0 and 
v  
a a < f o r  t + . Another i n t e r e s t i n g  f e a t u r e  of t h e  model i s  t h a t  
v  
t h e r e  i s  no func t iona l  dependence on r e l e a s e  he ight .  
In  contrast ,  t h e  s tandard dev ia t ion  of t h e  v e r t i c a l  v e l o c i t y  flluc- 
t u a t i o n s  a r e  c l o s e l y  r e l a t e d  t o  t he  h e i g h t  of t h e  p o l l u t a n t  r e l e a s e  
above the  sur face .  The reason f o r  t h i s  i s  t h a t  under uns t ab le  condi- 
t i o n s  the  app ropr i a t e  similarity v a r i a b l e s  a r e  t he  convect ive v e l o c i t y  
W, and the  mixed l aye r  he ight  Zi  ( W i l l i s  and Deardorff ,  1976). Using 
these  v a r i a b l e s  a  wide range of f i e l d  and labora tory  measurements can 
be descr ibed by a  un ive r sa l  func t ion  of the  form 
Irwin (1979) has assembled a  number of d i f f e r e n t  d a t a  s e t s  which 
c h a r a c t e r i z e  G ( z / z . ) .  His r e s u l t s ,  shown i n  F igure  7.9, have been 
1 
incorporated i n t o  t h e  a i r shed  model. 
During n e u t r a l  and s t a b l y  s t r a t i f i e d  condi t ions  t h e  formulat ion 
developed by Binkowski (1979) can be used 
I n  (7.43) k i s  t h e  von Karman cons tan t  and $ m ( z / ~ )  i s  given by 
I I I I 1 I l l  
0 1870 LENSHOW AIRCRAFT DATA, FIGURE 3 0 F  WlLLlS AND DEARDORFF (1974) 
- D 1864 TELFORD AND WARNER AIRCRAFT DATA, FIGURE 3 OF WlLLlS AND 
- 
- 
- A 1973 MINNESOTA DATA. IZUMl AND CAUGHEY (1976) DEARDORFF (19741- - 
- N U M E R I C A L  SOLUTION, FIGURE 3 OF WILLIS AND DEARDORFF (1974) - 
--TANK DATA, FIGURE 3 OF WILLIS AND DEARDORFF (19741 
FIGURE 7 . 9  
V e r t i c a l  P r o f i l e  of O,/W?~ f o r  F u l l y  Convective Condi t ions  
( A f t e r  I r w i n ,  1979 )  
The reduced frequency im ( B U S C ~ ,  1973) a t  which the  v e r t i c a l  v e l o c i t y  
spectrum has i t s  peak i s  given by 
Once the  s tandard  dev ia t ions  of t h e  wind v e l o c i t y  f l u c t u a t i o n s  
have been e s t ab l i shed  t h e  next  s t e p  i s  t o  complete parameterizatioin of 
t h e  v e r t i c a l  d i spe r s ion  c o e f f i c i e n t s  by spec i fy ing  F . Some f i e l d  and 
z  
labora tory  r e s u l t s  f o r  uns t ab le  condi t ions  a r e  shown i n  F igure  7.10, 
where t h e  d a t a h a v e b e e n  p l o t t e d  a s  a  normalized func t ion  of t he  comvec- 
t i v e  time s c a l e  Z. /w*.  From an in spec t ion  of t hese  graphs it i s  
1 
apparent t h a t  t h e r e  a r e  two d i f f e r e n t  d i spe r s ion  regimes, one f o r  
d i scharges  above 0.1Z and the  o t h e r  f o r  su r f ace  r e l ea ses .  Lamb (1979) i 
has shown t h a t  locus of maximum concent ra t ion  of a  non-buoyant e leva ted  
plu~rne ( z s  > 0.1Z.l fol lows a  descending pa th  t h a t  i n t e r c e p t s  t h e  ground 
1 
a t  a  downwind d i s t a n c e  x % 22 u/w,. For a  su r f ace  source t h e  locus of 
s- 
t he  maximum concen t r a t ion  ascends beginning a t  a  d i s t a n c e  of approxi- 
mately x  = Z. l l /w* .  The important f e a t u r e s  of t h e  concent ra t ion  f i e l d  
1 
can be reproduced by t h e  Gaussian plume model i f  t h e  a c t u a l  source 
e l eva t ion  i s  replaced by a " v i r t u a l  source height"  He(Lamb, 1979). A t  
present  t h e r e  a r e ,  un fo r tuna te ly ,  no simple a n a l y t i c  expressions which 
desc r ibe  t h e  v a r i a t i o n  i n  F o r  H a s  a  func t ion  of r e l e a s e  he ight  and 
z e  
s t a b i l i t y .  For t h e  present  s tudy t h e  d a t a  shown i n  F igure  7.10 a r e  
10 
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FIGIJRE 7 - 1 0  
Values of F, f o r  E leva ted  Re leases  and 
Near-Surface Re leases  d u r i n g  Convect ively  Uns tab le  Condi t ions  
( A f t e r  I r w i n ,  1979 )  
employed d i r e c t l y  i n  combination wi th  (7.42). Between n e u t r a l  condi- 
t i o n s  and 
- Z i / ~  l e s s  than 10 an i n t e r p o l a t i o n  formula due t o  Irwin 
(1979) i s  used. 
Draxler (1976) developed t h e  fol lowing r e s u l t s  f o r  n e u t r a l  anti 
s t a b l e  condi t ions .  
The f i e l d  d a t a  which formed t h e  b a s i s  of (7.47-7.48) a r e  shown i n  Fig- 
u re  7.11. Both expressions r e q u i r e  s p e c i f i c a t i o n  of t h e  c h a r a c t e r i s t i c  
t ime To. While an i n i t i a l  e s t ima te  of 50 seconds was given by Draxler,  
I rwin (1979) proposed t h e  fol lowing func t ions  a f t e r  an a n a l y s i s  of 
a d d i t i o n a l  f i e l d  experiments and l abo ra to ry  s t u d i e s  
50 f Y z < 50m 
Even though most of t h e  d a t a  examined by Irwinwere f o r  near  n e u t r a l  
condi t ions  t h e  r e s u l t s  a r e  l i k e l y  t o  have wider a p p l i c a b i l i t y  because 
turbulence l e v e l s  during s t a b l e  condi t ions  a r e  r e l a t i v e l y  low. 
So f a r  i n  t he  d i scuss ion  t h e  plumes have been considered t o  be a t  
t h e  same temperature a s  t h e  environment. I f  t h e  source e f f l u e n t  i s  hot  
then  the  d i s p e r s i o n  i s  inf luenced by both  t h e  ambient tu rbulence  and 
t h e  buoyancy induced en t ra inment .  U n f o r t u n a t e l y  t h e r e  a r e  few p u b l i s h e d  
s t u d i e s  which a s s e s s  t h e  r e l a t i v e  importance of each p rocess .  As a  
r e s u l t :  most d e s c r i p t i o n s  of t h e  s o u r c e  induced d i s p e r s i o n  a r e  based 
\ 
on t h e o r e t i c a l  f o r m u l a t i o n s .  C lose  t o  t h e  s t a c k  t h e  Tay lor  en t ra inment  
h y p o t h ~ e s i s  p r e d i c t s  a  l i n e a r  r e l a t i o n s h i p  between t h e  plume r a d i u s  and 
t h e  h e i g h t  of a s c e n t .  Th i s  i s  p a r t i a l l y  suppor ted  by t h e  d a t a  r e p o r t e d  
i n  Briggs  (1969) which i n d i c a t e  t h a t  t h e  v e r t i c a l  s p r e a d  i s  comparable 
t o  plume r i s e  h  P a s q u i l l  (1975,1976) used t h i s  r e s u l t  t o  develop an  P ' 
e s t i m a t e  of t h e  d i s p e r s i o n  caused by t h e  plume buoyancy. The P a s q u i l l  
model assumes t h a t  t h e  c o n c e n t r a t i o n  d i s t r i b u t i o n ,  a c r o s s  any c r o s s  
s e c t i o n ,  i s  uniform. When modif ied f o r  e q u i v a l e n t  Gaussian p r o f i l e s ,  
t h e  the rmal  d i s p e r s i o n  c o e f f i c i e n t s  u t i l i z e d  i n  t h e  a i r s h e d  model a r e  
g i v e n  by 
A s  i n  a l l  t h e  p r e v i o u s  f o r m u l a t i o n s  t h e r e  i s  a  c l e a r  need f o r  addi-  
t i o n a l  f i e l d  and l a b o r a t o r y  d a t a  which can be  used t o  t e s t  d i f f e r e n t  
models o v e r  a  wide range  of a tmospher ic  c o n d i t i o n s .  Th i s  l a c k  of s u i t -  
a b l e  v e r i f i c a t i o n  i n f o r m a t i o n  c o n s i d e r a b l y  hampers t h e  development of 
more r e f i n e d  d e s c r i p t i o n s  of t h e  d i s p e r s i o n  of buoyant and p a s s i v e  
exhaust: g a s e s .  
FIGURE 7.11 
V a l u e s  o f  F, f o r  S u r f a c e  and E l e v a t e d  R e l e a s e s  
Dur ing  N e u t r a l  and S t a b l e  C o n d i t i o n s  
( A f t e r  I r w i n ,  1 9 7 9 )  
7.8 Near Source Plume Chemist ry  
'Ilhe combustion p r o d u c t s  from l a r g e  p o i n t  s o u r c e s  a r e  r i c h  i n  
n i t rog ;en  o x i d e s  and t y p i c a l l y  have low c o n c e n t r a t i o n s  of r e a c t i v e  
hydrocarbons .  As a r e s u l t  t h e  n e a r  s o u r c e  plume chemis t ry  i s  dominated 
by t h e  f o l l o w i n g  r e a c t i o n s .  
Once t h e  plume h a s  grown t o  t h e  s i z e  of a t y p i c a l  computat ional  c e l l  
t h e  f u l l  a i r s h e d  model r e a c t i o n  mechanism, w i t h  i t s  hydrocarbon and 
r a d i c a l  i n t e r a c t i o n s ,  i s  more a p p r o p r i a t e .  The purpose  of t h i s  s e c t i o n  
i s  t o  p r e s e n t  a s imple  model which can be used to estimate the fraction of 
n i t r i c  o x i d e  (NO) which i s  conver ted t o  n i t r o g e n  d i o x i d e  (NO ) d u r i n g  2 
t h e  i n i t i a l  phase of plume d i s p e r s i o n .  
Given a background ozone c o n c e n t r a t i o n  of 0.04 ppm a s imple  ca lcu-  
l a t i o n ,  u s i n g  t h e  r a t e  c o n s t a n t  d a t a  p u b l i s h e d  i n  Hampson and Garvin 
(1977) ,  p r e d i c t s  a t y p i c a l  NO h a l f  l i f e  of a few seconds.  Th is  calcu--  
l a t i o n  assumes t h a t  every  a v a i l a b l e  NO molecu le  i n  t h e  plume encounte r s  
an ozone molecule .  I n  r e a l i t y  t h e  background ozone must d i f f u s e  i n t o  
t h e  NO r i c h  plume. Because t h e  chemical  k i n e t i c s  a r e  so  f a s t ,  r e l a t i v e  
t o  t h e  c h a r a c t e r i s t i c  mixing t imes ,  t h e  o v e r a l l  convers ion  r a t e s  a r e  
l i m i t e d  by t h e  en t ra inment  p r o c e s s e s .  There  have been a  number of 
t h ~ e o r e t i c a l  s t u d i e s  (Kewley, 1978; ~ h d  e t  a l . ,  1978;  White, 
19179) a s  w e l l  a s  f i e l d  measurements (White,  1977 and Hegg e t  a l . ,1977)  
which suppor t  t h i s  h y p o t h e s i s  f o r  t h e  r e a c t i o n  system (7.51 - 7.53). 
At n i g h t  t h e  dominant r e a c t i o n  i s  (7,53);however,  d u r i n g  d a y l i g h t  
hours  when k > 0, an e q u i l i b r i u m  i s  e s t a b l i s h e d  amongst NO, NO2, and 1 
0  which depends on t h e  s u n l i g h t  i n t e n s i t y .  The NO c o n c e n t r a t i o n  l ev-  31 2 
e1.s a r e  g i v e n  by t h e  p h o t o s t a t i o n a r y  approximat ion 
A n  a d d i t i o n a l  source  of NO i s  t h e  the rmal  convers ion  p r o c e s s  2  
In t h i s  r e a c t i o n  t h e  NO fo rmat ion  i s  p r o p o r t i o n a l  t o  (NO)' and, a s  a  2 
r e s u l t ,  (7.55) i s  o n l y  s i g n i f i c a n t  when t h e  NO c o n c e n t r a t i o n  l e v e l s  a r e  
high.  This  i s  t h e  r a t i o n a l e  f o r  o m i t t i n g  t h e  s t e p  i n  most photochemi- 
c a l  r e a c t i o n  mechanisms. There a r e  some ci rcumstances ,however ,  where 
t h ~ e  thermal  o x i d a t i o n  can b e  impor tan t  and t h e s e  c o n d i t i o n s  a r e  d i s -  
cussed i n  S e c t i o n  7.9. 
Ignor ing ,  f o r  t h e  p r e s e n t ,  t h e  NO con,version from r e a c t i o n  (7.551, 2 
a d d i t i o n a l  c o n s t r a i n t s  a r e  imposed on t h e  NO-NO -0 system because  of 2 3 
3 thie f a c t  t h a t  NO2 + 0  + O( P) and NO + NO a r e  s t o i c h i o m e t r i c  i n v a r i -  3  2  
anits. I f  s u r f a c e  removal p r o c e s s e s  a r e  unimportant  and t h e  plume i s  
co~ns idered  t o  be  w e l l  mixed a c r o s s  a  t r a n s v e r s e  s e c t i o n ,  t h e n  t h e  
n i t r o g e n  and excess  oxygen b a l a n c e s  r e q u i r e  t h a t  
259 
Nitrogen: 
NO (t) = N02(t) + NO(t) = D(t)NO (0) + [I - D(t)]NOx b 
X X 
3 Excess Oxygen (Ignoring 0 ( P) ) : 
b Ox(t) = N02(t) + Og(t) = D(t)[N02(0) + 03(0)] + [l - D(~)](NO~~ + O3 ) 
(7.57) 
In these expressions D(t) refers to the plume dilution at time t, and 
NO (0) to the stack concentrations and the superscript "b" to the back- 
X 
ground values. The dilution can be defined in terms of the change in 
the plume cross sectioned area as a function of time. If the initial 
transverse area is A and is A(t) at some later time t, then D(t) = 0 
AO/A(t)a There is a simple relation between the dilution and the growt:h 
of a cross sectional segment of unit thickness; this expression is 
In addition to the dilution D(t), the change in cross section can be 
expressed in terms of the dispersion coefficients, cr and o Z ,  
Y 
If the functional forms given by (7.36 - 7.37) are substituted into 
(7.59) then the dilution is given by 
When u s i n g  e x p r e s s i o n s  of t h e  form (7.59 - 7.60) it i s  impor tan t  t o  
ensure  t h a t  t h e  d i s p e r s i o n  paramete rs  d e s c r i b e  t h e  i n s t a n t a n e o u s  :plume 
p r o f i l e  and n o t  t h e  t ime averaged envelope (White,  1977).  The re,ason 
f o r  t h i s  i s  t h a t  t h e  meandering has  no e f f e c t  on t h e  plume chemist ry .  
The l a r g e  s c a l e  f l u c t u a t i o n s  i n  wind d i r e c t i o n  do,however, i n f l u e ~ n c e  
t h e  t ime averaged c o n c e n t r a t i o n s .  
S ince  t h e  ozone c o n c e n t r a t i o n  i n  t h e  s t a c k  exhaust  g a s e s  i s  usu- 
a l l y  n e g l i g i b l e ,  (7.57) can be  w r i t t e n  i n  t h e  form 
where 
and t h e  NO c o n c e n t r a t i o n  i s  g i v e n  by (7.56) 
where 
Combining (7.54,  7.61-7.64) produces a  q u a d r a t i c  e x p r e s s i o n  f o r  NO ( t )  , 2 
t h e  o n l y  p h y s i c a l l y  r e a l i s t i c  s o l u t i o n  of which i s  g iven  by 
The v a r i a b l e s  a  and b  can be c a l c u l a t e d  from measurements of 
N O / N O ~  i n  t h e  s t a c k  e x h a u s t ,  t h e  d i l u t i o n  and t h e  background concen t ra -  
t i o n s  of NO,  N O  and 0  Given t h e  r a t e  c o n s t a n t  r a t i o  k  /k t h e  2 3 ' 1 3  
downwind NO c o n c e n t r a t i o n  w i t h i n  t h e  plume can be r e a d i l y  e v a l u a t e d .  2 
Some of the necessary corrections for the effects of turbulent fluctu- 
ations and concentration inhomogeneities are discussed in Shu et al. 
(1978) and White (1979) .  A variety of other methods for estimating 
short-term NOp impacts are reviewed in Cole and Summerhays (1979) and 
Peters and Richards (1977) .  One advantage of the formulation presented 
in this section is that it can be used in conjunction with conventional 
Gaussia.n plume models. 
7.9 &I Examination of t h e  C o n t r i b u t i o n  of Thermal jQ Oxida t ion  
t o  t h e  Formation of NO,. 
--
When n i t r o g e n  o x i d e s  (NOx) a r e  r e p o r t e d  i n  s o u r c e  i n v e n t o r i e s  t h e y  
a r e  f r e q u e n t l y  expressed  i n  terms of e q u i v a l e n t  emiss ions  of n i t r o g e n  
di 'oxide  (NO ) even though t h e  exhaust  NO i s  composed p r i m a r i l y  of 2 X 
n i t r i c  ox ide  (NO) .  Unless  t h e  i n i t i a l  NO /NOx r a t i o  i s  s p e c i f i e d  from 2 
i n s t a c k  measurements i t  i s  n e c e s s a r y  t o  e s t a b l i s h  a p p r o p r i a t e  f r a c t i o n s  
f0.r  r e c o n s t r u c t i n g  t h e  a c t u a l  emiss ion l e v e l s  of NO and NO Depending 2  ' 
on t h e  source ,  and t h e  c h a r a c t e r i s t i c s  of i t s  combustion p r o c e s s ,  t h e  
f r a c t i o n  can vary  from approximately  1 t o  10%. I n  a d d i t i o n  t o  t h e  NO2 
formed dur ing  combustion,  some smal l  q u a n t i t i e s  can be  formed i n  t h e  
exhaust  gases  by t h e  t h i r d  o r d e r  r e a c t i o n  
This  r e a c t i o n  s t e p  i s  normal ly  ignored i n  photochemical  r e a c t i o n  
mechanisms because  of t h e  low ambient l e v e l s  of n i t r i c  ox ide .  The 
o b j e c t i v e  of t h i s  s e c t i o n  i s  t o  p r e s e n t  a  v e r y  s imple  model which can 
be  used t o  e s t i m a t e  t h e  f r a c t i o n  of NO which i s  conver ted  t o  NO i n  t h e  2  
v i c i n i t y  of t h e  source .  The i n t e n t  i s  n o t  t o  add an  a d d i t i o n a l  r eac -  
t i o n  s t e p  t o  t h e  a i r s h e d  model chemis t ry  bu t  r a t h e r  t o  develop a  s imple  
approach f o r  augmenting t h e  emiss ion i n v e n t o r y  NO / N O  r a t i o .  2 x 
I f  t h e  plume i s  cons idered  t o  be  w e l l  mixed a c r o s s  each t r a n s v e r s e  
s e c t i o n  then  t h e  n i t r i c  ox ide  (NO) decay r a t e  i s  g i v e n  by 
b  where D ( t )  i s  t h e  plume d i l u t i o n  a s  d e f i n e d  i n  S e c t i o n  7.8 and NO i s  
t h e  background c o n c e n t r a t i o n  of n i t r i c  ox ide .  The n i t r o g e n  mass con- 
s t r a i n t  e n a b l e s  t h e  d i r e c t  c a l c u l a t i o n  of NO from 
2  
I n  (7.67) t h e  second o r d e r  r e a c t i o n  r a t e  c o n s t a n t ,  i n  pprn-2-min-1 
u n i t s ,  i s  of t h e  form (Baulch e t  a1 . ,1978)  
Even though t h e  above e x p r e s s i o n s  a r e  s t r a i g h t f o r w a r d ,  t h e  NO 
c o n c e n t r a t i o n  dynamics downwind from t h e  s t a c k  a r e  n o t  immediately 
obvious .  While en t ra inment  of c o o l  ambient a i r  i n t o  t h e  plume causes  an 
i n c r e a s e  i n  t h e  magnitude of k (T) ( F i g u r e  7.121, t h e  plume d i l u t i o n  4 
a l s o  r l e s u l t s  i n  a  r e d u c t i o n  of NO. Th i s  i n t e r p l a y  between c o o l i n g  and 
d i l u t i o n  can b e  d e s c r i b e d  by i n t e g r a t i n g  t h e  s p e c i e s  r a t e  equa t ion .  I f  
t h e  ba~ckground c o n t r i b u t i o n  i n  (7 .67)  i s  ignored t h e n  t h e  NO concentra-  
t i o n  d~ecay i s  g i v e n  by 
TEMPERATURE ( O C )  
FIGURE 7.12 
k4 (T) 
V a r i a t i o n  of NO+1C0+O2 -m 2 N 0 2  Reac t ion  Ra te  
Cons tan t  as a Func t ion  of  Temperature 
Within the plume, the oxygen and temperature distributions are given by 
While details of near source dilution characteristics can be found in 
Fischer et al. (1979),an approximate form was adopted in this study 
Given the initial and background conditions for NOx, T and O2 the sys- 
tem of equations (7.67 - 7.73) can be solved to give the conversion 
fractions for short travel times. Figure 7.13 presents the results of 
one such calculation where the initial N02(0)/NOx ratio was 5.0%, 
02(0) = 3% = 300OOppmV, and the instack NO was varied from 200 to 2000 
ppmV. A comparison between the pure dilution cases and those in which 
the chemistry was included indicates that between 2 and 12% of the 
increase in NO2 concentration at any travel time can be explained by 
thermal oxidation. Two conclusions are apparent from this investigation. 
The first is that,close to the source, the reaction step can be sig- 
nificamt,which in turn implies that more attention needs to be given to 
characterizing the stack exhaust gas concentration and temperature 
distri-butions when assembling emission inventory information. Since the 
effects of thermal oxidation are minimal when the dilution is high,th~ere 
is no need to include the reaction step (7.66) in the airshed model. 
The incremental conversion can be incorporated by simply increasing the 
initial NO /NO emission inventory ratio. 2 x .  
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FIGURE 7.13 
NO Concentrations as a Function of Travel Time 
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Stack conditions T =  250 C, 0 2 =  3%, N02(o)/N0 x =0.05, N02==0.02. 
7.10 Conclusions  
Th is  c h a p t e r  has  d e s c r i b e d  how b o t h  p o i n t  and a r e a  source  emis- 
s i o n s  a r e  t r e a t e d  i n  t h e  a i r s h e d  model. Of p a r t i c u l a r  i n t e r e s t  i s  an 
improved method f o r  a l l o c a t i n g  e l e v a t e d  emiss ions  d i s c h a r g e s  i n t o  a  
three--dimensional  computat ional  g r i d .  When coupled w i t h  s u i t a b l e  
s e l e c t i o n  c r i t e r i a  t h a t  i d e n t i f y  whether  a  p a r t i c u l a r  source  should b e  
t r e a t e d  a s  an e l e v a t e d  r e l e a s e ,  t h e  procedure  s i g n i f i c a n t l y  reduces  t h e  
numer ica l  d i s p e r s i o n  e r r o r s  a s s o c i a t e d  w i t h  conven t iona l  a l l o c a t i o n  
schemes. Some p r e l i m i n a r y  work on t h e  t r e a t m e n t  of plume r i s e  i n  a  n.on- 
unifoxsnly s t r a t i f i e d  environment r e s u l t e d  i n  a  s imple  c r i t e r i o n  t h a t  
e s t a b l . i s h e s  whether a  plume can p e n e t r a t e  an e l e v a t e d  t empera tu re  
i n v e r s i o n .  I n  a d d i t i o n  t o  f o r m u l a t i n g  t h e  plume r i s e  models some con- 
s i d e r a t i o n  was g iven  t o  t h e  c h a r a c t e r i s t i c s  of t h e  n e a r  s o u r c e  chemis- 
t r y  and,  i n  p a r t i c u l a r ,  t h e  r o l e  of the rmal  o x i d a t i o n  of n i t r i c  ox ide  
There  i s  a  c r i t i c a l  need f o r  more f i e l d  measurements which can be 
usedto verify different models of plume dispersion, trapping and subse- 
quent  fumiga t ion .  
CHAPTER 8 
PRACTICAL IMPLEMENTATION OF A PHOTOCHEMICAL 
REACTION MECHANISM WITHIN AN AIRSHED MODEL 
8.1 Introduction 
'Photochemical air pollution is formed as a result of a complex 
interaction between sunlight, meteorology and primary emissions of 
nitrogen oxides and reactive hydrocarbons. The development of a 
reaction mechanism that accurately describes the atmospheric chemistry 
and which, at the same time, is computationally tractable is a complex 
undertaking. The task is complicated by the need to maintain a balance 
between the level of chemical detail and minimizing, for numerical 
reasons, the number of species and reaction pathways. This dilemma is 
particularly apparent when considering hydrocarbon chemistry. In a 
typical urban atmosphere literally hundreds of different hydrocarbons 
are present. Under most circumstances it is simply not feasible 110 
incorporate the reaction steps for each species. As a result two basic 
approaches have been developed to characterize the hydrocarbon chemistry: 
surrogate and lumped reaction mechanisms. 
Surrogate mechanisms are those in which the organic species in a 
particular class, e.g. olefins, are represented by one or more members 
of that class, e.g. propylene. In general these mechanisms, typified 
by Graedel etal. (1976) and Dodge (1977), tend to have a large number 
of reaction steps and are not practical in situations where the 
meteorological transport model involves more than a few computational 
cells. The second approach to the problem is to use chemical lumping 
in which one or more reactants, of similar structure and reactivity, 
are grouped together into a single class. A basic objective is to take 
advantage of the common features of the hydrocarbons and free radicals 
in order to minimize the number of species while at the same time 
maintaining a high degree of detail for the inorganic reactions. In 
the present study the lumped mechanism, developed by Falls and Seinfeld 
(1978), has been used. Their mechanism represents the atmospheric 
hydrocarbon mixture by six classes: ethylene, other olefins, alkanes, 
aromatics, formaldehyde and higher aldehydes. Other examples of lumped 
mechanisms are described in Eschenroeder and Martinez (1972), Gelinas 
and Skewes-Cox (1975), Hecht and Seinfeld (1972), Hecht et al. (1974), 
MacCracken and Sauter (1975) and Whitten et al. (1979). 
The basic objective of this chapter is to provide sufficient 
information regarding initial conditions, rate constants and stoichio- 
metry to allow an independent verification of the Falls and Seinfeld 
(1978) mechanism. Their mechanism was selected, for the airshed model, 
because it incorporates recent information on rate constants, mechani,stic 
structure and, in addition, has been successfully validated against 
a wide range of smog chamber experiments. Since an extensive analysi,~ 
of the chemical basis of the reaction scheme is available in the 
cited reference it will not be repeated here. Subsequent sections 
of this chapter present the results of a series of tests designed to 
examine the numerical properties of the kinetics, the adequacy of some 
psuedo s teady  s t a t e  approximations and t h e  mechanism cons is tency  a s  
evidenced by mass balance checks. While primary emphasis is  given t o  
t h e  F a l l s  and Se infe ld  (1978) formulat ion,  much of t h e  d i scuss ion  i n  
subsequent s e c t i o n s  can be  e a s i l y  appl ied  t o  o t h e r  mechanisms. 
8 .2 Chemical Reaction Source Term and Mechanism Def in i t i on  
Within t h e  a i r shed  model t h e  ambient chemistry is  represented  by 
t h e  presence of r e a c t i o n  terms, Ri; i = 1 ,2 ,  ..., n ,  i n  t he  atmospheric 
d i f f u s i o n  equat ion .  This s e c t i o n  p re sen t s  t h e  d e t a i l e d  formulat ion of 
t h e  mathematical form and s t r u c t u r e  of t h e s e  terms. Consider a  homogen- 
eou,s, i so thermal ,  i s o b a r i c  system i n  which n s i n g l e  phase spec i e s ,  ci ,  
i = 1 , 2 ,  ..., n ,  s imultaneously p a r t i c i p a t e  i n  m elementary r e a c t i o n  s t e p s .  
Fonmally, t h e  r e a c t i o n  s e t  can be  w r i t t e n  i n  terms of l i n e a r  combi~nations 
of spec i e s  c a l l e d  complexes (Horn and Jackson, 1972).  
The r e a c t a n t  and product s to ich iometry  i n  r e a c t i o n  s t e p  j is  def ined  by 
the  c o e f f i c i e n t s  r j i ,p j i .  I n  gene ra l ,  t h e s e  c o e f f i c i e n t s  a r e  such t h a t  
mass i s  conserved i n  each elementary r e a c t i o n ;  however, t h e r e  a r e  c i r -  
cumistances, t o  be d iscussed  l a t e r ,  i n  which t h i s  cond i t i on  must be  
re laxed .  Note t h a t  t h e  sum i n  (8.1) extends over a l l  n  spec i e s  t o  al low 
f o r  t h e  p o s s i b i l i t y  t h a t  a  given spec i e s  can p a r t i c i p a t e  i n  a  r e a c t i o n  
s t e p  a s  both a product and a  r e a c t a n t .  Equation (8.1) can be  writi ten 
i n  a  more compact ma t r ix  n o t a t i o n  i n  which f c )  is  i n t e r p r e t e d  a s  a  
concent~ca t ion  vec tor  c  = [ c  1 'C27 . . . , c  lT  and where t h e  r e a c t a n t  and n  
product  s to i ch iome t r i c  ma t r i ce s  [R] ,  [PI  a r e  of dimension m x n. 
I f  t h e  r a t e s  f .  of t h e  m i n d i v i d u a l  r e a c t i o n s  a r e  given,  t h e  
J .  
fol lowing s e t  of ord inary  d i f f e r e n t i a l  equat ions ,  t oge the r  wi th  appro- 
p r i a t e  i n i t i a l  cond i t i ons ,  i s  a b a s i s  f o r  desc r ib ing  t h e  k i n e t i c s  o f  t h e  
r e a c t i o n  s e t  embedded i n  t h e  a i r s h e d  model (Gavalas, 1968; A r i s ,  1965).  
- E {;I = [ S ]  T IF} = g(c)  
d t  
where [ S ]  i s  t h e  m x n  s to i ch iome t r i c  ma t r ix  def ined by [ P I  - [R], (F) 
i s  an m x  1 vec to r  of r a t e  func t ions  f .  and g(c)  can be i n t e r p r e t e d  a s  
J ' - - 
m 
a  non-l inear  t ransformat ion  which maps p o i n t s  from E i n t o  I R ~ .  I n  
gene ra l  t h e  ma t r ix  [S] has  no s p e c i a l  p r o p e r t i e s ,  such a s  symmetry, 
band o r  block s t r u c t u r e ,  except t h a t  t h e  number of d i f f e r e n t i a l  equat ions  
c l e a r l y  has t h e  upper bound: rank (S) - < min (m,n). 
For d e f i n i t i o n a l  purposes t h e  chemical mechanism embedded i n  t h e  
a i r shed  model i s  reproduced i n  Table 8.1.  Each spec i e s  and i t s  symbolic 
represer l ta t ion  i s  shown i n  Table 8.2.  I n  t h i s  l a t t e r  t a b l e  t h e  l a s t  
column i n d i c a t e s  whether t h e  spec i e s  i s  descr ibed  by one of t h e  
fol lowing mathematical types :  a  d i f f e r e n t i a l  equat ion ( D ) ,  a  pseudo 
s t eady  s t a t e  approximation (PSSA), a  cons tan t  (C)  o r  a s  an uncoupled 
2 7 2 
TABLE 8.1 
CHEMICAL MECHANISM USED WITHIN AIRSHED MODEL 
Photo lys is  of NO2 and b a s i c  NO-NO -0 p h o t o l y t i c  cyc l e  2 3 
Chemistry of NO3 (n i t rogen  t r i o x i d e )  
Nitrous a c i d  and peroxy n i t r o u s  ac id  chemistry 
NO + OH 9 + HONO 
Photo lys is  of HONO 
HONO + hv % OH + NO 
Nitrous ac id  chemistry 
H02 + N O 2  HONO + O2 
HONO + OH 12 + NO2 + H20 
NO2 + H02 13  t H02N02 
1 4  H02N02 t H02 + NO2 
*These numbers correspond t o  r e a c t i o n s  presented i n  Tables  1-111 
of F a l l s  and Se infe ld  (1978) 
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TABLE 8.1 (Continued) 
Convers ion of NO t o  NO2 
N i t r i c  a c i d  (H0N02) f o r m a t i o n  
Hydro~peroxyl r a d i c a l  f o r m a t i o n  
P h o t o ~ l y s i s  of ozone 
P h o t o ~ l y s i s  of formaldehyde 
HCHO + hv 21 + 2H02 + co 
HCHO + hv 2 2 
+ H2 + co 
Forma.ldehyde chemis t ry  
HCHO + OH 23 + HO2 + H20 + CO 33 
P h o t o l y s i s  of h i g h e r  a ldehydes  
24 RCHO + hv - RO2 + H02 + CO 3 5 
Higher a ldehyde  chemis t ry  
RCHO + OH 25 + RC03 36 
TABLE 8 .1  (Continued) 
O le f in  chemistry (OLE) 
OLE + O H  2 8 + R02 3 7 
OLE + 0 29 + R02 + RC03 38 
OLE + 0 3  3 0 + (al) RCHO + (a2)  HCHO + 39 
(a3) H02 + (a4)  R02 + 
(a5) OH + (a6) RO 
Alkane chemistry (ALK) 
ALK -t- OH 
ALK + 0 
Aromatic chemistry (ARO) 
ARO + OH 
Alkoxyl r a d i c a l  chemistry 
3 3 + R02 + RCHO 
Photo lys is  and chemistry of RONO 
3 4 
+ (bl) H o t  + (1-bl) R02 + 
(b2) HCHO + (b3) RCHO 
RONO + hv 35 + NO + RO 
RO + NO 2 RON0 
RO + N O 2  3 8 + RCHO + HONO 
2 7 5 
TABLE 8.1 (Continued) 
Pero:xy nitrate chemistry 
NO2 + R02 39 t R02N02 
NO2 +R02 2 RCHO + HON02 
R02N02 41 + NO2 + R02 
Pero:xyacyl nitrate (PAN) chemistry 
RC03 + NO2 2 PAN 
PAN 43 + RC03 + NO2 
Dinitrogen pentoxide (N 0 ) chemistry 2 5 
NO2 +NO3 4 4 N2°5 
4 5 
N2°5 t NO2 + NO3 
H20 + N205 4fi 2 HON02 
Ozone removal steps 
Ozone wall loss term for smog chamber experiments 
49 
O 3 + wall loss 
Hydrogen peroxide production and photolysis 
Recombination Reaction for peroxalkyl radicals 
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TABLE 8 - 2  
Chemical S p e c i e s  P a r t i c i p a t i n g  i n  Photochemical  R e a c t i o n  Mechanism 
TREATMENT I N  
AIRSHED MODEL 
N02 
O3 
HCHO 
RCHO 
OLE 
ALK 
ARO 
H2°2 
PAN 
HONO 
N i t r i c  Oxide 
Ni t rogen  Dioxide 
Ozone 
Formaldehyde 
Higher  Aldehydes 
Lumped O l e f i n s  
Lumped Alkanes 
Lumped Aromatics 
E thy lene  
Carbon Monoxide 
Hydrogen Perox ide  
P e r o x y a c t y l  n i t r a t e  
N i t r o u s  Acid 
Alky l  N i t r i t e  
Peroxya lky l  N i t r a t e  
D i n i t r o g e n  Pen tox ide  
P e r o x y n i t r i c  Acid (HO NO ) 
2 2 
Peroxyacyl  R a d i c a l  
Hydroperoxyl R a d i c a l  
Ni t rogen  T r i o x i d e  
Alkylperoxy Radica l  
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
PSSA 
PSSA 
PSSA 
PSSA 
PSSA 
PSSA 
TABLE 8 . 2  (Continued) 
SPECI :ES~  NAME TREATMENT I N  AIRSHED MODEL 
22 OH Hydroxyl R a d i c a l  PSSA 
23 RO Alkoxyl R a d i c a l  PSSA 
24 0  Atomic Oxygen PSSA 
Carbon Dioxide 
Alky l  N i t r a t e  (RONO~) 
N i t r i c  Acid (HON02) 
Hydrogen 
29 LOSS Ozone l o s s  term f o r  smog chamber 
exper iments  
Water 
3 1  O 2  Oxygen 
32 M Th i rd  Body C 
- 
Notes:  
a .  S p e c i e s  name i s  r e s t r i c t e d  t o  f o u r  c h a r a c t e r s  f o r  computa t iona l  
r e a s o n s  . 
b .  Treatment  of s p e c i e s  w i t h i n  t h e  a i r s h e d  model chemis t ry  
D - D i f f e r e n t i a l  Equat ion 
PSSA - Pseudo Steady S t a t e  Approximation 
C - Constant  s p e c i e s  d u r i n g  one i n t e g r a t i o n  s t e p  
P - Produc t  s p e c i e s  ignored  i n  some a p p l i c a t i o n s .  
d i f f e r e n t i a l  form (F) .  The s t r u c t u r e  and i n t e r r e l a t i o n  among a l l  
e lements  of t h e  mechanism a r e  show11 i n  F i g u r e  8.1. 
The J a c o b i a n  m a t r i x  o f  t h e  sys tem of  d i f f e r e n t i a l  e q u a t i o n s  i s  
f recluent ly  r e q u i r e d  a s  a  component o f  numer ica l  s o l u t i o n  p rocedures  and 
f o r  s e n s i t i v i t y  a n a l y s e s .  For  t h e  s e t  o f  e q u a t i o n s  d e f i n e d  by (8.3;) and 
(8.4) t h e  Jacob ian  i s  g iven  by 
A number of s p e c i e s  i n  t h e  mechanism appear  o n l y  as p r o d u c t s  and 
a s  a r e s u l t  can b e  t r e a t e d  a s  uncoupled d i f f e r e n t i a l  e q u a t i o n s .  Palrt i-  
t io r i ing  t h e  c o n c e n t r a t i o n  v e c t o r  t o  r e f l e c t  t h i s  d i v i s i o n ,  (8 .3 )  can be 
w r i t t e n  a s  
where t h e  s u b s c r i p t s  r e f e r  t o  t h e  coupled ( c )  and p roduc t  (p)  speci-es .  
S ince  t h e  {c  ) c a n  be  expressed  a s  f u n c t i o n s  o f  { c c l ,  t h e i r  c o n c e n t r a t i o n s  
P  
a r e  r e a d i l y  determined f o r  any i n t e r v a l  [%,TI by s t a n d a r d  numer ica l  
q u a d r a t u r e  p rocedures  by e v a l u a t i n g  i n t e g r a l s  of t h e  form 

8 . 3  S t o i c h i o m e t r i c  C o e f f i c i e n t s  f o r  the Lumped Reac t ions  
Two r e a c t i o n s  i n  t h e  F a l l s  and S e i n f e l d  (1978) mechanism r e q u i r e  
s p e c i f i c a t i o n  of s t o i c h i o m e t r i c  c o e f f i c i e n t s .  The f i r s t  i s  t h e  lumped 
ozone-o le f in  chemis t ry  which i s  shown s c h e m a t i c a l l y  i n  F i g u r e  8 . 2  and 
can be  expressed  i n  t h e  form 
30 OLE + O3 ---+ (al)RCHO + (a2)HCH0 + (a3)H02 
+ (a4)R02 + (a5)OH + (a6)R0 
+ (a7)HC0 
where t h e  s t o i c h i o m e t r i c  c o e f f i c i e n t s  a r e  given by 
where 6 e q u a l s  t h e  f r a c t i o n  of  o l e f i n s  w i t h  t e r m i n a l  doub le  bonds,  
1-E t h e  f r a c t i o n  of RCHOO r e a c t i o n s  t h a t  proceed by c o l l i s i o n a l  
s t a b i l i z a t i o n ,  5 and ri t h e  f r a c t i o n s  o f  RCHOO t o  [RCHOOI* and [HOCORIA 
r e s p e c t i v e l y .  A l l  o t h e r  s p l i t s  a r e  assumed t o  be  50150 excep t  f o r  t h e  
s t e p  
. .  - 
.> RCHO + [HOCOR] - 70% > H20 + CO 
where p i s  10% (Dodge, 1978) .  For t h e  purposes  o f  c a l c u l a t i n g  t h e  
s t o i c h i o m e t r i c  c o e f f i c i e n t  f o r  HO p r o d u c t i o n ,  P h a s  been assumed t o  be  2 
0 .1 .  From a  computa t iona l  p o i n t  of view, i t  i s  d e s i r a b l e  t o  minimize 
t h e  number of s p e c i e s .  S i n c e  t h e  formyl r a d i c a l  (HCO) r e a c t s  ve ry  
r a p i d l y  w i t h  oxygen t o  form hydroperoxyl  (HO ), HCO can be e l i m i n a t e d  2 
w i t h  t h e  r e a c t i o n  s t e p  
HCO + O 2  -> HO + CO 2 (8 .9)  
Applying t h i s  r e s u l t ,  t o g e t h e r  w i t h  t h e  i n t e r p r e t a t i o n  by Dodge (1978) 
of t h e  Herron and Huie (1977) ozone-o le f in  exper iments ,  t h e  s t o i c h i o - -  
m e t r i c  c o e f f i c i e n t s  can b e  c a l c u l a t e d  from E = 0.8 ,  5 = 0 .68 ,  q = 0.1-7, 
6 = 1, and p = 0.1. S u b s t i t u t i n g  t h e s e  v a l u e s  i n t o  t h e  e x p r e s s i o n s  f o r  
al' . '* 'a g i v e s  
OLE + O3 => 0 . 5  RCHO + 0 .5  HCHO + 0.30 H02 
+ 0 . 3 1 R 0 2  + 0.14 OH + 0.03 RO 
where t h e  HO c o e f f i c i e n t  is  d e r i v e d  from a + a i.e. 2 3  7  ' 
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The decomposi t ion,  r e a c t i o n  w i t h  0 and i s o m e r i z a t i o n  of t h e  a l k o x y l  2 ' 
and hydro-alkoxyl  c l a s s e s  i n  t h e  a i r s h e d  mechanismhave been c o n c e n t r a t e d  
i n  t h e  r e a c t i o n  s t e p  
S i n c e  t h e  RO lumped s p e c i e s  r e p r e s e n t s  a  l a r g e  c l a s s  o f  d i f f e r e n t - s i z e d  
r a d i c a l s  and because  s p l i t s  between r e a c t i o n  p a t h s  even f o r  s p e c i f i c  
r a d i c a l s  a r e  unknown, b  can have a  v a l u e  i n  t h e  range  0  t o  1. For t h e  1 
p r e s e n t  model, t h e  c o e f f i c i e n t s  have been  a s s i g n e d  t h e  f o l l o w i n g  v a l u e s :  
bl = 1, b = 0 .5 ,  and b  = 0 .5 ,  so  t h a t  (8.12) can be  w r i t t e n  i n  t h e  2 3 
s i m p l e r  form 
3 4 RO -> H02 + 0.5  HCHO + 0 . 5  RCHO 
8.4 - S p e c i f i c a t i o n  o f  t h e  R e a c t i o n  Rate  Cons tan t s  
Three  b a s i c  t y p e s  o f  r e a c t i o n  r a t e  d a t a  a r e  needed t o  complete t h e  
mechanism k i n e t i c s :  i n o r g a n i c ,  lumped hydrocarbon and p h o t o l y s i s  r a t e s .  
The d e t e r m i n a t i o n  of i n d i v i d u a l  s p e c i e s  r e a c t i o n  r a t e s  {F)  i s  a major 
a r e a  o f  e x p e r i m e n t a l  and t h e o r e t i c a l  i n v e s t i g a t i o n .  For  d i l u t e  chemical  
sys tems ,  a f r e q u e n t l y  employed model f o r  c o r r e l a t i n g  exper imenta l  d a t a  
is  t h e  s o - c a l l e d  'mass a c t i o n  law'  which i s  based on an  analogy t o  
molecular collision (Pratt, 1969). In its simplest statement this model 
results in a polynomial expression for the rate, f. of the form 
J 
where k is a temperature dependent rate constant given by, j 
k . ( ~ )  = A .  exp [-~.lTl 
J J 3 
Expression (8.15) is the Arrhenius equation, the coefficients of which 
are derived from measurements of individual reaction rates as a function 
of temperature and pressure. The rate data for the inorganic reac:tions 
in the Falls and Seinfeld (1978) are presented in Table 8.3 together with 
appropriate literature citations. Saulch et al. (1980) have recently 
published an evaluated review of kinetic data for atmospheric chemistry. 
In some cases there are differences between their recommendation and the 
val-ues used in the model evaluation studies described in subsequent 
chapters of this study. While future work with the mechanism will. 
incorporate the new information, Table 8.3 serves as documentation of 
the rate constants employed in calculations to date. A discussion of 
prc~cedures for developing the rate data for the lumped hydrocarboni 
rea-ction is presented in the next section. For more detailed analyses 
of the kinetic model (8.14) the reader is referred to Krambeck (1970), 
Horn and Jackson (1972) and Bowen (1976). 
285 
TABLE 8 . 3  
Sumrr~ary of R a t e  C o n s t a n t s  E x c l u d i n g  P h o t o l y s i s  and Lumped Hydroca rbon  
S t e p s  
- 
RATE CONSTASTS (ppm-min u n i t s )  
REACTION VALUE AT 298OK REFERESCE a 
2 0 346 
o ( ~ P )  + o2 +M + o3 + M -L e x ~ ( 5 1 O / T )  2 . 1 6 ~ 1  'I-' [ I ]  
T2 
3 O3 + NO -, NO2 + O2 9 . 2 4 ~ 1 0 ~  exp  ( - 1 4 5 0 1 ~ )  2 . 3 9 ~ 1 0  1 T 
3 4 3 . 9 9 ~ 1 0  6 4 NO2 + 0 (  P ) +  NO + 0 2  T 1.3A:tlO 
3 5 1 . 6 7 ~ 1 0  
5 
NO + O( P ) +  NO2 I- exp (584/T) 3 . 9 8 ~ 1 0 ~  
I 
3 6 1 . 0 7 ~ 1 0  6 3.59~19 3 NO2 + O( P)  + NO3 T 
7 5 . 1 9 ~ 1 0  4 O3 + NO2 -, NO3 + O 2  T e x p  (-2450/T) 4 . 6 8 ~ 1 0 - ~  
8 8 . 0 5 ~ 1 0  6 2 . 7 0 ~ 1 0  4 NO3 + NO + 2N02 T 
9 5 . 0 7 ~ 1 0  
6 
1 . 7 0 ~ 1 0  4 NO + OH -, HONO T 
1 2  2 . 9 1 ~ 1 0  
6 
HONO + OH + NO2 + H20 
2 8 6  
TABLE 8.3 (Continued) 
?ATE CONSTrlSTS (ppm-min  u n i t s )  
a 
REACTION VALUE AT 2 9 8 ' ~  REFERE'JCE 
4 1 
RO NO +. NO2 + R02 same as k 2 2 14 5 . 6 5  5 [ 5 1  4 2 6.17~10 
RCO:3 + NO2 + PAN 2.07xlC) 3 T [ 6 1  
4 3 PAN + RC03 + NO2 4.77~10'~ exp (-12516/T) 2.74~10-' 
L 
t 6 1  
TABLE 8.3 (Continued) 
RATE CONSTAVTS (ppm-min u n i t s )  
REACTION a VALUE AT 298OK REFERENCE 
4 8 3  O3 + :H02 + OH +202 4.85x10 exp  (-580/T) 2 .32  T [ 11 1 
'3, 
4 g c  + w a l l  loss 0.0 Depends on t h e  
3 
50 4  equipment  3 . 4 ~ 1 0  H 0 2  + 1HO2 -, H 2 0 2  + O2 T exp( l lOO/T)+  
5.  8x10-5 3  
zxp  ( 5 8 0 0 / ~ ) [  H,O] R-2Rx10 1111  
5  2  
+ 1R02 2R0 
T2 4 
R02 2 . 0 4 ~ 1 0  1 . 4 5 ~ 1 0  2  T cxp (223 /T)  [12  1 
a' [ l ]  Rampson and G a r v i n  (1978)  
[ 2 ]  Graham and  J o h n s t o n  (1978)  
[ 3 ]  Graham, N i n e r  and P i t t s  (1977)  
[ L ]  Graham, TJiner and P i t t s  (1975)  
[ 5 ]  E s t i m a t e  
[ 6 ]  Cox and Xoffey  (1977)  
[ 7 ]  Ba ldwin ,  B a r k e r ,  Golden and Yendry (1977)  
[S] Batt and R a t t r a y  ( 1 9 i 9 )  
[ 9 ]  Baker  and Shaw (1963)  
[ l o ]  S i m o n a i t i s  and H e i c k l e n  (1974)  
[ l l ]  ?I/iSA (1981)  
[ 1 2 ]  Sande r  and Watson 
[ 1 3 ]  Baulch  e t  a 1  . (1980) 
k37 b ,  
-- 
= 0 .92  f o r  C H 3 ,  k38 = 0 .087  k37 
k3;7+k38 
c )  ! ,?al l  l o s s  t e rm f o r  mode l ing  smog chamber e x p e r i m e n t s ,  kqg  depends '  
on e x p e r i m e n t a l  c o n d i t i o n s .  
d )  R a t e  c o n s t a n t s  £01- r e a c t i o n s  39 and 40 a r e  b a s e d  on t h e  a s s u m p t i o n  
t h a t  k16/(k39 f k40)  = 2 . 2 .  11 .6T  
e > Determined  from 1 . 4 7 7  x 1915 x 19 
f )  ! , ?a te r  c o n c e n t r a t i o n  i n  p?m, v a l u e  a t  29S°K b a s e d  on 20 ,000  ppm. 
8.5 Lumped Hydrocarbon Reac t ion  Ra te  C o n s t a n t s  
Most lumped photochemical  mechanisms r e p r e s e n t  a tmospher ic  
hydrocarbon chemis t ry  by r e a c t i o n s  of t h e  form 
- m 
HCj + Xm 
'j 
-+ Produc t s  
The s t e p  (8.16) i n v o l v e s  a  r e a c t i o n  between X t y p i c a l l y  a tomic 
m ' 
oxygen ( 0 ) ,  hydroxyl  r a d i c a l  (OH) o r  ozone (03) ,  and t h e  j t h  hydro- 
ca rbon  c l a s s .  I n  t h e  c a s e  o f  t h e  F a l l s  and S e i n f e l d  (1978) mechanism 
t h e  o r g a n i c s ,  p r e s e n t  i n  ambient a i r ,  a r e  d i v i d e d  i n t o  one of f o u r  
c l a s s e s :  a l k a n e s ,  o l e f i n s ,  a r o m a t i c s  and oxygenated compounds l ikle 
a ldehydes .  S ince  each c l a s s  i s  composed of many d i f f e r e n t  s p e c i e s  t h e  
- m 
lumped r e a c t i o n  r a t e  c o n s t a n t ,  k  i s  composi t ion dependent .  Th i s  j '  
s e c t i o n  d e s c r i b e s  t h e  p rocedures  used t o  g e n e r a t e  t h e  r a t e  c o n s t a n t s  
f o r  r e a c t i o n s  of t h e  t y p e  
O l e f i n s  + 0 -t 
O l e f i n s  + OH -t 
O l e f i n s  + O3 -t 
Aromatics + 0 -+ 
Aromatics + OH -+ 
/ Alkanes + 0 -t 
Alkanes + OH + 
C Aldehydes + OH + 
The b a s i s  f o r  c a l c u l a t i n g  t h e  lumped r a t e s  a r e  t h e  k i n e t i c  d a t a  
and c o n c e n t r a t i o n s  o f  i n d i v i d u a l  s p e c i e s  i n  each c l a s s .  Consider  a  
t y p i c a l  c l a s s ,  j ,  which i s  composed o f  p  i n d i v i d u a l  s p e c i e s .  The mole 
j 
- m 
weighted lumped r a t e  c o n s t a n t  k  is  g i v e n  by 
j 
m 
where 11 i s  t h e  number o f  moles of s p e c i e s  c i  i n  c l a s s  j and k i s  t h e  i i 
r a t e  c o n s t a n t  f o r  t h e  r e a c t i o n  between c  and Xm. The e x p r e s s i o n  (8.18) i 
i s  t h e  form adopted f o r  u s e  i n  c a l c u l a t i n g  t h e  lumped r a t e  c o n s t a n t s  
e i t h e r  from e m i s s i o n s  d a t a  o r  c o n c e n t r a t i o n  measurements. I n  o r d e r  t o  
e v a l u a t e  (8.18) a n  e x t e n s i v e  l i t e r a t u r e  s e a r c h  was c a r r i e d  o u t  t o  
i d e n t i f y  t h e  b a s i c  k i n e t i c  d a t a  f o r  i n d i v i d u a l  o r g a n i c  s p e c i e s  and t h e i r  
r e a c t i o n  w i t h  0 OH and 0. The r e s u l t s  of t h i s  su rvey  a r e  t o o  3' 
volumirlous t o  be  p r e s e n t e d  however. f o r  a d d i t i o n a l  d e t a i l s , t h e  r e a d e r  is 
r e f e r r e d  t o  t h e  r a t e  d a t a  c o n t a i n e d  i n  Hampson and Garvin (1978) ,  
Atkinson e t  a l .  (1978) and Lloyd e t  a l .  (1976).  
A s  an i l l u s t r a t i o n  of t h e  p rocedure  c o n s i d e r  t h e  c a l c u l a t i o n  of 
t h e  lumped r a t e s  f o r  a  t y p i c a l  smog chamber exper iment .  The compositf-on 
o f  t h e  hydrocarbon m i x t u r e  f o r  t h e  smog chamber exper iment  SUR-119J 
( P i t t s  e t  a l . ,  1976) i s  shown i n  Tab le  8 . 4 .  I n d i v i d u a l  s p e c i e s  
c0ncent:ration.s were chosen s o  t h a t  t h e  o v e r a l l  m i x t u r e  was r e p r e s e n t a t i v e  
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TABLE 8 . 4  
Hydrocarbon Composition o f  Smog Chamber Experiment SUR-119J 
Excluding Methane, Ace ty lene ,  and Acetone 
LUMPED 
HYDROCARBON 
CLASS SPECIES 
CONCEPJTRATION 
P P ~ V  P P ~ C  
ALKANES Ethane ( C  H ) 2 6 
Propane (C H ) 3 8 1 7 . 0  51.0 
I s o b u t a n e  (C4H10) 0.2 0 .8  
2,3-Dimethyl Butane (C H -(CH3)2) 4 8 97.6  586 
- 
357.6 1455.8 
OLEF'INS Ethene (C2H4) 
Propene (C3H6) 10 .6  31.8  
Trans-2-Butene (C H ) 4 8 0 . 7  2 .8  
Cis-2-Butene (C4H8) 13 .0  52.0  
2-methyl Butene-2 (C H -CH3) 4 7 1 4 . 8  74.0 
-- 
39 .1  160.61 
AROPIATICS Benzene (C6H6) 1 . 6  
Toluene (C6H5-CH ) 3 16.8  
E t h y l  Benzene (C H -C H ) 6 5  2 5  6.4 
Meta-xylene (C6~4-(CH ) ) 3 2 42.4 
I s o p r o p y l  Benzene (C H -C H ) 6 5  3 7  0.4 
n-Propyl Benzene ( (C H -C H ) ) 6 4  3 7 n  0 . 1  
Meta-Ethyl Toluene (C6H4-CH -C H ) 3 2 5  1 . 0  
1 , 2 , 3  Tr imethy l  Benzene (C H -(CH ) ) 1 . 6  6 3  3 3  
70.3  
291. 
TABLE 8.4 (Continued) 
LUMPED 
HYDROCARBON 
CLASS SPECIES 
CONCENTRATION 
PPbV PPbC 
ALDEHYDES Formaldehyde (HCHO) 38.0 38.0 
Acetaldehyde (CH3CHO) 
Propionaldehyde (C H CHO) 2 5 
TOTALS FOR MIXTURE 
of  t h e  6-9 AM ambient  p o l l u t a n t  burden i n  t h e  Los Angeles  a tmosphere .  
S p e c i e s  have been grouped i n t o  each  o f  t h e  lumped c l a s s e s  w i t h  t h e  con- 
c e n t r a t i o n ,  c  expressed  bo th  i n  t e rms  of  volume a s  ppbV and by c a r b o n  i ' 
atom a s  ppbC. Tab les  8.5-8.7 p r e s e n t  t h e  i n d i v i d u a l  s p e c i e s  r a t e  d a t a  
f o r  r e a c t i o n s  w i t h  OH, 0 ,  and 0 d e r i v e d  from t h e  l i t e r a t u r e  s u r v e y .  Given 3 
t h i s  i n f o r m a t i o n  and (8 .18)  t h e  r a t e  c o n s t a n t s  f o r  t h e  lumped r e a c t i o n  
i n  ithe F a l l s  and S e i n f e l d  (1978) mechanism a r e  shown i n  T a b l e  8 . 8 .  For 
comparison purposes  t h e  lumped r a t e  c o n s t a n t s  based  on s p e c i e s  emiss ion  
d a t a  a r e  a l s o  p r e s e n t e d  i n  t h e  same t a b l e .  D e t a i l s  of  t h e  e m i s s i o n s  
i n v e n t o r y  and i t s  compos i t ion  a r e  d e s c r i b e d  i n  Chapter  13 .  A s  a  
c a u t i o n  i t  i s  i m p o r t a n t  t o  n o t e  t h a t  i n  a  smog chamber exper iment  t h e  more 
r e a c t i v e  components i n  each c l a s s  a r e  consumed f i r s t .  Applying a  mole 
weighted scheme under t h e s e  c i r c u m s t a n c e s  h a s  t h e  e f f e c t  o f  underes t ima t -  
i n g  t h e  r e a c t i o n  r a t e s  a t  t h e  b e g i n n i n g  of t h e  exper iment  and over-  
e s t i m a t i n g  them a t  t h e  end of a  r u n .  T h i s  i s  n o t  a  p a r t i c u l a r l y  
s e r i o u s  problem i n  urban model ing a p p l i c a t i o n  because  t h e r e  i s  a  con- 
t i n u e d  i n j e c t i o n  o f  s o u r c e  m a t e r i a l .  
A s  can  b e  s e e n  from t h e  p r e v i o u s  e x e r c i s e , d e t a i l e d  compos i t ion  
d a t a a r e  r e q u i r e d  t o  deve lop  t h e  lumped r a t e  c o n s t a n t s .  S i n c e  most moni- 
t o r i n g  a g e n c i e s  o n l y  r e p o r t  t o t a l  (THC) and non-methane (NMHC) hydro- 
ca rbon  c o n c e n t r a t i o n  l e v e l s  i t  i s  n e c e s s a r y  t o  develop a p rocedure  t o  
p a r t i t i o n  t h e  broad g roup ings  i n t o  t h e  a p p r o p r i a t e  lumped c l a s s  f o r  
e s t a b l i s h i n g  i n i t i a l  c o n d i t i o n s .  One way t o  do t h i s  i s  t o  deve lop  
s p l i t t i n g  f a c t o r s  from d e t a i l e d  c o m p o s i t i o n a l  s t u d i e s  and t h e n  apply 
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TABLE 8 .6  
Rate Constant Data f o r  Reac t ions  wi th  0 
KATE CONSTANT ( 2 9 8 ' ~ )  1,UMPF.I) 12Arr13 CONSTANT 
CLASS SPECIES (cm3 /molecule-sec ) ppbViki (cm3 /molecule-sec) 
ALKANES Ethane (C H ) 2 6 8 . 9 ~ 1 0 - I  6. 84x10-l4 
Propane (C H ) 8 . 6  x10 -14 4 . 4 2 ~ 1 0  -1 3 3 8 
Isobutane (C H ) 4 1 0  1. o ~ x ~ o - ~ ~  2. i 4 x i ~ - 1 4  
N-but ane 4 .  91x1~-14 8 .15~10- l2  
2,3 Dimethylbutane (C4H8-(CH ) ) 3 2 2. 11x1~-13 2 . 0 6 x 1 0 - ~ ~  
- 
h, 
2.  93x10-l1 k = 8 . 1 9 ~ 1 0  -14 a m
OLEF INS -13 - Ethylene (C H ) 8 . 2 5 ~ 1 0  3.56x10-" k =  8 . 2 5 ~ 1 0  -1 3 2 4 
Propene (C H ) 3 6 3. 6x10-l2 3.82x10-" 


TABLE 8.8 
Rate Constants for Lumped Hydrocarbon Reaction Steps 
REACTION STEP 
-1 RATE CONSTANTS (ppm-l- min ) 
Smog Chamber Atmospheric 
Surrogate Conditions in 
Hydrocarbon Los Angeles 
Mixture SUR-119J 27 June 1974 
23 HCHO + OH + H02 + H20 + CO 
2 5 RCHO + OH -, RC03 
2 8 OLE + OH -+ R02 
2 9 OLE + O  R02 + RC03 
30 OLE + O3 + (al)RCHO + (a2)~c~0+(a3)~02 
3 1 ALK + OH -+ R02 
3 2 
ALK + O  + R02 + O H  
33 ARO +OH + R02 + RCHO 
Variable Stoichiometric Coefficients for OLE + O3 reactions 
a = 0.5 1 a2 = 0.5 a = 0.30 3 
a4 = 0.31 a5 = 0.14 a6 = 0.03 
t h e s e  v a l u e s  t o  t h e  r o u t i n e  non-methane hydrocarbon measurements. A s  an  
example c o n s i d e r  t h e  s u r r o g a t e  m i x t u r e  i n  Table  8 .4 .  Given t h e  average  
ca rbon  numbers f o r  each c l a s s ,  ca and t h e  carbon f r a c t i o n ,  f  i n  each j ' j ' 
c l a s s  t h e n  i t  i s  a s t r a i g h t f o r w a r d  t a s k  t o  develop t h e  volume s p l i t t i n g  
f a c t o r s  from 
where t h e  average  ca rbon  number of c l a s s  j i s  g iven  by 
The p r o c e s s  i s  i l l u s t r a t e d  i n  F i g u r e  8.3. 
8.6 - Plhotolyt ic  Ra te  Cons tan t s  
A key p r o c e s s  i n  t h e  fo rmat ion  of photochemical  a i r  p o l l u t i o n  i s  
t h e  p h o t o l y s i s  o f  such  s p e c i e s  as n i t r o g e n  d i o x i d e  (NO2), formaldehyde 
(HCHO) and n i t r o u s  a c i d  (HONO). I n  a n  urban atmosphere i t  i s  d i f f i cu :L t  
e i t h e r  t o  measure t h e  r a t e s  d i r e c t l y  o r  t o  u s e  r o u t i n e  moni to r ing  datis 
as a b a s i s  f o r  i n d i r e c t  c a l c u l a t i o n s .  Th i s  s e c t i o n  i s  devoted t o  
a d i s c ~ u s s i o n  o f  a p r i o r i  methods f o r  de te rmin ing  t h e  d i u r n a l  v a r i a t i o n  
o f  t h e  p h o t o l y s i s  r a t e  cons ta ,n t s .  
LUMP ED CARBON 
CLASS FRACTION 
-- 
CARBON 
NUMBER 
I RCHO 0 .021  b 0.0098x(ppbV) 
2.14 
:s(ppbC) ----+ 
FIGURE 8 . 3  
OLE 0.069 
4 .11  * 0 . 0 1 6 8 ~  (ppbV) 6 .8  
ARO 0.234 
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Conversion o f  T o t a l  R e a c t i v e  Hydrocarbon Measurements, Expressed 
i n  ppbC, t o  a n  E q u i v a l e n t  Volumetr ic  C o n c e n t r a t i o n  (ppbV) of 
Lumped Hydrocarbon S p e c i e s  - The S p e c i f i c  Example i s  f o r  t h e  
Atmospheric S u r r o g a t e  Smog Chamber Experiment SUR-119J 
For a  t y p i c a l  s p e c i e s ,  A ,  t h e  p h o t o d i s s o c i a t i o n  s t e p  i s  commonly 
w r i t t e n  i n  t h e  form 
k 
A + hv + Produc t s  
w i t h  t h e  forward r e a c t i o n  r a t e ,  R ,  g iven  by 
The p h o t o l y s i s  r a t e  c o n s t a n t ,  k ,  o f  any p o l l u t a n t ,  p r e s e n t  i n  t h e  
atmosp'here i n  s m a l l  c o n c e n t r a t i o n s ,  i s  g iven  by 
2 
where o[X,T(h)]  (cm ) i s  t h e  wavelength ,  A ,  dependent a b s o r p t i o n  c r o s s  
s e c t i o n  f o r  t h e  s p e c i e s  a t  t e m p e r a t u r e ,  T, i n  most a p p l i c a t i o n s  t h e  
a tmospher ic  t empera tu re  is  a  f u n c t i o n  o f  t h e  e l e v a t i o n ,  h .  +[X,T(h)]  is  
t h e  quantum y i e l d  f o r  t h e  r e a c t i o n  and I i s  t h e  a c t i n i c  i r r a d i a n c e  
2 (photons/cm - sec )  cor responding  t o  an  a tmospher ic  s t a t e ,  N ,  a t  s p a t i a l  
l o c a t i o n ,  - x ,  and t i m e ,  t .  N s p e c i f i e s  t h e  temporal  v a r i a t i o n  o f  t h o s e  
v a r i a b l e s  which a f f e c t  t h e  t r a n s m i s s i o n  and a b s o r p t i o n  o f  s o l a r  
r a d i a t i o n  i n  t h e  a tmosphere .  A  t y p i c a l  example i s  t h e  s e a s o n a l  v a r i a -  
t i o n  of t u r b i d i t y .  
S i n c e  t h e  wavelength  dependent  a b s o r p t i o n  c o e f f i c i e n t s  and quantum 
y i e l d s  a r e  f i x e d ,  t h e  v a r i a t i o n  of t h e  s p e c i e s  r a t e  c o n s t a n t  i n  space  
and t i m e  depends p r i m a r i l y  on t h e  v a r i a t i o n  of t h e  a c t i n i c  f l u x .  
A c t i n i c  i r r a d i a n c e  i s  t h e  r a d i o m e t r i c  energy i n c i d e n t  on s i n g l e  
molecules  and ,  a s  c o n v e n t i o n a l l y  d e f i n e d ,  a p p l i e s  t o  u l t r a v i o l e t  (uv) 
wavelengths .  Th i s  parameter  i s  v e r y  d i f f i c u l t  t o  e s t i m a t e  from 
customary s o l a r  r a d i a t i o n  measurements;  i n  p a r t i c u l a r  t h o s e  made w i t h  
broad band 180' p y r o h e l i o m e t e r s .  A s  a  r e s u l t  most p h o t o l y s i s  r a t e  
c o n s t a n t s  a r e  based on t h e o r e t i c a l  c a l c u l a t i o n s  o f  t h e  s o l a r  f l u x  i n  t h e  
s p e c t r a l  band o f  i n t e r e s t .  Many p r e v i o u s  modeling s t u d i e s  employed t h e  
t a b u l a t i o n ,  by Le igh ton  (1961) ,  of p h o t o l y s i s  r a t e s  a s  a  f u n c t i o n  o f  
z e n i t h  a n g l e .  H i s  r e s u l t s  were based on  a  r a d i a t i v e  t r a n s f e r  c a l c ~ u l a -  
t i o n  which,  by n e c e s s i t y ,  employed many s i m p l i f y i n g  assumptions .  The 
a v a i l a b i l i t y  o f  more s o p h i s t i c a t e d  r a d i a t i v e  t r a n s f e r  models and more 
r e c e n t  measurements of t h e  upper a tmospher ic  p r o p e r t i e s  h a s  l e d  t o  
cor i s ide rab le  re f inement  i n  t h e  c a l c u l a t i o n  of s o l a r  f l u x e s .  
Duewer e t  a l .  (1978) used t h e  model o f  Lu ther  and G e l i n a s  (1.976) 
a s  a b a s i s  f o r  de te rmin ing  t h e  p h o t o d i s s o c i a t i o n  r a t e  c o n s t a n t s  o f  t h e  
s p e c i e s  N O 2 ,  HN02, H202, Aldehydes,  RN02, NO3, 03. For t h e  p r e s e n t  
s t u d y  t h e  a c t i n i c  i r r a d i a n c e ,  a s  a  f u n c t i o n  of z e n i t h  a n g l e ,  was 
o b t a i n e d  from t h e  r e p o r t  by P e t e r s o n  (1976).  The a c t i n i c  f l u x  a t  ground 
l e v e l  i s  shown i n  T a b l e  8 .9  f o r  z e n i t h  a n g l e s  i n  t h e  range  0'-86' a s  a 
f u n c t i o n  of wavelength i n  t h e  s p e c t r a l  band 290-800 nm. E x t r a p o l a t i o n  
of t h e s e  v a l u e s  beyond 700 nm were o b t a i n e d  from Schere  and Demerjian 
(1977). The c a l c u l a t i o n s  by P e t e r s o n  were performed w i t h  a modif ied 
v e r s i o n  of t h e  program developed by B r a s l a u  and Dave (1973 a ,  b ) ,  It i s  
beyond t h e  scope  o f  t h i s  c h a p t e r  t o  d i s c u s s  t h e  d e t a i l s  of t h e  
TABLE 8.9 
3E5 - 3 9 5  
3 5 5  - 6 2 5  
4C5 - $ 1 5  
4 1 >  - 4 2 5  
4 2 5  - ' r33  
i ? 5  - 4 4 5  
4 + 5  - 4 5 5  
4 5 5  - 4 6 5  
4 t 5  - - 7 5  
4 7 5  - 4 8 5  
4 6 5  - 4 5 5  
4 5 5  - 5 0 5  
5C5 - 51.5 
5 1 5  - 5 2 5  
5 2 5  - 5 3 5  
5 2 5  - 5 4 5  
545 - 5 5 5  
5 5 5  - 5 6 5  
5 6 5  - 5 7 5  
5 7 5  - 5 e 5  
s t 5  - 5 9 :  
5 5 5  - 6 2 5  
6C5 - 6 1 5  
e l 5  - 0 2 5  
6 2 5  - 6 3 5  
t ? 5  - 645 
t 4 5  - t 5 5  
6 5 5  - bs5 
b t ,  - 0 7 5  
6 1 5  - ~ b 5  
t E 5  - t>i. 
t i :  - 72: 
7c;  - 7 . j  
115 - I L ?  
7i3 - 7 < >  
7 : 7  - 74, 
Ground Level Actinic Irradiance as a F'unction of 
Zenith Angle and Wavelength (~hotons/cm~-secxl~-~ 5 ,  
a l g o r i t h m s ,  i t  s u f f i c e s  t o  s a y  however, t h a t  t h e i r  model i n c l u d e s  
a e r o s o l  s c a t t e r i n g  and a b s o r p t i o n ,  Rayleigh s c a t t e r i n g ,  and ozone 
a b s o r p t i o n .  The a tmospher ic  s t a t e ,  N ,  assumed i n  t h e  model cor responds  
t o  annua l  average  U.S. u rban  c o n d i t i o n s ,  Flowers e t  a l .  (1969).  Th i s  
c o n d i t i o n  cor responds  t o  a  c l o u d - f r e e  a tmosphere  o v e r  a  t y p i c a l  u rban  
environment.  
The p h o t o l y s i s  r a t e  c o n s t a n t  f o r  a  p a r t i c u l a r  s p e c i e s  can be  
determined by e v a l u a t i n g  (8.23) and i n  p r a c t i c e  t h e  i n t e g r a l  can  be 
approximated,  w i t h  minimal e r r o r ,  by a  f i n i t e  i n t e r v a l  summation of t h e  
form 
where t h e  overbar  r e p r e s e n t s  an  average  over  a  wavelength  i n t e r v a l  A X  i 
c e n t e r e d  a t  X i .  The a c t i n i c  i r r a d i a n c e  a t  a p a r t i c u l a r  t ime  and 
e l e v a t i o n  h  i s  s p e c i f i e d  a s  a  f u n c t i o n  of t h e  z e n i t h  a n g l e  z .  Compared 
t o  t h e  t o t a l  s o l a r  spectrum,  t h e  summation i n t e r v a 1 . i ~  q u i t e  s m a l l  
(290 2 A 5 800 nm). The photochemist ry  of t h e  lower atmosphere i s  
dominated by t h e  f a c t  t h a t  v i r t u a l l y  no s o l a r  r a d i a t i o n  of wavelengths  
l e s s  t h a n  290 nm reaches  t h e  t r o p o s p h e r e  . E s s e n t i a l l y  a l l  t h e  i n ' c i d e n t  
s o l a r  r a d i a t i o n  a t  wavelengths  below 290 nm i s  absorbed by g a s e s  i n  t h e  
upper a tmosphere ,  p r i n c i p a l l y  t h e  H a r t l e y  band of 220-295 nm and by 
oxygen i n  t h e  Schumann continuum 175-145 nm (Coulson,  1975) .  The upper 
l i m i t  f o r  X i s  s e t  by e i t h e r  t h e  r e d u c t i o n  of t h e  s p e c i e s  a b s o r p t i o n  
cro:ss s e c t i o n  o r  r e a c t i o n  quantum y i e l d  a s  a f u n c t i o n  of i n c r e a s i n g  
Data for the species absorption class sections and quantum yields, 
as a fu~nction of wavelength are required in order to evaluate (8.24). 
Tables 8.10 and 8.11 contain the appropriate information, compiled 
from Schere and Demerjian (1977), Demerjian (1977) and Demerjian et al. 
(1980), for the following reactions 
HONO + hv + NO + OH 
HCHO + hv +- 2 H 0 2  + CO 
HCHO + hv +- H2 + CO 
HCHO + hv +- 2 0 H  + 2 0 H  
The tables represent a collation of experimental information and have 
been assembled to enable an independent verification of the photolysis 
rate calculations. The species rate constants, as a function of the 
cosine of the zenith angle, are shown in Figures 8 .4 -8 .14 .  The diurnal 
variation of the rate constants for any date or location can be easily 
evaluated using these figures and a knowledge of the solar declination 
angle 6. The local zenith angle, Z, can be determined from the 
expression (Sellers, 1969) 
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TABLE 8 . 1 1  
-1 Absorp t ion  Cross  S e c t i o n  a (10-~Ocrn~  molecule  ) 
1 0  nm i n t e g r a l  averaged ,  c e n t e r e d  abou t  A 
- 
h 
N02 HONO HON02 O 3 HCHO CH3CH0 (nm> H2°2 - 
290 8.52 0.634 162. 3 .18 4.66 1 .23 
300 12.83 0.276 44.4 3.25 4.09 0 . 7 1  
310 18.26 0 . 3  0 .095 11 .9  3 .15 2.96 0 .41  
320 24.74 3 .4  0.018 3.36 2.34 1.69 0.24 
330 30.95 6 .6  0.88 2.37 0.69 0.14 
340 37.39 1 3 . 3  0.19 1.98 0 .13  0 .08  
350 44.90 17.0  0.04 0.84 0.05 
360 50.11 9 .6  0 .18  
370 54.05 17.2  
380 56.99 10.9  
390 58.22 2 . 3  
400 159.52 
410 58.03 
420 154.52 
430 51.46 
440 48.50 
450 45.50 ,020 
460 .036 
470 .054 
4 80 .075 
490 .096 
500 . I 3 1  
510 -174 
520 .220 
530 .2 76 
540 .331 
550 .378 
560 .454 
570 .509 
580 .493 
590 .515 
600 .552 
610 .4  98 
620 .417 
6 30 .361 
640 .318 
650 .269 
660 .217 
670 -179 
680 . I52  
690 . I 2 6  
700 .098 
710 .081 
720 .068 
7 30 .056 
740 .048 
750 .041 - 
FIGURE 8.4  
3 
P h o t o l y s i s  R a t e  f o r  NO2 + hu  310 + 0 ( P)  as  a F u n c t i o n  o f  Z e n i t h  Angle 
COS ( 2 )  
FIGURE 8 . 5  
P h o t o l y s i s  R a t e  f o r  HOSO+ h., 5 OH+NO as a  F u n c t i o n  of  Z e n i t h  a n g l e  
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P h o t o l y s i s  R a t e  f o r  H N O g + h v  -r 0 H + N 0 2  a s  a F u n c t i o n  of Z e n i t h  Angle 
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3 P h o t o l y s i s  Rate f o r  0 3 + h v  k- O (  P )  + O 2  a s  a  Func t ion  o f  Zeni th  Angle 
FIGURE 8.8 
1 
P h o t o l y s i s  P a t e  f o r  O3 + hv O (  D) + O2 a s  a Func t ion  of Zen i th  Angle 
cos ( Z >  
FIGURE 8.9 
1 P h o t o l y s i s  Rate f o r  0 + h v k f  0 ( L )  + 0 as  a Funct ion of Zeni th  Angle 3 2 
COS ( 2 )  
FIGURE 8.10 
k Pho to l -ys i s  R a t e  f o r  HCHO + hv + H2 + CO a s  a  Func t ion  of Z e n i t h  Angle 
FIGURE 8.11 
k Photol .ys is  R a t e  f o r  HCHO + hv + 2H02 + CO a s  a  Func t ion  of Z e n i t h  Angle 
cos ( 2 )  
FIGURE 8.12 
k F h o t o l y s i s  Ra te  f o r  H202 + hv  -+ 20H a s  a Func t ion  of Z e n i t h  Angle 
COS ( 2 )  
FIGURE 8.13 
k P h o t o l y s i s  R a t e  f o r  CH CHO + hv -+ CH3 +H02 + CO as a Func t ion  of 3 
Zeni th  Angle 
FIGURE 8 . 1 4  
k P h o t o l y a i s  Ra te  f o r  CH CHO+hv -t CH f CO a s  a  Func t ion  o f  Z e n i t h  Angle 3 4 
c o s  Z = s i n  $ s i n  6 + cos  $ cos  6 c o s  h  (8 .26)  
where C is  t h e  l a t i t u d e  and h  t h e  hour  a n g l e .  The r e l a t i o n s h i p  between 
t h e s e  a n g l e s  i s  shown i n  F i g u r e  8 .15 .  A t  s o l a r  noon t h e  hour  a n g l e  i s  
z e r o  and a s  a  r e s u l t  i t  i s  r e l a t e d  t o  t h e  l o c a l  s t a n d a r d  t ime  and 
t h e  l o n g i t u d e  i.. The d e c l i n a t i o n  a n g l e  i s  a  f u n c t i o n  o n l y  of  t h ~ e  day 
0 0 
of  t h e  y e a r  and i t  v a r i e s  from 23 27 '  on June  21 t o  -23 27 '  on December 
22nd. Values f o r  each  day and hour  can be o b t a i n e d  from a  n a u t i c a l  
almanac o r  c a l c u l a t e d  u s i n g  t h e  a l g o r i t h m  of Woolf (1967) .  T h i s  l a t t e r  
approach ,  t o g e t h e r  w i t h  a  s i m p l e  i n t e r p o l a t i o n  scheme, and F i g u r e s  8.4- 
8.14 i s  used t o  e v a l u a t e  t h e  p h o t o l y s i s  r a t e s  i n  t h e  a i r s h e d  model. The 
e x p r e s s i o n  (8 .26)  c a n  a l s o  b e  employed t o  c a l c u l a t e  t h e  day l e n g t h  and 
i n  t u r n  t h e  s u n r i s e  and s u n s e t  t i m e s .  A knowledge of t h e s e  t imes  i s  
v e r y  u s e f u l  f o r  c o n t r o l l i n g  t h e  numer ica l  p rocedures  d u r i n g  t h e  r a p i d  
chemical  changes which t a k e  p l a c e  d u r i n g  i n i t i a t i o n  o r  t e r m i n a t i o n  o f  t h e  
mechanism p h o t o l y s i s  s t e p s .  
A t y p i c a l  d i u r n a l  v a r i a t i o n  i n  t h e  NO2 p h o t o l y s i s  r a t e  and a 
comparison a g a i n s t  t h e  e x p e r i m e n t a l  o b s e r v a t i o n s  of Zafon te  (1977) ,  
i s  shown i n  F i g u r e  8.16.  The p r e d i c t e d  and measured v a l u e s  a g r e e  q u i t e  
c l o s e l y  o v e r  most o f  t h e  day.  S c a t t e r  i n  t h e  e x p e r i m e n t a l  measurements 
was p r i m a r i l y  due t o  t h e  p r e s e n c e  of  b roken  h i g h  c loud  c o n d i t i o n s  
(Zafon te ,  1977) .  Schere  and Demerjian (1977) a t t e m p t e d  a s i m i l a r  
c o r r e l a t i o n ;  however, most of t h e  measurements a v a i l a b l e  t o  them were 
f o r  non c l e a r  sky  c o n d i t i o n s  and,  a s  a  r e s u l t ,  s c a l i n g  of t h e  cal!culated 
r e s u l t s  was r e q u i r e d .  Table  8 .12  p r e s e n t s  a  summary of t h e  photo- 
d i s s o c i a t i o n  r a t e s  f o r  t h e  p h o t o l y s i s  s t e p s  i n  t h e  F a l l s  and S e i n f e l d  
(1978) mechanism. Some p r e l i m i n a r y  r e s u l t s  f o r  ozone and t h e  appro- 
p r i a t e  e x p e r i m e n t a l  t e c h n i q u e s  f o r  formaldehyde (HCHO), n i t r o u s  a c i d  
(HOXO), hydrogen p e r o x i d e  (H202),  and n i t r i c  a c i d  (HNO ) have been 
3 
d e s c r i b e d  by Stedman e t  a l .  (1977) .  An a d d i t i o n a l  p o i n t  t o  n o t e  abou t  
t h e  r e s u l t s  i s  t h a t  t h e  r a t e s  have been c a l c u l a t e d  u s i n g  ground l e v e l  
a c t i n i c  i r r a d i a n c e  d a t a .  Wi th in  t h e  lowes t  5-10 km o f  t h e  atmosphere 
t h e  a c t i n i c  f l u x  i n c r e a s e s  w i t h  e l e v a t i o n  l e a d i n g  t o  h i g h e r  p h o t o l y s i s  
r a t e s .  The r e s u l t s  o f  P e t e r s o n  e t  a l .  (1977) f o r  NO2 and HCHO show a  
s i g n i f i c a n t  i n c r e a s e  w i t h  h e i g h t .  For example, a t  an  e l e v a t i o n  of 
0 .98  km t h e  p h o t o l y s i s  r a t e  f o r  N O 2 ,  depending on t h e  z e n i t h  a n g l e ,  
i s  between 2 1  and 70% h i g h e r  than  t h e  cor respond ing  ground l e v e l  v a l u e .  
The p h o t o l y s i s  r a t e s  shou ld  be  r e c a l c u l a t e d  i f  t h e  modeling r e g i o n  i s  
a t  a  h i g h  e l e v a t i o n .  
Most t h e o r e t i c a l  c a l c u l a t i o n s  of  t h e  p h o t o l y s i s  r a t e  c o n s t a n t s  
assume ' c l e a r  s k y '  c o n d i t i o n s .  A c r i t i c a l  problem i n  p r a c t i c e  i s  how 
t o  modify t h e  c a l c u l a t e d  r e s u l t s  when t h e r e  i s  a  p e r t u r b a t i o n  t o  t h e  
b a s i c  a tmospher ic  s t a t e  employed i n  t h e  r a d i a t i v e  t r a n s f e r  c a l c u l a t i o n s .  
I n c r e a s e d  a e r o s o l  l o a d i n g s  o r  t h e  p r e s e n c e  of  c l o u d s  would r e q u i r e  
s c a l i n g  of  t h e  p h o t o d i s s o c i a t i o n  r a t e s .  
When o n l y  broad band measurements of  s o l a r  r a d i a t i o n  a r e  a v a i l a b l e  
c o r r e c t i o n  of t h e  c a l c u l a t e d  v a l u e s  can be  based on t h e  r a t i o  of 
pyranometer o b s e r v a t i o n s  t o  t h e  t h e o r e t i c a l  c l e a r  sky t r a n s m i s s i o n .  
Because pyranometer d a t a  r e p o r t e d  by a i r  p o l l u t i o n  a g e n c i e s  t y p i c a l l y  
o n l y  a p p l y  t o  t o t a l  s o l a r  f l u x e s  and t h e  r e a c t i o n  r a t e s  depend on 
t h e  u l t r a v i o l e t  (uv) f l u x  d e n s i t i e s ,  t h e  s c a l i n g  r a t i o  may n o t  be a  
good r e p r e s e n t a t i o n .  S c a t t e r i n g  i s  wavelength  dependent and a s  a  
r e s u l t  t h e  uv f l u x  i s  more s t r o n g l y  a f f e c t e d  t h a n  t h e  t o t a l  s o l a r  f l u x .  
O f f s e t t i n g  t h i s  t o  some e x t e n t ,  t h e  f l u x  d e n s i t y  i s  much l e s s  s e n s i t i v e  
t o  s c a t t e r i n g  them than  i s  t h e  f l u x  (Duewer e t  a l . ,  1978) .  
I n  s i t u a t i o n s  where uv pyranometer d a t a  a r e  a v a i l a b l e  a n o t h e r  
approach i s  p o s s i b l e .  Zafon te  e t  a l .  (1977) and Stedman e t  a l .  (1977) 
c o r r e l a t e d  t h e i r  NO2 p h o t o d i s s o c i a t i o n  r a t e  measurements w i t h  s o l a r  
r a d i a t i o n  i n  t h e  uv p o r t i o n  of  t h e  spect rum.  Rad iomet r i c  d a t a  were  
o b t a i n e d  w i t h  Eppley uv pyranometers  t h a t  have a  f u l l  bandwidth s e n s i t i -  
v i t y  o f  295-385 nm, a  wavelength  i n t e r v a l  r e l e v a n t  t o  many photochemical  
r e a c t i o n s .  The r e s u l t s  o f  t h e  c o r r e l a t i o n s  a r e  shown i n  F i g u r e  8 .17 .  
Th i s  graph p r o v i d e s  a  d i r e c t  means of  d e t e r m i n i n g  e i t h e r  t h e  p h o t o l y s i s  
r a t e  from t h e  r a d i a t i o n  measurements o r  t h e  s c a l i n g  r a t i o s  f o r  t h e  
c a l c u l a t e d  v a l u e s .  Schere  and Demerjian (1977) used  uv measurem~ents 
and t h e  c a l c u l a t e d  c l e a r  sky  s o l a r  f l u x  t o  s c a l e  t h e  r a t e  c o n s t a n t s .  
They r e p o r t e d  s u b s t a n t i a l  d i f f e r e n c e s  i n  some c a s e s  between t h e o r e t i c a l  
c l e a r  sky  and obse rved  r a t e  c o n s t a n t s ,  however, t h e  uv s c a l e d  c a l c u l a t e d  
r a t e s  match t h e  o b s e r v a t i o n s  q u i t e  c l o s e l y  a s  i n  F i g u r e  8.18. 
TAELE 8.12 
a P h o t o l y s i s  S t e p s  i n  Photochemical  Reac t ion  Mechanism 
-1 P h o t o l y s i s  Ra te  (min ) 
7 :  24  AM^ ~ v e r a ~ e '  Peak 
1 0  HONO + hv -, OH + NO 0.0585 0.0631 0.0963 
2 1 HCHO + h v  j 2H02 + CO 
2 2 HCHO -t hv + H2 + CO 
2 4 
RCHO t fiv -, R02 + H02 + CO 0.00103 0.00145 0.00260 
a )  A l l  v a l u e s  a r e  f o r  Los Angeles C a l i f o r n i a  ( l a t i t u d e  34.06', long i -  
t u d e  1-18.25' , t ime  zone = 8 . 0 )  
b )  Photol-ys is  r a t e s  a t  7:24 P a c i f i c  S tandard  T i m e ,  26 June 1 9 7 4 .  
c )  Average o f  d a y l i g h t  h o u r s .  
d )  P h o t o l y s i s  r a t e  set  t o  0.22 of YO2 
ROTATION 
FIGURE 8.15 
R e l a t i o n s h i p  Between L a t i t u d e ,  D e c l i n a t i o n  and Z e n i t h  Angles .  

UV RADIOMETER (mw/cm2) 
FIGURE 8 . 1 7  
C o r r e l a t i o n  Between UV R a d i o m e t r i c  I4easurements  
and NO2 P h o t o l y s i s  R a t e  - E x p e r i m e n t a l  P o i n t s  and 
S o l i d  L i n e  a r e  f rom Z a f o n t e  e t  a l .  ( 1 9 7 7 ) ,  Dashed 
L i n e  i s  B e s t  F i t  t o  Data  o f  Stedman e t  a l .  ( 1 9 7 7 )  
EASTERN STANDARD TIME (HOURS) 
FIGURE 8 . 1 8  
Colnparison o f  t h e  Exper imenta l  ( C i r c l e s ) ,  T h e o r e t i c a l  (Dashed L i n e ) ,  
and UV Sca led  T h e o r e t i c a l  ( S o l i d  L ine )  D i u r n a l  V a r i a t i o n  of  t h e  
P h o t o l y t i c  Rate Cons tan t  f o r  t h e  P h o t o l y s i s  of  NO2 Near R a l e i g h ,  N . C .  
( 3 5 . 8 ' ~ ,  78.6OW) on A p r i l  2 8 ,  1975 
(Source : Schere  and Demerj i a n ,  1977) . 
8.7  C a l c u l a t i o n  of Atmospheric Water Vapor Concen t ra t ion  
Most photochemical  r e a c t i o n  mechanisms r e q u i r e  t h a t  t h e  w a t e r  vapor  
3 be  expressed  i n  terms of c o n c e n t r a t i o n  u n i t s  l i k e  ppmV o r  yg/m . While 
i t  i s  a  s t r a i g h t f o r w a r d  t a s k  t o  de te rmine  t h e  c o n c e n t r a t i o n  g i v e n  
ambient measurements o f  t e m p e r a t u r e ,  p r e s s u r e ,  and r e l a t i v e  humid i ty ,  
t h e  need t o  employ psychromet r ic  c h a r t s  o r  t a b l e s  c o n s i d e r a b l y  
compl ica tes  automat ion o f  t h e  p r o c e s s  . This  s e c t i o n  p r e s e n t s  a s i m p l e  
a l g e b r a i c  p rocedure ,  based on McRae (1980) ,  which e n a b l e s  t h e  w a t e r  
c o n c e n t r a t i o n  t o  be  determined t o  w i t h i n  0 .5% over  t h e  r a n g e  of commonly 
encountered m e t e o r o l o g i c a l  c o n d i t i o n s .  
For a  g iven  t e m p e r a t u r e ,  T ,  r e l a t i v e  humid i ty ,  RH, i s  d e f i n e d  a s  
t h e  r a t e  of t h e  observed vapor  p r e s s u r e  t o  t h e  s a t u r a t i o n  vapor  p r e s s u r e  
a t  t h e  same c o n d i t i o n s .  h a l t e r n a t i v e  approach i s  t o  d e f i n e  RH i n  
terms of t h e  mole f r a c t i o n  of w a t e r  vapor  i n  t h e  mois t  a tmosphere ,  y ,  
t o  t h e  mole f r a c t i o n  a t  s a t u r a t i o n  ys.  I n  e i t h e r  c a s e  t h e  r e l a t i v e  
humidi ty  i s  o f t e n  expressed  i n  p e r c e n t  s o  t h a t  
S ince  t h e  mole f r a c t i o n  i s  e q u i v a l e n t  t o  t h e  volume f r a c t i o n  t h e  w a t e r  
c o n c e n t r a t i o n  i n  ppmv i s  g i v e n  by 
By u s i n g  t h e  p e r f e c t  gas  laws (8 .28)  can be w r i t t e n  i n  terms o f  t h e  
s a t u r a t i o n  vapor p r e s s u r e  P (T) and t h e  a tmospher ic  p r e s s u r e  P . The 
s a  
e r r o r  invo lved  i n  u s i n g  D a l t o n ' s  Law o v e r  a  t e m p e r a t u r e  range  o f  -50 t o  
50°c is  l e s s  t h a n  0 .5% ( T h r e l k e l d ,  1970) .  With t h i s  approximat i o n  (8.28) 
c a n  b e  w r i t t e n  i n  t h e  form: 
I n  o r d e r  t o  e v a l u a t e  t h i s  e x p r e s s i o n ,  t h e  s a t u r a t i o n  vapor  p r e s s u r e  
must b ~ e  known. While many t a b u l a t i o n s  and g r a p h i c a l  forms e x i s t  i n  
t h e  l i t e r a t u r e  r e l a t i v e l y  few a r e  s u i t a b l e  f o r  d i r e c t  i n c l u s i o n  i n  t h e  
a i r s h e d  model; what i s  r e q u i r e d  i s  a n  e x p l i c i t  a l g e b r a i c  e x p r e s s i o n .  
One o f  t h e  f i r s t  a t t e m p t s  t o  d e s c r i b e  P (T) - T e x p e r i m e n t a l  d a t a  i n  
S 
a  f u n c t i o n a l  form was t h e  work o f  Goff and Gratch (1945) .  T h e i r  
f u n c t i o n ,  w h i l e  q u i t e  a c c u r a t e  (Q 0 .001%) ,  i n v o l v e s  a  l a r g e  number of  
consta in ts  and c o n t a i n s  h i g h l y  n o n - l i n e a r  t e rms .  An approximate  
expres , s ion  f o r  P (T) i n  mb, a p p l i c a b l e  t o  a  l i m i t e d  t e m p e r a t u r e  r a n g e ,  
S 
i s  g i v e n  by ( I r i b a r n e  and Godson, 1973) .  
T h i s  form i s  sometimes c a l l e d  t h e  Magnus formula  and cor responds  t o  
t h e  i n c l u s i o n  of  second and t h i r d  terms i n  t h e  v i r a l  e q u a t i o n  of s t a t e .  
For t h e  purpose  of t h i s  s t u d y  t h e  s i m p l e ,  b u t  r e l a t i v e l y  unknown, 
polynolnial  e x p r e s s i o n  of  R ichards  (1971) was adop ted .  The f u n c t i o n a l  
form i s  g iven  by: 
4 P (T) = P exp[13.3185t - 1.9760t2 - 0.6445t3 - 0.1.299t ] 
s A (8.31) 
where P is the standard atmospheric pressure of 1013.25 mb, the A 
0 parameter t is defined in terms of the ambient temperature Ta( K) and 
0 the steam temperature T - 373.15 K at pressure Pa. 
S 
Equation (8.31) is more accurate than (8.30) and is valid to - + 0.1% 
over a temperature range of -50 to 140'~. The variation of Ps (T) over 
the range T = -50 to 40'~ is shown in Figure 8.19. Table 8.13 a 
illustrates the application of the procedure to some typical atmospheric 
conditions. 
- 2 0  -10 0 10 2 0  3 0  40 
Temperature O C  
FIGURE 8.19 
S a t u r a t i o n  Vapor P r e s s u r e  a s  a Func t ion  of  Ambient Temperature 
Eva lua ted  Using t h e  Polynomial  Express ion  of R ichards  (1971) 
TABLE 8.13 
APPLICATION OF PROCEDURE FOR CALCULATING 
ATMOSPHERIC WATER VAPOR CONCENTRATION a 
a  Ambient c o n d i t i o n s  assumed f o r  c a l c u l a t i o n  P = 1013.25 mb 
a 
Steam t e m p e r a t u r e  T = 3 7 3 . 1 5 ' ~ .  S 
8.8 A Simple Box Model f o r  T e s t i n g  Photochemical  Reac t ion  Mechanisms 
Before  a  photochemical  r e a c t i o n  scheme i s  used i n  an a i r s h e d  model 
i t  i s  n e c e s s a r y  t o  c a r r y  o u t  a  s e r i e s  o f  t e s t s  t o  e v a l u a t e  t h e  p e r f o r -  
mance o f  t h e  mechanism under a  v a r i e t y  of c o n d i t i o n s .  A common approach 
is  t o  compare t h e  p r e d i c t i o n  of t h e  mechanism a g a i n s t  o b s e r v a t i o n a l  d a t a  
from smog chamber exper iments .  While v a l u a b l e ,  t h e s e  comparisons 
do n o t  a d e q u a t e l y  t e s t  t h e  k i n e t i c s  o v e r  t h e  range  of c o n d i t i o n s  l i k e l y  
t o  be  encountered i n  t h e  a tmosphere .  S p e c i f i c a l l y ,  few smog chamber 
exper iments  i n c l u d e  t h e  e f f e c t s  of con t inuous  i n j e c t i o n  of s o u r c e  
m a t e r i a l  o r  d i u r n a l  v a r i a t i o n s  of s o l a r  r a d i a t i o n .  Th is  s e c t i o n  
p r e s e n t s  t h e  f o r m u l a t i o n  of a  s imple  box model i n  which t h e  e f f e c t s  o f  
d i f f e r e n t  m e t e o r o l o g i c a l  and s u r f a c e  removal p r o c e s s e s  can b e  i s o l a t e d .  
When i n t e r p r e t e d  a s  a  w e l l  mixed chemical  r e a c t o r ,  t h e  mathemat ical  
sys tem can b e  used t o  model a  wide v a r i e t y  o f  smog chamber exper iments .  
The range  o f  v a l i d  a tmospher ic  a p p l i c a t i o n s ,  however, i s  r e s t r i c t e d  by 
t h e  n a t u r e  of t h e  assumptions  used i n  t h e  model d e r i v a t i o n .  
The most e lementa ry  form o f  a  box model is  a  w e l l  mixed, v a r i a b l e  
volume, chemical  r e a c t o r .  A v a r i a b l e  volume f o r m u l a t i o n  i s  needed i n  
a tmospher ic  a p p l i c a t i o n s  because  t h e  v e r t i c a l  e x t e n t  of p o l l u t a n t  
d i s p e r s i o n  i s  c o n t r o l l e d  by d i u r n a l  v a r i a t i o n s  i n  t h e  dep th  o f  t h e  mixed 
l a y e r .  The e f f e c t s  of a  capping i n v e r s i o n  over  an  urban a r e a  can be  
b e s t  s t u d i e d  i f  t h e  mixing h e i g h t  i s  i n c l u d e d  a s  a n  e x p l i c i t  v a r i a b l e .  
I n  o r d e r  t o  account  f o r  t h e s e  e f f e c t s  c o n s i d e r  a  s i n g l e  c e l l  
l o c a t e d  o v e r  a  l a r g e ,  h o r i z o n t a l l y  homogeneous, urban a r e a  (F igure  8 .20 ) .  
SOLAR FLUX 
c e  ENTRAINMENT CONCENTRATION 
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FIGURE 8.20 
Schematic R e p r e s e n t a t i o n  of a Simple Box Model 
The source  s t r e n g t h  per  u n i t  a r e a  f o r  spec i e s  c  i = 1 , 2 ,  ..., n i s  represent -  i ' 
ed by Ei. The box is  of dimension L W Z ~ ( ~ )  where ?, i s  t h e  length  
p a r a l l e l  t o  t h e  s p a t i a l l y  uniform wind f i e l d  u ( t ) .  W i s  the  box width 
and Z . ( t )  t h e  cu r r en t  mixed l a y e r  depth. The v e n t i l a t i o n  c ros s  s e c t i o n  
1 
i s  WZ and t h e  p o l l u t a n t  f l u x  out  of t h e  box i s  simply WZiuc where ci i i ' 
b is  t h e  average p o l l u t a n t  concent ra t ion  i n  t h e  we l l  mixed box. I f  ci is 
t h e  background concent ra t ion ,  then t h e  m a t e r i a l  f l u x  i n t o  the  box from 
b 
o u t s i d e  the region i s  WZ.uc Generation or removal o f  species b y  
1 i' 
chelnical r e a c t i o n  i s  represented  by R.(c1,c2, ..., cn) .  In  t h e  present  
1 
model, s u r f a c e  i n t e r a c t i o n s  a r e  parameterized i n  terms of simple 
depos i t i on  v e l o c i t y  v . 
g 
I f  p o l l u t a n t s ,  l e f t  a t  e l eva t ed  l e v e l s  from t h e  previous day, a r e  
advected ou t  of t h e  box b e f o r e  s u n r i s e  on t h e  cu r r en t  day then t h e  mixed 
l a y e r  w i l l  grow i n t o  a i r  conta in ing  ambient o r  background condi t ions .  
e  Denoting c  a s  t h e  concent ra t ion  l e f t  above t h e  cu r r en t  mixed l a y e r ,  i 
e e  then  i f  ci > 0 t h e  entrainment f l u x  i n t o  t h e  box is ~ ~ c ~ d ~ ~ / d t .  A 
c o l l a p s i n g  mixed l a y e r ,  however, does no t  a c t  a s  an impenetrable l i d .  
Ignoring t h e  c o n t r i b u t i o n  from s u r f a c e  sources ,  t h e  concent ra t ion  wi th in  
t h e  box i s  no t  a f f e c t e d  by t h e  volume change. When t h e  v e n t i l a t i o n  i s  
e  
weak, then  ci should be rep laced  by ci s o  t h a t  t h e  cu r r en t  concent ra t ion  
i s  en t r a ined  t h e  next  day. I n  t h i s  p re sen t  s tudy ,  chemical ' r e a c t i o n s  
amongst t h e  spec i e s  above t h e  mixed l a y e r  a r e  no t  considered.  
Given t h e  above assumptions and ignor ing  t h e  e f f e c t s  of h o r i z o n t a l  
d i f f u s i o n ,  t h e  conserva t ion  equat ions  f o r  p o l l u t a n t  m a t e r i a l  w i th in  t h e  
box can be w r i t t e n  a s  a  s e t  of ord inary  d i f f e r e n t i a l  equat ions.  
i=1y2y...,n 
Dividing through by the box volume and taking into account the temporal 
variations in Z ( 8 . 3 3 )  can be written in the form i ' 
where the species index i has been dropped for convenience. For 
numerical solution purposes it is convenient to have the Jacobian of 
( 8 . 3 4 )  which is given by ( 8 . 3 5 )  where [I] is the identity matrix. 
a dc ~R(c) u 1 dZi J = -(-) = ---- - -[I] - [ I ]  -
ac dt a c L at >[,I z i i 
In the above expression the terms involving d~./dt are set to zero 
1 
if dZi/dt < 0. The form ( 8 . 3 5 )  is quite similar to the expression 
originally proposed by Lettau (1970). The principal differences are: 
the parameterization of the turbulent flux caused by entrainment, the 
chemical reactions and surface deposition terms. If the box moves with 
mean wind then ( 8 . 3 5 )  represents a one-dimensional trajectory model. 
In view of the simplicity of the model, it is worthwhile to 
reiterate the basic assumptions used in its formulation. The most 
critical simplification is that the pollutants are well mixed up to the 
capping inversion. Unless the characteristic turbulent mixing time is 
fast in comparison to the chemical reaction rates, then the box model 
is not representative of atmospheric conditions. 
8.9 Numerical Solution Procedures 
The algebraic forms of the ordinary differential equations which 
describe the kinetics of the mechanism shown in Table 8.1 are presented 
in Appendix A. This system, subject to the appropriate rate constantls 
and initial conditions, was solved with the variable step, variable 
order, backward difference scheme of Hindmarsh and Byrne (1975). This 
method was chosen because it represents one of the best general purpose 
approaches to numerical integration of stiff ordinary differential 
equations. Selection of a method that was both robust and highly 
accurate was important because in a number of cases the numerical results 
of this appendix were used as standards for comparative evaluation of 
solution schemes described in Chapter 11. 
Except for cases in which steady state approximations were used, 
the kinetics of each species were described by differential equations. 
Because of their high concentration, constant values were assigned to 
5 6 
oxygen (2.1~10 ppmV) and the third body M(l.Oxlr3 ppmV) which appears 
in the ozone formation step. In each case the starting and maximum 
-5 
step sizes were set to 10 and 10 minutes, respectively. Semi-relative 
error control, with a convergence tolerance of E = 0.0001, was selected 
because some species have an initial concentration of zero. From a 
practical point of view there is little to be gained by using smaller 
- 4 
values of E. In fact, setting E to be less than 10 in most cases 
gave no useful additional information and at the same time drastically 
increased the consumption of computer time. 
8.10 Smog Chamber Experiments 
A direct way of evaluating photochemical reaction mechanisms is 
to <:ompare the predictions against carefully controlled laboratory 
studies. Falls and Seinfeld (1978), for example, tested their model 
against smog chamber experiments conducted at the Statewide Air Pollution 
Research Center (SAPRAC) of the University of California at Riverside. 
Extensive documentation of the experimental protocols, sampling procedures 
and measurement techniques used at that research center are given in 
Pitts et al. (1976), Pitts and Winer (1978) and Winer et al. (1980). 
The initial evaluation of the airshed mechanism employed propylene and 
n-butane as well as different combinations of the two compounds. Further 
experiments have been carried out using hydrocarbon mixtures which more 
closely correspond to atmospheric conditions. A representative sample of 
these results is presented in this section. 
The initial conditions for one smog chamber experiment, SUR-119J 
(Pitts et al., 1976), are reproduced in Table 8.14. This information 
together with the photolysis and lumped hydrocarbon rate constants from 
Tables 8.8 and 8.12 is sufficient to enable an independent duplication 
of the mechanism performance. Table 8.15 and Figures 8.21 - 8.27 
TABLE 8 . 1 4  
I n i t i a l  Condi t ions f o r  Smog Chamber Experiment SUR-119J 
SPECIES CONCENTRATION ( P P ~ V )  
HCHO 0.038 
RCHO 0.023 
ALK 0.358 
OLE 0.039 
C2H4 
ARO 
To ta l  Nitrogen 0.354 
Re la t i ve  Humidity (%) 58.5-53.0 
Temperature (OC) 30.5-33.1 

document these results as well as a number of other experiments. The 
model predictions closely match most of the observed data. 
There is some evidence that nitrous acid is formed during the 
loading of smog chambers (Chan et al., 1976). Nitrous acid is produced 
in the dark by the reactions 
and an equilibrium can be reached given sufficient time. The concen- 
tration of nitrous acid achieved in the dark is governed by 
d[HONO1 = 2kf [NO] [NO2] [H201 - 2 [HONOI 2 dt 
Solution of this rate equation subject to [HONOIo = 0 yields the 
concentration of nitrous acid as a function of time. As t -t m, the 
equilibrium concentration, 
kf [NO] [NO3] [H201 
[HoNo] eq = [  
r - Ill2 
is reached. Assuming that [NO], [NO2] and [H20] are constant, (8.36) 
can be integrated to yield 
[HONO] 
= t;. Jkf kr [NO] NO^] [H~o] 
I 
[HONO ] 
eq 
Table 8.16 shows the approach of HONO to the equilibrium value as 
a function of time for representative values of the rate of reaction. 
The quantity of nitrous acid that forms in a chamber or atmosphere prior 
336 
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FIGURE 8.21  
P r e d i c t e d  and Observed C o n c e n t r a t i o n  P r o f i l e s  f o r  Smog 
Chamber Experiment 1195 
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to irradiation can be estimated from equation (8.36). In their 
simulation of the SAPRC experiments, Whitten and Hogo (1976) found 
that a.bout one-third of the equilibrium concentration of nitrous acid 
was required as an initial concentration. The results in Table 8.16, 
however, indicate that the time required to reach a substantial 
fraction of the equilibrium concentration is long compared to that 
characteristic of the loading and initial mixing in a smog chamber., 
The predicted values shown in Table 8.16 and 8.17 are also consistent 
with the recent atmospheric measurements of Platt et al. (1980). I:n 
some of the smog chamber experiments increasing the initial HONO 
concentration tends to decrease the time at which the NO maximum 2 
occurs but does - not influence the maximum concentration of NO or 0 2 3 ' 
In atmospheric simulations it is usually unnecessary to assume an 
initial concentration of HONO since there is normally sufficient 
aldehydes present at sunrise to provide an initial radical flux. 
TABLE 8-16 
Approach to the Equilibrium Nitrous Acid (HONO) Concentration (a) 
Case 1 Case 2 Case 3 (b) 
(NO) = 0.1 (XO) = 1 (NO) = 0.301 
T :ime Case 1 Case 2 Case 3 (rnin) 
(b) Initial conditions correspond to smog chamber experiment SUR-1193. 
TABLE 8.17 
Predic ted  Concentrat ion of Nitrogen Containing Species  f o r  Smog 
Chamber Experiment SUR-1193 
SPEiCIES CONCENTRATION (ppm) 
0 (min) 60 (min) 120 (min) 180 (min) 240 (min) 300 (min) 
PAN I O 8 . 8 x l 0 - ~  3. 1 x 1 0 - ~  6. 2 x l ~ - 3  1. O X ~ O - ~  1 . 4 x 1 0 - ~  
M 
[Nitrogen 
Balance] 
0.3540 0.3539 0.3539 0.3539 0.3539 0.3539 
8.11 Species Conservation Cons t r a in t s  
I f  a phys i ca l  system s a t i s f i e s  one o r  more conserva t ion  laws, then 
a computational scheme which preserves  t h e  same c o n s t r a i n t  should be 
used t o  e l imina te  a t  l e a s t  one source of p o t e n t i a l  numerical e r r o r .  The 
u s e  of numerical methods which do n o t  preserve  l i n e a r  conserva t ion  laws 
can o f t e n  lead  t o  h ighly  inaccu ra t e  s o l u t i o n s .  For an i n i t i a l  va lue  
problem t h e  b a s i c  c o n s t r a i n t  on conserva t ion  of mass can be expressed 
i n  t h e  form 
T 
where W = [w1,w2, ..., w ] is  a vec to r  of weights a s soc i a t ed  wi th  each 
n 
of t h e  s p e c i e s ,  C = [c l ,c2 , .  . .c  lT  and M is  a cons tan t  depending on t h e  
n 
i n i t i a l  condi t ions .  Cons t r a in t s  can be app l i ed  t o  t h e  t o t a l  mass w:ithin 
t h e  system o r  t o  i nd iv idua l  atomic components. I n  t h e  a i r shed  mech,anism 
t h e  presence of lumped r e a c t i o n  s t e p s ,  un fo r tuna te ly ,  precludes t h e  use 
of t o t a l  mass balance checks. The conserva t ion  c o n s t r a i n t  does  however 
apply t o  atomic spec i e s  such a s  n i t rogen .  For t h e  mechanism shown 
i n  Table 8.1,  M is  given by 
The numerical method developed by Hindmarsh and Byrne (1975) and 
used i n  t h i s  chapter  employs a v a r i a b l e  s t e p ,  v a r i a b l e  o rde r ,  backward 
difference, multistep method of the form 
k 
m m-j - dcm-j i ,-j j =O - hm C ~ t - ~  j =O 
where h - - 
m - tm tm-l is the step size for the mth step, {a) and (6) 
are the coefficients for the mth step in the variable step method. 
Rosenbaum (1977) has shown that such methods are conservative so 
that, My defined by (8.41) should be constant. This is indeed the case 
as shclwn in Table 8.17 and Figure 8.19. While the use of linear 
constraints to check on numerical accuracy is often very useful, it is 
important to be aware of the limitations. In general, while a constant 
value for M implies that the roundoff errors are small, it gives little 
informlation about the magnitude of the truncation errors. Stated 
another way, it is possible to devise extremely poor numerical solution 
schemes that conserve mass. 
8.12 Steady State Approximations for Ozone 
The three principal reaction steps involved in the NO-NO -0 2 3 
photol.ytic cycle are given by: 
1 3 NO2 + hv -4 NO + O (  - P) ; kl 0.3 min-' (8.43) 
3 2 -2 -1 O (  - P) + O2 C M + O3 + M ; k 2  = 2x10-~ ppm -min (8.44) 
3 - 1 - 1 O3 + NO - NO2 + O2 ; k3 = 25.8 ppm -min (8.45) 
Under most conditions these three reactions proceed at a rate nearly 
two orders of magnitude faster than the kinetics of any of the other 
steps involving ozone. A sample calculation of the forward reaction 
Concen t ra t ion  P r o f i l e s  of Major N i t r o g e n  C o n t a i n i n g  S p e c i e s  
f o r  Smog Chamber Experiment 1195 
rates is shown in-Table 8.18. The main oxidizing reaction (8.45), for 
typical atmospheric concentrations, has a half life of approximately 
30 seconds. Under these conditions many investigators have made the 
assumption that the ozone production and decay rates are in equilibrium 
and derived the photostationary state approximation (PSSA) 
Since there is a recurring debate in the literature about the validity 
of the simple expression (8.46) this section presents a brief evaluation 
of its validity for smog chamber simulations. 
Eschenroeder et al. (1972) and Calvert (1976) have examined 
experimental data collected in Los Angeles and concluded that time- 
averaged atmospheric measurements often do not obey the photostationary 
state approximation. Stedman and Jackson (1975) tested the hypothesis 
that kl(N02)/k3(NO)(03)=1 in a set of carefully controlled measurements 
of ambient air quality. Using 400 data sets they found that the left- 
hand side was equal to 1.01 with a standard deviation of 0.2 and a 
standard error of the mean equal to 0.01. A variety of different 
explanations have been offered to explain the discrepancies. 
Eschenroeder et al. (1972), Seinfeld (1977) and Bilger (1977) 
postulated that inhomogeneities in atmospheric concentrations of 
NO and 0 could reduce the effective reaction rates of the system 3 
(8.43--8.45). The basic problem is that when using time-averaged data 
in the photo stationary state equation the product of average concen-- 
trations is not equal to the average of the products. In general, 
TABLE 8.18 
Forward Reaction Rates f o r  Smog Chamber Experiment SUR-119J (a) 
Mechanism 
Component 
React ion Rate (ppm/min) 
t = 60 min t = 300 miln  
R2=k2 (0) (02) (MI  5 . 4 3 ~ 1 0 - ~  
R =k (NO) (03) 3 3 5.36x10-~ 
R7=k7 (NO2) (03) 1. 24x1~-4 
R20=k20 (03) 3.14x10-~ 
R3o=k30 (OLE) (03) 3 . 7 7 ~ 1 0 - ~  
R47=k47 (OH) (03) 1 . 3 4 x l 0 - ~  
unless the atmosphere is well mixed or the averaging times are 
sufficiently short 
(NO2) 
[(NO) (o,)] 
The basic problem with testing this explanation is that it is 
extremely difficult to perform the necessary experiments. Confirmation 
requires very accurate and rapid determinations of k temperature, 1 ' 
Part of the variation can be readily explained by considering 
the kinetics of ozone formation. In the airshed model the balance 
between ozone formation and decay rates is given by 
where 
So t:hat the correct expression for the quasi steady state approximation 
(QSSA) is given by 
Both (8.46) and (8.50) were tested using the concentrations predicted 
in a numerical solution of the smog chamber experiment SUR-119J (Pi.tts 
et ax., 1976). At the end of a 400 minute simulation the error in the 
phot:o stationary state (PSSA) was approximately 5% whereas (8.50) was 
correct to within 1%. As shown in Table 8.18, early in the run, the 
ozone kinetics is dominated by the photolytic cycle (8.43-8.45) and as 
a result both (8.46) and (8.50) are of comparable accuracy. Later in 
the solution, when NO2 >> NO, the contributions from the terms R amd 7 
R20 become more apparent. These results indicate that in atmospheric 
appl.ications there could be significant departures from the photo 
stat.ionary state simply as a result of the chemistry. Future field 
measurements should be directed at separating the influences of turbul-ent 
inhomogeneities and chemistry when evaluating the validity of steady 
state approximations. 
8 .  Conclusions 
In this chapter the basic airshed mechanism has been presented 
together with sufficient information regarding initial conditions, rate 
constants and stoichiometry to allow an independent duplication of its 
performance. The mechanism incorporates recent information on rate 
E r r o r s  i n  t h e  Pho to  S t a t i o n a r y  S t a t e  (PSSA) and Quas i  
S t a t i o n a r y  S t a t e  (QSSA) Approx ima t ions  f o r  Ozone i n  Smog 
Chamber Exper iment  SUR-119J 
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constants, mechanistic structure and, in addition, has been successfully 
validated against a wide range of smog chamber experiments. Further 
discussion of the sensitivity of model predictions to changes in the 
various inputs is given in Chapter 12. 
Note: Subsequent to the publication of the kinetic mechanisms in 
Falls and Seinfeld (1978) and McRae et al. (1981) a number of 
modifications were made to some of the reaction rate constants. 
These changes are documented in Tables 8.3, 8.8 and 8.12 an~d were 
made to reflect more recent determinations of the basic kinetic 
data. In section 8.10 Figures 8.21 and 8.27 show a comparison 
between observed and predicted concentration profiles for the two 
sets of rate constants. 
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Numerical Solution of the Atmospheric Diffusion 
Equation for Chemically Reacting Flows 
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Received May 15, 1981 
A comprehensive study of numerical techniques for solving the atmospheric diffusion 
equation is reported. Operator splitting methods are examined in which the three-dimensional 
problem is converted into a sequence of one-dimensional problems. A Galerkin, linear finite 
element scheme with a nonlinear filter is found to be computationally superior to the other 
methods tested for the advection4iffusion components. The chemical reaction dynamics 
component, treated within the splitting scheme, is generally highly stiff. A second-order 
predictor, iterated corrector technique, in combination with an asymptotic treatment of the 
stiff components, is found to be computationally superior for the chemical kinetics. The 
validity of the pseudo steady state approximation for certain reactive species is also 
investigated. 
Many disciplines in engineering and science depend on the availability of predictive 
models of chemically reacting fluid flows. One area of considerable practical interest 
and a source of many challenging problems in numerical analysis is the construction 
of mathematical descriptions of the formation and transport of urban-scale air 
pollution. A complete treatment of atmospheric concentration dynamics and chemical 
interactions involves the full, three-dimensional turbulent planetary boundary layer 
equations for conservation of mass, momentum and energy. Unfortunately the routine 
solution of such a system is an enormous undertaking and not feasible on the present 
generation of computers since a typical calculation might involve 0(104) grid points, 
20-50 chemical species and 0(106) computer storage locations. A somewhat more 
limited approach, and the focus of this work, is based on decoupling the mass conser- 
vation equations from the equations of motion of the air. This simplification results in 
a set of coupled parabolic partial differential equations that describe the combined 
* Present address: Advanced Technology Group, Dames and Moore, 1100 Glendon Avenue, Los 
Angeles, CA 90024. 
Department of Chemical Engineering. 
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2 MC RAE, GOODIN, AND SEINFELD 
influences of advection, turbulent diffusion and chemistry within a prescribed flow 
field. The presence of nonlinearities and the existence of widely disparate temporal 
and spatial scales considerably complicate the selection and implementation of 
suitable solution techniques. In addition the availability and utilization of 
computational resources are practical considerations equally as important as the 
requirement for numerical accuracy. 
This paper begins with a general statement of the atmospheric diffusion equation 
and proceeds to describe the use of coordinate transformations and operator splitting 
techniques for numerical solution. Once the equations have been decomposed into 
component parts by operator splitting, specially suited procedures for the components 
(advection, diffusion, and chemical reaction) can be applied. We then describe the 
choice and testing of appropriate techniques for solving the transport o; advection- 
diffusion components of the equation. The final element involves numerical solution 
of the chemical kinetics. Although the numerical techniques described in this work 
have been specifically developed to solve the atmospheric diffusion equation, much of 
the material is applicable to other problems, particularly those that involve 
chemically reacting fluid flows. 
Consider an arbitrary, time-varying, spatial domain 0, located in the ~ucljdean 
space E~ and bounded by aQ,. In this region, a spatial point is denoted X = 
{X, Y, Z} E 0,. Within 0, the conservation of mass for each of p chemical species 
c,(X, I); i =  1 ,  ...,p, can be expressed by the following set of coupled, nonlinear, 
parabolic, partial differential equations, 
with (X, t )  E R, X [0, TI. For this system u is the prescribed advective velocity field 
u(X, t) = (u, v ,  w), K is a second-order, diagonal, eddy diffusivity tensor and f, a 
temperature dependent chemical formation (or depletion) rate of species i. In 
meteorological applications (1) is frequently called the atmospheric diffusion 
equation [ 1 1. 
To complete the problem formulation both the initial and boundary conditions 
need to be specified. For the system (1) the initial conditions c,(X, O), are given by 
ci(X, 0) = ~P(x); i = 1 , .  p;  x E Q,. (2) 
The measured concentration data, from which the initial conditions are normally 
specified, are sparse, irregularly spaced, and generally limited to ground level values. 
Under these conditions, a representative initial field can be obtained by interpolation 
using the techniques described in Goodin et al. [2-41. Boundary conditions simply 
represent statements of mass continuity across the enclosing surface aR,. For this 
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system most practical cases are described by the inhomogeneous mixed Neumann 
and Dirichlet boundary conditions 
In this equation a indicates the normal direction to BR,, and the functions a(X, t), 
b(X, t )  and g,(X,t) describe particular cases, the explicit forms of which are 
presented in Reynolds er al. [5]. 
The difficulties that arise during numerical solution of (1 )-(3) stem from the 
radically different character of the advection, V . (uc,), turbulent diffusion, 
V . (K Vc,), and chemical reaction, A ,  operators. Even though (1) is formally 
parabolic in most atmospheric flows, transport in the horizontal plane is dominated 
by advection, leading to hyperbolic like characteristics. One of the major sources of 
difficulty arises during numerical solution of the chemical reaction terms A. While 
complicating the numerical solution, the presence of the nonlinearities inJ;, is not as 
much a problem as the potential for eigenvalues that span a wide range of time 
scales. In typical photochemical reaction mechanisms of the type described by Falls 
and Seinfeld [ 6 ] ,  it is possible to encounter situations in which individual reaction 
times differ by 0(108 seconds). That, in turn, virtually dictates an implicit solution 
procedure for the chemical kinetics. 
In typical applications the airshed domain R, is defined by three bounding 
surfaces; the topography Z = h(X, Y), vertical sides at the horizontal extremes, and a 
time varying upper boundary, Z = H(X, Y, r). The presence of topographic relief can 
considerably complicate the numerical implementation of boundary conditions of the 
form (3). The problem can be avoided to a certain extent by transforming the spatial 
domain into one of simpler geometry. This can be accomplished by a mapping 
F: 0, + R,, that transforms points in the physical domain R, into the more 
convenient computational domain 0,. Points in R, are denoted by x = (x, y, z ,  t ) .  
A variety of functional forms for F are used in practice; a common one in 
atmospheric modeling application is the terrain-following coordinate transformation 
[5,7,81, 
that scales the vertical extent of the modeling region into the new domain z E [0, 11. 
So long as the time varying upper boundary N, does not intersect the terrain defined 
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by h, then a unique inverse for (4) exists. The general requirement for a nonzero 
Jacobian usually precludes the simultaneous use of these transformations in all three 
coordinate directions. 
Once the form of the transformation has been established, the next step is to apply 
it: to the atmospheric diffusion equation. An important characteristic of this equation 
is that it represents a differential statement of the conservation of mass for each 
species c i .  Roache 191 indicates that, with few exceptions, the most accurate 
numerical results are obtained using numerical approximations that are based on the 
flux or conservative form of the governing equations. With this in mind, it is desirable 
to preserve the conservative structure of ( I )  during the coordinate transformation. If 
this is done, then it is possible to consider each computational cell as a control 
volume and develop difference expressions that satisfy the physical conservation laws 
on a macroscopic level, not at the limit of small time steps and spatial dimensions. 
Methods for manipulating first and second-order partial differential equations that 
preserve the conservative properties are described in Anderson et a/.  [lo], Oberkampf 
[ I l l ,  and Vinokur [12]. Lapidus (131, in particular, has shown that with a 
nonsingular space transformation, the conservative form of the governing differential 
equations can be maintained. Using these procedures it is possible to develop the 
following conservative form of the atmospheric diffusion equation, 
aAHc, + V . (VAHC,) = V - (AHK,  . VC, )  + AHS,, (x, t )  E R, X [0, TI, ( 5 )  
at 
where Q, is now the transformed domain and AH = H(x, y,  t )  - h(x, y ) .  The 
components of the transformed velocity field are now V = (u, v, W), where the new 
vertical velocity W, is given by 
Olne problem arises as a result of the transformation. Initially the eddy diffusivity 
tensor K was diagonal, however, the transformed form is given by 
--------- ,-------------------- 
I JAH 
0 I KYY 
I 
---------r------------------- I 
aAH 
ax 
I 
I 
I 
I I ' K.. 
I I + +  
- I I AH - 
. (7 )  
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While the presence of off-diagonal terms can complicate the numerical solution, their 
contribution to turbulent transport in most urban scale flows is negligible since it is 
possible to show, that for all but the most rugged terrain, 
Once the equations have been transformed, the next step is to formulate an 
approach for obtaining numerical solutions of the model system. Although the focus 
of the present work is the atmospheric diffusion equation, the problem can be stated 
in the more general form, 
aci 
-- - L ( X ,  r )  ci(x, t )  +J;.(c, ,... , c,); (x, t )  E 0, X [(A TI, 
at 
( 9 )  
ci(x7 0) = cP(x); (x) € Go, (11) 
where L is a multi-dimensional, semi-linear, elliptic differential operator containing 
first and second-order derivatives, with respect to x, y, and z ,  but no mixed 
derivatives, and B is a linear operator. 
While there is an extensive literature relevant to obtaining solutions of the 
homogeneous system there are relatively few numerical treatments of problems that 
involve both chemical reactions and transport in three dimensions. Even though much 
of what is available is confined to one- and two-dimensional systems, many different 
techniques have been applied in practice. For example, Margolis (141 used the 
method of lines to examine the multi-component chemical dynamics of a premixed 
laminar flame. Chin and Braum [15] employed a discrete analog of the invariant 
embedding algorithm to solve the two-point boundary value problem associated with 
a model of oil shale retorting. A variety of schemes were used by Engquist et al. [16] 
to predict the performance of a catalytic converter; a fourth-order dissipative leap- 
frog difference method for the hyperbolic components, a Dufort-Frankel procedure 
for the parabolic elements and Newton iteration for the remaining nonlinear 
equations. Douglas et al. [ I  71 utilized an extrapolated Crank-Nicholson-Galerkin 
procedure when solving a quasilinear parabolic problem. Kansa [I81 used a block 
implicit scheme, modified to include the basic strategies of stiff ordinary differential 
equation solution algorithms, to model the combustion process in an axisymmetric 
wick. 
There are two basic steps that must be undertaken as part of most approaches to 
obtaining numerical solutions of systems of the form (9)-(11). One is to identify the 
means for approximating the spatial derivatives and the other is to select the 
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procedure for time integration. Spatial discretization techniques are used to convert 
the system of time-varying partial differential equations into a set of ordinary 
differential equations. In most cases this can be accomplished by using either 
classical finite difference or finite element techniques to produce semi-discrete 
systems of the form 
de . M I + Ssi = fi(cI ,..., cp, t), dt 
where the matrices M and S are typically large and sparse, especially for multi- 
dimensional problems, and ci is a vector-valued function representing the concen- 
tration distribution at r points in the computational domain. If M is the identity 
matrix, as is often the case when finite difference techniques are used, then the system 
(12) can be solved using the method of lines. Further details of different 
parameterizations of the elements of M and S are discussid subsequently. 
One of the major difficulties associated with a solution of (12) is that the set of 
equations is usually quite stiff. Consider for example, the case of f = f(t) only and 
constant M. Then the analytic solution of (12) is given by 
ci(t) = exp{-M-'St} ci(0) + I( exp{-(r - r )  M I S }  S -lfi(r) dr. (13) 
0 
If 6 is the discretization parameter, either the computational cell size or finite 
element, then the condition number of M - ' S  is 0(6- ')  [19, 201. In fact, because of 
tlhe unboundedness of the eigenvalue spectrum as 6- 0, increasing demands for 
accuracy simply exacerbate the stiffness problem. What is not often recognized is that 
tlhe stiffness of the ordinary differential equations may be an artifact of the spatial 
discretization and, apart from the character of f, is not a property of the governing 
differential equations. Because the equations are stiff this usually dictates that an 
implicit solution procedure must be used for the time integration. While not a major 
restriction for one-dimensional systems, this can create major computational and 
operational problems when extended to higher dimensions. 
In many situations the practical aspects of implementing the computational 
procedures can impose another set of limitations. Often the number of previous 
results that can be held in fast core storage, during one solution step, constrains the 
choice of a time integration procedure. In addition, careful consideration must be 
given to the way in which arrays are indexed on computers that employ virtual 
nlemory systems otherwise the paging overheads can become very large. These issues, 
and the theoretical considerations discussed above, are some of the major motivations 
for the use of operator splitting techniques. 
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If the spatial discretization procedures are directly applied to the three-dimensional 
operator L ,  the resulting matrices, while sparse, usually cannot be economically 
decomposed or inverted. One way to reduce the magnitude of the computational task 
is to employ operator splitting and reduce the multidimensional problem to a 
sequence of one-dimensional equations. If this is done then successive solutions to 
each component part can be combined to produce a "weak" approximation to the 
original operator. There are a number of significant advantages to be gained from this 
approach. Because the matrices arising from the one-dimensional spatial 
discretizations are usually tridiagonal, the cost of using stable implicit procedures is 
small. Perhaps the most important benefit is that the numerical solution techniques 
can be tailored to the physical behavior of each element, a feature that is particularly 
attractive in applications involving chemically reacting flows. For example, Rizzi and 
Bailey 121) used the space-marching procedure of Rizzi and Inouye [22] ,  in 
combination with operator splitting, to examine the chemical dynamics occurring in 
supersonic flows over complex geometric shapes. Similar approaches were adopted by 
Kee and Miller [ 23 ]  in a study of laminar diffusion flames and by Thomas and 
Wilson [ 24 ]  for chemically reacting turbulent jets. In each case isolating the reaction 
kinetics removed the numerical time step restrictions on the transport operators 
imposed by the chemistry. 
The initial step in operator splitting is to decompose L into a sum of simpler terms 
Although it is not strictly necessary, each E j  is usually associated with a particular 
coordinate direction. As an example (9) can be written in the form (L,  = L,; 
L 2 L y ;  L 3 - L r )  
Once the element4 components L j  have been identified, the next step is to determine 
their equivalent discrete representation in the computational domain. First, the 
continuously varying concentration field must be approximated at the r 
computational points by the values ci  = (ci(xj, t); j = 1 ,  2, ..., r). At each of the grid 
points, the spatial derivative L j  must be replaced by its discrete approximation. The 
net result is the replacement of the scalar operation, Ljci ,  distributed over the 
physical domain, by the matrix product Ajci. In this formulation the elements of Aj 
depend on the particular discretization scheme and its coupling of adjacent grid point 
values. Given the numerical equivalents of each Lj ,  they then must be combined in a 
sequence that approximates the system as a whole. There are two common ways to 
accomplish this; one is to use Alternating Direction Implicit (ADI) schemes and the 
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other employs Locally One-Dimensional (LOD) or fractional step methods. The most 
widely known splitting procedure is the AD1 algorithm which advances the concen- 
tration field a single time step At from the level n to time level n + 1 using the 
sequence [25-271, 
At 
c:* - c ; = y  [Axe: +Arc:*] + dt[f(A. + A,) + A:] c;, ( 1 7 )  
At At 
c:** -c;=- [Axe: +Aye:* + A , c ~  * * I  +-j- [A, + A, + A,] c:, (18) 2 
where c:, c:* are the intermediate results and c:** is an Q(dt3) approximation to 
cytl. An alternate, but equivalent representation, that is more suited to practical 
problems, especially those involving steady state applications, is to solve for the 
concentration increment using 
By eliminating the intermediate results from (19)-(21) the AD1 solution sequence can 
be written in the factored form [26] 
Briley and McDonald [27] discuss the computational implementation of these 
techniques and in particular the use of linearization procedures for solving nonlinear 
partial differential equations. Apart from accuracy considerations, implicit 
discretization procedures usually allow arbitrarily large integration steps. When 
splitting techniques are used to solve transient problems, the maximum allowable 
time step is often constrained by the treatment of intermediate level boundary 
conditions. Weare [28] and Briley and McDonald (271 present analyses of the errors 
arising from different formulations of the boundary conditions. Unfortunately, AD1 
procedures are not ideally suited to solving the atmospheric diffusion equation 
because the coupling between the chemistry and transport in (16) imposes 
unreasonable time step limitations. In addition, since each term of the governing 
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differential equation is represented in each fractional step the memory paging 
overheads can become excessive. 
An alternative approach is to use the method of fractional steps introduced by 
Yanenko (291 and described in Marchuk 130,311 and Yanenko er al. 1321. Only the 
homogeneous Cauchy problem will be considered here. We discuss how nonlinear 
reactions can be included later. For the transport alone, the locally one-dimensional 
approximations, using Crank-Nicholson time integration, are given by 
The principal difference between this formulation and the AD1 scheme (20)-(22) is 
that the solution is advanced only in one coordinate direction at a time. Detailed 
discussions of the relationships between the two approaches are presented in Morris 
1331, Gourlay and Mitchell [34], Gourlay [35], and Gottlieb 1361. One important 
observation that can be made is that there are two sources of error in the fully 
discrete fractional step algorithm-the intrinsic error involved with operator splitting 
and the discretization errors associated with the operator approximations. In general 
these errors interact in a complex fashion. Crandall and Majda 1371 have analyzed 
the stability, accuracy, and convergence of the basic fractional step algorithm when 
used to obtain discontinuous solutions of scalar conservation equations. 
The formal order of the temporal approximation (23) can be developed by 
expanding the operators Ti" in powers of d t  to give [ 3  11 
At2 At3 
Ti" = I  -At A," +-(A,")' -- (A,")3 + ..., 2! S! 
If An = A: + A," + A: then Tn is given by 
Thus the split operator difference scheme will be second order accurate only if the 
split operators A t  and A; commute; otherwise, it is only of first order. To obtain 
second order accuracy, it is necessary to reverse: the order of the operators each 
alternate step to cancel the two noncommuting terms. The consecutive cycles are then 
and 
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The proof of the stability of these approximations is considerably simplified using the 
following lemmas 13 1 1. 
LEMMA 1. Consider a positive semi-definite matrix A, i.e., (Ac,, ci)  > 0, on the 
Euclidean space, then for any value of the parameter 2 >, 0, 
Il(1 + 1'4) - I  I1 < 1, (28) 
where I is the identity matrix and 1 1  . /I is the appropriate norm. 
LEMMA 2. For any positive semi-definite matrix A and 1 > 0 then 
Using (28) and (2 9) it is possible to show that 
These results ensure absolute stability and boundness of the solution provided that the 
discrete operator approximation A is also positive semi-definite. 
Implementation of operator splitting for the atmospheric diffusion equation 
(neglecting chemistry) can be accomplished by further separation of the material 
transport into advection (T),, and diffusive components (T),. If this is done, then a 
second-order accurate solution is given by 
~ 7 '   = (Tx)a(Tx)d(Ty)a(Ty)d(Tz)a(%)d(Tz)d(Tz)a(Ty)d(Ty)a(Tx)d(Tx)a c;-" (3 
Depending on the numerical scheme chosen, it is possible to combine the advection 
and diffusion into one transport step in each direction. For the remainder of this 
section and Sections 6 and 7 we focus on the atmospheric diffusion equation in the 
absence of chemistry to develop the solution procedure for the advection and 
diffusion components. Equation (3 1) indicates that the atmospheric diffusion equation 
can be decomposed, by operator splitting, into a series of simpler one-dimensional 
problems. Consequently, primary attention wiil be given to the one-dimensional 
transport problem (the subscript i denoting species i is dropped for convenience), 
and its component parts over the same domain 
a~ ~ U C  
- L  c=- -  Advection: -  
at a ax 
and 
ac 
-- 
a a~ Diffusion: - L , c = - - K  .-. 
at ax xx ax 
ATMOSPHERIC DIFFUSION EQUATION 1 1  
The basic objective of the remainder of this work is to identify numerical solution 
techniques that are compatible with the characteristics of the physical problem, 
computationally efficient, stable, and accurate. In addition it is important, from a 
practical point of view, that the methods can be easily implemented and minimize 
core storage requirements. 
6. FORMULATION OF THE NUMERICAL SOLUTION 
A wide class of numerical approximations to the spatial derivatives in (32) can be 
expressed in the form H(av/ax) = Bv, where v is the material flux at the r 
computational grid points. The matrices H and Bi are of dimensions r X r with 
elements set by the particular discretization scheme. For example, the standard 
second-order, centered difference formula would have H = I and B the tridiagonal 
form 1-1 0 1). Given the material flux 
then (32) can be written as an equivalent set of first-order problems 
where B, H, P, Q are large sparse matrices resulting from the particular discretization 
formulation and K,, and U are diagonal matrices corresponding to the turbulent 
diffusion coefficients and advective velocity components at each grid point. 
Eliminating v the system can be expressed in the partitioned matrix form, 
The relationship between this formulation and the operator splitting approach 
introduced in Section 5 can be seen in the explicit representations 
ac 
Advection: - = -P- 'QUc = (T,),c, 
at 
ac Diffusion: - = P-IQK, ,H-~BC = (T,)~c. 
at (39) 
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These two results can be combined to give the complete numerical approximation for 
aclat, 
While easy to implement, a direct solution of (40) has a number of drawbacks, the 
most serious of which is the need to evaluate H - '  and P-'. Normally both H and B 
are tridiagonal, unfortunately there is no guarantee that this property is preserved 
under the inverse transformation. If H - '  and P-' are full matrices, then the 
operation count for evaluating the matrix products becomes quite large. The choice of 
whether to use a direct solution or a block tridiagonal L U  decomposition depends to 
a large extent on the number of right-hand sides. A single evaluation of T, followed 
by many products of the form T x c i ,  i = 1,2, ...,p, may be more economical. The 
decision as to which is the more appropriate approach depends on the number of grid 
points, chemical species and a detailed operation count for each procedure. For the 
tests to be described in this paper block tridiagonal solution procedures were applied 
to the system (37). The resulting set of equations, subject to the appropriate boundary 
conditions, can be solved by standard methods. In subsequent sections the vector 
notation for c, indicating the numerical approximations to c(x, t )  at the r grid points, 
will be omitted for clarity. 
7. SOLUTION OF THE ADVECTIVE TRANSPORT STEP T, 
There is an extensive literature that describes techniques suitable for solving the 
hyperbolic problem (33) 19, 38-41]. Most of the approaches fall into five basic 
categories: finite difference, variational, particle-in-cell, spectral and special purpose 
procedures. On the basis of a preliminary survey, seven methods were identified for 
detailed evaluation. These schemes were: the flux corrected transport algorithm 
(SHASTA) [42-44], compact differencing methods [45-501, finite element methods 
(51-531, the zero-average phase-error technique (541, upwind differencing 191, the 
Crowley 1551 technique and finally the scheme of Price et al. 1561. These methods 
were used as described in the literature except for the finite element scheme that was 
applied to the conservative formulation of the advection equation. 
The particular finite element model used in this study employs a Galerkin 
formulation and linear basis functions. With this technique, approximations to the 
concentration and velocity fields are expressed in terms of time-varying coefficients 
aj(t), Pj(t) and piecewise continuous basis function 4 j ( ~ ) ,  
368 
ATMOSPHERIC DIFFUSION EQUATION 
where 
Equation (43) describes a set of linear basis function that vanish outside the 
interval [ x i - ,  , xi+,  1. Using these functions, the Galerkin method requires that for all 
4 j  7 
By expanding the inner product (44), the following set of ordinary differential 
equations in the dependent variable a,(t) can be derived" 
where 
To  compare the solution schemes, some idealized test problems with known 
solutions were selected. Particular attention was given to the harmonic content of 
each test case. A concentration distribution containing components with wavelengths 
shorter than the characteristic grid spacing represents a difficult test for any 
advection scheme. If little numerical or physical diffusion is present, an initial profile 
with sharp corners and steep sides should remain intact as it is transported by the 
velocity field. Test problems were also chosen to allow simultaneous and individual 
solutions of both transport components. In addition to the accuracy considerations 
judged by the important attributes of mass conservation, minimal dispersion and 
minimal pseudo-diffusion, additional constraints in choosing a numerical method 
arise as a result of the availability of computational resources. Execution time, 
storage requirements, ease of understanding, and implementation must also be 
considered since the most accurate scheme may also be the least efficient. 
A series of test problems, listed in Table I was used to evaluate the schemes. The 
velocity was constant at 5 km/hr, the time step at 0.1 hours. The Courant number, C, 
The a l g e b r a i c  d e t a i l s  a r e  c o n t a i n e d  i n  Appendix B .  
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TABLE I 
Test Problems for Advection Equation 
- 
Wave form Function Fourier spectrum 
w 6  
sin 
Gaussian c(x, 0) = erp [-17 ($) '1 
- 
&Volume/unit width ratio for the wave form. 
was 0.25, which is less than the stability limit for all schemes. These parameters were 
chosen to be representative of meteorological conditions over a typical urban airshed. 
The results of the tests are summarized in Table I1 and shown in Figs. 1-3. Further 
detailed testing with a range of sample problems narrowed the solution methods to 
the SHASTA technique and a class of techniques that use linear finite elements or 
compact differences together with Crank-Nicholson time integration. 
7.1. Preservation of Positive Quantities and Filtering Schemes 
During the course of the testing it became obvious that in order to develop a 
scheme that preserves peaks, retains positive quantities, and does not severely diffuse 
sharp gradients, an additional step must be performed to minimize the effect of 
dispersive waves. As noted by Kreiss and Oliger 1571, the basic problem with 
conventional Galerkin formulations is that they result in nondissipative, discrete 
approximations when applied to hyperbolic equations. What is required is a 
procedure for damping out the small scale perturbations before they can corrupt the 
basic solution. There are several different filtering procedures that can be applied: (1) 
adding diffusions terms to the basic equation (581, (2) expansion of the concentration 
field in orthogonal functions with a recombination that omits high wave numbers 
1591, (3)  numerical filtering where the grid point value is replaced by an average 
formed from surrounding values, (4) inclusion of a dissipative term in the problem 
formulation 160, 6 1 1. 
At the simplest level, one approach is to set any negative concentration to zero or 
a very small positive number following each advection step. This procedure is 
demonstrated using the finite element method with a square wave in Fig. 4a. While 
trivial to implement, this correction scheme can induce'violations of mass conser- 
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TABLE I1 
Summary of Results of Advection Tests for Different Initial Distributions* 
Test 
Square (S) Extreme value Change Relative 
Numerical Gaussian (G) in mass computational 
scheme Triangle (T) Maximum Minimum @) time 
Upwind [9]  S 
T 
G 
Price (561 S 
T 
G 
Fromm (541 S 
T 
G 
Crowley 155) S 
T 
G 
Finite element S 
[Text] T 
G 
SHASTA (42-441 S 
T 
G 
* Results are at the end of 80 time steps. 
vation. Mahlman and Sinclair 1621 attempted to correct this problem by using a 
method called "downstream borrowing." In this scheme, implemented at the end of 
each time step, negative values are reset to zero by borrowing material from the 
downstream grid cell so that mass is conserved. In the event that the downstream cell 
does not contain an adequate amount of material to prevent both cell concentrations 
from becoming negative, the deficit is borrowed from the upstream cell. With higher- 
order schemes it is occasionally necessary to borrow mass from the second cells 
away from the one containing negative c. Although this filling procedure always acts 
to preserve the total mass in the system, it systematically acts to reduce the mean 
square concentration. Filling is thus equivalent to adding a nonlinear diffusion term. 
An example of the application of this procedure is shown in Fig. 4b again using the 
finite element method with a square wave initial condition. 
Boris and Book [42,43 1 and van Leer 1631 have introduced different approaches 
to the design of filtered second-order schemes. Their algorithms substantially inhibit 
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FIG. 1. Results of advection tests using square wave form. 
UPWIND PRICE ET AL (1966) FROMM (1968) 
or eliminate computational noise in regions of sharp gradients by using nonlinear 
snloothing techniques. The principal disadvantage of both methods is that there are 
substantial amplitude penalties associated with sharply peaked waves. When the 
SHASTA scheme of Boris and Book is used to advect a triangle, after a few steps the 
apex is typically severely truncated. However, once this has occurred, the distribution 
is transported with little change. 
Recently Forester [64] introduced a very simple nonlinear filter designed to be 
used in conjunction with second and higher-order methods. Computational noise is 
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FIG. 2. Results of advection tests using triangular wave form. 
minimized without incurring the amplitude penalty of either the SHASTA or van 
Leer techniques. When coupled with high-order schemes, the Forester method 
requires less than one-third of the mesh points of the SHASTA scheme to treat the 
extremes of sharply peaked waves. Positive concentrations are also preserved. The 
noise generated by the finite difference approximations of (33)  is suppressed in the 
Forester method by a nonlinear filter that locally transforms (33)  into 
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FIG. 3. Results of advection tests using Gaussian wave form. 
where K ,  is the diffusion coefficient associated with the filtering process. After the 
solution is advanced a time step, a set of empirically based criteria is used to decide if 
the term should remain or be removed. The filter for (33) is given by 
where c:+' is the value of cj after k applications of the filter and K, is the weighting 
coefficient associated with the filtering process. The vj's can only assume a value of 0 
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FIG. 4. Application of difference schemes to maintain concentration positivity. (a) Original linear 
finite element solution. (b) Absolute value Icl. (c) Downstream borrowing. (d) Nonlinear filter. 
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or 1 and determine the points at which smoothing occurs. Clearly if all are zero, no 
filtering takes place. For the condition yj  = 1, (5 1 )  takes a form that is analogous to 
the three-point difference expression for the diffusion term, 
A key element of the filter application is the selection of the points in the grid mesh 
at which to set yl = 1. Initially, all yl are set to zero. Consider a point j and an 
interval [ j  - m, j + m + 11. On this interval the function S, is evaluated using 
~ ~ = s ~ n [ c , - c , - , l ;  j - m j -  1 . .  j 1 . .  j m  1 (51) 
where 
At mesh point j there is an extremum of cJ if S, and SJ+, are of opposite sign. The 
distribution of c on the interval [ j  - rn, j + m + 1 1 is considered to be smooth if 
Sj+, ..., SJ+,+, have the same sign and all SJ-, ,..., SJ-, are of opposite sign to SJt , . 
If this occurs, the values Gf yl are left unchanged and no smoothing is applied to c,. 
No  tests for sign continuity of S,, ..., S,-,-, are performed unless cJ is an extremum. 
These cases are illustrated in Fig. 5. If the slope or sign continuity does not hold for 
the m values of S on each side of the extremum in cj, yl is reset to 1 for the range of i 
from i- 1 to i + I .  To ensure that the mesh points at which yl is nonzero in fact 
denote regions that contain computational noise, it is necessary to select the proper 
magnitudes for I and m. The value of m is chosen to be representative of one-half the 
wavelength of the lowest-frequency noise waves; I simply must be large enough to 
permit nonzero c values to be continuous. 
For many high-order advective schemes nonlinear effects tend to drive the 
wavelength of the computational noise toward the limit of two mesh intervals, this 
can be seen in the results shown in Figs. 1--4. In general, the structure of the 
dispersive waves depends on the advection algorithm, its performance for different 
Courant numbers, and the nature of the concentration gradients. Values of m, I, Kf 
and the number of iterations required to satisfy the error tolerance must be deter- 
mined empirically. For the above fourth-order schemes the values chosen were m = 4, 
I = 2, Kf= 0.2, and the number of iterations set to 2 and 3 for local Courant numbers 
less than 0.5 and greater than 0.5, respectively. An application of the filter, together 
with the finite element scheme, to the square-wave propagation problem is shown in 
Fig. 4d. There is clearly a significant improvement over the results displayed in 
Fig. 1. 
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FIG. 5. Steps in the application of the discrete noise filter. (a) Initial distribution cO. (b) Evaluation 
of the normalized derivatives. (c) Establishment of yl function. (d) Resulting distribution after one filter 
application cl. 
7.2. Conservation Properties of Different Advection Methods 
With the addition of the nonlinear filter, the performance of the finite element 
scheme improved to the point where it was useful to perform a quantitative 
comparison between it and the SHASTA method. In particular, it was important to 
assess the ability of each scheme to preserve mass, concentration gradients etc. A 
variety of initial distribution and velocity fields were used to test the techniques. The 
triangle test problem used in previous sections of this work has the property that 
Each of these integrals was evaluated numerically using, in the case of (56) and (57), 
standard finite difference approximations to the derivatives. While a numerical 
scheme should ideally conserve both mass (53) and mean square mass (54), diffusive 
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TABLE 111 
Results of Advection of Triangular Wave Form after 80 Time Steps 
ERROR (%) = 100 (calculated/exact - I )  
Numerical EZC 2 ( c &  ( c 2 &  I c'dr 
scheme G)'& I ( ~ ) &  
Fourth order 0.20 0.00 -0.44 -3.15 -28.17 
SHASTA 0.20 -0.92 -5.5 1 - 12.40 -97.75 
effects tend to damp the latter quantity. The ability of a numerical scheme to 
maintain peak values is measured by (55) ,  growth or decay of local gradients by ( 5 6 )  
and change of profile curvature by (57) .  In a more general context, it should be noted 
that integrals ( 5 3 )  and (54) are analytically conserved in more complex source-free 
and nondiffusive flows. If gradient reducing diffusion terms are not included in 
calculations with more complicated flows, ( 5 6 )  and ( 5 7 )  tend to increase with time 
from either numerical distortion or from a physically real cascade to smaller spatial 
scales 1621. In practice, it is often difficult to establish which of these two effects is 
dominant. Since ( 5 6 )  and ( 5 7 )  are conserved in the test problem, any increase in their 
magnitude with time must be attributed to numerical errors. If this occurs, extra 
damping would be required to suppress the growth of the errors. 
Errors in preserving the conservation properties for the SHASTA and fourth-order 
schemes are displayed in Table 111. The SHASTA scheme performs poorly at main- 
taining peak values and, in addition, has the most diffusive effect on the profile. By 
comparison, the finite element method exhibits little diffusion. 
A test of the capability of each scheme to handle variable velocity fields was also 
devised for the system 
where the velocity field u(x )  is given by 
The exact solution, ce(x,  t )  of this system is 
Initial and boundary condition for the problem are c(x,  0 )  = c,(x, 0 )  and c(0,  t )  = 
ce(O, t ) .  Each numerical scheme used a grid size Ax = 2 km, and a time step 
At = 0.2 hours. Under these conditions, the maximum Courant number is 0.5. After 
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TABLE IV 
Errors in Concentration Predictions after 120 Time Steps 
for a Spatially Varying Velocity Field 
Error (Yo) at 
Numerical 
scheme x=24 x=50  x=76 x =  100 
- 
Fourth order 0.87 -0.08 0.01 0.03 
SHASTA 1.18 1.20 1.20 1.87 
Exact solution 0.0338 0.0690 0.1042 0.1367 
128 time steps (24 hours), the errors were calculated and the results are shown in 
Table IV. While each scheme performed reasonably well, the finite element method 
produced better predictions at all spatial locations. 
A rather difficult advection calculation, in two dimensions, is the rotating cone 
problem introduced by Crowley 15.5) and Molenkamp 165). The test consists of 
solving the axisymmetric advection problem 
where 8 is the angular coordinate, and w the angular velocity around the axis of 
rotation. The exact solution of (61 )  is given by c(r,  8, t )  = cO(r,  8 - o t ) ,  where c0 is 
the initial distribution of c. Since there is no physical diffusion, the shape c0 should 
remain unchanged upon rotation. The Crowley problem consists of solving (61 )  in 
rectangular coordinates where the rotation is anticlockwise about the origin. 
TABLE V 
Summary of Results of Two-Dimensional Cone in a Circular 
Wind Field (C, = C, = 0.5) 
114 Revolution 1 Revolution 
Numerical Maximum Minimum 
scheme value value 
Fromm 0.7400 -0.02 18 
Crowley 0.8478 -0.0586 
Finite element 0.873 1 -0.0335 
SHASTA 0.6670 0.0 
Maximum Minimum 
value value 
Exact solution 1 .WOO 0.0 1 .OOO 0.0 
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FIG. 6.  Results of Crowley test problem for a quarter and complete revolution of a cone using (a) 
SHASTA method and (b) linear finite element scheme (without filtering step). 
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Under these conditions, the velocity components are given by u = - yo ,  v = x o  
and 
The method of fractional steps was used to solve the problem on a 32 X 32 grid with 
Ax = Ay = 1 km, At = 0.5 hrs and w = 0.0626 rad/hr. A conical distribution, centered 
initially at (-8, O ) ,  of base radius 4 and with c,,, = 1, c,,, = 0 was used to describe 
co. The results of the experiment, summarized in Table V, are displayed in Fig. 6; the 
conclusions are similar to the last test case. The peak truncation problem, charac- 
teristic of SHASTA, is particularly apparent. From a practical point of view, it is 
encouraging to note that the amplitudes of the dispersive waves associated with 
unfiltered finite element scheme are quite small. 
8. SOLUTION OF THE DIFFUSIVE TRANSPORT STEP Td 
AND BOUNDARY CONDITION TREATMENT 
Previous sections were devoted to the implementation and testing of a suitable 
scheme for the advection equation. The contribution to species transport from 
turbulent diffusion depends on the coordinate direction. In the horizontal plane, 
transport is dominated by advection and so a simple, explicit three-point finite 
difference form [9] can be adopted for (T,), and (T,),. A linear finite element 
scheme, with Crank-Nicholson time differencing, was used for (T,),. This removed 
the time step limitation of an explicit method and enabled the use of variable mesh 
spacing to resolve vertical concentration gradients. 
The boundary of the grid is usually placed at the limits of the available data or far 
from the main calculation area. Boundary conditions are termed either inflow or 
outflow, depending on the direction of flow relative to the grid region. Often in fluid 
flow problems, the concentration at the inflow boundary is known and can be 
specified as a function of time. The outflow boundary is generally not known and 
therefore must be calculated. This boundary condition is sometimes called a 
"computational boundary condition" for this reason. Some helpful discussions of 
boundary conditions exist in the literature [66-731. The boundary conditions used 
with (32) are 
ac inflow: uc - K,, = ucin, 
where ci, is the known concentration just outside of the inflow boundary. If it is 
assumed that advection is the dominant transport mechanism at the outflow 
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FIG. 7. Structure of the algorithm for solving the advection-diffusion equation for species transport 
in the x-direction. 
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boundary, then diffusive transport can be neglected. If the left end of the grid is an 
inflow boundary, then (63) can be represented as 
which, in turn, can be solved explicitly for cy+ since all other quantities are known. 
When using a multiple-step, advection-diffusion algorithm, (65) is used following the 
second (diffusion) step. A boundary value must also be set following the first 
(advection) step. The single condition u ,  c,  = u ,  cin  is used for this step in conjunction 
with a smoothing procedure at the point adjacent to the boundary point. This 
smoothing damps any waves that may be generated by the inflow boundary point. 
The simplest smoothing algorithm is 
where cf is the smoothed value of c n + '  at j = 2. A procedure analogous to the above 
can be applied to the right boundary. The concentration at an outflow boundary is 
influenced by information from the interior of the grid. Concentration gradients that 
are advected to the boundary must be preserved as they pass out of the grid. The 
simple choice of representing (64) by a zero gradient, i.e., c ,  = c, or c, = cr- ,  , where 
r is the right boundary point, was discarded due to its inability to preserve gradients. 
The approach adopted was to solve the advection equation (with zero diffusion) using 
a one-sided difference at the boundary: 
This procedure preserves concentration gradients as they move out of the grid system 
as can be seen in the previous figures for the one dimensional test problems. 
Figure 7 shows a flow diagram of the numerical solution of the advection and 
diffusion components of the atmospheric diffusion equation. 
9. NUMERICAL SOLUTION OF THE CHEMICAL KINETICS 
In the previous two sections primary emphasis was placed on the transport 
components of the atmospheric diffusion equation. Equation ( I )  contains terms, f ; ,  
i = 1, 2, ...,p, that describe the contributions to the rates of change of the p chemical 
species concentrations, c , ,  c,, ..., c,, due to chemical reactions. At any one spatial 
point the rate of change of each species concentration resulting only from the 
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chemical kinetics can be described by a set of coupled, nonlinear ordinary differential 
equations, 
dc, 
- =fi(c,, c, ,..., c,, t); i = 1, 2 ,..., p, dt 
and associated initial conditions ci(0) = c;, i = 1,2, ...,p. 
There are two sources of difficulty that arise during the numerical solution of (68). 
One is minor and caused by the nonlinearities resulting from the polynomial form of 
the mass action rate laws. The more serious problem, however, arises as a result of 
the fact that in atmospheric systems there are reactions whose characteristic time 
scales differ by orders of magnitude. Such systems are often referred to as being 
'"tiff." There are various definitions of what constitutes stiffness, the most common is 
of the form: 
DEFINITION. The system (68) is said to be stlff if 
(a) Re&) < 0; i = 1,2 ,..., p, 
auld 
(b) (max I Re Lil)/(min IRe ,Ii[) = R a 1, 
I 
where R is the stiffness ratio and li are the eigenvalues of the Jacobian matrix J = 
X/&. A way to view the problem of stiffness is to write (68) in the form 
where ai is the production rate for species ci and bici is the loss rate. The reciprocal 
of bi can be interpreted as the characteristic time for decay of species i. If a i  and bi 
are constants then (69) can be solved to give 
Expressed in this way, it can be seen that l/bi describes how quickly species ci 
reaches its equilibrium value. Figure 8 presents a typical eigenvalue spectrum for 
atmospheric reaction mechanisms together with the characteristic reaction times l/bi. 
Two features are readily apparent: one is the close correspondence, for many species, 
between the eigenvalues and the characteristic reaction times and the other is the 
extreme range 0(10'2 min) of the spectrum. 
In passing it is worthwhile to comment on the reason why some of the eigenvalues 
are so closely matched to the corresponding reaction times. Consider atomic oxygen 
(O), which has the fastest reaction time of any species in the system. An examination 
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FIG. 8. Typical eigenvalue spectrum and characteristic reaction times for the photochemical 
mechanism of McRae et al. 1891. 
of 0 atom production and decay rates under typical conditions indicates that the 
predominant removal step (by four orders of magnitude) is reaction with molecular 
oxygen 
Since the concentration of both molecular oxygen (0,) and the third body (M), are 
fixed, the kinetics of 0 are described to a very good approximation by (69) with ai 
and bi constant. Under these conditions the eigenvalues and characteristic reaction 
times can be expected to be similar. This behavior was also observed for most of the 
free radicals: RO, OH, RO,, NO,, RCO,, and HO,. When there is coupling between 
species, and the rate terms are of comparable magnitude, the ai's and b;s are no 
longer constant and the analytic solution (70) is inappropriate. 
9.1. Selection of a Suitable Solution Scheme 
In the last few years considerable effort has been devoted to developing general 
purpose algorithms for solving stiff ordinary differential equations 174-791. 
In applications involving simultaneous transport and chemistry such as that of 
interest here,'the reaction rate equations must be integrated at a large number of grid 
points for relatively short periods of time between transport steps. As a consequence. 
self starting methods with low overheads are highly desirable. As mentioned earlier. 
the large size of the computational grid usually precludes storing more than the 
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results of the previous time step. From a pragmatic point of view it is important to 
recognize that errors associated with the transport steps are rarely smaller than a few 
percent so in general there is little to be gained by requiring highly accurate solutions 
of the kinetics. Summarizing, the desirable requirements of a solution scheme for the 
chemical kinetics are low start up costs, minimal computer memory requirements, 
and extreme computational speed. 
Given the above considerations, two different solution schemes were sought; one 
capable of providing highly accurate benchmark standards of predictions and the 
other, an extremely fast algorithm for use in the airshed model. Since the factors 
influencing the choice of the method use in the model are discussed in Section 9.3 
they will not be discussed here. The method chosen to establish the standard of 
accuracy for judging other methods was the implementation of the Gear technique by 
Hindmarsh and Byrne [80] and Byrne et al. 181 1 .  Their program, called EPISODE, 
is extremePy well documented and has been subjected to extensive testing by a 
number of different investigators 179,811. Unlike the original Gear method, the 
program employs a true variable step, variable order approximation that is ideally 
suited to problems with time varying parameters. Another reason for choosing this 
particular code was the ease with which different treatments of the Jacobian could be 
tested. In the version of EPISODE used in this study the Jacobian could be evaluated 
in either of four ways: functional iteration, analytic evaluation, finite differences, or 
diagonal approximations. The ability to exercise easily these options considerably 
simplified the task of identifying the most efficient means for solving the chemical 
kinetics. 
9.2. Pseudo Steady State Approximation 
Even with fast integration schemes the computational cost of solving the 
atmospheric diffusion equation is extremely high. There is a need to reduce both the 
number of active chemical species, to minimize storage requirements, and the 
stiffness, to lower the computational cost. One approach, commonly used in chemical 
kinetics, is to alleviate some of these difficulties by employing the pseudo steady state 
approximation 182,831. The basic idea behind this approximation is that the tran- 
sients associated with the stiff variables decay very rapidly to their equilibrium 
values. If the concentrations are partitioned into two components, one associated with 
the nonstiff components c, and the other comprising the stiff species, c,, then if the 
pseudo steady state approximation is used, (68) is replaced by the systems 
and 
The two main difficulties associated with the valid use of pseudo steady state approx- 
imations are the identification of those species that can be treated in this way and the 
determination of the time after which the approximation is valid. For simple systems 
there is an extensive literature that utilizes singular perturbation theory to establish 
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the appropriate bounds 178, 82-84]. Unfortunately, there is as yet no well-developed 
theory for systems as complex as the photochemical reaction mechanism utilized in 
this study. Thus, an approximate way to identify candidate species was developed. 
The particular approach adopted in this study was to analyze the behavior of the 
kinetic equations by performing an eigenvalue-eigenvector analysis of the mechanism 
Jacobian under a wide variety of test conditions. The reason for doing this is that the 
eigenvalues all have negative real parts that can be ranked into two distinct subsets. 
The first set of largest negative eigenvalues generally have eigenvectors containing 
only one or two components. These elements as noted above usually correspond to 
those species that have very fast reaction times. These A's typically have magnitudes 
as large as lo7, corresponding to species half-lives as short as lop6 seconds. The 
second set of eigenvalues has corresponding eigenvectors that each involve many, if 
not most, of the species in the reaction set. These represent the relatively slowly 
reacting species. 
Using the eigenvalue analysis procedure, nine species were identified as candidates 
for the steady state approximation: 0 ,  RO, OH, RO,, NO,, RCO,, HO,, HNO,,  
and N,O,. The solutions using the steady state approximation and one where all 
species were treated by differential equations were compared over a wide range of 
conditions. Typical examples of the results of these tests are shown in Tables VI and 
VII. Table VI is an assessment of the validity of each approximation. An inspection 
TABLE VII 
Comparison between Predictions of Complete System 
and Kinetics Using Pseudo Steady State Approximations 
Concentration 
(parts-per-million by volume) 
Time Complete Kinetics with 
(min) Species system 9 PSSA species % Difference* 
* Percentage difference = 100 [PSSA/complete - 1 1. 
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of the results indicates that there are negligible differences between the species being 
treated by differential or algebraic equations. The most important comparison, 
however, is the influence of the use of the approximation on the predicted concen- 
trations, c,. Even after 120 minutes the maximum error shown in Table VII is less 
than 0.5%. The conclusion reached from an analysis of these and other test cases was 
that the species identified from the eigenvalue analysis could be treated in steady state 
with minimal effects on the predicted concentrations of the primary species, c,. 
Once the concentration vector has been partitioned into stiff and nonstiff 
components, there are a variety of algorithms that can take advantage of the problem 
structure. For example, Robertson 1851 utilized the division in the iterations involved 
with the use of implicit multistep formulas. During any single step, by fixing the part 
of the iteration matrix corresponding to the nonstiff components and only updating 
the elements arising from the transients, significant computational economies were 
achieved. Techniques that achieve these efficiencies without prior knowledge about 
the problem structure are relatively rare. Enright and Kame1 1861 have developed a 
general purpose computer code for systems where the stiffness is due to a few 
components of a large system. 
One other approach for minimizing the influence of stiffness is to choose the initial 
conditions for c, so that the complete system does not have the initial transient 
behavior. While it is extremely difficult to develop a general theory some initial steps 
in this direction have been made by Watkins 1871 and Lambert 1881. The approach 
of Watkins 1871 is particularly relevant because his algorithm has been developed to 
set initial conditions for transport problems. Unfortunately the cost of the proposed 
iteration scheme, when applied to systems of the size encountered in this study, is 
likely to be prohibitive. Kreiss 1781 has addressed a similar situation in an attempt to 
set the initial conditions in a way that would eliminate the rapidly oscillating terms 
associated with large, purely imaginary eigenvalues. At this time there is no 
satisfactory means for a priori specification of the initial values for c, that will 
remove or reduce the stiffness of systems of the type considered here. 
9.3. Asymptotic Integration Scheme 
In the previous section the size and stiffness of the reaction mechanism was 
reduced by employing the pseudo steady state approximation. Even with these 
changes it was still not feasible to economically use the EPISODE program in the 
solution of the full atmospheric diffusion equation. A variety of other alternatives 
were investigated in an attempt to significantly lower the computational cost but 
without substantially compromising the solution accuracy. The trapezoidal rule was 
rejected because of the overheads associated with the matrix decompositions. Even 
with the use of sparse matrix packages and infrequent Jacobian updating, the cost of 
Newton-type schemes was still excessive. The particular approach finally decided 
upon with the asymptotic integration method of Young and Boris 189. 901. Designed 
to solve the reaction kinetics embedded in very large hydrodynamic problems. the 
method is self starting, extremely fast and requires minimal storage; as such, it 
satisfies most of the selection criteria discussed above. 
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A particularly attractive feature of the method is that it has a very low start up 
overhead because all that is required to begin a new integration step are the current 
values of the variables and the derivatives. A second-order predictor-corrector 
scheme that takes special notice of those equations determined at the beginning of the 
step to be stiff is employed to continue the integration process. When applied to stiff 
equations, the method is suited to situations where the solution is slowly changing or 
nearly asymptotic yet the time constants are prohibitively small. This occurs when 
the formation and loss rates are large, nearly equal, and there is strong coupling 
among the equations. Thus, the stiff equations are treated with a very stable method 
that damps out the small oscillations caused by the very small time constants. 
The predictor-corrector algorithm provides enough information to choose the 
subsequent timestep size once convergence has been achieved. For efficiency, an 
initial timestep is chosen that approximates the timestep that will be determined after 
convergence of the predictor-corrector scheme. This initial trial timestep is chosen 
independently of the stiffness criterion and is determined such that none of the 
variables will change by more than a prescribed amount. If the formation rate is 
much larger than the loss rate, it is reasonable to assume that a ,  and bi will remain 
relatively constant for large changes in ci. Often the initial change in c, may be large 
enough to equilibrate the formation and loss rates. Thus the initial trial timestep AT, 
is chosen in two ways: 
or if a ,  % b,c, then 
The second criterion is needed when the initial conditions, for some species, are 
unknown or set to zero. Here E is a scale factor, the selection of which is discussed 
shortly. The timestep dictated by (74) may be larger than some or all of the 
equilibrium times, in which case the corresponding equations would be classified as 
stiff. Nevertheless, when solved by the asymptotic method, this timestep ensures that 
accuracy can be maintained. When a stiff equation is close to equilibrium, the 
changes in the functional values over the timestep will be small even though the 
adjustment rate toward equilibrium can be very much shorter than the timestep. 
When the stiff equation is far from a dynamic equilibrium, the timestep should be 
scaled down proportionally to the equilibrium time to ensure that the transition to 
equilibrium will be followed accurately. This readjustment, because of the very fast 
rate, generally takes place rapidly after which much longer timesteps may be taken. 
After a timestep has been chosen, all of the equations are separated into two 
classes, stiff and nonstiff, according to the values of the b,. The two types of 
equations are then integrated by separate predic tor~orrector  schemes. A simple 
asymptotic formula is used for those equations determined to be stiff. 
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The predictor part of the step is performed as follows: 
Nonstiff: c i ( l )  = ci(0) + Azf,(O), (76)  
where f;:(O) =f;.[t(O), ci(0)l and ci(k) is the k th  iterated value of c i ,  or an approx- 
imation to c i [ t ( 0 )  + A s ] .  The zeroth iteration, ci(0),  is the initial value at t (0 )  and 
c i ( l )  is the result of the predictor step. Also note that J;.(k) =f , [ t (O) + A T ,  c , (k)] .  The 
corrector formulas are: 
As 
Nonstiff: ~ , ( k  + 1) = ci(O) + y [Ado) (78)  
Stiff: ci(k + 1 )  = ci(0)  + U 7 [ a i ( k )  - bi(0) ci(0) +f,.(0)1 ( 7 9 )  4 + Ar/bi(k) + b,(O)I 
By comparing ci(k + 1 )  with c,(k)  on successive iterations using the relative error 
criterion E to satisfy 
max [ I ci(k + 1) - ci(k)/ 
i ci(k + 1 )  
the convergence of each of the individual equations can be determined. As applied in 
the present application, E is typically 0(10-~)  and if the formation and loss rates are 
nearly equal E is scaled down slightly, to allow quicker convergence for equations 
that are nearly in equilibrium. 
In practice, ci is constrained by a minimum value when ci is decaying exponen- 
tially toward zero. This lower bound must be selected to insure that its value in no 
way affects the physics but yet decouples the equation from accurate integration. 
Decoupling is accomplished by avoiding applying (80)  to all equations that have 
decayed to values corresponding to their lower bounds. Convergence for these 
equations is then trivial and the function no longer affects the size of the timestep. 
For equations that are decaying exponentially to zero, with time constants that are 
small enough to control the tirnestep, it is important for efficiency reasons to 
decouple these equations at the largest lower bound possible. 
In practical application the maximum solution speed is realized by keeping the 
allowed number of corrector iterations small, typically one or two. If satisfactory 
convergence of all equations has not been obtained before or during the last iteration, 
the step is started over with a smaller timestep. By keeping the maximum number of 
iterations small, a minimum amount of time is wasted on an unstable or noncon- 
vergent step. When nonconvergence is encountered, it is more efficient to reduce the 
timestep sharply (a factor of 2 or 3). On the other hand, when increasing the 
tirnestep, as, for example, when convergence is achieved on the first or second 
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iteration, it is best to increase only by 5-10% each step. The asymptotic integration 
scheme was compared against the program EPISODE J80,8  11 to evaluate the 
characteristics of the algorithm when applied to the photochemical reaction 
mechanism. For all EPISODE calculations semi-relative error control was used with 
a convergence tolerance of 0.0001. The starting and maximum step sizes were set to 
10 -' and 10 minutes, respectively. 
Both programs were exercised over a wide range of initial conditions, pseudo 
steady state approximations, photolysis rates and diurnal cycles. Two features were 
apparent in all the tests, and they are illustrated in Table VIII. First, and perhaps 
most important, is that there were negligible differences in the predictions of both 
schemes over solution steps comparable to the maximum expected transport times. 
For example, after 30 minutes the maximum discrepancy between the two schemes 
for the species NO, NO,, and 0, was 0(0.2%). 
The most'striking difference between the two schemes is the high start up costs 
associated with the EPISODE algorithm. During the initial 30 minutes there is a 
factor of 7 difference in the computation time. Once started, however, the incremental 
cost, per time interval, of using EPISODE becomes successively smaller. From a 
TABLE VIII 
Comparison of Start Up Times for EPISODE and Hybrid Solution 
Scheme for Typical Smog Chamber Experiment 
Concentration Computer time (ms) 
(parts-per-million by volume) per 30 minute step 
Time Species Episode Hybrid Episode Hybrid 
(min) solver 
*Percentage difference between EPISODE and Hybrid solution technique=100 
[Hybrid/EPISODE - I ] .  
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practical point of view, considering the short integration intervals in an operator 
splitting solution, the asymptotic scheme is clearly preferable to the EPISODE 
algorithm for the present application. 
9.4. Implementation of Asymptotic Integration Scheme 
Using the operator splitting procedures described earlier, (9) can be written in the 
form 
ac, Transport -- 
at - L(x, t )  ci, (8 1) 
ac, Chemistry 
- =L(c, ..., c p ,  t) .  
at 
If T,, T,, T, and C, are the numerical approximations to the transport and chemistry 
operators then a complete solution can be obtained from the sequence 
where C, symbolically denotes the means of solving (82)  at each of the grid points 
given a set of initial conditions. Most of the computer time required for each cycle 
(83)  is consumed by the chemical solution C,. Two advantages of operator splitting 
are apparent, the chemistry is decoupled from the transport and it can be solved for a 
period 2At. This latter feature is particularly important because most of the overhead 
associated with solving (82)  occurs at  the start of each initial value problem; subse- 
quent time increments can be obtained at minimal expense. 
The actual sequence of operations used to obtain a solution of (83)  is as follows. 
Solve 
on the interval tn-' < t ,< tn,  
on the interval tn-' < t ,< t n + ' ,  and then solve the system (84)-(86) in the reverse 
order, i.e., in z ,  y, and x directions. The initial conditions for each of the problems 
(84)-(86) are: c,?(tn-') = ci(tn-'), c:*(tn-') = c,?(tn), c:**(tn-I) = c,?*(tn) and for 
(87)  ci(tn-I)  = c:**(tn). 
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Unfortunately, there is little guidance in the literature relevant to establishing a 
priori bounds on the maximum value of At.  Within the airshed model it has been 
observed that the convergence of the sequence (83), during the photochemically 
active daylight hours, is controlled more by the rate of vertical turbulent mixing than 
by the Courant limit of the horizontal advection schemes. As a result of considerable 
experimentation with successively smaller time steps it was found that if 2At was 
limited to be less than 10 minutes, the predicted results were comparable to cases in 
which the two-dimensional coupled problem (9) was solved directly. At night when 
there is little or no chemical activity, the chemical time steps are controlled by the 
stability limits of the advection schemes. The total computer time required to 
simulate the concentration dynamics of 15 species at 3000 grid points for a 24-hour 
period is O(50 minutes) on an IBM 370/168. The interested reader is referred to 
McRae et al. [91] for a description of the air pollution model. 
In this paper, a variety of numerical methods were studied in order to identify a 
solution scheme for the atmospheric diffusion equation. As a result of this 
investigation, a composite technique was developed in which operator-splitting was 
first used to segment the three-dimensional system of equations into a sequence of 
one-dimensional problems. Each transport step was further simplified to three basic 
components: an advection step, application of a nonlinear filter and finally a diffusion 
step. A Galerkin, linear finite element scheme was adopted for the critical advection 
step. The results of numerous numerical experiments indicate that this algorithm, 
together with the filter step, preserves extreme values, gradients, total mass and mean 
square concentration. The solution of the chemical kinetics component is carried out 
by a second-order predictor, iterated corrector technique, in combination with an 
asymptotic treatment of the stiff components of the problem [90, 9 I ] .  Computational 
economies are achieved by implementation of the pseudo steady state approximation. 
APPENDIX: NOTATION 
a(X,  t) ,  b(X, r )  Coefficients associated with boundary conditions (3) 
ai Production rate for species i, i = l , 2 ,  . . . ,p 
A An r X r matrix representing the discrete approximation to L at r 
computational grid points. (Aj  is the discrete representation of Lj) 
bi First-order coefficient for removal rate of species i, i = 1,2, . . . ,p 
B Linear boundary operator 
B, H, M, P, Q, S Matrices of dimension r x r associated with different spatial 
discretization techniques 
C d Concentration vector of nonstifl components 
ci(k) k th  iterate of ci 
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Concentrations of species i in the physical and computational 
domains; i = 1, 2, ..., p 
Concentration vector of species i at r computational points ci(x, t) = 
(ci(xj, t ) ;  j = I ,  2 ,..., r )  
Concentration vector of stiff components 
Courant number 
Symbol representing solution of the chemical kinetics 
Chemical formation (or depletion) rate of species i f i =  
(f,(c,(xj, t) ,... , cp(xj, t)); j = 1, 2...., r )  
Mapping function that transforms points from X into x 
Species specific boundary condition coefficient 
Topographic surface (lower boundary of region) 
Time varying upper surface of region 
Unit matrix of dimension r x r 
Jacobian matrix with elements afJacj, i, j = 1, 2, . . . ,p  
Rate constant for reaction I 
Coefficient in noise filter 
Diffusion coefficient associated with noise filter 
Second-order turbulent eddy diffusion tensor (usually a diagonal 
matrix with elements K,,, K,,,K,,). In the computational domain 
K,, are the values of K,, at each of the r grid points. 
Three-dimensional, semi-linear, elliptic differential operator 
(L,, L,, L, are the components in x, y and z directions). 
Stiffness ratio 
Radial coordinate for Crowley problem 
Time 
Extent of time interval for solution 
Composite transport operator (Tj  is the transport operator for the 
j t h  direction) 
Velocity field in physical domain u = (u, v, w) 
Velocity field in computational domain U = (uj; j = 1, 2, ..., r )  
Velocity field in transformed domain V = (u, v ,  W') 
Point in computational domain x = (x, y, z)  E Qc 
Point in physical domain X = (X, Y, 2) E Q, 
Greek Symbols 
a,p Time varying coefficients associated with the concentration and velocity 
distributions employed in the Galerkin formulation 
6 Discretization unit (either finite element or grid size) 
E Relative error criterion 
At Basic time step of atmospheric diffusion equation 
AT Time step for solution of the chemical kinetics 
Ax Size of computational grid element 
AH = H(X, Y, t) - h(X, Y) 
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Volume to width ratio for test wave forms or angular coordinate 
An arbitrary parameter with 1 >, 0 
Eigenvalue of Jacobian matrix J, i =  1,2, ...,p 
Normal direction to af2 
Material flux = K,,(ac/ax) - Uc 
Basis functions for Galerkin formulation 
Filter function variable (0, 1) 
Fourier frequency for test wave forms and angular velocity for Crowley 
problem 
Time invariant computational domain 
Time varying physical domain (Q, initial extent) 
Domain boundary 
Sub- and Superscr@ts 
Advective transport step 
Indicates computational domain 
Diffusive transport step or nonstiff component of concentration vector 
Grid point subscript for testing sign changes during filter application 
Species index 
Index to denote coordinate direction (x = 1, y = 2, z = 3) or computational grid 
point (j  = 1, 2, ..., r) 
Iteration counter during one time step 
Domain of final filter application (number of grid points) 
Half width of enveloping interval for testing slope change in filtering scheme 
Time level 
Initial conditions 
Number of chemical species 
Spatial integration index for Galerkin formulation 
Number of computational grid points 
Spatial integration index for Galerkin formulation or stiff component of concen- 
tration vector 
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CHAPTER 10 
SENSITIVITY AND UNCERTAINTY ANALYSIS OF 
URBAN SCALE A I R  POLLUTION MODELS 
10.11 I n t r o d u c t i o n  
I When complex systems a r e  d e s c r i b e d  by mathemat ica l  models a  
n a t u r a l  q u e s t i o n  a r i s e s :  what a r e  t h e  i n f l u e n c e s  o f  u n c e r t a i n t i e s  i n  
t h e  c h a r a c t e r i z a t i o n  of p h y s i c a l  p r o c e s s e s ?  While a  v a r i e t y  o f  meams 
can  b e  employed t o  answer t h e  q u e s t i o n  c o n s i d e r a b l e  i n s i g h t  can oft:en 
b e g a i n e d  from formal  s t u d i e s  o f  t h e  e f f e c t s  o f  parameter  v a r i a t i o n s ; .  
Such s e n s i t i v i t y \ a n a l y s e s  can  p r o v i d e  a  d i r e c t  means f o r  r e v e a l i n g  how 
t h e  p r e d i c t i o n s  v a r y  a s  a r e s u l t  o f  changes i n  model o r  i n p u t  va r ia .b les .  
I 
l I n f c ~ r m a t i o n  d e r i v e d  from t h e s e  i n v e s t i g a t i o n s  i s  u s e f u l  f o r  d e f i n i n g  
l i m i t s  o f  v a l i d  a p p l i c a t i o n s  and i d e n t i f y i n g  t h o s e  a r e a s  which might 
r e q u . i r e  a d d i t i o n a l  development work. 
I T h i s  c h a p t e r  p r e s e n t s  a  t e c h n i q u e ,  t h e  F o u r i e r  Amplitude S e n s i t i v i t y  
T e s t  (FAST), which can  b e  used t o  a s s e s s  t h e  r e l a t i v e  i n f l u e n c e  o f  
pa ramete r  v a r i a t i o n s  on  t h e  model p r e d i c t i o n s .  A major advan tage  of t h i s  
p rocedure  i s  t h a t ,  u n l i k e  c o n v e n t i o n a l  methods, i t  r e a d i l y  accommodates 
a r b i t r a r i l y  l a r g e  v a r i a t i o n s  i n  t h e  pa ramete rs .  T h i s  f e a t u r e  i s  e x p l o i t e d  
i n  two p r a c t i c a l  a p p l i c a t i o n s .  One example i n v o l v e s  a  combined s e n s i -  
t i v i t y l u n c e r t a i n t y  a n a l y s i s  o f  a photochemical  r e a c t i o n  mechanism f o r  
t h e  p o l l u t e d  t r o p o s p h e r e  and t h e  o t h e r ,  a s t u d y  o f  a  s i m p l i f i e d  form of 
t h e  a tmospher ic  d i f f u s i o n  e q u a t i o n .  Both c a s e s ,  and a d e s c r i p t i o n  of t h e  
computa t iona l  p rocedure ,  have been  p r e v i o u s l y  p u b l i s h e d  as Koda e t  a l .  
(1979b), F a l l s  e t  a l .  (1979) and McRae and T i l d e n  (1980);  t h e s e  a r t i c l e s  
form s e c t i o n s  of t h i s  c h a p t e r .  
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10.2 Methods f o r  S e n s i t i v i t y  A n a l y s i s  of Mathemat ical  Models 
An i n e v i t a b l e  consequence o f  u s i n g  mathemat ica l  models t o  d e s c r i b e  
complex systems is  t h a t  some approx imat ions  are invo lved .  These 
u n c e r t a i n t i e s  a r i s e  e i t h e r  from t h e  c h a r a c t e r i z a t i o n  of t h e  p h y s i c a l  
p r o c e s s e s  o r  from t h e  measurement e r r o r s  i n h e r e n t  i n  model i n p u t  v a r i a b l e s .  
Leaving a s i d e  t h e  c o n c e p t u a l  q u e s t i o n  o f  model v a l i d i t y , t h e  e s s e n t i a l .  
problem i n  s e n s i t i v i t y  a n a l y s i s  i s  t o  examine t h e  changes i n  sys tem 
 output:^ which r e s u l t  from v a r i a t i o n s  i n  e i t h e r  t h e  i n p u t  o r  s t r u c t u r a l  
pa ramete rs .  T h i s  s e c t i o n  p r e s e n t s  a  b r i e f  l i t e r a t u r e  su rvey  o f  d i f f e r e n t  
s e n s i t i v i t y  a n a l y s i s  methods. While some of  t h e  t e c h n i q u e s  a r e  w e l l  
known i n  c o n t r o l  t h e o r y  (Cruz, 1973; Tomovic, 1963; Tomovic and 
Vucobratovic ,  1972; and Frank,  1978) t h e y  have - n o t ,  a s  y e t ,  been ex- 
t e n s i v e l y  employed i n  a tmospher ic  - modeling.  G e l i n a s  and Vajk (1978) 
have,  however, examined t h e  s u i t a b i l i t y  of some methods f o r  a i r  q u a l i t y  
a p p l i c a t i o n s .  
I n  o r d e r  t o  p r o v i d e  a  framework f o r  t h e  su rvey  c o n s i d e r  a g e n e r a l  
sys tem of  t h e  form 
where F  i s  a  g e n e r a l  a l g e b r a i c  o r  d i f f e r e n t i a l  o p e r a t o r ,  - u  i s  a  v e c t o r  
o f  n  o u t p u t  v a r i a b l e s  and - k  a  s e t  of m pa ramete rs .  Given such a  model 
t h e r e  a r e  f o u r  b a s i c  f a c t o r s  which need t o  be c o n s i d e r e d  when s e l e c t i n g  
a  method o r  a n  approach f o r  performing a  s e n s i t i v i t y  a n a l y s i s  of a  model 
sys tem.  The i s s u e s  a r e :  t h e  e x t e n t  of t h e  parameter  domain, t h e  
s e n s i t i v i t y  measure o r  c r i t e r i o n ,  t h e  combined r o l e s  o f  parameter  sen- 
s i t i v i t y  and u n c e r t a i n t y ,  and f i n a l l y ,  t h e  computa t iona l  c o s t .  
From a p r a c t i c a l  p o i n t  o f  view a  dominant c o n s i d e r a t i o n  i n  
s e l e c t i n g  a s e n s i t i v i t y  a n a l y s i s  method i s  t h e  computa t iona l  c o s t .  When 
comparing d i f f e r e n t  t e c h n i q u e s  i t  i s  impor tan t  t o  keep i n  mind two b a s i c  
c o n s i d e r a t i o n s :  one i s  s imply t h e  number o f  t imes  t h a t  t h e  model must b e  
s o l v ~ e d  t o  o b t a i n  t h e  d e s i r e d  s e n s i t i v i t y  i n f o r m a t i o n .  The second f a c t o r  
is tlne amount o f  t i m e  r e q u i r e d  t o  implement t h e  p a r t i c u l a r  t e c h n i q u e .  I n  
many s i t u a t i o n s  i t  i s  t h i s  l a t t e r  f a c t o r  which h a s  a  major  i n f l u e n c e  on 
t h e  s e l e c t i o n  p r o c e s s .  For example some t e c h n i q u e s  do n o t  r e q u i r e  ex- 
t e n s i v e  programming beyond t h a t  needed t o  s o l v e  t h e  b a s i c  model w h i l e  
o t h e r s  can r e q u i r e  c o n s i d e r a b l e  a d d i t i o n a l  e f f o r t  on t h e  p a r t  o f  t h e  
i n v e s t i g a t o r .  While t h e  c o s t  o f  each method can be  expressed  i n  terms 
of t h e  number of r e q u i r e d  s o l u t i o n s  t h e  f i n a l  c h o i c e  w i l l  o f t e n  be d i c -  
t a t e d  by t h e  complexi ty  o f  t h e  b a s i c  sys tem b e i n g  ana lysed .  G e l i n a s  and 
Vajk (1978) have c a r r i e d  o u t  an e x t e n s i v e  s t u d y  of t h e  expec ted  c o s t  o f  
a p p l y i n g  d i f f e r e n t  s e n s i t i v i t y  a n a l y s i s  methods t o  some d i f f e r e n t  mathe- 
m a t i c a l  models of env i ronmenta l  p r o c e s s e s .  
Perhaps  t h e  most fundamental  c o n s t r a i n t  which d i c t a t e s  t h e  c h o i c e  
o f  a  s e n s i t i v i t y  a n a l y s i s  method i s  t h ~ e  e x t e n t  o f  parameter  v a r i a t i o n s  
t o  be  cons idered .  A l l  t h e  f e a s i b l e  v a l u e s  of t h e  pa ramete r  v e c t o r  -- k
d e f i n e  t h e  parameter  space .  Varying t h e  pa ramete rs  over  t h e i r  f u l l  domain 
produces  t h e  m-dimensional s u r f a c e  - u ( k ) .  - A t y p i c a l  example i s  d e p i c t e d  
i n  F i g u r e  1 0 . 1  where t h e  r e s p o n s e  of one model o u t p u t ,  u i ( t ) ,  t o  v a r i a -  
t i o n s  i n  - k ,  i s  shown. I n  t h i s  c a s e  t h e  e x t e n t  of parameter  space  i s  
d e f i n e d  by t h e  upper and lower l i m i t s  f o r  each o f  t h e  v a r i a b l e s  kl and 
k 2 .  The p o i n t  Q on t h e  s o l u t i o n  s u r f a c e  r e p r e s e n t s  t h e  magnitude o f  ui 
Domain of Uncertainty 
i11 the Parameters { k )  
FIGURE 1 0 . 1  
Schemat i c  R e p r e s e n t a t i o n  o f  t h e  P a r a m e t e r  Space  k 
and t h e  Response  S u r f a c e  f o r  S t a t e  V a r i a b l e  u i ( t ; E )  
- 
r e s u l t i n g  from t h e  parameter combination (r k ) . These nominal va lues  1' 2 
t y p i c a l l y  r e p r e s e n t  t h e  b e s t  a  p r i o r i  e s t i m a t e s  of t h e  parameters .  
The u l t i m a t e  goa l  of any s e n s i t i v i t y  a n a l y s i s  is t o  determine t h e  
fonn of t h e  system output  r e s u l t i n g  from t h e  parameter v a r i a t i o n s .  S ince  
most models w i l l  r e q u i r e  numerical s o l u t i o n ,  t h e  ou tpu t s  needed t o  d e f i n e  
t h e  response s u r f a c e  w i l l  only be  a v a i l a b l e  f o r  a  f i n i t e  s e t  of para- 
meter combinations.  Given t h i s  s i t u a t i o n  t h e  b a s i c  problem then  becomes 
how t o  sample t h e  parameter space  wi th  s u f f i c i e n t  r e g u l a r i t y  t o  adequate ly  
c h a r a c t e r i z e  - u(k ) .  - An a n a l y s i s  which accounts  f o r  s imultaneous v a r i a -  
t i o n s  i n  a l l  t h e  parameters over  t h e i r  f u l l  range of u n c e r t a i n t i e s  is  
c a l l e d  a  g loba l  method. Converse ly , loca l  ana lyses  a t tempt  t o  i n f e r  t h e  
shape o r  v a l u e  of t h e  response  s u r f a c e  a t  a  p a r t i c u l a r  po in t .  The 
l i m i t a t i o n s  of  l o c a l  approaches a r e  r e a d i l y  apparen t ,  p a r t i c u l a r l y  i f  t h e  
model i s  h igh ly  non l inea r  o r  t h e  range of parameter v a r i a t i o n s  i s  l a rge .  
A t y p i c a l  c a s e  i s  shown i n  F igure  10.2.  For smal l  v a r i a t i o n s  i n  - t h e  
tangent  p l ane  approximation d i f f e r s  from t h e  a c t u a l  s u r f a c e  by only  a  
sma.11 amount. Unfortunately t h i s  s i m p l i f i c a t i o n  does no t  con ta in  i l se fu l  
information on t h e  behavior  of  a u  away from - F. This  example high l i g h t s  
a  c r i t i c a l  l i m i t a t i o n  of l o c a l  methods when they a r e  app l i ed  t o  problems 
which involve  l a r g e  u n c e r t a i n t i e s  i n  t h e  parameters .  For example, a 
v a r i a b l e  t o  which t h e  model p r e d i c t i o n s  a r e  no t  e s p e c i a l l y  s e n s i t i v e  a t  
say  k, - may have such a  l a r g e  range of unce r t a in ty  t h a t ,  when a l l  p o s s i b l e  
v a r i a t i o n s  a r e  considered,  i t s  in f luence  on t h e  r e s u l t s  may be q u i t e  
l a r g e .  Information of t h i s  type  i s  very u s e f u l  i n  t h e  des ign  of ex- 
per imental  programs because more e f f o r t  can be devoted t o  e l u c i d a t i n g  
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t h e  impor tan t  phenomena and e l i m i n a t i n g  p o t e n t i a l l y  unproduc t ive  measure- 
ments. 
So f a r  i n  t h e  d i s c u s s i o n  a l l  v a l u e s  o f  k have been c o n s i d e r e d  t o  
b e  e q u a l l y  l i k e l y ;  however, i n  p r a c t i c e , ,  t h e  pa ramete rs  o f t e n  have non- 
uniform p r o b a b i l i t y  d i s t r i b u t i o n ~ .  While t h e  r e s p o n s e  s u r f a c e ,  L J ( ~ ) ,  is  
independent  o f  a l l  assumptions  about  t h e  l i k e l y  parameter  combinations,  
t h e  expected v a l u e  o r  mean s e n s i t i v i t y , ,  < L J ( ~ ) > ,  depends on b o t h  t h e  
p r o b a b i l i t y  d i s t r i b u t i o n  f o r  - k and t h e  form o f  t h e  model. A s e n s i t i v i t y  
a n a l y s i s  t h e n  r e f e r s  t o  t h e  i n f l u e n c e  of pa ramete r  v a r i a t i o n s  on t h e  
model p r e d i c t i o n s  whereas a combined s e n s i t i v i t y / u n c e r t a i n t y  a n a 1 y s . i ~  
c o n s i d e r s  t h e  a d d i t i o n a l  f a c t o r  of t h e  parameter  d i s t r i b u t i o n s .  Re:gard- 
l e s s  of r e f i n e m e n t s  i n  knowledge of parameter  accuracy  t h e  g l o b a l  
s e n s i t i v i t y  o f  t h e  model remains  t h e  same. I n  F i g u r e  1 0 . 1  t h e  p rob i3b i l i ty  
d i s t r i b u t i o n s  a s s o c i a t e d  w i t h  kl and k  a r e  independent  and denoted by 2 
p(kl)  and p ( k 2 ) .  By c o n s i d e r i n g  - k t o  be  a random v e c t o r  w i t h  p r o b a b i l i t y  
d e n s i t y  P(k)  - t h e  ensemble mean s e n s i t i v i t y  can b e  expressed  i n  t h e  form 
I n  g e n e r a l  (12.2) does n o t  cor respond  t o  t h e  s o l u t i o n  o b t a i n e d  when t h e  
parameters  a r e  s e t  t o  t h e i r  nominal v a l u e s  k. - A v a r i e t y  of o t h e r  s e n s i -  
t i v i t y  measures a r e  a v a i l a b l e  f o r  a s s e s s i n g  t h e  sys tem performance.  Some 
of t h e  more common c r i t e r i a  a r e  l i s t e d  below and i n  Table  10 .1 ;  fur t :her  
d e t a i l s  can be  found i n  Frank (1978) .  Perhaps  t h e  most e lementa ry  c r i t e r -  
i o n  i s  t h e  change i n  sys tem o u t p u t ,  6u,  -. which r e s u l t s  from an  a r b i t : r a r y  
- 
v a r i a t i o n ,  dk, - i n  t h e  pa ramete rs  away from some nominal v a l u e  k i . e .  
TABLE 1 0 . 1  
Summary o f  S e n s i t i v i t y  Measures 
- 
SENSITIVITY MEASURE DEFINITION 
- 
Response from a r b i t r a r y  parameter  
v a r i a t i o n  & 
N o m ~ a l i z e d  Response 
Locad G r a d i e n t  Approximation 
N o m ~ a l i z e d  Gradient  
Average Response 
Expected Value 
Var iance 
Extrema 
2 2 2 
<u . (k) > - <ui (k) > a.(k)= I -  
I - 
max [ui (k) I , min [ (ui (If) I 
6u - = - u ( E  - + 6k) - - u(l() (10.3) 
Th is  d i f f e r e n c e  measure i s  o f t e n  e x p r e s s e d  i n  t h e  normal ized  form 
I f  t h e  pa ramete rs  a r e  v a r i e d  one a t  a t ime  t h e n  (10.4) i s  g iven  by 
Both o f  t h e s e  c r i t e r i a  a r e  e s s e n t i a l l y  p o i n t  e s t i m a t e s .  I f  a s u f f i c i e n t -  
l y  l a r g e  number of - k combinat ions  a r e  c o n s i d e r e d  t h e n  it i s  p o s s i b l e  
t o  develop e s t i m a t e s  of some of  t h e  impor tan t  r esponse  s t a t i s t i c s ,  
namely: t h e  mean, v a r i a n c e  and extrerna o f  g ( k ) .  - The extreme v a l u ~ e s  a r e  
o f t e n  o f  c r i t i c a l  importance i n  env i ronmenta l  a p p l i c a t i o n s .  I n  t'he 
i n t e r e s t s  of computa t iona l  economy i t  i s  d e s i r a b l e  t o  o b t a i n  a s  much 
i n f o r m a t i o n  a s  p o s s i b l e  from each paramete r  combinat ion.  One meains is  
t o  e x t r a p o l a t e  t h e  r e s u l t s  away from t h e  nominal s o l u t i o n  - u ( k ) .  - .A 
wide c l a s s  of methods can  be  r e p r e s e n t e d  by t h e  form 
6u - [ S ]  6k (10.6)  
-- 
The most s imple  c a s e  cor responds  t o  t h e  w e l l  known Tay lor  s e r i e s  
expansion f o r  which t h e  e lements  o f  t h e  m a t r i x  [ S ]  a r e  g iven  by 
Equa t ion  (10.7)  i s  o f t e n  w r i t t e n  i n  t h e  normal ized form 
Methods which n e g l e c t  t h e  h i g h e r  o r d e r  terms i n  t h e  expansion a r e  
r e f e r r e d  t o  a s  f i r s t  o r d e r  o r  l i n e a r  t e c h n i q u e s .  I n  space  and t ime  
dependent  models t h e  l i n e a r  s e n s i t i v i t i e s  a r e  more a p p r o p r i a t e l y  d e f i n e d  
J. 
i n  t e r n ~ s  o f  o p e r a t o r  o r  F r e c h e t  d e r i v a t i v e s .  These d e r i v a t i v e s  
a r e  l i n e a r  con t inuous  and have t h e  u s u a l  p r o p e r t i e s  of t h e  c l a s s i c a l  
d i f f e r e n t i a l s  o f  f u n c t i o n s  of one  o r  more v a r i a b l e s .  I n  p a r t i c u l a r  
t h e  c h a ~ i n  r u l e  h o l d s  (Nashed, 1 9 7 1 ) .  Th i s  l a t t e r  r e s u l t  i s  extremely 
u s e f u l  i n  p r a c t i c a l  a p p l i c a t i o n s .  
Once t h e  b a s i c  model h a s  been fo rmula ted  and an a p p r o p r i a t e  
s e n s i t i v i t y  measure i d e n t i f i e d  t h e  n e x t  s t e p  i s  t o  a c t u a l l y  s o l v e  t h e  
s e n s i t i . v i t y  problem. A s  no ted  p r e v i o u s l y  t h e r e  a r e  two b a s i c  approaches:  
l o c a l  clr g l o b a l  t e c h n i q u e s .  I n  o r d e r  t o  i l l u s t r a t e  how l o c a l  methods 
* 
Considler a  mapping F:X -t Y where b o t h  X and Y a r e  complete ,  normed 
l i n e a r .  s p a c e s .  Given t h a t  x ~  X, t h e n  i f  a  bounded l i n e a r  map, F ' ,  
e x i s t s  s u c h  t h a t  
t h e n  F is  s a i d  t o  be  F r e c h e t  d i f f e r e n t i a b l e  a t  x  and F 1 ( x )  is  t h e  Freche t  
d e r i v a t i v e  of F a t  5. Under c e r t a i n  c o n d i t i o n s t h e  cont inuous ,  l i n e a r  
o p e r a t o r  F 1 ( x )  - is  r e p r e s e n t e d  by t h e  J a c o b i a n  m a t r i x  a t  2 ( ~ i e u d o n n g  , 
1960; Tap ia ,  1971) .  
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a r e  a p p l i e d , c o n s i d e r  t h e  f o l l o w i n g  s e t  of o r d i n a r y  d i f f e r e n t i a l  e q u a t i o n s  
and i n i t i a l  c o n d i t i o n s .  
A v e r y  wide c l a s s  of p r a c t i c a l  problems can be d e s c r i b e d  by sys tems of  t h e  
form (10.9-10). The change i n  - u away from some nominal parameter  v a l u e s  
- 
k can  b e  e x p r e s s e d ,  u s i n g  o p e r a t o r  d e r i v a t i v e s  i n  t h e  form 
- 
o r  more compactly a s  t h e  m a t r i x  d i f f e r e n t i a l  e q u a t i o n  
where 
A t y p i c a l  column of [Z] , d e f i n e d  by aui/ak i = 1 , 2 , .  . . , n ,  d e n o t e s  t h e  j ' 
s e n s i t i v i t y  o f  u  w i t h  r e s p e c t  t o  t h e  j t h  parameter .  The i n i t i a l  c o n d i t i o n s  
.- 
f o r  (10.12) a r e  g i v e n  by [Z(o) ]  = [o ]  u n l e s s  any u .  (0) a r e  i n c l u d e d  i n  
1 
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i n  whfch c a s e  t h e  a p p r o p r i a t e  e lements  of [ Z ]  a r e  s e t  t o  one.  Because 
t h e r e  is  no d i r e c t  c o u p l i n g  i n  (10.12) each of t h e  m v e c t o r  d i f f e r e n t : i a l  
equatl-ons can be  s o l v e d  independen t ly .  
There  is  a v a r i e t y  o f  ways t o  o b t a i n  t h e  d e s i r e d  s e n s i t i v i t y  
i n f o r m a t i o n .  The s i m p l e s t  i n v o l v e s  a  d i r e c t  s o l u t i o n  of t h e  coupled 
systems of n(m+l) o r d i n a r y  d i f f e r e n t i a l  e q u a t i o n s  (10.9-10 and 13.12) .  
Th i s  method was used by Dickinson and G e l i n a s  (1976) and Ather ton  e t  a l .  
(1975).  O p e r a t i o n a l l y  it  i s  sometimes more convenient  t o  c o n s i d e r  t h e  
pa ramete rs  one a t  a  t i m e ;  i f  t h i s  i s  done t h e n  t h e  number o f  r e q u i r e d  
s o l u t i o n s  i n c r e a s e s  t o  2nm. This  number can  b e  reduced,  a t  some l o s s  
o f  numer ica l  a c c u r a c y ,  t o  n(m+l) i f  t h e  nominal s o l u t i o n  u(k,t ) , 
- P 
p=1,2 ,  ... a r e  r e t a i n e d  and used Eor c o n s t r u c t i n g  i n t e r p o l a t e d  approxi-  
mat ions  t o  t h e  - u ( k , t )  - needed i n  t h e  e v a l u a t i o n  of (10.14 and 10 .15) .  
While t h e  t h r e e  approaches  produce s i m i l a r  r e s u l t s  t h e y  can i n v o l v e  
3 3 
c o n s i d e r a b l y  d i f f e r e n t  computa t iona l  c o s t s :  O[n ( d l )  ]  f o r  t h e  coupled 
3 3 
system,  O[m(2n) ] f o r  t h e  one parameter  a t  a t ime  c a s e  and O[(m+l)n 1 
f o r  t h e  i n t e r p o l a t e d  s o l u t i o n .  S i n c e  t h e  e q u a t i o n s  of i n t e r e s t  a r e  
usua1l.y s t i f f ,  and m(>n) is  i n  g e n e r a l  q u i t e  l a r g e ,  t h e  above p rocedu~res  
c a n  b e  q u i t e  expens ive .  Another approach,  which i s  t h e  f o c u s  o f  work by 
Hwang e t  a l .  (1978),  Dougherty e t  a l .  (1979) and Hwang and R a b i t z  (1979) ,  
i s  t o  make u s e  o f  t h e  a s s o c i a t e d  Green ' s  f u n c t i o n  m a t r i x .  
lul nxn Green ' s  f u n c t i o n  m a t r i x  [K(t;r)] can be  c o n s t r u c t e d  which. 
s a t i s f i e s  
C K ( t , t > l  = I (LO. 1 7 )  
The s e n s i t i v i t y  i n f o r m a t i o n  i s  t h e n  g iven  by t h e  f o l l o w i n g  set of i n t e -  
gral:; (Hwang e t  a l . ,  1978) 
I n  p r a c t i c e  [K] i s  determined by f i r s t  s o l v i n g  (10.9-10) t o  o b t a i n  
- 
u ( k , t  - - ) p=1,2,  ..., a t  an adequa te  number o f  g r i d  p o i n t s  s o  t h a t  [ J ( t : ) ]  P  
can t)e determined by i n t e r p o l a t i o n .  O p e r a t i o n a l l y  i t  i s  more conven ien t  t o  
s o l v e  t h e  a d j o i n t  sys tem (10.19-20) backwards i n  t i m e .  
w i t h  
The m~ajor advan tage  of t h e  a d j o i n t  f o r m u l a t i o n  i s  t h a t  t h e  s e n s i t i v i t y  
i n t e g r a l s  (10.18) can be  more e a s i l y  e v a l u a t e d  row by row a s  f u n c t i o n s  o f  
T a t  a  f i x e d  t ime t .  Another good f e a t u r e  o f  t h e  Green ' s  f u n c t i o n  
approach i s  t h a t  t h e  c a l c u l a t i o n s  needed t o  e v a l u a t e  - u ( k , t  - ) and [ K * ( r , t ) ]  
P  
a r e  independent  o f  t h e  number o f  pa ramete rs  m.  I f  m > n  t h i s  can r e s u l t  
i n  a very  l a r g e  s a v i n g s  i n  computa t iona l  t i m e  over  t h e  d i r e c t   method,^. 
I n  pass ing  i t  i s  important  t o  emphasize t h a t  t h e  procedure produce? a  
l o c a l  approximation t o  t h e  system s e n s i t i v i t y  u ( k ) .  Sec t ion  10.3 p re sen t s  
- - 
a procedure v a l i d  f o r  g loba l  ana lyses .  
The remaining c l a s s  of  methods a r e  g loba l  s e n s i t i v i t y  a n a l y s i s  
t echniques  i n  which t h e  major concern i s  t o  c h a r a c t e r i z e  t h e  response 
s u r f a c +  - u(k) - over  t h e  f u l l  range of parameter v a r i a t i o n s .  I n  ca r ry ing  
out  su4:h ana lyses ,  t h e  b a s i c  cons ide ra t i on  t o  keep i n  mind i s  t o  minimize 
t h e  nudlber of model s o l u t i o n s .  Conceptually t h e  s imp le s t  approach i s  
t o  s o l 6 e  t h e  system repea t ed ly ,  vary ing  one parameter a t  a  t ime. Without 
careful .  p rescreening  t h i s  "brute  fo rce"  approach can become p r o h i b i t i v e l y  
expensi.ve. For example cons ider  a  model system of m parameters and r 
d i f f e r e n t  va lues  f o r  each k . The sys t ema t i c  eva lua t ion  would r e q u i r e  j 
O(mr) l iolut ions and even r e l a t i v e l y  smal l  va lues  of m could render  t h e  
proced$re imprac t i ca l .  The key t o  a  s u c c e s s f u l  g loba l  s e n s i t i v i t y  method 
is  the41 t o  dev i se  an economical means f o r  sampling t h e  parameter space.  
S i m i l a i  problems a r i s e  i n  l o c a t i n g  s t a r t i n g  p o i n t s  f o r  op t imiza t ion  
a lgo r iq  hms o r  i n  t h e  e v a l u a t i o n  of  multi-dimensional i n t e g r a l s  . 
p4:rhaps t h e  most w e l l  known sampling procedure i s  t h e  Monte-Carlo 
method; I n  t h i s  procedure t h e  parameter combinations a r e  s e l e c t e d  a t  
random] A random number gene ra to r  is  used t o  s e l e c t  va lues  of t h e  
parame/ers from t h e  - k space  which a r e  then  used t o  eva lua t e  - u(k) .  - What 
is of t l n  n o t  r e a l i z e d  is  t h a t  t h e  va lue  of Monte-Carlo methods is no t  t h e  
randomdless s f  t h e  sampling but  t h e  r e s u l t i n g  e q u i d i s t r i b u t i o n  p r o p e r t i e s  
of  t h e s e t s  of  p o i n t s  i n  t h e  parameter space.  Once i t  i s  recognized t h a t  
I t h e  ma7.n goa l  of a  Monte-Carlo procedure is t o  produce a  uniform d i s t r i -  
b u t i o n l o f  p o i n t s  i n  t h e  parameter space, then p a t t e r n  Search methods 
become a  v i a b l e  g l o b a l  s e n s i t i v i t y  method. The b r u t e  f o r c e  method f o r  
d i s t r i b u t i n g  p o i n t s  is  f a r  from o p t i m a l .  Consider  t h e  two-dimensional 
c a s e s  shown i n  F i g u r e  1 0 . 3  which cor respond  t o  N=16, r = 4 ,  and m=2. I f  
u(kl ,k2) depends s t r o n g l y  on one o f  t h e  v a r i a b l e s  t h e  f i r s t  d i s t r i b u t i o n  
( F i g u r e  10 .3a)  y i e l d s  o n l y  4 e s s e n t i a l l y  d i f f e r e n t  v a l u e s  each r e p e a t e d  
f o u r  t i m e s  w h i l e  t h e  second s e t  produces  1 6  v a l u e s  of e i t h e r  u . ( k  ) o r  1 1  
ui(k2).  An a l g o r i t h m  which g e n e r a t e s  sequences  of p o i n t s  t h a t  uniformly 
f i l l  t h e  parameter  s p a c e  i s  d e s c r i b e d  i n  Sob01 (1979). Ai rd  and Rice  
(1977) compared two s y s t e m a t i c  s e a r c h  p rocedures  w i t h  t h e  s t a n d a r d  random 
ass ignment  t e c h n i q u e  and found t h a t  t h e  p a t t e r n  methods c o n s i s t e n t l y  per-  
formed b e t t e r  t h a n  t h e  Monte-Carlo p rocedure .  U n f o r t u n a t e l y  p a t t e r n  and 
Monte-Carlo methods a r e  n o t  w e l l  s u i t e d  t o  non- rec tangu la r  parameter  s p a c e s  
because  of d i f f i c u l t i e s  a s s o c i a t e d  w i t h  l o c a t i n g  p o i n t s  i n s i d e  t h e  b o u n d a r i e s .  
One major  advan tage  of t h e  Monte-Carlo p rocedure  i s  t h a t  i t  can b e  
r e a d i l y  adap ted  t o  s i t u a t i o n s  i n  which one o r  more o f  t h e  pa ramete rs  have 
known d i s t r i b u t i o n s .  S t o l a r s k i  e t  a l .  (1978) used a  Monte-Carlo p rocedure  
t o  s t u d y  t h e  p r o p a g a t i o n  of r e a c t i o n  rate u n c e r t a i n t i e s  i n  t h e  
s t r o s p h e r i c  ozone d e p l e t i o n  model of Rundel e t  a l .  (1978).  The u n c e r t a i n  
r a t e  c o n s t a n t s  were  assumed t o  b e  lognormal ly  d i s t r i b u t e d  a b o u t  t h e  mean 
measured v a l u e s .  The computa t iona l  p rocedure  adopted i n  t h e i r  work was 
t o  c o n t i n u e  t o  sample from t h e  pa ramete r  s p a c e  u n t i l  t h e  model o u t p u t  
s t a t i s t i c s  s t a b i l i z e d .  For t h e  c r i t e r i a  e s t a b l i s h e d  by S t o l a r s k i  e t  a l .  
(1978) 2000 s e p a r a t e  combinat ions  were r e q u i r e d  t o  a s s e s s  t h e  e f f e c t s  
o f  f i f t y - f i v e  pa ramete rs .  F reeze  (1975) used a  similar approach i n  a 
s t u d y  o f  two ground water f low problems and i n  a d d i t i o n  c o n s i d e r e d  t h e  
FIGURE 10.3  
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e f f e c t s  o f  parameter  coup l ing  by u s i n g  m u l t i v a r i a t e  d i s t r i b u t i o n s .  Both 
s t u d i e s  encountered t h e  problem of deve lop ing  a p r i o r i  e s t i m a t e s  of t h e  
number o f  t r i a l s  r e q u i r e d  t o  produce s t a b l e  r e s u l t s .  
An a l t e r n a t i v e  method f o r  g l o b a l  s e n s i t i v i t y  a n a l y s e s ,  and t h ~ e  
f o c u s  of S e c t i o n  10 .3 ,  i s  t h e  F o u r i e r  Amplitude S e n s i t i v i t y  T e s t  (F,4ST) 
i n t r o d u c e d  by Cukier  e t  a l .  (1973).  The e s s e n c e  of t h i s  p rocedure  is t o  
a s s i g n  p e r i o d i c  f u n c t i o n s  of a  new v a r i a b l e ,  s ,  t o  each o f  t h e  pa ramete rs .  
Under c e r t a i n  c o n d i t i o n s  each  new v a l u e  of s d e f i n e s  a  unique paramete r  
combinat ion - k ( s ) ,  a l o n g  a  s e a r c h  c u r v e  which can b e  made t o  p a s s  a r b i t -  
r a r i l y  c l o s e  t o  any p o i n t  i n  t h e  k s p a c e  (Weyl, 1938) .  By sampling - u(k)  - 
a l o n g  t h e  s e a r c h  curve  and performing a d i s c r e t e  F o u r i e r  a n a l y s i s  i t  i s  
p o s s i b l e  t o  de te rmine  t h e  c o n t r i b u t i o n  o f  i n d i v i d u a l  pa ramete rs  t o  t h e  
g l o b a l  s e n s i t i v i t y  o f  t h e  model (Beauchamp and Yuen, 1979).  
I n  t h i s  s e c t i o n  t h e  b a s i c  i s s u e s  invo lved  i n  s e l e c t i n g  s e n s i t i v i t y  
a n a l y s i s  methods have been d i s c u s s e d .  S i n c e  f o r  some of t h e  t e c h n i q u e s  
t h e r e  is a n  e x t e n s i v e  l i t e r a t u r e  F i g u r e s  10.4  and 10 .5  summarize t h e  
r e s u l t t s  o f  a  s u r v e y  d i r e c t e d  a t  i d e n t i f y i n g  r e p r e s e n t a t i v e  t r e a t m e n t s  of 
l o c a l  and g l o b a l  methods. For  d e t a i l s  o f  p a r t i c u l a r  a p p l i c a t i o n s  t h e  
r e a d e r  is r e f e r r e d  t o  t h e  o r i g i n a l  p a p e r s .  Subsequent s e c t i o n s  o f  !:his 
c h a p t e r  a r e  d i r e c t e d  a t  deve lop ing  and a p p l y i n g  g l o b a l  methods t o  
components o f  t h e  a tmospher ic  d i f f u s i o n  e q u a t i o n .  
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Abstract 
An algorithm for the automatic sensitivity analysis of kinetic mechanisms based on the 
Fourier amplitude sensitivity test (FAST) method of Shuler and co-workers is reported. The 
algorithm computes a measure of the relative sensitivity of each concentration to each pa- 
rameter of interest, such as rate constants, Arrhenius parameters, stoichiometric coefficient:;, 
and initial concentrations. Arbitrary variations in the magnitude of the parameters are al- 
lowable. The algorithm is illustrated for the simple example of computing the sensitivity 
of the concentration of species A to variation of the two Arrhenius parameters for the hypo- 
thetical reaction A + A +. 
Introduction 
A variety of chemical phenomena are described by lengthy and comple:~ 
reaction mechanisms. I t  is often desirable to determine the effect of 
uncertainties in rate constants and other parameters on the predictions 
of the mechanism and to ascertain which parameters are most influential.. 
When a measure of the sensitivity of the concentrations to variations of is 
parameter is combined in an appropriate manner with a measure of the 
degree of uncertainty in the parameter's value, one may then determine 
which parameters, through both their sensitivity and uncertainty, have the 
most influence on the predicted concentrations. 
Conceptually the simplest approach to a sensitivity analysis is to solve 
the system repeatedly while varying one parameter a t  a time and holding 
the others fixed. This type of analysis soon becomes impractical as the 
number of parameters subject to variation increases. Most of the theoriels 
for sensitivity analysis of sets of differential equations containing param- 
eters are linearized ones, valid strictly only for small variations of the pa- 
rameter value [I]. Recently a new sensitivity analysis method has been 
developed by Shuler and co-workers [2-51 that is not restricted to small 
parameter variations. The method is particularly attractive for chemical 
kinetics applications because order of magnitude uncertainties in rate 
constant values are not uncommon. 
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The object of this paper is to report a computational method for the 
automatic sensitivity analysis of systems of differential equations based 
on the Fourier amplitude sensitivity test (FAST) method of Shuler and 
clo-workers [2-51. The computational method processes the concentra- 
tion-time histories from integration of the system to produce a measure 
of the sensitivity of each concentration to each parameter. An arbitrary 
choice of the range of variation of each parameter is possible. The math- 
ematical foundation of the FAST method has been described in detail 
previously [5]. Thus we present here only a concise discussion of those 
elements of the method necessary for the understanding and implemen- 
tation of the computational algorithm. We have extended the basis of the 
FAST method in one respect; that is, we have developed a way to treat 
parameters that are constrained by a relationship of the form H(kl, k2, -.a, 
k,) 5 0. Such a constraint is important in chemical kinetics applications. 
Parameters in a chemical reaction mechanism are frequently related to each 
other. For example, the ratio of two rate constants k,/k, may be fixed with 
k, or k, subject to individual uncertainty. Also, if a species may decompose 
by two paths, the fractional occurrences of which are kl and k2, one may 
wish to examine the sensitivity of the mechanism's predictions to kl and 
k2, subject to the constraint that kl + k2 = 1. 
In the next section we summarize the key elements of the FAST method. 
The computation of the partial variances, the basic sensitivity measure, 
is; then outlined, followed by a description of the practical implementation 
of the method. Finally, we illustrate its application in the case of a single 
reaction. 
Mathematical Basis of the FAST Method 
We consider a system described by the set of ordinary differential 
e~quations 
where u(t ) is the n-dimensional vector of state variables (concentrations) 
and k is the m -dimensional vector of parameters (rate constants, Arrhenius 
parameters, stoichiometric coefficients, etc.) We assume that eq. (1) can 
be solved numerically subject to the initial condition of eq. (2) to give u(t) 
for any choice of k. 
We are interested in determining the sensitivity of each concentration 
ui, i = 1,2, -., n, to variation of each parameter kj, j = 1,2, .-, m. We con- 
slider the parameter vector k to be a random vector with probability density 
function P(k) .  In reality the k, are not, of course, random variables. 
However, their precise values are uncertain and it is advantageous to treat 
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them as if they were random variables with a presumed distribution for the 
purpose of computing the sensitivities. If the kj are random variables, thein 
the ui resulting from the solution of eq. (I) are also random variables. The 
(ensemble) mean value of the concentration of species i at  any time t is thein 
given by 
(3) (u i ( t ) )  = S . - . S u i ( t ; k l  , ~ ~ ~ , k m ) P ( k B , ~ ~ ~ , k r n ) d k 1 ~ ~ ~ d k r n  
where ui(t; kl, --, k,) denotes the solution of eq. (I). The key concept of 
the FAST method is to convert the m-dimensional integral of eq. (3) into 
an equivalent one-dimensional integral. 
The method uses the transformations 
where G1, I = 1,2, .-a, m, are a set of known functions, wl, 1 = 1,2, ---, m, arle 
a set of frequencies, and s is a scalar variable. By means of this transfor- 
mation variations of the m parameters are transformed into variations alf 
the single scalar variable s. By variation of s over the range -a I s I a', 
eq. (4) traces out a space-filling curve in the m-dimensional parameter 
space. For a suitable choice of the G1, which transforms the probabilit:~ 
density P(k)  into s space, Weyl[6] demonstrated that 
is identically equal to (ui(t)) from eq. (3). Equation (5) is the fundamentad 
expression in the FAST method for computing the mean value, variance, 
and other properties of the concentration ui. 
The set of frequencies (wl 1 should be incommensurate, in that 
for an integer set ylJ if and only if yl = 0,l = 1,2, ---, m. If the frequencies 
(wl]  are, in fact, incommensurate, the search curve in s space is space-filling 
in that it passes arbitrarily close to any point in the m-dimensional pa- 
rameter space of k. Unfortunately the set of jwl) used in actual computa- 
tion cannot be truly incommensurate. As discussed by Shuler and co- 
workers [3-51, we select (wll  as an appropriate set of integer frequencies. 
The use of integer frequencies in eq. (4) implies that the parameters kl, I 
= 1,2, .a, m, are periodic in s on the finite interval (-T, T), in which case 
eq. (5) becomes 
The variance of concentration i is then 
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Henceforth we will replace iii ( t  ) by (ui (t ) ) , representing the s -space av- 
erage. Then iii = (ui ) and a; = (u!) - (u; ) 2. In addition, for conve- 
nience, we will denote ui (t; kl(s), - , k ,  (s)) by ui (t; s). 
The evaluation of a? can be carried out by using the s-space Fourier 
coefficients of ui. From Parseval's theorem we have 
where the Fourier coefficients A,(;) and Bj') are defined as 
Bji)(t) = SJ ui(t; S) sin js ds 
Thus, from eqs. (10) and ( l l ) ,  
Using eqs. (9)-(12) we can express the variance a;(t) in terms of the Fourier 
coefficients as 
Pf the Fourier coefficients (10) and (11) are evaluated for the fundamental 
frequencies of the transformation (4) or its harmonics, that is, j = pwl, p 
= 1,2, --a, the variance 
is the part of the total variance a! that corresponds to the variance of u; 
arising from the uncertainty in the lth parameter. The ratio S$) = ~ z , / a ;  
is the so-called partial variance, which serves as the basic measure of sen- 
sitivity for the FAST method. We note that S$/ is a normalized sensitivity 
measure, so that the 5':) may be ordered with respect to 1 to indicate to 
which parameters concentration ui is most sensitive. 
We can now summarize the essential elements of the FAST method. The 
sensitivity measures are the partial variances Si/, i = 1,2, .--, n, I = 1,2, .-a, 
m. The relative magnitudes of the m partial variances for each concen- 
tration reflect the relative influence of each of the m parameters on that 
concentration. The partial variances are calculated from the ratio of eqs. 
(14) and (13), the main computation involved being the evaluation of the 
integrals (10) and (11). To evaluate the Fourier coefficients from eqs. (10) 
and (11) requires that the solution of the system of eq. (1) be obtained for 
enough values of s so that the integrals in eqs. (10) and (11) can be calcu- 
lated with sufficient accuracy. Thus, with the parameter values being 
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determined by eq. (4), the system of differential equations, eq. (I), is solved 
repeatedly for each value of s needed to calculate the Fourier coefficients 
in eqs. (10) and (11). Therefore the FAST method only requires that the 
set of eq. (1) be solved numerically a certain number of times to produce 
the concentrations ui (t; s )  needed to determine the Fourier coefficients, 
and subsequently the partial variances. By contrast, the common linear- 
ized methods frequently require that eqs. (1) be differentiated with respect, 
to the kl to produce an auxiliary set of nm differential equations for the 
sensitivity coefficients dui/dkl,  i = 1,2, -a-, n, 1 = 1,2, --a, m .  Thus whereas 
the linearized methods require the one-time solution of nm differential 
equations (in addition to the original n differential equations), the FAST' 
method requires a certain number, N,, solutions of the original set of n 
differential equations. The relative solution times depend, of course, on 
the values of n, m, and N,. The choice of N, for the FAST method will be 
discussed shortly. 
The basic sensitivity measure in the FAST method is the partial variance 
SS",), whereas in the direct, linearized methods the measure is the sensitivity 
coefficient dui/dkl.  The relation between these two measures is developed 
in Appendix A. Appendix B indicates how the case of correlated param- 
eters can be treated. 
Exploitation of Symmetry Properties 
Before describing the practical implementation of the FAST method it 
is worthwhile to reexamine the search curves and the Fourier integrals, eqs. 
(10) and (11). As discussed in the previous section, the FAST method re- 
quires the repeated evaluation of the model system for each parameter 
combination. As this generally represents the major component of the 
computational cost, it is clearly desirable to minimize the required number 
of model solutions. One way to do this is to exploit the symmetry properties 
of the search curves. As defined by eq. (4) the search curves have a period 
of 27r. By choosing the frequency set (wl 1 SO that it is composed entirely 
of odd integers, the functions Gl (sin wls), 1 = 1,2, --, m, become symmetric 
about hr12. Consequently the following symmetry properties hold: 
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Thus eqs. (10) and (11) become 
Exploitation of the symmetry properties has therefore reduced the range 
of integration and, more importantly, the required number of solutions of 
the differential equations by one half. 
Computation of the Partial Variances 
The key sensitivity measure in the FAST method is the partial variance 
which, suppressing the dependence on t, can be written in the form 
where the amplitudes A!&, B&,, are now determined by the integrals, eqs. 
(15) and (16). The principal idea behind the partial variance concept of 
sensitivity is to examine the output u, (t; s) and isolate the effects of vari- 
ations in parameter kl from the influence of changes in all the other pa- 
rameters. When evaluating eq. (17) it is important to recognize, however, 
the limitations imposed by the use of integers to define the frequency set 
(a)1). In the summation, interferences from the effects of parameters other 
than wl can lead to meaningless situations in which 5'2,) > 1. The inter- 
ference problem is readily illustrated by selecting two arbitrary parameters 
hi,  k; and their associated frequencies wl, w,. In evaluating the terms 
contributing to S?) two or more values, say r and q, of the harmonic index 
p will be encountered such that rwl = qw,, which in turn implies that 
(l8) 1 " 2 +  I lA$il12+ 1B$LIl2 
This result indicates that the calculation of 5':) is being influenced by terms 
arising from variations in the other parameter, w,. A similar problem arises 
when the FAST method is applied numerically. In most circumstances 
algebraic complexities or computational costs restrict the availability of 
tlhe output ui(t; s) to discrete values of s in the range f 7r/2. Unless the 
integration points are chosen carefully, aliasing errors can cause interfer- 
ences similar to eq. (18). Ordinarily the Fourier amplitudes decrease as 
p increases. We expect, therefore, that most of the contributions to the 
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summation in eq. (17) should occur with the first few values of p. At this 
point the key question to address is simply: how many harmonics can be 
included in the summation without causing interference problems. 
To answer this question we start by considering the choice of the fre- 
quency set ( w l ]  and the number N, of sample points in the s domain useti 
to approximate the integrals, eqs. (15) and (16). We note first of all that 
if we select wl = 1, eq. (17) yields S$' = 1, which yields no information. Th'e 
frequency set { w l  used in this paper is developed recursively using 
The Q, and d,, tabulated in Cukier and co-workers [4] for n varying from 
3 to 50, have been augmented for the two-parameter case with ( w l }  = 3 , s  
(Q2 = 3, d l  = 2), and for n = 6, wl  has been reset to 13. The maximum 
frequency wmax is given by w ,  if eq. (19) is used to generate the set ( w r ) .  
Also, then the minimum frequency a,;, is wl.  If the amplitudes A, B could 
be determined exactly, the maximum number of terms that can be included 
in the summation without the possibility of interferences is simply wmil1 
- 1. This is another reason for avoiding the choice wl = 1. The simpleslt 
numerical integration procedure for evaluating the amplitudes, which ex- 
ploits the symmetry properties of ui ( t ;  s), requires N, = Numax + 1 ( N  1: 
2) uniformly spaced points in the interval f ~ 1 2 .  Several factors influence 
the choice of N. The lower limit, N = 2, is imposed by the Nyquist criterion 
[7, 51, which indicates that the output u, (s) needs to be sampled a t  least 
twice as often as the highest frequency wmax. For convenience, it is useful 
to choose N to be divisible by 2, and so the minimum number of integration 
points is 2wmaX + 1. The numerical approximation of the Fourier integrals 
can be improved by using N > 2 a t  the expense of increasing the ccsmpu-. 
tational cost. As mentioned above, the numerical approximation of the 
Fourier integrals leads to another type of interference problem commonly 
called aliasing. These interferences occur when 
This generally imposes a lower limit to the number of terms that can be 
included before interferences occur. The aliasing problem in the compu- 
tation of 5'2) can be minimized if, using the previous example, we restrict 
the higher harmonics to satisfy the conditions rwl < Numax + 1. The 
natural choice for r is N, in which case eq. (17) can be rewritten as 
If N is chosen to be 2, then, since Bpi, = 0, eq. (21), with eq. (12), can be 
written as 
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The variance a: is given by eq. (13). 
Practical Implementation of the FAST Method 
While applicable to any problems that are described by a set of differ- 
ential equations, the FAST method is particularly useful in the analysis 
o:F chemical kinetics. The parameters kj may include rate constants, 
Arrhenius parameters, stoichiometric coefficients, branching ratios, and 
initial conditions uo. Application (of the FAST method to the sensitivity 
analysis of reaction mechanisms is illustrated in Figure 1. 
Several steps are involved. First the rate laws must be specified. Having 
established the basic set of differential equations, the next step is to select 
tlie parameters to be varied. For each parameter that is to be studied a 
range of uncertainty must be established and a search curve selected from 
the options presented in Table I. Given this information and the times 
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Figure 1, Application of the FAST method to chemical kinetics. 
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TABLE I. Search curves for different parameter variations. 
- 
Application 
a - 
k J ( d  Hean Value kJ Rminal Value ; J  
- 
Aiditive variation k  ( 5 )  = i J [ l  + iJ sin  w s1 J  J  
kU + k; J  
3pcnent ia l  variation 
?roportional variation . k j ( s )  = iJ exp[; s i n  w s ]  J J  i; J  l n ( a )  
Skeved variation 
k ( 5 )  = v J  J 
- a j ( P +  r L -  2 )  
a ky-upper limit for parameter; k$-lower limit for parameter. 
b yu = kr/Ej, = k!/z.  I I '  
for the analysis of the concentrations, the FAST program automatically 
evaluates the model system for each parameter combination. The con- 
centration outputs at each time are then processed to determine the partial 
variances and sensitivity ranking for each of the parameters. The detailed 
computational procedure is as follows: 
(a) Assign to each of the m parameters a different frequency wl, 1 = 1, 
2, a*., m. 
(b) Based on some knowledge of the expected range of variation for each 
parameter, select appropriate search curves from Table I. 
(c) Select the number of parameter combinations to be evaluated. For 
Ns points, a symmetric and uniform spacing in s, including s = 0, is giver1 
by 
(d) Solve the set of differential equations, eq. (I), for each parameter 
combination sj  defined by k = E l ~ l  (sin ulsj), j = 1, 2, . , Ns. In many 
applications, particularly in chemical kinetics, where stiffness is a problem,, 
the computation time per solution can be minimized by using a variable-, 
order method, such as the well-known Gear algorithm [a]. 
Once the model system has been evaluated for each parameter combi- 
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ination, the influence of the lth parameter kl on the ith concentration at  
time d can be examined by calculating the partial variance S$/(t), 
The variance a?(t)  can be approximated numerically by 
(25) 1 Ns 
- C l u i ( t ; ~ j )  - (ui(t))12 Ns , = I  
and the mean value (u; ( t  ) ) by 
Simple quadrature formulas can be used to evaluate the amplitudes 
14tL?,(t) and Bf&(t). The following expressions were derived directly from 
eqs. (15) and (16): 
pwl odd 
N 
= {i lui(t; No) + 2 [ui(t; NO + q) + ui(t; NO - q)] 
q= 1 
, pwl even 
lo,  pwl even 
where Nq = (N, - 1)/2 and No = Nq + 1. (The index notation in eqs. (26) 
and (27) has been chosen to simplify the computer implementation using 
programming languages such as FORTRAN that do not allow negative or 
zero indices.) 
Figure 2 with { w l ]  = [3,5] and Figure 3 with (a l]  = [ l l ,  131 illustrate the 
t,wo basic approximations involved in the FAST method. The first is that 
the frequency sets (al]  are commensurate, that is, the search curves do not 
c;ompletely cover the parameter space. The second approximation involves 
the use of a finite number of points in the numerical quadrature. Both of 
these considerations have been quantitatively examined by Cukier and 
co-workers [4] and for this reason will not be repeated here. 
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Figure 2. Space-filling search curve for case [ w l ]  = [3,5] where k l  = El exp(Vl sin 
w l s )  and k 2  = Z2[1 + V 2  sin 0 2 s ] .  +-integration points for N, = 2w,,, + 1; 
$-nominal value of k  1 and k a  
Example-Application to a Single Reaction 
In this section we wish to present an example of the use of the FAST 
method. We have purposely chosen a very simple system so that the in- 
terpretation of the results can be easily discussed; an application involving 
a larger number of parameters is described in Boni and Penner [9]. Con- 
sider a hypothetical recombination reaction 
with rate constant K = kl exp(-k2/T). We wish to examine the sensitivity 
of the concentration of A to variations in the Arrhenius parameters kl anti 
k2 at  T = 298°K. We let u = [A]IIAo], the normalized concentration. The 
nominal values of k1 and k2 are chosen as 1.79 X 1010 l/mol.sec and 500°K, 
respectively. The (arbitrary) ranges of uncertainty and initial concen- 
tration were chosen as 8.97 X lo9 I kn I 3.59 X 101°, 0 I k2 I 1000, [Ao] 
= 1 molll. 
We use the transformations (see Table I) k l  = exp v t  and k2 = E2 (1 
+ v2), where v1 = (In 2) sin ols and v2 = sin w2s. For this particular problem 
the sensitivity coefficients can be calculated analytically, duldkn =: 
- 2 [Ao] K ~ U  2/El and duldk2 = 2 [Ao] ~ t u  2/T. The FAST method essentially 
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Figure 3. Space-filling search curve for case IwlJ = [11,13] where k l  = El exp(Fl 
sin w l s )  and k 2  = E2[1 + P2 sin w2s] .  +--integration points for N, = Zw,,, + 1; 
@-nominal value of k l  and k2 .  
calculates the Fourier amplitude B,, which is proportional to ( du/dvl ), 
wlhich is the relative sensitivity with respect to the nondimensional vl for 
th~e transformations exp vl = kl/El or 1 + vl = kl/zl (see Appendix A). 
In Figure 4 the concentration u, partial variances S,, and S,,, funda- 
mental Fourier coefficients B,, and B,,, and the relative sensitivity coef- 
ficients duldkl and E 2  buldk2 are plotted for {al, a2] = (3,5) and Ns = 
21. (The results were found to be insensitive to the choice of the frequency 
set and number of dividing points.) The fundamental Fourier coefficients 
B,,, and B,, follow quite well the general trends of the relative sensitivity 
co~efficients duldkl and zq buldk2, demonstrating the fundamental 
relationship in the FAST method, B,, a ( du/dvl ). The partial variance 
S,, follows the trends of B,, and & dulbk2. On the other hand, the partial 
variance S,, does not follow the trends of B,, or El duldkl. It decreases 
wlhen the absolute values of B,, and El du/dkl increase and increases when 
th~e absolute values of BW1 and El du/dkl decrease. We observe the fol- 
lowing relationship between the partial variances; 
. .  
Tlhis implies that if the relative importance of the effects of the parameter 
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Figure 4. Comparison ~f the analytical sensitivity coefficients Ei auulki and the 
fundamental Fourier coefficients BWi and partial variance SWi as calculated by the 
FAST method (i = 1, 2). Plots are based on the normalized concentration, that 
is, u = [A]/[Ao]. The parameters used are w l  = 3, wz = 5, and N, = 4w,,, + 1 = 
21. 
uncertainty in k l ,  that is, the partial variance S,, increases, then S,,, the 
measure of relative importance for kz ,  automatically decreases. For the 
more general multiparameter examples studied by Cukier and co-workers 
[5], we can observe the same relationship, namely, 2El S,, rr constant when 
the coupling terms like S,,+, are small. For the parameter range we have 
studied, all the sensitivity measures including the analytical sensitivity 
coefficients agreed and gave consistent results, indicating that the con- 
centration of A is more sensitive to changes in k2  than to cha,pges in k l .  
To test the FAST method further, we increased the range of uncertainty 
for the parameter k l  as follows: 0 5 k l  I 3.59 X 10lO.l To take account 
of this range of uncertainty we use the transformation (see Table I) k l  -= 
El ( 1  + sin wls) .  The range of uncertainty of k 2  is held fixed. 
The results of calculations are plotted in Figure 5. Since the parameter 
uncertainty for k l  is increased, we observe that the relative importance of 
the parameter uncertainty in k l  is increased and S,, > S,, for t > 0.08. 
This fact, is also reflected in the fundamental Fourier coefficients B,, an(d 
B The fundamental Fourier coefficient B,, does not agree with the tren~d 
Such a range of variation is, of course, physically implausible. We have chosen it only 
to illustrate the abilityof the method to handle extreme limits of variation. 
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Figure 5. Fundamental Fourier coefficients B,, and partial variances SWi (i = 1, 
2) for the case of increased range of uncertainties in the parameter k l .  The pa- 
rameters used in the FAST method are wl  = 3, wn = 5, and N,  = 4w,,, + l = 21. 
olf the analytical sensitivity solution of El duldkl. This behavior is due 
to the characteristics of the Fourier amplitude sensitivity test and the 
sensitivity coefficient. The FAST method takes account of the very large 
variations about the nominal values, while the sensitivity coefficient El 
duldkl is computed a t  the nominal values for infinitesimal variations. 
Thus for the case of the increased range of uncertainty of kl ,  we conclude 
that the concentrations of A is more sensitive to k 1  than to k2. We observe 
from this example that the partial variances essentially propagate the 
uncertainties in the parameters. 
An algorithm for the automatic sensitivity analysis of kinetic mechanisms 
biased on the FAST method of Shuler and co-workers [2-51 has been de- 
s'cribed, and a simple example illustrating its use has been given. With this 
nnethod assessment of the relative influence of kinetic parameters on the 
predicted concentrations from a chemical mechanism becomes a relatively 
r'outine undertaking. A complete code for the sensiti,vity analysis of 
nnechanisms includes three routines: 1) one that forms the kinetic rate 
equations based on the set of chemical reactions, 2) one that integrates the 
ordinary differential (ODE) rate equations, and 3) one that processes the 
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concentrations to produce the partial variances of the FAST method. This 
paper has focused on the third routine. The authors have prepared ;a 
complete code consisting of an algebraic manipulation routine to form thle 
rate equations for any set of chemical reactions, the ODE solver EPISODE 
[lo, 111, and the FAST method described here. Interested readers ma:y 
contact the authors to obtain a copy of the code. 
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Appendix A 
Relation of the FAST Method to Sensitivity Coefficients 
In this appendix we summarize the relationship of the FAST method 
to the generalized sensitivity coefficients ( duildkl ) and to the customar:~ 
linear sensitivity measures duildkl 1 x, i = 1, 2, .a, n and 1 = 1, 2, a*., m.. 
Cukier and co-workers [4,5] have considered the problem in somewhat more 
detail. Here we illustrate the results, using as an example the parameter 
representation. 
(30) kl = Gl(sin u p )  = El exp vl 
(31) vl = gl (sin wls )  
where El is the nominal value for the parameter kl. The function gl is de- 
termined to satisfy 
bgl (sin 01) 1 
cos", - - 
b sin 01 a1 
where 01 = wls (mod 2a) and a1 is a constant parameter. From eq. (3) anrl 
Weyl's theorem, we can write 
(33) B$(t) = (ui  (t; s )  sin O1 ) 
where P(O1, , 0,) = (27r)-". Then using eqs. (30)-(33) and integratin;g 
by parts, we obtain the desired relationship between B:,' and (duildvr ) ,, 
where 
(35) 
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and where p(vj, a,) = ajlcosh ajvj. The function 
can be interpreted as a probability density in v space. Thus the Fourier 
coefficient B:) is related to a generalized average of the - sensitivity ( duil 
awl ) . (For an alternative transformation, Gl (sin ols) = kl (1 + vl), the same 
rlesult is obtained.) The relationship of eq. (34) to the linear sensitivity 
n~easure can be seen by expanding dui/dvl in a MacLaurin series about v 
=I 0 and substituting the results into eq. (35) to give 
n p(v,,  a,) d v l  d v, 1: . 1: ,ml 
From eq. (37) it is clear that unless the ui ( t  ; s) are linear functions of the 
parameters kl, .-, k,, the generalized form eq. (34) is not equivalent to 
duildur I ,,=O. If the second and higher order terms can be neglecte!d, then 
tlhe following approximate relationship holds: 
Appendix B 
Extension to Correlated Parameters 
In the preceding development the paranneters kr, 1 = 1,2, -a, m, have been 
assumed to be uncorrelated. Thus a range of uncertainty can be assigned 
to each parameter independent of the uncertainty range assigned to the 
other parameters. Relationships may exist, however, among two or more 
parameters. For example, if k l  and k2 represent fractional paths for a 
single reaction, then kl + k2 = 1. 
We assume that the parameters are subject to the following con- 
straint: 
To  employ the FAST method it is necessary to find a set of transforrnations 
kr = hl (al, a2, a*., a,) such that eq. (39) is satisfied for a set of independent 
a!,. The fundamental Fourier coefficient for a! can be called B,,. Vie need 
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to relate Bum to the Fourier coefficients B,, and B,,. This can be done by 
considering the sensitivity coefficients 
dui m d a l  dui 
-- C-- 
bk,  1=1 dk; d a l  
where d a l l d k j  is evaluated a t  the nominal values 6. The material in 
Appendix A is now needed. By using the v-space average, eq. (35), we can 
approximate eq. (40) by 
Then, from eq. (41), 
bui 1 d a l  dui 
-; ahj  r=l x--(-) a1 dk; dvl 
To illustrate the approach consider, for example, the case of the con- 
straint 
where 0 < k l  < b, 0 < k Z  < a ,  and El = b/2 and E2 = a12. To apply th.e 
FAST method to k l  and k 2  we represent k l  and k 2  by 
Thus for 0 < a < m, the constraint eq. (43) is satisfied. The search 
for a is chosen as 
V'Tm a = -- (1 + sin was) 
2 
and the! FAST method is applied to a rather than to k 1  and k2. For ex- 
ample, the constraint (44) becomes 
We note that -bB,, z aB,,, which is consistent with the relationship be- 
tween the sensitivity coefficients d u l d k l  and duldk2 .  
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Abstract-This paper describes a computational implementation of the Fourier Amplitude Sensitivity 
Test (FAST) and illustrates its use with a sample problem. The FAST procedure is ideally suited to 
the task of determinating the global sensitivity of nonlinear mathematical models subjected to 
variations of arbitrary size in either the system parameters or initial conditions. A FORTRAN 
computer program, capable of performing sensitivity analyses of either algebraic or differential 
equation systems is described. 
Scope-In virtually all branches of science and engineering, descriptions of phenomena leati to 
differential equations of substantial complexity. The complexity of such models makes it difficult to 
determine the effect uncertainties in physical parameters have on their solutions. Traditionally, the 
analysis of the sensitivity of models to small perturbations in parameters is called local sensitivity 
analysis. When a measure of the sensitivity of the solution to variations of a parameter is combined 
in an appropriate manner with a measure of the actual degree of uncertainty in the parameter's value, 
it may then be determined which parameters, through both their sensitivity and uncertainty, have: the 
most influence on the solution. Such a procedure can be called a global sensitivity analysis. 
Conventional global sensitivity analysis techniques have generally been based on either a paltern 
search or Monte Carlo technique. Pattern search and Monte Carlo approaches can become extremely 
time consuming and expensive as the number of parameters become large. 
The Fourier Amplitude Sensitivity Test (FAST) technique associates each uncertain parameter 
with a specific frequency in the Fourier transform space of the system. The system sensitivities are 
then determined by solving the system equations for discrete values of the Fourier transform 
variable and then computing the Fourier coefficients associated with each parameter frequency. 'This 
approach allows nonlinear global sensitivities of systems subjected to large parameter variations to 
be determined in a practical and efficient manner. 
Conclusions and Signiilcance--Because of the complex nature of many physical and chemical 
systems, an integral element of any modeling study should be a formal assessment of the effects of 
uncertainties in the parameterization of the physical processes. In this paper particular attention is 
given to the Fourier Amplitude Sensitivity Test (FAST) for examining the global sensitivity of 
nonlinear mathematical models. The FAST technique allows arbitrarily large variations in either 
system parameters or initial conditions. 
The computer program presented here provides a general framework for implementation of the 
FAST method. When combined with a user supplied subroutine for the specific system of interest, 
the FAST program computes the sensitivities of the system outputs to the parameter variations 
specified by the user. The method is illustrated on an example involving a simple autocatallytic 
reaction mechanism. 
1. INTRODUCTION 
A variely of chemical engineering phenomena are des- 
cribed by lengthy and complex mathematical models. It 
is often desirable to determine the effect of uncertainties 
in system parameters on the system behavior and to 
determir~e which parameters are most influential. The 
complexity of many models makes it difficult to deter- 
mine the effect uncertainties in physical and chemical 
parametlers have on solutions. When a measure of the 
sensitivity of the solution to variations of a parameter is 
combined in an appropriate manner with a measure of 
the degree of uncertainty in the parameter's value, one 
may then determine which parameters, through both 
their ser~sitivity and uncertainty, have the most influence 
'Author whom correspondence should be addressed. 
on predicted system behavior. Such a study can be 
termed a sensitivity/uncertainty analysis or a global 
sensitivity analysis. 
Consider a system that is described by a .set of n 
coupled ordinary differential equations clontaining m 
parameters, k t ,  k2.. . . , k,. 
where x is the n-dimensional vector of the system state 
and k is the mdimensional parameter vector. A basic 
measure of the effect of uncertainties in k on x(t) is the 
deviation in x ctused by a v_ariation in Ic, h ( t :  k) = 
x(t; k +  Ak) - x( t ;  k), !here x( t ;  k) denotes the solution of 
( I )  at time t with k = k. Taylor's theorem can be invoked 
, MCRAE et al. 
to express the deviation in state variable i as 
" ax. 
~ j ( t ;  k t  ~ k )  = xi( t ;  k )  + 2 -Akj 
, = I  akj 
+ O((max AkJz). (2) 
The partial derivatives dxi(t)ldkj, i = 1,2, . . . , n, j = 
1,2,. . . , m are the so-called sensitivity coeficients. Much 
of the work on sensitivity analysis has been concerned 
with calculation of these sensitivity coefficients. Sen- 
sitivity analysis techniques that rely on calculation of the 
sensitivity coefficients are strictly applicable olnly to 
small parameter variations since the higher order terms 
in (2)  are neglected. 
Although the sensitivity coefficients ax,/ak, .provide 
direct inforn~ation on the effect of a sm_all var~ation in 
each parameter about its nominal value k, on each state 
variable, they do not indicate the effect of simultaneous, 
large variations in all parameters on the state variables. 
An analysis that accounts for simultaneous parameter 
variations of arbitrary magnitude can be termed a global 
sensitivity analysis. The sensitivity coefficients are local 
gradients in  the multidimensional parameter space at the 
nominal value k. A technique that considers the elilect of 
simultaneous parameter variations over their actual 
expected ranges of uncertainty produces an awerage 
measure of sensitivity over the entire admissible region 
of variation and thus provides an essentially different 
measure of sensitivity than that of the sensitivity 
coefficients. Therefore, both types of analysis are useful 
in studying tlhe behavior of a system. 
Figure 1 shows schematically a hypothetical solution 
surface x , ( t ;  k )  over the domain of uncertainty of two 
Farametgrs, k ,  and kl The nominal parameter values are 
kl  and k2, and the assumed upper and lower limits of 
variation art: indicated producing the domain of un- 
certainty in the kl  - kz plane. The resulting range of 
uncertainty in x, is also indicated. The surface shown in 
Fig. 1 is that at a certain time t. Generally the variations 
in the solutions x,( t ) ,  i = 1,2, .  . . , n must be considered 
as a functioln of time. The point Q on the solution 
surface represents the magnitude of the solutio~n x, at 
time t with both parameters at their nominal, car best 
guess, values. Varying both parameters over the full 
domain of uncertainty generates the twodimensional 
solution surface that changes as t changes. Tine sen- 
sitivity coeffi~cients, axdak, and axdak2, evaluated at kl  
and k2 represent the slopes of the surface in tile two 
h o ~ n  
tn Ihe 
coordinate directions at point Q. A local sensitivity 
analysis would focus on calculation of these twcl deriva- 
tives and their time variation. For small displacements 
about the nominal values, the tangent plane at Q differs 
from the actual solution surface only by a small amount. 
In this regime the sensitivity coefficients indicate to 
which parameter the solution is most sensitive. The 
sensitivity coefficients at point Q do not con~tain in- 
formation on the behavior of the surface away from Q 
nor do they indicate the full range of variation of xi in 
the domain of uncertainty of the parameters. The global 
sensitivity analysis is concerned with assessing the 
behavior of the entire solution surface of xi over the 
domain of uncertainty of the two parameters. 
If we have some knowledge of the probability dis- 
tributions of the two parameters, pl (k l )  and pz(:kz), the 
probability disribution for xi can in principle be com- 
puted. From the probability distribution of xi, certain 
statistical properties such as the expected value, 
and the variance, 
where 
can be computed. 
In Fig. 2 given assumed probability distribut~ions for 
each parameter, a hypothetical probability distribution 
for the solution is shown. Note that the best value of 
each parameter, the nominal value, may differ in general 
from either the most likely value or the mean value. 
Likewise, the mean value of the solution, (x i ( t ) )  [nay not 
correspond to the value at the nominal parameter values, 
i.e. point Q. 
Whether or not the probability distributions fo~r k ,  and 
k2 are given, the solution surface for xi can be deter- 
mined by systematically selecting points in the domain of 
uncertainty of kl  and k2 and solving the system to 
Fig. I. Hypotl~etical solution surface over the domain of un- 
certainty alf two parameters (after Gelinas and Vajk[B]). 
Fig. 2. Hypothetical probability distribution of solutio~r surface 
corresponding to the probability distributions of the two 
parameters (after Gclinas and Vajk[8]). 
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determine xi(t: k l ,  k z )  This approach is indicated in Fig. 
3. A sen!iitivity/uncertainty analysis necessitates some 
form of sampling over the domain of uncertainty of the 
parameters. 
Figure 3 is a schematic illustration of the Monte Carlo 
method of sensitivity analysis. A random number 
generator is used to select values of the uncertain 
parameters within the domain of uncertainty. The system 
is then solved for each of the parameter combinations 
randomly selected. The values of xi(t: k) thus computed 
are analyzed by standard statistical methods. The dis- 
tribution of values obtained is shown in Fig. 3 as a 
histogram with mean value (xi). The randomly selected 
points in the domain of uncertainty of the parameters 
can be clhosen according to any prescribed probability 
density functions for the parameters. No special pro- 
gramming is required, only that needed to select the 
parameter values and analyze the solutions statistically. 
This paper is devoted to a pattern search procedure for 
global sensitivity analysis that is an alternative to the 
Monte Carlo method illustrated in Fig. 3. The method is 
called the Fourier Amplitude sensitivity Test (FAST) and 
was origi~nally developed by Shuler et al.[l-4]. 
In the next section the mathematical basis of the 
FAST m1:thod is outlined. Then in Section 3 its com- 
putational implementation is described. Section 4 con- 
tains the description of the computer program and its 
operation. An example drawn from chemical kinetics is 
given in Section 5 to illustrate the use of the program. 
2. MATHEMATICAL BASIS OF THE FAST METHOD 
The basic problem is to determine the sensitivity of 
each xi tlo simultaneous variations in all the parameters 
{kj}. This is done by considering that the {kj} have a 
distributi~~n of values resulting from either imprecision or 
uncertainty in their definition. Under these. conditions, 
the ensemble mean for xi is given by the generalization 
of (3), 
where p is the rn-dimensional probability density for k. 
The central idea of the FAST method is to convert the 
m-dimensional integral (6) into a one dimensional form 
Fig. 3. Monte Carlo approach to generating the solution surface 
(after Gelinas and Vajk[BI). 
-- -- 
by using the transformation, 
For an appropriate set of functions {GI],  it can be shown 
that (51 
ii = (xi) = lim I T  xi[kI(s), k2(s), . . . . k,(s)l dl. (8) T - 2 T  -T 
This relationship will hold only if the frequency set, {w,}, 
is incomlmensurate, i.e. 
for an integer set of {yi} if and only if yi = 0 for every i. 
The funlctions {GI}  need to be chosen so that the arc 
length, tls, is proportional to p(kl ,  kz, . . . , k,) dk, for all 
I .  The transformation then results in a search curve that 
samples the parameter space in a manner consistent with 
the statistics described by p(kl, k2,. . . , k,). 
The parametric curve defined by (7) is termed a search 
curve, and s is termed the search variable. As s is varied, 
(7) traces out a space filling curve in the parameter space. 
If it were possible to use an incommensurate frequency 
set, the curve would never close upon itself and would 
pass arbitrarily close to every point in the parameter 
space. This result is a consequence of Weyl's theorem. 
When integer frequencies are used, it is not possible to 
obtain a truly incommensurate frequency s,et and the 
search curves take on the appearance of rnulti-dimen- 
sional Lissajous curves. The use of higher frequencies 
results io successively longer search curves. Two exam- 
ples are shown in Fig. 4 and 5. The length of the search 
curve and the density of sample points is considerably 
greater in the second case. 
Practical considerations dictate that an integer rather 
than an incommensurate frequency set mulst be used. 
This introduces two types of error. First, the search 
curve is no longer space-filling, i.e. it does not pass 
Fig. 4. Search curve with frequencies ol = 3., w2 = 5. 
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variance of xi, i.e. 
k ,  = k, e x p [ ; , t t n ( ~ , s ) ]  
- 
k t  k2 [ 1 + Y2 son (%t)] 
w s[11.13] N.53 
Fig. 5. Search curve with frequencies W ,  = 1 I ,  y = 13. 
arbitrarily close to any point in the k-space; secondly, 
the fundamental frequencies used to describe the set {kt} 
will have harmonics that interfere with one another. 
However, the: differences between f and (x) for a well 
chosen integer frequency set can be made arbitrarily 
small[2,31. 
~ n i n t e g e r  frequency set results in a periodic search 
curve that becomes a closed path in the s-space. When s 
is varied between - a and + a, the entire search curve is 
traversed. The periodicity of the {kt} then implies that the 
Fourier coefficients 
~ i [ k l ( ~ ) ,  . . ., k,(~)] COS (puts) d s  
p = 0 , 1 , 2  ,... (10) 
(i)  - 1 Bpwl - -- I" xi[kl(s). . . . . k,,,(s)] sin (puts) d s  2 a  -, 
are a measurer of the sensitivity of the xi output function 
to the kth uncertain parameter. For instance, in the case 
where xi is totally insensitive to a given parameter, the 
coefficients c~orresponding to that parameter wolulld be 
zero. 
The ensemble average, 
can be expre~~sed in terms of the Fourier coefficients as 
The variance of xi is then 
Parseval's theorem can then be used to determine the 
The variance and harmonics due to wl are expressed by 
The normalized sensitivity measure, the partial variance, 
S:, is then defined by the ratio of the variance due to 
frequency wt to the total variance, 
Thus the {Szj} represent an ordered measure of the 
sensitivity of the system to each of the {kt} parameters. 
The FAST method requires that the system be solved 
to produce the output state variable values, the Fourier 
coefficients and subsequently the partial variance!;. 
3. COMPUTATIONAL IMPLEMENTATION OF THE FAST ALGORITHM 
Application of the FAST method requires the numeri- 
cal evaluation of the Fourier coefficients, A$:, and 
This in turn requires the xi be evaluated as s ranges over 
[ -  T, a ] .  Restricting the frequency set to odd integers 
reduces the range of s to [ -  712, ~121. In this case 
and the Fourier coefficients can be expressed as: 
0 ; jodd 
A:" = (19) 1 [xi(s) + xi( - s)] cos js d s  ; j ev~en 
and 
0 ; j evlen 
B y )  = (20) 1 A [ I 2  [xi($<- xi(- s)] sin js d s  ; j od'd. 
The actual number of points at which the system nnust be 
evaluated can be derived from the Nyquist critelion[6], 
and is found to be 
Where r is the number of solution points and N im even 
integer. For convenience in calculating the Fourier 
coefficients, the additional condition 
where q is an integer is also imposed. The values of s are 
taken to be equally spaced throughout the range [ -  a12, 
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621, alnd the discrete points at which xi is calculated 
in the Fourier space are given by 
The following difference expressions for Fourier 
coefficients can be derived by a simple numerical 
quadrature technique [4,7], 
A/ = O odd) (24) 
B/ = O even) (25) 
0 even) 
(26) 
1 ~ j k  
I -  [i ( x i  -XI,) sin (-)I; ~ d d )  
- 2 q + l  ,'=, 
(27) 
where xi  replaces xi for notational purposes. 
Interference between the frequencies will occur as a 
result of this numerical evaluation when 
which results in 
since 
sin [ nqq ] = f sin [*] (30) 
N 0 m . x  + 1 N o m a ,  + 1 
and 
cos [ ] = f cos [=I. (31) 
N o m a ,  + 1 N o m a x  + 1 
This interference, called aliasing, is eliminating when 
rwl 5 No,,, + 1 . (32) 
N is therefore the maximum number of Fourier 
coefficients that may be retained in calculating the partial 
variances without interferences between the assigned 
frequencies. The expression for S$ then becomes 
Interference will also result from the use of an integer 
frequency set if the number of Fourier coefficients N 
used in the summation (33) is greater than or equal to the 
smal1r:st frequency. To illustrate this consider (33) for the 
frequencies or and o f , ,  
If N ol ,  terms in the series for S$ and St;, become 
identical. For example, if N = w l ,  and if ole> o,, there 
will be a term in the St; series for which 
In such a case, the effect of the variation of parameter 1 
enters spuriously into the partial variance for the varia- 
tion of parameter 1'. 
In general, the interference between the higher har- 
monics will be eliminated when 
N is also related to the number of function evaluations 
requiued by (21), so it is desirable to use the n~inimum 
possible value, which is N = 2 .  Then a minimum 
frequency of at least three is sufficient to remove any 
harmonic interference effects from the partial variances. 
The final expression for the partial variances then 
becomes 
The choice of N = 2 restricts the number of terms in the 
series to two. This is generally sufficient because the 
magnitude of the higher order terms in the Fourier series 
tend to decrease rapidly. 
Implementation of the FAST technique! also requires 
the selection of a frequency set, which can be done 
recursively using 
as described in Cukier et a1.[4]. The a, and d. we have 
used are tabulated in Table 1. 
The final step in the FAST implementation is the 
determination of the transformation function {GI} that 
determine the actual search curve traversed in s-space. 
If the probabilities of occurrence for the parameters { k , }  
are independent, the probability density describing their 
effeclts has the form, 
In tlnis case it can be shown that the transformation 
functions must obey the relation[S] 
with the initial conditions Gl(0) = 0. A tabulation of four 
different search curve formulations and their transfor- 
mation functions is given in Table 2. 
The parameter probability distributions used to derive 
these curves are described in Cukier et ~r1.[3]: The first 
search curve is suitable for cases with smadl variations in 
the uncertain parameters while the second and third are 
applicable to cases with large variations. 
4. PROGRAM DESCRIPTION AND OPERATION 
A flowchart of the FAST program is shown in Fig. 6. 
There are two user interfaces with the program. One is 
the input data set which contains the following in- 
formation; program description cards, control cards, 
analysis times (optional), and parametler cards. The 
second interface is a user supplied subroutine, called F, 
that calculates the state variable values for a given 
paralmeter combination. When the state variables must 
Table 1. Parameters used in calculating frequency sets free of interferences to fourth order 
N Rn d. N nn d" 
Table 2. Search curves for Fourier Amplitude Sensitivity Test computer program 
- 
APPLICATION 
0 - 
hi IS) LCAN VALUE hi N W I W L  VALUE 7 
- I 
IEXPONENTIAL VARIATION hl lr ) .  El alp [Cl son ull] 
- 
k r  - uppi. Iorn~l tor po:amctrr. h:- lowe: l t rn~ l  for pararmlo 
be calculated numerically, the user must also provide a 
subroutine to perform this function. For chemical kinetic 
applications several existing differential equation solvers 
can be easily adopted. 
The input infa~rmation is stored in an array called P. 
Subroutine F must access P in the same sequence that 
the parameters were specified on the input cards. The 
state variables calculated in the F subroutine are retur- 
ned in an array  named C. The structure of this array is 
shown in Fig. 7. An example of subroutine F for the 
sample problem in Section 5 is given in Fig. 8. The 
detailed fields and formats for the input file are shown in 
Table 3. 
The default far the number of analysis times is one, 
and the default for the number of terms in the partial 
variance series is two. If this latter default is to be 
changed, care n~ust be exercised to be sure that the 
number of points at which x and the Fourier coefficients 
are evaluated is also modified so that interferences be- 
tween the parameters will not occur. 
Five files can be accessed during execution of the 
program. These are described in Table 4. Whenever the 
option to save the results is used, both file IDOUT and 
file IDISC must be allocated. IDOUT must be alloci~ted 
when the reanalysis option is specified, and IDPLT must 
be allocated when the option to plot the partial variances 
is used. ICARD and IPRIN must be allocated at all 
times. 
Several of the arrays used in the FAST program can 
become quite large for problems involving several 
parameters, output state variables and/or analysis tirnes. 
The default sizes for the program arrays are give11 in 
Table 5. The program tests the input requests to deter- 
mine if the fault storage is sufficient, if not, the program 
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( 1 . 0  + (!.a - KO !'EXP( -2:TE ' 20 *' ';53 ) Fig. 6. Fourier Amplitude Sensitivity Test program. c 
C STORE THE S O L U T I O N  I N  TnE O j l P u T  :;>Y 
Fig. 8. Description of subroutine F. 
Output Array - Array Index 
will terminate and write an error message! describing 
m 1 which arrays rquire enlargement. 
i t h  a ~ i d l y s i s  time 
- 
5. SAMPLE PROBLEM 
To illustrate the use of the FAST program, a simple 
example consisting of a single, autocatalytic reaction, 
is considered. The concentration of X is gov'erned by 
If we assume that [A]  is constant, the di~nensionless 
concentration 
can be defined, and the differential equation solved to 
yield 
[R] = [ I  - (1 - [R];') - k ~ [ * l g ] - l .  
yth allalysis t ime  : 
~ X M  For the purposes of sensitivity analysis, we express kf in 
"n the Arrlnenius form, 
Fig. 7. Structure of the output array C kf = Bf e-'fIT. 
Table 3. Input fields and formats 
Problem Descr ipt ion Card!; 
Col 1-72. Descr ipt ive tex t .  Nunber o f  cards i s  op t iona l .  The end 
o f  the t e x t  i s  ind ica ted  by a i n  col  1 o f  the l a s t  descr ip t ion  card. 
Control Card 
Col . Descr ipt ion 
- 
1-5 number of analysis times 
6-10 nurber o f  inpu t  parameters 
11-15 rider o f  output s ta te  var iables 
16-20 number o f  terms i n  the p a r t i a l  variance sun ( d e f a u l t  2) 
21-25 op t ion  t o  p r i n t  amplitudes 
26-30 op t ion  to p r i n t  parameter c d i n a t i o n s  
31-35 op t ion  t o  p r i n t  s t a t e  var iab le  outputs 
36-40 m u l t i p l i e r  N i n  N=h X + l  ( d e f a u l t  2) 
41-45 op t ion  t o  p r i n t  unsorted p a r t i a l  variances 
46-50 op t ion  t o  save s t a t e  var iab le  outputs on d isc  f i l e  
51-55 op t ion  t o  reanalyze s t a t e  var iab le  outputs 
56-60 op t ion  to p l o t  p a r t i a l  variances 
61-65 op t ion  t o  renormalize p a r t i a l  variances f o r  p l o t t i n g  
66-70 opt ion t o  p r i n t  p a r t i a l  variances dur ing reanalysis 
71-75 op t ion  t o  p r i n t  sorted p a r t i a l  variances dur ing p l o t t i n g  
Analysis Times (Optional ) 
Descr ipt ion 
1-10 Analysis time. Number of cards required i s  determined by 
the nu&er o f  analysis times entered i n  the cont ro l  card. 
(These cards may be omit ted i f  the number o f  analysis 
times entered on the cont ro l  card i s  zero.) 
Parameter Card 
Col Descr ipt ion 
1-5 Parameter n d e r .  This nunber i s  the array index used f o r  
the  P array i n  Subroutine F. The frequency assignment i s  
done i n  the order i n  which the parameter cards are input.  
I f  an a1 te rna t ive  frequency assignment i s  desired, the order 
i n  which the parameter cards are input  should be changed, 
b u t  not the parameter nunber. 
6- 10 Search curve type 
0 = Fixed Parameter 
1 = Small Paramter  Var ia t ion  
2 = Large Paramter  Var ia t ion  
3 = Parameter Var ia t ion  Expressed as Frac t iona l  Change 
11-20 Lower parameter 1 i m i  t o r  f i x e d  parameter val tie 
21-30 Upper parameter l l m i t  ( type 1) o r  scale f a c t o r  (types 2 and 3). 
31-80 Parameter Descr ipt ion.  
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Table 4. Files used by FAST program 
Name U n i t  N d e r  Descr ipt ion 
I NUT 1 Reanalysis F i l e .  When the op t ion  t o  save 
the r e s u l t s  i s  used, the  output values are 
stored on t h i s  f i l e .  When the reanalysis 
op t ion  i s  used, the s t a t e  values fm t h i s  
f i l e  are read as input .  
IDISC 2 
IOPLT 3 
Save f i l e .  When the save op t ion  i s  on, a l l  
o ther  program i n f o m t i o n  inc lud ing  the par- 
t i a l  variances i s  w r i t t e n  t o  t h i s  f i l e  fo r  
l a t e r  use. 
P l o t  f i l e .  A l l  i n f o m t i o n  required fo r  
p l o t t i n g  i s  stored on t h i s  f i l e  dur ing pro- 
gram execution and read back dur ing the 
execution o f  the p l o t  rout ine.  
]CARD 5 User's inpu t  f i l e .  
IPRIN 6 Output p r i n t  f i l e .  
Table 5. FAST program array default sizes 
Array Descr ipt ion 
Defaul t  Size 
Size Var iable 
l VARB Variable Numbers 100 NVMAX 
ITYPi Var iable Types 100 NVMAX 
UBAR Nominal Val ues 100 NVMAX 
PEAR Mean Values 100 NVMAX 
PV Variances 100 NVMAX 
INDEX Sort  Array 100 NVMAX 
PARM Parameter Conhinations 100 NVMAX 
OESC Parameter Descr ipt ions (48,100) NVMAX 
I W  Frequency Set 50 NPMAX 
TIME Analysis Times 50 NTMAX 
OUTPT Parameter Output 200 NOMAX 
F I Output f o r  A l l  2000 NSMAX 
Parameter Combinations 
NVMAX Max Number o f  Input  Parameters 
NPMAX Max Number o f  Var iable Parameters 
NTMAX Max Nurnber o f  Analysis Times 
NOMAX Max Storage For Each Parameter C h i n a t i o n  200 
NSMX Max Storage f o r  A l l  Parameter to rh ina t ions  2000 
NEQN Number o f  Solut ions f o r  Each Combination no l i m i t  
NSTAT N h e r  o f  State Var iable Outputs no l i m i t  
We wish to examine the sensitivity of [XI to [XI,, [A], 
Bf, Cf, and T from t = 0 to t = 2. The nominal values and 12 hki 1 
~ i ( t ) =  m df . 
ranges of variation of these five parameters are given in 
Table 16. 3 lqbki1 
Figure 9 shows the first-order normalized sensitivity 
coefficients as a function of time evaluated at the Figure 10 presents the partial variances for the 5 
nomind values of Table 6. These are defined by parameters as determined by the FAST method with the 
Table 6. Paramelcr variations for autocatalytic system 
- 
Parameter Nominal Value Range o f  Uncertainty [ + 5 % )  
C, ond T 
I 
t 
Fig. 9. First-order sensitivity coefficients for the reaction A + X S 2 X .  
t 
Fig. 10. Partial variances from the FAST method for the reaction A + X*2X. 
+ 5% variations of Table 6 using search curve 1 of Table are the same, the partial variances of [A]  and BJr and Cf 
2. We note first that the first-order sensitivities of [XI to and T are identical, as seen in Fig. 10. The qualitative 
variations in [A]  and B, are identical because the:se two results of both the first-order sensitivity coefficiants and 
parameters appear as a product in [XI.  The same the FAST partial variances are the same, althalugh the 
behavior is noted for C, and T. As long as the un- relative magnitudes differ somewhat. A difference in 
certainty ranges chosen for these two sets of parameters relative magnitudes is expected since the first-order sen- 
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sitivity coefficients are computed at the nominal values, 
whereas the FAST partial variances involve simul- 
taneous variation of all five parameters over their range 
of uncertainty, in this case + 5%. Both sets of cal- 
culations show that [XI is most sensitive to [A]  and Bf. 
Npte that the FAST method shows that the sensitivity of 
[XI ta [XI, close to t = 0 is larger than indicated by the 
first order sensitivity coefficient. 
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NOMENCLATURE 
A constant chemical species 
A)" jth Fourier cosine coefficient for the ith state variable 
B, pre-Arrhenius rate term 
BY' jth Fourier sine coefficient for the ith state variable 
Cl activation energy term 
d. frequency set generation parameter 
f(x; k) general system function 
GI transformation function 
k, forward rate constant 
ki ith uncertain parameter 
k,' lower limit of ith uncertain parameter 
k," upper limit of ith uncertain parameter 
k, reverse rate constani 
m number of uncertain parameters 
n number of state variables 
N number of Fourier coefficients 
p(k) probability distribution of the uncertain parameters k 
q quadrature index 
r number of numerical solution points 
r' ratio of parameter lower limit and mean value 
r" ratio of parameter upper limit and mean value 
s Fourier space variable 
ourier Amplitude Sensitivity Test (FAST) 25 
s. discrete Fourier'space variable 
S$ partial sensitivity of the ith state variable to the jth 
uncertain parameter 
T temperature 
.r state variable 
x the value of the ith state variable at tlhe kth numerical 
solution point 
X chemical species 
X normalized chemical species 
cu, search curve parameter 
PI search curve parameter 
,-J: partial variance of the ith state variablr: 
pi normalized linear sensitivity coefficient for the ith state 
variable 
uj Fourier frequency assigned to the jth parameter 
C, nominal value of the jth uncertain parameter 
0. frequency set generation parameter 
( )  ensemble average quantity 
.- time average quantity 
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10.5 Applic.ation of the Fourier Amplitude Sensitivity Test to 
Atmos~heric Dis~ersion Problems 
A majalr advantage of the Fourier Amplitude Sensitivity Test ICFAST), 
introduced i.n the previous section, is that it enables a formal study 
of the relative influences of large parameter variations in nonlinear 
systems. As such the method is ideally suited for examining the effects 
of parameter uncertainties on the predictions of atmospheric dispeicsion 
models. In this research the system of most interest is the atmospheric 
diffusion equation. 
This equation describes the forma.tion and transport of photochemical 
air pollution. The parameters and processes of most importance are: 
advective transport by the flow field, u, turbulent diffusion charac- 
terized by t:he eddy diffusivities, - K, and the chemical reactions R(c). 
In addition the source emissions, which enter the system (10.22) through 
the boundary conditions, have a major impact on the calculated results. 
This section discusses the application of two sensitivity analysis 
methods to EL simplified representation of the full, three-dimensional 
airshed model. 
While a complete sensitivity analysis of (10.22) has not as yet 
been undertaken, some preliminary steps have been made by studying 
individual elements of the basic model. For example, Falls et al. (1979) 
i n v e s t i g a t e d  t h e  in f luence  of parameter v a r i a t i o n s  on t h e  p r e d i c t i o n s  
of a photochemical r e a c t i o n  mechanism. The r e s u l t s  of t h a t  st:udy a r e  
presented i n  Sec t ion  10.6.  Koda e t  a l .  (1979a) used t h e  FAST method t o  
examine t h e  e f f e c t s  of u n c e r t a i n t i e s  i n  s p e c i f i c a t i o n  of t h e  v e r t i c a l  
t u r b u l e n t  t r a n s p o r t .  The system considered i n  t h e i r  work was t h e  one- 
dimensional form of (10.22) 
wi th  t h e  boundary and i n i t i a l  cond i t i ons  given by 
The p r i n c i p a l  f i nd ing  from t h e i r  s tudy  was t h a t  t h e  concent ra t ion  predic-  
t i o n s  were most s e n s i t i v e  t o  v a r i a t i o n s  of t h e  tu rbu len t  d i f f u s i v i t y ,  
K(z),  c:Lose t o  t h e  su r f ace .  I n  pass ing  i t  i s  worthwhile t o  mention t h a t  
t h i s  phys i ca l ly  r e a l i s t i c  r e s u l t  was a l s o  found when the  d i r e c t  and 
v a r i a t i o n a l  s e n s i t i v i t y  a n a l y s i s  methods were app l i ed  t o  t h e  problem. 
Perhaps the most commonly employed form of (10.22) is the simple 
Gaussian plume approximation introduced b.y P a s q u i l l  (1961) and implemen- 
t e d  i n  t h e  w e l l  known workbook of Turner (1970). This  formulat ion 
is  a  good example t o  i l l u s t r a t e  an  a p p l i c a t i o n  of  t h e  FAST method 
because t h e  model can be solved a n a l y t i c a l l y ,  i t  is  widely used i n  
p r a c t i c e  and has no t  been subjec ted  t o  ex t ens ive  s e n s i t i v i t y  ana lyses .  
The model c,an be derived from (10.22) by invoking t h e  fol lowing 
assumptions: s teady  condi t ions ,  a uniform wind speed, u,  i n  t h e  x- 
d i r e c t i o n ,  cons tan t  d i f f u s i v i t i e s ,  no chemical r e a c t i o n  and t h a t  
t r a n s p o r t  i n  t h e  flow d i r e c t i o n  is dominated by advect ion.  Under t h e s e  
r e s t r i c t i o n s  (10.22) can be w r i t t e n  i n  t h e  form 
A s u i t a b l e  s e t  of boundary cond i t i ons  f o r  an  i n i t i a l l y  p o l l u t a n t  f r e e ,  
unbounded atmosphere wi th  no abso rp t ion  a t  t h e  ground i s  given by 
I f  a  s i n g l e  source of s t r e n g t h  Q i s  loca t ed  a t  an e l e v a t i o n  H above 
t h e  su r f ace  then  t h e  s o l u t i o n  of t h e  system (10.27- 10.29) i s  given by 
c ( x , Y , ~ )  = Q ew ( ] {- '1 + exp {- re]] 
4 i T X I ' r i r  
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I n  most a p p l i c a t i o n s  t h e  plume spreading  i s  cha rac t e r i zed  i n  terms of 
t h e  d i s t a n c e  downwind from t h e  source  and as a r e s u l t  t h e  d i f f u s i v i t i e s  
employe~d i n  (10.30) a r e  o f t e n  rep laced  by express ions  of t h e  form 
The b a s i c  Gaussian plume model f o r  t h e  ground l e v e l  concen t r a t ion  is  
then  given by 
The d i s p e r s i o n  c o e f f i c i e n t s  a and oz a r e  determined from f i e l d  experi-  
Y 
ments and a r e  t y p i c a l l y  expressed i n  t h e  form (Gif ford ,  1976) 
where a and b a r e  cons t an t s  which depend on t h e  atmospheric s t a b i l i t y .  
The c o e f f i c i e n t s  used i n  t h e  Turner Workbook a r e  based on t h e  i n i t i a l  
work of P a s q u i l l  (1961) and Gif ford  (1961.). While t h e  va lues  a r e  o f t e n  
app l i ed  t o  a l a r g e  range of s t a b i l i t y  and wind speed cond i t i ons ,  they 
were o r i g i n a l l y  intended f o r  use  only  under r a t h e r  l i m i t e d  contditions: 
wind speeds g r e a t e r  than  2 m / s ,  nonbuoyant plumes, flow over open 
country and downwind d i s t a n c e s  of only a few k i lometers  (Gif ford ,  1976; 
P a s q u i l l ,  1976). I n  a s tudy  of t h e  Gaussian model, Weber (1976) has  
shown t h a t  t h e  d i s p e r s i o n  c o e f f i c i e n t s  and t h e  r e l e a s e  he igh t  a r e  some 
of t h e  most c r i t i c a l  parameters.  M i l l e r  e t  a l .  (1979) reached a  
s i m i l a r  co~ lc lus ion  a f t e r  a n  examination of f i e l d  measurements. In an 
at tempt  t o  improve t h e  p r e d i c t i o n s  Lamb (1979) used Lagrangian s i m i l a r i t y  
theory t o  desc r ibe  t h e  d i s p e r s i o n  under uns t ab le  condi t ions .  So Ear 
r e l a t i v e l y  few sys temat ic  s t u d i e s  have been made of t h e  in f luence  of 
parameter u n c e r t a i n t i e s  on t h e  p r e d i c t i o n s  of t h e  Gaussian model. 
Because of t h e  s imple form olf (10.33) i t  a l lows  a  s t r a igh t fo rward  
eva lua t ion  of  t h e  p a r t i a l  de r iva . t i ves  of t h e  concent ra t ion  wi th  r e s p e c t  
t o  t h e  d i f f e r e n t  model parameters.  These express ions  a r e  given by: 
. - 
- .  - = axb t h e n  
where o' can be  e i t h e r  o o r  o . Given t h e  system (10.35 - 10.41 ) i t  is 
Y z 
possib1.e t o  d e f i n e  a  s e t  of normalized s e n s i t i v i t i e s  a t  each tiownwind 
d i s t ance .  
The express ions ,  pi(x), a r e  analogous t o  t h e  p a r t i a l  va r i ances  a s s o c i a t e d  
w i t h  t h e  FAST method, however i t  is  important  t o  n o t e  t h a t  t h e  p a r t i a l  
d e r i v a t i v e s  a r e  a  l o c a l  r e p r e s e n t a t i o n  of t h e  model s e n s i t i v i t y .  The 
cond i t i ons  chosen f o r  t h e  s tudy  a r e  shown i n  Table  10.2.  
F igures  10.6-10.8 d e p i c t  t h e  r e s u l t s  of t h r e e  c a l c u l a t i o n s ,  two 
involve  sma l l  p e r t u r b a t i o n s  and t h e  o t h e r  l a r g e  v a r i a t i o n s  i n  t h e  model 
parameters .  The f i r s t  two cases  were chosen t o  provide  a  means of  
comparing t h e  FAST method wi th  t h e  l i n e a r i z e d  approximation (1.0.35 - 
10.41).  A s  expected both  approaches produced s i m i l a r  r e s u l t s .  Close 
t o  t h e  source  t h e  major i n f luence  on t h e  ground l e v e l  concen t r a t i on  
i s  from t h e  v e r t i c a l  d i s p e r s i o n  and i n  p a r t i c u l a r  t h e  c o e f f i c t e n t  b (o  ) .  
z 
Fur the r  downwind, a t  t h e  l o c a t i o n  of maximum impact,  t h e  model. p r e d i c t i o n s  
a r e  most in f luenced  by t h e  h o r i z o n t a l  d i s p e r s i o n  and t h e  source  he igh t .  
TABLE 10.2 
Parameters Studied i n  Gaussian Plume Model 
PARAMETER. (k) NOPIINIAL VALUE k(0)  LARGE PARAMETER RANGE 
Source S t rength  (g / s )  100 
Wind Speed (m/s) 5 
Release Height (m) 10 
a (m) = ax: b 
z 
b 
a (m) = ax: 
Y 
Note: t h e  aZ and a va lues  correspond t o  Pasqui l l -Gifford s t a b i l i t y  
c l a s s  D and xave been ex t r apo la t ed  from Turner (1970). 
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I n  t h e  f a r  f i e l d , d i s p e r s i o n  s t i l l  dominates t h e  concent ra t ion  l e v e l s  
however t h e  e f f e c t s  of wind speed and source s t r e n g t h  a r e  more apparent .  
The o s c i l l a t i o n  i n  t h e  s e n s i t i v i t y  c o e f f i c i e n t s  a s soc i a t ed  wi th  a 
z 
a r i s e  from t h e  s i g n  change which occurs  i n  (10.42) when t h e  downwind 
d i s t ance ,  x, exceeds t h e  va lue  ( H / a ~ l ' ~ .  The only  major d i f f e r e n c e  
between t h e  smal l  and l a r g e  v a r i a t i o n  cases  is t h a t  t h e  r e l a t i v e  r o l e s  
of o and o a r e  reversed.  
Y z  
The r e s u l t s  of t h e  s e n s i t i v i t y  ana lyses  have important  p r a c t i c a l  
consequences. For t h e  chosen cond i t i on  both t h e  e f f e c t i v e  r e l e a s e  
he igh t  and t h e  d i s p e r s i o n  c o e f f i c i e n t s  have a major impact on t h e  
ground l e v e l  concent ra t ion .  Each of t h e s e  parameters i s  s t rong ly  
inf luenced  by t h e  v e r t i c a l  temperature s t r u c t u r e .  A s  a  r e s u l t  t h e  
parameters ,  and i n  t u r n  t h e  model p r e d i c t i o n y a r e  q u i t e  dependent on 
t h e  accuracy of t h e  procedures  adopted t o  c h a r a c t e r i z e  t h e  atmospheric 
s t a b i l i t y .  Considering t h e  known l i m i t a t i o n s  of t h e  Pasqui l l -Gi f ford  
s t a b i l i t y  c l a s s i f i c a t i o n  scheme t h e  f ind ings  of t h i s  s tudy suggest  t h a t  
more a t t e n t i o n  needs t o  b e  g iven  t o  developing b e t t e r  e s t ima te s  of t h e  
plume r i s e  and t u r b u l e n t  d i s p e r s i o n  c o e f f i c i e n t s  . (Add i t iona l  work 
is requi red  t o  ana lyze  t h e  s e n s i t i v i t y  of t h e  complete atmospheric d i f -  
f u s i o n  equat ion.  The fol lowing s e c t i o n  p re sen t s  a  d e t a i l e d  eva lua t ion  
of t h e  chemical r e a c t i o n s  embedded i n  t h e  a i r shed  model. 
10.6 S e n s i t i v i t y  and U n c e r t a i n t y  o f  Reac t ion  Mechanism f o r  
Photochemical  A i r  P o l l u t i o n  
(Repr in ted  from I n t .  J o u r n a l  of Chemical K i n e t i c s ,  11, 1137-1162.) 
-
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Abstract 
A sensitivity/uncertainty analysis is performed on a mechanism describing the chemistry 
of the polluted troposphere. General features of the photochemical reaction system are 
outlined together with an assessment of the uncertainties associated with the formulatic~ns 
of mechanistic details and rate data. The combined effects of sensitivity and uncertainty 
are determined using the Fourier amplitude sensitivity test (FAST) method. The results 
of this analysis identify the key parameters influencing the chemistry of NOn, 03, and PAN. 
Based on these findings, a series of recommendations are made for future experimental kinetic 
studies. 
Introduction 
A lkey problem underlying the development and evaluation of kinetic 
mechianisms for atmospheric chemistry is determining the sensitivity of 
the concentration predictions to those uncertain aspects of the reactiton 
scheme. Such a determination can serve as a valuable guide for future 
experimental studies and for identifying those parameters that, when varied 
within accepted bounds, will be most influential on the predictions of the 
mech~anism. 
Although the qualitative aspects of the chemistry of the polluted tro- 
posplhere appear to be reasonably well understood, there are many im- 
portant details that still need to be investigated before a complete quan- 
titative understanding of the photochemical smog system is possible. 
Seveiral groups [I-71 have formulated chemical reaction mechanisms for 
polluted tropospheric chemistry. Some of these are based on specific 
surrogate hydrocarbon chemistries [I-41. In others, attempts have been 
made to simulate the complex ambient atmospheric system by representing 
the glenera1 features of the hydrocarbon chemistry [2,5-71. !All mechanisins 
contain aspects of uncertainty, whether in unknown rate constants, in the 
importance of competing reaction paths, or in the manner of representing 
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the reaction of a generalized species. The measure of the accuracy o f 2  
' J 
/ mechanism is usually based on the extent of agreement between predicted 
concentration profiles and those generated experimentally in smog 
chambers. 
Even though the mechanisms [l-71 currently under study differ in de- 
tails, the basic structure and qualitative behavior of each is similar. Thus, 
a separate study of the sensitivity of each of the mechanisms is unneces- 
sary. 
The object of this work is to examine closely the sensitivity of mecha- 
nisms for photochemical smog to those aspects of the chemistry that are 
currently uncertain. In doing so, it is hoped that certain general features 
of the photochemical system will emerge; features that are common to all 
mechanisms and for which estimates of the effect of uncertain parameters 
will be valuable. A similar study was carried out by Dodge and Hecht [8] 
in 1975 using the Hecht-Seinfeld-Dodge mechanism [9]. The mechanism 
of Falls and Seinfeld [7], which includes the latest available information 
on rate constants, reactions, and has all of the major features present in the 
lumped mechanisms of Whitten and Hogo [2], Gelinas and Skewes-Cox 
[5], and Martinez e t  al. [6] is used in this work. Sensitivity analyses are 
carried out using the Fourier amplitude sensitivity test (FAST) method 
of Shuler et al. [lo], as described by Koda et al. [I I]. Only a brief discussion 
of the method is given here; extensive details are available in the cited 
references. 
This work begins with a brief discussion of the chemistry of photo- 
chemical smog, aimed a t  elucidating the general structure of the system 
within which mechanistic and kinetic uncertainties will be evaluated. Next, 
based on published reports of measured rate constants and product dis- 
tributions for individual reactions, the uncertainty associated with each 
element of the Falls and Seinfeld mechanism [7] is estimated. The sensi- 
tivity analysis method is then described briefly, with emphasis on the im- 
plementation of the parameter uncertainty bounds and interpretation of 
the results. ' Finally, the results of the sensitivity analysis are presented 
and discussed in detail, leading to a ranking of the most influential elements 
of the mechanism based on the combined effects of uncertainty and sen- 
sitivity. 
Photochemical Smog Chemistry 
NO2, NO, and O3 participate in the well-known cyclic set of reactions 
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In the absence of significant competing reactions, a photostationary state 
is reached among reactions (1)-(3) in which the steady-state ozone con- 
centration is given by [O3Iss = k1[N02]/k3[NO]. However, if a process other 
than that in reaction (3) can convert NO to NOz without consuming a 
molecule of 03, the ozone concentration will increase due to the increase 
in the N02/N0 concentration ratio. 
The two main processes by which NO is converted to NOz, without the 
loss of ozone, involve the hydroperoxy radical H02 and peroxyalkyl radicals 
R02 via 
Hydroperoxy and peroxyalkyl radicals arise in the photochemical smog 
system from the photolysis and oxidation of hydrocarbon species. 
One source of peroxy radicals is from the photolysis of aldehydes that 
originate in the atmosphere both from emissions and as the products of 
chemical reactions. Formaldehyde photolysis, at  wavelengths less than 
370 nm, proceeds by either a molecular or a radical path: 
Both hydrogen atoms and formyl radicals react rapidly with 0 2  to produce 
HOz and H 0 2  + CO, respectively.  here is still some disagreement con- 
cerning the HCO-02 reaction products; however, most evidence indicates 
that the products are H02 and CO.) Higher aldehydes also photodissociate 
to give alkyl and formyl radicals: 
RCHO + hv -- R + HCO 
In addition to their photolysis, the reaction of aldehydes with OH serves 
as an important radical source and chain carrier. Hydroxyl radicals are 
generally thought to abstract the aldehydic H atom from aldehydes: 
OH + RCHO + RCO + H20  
Oxidation of hydrocarbon species provides another source of hydroperoxy 
and peroxyalkyl radicals in the atmospheric system. The key species in 
the initial oxidation of hydrocarbons is the hydroxyl radical, the major 
sources of which are indirect chain-related processes such as the photolysis 
of aldehydes and the reaction of O3 with olefins which lead to OH radicals 
through the reaction of H 0 2  with NO. Minor sources of the hydroxyl 
radical include the photolysis of nitrous acid, the photolysis of hydrogen 
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pel-oxide, and the reaction of water with singlet oxygen atoms (O(1D)) which 
originate from the photolysis of ozone: 
HONO + hv -- OH + NO 
IHydroxyl radical attack on hydrocarbons leads eventually to a variety 
of lperoxy radicals, such as peroxyalkyl, peroxyacyl, and hydroxy-peroxy- 
alk yl radicals. These radical species convert NO to NO2, thereby producing 
ozone, and also serve as sources of alkoxyl, acyl, hydroxy-alkoxyl, and hy- 
droperoxy radicals. 
Major Uncertainties in Photochemical Smog Chemistry 
'With the recent elucidation of the chemistry of the reactions of OH and 
H 0 2  with NO and NO2 [12,14,15], the inorganic portion of the photo- 
chemical smog mechanism is now, by and large, well understood. T'able 
I lists the mechanism under study along with its associated uncertain~ties. 
Figure 1 shows the structure and species interaction within the reaction 
mechanism. Uncertainties to be discussed here include: 
( a) Photolysis rates 
(b)  Alkane-OH product distributions 
( C) Olefin-OH and olefin-O3 product distributions 
( d) Aromatic chemistry 
(.e) Alkoxyl radical reactions 
( f) RO,/NO, reactions 
44 major uncertainty in the mechanism lies in the values of the photolysis 
rate constants. For analyzing smog chamber data, photolysis sate conslmts 
re1,ative to the reported value for NO2 are frequently used. Photolysis rate 
constants as a function of wavelength can be calculated from 
where 
/i, = photolysis rate constant for species j 
t ~ ;  (A)  = absorption cross section of species j 
0; (A)  = quantum yield for the photolysis of species j 
ir(N = actinic irradiance 
IData applicable to some atmospheric systems have been compiled by 
Sclhere and Demerjian [26]. For species such as NO2, HONO, and 0:%, for 
which extensive experimental determinatiolns of absorption cross sec1;ions 
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Figure 1. Flow diagram of Falls and Seinfeld reaction mechanism. 
and quantum yields have been a~ccomplished, photolysis rate constants aire 
thought to be fairly reliable. However, since cross section and quantuim 
yield data for formaldehyde, higher aldehydes, and alkyl nitrites are much 
less well characterized, many photolysis rate constants are subjected to large 
unceritainty. Of course, even if absorption cross sections and quantuim 
yields could be determined accurately for all photosensitive species, 
uncertainties in atmospheric photolysis rate constants would still exist, 
as meteorological conditions, clouds, dust, and aerosols cause unknown 
variances in actinic irradiance. 
Whereas rate constants in th~e inorganic portion of the mechanism aire 
known fairly well, many more w~certainties, both in reaction rate constants 
and products, are associated with the organic reaction steps. Still to be 
determined are product distributions and reaction rate constants for the 
initial steps of the reactions of OH and hydrocarbon species, the largelst 
uncertainties lying in the routes of the various radical species produced. 
For example, although rate constants for alkane-OH reactions are well 
established, the ratio of internal to external abstraction for all alkanes is 
not ki~own. Addition to 0 2  to form peroxyalkyl (R02) radicals can be 
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considered as the sole fate of the alkyl radials first produced in alkhe-OH 
reactions, but after the formation of alkoxyll radicals through the conversion 
of NO to NOz, the reaction*mechanism becomes uncertain. Alkoxyl rad- 
icals can decompose, react with 02, isomerize, or react with NO or NO:1, with 
the importance and rate of each reaction path depending on the nature of 
the alkoxyl group. Even for the most studied of the alkane-OH reactions, 
the relative rates between decomposition, isomerization, and reaction with 
02,  NO, and NOz for alkoxyl radicals have not been measured, but must 
be estimated [3]. The n-butane-OH reaction mechanism, for which the 
ratio of internal to external abstraction is known to be about 86-14 [3], gives 
rise to see-butoxy and n-butoxy radicals. Various possible reaction 
pathways for these two radicals are: 
\ ( RONO ) 
( RONO,) 
and 
decomp 
HCHO + CH,CH,CH:OA. 
( RO, ) 
HOL + CH,CH,CH,CHO 
(RCHO ) 
isom. CH ,CH,CHICH,O. 
( RO,) 
4 CH ,CH,CHICH20N0 
( RONO) 
CH ,CHICH,CHPNOi 
(RONO, ) 
PHOTOCHEIMICAL AIR POLLUTION 1143 
Less well understood than alkane reaction mechanisms are olefin oxi- 
dation processes. Whereas reactions of alkanes with O3 could be neglected, 
both olefin-OH and olefin-Ola reactions occur to a significant extent. 
Olefin-OH reactions may proceed by addition or abstraction 1351. F'or 
smaller olefins, the addition path predominates. However, the abstraction 
fraction increases with the size of the olefin. Along the addition path for 
terminally bonded olefins, there is uncertainty as to the ratio of internal- 
to-external addition. Similar to alkyl radicals, the hydroxy-alkyl radicals 
formed in the initial OH addition to olefins are thought to immediately add 
O2 to form hydroxy-peroxyalkyl radicals and thereafter react with NO to 
give I N O ~  and hydroxy-alkoxyll species. The fate of the hydroxy-a1kor:yl 
radicals is subject to speculation, although the analogous alkoxyl reaction 
paths of decomposition, isomerization, and reaction with NO, NOz, aind 
O2 are the most likely possibilities: 
decomp 
, x t  HCHO + RO, 
OH 0 
I II 
HO, + RCH--CR 
OH ON0 
I I 
RCH-CH 
\ 
R 
\ t RONO) 
OH ONO, \ NO* I I 
+ RCH-CH 
\ 
R 
( RONO, ) 
Of some importance in the p~hotochemical smog system is the oxidation 
of olefins by ozone. The initial rate-determining step in the attack of ozone 
on th~e double bond of olefins is the formation of a molozonide, which, as 
the ring opens, results in a rapid equilibrium between the two possible forins 
of the oxy-peroxy biradical. The primary uncertainty in the olefin-ozone 
reaction mechanism lies in the fate of the oxy-peroxy biradical. Currently 
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'FABLE I. Uncertainties associated with reaction rate constants in the Falls and Seinfeld 
mechanism [7]. 
Sens i - 
Nominal ti v i  t y  
r a t e  cons tan t  Refer- Uncer- 
Reac t ion  ppm-min u n i t s  U n c e r t a i n t y  ence t a i n t y  
(3c0c) ~ a n o e ~  Analys 
I. N02+hv + N0+0(3P) v a r i a b l e  k 1 = +20:; ( e s t . )  * 
7. N02+03 + N03+02 5 .37x10-~  4 . 2 6 ~ 1 0 ' ~  - < k 7  5 6 . 7 6 x 1 0 - ~  12 
8. N03+N0 + 2N02 2 . 7 2 ~ 1 0 ~  2 . 1 2 ~ 1 0  4 - < k8 5 3 . 3 1 ~ 1 0  13 
9. N03+N02 - N205 3 . 6 9 ~ 1 0 ~ '  1 . 0 6 ~ 1 0 ~  -< kg 5 1 . 2 1 ~ 1 0 ~  13  
LO. N205 + N03+N02 1 . 2 1 ~ 1 0 ~  13 
11. N205+H20 + 2HON02 < I .  4 5 x 1 0 - ~  12 
12. NO+N02+H20 + 2HONO 2 . 1 1 ~ 1 0 -  9 12 
14. 03+hv + 02+O(lD) v a r i a b l e  k14 = 130' ( e s t .  ) 
15. 03+hv + O ~ + O ( ~ P )  v a r i a b l e  k15 = 1 30. ( e s t . )  
16. O(lD)+M - 0(3P)+M 4 . 1 4 ~ 1 0 ~  3 . 2 9 ~ 1 0  4 2 k16 5 5 . 2 1 ~ 1 0 ~  12 
17. 0( 'D)+H20 + 20H 3.34x105 2 . 6 5 ~ 1 0  5 - < k17 5 4 . 2 1 ~ 1 0 ~  12 
18. H02+N02 + HON0+02 k19 14 
;? I .  H02+N0 + NOZ+OH 1.18x104 9 . 5 9 ~ 1 0  3 - < kZ1 5 1 . 3 9 ~ 1 0 ~  12 
,?2. OH+NO + HONO 1 . 7 4 ~ 1 0  4 12 
23. 0H+N02 + HON02 1 . 5 ~ 1 0 ~  1.31.x104 5 kZ3  5 2 . 0 7 ~ 1 0 ~  12 
24. HONO+hv + OH+NO v a r i a b l e  k Z 4  = +30% ( e s t . )  * 
27.  H02+H02 + H202+02 3 . 6 3 ~ 1 0 ~  1 . 8 2 ~ 1 0 ~  5 k27 5 7 . 2 6 ~ 1 0 ~  12 
28. H 0 +hv + 20H 2 2 v a r i a b l e  kZ8 = '30": ( e s t .  ) 
;!9. 0H+03 + H02+02 8.04x101 4 . 0 3 ~ 1 0 ~  5 kZ9 5 1 . 6 ~ 1 0  12 
30. H02+03 -+ 0H+202 3.04 1.52 5 k30 5 6.08 12 
31. HCHO+hv + 2H02+C0 v a r i a b l e  kgl = +30:; ( e s t . )  
32. HCHO+hv + H2+C0 v a r i a b l e  k32 = '30: ( e s t . )  * 
33. HCHO+OH + H02+C0 2 . 0 3 ~ 1 0 ~  1 . 6 2 ~ 1 0 ~  2 kg3 5 2 . 5 6 ~ 1 0 ~  12 

FALLS, McRAE, AND SEINFELD 
TABLE 11. Reactions in the R0,-NO, system. 
NO NO, 
RO RO + NO + R O N O ~  RO +  NO^ + R O N O ~  b 
* 
hv + RCHO + HONO 
+ RCHO + HNO 
+ RON02 + RCHO + HON02 
- -- -- 
a The primary pathway for the alkoxyl-NO reaction is RO + NO + RONO. Rate constants 
for this series of reactions have not been measured directly, but have been calculated from 
measured rates of the reverse reaction and thermodynamic estimates. Batt and co-workers 
[ la]  obtained rate constants for several of the above reactions that fall in the range of 3.1-6.2 
x lo4 ppm-lmin-l. Both Mendenhall and co-workers 1191 and Batt and Milne 1201 deter- 
mined the rate constant for t-butoxyl + NO, obtaining 1.55 X lo5 and 6.2 X lo4 ppm-lmin-', 
respectively. Thus the probable uncertainty in an estimated value of a particular RO-NO 
rate constant is a factor of 2-4. In addition to the path shown above there is an abstraction 
reaction, the fractional occurrence of which depends on the alkyl group. The abstraction 
fraction can be estimated based on the data of Batt and co-workers [la]. 
Two reaction paths for alkoxyl-NO2 reactions exist, addition and abstraction. For 
methoxyl + NO2 the abstraction fraction has been estimated by Weibe and co-workers 1211 
to be 0.08 and by Barker and co-workers 1231 to be 0.23. Rate constants for alkoxyl-NO2 
reactions have been inferred from measured values of the ratio of the rate constaints of al- 
koxyl-NO to akoxyl-NO2 reactions. Wiebe and co-workers [21] reported that for rnethoxyl 
radicals this ratio is 1.2, whereas Baker and Shaw [22] obtained 2.7 for the same ratio. Baker 
and Shaw [22] determined a ratio of 1.7 for t-butoxyl radicals. Absolute rate constants for 
RO-NO2 reactions are then obtained on the basis of RO-NO rate constants. 
The peroxyalkyl radical-NO reaction may proceed as shown. Conversion to N(3 to NO* 
occurs primarily by the first reaction. I t  has been postulated that the second reaction will 
occur a fraction of the time for longer chain peroxyalkyl radicals [n > 41. Darnall and co- 
workers [32] estimated the ratio kalk1 to be 0.09 and 0.16 for n = 4 and 5, respective1.y. Aside 
from the H02-NO reaction, rate constant values have not been measured for R02-IVO reac- 
tions. A lower limit for the rate constants for these reactions can be estimated a53 3 X lo3 
ppm-lmin-I based on theoretical considerations. 
Rate constants for the R02-NO2 reaction and the ROzN02 decomposition must be esti- 
mated. 
Hendry and Kenley [31] report a value of 4900 ppm-lmin-I for CH3C(0)02+ NO, whereas 
Cox and Roffey [25] found 3800 ppm-lmin-l. 
The rate constant for the PAN formation step is determined by Hendry and Kenley 1311 
to be 1500 ppm-lmin-I and by Cox and Roffey [25( to be 2070 ppm-lmin-l. PAN thermal 
decomposition rates are also reported by the two investigators. 
Reactions in the RO,/NO, subsystem (Table 11) are subject to dlegrees 
of uncertainty for two reasons. First, the rate constants reported for spe- 
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cific reactions in each lumped group differ among investigators. For in- 
stance, different PAN formation and decomposition rates have been de- 
termiined by Cox and Roffey [25] and Hendry and Kenley [31]. Second, 
since the composition of the lumped radical classes changes throughout 
the degradation process of the different atmospheric hydrocarbon species, 
it is difficult to select accurate rate constants for reactions of the RO,/NO~, 
system. The uncertainties associated with each reaction in the RO,/NO, 
network are summarized in Talble 11. 
Sensitivity/Uncertainty Analysis 
/ A  scansitivity/uncertainty analysis can provide two different but related 
types of information. By individually perturbing parameters a small 
amouint from their nominal values, say f 5%, the absolute sensitivity of the 
predictions of the mechanism can be ascertained. A sensitivity/uncertaini,y 
analysis incorporates the same information and, in addition, takes into 
account the degree of uncertainty associated with each parameter, thereby 
generating a combined measure of sensitivity and uncertainty. Both types 
of analyses are important. For example, a parameter to which the pre- 
dictioins of the mechanism are not especially sensitive may have such a large 
range of uncertainty that, when all possible variations are considered, its 
influence on the predictions is rather substantial. On the other hand, a 
very sensitive parameter may have a small range of uncertainty, and 
therefore its overall influence aln the mechanism, considering both sensi- 
tivity and uncertainty, may be lower than that of other parameters.; 
In many problems the uncertainties are such that linearized methods 
are no longer applicable. The FAST method, which overcomes this re- 
striction, has been developed by Shuler et  al. [lo]. The particular advan- 
tage of this approach is that order of magnitude changes in parameter values 
can be easily accommodated. Basically the procedure involves a simul- 
taneous variation of all the parameters over their individual ranges of es- 
timated uncertainty. Formally the parameters are ranked in the order of 
importance by using normalized statistical measures called partial vari- 
ances. These variances indicate the relative contribution of individual 
parameters to uncertainties in model predictions. The FAST analysis 
identifies the contribution of individual parameters to the total variance 
in each predicted species concentration. To  determine the sensitivity of 
the mechanism, the method can be used with each parameter varied a small 
amouint from its nominal value. Detailed descriptions of the technique 
are available elsewhere [10,11] and will not be repeated here. 
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Discussion of Results 
$'wo types of the sensitivityluncertainty analysis were performed on 
r;i&lations of three different surrogate hydrocarbon smog chamlber ex- 
periments carried out a t  the Statewide Air Pollution Research Center a t  
the University of California, Riverside [33,34].) First, in order to asicertain 
the absolute sensitivity of the predictions of the mechanism to each of the 
reaction parameters being studied, runs were made in which all parameters 
of interest were perturbed from their nominal values by f 5%. In a second 
set of cases, the parameters were permitted to vary overxheir entire un- 
certainty range, thus providing combined sensitivity and uncertainty in- 
formation. The parameter values for these two cases are shown in columns 
2 and 3 of Table I. [Many of the reactions have been shown to have rela- 
1,ively little influence on concentration behavior)[B]. Thus, only those rate 
constants of reactions for which an asterisk(*) exists in column 4 of Table 
I were subject to variation in the studies to be described.? ' --- 
Effects of the parameter variations on predictions of NO2, 03,  and PAN 
were monitored. These output variables were chosen because air quality 
standards exist for NO2 and 03, and because NOz and O3 reflect the major 
features of the chemistry. To explore the effects of varying initial hydro- 
carbon-NO, mixtures on the results of tlhe study, smog chamber simula- 
tions with a wide range of initial conditions were examined. Tables II[I-VIII 
list the parameters and their partial variances, ranked according to their 
effect on each of the output variables, for each of the analyses per- 
formed. 
TABLE 111. Parameter rankings for case 1: small parameter variations. 
Tine 60 min. 120 m i " .  180 min. 240 min. 300 min. 
Rank Parameter P a r t l a l  Parameter P a r t i a l  Parameter P a r t l a l  Parameter P a r t i a l  Parameter P a r t i a l  
Variance Variance Variance Variance Variance 
-- ~ 
OUTPUT VARIABLE: NO2 
1 0.310 kZ3  0.472 kZ3 0.583 k 0.354 0 0.320 
2 kz3  0.309 n 0.310 k1 0.310 o 0.233 k3, 0.286 
3 kZ4 0.193 kjl 0.080 n 0.073 8 0 200 8 0.203 
4 kjl 0.111 8 0.051 kjl 0.026 k, 0.077 k23 0.074 
5 8 0.030 k1 0.025 k34 0.017 kj4 0.056 kj4 0.051 
OUTPUT VARIABLE: O3 
1 k1 0.363 kZ3 0 317 o 0.328 o 0.340 o 0.  345 
2 0.196 o 0.297 kZ3 0.305 kZ3 0.278 kz3  0.254 
3 kZ3 0.181 k3, 0 130 kl 0.148 kjl 0.159, kjl (1.163 
4 kZ4 0.120 kl 0.102 0 0.106 8 0.131 8 [I. 150 
5 k31 0.083 8 0.071 kl 0.038 k34 0.032 kg4 0.035 
OUTPUT VARIABLE: PAN 
1 kZ3 0.391 kZ3 0.485 kZ3 0.432 kZ3 0.386 kZ3 0.350 
2 kZ4 0.212 o 0.187 a 0.230 o (1.245 0.213 0 
3 kjl 0.153 k31 0.161 k31 0.171 k31 0.181 k.31 0.183 
4 0.128 8 0.078 8 0.135 0 0.153 0.110 8 
5 R 0.035 6 0.026 6 0.025 kg4 0.019 k34 c1.020 
-- 
a Simulation: UCR 1195 [32]. Initial conditions: [NOa] = 0.041; [NO] = 0.301; [OLE] 
:= 0.039; [ALK] = 0.358; [ARO] = 0.070; [ETH] = 0.043; [HCHO] = 0.038; [RCHO] = 0.023; 
[HONO] (assumed) = 0.0; k l  = 0.32; simulated NOz peak time = 200 min; [HC/NO,]o = 1.7 
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TABLE IV. Parameter rankings for case 2,a small parameter variations. 
Time 
- 
W min. 120 min. 180 min. 240 mln. 3W min. 
Rank Parameter P a r t i a l  Parameter P a r t i a l  Parameter P a r t i a l  Parameter P a r t i a l  Parameter P a r t i a l  
Variance Variance Varial)ce Variance Variance 
WTPUT VARIABLE: 
1 
2 
3 
4 
5 
OUTPUT VARIABLE: 
1 
2 
3 
4 
5 
OUTPUT VARIABLE: 
kql 0.264 kjl 0.178 k31 0.377 o 0.459 0.575 
kl 0.191 . 0.194 . 0.321 kl 0.338 kl 0.265 
6 0.139 kl 0.112 8 0.104 8 0.105 0.095 
kZ3 0.128 8 0.091 k1 0.054 6 0.023 kj4 0.015 
c 0.086 kZ3 0.066 6 0.019 kZ3 0.020 4 0.013 
O3 
k1 0.473 kl 0.584 k1 0.696 k1 0.778 k1 0.839 
o 0.274 o 0.243 a 0.187 m 0.134 a 0.086 
k2) 0.086 kZ3 0.072 kZ3 0.071 kZ3  0.069 kZ3 0.068 
'31 0.056 k3 ]  0.043 0.021 0 009 k52 0.003 
8 0.012 B 0.035 kl 0.016 k 3 ]  0.003 B 0.002 
PAN 
1 kZ3 0.270 k 0.290 kZ3  0.114 k23 0 . 3 ~ 0  t Z 3  0 . 4 ~  
2 k1 0.216 kZ3 0.284 kg, 0.106 kI1 0 320 k, 0.344 
3 kjl 0.186 kl 0.219 k1 0.199 k1 0.145 k1 0.082 
4 6 0.184 6 0.112 6 0.091 6 0.084 6 0.082 
5 
- 
0.062 8 0.041 8 0.043 B 0.046 B 0.018 
a Sim.ulation: UCR-121J [32]. Initial conditions: [NO21 = 0.012; [NO] = 0.044; [OLE:] 
= 0.04; [ALK] = 0.37; [ARO] = 0.066; [ETH] = 0.042; [RCHO] = 0.06; [HCHO] = 0.01:L; 
[HONO] (assumed) = 0.0; k l  = 0.32; simulated NO2 peak time = 30 min; [HC/NO,]o = 10.:i. 
TABLE V. Parameter rankings for case 3,8 small parameter variations. 
Tine 
-
60 min. 120 win. 180 mln. 240 min. 300 min. 
Rank Parameter P a r t i a l  Parameter P a r t i a l  Parameter P a r t i a l  Parameter P a r t i a l  Parameter P a r t i a l  
Variance Variance Variance Variance Variance 
OUTPIIT VARIABLE: NO2 
1 0.289 0.423 0.431 0.441 0.445 
2 k3? 0.167 8 0.226 8 0.218 8 0.240 B 0.232 
3 0.164 kjl 0.197 kg1 0.198 k3! 0.198 k31 0.200 
4 6 0.112 k2]  0.035 kZ3 0.051 kp3 0.048 k2] 0.040 
5 0.084 6 0.031 a 0.015 0.096 a 0.009 
WTPllT VARIABLE: O3 
1 o 0.464 o 0.463 a 0.458 o 0.448 a 0.401 
2 kz1 0.295 kZ3 0.210 R 0.190 8 0.189 kl 0.205 
3 8 0.083 R 0.155 kZ3  0.165 kZ3 0.136 8 0.149 
4 5 1  0.042 k3]  0.094 kgl 0.120 k3, 0.120 kZ3 0.117 
5 0.027 kl 0.025 kl 0.014 kl 0.075 kg, 0.088 
WTPllT VARIABLE: PAN 
a Simulation: EC-237s [32]. Initial conditions: [NO2] = 0.021; [NO] = 0.075; [OLE] = 
0.030; (ALK] = 0.298; [ARO] = 0.035; [ETH] = 0.175; [HCHO] = 0.0; [RCHO] = 0.001; 
[HONC)] (assumed) = 0.020; k l  = 0.30; simulated NO2 peak time = 30 min; [HC/NO,]o = 5.57. 
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TABLE VI. Parameter rankings for case 4,8 large parameter variations. 
Tim? 60 min. 120 rnin. 180 mln. 240 n ln .  300 mln. 
Rank Parameter P a r t l a l  Parameter P a r t i a l  Parameter P a r t l a l  Parameter P a r t i a l  Paramett!r P a r t i a l  
Varlance Variance Variance Variance Variance 
OUTPUT VARIABLE: NO2 
1 0.933 o 0.831 o 0.854 a 0.846 a 0.826 
2 kZ3 0.018 8 0.055 e 0.091 e 0.105 B 0.122 
3 kZ4 0.011 k51 0.031 kS1 0.018 k51 0.009 k3? 0.013 
4 B 0.010 kZ3 0.019 6 0.008 kjl 0.009 kjl 0.010 
5 k j l  0.005 r 0.010 kjI 0.006 kj2 0 . m  d 0.W7 
OUTPUT VARIABLE: Oj 
1 0.861 o 0.861 0 0.855 o 0.849 o 0.834 
2 R 0.033 R 0.065 0 0.097 e 0.086 e 0.106 
3 k51 0.029 k51 0.023 k51 0.015 k51 0.010 k32 0.013 
4 0.015 6 0.011 6 0 008 kZ3 0.008 kZ3 O.W9 
5 0.009 kjl 0.007 kp3 0.007 b 0.006 k51 0.006 
OUTPUT VARIABLE: P9N 
1 0.643 o 0.624 a 0.634 0 0.633 o 0.618 
2 0 0.112 R 0 203 R 0.243 R 0.265 e 0.286 
3 4 0.061 6 0.048 6 0.031 kjl 0 027 k31 0.027 
4 kS1 0.031 k3, 0.030 kI1 0.028 6 0.023 k Z 3  0.020 
5 kZ3 0.028 kZ3  0.021 kZ3 0 022 kp3 0.020 6 0.018 
a Simulation: UCR 1195 [32]. Initial conditions: [NOz] = 0.041; [NO] = 0.2101; [OLE] 
= 0.039; [ALK] = 0.358; [ARO] = 0.070; [ETH] = 0.043; [HCHO] = 0.038; [RCHO] = 0.023; 
[HONO] (assumed) = 0.0; k l  = 0.32; simulated NO2 real time = 200 min; [HC/NO,]o = 1.7. 
TABLE VII. Parameter rankings for case 5,8 large parameter variations. 
Time 60 m ~ n .  120 mi". 180 mln. 240 mln .  300 mln.  
Rank Parameter P a r t l a l  Parameter P a r t i a l  Parameter P a r t i a l  Parameter P a r t i a l  Parameter Pa r f l a l  
Variance Vanance Variance Varlance Variance 
OUTPUT VARIABLE: NO2 
1 0.535 0.677 o 0.695 o 0.685 o 0.665 
2 6 0.223 u 0.139 R 0.158 0 0.169 0 0.173 
3 a 0.085 6 0.085 6 0.052 k51 0.037 k5 ]  0.030 
4 0.046 kjl 0.038 k3 ]  0.036 6 0.037 kl 0.030 
5 0.041 0.015 k51 0.019 k31 0.033 6 0.028 
OUTPUT VARIABLE: Oj 
I 0.453 0.523 0.466 a 0.394 o 0.411 
2 k5, 0.298 kS1 0.219 k5 ]  0.198 k1 0.256 kI 0.269 
3 kS2 0.066 kI 0.097 k1 0.169 k51 0.150 k5* 0.142 
4 kI 0.064 kS2 0.078 k52 0.112 kS2 0.149 k5]  0.073 
5 6 0.032 6 0.037 0 0.015 kZ3 0.017 0 0.035 
OUTPUT VARIABLE: PAN 
1 0.454 u 0.505 o 0.568 0 0.644 a 0.699 
2 6 0.229 a 0.165 a 0.123 B 0.116 B 0.111 
3 k5i 0.144 k51 0.105 0 u.122 6 0.091 6 0.084 
4 il 0.035 B 0.104 k5, 0.083 kS1 0.053 kjl 0.035 
5 P 0.031 k31 0.040 k31 0.042 kjl 0.038 k5! 0.027 
a Simulation: UCR-121J 1321. Initial conditions: [NO21 = 0.012; [NO] = 0.044; [OLE] 
= 0.04; [ALK] = 0.37; [ARO] = 0.066; [ETH] = 0.042; [HCHO] = 0.06; [RCHO] = 0.011; 
[HONO] (assumed) = 0.0; k l  = 0.32; simulated NO2 peak time = 30 min; [HC/NO,]o = 10.5. 
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TABLE VIII. Parameter rankings for case 6: large parameter variations. 
T i m  60 mln. 120 mill. 180 min. 240 min. 300 min. 
Pa ramte r  P a r t i a l  Pa ramte r  P a r t i a l  Parameter P a r t l a l  Parameter P a r t t a l  Pa ramtc r  P a r t t a l  
Variance Variance Variance Variance Vartance 
WTPUT VARIABLE: 
1 
2 
3 
4 
5 
OUTPUT VARIABLE: 
1 
2 
3 
4 
5 
OUTPUT VARIABLE: 
1 
2 
3 
4 
5 
~ ~ 
n 0 . 6 9 7  o 0.691 o 0.649 a 0.237 o 0 . 7 4 0  
P 0 . 1 6 1  8 0 .207 8 0.267 k 5 1  0 . 7 0 5  k 5 ]  0 . 2 0 0  
0 . 0 7 4  kS1 0.047 k 5 ]  0 .031 k7, 0 .119 k Z 3  0 . 1 2 0  
k 5 ]  0 . 0 4 1  r 0 028 0 021 kj l  0 .109  k 0 . 1 1 0  
k j l  0 . 1 7 5  k3, 0 . 0 1 6  A 0 . 0 ~ 0  r 0.098 6 0 . 0 9 ~  
'3 
0 718 n 0 . 7 4 2  0 . 7 1 6  1 0.650 1 0 5R9 
k 5 ]  0 . 1 6 1  8 0 . 0 9 8  8 0 . 2 2 7  8 0 2R5 0 . 1 4 9  0 
P 0 043 k5, 0 .097 k 5 ]  0 061 k 5 1  0 044 k 1  0 .040 
k52 0 .035 k5? 0 .075 k5? 0 077 k 1  0 . 0 7 8  kSI 0 034 
6 0 . 0 1 8  k 1  0 . 0 1 3  k 1  0 . 0 1 6  k52 0 . 0 1 9  tS7 0 070 
PAN 
til 0 .780 8 0 .417 a 0 495 0 . 7 3 9  7 0 730 
0 .259 n 0.217 7 0 730 k5, 0 .204 k 5 ]  0 . 1 1 9  
P 0 .274 k 5 ]  0 .144 k 5 ]  0 101 k Z 3  0 . 1 7 1  k2, 0 118 
0 .107 1 0 . 1 3 0  O.OR1 kII 0 . 1 0 5  k 3 ]  0 100 
k,, O.ORo k, 0 .046 k.. 0 0 5 1  r o 091 I 0 099 
a Simulation: EC-237s [32]. Initial conditions: [NOn] = 0.021; [NO] = 0.075; [OLE] := 
0.030; [,ALK] = 0.298; [ARO] = 0.035; [ETH] = 0.175; [HCHO] = 0.0; [RCHO] = O.OO!L; 
[HONO] (assumed) = 0.020; k l  = 0.30; simulated NO2 peak time = 30 min; [HC/NO,]o = 5.5'7. 
The results of the FAST sensitivityluncertainty analyses help to point 
out and affirm observations about the qualitative aspects of the chemical 
mechanism and also provide some new insight into the essential features 
of the system. The ranking of these parameters to which the predictions 
of NO2 behavior are most sensitive highlights the most important of the 
many mechanisms by which NO2 is produced. In all the small paramet~ir 
variation cases, the parameters dominating NO2 behavior around the time 
of the! NO2 peak are the photolysis rate, k 1, and the nitric acid formation 
step. Before and after the predicted peak time, variations in the rates (of 
those reactions forming peroxy radicals, especially the aldehyde photolysis 
rates, have the most marked effect. In the simulation with the high hy- 
drocarbon to NO, ratio (case 21, the production of R02  and H 0 2  from the 
ozone-olefin reaction is also important. 
As discussed earlier, peroxy radicals act to convert NO to NO2 by 
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Hence, the rate constants associated with the above reactions, as well as 
the quantities of R 0 2  and H 0 2  available, should have a distinct effect on 
NO2 concentration levels. The fact that aldehyde photolysis, alkoxyl 
radical decomposition, and ozone-olefin reactions all produce peroxy 
radicals explains the large partial variances associated with these param- 
eters. Relative to competing reactions, small variations in k52, the R02-NO 
rate constant, do not produce a large effect on NO2 predictions. The reason 
for this is that the R02-NO rate constanit is so large that other rea~ctions 
cannot effectively compete for R02. 
The differences in chemistry brought about by changes in initial condi- 
tions are evident from a close examination of the outcome of the larger 
parameter variation studies, cases 3-6. When the initial hydrocarbon to 
NO, ratio is low (case 4), a,  the fraction of times that H02  is produce~d from 
FtO, makes the largest contribution to variations in NO2 predictions. 
Where initial HCINO, levels were higher (case 5 ) ,  uncertainties in 
o~zone-olefin product distribution and in the production of aldehydes from 
alkoxyl radicals also contributed significant variances. In systems where 
initial HCINO, ratios are small, or in which fairly unreactive species 
comprise the hydrocarbon mix, there are not enough radicals present to 
convert all the available NO to NO2. As a result, in smog chamber exper- 
iiments of these systems NO2 peaks are broad and occur later in the test. 
For those initial mixtures which are richer in hydrocarbons, or contain very 
reactive species, there are a larger number of peroxy radicals for the NO, 
im the chamber. As the fraction of time that R02  is produced from alkoxyl 
radical reactions is increased (represented by decreasing a), the number 
of peroxy radicals in the simulation increases. This occurs as a result of 
the cyclic effect of producing R02  from alkoxyl radical reactions and sub- 
sequent reconversion to RO through reaction with NO: 
S8ince simulations with low initial HCINO, levels can be thought to be 
radical deficient, a varied over its entire range of uncertainty has a large 
influence on NO, predictions. However, a has much less .effect on cases 
in which the initial HCINO, ratio is large than when it is small, as other 
modes of radical production besides RO reactions occur to a significant 
extent in the high HCINO, situation. 
0 3  Behavior 
, Much of the interest in mechanisms for photochemical smog is focused 
on understanding the avenues for the production of ozone. The results 
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of the sensitivity analyses are extremely pertinent to this under- 
standing. 
Time-varying plots of the partial variances of the major parameters af- 
fecting the production of ozone are given in Figures 3-8. As was the case 
for NO2 behavior, the results ar%substantially different for the various 
initial conditions. For the higher [HC]/[NOXlo simulations of cases 2 and 
3, small variations in the NO2 photolysis rate have the biggest impact on1 
ozone formation." On the other hand, a t  times in the analysis of the lour d [HC]/[NO,]~ run (case I), ozone concentrations are more influenced by 
peroxy radical production rqptes. \1n the large parameted variation cases 
a dominates the ranked list for 1;w initial HC/NO, ratiosJwhereas the other 
parameters in the alkoxyl radical reaction and the decomposition of the 
peroxyinitrates are also important fo high initial HCINO, ratios. iThe effects of the parameter variations on ozone behavior ca 
0 60 120 180 2 4 0  300 
ANALYSIS  T I  M E S  (rnln.) 
Figure 3. Time-varying partial variances of the major parameters affecting 
ozo:ne for case 1 (small parameter variation). 
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Figure 4. Time-varying partial variances oif the major parameters affecting 
ozone for case 2 (small parameter variation). 
plained in much the same fashion as the NO2 discussion earlier. As can 
k~e seen from Figure 1, the ozone level at  any time is the result of the complex 
i~nterplay between NO and NO2, peroxy radicals, and ozone. ozone builds 
u~p as NO is converted to NO2 without consuming 03. When concentration 
levels of peroxy radicals are low, as in simulations with a lean initial hy- 
drocarbon mix, reactions (1)-(3) exist in-a photostationary state. 53s peroxy 
radical levels rise, however, the rates of reactions that convert NO to NO2 
without consuming O3 become comparable to or surpass the rate of reaction 
(3 ) ,  modifying the equilibrium set up by reactions (1)-(3). .Simulations 
with low peroxy radical levels will therefore show a much lzrger sensitivity 
tco those parameters, such as a, which substantially affect the concentrations 
of the peroxy radicals. When ROa levels are higher, as in simulations of 
high initial HCINO, mixtures, there already exists an adequate number 
of free radicals present to convert NO to NOz. Hence, the sensitivity of 
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Figure 5. Time-varying partial variances of the major parameters affecting 
ozone for case 3 (small parameter variation). 
the system lies in NO2 photolysis rates. Moreover, in these systems, the 
effects of the large variation cases are divided between other parameters 
which affect the levels of both peroxy radicals and N.Oz."> 
PAN Behavior 
PAN predictions are influenced by both NO2 and RC03 concentration 
levels. Results of the sensitivityluncertainty analysis can be explained 
in this light. For case 1, the parameters which highly influence the rate 
of PAM formation are the nitric acid formation rate constant k23 which 
directly affects the NOz level, and the two coefficients a and y associated 
with RO decomposition which influences the concentration of RCHO. 
PAN is affected by RCHO levels because peroxyacyl radicals RC03 are 
formed primarily through the reaction of OH with aldehydes. RC03 then 
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Figure 6. Time-varying partial variances of the major parameters affecting 
ozone for case 4 (large parameter variation). 
reacts with NO2 to  form PAN through a competing reaction with NO. 
Thus, those parameters that affect RC03 production and the availability 
of OH radicals in the mechanism will subsequently influence PAN levels. 
For the small parameter variation cases 2 and 3, in which the initial HCI 
NO, ratios are higher, parameters perturbing NO2 levels are much more 
iimportant in PAN production. 
These results are seen even more clearly in the combined sensitivity1 
uncertainty analyses in cases 4-6. For the low HCINO, simulation, the 
parameters k23 and a have large partial variances. The same results are 
observed in the higher HCINO, cases. 
Conclusions and Recommendations 
, Sensitivity and sensitivity/uncertainty analyses have been performed 
- '  on a representative photochemical smog reaction mechanism. 'These 
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Figure 7. Time-varying partial variances of the major parameters affecting 
ozone for case 5 (large parameter variation). 
studies have shown that the nnajor sensitivity of the NO2, 03, and PAN 
concc?ntrations lies in photolysis rates for NO2 - --and -- aldehydes. On the other 
._ - 
hand, when all parameters studied are allowed to vary over their entire 
ranges of uncertainty, generalized stoichiometric coefficients _ - and _- cerJz~in 
rate constants have been to exert the most inflggce on the predic- 
tions --  of the mechanism. 
' Wiithin present experi uncertainties, the current mechanism for 
photochemical smog provides a good representation of the chemistry of 
the major species in the polluted troposphere as evidenced by comparisons 
of predicted and observed coi?centrations in smog chamber studies [7]. 
Based on the sensitivity studies presented here, the level of detail in the 
treatment of free radical and hydrocarbon chemistry in the mechanism 
seems to be consistent with the current level of understanding of these 
processes.~ however, as additional fundamental studies of alkoxyl radical 
chemistry, shown by the sensitivity/uncertainty portion of this study to 
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Figure 8.. Time-varying partial variances of the major parameters affecting 
ozone for case 6 (large parameter variation). 
be highly important in the reaction network, are carried out, a more highly 
resolved radical lumping procedure than is used here may be necessary t_o 
-" improve the accuracy of the mechanism" In addition, when a detailed re- Sr: / 
action mechanism for aromatic compounds becomes available, lumped 
aromatic reaction steps will undoubtedly need to be refined. -- -- ~ & ~ u s e  no 
investigation into the role of - aromatics - has been ittempted in this Om --- work, --- -
would have on the _ 
In summary, based on these findings, we recommend that experimental 
work -- in atmospheric chemistry be concentrated in the 
(a) studies of decomposition, isomerization, and Oz reaction pathways 
of alkoxyl and hydroxyalkoxyl radicals 
(b) Improvements in knowledge of the spectral distribution and level 
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of actiinic irradiance for both atinospheric studies and smog chamber ex.- 
periments 
(c) Better measurements of quantum yields and absorption cross set- 
tions for aldehydes 
and, less importantly, that work be done on: 
(d) Olefin-ozone product distributions, needed for accurately modeling 
system~s in which olefins complrise a large fraction of the hydrocarbon 
mix 
(e) Determination of rate parameters associated with the formation 
and decomposition of peroxynitrates 
(f) Determination of emission levels and routine atmospheric mea- 
surements of aldehydes, because of their pronounced influence on radical 
concentrations. 
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10.7  Conclusions 
Becaiuse o f  t h e  complex n a t u r e  o f  t h e  p l a n e t a r y  boundary l a y e r  
a n  i n t e g r a l  e lement  of any a i r  q u a l i t y  modeling s t u d y  s h o u l d  b e  a  
formal  assessment  of t h e  e f f e c t s  o f  u n c e r t a i n t i e s  i n  t h e  pa ramete r i -  
z a t i o n  of t h e  p h y s i c a l  p r o c e s s e s .  I n  t h i s  c h a p t e r  a  v a r i e t y  of methods 
f o r  performing such  s e n s i t i v i t y  a n a l y s e s  have been d i s c u s s e d .  P a r t i -  
c u l a r  a t t e n t i o n  was g i v e n  t o  F o u r i e r  Amplitude S e n s i t i v i t y  T e s t  (FAST). 
Unl ike  c o n x e n t i o n a l  methods t h e  FAST procedure  is i d e a l l y  s u i t e d  t o  
t h e  t a s k  of examining t h e  global. s e n s i t i v i t y  of n o n l i n e a r  mathemat ica l  
models. The r e a s o n  f o r  t h i s  i s  t h a t  t h e  t e c h n i q u e  a l l o w s  a r b i t r a r i l y  
l a r g e  v a r i a t i o n s  i n  e i t h e r  sys tem paramete rs  o r  i n p u t  v a r i a b l e s .  T h i s  
c h a r a c t e r i s t i c  was e x p l o i t e d  i n  two p r a c t i c a l  a p p l i c a t i o n s  i n v o l v i n g  
components of t h e  a tmospher ic  d i f f u s i o n  e q u a t i o n .  
CHAPTER 11 
EVALUATION OF MODEL PERFORMANCE 
11.1 B ~ t r o d u c t  ion 
P ~ ~ e v i o u s  Chapters of t h i s  s tudy descr ibed t h e  formulat ion and 
t e s t i n g  of t h e  ind iv idua l  components of t he  atmospheric d i f f u s i o n  equa- 
r 
t i o n .  The most c r i t i c a l  t e s t  however, 5 s  t h e  a b i l i t y  of t he  system as  
a  whole t o  s a t i s f a c t o r i l y  descr ibe  the  concent ra t ion  dynamics occurr ing 
i n  an a i r shed .  This  Chapter p re sen t s  an assessment of t he  model per- 
formance when appl ied  t o  one urban reg ion ,  t h e  South Coast A i r  Basin of 
Southern Ca l i fo rn i a .  The p a r t i c u l a r  per iod t o  be s tud ied ,  f o r  which 
d e t a i l e d  emissions and meteorological  informat ion have been assembled, 
i s  26-27 June 1974. 
11.2 Brformance  Evaluat ion of t h e  Airshed Model 
There a r e  t h r e e  s t e p s  t h a t  need t o  be undertaken when eva lua t ing  
t h e  performance of a  model: (1)  A b a s i c  assessment of model v a l i d i t y ;  
(2)  conaparison of p red ic t ions  and observa t ions  f o r  pas t  events;; and ( 3 )  
a n a l y s i s  of t he  s e n s i t i v i t i e s  of t h e  p red ic t ions  t o  u n c e r t a i n t i e s  i n  
model components. 
Model v a l i d i t y  r e f e r s  t o  t h e  e s s e n t i a l  co r r ec tnes s  of t h e  model i n  
terms of i t s  r e p r e s e n t a t i o n  of t he  b a s i c  chemistry and physics  a s  we l l  
a s  t o  fits accuracy of numerical implementation a s  measured by adherence 
t o  c e r t a i n  necessary  condi t ions  such a s  conservat ion of mass. 
Discrepancies in validity arise as a consequence of the need to employ 
simplifying assumptions during the mathematical formulation. As the 
model described in previous chapters was developed, each component, 
advection and turbulent diffusion, chemical kinetics, emissions and 
surface removal, was formulated taking into account the latest relevant 
data and information (Table 11.1). In each section of the report an 
attempt has been made to test individual model components in a manner 
that would assess the validity of the basic representation of the 
atmospheric physics and chemistry. Every effort has been made to 
include as much state-of-the-art information as possible, and, given 
the present generation of computing capabilities, the model represents 
the most valid practical one for an accurate description of urban air 
pollution. 
Most emphasis in model performance evaluation has traditionally 
been given to step (2),  comparison of predictions and observations for 
past events. Usually it is impossible to ascertain whether discrepan- 
cies betweein predictions and observations are due to errors in input 
data, such as emissions inventories, or in the representation of the 
basic physical and chemical processes. While it is imperative to 
separate the influences of these uncertainties, the practical problems 
associated with obtaining the necessary emissions and meteorologic,sl 
information virtually precludes a definitive assessment of the forinal 
validity of a model using field data. Nevertheless, comparisons of 
predictions and observations for past events is probably the crucial 
component of the model evaluation. If the test conditions are to be 
TABLE 11.1 
Summary of Model Components, Their Input Data Requirements and Testing Procedures 
MODEL CUMYUNENT DETAILED ELEMENTS AND INPUT DATA 
TESTING PROCEDURES 
(REFERENCES REPORTING DETAILED RESULTS) 
Chemical Kinetics Reaction mechanism The chemical mechanism was evaluated by comparing 
Photolytic rate constants its predictions against data obtained from care- 
Thermochemical rate constants fully controlled smog chamber studies. In addition, 
Hydrocarbon lumping procedures the mechanism was subjected to a detailed sensitivity 
analysis that examined the effects of uncertainties 
in rate constants and stoichiometric coefficients 
(Falls et al., 1979). The procedures for generating 
photolytic rate constants were tested against field 
measurements of NO2 dissociation rates (McRae et al., 
(1982a). 
Meteorology Deposition velocities 
Mixing height 
Relative humidity 
Three-dimensional wind fieid 
Temperature 
Topography 
Turbulent diffusivities 
Solar insolation 
Surface roughness 
Ultraviolet flux 
Much of the basic data used in the model is derived 
from sparse and discrete ground level observations. M 
U3 
The objective analysis procedures that are used to 
interpolate the data were tested against analytic 
problems and observed concentration distributions 
of tracer gases (Goodin et al., 1979a,b, 1981; McRae 
et al., 1981 and McRae, 1981). Predicted turbulent 
mixing rates, under convective conditions, were com- 
pared against field experiments (McRae et al., 1981). 
Estimates of surface removal rates, derived from the 
deposition module, were compared against field and 
laboratory data. 
Numerical Integra- Solution of advection- Problems with known solutions and properties similar 
tion Procedures diffusion equation for to conditions encountered in the atmosphere were used 
chemically reactive flows to test the basic numerical technique. In addition, 
Initial and boundary simplified numerical schemes were compared against 
conditions more detailed approaches (McRae et al., 1982b). The 
computational procedures were tested for numerical 
stability, convergence, and mass conservation. 
representative of those occuring in an actual airshed then it is impor- 
tant to recognize that the data collection requirements can involve an 
enormous expenditure of time and resources. Some of the needed infor- 
mation is siimmarized in Table 11,,2. The present chapter is devoteti, in 
large part, to an assessment of the application of the model in repro- 
ducing the important features of a two-day smog episode in the South 
Coast Air Basin (SCAB) of Southern California. This basin, in many 
respects, is the ideal one for evaluating the performance of an urban 
model since it has considerable variations in meteorology and emission 
flux densities and has the most persistently severe photochemical air 
pollution in the world. 
One way to attempt to understand the causes of discrepancies 
between predictions and observations is to analyze the model to deter- 
mine to what input parameters and variables the model is most sensi.- 
tive. When combined with estimates of the levels of uncertainty asso- 
ciated with each input parameter and variable, this analysis, a so-. 
called sensitivity analysis, will indicate how much of the overall 
uncertainty of the model output is associated with the individual 
uncertainty in each model input* Then the overall estimated uncer- 
tainty in the model predictions can be compared with the differences 
between predictions and observations in specific app1ications.l Chapter 
10, for example, presents the res,ults from a sensitivity analysis of 
the kinetic mechanism. There have recently been several studies of the 
sensitivity of photochemical air quality models to input parameter ---- 
variations or uncertainties ( ~ a l l ~  et al., 1979; Dunker, 1980, 1981; 
TABLE 11.2 
Summary of I n p u t  Data Needed t o  Carry Out 
A Model Performance E v a l u a t i o n  Study 
BASIC INPUT DETAILED COMPONENTS IRELEVANT 
CHAPTERS 
Meteo~rology Three d imens iona l  wind f i e l d  
Mixing dep th  
Topography and s u r f a c e  roughness  
Turbu len t  d i f f u s i o n  c o e f f i c i e n t s  
S o l a r  i n s o l a t  i o n  
U l t r a v i o l e t  r a d i a t  i ~ o n  
Temperature 
R e l a t i v e  humidi ty  
Chemiczal K i n e t i c s  Reac t ion  mechanism 
Reac t ion  r a t e  c o n s t a n t s  
Reac t ion  s t o i c h i o m e t r y  
S u r f a c e  d e p o s i t i o n  v e l o c i t i e s  
Hydrocarbon lumping procedure  
A i r  Q u a l i t y  Data I n i t i a l  and boundar:y c o n d i t i o n s  
V e r i f i c a t i o n  d a t a  
EmissFon Inven tory  Mobile s o u r c e s  
S t a t i o n a r y  s o u r c e s  
Area s o u r c e s  
Seigneur e t  a l . ,  1981; Ti lden and Se in fe ld ,  1982). These s t u d i e s ,  
although c a r r i e d  out  on models somewhat d i f f e r e n t  from t h a t  under 
a n a l y s i s  h e r e ,  do i n d i c a t e  t h e  v a r i a b l e s  t o  which l a rge  photochemical 
models a r e  most s e n s i t i v e .  Rather than r epea t ing  these  c a l c u l a t i o n s  i n  
t h i s  chapter ,  r e l evan t  r e s u l t s  from these  e a r l i e r  s t u d i e s  w i l l  be c i t e d  
where app ropr i a t e .  One aspec t  of t he  input  unce r t a in ty  ques t ion  d:id, 
however, appear t o  warrant cons ide ra t ion ,  t h a t  of assess ing  t h e  accu- 
racy  of t he  emissions inventory.  For t h i s  reason a  new technique f o r  
eva lua t ing  the  inf luence  of e r r o r s  i n  i nd iv idua l  source ca t egor i e s  on 
the  o v e r a l l  inventory i s  presented.  
11.3 Def in i t i on  of t h e  Region of I n t e r e s t  
The SCAB boundaries a r e  shown i n  Figure 11.1. The g r i d  system 
o r i g i n  can be defined accu ra t e ly  on t h e  Universal  Transverse Merator 
(UTM) system. For t he  present  s tudy t h e  o r i g i n  i s  loca ted  i n  UTM zone 
11 a t  E  560 km and N 3680 km. The reg ion  extends 400 km i n  a  wes t e r ly  
(x )  d i r e c t i o n  and 160 km n o r t h  (y) .  The lower r i g h t  hand corner  was 
chosen f o r  the o r i g i n  because of t h e  UTM zone change 60 km i n s i d e  the  
western border  of t h e  modeling region.  For t he  purposes of l oca t ing  
sources,  t he  reg ion  has been f u r t h e r  subdivided i n t o  5x5 km c e l l s .  
Once t h e  g r i d  system has been e s t a b l i s h e d  then it i s  poss ib l e  t o  pro- 
ce s s  much of t h e  model input  da t a .  f o r  example, F igure  11.2 i s  a  per- 
spec t ive  view of t h e  topography of t h e  South Coast A i r  Basin. This  
information i s  needed f o r  t h e  wind f i e l d  genera t ion  procedures.  Exten- 
s i v e  use  was made of t h e s e  three-dimensional d i sp l ays  t o  check d a t a  
cons is tency  and o r i e n t a t i o n .  
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P e r s p e c t i v e  View of t h e  Topography o f  t h e  
South Coast A i r  Basin. ( V e r t i c a l  S c a l e  1: lO)  
11.4 ;The Episode of 26-28 June 1974 i n  t h e  South Coast A i r  Basin 
During t h e  week of 26-28 June 1974, a  severe a i r  p o l l u t i o n  episode 
was experienced i n  t h e  South Coast A i r  Basin of C a l i f o r n i a  (CARB, 
1974a). Hourly averaged ozone concent ra t ions  reached 0.50 ppm i n  the  
Upland-Fontana a r e a ,  and va lues  above 0.35 ppm were repor ted  a t  10 
o t h e r  s t a t i o n s .  During t h e  period 23-28 June,  1974 wind speeds were 
considerably lower than normal. ( ~ a d i o s ~ o n d e  d a t a  from P t  . Mugu indi -  
- 1 
ca ted  t h a t  t he  wind speeds averaged about 1.6 m s  between t h e  su r f ace  
and 750 mb he igh t ;  t h e  normal June averaged i s  about 4.2 m s-I . )  A t  E l  
Monte, t he  maximum depth of t h e  mixed l aye r  was approximately 750 m on 
each of t h e  days 26-27 June. This va lue  i s  unseasonably low. Tempera- 
t u r e s  between t h e  300 and 900 m l e v e l s  reached 3 0 ' ~  during 27 and 28 
June, while  t he  su r f ace  temperatures dropped a s  low a s  1 5 ' ~  during t h e  
n igh t .  The in t ense  noc turna l  invers ion  was caused p a r t l y  by subsidence 
and p a r t l y  by r a d i a t i o n  from t h e  sur face  s ince  t h e  dry a i r  a l o f t  kept  
t h e  sky c loudless  (CARB, 1974b). I n  summary, t h e  low wind speeds,  high 
temperatures and low invers ion  base produced condi t ions  conducive t o  
t he  acc.umulation of precursor  emissions,  and i n  t u r n ,  t o  the  production 
of h igh  ozone l e v e l s .  These high ozone l e v e l s  provide a  s t r i n g e n t  t e s t  
of t he  a b i l i t y  of t he  model t o  reproduce extreme events .  Another 
importaat reason f o r  choosing t h e  1974 period was t h a t  d e t a i l e d  emis- 
s ions  inven to r i e s ,  commissioned by the  S t a t e  of Ca l i fo rn i a  Air 
Resources Board, were a v a i l a b l e  f o r  t h a t  year .  
11.5 Meteorolopical F i e l d s  Needed f o r  Model Evaluat ion 
The b a s i c  meteorological  inputs  t o  t h e  atmospheric d i f f u s i o n  equa- 
t i o n  a r e  shown i n  Table 11.2. Two of t h e  dominant processes  t h a t  
in f luence  p o l l u t a n t  d i spe r s ion  over t h e  a i r shed  a r e  advec t ive  t r anspor t  
and tu rbu len t  mixing. I n  t h e  model they  a r e  cha rac t e r i zed  by t h e  velo- 
c i t y  f i e l d ,  t h e  he ight  of t h e  mixed l a y e r ,  t h e  su r f ace  aerodynamic 
roughness, s o l a r  i n s o l a t i o n  and v e r t i c a l  temperature s t r u c t u r e .  These 
f i e l d s  were genera ted ,  f o r  t h e  period June 26-28, 1974 us ing  t h e  pro- 
cedures descr ibed i n  Chapters 3  and 4. F igure  11.3 shows a  t y p i c a l  
su r f ace  wind f i e l d  d i s t r i b u t i o n  and Figure  11.4 t h e  s p a t i a l  v a r i a t i o n  
of t h e  mixing he ight  over t h e  a i r shed .  The b a s i c  meteorological  input  
da t a  needed f o r  t h e  model were derived p r imar i ly  from t h e  South Coast 
A i r  Q u a l i t y  Management D i s t r i c t  (SCAQMD) monitoring s t a t i o n s  (APCD, 
1974). 
11.6 Emissions Inventory f o r  South Coast A i r  Basin 
The most important input t o  any a i r shed  model i s  a  comprehensive 
d e t a i l e d  and accu ra t e  emission inventory,  cons t ruc ted  a t  a  l e v e l  of 
d e t a i l  cons i s t en t  with the  requi red  s p a t i a l ,  temporal and chemical 
r e s o l u t i o n  of t h e  model. I n  t h i s  s tudy emissions from 130 d i f f e r e n t  
source ca t egor i e s  were s p a t i a l l y  d i s t r i b u t e d  over t he  reg ion  shown i n  
Figure 11.1. A summary of t h e  d a i l y  t o t a l s  and t h e  d i s t r i b u t i o n  
between mobile and s t a t i o n a r y  source c l a s s e s  i s  shown i n  Table 11.3, a  
more d e t a i l e d  breakdown i s  presented i n  Table 11.4. Diurnal var ia . t ions  
i n  emission r a t e s  were resolved t o  w i th in  one hour i n  o rde r  t h a t  t he  
FIGURE 11.3 
Typical  Surface Wind F i e l d  D i s t r i b u t i o n  f o r  27  June 1974 
(a) Direc t ion  and Magnitudes a t  Monitoring S i t e s  
(b) Generated Ground Level  Flow F i e l d  
( c )  Streamlines f o r  Generated Flow F i e l d  
FIGURE 11.4 
Mixing Height D i s t r i b u t i o n  Above Sea Level 
(16:OO PST 26 June 1974)  
TABLE 11.3 
Summary o f  T o t a l  Emiss ions  I n t o  South Coast A i r  Basinit 
SOURCE CLASS 
CONTRIBUTION (%) 
TOTAL EMISSIONS 
(Kg/day MOBILE STATIONARY 
Carbon Monoxide (CO) 8,610,000 98.8 1 .2  
N i t r o g e n  Oxides (NO ) 
x 1 ,320 ,000  62.3  37.7 
S u l f u r  Oxides (SOx) 42 7 ,, 000 13.7  86.3  
React i.ve Hydrocarbons (RHC) 1 ,240,000 71.0 29.0 
- - 
* 
J u n e  26, 1974 
TABLE 11.4 
Emissions Inventory for South Coast Air Basin 
CES 
CATEGORY OF EMISSIONS (CES) NUMBER CO 
EMISSIONS (kg/day) 
TOTAL REACTIVE 
NO 
X 
HYDROCARBONS HYDROCARBONS 
Emission 1 89 
Transportation 130 0 
Motor Vehicle 2 7,991,884 
Catalyst Gasoline Exhaust 14 0 
Non Catalyst Gasoline Exhaust 29 0 
Gasoline Evap. Loss Carb 2 3 0 
Gasoline Evap. Fuel Tank 122 0 
Gasoline Crankcase 2 1 0 
Diesel Exhaust 3 4 0 
Diesel Evaporative 3 7 0 
Motorcycle Exhaust 123 0 
Subtotals 7,991,973 
Off Road Motor Vehicle 
Inclus t r ial 
Construction 
Recreational 
Farm 
Subtotals 276,858 
Shipping 
Purging 
Off Loading 
Ballasting 
Transit 
Boilers Non Tankers 
Boilers Tankers 
Pleasure Craft 
Subtotals 4,859 
TABLE 11.4 (continued) 
EMISSIONS (kglday) 
CES 
CATEGORY OF EMISSIONS (CES) NUMBER 
TOTAL REACTIVE 
NOx HYDROCARBONS HYDROCARBONS 
Railroad 4 
Subtotals 
Aircraft 8 
Jet Exhaust 2 0 
Jet Fuel Evaporation 6 3 
Piston Exhaust 19 
Piston Fuel Evaporation 129 
Rocket 50 
Subtotals 
Stationary 
Petroleum 
Production 
Ext. Combustion Boilers 
Pnt. Combustion Engines 
Industrial Processes 
Seeps 
Crude Oil Evap. Fixed Roof 
Crude Oil Evap. Floating Roof 
Refining 
Ext. Combustion Boilers 
Boilers Residual Oil 
Boilers Distillate Oil 
Boilers Natural Gas 
Boilers Frocess Gas 
Internal Combustion Engines 
Industrial Processes 
Storage Evap. 
Crude Oil Evap. Fixed Roof 
TABLE 1 1 . 4  ( c o n t i n u e d )  
EMISSIONS (kglday)  
CES 
CATEGORY OF EMISSIONS (CES) NUMBER CO 
TOTAL REACTIVE 
NOx HYDROCARBONS HYDROCARBONS 
Crude O i l  Evap. F l o a t  Rm 
G a s o l i n e  Evap. Fixed Roof 
G a s o l i n e  Evap. F l o a t  Roof 
Market ing 
S t o r a g e  Evap. 
Crude O i l  Evap. F ixed  Roof 
Crude O i l  Xvap. F l o a t  Roof 
G a s o l i n e  Evap. Fixed Roof 
G a s o l i n e  Evap. F l o a t  Roof 
Loading and Unloading 
G a s o l i n e  Evap. 
Crude O i l  
Underground S t o r a g e  a t  S t a .  
V e h i c l e  R e f u e l i n g  a t  S t a .  
S u b t o t a l s  
Commercial and I n s t i t u t i o n a l  
I n t e r n a l  Combustion Engines  
Ext.  Comb. B o i l e r s  6 Space Heat 
R e s i d u a l  O i l  
D i s t i l l a t e  O i l  
N a t u r a l  Gas 
P r o c e s s  Gas 
P r i n t i n g  
F l e x i g r a p h i c  
Gravure  
S u r f a c e  Coa t ing  A i r  Dr ied  A c h i t .  
O i l  Base I n c l .  S o l v e n t  
T.Tl+,.%. D ^ ^ ^  
F Y ~ C F L  uaac 
Dry Clean ing  
Petroleum Base P e r c h l o r e t h y l e n e  
S y n t h e t i c  
Degreas i n g  
Halogenated 
Non-Halogenated 
7 
8 2 
124 
125 
126 
127 
128 
113  
112 
114 
1 6  
110 
iii 
2 2 
46 
4 3 
11 
42 
4 7 
Sub t o t a l s  1 ,344  29,141 133,476 74,741 
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TABLE 11-4 (continued) 
EMISSIONS (kg/day) 
CES 
CATEGORY OF EMISSIONS (CES) NUMBER CO 
TOTAL REACTIVE 
NO 
X 
HYDROCARBONS HYDROCARBONS 
Agricultural 
Agricultural Control Burn 
Vegetative Forest and Citrus 
Animal Wastes 
Pesticides 
Food Processing 
Orchard Heating 
Waste Burning or Wildfires 
Wine Processing 
Subtotals 
Domestic 
Solvent Use 
Utility Equipment 2 stroke 
Utility Equipment 4 stroke 
Fuel Combustion 
Structural Fires 
Subtotals 
TOTALS 
model p red ic t ions  would be compatible wi th  the  averaging time used i n  
making ambient a i r  q u a l i t y  measurements. The s p a t i a l  and temporal 
v a r i a t i o n s  of p o l l u t a n t  emissions a r e  shown i n  Figures  11.5-1.1.7. To 
avoid any ambiguity, a l l  da t a  times f o r  input  of information t o  the  
a i r shed  model were defined i n  terms of t h e  s tandard time (PST) of t he  
reg ion .  For t h e  South Coast A i r  Basin the  s tandard time corresponds t o  
time zone e i g h t  (8)  which covers t h e  long i tud ina l  range 105-120'~. 
Table 11.5 g ives  t h e  est imated 1974 composition of r e a c t i v e  hydrocarbon 
emissions i n  t h e  SCAB grouped according t o  t h e  chemical lumping scheme 
introduced i n  Chapter 8 .  The d e t a i l e d  hydrocarbon inventory i s  docu- 
mented i n  Table 11.6. These r e s u l t s  were derived from d e t a i l e d  compo- 
s i t i o n  p r o f i l e s  developed f o r  each source category.  For f u r t h e r  
d e t a i l s  of t h e  emission inventory t h e  reader  i s  r e f e r r e d  t o  AQMP 
(1978). 
11.7 ~4ssessment of t h e  Accuracy of t h e  Emissions Inventory 
1x1 order  t o  become confident  i n  making dec i s ions  based om an 
inventory,  it i s  no t  s u f f i c i e n t  merely t o  assemble t h e  b a s i c  da t a .  
What i s  requi red  i s  a q u a n t i t a t i v e  eva lua t ion  of t h e  l i k e l y  e r r o r s .  
The development of emissions d a t a  f o r  a l a r g e  urban a r e a  i s  an 
extrem~ely complex undertaking and involves cons iderable  resource com- 
mitments. From a p r a c t i c a l  po in t  of view many s i m p l i f i c a t i o n s  and 
approximations must be invoked during t h e  compilation of a s p a t i a l l y ,  
chemically and temporally resolved inventory.  The assessment of t h e  
l e v e l  of unce r t a in ty  i n  a p a r t i c u l a r  emission inventory i s  obviously a 
DIURNAL VARIATION OF CARBON MONOXIDE EMISSIONS 
FIGURE 11.5 
S p a t i a l  and D i u r n a l  V a r i a t i o n s  i n  Carbon Monoxide (CO) Emissions 
DIURNAL VARIATION OF NITROGEN OXIDES EMISSIONS 
TIME (PST)  
FIGURE 1 1 . 6  
Spatial  and Diurnal Variations i n  Nitrogen Oxides ( ~ 0 ~ )  Emissions 
DIURNAL VARIATION OF REACTIVE HC EMISSIONS 
FIGURE 1 1 . 7  
Spat ia l  and Diurnal Variations in .  Reactive hydrocarbon (RHC) Ernissj-ons 
TABLE 11.5 
Composition of Reactive Hydrocarbons in Inventory Region 
EMISSIONS COMPOSITION (%) MOLE WEIGHTED AVERAGE 
SPECIEIS kg s-l WEIGHT MOLE WEIGH?' MOLECUL,C1R CARBON NUMBER 
Formaldehyde (HCHO) 0.18 1.25 2.88 30.0 1.00 
Other Aldehydes (RCHO) 0.25 1.74 2.22 63.1 3.36 
Ethylene (C2H4) 0.82 5.73 13.4 28.0 2.00 
Other Olef ins (OLE) 1.98 13.8 14.2 67.4 4.83 
Aromatics (ARO) 2.03 14.2 9.4 100.2 7.56 
Alkanes (ALK) 9.04 63.3 57.9 83.5 5.82 
TOTALS 14.30 100.0 100.0 
TABLE 11.6 
Reactive Hydrocarbon Emissions for the South Coast Air Basin 
REACTIVE HYDROCARBONS (kglday) 
FORMAL - OTHER 
DEHYDE ALDEHYDES AROMATICS ETHYLENE OLEFINS ALKANES 
CES 
CATEGORY OF EMISSIONS (CES) NUMBER 
Emission 
Transportation 
Motor Vehicle 
Catalyst Gasoline Exhaust 
Non Catalyst Gasoline Exhaust 
Gasoline Evap. Loss Carb 
Gasoline Evap. Fuel Tank 
Gasoline Crankcase 
Diesel Exhaust 
Diesel Evaporative 
M~+---- LuLLyLle  Exhaust 
Subtotals 
Off Road Motor Vehicle 
Industrial 
Construction 
Recreational 
Farm 
Subtotals 
Shipping 
Purging 
Off Loading 
Ballasting 
Transit 
Boilers Non-Tankers 
Boilers Tankers 
- - 
rleasure Craft 
Subtotals 
TABLE 11 .6  (con t inued)  
REACTIVE HYDROCARBONS (kg/day) 
CES FORMAL- OTHER 
CATEGORY OF EMISSIONS (CES) NUMBER DEHYDE ALDEHYDES AROMATICS ETHYLENE OLEFINS ALKANES 
K a i i r o a d  4 362 
S u b t o t a l s  
A i r c r a f t  
J e t  Exhaust  
J e t  Fue l  Evapora t ion  
P i s t o n  Exhaust  
P i s t o n  F u e l  Evapora t ion  
Rocket 
S u b t o t a l s  
S t a t i o n a r y  65 
P e t  ~roleum 6  
P r o d u c t i o n  1 3  
Ext .  Comb. B o i l e r s  7  8  
I n t .  Comb. Engines  8  3  
I n d u s t r i a l  P r o c e s s e s  8 7  
Seeps 118 
Crude O i l  Evap. Fixed Roof 88 
Crude O i l  Evap. F l o a t i n g  Roof 89 
R e f i n i n g  12 
E x t .  Combustion B o i l e r s  7 7  
B o i l e r s  R e s i d u a l  O i l  7  3 
B o i l e r s  D i s t i l l a t e  O i l  7 4  
B o i l e r s  N a t u r a l  G a s  7  5  
B o i l e r s  P r o c e s s  G a s  7  6 
I n t e r n a l  Combustion Engines 84 
I n d u s t r i a l  Processes 90 
S t o r a g e  Evap. 9 1  
Crude O i l  Evap. Fixed Roof 93 
Crude O i l  Evap. F l o a t i n g  Roof95 
G a s o l i n e  Evap. Fixed Roof 92 
G a s o l i n e  Evap. F l o a t i n g  Roof 94 
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TABLE 11-6 (continued) 
REACTIVE HYDROCARBONS (kg/ day) 
CES FORMAL- OTHER 
CATEGORY OF EMISSIONS (CES) NUMBER DEHYDE ALDEHYDES AROMATICS ETHYLENE OLEFLNS ALKANES 
Industrial 5 389 
Internal Combustion Engines 8 1 3 6 
External Comb. Boilers & Heaters 49 0 
Residual Oil 69 0 
Distillate Oil 7 0 0 
Natural Gas 7 1 3 7 
Process Gas 7 2 53 
Chemical 15 13 
Metallurgical 3 5 0 
Primary Metals 85 6 
Secondary Metals 8 6 494 
Mineral 31 5 
Wood Processing 2 5 0 
Elec. Generation Boiler 18 0 
Residual Oil 5 6 7 
Distillate Oil 6 7 0 
Natural Gas 55 115 
Process Gas 68 0 
Coal 5 7 0 
Elec. Generation Inter. Comb. 7 9 19 
Surface Coating 44 0 
Heat Treated 4 8 0 
Air Dried 4 1 0 
Paint 80 0 
Varnish and Shellac 104 0 
Lacquer 105 0 
Enamel 106 0 
Primer 107 0 
Solvent 108 0 
Adhesives 109 0 
Incineration 5 1 0 
Land Fills 117 0 
Subtotals 1,175 
TABLE 1 1 . 6  ( c o n t i n u e d )  
REACTIVE HYDROCARBONS (kg/day)  
CES FORMAL- OTHER 
CATEGORY OF EMISSIONS (CES) NUMBER DEHYDE ALDEHYDES AROMATICS ETHYLENE OLEFINS ALKANES 
A g r i c u l t u r a l  
A g r i c u l t u r a l  C o n t r o l  Burn 
V e g e t a t i v e  F o r e s t  and  C i t r u s  
Animal Wastes  
P e s t i c i d e s  
Food P r o c e s s i n g  
Orchard  H e a t i n g  
Waste Burn ing  o r  W i l d f i r e s  
Wine P r o c e s s i n g  
S u b t o t a l s  
Dornest ic 
S o l v e n t  Use 
U t i l i t y  Equipment 2 S t r o k e  
U t i l i t y  Equipment 4 S t r o k e  
F u e l  Combustion 
S t r u c t u r a l  F i r e s  
S u b t o t a l s  
TOTALS 
s u b s t a n t i a l  undertaking and, most proper ly ,  should be c a r r i e d  out  when 
t h e  inventory i t s e l f  i s  compiled. The o b j e c t i v e  of t h i s  s e c t i o n  i s  t o  
present,  a  methodology f o r  a s se s s ing  t h e  ciccuracy of e x i s t i n g  emission 
inven to r i e s  given e s t ima te s  of e r r o r s  i n  i nd iv idua l  source ca t egor i e s .  
The procedure uses  chemical ly weighted s e n s i t i v i t y  a n a l y s i s  methods 
t h a t  d i s t r i b u t e  both percentage and phys ica l  e r r o r s  i n  accorda~nce t o  
t h e i r  t o t a l  con t r ibu t ion  t o  photochemical1 oxidant  product ion.  By 
applying t h e  techniques t o  t h e  present  inventory,  those  sources con t r i -  
bu t ing  most t o  t h e  unce r t a in ty  i n  t o t a l  emissions can be i d e n t i f i e d .  
This  information can then be used t o  he lp  design f i e l d  and soulrce t e s t  
programs t h a t  w i l l  provide improved d a t a  bases  f o r  c o n t r o l  s t r a t e g y  
development . 
Enlissions from each source c l a s s  caul be charac te r ized  according t o  
l e v e l  of s p a t i a l  r e s o l u t i o n ,  l e v e l  of temporal r e s o l u t i o n ,  and source 
a c t i v i t y  o r  emission f a c t o r .  The l e v e l  of s p a t i a l  r e s o l u t i o n  achiev- 
a b l e  i s  i n  p r i n c i p l e  a s  f i n e  a s  one d e s i r e s  s ince  t h e  loca t ions  of a l l  
sources can presumably be s p e c i f i e d  (al though t r a f f i c  count d a t a  may 
not be ava i l ab l e  on a  s t ree t -by-s t ree t  b a s i s ) .  Temporal emission r a t e s  
w i l l  f l -uc tua te  some from day t o  day and the  output from some s t a t i o n a r y  
sources may vary wi th  ambient temperature.  Even wi th  these  v a r i a t i o n s  
t h e  major problem i n  proper ly  spec i fy ing  source emissions i s  s t i l l  t he  
unce r t a in ty  i n  emissions q u a n t i t i e s  der ived from source a c t i v i t i e s  and 
emission f a c t o r s .  Goklany (1980) p re sen t s  a  d e t a i l e d  d i scuss ion  of 
emission inventory e r r o r s  and sugges ts  va r ious  engineering checks t h a t  
can be made t o  i n su re  t h a t  t h e  b a s i c  d a t a  a r e  r e l i a b l e ,  accu ra t e  and 
s e l f  cons i s t en t .  
Two b a s i c  f a c t o r s  a r e  involved i n  emission s p e c i f i c a t i o n ,  t he  
q u a n t i t y  emit ted and i t s  composition. Emission compositions a r e  t yp i -  
c a l l y  estim.ated from engineering o r  source t e s t s .  Recent s t u d i e s  aimed 
a t  e s t a b l i s h i n g  NOx and SO emission inven to r i e s  f o r  s t a t i o n a r y  sources 
X 
i n  t he  South Coast A i r  Basin have presented es t imates  of t h e  l e v e l  of 
accuracy of t he  o v e r a l l  i nven to r i e s  (Bar tz  e t  a l . ,  1974).  These 
r e p o r t s  e s t ima te  t h a t  a 220% unce r t a in ty  i n  t h e  t o t a l  emissions i s  rea-  
sonable,  whereas, u n c e r t a i n t i e s  i n  i nd iv idua l  source emissions can 
range a s  high a s  ~ 3 0 0 % .  A compensating f a c t o r  i s  t h a t  gene ra l ly  t h e  
l a rge  u n c e r t a i n t i e s  a r e  a s soc i a t ed  wi th  small  abso lu t e  emission l e v e l s .  
Probably the  most s e r i o u s  emission inventory problems a r e  those  assoc i -  
a t e d  wi th  hydrocarbon emissions. Given t h e  ex i s t ence  of u n c e r t a i n t i e s  
i n  t he  inventory,  one must develop methodologies f o r  i d e n t i f y i n g  t h e  
major e r r o r s .  
The b a s i c  goa l  of t h i s  a n a l y s i s  i s  t o  develop a procedure t h a t  
w i l l  p lace  e r r o r  bounds on emissions of r e a c t i v e  hydrocarbons (RHC), 
n i t rogen  oxides ( ~ 0 ~ )  and carbon monoxide (CO). With t h e  except ion of 
C O ,  t he se  groupings r ep re sen t  t he  sum of many ind iv idua l  spec ies .  I n  
order  t o  gene ra l i ze  t h e  methodology consider  a chemical grouping, j ,  
composed of emissions of n spec i e s .  I f  t h e r e  a r e  m source c l a s s e s  i n  j  
t he  emissions inventory then  t h e  t o t a l  emissions from group j ,  E:, i s  
given by 
where 1 1 ~  i s  t h e  emission of spec ies  i from source c l a s s  k and w i s  a T i 
weighting f a c t o r  t h a t  can be used t o  account f o r  d i f f e r e n c e s  i.n chemi- 
c a l  r e a c t i v i t y  of t h e  ind iv idua l  spec i e s .  The choice of s u i t a b l e  forms 
f o r  w.  i s  d i scussed  subsequent ly.  I n  (11.1),  f o r  example, n = 1 f o r  
1 j 
CO and n = 2 f o r  NO s i n c e  ENO - k 
- 'NO * E ~ ~ 2  . I f  t h e  E. a r e  con- j x X 1 
s idered  t o  be s t a t i s t i c a l l y  independent then  t h e  var iance  of t h e  t o t a l  
emissions,  (u j12 ,  f o r  a l i n e a r  model i s  simply t h e  sum of t h e  ind iv i -  T 
dua l  components u 2  k ( ~ e l l e r ,  1968) 
Ei 
I n  p r a c t i c e  t h e  s tandard dev ia t ion  of t h e  emissions from a pax:ticular 
source i s  normally expressed a s  some f r a c t i o n  f l  of t he  t o t a l , ,  i .e .  
k k k  
o = f . E . .  I f  a f u r t h e r  assumption i s  made t h a t  each source c l a s s  k 
i 1 1  
con t r ibu te s  t o  t he  t o t a l  e r r o r  an amount propor t iona l  t o  t he  t o t a l  
emissions then  t h e  r i g h t  hand s i d e  of (2) can be manipulated t o  g ive  
the  f r a c t i o n a l  unce r t a in ty  f j  i n  emission group j a s  T 
One obvious conclusion t h a t  can be drawn from t h i s  a n a l y s i s  is; t h a t  t h e  
f r a c t i o n a l  e r r o r  i n  t he  t o t a l  emissions i s  l e s s  than t h e  sum of t h e  
e r r o r s  assoc ia ted  wi th  t h e  ind iv idua l  components. D i t t o  e t  a l .  (1976) 
present  a  s imi l a r  a n a l y s i s  including a  g e n e r a l i z a t i o n  t h a t  account:s f o r  
t h e  case when one o r  more of t h e  oEk a r e  f i xed .  
I n  t he  above d e r i v a t i o n  t h e  only assumption made about each of t he  
k E. was t h a t  they  were independent and so  t h e  unce r t a in ty  bounds on EJ 
1 T 
a r e  simply ~ ~ ( 1  + f j ) .  I n  developing t h e  f r a c t i o n s  f  f o r  each source T - T  j 
type it i s  important t o  consider  t h e  types of e r r o r s  t h a t  might be 
involved i n  c a l c u l a t i n g  the  emission da t a .  
When e r r o r  d i s t r i b u t i o n s  dev ia t e  s i g n i f i c a n t l y  from normali ty  a  
theorem due t o  Chebyshev ( ~ e l l e r ,  1968) can be used t o  e s t ima te  upper 
bounds on t h e  confidence i n t e r v a l s .  This  theorem s t a t e s  t h a t  f o r  a  
;I-j 
random v a r i a b l e  E j  t h a t  has a mean F:, and s tandard d e r i v a t i o n  ( f iET)  , T 
- 
t he  t h a t  IE?  - E ? I  > r f  i s  l e s s  than l / r2.  Thus a  
(1-s) x lOOX confidence i n t e r v a l  i s  given by ( ( 1  2 rf:)) where r.(f:) 
= 11s.  An important f e a t u r e  of t h e  theorem i s  t h a t  it  i s  independ.ent 
of the  d i s t r i b u t i o n  of t he  random v a r i a b l e  E;. While t he  i n e q u a l i t y  i s  
t r u e  f o r  any value of r > 1, t h e  bounds a r e  not  sharp,  and, a s  a  
r e s u l t ,  t he  es t imate  of t he  confidence i n t e r v a l s  i s  conserva t ive .  
One of t he  most important reasons f o r  incorpora t ing  t h e  weighitings 
w i n  (11.1) i s  t o  account f o r  d i f f e r ences  i n  t he  chemical r e a c t i v i t y  i 
of i nd iv idua l  spec ies .  The need f o r  weighting can be i l l u s t r a t e d  by 
considering the  emissions of methane from l a n d f i l l s .  While t h e r e  a r e  
t y p i c a l l y  very l a rge  u n c e r t a i n t i e s  a s soc i a t ed  wi th  es t imat ing  t h e  mass 
f l u x e s ,  the  con t r ibu t ion  of methane t o  oxidant  production wi th in  an 
urban a i r shed  i s  small .  Unless t h e  methane emissions a r e  app ropr i a t e ly  
weighted, t he  u n c e r t a i n t i e s  p lace  u n r e a l i s t i c a l l y  l a rge  e r r o r  bounds on 
the  hydrocarbon inventory.  Given t h i s  s i t u a t i o n  it i s  c l e a r l y  des i r -  
a b l e  t o  develop a  weighting scheme t h a t  accounts f o r  d i f f e r ences  i n  
chemical r e a c t i v i t y .  From a p r a c t i c a l  view poin t  t h e r e  a r e  twro impor- 
t a n t  cons idera t ions  t h a t  any proposed scheme must s a t i s f y .  F i r s t  it 
must be a b l e  t o  be appl ied  i n  an a  p r i o r i  manner and secondly, t h e  pro- 
cedure should not  r e q u i r e  t h e  numerical s o l u t i o n  of k i n e t i c  r a t e  equa- 
t i o n s .  Primary a t t e n t i o n  i n  t h i s  s e c t i o n  w i l l  be given t o  chazac ter iz -  
ing the  weighting scheme f o r  t he  r e a c t i v e  hydrocarbon grouping (RHC) . 
As might be expected t h e r e  a r e  many d i f f e r e n t  ways t o  cha . rac te r ize  
t h e  chemical r e a c t i v i t y  of hydrocarbons including:  organic  con.sumption 
r a t e ,  peak oxidant  l e v e l s ,  NO2 formation r a t e  and t h e  time t o  t h e  ozone 
peak (Diimitriades, 1974; T r i j o n i s  and Ar l edge ,  1975; CARB, 1976; Darnal l  
e t  a l . ,  1976; and Bufa l in i  e t  a l . ,  1976). The scheme adopted he re  i s  
t o  weig,ht t h e  emissions of i nd iv idua l  hydrocarbon spec ies  on the  b a s i s  
of t h e i r  r a t e  of removal by r e a c t i o n s  involving t h e  hydroxyl r a d i c a l  
(OH) ( ~ a r n a l l  e t  a l . ,  1976). 
The normalized weighting f a c t o r s  i n  (11.1) f o r  t h e  hydrocarbon 
group axe given by 
n 2 
n 
m j r k  (OH) 
c c *- 
j=1 p = l  P 
where k: (OH) i s  t h e  r a t e  cons tan t  f o r  t he  r e a c t i o n  HC + OH. MW i s  
P P P 
the  molecular weight of hydrocarbon spec ies  p and r i s  t h e  weight 
P 
f r a c t i o n ;  t oge the r  MW and r convert t h e  emissions from a mass t o  a  
P P 
molar b a s i s .  The r e a c t i v i t y  weights f o r  some d i f f e r e n t  source c l a s s e s  
a r e  shown i n  Table 11.7. 
Now consider  t he  1974 SCAB emissions inventory,  a  summary ve r s ion  
of which i s  shown i n  Figure 11.8. Est imates  of source c l a s s  e r r o r s  
der ived  from engineering ana lyses  and personal  interviews (Gr i s inge r ,  
1981); Bradley, 1981) were used t o  de r ive  t h e  f  f r a c t i o n s .  The e r r o r  
i n  t h e  t o t a l  emissions were derived using equat ion  '(11.3). One of t he  
most s t r i k i n g  r e s u l t s  from Table 11.7 i s  t he  d i f f e r ence  between c l a s s  
rankings based on mass emissions and n e t  chemical r e a c t i v i t y .  
This  s e c t i o n  has introduced a  technique f o r  e s t a b l i s h i n g  o v e r a l l  
unce r t a in ty  l i m i t s  on t h e  emissions f o r  a  reg ion  such a s  t h e  South 
Coast A i r   asin in. For t he  p a r t i c u l a r  case s tud ied  the  c a l c u l a t i o n s  sug- 
g e s t  t h e  fol lowing ranges: CO + 202, NOx + 15%, Reactive Hydrocarbions + 
25% and Tot4al Hydrocarbons 2 120%. 
11.8 I n i t i , a l  and Boundary Conditions f o r  Model Evaluat ion 
The i n i t i a l  concent ra t ion  f i e l d  was e s t a b l i s h e d  us ing  t h e  pro,- 
cedures descr ibed  i n  Goodin e t  aX. (1979a, 1981). Hourly averaged d a t a  
from the  mo~nitoring s i t e s  (APCD, 1974) shown i n  Figure 11.9, were 
in t e rpo la t ed  t o  t h e  computational g r id .  Since most of t hese  monitoring 
s i t e s  d id  not  r e p o r t  ozone concent ra t ions ,  bu t  r a t h e r  oxidant  l e v e l s ,  
t h e  a i r  q u a l i t y  d a t a  were converted t o  t h e  form requi red  by t h e  model 
using:  [03] = [OX] - 0.2[N02] + [S 1 (Eldon and T r i j o n i s ,  1977). 'In 2 
TABLE 11.7 
Reactivity Weighted Inventory of Emissions from Major Hydrocarbon 
Source Categories in the South Coast Air Basin 
TOTAL REACTIVE RANK 
RANK ON A CES HYDROCARBON HYDROCARBON ON 
REACTIVITY NUM- EMISSIONS EMISSIONS REACTIVITY WEIGHTED MASS 
BASIS CATEGORY OF EMISSIONS (CES) BER (kg/day) (kg/da~) WEIGHT EMISSIONS BASIS 
Motor Vehicle 2 
Jet Exhaust 2 0 
Gasoline Evap. (Fuel Tank) 122 
Gasoline Evap. (Floating 
Roof) 94 
Off Road Motor Vehicle 3 8 
Underground Storage at 
Stations 4 0 
Oil Base Including Solvent 110 
Industrial Frocesses (Bet. 
Refining) 8 7 
Industrial Processes (Pet. 
Refining) 90 
Crude Oil Evap. (Fixed Roof) 88 
Railroad 4 
Piston Exhaust 19 
Land Fills 117 
TOTALS (% Contribution to 2,075,580 1,119,814 
the total SCAB einission (6 iXj  (E72 j 
Inventory) 
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FIGURE 11.8 
Simplified Structure of the Inventory Used in this Study Together with an 
Assessment of the Uncertainty of Pollutant Emissions from Different Source Categories 
(E is the pollutant emission rate in kg day-lx10-3 and 
f is the fractional uncertainty in the inventory category). 

t h i s  expression [OX] i s  t h e  oxidant  concent ra t ion  cor rec ted  f o r  any 
c a l i b r a t i o n  e r r o r s .  (0.8 f o r  da t a  ou t s ide  of Los Angeles County). The 
remaining terms i n  t h e  conversion formula c o r r e c t  f o r  t h e  e f f e c t s  of 
i n t e r f e rences .  Because of t he  poor q u a l i t y  of most r e a c t i v e  hydrocar- 
bon measurements, a  s e t  of s p l i t t i n g  f a c t o r s  was developed f o r  con-vert- 
ing t o t a l  h:ydrocarbon readings  i n t o  the  components needed f o r  t he  (:hem- 
i c a l  mechanism. These f a c t o r s  were derived from emissions d a t a  and 
from t h e  r e s u l t s  of d e t a i l e d  f i e l d  measurements repor ted  i n  A l t s h u l l e r  
e t  a l .  (19714), Cavanagh e t  a l .  C1969), Kopczynski e t  a l .  (1972),  :Lamb 
e t  a l .  (19801, Mayrsohn and Crabtree (1976), and Stephens and Burleaon 
(1969). Given a  t o t a l  hydrocarbon measurement, expressed i n  ppmC, t h e  
f a c t o r s  shown i n  Table 11.8 enables  t he  p a r t i t i o n i n g  of t h i s  va lue  i n t o  
the  equiva len t  ppmv amounts needed f o r  t h e  r e a c t i o n  mechanism. 
A three-dimensional model r equ i r e s  i n i t i a l  and boundary conce~atra- 
t i o n s  a l o f t .  Unfortunately,  few p o l l u t a n t  concent ra t ion  measuremeints 
have been Laken above urban regions.  One of t h e  most comprehensivca 
measurement programs conducted over t h e  Los Angeles bas in  was t h a t  per- 
formed by Blumenthal e t  a l .  (1978). The r e s u l t s  of t h a t  s tudy indi -  
ca ted  t h a t  on days wi th  l i g h t  winds a l o f t ,  po l lu t ed  a i r  t h a t  has  been 
c a r r i e d  i n t o  t h e  invers ion  l aye r  can remain t h e r e  overnight  t o  be mixed 
down t h e  fol lowing day. ~ i g u r ' e  Y 1.10 shows t h e  measured ozone conccen- 
t r a t i o n s  fr~om Burbank and M t .  Lee, which a r e  only  5 km a p a r t  but  d i f f e r  
i n  e l e v a t i o n  by about 300 m. The ozone concent ra t ion  a t  M t .  Lee 
remains hig'h during the  n igh t  s i n e  l i t t l e  of t h e  NO r e l ea sed  a t  t he  
su r f ace  i s  a b l e  t o  mix v e r t i c a l l y  under n ight t ime s t a b l e  condi t ions .  
TABLE 1 1 . 8  
S p l i t t i n g  F a c t o r s  f o r  Conver t ing T o t a l  Hydrocarbon Measurements 
i n t o  Hydrocarbon C l a s s e s  f o r  Chemical Mechanism* 
- 
CLAS S URBAN CONDITIONS RURAL CONDITIONS 
- 
E t l lylene 
Par:aff i n s  
Olef i n s  
Aromatics 
Formaldehyde 
Aldehydes 
-1- 
ppmv of i n d i v i d u a l  c l a s s  = S p l i t t i n g  f a c t o r  x THC i n  ppmC 

The maximum hour ly  averaged concent ra t ion  a t  Burbank increased  from 
0.20 ppm t o  0.37 ppm during t h e  episode. This  increase  of about 0.10 
ppm on success ive  days i s  approximately t h e  same magnitude a s  t h e  over- 
n igh t  l e v e l  a t  M t .  Lee, i nd ica t ing  t h a t  t h e  downward mixing of po l lu t ed  
a i r  from t h e  inve r s ion  l a y e r  could account i n  p a r t  f o r  t h e  increased  
p o l l u t a n t  l e v e l s  observed during t h i s  episode.  
The procedure adopted i n  t h i s  s tudy f o r  cons t ruc t ing  i n i t i a l  and 
boundary concent ra t ions  a l o f t  i s  t o  assume a uniform va lue  w i t h i n  t h e  
mixed l a y e r  using t h e  su r f ace  concent ra t ion .  The concent ra t ion  then  i s  
assumed t o  decrease l i n e a r l y  t o  t h e  background va lue  a t  t h e  top  of t he  
modeling region.  Table 11.9 summarizes t h e  r e s u l t s  of a  l i t e r a t u r e  
survey c a r r i e d  out  t o  e s t a b l i s h  background l e v e l s  and it a l s o  p re sen t s  
t h e  va lues  used i n  t h e  present  study. One of t h e  major reasons f o r  
car ry ing  out  multi-day s imula t ions  was t o  minimize the  inf luence ,  on 
t h e  second day, of assumptions about i n i t i a l  condi t ions  on t h e  f i r s t  
day. The i n i t i a l  condi t ions  f o r  t h e  second and subsequent days a r e  
simply t h e  model ou tputs  from t h e  preceding day. 
11.9 :Location of t h e  Airshed Boundaries. of t h e  Modeling Regilon 
Vhen choosing t h e  l o c a t i o n  of t h e  boundary of a  modeling reg ion ,  
t r a d e o f f s  must be made among f a c t o r s  such a s  computer s to rage ,  computa- 
t i o n a l  c o s t s  and t h e  accuracy of t h e  r e s u l t s .  Important phys ica l  
phenomc~na t h a t  occur near  t h e  edge of t he  cu r r en t  study reg ion  a r e  the  
land-sea breeze and mountain-valley flow regimes. Pol lu ted  a i r  masses 
c a r r i e d  out  t o  sea by t h e  n igh t  time land breeze o f t e n  r e t u r n  the  next 
n 
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day wi th  t h e  sea  breeze a s  shown i n  Chapter 5. Upslope flows caused by 
hea t ing  of mountain s lopes  can i n j e c t  po l lu tan t - laden  a i r  i n t o  t h e  
invers ion  l aye r ,  t o  be subsequent ly fumigated down t o  t h e  sur face .  A t  
n i g h t ,  tlownslope o r  drainage flows can b r ing  contaminated a i r ,  which i s  
d i f f e r e n t  from t h e  surrounding su r f ace  a i r ,  i n t o  t h e  bas in .  Since 
Euleriarl  o r  f ixed-grid numerical procedures do not  fol low m a t e r i a l  t h a t  
leaves t:he a i r shed ,  it  i s  d e s i r a b l e  t o  l o c a t e  t h e  g r i d  boundary f a r t h e r  
from t h e  main c a l c u l a t i o n  a r e a  than the  g r e a t e s t  ex t en t  of s ig r i i f i can t  
r e t u r n  flows. I n  view of t h e  importance of t hese  f lows,  t r a j e c t o r y  
s t u d i e s  were conducted t o  l o c a t e  s u i t a b l e  boundaries f o r  t he  a i r shed  
mode 1. 
Numerical experiments were performed f o r  27 June 1974, i n  o rde r  t o  
choose the  loca t ion  of t h e  boundary of a  subgrid a r e a  t o  be analyzed 
wi th in  t h e  400 x 150 km study a rea .  Pa rce l s  of a i r  leaving t h e  coas t  
wi th  t h e  land breeze were followed t o  determine t h e i r  seaward e x t e n t .  
I 
Figure  1.1.11 i l l u s t r a t e s  t h e  problem i n  a  simple manner. These t r a j e c -  
t o r y  cal .culat ions were begun a t  00:OO PST on 27 June, t he  approximate 
s t a r t  of t h e  land breeze.  The c a l c u l a t i o n s  were performed us ing  t h e  
su r f ace  wind f i e l d s  generated from measured da ta .  S ix  pa rce l s  were 
t racked from c o a s t a l  o r i g i n s  between Santa Barbara and San Juan Capis- 
t r ano .  The seaward ex ten t  of po l lu t ed  a i r  leaving t h e  c o a s t l i x ~ e  on 
t h i s  day ranged from 0 t o  25 km. Thus, i f  a  western boundary f o r  a  
subgrid reg ion  were t o  be s t a b l i s h e d  p a r a l l e l  t o  t he  coas t l i ne , ,  i t  
should be s e t  approximately 25 km of f sho re  i n  o rde r  t o  avoid loss of 
po l lu t ed  a i r  t h a t  might r e t u r n  fol lowing a flow r e v e r s a l .  S imi la r  
FIGLXE 11.11 
I l l u s t r a t i o n  of P rocedure  U s e l  t o  Def ine  Computational  liegi.on 
t h a t  ?I in imizes  t h e  E f f e c t s  of  Inf low Boundary Condi t ions  
c a l c u l a t i o n s  were performed t o  s tudy inland flow p a t t e r n s .  Trajec- 
t o r i e s  were i n i t i a t e d  a t  Newhall, San Beimardino, Pomona and I ?e r r i s  a t  
00:OO a t  27 June 1974. These s t u d i e s  i nd ica t ed  t h a t  during t h e  n i g h t ,  
a i r  t r a v e l s  on ly  a  sho r t  d i s t ance  ( 2  t o  :LO km) toward downtow1 Los 
Angeleci from t h e s e  loca t ions .  The h o r i z o n t a l  ex t en t  of t h e  computa- 
t i o n a l  domain employed i s  shown a s  t he  shaded r eg ion  i n  F igure  11.12. 
A f t e r  an examination of mixing depth and v e r t i c a l  temperature 
s t r u c t u r e  d a t a  f o r  t he  26-28 June 1974 episode,  t h e  he ight  of t h e  top  
of t h e  modeling reg ion  was s e t  a t  1525 m above t h e  t e r r a i n .  When a 
mixed l aye r  e x i s t e d ,  it was l e s s  than 1100 m deep a t  a l l  point:s i n  t h e  
bas in  aind so  m a t e r i a l  t rapped a l o f t  could be s a t i s f a c t o r i l y  t racked .  
On those occasions when the  mixed l aye r  was destroyed by hea t ing ,  i t s  
depth was assumed t o  be 1100 m. A f t e r  a  s e r i e s  of d e t a i l e d  ca~lcula-  
t i o n s  t h e  number of computational c e l l s  Iin t h e  v e r t i c a l  d i r e c t i o n  was 
s e t  equal  t o  5 ,  represent ing  a  compromise between computationa~l c o s t  
and the  a b i l i t y  t o  r e so lve  v e r t i c a l  concent ra t ion  g rad ien t s .  
Ta.ble 11.10 shows a  summary of aeronletric and emissions informa- 
t i o n  a v a i l a b l e  f o r  26-28 June 1974 f o r  the  s tudy region.  
11.11 Predic ted  Observed Concentrat ions f o r  26-27 June 19174 
The model was appl ied  t o  s imulate  t h e  two-day period 26-27 June 
1974 in t h e  SCAB. The concent ra t ions  of 15 spec ies  (NO, NO2,  03, CO,  
PAN, HONO, R02N02, RONO, H202, C2H4' OLE, ALK, ARO, HCHO and R.CHO) a r e  
MODELING REGION ABOUNDARY OF SOUTH COAST AIR BASIN 
FIGURE 11.12 
Definition of Computational Grid System Over the South Coast Air Basin 
The shaded portion corresponds to the area used 
in the model performance evaluation. 
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predicted in each of the grid cells as a function of time commencing at 
0:00 hours 26 June. Of the 15 species calculated, two for which there 
exist both monitoring data and National Ambient Air Quality Standards, 
and the two that provide the most stringent test of a model to simulate 
photochemical air pollution, are NOp and 03. Therefore, we confine our 
attention here to these two species. 
The computed concentration field may be presented in several ways: 
1. One-hour-average ground-level concentration fields 
at each hour 
2. Isopleths (contour lines of constant concentrations) 
at each hour 
3. Concentrations as a function of time for various grid 
cells, in particular those containing a monitoring station. 
Each of these three ways of presenting predicted concentrations is use- 
ful and informative. For economy of space and because we are espe- 
cially interested in comparisons with observations, we only show here 
the temporal behavior of the concentrations in the grid cells contain- 
ing monitoring stations. 
Figures 11.13-11.17 show predicted and observed concentrations of 
NO2 and 0 during 26-27 June 1974 at several monitoring statio'ns in the 3 
SCAB. Results at all the monitoring sites are shown in Appendix C. 
, In the early morning both NO and reactive hydrocarbons peak due to 
traffic emissions. The NO2 peak concentrations are delayed a few 
hours, consistent with the time required to oxidize NO. Observed and 
predictled ozone concentrations increase with distance toward tlhe east. 
Ozone concentrations gradually increase until the time of the peak 
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FIGURE 11.13 
P r e d i c t e d  and Observed C o n c e n t r a t i o n s  o f :  
( a )  Ozone and (b) Ni t rogen  Dioxide a t  Downtown Los Angeles 
(- p r e d i c t e d ,  o observed)  
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FIGURE 11.14 
P r e d i c t e d  and Observed Concen t ra t ions  o f :  
( a )  Ozone and (b)  Ni t rogen  Dioxide a t  Pasadena 
(- p r e d i c t e d ,  o  observed)  
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FIGURE 11.15 
P r e d i c t e d  and Observed Concen t ra t ions  o f :  
( a )  Ozone and (b) Ni t rogen  Dioxide a t  Pomona 
(- p r e d i c t e d ,  o observed)  
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FIGURE 11.16 
P r e d i c t e d  and Observe~d Concen t ra t ions  o f :  
( a )  Ozone and (b) Ni t rogen  Dioxide a t  Upland 
(- p r e d i c t e d ,  o  observed a t  CARB s t a t i o n ,  
observed a t  APCD moni to r ing  s i t e  l o c a t e d  400 m e t e r s  away). 
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FIGURE 11 .17  
P r e d i c t e d  and Observed Concen t ra t ions  o f :  
( a )  Ozone and Ni t rogen  Dioxide a t  R i v e r s i d e  
(- p r e d i c t e d ,  o  observed a t  APCD s t a t i o n ,  
observed a t  ARB moni to r ing  s i t e  l p c a t e d  1200 m e t e r s  away). 
pred ic t ed  concent ra t ion  which usua l ly  occurs  between 1300 and 1400 PST. 
As a i r  moves onshore and approaches t h e  San Gabriel  mountain range,  
b i f u r a t i o n  of t h e  flow occurs .  Some of t h e  p o l l u t a n t s  emitted i n  t h e  
western and downtown por t ions  of t h e  Basin a r e  c a r r i e d  northward i n t o  
the  San Fernando Valley; o t h e r  ma te r i a l  i s  t ranspor ted  e a s t  t o  Azusa, 
Upland and Rivers ide .  I n  most cases  the  model accu ra t e ly  reproduced 
both t h e  magnitude and timing of t h e  peak ozone concent ra t ion .  S imi la r  
behavior was a l s o  noted f o r  n i t rogen  dioxide except t h a t  t he  model 
tended t o  p r e d i c t  t h e  peak va lues  one t o  two hours e a r l i e r .  The f a c t  
t h a t  t h e  model s a t i s f a c t o r i l y  descr ibed t h e  observed concent ra t ion  
t r ends  on t h e  second day i s  p a r t i c u l a r l y  encouraging f o r  con t ro l  s t r a -  
tegy  c a l c u l a t i o n s .  The reason f o r  t h i s  i s  t h a t  by running the  model 
f o r  a  per iod longer  than  t h e  c h a r a c t e r i s t i c  v e n t i l a t i o n  of t h e  a i r shed  
it i s  poss ib l e  t o  minimize t h e  inf luence  of u n c e r t a i n t i e s  i n  spec i fy ing  
t h e  i n i t i a l  condi t ions .  This  c a p a b i l i t y  i s  important f o r  those  s i t u a -  
t i o n s  where it i s  not  poss ib l e  t o  der ive  s t a r t i n g  condi t ions  from 
ambient monitoring da t a .  
I n  summary, because t h e  e s s e n t i a l  t r ends  of t h e  p red ic t ions  and 
observa t ions  a r e  i n  agreement and because t h e  model components 
r ep re sen t  s ta te-of- the-ar t  knowledge of each a spec t ,  we assume t h a t  t h e  
b a s i c  model framework i s  a  v a l i d  r ep re sen ta t ion  of atmospheric concen- 
t r a t i o n  dynamics. 
11 .12  S t a t  i s t i c a l  Analvsis of Resul ts  
I n  man:y r e spec t s  a s t a t i s t i c a l  a n a l y s i s  of t he  dev ia t ions  between 
p red ic t ions  and observa t ions  i s  t h e  h e a r t  of model performance evalua- 
t i on .  Although raw s t a t i s t i c a l  comparison of observed and predic ted  
va lues  may not  r evea l  t h e  cause of d i sc repanc ie s ,  i t  can t e l l  much 
about t h e  nisture of t he  mismatch, Considerable a t t e n t i o n  has been 
given t o  s t i a t i s t i c a l  measures f o r  comparing predic ted  and observed a i r  
p o l l u t a n t  concent ra t ions .  ( B r i e r ,  1975; Bowne, 1980; Fox, 1981; Ben- 
c a l a  and Se. infeld,  1979 and Rao and V i s a i l l i ,  1981). Fox (1981) ila 
d i scuss ing  t h e  r e s u l t s  of an American Meteorological Soc ie ty  worksllop 
i d e n t i f i e d  t h r e e  b a s i c  c l a s s e s  of performance measures. 
1. Anislyses based on observed and predic ted  concent ra t ion  
f i e l d  va lues  p a i r e d  f o r  p a r t i c u l a r  l oca t ions  and times. 
2. Exisminations of t h e  ab i l l i t y  of t h e  model t o  p r e d i c t  t he  peak 
colacentrations . 
3 .  Frequency d i s t r i b u t i o n s  of t h e  updated ( i n  t ime) observed 
anti p red ic ted  concentrat. ion va lues .  
Bencala and Se infe ld  (1979),  f o r  example, have discussed many of tlnese 
measures and have developed a gene ra l  computer program f o r  eva lua t ing  
them given ia s e t  of pred ic ted  and observed concent ra t ions .  I n  t h e  
present  sec, t ion t h i s  program has been appl ied  t o  analyze the  simulistion 
of 26-27 June 1974. The r e s u l t s  of these  c a l c u l a t i o n s  a r e  summari:zed 
i n  Table 11.11. While i d e a l l y  an assessment of a model's performance, 
i n  reproduc,ing observed concent ra t ion  d i s t r i b u t i o n s ,  should be based on 
a compariso~n aga ins t  recognized c r i t e r i a  no formal s tandards  have ios 
y e t  been e s t ab l i shed .  The r e s u l t s  repor ted  below a r e  o f f e red  i n  tlhe 
TABLE 11.11 
Summary S t a t i s t i c s  Determined Over A l l  Times 
and L o c a t i o n s  f o r  26-27 June l974ca)  
PERFORMANCE 
MEASURE 
INTERPRETATION OF RESULTS OF TEST EVALUkTION OF MODEL 
STATISTICAL TEST OZONE NITROGEN DIOXIDE PERFflPaNCE 
(0,)  (NO,) 
Mean of R e s i d u a l s  A  measure of t h e  a v e r a g e  b i a s  i n  0.0019 PPm 
!l. I = - nm j = l  k=1 w i ( x j  . t k )  t h e  p r e d i c t i o n s  can b e  i n f e r r e d  from t h i s  t e s t .  The c r i t e r i o n  [ 3 % l C C )  
i n d i c a t e s  whether  t h e  model p re -  
dominan t ly  over -o r -under -p red ic t s  
t h e  obse rved  c o n c e n t r a t i o n .  
Root Mean Square E r r o r  T h i s  t e s t  measures t h e  ave rage  0.0382 ppm 
(RMSE) Cen te red  abou t  o i  =&; 5 [wi (x j , tk ) -u i l  sp read  o f  t h e  r e s i d u a l s  and ,  
t h e  Mean .1=1 k = l  more i m p o r t a n t l y ,  i t  is i n s e n s i t i v e  
t o  any b i a s  i n  t h e  p r e d i c t i o n s .  
C o r r e l a t i o n  C o e f f i c i e n t  . n m  The c o r r e l a t i o n  c o e f f i c i e n t  0 .89 
r i  = & x u .  ( x .  , t k ) n i ( x j  , t  ) measures t h e  d e g r e e  t o  which t h e  
- ,=I  k = l  J  m a ~ n i t u d e  of  t h e  p r e d i c t i o n s  in -  
c r e a s e  l i n e a r l y  w i t h  t h e  magnitude 
of t h e  o b s e r v a t i o n s .  From a  Jzi f vi2) (,? -,i2) p r a c t i c a l  p o i n t  o f  view i t  i s  
is: k = l  1 = 1  k = l  impor tan t  t o  n o t e  t h a t  t h e  c o e f f i c i e n t  
i s  i n s e n s i t i v e  t o  t h e  e x t e n t  of  t h e  
where i n c r e a s e .  For example , i f  t h e  p re -  
d i c t i o n s i n c r e a s e  l i n e a r l y  a t  1110 th  
of t h e  r a t e  of t h e  o b s e r v a t i o n s  t h e n  r  
--O w i l l  s t i l l  b e  one.  l i ( x .  , t  ) = cO(x. , t  ) - c i  
J k  1 J k  
and 
Linedr  L e a s t  Squares  
~ G r v e  F i t  cp  = 5.c: + 3 .  
1 1 1  1 
where t h e  s l o p e  ?; i s  g iven  by 
Accuracy o f  Peak 
P r e d i c t i o n  
Timing of Peak 
Concdn t ra t ion  
P r e d i c t i o n s  
and i n t e r c e p t  s i  by 
5 .  = 2 - 5 .  2 
1 1  1 1  
max c y ( x .  , t k )  
max cO(x.  t  
1 1' k  
Er ro r  B ~ n d ;  7, of r e s i d u a l s  ove r  a l l  j , k  
t h a t  s a t i s f y  I w i ( x  , t k )  1 bound 
T h i s  performance measure can  s l o p e s  
b e  used t o  a s s e s s  t h e  a v e r a g e  0 .851  
i n c r e a s e  i n  t h e  p r e d i c t i o n s  a s  i n t e r c e p t s  
t h e  o b s e r v a t i o n s  a r e  i n c r e a s e d .  0 .0115 Ppm 
The s l o p e  pa ramete r  of t h e  
l i n e a r  l e a s t  s q u a r e s  cu rve  f i t  i s  
t h i s  measure.  I f  t h e  s l o p e  i s  
n e a r l y  e q u a l  t o  one t h e n  t h e  
i n t e r c e p t  i s  an  i n d i c a t i o n  of t h e  
b i a s .  
R a t i o  o f  t h e  maximum p r e d i c t e d  0 . 4 1  
-- 
peak c o n c e n t r a t i o n  t o  t h e  h i g h e s t  0 . 5 1  - 0'80 
measured v a l u e .  
D i f f e r e n c e  i n  t iming  of p r e d i c t e d  0  h r s ( d )  
and observed peaks a t  t h e  monitor-  
i n g  s i t e  w i t h  t h e  h i g h e s t  obse rved  
c o n c e n t r a t i o n .  
T h i s  measure g i v e s  t h e  p e r c e n t a g e  8 3 . 8 ~ ' ~ )  
of p r e d i c t i o n s  t h a t  f a l l  w i t h i n  
a  p a r t i c u l a r  c o n c e n t r a t i o n  bound. 
- -  ~ 
0.0078 PPm While t h e  model e x h i b i t s  a  s l i g h t  
tendency towards u n d e r p r e d i c t i o n ,  
[ 1 1 % 1 ( ~ )  t h e  b i a s  I S  of t h e  o r d e r  o f  t y p i c a l  
moni to r ing  ins t rument  e r r o r s .  
0 .0348 p?m These r e s u l t s  p rov ide  a  formal 
measure of t h e  s p r e a d  of  t h e  
r e s i l , ~ a l  h i s t o g r a m s  p r e s e n t e d  
i n  F i g u r e  1 0 .  
0 .67 "or ozone ( 0  ) Lhe p r e d i c t e d  
p e r f o r i ~ a n c e  3 s  e x c e l l e n t .  I n  
t h e  c l s e  of n i t r u g e n  d i o x i d e  (NO2) 
i t  i s  n o t  p o s s i b l e  t o  a s c e r t a i n  
whether  t h e  low g a l u e  o f  r  i s  due 
t o  t h e  model performance o r  i n t e r -  
f e r e n c e  from HON02 and PAN i n  the  
measurem-nt of NO7 ( idema,  1979;  
Higuchi  e t  a l . ,  1976) .  
Both t h e  s l o p e s  and l n i e r c e p t s  
0.709 f o r  ozone ( 0  ) and n i t r o b e n  
d i o x i d e   NO^? i n d i c a t e  t h a t  t h e  
0.0262 ppm s o d e l  s a t i s f a c t o r i l y  r ep roduces  
t h e  cbse rved  c o n c e n t r a t i o n  
d i s t : r i b t ~ t i o n s .  
0 .31  0.80 For bo th  ozone (0  ) and 
-= 
0 .36  n i t r o g e n  d i o x i d e  ?:102) t h e  
p r e d i c t e d  h i g h e s t  concen t ra -  
t i o n s  a r e  w i t h i n  20% c f  t h e  
o b s e r v a t i o n s .  
-2 h r s ( d )  As s,een i n  Tab le  9  t h e  pre-  
d i c t e d  and obse rved  ozone ( 0 3 ) ,  
c o n c e n t r a t i o n  peaks were c o i n c i -  
d e n t  a t  most m o n i t o r i n g  s i t e s .  
D i f f e r e n c e s  of up t o  t h r e e  
h o u r s  were no ted  i n  t h e  p r e d i c t -  
ed t i - e s  o f  t h e  NO2 peaks .  
8 8 . 9 ~ ' ~ )  ?lost of t h e  r e s i d u a l s  were 
w i t h i n  t h e  + 0.05 pprn 
c o n c e n t r a t i o n  band.  
Foo tno tes :  
( a )  I n  t h e  s t a t i s t i c a l  e v a l u a t i o n  of model performance 1336 p a i r s  of p r e d i c t i o n s  a,td o b s e r v a t i o n s  were used i n  t h e  a n a l y s i s  
of ozone (07)  and 973 f o r  n i t r o g e n  d i o x i d e  (NO?). 
r s p e c i e s  i a t  l o c a t i o n s  j=1 ,2  ,... m  and t imes  k=1,2 ,... ,m a r e  d e f i n e d  a s  w . ( x . , t  ) = c o ( x . , t k )  - C;(X 
a r e  r e s p e c t i v e l y  t h e  obse rved  and p r e d i c t e d  c o n c e n t r a t i o n s  of s p e c i e s  i. ' 
( c )  The v a l u e s  i n  b r a c k e t s  e x p r e s s  t h e  r e s i d u a l s  a s  a  pe rcen tage  of t h e  obse rved  mean c o n c e n t r a t i o n .  For ozone (0  ) t h e  obse rved  
and p r e d i c t e d  means were 0.0661 and 0.0641 ppm and f o r  n i t r o g e n  d i o x i d e  (NO?) 0.0709 and 0.0630 ppm r e s p e c t i ? e l y .  
(d )  The peak observed v a l u e  of ozone ( 0  ) = O . j l  ppm occur red  a t  Upland a t  11:00 PST and t h e  h i g h e s t  n i t r o g e n  d i o x i d e  
(SO2) = 0 .36  ppm a t  downtown LGS ~ a g e l e s  a t  10:OO PST. 
( e )  C ~ n c e n t r a t i o n  bound s e t  t o  + 0.05 ppm . 
s p i r i t  of providing a  r e f e rence  l e v e l  f o r  performance eva lua t ion  of 
photochemical a i r  p o l l u t i o n  models. 
11.13 D i s t r i b u t i o n  of Residuals  
Figure 11.18 shows t h e  frequency d i s t r i b u t i o n s  of t h e  r e s i d u a l s ,  
i . e .  observed minus predic ted  concent ra t ions ,  f o r  NO2 and O3 f o r  a l l  
monitoring s t a t i o n s  over  t h e  two day s imulat ion.  The d i s t r i b u t i o n ,  of 
r e s i d u a l s  a s  a  func t ion  of observed concent ra t ion  i s  shown i n  F igure  
11.19 and, a s  a  func t ion  of t ime, i n  Figure 11.20. The mean r e s i d u a l s  
over a l l  t imes and loca t ions  were 0.0078 ppm f o r  NO2 and 0.0020 f o r  O3 
i nd ica t ing  a  s l i g h t  t rend  towards under-prediction. The s tandard devi- 
a t i o n  of t he  d i s t r i b u t i o n s  shown i n  F igures  11.18-11.20 a r e  w i th in  t h e  
e r r o r  bounds assoc ia ted  wi th  t h e  r o u t i n e  a i r  q u a l i t y  measurements. As 
noted by Fox (1981) a n a l y s i s  of pa i red  d a t a  s e t s  i s  one of t he  most 
s t r i n g e n t  t e s t s  of a  model. For p o l l u t a n t s  t h a t  have a  pronounced 
d i u r n a l  v a r i a t i o n  even a  one hour d i f f e r e n c e  i n  t iming of t h e  p red ic t ed  
maximum concent ra t ion  can s i g n i f i c a n t l y  change t h e  r e s u l t s  of some s t a -  
t i s t i c a l  t e s t s .  Figure 11.21, f o r  example, shows t h e  e f f e c t  on a  
c o r r e l a t i o n  p l o t  of a  one hour phase s h i f t  i n  t h e  predic ted  concen.tra- 
t i o n  p r o f i l e  . 
11.14 Pred.icted and Observed Concentration Maxima 
An important c r i t e r i o n  i n  eva lua t ing  an a i r  p o l l u t i o n  model i s  i t s  
a b i l i t y  t o  p red ic t  t h e  observed concent ra t ion  maxima. Table 11.12: 
shows a  com~parison of t he  magnitudes of t he  predic ted  and observed. 0  3 
maxim f o r  27 June a t  those  s t a t i o n s  where t h e  observed maxima exceeded 
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FIGURE 11.18 
Histograms of Concentrations Residuals (Observed-Predicted) Determined Over 
All Times and Locations for the Two Day Period 26-27 June 1+974:  
(a) Ozone (b) Nitrogen Dioxide 
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FIGURE 11.19 
Distribution of Concentration Residuals (Observed-Predicted) 
as a Function of Observed Values Determined Over All Times and 
Locations for the Two Day Period 26-27 June 1974: 
(a) ozone (b) nitrogen dioxide 
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FIGURE 11.20 
D i s t r i b u t i o n  of  C o n c e n t r a t i o n  R e s i d u a l s  (Obse rved- -P red ic t ed )  
a s  a F u n c t i o n  o f  Time Determined Over A l l  Loca t io r l s  f o r  t h e  
Two Day P e r i o d  26-27 J u n e  1 9 7 4 :  f a )  Ozone (b) N i t r o g e n  D i o x i d e  
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FIGURE 11.21 
Effect on a Correlation Plot of a One Hour Phase Shift in 
the Predicted Concentration Time Profile. (26 June, 1974) 
TABLE 1 1 . 1 2  
Station 
Observed and Predicted Maximum 1-hr Ozone Concentrations at 
SCAB Stations Where [03] 7 0.20 ppm and Timing of Ozone 
Maxima, 27 June 1974 
Lo3 1 9 PPm Time of maximum 
Observed Predicted Observed Predicted 
- - 
Anaheim 
La Habra 
Los Alamitos 
Norco-Prado Park 
Riverside-Rubidoux 
Riverside-Magnolia Avenue 
San Bernardino 
Chino 
Upland-Civic Center 
Upland-ARB 
Font ana 
Azusa 
Burbank 
Pomona 
Whittier 
Pasadena 
0.20 ppm and a  comparison of t h e  predic ted  and observed hour of t h ~ e  0 3 
maximum a t  t h e  same s t a t i o n s .  The tendency toward under-prediction of 
0  concentr:ations a t  high 0 l e v e l s  i s  summarized i n  F igure  11.19,, i n  3 3 
which t h e  r e s i d u a l  0 (observed minus predic ted)  concent ra t ions  a r e  3 
shown a s  a  func t ion  of observed 0 concent ra t ion  f o r  a l l  monitoring 3 
s t a t i o n s  over t h e  two days. This  tendency toward underpredic t ion  a t  
high O3 l e v e l s  was a l s o  exh ib i t ed  by t h e  Systems Appl ica t ions ,  Inc:. 
model i n  s imula t ions  of t he  same two day period (Seigneur e t  a l . ,  
1981). The predic ted  times of olccurrence of t h e  0 maxima agree  3 
exac t ly  o r  a r e  a t  most hour hour removed from those  observed. Bec:ause 
t h e  phasing of pred ic ted  O3 concent ra t ions  depends on v i r t u a l l y  all1 t h e  
physical  arid chemical processes  involved, t h e  c l o s e  agreement between 
' s ses  observed and predic ted  temporal behavior sugges ts  t h a t  t hese  procc, 
a r e  accuratlely portrayed r e l a t i v e  t o  t h e i r  temporal dynamics. 
Figures  11.13-11.17 show what might be termed "point comparisons ." 
The observed values r ep re sen t  one-hour average concent ra t ions  measured 
a t  a  f i xed  monitoring s i t e .  The p r e d i c t i o n s ,  on t h e  o t h e r  hand, 
represent  averages over a  computational g r i d  volume 5 km by 5 km on a  
s i d e  and t y p i c a l l y  10 t o  20 m high. I f  a  p a r t i c u l a r  monitoring s i t e  i s  
dominated by a  l o c a l  source,  concent ra t ion  measurements may not  be 
r ep re sen ta t ive  of t h e  g r i d - c e l l  average concent ra t ion .  I n  so-called 
g r i d  models of a i r  p o l l u t i o n  t h e r e  a r e ,  t h e r e f o r e ,  two inherent  prob- 
lems i n  cornparing observed and predic ted  concent ra t ions .  On one hand, 
due t o  coml?utational c o s t s ,  t h e r e  i s  e f f e c t i v e l y  a  minimum g r i d  c e l l  
s i z e  t h a t  rnay be employed f o r  a  c e r t a i n  reg ion .  (There a l s o  e x i s t  
inherent  l i m i t a t i o n s  on t h e  s p a t i a l  and temporal r e so lu t ion  of t h e  
atmosphleric d i f f u s i o n  equat ion (Lamb and Se in fe ld ,  1973).) On the o the r  
hand, t:he s p a t i a l  r ep re sen ta t iveness  of t h e  measurements a t  a  monitor- 
ing s i t e  i s  l imi ted  and may be inf luenced by l o c a l  sources and flow 
p a t t e r n s .  An i n d i c a t ' o r r o f  t h e  e f f e c t s  of subgrid s c a l e  concent ra t ion  / 
f l u c t u a t i o n s  c6n be seen i n  F igures  11.16 and 11.17. 
11.15 Preauency D i s t r i b u t i o n s  
F igures  11.22a and 11.22b show t h e  observed and predic ted  f r e -  
quency d i s t r i b u t i o n s  of hourly-averaged O3 concent ra t ions  a t  Azusa and 
Upland-ARB, r e spec t ive ly .  Aside from t h e  tendency toward under- 
p red ic t ion  a t  t h e  h ighes t  concent ra t ions ,  t he  agreement i s  good a t  both 
s t a t i o n s .  (S imi la r  r e s u l t s ,  no t  shown, were obtained a t  o the r  monitor- 
ing sitces.) 
11.16 Pbserva t  ion  Accuracy 
Although we have ind ica t ed  a l l  observed concent ra t ions  by da ta  
p o i n t s ,  suggest ing exac t  va lues ,  t h e  observed da t a  have an a s soc i a t ed  
l e v e l  of accuracy t h a t  should be ind ica t ed  by e r r o r  bounds on each d a t a  
po in t .  Using t h e  repor ted  accuracy of t h e  measuring instruments  
employed i n  1974 a s  a  func t ion  of concent ra t ion  l e v e l  ( ~ i g u c h i  e t  a l . ,  
1976; Higuchi,  19811, we r e p l o t t e d  the  observed and predic ted  O3 con- 
c e n t r a t i o n  a t  Pasadena inc luding  t h e  + 20 est imated e r r o r  bounds on t h e  
da t a .  'Ilhese r e s u l t s ,  shown i n  Figure 11.23, aga in  i n d i c a t e  thint the  
model s i s t i s f a c t o r i l y  reproduces t h e  ambient concent ra t ion  dynamics. 
The mod~el performance a s  i nd ica t ed  by t h e  magnitude of the  
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( a )  Histogram of t h e  D i f f e r e n c e  Between t h e  C a l i b r a t i o n  S tandards  and 
Observed. C o n c e n t r a t i o n s  f o r  Oxidant Moni tor ing I n s t r u m e n t s  During t h e  
P e r i o d  1.968-1975 (Source:  Higuch i ,  1981; Higuchi  e t  a l . ,  1976) 
(b) Ozone P r e d i c t i o n s  a t  Pasadena Together  w i t h  t h e  + 20 C a l i b r a t i o n  
E r r o r  Bclunds on t h e  Measured A i r  Q u a l i t y .  (26 June ,  1 9 7 4 ) .  
concent ra t ion  r e s i d u a l s  compares q u i t e  we l l  wi th  t he  e r r o r s  associ ,a ted 
wi th  the  measurements. 
1 1 . 1 7  Conclusions 
The major con t r ibu t ion  of t h i s  research  p ro j ec t  has been t h e  
development of a  mathematical model t h a t  can be used t o  desc r ibe  urban- 
s c a l e  photochemical a i r  po l lu t ion .  Based on t h e  spec ies  con t inu i ty  
equat ion t h e  model incorpora tes  t he  combined inf luences  of advec t ive  
t r a n s p o r t ,  t u rbu len t  d i f f u s i o n ,  chemical r e a c t i o n ,  source emissions and 
su r f ace  removal processes .  S a t i s f a c t o r y  performance of t he  model has 
been demonstrated by comparing predic ted  and observed a i r  q u a l i t y  over 
t h e  South Cloast A i r  Basin f o r  t h e  two-day period 26-27 June 1974. The 
ca l cu la t ed  s p a t i a l  and temporal t r ends  of n i t rogen  dioxide (NO ) and 2 
ozone ( 0  ) agree  q u i t e  c l o s e l y  wi th  rou t ine  monitoring measurements. 3 
These r e s u l t s  and o t h e r  t e s t s  i n d i c a t e  t h a t  t h e  model can accu ra t e ly  
reproduce t h e  important f e a t u r e s  of photochemical a i r  p o l l u t i o n  over a  
major met ropol i tan  region.  While much of t h e  t e s t i n g  has been per-  
formed us ing  d a t a  a v a i l a b l e  i n  t h e  South Coast A i r  Basin, t h e r e  i s  no 
reason why t h e  model cannot be appl ied  t o  eva lua t e  a i r  q u a l i t y  impacts 
of con t ro l  s t r a t e g i e s  i n  o t h e r  l oca t ions .  
CHAPTER 11 
DIRECTION FOR FUTURE RESEARCH 
12 . 1  Jn t roduc  t i o n  
I n e v i t a b l y  i n  t h e  course  of any r e s e a r c h  p r o j e c t ,  t o p i c s  f o r  
f u t u r e  i n v e s t i g a t i o n  become a p p a r e n t .  'The a r e a s  i d e n t i f i e d  dluring t h i s  
projec: t  can be b r o a d l y  c l a s s i f i e d  i n t o  t h r e e  c a t e g o r i e s :  a p p l i c a t i o n s  
of t h e  modeling methodology, f u r t h e r  b a s i c  r e s e a r c h  and a d d i t i o n a l  
exper imenta l  measurements. T h i s  c h a p t e r  p r e s e n t s  a  d i s c u s s i o ~ n  of each 
of t h e s e  t o p i c s  and develops  some s p e c i f i c  recommendations fclr f u r t h e r  
work. Even though t h e r e  i s  some scope f o r  a d d i t i o n a l  s t u d y  t h i s  should  
n o t  be  i n t e r p r e t e d a s  a case  f o r  f o r e s t a l l l i n g  a p p l i c a t i o n s  of t h e  p r e s e n t  
modeling system. The v e r i f i c a t i o n  r e s u l t s  f o r  b o t h  t h e  i n d i v i d u a l  com- 
ponents  a s  w e l l  a s  t h e  system as a  whole i n d i c a t e  t h a t  t h e  moldels can 
s a t i s f a c t o r i l y  p r e d i c t  t h e  ambient c o n c e n t r a t i o n  dynamics. 
12.2 Model A p p l i c a t i o n s  
A, major f o c u s  of t h i s  work has  beer1 t h e  development of mathemati- 
c a l  models t h a t  can p r e d i c t  t h e  a i r  q u a l i t y  impacts of changes i n  
s o u r c e  emiss ions .  Given t h i s  c a p a b i l i t y  perhaps  t h e  most important  
q u e s t i o n  t o  be addressed  i s :  how can t h i s  a n a l y s i s  methodology be  b e s t  
u t i l i z e d  i n  t h e  d e s i g n  of c o n t r o l  s t r a t e g i e s  t h a t  w i l l  ach ieve  d e s i r e d  
a i r  q u a l i t y  o b j e c t i v e s  i n  a  c o s t  e f f e c t i v e  and e q u i t a b l e  manner? There 
a r e  thrree a s p e c t s  of t h i s  q u e s t i o n  t h a t  need t o  be  cons idered :  t h e  
c o n t r o l  s t r a t e g y  d e s i g n ,  i t s  economic o p t i m i z a t i o n  and t h e  r e l a t i o l n s h i p  
of t h e  model p r e d i c t i o n s  t o  t h e  a i r  q u a l i t y  s t a n d a r d s .  
Since  t h e  b a s i c  g o a l  of most c o n t r o l  programs i s  t o  ach ieve  emis- 
s i o n s  reduc. t ions  from many d i f f e r e n t  sources  i t  i s  important  t o  d i s t i n -  
g u i s h  between t a c t i c s  a p p l i e d  t o  p a r t i c u l a r  sources  and t h e  o v e r a l l  
emiss ion re!duct ion s t r a t e g y .  An i n d i v i d u a l  t a c t i c  T i s  a  c o n t r o l  i ' 
measure d i r e c t e d  a t  a  p a r t i c u l a r  source  o r  source  c l a s s  w i t h  t h e  i n t e n t  
of reducing t h e  amount, l o c a t i o n  o r  t iming  of emiss ions .  Some t y p i c a l  
c o n t r o l  t a c t i c s  might be t h e  u s e  of low excess  a i r  d u r i n g  combustion t o  
reduce emiss ions  of n i t r o g e n  o x i d e s ,  vapor recovery  d u r i n g  t h e  hand l ing  
of l i q u i d  h~ydrocarbons o r  c a t a l y t i c  r e d u c t i o n  of v e h i c l e  exhaust  g a s e s .  
A  c o n t r o l  s t r a t e g y  S on t h e  o t h e r  hand r e p r e s e n t s  a  composite s e t  of j ' 
t a c t i c s  t h a - t ,  when a p p l i e d  t o  t h e  r e g i o n  a s  a  whole, produces a  l a r g e  
r e d u c t i o n  i n  emiss ions  from many s o u r c e  c l a s s e s .  The d i s t i n c t i o n  
between t h e s e  two a s p e c t s  i s  i l l u s t r a t e d  i n  F i g u r e  1 2 . 1  where it can 
e a s i l y  seen t h a t  a  p a r t i c u l a r  c o n t r o l  s t r a t e g y  i s  composed of many 
i n d i v i d u a l  t a c t i c s ,  each of which, a r e  r e s p o n s i b l e  f o r  a  smal l  reduc- 
t i o n  i n  emiss ions .  A t  p r e s e n t  t h e  most common u t i l i z a t i o n  of a i r  qual-  
i t y  models i s  t o  s imply t e s t  t h e  a i r  q u a l i t y  impact of d i f f e r e n t  s t r a -  
t e g i e s .  Onre a r e a  of r e s e a r c h  t h a t  has  t h e  p o t e n t i a l  f o r  s u b s t a n t i a l l y  
reduc ing  t b e  c o s t  of a i r  p o l l u t i o n  c o n t r o l  i s  t o  i d e n t i f y  s o l u t i o n s  
t h a t  a r e  bolth f e a s i b l e  and op t imal .  
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(a) Emission Cont ro l  S t r a t e g y  Composed of P a r t i c u l a r  Tac . t i c s  
(b)  Cont ro l  S t r a t e g y  D e f i n i t i o n  i n  Terms of I n d i v i d u a l  T a c t i c s  
The c o n t r o l  s t r a t e g y  d e s i g n  problem can be compactly formula~ted a s  
a  mathemat ical  programming problem 
s e l e c t  S  Cr) (12.1) 
t h a t  minimizes CCS(TJ] (12.2)  
s u b j e c t  t o  Q[~(x,t),~(~,t),~(x,t),Pl i Q S  (12.3)  
Th is  f o r m u l a t i o n  i s  des igned t o  s e l e c t  a  c o n t r o l  s t r a t e g y  S,  composed 
of t a c t i c s  = (TI ,T2, .  . .), t h a t  when a p p l i e d  t o  an emiss ion  p a t t e r n  
E ( x , t )  minimizes t h e  o b j e c t i v e  f u n c t i o n  C, s u b j e c t  t o  a i r  q u a l i t y  Q  a t  
- 
a l l  r e c e p t o r  p o i n t s  r-(~,t) w i t h i n  t h e  a i r s h e d  domain remaining below 
t h e  d e s i r e d  a i r  q u a l i t y  g o a l  QS. I n  most a p p l i c a t i o n s  t h e  o b j e c t i v e  
f u n c t i o n  C, r e p r e s e n t s  t h e  t o t a l .  c o s t  of c o n t r o l ,  however t h e r e  i s  no 
r e a s o n  why a  number of d i f f e r e n t  o b j e c t i v e s  cannot  be  addressed  simul- 
t a n e o u s l ~ *  Both & = (E1,E2 ,.... Em) and Q  = ( Q 1 , ~ 2  ,..., Q ) have been P  
d e f i n e d  a s  v e c t o r  q u a n t i t i e s  t o  encompass c a s e s  where t h e r e  a r e  m emis- 
s i o n  s p e c i e s  and p  d i f f e r e n t  p o l l u t a n t s .  The problem i s  complicated by 
t h e  f a c t  tlhat t h e  a i r  q u a l i t y  outcome Q i s  a  f u n c t i o n  n o t  o n l y  of emis- 
s i o n s  b u t  a l s o  of t h e  meteorology M ,  and chemical  r e a c t i o n  paramete rs ,  
P.  Other  c o n s t r a i n t s ,  such a s  a v a i l a b i l i t y  of c l e a n  f u e l s  o r  techno- 
l o g i c a l  l i imi ta t ions  of d i f f e r e n t  c o n t r o l  t echn iques  may a l s o  be i~ncor -  
p o r a t e d  i n t o  t h e  f o r m u l a t i o n .  
When t h e r e  i s  a  l i n e a r  r e l a t i o n  betwe'en emiss ions  and a i r  q w a l i t y  
t h e  system (12.1-12.3) can u s u a l l y  be  s t a t e d  a s  a  s e t  of l i n e a r  equa- 
t i o n s  and so lved  u s i n g  s t a n d a r d  l i n e a r  o r  i n t e g e r  programming 
t echn iques .  Most of t h e  a p p l i c a b l e  mathemat ical  programming approaches 
a r e  summarized i n  ~ r a n k l i n  (1980) ,  Shap i ro  (1979) and Wismer and 
Cha t te rgy  (1978) .  The i n h e r e n t l y  non- l inear  n a t u r e  o f  ox idan t  forma- 
t i o n  does  compl ica te  t h e  s o l u t i o n  of t h e  o p t i m i z a t i o n  problem. I n  f a c t  
most of t h e  r e p o r t e d  a p p l i c a t i o n s  of photochemical  models have been 
r e s t r i c t e d  t o  s imply t e s t i n g  d i f f e r e n t  emiss ion  p a t t e r n s .  Solme pro- 
cedures  f o r  e s t i m a t i n g  o v e r a l l  c o n t r o l  r equ i rements  f o r  ox idan t  aba te -  
ment have been demonstra ted u s i n g  smog chamber d a t a  ( ~ i m i t r i a d e s ,  
1977) ,  a e r o m e t r i c  d a t a  a n a l y s i s  ( ~ r i j o n i s ,  1974; B i l g e r ,  1978; P o s t ,  
1979) <and mathemat ical  box models t h a t  i n c o r p o r a t e  an e x p l i c i t  photo- 
chemical  mechanism (Whit ten  and Hogo, 1978; Derwent and Hov, 1980).  
The T r i j o n i s  s t u d y  and i t s  e x t e n s i o n  by Kyan and S e i n f e l d  (1974) pro- 
v i d e  t h e  o n l y  economical ly  opt imized c o n t r o l  s t r a t e g y  d e s i g n  p rocedures  
f o r  photochemical  smog demonstra ted t o  d a t e .  Dynamic opt imizis t ion 
t echn iques  t h a t  minimize t h e  c o s t  of a t t a i n i n g  emiss ion c o n t r o l  objec-  
t i v e s  over  t ime a l s o  have been exp lored .  S e i n f e l d  and Kyan (1972) and 
Kyan and S e i n f e l d  (1974) have addressed  t h e  problem of a t t a i n i n g  and 
m a i n t a i n i n g  compliance w i t h  a i r  q u a l i t y  s t a n d a r d s  over  p e r i o d s  of suc- 
c e s s i v e  y e a r s .  The l a t t e r  s t u d y  employed dynamic programming t o g e t h e r  
w i t h  t h e  e m p i r i c a l  photochemical  a i r  q u a l i t y  model of T r i j o n i s  (1974).  
A more d e t a i l e d  review of t h e s e  s t u d i e s  i s  p r e s e n t e d  i n  Cass and McRae 
(1981) .  A t  p r e s e n t  t h e r e  a r e  no s t u d i e s  t h a t  combine t h e  use  of b o t h  
advanced a i r  q u a l i t y  models and economic o p t i m i z a t i o n .  
While a i r  q u a l i t y  models a r e  an i n t e g r a l  e lement  o f  t h e  c o n t ~ : o l  
s t r a t e g y  d e s i g n  p r o c e s s  t h e r e  a r e  o t h e r  a s p e c t s  t h a t  must be  csn- 
s i d e r e d .  F i g u r e  1 2 . 2  p r e s e n t s  i n  a  h i g h l y  s i m p l i f i e d  manner t h e  s t e p s  
t h a t  need t o  be  under taken  i f  an  economical ly  opt imized s e t  of emiss ion  
c o n t r o l s  a r e  t o  be i d e n t i f i e d .  From an  i n s p e c t i o n  of t h i s  diagram i t  
i s  c l e a r  t h a t  many d i f f e r e n t  t y p e s  o f  d a t a  a r e  r e q u i r e d .  What i s  n o t  
a p p a r e n t ,  and f r e q u e n t l y  ignored i n  p r a c t i c e ,  i s  t h a t  t h e  a i r  qual l i ty  
model s e r v e s  a s  a  f o c u s  f o r  much of t h e  d a t a  used i n  c o n t r o l  strat :egy 
a n a l y s e s .  From a  p r a c t i c a l  p o i n t  of view t h e r e  i s  a  c r i t i c a l  need f o r  
developing formal  p rocedures  and q u a l i t y  c o n t r o l  checks  t h a t  can be 
used t o  c o l l a t e  t h e  needed i n f o r m a t i o n  a t  a  c o n s i s t e n t  l e v e l  o f  d e t a i l .  
For example, s imply assembling emiss ions  d a t a  wi thou t  g i v i n g  any con- 
s i d e r a t i o n  t o  t h e  economics of t h e  a s s o c i a t e d  c o n t r o l  t e c h n o l o g i e s  v i r -  
t u a l l y  p r e c l u d e s  i d e n t i f y i n g  l e a s t  c o s t  s t r a t e g i e s .  
Most of t h e  above d i s c u s s i o n  has  focused on t h e  u s e  of models t o  
d e s i g n  c o n t r o l  s t r a t e g i e s  t h a t  w i l l  a ch ieve  p a r t i c u l a r  a i r  q u a l i t y  
g o a l s .  C u r r e n t l y  t h e  p lann ing  e f f o r t s  of r e g u l a t o r y  a g e n c i e s  a r e  
d i r e c t e d  a t  s a t i s f y i n g  s t a t u a t o r y  requ i rements  mandated by t h e  Clean 
A i r  Act.  Most a i r  q u a l i t y  s t a n d a r d s  a r e  s t a t e d  i n  t h e  form of a  par-  
t i c u l a r  a i r  q u a l i t y  l e v e l s  t h a t  a r e  n o t  t o  be  exceeded,  on an h o u r l y  
b a s i s ,  more t h a n  once p e r  year .  A t  p r e s e n t  t h e  r e s o u r c e s  r e q u i r e d  t o  
u s e  photochemical  models a r e  such t h a t  it i s  n o t  f e a s i b l e  t o  model. 
every  day of t h e  y e a r .  A c r i t i c a l  a r e a  f o r  f u t u r e  r e s e a r c h  i s  t o  
determine i.f t h e  c u r r e n t  wors t  day d e s i g n  phi losophy l e a d s  t o  s t r a -  
t e g i e s  t h a t  w i l l  meet a i r  q u a l i t y  o b j e c t i v e s  on a l l  o t h e r  days .  
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12 .3  Basic: Research 
During t h e  c o u r s e  o f  t h i s  s t u d y  many d i f f e r e n t  r e s e a r c h  t o p i c s  
were i d e n t i f i e d .  S ince  most of t h e  p o t e n t i a l  r e f inements  t o  t h e  
p r e s e n t  modeling system have been d i s c u s s e d  i n  p rev ious  c h a p t e r s  t h e y  
w i l l  n o t  be r e p e a t e d  h e r e .  ( A  summary of some of t h e  more impor tan t  
i s s u e s  i s  con ta ined  i n  Table  1 2 . 1 . )  Most of t h e  c u r r e n t  c o n t r o l  pro- 
grams a r e  d i r e c t e d  a t  r educ ing  t h e  c o n c e n t r a t i o n  of t h o s e  g a s  phase  
s p e c i e s  f o r  which t h e r e  a r e  ambient a i r  q u a l i t y  s t a n d a r d s .  Two addi-  
t i o n a l  t o p i c s  t h a t  o f f e r  c o n s i d e r a b l e  scope f o r  f u t u r e  r e s e a r c h  a r e  
t h e  i n c o r p o r a t i o n  of pa r t i cu1a t :e  fo rmat ion  p r o c e s s e s  i n t o  t h e  motlel and 
a  s t u d y  of c u r r e n t l y  u n r e g u l a t e d  p o l l u t a n t s .  T e c h n i c a l l y  t h e  most 
c h a l l e n g i n g  i s  t h e  implementati-on of t h e  a e r o s o l  mechanics.  The capa- 
b i l i t y  t o  p r e d i c t  t h e  fo rmat ion  and growth of f i n e  p a r t i c u l a t e s  w i l l  be 
an i n t e g r a l  element of any s t r a t e g y  d i r e c t e d  a t  improving t h e  v i s i b i l -  
i t y  i n  urban a r e a s .  
I n  a d d i t i o n  t o  t h e  s p e c i e s  of r e g u l a t o r y  i n t e r e s t  t h e  a i r s h e d  
model a l s o  p r e d i c t s  t h e  c o n c e n t r a t i o n  of many o t h e r  p o l l u t a n t s  t h a t  
have known o r  a n t i c i p a t e d  e f f e c t s  on h e a l t h  and w e l f a r e .  For example, 
g a s  phase n i t r i c  a c i d  can react:  w i t h  ammonia t o  form p a r t i c u l a t e  
ammonium n i t r a t e  t h a t  i n  t u r n  can have a  major i n f l u e n c e  on v i s i b i l i t y  
d e g r a d a t i o n .  One a r e a  t h a t  d e s e r v e s  s p e c i a l  a t t e n t i o n  i s  t h e  f e a s i b i l -  
i t y  of p r e f e r e n t i a l l y  a b a t i n g  some of t h e s e  p o l l u t a n t s  a s  p a r t  of ongo- 
ing ox idan t  and p a r t i c u l a t e  c o n t r o l  programs. 
TABLE 12 .1 
Summary of Areas and q u e s t i o n s  f o r  A d d i t i o n a l  Researcth 
Turbulience Chapters 2,4,5,7 
Entrainment Process a t  Invers ion  Base 
Dif fus ive  Transport Under S t ab le  Conditions 
Cost E f f e c t i v e  Closure Models 
Ob i e c t  i& Analysis Procedures 
Wind F ie ld  Generation i n  Remote Areas 
Appl ica t ions  of Remote Sensing 
A p r i o r i  Generation of Mixing Heights 
Surfacc: Removal Processes  
Cllaracter izat ion of Deposition f o r  :Different  S t a b i l i t i e s  
Surface A f f i n i t y  Cha rac t e r i za t ion  
Point  Source Treatment 
-- 
Dispersion Coef f i c i en t s  
Procedures f o r  Imbedding Plumes i n  Grid Model 
Plume Rise Calcula t ions  i n  A r b i t a r i l y  S t r a t i f i e d  Environments 
More Detai led Lumping Mechanism f o r  Aromatics 
Temperature E f fec t s  on Ozone Formation 
Reactions Involving Natural  Hydrocarbon Emissions 
Numerical Analysis 
Applicat ion of Higher Der iva t ive  Methods f o r  Chemistry 
Formulation of F i l t e r i n g  Schemes i n t o  Advection Algorithms 
Theore t i ca l  Treatment of Boundary Conditions 
12.4 Fie:Ld and Exper imental  B a s u r e m e n t s  
I n  many a r e a s  f u r t h e r  model development i s  hampered more by t h e  
p a u c i t y  of measurements t h a n  by t h e  unders tand ing  of t h e  b a s i c  p h y s i c s  
and chemis t ry .  Data d e f i c i e n c e s  occur  i n  t h r e e  a r e a s :  f i e l d  measure- 
ments needed t o  v e r i f y  a  chemj-cally r e s o l v e d  model, source  t e s t  i n f o r -  
mat ion r e q u i r e d  f o r  c o n s t r u c t i o n  of emiss ions  i n v e n t o r i e s ,  and e x p e r i -  
mental  d e t e r m i n a t i o n  of b a s i c  chemical  d a t a .  These requ i rements  a r e  
d e t a i l e d  i n  Tab les  1 2 . 2  - 12.3 .  While n o t  s t r i c t l y  a  p a r t  of a  meas- 
urement program one a s p e c t  t h a t  i s  o f t e n  ignored i s  a  thorough a s s e s s -  
ment of t h e  accuracy  of t h e  b a s i c  d a t a .  Th i s  c o n s i d e r a t i o n  i s  p a r t i c u -  
l a r l y  r e l e v a n t  t o  t h e  emiss ions  in format ion .  Unless  t h e  emiss ions  d a t a  
have been prepared a t  a  l e v e l  c o n s i s t e n t  w i t h  t h e  d e s i r e d  accuracy  of 
t h e  model p r e d i c t i o n s  t h e r e  i s  l i t t l e  p o i n t  i n  u s i n g  a i r  q u a l i t y  
models. Consis tency checks need t o  be a p p l i e d  t o  i n d i v i d u a l  s o u r c e s ,  
source  c l a s s e s ,  t h e  r e g i o n  a s  a  whole and should i n c l u d e  f u e l  usage  
p a t t e r n s ,  o p e r a t i n g  c o n d i t i o n s ,  p o l l u t a n t  r a t i o s ,  exhaust  composi t ion 
and c o n t r o l  e f f i c i e n c i e s .  One u s e f u l  approach i s  t o  compare t h e  
r e s u l t s  from top-down and bottom-up e s t i m a t i n g  p rocedures .  These 
methods can p rov ide  bounds on t h e  accuracy of emiss ions  i n v e n t o r i e s .  A 
formal  methodology u s i n g  weighted s e n s i t i v i t y  a n a l y s i s  t e c h n i q u e s  i s  
d e s c r i b e d  i n  D i t t o  e t  a l .  (1976) 
TABLE 12.2. 
SUMMARY OF METEOROLOGICAL MEASUREMENTS NEEDED FOR MODEL EVALUATION 
Wind Measurements 
V e r t i c a l  Shear D i s t r i b u t i o n s  
Flow P a t t e r n s  Close t o  Mountains (Upslope ~ l o w s )  
Magnitudes of Nocturnal Drainage Flows 
Quan t i t a t i ve  Evaluat ion of Monitoring S i t e  Exposure 
Cha rac t e r i za t ion  of t h e  Ef fec t s  of Surface Roughness 
Mixing Height D i s t r i b u t i o n  
Increased S p a t i a l  and Temporal Resolut ion of Mixing Height 
E f fec t  Mixing Height D i s t r i b u t i o n s  Close t o  Mountains 
Solar  Radiat ion 
Detai led S p a t i a l  and Temporal Measurements of uv Flux 
TABLE 1 2 . 3  
SUMMARY OF NEEDED CHEMICAL MEASUREMENTS 
Concentration Measurements - General Aspects 
Quantitative Evaluation of Interference Effects 
Detailed Characterization of Monitoring Site Exposure 
Estalblishment of Bounds on Measurements due to Errors and Averaging 
Improved Resolution of Vertical Concentration Distributions 
Routine Measurements of Certain Non Criteria Pollutants 
Hvdrocarb~ Measurements 
Spatial and Temporal Variations of Hydrocarbon Reactivities 
Characterization of Aldehydes and Natural Hydrocarbons 
Need for Increased Species Resolution Beyond THC-RHC-CH 4 
Background Air Quality 
Va1u.e~ Away From Urban Region 
Vertical Profiles of Ozone 
Hydrocarbon Concentration and Composition 
Concentration of NO, NO, and O3 
L 
Source gofiles Emission Factors 
Detailed Emissions Distributions From Mobile Sources 
Cherr~ical Composition and Solvent Utilization by Industries 
Extent and Magnitude of Emissions from Gasoline Evaporation 
Industrial Fuel Usage Patterns 
Improved Characterization of Emissions from Area Sources 
1 2 . 5  Conclusions  
I n  t h i s  c h a p t e r  many s u g g e s t i o n s  have been made f o r  f u t u r e  r e f i n e -  
ments and t h e  need f o r  a d d i t i o n a l  exper imenta l  measurements. Given t h e  
p r e s e n t  s t a t e  of model development,  perhaps  t h e  g r e a t e s t  need i s  n o t  
f o r  b a s i c  r e s e a r c h ,  b u t  r a t h e r  f o r  t h e  a p p l i c a t i o n  of t h e s e  new t o o l s  
t o  t h e  d e s i g n  of c o s t - e f f e c t i v e  and e q u i t a b l e  c o n t r o l  s t r a t e g i e s .  
CHAPTER 1 3  
SUMMARY AND CONCLUSIONS 
The major con t r ibu t ion  of t h i s  work has been the  formulat ion and 
computational implementation of a  mathematical d e s c r i p t i o n  of urban 
s c a l e  photochemical a i r  po l lu t ion .  Based on the  spec ies  con t inu i ty  
equat ion,  t he  modeling system incorpora tes  the  combined inf luences  of 
advec t ive  t r a n s p o r t ,  t u rbu len t  d i f f u s i o n ,  chemical r e a c t i o n s ,  source 
emissions and su r f ace  removal processes .  Given the  p o t e n t i a l  f o r  
widespread u t i l i z a t i o n  of t hese  models c a r e f u l  a t t e n t i o n  has been given 
t o  d e l i n e a t i n g  the  assumptions underlying t h e  v a l i d  app l i ca t ions  o f :  
three-dimensional,  Lagrangian t r a j e c t o r y ,  v e r t i c a l l y  i n t eg ra t ed  and 
- 
s i n g l e  c e l l  a i r  q u a l i t y  models. 
While the  mathematical formulat ion of t h e  modeling system conta ins  
no r eg iona l  o r  a r ea  s p e c i f i c  information performance,evaluation s tud ie s  
were c a r r i e d  out us ing  d a t a  measured i n  t h e  South Coast A i r  Basin of 
Southern Ca l i fo rn i a .  Deta i led  emissions and meteorological  information 
were assernbled f o r  t h e  period 26-28 June 1974. A comparison between 
ca l cu la t ed  and observed a i r  q u a l i t y  i n d i c a t e s  t h a t  t he  models can 
s a t i s f a c t o r i l y  desc r ibe  urban s c a l e  atmospheric concent ra t ion  dynamics. 
The r e s u l t s  of t hese  and o t h e r  t e s t s  i n d i c a t e  t h a t  t h e  models a r e  now 
i n  a  form t h a t  they can be used t o  p r e d i c t  t h e  a i r  q u a l i t y  impacts of 
a l t e r n a t i v e  con t ro l  measures. 
APPENDIX A 
KINETIC RATE EQUATIONS AND STEADY STATE APPROXIMATIONS 
This  appendix documents t h e  d i f f e r e n t i a l  and a l g e b r a i c  forms of t h e  
e q u a t i o n s  used t o  d e s c r i b e  t h e  k i n e t i c s  of t h e  chemical  mechanism 
p r e s e n t e d  i n  Chapter 8 .  The n o t a t i o n  has been chosen t o  s i m p l i f y  t h e  
implementat ion of t h e  computat ional  s o l u t i o n  p rocedures .  The forward 
r e a c t i o n  r a t e s  r: i = 1 , 2 ,  ..., m f o r  t h e  i n t e r a c t i o n s  between t h e  c  . 
- 1' i ' 
i=l ,  . . . , p  s p e c i e s  shown i n  Table  8.1 - 8.2 a r e  g iven  by 
where K ( i ) ; i = l ,  ..., m a r e  t h e  r e a c t i o n  r , a t e  c o n s t a n t s .  
Using t h e  procedures  p r e s e n t e d  i i n  Chapter  11 i t  i s  p o s s i b l e  t o  p a r t i -  
t i o n  t h e  c o n c e n t r a t i o n  v e c t o r  c  i n t o  two components ( c  l c  ) where  t h e  
- d s 
s p e c i e s  _cd a r e  d e s c r i b e d  by d i f f e r e n t i a l  forms and cs by a l g e b r a i c  
e q u a t i o n s .  Given (A.1) t h e  r e a c t i o n  s e t  k i n e t i c s  a r e  of t h e  form 
The d i f f e r e n t i a l  e q u a t i o n s  f o r  t h e  i n d i v i d u a l  s p e c i e s  a r e  g i v e n  by 
~ ( ~ 0 2 )  = -~1+~3-~4+~5-~6-R7+2*R8-Rll+R12-R13+R14+Rl5+Rl6 (A. 4) 
+~17-~18-~37-~38-R39-R40+R41-R42+R43-R44+R45 
F(RCHO) = -~24-R25+Al*R30+R33+A3*R34+R38+R40 
F(OLE) = -R28-R29-R30 
F(ALK) = -R31-R32 
F(ARO) = -R33 
F ( c ~ H ~ )  = -R26-R27 
F(C0) = -Rlg+R21+R22+R23+R24 
~ ( ~ 2 0 2 )  = +R50-R51 
F(PAN) = +R42-R43 
F(HNO~) = +Rg-Rlo+Rll-R12+R38 
F(RONO) = -R35+R36 
F(RNO~) = +R39-R41 
The c o e f f i c i e n t s  A1-A6, B1-B3 a r e  d e f i n e d  in Chapter  8. 
Some spec ies  r e a c t  s u f f i c i e n t l y  f a s t  enough t h a t  t h e i r  product ion and 
decay r a t e s  a r e  approximately equal.  Under t hese  condi t ions  i t  i s  pos- 
s i b l e  t o  r ep l ace  the  d i f f e r e n t i a l  equat ions by non-l inear ,  i m p l i c i t  
a lgeb ra i c  expressions of t h e  genera l  form 
F(fd.:s) = 0 (A.18) 
The equat ions which a r i s e  f o r  each spec ies  a r e  given by 
(A. 24) 
(A.25) 
(A. 26 ) 
( ~ . 2 7 )  
From a computational po in t  of view i t  i s  d e s i r a b l e  t o  avoid s i t u a t i o n s  
which involve so lu t ions  of i m p l i c i t  non-linear systems. Under some 
condi t ions  i t  i s  poss ib l e  t o  r ep l ace  (A.18) by t h e  e x p l i c i t  form 
For t h e  system (A.19 - A . 2 7 )  a s o l u t i o n  can be obtained from a s e r i e s  
of success ive  e l imina t ions .  
Atomic oxygen can b e  determined d i r e c t l y  from (A.19) a s  
NO3 and N205 can be  found from a s imul taneous  s o l u t i o n  of t h e  system 
d e f i n e d  by (A.22) and (A.26) i . e .  
where 
Y1 = -(~(8)*~0+~(44)*~02) 
Y2 = ~ ( 4 5 )  
Y3 = -(~(6)*~02*0+~(7)*~02*03) 
Y4 = K(44)*N02 
Y 5  = -(~(45)+~(46)*~20) 
Given t h e s e  c o e f f i c i e n t s  t h e  so : lu t ions  f o r  NO3 and N205 a r e  
(A.32) 
(A. 33) 
(~.34) 
(A.35) 
(A.36) 
For  t h e  o t h e r  s p e c i e s  t h e  a l g e b r a i c  e x p r e s s i o n s  can be  w r i t t e n  a s  
The c o e f f i c i e n t s  X1 - X21 i n  (A.39 - A.41) are given  by 
X1 = K(~~)*oLE*o+K(~~)*PAN (A. 44) 
X6 = 2*~(52) (A. 49) 
(A. 51 
XlO = ~ 1 * ~ ( 3 4 )  (A. 53) 
Xll = -(~(11)*~02+~(13)*~02+~(15)*~0+~(48)*03) + K(13)*~02 (~.54) 
X13 = ~(10)*~~02+~5*~(30)*03*0~~+~(32)*~~*0+2*~(51*~20 (A. 56) 
:Kl5 = -(K(~)*No+K(~~)*HNo~+K(~~)*No~+K(~~)*co+ 
K( 23 ) *HCHO+K( 2 5) *RCHO+K( 26 )*c 2~4+K( 28 ) *OLE+ (A. 58) 
K(~~)*ALK+K(~~)*ARo+K(~~)*o~) 
Xl8 = K(~~)*C~H~+K(~~)*OLE+K(~~)*ALK+K(~~)*ARO (A.61) 
X19 = -(K( 16)*~0+~(39)*~02+~(40 )aN02) (A.62) 
X20 = -2.O*K(52) (~.63) 
X21 = (1-~l)*M*K(34) (A.64) 
After considerable algebraic manipulation it is possible to develop 
a quadratic expression for H02 of the form 
Dl*H02**2 + D2*H02 + D3 = 0 
where the coefficients Dl-D3 are given by 
D3 = ~ 8 + ~ ~ * ~ 1 0 - ~ 9 * ~ 1 3 / ~ 1 5  
D2 = ~ 1 1 + ~ ~ * ~ 1 O * ~ 1 4 / ~ 1 5 - ~ 9 * ~ 1 4 / ~ 1 5  
Dl = X12 
and the intermediate terms by 
DD = 1.0/(~7*~19-~5*~21) 
FF = DD*(x~*x~~-X~*XI 9-~1*~5*~17 1x3 ) 
EE = DD*(x~*x~*x~~ / 3-~5$k~18) 
GG = FF + ~ ~ * ~ 1 3 / ~ 1 5  
The solution of the quadratic is given by 
Once KO2 is available then the other steady state species are given by 
I n  some case  t h e r e  may be no NO present  i n  t h e  system, when t h i s  
X 
occurs t h e  fol lowing reduced s e t  of s teady  s t a t e  expressions can be 
appl ied  
OH = -X13/X15 (A.79) 
R02 = SQRT(- (X~~+X~~*OH)  1x20  (A.80) 
RO = -(~4+~6*R02*~02)/X7 ( A . 8 1 )  
H02 = SQRT( -(x~+x~*oH+X~O*RO) 1x1 2) (A.82) 
NO3 = N205 = RC03 = HN04 = 0 (A.83) 
Consiclerable ca re  must be exerc ised  during t h e  computational implemen- 
t a t i o n  of t h e  above expressions because var ious  terms involve small  
d i f f e r ences  between l a r g e  q u a n t i t i e s .  The remaining spec ies  { 0 2 , ~ 2 0 , ~ )  
a r e  t r e a t e d  as  being cons tan t  during a  time s t e p  and a r e  suppl ied 
ex te rna l ly .  
APPENDIX B 
A LINFAR FINITE ELEMENT SOLUTIGZI i l ? '  T!iZ 
CONSERVATIVE FORM OF THE ADVECTION EQUATION 
B . l  I n t r o d u c t i o n  
F i n i t e  element methods, a s  a  c l a s s ,  a r e  an  i n c r e a s i n g l y  popula r  
approach f o r  numerical  s o l u t i o n  of f l u i d  f low problems. They a r e  par-  
t i c u l a r l y  a t t r a c t i v e  because  of t h e i r  h i g h  accuracy  and,  more impor- 
t a n t l y ,  t h e  e a s e  w i t h  which boundary c o n d i t i o n s  can be  handled.  Th is  
appendix i s  devoted t o  a  d e t a i l e d  d e r i v a t i o n  of t h e  f i n i t e  element 
a l g o r i t h m  employed i n  Chapter 10 where,  a s  p a r t  of t h e  s p l i t t i n g  
sequence,  i t  was n e c e s s a r y  t o  s o l v e  t h e  f i r s t  o r d e r  h y p e r b o l i c  problem 
(B.1). 
S p e c i f i c a l l y  i n  a tmospher ic  f lows (B.1) i s  a s s o c i a t e d  w i t h  t h e  s c a l a r  
advec t ion  e q u a t i o n  which i s  g iven  by 
I n  (B.2) c ( x , t )  i s  t h e  non-negative c o n c e n t r a t i o n  f i e l d  and u ( x , t )  t h e  
a d v e c t i v e  v e l o c i t y .  Th i s  appendix extends  t h e  r e c e n t  work of Pepper e t  
a l .  (1979) which p r e s e n t s  a f i . n i t e  element model f o r  t h e  more r e s t r i c -  
t i v e  nonconserva t ive  form of (B.2).  
B. 2 1;alerkin Formula t ion  
A common approach t o  s o l v e  t h e  h y p e r b o l i c  problem (B.1) i s  t o  
form t h e  Ga le rk in  e q u a t i o n  u s i n g  f i n i t e  e lements  i n  space  ( S t r a n g  and 
F i x ,  1973; F i n l a y s o n ,  1972) ,  With t h i s  t echn ique  approximat ions  t o  
t h e  c o n c e n t r a t i o n  and v e l o c i t y  f i e l d s  ~ ( x , t ) ,  ~ ( x , t )  a r e  expressed i n  
terms of t ime vary ing  c0ef f i c i e n t s  a i ( t ) ,  . ( t )  and p iecewise  cont inu-  J 
ous  b a s i s  f u n c t i o n  $ . ( X I ,  i , e .  
1 
n 
c ( x , t )  " C ( x , t )  = a . ( t )  
1 
i=l 
where! 
X-X i-1 
X -X ; x < x < x  i-1 - - i i-1 i 
Equat ion ( ~ . 5 )  d e s c r i b e s  a  s e t  of l i n e a r  b a s i s  f u n c t i o n  which a r e  
sometimes c a l l e d  Chapeau f u n c t i o n s  because  of t h e i r  s i m i l a r i t y  t o  
h a t l i k e  shapes .  The form of t h e s e  f u n c t i o n s  i s  i l l u s t r a t e d  i n  F i g u r e  B.1 .  
Other b a s i s  f u n c t i o n s  which v a n i s h  o u t s i d e  t h e  i n t e r v a l  [ x  i-1 9xx+l' 
a r e  d e s c r i b e d  i n  S t rang  and F i x  (1973) ,  Connor and Brebbia (1977) .  
F i g u r e  B . l  
L i n e a r  B a s i s  F u n c t i o n s  f o r  G a l e r k i n  
F i n i t e  Element Model 
Using t h e  f u n c t i o n s  d e s c r i b e d  by ( B . 3 )  and ( ~ . 4 )  t h e  Ga.lerkin 
method r e q u i r e s  t h a t  f o r  a l l  $i 
Galerkins ' s  method i s  a  p a r t i c u l a r  weighted r e s i d u a l  scheme i n  which 
t h e  we igh t ing  f u n c t i o n s  a r e  t h e  same a s  t h e  t r i a l  f u n c t i o n s   inlayso son, 
1972) .  By expanding t h e  i n n e r  p roduc t  (B.6) t h e  f o l l o w i n g  s e t  of o r d i -  
n a r y  d i f f e r e n t i a l  e q u a t i o n s  i n  t h e  dependent v a r i a b l e a . ( t )  can be  
J 
d e r i v e d  
where 
M i j = /mi(x)mj(x)dx 
S ince  (b.(x) v a n i s h e s  o u t s i d e  t h e  i n t e r v a l  [ x  
1 
x 1 t h e r e  w i l l  be i-1' i + l  
t h r e e  i n t e g r a l s  a s s o c i a t e d  w i t h  M and n i n e  w i t h  N f o r  a  t y p i c a l  i j i jk 
s e t  of p o i n t s  i-1, i and i + l ,  i . e .  
Ni, i + l  , i-1 'i, i + l  Ni, i + l  , i + l  
The i n t e g r a t i o n s  a r e  q u i t e  s t r a i g h t f o r w a r d  and t o  i l l u s t r a t e  t h e  pro- 
c e s s  c o n s i d e r  some t y p i c a l  t e r m s ,  f o r  example M. 
1, i + l  
S ince  4 i+ l (x )  = 0 f o r  x  < x i  (B.11) can b e  w r i t t e n  i n  t h e  form 
S i m i l a r l y  N i , i , i  i s  g iven  by 
X i+l (4 
N i,i,i = 24i (x)  ax  dx = 0 (B.13) 
X i-1 
A f t e r  a l l  t h e  terms have been e v a l u a t e d  t h e  governing s e t  of ord . inary  
d i f f e r ' e n t i a l  e q u a t i o n s  i s  g i v e n  by 
v a r i o u s  s i m p l i f i c a t i o n s  are p o s s i b l e ;  c o n s i d e r  f o r  example t h e  c a s e  of 
const .ant  g r i d  spac ing  i n  which Ax = x  i + l - X . = X  - X  For  t h i s  1 i i-1 ' 
s i t u a t i o n  ( ~ . 1 4 )  reduces  t o  
I f  t h e  v e l o c i t y  u ( x , t )  i s  uniform,  t h e n  (B.15) s i m p l i f i e s  s t i l l  f u r t h e r  
Time i n t e g r a t i o n  of t h e  d i f f e r e n c e  - d i f f e r e n t i a l  e q u a t i o n s  can 
be  accomplished by s t a n d a r d  methods. For example, t h e  c l a s s i c  Crank- 
2 Nicholson O ( A t  ) scheme when a p p l i e d  t o  (B.15) g i v e s  
This system of t r i d i a g o n a l  equa t ionscanbe  r e a d i l y  solved using 
the  ~ h d h a s  algori thm ( ~ o a c h e ,  1 9 7 6 ) .  A d i scuss ion  of t h e  s t a b i l i t y  and 
convergence of t he  f i n i t e  element approximation i s  contained i n  Chapter 
10 and f o r  t h i s  reason w i l l  no t  be repeated here.  
APPENDIX C 
GRAPHICAL DISPLAY OF OBSERVED AND PREDICTED A I R  QUALITY 
FOR THE TWO-DAY PERIOD 26-27 JUNE 1974 
This  appendix p r e s e n t s  t h e  calcula i ted  and observed l e v e l s  of 
ozone ( 0  ) and n i t r o g e n  d i o x i d e  (NO ) a t  moni to r ing  s i t e s  w i t h i n  t h e  3 2  
South Coast  A i r  Basin .  The s p a t i a l  d i s t r i b u t i o n  of measurement s t a t i o n s  
i s  shc~wn i n  F i g u r e  C . 1 .  Within  t h e  computa t iona l  r e g i o n  d e f i n e d  by 
F i g u r e  C.2 e a c h  s t a t i o n  can b e  l o c a t e d  by u s i n g  t h e  coord i r l a tes  p r e s e n t e d  
i n  Tab le  C . 1 .  The s t a t i o n  names, codes  and l o c a t i o n s  correspond t o  
t h o s e  used by l o c a l  a i r  p o l l u t i o n  a g e n c i e s  i n  June 1974. 
FIGURE C.1 
Location of A i r  Qual i ty  Monitoring S i t e s  
wi th in  t h e  South Coast A i r  Basin 
COMPU'TATIONAL GRID POINT 
GRID CELL NUMBERING OWIGIN: 
I N X-DIRECTION E 5 6 0  km 
N 3 6 8 0  km 
UTM,ZONE I I 
D e f i n i t i o n  of the Or ig in  of the Computational Grid System 
TABLE C. 1 
Air Quality Monitoring Sites Used in Statistical 
Analysis of Model Results for 26-27 June 1974 
STATION (a) 
CODE 
MONITORING STATION GRID COORDINATES 
(x ,Y)  
Anaheim 
La Habra 
Los Alamitos-Orangewood Ave 
Norco-Prado Park 
Riverside-Rubidoux 
Riverside-Magnolia Ave 
San Bernardino 
Chino-Riverside Ave 
Upland-Civic Center 
Upland ARB 
Fontana-Foothill Blvd 
Camp Paivika-USFS 
Camarillo-Palm 
Point Mugu 
Port Hueneme 
Simi Valley 
Ventura-Telegraph Rd 
Thousand Oaks-Windsor Dr 
Los Angeles-Downtown 
Azusa 
Burbank 
West Los Angeles 
Long Beach 
Pomona 
Lennox 
Redondo Beach 
Whittier 
Pasadena-Walnut St 
Lynwood 
Mt Lee Dr-Mobile Van 
Vanl-105 Frwy (Prop) 
Notes : 
(a) California Air Resources Board Code Number 
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FIGURE C . 4  
Measured (0)  and P r e d i c t e d  (-) Ozone and Ni t rogen  Dioxide 
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FIGURE C . 5  
Measured (0)  and P r e d i c t e d  (-) Ozone and Ni t rogen  Dioxide 
A i r  Q u a l i t y  a t  La Habra 
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FIGURE C . 6  
Measured (0) and P r e d i c t e d  (-) Ozone and Ni t rogen  Dioxide 
A i r  Q u a l i t y  a t  Los Alamitos--Orangewood Avenue 
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FIGURE C .  7 
Measured (0)  and P r e d i c t e d  (-) Ozone and Ni t rogen  Dioxide 
A i r  Q u a l i t y  a t  Norco-Prado Park  
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Measured (0) and Predicted (-) Ozone and Nitrogen Dioxide 
Air Quality at Riverside-Rubidoux 
FIGURE C.9 
Measured (0) and Predicted (-) Ozone and Nitrogen Dioxide 
Air Quality at Riverside-Magnolia Avenue 
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FIGURE C.10 
Measured ( 0 )  and P r e d i c t e d  (-) Ozone and Ni t rogen  i l ioxide  
A i r  Q u a l i t y  a t  San Bernardino 
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FIGURE C.ll 
Measured (0) and Predicted (-) Ozone and Nitrogen Dioxide 
Air Quality at Chino-Riverside Avenue 
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FIGURE C.16 
2 7  JUNE 
Measured (0) and P r e d i c t e d  (-) Ozone and Ni t rogen  Dioxide 
A i r  Q u a l i t y  a t  Camarillo-Palm 
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FIGURE C . 1 7  
Measured (0) and P r e d i c t e d  (-) Ozone and Ni t rogen  Dioxide 
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FIGURE C.18 
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Measured (0) and P r e d i c t e d  (-) Ozone and N i t r o g e n  Dioxide  
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FIGURE C . 1 9  
Measured (0)  and P r e d i c t e d  (-) Ozone and Ni t rogen  Dioxide 
A i r  Q u a l i t y  a t  Simi V a l l e y  
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FIGURE C . 2 1  
Measured (0)  and P r e d i c t e d  (-) Ozone and Ni t rogen  Dioxide 
A i r  Q u a l i t y  a t  Thousand Oaks-Windsor D r  
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FIGURE C.22 
Measured (0) and Predicted (-) Ozone and Nitrogen Dioxide 
Air Quality at Los Angeles-Downtown 
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FIGURE C . 2 3  
Measured (0) and P r e d i c t e d  (-) Ozone and Ni t rogen  Dioxide 
A i r  Q u a l i t y  a t  Azusa 
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FIGURE C.24 
Measured ( 0 )  and Predicted (-) Ozone and Nitrogen Dioxide 
Air Quality at Burbank 
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FIGURE C.25 
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Measured (0) and P r e d i c t e d  (-) Ozone and Ni t rogen  Dioxide  
A i r  Q u a l i t y  a t  West Los Angeles 
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FIGURE C.26 
Measured (0) and Predicted (-) Ozone and Nitrogen Dioxide 
Air Quality at Long Beach 
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FIGURE C.27 
Measured (0) and Predicted (-) Ozone and Nitrogen Dioxide 
Air Quality at Pomona 
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FIGURE C . 2 8  
Measured (0 )  and P r e d i c t e d  (-) Ozone and N i t r o g e n  Diox ide  
A i r  Q u a l i t y  a t  Lennox 
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FIGURE C.31 
Measured (0) and Predicted (-) Ozone and Nitrogen Dioxide 
Air Quality at Pasadena-Walnut St 
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FIGURE C.32 
Measured ( 0 )  and Predicted (-) Ozone and Nitrogen Dioxide 
Air Quality ac Lynwood 
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Measured (0) and P r e d i c t e d  (-) Ozone and Ni t rogen  Dioxide  
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FIGURE C . 3 4  
Measured ( 0 )  and P r e d i c t e d  (-) Ozone and N i t r o g e n  D i o x i d e  
A i r  Q u a l i t y  a t  Vanl-105 Frwy (P rop)  
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