The Abelian distribution has been studied recently in models for neural avalanches. This paper uncovers new properties about the distribution, ways in which these properties can be useful are indicated.
Introduction
The Abelian distribution is a distribution that is in important in models studying neural avalanches (See [5] , [6] [7] ). Neural avalanches were observed by John Beggs and Dietmar Plenz ( [1] , [2] ). In the experiment cultured slices were planted on a multielectrode array and local field potential signals were recorded. The data consisted of short intervals of activity, when one or more electrodes detected LFPs above the threshold, separated by longer periods of silence. A set of such consecutively active frames was called an avalanche. The size of an avalanche is defined as the number of electrodes which were active during the avalanche. The data collected showed that avalanche sizes followed the power-law distribution (with exponent − 3 2 ) with the exponential cutoff at the size of the multielectrode array. Neuronal avalanches have also been recently identified in vivo in the normalized LFPs extracted from ongoing activity in awake macaque monkeys( [10] ). A model for such neural avalanches was studied in [5] , in the model the probability distribution of getting avalanches of size Z N,p , was derived as
The variance of the Abelian distribution Definition 2.1. Abelian Distribution The Abelian distribution Z N,p is a probability distribution on {1, 2, · · · , N}defined by the probability density
Where C N,p is the normalization constant defined by
. The parameter N must be an integer, the parameter p lies in (0,
That this is indeed is a distribution was proved in [6] , see also [7] . The p in the Abelian distribution is often taken as α N , where 0 < α < 1. It was also proved in [6] , [7] that :
In [4] we find the following distribution: Definition 2.2. Avalanche Distribution The Avalanche distribution X N,p is a probability distribution on {0, 1, 2, · · · , N} defined by the probability density
The parameter N must be an integer, the parameter p lies in (0,
Wenbo Li in [9] states without proof the following result about the mean of the Avalanche distribution. We attach a proof of the statement in the Appendix.
Also define Y N,p = X N,p + 1. Thus
With these results at hand we are ready to find the Variance of Z N,p Theorem 2.3. The second moment of the Abelian distribution is as follows:
And the variance of the distribution is
Proof.
We know E(Z N +1,p ) from 2.1, using 2.2 we can compute E(Y N,p ). Using the above two facts one finds
2 , the variance too can be found from this.
Stirling numbers
Our chief goal , for the rest of this paper will be to find how the variance of the Abelian distribution behaves as N goes to infinity. In order to do this we shall use the Stirling number of the first kind. The Stirling numbers were so named by N. Nielson (1906) in honor of James Stirling, who introduced them in his Methodus Differentialis (1730) [12] , without using any notation for them. The notation in this paper is due to J. Riordan [11] . This section gives some definitions, and results from [3] . We then proceed to state and prove a few Lemmas of our own 3.2, 3.3, 3.1. These final three will be used in the section titled Asymptotic behavior of the Variance of the Abelian Distribution.
We will use the notation(x) n for the polynomial
). This is called the factorial moment of order n.
The coefficients of such polynomials are called the Stirling numbers. Formally we have, (x −
are called the non-centered Stirling numbers of the first kind. We will be chiefly interested in r= 1,
When i ≥ j > 0 denote by τ i j the class of all possible subsets of {1, 2, 3 · · · i}, which are of cardinality j. The following can be found in Chapter 2 of [3] .
Now we make some definitions, and prove some results of interest to us.
Proof. The proof is a straightforward calculation. 
Proof. See Appendix for Proof
Before ending the section we will state one last technical Lemma that will find use in the next section.
Proof. It would be enough to show
This is exactly what we do.
Asymptotic behavior of the variance of the Abelian Distribution
We will see how the variance of Z N,p behaves as N tends to infinity, here we take p = α N . Here is the result. 
The fact that s(i, i, 1) = 1 is used in the following calculations
Hence we have
where
Now to focus on J 2
, and
This yields
We next show lim N →+∞ J 5 = 0, f below is defined in 3.2.
Since the last expression is an upper bound for |J 5 |, and it approaches zero as N approaches ∞, we are done.
Next we will show lim N →+∞ J 6 = 0, the P i below is defined in 3.1
Since the last expression is an upper bound for |J 6 |, and it approaches zero as N approaches ∞, we are done.
From (9), and the estimations of J 1 , J 3 , J 4 , we see
From this the theorem follows.
Remarks
The choice of α which is most interesting for studying the biological phenomenon, are those values close to 1, these are the values for which the distribution behaves closest to a power law as has been show in [5] . Also Levina [8] shows these are the values of α the system settles to if one starts with dynamical synapses with a different suitable α. This result shows that such systems have very high variance when we deal with a lot of neurons. This is consistent with a power law distribution of exponent −
Appendix A Methods
Here, we give proofs of certain lemmas, that we omitted from the main text. as follows
It was shown in [4] that S N,p has the same distribution as the Avalanche distribution. Thus it is suffice to prove that E(ǫ k,N ) =
By Inductive hypothesis the result holds for k = k − 1, now for k = k,
Proof. of 3.2 For the moment , consider i ≥ j > 0, the situation where i ≥ j = 0, will be treated at the end separately. Using Equation 7, we get 
where l is the least number in {1, 2, · · · , i}, which is not in The polynomial ((x + 1)(x + 2) + 2(x + 1)(x + 2)x + (x + 1)(x + 2)x(x − 1)) + 4 is defined as f , we have shown above that it satisfies the prescribed properties for i ≥ j > 0.
When i > j = 0, |s(i + 2, 0; 1)| = (i + 1)(i + 2)|s(i, 0; 1)|, when i = j = 0, s(2, 0; 1) = 4 < f (0)s(2, 0; 1). So 12 still holds.
