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CHAPTER 1. 
THE RASCH MODEL 

1.1 INTRODUCTION 
The Rasch model has received much attention since its introduction (Rasch, 1960): the 
number of publications concerning mathematical, statistical, psychometric and 
epistemologica! aspects of the model is sheer uncountable. Problems with respect to 
estimation and testing have been satisfactorily dealt with. As a result, the number of 
applications of the model is rising though this number may not as yet wholly reflect the 
theoretical effort. 
The Rasch model is used in many fields of applied psychometrics, such as the 
development of (psychological) tests, equating parallel forms of tests, tailored and adaptive 
testing, and item banking. Furthermore, the model has been extended in several directions, 
e.g. cognitive process models and measurement of change. In its original form, the Rasch 
model describes the probability of responses to dichotomous test items, but in his later work, 
Rasch (1961, 1966a) extended the model to items with more than two response categories. 
However, in this dissertation, only the dichotomous version will be discussed. The reader is 
referred to Andersen (1973a), Fischer (1974), Andrich (1978), Masters (1982) and Jansen 
(1983) for a discussion of the Rasch model for polytomous items. 
Despite the prominent place of the Rasch model in modern psychometric theory, no 
computer program is available which satisfies the present standards of flexibility and user-
friendliness. This dissertation is a result of a evaluative study performed in order to design 
such a user-friendly program (ASP, 1988). The evaluation pertained to estimation methods 
and procedures, measures and techniques for the assessment of model fit (statistical testing, 
descriptive fit etcetera), and the applicability of the model. The present dissertation is a 
report of this evaluative study. 
In this first chapter we will introduce some necessary concepts and symbols. After the 
presentation of the assumptions of the model, we will shortly discuss three different 
derivations of the model. Furthermore, we will shortly discuss some estimation and testing 
methods of the Rasch model, and finally, three different extensions of the model will be 
described. 
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1.2 ESSENTIALS OF THE RASCH MODEL 
In the Rasch model, the probability that XV1=1, subject ν responds positively to item i, is 
Ρ(Α«-Ι|Ο
Τ
.«,)- .ZCe'X, -'«· (^) 
The probability function i^ is a monotone increasing function of the subject parameter ®„ 
and therefore can be interpreted as the ability of subject v. In the same vein, a, can be 
interpreted as the difficulty of item i. Both Θ and α are unobservables, and are therefore 
called latent parameters. 
1.2.1 assumptions 
The Rasch model (1.1) is equivalent with the following four assumptions (cf. Fischer, 1974, 
p.193-195): 
1. unidimensionality, 
2. conditional or local stochastic independence, 
3. monotonicity, and 
4. sufficiency of the raw scores. 
Unidimensionality: all ability and difficulty parameters are mapped into a single continuum. 
This means that all items appeal to the same ability. 
Conditional or local stochastic independence: the simultaneous probability of a positive 
response to items i and j given a fixed level of Θ, is equal to the product of the separate 
conditional probabilities: 
ρ ( Χ
ν ι
= 1 / Χ ν 3 = ΐ | θ ν , α _ ι , « ; ( ) = ρ ( Χ „ = ΐ | θ ν , α 1 ) + ρ ( Χ ν 3 = ΐ | θ ν , ο ; , ) . ( 1 . 2 ) 
2 
Conditional independence means that the probability of a response to an item does not 
depend on the responses to other items; so, for instance, learning processes are assumed not 
to occur during test taking. The terms conditional independence and local stochastic 
independence will be used interchangeably in the remainder. 
Monotonicity: the probability of a positive response to an item increases with increasing level 
of ability; the more able a subject, the higher the probability that the subject responds 
positively to an item. 
Sufficiency: the raw score of subject v, г =Х^
=1х 1, contains all relevant information needed 
for the estimation of . Conversely, the raw score of an item, η^Σ^,χ,,,, contains all 
relevant information needed for the estimation of a,. Sufficiency of the raw scores implies 
that the probability functions (1.1) or Item Characteristic Curves (ICC) are parallel. The raw 
scores are called minimal sufficient statistics for the model parameters, because the raw 
scores are a function of the observations and not of other unknown model parameters. 
1.2.2 specific objectivity 
Rasch was concerned with the nature of measurement and aimed at the establishment of a 
measurement model in the social sciences with as much the same properties as measurement 
in the natural sciences. Therefore, he developed the notion of "specific objectivity". Loosely 
speaking, specific objectivity means that subjects can be compared to each other irrespective 
of the items that were used to make such a comparison. More formally, Rasch (see: Fischer, 
1987) defined specific objectivity as follows: 
Let a set of objects, S
v
 (v= 1,..,N), be given, each of which can be exposed to 
any of a set of agents, I, (i=l,..,k). If S,, is exposed to I,, a reaction R^ is 
observed. If two objects, S
v
 and 5„, are compared through an agent I,, the 
result of the comparison is unique and specifically objective if a comparator 
function of Ry, and R^ exists which depends on S
v
 and S^ but not on I,. 
Rasch (1977) showed that his model follows from the requirement of specific objectivity. 
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For an extensive discussion of specific objectivity, the reader is referred to Fischer (1987). 
Roskam and Jansen (1984) derived the Rasch model as a probabilistic extension of the 
Guttman scalogram. They showed that a specifically objective model implies consistent 
stochastic orderings for both subjects and items which are independent of each other. 
Whereas Rasch and Roskam & Jansen based their derivation of the model on specific 
objectivity, Andersen (1973a) was led by the requirement of the existence of minimal 
sufficient statistics for the model parameters. Only models belonging to the exponential 
family (cf. Barndorff-Nielsen, 1978) have minimal sufficient statistics for the model 
parameters. Assuming that the sufficient statistics are functions of the data only (and not of 
other model parameters), he obtains the Rasch model. 
These three different derivations of the Rasch model concentrate on statistical or 
measurement theoretical arguments. What lacks, is a (cognitive) process model to explain 
how a subject answers a test item. In section 1.5 two models will be discussed that might be 
used to describe the processes that a subject answers a test item. 
1.23 relations to other models 
The Rasch model can be looked upon as a special case of the three- and two-parameter 
logistic models suggested by Birnbaum (in: Lord & Novick, 1968). In the two-parameter 
logistic model a second item parameter is introduced, which is called the item discrimination 
parameter (ßj). The item discrimination parameter represents the extent to which the 
probability of a positive response increases as a function of increasing ability, and can be 
interpreted as the slope of the logistic curve: 
rWK і ій « η ι e x p ( p i (Qy-aj )) , 
p(X
vi=l\Qv .α, , β , ) = 1 + e x p ( p i ( θ ν - α , ) ) · ( 1 · 3 ) 
In this model, the assumption that the raw scores are sufficient is relaxed. Rather than the 
simple raw score, the weighted raw score, tv=2í=1fl1xvl, is a sufficient statistic for . When 
the ß parameters are unknown, it is easy to show that ty is not a minimal sufficient statistic 
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(Andersen, 1970, p. 285-286). Because the two-parameter logistic model has no minimal 
sufficient statistics, the model (and also (1.4)) does not allow for specifically objective 
comparisons, except for the case that all ß's are known. Note that the Rasch model is 
obtained by assuming β, equal to 1 for all items. 
The two-parameter model (1.3) can be extended to the three-parameter logistic model 
by introducing a third parameter, τ,, which represents the lower asymptote of the ICC, and 
can be interpreted as the probability of a positive response by chance (if ->-м): 
Ρ^-ιΙΘ^,.β,.ο =
 τ ι + (i-x, ) ^ ¿ I ' C ^ J ) · ( 1 · 4 ) 
The one-parameter logistic (Rasch) model and the two- and three-parameter logistic 
models are members of a much broader class of latent trait models. This broad class of 
models is beyond the scope of this dissertation, and therefore, we will refrain from discussing 
these here. For extended discussions, the reader is referred to Lord and Novick (1968), 
Fischer (1974), Lord (1980) and Sijtsma (1988). 
The Rasch model is not only member of a broad class of measurement models, but also 
has relations with several statistical models. For instance, the Rasch model can be 
formulated as a loglmear model (cf. Holland, 1981; Cressie & Holland, 1983; Kelderman, 
1984, 1988), or as a logistic regression model (Verhelst & Molenaar, 1988; Zwinderman, 
1989a,b). 
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1.3 ESTIMATION IN THE RASCH MODEL 
U . l methods 
Given a sample of N subjects responding to a set of к items, and assuming conditional 
independence, the likelihood of the matrix X of all item responses is 
LjUlfì ,*) = P(X\U,SL) = Π Π f% ( l - íw)1"*"1 · ( 1 · 5 ) 
Parameter estimation by maximizing (1.5) is called joint maximum likelihood (JML) 
estimation, and has been used extensively (Wright & Mead, 1977). However, the JML 
method has been criticized because of a fundamental flaw: the method is inconsistent 
because structural parameters are estimated in the presence of incidental parameters. 
Structural parameters are parameters whose estimators become more efficient when the 
sample size increases. In most applications of the Rasch model, the subject parameters must 
be considered as incidental parameters, whereas the item parameters are structural. When 
the sample of subjects increases, more information becomes available for the estimation of 
the item parameters, but also more subject parameters must be estimated. Under such 
circumstances neither Θ, nor α is estimated consistently by maximizing (1.5) (Neyman & 
Scott, 1948). The estimators ô v and ¿j become consistent only if both N and k, and N/k 
approach infinity (Andersen, 1973a). The interested reader is referred to Haberman (1977) 
for a general discussion of the conditions under which the JML estimators may be consistent. 
The likelihood (1.5) can be decomposed into two parts 
l,_,U|ö,Ä)=p(.x1x,a)*p(x|fi) . ( 1 . 6 ) 
As the raw scores are sufficient statistics for the subject parameters, the likelihood of the 
item responses given the raw scores, р(Х|ьа) also denoted as L^XILÍ*), is independent of 
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the subject parameters. Andersen (1973a) showed that the item parameters can be estimated 
consistently by maximizing L^Xji^a) alone. Estimation of α by maximizing L
c
(X|r,a) is 
called conditional maximum likelihood (CML) estimation. 
Scheiblechner (1979) showed that CML estimation of a leads to a loss of some 
efficiency. Because the likelihood of г, ρ(ΐ |Θ), is not independent of a, r is not an ancillary 
statistic (Rao, 1973). Because г is not ancillary, the variance of the estimators of a, does not 
reach the Cramer Rao lower bound. 
With CML estimation, the incidental nuisance (subject) parameters are eliminated from 
the estimation problem by using the conditional distribution of the data given the sufficient 
statistics for the nuisance parameters (Cox, 1970). Another approach to eliminate incidental 
parameters, is to integrate them out of the likelihood. This method is adopted by Bock and 
his associates (1970, 1981), Thissen (1982), Rigdon and Tsutakawa (1983) and Mislevy 
(1984). The subjects are assumed to be sampled from some population with probability 
density function, g, which is characterized by a finite number of parameters, <¿. The joint 
likelihood of the matrix of item responses and . is 
і .=р(*,АІА,ф)=р(х|а,А)*д(А|4> • ( 1 . 7 ) 
To estimate a, Bock and Lieberman (1970) and Bock and Aitkin (1981) maximized the 
marginal likelihood, which is defined as: 
m 
Ь
т
(Х\&1&)=1р(х\Ь,ь)*д(в\й)дв, (1.8) 
which is the joint likelihood (1.5) integrated over the assumed density function g(©|(¿). The 
marginal likelihood is a function of a and the finite number of parameters of g(0|<e). 
Parameter estimation by maximizing (1.8) is called marginal maximum likelihood (MML) 
estimation. 
The distribution of Θ can be treated in several ways: 
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1. g(0|iâ) is assumed to be completely known, 
2. g(0|<¿) is assumed to be a member of some family of distributions, whose 
parameters are estimated jointly with a, and 
3. g(01¿) is estimated nonparametrically via the frequency distribution of the 
raw scores (Bock and Aitkin, 1981; Mislevy, 1984). 
The marginal likelihood specifically includes the ability distribution in the model. This 
means that additional assumptions to the four listed in section 1.2.1 are involved. This point 
will be taken up in chapter 3. 
Of the above estimation methods, only CML is congruent with specifically objective 
measurement. With JML estimation, the estimators of a depend on the estimators of the 
subject parameters. With MML estimation the estimators of α depend on the population 
distribution of the subject parameters. Thus, only the conditional maximum likelihood 
estimators are both sample and population independent, because the CML estimators do 
not depend on the estimators of the subject parameters nor on the population distribution. 
With MML estimation both the item parameters and the population distribution are 
estimated. Andersen and Madsen (1977) present a method to estimate the parameters ^ of 
g(®|<è) after CML estimation of a. They estimated ¿ by maximizing the likelihood of the 
raw scores г integrated over g(01 <£): 
L=fp{z\Q.)*g(e\&)de. ( 1 . 9 ) 
In (1.9) the CML estimates of α are treated as constants. Although here g(01¿) can be 
treated in the same way as with marginal maximum likelihood estimation (maximizing (1.8)), 
equation (1.9) is only of interest when structural hypotheses on the population distribution 
are to be tested. Structural hypotheses require the specification of g(01(¿) or at least the 
specification of a family of densities. 
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13.2 identifiability 
The parameters Θ and a can be estimated uniquely up to the transformation ©'-»ö+d and 
a -»α+d with d an arbitrary constant; The item response probability (1.1) is the same when 
evaluated with Θ* and a' or Θ and a. As a and Θ are estimated uniquely up to additive 
transformations, a restriction is required to anchor the measurement scale. The additive 
constant d is obtained by normalization of the parameter estimates. In CML estimation 
usually the average item difficulty is set to zero, such that d equals zero. With MML 
estimation the scale can also be anchored by fixing a parameter of the population 
distribution g(0 |^) . For instance, the scale can be anchored by fixing the mean of g(e|(¿) 
to zero. Some authors (cf. Thissen, 1982) present the Rasch model with the inclusion of a 
discrimination parameter common to all items. In CML estimation this common 
discrimination parameter is unidentified and must be fixed (usually to unity). However, with 
MML estimation the common discrimination parameter can be estimated freely when the 
variance of ё,(®\ф) is fixed (for instance to unity). 
Fischer (1981) derived the necessary and the sufficient conditions under which the 
parameters can be estimated uniquely up to linear transformations. If X is well-conditioned, 
then Θ and a can be estimated uniquely up to linear transformations either with CML or 
by JML estimation. The data matrix X is defined well-conditioned if and only if "in every 
possible partition of the items in two nonempty subsets Ij and I2, some subject responded 
positively to some item in Ij, and negatively to some item in I2". If the sample of subjects is 
large, this requirement is almost certainly fulfilled (Fischer, 1981). For JML estimation, it 
is additionally required that 0<r
v
<k. If r
v
=0, then öv-»oo, and if rv=0, then Θ
ν
-»-οο. 
1 J 3 estimation of Θ 
As a preliminary remark it should be noted that the raw scores usually correlate highly with 
the estimated subject parameters (mostly well above .95, even with small tests; cf. Van den 
Wollenberg, 1979). Although the relation between r and Θ is non-linear, the major part of 
the range of the logistic curve can very well be approximated by a linear curve. Therefore, 
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for most practical purposes, raw scores could be used instead of Θ, as is common practice 
in classical test theory (cf. Lord & Novick, 1968). However when different sets of items are 
presented to subjects, the raw scores on these different sets need to be equated. It is 
possible to express the estimated subject parameters on the same scale when different sets 
of items were presented to a subject, provided links exist between the different sets of items. 
By maximization of the joint likelihood (1.5), the estimates of Θ are obtained 
simultaneously with estimates of a, in CML estimation the likelihood of the raw scores, 
р(г| ), can be maximized to estimate Θ with the CML estimates α as constants. Both 
methods yield point estimates of Θ, but with small tests Ô will be heavily biased, and the 
standard errors of Θ will be very large. Moreover, a disadvantage of these methods is that 
ability parameters associated with a zero or perfect raw score cannot be estimated. The 
estimates can be corrected for the bias (Warm, 1989; Zwinderman, 1990b), which methods 
have the additional advantage that the ability estimators associated with a zero or a perfect 
score are finite. 
In contrast with MMLestimation, and also when g(01<£) is estimated according to (1.9), 
the posterior density of Θ
ν
 can be estimated: 
ρ ί θ ^ , Α , φ ) « Д KT ( l - f ^ - ^ g t e i * ) . (1-10) 
J - l 
Consequently, a point estimate of φ can be obtained as the mean or the mode of (1.10) 
(Mislevy, 1984). With this approach point estimates can also be obtained for ability 
parameters associated with zero or perfect raw scores. 
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1.4 TESTING THE RASCH MODEL 
In connection with the three estimation methods discussed in section 1.3 several global test 
statistics have been developed. Global test statistics are test statistics that concentrate on the 
entire data set. A more extensive treatment of global test statistics will be given in chapter 
2, now it will suffice to differentiate between two types of test statistics. 
The first type concentrates on what we call first-order information: the numbers of 
positive responses per item in two or more subgroups of subjects are compared to the 
corresponding expected according to the model. When the model fits, the observed and 
expected frequencies are close to each other. For CML estimation, the comparison of these 
observed and expected frequencies is equivalent to comparing the CML estimates of the 
item parameters in subgroups, because the observed frequencies are the minimal sufficient 
statistics for the parameters (cf. Van den Wollenberg, 1979). 
The second type of global test statistics concentrates on what we call second-order 
information: the simultaneous realizations of item pairs. Global test statistics of the second 
type compare the observed and expected numbers of positive responses to item pairs. 
Although the test statistics are called global, it is not true that each statistic is sensitive 
to every violation of the assumptions of the Rasch model. The second type of statistics was 
especially developed to test the unidimensionality and conditional independence assumptions. 
The first type of statistics is often used with subgroups of subjects based on the raw scores. 
In that case the first type statistics are especially sensitive to violation of the monotonicity 
and sufficiency assumptions. 
In MML estimation and with maximizing the likelihood in equation (1.9), assumptions 
are made regarding the ability distribution. Although the ability distribution is no part of the 
Rasch model, assumptions concerning the ability distributions need to be tested especially 
when subject or item parameters are estimated in connection with an assumed ability 
distribution. Both for MML estimation (cf. Glas, 1989) and for the method of Andersen and 
Madsen, statistics were developed to test the validity of the distribution assumption. 
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Global test statistics have some disadvantages in the assessment of the fit of the Rasch 
model. (1) Global test statistics only indicate whether the model fits or not. Little 
information is given as to how good or bad the fit is. (2) Global test statistics give little 
diagnostic information as to which items or subjects cause the bad fit or which assumptions 
are violated. (3) The power of the test statistics is closely connected with the sample size. 
With large numbers of items or subjects the test statistics are likely to detect small 
deviations, and with small numbers test statistics may fail to detect large deviations. 
Several heuristic, diagnostic, and descriptive fit techniques have been developed to 
provide for the problems connected with the use of global test statistics. Several of these 
techniques are evaluated in chapter 3. 
1.5 EXTENSIONS OF THE RASCH MODEL 
In this section three models will be discussed, which may be looked upon as extensions of 
the Rasch model. These models are important extensions of the Rasch model, because they 
make the Rasch model applicable for a large range of research areas. The three models are 
members of a class of Rasch type models which is characterized by the existence of minimal 
sufficient statistics. Several Rasch-type models have been developed in which the conditional 
independence assumption is weakened. These models also have minimal sufficient statistics, 
but will not be discussed. For a discussion, see Kempf (1977) and Jannarone (1986). 
1.5.2 Linear Logistic Test Model (LLTM) 
Fischer (1974,1983,1987) introduced the LLTM in order to study the difficulty of test items. 
A linear model for the item parameters is postulated: 
12 
А=СЦ. ( 1 . 1 1 ) 
where fl is a vector of m basic (cognitive) parameters, and Q is a k*m matrix of known 
weights. Combining (1.11) and (1.1) yields the conditional probability that subject ν positively 
answers item i: 
ехр( -ді£) 
p(xvl=\ev ,<£ ,ю v , • ( 1 . 1 2 ) 
1+ехр( -д1Д) 
The LLTM is a special case of the Rasch model. The raw score of subject v, r^ is 
minimal sufficient for ^ and the weighted raw score, Σ ^ ^ η , , ί β minimal sufficient for flj. 
Due to the existence of the minimal sufficient statistics for ^ the basic parameters can be 
estimated by means of conditional maximum likelihood estimation (Fischer, 1974, 1983): 
Ь ^
м ( х | х , £? , Д ) « Π е х р ( - ^ Д ) п - < / Π γ " ' ( £ ) , (1-13) 
1-1 Γ-0 
where e is a vector of length к with elements ei=exp(-g1'fl), Yr(e) is the basic symmetric 
function of order г of e (cf. Verhelst, Glas & Van der Sluis, 1984). The basic symmetric 
functions are defined as the sums of the products of all r-tuples of the arguments e. 
As the LLTM is a special case of the Rasch model, all assumptions of the Rasch model 
are relevant for the LLTM too. Additionally, the LLTM assumes a linear model for a. This 
assumption can be tested by means of the likelihood ratio statistic of the conditional 
likelihood of the LLTM against the conditional likelihood of the Rasch model: 
z = - 2 ( l o g ( L | L I W ) - l o g ( L f s c j 1 ) ) . ( 1 . 1 4 ) 
The likelihood ratio statistic is asymptotically chi-square distributed with k-m-1 degrees of 
freedom (Fischer, 1974). 
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When the basic parameters can be interpreted in terms of the processes that lead to a 
response to the test item, then (1.11) may be called a process model. However, applications 
of the LLTM have not been very successful so far. This is understandable for two reasons. 
Firstly, in the LLTM it is assumed that all variation of the item difficulties can be explained 
by the linear model. Usually, models like (1.11) include an error component which 
represents part of the variation that cannot be explained. Secondly, the basic cognitive 
operations are assumed to be unidimensional. Van den Wollenberg and Zwinderman (1989) 
observed that the basic cognitive operations often function rather as separate dimensions 
than as parameters on the same dimension. 
Despite the fact that applications of the LLTM have not been very successful, the LLTM 
is an important model. Many extensions of the Rasch model can be formulated in terms of 
the LLTM (for instance, the LLRA to be discussed in the next section). Moreover, the 
LLTM can be seen as a logistic regression model with subjects as a random effect (Cox, 
1970): the conditional likelihood as specified in (1.13) can be interpreted as the likelihood 
of a stratified conditional logistic regression model (Breslow and Day, 1980). In such a 
model, the weights are predictor variables and ß is a vector of regression parameters. An 
example of the LLTM as a stratified conditional logistic regression model can be found in 
Zwinderman, Verhey, Hermans and Kaptein (1989). 
The LLTM is a special case of the Rasch model, but we will not specifically discuss the 
LLTM in the remainder of this dissertation. However, most results of this dissertation with 
respect to the Rasch model also apply to the LLTM. 
1.5.2 Linear Logistic test model with Relaxed Assumptions (LLRA) 
To analyze repeated measures on the same set of items, Fischer (1974, 1983, 1987, 1989) 
formulated the LLRA. The LLRA can be used when a test consisting of к items is taken at 
ρ points in time by a sample of N subjects in different experimental conditions. Following 
to the most general expression of Fischer (1987, eq. 27, p. 579), a different latent variable 
is assumed for each item in the test, ©¡, and the probability that subject ν responds positively 
to item i at time t is modelled as 
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e x p ( e „ t ) 
l+exp(ö v , t ) p(Xvic=l\6vlt ) = Л : „ : " Г \ . ( I · " ) 
where ^, is the ability measured by item i of subject ν at time t. The change of the ability 
of ν as measured by i up to t is 
övlt = evil + £ ей·"1» . í 1 · 1 6 ) 
where ^, is the ability of ν as measured by i at the first point in time, and 8^+^ is the 
change from time a to a+1. The change from a to a+1 is 
1 ( a , a + l ) _ 
Σ ai?·"1' ßia . (а,а+1) 
J = l 
( 1 . 1 7 ) 
where т ( а , а + 1 ) is the change from a to a+1 due to the time process, ßj(a'a+1) is the change due 
to experimental condition j . The parameter al represents the sensitivity to change of the 
latent variable as measured by i. The weight q ( a a + 1 ) is known, and denotes whether subject 
ν is in condition j between a and a+1 or not, or denotes the dose or intensity of condition 
j for subject ν between a and a+1; this weight may change over time. In the LLRA, the raw 
score Xy, = 2 ^ ^ , is minimal sufficient for ^ , and therefore conditional maximum 
likelihood estimation can be used to estimate the structural sensitivity and change 
parameters (Zwinderman, 1990a). 
In the LLRA no assumptions are made regarding the latent variables ,, They may be 
independent or correlated. Therefore, the LLRA is more general than the Rasch model in 
which unidimensionality is assumed. 
The LLRA allows for specifically objective comparisons, as the change parameters can 
be estimated independently from the sample of subjects. This property of the LLRA can be 
tested with a conditional likelihood ratio statistic analogous to the one developed by 
Andersen (1973b) for the Rasch model. The change parameters must be estimated in w 
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(w>2) disjoint subgroups of subjects. Then minus two times the logarithm of the ratio of the 
overall conditional likelihood on the one hand, and the product of the conditional likelihoods 
in the w subgroups on the other hand is asymptotically chi-square distributed (Fischer, 1987, 
1989). 
An important consequence of specific objectivity of the LLRA, and the conditional 
estimation of the change parameters, is that systematic drop-out of subjects in time is 
ignorable (cf. Little & Rubin, 1988) for the estimation of the change parameters. This is the 
case as long as dropping-out does not depend on the item responses (Zwinderman, 1990a). 
The LLRA is an important model, but we will not specifically discuss the LLRA in the 
remainder of this dissertation. 
1.53 Logistic Regression Rasch Model (LRRM) 
For validation of the latent trait that is measured by the item set, Zwinderman(1989a,b) 
suggested the LRRM. Zwinderman assumes a linear regression model for the ability 
parameters: 
θ
ν
- p 0 + Э І У « + . . . + p . y „ + e v , ( 1 . 1 8 ) 
where ß0 is an intercept, β, is a slope parameter associated with predictor Yj (which is 
observed directly), and ^ is a random component. Substituting (1.19) in (1.1) yields: 
exp (Qi yr + e - a , ) 
P t t ^ - i Ä . ^ . « „ , « , ) - - = : : — ί — - , ( 1 . 1 9 ) 
- * l+exp(Ji: Ух + e
v
- a i ) 
where a-, is the difficulty parameter of item i. The model specified in (1.19) is called the 
Logistic Regression Rasch Model (LRRM). The LRRM (1.19) might be used to study the 
processes that leads to an item response. But whereas in the LLTM a deterministic model 
is assumed for the item difficulty parameters, the LRRM postulates a regression model for 
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the subject parameters. Hence, with the LRRM we can study the association between the 
subject parameters and one or more predictors. 
Although (1.19) is a special case of the Rasch model, and X¡ is minimal sufficient for 
a„ no minimal sufficient statistic exists for ву. However, the MML estimation method may 
be adopted to integrate e,, out of the likelihood in order to obtain consistent estimates of 
the regression parameters fl and of α (Zwinderman, 1989a,b). The regression model can be 
tested with conditional model tests, and structural hypotheses on the regression model 
involving fl or e can be tested with likelihood ratio statistics (Zwinderman, 1989a,b). 
Compared to MML and CML estimation, the estimates of α derived from the marginal 
conditional likelihood of X given Y are more efficient. Furthermore, the estimates of a 
based on the LRRM are less sensitive to misspecification of the distribution of the nuisance 
parameters than the MML estimates of a. We will refer to these points in chapter 5. 
1.6 SUMMARY AND OVERVIEW 
In this introductory chapter some important concepts concerning the Rasch model and 
estimation and testing were introduced. These concepts will be further elaborated upon in 
the following chapters. Also three extensions of the Rasch model were discussed. The LLTM 
and the LRRM may be used for more detailed study of the parameters of the Rasch model. 
The LLTM concentrates on the item parameters, whereas the LRRM focuses on the subject 
parameters. Both models are based on the Rasch model assumptions. In addition, 
assumptions are made with respect to the relation between the parameters of the Rasch 
model and auxiliary information. The LLRA is used for a different observational experiment, 
i.e. repeated measurements of the same set of items. But the LLRA is a Rasch type model, 
as minimal sufficient statistics exist for the parameters of the LLRA. 
After the introductory information in this chapter, we will proceed in chapter 2 with a 
rather extensive inventory and evaluation of estimation methods and test statistics. Here we 
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will make a distinction between conjugate and associated test statistics. A test statistic is 
called conjugate to an estimation method when the statistic is necessarily minimal when 
evaluated with the estimated parameters. A test statistic that is used in connection with a 
certain estimation method is called associated when it is not necessarily minimal when 
evaluated with the estimated parameters. Furthermore, we will study in chapter 2 to what 
extent associated test statistics can be improved upon when the statistic itself is used as an 
estimation criterion. 
Whereas in chapter 2 we only discuss global test statistics, in chapter 3 we evaluate 
heuristic, diagnostic and descriptive techniques to assess the fit of the Rasch model. Global 
test statistics may have three shortcomings in the assessment of the fit of the Rasch model. 
(1) The power of the test statistics may be too large so that the test detects any small 
deviation from the model. Conversely, the power of test statistics may be too low. (2) Global 
test statistics have limited diagnostic value with respect to which items or subjects are the 
cause of the bad fit. (3) Global test statistics also have limited heuristic value in generating 
new hypotheses regarding subsets of the data which may fit the Rasch model. In chapter 3 
we will evaluate several descriptive, diagnostic and heuristic techniques which may be used 
in connection with statistical tests so that the shortcomings of statistical testing are overcome. 
In chapter 4 we return to estimation and make an evaluation of the robustness of MML 
estimation with respect to violation of the assumption regarding the distribution of ability. 
In the MML estimation method the information contained in the distribution of the raw 
scores is used as auxiliary information for the estimation of the item parameters. As a 
consequence MML item parameter estimates will have smaller standard errors than CML 
item parameters estimates. However, the increase of precision of estimation is at the cost 
of an additional assumption regarding the ability distribution. In order to see whether the 
increase of precision is lost due to violation of the assumption, we study the effects of 
assuming a normal distribution while the actual distribution is skewed. 
Whereas an increase of precision of MML estimates is obtained by means of an 
additional assumption, in chapter 5 we evaluate whether auxiliary information in covariates 
can be used in the LRRM to increase the precision of item parameter estimation. Also we 
study whether estimation of the item parameters with the LRRM is affected less by violation 
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of the distribution assumption than in the case of MML estimation in the Rasch model. 
Finally, in chapter 6, we turn to the procedures or algorithms for estimation. We will 
evaluate several algorithms that can be used to maximize or minimize the estimation criteria 
in order to estimate the parameters of the Rasch model. The evaluation concentrates on 
aspects as speed, precision and robustness, and the interaction between estimation criterion 
and estimation algorithm. 
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CHAPTER 2. 
OVERVIEW OF ESTIMATION AND 
TESTING IN THE RASCH MODEL: 
INVENTORY AND EVALUATION 
2.1 INTRODUCTION 
In this chapter we will make an inventory of and evaluate the many existing estimation and 
test methods for the Rasch model. We have organized the contents of this chapter around 
the concept of conjugate estimation and testing. We will define this concept in the following, 
but essentially conjugate estimation and testing methods are methods that belong to each 
other: the test method that is conjugate to an estimation method is in some aspects the 
optimal test method. After the overview, we will present some simulations in which test 
statistics have been used as criteria to estimate the parameters of the Rasch model. 
We will discuss two families of estimation methods: maximum likelihood and minimum 
chi-square estimation. The latter estimation method entails that Pearson chi-square statistic 
is minimized: 
j a . y * ( Д і - ^ J 2 ( 2 . ! ) 
hi Νπι 
where к is the number of categories, n, is the number of observations in category i, ir, is the 
corresponding probability and N is the total number of observations. The likelihood-ratio 
statistic, G2, is minimized with maximum likelihood estimation: 
О - . - ф ^ ) . С·») 
If the model is correct, maximum likelihood and minimum chi-square estimators share 
the same asymptotic properties: if X2 is minimal for an estimate тг, then G 2 is also minimal 
for π if N—oo, and X2
min(N—oo) = G ^ N — « ) (cf. Bishop, Fienberg & Holland, 1975, 
p.513-514). In general, both the maximum likelihood and the minimum chi-square estimators 
are consistent and best asymptotically normal (BAN) (cf. Rao, 1973; Bishop, Fienberg & 
Holland, 1975), but maximum likelihood estimators are superior to minimum chi-square 
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estimators in second-order efficiency (cf. Rao, 1961): maximum likelihood estimators reach 
their asymptotic distribution faster than minimum chi-square estimators. 
Both maximum likelihood and minimum chi-square methods have been used to estimate 
the parameters of latent trait models (cf. Fischer, 1970, 1974; Andersen, 1973a; Wright & 
Mead, 1977; Bock & Aitkin, 1981; Wingersky, Barton & Lord, 1982; Baker, 1987). And also 
for testing the goodness of fit of latent trait models, both likelihood-ratio statistics and 
Pearson chi-square statistics have been used. Likelihood-ratio statistics have been suggested 
by Andersen (1973b), Martin-Löf (1973), and Mislevy and Bock (1984). Pearson chi-square 
statistics have been suggested by Wright and Panchapakesan (1969), Fischer and 
Scheiblechner (1970), Martin-Löf (1973), Mead (1976), Yen (1981), Van den Wollenberg 
(1982a) and Glas (1988a, 1989). 
The test statistics are usually evaluated with maximum likelihood estimates of the model 
parameters. However, evaluating Pearson chi-square statistics with maximum likelihood 
estimates is suboptimal. Pearson chi-square statistics are only asymptotically minimal when 
evaluated for maximum likelihood estimates (if the model holds). In contrast, Pearson chi-
square statistics are necessarily minimal when they are evaluated for parameter estimates 
derived from minimization of the statistic itself. 
We define a test statistic conjugate to an estimation method when minimization of the 
test statistic with respect to the model parameters yields exactly the same estimators as the 
estimation method. For example, the likelihood-ratio statistic is conjugate to maximum 
likelihood estimation, because minimizing the likelihood-ratio statistic yields the same 
estimation equations as maximizing the corresponding likelihood. For the same reasons, the 
Pearson chi-square statistic is conjugate to minimum chi-square estimation. The fact that a 
test statistic is conjugate to an estimation method can be proved by showing that the first-
order derivatives of the test statistic and the criterion of the estimation method with respect 
to the model parameters are equal. 
Although in practice differences may be negligible when Pearson chi-square statistics are 
evaluated with maximum likelihood or minimum chi-square estimates, differences may arise 
if the sample is small or if the Rasch model does not fit. Therefore, the concept of a 
conjugate estimation method and test statistic might be worthwhile. 
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In the following sections, several estimation methods and test statistics for the Rasch 
model are evaluated with an emphasis on which estimation methods and test statistics are 
conjugate. Furthermore, two test statistics of the Rasch model are evaluated with respect to 
whether they can be used for conjugate minimum chi-square estimation. This will be done 
for simulated data, both fitting and not fitting the Rasch model. 
2.2. ESTIMATION CRITERIA AND THEIR CONJUGATE TEST STATISTICS 
2.2.1 Joint maximum likelihood estimation (JML) 
In the JML estimation method, item and subject parameters are estimated simultaneously 
by maximization of the likelihood of all item responses (cf. Wright & Panchapakesan, 1969). 
Let t^ be the probability of a positive response by subject ν on item i as specified in eq. 
(1.1), and Θ
ν
 and a, the unknown subject and item parameters, respectively. The likelihood 
of к item responses by N subjects is 
N к 
r*?' ίΛ-f \'L-Xyi LjUlfi.A) = П П fvi ( l-fv,) 1 -** . ( 2 - 3 ) 
Reparametrizing ξ
ν
=6χρ(Θ
ν
) and e1=exp(-o(1), and some algebra shows that the likelihood 
can be written as 
N 
Π ξ" I K 1 
Ljttll.fi) = ^
 k
 i = 1
 . ( 2 . 4 ) 
П П ( І + ^ І ) 
v i 2-1 
where r
v
 is the raw score of subject ν and η, is the item score of item i, which is the number 
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of subjects with a positive response to the item. 
By equating the partial derivatives of the logarithm of (2.4) with respect to the unknown 
parameters to zero, the following two sets of estimation equations are obtained (v=l,..,N, 
and i=l,..,k), 
τ = Τ
 ξ ν Ε ν
 . (2.5) 
" f e 
л = V *fv . ( 2 . 6 ) 
The estimation equations are solved simultaneously. This can be done with any efficient 
algorithm Some algorithms are discussed in chapter 6. Note that subjects with the same raw 
score r obtain the same estimated ability. 
2.211 evaluation 
Fischer (1981) gives the necessary and sufficient conditions under which the joint maximum 
likelihood estimates (JML estimates) Θ. and α exist (see section 13 2) When the JML 
estimates exist, they are consistent if N-*°o, к-»», and N/k-»oo (cf. Andersen, 1973a, for 
a general discussion, see Haberman, 1977) These conditions are almost never fulfilled in 
applications of the Rasch model. The subject parameters are incidental parameters, while 
the item parameters are structural. When structural parameters are estimated simultaneously 
with many incidental parameters, the estimates are not consistent (cf. Neyman & Scott, 
1948). In general therefore, the JML estimates, Θ and a, are inconsistent 
2.212 conjugates 
For joint maximum likelihood estimation, a likelihood-ratio test has been suggested by Rost 
(1982). It is the ratio of the joint likelihood as defined in (2.3) to the product of m joint 
likelihoods of m disjoint subsets of items of the total item set: 
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ПьГ 
V a - l 
( 2 . 7 ) 
L is the maximum of the joint likelihood as defined in (2.3), where Θ and a are estimated 
for the total item set, and L|a) is the maximum of the likelihood as defined in (2.3) for the 
a
lh
 subset of items, where Θ and a are estimated separately in each subset of items. If the 
subject parameters involved in the m item sets are equal, the likelihood of the entire data, 
t j, is approximately equal to the product of the m likelihoods, Lf\ of the m subsets (Rost, 
1982). Basically, the assumption is tested whether one parameter per subject is sufficient to 
describe the data. If the item subsets are chosen with respect to a specific hypothesis 
concerning multidimensionality, and each subset fits the Rasch model, Rost's likelihood ratio 
statistic may have power against violation of unidimensionality (cf. Rost, 1982). 
Likelihood-ratio statistics are asymptotically chi-square distributed if the parameter 
estimators are consistent (Bishop, Fienberg & Holland, 1975). But the JML estimates are 
not consistent, and therefore, we cannot prove that Rost's LR-statistic is asymptotically chi-
square distributed. The LR-statistic is conjugate to joint maximum likelihood estimation: 
minimization of the statistic with regard to the overall parameters yields the same estimation 
equations as maximization of the logarithm of the joint likelihood (equations 2.5 and 2.6). 
Other likelihood ratio statistics could be developed. The sampling scheme is multinomial 
(cf. Glas, 1988a) with each possible response vector being a separate category. Therefore, 
a likelihood ratio statistic against the general multinomial alternative can be computed from 
the observed and expected number of subjects per response vector. Such a statistic is also 
conjugate to joint maximum likelihood estimation, but this is of little relevance as its 
asymptotic distribution is unknown. 
2.2.2 Conditional maximum likelihood estimation 
In contrast to JML estimation, only item parameters are estimated in the conditional 
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maximum likelihood estimation method (cf. Andersen, 1973a). The item parameters (a) are 
estimated by means of maximization of the conditional likelihood of the item responses given 
the raw scores of the subjects, r
v
 (v=l,..,N): 
N к 
пп 
v-1 1=1 
I.CU|A,X) = Π П р ( х і= 1І а і '- г ) ( 2 . 8 ) 
After reparametrizing e1=exp(-a1), and some algebra, the conditional likelihood can be 
expressed as 
L
c
(X\&,z.) 
п^ 
к 
E 
г-1 
ΠΥ"'^ 
The symmetric function of order г (г=0,..,к) is defined as (cf. Glas, 1989, p.22): 
Yr(fi) - Σ 
П ^ ( 2 . 1 0 ) 
The summation runs over all response patterns, x,, with raw score r, and x, is the response 
to item i associated with pattern x,-
The item parameters e are estimated by equating the partial derivatives of the logarithm 
of (2.9) to zero. Dropping the argument of the symmetric functions, the following set of 
equations is obtained for e, (i=l,..,k): 
*
 Y ( i ) * 
r-1 Τ ι r-1 
( 2 . 1 1 ) 
where 
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TÍÍÍ-g* . and η
ζ1 - е ^ . 
The latter is the conditional probability of a positive response to item i given a total of г 
positive responses. 
Z2.2.1 evaluation 
Fischer (1981) gives the necessary and sufficient conditions for the existence of the 
conditional maximum likelihood estimator (CML estimator) ê (see section 1.3.2). When ê 
exists, it is consistent and asymptotically normally distributed (cf. Andersen, 1973a). The 
asymptotic covariance matrix of i can be estimated by the inverse of Fisher's information 
matrix, but the CML estimator is not completely efficient, because the information contained 
in the distribution of the conditioning statistic, n„ is not used (cf. Scheiblechner, 1979). 
The subject parameters can also be estimated by means of maximization of a conditional 
likelihood of the item responses given the raw scores of the items (cf. Fischer, 1974, p.240). 
Due to conditioning on the sufficient statistics of the item parameters, such a conditional 
likelihood is a function of the ability parameters only. But for estimation purposes, such a 
likelihood is of little value. Mostly, the number of subjects is so large that the symmetric 
functions cannot be evaluated. In practice, the subject parameters are therefore estimated 
by maximization of the likelihood (2.3) with the CML estimate ê as fixed constant. 
22.22 conjugates 
Corresponding to conditional maximum likelihood estimation, likelihood-ratio statistics have 
been developed by Andersen (1973b) and Martin-Löf (1973). The Andersen LR-statistic 
compares the overall conditional likelihood in (2.9) to the product of m conditional 
likelihood functions in m disjoint subgroups of subjects. Andersen constructs these subgroups 
of subjects by means of the raw score of the persons: each raw score level forms a different 
subgroup of subjects with that particular raw score. Here we present the extended version 
of this test (cf. Fischer, 1974, p.474; Van den Wollenberg, 1979, p.30) in which subgroups 
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of subjects can be constructed in any way as long as the subgroups are mutually exclusive 
and contain all subjects. 
ζ = -2 l o g f С \ ( 2 . 1 2 ) 
U LT 
\ a-l 
L
c
 is the maximum of the conditional likelihood as defined in (2.9), and Ц а ) is the maximum 
of the conditional likelihood of the ath subgroup of subjects. The LR statistic ζ is 
asymptotically chi-square distributed with (k—l)(m—1) degrees of freedom (Andersen, 
1973b). If the m subgroups of subjects are based on the raw score, the Andersen statistic, 
basically, tests the assumption of sufficiency of the Rasch model (cf. Van den Wollenberg, 
1982a). When the model holds, the same item parameter estimates will be found in the m 
disjoint subgroups of subjects (except for estimation error), and the product of the 
conditional likelihoods in the m disjoint subgroups will be approximately equal to the overall 
conditional likelihood (Andersen, 1973b). Andersen's statistic is conjugate to the CML 
estimation method, because it is a function of the conditional likelihood: minimizing 
Andersen's statistic with respect to the overall item parameters is the same as maximizing 
the conditional likelihood. 
Another conjugate test statistic is one of Martin-Löf (1973). This statistic is comparable 
to the LR statistic of Rost (1982) for joint maximum likelihood estimation. A set of items 
is partitioned into two subsets of kj and kj items, respectively. The Rasch model is assumed 
to fit for both sets of items separately, and the hypothesis to be tested is whether the Rasch 
model fits the concatenation of the two sets. 
Let nr12 be the number of subjects with raw score ^ on the first subset, and raw score 
Γ2 on the second subset. The likelihood ratio statistic is then defined as 
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( 2 . 1 3 ) 
where n
r
 is the number of subjects with raw score г on the concatenation of both subsets, 
k=k 1+k 2 . Lc is the maximum of the conditional likelihood for the entire set of items, and 
Ц Ч and L£2) are the maxima of the conditional likelihoods of both subsets of items. 
Basically, X2 is a likelihood ratio statistic of the conditional likelihood of the Rasch 
model for the entire set of items versus the product of the conditional likelihoods of the two 
separate sets of items. The first two terms in (2.13) are necessary to deal with the fact that 
the conditional likelihood of the Rasch model for the entire set of items is conditional on 
к item responses, while the likelihoods for the two subsets are conditional on kj and k2 item 
responses, respectively. If the Rasch model fits for the entire set of к items, X2 is 
asymptotically chi-square distributed with k ^ - l degrees of freedom (cf. Martin-Löf, 1973, 
p.135-136). 
X2 is med (Gustafsson, 1979) to test the unidimensionality assumption of the set of 
items. We have performed some simulations to assess how sensitive X2 is for detecting 
multidimensionality. See appendix I. Our results were quite disappointing. If two dimensions 
are involved in the set of к items, and the set is split up in two subsets such that the kj and 
the k2 items are unidimensional, than X
2
 detects the bidimensionality. The power of X2 
rapidly decreases if the two subsets are not unidimensional. 
Both Andersen's and Martin-Lof s LR statistics are conjugate to conditional maximum 
likelihood estimation. Both statistics are necessarily minimal when they are evaluated with 
conditional maximum likelihood estimates. 
2.23 Marginal maximum likelihood estimation (MML) 
In the marginal maximum likelihood estimation method, the subject parameters are 
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integrated out of the likelihood (cf. Bock & Aitkin, 1981; Thissen, 1982; Rigdon & 
Tsutakawa, 1983, DeLeeuw & Verhelst, 1986). The joint likelihood as specified in (2.3) is 
integrated over a distribution of Θ: 
L
m
(X\jL.b) = ƒ ¿j(x|fl,A) ί7(θ|φ)3θ , ( 2 . 1 4 ) 
where g(01 (£) is the density function of Θ in the population. The density function g(0 \φ) 
may be completely known, or estimated parametrically or non-parametrically ( Bock & 
Aitkin, 1981; de Leeuw & Verhelst, 1986; Engelen, 1987). In the case that g ( 0 | £ ) is 
completely known, L
m
 is only a function of a. When g(01£) is estimated together with a, 
L
m
 is a function of a and of g(0 \ф). The parameters of L,,, can be estimated by equating 
the partial derivatives of L,,, to zero. The resulting sets of equations are complex, and will 
not be given here. In most computer programs, an EM algorithm (cf. Dempster, Laird & 
Rubin, 1977) is used to maximize (2.14). The EM algorithm and the resulting estimation 
equations are discussed in chapter 6. 
The subject parameters can be estimated by means of maximization of the likelihood as 
specified in (2.3) with the marginal maximum likelihood estimates of the item parameters 
as fixed constants. Alternatively, the subject parameters can be estimated by means of the 
posterior distribution of Θ
ν
 given the response vector x
v
 and given g ( 0 | ^ ) : 
flf? (i-f*)1-*« д( \& 
Ρ , ( β | ί
τ
, 4 , 4 ) = ^ ^ . (2.15) 
ƒ π f51 (ΐ-£„) ι-*-^(θ|4)3θ 
_ β 1-1 
Either the mode (MAP) or the mean (EAP) of р ( |.) can be used as a point estimate of 
βν 
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2.2.3.1 evaluation 
The necessary and sufficient conditions under which the MML estimators exist are unknown 
to the present author. The conditions are less restrictive than the conditions for the existence 
of the JML estimators, because finite estimates of Θ are obtained with marginal maximum 
likelihood estimation when r=0 or when r=k: the scale on which Θ and a are expressed, 
shrinks due to the assumed prior information in g(01 <£). 
The MML estimator is consistent if it exists (Kiefer & Wolfowitz, 1956), and it will be 
more efficient than the CML estimator, because all information with respect to the 
parameters in the data is actually used. However, the efficiency of the MML estimator 
decreases when the assumed ability distribution is invalid (see chapter 4). 
2.2.3.2 conjugates 
For marginal maximum likelihood estimation, Bock and Aitkin (1981) and Thissen (1982) 
have used a likelihood ratio statistic to test the model against the general multinomial 
alternative. The likelihood ratio statistic is computed from the observed and expected 
number of subjects per response vector (x): 
*-чСч.Ц^)· о·«) 
The number of different response vectors is 2k, n, is the number of subjects with response-
vector x, and -TTj is the estimated marginal probability of response vector x. As the 
parameters are estimated consistently, the X2 likelihood ratio statistic is asymptotically chi-
square distributed if n
x
-*oo for all x. It is conjugate to marginal maximum likelihood 
estimation, because it is minimal when evaluated with the MML estimator: minimizing (2.16) 
yields the same estimation equations as maximizing (2.14). 
Other likelihood ratio statistics have not been suggested for marginal maximum 
likelihood estimation. However, the LR statistic of Rost specified in (2.7), that was 
developed to test multidimensionality, might be generalized to the MML approach. When 
the set of all items is partitioned into m disjoint subsets of items, the following likelihood 
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ratio statistic could be computed: 
I 
-2 l o g 
IK 
V a - l 
(a) ( 2 . 1 7 ) 
where Lm is the maximum of the marginal likelihood as defined in (2.14), and L^ is the 
maximum of the marginal likelihood in the a,h disjoint subset of items. Both the item 
parameters and the parameters of the ability distribution must be estimated for each set of 
items. Therefore, (2.17) may not only be sensitive for multidimensionality, but also for 
different ability distributions in the various sets of items. When the total set of items is 
partitioned into a subset of easy items and a subset of difficult items, then the ability 
distributions for both subsets will probably differ. The raw score distribution for the set of 
easy items is likely to be skewed to the right, while the distribution is likely to be skewed to 
the left for the difficult items. 
However, the test statistic suggested in equation (2.17) is not very practical: the 
denominator is a product of likelihoods, therefore we assume that the ability parameters 
involved in the different subsets of items are independent. Glas (1991, personal 
communication) suggested to relax this independence assumption by means of introducing 
correlation between the ability parameters. This relaxation leads to testing the null 
hypothesis that the Rasch model fits to the entire set of items, versus the alternative 
hypothesis of a more-or-less specified multidimensional model. Such models fall beyond the 
scope of the present dissertation, therefore we will not go into Glas' suggestion. The 
interested reader is referred to Bock, Gibbons and Muraki (1988), Glas (1988, chapter 7) 
and Zwinderman (1989b, 1990c). 
Summarizing, two conjugate test statistics to marginal maximum likelihood estimation 
have been discussed. The value of both statistics is probably limited in practice. The first 
statistic (2.16) is chi-square distributed only when the observed number of all response 
patterns is large which requires huge samples. The second statistic (2.17) is the analogon of 
Rost's (2.7) and Martin-Löfs (2.13) statistics. These statistics are meant to test the 
31 
unidimensionality assumption of the Rasch model, but in contrast (2.17) is probably in 
addition very sensitive to violation of the assumed distribution of ability. To this disadvantage 
of test statistics that are conjugate or associated with marginal maximum likelihood 
estimation, we will return in chapter 4. 
2.2.4. Fischer's minimum chi-square estimation (minchi) 
Fischer (1970) suggested a number of easy-to-compute methods for the estimation of the 
item parameters. One of these methods was a form of minimum chi-square estimation which 
was based on the numbers of subjects with a positive response to item i and a negative 
response to item j , n^. Given the number of subjects responding correctly to either item i or 
item j , Hjj+nj,, and given e, п
ч
 is binomially distributed with probability TP¡ =€/(€¡+6,). 
Fischer (1970, 1974) estimated the item parameters by minimization of the sum of the 
squares of the standardized binomial variâtes over all pairs of items: 
(2 .18 ) 
where чг—еДе^е^, and Var(N1J)=(n1J+nJ1)Tr1J(l-fl-1J). The item parameters e are estimated 
by equating the partial derivatives of X2 to zero. The following set of equations is derived 
(i=lv.,k): 
Y^ nij 1~τ_ιι _ y n j i "i j _ (2.19) 
2.2.4.1 evaluation 
X2 is a sum of asymptotically chi-square distributed terms each with one degree of freedom. 
The terms are not mutually independent, and therefore, X2 is not asymptotically chi-square 
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distributed. As a consequence, minimization of X2 is not minimum chi-square estimation, and 
a proof of the consistency of the estimators minimizing X2 is lacking. Because minimizing 
X2 cannot be called minimum chi-square estimation, we will call estimation of e through 
minimization of (2.18) minchi estimation in the remainder. 
Minchi estimation has several advantages over the three preceding maximum likelihood 
estimation methods. It converges very fast, and each iteration is very fast. No symmetric 
functions need to be evaluated as with conditional maximum likelihood estimation, and no 
integral has to be evaluated as with marginal maximum likelihood estimation. Moreover, 
Minchi estimation behaved very well in a number of simulation studies (Fischer, 1974, Van 
den Wollenberg, Wierda & Jansen, 1988)· the agreement between CML and minchi 
estimates is good. See also the results of the simulations reported upon in section 2 4. 
If the Hy's would be independent, the following formula would be a product binomial 
likelihood: 
LUle) = Π Π ί ^ Μ Ή ( ΐ-π„)^ - (2·20) 
1 1 j-l*l \ nij ) 
Although (2.20) is not a proper likelihood, it can be seen as a pseudo-likelihood (cf. 
Arnold & Strauss, 1988). A pseudo-likelihood is a product of conditional densities such that 
it does not involve any complicated normalizing function of the parameters. In this case, 
(2.20) is a product of conditional densities, irrespective of the fact that the densities are 
mutually dependent. Despite this fact, Arnold and Strauss showed that estimators maximizing 
the pseudo-likehhood (2.20) are consistent, though this is at the cost of some loss of 
efficiency. Therefore, we conjecture the estimators minimizing X2 (2.18) also to be 
consistent. 
2.2.4.2 conjugates 
No conjugate test statistics have been suggested for Fischer's minimum chi-square estimation. 
If X2 (2.18) would be chi-square distributed, then it could serve as a conjugate test statistic. 
If (2.20) were a proper likelihood, then likelihood ratio statistics could be computed that 
would be conjugate to maximum likelihood estimation maximizing (2.20). 
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23 NON-CONJUGATE TEST STATISTICS 
In the preceding sections we have discussed test statistics that are conjugate to the 
corresponding estimation methods. In the present section we will discuss test statistics that 
are not conjugate but associated with the estimation methods. We define a test statistic as 
associated to an estimation method when the statistic is developed within the framework of 
the estimation method, but not necessarily minimal if it is evaluated for the estimated model 
parameters. We will discuss the statistical aspects of several associated test statistics, and the 
possibility to use the statistics in a minimum chi-square framework. Furthermore, we will 
study whether it is feasible to develop a statistic that is based on the same observations as 
the associated statistic, but in the same time is conjugate instead of associated to the 
estimation method. To minchi estimation no associated test statistics have been developed, 
and therefore minchi estimation will not be discussed in the present section. 
23.1 Tests used in connection with JML estimation 
Associated to joint maximum likelihood estimation, Pearson chi-square statistics have been 
developed by Mead (1976) and Wright & Panchapakesan (1969). 
Mead's statistic is based on the standardized residuals between the observed item 
responses and the corresponding item response probabilities: 
£ ί £ ï ftvi(l-nvi) 
where '7г
 і
=ехр( -а
і
)/(1+ехр( -а
і
)). Mead (1976) claimed Ζ 2 to be asymptotically chi-
square distributed as it is a sum of squared standardized residuals. However, this is not the 
case. The stochastic variable X^ is a Bernoulli variate, which standardized variate is not 
approximately standard normally distributed. Moreover, the terms in (2.21) are not 
independent because the observations are only locally independent (see also: Veldhuizen, 
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1980). Finally, Mead's statistic is evaluated with the joint maximum likelihood estimates, 
which are not consistent. 
As stated, Mead's statistic is associated and not conjugate to JML estimation. We could 
develop a test statistic that is conjugate to JML estimation, and that is based on the same 
observations as Mead's statistic. The sampling scheme is product-binomial, and the 
corresponding likelihood is: 
Их\й.Л.) = Π Π < ? (Ι-**)1-*1-1 , ( 2 · 2 2 ) 
ν=1 1=1 
with іг
 1=ехр( -а1)/(1-(-ехр( о!1)). The likelihood (2.22) is exactly the joint likelihood as 
specified in (2.3). As minimization of a chi-square asymptotically yields the same estimators 
as maximization of the corresponding likelihood, minimization of (2.21) would be equivalent 
to minimization of the likelihood ratio statistic conjugate to (2.22): 
*"
і о 9
И*
( і
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Чт^)1· , 2·2 3 ) 
However, (2.23) is undefined since Xy, equals zero or one, in which case (2.23) is undefined. 
Therefore, although we could in principle develop a statistic that is conjugate to JML 
estimation and that is analogous to the statistic of Mead, it turned out in this particular case 
that such a statistic does not exist. 
Wright and Panchapakesan (1969) introduced another statistic which is given by: 
*-i * i n - n * ) 2 
y 2
 = E Σ Л ' M T I ' (2·24> 
where nrì is the number of subjects with score r and a correct response on item i, and 
¿
η
=εχρ(ο
Γ
-£θ/(1+εχρ(0
Γ
-ί,)) 
Wright and Panchapakesan (1969) claim that Njj is binomially distributed with probability 
vtì. Therefore, they claim that one term in (2.24) is the square of a standardized binomial 
35 
X2 = 2 
Ν К 
Σ Σ 
variate and asymptotically chi-square distributed. As a consequence, they claim that Y2 is 
asymptotically chi-square distributed (Wright & Panchapakesan, 1969). However, the terms 
in Y2 are not independent, and therefore, the expectation of Y2 is not equal to its degrees 
of freedom (Van den Wollenberg, 1979). To correct for this, one could derive a correction 
coefficient for Y2 analogous to the correction term Van den Wollenberg derived for Q1 (Van 
den Wollenberg, 1982a: see also eq. 2.29 of the present chapter). One could also develop 
a quadratic formula for Y2 analogous to R l c (Glas, 1988a: see also eq. 2.28 of the present 
chapter). However, this is of little value because ·7Γ
Π
 is not estimated consistently for joint 
maximum likelihood estimates. 
A conjugate instead of associated test statistic can be developed based on quasi-
likelihood: 
LU\ñ,a.) = Π Π f Л г 1 π " а-*,,)"'""1 1 < ( 2 · 2 5 ) 
Г-1 2 = 1 V ηΖ1 ) 
where 7г
п
=ехр(
 г
-а1)/(И-ехр( І.-а1)). Maximization of (2.25) with respect to a and <Э leads 
to the same estimation equations as maximization of (2.3). As the raw score r
v
 is a sufficient 
statistic for ©„, all subjects with the same raw score r (r= l,..,k-l) are estimated as having the 
same ability: ö v = o r for all subjects having raw score r. 
Conjugate to the likelihood (2.25) is the likelihood ratio statistic: 
k-l к 
χ
2
 = -2 Σ Σ 
r=l 1-1 
The statistics X2 (2.26) and Y2 have the same asymptotic distribution. If the model holds, 
minimization of (2.24) will yield asymptotically the same estimators as minimization of (2.26). 
However, as (2.3), (2.24), (2.25), and (2.26) are functions of both incidental subject 
parameters and of structural item parameters, estimators of the parameters derived from 
either (2.3), (2.24), (2.25) or (2.26) are not consistent (cf. Neyman & Scott, 1948). 
Summarizing, analogous to the statistic of Wright and Panchapakesan we could develop 
л
г і
1 о д f - + ( л ^ - л ^ ) ! o d - (l-ftri) (л
г
-л„) ( 2 . 2 6 ) 
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a likelihood ratio statistic that is conjugate to JML estimation instead of only associated as 
the statistic of Wright and Panchapakesan is. It appeared that we could not develop the 
likelihood ratio analogon for Mead's statistic. 
23.2 Tests used in connection with CML estimation 
In association with the conditional maximum likelihood estimation method, Pearson chi-
square statistics have been developed by Fischer and Scheiblechner (1970), Martin-Löf 
(1973), Van den Wollenberg (1982a) and Glas (1988a, 1989). 
The first statistic we will discuss is developed by Fischer and Scheiblechner and this 
statistic is based on the property that when the Rasch model holds, the CML item parameter 
estimates have the same expectation in all subgroups of subjects. In order to compute this 
statistic, the item parameters are estimated in two disjoint subgroups of subjects by means 
of maximization of the two conditional likelihoods. Both sets of estimates, â(1) and â(2), are 
multivariate normally distributed (cf. Andersen, 1973a). Therefore, the standardized 
difference 
_ a?' - a2, 
S i
" ^4άψ^Η&ψ) ' ( 2 ' 2 7 ) 
is asymptotically standard normally distributed, where (^(â^) is the variance of άγ\ 
estimated by the diagonal elements of the inverse of the information matrix evaluated for 
a. The global statistic S is defined as the sum of s^  (i=l,..,k). S is claimed to be 
asymptotically chi-square distributed with к degrees of freedom. However, the terms in (2.27) 
are not independent, as is also indicated by Fischer (1974). There are at best only k-1 
estimates free to vary, so that S at best follows a chi-square distribution with k-1 degrees of 
freedom. But this is impossible because S has expectation к (see also: Van den Wollenberg, 
1979). In order to bring in line the expectation of S with the asymptotic chi-square 
distribution with k-1 degrees of freedom, one could use the correction term ((k-l)/k) as 
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suggested by Van den Wollenberg (1982a) for the Q, statistic. Alternatively, one could 
develop a Wald-type statistic by means of a quadratic formula for S as S=d'X",d with d a 
vector of length к with elements а=а\^-а\2\ and Σ the pooled covariance matrix of â(1) and 
â(2). The quadratic formula is asymptotically chi-square distributed with k-1 degrees of 
freedom. 
As the Fischer-Scheiblechner statistic is not a function of the overall item parameters, 
they cannot be estimated by minimization of S. Hence, we cannot develop a likelihood ratio 
statistic that is based on the same principles of the Fischer-Scheiblechner statistic and that 
also would be conjugate to CML estimation. However, the ideas of the Fischer-
Scheiblechner statistic may be useful to test the goodness of fit of the Rasch model, but in 
view of the problems mentioned above, the original Fischer-Scheiblechner statistic may best 
be transformed either with a correction term as suggested by Van den Wollenberg or as a 
quadratic formula. 
The second statistic we will discuss, is developed by Martin-Löf (1973) and is called T: 
τ=
 Σ Ä 1 ^ . (2·28) 
with d, a vector of length к with elements d
n
=n
n
-E(N
n
), where n
n
 is the number of subjects 
with score г and a correct response on item i, and Ε(Ν
π
)=η
Γ
·π·
π
, the corresponding expected 
number. V
r
 is the estimated covariance matrix of the parameter estimates in score group г 
(see also Glas, 1988a, 1989): 
V
nj = nr ^п (1-^n) i f i = J ' 
= n
r
 (¿nj-í-n^) if i*j, 
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with 
Glas (1988a, 1989) developed a statistic called R lc, which is equal to Τ in the present 
formulation. However, Glas' derivation of R l c is more general than T, because it can be used 
when score groups are concatenated, and it also applies to Rasch-type models for 
polytomous item responses. Τ is asymptotically chi-square distributed with (k-l )(k-2) degrees 
of freedom (Glas, 1988a, 1989), therefore minimization of Τ with respect to the item 
parameters is minimum chi-square estimation. Τ is discussed in more detail in chapter 4. 
Related to Τ is the statistic C^ developed by Van den Wollenberg (1982a). Q1 is an 
approximation of T: the covariance terms in V
r
 are assumed to be equal to zero and a 
correction term (k-l)/k is used to correct for neglecting the covanances: 
ft = ^ Σ Σ nf'n-t) ' and *^>ψ ( 2 · 2 9 ) 
Analytically, Van den Wollenberg (1982a) showed that C^ is equal to Τ if all item 
parameters are equal. With simulations, Van den Wollenberg showed that Q1 and Τ are 
approximately equal also when the item parameters are not equal to one another. Therefore, 
Van den Wollenberg conjectured Ql to be asymptotically chi-square distributed with (k-l)(k-
2) degrees of freedom. 
Both Τ and С^ are based on the first-order observations, n
n
: the marginals of the data 
matrix. Based on these observations we could develop a likelihood ratio statistic that is 
conjugate instead of associated to CML estimation. Given n,, n
n
 is binomially distributed 
with the following product-binomial likelihood: 
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L(x|Ê,x) = Π Π ( п О я " ( i ^ r i ) " ' " " ' 1 ' ™d * „ - β ^ · 
r-l 1=1 \ "τί J ' г 
( 2 . 3 0 ) 
Maximization of (2.30) with respect to e yields the same estimation equations as 
maximization of (2.9). Conjugate to (2.30) is the likelihood ratio statistic that is analogous 
to the likelihood ratio specified in (2.26), but with тг
п
 the estimated conditional probability 
as defined above. This likelihood ratio statistic has the same asymptotic distribution as Qj. 
Therefore, minimization of (2.29) with respect to e will yield asymptotically the same 
estimates of e as maximization of (2.30) (or (2.9)). 
Whereas the preceding statistics were based on first-order observations, Glas (1988a, 
1989) and Van den Wollenberg (1982a) developed statistics based on second-order 
observations. As a rule, statistics based on first-order observations have power against 
violation of the assumptions of monotonicity and sufficiency, whereas statistics based on 
second-order realizations have power against violation of conditional independence and 
unidimensionality (Van den Wollenberg, 1979, 1982a). 
Glas' R^ statistic (1988a, 1989) is a Pearson chi-square statistic in the following quadratic 
form: 
R2C = di V
1
 d + d¿ Vf1 dt . ( 2 .31 ) 
The vector d is of length k(k-l )/2 with elements d =2^1(п
П)-пгігП]) (i<j:i,j = l,..,k), where nn j 
is the number of subjects with score r and a correct response to both item i and item j , and 
if is the corresponding estimated probability: 
? ( V 
40 
The matrix V is the corresponding estimated covariance matrix (cf Glas, 1988a, 1989). The 
second term of (2 31) is equal to the R
u
 test for the group of individuals with a raw score 
equal to one. For a precise definition of the covariance matrices V and V^ see Glas 1989, 
p.33-35, p.41-43). Rjc is asymptotically chi-square distributed with k(k-l)/2 degrees of 
freedom (Glas, 1988a, 1989). R^ is a function of the overall item parameters, which can be 
estimated by means of the minimization of this statistic. 
Van den Wollenberg (1982a) developed the statistic Q2: 
* 2 Jc-1 * 
ft-^Σ Σ Σ *,« ' < 2 · 2 3 > 
τ=2 1-Х j-l*l 
where 
d2Z1:l
 nT «rij * r J 7 «rlj «Л? 
and the probabilities are evaluated with the item parameters estimated in the subgroup of 
subjects with raw score r, ê(r). The probabilities can be expressed as follows 
П
і1Геіеэ— ' π Γ ΐ 3 = π Γ ί ~ π Γ ϋ ' 
ι г 
Given ê(r), η,, n
n
, and п
ц
, q ^ is the square of a standardized extended 
hypergeometncally distributed variate (Molenaar, 1983), that is asymptotically chi-square 
distributed with one degree of freedom. The terms q^j (2.32) are not independent, and 
therefore the asymptotic distribution of Q 2 is unknown, but Van den Wollenberg (1982a) 
showed with simulations, that Q 2 approximates the chi-square distribution with k(k-3)(k-3)/2 
degrees of freedom quite well. 
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Q2 is a function of parameters estimated in each score level group. Instead of using ¿ ( r ), 
Van den Wollenberg (1982b) showed that, when the overall parameter estimates are used 
to compute the probabilities in (2.32), Q2 approximates the chi-square distribution with k(k-
3)/2 degrees of freedom quite well. When this is done, Qj is a function of the overall 
parameters, which can be estimated by means of the minimization of such a revised Q2. 
2 3 3 Tests used in connection with MML estimation 
In association with marginal maximum likelihood estimation, three Pearson chi-square 
statistics (Ron,, Rlm, R2m) have been suggested by Glas (1988a, 1989). 
The statistic Rlra is comparable to Τ (eq. 2.28; also R l c), but evaluated with the 
estimated marginal response probabilities. In contrast to Rj
c
, Ri
m
 also contains additional 
terms concerning the observed and expected numbers of response patterns with zero positive 
responses, and zero negative responses. In the CML estimation method the observed 
numbers of these response patterns are necessarily equal to the expected numbers, and are 
therefore not under consideration in CML tests. In chapter 4, we will compare Ri
m
 and Τ 
with respect to their sensitivity for violation of the assumed distribution assumption, and 
there we will discuss R l m in more detail (see also: Glas, 1989, p. 69-75). 
The R ^ statistic is comparable to the R^ statistic [2.31], where again the probabilities 
are evaluated for the estimated marginal response probabilities. R2 m also contains additional 
terms concerning the observed and expected number of response patterns with zero negative 
and zero positive item responses. The R ^ statistic has been developed to test the 
distribution assumption of MML estimation: with R ^ the observed and expected number 
of subjects with varying raw scores are compared. R ^ and R ^ will not be used in the 
remainder of this dissertation. Details on R ^ and R ^ can be found in Glas (1989; p. 62-69, 
p. 75-76). 
All three statistics are asymptotically chi-square distributed, and can be used to estimate 
the item parameters with minimum chi-square estimation. 
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2.4 OPTIMIZATION OF NON-CONJUGATE TEST STATISTICS 
In the preceding section we have concluded that several associated test statistics can be used 
as a criterion to be minimized in a minimum chi-square estimation method. In this section 
we will evaluate such a minimum chi-square estimation method. The best candidates for this 
procedure are the Qj and Q2 statistics of Van den Wollenberg (1982a). The statistics of 
Wright & Panchapakesan and Mead are associated to JML estimation, and therefore 
minimizing those statistics will have the same flaws. The statistics of Martin-Löf (1973) and 
Glas (1988a, 1989) are truly chi-square distributed (asymptotically), and the resulting 
estimators will therefore have the same asymptotic properties as CML or MML estimators, 
but due to their computational complexity it is virtually impossible to minimize the statistics 
directly. The minimization of Qj and Q2 is computationally feasible, and Qj and O2 are good 
approximations of Τ and R^. Therefore, the estimators resulting from minimizing Qj or Q 2 
will have the same asymptotic properties as CML estimators. 
We compared in a simulation study the item parameter estimates resulting from 
minimizing Qj (called minql), or Qj (called minq2) to the CML estimates. We started with 
comparing the estimates for data fitting the Rasch model. Data were generated according 
to the Rasch model with fixed item parameters, and 400 or 4000 subject parameters, 
sampled from the standard normal distribution. With these parameters, item response 
probabilities were computed according to the Rasch model. These were converted into 
manifest responses with random numbers sampled from the uniform distribution with 
domain (0,1). If the item response probability was larger than the random number then the 
manifest response was positive, and negative otherwise. The number of items (k) varied from 
four to ten, and the item difficulties were spaced equidistantly over the range (-2,2). 
The accuracy of the estimates was inferred with the square root of the mean squared 
difference (RMSD) between the input parameters and the estimates. The RMSDs were 
averaged over 50 replications. These RMSDs are reported in Table 2.1. Fischer's minchi 
method was included in the simulations. 
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TABLE 2.1 Table of RMSDs between input and estimated CML, minql, 
minq2, and minchi parameters for data conforming to the Rasch 
model. 
N=¿»00 N-A000 
к 
4 
6 
θ 
10 
CML 
.1806 
.1418 
.1516 
.1572 
MINCHI 
.1799 
.1456 
.1546 
.1685 
MINQ1 
.1965 
.1570 
.1521 
.1575 
MINQ2 
.3800 
.1880 
.1540 
.1591 
CML 
.0580 
.0499 
.0552 
.0467 
MINCHI 
.0563 
.0513 
.0549 
.0487 
MINQ1 
.0551 
.0501 
.0587 
.0475 
MINQ2 
.1491 
.0566 
.0575 
.0482 
There is a close correspondence between the CML and the minql estimates, minchi 
estimates appeared to be as good as CML and minql estimates, and the minq2 estimates 
are slightly worse. This latter finding is caused by the fact that the lower and upper score 
level groups are excluded in minq2 (see eq. 2.32). Therefore, the minq2 method uses less 
information to estimate the item parameters. Excluding the lower and upper raw score levels 
also in CML and minq^ yields estimates with RMSDs comparable to those of the minqj 
estimates. There may also be a second reason for the fact that the minq2 estimates were 
slightly worse than CML and minql estimates. The Q 2 statistic involves a different kind of 
information as the Qj statistic and the conditional likelihood involve different kinds of 
information. Q 2 is based on the observed association between item responses, while Q1 and 
the conditional likelihood is based on the association between item responses and the raw 
score. 
The Q, statistic is conjugate to minql estimation, therefore Q, should attain smaller 
values when evaluated for minql estimates than evaluated for CML or minq2 estimates. The 
same argument applies to the Q2 statistic. Q 2 is conjugate to minq2 estimation, therefore Qj 
should be smaller when evaluated for minq2 estimates than when evaluated for minql or 
CML estimates. This is the case: Qj and Q2 were evaluated with each of the estimates. The 
averaged C^ and Q 2 are given in Table 2.2. 
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TABLE 2.2 Table of averaged Q1 and Q2 for data conforming to the 
Rasch model with parameters estimated by CML, minql, minq2, and 
minchi. 
к 
4 Ql 
Q2 
6 Ql 
Q2 
8 Ql 
Q2 
10 Ql 
Q2 
CML 
6.56 
13.72 
17.46 
17.80 
49.01 
30.14 
76.65 
42.00 
N=400 
minchi 
7.62 
11.74 
18.48 
16.79 
49.03 
33.25 
77.70 
47.72 
minql 
5.90 
14.11 
16.61 
19.70 
48.75 
31.37 
74.01 
45.13 
minq2 
32.07 
2.87 
21.22 
12.51 
49.01 
27.23 
77.37 
39.11 
CML 
7.05 
14.14 
17.49 
16.01 
42.63 
25.95 
68.54 
39.52 
N-4000 
minchi 
8.31 
12.23 
18.78 
15.49 
44.05 
26.12 
69.92 
41.53 
minql 
6.72 
16.28 
17.15 
19.00 
42.28 
29.66 
68.13 
41.55 
minq2 
33.85 
4.39 
20.09 
12.54 
44.14 
21.03 
69.40 
36.58 
Qj is somewhat smaller when evaluated with minql estimates, and Q 2 is somewhat smaller 
when evaluated with minq2 estimates. However, the differences are not very large. 
Next, CML, minql and minq2 were compared for data not fitting the Rasch model. 
When the data do not fit the model, the asymptotic equivalence between CML and minql 
and minq2 estimators does not hold. Therefore, substantial lower values of Q, and Q 2 might 
be found when Q1 and Q 2 are evaluated with minql and minq2 estimates than with CML 
estimates. 
First, data were generated according to the Birnbaum model for varying number of 
items, that were spaced equidistantly over the ranges (0,0: equal item parameters), (-1,1) and 
(-3,3), and discrimination parameters varying from 0.75 to 1.25. Four thousand subjects were 
sampled from the standard normal distribution. The RMSDs between the input item 
difficulty parameters and the estimates of the various estimation methods are given in Table 
2.3. 
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TABLE 2 . 3 Table of RMSDs between i n p u t and e s t i m a t e d CML, m i n q l , 
minq2, and minchi p a r a m e t e r s f o r d a t a conforming t o t h e Birnbaum 
model . 
к 
Ь 
6 
8 
10 
4 
6 
8 
10 
CML 
.0603 
.0594 
.0652 
.0670 
.6681 
.4186 
.3910 
.3860 
(0,0) 
minchi 
.0614 
.0599 
.0660 
.0678 
(-3,3) 
.6627 
.4404 
.4144 
.3965 
minql 
.0591 
.0586 
.0642 
.0651 
.6209 
.3948 
.3621 
.3549 
minq2 
.0935 
.0674 
.0682 
.0685 
.9016 
.4467 
.4180 
.3854 
(-1.1) 
CML minchi minql minq2 
.2368 .2713 .2086 .3217 
.1006 .1177 .0904 .1223 
.1157 .1288 .1099 .1251 
.1254 .1450 .1095 .1294 
The minql estimates appear to be the best estimates as they have the least mean square 
difference. This is most clear for large ranges: the RMSDs of CML estimates are 
substantially larger than for the minql estimates. The results of the minchi estimates are in 
all examples very much like the CML results. The minq2 estimates have larger RMSDs, 
especially for small numbers of items. Again this is probably due to the fact that Qj takes 
into account only subjects with raw scores ranging from 2 to k-2. The Qj statistic uses less 
information, and as a consequence the minq2 estimates show larger standard errors. This 
effect will be larger with small numbers of items. The same effect is found for CML and 
minq, estimates when raw scores equal to 1 and k-1 are excluded. 
The minql estimates are superior to the CML estimates and the minq2 estimates also 
with respect to the value of the (^ statistic. The averaged Q, statistics are given in Table 2.4. 
For parameters distributed over a small range, virtually no difference is found with respect 
to Q
v
 But for larger ranges, Ql evaluated with minql estimates is much lower than for the 
other estimates. For ten items with parameters distributed over the range (-3,3) an 
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TABLE 2.4 Table of averaged Q1 for data conforming to the Birnbaum 
model for parameters estimated by CML, minchi, minql, and minq2. 
к 
4 
6 
8 
10 
A 
6 
8 
10 
CML 
34.07 
71.06 
110.35 
189.61 
4.47 
30.47 
80.13 
131.97 
(0,0) 
minchi 
34.10 
71.03 
110.39 
189.67 
(-3, 
5.60 
33.11 
82.80 
131.42 
minql 
34.05 
70.96 
110.25 
189.43 
3) 
3.84 
28.15 
76.77 
121.51 
minq2 
38.72 
72.44 
111.38 
190.78 
28.16 
34.29 
80.84 
131.63 
CML 
22.30 
62.72 
97.17 
180.83 
(-1, 
minchi 
26.44 
64.56 
98.87 
183.48 
1) 
minql 
20.86 
62.13 
96.48 
179.51 
minq2 
37.85 
65.75 
98.72 
181.63 
improvement of 7 to 8% in Q, is obtained by the minql estimates Minchi and CML results 
are very much alike. 
These simulations were carried out a second time, but now with data generated 
according to a multidimensional model. We simulated sets of items m which two subsets 
measure two different latent traits Four thousand subject parameters were sampled from 
a bivanate normal distribution with zero correlation between the two dimensions The 
probability that subject ν responds correctly to item ι is modelled as 
o í r - i L о ft A »
 ч
_ еЩо^е^-а^ +δ2(βν2-α2)) 
p ( A = 1 α , 0 , , ö , , δ , , Ο , ) = - \ г—г—тд '-— , 
l+exp(ô1 (θ
ν 1 -α i) +δ 2 (θ ν 2 -α J ) 
where δ1 = 1,δ2=0 for i=l,..,k/2, and δ1=0,δ2=1 for i=k/2+l,..,k. By means of manipulating 
the δ parameters we constructed sets of items m which one half of the items concerned ^ 
and the other half
 2. Item parameters were spaced equidistantly on both dimensions over 
the ranges mentioned above. The RMSDs of the various estimation methods are given in 
Table 2.5. 
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TABLE 2 . 5 T a b l e o f RMSDs b e t w e e n i n p u t p a r a m e t e r s and CML, m i n q l , 
minq2 , and m i n c h i e s t i m a t e s f o r m u l t i d i m e n s i o n a l d a t a . 
(0 ,0) 
CML minchi minql minq2 
( -1 ,1) 
CML minchi minql minq2 
4 .0505 .0506 .0507 .0718 
6 .1462 .1414 .1443 .1415 
8 .0617 .0618 .0615 .0628 
10 .1933 .1899 .1847 .1909 
(-3.3) 
4 .3099 .3507 .3497 .4683 
6 .4834 .4885 .5565 .5242 
8 .2120 .2069 .2586 .2287 
10 1.4827 1.4791 1.4921 1.4906 
,1265 .1090 .1437 .2151 
.1931 .1885 .1952 .2025 
.0984 .0946 .1040 .1073 
.0948 .0921 .1007 .1016 
These results are less clear than those obtained for data that conformed to the Birnbaum 
model. The minq2 estimates are not better than the CML or the minql estimates: the 
RMSDs are not smaller. In fact, the minq2 estimates seem to be less accurate. Again, CML 
and Minchi results are very much alike. The same picture evolves from inspecting the 
averaged Q2 values. These are given in Table 2.6. 
Although Qj is smaller for the minq2 estimates, the improvement in the apparent fit is 
negligible. 
48 
TABLE 2.6 T a b l e of a v e r a g e d Qj f o r m u l t i d i m e n s i o n a l d a t a f o r m i n q l , 
minq2, CML, and minchi e s t i m a t e s . 
(0,0) (-1,1) 
к CML minchi minql minq2 CML minchi minql minq2 
4 39.5Θ 39.58 39.58 39.55 23.49 23.49 23.49 22.98 
б 30.39 30.39 30.39 30.38 29.21 29.21 29.21 29.04 
8 69.49 69.49 69.49 69.47 157.40 157.40 157.39 157.01 
10 185.51 185.51 185.51 185.50 278.78 278.79 278.76 278.30 
(-3,3) 
4 2.31 2.31 2.31 2.16 
6 29.02 29.02 20.02 27.68 
β 66.96 66.96 66.96 66.31 
10 260.59 260.60 260.58 260.18 
2.5 SUMMARY AND CONCLUSIONS 
In this chapter we have given an overview and evaluation of the estimation and testing 
methods that have been suggested for the Rasch model. We did not intend to be complete, 
but we have discussed the most important methods that are currently in use. With respect 
to the statistical properties of estimation and testing methods, we may conclude that both 
CML and MML provide adequate means to estimate the response probabilities of the Rasch 
model. When the Rasch model fits, both CML and MML estimators of the model 
parameters are consistent and their asymptotic standard errors can be obtained. With both 
estimation methods, several goodness of fit tests have been developed with known 
asymptotic probability distribution when the Rasch model holds. 
In contrast, JML estimators are inconsistent, and with JML estimation no goodness of 
fit tests have been developed with known asymptotic probability distribution. Despite several 
attempts to remove the bias of JML estimators (Wright & Douglas, 1977; Wainer & Wright, 
1980,; Lord, 1984; Van den Wollenberg, Wierda & Jansen, 1989; Zwinderman, 1990b), we 
come to the conclusion that JML estimation should be abolished altogether for estimation 
of item and subject parameters of the Rasch model. With respect to the estimation of item 
parameters, minchi estimation may be a good alternative for the CML method. Minchi is 
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cheap, can handle large number of items, is simple, and the estimates are accurate. 
However, the statistical properties of minchi estimates are unknown, and no goodness of fit 
test exists for minchi. As a consequence we should also abolish minchi as a serious 
alternative estimation method. 
In most computer programs the parameters of the Rasch model are estimated with some 
maximum likelihood method, and the fit of the model is tested with Pearson chi-square 
statistics. This procedure may be suboptimal. The Pearson chi-square statistic is only 
asymptotically chi-square distributed and not necessarily minimal when evaluated for 
maximum likelihood estimates, and only when the Rasch model fits. With data that did not 
fit the Rasch model, the Q1 statistic evaluated for CML estimates was larger than C^ 
evaluated for estimates resulting from minimizing Ql itself, and a better fit in terms of the 
Q, statistic could be obtained. Therefore, we suggest to use either likelihood ratio tests in 
connection with maximum likelihood estimation, or Pearson chi-square statistics in 
connection with minimum chi-square estimation. As both maximum likelihood and minimum 
chi-square estimators have the same asymptotic properties, there is no statistical argument 
to prefer the one over the other. However, minimizing Pearson chi-square statistics, such as 
Qj and Q2, is computationally rather complex, therefore in practice we prefer the maximum 
likelihood approach. 
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Appendix 2.1: Power of Martin-Löf s likelihood ratio statistic 
Martin-Löf (1973; see Gustafsson, 1979) suggested a likelihood ratio statistic to test whether 
the concatenation of two sets of items fits the Rasch model. The formula of this statistic is 
given in equation (2.13) of this chapter. A small simulation study was carried out to infer the 
power of this likelihood ratio (LR) statistic. 
Two equally large sets of item responses were simulated: samples of 200 or 1000 subjects 
responded to the items in the two subsets. The responses were constructed such that within 
subsets the Rasch model fitted. The technique with which the manifest data were simulated 
is described elsewhere in this chapter. The two latent parameters of each subject, associated 
with the two sets of items, were uncorrelated, and the unidimensionality assumption of the 
Rasch model was violated for the concatenation of the two subsets. In each case, this was 
detected with the LR statistic (see Table 2.1.1). 
Secondly, subsets were created in which items were interchanged from both subsets: one, 
two, or three items from the first subset were put in the second, and conversely. In this way, 
the Rasch model did not hold within subsets, and some correlation was introduced between 
the two latent variables. For each partition, Martin-Löf s LR statistic was computed. The 
results are given in Table 2.1.1. 
It appeared that the LR statistic lost power rapidly when the two latent variables were 
correlated. This loss was larger in the small sample than in the large sample. Moreover, the 
loss of power appeared to depend on the proportion of items which were erroneously 
allocated in a subset. This can be explained by the fact that the correlation between the two 
latent variables is affected by this proportion. If the proportion of erroneously allocated 
items is large, then the two latent variables correlate higher with each other than when the 
proportion is small. 
In conclusion, Martin-Löfs LR statistic can be used to test the unidimensionality 
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Table 2 . 1 . 1 M a r t i n - L ö f s l i k e l i h o o d r a t i o s t a t i s t i c . 
к 
M 
0 
1 
2 
3 
6 
df-35 
Χ
2
 p< 
79.6 .00 
30.4 .69 
26.8 .84 
34.1 .51 
N-200 
10 
df-99 
X2 p< 
181.2 .00 
117.3 .10 
66.9 .99 
50.7 .99 
20 
df-399 
X2 p< 
563.3 .00 
443.0 .06 
356.0 .94 
270.6 .99 
6 
df-35 
X2 p< 
291.7 .00 
54.7 .02 
33.8 .53 
39.3 .28 
N-1000 
10 
df-99 
X2 p< 
650.0 .00 
225.9 .00 
87.6 .79 
65.4 .50 
20 
df-399 
X2 p< 
1903.9 .00 
1319.9 .00 
945.2 .00 
641.5 .00 
N-the number of sub jects in the sample; k-the number of items in each 
subset ; d f - t h e degrees of freedom of the LR s t a t i s t i c ; M-the number of 
in terchanges between the o r i g i n a l s u b s e t s ; X2=the value of Martin-Löfs LR 
s t a t i s t i c ; p=the s ign i f i cance l e v e l . 
assumption of the concatenation of two sets of items. However, its power might not be large. 
Therefore, we recommend that one should use as many partitions of the total item set as 
possible. In this way, the power of the test increases, although one also increases the 
probability of a type-I error due to multiple testing. Therefore, we recommend to use 
additional means to test the unidimensionality assumption of the Rasch model such as the 
R2 tests of Glas (1988a) or the Q2 test of Van den Wollenberg (1982a). In chapter 3 other 
means are discussed to test the unidimensionality assumption of the Rasch model. 
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CHAPTER 3. 
HEURISTIC, DIAGNOSTIC, AND DESCRIPTIVE 
METHODS FOR EVALUATING THE FIT OF THE 
RASCH MODEL 

3.1 INTRODUCTION 
In chapter two, we have described and discussed the global statistical tests of the Rasch 
model. Although essential in the evaluation of the fit of a model, the value of statistical 
testing of the Rasch model is limited as has been noted by several authors (Molenaar, 1983, 
Van den Wollenberg, 1987). Statistical testing of the Rasch model has a number of 
shortcomings. (1) The test statistics have little diagnostic value with regard to the causes of 
bad fit. Global statistics represent only global fit, and do not point to items or subjects that 
cause the bad fit. (2) Statistical tests give almost no information about the degree of fit. The 
Rasch model is a model of a complex item response mechanism, and as such probably a 
simplification of reality. A certain degree of bad fit may be acceptable and expected in many 
situations. (3) The value of statistical testing strongly depends on the power of the tests. The 
null hypothesis with these tests is that the response probabilities can be described by the 
Rasch model (eq. 1.1). This rather simple equation can be varied in many ways; there are 
many alternatives, such as for instance the two- and three-parameter logistic models (eq. 1.3 
and 1.4). With large numbers of subjects, small and unimportant differences between item 
discrimination parameters, or guessing parameters that are small but unequal to zero, are 
reflected in the global test statistics. Although in such cases the item response probabilities 
can be described better with another item response model, the improvement will be hardly 
worthwhile. The reverse can be encountered with small numbers of subjects. Essential 
violation of the Rasch model may be undetected by global test statistics. 
Therefore in addition to statistical tests, there is a need of other methods to help 
deciding whether the Rasch model fits adequately to a set of item responses. In this chapter 
several of such methods are described and discussed and some new ones are developed. We 
structure our discussion with making the distinction between heuristic, diagnostic, and 
descriptive fit methods. The distinction, however, must not be interpreted too strictly. 
Descriptive methods may be used diagnostically, diagnostic methods may be used 
heuristically, and so on. However as a general rule, we define descriptive methods as 
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methods for assessing the extent of the fit of the Rasch model, diagnostic methods as 
methods that point to what aspects of the model are violated, and heuristic methods as 
methods that generate hypotheses concerning subsets of the data that may be adequately 
described with the Rasch model. 
In the following sections we will describe, discuss and evaluate the descriptive, diagnostic 
and heuristic methods to assess the fit of the Rasch model. Before we start our discussion, 
we will discuss the sources of bad fit of the Rasch model. 
3.2 CAUSES OF BAD FIT 
As already stated in section 1.1.2, the Rasch model is compatible with four axioms (cf. 
Fischer, 1974, p. 193-195). We repeat them here. 
(1) Unidimensionality. All items in the set refer to the same ability. The item response 
probabilities depend on only one parameter per subject. 
(2) Monotonicity. The item characteristic curves (ICC) are monotonely increasing. The 
probability of a positive response increases with increasing ability. The lower asymptotes of 
the ICC's equal zero, and the higher asymptotes equal unity. 
(3) Loca/ stochastic or conditional independence. The probability of an item response depends 
solely on the subject and the item parameters: the item response probabilities do not depend 
on other item responses. 
(4) Sufficiency. The number of positive responses on the set of items (raw score) is minimal 
sufficient for the subject parameter. The raw scores contain all relevant information to 
estimate the subject parameters. 
There are several causes of bad fit of the Rasch model that can be attributed to the 
items or to the subjects. Bad fit due to the subjects may be caused by cheating, carelessness, 
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idiosyncratic working methods, response styles, and so on. The fit of the Rasch model can 
be improved by deletion of subjects who violated the test protocol. For the identification of 
such subjects person fit indices have been developed. These indices are not discussed in this 
chapter. The reader is referred to Hulin, Drasgow and Parsons (1983), and Molenaar and 
Hoijtink (1989). 
Bad fit that may be ascribed to the items, may be caused by violation of any one or a 
combination of the assumptions mentioned above. However, violation of monotonicity, 
unidimensionality, sufficiency, and conditional independence may not be clearly distinguished 
from each other. For instance, subjects responding positively to an item with a non-
monotone ICC need not be more able than subjects who responded negatively; this implies 
violation of sufficiency. The reverse, however, need not be the case: violation of sufficiency 
does not imply violation of monotonicity. For example, the ICC's of items conforming to the 
Birnbaum model are monotone, but the raw scores are not sufficient. 
Furthermore, violation of unidimensionality implies violation of conditional 
independence, while again the reverse is not implied. Conditional independence means that 
the joint probability of the responses to items i and j by subject ν is equal to the product of 
the two separate probabilities: 
Suppose that i and j measure two different abilities, Θ and Ω, and that Ω depends on Θ: 
Ω=Θ+β. Now the joint probability of x^ and x^ given Θ
ν
 can not be written as the product 
of the two conditional probabilities: 
ρ (X
vi=xvi, X-v^Xv-} |θ v, Ω „) =p (Xvl=xvi |θ v) р(х^=ху) | Q. v) = 
=p {X
vi=xvl |θ v) ρ (X^Xyj \B v,ev)* 
ρ ( X
v i = x v i \ e v ) p i x ^ x ^ l B v ) = ρ (X v l =x v l ,X^Xy j | θ v ) . 
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However, decomposition can be derived by conditioning on the preceding item response: 
p(X
vl=xvl,Xvj=xvj\ev,Qv) = p(XVJ=xv:l\Qv,Xvl=xvl)p{Xvl=xv:i\Qv) , 
but this implies that the probability of ?C depends on x^, which is violation of conditional 
independence. 
Again the reverse need not be the case: violation of conditional independence does not 
imply violation of unidimensionality In certain learning models (cf. Kempf, 1977) a 
unidimensional learning process during test taking is assumed, this violates conditional 
independence, but not unidimensionality. 
Furthermore, violation of unidimensionality usually manifests itself as violation of 
sufficiency. Glas (1989, p.173-175) showed that when there are two subsets of items 
measuring Θ and Ω, respectively, and both sets conform to the Rasch model, then the 
concatenation of the two subsets follows a Birnbaum model in which the discrimination 
parameters are functions of the variances of Θ and Ω. This means that unless the variances 
of the underlying latent traits are the same (implying equal discrimination), sufficiency is 
violated. A related theorem has been formulated by Van den Wollenberg (1979, p. 100). 
In the following we will distinguish two groups of methods for tracing violations of the 
Rasch model. The first group are methods that are based on what is called the property of 
sample independence of the Rasch model. The second group are methods that are based 
on the property of conditional independence. 
As a consequence of the sufficiency of the raw scores, the CML item difficulty estimates 
in any subset of the total sample are expected to be equal: this is called the property of 
sample independence. Methods that are based on this property, partition the overall sample 
in two or more subsets of subjects in which item parameters are estimated separately. The 
estimated parameters are compared with each other. There are several entena that can be 
used to partition the total sample of subjects into subsets, and it depends on the criterion 
how to interpret the test results and which action to take. For instance, one can use the raw 
score to partition the sample m a subset of subjects with low raw scores and a subset of 
subjects with high raw scores. When item parameter estimates are not equal in the two 
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subsets, this points to ICC's that are not parallel and that implies violation of sufficiency. 
When an external criterion is used, violation of sample independence also implies 
violation of sufficiency, but now such a finding may be viewed as multidimensionality, item 
bias or differential item functioning (DIF). For instance, when item parameters are not equal 
in subsets composed of males and females, then the items are easier (or more difficult) for 
male than for female subjects that are estimated as having the same ability (or at least the 
same raw score). This is an example of item bias or DIF. 
The second group of methods for assessing the fit of the Rasch model is based on the 
property of conditional independence. Given fixed level of the ability continuum, there is a 
zero correlation between pairs of items. When there is correlation between items, then either 
a learning process has taken place during test taking or different items measure different 
latent abilities. If the latter is the case, then separate Rasch models may be fitted to subsets 
of items measuring different latent traits. 
3.3 DESCRIPTIVE TECHNIQUES 
In this section we will discuss three plot techniques that give a qualitative impression of the 
goodness of fit of the Rasch model, and two quantitative goodness of fit indices. 
33.1 Redundancy 
The first quantitative goodness of fit index is the redundancy coefficient of Martin-Löf 
(1974). Martin-Löf (1974, p.3) was concerned with the problem that for large sets of data 
test results are bound to be negative: every model is basically wrong (Rasch, 1974, p.16, 
discussion of Martin-Löf s paper). But the fact that the model is wrong, does not mean that 
the model is too bad to be applied in the actual case. 
The redundancy index represents the discrepancy between the model and the data, and 
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is based on concepts of statistical information theory (Martin-Löf, 1974, p.5): "redundancy 
is the relative decrease in the number of binary units needed to specify the relative outcome 
when we take into account the irregularities that we detect by means of the exact test." For 
the Rasch model, the redundancy index can be easily computed (cf. Gustafsson, 1979, p.56) 
as minus the ratio between the Martin-Löf test (Martin-Löf, 1973, eq. 2.28), and twice the 
maximum of the logarithm of the conditional likelihood (eq. 2.9): 
X2 
2sup(logL¿) 
where X2 is the Martin-Löf statistic Τ (see eq. 2.28), and sup(logL
c
) is the maximum of the 
logarithm of the conditional likelihood (2.8). 
The index takes values between zero and unity, and low values indicate a good fit. By 
means of simulations Martin-Löf (1974) arrived at the following scale for redundancy: 
0.0001 - very good, 
0.001 - good, 
0.01 - bad, 
0.1 - very bad. 
Gustafsson (1977) compared redundancy with the test statistics of Andersen (eq. 2.12) 
and Martin-Löf with samples of 50,000 respondents. He found the redundancy index more 
satisfactory than the statistical tests for assessing the fit of the Rasch model. However, 
samples of 50,000 subjects are rare. Therefore, we replicated the simulation of Gustafsson 
with a sample of 1000 subjects in order to infer the behaviour of redundancy for a more 
common sample size. 
Data for 15 items with difficulties spaced over the range (-2,2), and 1000 subjects 
sampled from the standard normal distribution, were generated according to the Birnbaum 
model. Five cases of three different discrimination parameters, all represented at all levels 
of difficulty, were used. The redundancy index, the Andersen test and the Martin-Löf test 
were computed. The results are given in Table 3.1. 
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TABLE 3 .1 Redundancy, A n d e r s e n ' s and M a r t i n - L ö f ' s s t a t i s t i c . 
Case Discrimination Redundancy Andersen Martin-Löf 
parameters X2 DF X2 DF 
1 
2 
3 
4 
5 
1.00 1.00 1.00 
0.95 1.00 1.05 
0.90 1.00 1.10 
0.85 1.00 1.15 
0.80 1.00 1.20 
0.018 
0.016 
0.016 
0.017 
0.018 
4.2 
6.2 
9.8 
16.6 
26.8 
14 
14 
14 
14 
14 
191.9 
173.2 
176.2 
183.9 
197.5 
182 
182 
182 
182 
182 
In simulations one to four, the Rasch model was not rejected by the statistical tests. This 
could be expected as the violations of the Rasch model were small. However, based on the 
redundancy index, and the scale suggested by Martin-Löf, the fit of the Rasch model was 
indicated as bad. 
Both Martin-Löf and Gustafsson suggested that the redundancy index should not be used 
with small samples, as it would be sensitive for raw score groups with low frequencies, but 
this also applies to the Martin-Löf test. In contrast to redundancy, the Martin-Löf test 
appeared to be good in these simulations (the model was not rejected). Therefore, the fact 
that redundancy was more sensitive than the statistical tests cannot be explained by the fact 
that the sample was too small. We conclude that redundancy should be rejected as a 
descriptive fit index for samples of 1,000 subjects (or at least the scale as suggested by 
Martin-Löf). 
33.2 Fischer Plot 
In connection with the Fischer-Scheiblechner statistic S (eq. 2.27), a plot routine is used in 
which item parameters estimated in two subgroups of subjects are plotted against each other. 
If the model fits, the two sets are expected to be equal. Therefore when we plot the item 
parameters, the points will fall on the diagonal through the origin. Points deviating from this 
line indicate items violating the model. 
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Just as for the case of the statistical tests, the criterion one uses to divide the sample in 
two subgroups is crucial, and determines to what type of violation the plot will react. The 
criterion can be of any type: raw score, external information, or one of the items. When the 
raw score is used, the plot may have diagnostic value for varying item discrimination. 
Violation of conditional independence may become apparent, when the sample is 
decomposed with a criterion that is differentially related to the trait that is measured. Such 
criteria may be external, like sex or age, or internal: one of the items. In the former case, 
multidimensionality in the form of item bias may be detected. In the latter case, clusters of 
items measuring different abilities may be detected. 
A drawback of this plot is that the standard errors of the parameter estimates are 
neglected. Although the standard errors can be incorporated in the plot, we consider this 
plot, and plots in general, as qualitative techniques for checking the fit of the Rasch model. 
The plotting procedure may be generalized to more than two subgroups of subjects: item 
parameters estimated in three or more subgroups can be plotted against each other. 
However, this yields many plots if the number of subgroups is large. A better approach 
seems to be to plot the estimates of the overall sample against the estimates of the 
subgroups in one picture. 
3 3 3 Correlation, Vr and Identity 
Quantitative goodness of fit indices that can be used together with the Fischer plot are the 
correlation coefficient, the Vr index, and the identity coefficient. When the item parameters 
are estimated in two subgroups, the correlation between the two sets of estimates should be 
close to one when the model holds. Violation will become apparent when the correlation is 
smaller than unity. 
The correlation coefficient has been used widely as a descriptive fit index (cf. Fischer, 
1974; Spada, 1976; Van den Wollenberg, 1979). However, the correlation coefficient is not 
optimal as a descriptive measure. It is insensitive to linear transformations, while the Rasch 
model assumes an identity relation between the item parameters estimated in two subgroups. 
For a perfect fit, in addition to a perfect correlation, the regression coefficients should equal 
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unity. This was already noted by Van den Wollenberg (1979, 1987). He suggested to use V
r 
in addition with the correlation coefficient to assess how well the lack of fit is reflected in 
the correlation coefficient. V
r
 is defined as the ratio between the variance of the difference 
between the two sets of parameter estimates due to lack of perfect fit and the total lack of 
fit variance (cf. Van den Wollenberg, 1987). 
An index that is sensitive to both imperfect correlation and to regression coefficients that 
are unequal to unity is the coefficient of identity (Zegers & ten Berge, 1985) If the model 
fits, an identity relation should hold between the estimates in both subgroups, provided the 
estimates are normalized such that their mean is zero. The identity coefficient is sensitive 
to any deviation from this identity relation. Let a and τ be the estimated item parameters 
in two disjoint subgroups of subjects, then the coefficient of identity, I, is given by: 
2 Σ*ιτι 
1= i-i . ( 3 . 1 ) 
И . i-i 
Compared to the correlation coefficient, the identity coefficient has the advantage that 
it is sensitive, besides to deviation from perfect correlation, also to the fact that the 
regression coefficient of the regression between the two sets of items is unequal unity. 
However, when the identity coefficient is considerably smaller than unity, one cannot 
distinguish between imperfect correlation and to a regression coefficient unequal to unity. 
In order to make that distinction one could use the V
r
 index. 
Like the Fischer plot we can generalize the approach of computing correlation 
coefficients to the case that the item parameters are estimated in more than two subgroups: 
a matrix of correlation or identity coefficients can be obtained. The model requires that the 
estimates m all subgroups are identical within chance limits. Therefore, a necessary condition 
is that one component explains all common variance in the matrix of correlation coefficients. 
Lack of fit will become manifest when there are two or more components in the matrix. This 
can be checked heunstically with the ratio between the eigenvalue of the first component 
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and the sum of the eigenvalues of the remaining components, or with the scree plot. 
However, this approach is limited by the fact that the coefficients are affected by the 
precision of the estimates in the subgroups. In most applications, the subgroups will contain 
different numbers of respondents. Therefore, the precision of estimation will vary, and for 
optimal application of component analysis the coefficients need to be attenuated for 
unreliability. However, there is no simple way of attenuating the coefficients. Furthermore, 
it appeared in simulations that this approach was not very promising. 
33.4 Probability Plot 
Gustafsson (1977), following Allerup and Sorber (1977), suggested a plot in which the 
observed proportion of correct responses to an item per raw score group is plotted against 
the predicted proportion. If the model fits, the observed proportions are expected to be 
equal to the predicted proportions, therefore the points will fall on the diagonal through the 
origin. Lack of fit becomes apparent, when the points deviate from this line. 
As a function of sampling error, the points will be spread around the diagonal through 
the origin. Therefore, the plot may be diagnostic when there are systematic deviations from 
the diagonal. We can distinguish two different systematic patterns. (1) When the points for 
the lower raw score groups are systematically plotted under the diagonal and the points in 
the upper raw score groups above the diagonal, then the ICC of the item is steeper than the 
model predicts. (2) When the reverse is true, the ICC is less steep. Hence, the plot is 
diagnostic for varying item discrimination. 
An important advantage of this plot is that it is little affected by sample size: item 
parameters need to be estimated only once, and we are interested only in systematic 
patterns. However, the plot has also shortcomings. A separate plot is obtained for every 
item, thus the number of plots can be large. Furthermore, deviations from the model will 
not become apparent in the extreme raw score groups as the bounds of the plot are zero 
and unity. 
In Figure 3.1 two probability plots are given: one for an item that discriminates too 
weakly, and one for an item that discriminates too strongly. The data in these examples were 
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Figure 3.1a. Probability plot of an item 
that discriminates too weak. 
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Figure 3.1b. Probability plot of an item 
that discriminates too strong. 
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simulated according to the Birnbaum model. Thousand subjects responded to ten items. One 
item of median difficulty had deviating discrimination parameter of 0.50 or 2.0. 
The observed proportion of positive responses to the item in Figure 3.1a is larger than 
predicted for low raw scores, and smaller than predicted for raw scores. Hence, the 
empirical ICC, characterized by the observed proportions, is above the model ICC for low 
r, and under the model ICC for high r. Therefore, the slope of the empirical ICC is smaller 
than the slope of the model ICC. Hence the item discriminates weaker than the model 
predicts. The reverse is the case for the item in Figure 3.1b. 
3.3.5 Parameter Plot 
The third plot we describe is one in which the item parameters must be estimated in each 
raw score group. The deviations between the overall parameter estimates and the estimates 
in the raw score groups are plotted for each raw score group. If the model holds, the 
estimated item parameters in all subgroups of subjects are expected to be equal. Therefore, 
the differences between the overall estimates and the estimates in the subgroups are 
expected to be zero. Hence, the points in this parameter plot should fall on a horizontal line 
at level zero. 
As a function of estimation error, the points will be scattered around this line. Therefore, 
the parameter plot may be diagnostic when there are systematic deviations from the 
horizontal line. When the item parameters estimates for low г are larger, and the estimates 
for high г are lower than the overall estimates, then the ICC is steeper than the model 
predicts. If the reverse is true, the ICC is less steep. 
This plot does not have the shortcomings of the probability plot. First, plots can be 
combined into one frame. Second, the deviations between the estimates for extreme r and 
the overall estimates can become apparent as the bounds of the scale are no longer zero and 
unity. But a disadvantage is that a large sample of subjects is needed, because the 
parameters must be estimated in each raw score group. 
Two examples of parameter plots are given in Figure 3.2. The data are the same as in 
Figure 3.1. The first plot indicates the item which discriminates weaker than the model 
permits, and the second indicates the item discriminating too strong. 
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Figure 3.2a. Parameter plot of an item 
that discriminates too weak. 
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For the item in Figure 3.2a, the deviations between the overall estimates and the estimates 
obtained in the raw score groups, are negative for low r and positive for high r. The item 
parameter estimates are smaller for low г than overall, and larger for high r. This means that 
the empirical ICC which is characterized by the conditional probabilities evaluated with the 
local estimates, is above the model ICC (evaluated with the overall estimates) for low r and 
under the model ICC for high r. Hence, the item discriminates weaker than the model 
predicts. The reverse is found for the item in Figure 3.2b. 
Compared to the plots in Figure 3.1, one can clearly see that the parameter plots show 
large deviations for the extreme raw score groups, while the probability plots almost show 
no bad fit in the extreme raw score groups. 
Summarizing, we discussed three descriptive plot techniques and two quantitative descriptive 
measures. The redundancy and also the parameter plot are useful for large samples: the 
scale against which redundancy must be evaluated, is only calibrated for large or huge 
samples of subjects. The parameter plot requires that the item parameters must be 
estimated in many subgroups of subjects. This also requires large samples. In contrast, the 
Fischer plot together with the correlation, the identity and the V
r
 indices, and especially the 
probability plot do not require such large samples. Therefore, these techniques may be 
useful as descriptive fit techniques. 
3.4 DIAGNOSTIC TECHNIQUES 
As already stated in the introduction of this chapter, we define diagnostic methods, albeit 
loosely, as methods that give specific information concerning which items contribute to the 
overall bad fit of the Rasch model. We will discuss two kinds of diagnostic methods: single 
item diagnostics and item pair diagnostics. 
Single item diagnostic methods are indices that are computed for each item, and indicate 
whether the Rasch model fits for that particular item. We will discuss four different indices 
that can also be used as statistical tests. All four are based on the conditional probabilities 
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of the item responses given the raw score, but the indices differ in the way that they combine 
the information. In most situations, single item diagnostics will be used to select items that 
do not fit in order to remove them from the set in the hope that the Rasch model will fit 
for the remaining items. However, the indices are not mutually independent and therefore 
the best strategy is to remove one item at the time. As the indices focus on one item, the 
indices in general point to violation of sufficiency (or varying item discrimination). 
In contrast, item pair diagnostics study the relation between pairs of items and focus on 
violation of conditional independence. Item pair diagnostics may be used to decide whether 
item responses depend on each other or whether the items measure the same ability. We 
discuss three item pair diagnostics; two are based on the conditional probabilities of the 
responses to the pair of items given the raw score, the third is based on the probabilities of 
the item responses given the raw score on the other items in the set. 
Both single item and item pair diagnostics will be compared to each other by means of 
simulations. 
3.4.1 Single item diagnostics 
3.4.1.1 Binomial item*raw score diagnostic 
Given the number of subjects, n„ with raw score r, the number of subjects responding 
correctly to item i given r, N
ri, is binomially distributed: 
p{Nzl=nzl\nz) = ί ^ί ιφα-π,, )» '-"" , (3.2) 
where ir
ri is the conditional probability of responding correctly to item i given r (eq. 2.11). 
Equation (3.2) can be used to test the Rasch model (cf. Gustafsson, 1979), but the test 
is only an approximate one as π
π
 is unknown in practice, and must be replaced by its CML 
estimate ΊΓ
Π
. An important disadvantage of using (3.2) is that many tests must be performed, 
which may lead to chance capitalization. Moreover, series of binomial tests are difficult to 
interpret: in order to diagnose an item as discriminating too strong or too weak, all 
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observations nn and expectations nrífn (r=l,k-l) need to be compared. If nn>nr'7rn for small 
r, and nn<nr7rn for large r, than i discriminates too weakly. If the reverse is observed, than 
i discriminates too strongly. When the number of items is large then many comparisons must 
be made (k(k-l)), which is tedious and complex. In short, the binomial item-raw score 
diagnostic can be used to evaluate bad fit, but it is not very efficient. It would be helpful 
when the comparisons were combined into an index that is specific for an item; in the 
following three indices, the comparisons are combined into item diagnostics. 
3.4.1.2 Fischer-Scheiblechner Statistic 
The global Fischer-Scheiblechner test statistic S (section 2.3.2) is a sum of squared item 
diagnostics S^ 
S = Í3 31 
"where â ^ and ér^ are the item difficulty parameters estimated in two groups of subjects, 
and t72(â^) and ^(âp^) are the corresponding variances estimated from the information 
matrices in both groups. 
In the CML estimation method, the item parameters are estimated independently from 
the subject 'parameters, and therefore ¿ ^ and ¿p) have equal expectation with variances 
(T2^1)) and (^(Sp)), respectively. When the Rasch model fits, S, is asymptotically normally 
distributed. Hence, S, (or Sf) can be used as an item fit test or index. 
The diagnostic value of S, depends on the criterion that was used to partition the sample. 
If the sample is partitioned in a group of subjects with low raw scores, and a group of 
subjects with high raw scores, then S, may be diagnostic for violation of sufficiency. If a, is 
smaller for subjects with high raw scores than for subjects with low raw scores, then the 
empirical ICC, is steeper than the model ICC. If the reverse is the case, then the empirical 
ICC is less steep than according to the model. Either case points to varying item 
discrimination which is violation of sufficiency. If the sample is partitioned in two subsamples 
based on some external criterion such as sex, then S, may be diagnostic for item bias. 
Van den Wollenberg (1979, p.32) pointed out that due to the normalization of the 
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estimated item parameters in each subsample, differences between item pairs, âj1* and â{2), 
influence the deviations between the estimates of the other items. This means that the safest 
strategy of using S, as a diagnostic tool is to delete one item at a time. 
3.4.1.3. Van den Wallenberg Statistic Q1 
Just as S, the statistic of Van den Wollenberg C^ (eq. 2.29) is a sum of item diagnostics: 
_ tj (л
г ; 1 -л г А г і ) 2 ( ¿ - ρ ( 3 4 . 
11
 " к M
ri<l-ftri) к ' 
where тг
п
 is the conditional probability of a correct response to item i given raw score г (eq. 
2.11). 
The qj, index is can be used to diagnose violation of sufficiency or item bias. By means 
of the qj, index, essentially the empirical ICC is compared to the estimated model ICC at 
the raw score levels. In comparing these two curves, systematic deviations especially show 
up in the extreme raw score groups. When the empirical ICC of an item is steeper than the 
ICC's of other items, n
n
 is smaller than n
r
7r
n
 for low r, and n
n
 is larger than η,/ίτ,, for high 
r. The reverse is the case for an item that is less steep than the ICC for other items. Either 
case points to varying item discrimination, which is violation of sufficiency. For small sample 
sizes, raw score groups can be concatenated, for instance in two (high scores vs. low scores) 
or three (high-middle-low scores) groups of subjects. 
With a partitioning of the sample based on external information such as sex or age, it is 
possible to diagnose item bias with the q^ index. With an external partitioning, the 
conditional response probabilities given the raw scores are compared in the external groups, 
and qj, is sensitive to differences between those response probabilities. When response 
probabilities given the same raw score differ between, for instance, male and female subjects, 
then this may point to item bias. Therefore, q^ can be used to diagnose item bias. 
Due to use of CML estimation, the item diagnostics are not independent from each 
other. Therefore, the best strategy to finding a Rasch homogeneous set of items is to remove 
one item at a time until overall a good fit is found. 
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3.4.1.4 Molenaar's U, 
Molenaar (1983) developed the item-fit statistic U, which is also based upon the deviation 
between n
n
 and n ^ . As N
n
 is binomially distributed, the statistic 
n
rl - л .ft-, Zn = " , . — ( 3 . 5 ) 
follows asymptotically the standard normal distribution. The statistic z^ may be used as a 
local fit statistic. However, as before, π
π
 is unknown in practice and is replaced by its CML 
estimate π
η
. Therefore, the normal distribution is only approximately correct. 
Molenaar (1983) concentrated upon systematic deviations between the empirical and the 
model ICC. When the former is steeper than the latter, η
π
 is smaller than n ^ for low r, 
and n
n
 is larger than η,/ττ,, for high r. As a consequence, z
n
 is positive for large r, and 
negative for small r. Combining the z
n
, weighting z
n
 positively for low r, negatively for the 
high r, and zero for the middle raw score groups, yields U,: 
cl k-l 
Ü, r-c2 
( 3 . 6 ) 
1
 k+cl-c2 
The constants cl and c2 are cutoff-points for dividing the raw score groups into a lower, a 
middle and a higher cluster. Molenaar (1983) suggested to use as cutoff-points the 25,h and 
the 75lh percentiles of the distribution of r for cl and c2, respectively. 
As zn is approximately asymptotically standard normally distributed, U, is also 
approximately standard normally distributed (although the z,, are not independent), and 
therefore U, may be used as an item fit statistic. The U, index can also be used as a 
diagnostic tool to evaluate varying item discrimination. When the ICC of an item is steeper 
than the model permits, U, is negative. When the ICC of an item is less steep than the ICC's 
of other items, the reverse is the case, and U, is positive. 
Just as the other item diagnostics, the U, statistics are not independent. Therefore, the 
best strategy to obtain a set of items conforming to the Rasch model is to remove one item 
at a time. 
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3.4.2 Comparison of single item diagnostics 
U, and q,, both are based on the binomial distribution of the N„'5: the statistic qj, uses the 
chi-square distribution, while Ц uses the normal distribution. Both may be used as item 
statistics, but the distribution of both is only approximately known. This is due to the discrete 
distribution of N
n
, and due to the dependencies of the q
n
's and the z
n
's, respectively. The 
actual distribution of q^ and U, is of lesser importance when they are used only 
diagnostically: the item with the highest q^ or U, is the greatest cause of overall bad fit. 
A disadvantage of q^ is that too low and too high discriminating items are not 
distinguished from each other. Both lowly and highly discriminating items have large positive 
values of q^. In order to distinguish between these two cases when using qj,, additionally the 
n
n
 and п
г
тг
п
 need to be compared. 
U, has more power than qjj, because Ц is based on systematic deviations only. Random 
deviations between the empirical and the model ICC's are averaged out: the random 
deviations are expected to cancel against each other within the clusters of low and high raw 
scores (Molenaar, 1983). 
In contrast to qb and U,, S, is based on the asymptotic distribution of the estimated item 
parameters, and the fact that the expectation of α is α in all subgroups of subjects. As the 
item parameters are estimated by equating 2
г
(п
п
-п
г
тг
п
) to zero, essentially the same 
information is involved in Sj as in q^ and U,. When an item is more difficult for subjects with 
low г than for subjects with high r, this indicates that the item discriminates stronger than 
the model permits, and Sj is positive. If the reverse is true, S, is negative. 
In a small simulation study, Sj, q^ and U, were compared. Datasets were constructed 
according to the Birnbaum model containing one item with deviating discrimination 
parameter. The other items had equal item discrimination. Hence, Rasch homogeneous sets 
of items could be constructed by removing the deviating item. 
The numbers of items were 10, 20 or 30 and the difficulty parameters were equally 
spaced over the intervals (-3;3) or (-1;1). The number of subjects was 400 or 1000. One item 
with median difficulty had discrimination parameter 0.50, the other items had discrimination 
parameter unity. 
The number of items in ten simulations with a larger Sj, qjj or U, than the deviating item, 
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was counted. This number is reported in Table 3.2. 
TABLE 3.2 Number of times the deviating item did not obtain the 
largest Sj., Uj. or q^. 
N- 400 
N-4000 
к 
10 
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30 
10 
20 
30 
Ui 
0 
0 
0 
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0 
0 
( - 1 , 
Si 
0 
0 
0 
0 
0 
0 
1) 
qii 
0 
0 
1 
0 
0 
0 
Ui 
1 
0 
0 
0 
0 
0 
( 
Si 
- 3 , 3 ) 
qii 
1 3 
0 5 
0 8 
0 0 
0 0 
0 1 
With the small samples and the extreme item difficulties, a substantial number of well 
fitting items had a larger q^ value than the deviating item. With the scale of 30 items, even 
8 times out of 10 simulations the deviating item did not obtain the largest qj, value (in all 
those 8 simulations it obtained the twice largest value). So good fitting items would be 
removed from the scale when q^ was used as a diagnostic. This is due to the fact that the 
extreme raw score groups contained few observations. The diagnostics U, and S, are less 
sensitive to this phenomenon. However, when qj, was calculated with a partition of the 
sample into three subgroups (low, middle, high), then in all our simulations qj, was as good 
as S, and U, in identifying the item with the deviating discrimination parameter. 
Summarizing, the S, and the U, diagnostics can be used efficiently to diagnose bad fit: 
the value of the indices gives information about the degree of bad fit, and the sign gives 
information about whether the item discriminates weak or strong. The first point applies also 
to the qj, index, but as q^ is a squared variate, the sign of q^ is not diagnostic for whether 
the item discriminates too strong or too weak. 
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3.43 Item pair diagnostics 
Item diagnostics are used to trace back overall bad fit to specific items. Through removing 
items from the set, a better overall fit is obtained. Item diagnostics are unsuitable to study 
the relation between pairs of items. In order to study whether two items refer to the same 
or to different latent traits, item pair diagnostics can be used. 
3.4.3.1 Molenaar's procedure 
All item pair diagnostics are based on what we call second-order observations: the numbers 
of subjects responding positively to two items i and j given raw score r (Ν
η)). Molenaar 
(1983) showed that N
n j given nn, η , nr and given α
(Γ)
, the item difficulties for the subjects 
with raw score r, follows the extended hypergeometric distribution: 
р(^=
Лг
,,к,,
Лг
,,л
г
.а-) = (";;J(
n
^;;) ^ . ^^ 
where O
n j is the odds-ratio defined as 
ρ .. = *Ti?ll-**r*z/+*Zij) t ( 3 . 8 ) 
The probability π
π1 is the conditional probability of positive responses to both items i and 
j given raw score г (see eq. 2.31 and further for the definition of ν ). 
Equation (3.7) can be used as a statistical test of the Rasch model in much the same way 
as (3.2), but we do not suggest to do that. Again the number of tests is very large and this 
number rises rapidly with increasing number of items. Moreover, such a test procedure is 
little informative. 
In order to enhance the diagnostic value of (3.7), Molenaar (1983) suggested a different 
procedure. Conditional independence implies that the odds ratio between two items i and 
j given fixed ability level equals one. However, with fixed r, subjects who responded 
positively to i have less probability to have responded positively to j than subjects who 
73 
responded negatively to i (Molenaar, 1983). Therefore, the mean odds ratio will be less than 
one even if the Rasch model fits. But in general, it may be expected that item pairs which 
have more in common have higher odds ratio's than item pairs which have less in common 
(cf. Molenaar, 1983, p.69). 
Instead of using (3.7) directly, Molenaar suggested to compare the observed odds-ratio 
O
n
j (O
n j evaluated with ά
(Γ)) to O
n j defined as: 
^ - <Л
г 1 - П г „) ( л ц - л г « > " 
When the item set can be divided in two subsets of items measuring two different latent 
traits, than ö n j > ô n j for items which belong to the same subset, and ön j < ô n j for items 
who belong to different subsets (Molenaar, 1983). The significance of the difference between 
0 n j and ônj can be computed with (3.7). Although this procedure is more informative with 
respect to the diagnosis of the bad fit then using (3.7) directly (i.e. items can be clustered), 
the number of tests to be performed remains (very) large. 
3.4.3.2 Rosenbaum's procedure 
Rosenbaum (1984) developed an item pair diagnostic for testing conditional independence 
and monotonicity in latent trait models without specifying the parametric form of the model. 
Monotonicity and conditional independence imply nonnegative conditional covariances 
between all monotone increasing functions of a set of item responses given any function of 
the remaining item responses (Rosenbaum, 1984). Rosenbaum used the Mantel-Haenszel 
statistic (cf. Bishop, Fienberg & Holland, 1975) to test this implication of the Rasch model. 
For every pair of items and the raw score on the other items the 2x2x(k-2) contingency 
table is computed. Conditional independence and monotonicity imply that the odds ratio in 
each layer of the table is one (Rosenbaum, 1984). The common odds ratio in the 2x2x(k-2) 
table can be estimated with the Mantel-Haenszel weighted odds ratio (cf. Cox, 1966): 
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k-2 
Σ <Лгі-Лги) <nrj-"rij) / Л г 
г-О 
where п^ n
n
 and n
nj are defined as before, but г is the raw score on the other k-2 items. The 
uniformly most powerful test of the hypothesis that the common odds-ratio in the table is 
one, is the Mantel-Haenszel statistic (cf. Cox, 1966): 
k-2 k-2 
(
Е
л
г«· - Е
л
«
л
ч / л г ) 2 
MHd.j) = — r-2 US . ( 3 . 1 1 ) 
53 n
r j ( л г - л г і ) nzj (nz-ni:i) I (nî ( n r - l ) ) 
The Mantel-Haenszel statistic is asymptotically chi-square distributed with one degree of 
freedom. 
Strictly considered, this test is not a tool for studying the fit of the Rasch model. The 
parametric specification of the model is not required, but the method can be used 
diagnostically for studying multidimensionality. In the Rasch model, all association between 
items i and j is explained by the variation of Θ (Fischer, 1974, p. 211-214). If Θ is constant, 
then the correlation between i and j is zero. As the raw score is minimal sufficient for Θ, the 
correlation between i and j for fixed г is also expected to be zero. The correlation between 
i and j is zero if ті
щ
=п
п
п^п
т
 (compare it with the phi correlation). For fixed r the correlation 
between i and j is larger than zero when n
n j >n n n n /n r If the correlation between i and j is 
larger than zero for some or most r, then 0MH(i,j) is larger than unity. The reverse also 
holds: if i and j are less strong associated than expected, then the correlation between i and 
j for some г will be negative, and the common odds-ratio is smaller than unity. 
In a heterogeneous set of items the common odds-ratio's can be used diagnostically to 
form clusters of items. Items with odds-ratio's larger than one are put in the same cluster, 
items with odds-ratio's smaller than one are put in different clusters. 
The method is little affected by sample size (Cox, 1966). When the number of items is 
large, or when the number of respondents in each layer of the table is large, the Mantel-
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Haenszel statistic approximates the chi-square distribution quite well. Breslow (1981) showed 
that the MH statistic remains efficient if the data are sparse, but no definite conclusions can 
be drawn with respect to what are sufficient numbers of items, or what sample sizes. 
However, we suggest to use the Mantel-Haenszel statistics in a diagnostic way, therefore 
their exact distribution is of less relevance. 
A major disadvantage of the method is that the number of tests is large: for every item 
pair, the Mantel-Haenszel is computed. Even when the number of items is moderate, the 
number of statistics to interpret is very large: when the number of items is 15, the number 
of statistics is 105. Furthermore, as the procedure is based on less assumptions than the 
Rasch model, it has probably less power than diagnostic indices that are based on the Rasch 
model. However, the procedure generates information concerning the item response 
probabilities, that is also relevant for the Rasch model. 
3.4.3.3 Van den Wollenberg's statistic Q2 
The Q 2 statistic of Van den Wollenberg (eq. 2.32) is a sum of item pair diagnostics: 
and qjnj is defined in equation 2.32. 
Molenaar (1983) showed that q ^ is asymptotically chi-square distributed (df=l): it is 
the square of the standardized extended hypergeometric variate defined in (3.7) (cf. 
Molenaar, 1983). Therefore, q21j may be considered a statistical item pair fit test, but the test 
is only an approximate one, because ir is unknown and is replaced by the CML estimate 
in practice. 
The diagnostic q^ is little informative. Both if η,ίΓ >n , and if n
r
7r
nj<nnj, q^ will be 
large, because the differences between n
r
Tr
nj and nn j are incorporated quadratically into q^. 
An alternative approach is to combine the standardized hypergeometric variâtes of Ν
Π) into 
a standard normal deviate in much the same way as U, (cf. Molenaar, 1983, p. 69). Let z^ 
be the standardized extended hypergeometric variate of Ν , than 
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( 3 . 1 3 ) 
will be approximately standard normally distributed. A large positive z1J indicates that 
n
rij>nr7rnj for most r, and a large negative value of z1J indicates that nnj<nr7rnJ for most r. 
3.4.4 Comparing item pair diagnostics 
In a simulation that is described in detail in the next section, the Mantel-Haenszel odds-
ratio's (3.10) were compared to the standardized statistics ζ 's as diagnostic item pair indices. 
A data set of 1000 subjects responding to 12 items was simulated. The set of items consisted 
of two major clusters of items (1-6 and 7-12). Four subclusters were items 1-3, 4-6, 7-9, and 
10-12 (see Table 3.4 in the next section). Items 1-6 are stronger related with each other than 
with items 7-12. Furthermore, items 1-3 are stronger related with each other than with items 
4-6. The Mantel-Haenszel statistics and the standardized variâtes ζ were computed for all 
pairs of items. These are given in Table 3.3. The former are given under the diagonal, the 
latter above the diagonal. 
The Mantel-Haenszel odds-ratio's appeared to have more diagnostic power for forming 
clusters of items than the z '^s. By means of the latter, only in case of the item pairs (1,2), 
(1,3), (2,4), (5,6), (7,8), (8,9), (10,12) and (11,12), the predicted overassociation is found. 
Considering the number of tests performed, one might even conclude that no ζ4 index is 
significantly unequal to zero. In contrast, the M-H statistic is significant for quite a number 
of item pairs: the odds-ratio's of items 1-6 are larger than unity, and also the odds-ratio's of 
items 7-12. The odds-ratio's of items 1-3 are larger than with items 4-6. This also applies to 
items 4-6, 7-9, and 10-12. Summarizing, our conclusion based on the odds-ratio's, would be 
to distinguish four item clusters which were indeed the four clusters that were simulated. The 
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TABLE 3 . 3 O d d s - r a t i o ' s and z ^ ' s . 
Items 1 2 3 4 5 6 7 8 9 10 11 12 
1 - 1 .98* 2 . 5 1 * 0 . 8 1 0 .42 0.39 - 1 . 6 0 - 1 . 2 1 - 0 . 2 0 - 1 . 2 1 - 0 . 9 4 - 1 . 4 4 
2 2 . 6 2 * - 2 . 4 4 * 0 .24 0.96 0 . 8 3 - 1 . 3 4 - 0 . 6 1 - 0 . 6 2 - 1 . 5 1 - 1 . 1 5 - 1 . 2 2 
3 3 . 3 4 * 2 . 7 8 * - 0 .26 0.40 0 . 8 3 - 0 . 7 8 - 0 . 9 9 - 1 . 3 5 - 0 . 7 9 - 0 . 8 7 - 1 . 5 0 
- 1 . 2 9 - 0 . 9 9 - 1 . 0 5 - 0 . 7 5 
- 1 . 5 0 - 0 . 6 6 - 1 . 1 2 
- 1 . 3 4 - 1 . 3 4 - 0 . 9 1 
2 . 2 0 * 1.69 1.08 
2 . 8 6 * 0 .64 
3 . 7 8 * - 0 . 6 3 
1.67* 1 .73* -
1.62* 1.20 2 . 8 0 * 
12 0 . 6 0 * 0 . 6 1 * 0 . 6 2 * 0 .89 0 . 6 9 * 0 .82 1.46* 1.66* 1 . 4 1 * 2 . 8 8 * 3 . 5 1 * 
4 
5 
6 
7 
8 
9 
10 
11 
1, 
1. 
1. 
0. 
0, 
0 
0 
0 
.77* 
.60* 
.58* 
.77 
.80 
.99 
. 6 8 * 
.82 
1.58* 
1.77* 
1 . 7 3 * 
0 . 6 5 * 
0 . 9 1 
0 .97 
0 . 6 4 * 
0 . 8 2 
1. 
1. 
1. 
0, 
0. 
0. 
0 
0 
,64* 
.37* 
. 8 1 * 
.81 
.76* 
. 7 1 * 
.80 
.76 
-
3 . 6 0 * 
2 . 5 0 * 
0 . 7 0 * 
0 . 7 2 * 
0 . 8 2 
0 . 8 3 
1.03 
2. 
2. 
0. 
0. 
0, 
0, 
0, 
.74* 
.69* 
.70* 
.63* 
.78 
.74* 
.86 
1. 
2. 
0. 
0. 
0. 
0, 
0 
,75 
.21* 
.75* 
.62* 
. 6 1 * 
.87 
.80 
- 1 . 0 7 
- 1 . 0 8 
- 0 . 7 5 
-
3.06* 
2 . 7 0 * 
1.76* 
1.37* 
0. 
1. 
0, 
0, 
0, 
•0 
1 
.75 
.05 
.85 
.32 
.67 
.10 
.81 
- 0 . 7 0 
- 1 . 2 7 
- 0 . 6 8 
0 . 7 1 
0 .59 
0 . 1 9 
2 . 3 6 * 
2 . 7 9 * 
* - significant at the 0.05 level. 
same picture evolves with the standardized z, statistics, but much less clear. 
Despite the fact that the procedure based on the Mantel-Haenszel statistics and the 
odds-ratio's is not specifically diagnostic for the Rasch model, it appeared in our simulation 
to be more diagnostic than procedure based on the standardized statistics (3.13) which were 
developed from the Rasch model. This finding is counterintuitive as we expected a method 
that is specifically based on the Rasch model to have more power than a method that is only 
partially based on the Rasch model. However, we have two explanations. Firstly, in our 
simulation we violated the unidimensionality assumption of the Rasch model which implies 
violation of conditional independence (see section 3.2). The method of Rosenbaum focuses 
specifically on this type of violation. Secondly, the standardized statistics (3.13) are probably 
more influenced by random fluctuations due to small numbers of observations in raw score 
groups: in order to compute ζ,, the item parameters have to be estimated in all raw score 
groups. 
3.5 HEURISTIC METHODS 
In this section we will discuss two heuristic methods that both focus on violation of 
unidimensionality. Item pair diagnostics also focus on multidimensionality, but only two items 
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are involved in item pair indices. Therefore one can only conclude whether two items 
measure the same ability or not. To select item subsets measuring the same ability, item pair 
diagnostics must be combined manually. Such a selection process is done automatically with 
the two heuristic methods. 
3.5.1 Splitter-item technique 
Van den Wollenberg (1979), Stelzl (1979), and Molenaar (1983) suggested the splitter item 
technique as a heuristic to find item clusters measuring the same ability. One item (the 
splitter) is used to partition the sample in two groups: the group of subjects that responded 
negatively to the splitter, and the group that responded positively to the splitter item. 
The difficulties of the other items are estimated in both groups. Items that have a 
common latent trait with the splitter item are easier for the subjects who responded 
positively to the splitter, and are more difficult for the subjects who responded negatively 
to the splitter. Items which have less in common with the splitter item will be equally difficult 
in both subgroups (Molenaar, 1983). Hence, the technique yields two subsets of items. There 
is no guarantee that the two subsets will fit the Rasch model, but their fit can be tested with 
the global statistics such as Qj and S, and with the single item and item pair diagnostics. 
3.5.2 Analysis of Q2-residuals 
As stated before, multidimensionality usually manifests itself through lack of conditional 
independence. If two items i and j in a set of items are stronger related to each other than 
to the other items in the set, then for several levels of the sufficient statistic r, i and j will 
still be positively associated. The observed number of positive responses to both i and j given 
r, nnj, will be larger than expected on the basis of the Rasch model: E(Nri)=nr'7rrij. 
Therefore, one may expect that if 
nnj > E(Nnj) for most r, 
then i and j are more associated with each other than with other items, and if 
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n
n
j < E(N
riJ) for most г, 
then i and j are less associated with each other than with other items. 
In order to select unidimensional item sets, we define an item pair statistic as a sum of 
residuals n
n
j-E(N
nj). We standardized the residuals such that their values vary between -1 
and +1 by taking the ratio on the maximum possible residual in the direction of the sign of 
the residual: 
k-2 
Σ ("rij " nz^rii> k-2 k-2 
вц = — - , — 7 í f Σ WEM,« ' and 
/k-2 k-2 Ч - -
т іНЕ
л
г
< А г і -^ ) 'Е л г( А г і -Аг і^ 
k-2 
Σ
 n
rlj~nr^rlj) k-2 k-2 
Rl] -, Γ ^ Σ Π ^ < Σ Λ Γ Α Γ « · 
/k-2 k-2 \
 r
. 2 ι-. 
» Η Σ M r « · Σ П: < l-ftri-*rj + *,ü) 
\т=2 1-2 ) 
2 
( 3 . 1 4 ) 
We call these statistics Qj residuals. The sign indicates whether items are more associated 
with each other than expected. 
The residuals can be analyzed with component analysis to identify clusters of items that 
measure the same latent trait. When all items refer to one latent trait (and the Rasch model 
fits), then all deviations between n
nj and E(Nnj) are random, and unrelated to other 
deviations. This means that the pairwise residual matrix contains no common variance. When 
the item set consists of several clusters that measure different latent traits, n
nj>n rirnj for 
most raw score groups when i and j are in the same cluster. If i and j are in different clusters 
then η <n
r
ir
n
j for most raw score groups. Hence, the residuals of items in the same cluster 
will in general be positive and the residuals of items in different clusters will be negative. As 
a consequence there will be common variance in the residual matrix. The dimensionality of 
80 
the common variance may be inspected with the eigenvalue ratio, or the scree plot. It should 
be noted that the matrix of residuals is not necessarily Gramian as the residuals are not 
product-moment correlations. 
Just as with the Q2 test statistic, the item parameters need to be estimated in each raw 
score group for computation of the residuals. This requires many observations, and restricts 
the applicability of the procedure. Van den Wollenberg (1982b) showed that the Q2 statistic 
performs well when the overall item parameter estimates are used to evaluate Q2. This 
might be done as well in computing the Q2-residuals. As the procedure is meant as a 
heuristic tool, little damage will be done. Moreover, in this way the procedure is applicable 
in small samples too. 
We compared component analysis of Q 2 residuals with component analysis of tetrachoric 
correlations in a simulation study. Although factor analysis is more appropriate to study the 
latent dimensions of the set of items when analyzing correlations, component analysis was 
used for sake of comparability with analysis of Q 2 residuals. 
A sample of 1000 subjects responding to 12 items was simulated. The probability of a 
positive response was computed for each subject and each item according to 
β χ ρ ( έ δ 7 . < θ ν , . - α ^ ) ) 
p(X
vl=l\v,i) = £¿ , (3.15) 
H-exp(¿o J . (0 v r a i J . ) ) 
J = l 
where was sampled from a multivariate normal distribution with diagonal correlation 
matrix, and the discrimination parameters δ were zero or one according to the design as 
specified in Table 3.4. Manifest responses were obtained by means of random numbers 
sampled from the uniform distribution with domain (0,1). If the random number was smaller 
than р(Х„), then X^ was one and zero otherwise. Note that six factors are used to describe 
the design, but that four unidimensional item sets can be distinguished (1-3,4-6,7-9,10-12). 
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TABLE 3.4 D i s c r i m i n a t i o n p a r a m e t e r s . 
Items Latent t r a i t s 
I I I I I I IV V VI 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
1 
1 
1 
1 
1 
1 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
1 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
1 
1 
1 
Both Q2 residuals and tetrachoric correlations were computed, and principal components 
analysis on both matrices was performed. The first four eigenvalues are given in Table 3.5, 
the factor loadings are given in Table 3.6, and the factor-loading plots for the first and 
second components are given in Figure 3.3. 
TABLE 3 .5 E i g e n v a l u e s . 
10. Q2-residuals Tetrachoric correlations 
1 2.24 2.65 
2 1.36 2.34 
3 1.16 1.36 
4 1.10 1.07 
In the factor loading matrix clearly four clusters of items can be distinguished with three 
components both for the residuals and for the tetrachoric correlations. However, with Q2 
residuals one needs only two components to distinguish four clusters. This is caused by the 
fact that from the Q2 residuals already one factor is partialled out. This is an important 
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TABLE 3.6 F a c t o r - l o a d i n g s . 
Q2-residuals Tetrachoric correlations 
components 
item 
1 
2 
3 
4 
5 
6 
7 
β 
9 
10 
11 
12 
I 
-.44 
-.44 
-.45 
-.40 
-.45 
-.44 
.43 
.46 
.39 
.44 
.36 
.47 
II 
-.29 
-.27 
-.24 
.25 
.24 
.27 
-.35 
-.40 
-.46 
.28 
.42 
.46 
III 
-.27 
-.25 
-.40 
.43 
.52 
.27 
.28 
.22 
.31 
-.11 
-.23 
-.20 
IV 
.39 
.25 
.31 
.43 
.19 
.05 
.07 
.31 
.29 
.37 
.47 
.17 
I 
-.48 
-.49 
-.49 
-.44 
-.51 
-.48 
.46 
.49 
.42 
.47 
.38 
.51 
II 
.46 
.41 
.42 
.51 
.38 
.37 
.42 
.49 
.49 
.47 
.48 
.36 
III 
-.28 
-.26 
-.22 
.28 
.26 
.29 
-.33 
-.38 
-.44 
.30 
.44 
.46 
IV 
.31 
.27 
.44 
-.33 
-.47 
-.23 
-.25 
-.16 
-.26 
.18 
.30 
.21 
advantage in practice because often it is unclear how many components should be selected. 
In our example one may easily select only two components when using tetrachoric 
correlations in which case only two different clusters of items would be selected. See also 
Figure 3.3. 
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Figure 3.3a. Factor Loading Plot: 
Dimension 1 and II of Q2 residuals. 
1 
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Figure 3.3b. Factor Loading Plot 
Dimension I and II of tetrachoric 
correlations. 
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3.6 SUMMARY AND CONCLUSIONS 
In this chapter we have discussed diagnostic, heuristic and descriptive methods for checking 
the fit of the Rasch model. These methods should be used together with or in addition to 
statistical tests of the Rasch model. Statistical tests have little diagnostic value with regard 
to what has caused potential bad fit; they give almost no information about the degree of 
fit; and the tests may have too much or too little power depending on the sample size. The 
methods that were discussed in this chapter partly make up for the shortcomings of statistical 
tests. 
We have defined descriptive methods as methods that give a qualitative or quantitative 
impression as to how well the Rasch model fits. We discussed three plot techniques and two 
quantitative indices. Diagnostic methods point to specific items or item pairs that violate 
specific aspects of the Rasch model. We distinguished between single item and item pair 
diagnostics. Single item diagnostics focus on violation of sufficiency (varying discrimination 
parameters) and on item bias, while item pair diagnostics focus on violation of conditional 
independence and violation of unidimensionality. We discussed four single item diagnostics 
that all were based on the item response probabilities conditional on the raw score: the 
binomial item-raw-score test, the S,, the q^ and the U, index. The binomial item-raw-score 
test is tedious because it involves many evaluations. The three indices turned out to be 
diagnostic for violation of sufficiency, but the q^ index requires additional information in 
order to distinguish between items that discriminate too strong and too weak. 
We discussed four item pair diagnostics that were based on the conditional joint 
probabilities of the responses to two items conditional on the raw score: especially the use 
of Mantel-Haenszel odds-ratio's and statistics appeared to be useful in the diagnosis of 
multidimensionality. Heuristic methods were defined as methods that generate hypotheses 
concerning subsets of the data that may be modelled by the Rasch model. Two methods 
were considered that both focused on violation of unidimensionality. The analysis of Q2-
residuals appeared to be useful to generate hypothesis according to the dimensionality of an 
item set: in our simulation it appeared to have the same results as analysis of tetrachoric 
correlations, but it has the advantage of using less components than analysis of tetrachoric 
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correlations to represent the dimensionality. 
All methods appeared to have strong points and shortcomings except maybe the 
redundancy index which appeared to be more or less useless. We stress that our taxonomy 
of descriptive, diagnostic and heuristic methods should not be interpreted too strict. 
Diagnostic methods may be heuristic, heuristic methods may be descriptive and so on. 
Our view to checking the fit of the Rasch model to a set of item responses and what to 
do in case of bad fit, is summarized in Figure 3.4. 
The first step we take is to use statistical tests and descriptive fit methods to decide 
whether the Rasch model fits well enough or not. When the model does not fit, diagnostic 
methods are used to identify the specific items (or subjects) that cause the bad fit and to 
identify the specific assumptions that are violated. When the bad fit concerns violation of 
sufficiency or when it concerns item bias, we remove the most bad fitting item and repeat 
statistical testing and descriptive fit checking on the smaller item set. This process may be 
continued until a good fit is found. On the other hand when the bad fit concerns violation 
of unidimensionality, then we suggest to use heuristic methods to identify subsets of items 
that may be unidimensional. Those subsets can again be tested statistically and descriptively 
whether the Rasch model applies to the subsets separately. Again this process can be 
repeated until a good fit is found. 
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Figure 3.4. Approach to model fit. 
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CHAPTER 4. 
ROBUSTNESS OF MARGINAL MAXIMUM 
LIKELIHOOD ESTIMATION IN THE RASCH MODEL 
4.1 INTRODUCTION 
In chapter 2 we have discussed several methods for the estimation of the item parameters 
of the Rasch model. Two methods appeared to yield estimators that are consistent with 
known asymptotic standard errors: conditional maximum likelihood (CML: section 2.2.2) and 
marginal maximum likelihood (MML: section 2.2.3) estimation. Several authors (Bock & 
Aitkin, 1981; Thissen, 1982; Rigdon & Tsutakawa, 1983) have compared MML estimation 
of the item parameters and of the mean and variance of the ability distribution to CML 
estimation of the item parameters and estimation of the mean and variance of the ability 
distribution along lines described by Andersen and Madsen (1977: see eq. 1.9). It is claimed 
that the estimates are virtually the same (Thissen, 1982, p.176), but the equivalence between 
MML and CML estimates was only assessed for data conforming to the model; both the 
assumptions of the Rasch model (see section 1.2.1) and the assumptions concerning the 
ability distribution did hold in those simulations. 
For the MML method to be as valuable as the CML method, it is required that the 
MML method is robust against violations of the assumptions concerning the ability 
distribution. One would like that the accuracy and the precision of the MML estimates of 
the item parameters are not affected too much by misspecification of the ability distribution: 
the bias of the estimates and the standard errors should be as low as possible. Additionally, 
one would also like that the test statistics that are used with MML estimation are not 
affected too much by misspecification of the ability distribution. These questions, whether 
MML estimation is robust against misspecification of the ability distribution, will be studied 
in this chapter by means of simulations. In section 4.3, we will describe the design of our 
simulations and report on the accuracy and the precision of MML and CML estimates for 
data conforming to the model and for cases in which the ability distribution was misspecified. 
We also study the effect of the misspecification on the statistics of Martin-Löf (1973: see eq. 
2.28) and of Glas (1988a). First, in section 4.2 we will shortly describe the two estimation 
and testing methods. 
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4.2 Ε8ΉΜΑΤΙΟΝ AND TESTING METHODS 
We consider the situation in which a sample of N subjects responds to к dichotomous items. 
The ability of subject ν (v=l,..,N) is given by у, and the difficulty of item (i=l,..,k) by a,. 
The joint likelihood of all item responses is (see equations 1.5, 2.3, and 2.4): 
х,и|а,*) --UU "ZÎ^-âV = П ^ І **іе..*>. 
v i 1-1 . L + e x p ^
v
 a ¿Ì . 1 
( 4 . 1 ) 
where х^ is zero or one. 
Both CML and MML estimation are based on the joint likelihood specified in (4.1). 
Although CML and MML estimation represent two different models, the two methods have 
the same object namely to handle the incidental subject parameters. The two methods differ 
in this respect: in the CML estimation method the individual ability parameters are 
conditioned out, while with MML estimation they are integrated out of the likelihood. 
4.2.1 CML estimation and testing 
When doing CML estimation, the parameters of interest are the item parameters while the 
individual ability parameters Θ are nuisance parameters. The traditional Pearson-Neyman 
approach to estimate the parameters of interest is to focus on the conditional likelihood of 
the data given on the sufficient statistics for the nuisance parameters (cf. Lehmann, 1959; 
Сох, 1970). The use of the conditional distribution is the only way to obtain complete 
independence from the nuisance parameters (cf. Cox, 1970). 
The likelihood specified in (4.1) can be decomposed in two parts by conditioning on the 
raw scores r
v
 (v=l,...,N): 
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Lj(x\Q.,a.) = Π f (x
vl, х к\е ,я.) = 
= fi f(x
vl,... ,х к\і ,а.) p(rv\Qv,a.) = 
= Il[f(Xvl ^ іск .Л)] П [ ^ ( Г | ,А)] = 
V i v=l 
= LC(X\X.SL) flp(rv\ev,Si) . (4.2) 
The first part, Lc(X|r^í), is the conditional likelihood of the item responses given the raw 
scores and is defined in equation 2.9, and is independent of Θ. The second part, р(г |
 ч л
а), 
is the likelihood of the sufficient statistic r
v
 given and a. The maximizer of L
c
(X|r,a), a, 
is independent of p(r
v
| Θ,^α), therefore assumptions concerning р(г | ®4,gi) are not necessary. 
The conditional maximum likelihood estimator α is consistent and asymptotically 
multivariate normally distributed with covariance matrix X (cf. Andersen, 1970,1973a). X can 
be estimated with the inverse of Fisher's information matrix I evaluated at a. The elements 
of I are 
Jc-i 
I(i,j) = I > r f t r i ( l - f t r i > i f i=J , 
¿ n r(f t r i rf t r if t r J) i f i * j , (4.3) 
(ij=l,..,k), where чг
п
 is the estimated conditional probability of a positive response to item 
i given raw score r (eq. 2.11), and írn¡ is the estimated conditional probability of positive 
responses to items i and j given r (eq. 2.28). 
The assumptions of the Rasch model can be tested in several ways (see chapters 2 and 
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3). Here we limit the discussion to the Τ statistic of Martin-Löf (1973: see also eq. 2.28). Τ 
is asymptotically chi-square distributed with (k-l)(k-2) degrees of freedom: 
k-l 
τ=Σ£ ν^τ • < 4 · 4 ) 
V
r
 and d,. are evaluated with the estimated CML probabilities, therefore Τ does not depend 
on the ability parameters nor on the ability distribution. 
The likelihood p(r
v
 | Θ,^*) can be used to estimate the parameters of the (latent) ability 
distribution (cf. Andersen & Madsen, 1977). In order to do that, a family of distributions is 
hypothesized, g(©|<è), with parameters (¿ that are estimated by maximising the joint 
likelihood of (г, ) integrated over g(01<£): 
Vx|sfe,A) = ƒ UP(TV\BV'&-) <7(е|ф)З . ( 4 . 5 ) 
Г» v-i 
The CML estimates α are considered to be known constants in (4.5). The goodness of fit 
of g(01(£) can be tested with the likelihood ratio statistic (Andersen & Madsen, 1977): 
X2 = 2 I n {Й [*]"'}· ( 4 . 6 ) 
where irt is the estimated marginal probability of raw score r evaluated with α and ¿ : 
X is asymptotically chi-square distributed with k-l degrees of freedom. 
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4.2.2 MML estimation and testing 
When doing MML estimation, the individual ability parameters are integrated out of (4.1): 
the likelihood (4.1) of (X| Θ) is integrated over g(0 |<é). The item parameters are estimated 
simultaneously with <¿ by maximizing the marginal likelihood with respect to a and (¡к 
Ь
я
(х\л.Ь) = ƒ l[f(xvl х
 к
\в .&) д(в |4) З , ( 4 . 7 ) 
. . v-l 
The density function g(01^) can be handled in two ways. Firstly, a family of distributions can 
be assumed of which the parameters are estimated simultaneously with the item parameters. 
This approach is adopted by Thissen (1982) and Rigdon and Tsutakawa (1983). Usually, 
g(01 <£) is assumed to be normal (<£=(μ,σ1)), and the mean μ and the variance σ2 of g(01¿) 
are estimated jointly with a. 
Instead of assuming some family of density functions, g(®\é) ся'п be handled non-
parametrically in an empirical Bayes approach. This method is adopted by Bock and Aitkin 
(1981). The density function g(0|ie) is characterized by a small number of points on the 
ability continuum and weights representing the density mass at those points. In this approach 
the weights are estimated simultaneously with the item parameters. 
In principle, both ways to handle g(01<¿) yield consistent estimators of a. However, the 
empirical Bayes approach does not necessarily lead to convergence (cf. Mislevy & Bock, 
1984), and in our experience convergence frequently does not occur. In general, the MML 
estimators of the item parameters are asymptotically normally distributed with covariance 
matrix Σ. The asymptotic covariance matrix will not be given; one is referred to Glas (1989, 
p. 55-56). 
Glas (1988a, 1989) developed several statistics to test the assumptions of the Rasch 
model in the MML estimation framework. The R ^ statistic is comparable to T: 
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^ b i l . g i ^ t . J S ^ ! . ,4.8, 
'o r-i " " к 
where n0 is the number of subjects with raw score 0, nk is the number of subjects with raw 
score k, and ·7Γ0 and тт^  the corresponding estimated marginal probabilities. The vector d r 
of length к has elements Πη-Νίτ ,^ and V
r
 is а к by к matrix with diagonal elements Nir
ri and 
off-diagonal elements Νττ (i,j=l,..,k). The probabilities are defined as: 
π , = Υ Λ ' 
11
 zij e e Ίι-2 rT ' 
where 
f = ƒ е х р ( г ) g(e|4t) gQ ^ 
"" | П 1 + е х р ( " а і ) [ 
and are evaluated with the MML estimates of a and ф_. As R l m is evaluated with the 
marginal probabilities, it depends on the ability distribution. This means that the assumptions 
of the Rasch model are tested simultaneously with the assumption of the ability distribution. 
4.2 J Comparison of CML and MML estimation 
The MML estimation method has several advantages. It can be used to estimate the 
parameters of other latent trait models, CML estimation is restricted to the Rasch model. 
Furthermore, the MML estimators are more efficient than the CML estimators, i.e. they 
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have smaller standard errors. This fact can be understood knowing that the CML estimators 
are based on less information than the MML estimators: the information about the item 
parameters contained in р(г | ,а) is not used with CML estimation. The likelihood 
р(г | ,о() is not independent of a, i.e. r
v
 is not ancillary (cf. Rao, 1975) to the item 
parameters, and therefore the standard errors of the CML estimators do not reach the 
Cramer-Rao lowerbound (Andersen, 1970). In contrast, in the MML estimation method this 
part of the information about the item parameters is used, and consequently the standard 
error of the MML estimator is smaller. 
A disadvantage of MML estimation is its dependence on the ability distribution. Testing 
the assumptions of the Rasch model is confounded with testing the ability distribution. In 
the CML estimation method, it is possible to test the assumptions of the Rasch model 
independently from testing the ability distribution. 
4.3 SIMULATION STUDIES 
By means of simulations we assessed how much an invalid distribution assumption affects 
the accuracy and precision of the MML item parameter estimators. Furthermore, we studied 
how much an invalid distribution assumption affects testing the goodness of fit of the Rasch 
model. The results were compared with results for CML estimation. 
43.1 Design 
Dichotomous responses of 4000 simulated subjects on varying number of items (5, 10, 15) 
were simulated. Item parameters were entered as fixed parameters (input parameters). With 
IMSL routines GGUBS and GGEXN (IMSL, 1982), subject parameters were sampled from 
the standard normal or from the exponential distribution. Sampling from the exponential 
distribution yields skewed raw score distributions depending upon the mean parameter (m). 
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The item response probabilities were computed according to the Rasch model (eq. 1.1) 
in the same way as explained in section 2.4. In the same way, the item response probabilities 
were converted into binary manifest responses by means of comparing the probabilities to 
random numbers sampled from the uniform distribution with domain (0,1). CML and MML 
estimates of the item parameters and the standard errors of the estimates were computed 
with Glas' Rida program (Glas, 1988b). Furthermore, the Martin-Löf test Τ and the Glas 
Rlm statistics were computed. The accuracy of the estimated item parameters was inferred 
by means of the square root of the mean squared error (RMSD: see also section 2.4) 
between the input or true item parameters and the estimated item parameters: 
RMSDi = J£z (tt.£- f iir)2 r(eplications) =1. . .50 , 
where a, is the true parameter of item i, and ά1Γ is the estimated item parameter in 
replication r. If â ir is unbiased, RMSD, will be close to the (estimated) standard error of â ir 
(averaged over replications), and if a lr is biased then RMSD, will be larger than the standard 
error of â)r. As the RMSD is affected both by the efficiency and the bias of the estimated 
item parameters, we assessed the accuracy by means of comparing the RMSDs to the 
standard errors. We have averaged the RMSDs and the standard errors over items. 
43.2 Results for data conforming to the model 
First, CML and MML item parameter estimates were compared to each other and to the 
true item parameters that were spaced equidistantly over the ranges (-3,3) and (-1,1). Subject 
parameters were sampled from the standard normal distribution, and for MML estimation 
a normal ability distribution was assumed. Table 4.1 gives the RMSDs (averaged over items 
and replications) of the CML and the MML estimates. 
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TABLE 4 . 1 RMSDs o f CML a n d MML i t e m p a r a m e t e r e s t i m a t e s . 
RMSD(input.CML) RMSD(input,MML) RMSD(CML,MML) 
к (-1.1) (-3,3) (-1,1) (-3,3) (-1,1) (-3,3) 
5 .0358 .0501 .0356 .0481 .0001 .0138 
10 .0361 .0460 .0361 .0453 .0001 .0045 
15 .0349 .0416 .0348 .0416 .0001 .0032 
The RMSDs of the CML and the MML estimates (RMSD(input,CML) and 
RMSD(input,MML)) vary from 0.035 to 0.05. The RMSDs of the MML estimates were 
fractionally smaller than those of the CML estimates. Therefore, we can conclude that for 
data conforming to the model, the CML and the MML estimates are equally accurate. 
The estimated standard errors of the estimates were of the same magnitude as the 
RMSDs. The standard errors averaged over items and replications are given in Table 4.2. 
TABLE 4.2 Table of averaged standard errors of the estimates. 
(-1,1) (-3.3) 
к SE(CML) SE(MML) SE(CML) SE(MML) 
5 .0393 .0311 .0449 .0388 
10 .0379 .0343 .0427 .0400 
15 .0377 .0354 .0419 .0401 
The standard errors of the MML estimates were smaller than the standard errors of the 
CML estimates (as were the RMSDs). This reflects the fact that with CML estimation the 
information with respect to the item parameters contained in the density of the conditioning 
statistic is not used. 
Notice that the standard errors of the MML estimators seem to be underestimated 
(RMSD(input,MML)>SE(MML)), while those of the CML estimators seem to be 
overestimated (RMSD(input,CML)<SE(CML)). The RMSDs between CML and MML 
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estimates were less than 0.01. 
We conclude that when subject parameters are sampled from the standard normal 
distribution and a normal ability distribution is assumed with MML estimation, then MML 
and CML estimates are identical. 
The test statistics of Martin-Löf and Glas both behaved well: based on these statistics, 
the model was rejected (p=0.05) in two to three times out of 50 replications. Each time the 
model was rejected, this was done by both statistics. 
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43.3 Results for data violating the ability assumption 
As a next step CML and MML were compared for subjects sampled from an extremely, a 
mildly or a lightly skewed distribution, while a normal ability distribution was assumed with 
the MML estimation method. Sampling from the exponential distribution (with varying mean 
parameter) yielded raw score distributions with (averaged) skewness of -2.01, -0.80, and -
0.15, respectively. In Figure 4.1, the raw score distributions are shown together with the raw 
score distribution resulting from sampling from the standard normal distribution for a 15 
item test. 
In Table 4.3 the RMSDs of the CML and the MML estimates are given for item 
parameters spaced equidistantly over the range (-3,3). 
TABLE 4.3 RMSDs of CML and MML item parameter estimates. 
RMSD(input,CML) RMSD(input,MML) RMSD(CML,MML) 
к extr. modeг. light extr. moder. light extr. moder. light 
5 .1509 .0794 .0602 .2784 .1201 .0839 .0416 .0200 .0030 
10 .1114 .0575 .0504 .2878 .0966 .0684 .0705 .0101 .0015 
15 .1015 .0573 .0557 .3078 .0735 .0635 .0989 .0053 .0012 
extr.-extremely skewed; moder.-moderately skewed.; light-lightly skewed. 
The RMSDs were larger than the RMSDs given in Table 4.1. The RMSDs of the MML 
estimates were as large as 0.20 to 0.30 for the extremely skewed distribution, for the mildly 
and the lightly skewed distributions they were smaller. The RMSDs between CML and MML 
estimates were accordingly. The RMSDs of the CML estimates were large as well. This can 
be explained by the loss of information due to the large number of subjects having a positive 
response to all items. This number varied from 75% of the total number of subjects for a 
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five-item test with an extremely skewed distribution to a few percent for a 15 item test with 
a lightly skewed distribution. This loss of information was reflected in the large estimated 
standard errors of the estimates. The standard errors are given in Table 4.4. 
TABLE 4.4 T a b l e of averaged s t a n d a r d e r r o r s of t h e e s t i m a t e s . 
extreme mi ld l i g h t 
к SE(CML) SE(MML) SE(CML) SE(MML) SE(CML) SE(MML) 
5 0 .1080 0 .1215 0.0584 0 .0560 0.0517 0 .0505 
10 0 .1000 0 .1095 0 .0552 0 .0535 0 .0482 0.0474 
15 0 .0968 0 . 1 1 0 3 0.0535 0.0520 0.0467 0.0460 
The RMSDs of the CML estimates were as large as the standard errors, but the RMSDs 
of the MML estimates were larger than the standard errors of the MML estimates: the 
RMSDs for the extremely skewed distributions were two to three times as large as the 
standard errors. Hence, the MML estimates were biased. Furthermore, the standard errors 
of the MML estimates were larger than those of the CML estimates for the extremely 
skewed distributions. We conclude that the specification of an invalid ability distribution 
leads to a loss of efficiency of the MML estimates, and to biased estimates. 
Based on the statistic of Martin-Löf with CML estimation, the model was rejected in two 
or three cases out of 50 replications for all simulations (p=0.05). In contrast with the Glas 
Rlm statistic with MML estimation, the model was rejected in all replications. Obviously, Rlm 
is very sensitive to violation of the assumed ability distribution. This is to be expected, 
because assumptions concerning the ability distribution are specifically included in the model 
with MML estimation. In our case the model is wrong and should be rejected. Obviously, 
Rlm does its job, but with Rim it is not clear whether the rejection is due to violation of the 
distribution assumption or due to violation of the assumptions of the Rasch model. 
The range (-3,3) over which the item parameters were spaced, represents a rather 
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extreme case. The simulations were carried out a second time for item parameters spaced 
over the range (-1,1). The corresponding RMSDs are given in Table 4.5. 
TABLE 4 . 5 RMSDs of CML and MML i t e m p a r a m e t e r e s t i m a t e s . 
RMSD(input,CML) RMSD(input,MML) RMSD(CML,MML) 
к e x t r . moder. l i g h t e x t r . moder. l i g h t e x t r . moder. l i g h t 
5 .0663 .0431 .0330 .0869 .0483 .0349 .0074 .0009 .0001 
10 .0797 .0423 .0389 .1827 .0464 .0396 .0228 .0008 .0003 
15 .0749 .0473 .0387 .2122 .0492 .0396 .0378 .0007 .0001 
e x t r . - e x t r e m e l y skewed; moder.»moderately skewed.; l i g h t = l i g h t l y skewed. 
The RMSDs were much lower than those reported in Table 4.3. The MML estimates 
again had larger RMSDs than the CML estimates, and the RMSDs of the MML estimates 
remained large for the extremely skewed distribution. In view of the standard errors (given 
in Table 4.6), the MML estimates in case of the extreme skewed ability distribution again 
appeared to be biased: the RMSDs were two or three times as large as the standard errors. 
However, for the mildly and the lightly skewed ability distribution, the standard errors were 
almost equal to the RMSDs. 
TABLE 4.6 Table of averaged standard errors of the estimates. 
extreme mild light 
к SE(CML) SE(MML) SE(CML) SE(MML) SE(CML) SE(MML) 
5 0.0881 0.0759 0.0480 0.0369 0.0418 0.0339 
10 0.0845 0.0841 0.0461 0.0411 0.0402 0.0369 
15 0.0832 0.0866 0.0457 0.0425 0.0397 0.0376 
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In these simulations too, the model was rejected with the Martin-Löf test with CML 
estimation in only two or three cases out of 50 replications. Based on the Rlm statistic with 
MML estimation, the model was rejected in 100% of the replications for the extremely and 
mildly skewed distributions. For the lightly skewed distribution, the model was rejected in 
80% of all replications. 
4.4 SUMMARY AND CONCLUSION 
MML estimation of item parameters has some attractive advantages when compared to 
CML estimation. The MML method can also be used to estimate the parameters of other 
IRT models, such as the Birnbaum model (eq. 1.3), and the three parameter model (eq. 1.4), 
while CML estimation can only be used in the Rasch model. Furthermore, MML estimators 
will be more efficient than CML estimators due to the fact that CML estimators do not use 
the information about a in the likelihood of the raw scores. 
However, these advantages are obtained at the cost of an additional assumption 
concerning the distribution of ability in the population. When that assumption is violated 
then the MML estimator will be biased and less efficient. The bias depends on the degree 
of violation, and is not very large for mild skewness. The loss of efficiency is also not very 
large, but the advantage of MML estimation over CML estimation with respect to the 
efficiency disappears for mild skewness. Furthermore, the test statistics that are used to test 
the sufficiency and independence assumptions of the Rasch model with MML estimation 
(Glas, 1988a, 1989) appeared to be very sensitive to violation of the distribution assumption. 
This practical disadvantage of MML estimation may be overcome by means of testing 
the distribution assumption. Glas (1989) developed the RQ,,, statistic specifically for that aim. 
However, R^ is a function of marginal probabilities that are evaluated with MML 
parameter estimates. Therefore, the R^,, statistic will probably suffer from the same 
drawback as Rlm: with either test one cannot distinguish between violation of the 
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assumptions of the Rasch model (section 1.2.1) and violation of the assumption concerning 
the ability distribution. 
Verhelst (personal communication) and also Heiser (1990, note 16, p.26) point to this 
disadvantage: "the measurement problem is entangled with the population problem". The 
model for the instrument (the set of items) is estimated jointly with the model for the 
population. Therefore, specification errors in either one will affect the estimation of the 
other. Verhelst advocates to separate the two problems and to use CML to estimate the 
items and to maximize (4.5) to estimate the population parameters. This approach was also 
used in Zwinderman (1989a,b) with the regression model discussed in section 1.5.3 (see also 
chapter 5), and with multidimensional extensions of the Rasch model (Zwinderman 1990c). 
We feel that this property of the Rasch model that the item and the subject parameters can 
be separated, is the most important consequence of the characteristic of specific objectivity 
(section 1.2.2; see Fischer (1987) for a stimulating discussion of specific objectivity). 
A way to circumvent the disadvantages of MML estimation may be to combine CML 
and MML in a two step procedure. The first step is to estimate the item parameters with 
CML, to estimate the ability distribution with (4.5), and to test the goodness of fit with Τ 
and other statistics that are connected with CML (see sections 2.2.2 and 2.3.2), and with 
(4.6). When a good fitting model is found the second step is to use the MML method. 
Another way to circumvent the disadvantages of MML estimation is to reduce the variance 
of the random component of the Rasch model. This can be done when manifest covariates 
are available that are related to Θ, such as for instance in the model in section 1.5.3. This 
approach will be studied in chapter 5. 
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CHAPTER S. 
AUXILIARY INFORMATION FOR 
ESTIMATION OF ITEM PARAMETERS 

5.1 INTRODUCTION 
Both conditional maximum likelihood (CML) and marginal maximum likelihood (MML) 
estimation are statistically sound methods to estimate the item parameters of the Rasch 
model: the CML and the MML estimators are consistent and their asymptotic standard 
errors can be estimated by the inverses of the information matrices. For details on CML and 
MML, one is referred to Andersen (1973a), and Bock and Aitkin (1981), see also chapters 
1, 2 and 4. For small samples the CML and MML estimates have large standard errors of 
estimation; they can even be so large that the estimates cannot be used in any practical 
application. For a test of 10 items and a sample of 50 subjects for instance, the standard 
errors may be as large as 0.47 for item parameters spaced over the range (-2;2) (see Table 
4.1 of the present chapter). In order to extend the applicability of the Rasch model in small 
samples, estimation methods are needed that yield estimates of the model parameters with 
standard errors that are as small as possible. Generally, all information that is available 
should be used for estimation of the model parameters, and this is especially urgent for small 
samples. 
CML estimation has an important advantage over MML estimation, because item 
parameter estimation and model testing are independent of the individual subject 
parameters (see chapter 4). However, this is at the cost of some loss of efficiency: standard 
errors of CML estimates are larger than standard errors of MML estimates (provided the 
assumed model is correct: see chapter 4). This is due to the fact that the information 
contained in the likelihood of the sufficient statistics, is not used (cf. Scheiblechner, 1979). 
In the MML estimation procedure, this information is, indeed, used. 
For MML estimation the distribution of the subject parameters in the population must 
be hypothesized. Usually, this distribution is completely unknown and is assumed to be 
normal (Bock & Aitkin, 1981; Thissen, 1982; Rigdon & Tsutakawa, 1983). Although the 
normal distribution may be acceptable in many situations, it is clearly invalid in many 
screening-situations. If a test is used to distinguish between low and high ability subjects, then 
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items will be used which are spaced near the cutoff point. As a consequence the raw score 
distribution will be skewed or bimodal. When in such situations the item parameters are 
estimated with MML and a normal ability distribution is assumed, then the estimates are 
biased and have large standard errors (see chapter 4). 
By means of the regression model discussed in section 1.5.3, it is possible to incorporate 
auxiliary information with respect to the ability parameters into the model. The auxiliary 
information may be used to increase the efficiency of the estimates. Furthermore, the 
variance of the random component e in the regression model will be smaller than the 
variance of the random component Θ of the Rasch model. Just as for the Rasch model, a 
marginal maximum likelihood method including an assumption concerning the distribution 
of e is used to estimate the parameters of the regression model. But as the variance of e 
is smaller than the variance of Θ we expect that MML estimation of the regression model 
will be less sensitive to violation of the distribution assumption then MML estimation of the 
Rasch model. 
In this chapter we will study by means of simulations whether auxiliary information 
concerning Θ can be used to increase the precision of the estimators of the item parameters 
of the Rasch model and to decrease the sensitivity for violation of the distribution 
assumption. First we will discuss the regression model in the next section; consecutively, the 
results of the simulations will be presented and discussed in section 5.3. 
5.2 THE MODEL 
We assume a linear regression of the latent trait Θ on a set of discrete or continuous 
predictors Y (see also chapter 1, equations (1.18) and (1.19)): 
θ ν = Ρα
 +
 РіУ і + . . . + РщУ и + е * · ( 5 . 1 ) 
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The variables У і .У ш are the realizations of manifest variables, ey is a random component, 
and βον-,β,η are the regression parameters. Substituting (5.1) into the Rasch model (1.1) 
yields 
f = е х р ( Р 0 + р і у Іч-...ч-РІПу т-ьв г -« і ) 
Zwinderman (1989a,b) maximizes the conditional marginal likelihood of the item 
responses given Y to estimate ß, where the random component e,, is assumed to be 
independently and identically normally distributed with mean zero and variance σ2: 
L
r
U|Y) = Π ƒ Π f 5 1 ( l-fw) 1 """ 1 Í7(e|a2) de , ( 5 . 3 ) 
v»l . . . i - l 
where gíejír2) is the normal density function with mean zero and variance σ2. The item 
parameters are known, or equated to the CML estimates. 
In the present chapter we will maximize (5.3) to estimate the item parameters α 
(together with ß and cr2). In that case the auxiliary information in Y is used in the estimation 
of the item parameters, and one might expect that the estimators of α will be more efficient 
than those obtained by means of CML or MML estimation. 
We assume a normal distribution for the random component e, which is common 
practice in (almost) all regression models, and seems acceptable (also if Θ is nonnormal) if 
the auxiliary information is sufficiently related to Θ. In that case, the variance of e will be 
small and the effect of an invalid assumption concerning the distribution of e negligible. 
In most practical applications, much auxiliary information is available. For instance, often 
a second test is used to validate the first, and, so, the raw scores of the one can serve as 
predictor for the other. Also biographical information such as sex and age or in general any 
group contrast may be used as predictor. 
In this chapter, we will compare the CML and MML estimation methods with the 
method described here. Four simulations were performed: 
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(1) a small sample (N=50) in which ß'Y+e was normally distributed, 
(2) a larger sample (N=500) in which ß'Y+e followed a skewed distribution, 
(3) a small sample (N=100) in which ß'Y+e followed a bimodal distribution, and 
(4) a fourth sample in which the effect of the variance of e on the accuracy of the 
item parameter estimates was studied. 
In the following section, the simulation technique is described in detail, and the results are 
given and discussed. 
5.3 THE EFFECTIVENESS OF THE MODEL: SOME SIMULATIONS 
53.1 Design 
Data were generated according to the model specified in (5.2). Item parameter estimates 
were obtained with CML, MML, and according to (5.3). The estimates based on the latter 
method are called logistic regression estimates (LR). 
To compare the accuracy and the efficiency of the estimators ô, each simulation was 
replicated ten times. For each item separately, the mean of the estimate, the mean of the 
estimated standard error, and the averaged root mean squared difference (RMSD) between 
the input (true) value and the estimates were obtained. The root mean squared difference 
is defined as /(Σ^α,-ά,^^/ΙΟ (r=l,..,10), and can be interpreted as the square root of the 
variance due to estimation plus the variance due to bias of â ir (see also section 4.3.1). 
The CML and the MML estimates, and the standard errors of the CML and the MML 
estimates were computed with RIDA (Glas, 1988b). The MML estimates were computed 
assuming a normal distribution for the latent trait. The mean and the variance were 
estimated simultaneously with a. The LR estimates of a were computed with a special 
purpose program that can be obtained from the author. The item parameters were 
estimated simultaneously with the regression parameters (RQ,^) and with the variance of the 
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random component e. An extended EM algorithm was used to maximize (5.3). Details can 
be found in Zwinderman (1989a,b). The algorithm is very much like the algorithm suggested 
by Rigdon and Tsutakawa (1983) for maximizing the marginal likelihood of the Rasch model. 
Standard errors of a. were computed according to Louis (1982). 
532 The case of a small sample 
The accuracy and efficiency of CML, MML and logistic regression (LR) estimates of the 
item parameters were compared for samples of 50 simulated subjects. The subjects 
responded to two tests both consisting of 10 items with item parameters (a) equidistantly 
spaced over the range (-2,2). 
Manifest responses to the first test were obtained by means of computing the probability 
of a positive response to each item by each subject according to the Rasch model (eq. 1.1). 
The item parameters (a) were used as fixed parameters, and the subject parameters were 
sampled from the standard normal distribution. Manifest responses were obtained in the 
same way as is described in sections 2.4 and 4.3.1. The item parameters were chosen in such 
a way that the distribution of the raw scores of the first test was approximately normal. 
Manifest responses to the second test were obtained in the same way as described above, 
but the subject parameters for the second test were computed according to 
=-2.50+0.50*г -і-е , where r
v
 was the raw score of subject ν on the first test. The random 
component e,, was sampled from a normal distribution with mean zero and variance 0.50. 
Note that fl0=-2.50, and ß^O.50. 
The true item parameters (a,, i=l,..,10), the mean of the estimated item parameters (Sc¡) 
(averaged over replications), the mean of the estimated standard errors (se(â1)) (averaged 
over replications), and the root mean squared differences (RMSD(â1)) between the input 
parameters and the estimates are given in Table 5.1. 
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TABLE 5.1 Simulation study 1: small sample, normal distribution. 
m 
INPUT 
-2.0 
-1.5 
-1.0 
-0.5 
0.0 
0.0 
0.5 
1.0 
1.5 
2.0 
CML 
-2.37 
-1.61 
-0.90 
-0.46 
0.01 
0.08 
0.48 
1.11 
1.52 
2.03 
α 
MML 
-2.37 
-1.60 
-0.90 
-0.46 
0.04 
0.12 
0.48 
1.12 
1.52 
2.03 
LR 
-2.34 
-1.59 
-0.93 
-0.50 
-0.01 
0.08 
0.50 
1.06 
1.51 
2.03 
CML 
.47 
.39 
.36 
.35 
.34 
.34 
.34 
.36 
.39 
.43 
9e(â) 
MML 
.46 
.37 
.34 
.32 
.32 
.32 
.32 
.34 
.36 
.40 
LR 
.45 
.36 
.33 
.32 
.32 
.32 
.32 
.35 
.36 
.40 
RMSD(â) 
CML 
.67 
.24 
.32 
.45 
.36 
.30 
.26 
.33 
.29 
.41 
MML 
.68 
.23 
.33 
.45 
.36 
.30 
.25 
.34 
.29 
.39 
LR 
.61 
.22 
.30 
.43 
.35 
.30 
.23 
.32 
.29 
.38 
On the average, LR, CML and MML estimates were about the same. This was expected 
because all estimates are consistent. Both the RMSDs, and the standard errors of LR 
estimates were smaller than the RMSDs and the standard errors of CML and MML 
estimates, but the gain in efficiency was small. 
About 50% of the variance of Θ was accounted for by the variance of the raw scores of 
the first test. Further reduction of the standard errors of the LR estimates might be obtained 
by incorporating more predictor variables in the regression function as specified in (5.1). In 
the limit all uncertainty with respect to Θ might be eliminated. In section 5.3.5 we will study 
simulations in which the percent of variance of Θ accounted for by the predictor is varied 
from 0 to 100%. 
The Glas' RQ test (Glas, 1989) was used to test the goodness of fit of the distribution 
assumption with MML and LR estimation. For MML estimation one common ability 
distribution was assumed for all individuals. For LR estimation different ability distributions 
were assumed for different levels of the predictor variable (raw score r=0,..,10). The ratio 
of the RQ test and its degrees of freedom (averaged over replications) was 1.29 for MML 
estimation and 1.01 for LR estimation. The model was not rejected with the R,, test in all 
simulations with both estimation methods, but the above ratio's suggest that on average the 
LR model yielded a better fit. 
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533 The case of a skewed distribution 
The accuracy and efficiency of CML, MML and LR estimates of the item parameters were 
compared for samples of 500 subjects and ß'Y+e following a skewed distribution. This 
simulation was carried out by means of two tests of 10 items with difficulties equally spaced 
over the range (-2,2). Again, the raw score of the first test was used as a predictor variable 
for the calibration of the second test. 
Manifest responses on the two tests were obtained in the same way as described above 
for the first simulation study, but the subject parameters for the first test were sampled from 
the exponential distribution with mean parameter 5. The resulting raw score distribution was 
moderately skewed (see chapter 4) with many high raw scores and a few low raw scores. As 
the ability parameters for the second test were a linear function of the raw scores of the first 
test, the distribution of ß'Y+e for the second test was also skewed. 
Again the true item parameters (a,, i=l,..,10), the mean of the estimated item 
parameters (a,), the mean of the estimated standard errors (86(0,)), and the root mean 
squared differences (RMSD(â1)) between the input parameters and the estimates are 
reported in Table 5.2. 
TABLE 5.2 S i m u l a t i o n s t udy 2: l a r g e sample , skewed d i s t r i b u t i o n . 
α 
INPUT 
-2.0 
-1.5 
-1.0 
-0.5 
0.0 
0.0 
0.5 
1.0 
1.5 
2.0 
CML 
-2.04 
-1.51 
-0.91 
-0.53 
0.05 
-0.01 
0.50 
0.98 
1.52 
1.99 
QÉ 
MML 
-2.07 
-1.53 
-0.95 
-0.53 
0.06 
-0.03 
0.A8 
0.96 
1.53 
1.98 
LR 
-2.03 
-1.51 
-0.91 
-0.52 
0.05 
-0.01 
0.50 
0.98 
1.52 
1.99 
CML 
.24 
.20 
.16 
.15 
.13 
.13 
.12 
.11 
.11 
.11 
se(o0 
MML 
.24 
.20 
.16 
.14 
.12 
.13 
.12 
.11 
.11 
.11 
LR 
.22 
.19 
.15 
.14 
.12 
.12 
.11 
.11 
.10 
.11 
RMSD(a) 
CML 
.14 
.20 
.17 
.20 
.11 
.14 
.11 
.06 
.17 
.12 
MML 
.16 
.21 
.18 
.20 
.12 
.14 
.11 
.07 
.17 
.12 
LR 
.13 
.18 
.16 
.18 
.11 
.13 
.11 
.06 
.16 
.12 
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LR estimates had smaller bias and smaller standard errors than CML and MML 
estimates, but differences are minor: on the whole, the LR estimates behaved like the CML 
estimates, the MML estimates having a little more bias. Again, the Glas' RQ test (Glas, 1989) 
was used to test the goodness of fit of the distribution assumption with MML and LR 
estimation. For MML estimation one common ability distribution was assumed for all 
individuals. For LR estimation different ability distributions were assumed for different levels 
of the predictor variable. The ratio of the R0 test and its degrees of freedom (averaged over 
replications) was 2.12 for MML estimation and 0.58 for LR estimation. Hence, RQ is on 
average more than twice as large as its expectation for MML estimates which implies bad 
fit. In all simulations the R,, test was significant at the 0.05 level for MML estimation. In 
contrast, the R0 statistic was not significant for LR estimation. 
5.3.4 The case of a bimodal distribution 
The accuracy and efficiency of CML, MML, and LR estimates of the item parameters were 
compared for samples of 100 subjects and ß'Y+e following a bimodal distribution. This 
study was carried out by simulating one test of 10 items with difficulties equally spaced over 
the range (-2;2). The sample consisted of two subsamples of 50 subjects each. In the first 
group the parameters of the subjects were sampled from a normal distribution with mean 
equal to 2 and variance equal to 1. The ability parameters of the second group were 
sampled from a normal distribution with mean equal to -2 and variance also equal to 1. 
Manifest responses were computed in the same way as reported before. 
In the entire sample the distribution of Θ was a mixture of two normal distributions with 
different means. Therefore, the common distribution was bimodal. In the MML estimation 
method the common distribution of Θ was assumed to be normal. In the LR estimation 
method e was assumed to be normally distributed, and the contrast between the two groups 
was used as a dichotomous predictor variable. The same properties as in the earlier 
simulations are reported for the present simulation in Table 5.3. 
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TABLE 5.3 Simulation study 3: small samples, bimodal distribution. 
α 
INPUT 
-2.0 
-1.5 
-1.0 
-0.5 
0.0 
0.0 
0.5 
1.0 
1.5 
2.0 
CML 
-2.00 
-1.49 
-0.97 
-0.64 
0.13 
-0.02 
0.34 
1.09 
1.48 
2.0Θ 
α 
MML 
-2.22 
-1.63 
-1.05 
-0.69 
0.12 
-0.05 
0.33 
1.18 
1.66 
2.35 
LR 
-2.00 
-1.49 
-0.98 
-0.64 
0.13 
-0.03 
0.34 
1.10 
1.49 
2.07 
CML 
.33 
.31 
.31 
.30 
.30 
.30 
.30 
.30 
.31 
.32 
se(â) 
MML 
.31 
.30 
.30 
.30 
.29 
.29 
.29 
.30 
.30 
.31 
LR 
.29 
.29 
.28 
.28 
.28 
.28 
.28 
.28 
.28 
.29 
RMSD(a) 
CML 
.26 
.21 
.16 
.31 
.37 
.32 
.24 
.36 
.21 
.25 
MML 
.40 
.26 
.19 
.38 
.39 
.34 
.26 
.43 
.32 
.45 
LR 
.24 
.21 
.16 
.30 
.35 
.29 
.24 
.35 
.20 
.24 
Again LR estimates appear to have smaller bias and smaller standard errors than the 
CML estimates, although the differences are small. The MML estimates are quite inaccurate. 
Again the Glas' R0 test (Glas, 1989) was used to test the goodness of fit of the 
distribution assumption with MML and LR estimation under the same assumptions. The 
mean ratio of the RQ test and its degrees of freedom was 3.73 for MML estimation and 0.50 
for LR estimation. Hence, for MML estimation the mean R0 test was more than three times 
its expectation. Accordingly, in all simulations the R0 test was significant at the 0.05 level for 
MML estimation, but R0 was not one time significant for LR estimation. 
53.5. The effect of the correlation between and the covariates 
In the final simulation, LR estimates were studied for four levels of the correlation r(0,Y) 
between the latent trait and a manifest predictor (1^=0, 0.33, 0.67, 1). We used samples of 
100 subjects responding to a test of 10 items with difficulties equally spaced over the range 
(-2;2). The item response probabilities were computed with 0=fl'Y+e and Y~N(0, (TJ) and 
e ~ N(0,cr^ ) in such a way that σ | = 1 . 
LR estimation is equal to MML estimation in the case that г is equal to zero. If г is 
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equal to 1, the LR model turns into the bio-assay model. In the latter case the regression 
parameter ß is the common slope parameter: if r2 is equal to 1, then σ^ is equal to zero, 
hence Q^lbL, with & known. Therefore, logit(p(Xvl|v,i))=ß'yv-a1=ß(yv-a1'). 
Again the true item parameters (a,, i=l,..,10), the mean of the estimated item 
parameters (a,), the mean of the estimated standard errors (se(â1)), and the root mean 
squared differences (RMSD(â1)) between the input parameters and the estimates are 
reported in Table 5.4. 
TABLE 5.4 Simulation study 4: effect of the correlation between the 
latent trait and the set of predictors. 
α 
- 2 . 0 
- 1 . 5 
- 1 . 0 
- 0 . 5 
0 . 0 
0.0 
0.5 
1.0 
1.5 
2 . 0 
r
2
 .00 
- 2 . 1 5 
- 1 . 5 1 
- 1 . 0 9 
- 0 . 5 4 
0 .04 
- 0 . 0 2 
0 .48 
1.02 
1.62 
2 .16 
α 
.33 
- 2 . 1 5 
- 1 . 5 1 
- 1 . 0 8 
- 0 . 5 3 
0 .04 
- 0 . 0 2 
0.49 
1.02 
1.61 
2 .15 
.67 
- 2 . 1 4 
- 1 . 5 0 
- 1 . 0 8 
- 0 . 5 3 
0 .04 
- 0 . 0 1 
0 .48 
1.01 
1 .61 
2 . 1 5 
1.0 
- 2 . 1 4 
- 1 . 5 0 
- 1 . 0 8 
- 0 . 5 3 
0 . 0 3 
- 0 . 0 1 
0.49 
1.01 
1.60 
2 . 1 5 
.00 
.31 
.26 
.24 
.23 
.23 
.23 
.23 
.24 
.27 
.31 
se( 
.33 
.31 
.26 
.23 
.23 
.22 
.22 
.23 
.24 
.26 
.31 
à) 
.67 
.30 
.25 
.23 
.23 
.22 
.22 
.23 
.23 
.26 
.30 
1 .0 
.30 
.25 
.23 
.22 
.22 
.22 
.22 
.22 
.26 
.30 
.00 
.21 
.23 
.17 
.30 
.16 
.17 
.21 
.24 
.27 
.31 
RMSD(â) 
.33 
.20 
.23 
.16 
.30 
.15 
.17 
.21 
.21 
.23 
.30 
.67 
.18 
.22 
.16 
.30 
.15 
.16 
.21 
.21 
.23 
.29 
1 .0 
.17 
.22 
.16 
.28 
.15 
.16 
.20 
.21 
.23 
.26 
Item parameters were estimated more accurately and more efficiently with increasing 
correlation between Θ and Y. However, the differences were small. A substantial reduction 
(+16%) of the RMSD was obtained only for the extreme parameters. 
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5.4 SUMMARY AND CONCLUSION 
The logistic regression model as specified in (5.2) is useful for the estimation of the item 
parameters of the Rasch model: it provides the possibility to use external information. Due 
to the use of such auxiliary information in the estimation process, the item parameters are 
estimated somewhat better in terms of bias and efficiency than by means of CML or MML 
estimation. But the improvement is only small, especially when compared to CML 
estimation, as could be expected. In a way the raw scores that are minimal sufficient for Θ, 
serve as a predictor variable in the CML method. Although the relation between the raw 
scores and Θ is not linear, the correlation between the two is substantial (mostly well above 
0.95). Therefore, auxiliary information can hardly improve upon the raw score with respect 
to the correlation with Θ. Hence, estimation of the item parameters simultaneously with a 
regression model seems hardly worth the trouble when CML estimation is also possible. 
LR estimation has the same characteristics as MML estimation. When no auxiliary 
information is available or when the auxiliary information is unrelated to the latent trait 
(ß=0), LR estimation is equal to MML estimation. However, when the auxiliary information 
is sufficiently related to the latent trait underlying the test, then LR estimation is less 
sensitive to violation of distribution assumptions than MML estimation. 
LR estimation can also be used with other (univariate or multivariate) latent trait models 
(Zwinderman, 1990c). An advantage of LR estimation is that the latent trait can be 
approximated as a function of manifest variables. As such the LR model provides a link 
between bio-assay models (cf. Mislevy & Bock, 1984) and latent trait models. Furthermore, 
an important advantage of the regression model is that variance and covariance structures 
can be analyzed without the need to estimate the (biased) subject parameters (Zwinderman, 
1989a,b, 1990c). Zwinderman (1989b) used the regression model to describe the probabilities 
that general practitioners made the diagnosis of acute bronchitis, and prescribed antibiotics 
for patients with varying clinical symptoms. The response probabilities were modelled as a 
function of (amongst others) gender, age and training university of the practitioners. Also 
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the covariance between the latent variables involved in arriving at the diagnosis and the 
prescription was estimated with a similar (two-dimensional) LR model. 
In the present study, only one variable was used as a predictor variable of the latent trait 
in the Rasch model. The model can be easily extended to incorporate more predictor 
variables (Zwinderman, 1989a, 1989b, 1990c). No distribution assumptions with respect to 
such variables need to be made. Predictor variables may be discrete (gender) or virtually 
continuous (age, raw score of another test). Predictor variables of nominal level may be 
incorporated in the model through the use of dummy variables representing group contrasts. 
Repeated measurements of the same individuals may also be analyzed with the LR model 
through defining trend contrasts (Zwinderman, 1990c). 
So all in all, the LR model provides a useful model for the estimation of the item 
parameters of the Rasch model. However, the gain in accuracy and efficiency is not large 
when compared to CML and MML estimation, but the LR estimation method appears to 
be less sensitive to violation of the distribution assumption than the MML estimation method 
is. 
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CHAPTER 6. 
OPTIMAL ESTIMATION OF THE RASCH MODEL 

6.1 INTRODUCTION 
In the last two decades several methods for the estimation of parameters of the Rasch 
model (Rasch, 1961) have been developed, among which there are several maximum 
likelihood methods (Wright & Panchapakesan, 1969; Andersen, 1973a; Rigdon & Tsutakawa, 
1983), and minimum chi-square methods (Fischer, 1974; see chapter 2). These estimation 
methods consist essentially of a criterion that is maximized (maximum likelihood methods) 
or minimized (minimum chi-square methods) with respect to the unknown model 
parameters. In the remainder, the term maximization is used with respect to both 
maximization or minimization of an estimation criterion. Where appropriate, one may also 
read minimization. 
Whereas the statistical properties of the estimators have received considerable attention 
(Andersen, 1973a, Fischer, 1974, Bock & Aitkin, 1981), this is not the case for the algorithms 
to do the maximization. However, several maximization algorithms have been suggested and 
used in practice; yet, little is known about the robustness and the efficiency of these 
algorithms. 
In this chapter we will evaluate several algorithms with respect to their usefulness in 
maximizing the estimation criteria of the Rasch model. In section 6.2 we will shortly highlight 
the estimation criteria; for a more detailed description one is referred to chapter 2. In 
section 6.3 several maximization algorithms are described, which we will evaluate in section 
6.4. Finally, in section 6.5 we will discuss two topics (starting values and extrapolation 
methods) that are related to the maximization algorithms in general. 
In order to compare the performance of the algorithms, it is necessary to have criteria 
for evaluation. Himmelblau (1972) suggested, amongst others, the following criteria which 
we will use in this chapter to compare the performance of the algorithms: 
(i) Robustness. An algorithm is robust if it almost never fails in correctly estimating 
the parameters. Of course it is possible to construct pathological cases that cannot 
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be solved by the algorithm (although a solution exists). Therefore, the term "almost" 
is used. Furthermore, the algorithm should be capable to handle a large number of 
parameters (at least 100). 
(ii) Number of function evaluations or iterations. This criterion is widely used as a 
measure of effectiveness of an algorithm. However, it is not very satisfactory. The 
difference between the evaluation of the function itself and the evaluation of 
derivatives is unclear. Furthermore, the number of function evaluations can be 
reduced by all kinds of time-consuming tests, so that a comparison based on this 
criterion may be misleading. 
(iii) Computing time. Obviously, computing time is an important criterion for a 
maximization algorithm: the faster the better. It is not very practically either, because 
computing time may be seriously distorted in computers operating in time-sharing 
mode. However, in lieu of a better measure of effectiveness it has to serve. 
Other criteria that are mentioned by Himmelblau concern technical aspects such as whether 
it is possible to specify reasonable starting values. However, these technical aspects pose no 
problems for the algorithms that are discussed in the present chapter, therefore these 
aspects are not discussed and evaluated separately for the different algorithms. 
6.2 ESTIMATION CRITERIA TO BE MAXIMIZED 
In section 6.4 we will simulate samples of N subjects responding to к dichotomous items. 
The probability that subject ν with ability Θ
ν
 responds positively to item i with difficulty а( 
( X ^ l ) is given by 
e x p t e . - e , )
 ( б Л ) 
1 + е х р ( - а j) 
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We will focus on the estimation of α by means of four different criteria: the joint likelihood, 
the conditional likelihood, the marginal likelihood, and Fischer's minchi criterion. See 
chapter 2 for more details. 
6.2.1 Joint likelihood. 
The logarithm of the joint likelihood can be expressed as 
log[Ljtt |f i ,Ä)] = ¿ г - ¿ α , η , - ¿ ¿ 1 о д [ 1 + е х р ( в , - а , ) ] . 
v i 1·1 v-l i-1 
( 6 . 2 ) 
where r
v
 is the raw score of subject v, and η ; is the raw score of item i. Subjects with equal 
raw scores are estimated as being equally able, and ability parameters associated with raw 
scores equal to zero or к attain no finite solution (cf. Fischer, 1974). Subjects with zero or 
к positive responses are discarded, therefore (6.2) can be rewritten as 
Jc-i к k-l к 
log[L.,U|fì,ii)] = 5 >
г
г
 г
 - 5 > І Л . І - Е £ 1 о 9 [ 1 + е х Р ( в г - « 1 > ] , 
Χ·ί І-1 Γ-1 î ^ l 
( б . З ) 
where
 г
 is the ability parameter associated with raw score r, and n
r
 is the number of 
subjects with raw score r. 
6.2.2. Conditional likelihood. 
The logarithm of the conditional likelihood can be expressed as 
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к k-i 
log[LcU|x.Ä)] = С - ¿ ο , π . , - X;nrlog[Yr(fi)] , (6.4) 
J - l l-l 
where С is a constant, and у
г
(е) is the basic symmetric function of order r of e, and 
e1=exp(-a1). Note that (6.4) is a function of α only, while (6.3) is a function of both Θ and 
a. See Verhelst, Glas and Van der Sluis (1984) for a discussion of the basic symmetric 
functions. 
6.23. Marginal likelihood. 
The marginal likelihood is 
ь
а
(х\л.Ь) = ƒ Π Π tä (i-*™)1"** ^(β|4) а , (6.5) 
_„ vel 1 = 1 
where g(e|(¿) is some density function characterized by a finite number of parameters. In 
the remainder g(01£) is assumed to be a normal density function with mean μ and variance 
σ
2
. L^Xlojjè) is therefore a function of α, μ and σ2. 
6.2.4 Minchi. 
Fischer's minchi criterion is 
* - ! * Ir, в _η в \г 
χ* = у у
 ( j 3 i ; g J flJiei) ( 6 . 6 ) 
where η is the number of subjects responding positively to item i and negatively to item j , 
and nj, is the number of subjects responding positively to j and negatively to i. Like (6.4), 
equation (6.6) is a function of the item parameters only. 
The relative merits of the estimators derived by maximizing (6.4) to (6.6) were discussed in 
chapter 2. 
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6.3 MAXIMIZATION ALGORITHMS 
The problem that we focus on is the maximization of a nonlinear function f(x) where χ is a 
vector of parameters. For an unconstrained nonlinear programming problem, the necessary 
and sufficient conditions for x* to be a (local) maximum are that: 
(i) f(x) be differentiable at x" and 
(ii) vf(x')=0; i.e. a stationary point exists at x', 
where vf(x*) is the gradient f(x) at x*· The gradient is the vector of first-order partial 
derivatives of f(x) with respect to all elements of x': 
a fix) 
dx 
(iii) The Hessian matrix Η is negative definite. The Hessian matrix is the matrix of 
second-order partial derivatives of f(x) with respect to all pairs of elements of x*: 
i J
 dxi dxj 
The necessary and sufficient conditions for χ to be a minimum are the same except that Η 
must be positive definite. 
We will discuss six different maximization algorithms which are all presently in use for 
maximization of the estimation functions of the Rasch model. We will make a distinction 
between algorithms that use derivatives and algorithms that do not. Generally, derivative-
type algorithms converge faster than derivative-free algorithms, but the derivative-type 
methods may meet two problems. (1) With many variables it is laborious or sometimes 
119 
impossible to provide analytical formulas for the derivatives. Although evaluation of the 
derivatives can be approximated by difference schemes (cf. Himmelblau, 1972), the 
numerical error introduced can sometimes impair the use of these schemes. (2) Regularity 
and continuity of the objective function are required; the estimation functions that are 
discussed here, meet these requirements, and so this point is not at issue here. 
The space is lacking to evaluate the many existing gradient free algorithms (see for an 
overview Himmelblau, 1972), and therefore we will only evaluate the algorithm of Neider 
and Mead (1965) which is the most widely used derivative free method (see for instance 
Minuit, 1974). In addition, we will evaluate five different algorithms that use derivatives: 
steepest ascent, the algorithms of Newton, Fletcher-Powell, and Martin-Löf, and the EM 
algorithm. 
63.1 Neider and Mead's algorithm. 
Neider and Mead (1965) suggested to maximize the objective function f(x) of к variables by 
means of a simplex method. The algorithm maximizes the objective function by means of 
comparison of the function values at the (k+1) vertices of a general simplex. The vertex with 
the lowest value, X|, is reflected on the line connecting X| and the centroid of the other 
vertices of the simplex, giving a new point x.. If the function value of x. is not the lowest and 
not the highest, then Xj is replaced by x. and the process repeats with the new simplex. When 
the function value of x. is again the lowest, then the simplex is contracted, and when the 
function value of x. is the maximum, then the simplex is expanded. The mathematical details 
of the reflection, the contraction, and the expansion can be found in Neider and Mead (195, 
p.308-309). The iterative process stops, when the variance of the (k+1) function values is 
smaller than some pre-set value. 
The algorithm is highly opportunist in that the least possible information is used at each 
stage and no account is kept of past positions. Moreover, there is no guarantee that the 
process converges at the maximum, therefore it is necessary to inspect the gradient and the 
Hessian at convergence. However, no assumptions are made about the surface of f(x) except 
that it is continuous and has a unique minimum. Furthermore, the method is simple and 
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computationally very compact (Neider & Mead, 1965, p.311-312). 
The simplex algorithm can readily be applied to the maximization of (6.3) to (6.6). Given 
provisional estimates of α, Θ, μ, and σ2, the maxima are found iteratively. An important 
advantage of the simplex method is that only the functions (6.3) to (6.6) themselves have to 
be evaluated: partial derivatives are not needed. This is especially advantageous with the 
evaluation of the conditional likelihood (6.4), and the marginal likelihood (6.5), as the 
derivatives of these functions are laborious to compute. 
It is important that the maximization algorithm is applied to α and Θ. instead of to the 
exponential parameters e and ¿. As the procedure is an unconstrained maximization 
algorithm, negative values may arise in the course of the iterative process: the exponential 
parameters must be larger than zero. In general, the gradient techniques to be discussed 
next, should also be applied to α and Θ. 
The model parameters can be estimated uniquely up to a linear transformation. 
Therefore, the estimates are normalized to anchor the measurement scale. Normalization 
does not affect the maxima of the estimation functions. Therefore, normalization of the 
estimates can be performed after convergence. Generally, this also applies to the gradient 
techniques to be discussed next. 
63.2 Steepest ascent algorithm. 
The gradient of the objective function at any point is a vector in the direction of the greatest 
local increase. Therefore, points with higher values of f(x) can be found in the direction of 
the gradient. Hence, the transition from a point x(p) to another point x ( p + 1 ) is given by: 
S(P+I) = ? ( p ) + p ( P ) V f i x ) " » , ( 6 - 7 ) 
where νίζχ)^ is the gradient of f(x) evaluated at x^: 
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( 6 . 8 ) 
The gradient is normalized such that χ ν = 1, and ß(p) is an unknown scalar or stepsize. Two 
methods of selecting ß are employed. 
1. The objective function can be maximized iteratively with respect to fl by equating 
the derivatives of f(x(p+1)) with respect to ß(p) to zero: 
dfix^ * ß<p>Vf(g<*>))
 f 6 9 . 
ЭР"» '
 У 
This equation can be solved by linear interpolation (cf. Atkinson, 1978). 
2. Another method to select ß is to use some unidimensional search technique, such 
as for instance the method of the golden section (cf. Himmelblau, 1972). 
Steepest ascent can converge to any stationary point, so it is necessary to determine 
whether such a point is a local maximum. This can be done by examining the Hessian matrix. 
It is important to employ an efficient unidimensional search technique for ß, because much 
computer time may be spent on the search for ß. 
Steepest ascent can be applied without major problems to the estimation criteria of the 
Rasch model. Given provisional estimates of α, Θ, μ and σ2, the optima of (6.3) to (6.6) are 
found by repeated application of (6.7). 
633. Newton's algorithm. 
Newton's algorithm originates from a quadratic approximation to the objective function. This 
approximation is obtained by neglecting the second and higher order terms in a Taylor 
expansion. From this expansion the transition from a point to another is derived as: 
Vf (g)(p) = °f№ 
dg 
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x<P*i>
 = S(P) + я-і Vf(xW) . (6.10) 
With provisional estimates, the maximum of f(x) is found by repeated application of (6.10). 
Whereas with steepest ascent only the direction of the search of a new point is given by the 
gradient, in the algorithm of Newton also the stepsize (ß=H"1) is given. With respect to the 
number of function evaluations, Newton's algorithm is more efficient than steepest ascent 
because ß is given. But computation and inversion of the Hessian is required, which may 
pose computational problems and may be quite slow for large number of parameters. 
Furthermore, the second-order partial derivatives may be difficult to evaluate, especially the 
second-order derivatives of the conditional likelihood (6.4). 
An advantage of Newton's algorithm is that as a side product the covariance matrix of 
the estimators α. Θ, μ, and σ2 is obtained by the inverse of minus the Hessian evaluated 
at ô, Ô, μ, and a2. However, the Hessians of (6.3) to (6.6) are singular. Therefore, one 
parameter of the entire set must be fixed, while maximization is performed with respect to 
the remaining parameters. Fixing one parameter is formally equivalent to normalization of 
the parameter estimates to anchor the measurement scale. 
63.4. Fletcher and Powell's algorithm. 
The disadvantage of Newton's algorithm that the Hessian must be evaluated and inverted, 
is overcome in the algorithm of Fletcher and Powell (1963): H"1 is approximated with first-
order derivatives in the course of the maximization process. A new estimate x ( p + 1 ) is 
computed from the preceding by the equation: 
?CJ>*I>
 =
 χϋ») + ρ (ρ) £(χ(ρ>) VfíxW) , (6-11) 
where ñ(p) is a stepsize that has to be estimated just as with the steepest ascent algorithm. 
The matrix D(x(p)) is called the direction matrix and is an approximation of H"1. (For a 
quadratic function D equals H"1 in the maximum). Usually, the identity matrix is chosen as 
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the initial D, such that the initial direction in the maximization process is one of steepest 
ascent (when D is the identity matrix (6.11) equals (6.7)). A gradual change-over is made 
from the steepest ascent method to Newton's method as the iterative process proceeds. The 
direction matrix D is up-dated after each iteration; details on how this is done can be found 
in Fletcher and Powell (1963) and Himmelblau (1972). 
The algorithm can be applied without major problems to maximizing (6.3) to (6.6). 
However as H is singular, it is necessary to fix one parameter and to perform maximization 
with respect to the remaining parameters. Compared to Newton's method, Fletcher and 
Powell's algorithm requires neither the second-order partial derivatives of (6.3) to (6.6) nor 
inversion of the Hessian matrix. The iterations are therefore cheaper than Newton's 
iteration. Compared to steepest ascent, Fletcher and Powell's algorithm will converge faster 
because the Hessian matrix is approximated by the direction matrix. 
63.5. Martin-Lof s algorithm. 
Maximization of (6.3), (6.4) and (6.6) can be done by equating the partial derivatives to zero, 
and to derive explicit formulas for the parameters. 
For the joint likelihood the following two sets of equations are derived: 
Vf(Ç r) = 0 « ξ
Γ 
η , 
Vf (e,) = o - e , = — л 
r
 ζ , (6-12) 
For the conditional likelihood one set of equations is obtained: 
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Г - 1 I I 
and for minchi we obtain 
Vf ( е ^ = о ~ e2; = ^ 1 ^ ^ ^ J ^ :' . ( 6 . 1 4 ) 
£ ί (Пц + nji) J 
The maxima of (6.3), (6.4) and (6.6) are found iteratively by equating the new estimates in 
the (p+l) l h iteration at the left side of (6.12), (6.13) and (6.14) to the right side evaluated 
with the estimates in the p l h iteration. This process always converges provided a solution 
exists. Gustafsson (1979) attributed this algorithm to Martin-Löf, therefore the algorithm will 
be called Martin-Löfs algorithm. 
63.6. EM algorithm. 
Dempster, Laird and Rubin (1977) presented an iterative maximization algorithm (EM) for 
computing maximum likelihood estimates of the model parameters in the presence of 
missing data. The EM algorithm consists of two steps: an expectation step in which expected 
values for the missing data are computed, and a maximization step in which the likelihood 
is maximized. 
EM has been introduced by Bock and Aitkin (1981), Thissen (1982) and Rigdon and 
Tsutakawa (1983) for estimation of α and ¿ by maximization of the marginal likelihood 
(6.5). Given provisional estimates a(p) and <¿(p), expected values for Θ are computed in the 
Ε-step, and in the M-step a is estimated. The two steps are alternated until convergence is 
obtained. We give here a detailed account of the EM algorithm for the maximization of 
(6.5). 
Consider the situation with к items with fixed difficulty parameters a, and a random 
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sample of N subjects with ability parameters Θ sampled from a population with density 
function g(0 \φ) belonging to a family indexed by parameters £. The joint probability density 
function (pdf) of (Χ,Θ) given (οτ,φ) equals 
fU,û|u,<fc) = XyUlfl,*) д( |ф) , ( 6 . 1 5 ) 
where L^Xjo,©) is the joint likelihood (6.2) of the Rasch model. The posterior pdf of Θ 
given (α,ίέ) equals 
p(fl | jr ,Ä,4) = Zyttlfl.Ä) σ(β|φ) = Π ^( |ф) π ^ 1 ( i- f„) 1 -^ 
( 6 . 1 6 ) 
The posterior pdf of Θ
ν
 given (α,<έ) is proportional to 
Р ( | Х „ Д . 4 ) -зг (в |4) Д f% d - f « ) 1 - ^ , ( 6 · ΐ 7 ) 
and the marginal likelihood of X given (α,(£) is 
L
m
(x\ii,b) = f f U,fl |Ä,4) Э (6 .18) 
The EM algorithm starts with initial estimates (а ( р ) ^ ( р ) ) and iteratively finds the value of 
(o,^) which maximizes 
41од(£и,а|д,«1>))|*,о<*\ф(',)] , (6 .19) 
where at the beginning of each iteration (a(p)¿¿(p)) is replaced by the value found at the last 
maximization step. Formula (6.19) can be expressed as 
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F = ¿ f 1од(дг( |4)) р
у
(Ь\х
г
,&^ , ^
) ) Э + 
v-i .„ 
¿ ¿ ƒ (xvilog(fvi) + (l-xw)log(l-firi))pv(e|iwa^>,<t!.(J,,)aö .(6.20) 
Maximization with respect to (¿ involves only the first set of terms of (6.20), while 
maximization of (6.20) with respect to a involves only the second series. 
If g(0 |£) is normal with mean zero and variance σ2, then the estimation equations for 
the Ε-step, and M-step are given by (6.21) and (6.22), respectively: 
^ = о - о*™ = Tr Σ ƒ 9 2
v
p
v
 (θ | ? v , о <*>,&<*>) Э , (6 .21) 
=
 0
 - Л.І - Σ ƒ fviPyWi**,*™.^) дв , (S.22) df 
д а
і v i г, 
which is solved for i=l,..,k. This can be done by any efficient algorithm, for instance with 
Newton's algorithm. 
6.4 EVALUATION OF MAXIMIZATION ALGORITHMS 
The algorithms differ in two aspects that give rise to differences in robustness and efficiency. 
There are differences in the evaluation of the objective function and in the iterative 
procedure. Neider and Mead's algorithm requires only the evaluation of the objective 
function, while the gradient methods require the evaluation of the derivatives of the 
estimation function. In addition to the derivatives, Newton's algorithm requires the 
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evaluation and inversion of the Hessian. In the steepest ascent and in the Fletcher and 
Powell algorithm, a stepsize has to be estimated, while in the Newton method the stepsize 
is given by the inverse of the Hessian. Fletcher and Powell's algorithm differs from steepest 
ascent in the computation of the direction matrix. 
In the following section we will evaluate the maximization algorithms of section 6.3 when 
applied to the estimation criteria of section 6.2. 
6.4.1 Maximization algorithms and the joint likelihood. 
Neither the computation of the joint likelihood (6.2), nor the computation of its gradient and 
its Hessian pose major computational problems. But as maximizing (6.2) involves both item 
and subject parameters, Newton's algorithm seems to be restricted to a relatively small 
number of items. This is caused by the necessity to invert the Hessian. Experience shows 
that the maximum dimension of the Hessian to be invertible in practice is about 100. 
Therefore, Newton's algorithm can handle about 50 items maximally. 
To compare the efficiency of the maximization algorithms, item responses were 
simulated, and the number of evaluations of the joint likelihood until convergence was 
counted for each of the algorithms. The number of items was varied from five to thirty. The 
number of subjects was 100 or 1000, and the parameters were spaced over the ranges (-1,1) 
or (-3,3). The same convergence criterion was used with each algorithm, and the final 
solutions were equal in 4 decimals. The number of evaluations is reported in Table 6.1. 
The performance of Neider and Mead's algorithm was poor: not only a large number 
of evaluations was needed, in some instances convergence was not reached at all. 
Furthermore, both steepest ascent and Martin-Lof s algorithm behaved poorly. Fletcher and 
Powell's and Newton's algorithms were the most efficient. 
As the Hessian was relatively large, and much computer-time was spent on inversion of 
it, it was unclear whether Newton's algorithm was more efficient than Fletcher and Powell's 
algorithm in terms of cpu-seconds. The cpu-seconds are pictured in Figure 6.1 
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TABLE 6.1 Number of evaluat ions of the j o i n t l ike l ihood. 
parameter range 
N=100 к NM 
(-1,1) 
ML SA FP NM 
(-3,3) 
ML SA FP N 
5 
10 
20 
30 
169 
914 
* 
* 
33 
68 
93 
146 
22 
53 
57 
84 
18 
25 
19 
22 
4 
4 
5 
4 
266 251 153 34 6 
1163 244 136 39 6 
* 218 150 35 6 
* 212 134 37 6 
N-1000 
5 
10 
15 
30 
239 
1356 
3371 
-Иг 
37 
59 
97 
144 
23 
47 
71 
88 
20 
17 
24 
27 
4 
4 
5 
5 
299 187 153 31 6 
1360 189 153 39 5 
4839 197 165 32 5 
* 196 130 30 6 
An asterisk indicates no convergence. 
NM=Nelder-Mead; ML»Martin-Löf; SA-steepest ascent; FP-Fletcher-Powell; 
N-Newton. 
Figure 6.1. Computing time of 
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for Fletcher and Powell's, steepest ascent, and Newton's algorithm for varying number of 
items spaced over the range (-3,3). This was on a Hitachi NAS 9060 mainframe computer 
in time-sharing mode. 
As becomes clear from Figure 6.1, Fletcher and Powell's algorithm was more efficient 
in terms of cpu-seconds than Newton's algorithm. But for small numbers of items there is 
hardly any difference. For large k, differences increase, which is almost exclusively due to 
the inversion of the Hessian. 
6.4.2. Maximization algorithms and the conditional likelihood. 
The core of the computing time for maximizing the conditional likelihood (6.4) is spent on 
the computation of the symmetric functions and their derivatives. Fischer (1974) (see also 
Verhelst, Glas & van der Sluis, 1984) gives two recursive formulas for the computation of 
these functions: the summation and the difference algorithm. 
Verhelst, Glas and Van der Sluis showed that the difference algorithm is insufficiently 
stable with many parameters (k>20), and/or with extreme parameters. Although it is much 
faster than the summation algorithm, we use the latter in this study, because it is stable even 
with several thousands of parameters. 
One run of the summation algorithm gives the basic symmetric functions, which amounts 
to k(k-l)/2 arithmetic operations (Verhelst, Glas & Van der Sluis, 1984). The computation 
of the derivatives of the likelihood function requires one run of the summation algorithm 
giving the symmetric functions, and к runs giving the derivatives of the symmetric functions. 
As for the gradient methods both the symmetric functions and their derivatives are needed, 
the number of operations mount up to about k(k-l)/2 + k(k(k-l)/2). For Neider and Mead's 
algorithm only the symmetric functions are necessary and therefore only about k(k-l)/2 
arithmetic operations. So, one iteration of the gradient algorithms is about (k+1) times more 
time-consuming than one iteration of Neider and Mead's algorithm. For Newton's algorithm 
the Hessian is required in addition to the gradient. For evaluation of the Hessian the 
second-order partial derivatives of the likelihood function must be computed, which requires 
k(k-l)/2 runs of the summation algorithm. Hence, one Newton-iteration amounts to 
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(k(k-l)/2+k-l-l)(k(k-l)/2) arithmetic operations. Therefore, one iteration of Newton's 
algorithm is in its turn about (k+1) times more time-consuming than an iteration of the 
gradient methods. 
Disregarding inversion of the Hessian in Newton's algorithm and the computation of the 
direction matrix in Fletcher and Powell's algorithm, Newton's algorithm will be less 
time-consuming than the gradient methods if the total number of iterations is a factor 
(k-l-l)-l-l or more smaller. The gradient methods will be less time-consuming than Neider 
and Mead's algorithm if the total number of iterations is a factor (k+l) or more smaller. 
This was checked in a simulation study in which the number of evaluations of the 
conditional likelihood was counted. We used the same data as in section 6.4.1. The numbers 
of evaluations of the conditional likelihood are reported in Table 6.2. The final solution for 
all maximization algorithms was the same in three decimals. 
TABLE 6.2 Number of e v a l u a t i o n s of t h e c o n d i t i o n a l l i k e l i h o o d . 
parameter 
N-100 к 
5 
10 
20 
30 
N-1000 
5 
10 
15 
30 
range 
NM 
118 
584 
1194 
2273 
136 
397 
1278 
2529 
(-1 
ML 
16 
31 
24 
28 
17 
20 
20 
19 
.1) 
SA 
11 
15 
15 
15 
11 
11 
15 
11 
FP 
8 
11 
13 
11 
7 
8 
10 
9 
N 
3 
4 
3 
4 
3 
3 
3 
3 
NM 
119 
454 
1330 
2261 
150 
503 
1467 
2742 
(-3, 
ML 
126 
193 
153 
87 
89 
101 
111 
98 
,3) 
SA 
44 
47 
46 
46 
36 
36 
38 
34 
FP 
21 
27 
32 
30 
25 
25 
28 
28 
N 
6 
5 
5 
4 
5 
5 
5 
4 
NM-Nelder-Mead; ML=Martin-Löf; SA-steepest ascent; FP=Fletcher-Powell; 
N^Newton. 
The numbers of evaluations varied considerably as a function of the number of 
parameters, the number of subjects and the range over which the parameters were spaced. 
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The number of evaluations was relatively constant over the number of items for the gradient 
and Newton's algorithm, but increased with increasing number of items with Neider and 
Mead's algorithm. Even when the number of parameters was only five, the gradient and 
Newton methods appeared to be more efficient than Neider and Mead's algorithm. Steepest 
ascent and Fletcher and Powell's algorithm appeared to be more efficient than Martin-Lof s 
algorithm. Although the number of Newton iterations was small compared to the number 
of iterations of steepest ascent and Fletcher and Powell's algorithm, the latter two appeared 
to be more efficient. 
This becomes also clear when the total number of cpu-seconds required for convergence, 
is inspected. This has been plotted in Figure 6.2 for steepest ascent, Fletcher and Powell's 
and Newton's algorithms, respectively, for varying number of items spaced over the range 
(-3,3) and 1000 subjects. This was on a Hitachi NAS 9060 mainframe computer in 
time-sharing mode. For the other samples, the results were equivalent. 
Figure 6.2. Computing time of 
CML estimation 
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With regard to robustness hardly any problem will arise if the conditions for the 
existence of a solution are fulfilled. The gradient and the Hessian can be computed with 
sufficient accuracy. However, Newton's algorithm requires inversion of the Hessian which 
may cause inaccuracy when many items (more than 100) are involved or when the Hessian 
is ill conditioned (with very extreme parameters). 
6.43 Maximization algorithms and the marginal likelihood. 
For the maximization of (6.5) the core of the computing time is spent on the evaluation of 
the integrals in the likelihood and its derivatives. The integral is approximated with 
quadrature techniques, which means that the integral is replaced by a sum over a finite (and 
small) number of points. For some parametrized forms of g(01^) (e.g. if g(01£) is normal), 
the integral can be approximated with Gauss-Hermite quadrature to any degree of accuracy 
(cf. Stroud and Sechrest, 1966). For the computation of the derivatives of the marginal 
likelihood the integrals remain single integrals. There are no major problems in the 
computation of the marginal likelihood nor in the computation of its derivatives or its 
Hessian. 
The EM algorithm differs from the other maximization algorithms in that it is a 
two-stage algorithm. In each iteration the posterior pdf of Θ
ν
 is computed using the 
parameter estimates from the preceding iteration. With the posterior pdf s, the parameters 
of the ability distribution are updated in the Ε-step, whereas the item parameters are 
updated in the M-step. In Neider and Mead's algorithm, as well as in the gradient methods, 
and in Newton's algorithm, maximization is performed with respect to both the item 
parameters, and the parameters of the ability distribution simultaneously. In our experience, 
this frequently led to computational underflow errors. 
For the data of Table 6.1, the number of evaluations of the marginal likelihood with EM, 
Newton's and steepest ascent algorithms have been counted. The numbers are given in 
Table 6.3. Neider and Mead's algorithm converged with 1000 iterations for k=5 only, and 
is left out. 
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TABLE 6.3 Number of evaluations of the conditional likelihood. 
parameter 
N-100 к 
5 
10 
20 
30 
range 
SA 
10 
14 
11 
11 
(-
FP 
9 
10 
8 
β 
1 1) 
N 
5 
3 
4 
3 
EM 
35 
10 
8 
6 
SA 
25 
27 
27 
29 
(-3 
FP 
18 
17 
16 
21 
3) 
N 
6 
5 
4 
4 
EM 
40 
11 
8 
β 
N-1000 
5 
10 
15 
30 
10 
11 
9 
10 
8 
8 
7 
9 
3 
4 
3 
4 
27 
9 
5 
6 
21 
18 
17 
19 
12 
13 
10 
15 
5 
6 
4 
4 
32 
11 
8 
8 
SA-Eteepest ascent; FP=Fletcher-Powell; N-Newton. 
2 
1.5 
1 
0.5 
0 
< 
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Only for k=5 EM used much more iterations than the gradient methods. For larger 
numbers of items EM performed well. Also with respect to computing time, EM did well; 
the number of cpu-seconds increased less with increasing number of items for EM than for 
the other algorithms. The cpu-seconds are given in Figure 6.3 for varying numbers of items 
spaced over the range (-3;3). 
6.4.4 Maximization algorithms and minchi. 
Just as the conditional likelihood, Fischer's minchi criterion is a function of the item 
parameters only. But whereas the former is a complicated function of e (due to the basic 
symmetric functions), the latter is simple. Minimization of minchi meets no computational 
problem whatsoever. Direct solution of the estimation equations according to Martin-Löf s 
algorithm, yields estimates of e within 8 iterations for all datasets of Table 6.1. 
Computationally, minchi is an attractive alternative for conditional maximum likelihood 
estimation with large sets of items and with designs with many different sets of items 
presented to different groups of subjects. 
6.5 SOME MISCELLANEOUS TOPICS 
6.5.1 Starting values. 
The efficiency of any maximization algorithm depends heavily on starting values for the 
unknown parameters. In the simulations of section 6.4, the proportion of subjects responding 
positively to the items (n /N) was used as starting value for the item parameter (ej). Starting 
values for the subject parameters (with joint maximum likelihood estimation) were set equal 
to zero. The mean and the variance of the ability distribution were set to zero and unity, 
respectively, with marginal maximum likelihood estimation. There are many other 
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Gustafsson (1979) obtained starting values for a through an approximate solution to the 
CML equations: 
l o g t e j ) = - Я,-
* - l 
Σ** 
r(k-z) 
k(k-l) 
( 6 . 2 3 ) 
where ñ j is the mean of the η ¡'s. Another way to specify starting values for the item 
parameters (e) is to set them all equal to unity. 
The three methods that were mentioned, were evaluated in the context of maximizing 
the conditional likelihood with the data of Table 6.1. The numbers of evaluations of the 
conditional likelihood with the gradient and Newton's algorithms are given in Table 6.4. 
TABLE 6.4 Number of evaluations of the conditional likelihood with 
different starting values for the item parameters. 
parameter 
N-1000 
к 
5 
10 
20 
30 
parameter 
N-1000 
к 
5 
10 
20 
30 
a-normed 
range (-1, 
a 
17 
20 
20 
19 
ML 
b с 
12 18 
15 20 
15 21 
14 20 
range (-3, 
a 
89 
101 
111 
98 
p-va 
ML 
b с 
87 85 
99 98 
109 109 
95 96 
1) 
3) 
a 
11 
11 
15 
11 
a 
36 
36 
38 
34 
SA 
b 
9 
11 
11 
11 
SA 
b 
20 
28 
31 
28 
dues; b-Gustafsson'9 
С 
12 
12 
13 
11 
с 
26 
32 
38 
34 
method; 
a 
7 
8 
10 
9 
a 
25 
25 
28 
28 
FP 
b 
6 
8 
6 
6 
FP 
b 
19 
19 
25 
21 
c-equal 
с 
9 
9 
9 
9 
с 
20 
29 
33 
27 
a 
3 
3 
3 
3 
a 
5 
5 
5 
5 
parameters ( 
N 
b 
3 
3 
3 
3 
N 
b 
5 
5 
5 
4 
zero). 
с 
4 
4 
4 
4 
с 
6 
6 
6 
5 
The number of evaluations differed only a little across the three different starting values 
for the item parameters, but the starting values of Gustafsson (6.23) appeared to be superior 
for all samples and all algorithms. 
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6.5.2 Extrapolation. 
Fischer (1974) suggested Aitken's extrapolation formula (cf. Atkinson, 1978) to speed up 
convergence of the algorithms maximizing the conditional likelihood. This extrapolation is 
obtained by the following formula 
, A ( p * 2 ) _ Ä ( p * l ) ч 2 
aT 3 1 = s (r 2 ) - ifii Li ! . (6.24) 
άψ
 + a
(
r
2 >
 - 2 fi'r11 
The estimate â/p+3) is an improved estimate of a, if (a1-â1(p+^)/(a1-â1(p)) is constant 
(Atkinson, 1978). There is no reason to assume that this is true, but Fischer reported 
favourable results when he used (6.24) with Martin-Löfs algorithm. However, the 
extrapolation formula can be used with every algorithm, although it is normally only used 
with slowly converging algorithms. 
We used the extrapolation technique in the context of the gradient algorithms for the 
maximization of (6.4) with the simulated data of Table 6.1. The numbers of evaluations of 
the conditional likelihood with the gradient methods including and excluding extrapolation 
were counted and these numbers are given in Table 6.5. To prevent divergence, the 
extrapolation was not carried out after the first three iterations, and also an upper limit was 
set upon it (see also: Fischer, 1974). 
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TABLE 6.5 Number of e v a l u a t i o n s of the c o n d i t i o n a l l i k e l i h o o d with 
and without A i t k e n ' s e x t r a p o l a t i o n method. 
parameter 
N-1000 
к 
5 
10 
20 
30 
range 
ML 
EX 
17 
20 
20 
19 
IN 
7 
9 
9 
9 
(-1 
SA 
EX 
11 
11 
15 
11 
.1) 
IN 
11 
11 
15 
11 
FP 
EX 
7 
β 
10 
9 
IN 
7 
8 
10 
9 
ML 
EX 
Θ9 
101 
111 
98 
IN 
15 
17 
17 
15 
(-3, 
SA 
EX 
36 
36 
38 
34 
3) 
IN 
35 
37 
37 
33 
FP 
EX 
25 
25 
28 
28 
IN 
22 
24 
25 
27 
EX-exclusive Aitken's extrapolation method; IN-inclusive Aitken's 
extrapolation method. 
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The extrapolation resulted in a large reduction of number of evaluations for Martin-Lof s 
algorithm. The results for the gradient methods were disappointing, but the number of 
evaluations with these algorithms was quite low already. Therefore the extrapolation could 
not result in a large reduction. Figure 6.4 contains the cpu-seconds until convergence for the 
algorithm's with Aitken extrapolation. 
The gain in efficiency of Martin-Löf s algorithm due to Aitken extrapolation was clear 
as well from the number of cpu-seconds until convergence. Martin-LöFs algorithm with 
Aitken's extrapolation appeared to be even more efficient than Fletcher and Powell's 
algorithm. 
6.6 SUMMARY AND CONCLUSION 
With growing speed and capacity of modern computers, efficiency of maximization 
algorithms seems to become of minor importance, especially for stand alone systems. 
Understandably, the focus is put on the statistical properties of the estimators. However, 
with many parameters robust and fast converging algorithms are important, for instance for 
item banks, incomplete designs and for interactive model fitting. In the present chapter we 
focused on the maximization algorithms, and we found the following results. 
Robustness 
. The maximization of the conditional likelihood meets no major problems. The gradient 
and the Hessian can be computed with sufficient accuracy. Only with very extreme 
parameters, Newton's algorithm can fail due to an ill conditioned Hessian. 
. The maximization of the joint likelihood also meets no computational problems. But 
the number of parameters is twice as large as with conditional maximum likelihood 
estimation. Therefore, Newton's algorithm might fail for large numbers of parameters (50 
or larger) due to the requirement of inverting the Hessian. 
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likelihood due to underflow errors. For maximization of the marginal likelihood the EM 
algorithm is advised. 
Efficiency 
. Fletcher and Powell's algorithm is superior with respect to speed of convergence both 
in maximizing the conditional and the joint likelihood. 
. Martin-Löf s algorithm can be speeded up with Aitken extrapolation formula to such 
degree that it is as efficient as Fletcher and Powell's algorithm. 
. The EM algorithm is as fast as Newton's and Fletcher and Powell's algorithm in 
maximizing of the marginal likelihood. 
. Minimization of Fischer's minchi criterion is simple and the fastest method to estimate 
the item parameters. 
Newton's algorithm has the advantage that the information matrix is obtained together with 
estimates of the model parameters. The inverse of the information matrix is the asymptotic 
covariance matrix of the parameter estimates. A practical method to obtain the covariance 
matrix for the other maximization algorithms is to do one Newton iteration after 
convergence is obtained. Such a method comes close to an algorithm in which the parameter 
estimates of a simple maximization algorithm serve as starting values for more complex 
maximization algorithms. A practical example of such a method might be the use of minchi 
estimates of the item parameters as starting values for conditional maximum likelihood 
estimation (see the RADI computer program of Raaijmakers & Van den Wollenberg 
(1979)). CML estimates of the item parameters might be used as starting values for marginal 
maximum likelihood estimation, and so on. 
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GLOSSARY OF NOTATION AND SYMBOLS 
The following rules have been adopted in this monograph: 
- stochastic variables are denoted by roman capitals, and their realizations by the 
corresponding lower cases; 
- vectors are denoted by underscored lower cases, matrices by capitals; the elements of 
vectors are denoted by a single subscript to the lower case, the elements of matrices are 
denoted with double subscripts to the lower case; 
- the subscript i generally refers to item i, the subscript ν generally refers to subject 
(person) v; 
- parameters are denoted by Greek characters. 
- estimators of parameters are denoted by hats; 
- in some sections we used somewhat different rules: in those sections all symbols are 
explicitly defined when they differ from the above rules. 
The following symbols are used: 
1. a, difficulty parameter of item i; sensitivity parameter of 
item i (LLRA); 
2. Θ
ν
 ability parameter of subject v; 
3. ρ(Χ
νι
=χ
νι
|Θ
ν
,α
Ι
) probability of the realization Xy, of the stochastic 
variable X^, which is a function of Θ
ν
 and a,; often 
abbreviated as f^ , or р
п
; the number of subjects is 
denoted by N and the number of items by k; 
к 
4. r
v
 = Y] xvi r a w s c o r e of subject v; 
1-1 
N 
5. л j = V x
vl item score of item i; 
6. ß, item discrimination parameter (Birnbaum model), 
regression parameter of covariate (predictor) yj 
(LLRM); basic parameter belonging to basic 
cognitive operation i (LLTM); 
к 
7. t
v
 = Σ Ρ ixvi weighted raw score (Birnbaum model); 
J - l 
8. τ, guessing parameter of item i (three parameter logistic 
149 
fti^xiaa) 
10. L
c
(X|La) 
11.8(Θ|2έ) 
12. К(Х\«&) 
13. Q 
14. Θ,,, 
15. δ^·β+1> 
16. (tf*+V 
17. ßf·'*1) 
18. τ^-*"1) 
ρ 
19. χ
ν Ι
 = 2^ Jfwt 
t - l 
20.6, 
21.x 2 
22. G 2 
23. ξ
ν
 = ехр( ) 
24. e, = expC-a,) 
25. ζ 
26. n
r 
27. π
Γ 
28. η
π 
29.7Γ
η 
model); 
joint likelihood of item responses X as a function of 
the parameter vectors 6) and a; 
conditional likelihood of item responses X given the 
raw scores г and given or, 
density function of θ as a function of the parameter 
vector & 
marginal likelihood of the item responses X as a 
function of the parameter vectors α and & 
matrix of weights (LLTM); 
the ability of subject ν that is measured by item i at 
time point t (LLRA); 
Θν,,+ι-Θ™ (LLRA); 
realization of predictor variable j by subject ν in 
between time points a and a+1 (LLRA); 
regression parameter of predictor qij' s + 1 ) (LLRA); 
intercept of linear change function denoting constant 
change in between time points a and a+1 (LLRA); 
raw score of subject ν on item i (summation of ρ time 
points: LLRA); 
random effect of the logistic regression model 
(LRRM); 
chi-square statistic; 
likelihood-ratio statistic; 
test statistic; 
number of subjects with raw score r; 
marginal probability of raw score r; 
number of subjects with raw score r and a positive 
response to item i; 
joint, conditional or marginal probability of a positive 
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response to i and raw score r (JML, MML), or given 
raw score r (CML); 
30. η number of subjects with raw score г and positive 
responses to i and j ; 
31. ir
nj conditional or marginal probability of positive 
responses to i and j given or and raw score r; 
32. η number of subjects with a positive response to i and 
a negative response to j ; 
33. iTy conditional probability of a positive response to i given 
that either i or j was positive; 
34. ij-y, probability of a positive response by ν on i; 
35. γ
Γ
(ε) or γ
Γ
 basic symmetric function of order r of e: 
Y o = l 
Yi = e^ez+.-.+fifc 
72 = е 1 е 2 + в , е з + . . . + е 1 е 1 + 1 + . . . + е к . 1 е к 
Уз = е і с 2 е з + . . . + e k . 2 e k . 1 e k 
Yk = G l e2— ek' 
Y W(e) or yO Η | U
 ; γ Ο .і)(е) or γ < ^ = ^ - ; 
36. ^(â,) standard error of the estimator α, (abbreviated as SE); 
37. â(r^ item parameter estimator in the group of subjects with 
raw score r; 
38. Ο
η
: odds-ratio estimator in the crosstable of items i and 
j given raw score r; 
39. О
мн
 Mantel-Haenszel weighted odds-ratio estimator; 
40. Rjj standardized residual; 
41. Σ covariance matrix; 
42. I Fisher's information matrix; 
43. Ц.(Х| ) conditional marginal likelihood of item responses X 
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given the matrix of predictors Y; 
44. H hessian matrix; 
45. _v gradient vector; 
46. μ mean. 
Abbreviations. 
JML: joint maximum likelihood; 
CML: conditional maximum likelihood; 
MML: marginal maximum likelihood; 
LR: logistic regression; 
RMSD: root mean square difference; 
SE: standard error; 
EM: expectation maximization (algorithm); 
MAP: maximum a posteriori; 
EAP: expectation a posteriori. 
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Summary 
In this dissertation some aspects of the Rasch model and some of its extensions 
for the analysis of dichotomous item responses are treated. The research that is described 
in this dissertation, is motivated by the wish to realize a flexible and users-friendly 
computerprogram for the Rasch model. For this reason, the focus of the research is on 
inventory and evaluation of existing methods to estimate the parameters of the model 
and to test the fit of the underlying assumptions to a set of item responses. 
In chapter 1, the Rasch model is introduced: the assumptions of the model and 
the construct of specific objectivity are discussed and two closely related item response 
models are described. Furthermore, several methods to estimate the item and the subject 
parameters are discussed. Also testing the assumptions of the Rasch model is considered. 
For the inventory and evaluation of testing methods, the distinction is used between tests 
that are based on the relation between a certain grouping of subjects and the item 
response probabilities, and tests that are based on the relations between item responses. 
This distinction will be used to organize the contents of chapter 3. Finally, three 
extensions of the Rasch model are considered. These models extend the applicability of 
the Rasch model and in this sense can be seen as generalisations of the Rasch model. 
However, in these extended models more assumptions are made, and therefore these 
models can also be seen as restricted versions of the Rasch model. It concerns the linear 
logistic test model (LLTM: Fischer, 1974) in which linear restrictions are imposed on the 
item parameters, the logistic test model with relaxed assumptions (LLRA: Fischer, 1983) 
for measuring change between repeated measurements with the same set of items, and 
the logistic regression Rasch model (Zwinderman, 1990) in which a regression model is 
imposed on the subject parameters. 
In chapter 2 an inventory and evaluation of the most important estimation and 
testing methods of the Rasch model is made. For this inventory, use is made of the 
construct of conjugated estimation and testing method. A test statistic is defined 
conjugated to an estimation method if the statistic is necessarily minimal when evaluated 
with the parameter estimates of the conjugated estimation method. When the statistic is 
not necessarily, but only asymptotically, minimal, then the statistic is called associated 
with the estimation method. Three different maximum likelihood methods (ML methods) 
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and one minimum chi-square method are discussed. Conjugated to the ML methods are 
likelihood-ratio statistics, and conjugated to minimum chi-square methods are Pearson 
chi-square statistics. Based on the concept of conjugated estimation and testing methods 
some new test statistics are developed. Moreover, two new estimation methods are 
suggested based on minimizing two Pearson chi-square test statistics that are associated 
with conditional ML estimation. Minimizing these two tests yields smaller values than 
evaluating the test statistics with the conditional ML estimators. 
In chapter 3 descriptive, diagnostic and heuristic methods to investigate the 
goodness of fit of the Rasch model for a set of item responses are considered. Existing 
methods are evaluated and some new methods are introduced. Descriptive methods are 
used in addition to statistical tests in case the latter have too much or not enough power 
to detect violation of the underlying assumptions. In case of a bad fit, diagnostic methods 
can be used to select those items that are chiefly responsible for the bad fit. Heuristic 
methods can be used to generate ideas over subsets of items for which a good fit of the 
Rasch model can be achieved. 
In chapter 4, the conditional and the marginal ML estimation methods are 
considered again. With the marginal ML method an additional assumption regarding the 
distribution of the subject parameters is made. The influence of violation of this 
assumption on the accuracy and the efficiency of the item parameter estimators and on 
the test statistics that are associated with the marginal ML method, is investigated. The 
item parameter estimators appeared to be relatively robust against violation of the 
assumed distribution of the subject parameters, although there is some loss of efficiency, 
but the test statistics appeared to be very sensitive to this violation. 
In chapter 5, it is considered whether auxiliary information in covariates can be 
used to enhance the accuracy and the efficiency of the item parameter estimators. The 
logistic regression model presented in chapter 1, section 1.5.3, is used for that purpose. 
In comparison with conditional ML estimation, the gain of accuracy and efficiency of the 
item parameter thus estimated, is not large. However, in comparison to marginal ML 
estimation, auxiliary information seems to be of some use, because violation of the 
assumed distribution of the subject parameters has much less influence. This is especially 
clear when the distribution of the subject parameters is bimodal. 
In chapter 6, algorithms to maximize the criteria that are used to estimate the 
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model parameters, are discussed. Several different algorithms are considered: the 
algorithm of Neider and Mead (1965), the steepest ascent algorithm, the algorithm of 
Newton, the algorithm of Fletcher and Powell (1963) and the algorithms of Martin-Löf. 
For the maximization of the marginal likelihood the EM algorithm is discussed in 
addition. In simulations, the algorithm of Fletcher and Powell appeared to be the most 
efficient. 
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Samenvatting 
Dit proefschrift behandelt enkele aspecten van het Rasch model en uitbreidingen 
daarvan voor de analyse van dichotome item responsen. Het onderzoek dat in dit 
proefschrift wordt beschreven, komt voort uit het streven tot het realiseren van een 
flexibel en gebruikersvriendelijk computerprogramma voor het Rasch model. Het accent 
in het onderzoek ligt daarom op het inventariseren en evalueren van bestaande 
methoden om de parameters van het model te schatten en om het passen van de 
onderliggende aannames voor een set item responsen te toetsen. 
In hoofdstuk 1 wordt het Rasch model ingeleid; de assumpties van het model en 
het daaraan gelieerde begrip van specifieke objectiviteit worden kort bediscussieerd en 
twee nauw verwante item response modellen worden kort beschreven. Verder worden 
verschillende methoden om de item en de persoonsparameters te schatten besproken. 
Ook wordt kort ingegaan op het toetsen van de onderliggende aannames van het model. 
Daarbij wordt alvast het onderscheid ingevoerd tussen toetsen die zijn gebaseerd op de 
relatie tussen een groepering van de personen en de item response kansen (eerste-orde 
realisaties) en toetsen die zijn gebaseerd op de relatie tussen item response kansen 
onderling (tweede-orde realisaties). Dit onderscheid wordt in hoofdstuk 3 gebruikt als 
organiserend principe. Tenslotte worden drie generalisaties van het Rasch model 
besproken. Deze generalisaties verruimen het toepassingsgebied van het Rasch model en 
generaliseren het oorspronkelijke Rasch model in die zin, maar met deze modellen 
worden meer aannames verondersteld en zijn in die zin specifieker dan het Rasch model. 
Het betreft het lineair logistisch test model (LLTM: Fischer, 1974), waarin lineaire 
restricties op de item parameters worden toegepast, het logistisch test model met minder 
sterke aannames (LLRA: Fischer, 1983) voor het meten van verandering tussen 
herhaalde metingen met een set items en het logistische regressie Rasch model 
(Zwinderman, 1990), waarbij een regressie model voor de persoonsparameters wordt 
verondersteld. 
In hoofdstuk 2 worden de belangrijkste schattings- en statistische test methoden 
van het Rasch model geïnventariseerd en geëvalueerd. Voor deze inventarisatie wordt 
gebruikt gemaakt van het begrip geconjugeerdheid van schattings- en test methode: een 
toetsgrootheid wordt geconjugeerd aan een schattingsmethode genoemd als de grootheid 
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noodzakelijkerwijze minimaal is in het geval de grootheid wordt geëvalueerd met de 
parameterschatters van de geconjugeerde schattingsmethode. Als de grootheid niet 
noodzakelijkerwijze, maar slechts asymptotisch, minimaal is, dan worden de 
toetsgrootheid en de schattingsmethode geassocieerd genoemd. Er worden drie maximale 
waarschijnlijkheidsmethoden (ML methoden) en een minimum chi-kwadraat 
schattingsmethode om de parameters van het Rasch model te schatten besproken. Met 
de ML schattingsmethoden zijn waarschijnlijkheidsratio toetsen geconjugeerd en met de 
minimum chi-kwadraat methode Pearson chi-kwadraat toetsen. Op basis van het begrip 
van geconjugeerde schattings- en test methode worden enkele nieuwe toetsen ontwikkeld. 
Verder worden twee nieuwe schattingsmethoden voorgesteld op basis van het 
minimaliseren van twee met de conditionele ML schattingsmethode geassocieerde 
Pearson chi-kwadraat toetsen. Het minimaliseren van deze toetsen leidt tot kleinere 
waarden dan wanneer zij worden geëvalueerd met de conditionele ML schatters. 
In hoofdstuk 3 worden descriptieve, diagnostische en heuristische methoden om 
de passing van het Rasch model voor een set item responsen te onderzoeken besproken 
en enkele nieuwe geïntroduceerd. Descriptieve methoden worden gebruikt als aanvulling 
van statistische toetsen om de modelpassing te onderzoeken in het geval deze laatste over 
te veel of te weinig power beschikken. Met diagnostische methoden wordt in het geval 
van slechte passing onderzocht welke items daarvoor verantwoordelijk zijn. Heuristische 
methoden worden gebruikt om een idee te krijgen over item subsets waarvoor eventueel 
wel een goede passing van het Rasch model bereikt kan worden. 
In hoofdstuk 4 worden de conditionele en marginale ML schattingsmethode nader 
onderzocht. Met de marginale ML methode wordt een additionele aanname gemaakt 
over de verdeling van de persoonsparameters in de populaties. De invloed van schending 
van deze aanname op de zuiverheid en de zekerheid van de item parameter schatters en 
op toetsen die zijn geassocieerd met de marginale ML methode, wordt onderzocht met 
behulp van simulaties. De item parameter schatters lijken relatief robuust voor schending 
van de aangenomen verdeling van persoonsparameters, al is er een zeker verlies van 
zekerheid, maar de met de marginale ML methode geassocieerde toetsen blijken 
hypergevoelig. 
In hoofdstuk 5 wordt onderzocht in hoeverre informatie in covariaten buiten de 
item responsen kan worden gebruikt om de zuiverheid en de zekerheid van de item 
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parameter schatters te vergroten. Daarvoor wordt het regressie model dat is besproken 
in hoofdstuk 1, sectie 1.5.3, gebruikt. In vergelijking met de conditionele ML 
schattingsmethode is de winst in zuiverheid en zekerheid niet groot. Vergeleken met de 
marginale ML schattingsmethode heeft een dergelijke regressie methode een voorkeur 
omdat schending van de aanname over de verdeling van de persoonsparameters minder 
invloed heeft. Dit is vooral duidelijk als de verdeling van de persoonsparameters 
bimodaal is. 
In hoofdstuk 6 worden algoritmes besproken voor het maximaliseren van de 
criteria die gebruikt worden om de model parameters te schatten. Er worden 
verschillende algoritmes vergeleken: die van Nelder en Mead (1965), de steepest ascent, 
de Newton, de Fletcher-Powell (1963) en de Martin-Löf algoritmes. Voor het 
maximaliseren van de marginale waarschijnlijkheid wordt bovendien nog het EM 
algoritme besproken. Met simulaties blijkt dat het algoritme van Fletcher en Powell in 
het algemeen het snelst is. 
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Stellingen 
1. Voor de diagnostische praktijk heeft de geschatte persoonsparameters van het Rasch model geen 
meerwaarde ten opzichte van de ruwe score vande klassieke test theorie. 
2. Het vaak genoemde voordeel van IRT modellen dat de assumpties toetsbaar zijn, geldt alleen voor het 
Rasch model en wordt meestal teniet gedaan door de praktijk van het interactieve zoeken naar passende 
items en het daardoor kapitaliseren op toevallige resultaten. 
3. De populariteit van latente variabele modellen in de Sociale Wetenschappen wordt verklaard door het 
feit dat in de onderzoekspraktijk vooral wordt geschaald. Als er vooral voorspeld zou worden, zouden latente 
variabele modellen in het algemeen veel minder populair zijn. 
4. Een belangrijk voordeel van het latente trek model met relaxed assumptions (LLRA) voor het onderzoek 
naar verandering van de kwaliteit van leven van kanker patiënten is dat er geen assumpties gemaakt hoeven 
worden over de dimensionaliteit van het construct kwaliteit van leven. (Zwindcrman, A.H. (1990). Statistics 
in Medicine, 10) 
5. Het voordeel van het LRRM is dat verbanden onderzocht kunnen worden zonder de persoonsparameters 
te hoeven schatten (Zwindennan, A.H. (1990). Psychometrika, in press; Zwindcrman, A.H. (1990). 
Methodika, in press) 
6. Het voordeel van de CML schattingsmethode dat deze onafhankelijk is van de persoonsparameters, komt 
goed uit in het LLRA wanneer in de loop van de tijd systematisch personen uitvallen op grond van de 
waarde van hun persoonsparameters. Met de CML methode is een dergelijk proces dat tot missende 
gegevens leidt, negeerbaar. (Zwindennan, A.H. (1990). Statistics in Medicine, 10) 
7. Met de CML methode wordt informatie met betrekking tot de structurele model parameters in de 
verdeling van de afdoende grootheden voor de incidentele parameters genegeerd. Dit feit is vooral evident 
in toepassingen van het LLRA in klinische experimenten. 
8. Dat de situatie waarin items worden aangeboden aan individuen van invloed is op de item moeilijkheden 
wordt onvoldoende onderkend in de meeste IRT modellen. 
9. Het feit dat sommige nederlandse universiteiten historische personen of plaatsen in hun vaandel voeren 
heeft nauwelijks historische achtergrond en is alleen een poging om zich zelf te verheffen boven de andere. 
Stellingen behorende bij het proefschrift van Koos Zwindennan, Studies of estimating and testing Rasch 
models, 3 juni 1991. 
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