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Abstract
In this paper we establish the general solution of the functional equation
f (2x + y) + f (2x − y) = f (x + y)+ f (x − y) + 2f (2x) − 2f (x)
and investigate the Hyers–Ulam–Rassias stability of this equation in quasi-Banach spaces.
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1. Introduction and preliminaries
In 1940, S.M. Ulam [15] gave a talk before the Mathematics Club of the University of Wis-
consin in which he discussed a number of unsolved problems. Among these was the following
question concerning the stability of homomorphisms.
Let (G1,∗) be a group and let (G2,, d) be a metric group with the metric d(·,·). Given
 > 0, does there exist δ() > 0 such that if a mapping h :G1 → G2 satisfies the inequality
d
(
h(x ∗ y),h(x)  h(y))< δ
for all x, y ∈ G1, then there is a homomorphism H :G1 → G2 with
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(
h(x),H(x)
)
< 
for all x ∈ G1?
In 1941, D.H. Hyers [8] considered the case of approximately additive mappings f :E → E′,
where E and E′ are Banach spaces and f satisfies Hyers inequality∥∥f (x + y) − f (x) − f (y)∥∥ 
for all x, y ∈ E. It was shown that the limit
L(x) = lim
n→∞
f (2nx)
2n
exists for all x ∈ E and that L :E → E′ is the unique additive mapping satisfying∥∥f (x) −L(x)∥∥ .
In 1978, Th.M. Rassias [12] provided a generalization of Hyers’ Theorem which allows the
Cauchy difference to be unbounded.
Quadratic functional equation was used to characterize inner product spaces [1,2,9]. Several
other functional equations were also to characterize inner product spaces. A square norm on an
inner product space satisfies the important parallelogram equality
‖x + y‖2 + ‖x − y‖2 = 2(‖x‖2 + ‖y‖2).
The functional equation
f (x + y) + f (x − y) = 2f (x) + 2f (y) (1.1)
is related to a symmetric bi-additive function [1,11]. It is natural that each equation is called
a quadratic functional equation. In particular, every solution of the quadratic equation (1.1) is
said to be a quadratic function. It is well known that a function f between real vector spaces is
quadratic if and only if there exists a unique symmetric bi-additive function B such that f (x) =
B(x, x) for all x (see [1,11]). The bi-additive function B is given by
B(x, y) = 1
4
(
f (x + y) − f (x − y)). (1.2)
A Hyers–Ulam stability problem for the quadratic functional equation (1.1) was proved by
Skof for functions f :E1 → E2, where E1 is a normed space and E2 is a Banach space (see [14]).
Cholewa [4] noticed that the theorem of Skof is still true if the relevant domain E1 is replaced
by an Abelian group. In the paper [5], Czerwik proved the Hyers–Ulam–Rassias stability of the
quadratic functional equation (1.1). Grabiec [7] has generalized these results mentioned above.
Jun and Lee [10] proved the Hyers–Ulam–Rassias stability of the pexiderized quadratic equa-
tion (1.1).
In this paper, we deal with the next functional equation deriving from quadratic and additive
functions:
f (2x + y) + f (2x − y) = f (x + y) + f (x − y) + 2f (2x) − 2f (x). (1.3)
It is easy to see that the function f (x) = ax2 + bx + c is a solution of the functional equa-
tion (1.3). The main purpose of this paper is to establish the general solution of Eq. (1.3) and
investigate the Hyers–Ulam–Rassias stability for Eq. (1.3).
We recall some basic facts concerning quasi-Banach spaces and some preliminary results.
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on X satisfying the following:
(i) ‖x‖ 0 for all x ∈ X and ‖x‖ = 0 if and only if x = 0.
(ii) ‖λx‖ = |λ|‖x‖ for all λ ∈R and all x ∈ X.
(iii) There is a constant K  1 such that ‖x + y‖K(‖x‖ + ‖y‖) for all x, y ∈ X.
It follows from condition (iii) that∥∥∥∥∥
2n∑
i=1
xi
∥∥∥∥∥Kn
2n∑
i=1
‖xi‖,
∥∥∥∥∥
2n+1∑
i=1
xi
∥∥∥∥∥Kn+1
2n+1∑
i=1
‖xi‖
for all integers n 1 and all x1, x2, . . . , x2n+1 ∈ X.
The pair (X,‖.‖) is called a quasi-normed space if ‖.‖ is a quasi-norm on X. The smallest
possible K is called the modulus of concavity of ‖.‖. A quasi-Banach space is a complete quasi-
normed space.
A quasi-norm ‖.‖ is called a p-norm (0 <p  1) if
‖x + y‖p  ‖x‖p + ‖y‖p
for all x, y ∈ X. In this case, a quasi-Banach space is called a p-Banach space.
By the Aoki–Rolewicz theorem [13] (see also [3]), each quasi-norm is equivalent to some
p-norm. Since it is much easier to work with p-norms than quasi-norms, henceforth we restrict
our attention mainly to p-norms.
2. Solutions of Eq. (1.3)
Throughout this section, X and Y will be real vector spaces. Before proceeding the proof of
Theorem 2.4 which is the main result in this section, we shall need the following two lemmas.
Lemma 2.1. If an even function f :X → Y with f (0) = 0 satisfies (1.3) for all x, y ∈ X, then f
is quadratic.
Proof. Note that, in view of the evenness of f, we have f (−x) = f (x) for all x ∈ X.
Replacing y by x + y in (1.3), we get by the evenness of f,
f (3x + y) + f (x − y) = f (2x + y) + f (y) + 2f (2x) − 2f (x) (2.1)
for all x, y ∈ X. If we replace y by −y in (2.1), we get by the evenness of f,
f (3x − y) + f (x + y) = f (2x − y) + f (y) + 2f (2x) − 2f (x) (2.2)
for all x, y ∈ X. If we add (2.1) to (2.2) and use (1.3), we have
f (3x + y) + f (3x − y) − 2f (y) = 6f (2x) − 6f (x) (2.3)
for all x, y ∈ X. Letting y = 0 in (2.3), we get
2f (3x) = 6f (2x) − 6f (x) (2.4)
for all x ∈ X. Once again letting y = 3x in (2.3), we get
f (6x) − 2f (3x) = 6f (2x) − 6f (x) (2.5)
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f (6x) = 4f (3x) (2.6)
for all x ∈ X. If we replace x by x/3 in (2.6), we get that
f (2x) = 4f (x) (2.7)
for all x ∈ X. Replacing y by 2y in (1.3) and using (1.3) and (2.7), we get
f (x + y) + f (x − y) = 2f (x) + 2f (y)
for all x, y ∈ X. Therefore the function f :X → Y is quadratic. 
Corollary 2.2. If an even function f :X → Y satisfies (1.3) for all x, y ∈ X, then the mapping
g :X → Y defined by
g(x) := f (x) − f (0)
is quadratic.
Lemma 2.3. If an odd function f :X → Y satisfies (1.3) for all x, y ∈ X, then f is additive.
Proof. Note that, in view of the oddness of f, we have f (−x) = −f (x) for all x ∈ X.
By letting y = x in (1.3), we get
f (3x) = 3f (2x) − 3f (x) (2.8)
for all x ∈ X. If we let y = 3x in (1.3), we get by the oddness of f,
f (5x) − f (4x) = f (2x) − f (x) (2.9)
for all x ∈ X. Once again, by letting y = 4x in (1.3), we get by the oddness of f,
f (6x) − f (5x) = 3f (2x) − 2f (x) − f (3x) (2.10)
for all x ∈ X. If we add (2.9) to (2.10) and use (2.8), we get that
f (6x) − f (4x) = f (2x)
and replacing x by x/2 gives
f (3x) − f (2x) = f (x) (2.11)
for all x ∈ X. It follows from (2.8) and (2.11) that
f (2x) = 2f (x) (2.12)
for all x ∈ X. Therefore (1.3) now becomes
f (2x + y) + f (2x − y) = f (x + y) + f (x − y) + 2f (x) (2.13)
for all x, y ∈ X. If we replace x in (2.13) by x/2 and multiply both sides of (2.13) by 2, we get
f (x + 2y) − f (2y − x) = 2f (x + y) + 2f (x − y) − 2f (x) (2.14)
for all x, y ∈ X. Replacing x and y by y and x in (2.13), respectively, we get
f (x + 2y) + f (2y − x) = f (x + y) − f (x − y) + 2f (y) (2.15)
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2f (x + 2y) = 3f (x + y) + f (x − y) − 2f (x) + 2f (y) (2.16)
for all x, y ∈ X. Replacing y by −y in (2.16), gives
2f (x − 2y) = 3f (x − y) + f (x + y) − 2f (x) − 2f (y) (2.17)
for all x, y ∈ X. Once again, if we replace x in (2.16) by x − y and multiply both sides of (2.16)
by 2, we get that
4f (x + y) = 6f (x) + 2f (x − 2y) − 4f (x − y) + 4f (y) (2.18)
for all x, y ∈ X. It follows from (2.17) and (2.18),
3f (x + y) + f (x − y) = 4f (x) + 2f (y) (2.19)
for all x, y ∈ X. Replacing y by −y in (2.19), we get
3f (x − y) + f (x + y) = 4f (x) − 2f (y) (2.20)
for all x, y ∈ X. It follows from (2.19) and (2.20),
f (x + y) = f (x) + f (y)
for all x, y ∈ X. Therefore the mapping f :X → Y is additive. 
Now we are ready to find out the general solution of (1.3).
Theorem 2.4. A function f :X → Y satisfies (1.3) for all x, y ∈ X if and only if there exist a
symmetric bi-additive function B :X × X → Y and an additive function A :X → Y such that
f (x) = B(x, x) + A(x) + f (0) for all x ∈ X.
Proof. If there exist a symmetric bi-additive function B :X × X → Y and an additive func-
tion A :X → Y such that f (x) = B(x, x) +A(x) + f (0) for all x ∈ X, it is easy to show that
f (2x + y) + f (2x − y) = 8B(x, x) + 2B(y, y) + 4A(x) + 2f (0)
= f (x + y) + f (x − y) + 2f (2x) − 2f (x)
for all x, y ∈ X. Therefore the function f :X → Y satisfies (1.3).
Conversely, we decompose f into the even part and the odd part by putting
fe(x) = f (x) + f (−x)2 and fo(x) =
f (x) + f (−x)
2
for all x ∈ X. It is clear that f (x) = fe(x) + fo(x) for all x ∈ X. It is easy to show that the
functions fe and fo satisfy (1.3). Hence by Corollary 2.2 and Lemma 2.3 we achieve that the
functions fe − f (0) and fo are quadratic and additive, respectively. Therefore there exists a
symmetric bi-additive function B :X × X → Y such that fe(x) = B(x, x) + f (0) for all x ∈ X
(see [1]). So
f (x) = B(x, x) +A(x) + f (0)
for all x ∈ X, where A(x) = fo(x) for all x ∈ X. 
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Throughout this section, assume that X is a quasi-normed space with quasi-norm ‖.‖X and
that Y is a p-Banach space with p-norm ‖.‖Y . Let K be the modulus of concavity of ‖.‖Y .
In this section, using an idea of Ga˘vruta [6] we prove the stability of Eq. (1.3) in the spirit
of Hyers, Ulam and Rassias. For convenience, we use the following abbreviation for a given
function f :X → Y :
Df (x, y) := f (2x + y) + f (2x − y) − f (x + y) − f (x − y) − 2f (2x) + 2f (x)
for all x, y ∈ X.
We will use the following lemma in this section.
Lemma 3.1. Let 0 p  1 and let x1, x2, . . . , xn be non-negative real numbers. Then(
n∑
i=1
xi
)p

n∑
i=1
x
p
i . (3.1)
Proof. Let a > 0 and let f,g : [0,∞) →R be functions defined by
f (x) = (x + a)p, g(x) = xp + ap (x  0).
It is clear that f ′(x) g′(x) for all x  0. Since f (0) = g(0), then f (x) g(x) for all x  0.
Hence the result has been proved for n = 2. By induction, one can obtain (3.1). 
Theorem 3.2. Let ϕ :X ×X → [0,∞) be a function such that
lim
n→∞ 4
nϕ
(
x
2n
,
y
2n
)
= 0 (3.2)
for all x, y ∈ X and
∞∑
i=1
4ipϕp
(
x
2i
,
y
2i
)
< ∞ (3.3)
for all x ∈ X and for all y ∈ {0, x,−2x,3x,4x}. Suppose that an even function f :X → Y with
f (0) = 0 satisfies the inequality∥∥Df (x, y)∥∥
Y
 ϕ(x, y) (3.4)
for all x, y ∈ X. Then the limit
Q(x) := lim
n→∞ 4
nf
(
x
2n
)
(3.5)
exists for all x ∈ X and Q :X → Y is a unique quadratic function satisfying∥∥f (x) −Q(x)∥∥
Y
 K
3
4
[
ψ˜e(x)
] 1
p (3.6)
for all x ∈ X, where
ψ˜e(x) :=
∞∑
i=1
4ip
{
2pϕp
(
x
3.2i
,
x
3.2i
)
+ ϕp
(
x
3.2i
,
x
2i
)
+ ϕp
(
x
3.2i
,
4x
3.2i
)
+ ϕp
(
x
3.2i
,− 2x
3.2i
)
+ ϕp
(
x
3.2i
,0
)}
. (3.7)
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Y
 ϕ(x, x + y) (3.8)
for all x, y ∈ X. Replacing y by −y in (3.8), we get∥∥f (3x − y) + f (x + y) − f (2x − y) − f (y) − 2f (2x) + 2f (x)∥∥
Y
 ϕ(x, x − y) (3.9)
for all x, y ∈ X. It follows from (3.4), (3.8) and (3.9),∥∥f (3x + y) + f (3x − y) − 2f (y) − 6f (2x) + 6f (x)∥∥
Y
K2
[
ϕ(x, y) + ϕ(x, x + y) + ϕ(x, x − y)] (3.10)
for all x, y ∈ X. By letting y = 0 and y = 3x in (3.10), we get the inequalities∥∥2f (3x) − 6f (2x) + 6f (x)∥∥
Y
K2
[
2ϕ(x, x) + ϕ(x,0)], (3.11)∥∥f (6x) − 2f (3x) − 6f (2x) + 6f (x)∥∥
Y
K2
[
ϕ(x,−2x) + ϕ(x,3x) + ϕ(x,4x)] (3.12)
for all x ∈ X. It follows from (3.11) and (3.12),∥∥f (6x) − 4f (3x)∥∥
Y
K3
[
2ϕ(x, x) + ϕ(x,3x) + ϕ(x,4x) + ϕ(x,−2x)+ ϕ(x,0)] (3.13)
for all x ∈ X. If we replace x by x/3 in (3.13) and let
ψ(x) = 2ϕ
(
x
3
,
x
3
)
+ ϕ
(
x
3
, x
)
+ ϕ
(
x
3
,
4x
3
)
+ ϕ
(
x
3
,−2x
3
)
+ ϕ
(
x
3
,0
)
(3.14)
for all x ∈ X, then we get∥∥f (2x) − 4f (x)∥∥
Y
K3ψ(x) (3.15)
for all x ∈ X. If we replace x in (3.15) by x2n+1 and multiply both sides of (3.15) by 4n, then we
have ∥∥∥∥4n+1f( x2n+1
)
− 4nf
(
x
2n
)∥∥∥∥
Y
K34nψ
(
x
2n+1
)
(3.16)
for all x ∈ X and all non-negative integers n. Since Y is a p-Banach space,∥∥∥∥4n+1f( x2n+1
)
− 4mf
(
x
2m
)∥∥∥∥p
Y

n∑
i=m
∥∥∥∥4i+1f( x2i+1
)
− 4if
(
x
2i
)∥∥∥∥p
Y
K3p
n∑
i=m
4ipψp
(
x
2i+1
)
(3.17)
for all non-negative integers m and n with n  m and all x ∈ X. Since 0 < p  1, then by
Lemma 3.1 we get from (3.14),
ψp(x) 2pϕp
(
x
3
,
x
3
)
+ ϕp
(
x
3
, x
)
+ ϕp
(
x
3
,
4x
3
)
+ ϕp
(
x
,−2x
)
+ ϕp
(
x
,0
)
(3.18)
3 3 3
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∞∑
i=1
4ipψp
(
x
2i
)
< ∞ (3.19)
for all x ∈ X. Therefore we conclude from (3.17) and (3.19) that the sequence {4nf ( x2n )} is a
Cauchy sequence for all x ∈ X. Since Y is complete, the sequence {4nf ( x2n )} converges for all
x ∈ X. So one can define the mapping Q :X → Y by (3.5) for all x ∈ X. Letting m = 0 and
passing the limit n → ∞ in (3.17), we get
∥∥f (x) −Q(x)∥∥p
Y
K3p
∞∑
i=0
4ipψp
(
x
2i+1
)
= K
3p
4p
∞∑
i=1
4ipψp
(
x
2i
)
(3.20)
for all x ∈ X. Therefore (3.6) follows from (3.18) and (3.20). Now, we show that Q is quadratic.
It follows from (3.2), (3.4) and (3.5),∥∥DQ(x,y)∥∥
Y
= lim
n→∞ 4
n
∥∥∥∥Df( x2n , y2n
)∥∥∥∥
Y
 lim
n→∞ 4
nϕ
(
x
2n
,
y
2n
)
= 0
for all x, y ∈ X. Therefore the mapping Q :X → Y satisfies (1.3). Since Q(0) = 0, then by
Lemma 2.1 we get that the mapping Q :X → Y is quadratic.
To prove the uniqueness of Q, let T :X → Y be another quadratic mapping satisfying (3.6).
Since
lim
n→∞ 4
np
∞∑
i=1
4ipϕp
(
x
2n+i
,
y
2n+i
)
= lim
n→∞
∞∑
i=n+1
4ipϕp
(
x
2i
,
y
2i
)
= 0
for all x ∈ X and for all y ∈ {0, x,−2x,3x,4x}, then
lim
n→∞ 4
npψ˜e
(
x
2n
)
= 0 (3.21)
for all x ∈ X. It follows from (3.6) and (3.21),∥∥Q(x) − T (x)∥∥p
Y
= lim
n→∞ 4
np
∥∥∥∥f( x2n
)
− T
(
x
2n
)∥∥∥∥p
Y
 K
3p
4p
lim
n→∞ 4
npψ˜e
(
x
2n
)
= 0
for all x ∈ X. So Q = T . 
Theorem 3.3. Let ϕ :X ×X → [0,∞) be a function such that
lim
n→∞
1
4n
ϕ
(
2nx,2ny
)= 0 (3.22)
for all x, y ∈ X and
∞∑ 1
4ip
ϕp
(
2ix,2iy
)
< ∞ (3.23)i=0
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f (0) = 0 satisfies the inequality (3.4) for all x, y ∈ X. Then the limit
Q(x) := lim
n→∞
1
4n
f
(
2nx
) (3.24)
exists for all x ∈ X and Q :X → Y is a unique quadratic function satisfying∥∥f (x) −Q(x)∥∥
Y
 K
3
4
[
ψ˜e(x)
] 1
p (3.25)
for all x ∈ X, where
ψ˜e(x) :=
∞∑
i=0
1
4ip
{
2pϕp
(
2ix
3
,
2ix
3
)
+ ϕp
(
2ix
3
,2ix
)
+ ϕp
(
2ix
3
,
4.2ix
3
)
+ ϕp
(
2ix
3
,−2
i+1x
3
)
+ ϕp
(
2ix
3
,0
)}
. (3.26)
Proof. If we replace x in (3.15) by 2nx and divide both sides of (3.15) to 4n+1, then we have∥∥∥∥ 14n+1 f (2n+1x)− 14n f (2nx)
∥∥∥∥
Y
 K
3
4n+1
ψ
(
2nx
) (3.27)
for all x ∈ X and all non-negative integers n. Since Y is a p-Banach space,∥∥∥∥ 14n+1 f (2n+1x)− 14mf (2mx)
∥∥∥∥p
Y

n∑
i=m
∥∥∥∥ 14i+1 f (2i+1x)− 14i f (2ix)
∥∥∥∥p
Y
 K
3p
4p
n∑
i=m
1
4ip
ψp
(
2ix
) (3.28)
for all non-negative integers m and n with nm and all x ∈ X. Since
∞∑
i=0
1
4ip
ψp
(
2ix
)
< ∞
for all x ∈ X, then (3.28) implies that the sequence { 14n f (2nx)} is a Cauchy sequence for all
x ∈ X. Since Y is complete, the sequence { 14n f (2nx)} converges for all x ∈ X. So one can define
the mapping Q :X → Y by (3.24) for all x ∈ X.
The rest of the proof is similar to the proof of Theorem 3.2. 
Corollary 3.4. Let θ, r, s be non-negative real numbers such that r, s > 2 or r, s < 2. Suppose
that an even function f :X → Y with f (0) = 0 satisfies the inequality∥∥Df (x, y)∥∥
Y
 θ
(‖x‖rX + ‖y‖sX) (3.29)
for all x, y ∈ X. Then there exists a unique quadratic function Q :X → Y which satisfies
∥∥f (x) −Q(x)∥∥
Y
K3θ
{
4 + 2p
3rp|4p − 2rp| ‖x‖
rp
X +
2p + 2sp + 3sp + 4sp
3sp|4p − 2sp| ‖x‖
sp
X
} 1
p
for all x ∈ X.
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ϕ(x, y) := θ(‖x‖rX + ‖y‖sX)
for all x, y ∈ X. 
Corollary 3.5. Let θ, r, s be non-negative real numbers such that λ = r + s 	= 2. Suppose that an
even function f :X → Y with f (0) = 0 satisfies the inequality∥∥Df (x, y)∥∥
Y
 θ‖x‖rX‖y‖sX (3.30)
for all x, y ∈ X. Then there exists a unique quadratic function Q :X → Y which satisfies
∥∥f (x) −Q(x)∥∥
Y
 K
3θ
3λ
{
2p + 2sp + 3sp + 4sp
|4p − 2λp|
} 1
p ‖x‖λX
for all x ∈ X.
Proof. In Theorems 3.2 and 3.3, let
ϕ(x, y) := θ‖x‖rX‖y‖sX
for all x, y ∈ X. 
Theorem 3.6. Let ϕ :X ×X → [0,∞) be a function such that
lim
n→∞ 2
nϕ
(
x
2n
,
y
2n
)
= 0 (3.31)
for all x, y ∈ X and
∞∑
i=1
2ipϕp
(
x
2i
,
y
2i
)
< ∞ (3.32)
for all x ∈ X and for all y ∈ {x,3x,4x}. Suppose that an odd function f :X → Y satisfies the
inequality (3.4) for all x, y ∈ X. Then the limit
A(x) := lim
n→∞ 2
nf
(
x
2n
)
(3.33)
exists for all x ∈ X and A :X → Y is a unique additive function satisfying
∥∥f (x) −A(x)∥∥
Y
 K
3
4
[
φ˜o(x)
] 1
p (3.34)
for all x ∈ X, where
φ˜o(x) :=
∞∑
i=1
2ip
{
ϕp
(
x
2i
,
x
2i
)
+ ϕp
(
x
2i+1
,
x
2i+1
)
+ ϕp
(
x
2i+1
,
3x
2i+1
)
+ ϕp
(
x
2i+1
,
2x
2i
)}
. (3.35)
A. Najati, M.B. Moghimi / J. Math. Anal. Appl. 337 (2008) 399–415 409Proof. By letting y = x, y = 3x and y = 4x in (3.4), we get the inequalities∥∥f (3x) − 3f (2x) + 3f (x)∥∥
Y
 ϕ(x, x), (3.36)∥∥f (5x) − f (4x) − f (2x) + f (x)∥∥
Y
 ϕ(x,3x), (3.37)∥∥f (6x) − f (5x) + f (3x) − 3f (2x) + 2f (x)∥∥
Y
 ϕ(x,4x) (3.38)
for all x ∈ X. It follows from (3.36), (3.37) and (3.38),∥∥f (6x) − f (4x) − f (2x)∥∥
Y
K2
[
ϕ(x, x) + ϕ(x,3x) + ϕ(x,4x)]
for all x ∈ X. If we replace x by x/2 in the last inequality, we obtain∥∥f (3x) − f (2x) − f (x)∥∥
Y
K2
{
ϕ
(
x
2
,
x
2
)
+ ϕ
(
x
2
,
3x
2
)
+ ϕ
(
x
2
,2x
)}
(3.39)
for all x ∈ X. Therefore we infer from (3.36) and (3.39) the inequality∥∥f (2x) − 2f (x)∥∥
Y
 K
3
2
{
ϕ(x, x) + ϕ
(
x
2
,
x
2
)
+ ϕ
(
x
2
,
3x
2
)
+ ϕ
(
x
2
,2x
)}
(3.40)
for all x ∈ X. For convenience, let
φ(x) := 1
2
{
ϕ(x, x) + ϕ
(
x
2
,
x
2
)
+ ϕ
(
x
2
,
3x
2
)
+ ϕ
(
x
2
,2x
)}
for all x ∈ X. If we replace x in (3.40) by x/2n+1 and multiply both sides of (3.40) by 2n, we
get ∥∥∥∥2n+1f( x2n+1
)
− 2nf
(
x
2n
)∥∥∥∥
Y
K32nφ
(
x
2n+1
)
(3.41)
for all x ∈ X and all non-negative integers n. Since Y is a p-Banach space,∥∥∥∥2n+1f( x2n+1
)
− 2mf
(
x
2m
)∥∥∥∥p
Y

n∑
i=m
∥∥∥∥2i+1f( x2i+1
)
− 2if
(
x
2i
)∥∥∥∥p
Y
K3p
n∑
i=m
2ipφp
(
x
2i+1
)
(3.42)
for all non-negative integers m and n with nm and all x ∈ X. Since
φp(x) 1
2p
{
ϕp(x, x) + ϕp
(
x
2
,
x
2
)
+ ϕp
(
x
2
,
3x
2
)
+ ϕp
(
x
2
,2x
)}
(3.43)
for all x ∈ X, therefore it follows from (3.32) and (3.43) that
∞∑
i=1
2ipφp
(
x
2i
)
< ∞ (3.44)
for all x ∈ X. Therefore we conclude from (3.42) and (3.44) that the sequence {2nf ( x2n )} is a
Cauchy sequence for all x ∈ X. Since Y is complete, the sequence {2nf ( x2n )} converges for all
x ∈ X. So one can define the mapping A :X → Y by (3.33) for all x ∈ X. Letting m = 0 and
passing the limit n → ∞ in (3.42), we get
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Y
K3p
∞∑
i=0
2ipφp
(
x
2i+1
)
= K
3p
2p
∞∑
i=1
2ipφp
(
x
2i
)
(3.45)
for all x ∈ X. Therefore (3.34) follows from (3.43) and (3.45). Now, we show that A is additive.
It follows from (3.4), (3.31) and (3.33),∥∥DA(x,y)∥∥
Y
= lim
n→∞ 2
n
∥∥∥∥Df( x2n , y2n
)∥∥∥∥
Y
 lim
n→∞ 2
nϕ
(
x
2n
,
y
2n
)
= 0
for all x, y ∈ X. Therefore the mapping T :X → Y satisfies (1.3). Since f is an odd function,
then (3.33) implies that the mapping A :X → Y is odd. Therefore by Lemma 2.3 we get that the
mapping A :X → Y is additive.
To prove the uniqueness of A, let T :X → Y be another additive mapping satisfying (3.34).
Since
lim
n→∞ 2
np
∞∑
i=1
2ipϕp
(
x
2n+i
,
y
2n+i
)
= lim
n→∞
∞∑
i=n+1
2ipϕp
(
x
2i
,
y
2i
)
= 0
for all x ∈ X and for all y ∈ {x,3x,4x}, then
lim
n→∞ 2
npφ˜o
(
x
2n
)
= 0 (3.46)
for all x ∈ X. It follows from (3.34) and (3.46),∥∥A(x) − T (x)∥∥p
Y
= lim
n→∞ 2
np
∥∥∥∥f( x2n
)
− T
(
x
2n
)∥∥∥∥p
Y
 K
3p
4p
lim
n→∞ 2
npφ˜o
(
x
2n
)
= 0
for all x ∈ X. So A = T . 
Theorem 3.7. Let ϕ :X ×X → [0,∞) be a function such that
lim
n→∞
1
2n
ϕ
(
2nx,2ny
)= 0 (3.47)
for all x, y ∈ X and
∞∑
i=0
1
2ip
ϕp
(
2ix,2iy
)
< ∞ (3.48)
for all x ∈ X and for all y ∈ {x,3x,4x}. Suppose that an odd function f :X → Y satisfies the
inequality (3.4) for all x, y ∈ X. Then the limit
A(x) := lim
n→∞
1
2n
f
(
2nx
) (3.49)
exists for all x ∈ X and A :X → Y is a unique additive function satisfying∥∥f (x) −A(x)∥∥
Y
 K
3 [
φ˜o(x)
] 1
p (3.50)4
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φ˜o(x) :=
∞∑
i=0
1
2ip
{
ϕp
(
2ix,2ix
)+ ϕp(2i−1x,2i−1x)
+ ϕp(2i−1x,3.2i−1x)+ ϕp(2i−1x,2i+1x)}. (3.51)
Proof. If we replace x in (3.40) by 2nx and divide both sides of (3.40) to 2n+1, then we have∥∥∥∥ 12n+1 f (2n+1x)− 12n f (2nx)
∥∥∥∥
Y
 K
3
2n+1
φ
(
2nx
) (3.52)
for all x ∈ X and all non-negative integers n. Since Y is a p-Banach space,∥∥∥∥ 12n+1 f (2n+1x)− 12mf (2mx)
∥∥∥∥p
Y

n∑
i=m
∥∥∥∥ 12i+1 f (2i+1x)− 12i f (2ix)
∥∥∥∥p
Y
 K
3p
2p
n∑
i=m
1
2ip
φp
(
2ix
) (3.53)
for all non-negative integers m and n with nm and all x ∈ X. Since
∞∑
i=0
1
2ip
φp
(
2ix
)
< ∞
for all x ∈ X, then (3.53) implies that the sequence { 12n f (2nx)} is a Cauchy sequence for all
x ∈ X. Since Y is complete, the sequence { 12n f (2nx)} converges for all x ∈ X. So one can define
the mapping A :X → Y by (3.49) for all x ∈ X.
The rest of the proof is similar to the proof of Theorem 3.6. 
Corollary 3.8. Let θ be a non-negative real number and let r, s be real numbers such that r, s > 1
or r, s < 1. Suppose that an odd function f :X → Y satisfies the inequality (3.29) for all x, y ∈ X
(for all x, y ∈ X\{0} when rs < 0). Then there exists a unique additive function A :X → Y which
satisfies
∥∥f (x) −A(x)∥∥
Y
 K
3θ
2
{
3 + 2rp
2rp|2p − 2rp| ‖x‖
rp
X +
1 + 2sp + 3sp + 4sp
2sp|2p − 2sp| ‖x‖
sp
X
} 1
p
for all x ∈ X (for all x ∈ X \ {0} when rs < 0).
Proof. In Theorems 3.6 and 3.7, let
ϕ(x, y) := θ(‖x‖rX + ‖y‖sX)
for all x, y ∈ X (for all x, y ∈ X \ {0} when rs < 0). 
Corollary 3.9. Let θ be a non-negative real number and let r, s be real numbers such that λ =
r + s 	= 1. Suppose that an odd function f :X → Y satisfies the inequality (3.30) for all x, y ∈ X
(for all x, y ∈ X \ {0} when rs < 0). Then there exists a unique additive function A :X → Y
which satisfies
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Y
 K
3θ
2λ+1
{
1 + 2λp + 3sp + 4sp
|2p − 2λp|
} 1
p ‖x‖λX
for all x ∈ X (for all x ∈ X \ {0} when λ < 0).
Proof. In Theorems 3.6 and 3.7, let
ϕ(x, y) := θ‖x‖rX‖y‖sX
for all x, y ∈ X (for all x, y ∈ X \ {0} when rs < 0). 
We now prove our main theorems in this section.
Theorem 3.10. Let ϕ :X × X → [0,∞) be a function which satisfies (3.2) for all x, y ∈ X
and (3.3) for all x ∈ X and for all y ∈ {0, x,−2x,3x,4x}. Suppose that a function f :X → Y
with f (0) = 0 satisfies the inequality (3.4) for all x, y ∈ X. Then there exist a unique quadratic
function Q :X → Y and a unique additive function A :X → Y satisfying (1.3) and∥∥f (x) −Q(x) −A(x)∥∥
Y
 K
5
8
{[
ψ˜e(x) + ψ˜e(−x)
] 1
p + [φ˜o(x) + φ˜o(−x)] 1p } (3.54)
for all x ∈ X, where ψ˜e(x) and φ˜o(x) has been defined in (3.7) and (3.35), respectively, for all
x ∈ X.
Proof. Let fe(x) = f (x)+f (−x)2 for all x ∈ X. Then fe(0) = 0, fe(−x) = fe(x) and∥∥Dfe(x, y)∥∥Y  K2 [ϕ(x, y) + ϕ(−x,−y)]
for all x, y ∈ X. Let
Φ(x,y) = K
2
[
ϕ(x, y) + ϕ(−x,−y)]
for all x, y ∈ X. So
lim
n→∞ 4
nΦ
(
x
2n
,
y
2n
)
= 0
for all x, y ∈ X. Since
Φp(x, y) K
p
2p
[
ϕp(x, y) + ϕp(−x,−y)]
for all x, y ∈ X, then
∞∑
i=1
4ipΦp
(
x
2i
,
y
2i
)
< ∞
for all x ∈ X and for all y ∈ {0, x,−2x,3x,4x}. Hence, in view of Theorem 3.2, there exists a
unique quadratic function Q :X → Y satisfying∥∥fe(x) −Q(x)∥∥Y  K34 [Ψ˜e(x)] 1p (3.55)
for all x ∈ X, where
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∞∑
i=1
4ip
{
2pΦp
(
x
3.2i
,
x
3.2i
)
+Φp
(
x
3.2i
,
x
2i
)
+ Φp
(
x
3.2i
,
4x
3.2i
)
+ Φp
(
x
3.2i
,− 2x
3.2i
)
+ Φp
(
x
3.2i
,0
)}
.
It is clear that
Ψ˜e(x)
Kp
2p
[
ψ˜e(x) + ψ˜e(−x)
]
for all x ∈ X. Therefore it follows from (3.55)∥∥fe(x) −Q(x)∥∥Y  K48 [ψ˜e(x) + ψ˜e(−x)] 1p (3.56)
for all x ∈ X. Let fo(x) = f (x)−f (−x)2 for all x ∈ X. Then fo(0) = 0, fo(−x) = −fo(x) and∥∥Dfo(x, y)∥∥Y Φ(x,y)
for all x, y ∈ X. From Theorem 3.6, it follows that there exists a unique additive func-
tion A :X → Y satisfying∥∥fo(x) −A(x)∥∥Y  K34 [Φ˜o(x)] 1p (3.57)
for all x ∈ X, where
Φ˜o(x) :=
∞∑
i=1
2ip
{
Φp
(
x
2i
,
x
2i
)
+ Φp
(
x
2i+1
,
x
2i+1
)
+Φp
(
x
2i+1
,
3x
2i+1
)
+Φp
(
x
2i+1
,
2x
2i
)}
. (3.58)
Since
Φ˜o(x)
Kp
2p
[
φ˜o(x) + φ˜o(−x)
]
for all x ∈ X, it follows from (3.57)∥∥fo(x) −A(x)∥∥Y  K48 [φ˜o(x) + φ˜o(−x)] 1p (3.59)
for all x ∈ X. Hence (3.54) follows from (3.56) and (3.59). 
Theorem 3.11. Let ϕ :X × X → [0,∞) be a function which satisfies (3.47) for all x, y ∈ X
and (3.48) for all x ∈ X and for all y ∈ {0, x,−2x,3x,4x}. Suppose that a function f :X → Y
with f (0) = 0 satisfies the inequality (3.4) for all x, y ∈ X. Then there exist a unique quadratic
function Q :X → Y and a unique additive function A :X → Y satisfying (1.3) and∥∥f (x) −Q(x) −A(x)∥∥
Y
 K
5
8
{[
ψ˜e(x) + ψ˜e(−x)
] 1
p + [φ˜o(x) + φ˜o(−x)] 1p } (3.60)
for all x ∈ X, where ψ˜e(x) and φ˜o(x) has been defined in (3.26) and (3.51), respectively, for all
x ∈ X.
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Corollary 3.12. Let θ, r, s be non-negative real numbers such that r, s > 2 or r, s < 1. Suppose
that a function f :X → Y with f (0) = 0 satisfies the inequality (3.29) for all x, y ∈ X. Then
there exists a unique quadratic function Q :X → Y and a unique additive function A :X → Y
satisfying (1.3) and∥∥f (x) −Q(x) −A(x)∥∥
Y
 K
5θ
2
{
2
[
4 + 2p
3rp|4p − 2rp| ‖x‖
rp
X +
2p + 2sp + 3sp + 4sp
3sp|4p − 2sp| ‖x‖
sp
X
] 1
p
+
[
3 + 2rp
2rp|2p − 2rp| ‖x‖
rp
X +
1 + 2sp + 3sp + 4sp
2sp|2p − 2sp| ‖x‖
sp
X
] 1
p
}
for all x ∈ X.
Proof. Let ϕ :X ×X → [0,∞) be a function defined by
ϕ(x, y) := θ(‖x‖rX + ‖y‖sX).
It is clear that∥∥Dfe(x, y)∥∥Y Kφ(x, y), ∥∥Dfo(x, y)∥∥Y Kφ(x, y)
for all x, y ∈ X. Therefore the result follows from Corollaries (3.4) and (3.8). 
Corollary 3.13. Let θ, r, s be non-negative real numbers such that λ = r + s ∈ (−∞,1) ∪
(2,+∞). Suppose that a function f :X → Y with f (0) = 0 satisfies the inequality (3.30) for
all x, y ∈ X. Then there exists a unique Quadratic function Q :X → Y and a unique additive
function A :X → Y satisfying (1.3) and
∥∥f (x) −Q(x) −A(x)∥∥
Y
K5θ
{
1
3λ
[
2p + 2sp + 3sp + 4sp
|4p − 2λp|
] 1
p
+ 1
2λ+1
[
1 + 2λp + 3sp + 4sp
|2p − 2λp|
] 1
p
}
‖x‖λX
for all x ∈ X.
Proof. Let ϕ :X ×X → [0,∞) be a function defined by
ϕ(x, y) := θ‖x‖rX‖y‖sX.
It is clear that∥∥Dfe(x, y)∥∥Y Kφ(x, y), ∥∥Dfo(x, y)∥∥Y Kφ(x, y)
for all x, y ∈ X. Therefore the result follows from Corollaries 3.5 and 3.9. 
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