Abstract-It is known that a stochastic approximation (SA) analogue of the deterministic Newton-Raphson algorithm provides an asymptotically optimal or near-optimal form of stochastic search. However, directly determining the required Jacobian matrix (or Hessian matrix for optimization) has often been difficult or impossible in practice. This paper presents a general adaptive SA algorithm that is based on a simple method for estimating the Jacobian matrix while concurrently estimating the primary parameters of interest. Relative to prior methods for adaptively estimating the Jacobian matrix, the paper introduces two enhancements that generally improve the quality of the estimates for underlying Jacobian (Hessian) matrices, thereby improving the quality of the estimates for the primary parameters of interest. The first enhancement rests on a feedback process that uses previous Jacobian estimates to reduce the error in the current estimate. The second enhancement is based on the formation of an optimal weighting of "per-iteration" Jacobian estimates. Given its basis in the simultaneous perturbation mechanism, the algorithm requires only a small number of loss function or gradient measurements per iteration-independent of the problem dimension-to adaptively estimate the Jacobian matrix and parameters of primary interest. This paper provides the basic idea together with some analytical justification and a small-scale numerical evaluation.
I. INTRODUCTION tochastic approximation (SA) represents an important class of stochastic search algorithms for purposes of minimizing loss functions and/or finding roots of multivariate equations in the face of noisy measurements. This paper presents an approach for accelerating the convergence of SA algorithms through two enhancements to the adaptive simultaneous perturbation SA (SPSA) approach in Spall (2000) . This adaptive algorithm is a stochastic analogue of the famous Newton-Raphson algorithm of deterministic nonlinear programming. Both enhancements are aimed at improving the quality of the estimates for underlying Jacobian (Hessian) matrices, thereby improving the quality of the estimates for the primary parameters of interest.
The first enhancement improves the quality of the Jacobian estimates through a feedback process that uses the previous Jacobian estimates to reduce the error. The second enhancement improves the quality via the formation of an optimal weighting of "per-iteration" Jacobian estimates.
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The simultaneous perturbation idea of varying all the parameters in the problem together (rather than one-at-atime) is used to form the per-iteration Jacobian estimates. This leads to a more efficient adaptive algorithm than traditional finite-difference methods. The results apply in both the gradient-free optimization (Kiefer-Wolfowitz) and stochastic root-finding (Robbins-Monro) SA settings. This paper introduces the basic ideas associated with the two enhancements and presents a small-scale numerical study.
The basic problem of interest will be the root-finding problem. That is, for a function g( ): . Note that the Jacobian matrix is a Hessian matrix of L when g represents the gradient of L. As described in Spall (2000) , simultaneous perturbation ideas that are used for gradient estimation in Spall (1992) can also be used for the per-iteration Jacobian matrix estimation as part of an adaptive stochastic approximation algorithm.
Certainly others have looked at ways of enhancing the convergence of SA. A relatively recent review of many such methods is in Spall (2003, Sect. 4.5) . For the root-finding setting, and Wei (1987) develop stochastic Newton-like algorithms by forming a Jacobian estimates via finite differences of g measurements. In the optimization setting (using noisy measurements of L), Fabian (1971) forms estimates of the gradient and Hessian by using, respectively, a finite-difference approximation and a set of differences of finite-difference approximations. This requires O(p 2 ) loss function measurements for each update of the estimate, which is extremely costly when p is large. There are also numerous means for adaptively estimating a Jacobian (especially Hessian) matrix in special SA estimation settings where one has detailed knowledge of the ThB09.1 underlying model (see, e.g., Macchi and Eweda, 1983; Yin and Zhu, 1992) ; while these are more efficient than the general adaptive approaches mentioned above, they are more restricted in their range of application.
Another approach aimed at achieving Newton-like convergence in a stochastic setting is iterate averaging (e.g., Polyak and Juditsky, 1992) . While iterate averaging is conceptually appealing due to its ease of implementation, Spall (2003, Sect. 4.5) shows that iterate averaging often does not produce the expected efficiency gains due to the lag in realizing an SA iteration process that approximately bounces uniformly around the solution. Kushner and Yang (1995) (see also Kushner and Yin, 2003, p . 76) present a method using feedback that is slightly similar to that here to improve iterate averaging in certain cases, but this method will not fundamentally cope with the above-mentioned issue of a lag in the SA iterates. Hence, there is strong motivation to find theoretically justified and practically useful methods for building adaptive SA algorithms based on efficient estimates of the Jacobian matrix.
In particular, in the optimization case, only four noisy measurements of the loss function L are needed at each iteration to estimate both the gradient and Hessian for any dimension p. In the root-finding case, three noisy measurements of the root-finding function g are needed at each iteration (for any p) to estimate the function and its Jacobian matrix. Although the adaptive SPSA method is a relatively simple approach, care is required in implementation just as in any other second-order-type approach (deterministic or stochastic); this includes the choice of initial condition and the choice of gain ("step size") coefficients to avoid divergence.
Section II describes the general adaptive SPSA approach, including the form of the per-iteration Jacobian estimates. Section III decomposes the per-iteration estimates to expose the terms comprising the errors in the estimates and Section IV uses this decomposition to present the feedbackbased term in the enhanced adaptive recursion. Section V derives the optimal weighting for the feedback-based periteration estimates with the aim of reducing the error in the cumulative Jacobian estimates. Section VI is a summary of a numerical study.
II. THE PER-ITERATION JACOBIAN (HESSIAN) ESTIMATE IN
THE ADAPTIVE SPSA ALGORITHM The algorithm here has two parallel recursions, with one of the recursions being a stochastic version of the NewtonRaphson method for estimating and the other being a weighted average of per-iteration (feedback-based) Jacobian estimates to form a best current estimate of the Jacobian matrix:
some unbiased or nearly unbiased estimate of
p×p {invertible p p matrices} is a mapping designed to cope with possible noninvertibility of k H , 0 w k 1 is a weight to apply to the new input to the recursion for k H , is a per-iteration estimate of H = H( ), and ˆk Hˆk is the feedback-based adjustment that is aimed at improving the per-iteration estimate. The two recursions above are identical to those in Spall (2000) with the exception of the more general weighting w k in the second recursion (w k = 1 ( 1) k in Spall, 2000, equivalent to a recursive calculation of the sample mean of the per-iteration H( ) estimates) and the inclusion of the adjustment ˆk . Note that at k = 0 in (2.1b), 
where the indicated square root is the (unique) positive definite square root (e.g., sqrtm in Matlab) and k > 0 is some small number as above.
Let us now present the basic per-iteration Jacobian estimate , as given in Spall (2000) . The form of this estimate will motivate the feedback-based modification that is one of the main purposes of this paper. This feedback modification is introduced in Section III. As with the basic first-order SPSA algorithm, let ĉ k Hˆk k be a positive scalar such that c k 0 as k
T be a user-generated mean-zero random vector with finite inverse moments; further conditions on c k , k , and other relevant quantities are given in Spall (2000) . These conditions are close to those of basic SPSA in Spall (1992) (e.g., k being a vector of independent Bernoulli 1 random variables satisfies the conditions on the perturbations, but a vector of uniformly or normally distributed random variables does not). Examples of valid gain sequences are given in Spall (2000) ; see also the numerical study in Section VII below for some specific instances.
The formula for at each iteration is ˆk H 
and, depending on the setting, the function may or may not be the same as the function G 1a) . In particular, when forming a simultaneous perturbation (or even finite difference) estimate for g( ) based on values of the loss function L( ), there are advantages to using a onesided gradient approximation in order to reduce the total number of function evaluations (vs. the standard two-sided form that would typically be used to construct G k ). In other cases, one may have direct unbiased measurements of g( ) (e.g., Chap. 5 of Spall, 2003) , implying that = G
Note that all elements of are varied simultaneously (and randomly) in forming as opposed to the finitedifference forms in, for example, Fabian (1971) and , where the elements of are changed deterministically one at a time. The symmetrizing operation in the second line of (2.2) (the multiple 1/2 and the indicated sum) is convenient in the optimization case in order to maintain a symmetric Hessian estimate at each k. In the general root-finding case, where H( ) represents a Jacobian matrix, the symmetrizing operation should not typically be used (i.e., the first line of (2.2) applies). 
where H ij denotes the ij th component of H. As in (2.3), the expectation in (2.4) removes the noisy error associated with the difference in the i th component of the g measurements . In the case where exact g values are available (i.e., = g, such as when is an exact value of the gradient of a log-likelihood function), then
(without the conditional expectation) is equal to the righthand side of (2.4). Because ( k kj E ) = 0 for all j by the assumptions for k , it is known that the expectation of the second (summation) term on the right-hand side of (2. ; the noise is based on the remaining mean-zero error from the differences
) ; and the bias is as shown in the last term on the right-hand side of (2.4). Note that , where c k and k are as defined above for .
These two measurements will be used to generate ˆk Ĥ ( ) k k G in the conventional SPSA manner, in addition to being employed toward generating the one-sided gradient approximations
. Two additional measurements are used in generating the one-sided approximations as follows: k ; see Spall, 2000) . Suppose that L is four times continuously differentiable. Let and be the measurement noises: pertains to whether = ), and denotes the Kronecker product. Note that it is sufficient to work with the first line of (2.2) in characterizing the error for the second line (relevant for the Hessian estimation here), as the second line is trivially constructed from the first line. Substituting the expansion for above into the first line of (2.2), the ijˆk where the probabilistic term reflects the difference of third-order contributions in each of the two gradient approximations. The numerator of the first term on the righthand side of (3.1) can be written as
O c Hence, from (3.1), we have (1) (
Note that the four expressions to the right of the first plus sign on the right-hand side of (3.3) represent the error in the estimate of ( ) ij k
H
. The last three of these expressions either go to zero (almost surely, a.s.) with k (the two big-O expressions) or are based on the noise terms, 
B. Error for Estimates Based on Values of g
We now consider the case where direct (but possibly noisy) values of g are available. Hence, direct measurements = are used for
, where e k is a mean-zero noise term (not necessarily independent or identically distributed across k). The analysis in this case is easier than that in Subsection III.A as a consequence of having the direct measurements of g. As in Subsection III.A, it is sufficient to work with the first line of (2.2) in characterizing the error for the second line (relevant for the Hessian estimation here). Using the expansion in (3.2), the ij th component of the first line of (2.2) is (1) ( The table below presents the results of this small-scale study. In each row to the table, the standard and enhanced algorithms are run with the same gain sequences as indicated in the table. The gains are chosen to satisfy convergence conditions and the critical step-size coefficient a is approximately "tuned" to optimize the performance of the standard 2SG method for a given number of iterations and choice of gain coefficients and (governing the decay rates of the two sequences). Each sample mean represents 40 independent runs. The indicated P-values are based on the standard two-sample t-test and represent the probability in a future experiment of the two sample means being at least as far apart as the observed sample means under the null hypothesis that the true means are identical. All indicated Pvalues are relatively small, consistent with the enhanced 2SG algorithm being statistically significantly better than the standard 2SG algorithm (i.e., rejecting the null hypothesis of equality of means). 
Sample means for terminal values of normalized loss functions

