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In the past several years, observational entropy has been developed as both a (time-dependent)
quantum generalization of Boltzmann entropy, and as a rather general framework to encompass
classical and quantum equilibrium and non-equilibrium coarse-grained entropy. In this paper we
review the construction, interpretation, most important properties, and some applications of this
framework. The treatment is self-contained and relatively pedagogical, aimed at a broad class of
researchers.
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I. INTRODUCTION
If you ask a working physicist “what is energy?” you
are likely to get a reply close to “a conserved quantity as-
sociated with the time-translation invariance of the laws
of physics.” But if you ask what the — arguably equally
fundamental — concept of entropy means, you are likely
to receive a bizarrely diverse set of answers. It is a ther-
modynamic quantity related to heat transfer and tem-
perature. It quantifies the genericity of the set of macro-
scopic properties that a system has. It is a measure of
the information in a system. It is a measure of the uncer-
tainty in a system. It measures the quantum correlations
between one part of a system and another. It is a quantity
that increases in a closed system, per the second law of
thermodynamics, underlying the arrow of time. It is one
fourth of the area of an event horizon, in Planck units.
And so on, each with a fairly distinct mathematical def-
inition. These notions are certainly related, and some of
the relations are fairly clear; but some are quite obscure
or ambiguous, both conceptually and mathematically.1
Over the past several years the authors and others have
developed the framework of observational entropy [1–7].
Starting as a quantum version of Boltzmann entropy,2
observational entropy has evolved into a way to mathe-
matically and conceptually unify many of these disparate
∗ dsafrane@ucsc.edu
1 For example how does a system in a pure state have both zero
von Neumann entropy and nonzero thermodynamic entropy?
Does black hole entropy correspond to entanglement, or coarse-
graining? If information is preserved in a closed system, and
entropy is information, how does entropy increase? etc.
2 A generalization of Boltzmann entropy to quantum systems was
first proposed by von Neumann citing personal discussion with
Eugene Wigner [8]. He did this after expressing dissatisfaction
with the von Neumann entropy as a proper measure of thermo-
dynamic entropy, since it is “computed from the perspective of
an observer who can carry out all measurements that are possi-
ble in principle, i.e., regardless of whether they are macroscopic
(for example, there every pure state has entropy 0, only mix-
tures have entropies greater than 0!).” Since then the concept,
also called “coarse-grained” entropy has appeared in literature
both in quantum [9–12] and classical [10, 13–17] systems, but
has been studied systematically only very recently.
concepts. Given a system’s state space, a probability
density over this space, and one or more coarse-grainings
of the space into distinct measurement outcomes, an ob-
server could obtain knowledge of the system by perform-
ing the measurement. Observational entropy corresponds
to the uncertainty in, i.e. lack of, this knowledge.
This framework is general enough to include both clas-
sical and quantum systems (and even more general ones),
and also to correspond to many other entropies as spe-
cial cases. If, for example, the coarse-graining is really
a “fine-graining” into individual states, observational en-
tropy can become Gibbs or von Neumann entropy. If the
measurements can access only part of a multipartite sys-
tem, observational entropy can be used to define a gener-
alization of entanglement entropy. If the coarse-graining
is in energy, observational entropy corresponds to equilib-
rium thermodynamic entropy, and with further localized
coarse graining in position also provides a definition of
non-equilibrium thermodynamic entropy. By including a
bath that is coarse-grained over, the framework can also
be applied to open systems.
Coarse-graining is, of course, a very widely used con-
cept, and while relatively novel when considered in full,
the framework uses much of the same coarse-graining
formalism that is sometimes precisely and sometimes
loosely defined and used in the other fields of physics
including the consistent histories quantum theory [18–
20], Kolmogorov-Sinai entropy [13, 21–23], topological
entropy [21, 23], entropy of an observable/entropy of par-
tition [23–26], Black holes [12, 27], and coarse-grained
free energies (with applications in fluid dynamics [28–
30], chemical engineering [31–33], statistical mechanics of
fields and renormalization group [34–37], and field theory
in the guise of renormalization [38]).
The aim of this paper is to provide a concise but fairly
complete treatment of the observational entropy frame-
work and its physical motivations, along with some of
the main results of the current state-of-the-art. We will
start with the quantum version in Sec. II with a sin-
gle coarse-graining, then generalize to multiple coarse-
grainings and classical physics in the next two sections.
In Sec. V we define local coarse-grainings and connect
with entanglement, and in Sec.VI apply the framework to
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2concrete example systems and explicitly construct coarse-
grainings yielding equilibrium and non-equilibrium ther-
modynamic entropy. In the concluding Sec.VII, we sum-
marize and point out some open questions and directions
forward.
II. CONSTRUCTION
Let us assume that the Hilbert space can be decom-
posed into a direct sum of orthogonal subspaces H =⊕iHi, where each subspace corresponds to a macrostate
specifying a single macroscopic property of the system
(such as energy or number of particles).3 Defining Pˆi as
the projector onto a subspace Hi, the set C = {Pˆi} forms
a set of Hermitian (Pˆ †i = Pˆi) orthogonal (PˆiPˆj = Pˆiδij)
projectors that form a partition of unity (∑i Pˆi = Iˆ),
termed a coarse-graining. Since a macroscopic property
determined by a measuring apparatus is described by an
observable, a natural way to specify a coarse-graining is
via the spectral decomposition of an observable opera-
tor Aˆ = ∑a a Pˆa (each a assumed to be distinct), with
associated coarse-graining CAˆ = {Pˆa}.
The probability that a quantum state ρˆ will be found
in a given macrostate can be calculated as pi = tr[Pˆiρˆ].
Equivalently, we can say that this is the probability that
a system described by a quantum state ρˆ will be found to
have value i of a macroscopic property, when performing
a coarse-grained measurement on it, in the basis given by
the coarse-graining.
Now, following Boltzmann’s original conception, if we
assume that an observer cannot distinguish between dif-
ferent microstates k within the same macrostate i, we
may associate the same probability pi,k = pi/Vi to ev-
ery microstate (given by a pure quantum state) in the
macrostate, where Vi = dim(Hi) = tr[Pˆi] is the number
of orthogonal pure states that fit into the macrostate;
we call Vi volume of the macrostate. With this assign-
ment, the statistical entropy that the observer associates
with the system can be taken be the Shannon entropy of
probabilities the pi,k:
−∑
i,k
pi,k lnpi,k. (1)
This, after inserting pi,k = pi/Vi, reduces to
SC ≡ −∑
i
pi ln
pi
Vi
, (2)
which defines observational entropy with a single coarse-
3 Some authors [18] simply use the term “property” synonymously
with “macrostate,” which is a useful conceptualization.
graining.4
We can view this definition as a contribution of two
separate terms,
SC = ⟨− lnpi⟩pi + ⟨lnVi⟩pi = SSh(pi) + ⟨SB(i)⟩pi , (3)
the first being the Shannon entropy of an observable,5 de-
scribing uncertainty in obtaining a specific (macro-) mea-
surement outcome, and the second being the mean Boltz-
mann entropy describing expected uncertainty regarding
the (micro-)state of the system after the measurement.
This entropy can be therefore interpreted as the uncer-
tainty associated with the system if the observer were to
make the measurement, without actually doing so. In
other words, it can be viewed as the average uncertainty
inferred about the state by making the measurement. If
the measurement were performed, the entropy associated
with the system after obtaining a measurement result i
would be the Boltzmann entropy SB(i) = lnVi.
Unlike in classical systems, in quantum systems mi-
crostates ∣ψ⟩ can span multiple macrostates. When asso-
ciating entropy to such a state, averaging over Boltzmann
entropies is therefore necessary – the only alternative be-
ing to say that the state is in a superposition of states
with distinct Boltzmann entropies [39]. It is important
to note, however, that both parts SSh(pi) and ⟨SB(i)⟩pi
are important since either of those would suffer of some
pathological behavior if it was just by itself. For exam-
ple, if there are M measurement outcomes, the Shannon
entropy is bounded by SSh(pi) ≤ lnM . Then, if coarse-
graining is defined by a complete set of observables, then
each element has dimension 1 (corresponding to rank-1
projectors), and mean Boltzmann entropy ⟨SB(i)⟩pi is
always zero, independent of the state. In either case,
SSh(pi) and ⟨SB(i)⟩pi by themselves are more informa-
tive of the measurement rather than of the state of the
system. It is only the sum of the two that can be inter-
preted as an entropy of associated with the system.
With this in mind, Observational entropy can be seen
as a quantum generalization of both the Shannon and
Boltzmann entropies of a measurement, with each repre-
senting a particular limit.
III. MULTIPLE COARSE-GRAININGS
Naturally, one can ask what entropy to attribute to
a system if an observer performs not just one, but two
or more measurements. This calls for a generalization of
4 For a single coarse-graining, we can also define the coarse-grained
density matrix ρˆcg = ∑i pi PˆiVi , and define SC ≡ SvN(ρˆcg). This
type of definition is common in literature [10, 12]. However, for
multiple coarse-grainings that do not commute, writing observa-
tional entropy like this is not possible.
5 Entropy of an observable SOC ≡ SSh(pi) is sometimes also called
entropy of partition [23–26].
3observational entropy to multiple coarse-grainings. Since
in quantum physics two measurements do not necessar-
ily commute, in general they cannot be combined into
a single unifying coarse-graining (called a joint coarse-
graining). Joint coarse-graining exists only for commut-
ing coarse-grainings, which means there is no obviously
unique way of generalizing definition (2).
As shown in [2], however, a viable and natural option
that leads to the desired properties explicated below is
SC1,...,Cn ≡ −∑
i
pi ln
pi
Vi
, (4)
where multi-index i = (i1, . . . , in) denotes a set of macro-
scopic properties, pi = tr[Pˆin⋯Pˆi1 ρˆPˆi1⋯Pˆin] is the prob-
ability of these properties being measured (in the given
order), and Vi = tr[Pˆin⋯Pˆi1⋯Pˆin] denotes a joint Hilbert
space volume of all systems that have properties i =(i1, . . . , in) measured in this order. We call Vi the volume
of the multi-macrostate i.6
Importantly, pi, Vi and SC1,...,Cn all depend on the or-
der of coarse-grainings. This illustrates that a different
order of measurements uncovers different amounts of in-
formation about the measured properties.
Observational entropy satisfies the following proper-
ties:
SvN(ρˆ) ≤ SC1,...,Cn(ρˆ) ≤ ln dimH, (5)
SC1,...,Cn(ρˆ) ≤ SC1,...,Cn−1(ρˆ). (6)
The first property shows that observer’s uncertainty
about the system (measured by observational entropy)
is at least the uncertainty inherent to the system (mea-
sured by the von Neumann entropy), and lower than
the maximal possible uncertainty allowed by the size
of the system. Observational entropy coincides with
the von Neumann entropy if the sequence of measure-
ment results in measuring the density matrix itself,
which is the most informative measurement (specifically,
SCρˆ(ρˆ) = SvN(ρˆ)). Conversely, the uncertainty is maxi-
mal, SC1,...,Cn = ln dimH, if probabilities are proportional
to the size of each macrostate, pi = Vi/dimH, which sig-
nifies uniform distribution over entire Hilbert space, at
least within the observer’s resolution. The second prop-
erty shows that every additional measurement can only
6 Even more general definition would involve generalized mea-
surements (POVMs) which are defined by a trace-preserving
(∑i Kˆ†i Kˆi = Iˆ) set of Kraus operators C = {Kˆi}, which defines
pi = tr[Kˆin⋯Kˆi1 ρˆKˆ†i1⋯Kˆ†in ] and Vi = tr[Kˆin⋯Kˆi1Kˆ†i1⋯Kˆ†in ].
Properties (5) and (6) still hold [40].
decrease observer’s uncertainty.7
For finite-dimensional systems, observational entropy
is related to the Kullback-Leibler divergence (relative en-
tropy) as
SC1,...,Cn = ln dimH −DKL(pi∣∣Vi/dimH), (7)
which shows that observational entropy measures how
much the outcome probabilities differ from those pro-
duced by a state that is uniform over the Hilbert space.8
Relative entropy DKL(pi∣∣Vi/dimH) may be viewed as
the knowledge obtained about the state by making a se-
ries of measurements.
Details, proofs, and several other properties can be
found in [2].
IV. CLASSICAL OBSERVATIONAL ENTROPY
A simpler—classical—version of observational entropy
can be defined on any set Γ endowed with a probability
distribution ρ.9 A coarse-graining C = {Pi} is a complete
set (Γ = ⋃i Pi) of disjoint (Pi ∩ Pj = Piδij) subsets—
macrostates—of Γ.
The definition of observational entropy (2) is un-
changed,
Sclass.C ≡ −∑
i
pi ln
pi
Vi
, (8)
but in the classical case the probabilities and volumes
are defined differently. For a measurable set Γ, pi =∫Pi ρ(γ) dγ and Vi = ∫Pi dγ where we assume ∑γ∈Γ ργ = 1
and ∫Γ ρ(γ)dγ = 1 respectively. In case of a countable set
Γ, this definition reduces to pi = ∑γ∈Pi ργ , and Vi is the
cardinality (the number of elements) of Pi.
This definition can be easily generalized to multiple
coarse-grainings [3]. It follows that equivalent proper-
ties to Eqs. (5) and (6) hold, where the von Neumann
entropy is exchanged with the Shannon-Gibbs entropy
SvN → SG = − ∫Γ ρ(γ) lnρ(γ)dγ, and ln dimH → ln ∫Γ dγ.
7 One can think about equations (5) and (6) in combination, and
ask whether performing more measurements will always lead to
the minimal uncertainty given by the von Neumann entropy.
Closer analysis reveals that this is not always possible: per-
forming a measurement that does not commute with the density
matrix might irreversibly destroy some information. And when
the state of the system is finally projected onto a pure state,
the observational entropy is set—no additional coarse-graining
will decrease it further. This also shows that initial measure-
ments are more important than those performed later, because
the later ones can uncover only information which has not been
destroyed by those preceding them [2].
8 Note that Vi/dimH = tr[Pˆin⋯Pˆi1 IˆdimH Pˆi1⋯Pˆin ].
9 The triple (Γ,C, ρ) closely resembles the construction of proba-
bility space, where Γ is the sample space and ρ is the probability
function, except that while C consists of disjoint events Pi, it
does not satisfy the defining properties of event space because in
general Γ ∉ C.
4There is, however, one crucial difference: classical coarse-
grainings always commute, therefore classical observa-
tional entropy does not depend on the order of coarse-
grainings.
An example of classical observational entropy that was
closely studied [3] is that defined on phase-space, where Γ
represents the phase-space, ρ is the phase-space density,
γ = (x1, . . . ,xN ,p1, . . . ,pN) is a point in phase-space,
and the measure is normalized by a physically-motivated
factor dγ = 1
h3N
dx1⋯dxNdp1⋯dpN (h being Planck’s
constant), ensuring that each quantum microstate, which
is taking up a phase-space volume of h3N , has volume
V = 1.
V. LOCAL COARSE-GRAININGS
In many situations, an one might want to consider
only local measurements, in which a measuring device
can only access part of a system, such as the number of
particles or energy in a subsystem. This might be by
choice, or – as in the case of an event horizon – by neces-
sity.10
Consider a multipartite quantum system partitioned
into local subsystems AB . . .C, whose Hilbert space is
the tensor product H = HA ⊗⋯⊗HC . One can define a
subclass of coarse-grainings, the local (or product) coarse-
grainings. These are defined by
CA ⊗ CB ⊗⋯⊗ CC ≡ {PˆAl ⊗ PˆBm ⊗⋯⊗ PˆCn }, (9)
where CA = {PˆAl } is a coarse-graining of A, and so on for
the other subsystems. These coarse-grainings correspond
to local operators that only operate on one subsystem at
a time.
Applying the definition (2) in such a coarse-graining
yields the entropy11
SCA⊗...⊗CC = − ∑
lm...n
plm...n log ( plm...n
Vlm...n
) , (10)
where plm...n = tr(PˆAl ⊗ PˆBm ⊗ . . . ⊗ PˆCn ρˆ) are the prob-
abilities to find the system in each macrostate, and
10 In addition, in literature of coarse-grained free energies [28–38],
one wants to find a free energy functional that depends on local
variables (such as energy, particle density, magnetization...) and
either study its dynamics, or critical behavior using methods of
renormalization group. The current framework allows for rigor-
ously defining these functionals, which seem to be equivalently
described by Observational entropy with local coarse-grainings,
for both classical and fully quantum systems.
11 A local coarse-graining is equivalent to a sequence of coarse-
grainings: defining trivial coarse-graining CIˆ = {Iˆ} which rep-
resents a situation where no measurement is performed, the defi-
nition can be written in terms of sequence of local measurements
performed on different subsystems, as SCA⊗...⊗CC = SC˜A,...,C˜C ,
where C˜A = CA ⊗ CIˆ ⊗⋯⊗ CIˆ , . . . , C˜C = CIˆ ⊗ CIˆ ⊗⋯⊗ CC .
Vlm...n = tr(PˆAl ⊗ PˆBm ⊗ . . . ⊗ PˆCn ) = VlVm⋯Vn are the
volumes of each macrostate.
This expression includes contributions from both the
observation entropies of the subsystems, and also correla-
tions between subsystems: simple algebraic manipulation
shows that
SCA⊗⋯⊗CC (ρˆ) = (∑
X
SCX (ρˆX)) − ICA⊗⋯⊗CC (ρˆ), (11)
where X ∈ {A,B, . . . ,C} labels the subsystems, with ρX
the reduced density in each one, and
ICA⊗...⊗CC (ρˆ) ≡ ∑
lm...n
plm...n log( plm...n
pAl p
B
m . . . p
C
n
) (12)
is the total correlation of the joint measurement.
The pAl ≡ ∑m...n plm...n = tr(PˆAl ρA) and so on are
marginal probabilities, and I ≥ 0.
As an illustration, consider a bipartite system where
the total energy E is conserved. Measuring energy of
the first subsystem and obtaining EA implies that the
energy of the second subsystem must be EB = E − EA
(assuming negligible interaction Hamiltonian). Taking
just SCEA (ρˆA) + SCEB (ρˆB) as the total entropy of the
system (as done in [41] for example) would overshoot the
actual entropy, ignoring any relationship between them.
The uncertainty arising from ignoring the other subsys-
tem when measuring one of them would be accounted for
twice, which is why ICEA⊗CEB must be subtracted.
Because the total correlation is zero for independent
systems, Eq. (11) implies that the observational entropy
with local coarse-grainings is additive:
SCA⊗⋯⊗CC (ρˆA ⊗⋯⊗ ρˆC) =∑
X
SCX (ρˆX). (13)
Considering only local coarse-grainings, the lower
bound on the observational entropy may be higher than
the von Neumann entropy (Eq. (5)). Defining this en-
tropy gap between the best possible local and the best
possible global coarse-graining as
SqcAB...C(ρˆ) ≡ infC=CA⊗...⊗CC (SC(ρˆ)) − SvN(ρˆ) (14)
and studying its properties shows that this is a natu-
ral generalization of entanglement entropy to mixed and
multipartite states. It reduces to the standard definition
for pure bipartite states, and can be interpreted both as
a measure of non-classical correlations [7]. Then, directly
from the definition we obtain a very compelling bound,
SCA⊗...⊗CC (ρˆ) ≥ SvN(ρˆ) + SqcAB...C(ρˆ). (15)
This illustrates that any observer who can make only lo-
cal measurements observers at least as much uncertainty
as the inherent uncertainty in the joint state (the von
Neumann entropy) plus an additional contribution (the
quantum correlation entropy—“quarrelation entropy” for
short) due to their inability to make a nonlocal joint mea-
surement.
5VI. PHYSICAL APPLICATIONS
Because observational entropy is a quantum general-
ization of Boltzmann entropy, in typical situations, and
especially in isolated systems, this entropy will increase
with only rare downward fluctuations.12 This is be-
cause the state of the system naturally evolves into the
largest macrostate and/or spreads over several or many
macrostates (see Fig. 1). However, it is not clear which, if
any, coarse-grainings have direct relevance to thermody-
namics, which relates entropy to extensive and intensive
variables such as energy, volume, particle number and
temperature. Reviewing the results of [1–3, 42], in this
section we demonstrate two coarse-grainings under which
observational entropy could be considered as a definition
of both equilibrium and non-equilibrium thermodynamic
entropy.
The standard definition of equilibrium “microcanon-
ical” entropy13 defines a value that depends solely on
the externally measured parameters of energy, particle
number, and volume. For a fixed number of particles n
occupying the spatial volume V, this value is given by
the energy density of states ρ(E) as
Smicro(E,V, n) = ln (ρ(E)∆E), (16)
where ∆E is width of an energy shell (and experimen-
tally is given by the resolution of the measuring appara-
tus measuring energy E), and ρ(E)∆E is the number of
states within the energy shell. Given the current frame-
work, this equilibrium entropy can be generalized to sys-
tems with variable energy and variable number of parti-
cles as
Sth(ρˆ) ≡ SCNˆ ,CE(ρˆ), (17)
where CNˆ is the coarse-graining in the global particle
number, and CE in the global energy.14 Depending on
the density matrix, this formula gives microcanonical,
canonical, and grand-canonical entropy, obtained when
inserted with a density matrix representing each ensem-
ble, but it can be applied to any density matrix. The
microcanonical entropy is obtained, for example, when
12 Observational entropy is therefore quite unlike the von Neu-
mann entropy, which remains constant in an isolated system.
See Ref. [5] for a detailed study of fluctuations in one type of
observational entropy.
13 Also known as the surface entropy, or the Boltzmann entropy,
although in our framework, since we consider general coarse-
grainings, this would be called the Boltzmann entropy with en-
ergy coarse-graining. See for an alternative definition of micro-
canonical entropy—the volume entropy—and references therein.
14 The particle coarse-graining is defined as CNˆ = {Pˆn}, where Pˆn
is a projector onto subspace of n particles, and energy coarse-
graining as CE = {PˆE}, where PˆE = ∑E≤E˜<E+∆E ∣E˜⟩⟨E˜∣ is a
projector onto subspace of wave functions within an energy shell[E,E +∆E).
H (Γ)ρ(0) (ρ(0))ˆ
ρ(t) (ρ(t))ˆ
(P )1H  1
(P )2H  2
(P )3H  3 (P )4H  4
FIG. 1. Schematic picture of an evolution of a sys-
tem through Hilbert space (phase-space), described by a
density matrix ρˆ (phase-space density ρ), for a situation
such as an expanding gas. In both quantum and clas-
sical space the density matrix (phase-space density) can
span over several macrostates Hi (Pi) at the same time.
(Although microstates—wavefunctions in the quantum case,
points in phase-space in the classical case—can span over sev-
eral macrostates only in the quantum case.) As the gas ex-
pands, density matrix naturally wanders from a few small
macrostates into several large macrostates, leading to an in-
crease in observational entropy.
inserted with a common eigenstate of both energy and
particle operator ρˆ = ∣n,E⟩⟨n,E∣,15
Sth(∣n,E⟩) = Smicro(E,V, n). (18)
For an isolated system that conserves the total number
of particles, the distributions in both E and n stay con-
stant,16 and value of equilibrium entropy (17) remains
constant in time as expected.17
15 As well as when inserted with a microcanonical state ρˆ =
1
Z ∑E≤E˜<E+∆E ∣E˜⟩⟨E˜∣. The volume microcanonical entropy is
obtained by inserting ρˆ = 1
Z ∑0≤E˜<E ∣E˜⟩⟨E˜∣, the canonical by
ρˆ = 1
Z
e−βHˆ , and grandcanonical by ρˆ = 1
Z
e−β(Hˆ−µNˆ).
16 The spatial volume V is assumed to be fixed implicitly here, but
in general it might not be, for example when considering a work-
extraction protocol using a piston.
17 The particle and energy coarse-graining in (17) has been cho-
sen because it is standard for systems to conserve particle num-
bers, and this definition corresponds to the standard notions of
equilibrium entropy. Of course, this can be made more gen-
eral: If there are conserved quantities (observables) Aˆ1, Aˆ2, . . .
in the system (typically one of them being energy), we define
Sth = SC
Aˆ1
,C
Aˆ2
,.... This formula then gives equilibrium entropy
when inserted with an appropriate generalized ensemble. The
non-equilibrium thermodyamic entropy can be then defined us-
ing local versions of these observables.
6321 4
Sthnon-eq.
time
Sth
time
S  (A)+S  (B)th th
S  (A+B)th
BA
FIG. 2. Equilibrium thermodynamic entropy Sth, calculated
either from Eq. (16) or from its generalization (17), discon-
tinuously increases from 1 → 2, because the Hamiltonian (or
equivalently, boundary conditions) discontinuously changes.
Then it stays constant. Non-equilibrium thermodynamic en-
tropy describes the dynamical process of equilibration, i.e., a
measure that depends on the state of the system rather than
on the boundary conditions. Such measure is expected to stay
constant as 1 → 2, to increase during 2 → 4, and to be ap-
proximately equal to equilibrium thermodynamic entropy at
points 1 and 4, when the system is in equilibrium.
Non-equilibrium thermodynamic entropy, on the other
hand, should not depend on the globally measured pa-
rameters of the system, but on the parameters mea-
sured locally, which brings in dependence on the non-
equilibrium features of the state of the system. Addi-
tionally, it should correspond to the equilibrium value
when the system is in equilibrium (see Fig. 2). Assuming
that an experimentalist can measure energies and parti-
cle numbers locally, the non-equilibrium thermodynamic
entropy is defined as18 [2, 3]
Snon−eq.th (ρˆ) ≡ SCNˆ1⊗⋯⊗CNˆm, CE1⊗⋯⊗CEm (ρˆ). (19)
(See Fig. 3.) Per Eq. (13), this entropy is additive on
independent systems. For the special case of common
eigenstates of local particle and energy operators, this
entropy gives the sum of local microcanonical entropies:
Snon−eq.th (∣n1,E1⟩⊗⋯⊗ ∣nm,Em⟩) = m∑
i=1Smicro(Ei,Vi, ni).
(20)
18 Here we assume multipartite system H = H1 ⊗ ⋯Hm. Each Hi
is a space of all quantum states that can occur within a spatial
region of volume Vi, and CNˆi and CEi correspond to a particle
and energy measurement of this spatial region.
BA
Sthnon-eq.
Sth global energy E
total particle number n
local energies E  , E
local particle numbers n  , n
A B
A B
coarse-graining given by measuring:
FIG. 3. Equilibrium thermodynamic entropy Sth is given
by observational entropy coarse-grained in global observ-
ables that are conserved during the time evolution (such
as the global energy and the total particle number), while
non-equilibrium thermodynamic entropy is given by coarse-
graining in local observables (such as local energies and local
particle numbers). Assuming a weakly interacting system,
if local evolution of the system is such that the density ma-
trix (phase-space density) explores uniformly each shell of the
global observables during its time evolution (for example due
to ergodicity), the non-equilibrium thermodynamic entropy
will converge to the equilibrium thermodynamic entropy in
the long-time limit.
In the long-time limit, assuming weakly interacting (so
that interaction energy between subsystems is negligi-
ble) particle conserving (so that Sth is constant) non-
integrable (so it thermalizes well, because there are not
infinitely many conserved quantities) Hamiltonian, non-
equilibrium entropy converges to the equilibrium value,
Snon−eq.th t→∞ÐÐ→ Sth, (21)
This convergence holds up to some finite size and finite
particle number effects (see the Appendix and Refs. [2, 3]
for details).
The limit acts as its approximate upper bound19,
which together with Eq. (15) gives20
SvN + Sqc12...m ≤ Snon−eq.th ≲ Sth (22)
The non-equilibrium thermodynamic entropy therefore
describes the dynamical process of thermalization: start-
ing as the sum of local entropies of independent sub-
systems, and after these subsystems start to interact,
19 Proven to be an approximate upper bound in weakly interacting
systems [2].
20 Additional exact bounds are given by Eqs. (5), (6). When local
Hamiltonians and local particle operators commute, [Hˆi, Nˆi] = 0,
Eq. (6) provides two bounds: one connected to observational en-
tropy with just local particle numbers, and one with local ener-
gies.
7it grows to the global equilibrium entropy as the sys-
tem thermalizes. It also has a very intuitive and com-
pelling operational interpretation: At some intermediate
time t (when the system has only partially equilibrated)
its value can be interpreted as the equilibrium thermody-
namic entropy the system would attain in the long-time
limit if (hypothetically) starting from time t the sub-
systems were not allowed to exchange either energy or
particles [3].
There are several other coarse-grainings and corre-
sponding observational entropies that could be consid-
ered, each with a different intepretation. For those,
please see the Appendix, which also contains a few tech-
nical details and references.
VII. SUMMARY AND DISCUSSION
As discussed in the introduction, there are many types
of entropy in physics; as entropy can be considered a
measure of missing information regarding the particular
state of a system, any source of such uncertainty can
be associated with a type of entropy. Given a closed
system, lack of knowledge of the state of a system, the
inability to distinguish different states of a system, and a
restriction to measuring a subsystem of the system lead
to, respectively, Gibbs/von Neumann, Boltzmann, and
(in quantum systems) entanglement entropies. In turn,
these relate in some sense to the thermodynamic entropy
that is maximized in equilibrium, relates work/energy to
temperature, and tends to rise in closed systems.
As summarized in this paper, these senses of entropy
can be both conceptually and mathematically unified in
the framework of observational entropy, which for any
closed system yields an entropy SC(ρˆ) based on a density
function or operator ρˆ, a (vector of) coarse-graining(s)C ≡ (C1, . . . ,Cn), and (potentially) a partitioning of the
system into local subsystems. This formalism allows for
inclusion of multiple and even non-commuting coarse-
grainings, and can be further generalized to POVMs and
likely to other frameworks for describing acquisition of
knowledge.
Some key results in quantum systems are:
• With a “fine” graining into individual states in an
appropriate basis, SC yields the von Neumann en-
tropy.
• For general coarse-grainings, SC is a form of Boltz-
mann entropy that is bounded below by the von
Neumann entropy.
• For local coarse-grainings, SC is bounded by the
sum of the von Neumann and the “quantum cor-
relation entropy,” which generalizes entanglement
entropy.
• The equilibrium thermodynamic entropy is given by
coarse-grainings in global energy and global parti-
cle number (or by coarse-graining in other globally
conserved quantities), and it generalizes other equi-
librium entropies (such as microcanonical, canoni-
cal, and grand-canonical entropy).
• Non-equilibrium thermodynamic entropy is given
by coarse-graining in local energy and local particle
numbers, is additive on independent systems, and
equal to the equilibrium entropy when the system
is in equilibrium.
• Suitably applied to open systems, SC reduces to
the standard formalism under the assumption of
an infinite thermal bath.
See Table I for more relations between observational en-
tropy and other quantities.
Various forms of the second law of thermodynamics
emerge in observational entropy as they do in the more
special special cases. Boltzmann entropy tends to rise
(while occasionally fluctuating down) due to wandering
of a system into higher-entropy macrostates; entangle-
ment entropy tends to rise due to the forging of entangle-
ment between two interacting subsystems; von Neumann
entropy is forbidden from decreasing (or increasing) via
information preservation in unitary dynamics; the total
thermodynamic entropy tends to increase due to heat
flowing from a warmer to a colder body. All of these
effects are reflected in the dynamics of observational en-
tropy.
Given the generality of this framework, we expect
it will have many applications where its well-defined
conceptual and mathematical underpinnings could bring
clarity – for example in efficient discussion of the Gibbs
paradox, in fluctuation theorems for both isolated and
open quantum systems, in studying differences between
thermalization of classical and quantum systems, in gen-
eralization of renormalization group methods to many-
body systems in which quantum effects are important,
and in systems with strong or long-range interactions (in-
cluding gravity.)
Most broadly, it may be particularly useful in contexts
in which the second thermodynamic law is used as a fun-
damental constraint on a total entropy that is a sum of
different versions of entropy. This includes for exam-
ple Maxwell’s demon and Szilard’s engine (and informa-
tion engines in general, where Shannon and thermody-
namic entropy are combined), the “generalized second
laws” (where horizon and statistical entropy are com-
bined), and in cosmology (where all manner of entropies
are summed and assumed to increase). We hope that
the observational entropy framework, which can accom-
modate many types, can be used to give more crisp and
explicit mathematical and conceptual meaning to such
arguments.
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Appendix A: Physically relevant coarse-grainings
In this appendix we collect and/or introduce, and dis-
cuss, a number of physically relevant coarse-grainings,
generally with some relevance to thermodynamics, some
of which have been studied in detail before [1–4, 6, 42].
In terms of generic properties, any observational en-
tropy generated by an observable (which is typically the
case of (1) below) that is conserved in the system (i.e.,
commutes with the Hamiltonian) will be constant during
the time evolution [2]. Moreover, any entropy that con-
sists solely of local coarse-grainings (which is the case of
(2) below) will be additive on independent systems as per
Eq. (13), and bounded as per (15). All convergence in the
long-time limit discussed below in points (2) and (3) as-
sumes particle conserving non-integrable21 Hamiltonian
with short range interactions, so that particles tend to
thermalize well and the interaction energy between the
subsystems is negligible. The convergence holds up to
some corrections due to finite particle number and finite
size-effect effects. These limits are approximate upper
bounds for the non-equilibrium entropies, which is why
we say “grows to.” The exact upper bounds follow from
Eq. (6). For simplicity we also consider non-degenerate
21 Although simulations [2] show that integrable case also con-
verges, just not that well.
Hamiltonian (both globally and locally), which means
that each energy has a unique associated particle num-
ber, so instead of common eigenstate ∣n,E⟩ of the particle
operator and the Hamiltonian we can write simply ∣E⟩.
The two observational entropies discussed in the main
body of this paper are (1c) and (2c).
(1a) Global particle number coarse-graining
Defining CNˆ = {Pˆn}, where Pˆn is a projector onto sub-
space of n particles,
SCNˆ = −∑
n
pn ln
pn
Vn
(A1)
measures the uncertainty about the particle number in
the system.
(1b) Global energy coarse-graining22
Defining CE ≡ CHˆ(∆E) = {PˆE}, where PˆE =∑E≤E˜<E+∆E ∣E˜⟩⟨E˜∣ is a projector onto subspace of wave
functions within an energy shell [E,E + ∆E) (and
Hˆ(∆E) = ∑E EPˆE is the coarse-grained Hamiltonian),
SCE = −∑
E
pE ln
pE
VE
(A2)
measures the equilibrium thermodynamic entropy of a
system with a fixed number number of particles.
Details: ∆E is the resolution in energy of the mea-
suring apparatus. If restricted to a Hilbert space with
a fixed number of particles, for small but non-zero ∆E
this entropy gives microcanonical entropy for both energy
eigenstates and a microcanonical state, and it (approx-
imately) gives Gibbs entropy lnZ − β⟨E⟩ for the Gibbs
state 1
Z
e−βHˆ . The case of ∆E > 0 cannot be applied to
Hilbert space which includes variable number of parti-
cles, because the energy subspace would include wave-
functions with any particle numbers, and would be typ-
ically infinite in size. For ∆E = 0 it does not have this
problem (since energy eigenstate uniquely determines the
particle number in common particle-conserving Hamilto-
nians), but it gives zero for energy eigenstates.
(1c) Global particle number with global energy
coarse-graining
Sth ≡ SCNˆ ,CE = −∑
n,E
pnE ln
pnE
VnE
(A3)
measures the equilibrium thermodynamic entropy.
Details: Macrostates now distinguish both energy and
the number of particles, which means it can be used
for systems with a variable number of particles. For
22 This has been originally defined by von Neumann in [42], where
he attributed this definition to Eugene Wigner. It was used
extensively in both classical [3] and quantum case [1, 2], usually
as the value to which other entropies SxE and SF (in case of
fixed total number of particles) converge.
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common particle-conserving Hamiltonians, the case of
∆E = 0 reduces to SCE . It gives SCNˆ ,CE(∣E⟩) = lnVnE =
Smicro(E,V, n) microcanonical entropy, for a global en-
ergy eigenstate. V is the spatial volume of the system.
(2a) Local particle number coarse-graining23
SCNˆ1⊗⋯⊗CNˆm = −∑
n
pn ln
pn
Vn
(A4)
where n = (n1, . . . , nm) are energies of the subsystems,
and measures how uniformly are particles distributed
over the subsystems.
Details: It grows to (1a) in the long-time limit: when
particles spread uniformly throughout the system, they
fill uniformly every particle shell.
(2b) Local energy coarse-graining24
SCE1⊗⋯⊗CEm = −∑
E
pE ln
pE
VE
(A5)
where E = (E1, . . . ,Em) are energies in the subsystems,
how uniformly is energy distributed over the subsystems.
Details: For local energy eigenstates
SCE1⊗⋯⊗CEm (∣E˜1⟩⋯∣E˜m⟩) = ∑mi=1 lnVE˜i . Despite from
what it may seem from (1b), for ∆E > 0, lnVE˜i does
not describe thermodynamic entropy in each subsystem,
because in a non-equilibrium system, number of particles
in each subsystem typically varies, even though the total
number of particles may be conserved. Macrostate HEi
contains all states with energy Ei, even though these
states might have different particle numbers. In case
of Hamiltonians which conserve particles locally, each
local eigenstate uniquely determines its particle number,
which implies that the case of ∆E = 0 is identical to
(2c), having all of its dynamical properties. However,
for ∆E = 0, SCE1⊗⋯⊗CEm (∣E˜1⟩⋯∣E˜m⟩) = 0, which is
undesirable for a physically meaningful thermodynamic
entropy. It grows to (1b) in the long-time limit.
(2c) Local particle number with local energy
coarse-graining25
Snon−eq.th ≡ SCNˆ1⊗⋯⊗CNˆm ,CE1⊗⋯⊗CEm = − ∑
n,E
pnE ln
pnE
VnE
(A6)
23 Denoted Sx in [2] where its time evolution is illustrated in Fig.
2.
24 The case of ∆E = 0 has been studied in detail in [2] under the
name of “Factorized Observational entropy” or FOE for short,
and denoted SF .
25 This entropy has been studied closely in the classical case [3]
where it has been denoted SF , and where also the quantum
equivalent is mentioned for the first time. Since in quantum
case, this definition behaves the same (in its time evolution in
particular) as (2b) for ∆E = 0, apart from giving non-zero value
for local energy eigenstates, we refer reader to [2] for its detailed
properties.
measures non-equilibrium thermodynamic entropy of the
system.
Details: At some intermediate time t (when the sys-
tem has only partially equilibrated) its value can be in-
terpreted as the equilibrium thermodynamic entropy the
system would attain in the long-time limit if (hypothet-
ically) starting from time t the subsystems were not al-
lowed to exchange either energy or particles [3]. For
∆E > 0, it gives SCNˆ1⊗⋯⊗CNˆm ,CE1⊗⋯⊗CEm (∣E1⟩⋯∣Em⟩) =∑mi=1 lnVnE = ∑mi=1 Smicro(Ei,Vi, ni), the sum of local mi-
crocanonical entropies, for a local energy eigenstate. Vi
denote the local spatial volumes. It grows to (1c) in the
long-time limit.
(3a) Local particle number then global energy
coarse-graining26
SCNˆ1⊗⋯⊗CNˆm ,CE = − ∑
n,E
pnE ln
pnE
VnE
(A7)
is a different type of non-equilibrium thermodynamic en-
tropy of the system.
Details: Is not additive. At some intermediate time t,
its value can be interpreted as the equilibrium thermody-
namic entropy the system would attain in the long-time
limit if (hypothetically) starting from time t the sub-
systems were allowed to exchange energy but not parti-
cles [3]. It is upper bounded by (2a), and it grows to
(1c).
(3b) Global energy then local particle number
coarse-graining27
SCE ,CNˆ1⊗⋯⊗CNˆm = − ∑
E,n
pEn ln
pEn
VEn
(A8)
is similar in behavior to (3a), but differs when quan-
tum effects become significant, such as at low energies
and when subsystems are small so that effects of non-
commutation between Nˆi and Hˆ intensify.
Details: It is upper bounded by (1b), and it grows to
(1c). For ∆E = 0, it is identical to (1b) and (1c).
(4) Combination of arbitrary local and local
energy coarse-graining.28
SC⊗CEˆ1⊗⋯⊗CEm = −∑
i,E
piE ln
piE
ViE
(A9)
is the total entropy of a small well-controlled subsystem
plus large bath(s), with applications in open system non-
equilibrium thermodynamics.
26 This entropy has been studied in detail both in classical [3] and
quantum case [2] where it was denoted SxE .
27 Time evolution of this entropy has been studied in the quantum
case in Appendix H of [2], where it was denoted SEx, but it was
realized only later in [3] that it has a meaningful interpretation.
Classically, SxE and SEx are identical.
28 This entropy has been studied in detail by Strasberg and Winter
in [4, 6].
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Details: Change in this entropy defines entropy pro-
duction which, unlike the formulation based on von Neu-
mann entropy, does not depend explicitly on the temper-
ature(s) of the bath(s). Moreover, with this it is possible
to define work as the part of the “useful” internal energy
that can be recovered from the system, while heat is the
part of internal energy that is irreversibly lost.
Appendix B: Table of comparisons
TABLE I. Relationship of observational entropy with previously defined entropies (no color) and those defined by us (red).
Several quantities are known by different names; we include all of these names here.
Entropy Definition Relationship Details
Boltzmann entropy SBC ≡ lnVi special case: for pi = 1, SBC = SC
Coarse-grained entropy ScgC ≡ −∑i pi ln piVi single coarse-graining: ScgC = SC Eq. (2)
Observational entropy SC1,...,Cn ≡ −∑i pi ln piVi Eq. (4)
Entropy of an observable/entropy SOC ≡ −∑i pi lnpi equal to SC when all Vi = 1 Eq. (3)
of partition
Shannon entropy SSh({pj}j) ≡ −∑j pj lnpj SC = SSh({ piVi }i,k) Eq. (1)
Relative entropy DKL(pi∣∣qi) ≡ ∑i pi ln piqi SC1,...,Cn= ln dimH−DKL(pi∣∣Vi/dimH) Eq. (7)
Gibbs/Differential entropy SG ≡ − ∫Γ ρ(γ) lnρ(γ)dγ Sclass.C1,...,Cn ≥ SG Eq. (8)
Von Neumann entropy SvN ≡ −tr[ρˆ ln ρˆ] SC1,...,Cn ≥ SvN, SC = SvN(∑i pi PˆiVi ) Eq. (5)
Entanglement entropy Sent(∣ψ⟩) ≡ SvN(ρˆA) = SvN(ρˆB) Sent(∣ψ⟩) = SqcAB(∣ψ⟩⟨ψ∣) Eq. (14)
Microcanonical, canonical, Sensemble Sth(ρˆensemble) = Sensemble Eq. (17)
grandcanonical entropy
Equilibrium thermodynamic entropy Sth ≡ SC
Nˆ
,CE Eq. (17)
Non-equilibrium thermodynamic entropy Snon−eq.th ≡SCNˆ1⊗⋯⊗CNˆm,CE1⊗⋯⊗CEm Snon−eq.th t→∞ÐÐ→ Sth, Snon−eq.th ≲ Sth Eq. (19)
Quantum correlation (quarrelation) entropy/ SqcAB...C ≡ infC=CA⊗...⊗CC(SC)−SvN SCA⊗...⊗CC ≥ SvN + SqcAB...C Eq. (14)
relative entropy of quantum discord/
zero-way quantum deficit
