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We present a 2-local quantum algorithm for graph isomorphism GI based on an adiabatic proto-
col. By exploiting continuous-time quantum-walks, we are able to avoid a mere diffusion over all
possible configurations and to significantly reduce the dimensionality of the visited space. Within
this restricted space, the graph isomorphism problem can be translated into the search of a satisfying
assignment to a 2-SAT formula without resorting to perturbation gadgets or projective techniques.
We present an analysis of the execution time of the algorithm on small instances of the graph iso-
morphism problem and discuss the issue of an implementation of the proposed adiabatic scheme on
current quantum computing hardware.
I. INTRODUCTION
The graph isomorphism problem (GI) requires to de-
cide whether two given graphs G1 = (V,E1) and G2 =
(V,E2) are indeed the same graph but for a relabeling
of the vertices. Due to its practical applications (rang-
ing from chemistry to social sciences) and theoretical
properties, the problem has been thoroughly studied [1].
GI possesses peculiar features that make it an interest-
ing candidate for an efficient quantum algorithm. In
fact it is in NP but is not believed to be NP-Complete:
like factoring, it belongs to the NP-Intermediate fam-
ily [2] and is representative of the (non-Abelian) hidden
subgroup problem family [3–5]. The best classical gen-
eral algorithm solves GI for graphs of n vertices in time
O(c
√
n logn), were c is a constant.
One way to solve GI is to show that two graphs are
non-isomorphic. Starting from 2005 there have been dif-
ferent proposals of quantum algorithms based on “non-
isomorphism witnesses”, i.e. observable quantities that
assume different values only if the two input graphs are
non-isomorphic. The standard benchmark for this ap-
proach is provided by the family of Strongly Regular
Graphs (SRGs), that includes many hard instances of GI
[6]. For example in [7–9] to distinguish non isomorphic
graphs the authors exploit continuous [10–12] and dis-
crete time quantum walks [13] of one or more particles
moving through the graphs and compare the evolution
of the same initial condition on the two graphs. The
distinguishing power of the algorithm increases with the
number of walker moving along the graph; the technique,
however, is not universal and there are non-isomorphic
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graphs that cannot be distinguished.
A different approach, based on the Adiabatic Quan-
tum Computation paradigm (AQC)[14, 15], has been re-
cently proposed in [16, 17]. In order to distinguish non-
isomorphic graphs, for example, Vinci et al. look at the
values assumed by a set non-isomorphism witnesses dur-
ing the adiabatic evolution of the couple of graphs under
investigation. They show that their technique is able to
distinguish non-isomorphic SRGs up to instances of 29
vertices. On the other side, the technique is not guaran-
teed against the problem that afflicts all the quantum
algorithm based on the adiabatic theorem: the spec-
tral gap of the driving Hamiltonian can become expo-
nentially small when the size of the problem increases;
consequently, it could take an exponentially long time to
reach the time-region in which it is possible to distinguish
non-isomorphic graphs. Recently [18] it has been shown
that there is a family of observables that can be used
to distinguish non-isomorphic graphs even if the “adia-
batic protocol” is not respected and the systems under
observations are subjected to some degree of noise. An
interesting feature of both Hen-Young and Vinci et al
proposals is that they can be, in principle, experimen-
tally verified on current commercial hardware (D-Wave
One [19]).
In this work we propose an alternative approach to GI
based on AQC. Instead of looking for non-isomorphism
witnesses, the algorithm we propose solves GI by find-
ing, if it exists, a permutation that transforms one of
the two input graphs into the other. It uses a number
of qubits that scales quadratically with the input size
(|V | = n). The configuration space is explored through
a continuous-time quantum-walk of n interacting walkers
that, by construction, visits only the space of functions
from {1, 2, . . . , n} to {1, 2, . . . , n}. This makes it possible
to define a cost function that is equivalent to a boolean
2formula made up of clauses of two literals (2-SAT), which
can be easily turned into a 2-local Hamiltonian, with-
out using any perturbative gadget or projective reduc-
tion [20, 21].
The paper is organized as follows: in Section 2 we for-
mally define the GI problem and the associated optimiza-
tion problem. In Section 3 we cast the optimization prob-
lem into an adiabatic algorithm. Section 4 is devoted to a
presentation of the results. The last section is devoted to
discussion, experimental verification proposal/issues and
outlook.
II. GRAPH ISOMORPHISM AS AN
OPTIMIZATION PROBLEM
An unoriented graph of size n is a couple G = (V,E),
where V = {1, 2, . . . , n} is set of vertices and two vertices
v, w ∈ V are connected to each other iff {v, w} ∈ E.
A permutation π of the vertices is a bijection π : V → V .
We indicate by π(G) = (V,E′) the graph obtained by ap-
plying π to G, where E′ = {{π(v), π(w)} : {v, w} ∈ E}.
We will refer to the group of permutations of n elements
as to the symmetric group Sn.
The Graph Isomorphism problem (GI) is defined as fol-
lows: given two graphs G1 = (V,E1) and G2 = (V,E2)
of n vertices, does exist a permutation π ∈ Sn such that
G2 = π(G1)? In what follows we will indicate the set of
solutions of an assigned instance of GI as:
Iso(G1, G2) = {π ∈ Sn : G2 = π(G1)} ,
and indicate G1 ∼= G2 if Iso(G1, G2) is non-empty.
We start our construction of a quantum algorithm for
GI by defining a cost function f : Sn → R that assigns
a penalty (positive weight) to every permutation not be-
longing to Iso(G1, G2). Given the adjacency matrices A1
and A2 of, respectively, G1 and G2 and the permutation
matrix Ppi associated to π, the function
f(π) =
1
2
∣∣PpiA1PTpi −A2∣∣1 , (1)
counts the number of edges that are in π(G1) but not
in G2 and vice versa. Therefore f(π) = 0 if π ∈
Iso(G1, G2), f(π) > 0 otherwise.
Instead of representing a permutation π ∈ Sn through
its permutation matrix Ppi we use a set of n
2 variables
(x1,1, x1,2, . . . , xn,n), xi,j ∈ {0, 1}, i, j = 1, 2, . . . , n, orga-
nized in a grid on n rows and n columns (see figure 1).
The variable xi,j is set to 1 if the permutation π assigns
to the element at position i the element at position j.
With this representation, the cost function f becomes a
real valued function f : {0, 1}n2 → Z+ ∪ {0}:
f (x1,1, . . . , xn,n) = (2)
=
∑
{i, j} ∈ E1
{k, l} /∈ E2
xi,k xj,l +
∑
{i, j} /∈ E1
{k, l} ∈ E2
xi,k xj,l+
+
n∑
i=1
∣∣∣∣∣∣1−
n∑
j=1
xi,j
∣∣∣∣∣∣+
n∑
j=1
∣∣∣∣∣1−
n∑
i=1
xi,j
∣∣∣∣∣ .
The addenda in the last line assign a penalty to every
configuration that do not correspond to a permutation,
i.e. has more than one 1 in each row and column.
Finding an assignment to the variables xi,j such that
f (x1,1, . . . , xn,n) = 0 is equivalent to the problem of find-
ing a satisfying assignment to the following boolean CNF
formula:
∧
{i,j}∈E1
{k,l}6∈E2
(x¯i,k ∨ x¯j,l) ∧
∧
{i,j}6∈E1
{k,l}∈E2
(x¯i,k ∨ x¯j,l) (3)
∧
∧
k
i6=j
(x¯i,k ∨ x¯j,k) ∧
∧
i
(xi,1 ∨ . . . ∨ xi,n) .
This is an n-SAT formula. The terms in the first row of
(3) are 2-literal clauses and depend on the input graphs;
the terms of the second row are simultaneously satisfied
only if there is exactly one “1” in each row and column
of the grid: the n-literals terms (xi,1 ∨ . . . ∨ xi,n) are sat-
isfied as long as there is at least one “1” in each row,
whereas the term
∧
k
i6=j
(x¯i,k∨x¯j,k) is satisfied if there is at
most one “1” in each column. To sum up, the second line
of the formula (3) is evaluated to true is if the variables
in the grid form a permutation matrix and the first line
is true if such permutation maps one of the input graphs
into the other, i.e. G1 ∼= G2. We observe that, if we re-
strict the possible assignments to the variables {xi,j}ni,j=1
to those corresponding to configurations in which there
is exactly one “1” in each row of the grid, all the n-literal
clauses will be automatically satisfied and the satisfac-
tion of the formula
∧
k
i6=j
(x¯i,k ∨ x¯j,k) alone would guar-
antee that the configuration of the grid corresponds to a
permutation. Under this assumption, the cost function
f is equivalent to the 2− SAT formula:
∧
{i,j}∈E1
{k,l}6∈E2
(x¯i,k ∨ x¯j,l) ∧
∧
{i,j}6∈E1
{k,l}∈E2
(x¯i,k ∨ x¯j,l) (4)
∧
∧
k
i6=j
(x¯i,k ∨ x¯j,k),
i.e. a formula made up of terms involving at most (in our
case, exaclty) two variables. This fact will play a central
role in the construction of the following section.
3III. ADIABATIC QUANTUM WALK
The solution of a combinatorial problem, such as GI,
can be mapped into the state of lowest energy of a poten-
tial operator, or final Hamiltonian, Hf [22]. In AQC the
problem of finding such a state is solved by using an aux-
iliary, or initial Hamiltonian HI . The system is prepared
in the “easy to prepare” ground state of HI and evolves
under the action of a time-dependent Hamiltonian of the
form:
H(t) =
(
1− t
T
)
HI +
t
T
Hf , t ∈ [0, T ]. (5)
If the evolution time T satisfies
T ≫ ǫ
g2min
, (6)
with ǫ and the spectral gap gmin defined as in [15] (see
also Appendix A), the hypothesis of the adiabatic theo-
rem are satisfied and the state of the system at the final
time T will be the ground state of Hf .
In order to turn the optimization problem defined in the
previous section into a quantum algorithm, we first as-
sign a two-level system (qubit) σi,j =
(
σxi,j , σ
y
i,j , σ
z
i,j
)
to
each boolean variable xi,j (see figure 1). We select the
direction z as the computational direction and indicate
by | + 1 〉i,j (or “up”) and | − 1 〉i,j (or “down”) the
eigenstates of σzi,j belonging to the eigenvalues +1 and -1
respectively.
The conventional generator of the diffusion (HI in (5))
adopted in AQC, adapted to our system, has the form
D =
n∑
i,j=1
σxi,j .
The ground state of the HamiltonianD is easy to prepare
(all the spins aligned along the x axis) and corresponds
to an uniform superposition of all the possible configura-
tions {| b1,1, . . . , bn,n 〉, bi,j ∈ {−1, 1}, i, j = 1, . . . , n}.
On the other side, we observed that, by restricting the set
of possible assignments, GI can be mapped to a 2-SAT
formula. Consider then the Hamiltonian
HI = −1
2
n∑
i=1
n−1∑
j=1
(
σ+i,j+1σ
−
i,j + σ
+
i,jσ
−
i,j+1
)
, (7)
where σ± are the spin raising and lowering operators
(σx ± iσy) /2. Each row of the spin grid evolves indepen-
dently of the others and the interactions in each chain are
next-neighbors of XY type. The number of spins “up”,
or excitations, in each chain is preserved by HI ; in fact,
defined the number operator for each chain as:
Nzi =
n∑
j=1
1 + σzi,j
2
, i = 1, 2, . . . , n
FIG. 1. (Color online) On the left, an instance of size n = 3
of GI. On the right, the spin-grid and interaction graph for
the same GI instance: solid lines correspond to ZZ interac-
tions: in blue we show the “permutation”-constraints related
interaction; in red, the instance dependent one. Dashed lines
represent XY interactions.
it is [Nzi , HI ] = [N
z
i HI −HINzi ] = 0. In particular, if we
choose, for each row i, an initial condition in the Nzi = 1
sector of the Hilbert space, the evolution under HI will
remain into the space H|N3
i
=1, i.e. the space of functions
from {1, 2, . . . , n} to {1, 2, . . . , n}. Indeed, this property
will be preserved as long as the Hamiltonian of the system
has the form αHI + βV, α, β ∈ R, with V diagonal in
the computational basis. Moreover, the ground state of
HI is easy to prepare either by an adiabatic scheme (see
Appendix B) or by dissipative means [23].
The operator HI restricted to H|N3
i
=1 can be rewritten
as:
HI = −1
2
n∑
i=1
n−1∑
j=1
(|j + 1〉i 〈j|i + |j〉i 〈j + 1|i) , (8)
where |j〉i indicates that the excitation of the i-th chain
is at position j.
Thanks to this simplified notation, it becomes clear that
the exploration of the space of configuration is performed
through n continuous time quantum walks on linear
graphs.
In this setting, it is possible to formulate the GI problems
in terms as in (4). The formula can be translated into
the following potential Hamiltonian:
4FIG. 2. (Color online) The same interaction-graph (and same
color/style mapping) of figure 1 rearranged in order to show
the topology of the hardware part of the algorithm.
Hf =
∑
{i, j} ∈ E1
{k, l} /∈ E2
(
I + σzi,k
2
)(
I + σzj,l
2
)
+ (9)
+
∑
{i, j} /∈ E1
{k, l} ∈ E2
(
I + σzi,k
2
)(
I + σzj,l
2
)
+
+
n∑
i=1
n∑
j=1
n∑
k=j+1
(
I + σzj,i
2
)(
I + σzk,i
2
)
.
The Hamiltonian is 2-local (i.e. it is made up of terms
involving at most two qubit). To every violated clause in
(4) it corresponds a unit energy penalty. If the 2-SAT for-
mula associated to the GI instance (G1, G2) is satisfiable,
i.e. G1 ∼= G2, there exists a zero energy configuration.
The topology of the ensuing interaction graph has par-
ticular features. Within each chain there are only next-
neighbor interactions. The ZZ interactions between the
spins in a column of a grid, on the other side, define a
complete n-graph. Together, the infra-chain and infra-
column allow for the search of the solution to happen
close to the space of permutations: they depend on the
input size n alone, and not on the particular instance of
GI: they represent the hardware part of the algorithm.
The “geometry” that minimizes the “distance” of the
hardware part is that of a cylinder.
The instance-dependent interactions connect only ele-
ments that sit on different rows and columns: they must
be programmed ad-hoc (software). Figure 1 shows an
example of the interaction-graph associated to a GI in-
stance of dimension n = 3.
If started from the ground state of HI , restricted to
H|N3
i
=1, the adiabatic evolution (i.e. with T > ǫ/g
2
min)
of the system under the action of the time-dependent
Hamiltonian (5), with HI and Hf defined as in (8) and
(9), will end up in the ground state |e0(T )〉 ofHf (see Ap-
pendix A). If G1 and G2 are non-isomorphic, the ground
state energy will be equal to the number of clauses that
cannot be satisfied, i.e. ≥ 1.
IV. READING THE OUTPUT
We will address the key issue of the estimation of the
“annealing time” T in the next section. Here we propose
a measurement protocol for the read-out of the result.
First of all, we observe that the expectation value
〈 e0(T ) |C| e0(T ) 〉 of the observable
C =
∑
{i, j} ∈ E1
{k, l} /∈ E2
(
I + σzi,k
2
)(
I + σzj,l
2
)
+ (10)
+
∑
{i, j} /∈ E1
{k, l} ∈ E2
(
I + σzi,k
2
)(
I + σzj,l
2
)
+
is an isomorphism witness. In fact, it is zero iff the two
graphs are isomorphic.
Besides, the final state of the computation carries infor-
mations on Iso(G1, G2), even in the case the observable
C cannot be measured. For example, if the input graphs
are rigid, i.e. the group of automorphisms of each of the
graphs consists of the identity alone [24], then there is
at most one solution to GI and ‖Iso(G1, G2)‖ ≤ 1. The
ground state of Hf , therefore, either encodes the permu-
tation that maps G1 into G2 or not. By performing local
and independent measurements of the position observ-
ables
Qi =
n∑
x=1
1 + σzi,x
2
, i = 1, 2, . . . , n, (11)
we can read out the permutation | π 〉 = | q1, q2, . . . , qn 〉;
then it suffices to check that π(G1) = G2.
If the graphs are not rigid, the ground state will be a
superposition∑
i
αi| πi 〉, πi ∈ Iso(G1, G2),
∑
i
|αi|2 = 1.
In order to extract one of the solution, we can proceed
as follows. We run the algorithm once. We measure Q1.
The measurement will provide the value q1. We then
restart the algorithm by setting the “spin up” of the first
chain to q1, while the state of the other chains is prepared
in the ground state of
H
(1)
I = −
1
2
n∑
i=2
n−1∑
j=1
(|j + 1〉i 〈j|i + |j〉i 〈j + 1|i) .
We then let the system evolve under
H1(t) =
(
1− t
T
)
H
(1)
I +
t
T
Hf , t ∈ [0, T ].
We then measure Q2 and iterate the procedure. After n
iterations of this scheme, we will end up in a permuta-
tion state | π 〉 = | q1, q2, . . . , qn 〉 and it suffices to verify
whether it maps G1 into G2 to have a definite answer.
5So, in the case the input graphs are not guaranteed to
be rigid, we need at most a linear time overhead in order
to read out the result and the overall execution time of
the algorithm (adiabatic procedure + measurement) will
scale, in the worst case, as O(nT ), T being the annealing
time required by the first run of the adiabatic procedure.
Independently of their rigidity of the input graphs the
output of the algorithm is always a permutation π. If
the two input graphs are not isomorphic, it will be
G1 6= π(G2). In what follows, therefore, we will restrict
our investigation on the performance of the algorithm on
isomorphic instances of GI.
V. RESULTS
For t > 0, the spin chains interact with each other.
The analysis of the spectral gap of the Hamiltonian (5) is
quite hard. We did not find any mean to derive analytic
results about the spectral gap gmin; we can only war-
rant that it gmin > 0, t ∈ [0, T ]. The result follows
immediately by an application of the Perron-Frobenius
theorem [25].
This, together with the results about the spectra of the
operatorsHI andHf of the previous sections, assure that
the algorithm “makes sense” but provides no information
about its efficiency: we cannot rule out the possibility of
gmin becoming exponentially small as the input size in-
creases.
The determination of the spectral gap for instances of
size n requires the solution of the eigenvalue problem for
nn × nn matrices by numeric means. With our compu-
tational resources, we have been able to characterize the
spectral gap for graphs of at most n = 7 vertices (i.e., for
a system of 49 qubits, evolving in a Hilbert space isomor-
phic to C823543). This does not allow for a study of the
spectral behavior of the algorithm as a function of the
input size [26, 27]. By direct inspection of the spectral
gap, however, it is easy to see that the “hardness” (i.e.
gmin) of an isomorphic instance (G, π(G)), π ∈ Sn, of GI
may depend on π (see figure 3).
The observation of this simple “fact of life” suggests the
following strategy, that we christened Permutation Trick
(PT): try to solve the original instance (G, π(G)). If at
the end of the adiabatic evolution a solution is not found,
modify the input instance (G, π(G)) → (G, σ(π(G))),
with σ ∈ Sn.
For more significant instances we resorted to Monte-
Carlo simulations. We used the World-Line Quantum
Monte-Carlo (QMC) [28] numerical scheme. The algo-
rithm is described in the Appendix C.
In order to study the dependence of the annealing time
Tn on the problem size n we proceeded as follows. We
generated a sample of N = 100 isomorphic instances
(Gi1, G
i
2 = πi(G
i
1)), i = 1, 2, . . . , N , with πi randomly ex-
tracted from the symmetric group Sn; each of the graphs
gmin=0.0222
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FIG. 3. A case study. Graph size n = 6. (a) The ground state
energy (dashed line) and the first excited energy (solid line)
for a random instance (G1, pi(G1)). Inset: an expanded view
of the critical region: there is no level crossing. (b) The same
quantities for an instance (G1, σ(pi(G1))). The spectral gap is
one order of magnitude larger than for the original instance
(G1, pi(G1). Inset: an expanded view of the critical region.
Gi1 is connected and is generated using the Wolfram
Mathematica function RandomGraph({n,mi}) (and
discarding non-connected graphs); the parameter mi is
the number of edges of the graph, uniformly extracted in
the range [2n, n(n − 2)/2] ∩ Z: we avoided graphs with
low connectivity, since they usually provide very easy GI
instances.
For each instance we ran the QMC simulation for a ten-
tative time, say T ′, and up to h = 5 times. If a solution
is found, stop; otherwise, apply the Permutation Trick:
sample σ ∈ Sn and try to solve (G, σ(π(G))). The al-
gorithm fails when a solution in not found after k = 4
6applications of the permutation trick. We point out that
the maximum number of Monte-Carlo runs for each in-
stance is k · h = 20 independently of the instance size.
We define the “annealing time” Tn as the time needed to
solve all the N instances of size n of GI, with the help of
PT. The results are shown in figure 4. We show also the
number of failures of the algorithm when we run it on
instances of size n with annealing time Tn, h = 50 and
without the application of PT (k = 0); the steep growth
of the number of failures supports the conjecture that
a rearrangement of the “solution landscape” is likely to
significantly simplify the original instance, without mod-
ifying its structural properties.
In order to avoid any misunderstanding, we stress here
that the results we will discuss below are inconclusive un-
der, at least, two points of view. First, the dimension of
the instances is very limited. Secondly, the QMC simula-
tion of the adiabatic scheme is not guaranteed to provide
a faithful simulation of the evolution of the system [29].
What we are presenting here, therefore, are preliminary
results and observations.
The results obtained with QMC for random graphs of
size up to n = 12 vertices are shown in figure 4. The
annealing time scales linearly from n = 6 to n = 10.
Then there is some kind of “phase transition”: the time
required to solve instances of size n = 11 is about twice
the time needed to solve the n = 10 instances. Then the
annealing time grows linearly from n = 11 to n = 12 (but
more steeply than from n = 6→ 10).
Needless to say, the reduced size of the tractable in-
stances makes it impossible to infer anything about the
behavior of the algorithm on large GI instances. The
presence of “phase transitions”, like the one observed at
n = 10 → 11, will most likely imply an exponential de-
pendence of the annealing time on the input size; the rate
of such transitions, however, will determine the presence
of any quantum speed-up with respect to the best classi-
cal algorithm.
Since SRGs can provide harder instances of GI [6], we
tested our algorithm on instances of GI generated from
SRG up to n = 17 vertices. The class of SRG is organized
in families (n, k, λ, µ), where n is the number of vertices,
k is the degree of each vertex, λ is the number of common
neighbors of any two adjacent vertices and µ is the num-
ber of common neighbors shared by any two non-adjacent
vertices. Unfortunately the families (n, k, λ, µ) are made
up of at most two representatives for n ≤ 17. In order to
allow for the comparison with the results obtained with
randomly generated graphs to be fair, for each represen-
tative G of the SRG family (n, k, λ, µ), we generated 10
instances (G, πi(G)), with πi randomly extracted from
Sn; as for random graphs, we define T
SRG
n as the time
needed to solve all the 10 n-instances. The results are
shown in figure 5. The annealing times for SRG are usu-
ally much smaller than those needed to solve random
graphs. This allowed us to push the QMC simulations
with SRG up to instances of n = 17 vertices. A direct
6 7 8 9 10 11 12
n
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15
Tn
7 8 9 10 11 12
n
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20
25
failures
FIG. 4. The annealing time Tn as a function of the problem
size |V | = n. In the inset: the number of failures on 100
instances, for an annealing time determined as in the main
figure, without the permutation trick.
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TnSRG
FIG. 5. The annealing time TSRGn for strongly regular graphs
as a function of the problem size |V | = n.
comparison with the annealing-time required by random
graphs is possible for n ∈ {9, 10, 13}. For n /∈ {9, 10, 13}
we found instances of random graphs of size n that are
not solved for T = T SRGn , thus showing that Tn > T
SRG
n .
As far as small graphs are considered, therefore, strong
regularity is an advantage.
VI. CONCLUSION, OUTLOOK AND
EXPERIMENTAL VERIFICATION
The 2-local quantum adiabatic algorithm for GI we
presented finds the isomorphism between the input
graphs by finding, if it exists, a permutation matrix that
maps one of the two graphs into the other. By using n
7interacting quantum walks, we were able to reduce the
GI problem to the search of a satisfying assignment to a
2-SAT formula. Remarkably enough, this is done with-
out resorting to any perturbation gadget or projective
technique.
The algorithm is a true quantum algorithm. In fact, the
initial Hamiltonian HI (actually a slightly modified ver-
sion of it, see Appendix B) is frustration-free and sto-
quastic [30]. When the two input graphs G1, G2 are
isomorphic, and it is the case for all the instances used
in our study, the final Hamiltonian HF is frustration-
free and stoquastic as well. On the other side, while
H(t), 0 < t < T , preserves the stoquasticity, it is no
guaranteed to be frustration-free. This rules out the pos-
sibility of efficiently simulate our algorithm by classical
means [31].
We cannot provide a characterization of the spectral be-
havior [32] of the adiabatic Hamiltonian driving the sys-
tem; in the lack of analytic results, we resorted to numer-
ics, which allow for an inspection of the spectral gap only
for GI instances up to n = 6 vertices, which is obviously
largely insufficient to infer any scaling law.
With the help of Monte-Carlo simulations we were able
to get some preliminary results about the running-time
of the algorithm for random graphs and SRG. There is
no evidence of any quantum speed-up with respect to
the best classical algorithm for GI. In fact, the (admit-
tedly very limited) data on the annealing-times Tn and
T SRGn , needed to solve, respectively, random and strongly
regular graphs, fit very well to a scaling O(2
√
n log(n)).
If the scaling were confirmed by an extended simula-
tion campaign, we could therefore only claim (no sur-
prise here) that the adiabatic procedure we defined is
not equivalent to a Grover search [33] in the unstructured
nn- dimensional space of functions from {1, 2, . . . , n} to
{1, 2, . . . , n}, nor in the n!-dimensional space of permu-
tations, since it would require a time O(2
n
2
log(n)).
From the point of view of complexity, therefore, the re-
sults we obtain are quite modest, but maybe not unex-
pected. AQC offers the potential advantage of being a
general purpose tool; as such it may be not the best tool
for any given problem. The 2-SAT problem, to which we
reduce GI in our setting, provides a key example: it is
in the complexity class P , since there is an ad hoc algo-
rithm that solves it in linear time. A 2-SAT problem can
be straightforwardly encoded into a 2-local Hamiltonian
by a construction similar to the one presented in Section
II and be used as the final Hamiltonian of an Adiabatic
Algorithm. In the AQC setting, however, the adiabatic
Hamiltonian to solve 2-SAT is equal to the one used to
solve NP-Hard problem MAX-2-SAT, that is the problem
of determining the maximum number of 2-literal clauses
that can be simultaneously satisfied [34]. It is possible
that satisfiable 2-SAT formulas or, equivalently, isomor-
phic instances G1 ∼= G2, are easier to solve than unsat-
isfiable (non-isomorphic) instances: in this case, in fact,
the final Hamiltonian is frustration-free. This conjecture,
however, remains to be proved.
The results we obtained through Monte-Carlo simula-
tions must be considered with caution: it is possible that
the numerical scheme (and the parametrization) we used
does not capture some fundamental aspect of the quan-
tum adiabatic evolution. Besides, the simulations must
be pushed much further to understand, in the spirit of
[27], the real dependence of the annealing time on the
size of the instances. The development of optimized and
parallelized quantum Monte-Carlo algorithms, exploiting
the computational power of multi-core CPU and GPUs,
will be one of the focuses of future research. However,
the dimension nn of the Hilbert space visited by our al-
gorithm is such that, even by exploiting all the compu-
tational resources used in Ref.[35], we will be able to
simulate the algorithm for graphs of at most n ≈ 25 ver-
tices. A real check of the performance of the procedure
described in this work will be possible only by imple-
menting it to a quantum computational device.
We thus conclude with a discussion of the difficulties one
would encounter in an hardware implementation of the
algorithm.
As a matter of example, let us consider the D-Wave One
quantum computer [19]. The fact that the device imple-
ments the standard AQC paradigm, and promises to be
easily scalable, makes it look as an ideal candidate for an
experimental verification of our procedure.
The main issue with this reference architecture is related
to the kind of interactions required by the algorithm.
The current version of the device does not implement
XY -interactions. As a matter of fact the D-Wave One is
currently able to solve only problems that can be mapped
into a 2-D Ising problem, that is problems that can be
mapped to standard AQC Hamiltonians involving only
ZZ interactions between nearest-neighbor qubits and a
transverse field σx. On the other side the superconduct-
ing flux-flux qubits used in the D-Wave One can in prin-
ciple support XY interactions [36], so it is possible that
our scheme will become implementable in some next-
generation version of the hardware.
Another, somehow minor, criticality is the mapping of
the interaction-graph determined by the algorithm (see
figures 1 and 2) onto the Chimera-Graph (see, for exam-
ple, figure 1 of Ref.[37] for a representation of the graph).
The Minor-Embedding procedure [38] can map a com-
plete graph onto the Chimera Graph with a quadratic re-
source overhead. This means that our interaction graph
can be mapped into the D-Wave graph; what remains to
be understood is the effect that such an embedding will
induce on the execution time of the algorithm.
In other physical implementations, such as crystal of
trapped ions [39], the realization of the XY -Hamiltonian,
together with its control and the preparation of its
ground state, will be quite straightforward. In this setup,
however, it is the realization of the ZZ interactions be-
tween distant qubits that may be very challenging, and
would require some sort of quantum bus [40]. The defini-
8tion verification scheme for our algorithm based on cur-
rent technology and will be the focus of future research.
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APPENDIX A
For the sake of self-containedness, we report here some
basic definitions related to the adiabatic theorem.
Given two Hamiltonian operators K and V on on Cn, let
us consider the time-dependent Hamiltonian
H(s) = (1− s)K + sV, 0 ≤ s ≤ 1. (12)
We indicate by e0(t) < e1(t) < . . . < en(s) and
| e0(s) 〉, | e1(s) 〉, . . . , | en(t) 〉 the instantaneous non-
degenerate eigenvalues of H(s) and the corresponding
eigenvectors.
The spectral gap of H(s) is defined as
gmin = min
0≤s≤1
(e(1)− e(0)) .
The adiabatic theorem asserts that, if the rescaling con-
stant T satisfies the relation T ≫ ǫ/g2min, where
ǫ = max
0≤s≤1
∣∣∣∣〈 e1 |dH(s)ds | e(0) 〉
∣∣∣∣ ,
then a system prepared at time t = 0 in the ground state
of H(0) = K will follow the instantaneous ground state
| e(t) 〉 of the rescaled Hamiltonian H(s · T ) and end up,
at time t = T in the ground state of the Hamiltonian V .
9While the value ǫ can be usually bounded from above by
a polynomial in the system size n, the spectral gap gmin
can happen to have an exponential dependence on the
system size.
APPENDIX B
The preparation of the ground state of the initial
Hamiltonian HI (see equation 7) restricted to the N3 = 1
sector of the Hilbert space of the system can be done ef-
ficiently by adiabatic means.
In what follows we will describe the preparation of a sin-
gle chain of the system. The overall initial state will then
be obtained by tensorialization.
Consider the initial state
| σ31 = −1, . . . , σ3⌊n+1
2
⌋ = +1, . . . , σ
3
n = −1 〉,
describing a chain with a single spin up at position ⌊n+12 ⌋.
This is the ground state of the Hamiltonian
HauxI = −
V
2
(
1 + σ3⌊n+1
2
⌋)
)
(13)
for any V > 0.
We let the system evolve under
Haux(t) =
t
T
HauxF + (1−
t
T
)HauxI , (14)
where
HauxF = −
1
2
n−1∑
j=1
HauxF (j, j + 1) = −
1
2
σ+j+1σ
−
j + σ
+
j σ
−
j+1.
(15)
The annealing time depends polynomially on the system
size n. In fact the spectral gap of (14) can be analyti-
cally determined by standard techniques [41] to be, for
0 ≤ s < 1
cos
(
2π
n+ 1
)
−
√
cos
(
π
n+ 1
)2
s2 + ((1− s)V )2.
The gap is monotonically decreasing in s and reaches its
minimum at s = 1. For s = 1 the gap is the gap of the
isotropic XY on n sites Hamiltonian restricted to the
single excitation subspace H|N3=1, that is
cos
(
2π
n+ 1
)
− cos
(
π
n+ 1
)
= Ω
(
1
n2
)
.
The ground state of HauxF can therefore be prepared ef-
ficiently.
We point out that while (15) is not frustration-free, it
becomes such as soon as we add two localized potential.
In fact the ground state of
Haux,FFF = −
1
2
n−1∑
j=1
HauxF (j, j + 1)−
1
2
(σz1 + σ
z
n). (16)
is the W state
|W 〉 = 1√
n
n∑
i=1
| i 〉
which minimizes HauxF (j, j+1) for j = 1, 2, . . . , n−1 and
−σz1 , σzn.
APPENDIX C
We use the World-Line Quantum Monte-Carlo
algorithm to simulate the evolution of the ground-
state distribution of the σzi,j , i, j = 1, . . . , n ob-
servables. For a complete account on the numer-
ical scheme, we refer the reader to [42]. The C
code used to simulate the system is available at
https://bitbucket.org/luca_zanetti/qmc_gi/downloads.
Here we briefly describe the algorithm and define the
parameters used in our simulations.
We first discretize the time evolution. Instead of inter-
polating between HI (8) and Hf (9) by continuously
varying the parameter t (see (5)), we take an integer
evolution time T and change the time-dependent system
Hamiltonian through unit steps from 0 to T .
We approximate the evolution of the instantaneous
ground state | e(k) 〉 → | e(k + 1) 〉 of the system
between two interpolation steps k and k + 1 via the
Suzuki-Trotter replica method: r replicas of the system
are evolved through m Metropolis moves toward the
equilibrium distribution of H(k+1) at temperature 1/β.
In our experimental campaign that the best results are
obtained if we set β = r.
The algorithm can be synthesized as follows:
Read G1, G2, T
for i = 1, . . . , h do
if i == 1 then σ1 ← 1, σ2 ← 1
else σ1, σ2 ← Sn(uniformly at random)
end if
Initialize the r replicas of each chain to the same
configuration
for j ← 1, . . . , k do
Thermal-annealing to e−βHI
for t = 1, . . . , T do
Set ν = (1 − tT )
for l = 1, . . . ,m do
Metropolis Move with Hamiltonian
νHI + (1− ν)Hf .
end for
end for
if A fraction ≥ 1/6 of the replicas has reached
zero cost configuration then
return Yes
end if
end for
end for
return No
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The thermal-annealing procedure is used to reproduce
the equilibrium distribution of e−βHI of the Hamiltonian
(8). The iterations over i = 1, . . . , h implement the Per-
mutation Trick. The iterations over j = 1, . . . , k capture
the non-deterministic nature of MC.
Since β < +∞ the thermal state will have a support
larger than the sole ground state. Besides, the allowed
number of Metropolis moves does not guarantee that the
replicas equilibrate [29]. For these reasons, we say that
the QMC procedure succeeds in finding a solution of an
instance of GI when, at the final time T , 1/6 of the repli-
cas are in a configuration corresponding to a solution of
the given instance. In this way we are able to capture
the approximate nature of the solutions provided by the
QMC numerical scheme, while ruling out the possibility
of finding a solution by mere chance.
In our simulations the parameters have been set to:
h = 5, k = 4, r = 200, m = 250, β = m.
