In this paper we propose a refinement of Mineka's coupling inequality that gives a better upper bound for d T V ( (W ) , (W + 1)), where W is a sum of n independent integer valued random variables, in the case when VarW ≫ n.
Introduction
Translated compound Poisson approximation of sums of independent integer valued random variables has been studied in a series of papers. Using Stein's method, [1] and [2] give bounds for the errors of such approximations in total variation distance, which is defined by , where 1/ VarW ≪ 1/ n, and thus the usual coupling proof of such a relation does not work. In the following lemma we show that this result can be established for sums of iid discrete uniform random variables with the help of a new coupling.
Lemma. Let U 1 , U 2 , . . . , U r , r ≥ 2, be independent identically distributed random variables with discrete uniform distribution on {1, 2, . . . , 2l − 1, 2l} for some
Proof. We construct a coupling of (V r , V r + 1). Let U 1 be an arbitrary random variable of uniform distribution on {1, 2, . . . , 2l}. If U 1 ∈ {1, 2, . . . , 2l − 1}, then define
. . , U r are independent; while if U 1 = 2l, then put
where U j has uniform distribution on {1, . . . , l}, I j takes on the values 0 and 1, each with probability 1/2, and U j , I j , 2 ≤ j ≤ r, are independent, also of U 1 .
where
with probability 1/2, −l, with probability 1/2.
can be regarded as a symmetric random walk that starts from 2l in time step one, and then at each subsequent time step increases or decreases by l. Define T to be the first time the random walk hits 0, that is
By the reflection principle and symmetry, 
Now for j, s ∈ {1, . . . , r} put
by the coupling inequality. Since
by (2), the proof is complete. Now we show how the result of the lemma concerning sums of iid uniform random variables can be used to obtain similar results for sums of arbitrary integer valued random variables. The idea is to embed the uniform random variables in the ones we want to prove the result for.
Proposition. If X 1 , X 2 , . . . , X n , n ≥ 2, are independent integer valued random variables and W = n j=1 X n , then
. . , n} are arbitrary and
Proof. We write each of the variables X 1 , . . . , X n in the form
where I j , U j and R j , j = 1, . . . , n, are all independent random variables defined on a common probability space, and for each j = 1, . . . , n: U j has discrete uniform distribution on {1, 2, . . . , l} for some even integer l; I j is a Bernoulli random variable with parameter l p, where p ≤ min{P(X j = k) : k = 1, . . . , l, j = 1, . . . , n} is fixed; and
Since (X j |I j = 1) = (U j ) and (X j |I j = 0) = (R j ), for any δ 1 , . . . , δ n−1 ∈ {0, 1} and
, where the U ′ j are independent copies of U 1 , and are independent of everything else, and ρ = n−1
true for any random elements Z 1 , Z 2 and Z 3 defined on the same probability space. We obtain
where T = n−1 j=1 I j and R = n−1 j=1 (1 − I j )R j are independent of (U ′ j , j ≥ 1) and of X n . Hence
since total variation distance is invariant under translation. Now, since T , X n and (U ′ j , j ≥ 1) are independent, we have
and the lemma provides the bound
we thus obtain from (5) that
nl p, and by Chebishev's inequality
Remark 1. Since total variation distance is invariant under translation, there is no loss of generality in supposing that the l-intervals begin at 1.
Remark 2.
The choice of (p, l) depends very much on the problem.
Remark 3.
The constants in the upper bound of the proposition can be improved by refining the method proposed in the proof. One could embed not one, but many uniform random variables in the X j -s by splitting the whole line into the l-blocks ({(m − 1)l, . . . , ml}) m∈Z and defining a uniform variable corresponding to each block. Thus one could use potential overlaps from the whole distribution and not just the interval {1, . .
. , l}, when bounding d T V ( (W ), (W + 1)).
More precisely, each X j , j = 1, . . . , n, can be given in the form
where all random variables in the decompositions are defined on a common probability space, and for each j = 1, . . . , n the following hold true: U ji has discrete uniform distribution on {1, . . . , l}, i = 1, 2, . . ., for some fixed even integer l;
. . , il, j = 1, . . . , n} is fixed, i = 1, 2, . . ., and these Bernoulli variables depend on each other in a way that for each outcome exactly one of them is 1 and the rest are 0; all the other variables in the decompositions are independent of each other and of the I i j -s; and R j is defined to make the distribution of the decomposition equal the distribution of X j . Then, to bound d T V ( (W ), (W + 1)) we would use (4), conditioning on all the I ji -s and R js, which would give us (5) with
we would obtain (6) with p replaced by
Application to the coupon collector's problem
We return to the coupon collector's problem defined in the introduction, and our starting point is the well-known distributional equality ( [5] , p. 225)
where X m+1 , X m+2 , . . . , X n are independent random variables having geometric distributions with success probabilities (m+1)/n, (m+2)/n, . . . , n/n respectively. Taking advantage of this decomposition we apply a theorem of Barbour and Xia [1] on translated compound Poisson approximation in total variation distance to the distributions of sums of independent integer valued random variables. One of the elements in their approximation error is (almost) d T V ( (W n,m ), (W n,m + 1)), to bound which we invoke our proposition. For µ, a > 0, define the compound Poisson distribution π µ,a to be the distribution of Z 1 + 2Z 2 , where Z 1 ∼ Po(µ) and Z 2 ∼ Po(a/2) are independent. We have the following result:
Theorem. For any fixed n ≥ 2 and 2 ≤ m ≤ n − 4, if
where 〈x〉 and ⌊x⌋ denote the fractional and integer part of x respectively, then there exists a positive constant C such that
Remark 1. It has been proved by Baum and Billingsley in [6] that if m = m n ∈ {0, 1, . . . , n − 1} is an integer that depends on n in such a way that
then W n,m := (W n,m n − EW n,m n )/ VarW n,m n has asymptotically standard normal distribution. This limit theorem was refined in [7] by showing that
| is the Kolmogorov distance, Z is a random variable of standard normal distribution and C = 10.0245, and that this order of approximation error is optimal. We see that the same order of approximation is obtained in the discrete approximation given in our theorem, but now with the error measured with respect to the much stronger total variation distance. Proof. We apply Theorem 4.3 in [1] , which states that if Z j , j = 1, . . . , r, are independent integer valued random variables with E|Z j | 3 < ∞, W = r j=1 Z j , and we define
We apply this theorem with Z j = X j − 1, j ∈ {m + 1, . . . , n}, for the X j given in (7), in order to approximate the coupon collector's shifted waiting time W n,m := n j=m+1 [X j − 1], and then show that the upper bound in (13) is not greater than the right hand side of (9). Then, since the two measures compared in (13) are the same for W = W n,m and W = W n,m = W n,m +n−m, the theorem for W n,m follows immediately. To do so, for given n ≥ 2, 2 ≤ m ≤ n − 4 and j ∈ {m + 1, . . . , n}, we bound ψ j and d + as defined above. For X , a random variable that has geometric distribution with parameter p, we have 
wherec,μ andã are defined by the formulae in (8) 
