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AFFINE CELLULARITY OF S△(2, 2)
GUIYU YANG
Abstract. In this paper we prove that the affine Schur algebra S△(2, 2) is affine
cellular over Q. As an application, we prove it is of finite global dimension.
1. Introduction
Affine Schur algebras have several equivalent definitions given by [7][14][9][16] and
[18] respectively. There are clear correspondences between these definitions on basis
elements. Affine Schur algebras play a central role in linking the representations of
affine quantum groups and affine Hecke algebras.
Affine cellular algebras are introduced by Koenig and Xi in [13]. They extend the
framework of cellular algebras due to Graham and Lehrer to affine cellular algebras
which are not necessarily finite dimensional over a field. Many examples such as affine
Temperley-Lieb algebras and affine Hecke algebras of type A when the parameter q is
not a root of poincare polynomial are proved to be affine cellular in [13]. Recently A.
S. Kleshchev, J. W. Loubert, V. Miemietz and J. Guilhot prove that KLR algebras
of type A and affine Hecke algebras of rank two are affine cellular in [12] and [10]
respectively.
The aim of this paper is to prove that the affine Schur algebra S△(2, 2) in case q = 1
is an affine cellular algebra over Q. We use the equivalent definitions of S△(n, r) given
by [7][14] and [18] respectively. By using the multiplication formulas given in [14] [2]
and [19], we investigate the ideal generated by the idempotent corresponding to a
particular diagonal matrix and construct a chain of idempotent ideals in S△(2, 2).
Then we prove that this chain affords an affine cellular structure for S△(2, 2). As an
application, we prove that S△(2, 2) over Q is of finite global dimension.
The paper is organized as follows. We recall equivalent definitions of affine Schur
algebras and some multiplication formulas in section 2. In section 3 we introduce
affine cellular algebras defined by Koenig and Xi. In section 4 we prove that S△(2, 2)
has an affine cellular structure and is of finite global dimension.
2. The affine Schur algebra
In this section we introduce equivalent definitions of affine Schur algebras given
by [7] [14] and [18]. We give correspondences of the basis elements between these
definitions. At the end of this section, we recall some multiplication formulas given
by [2] [6] [14] and [18] respectively.
First we give a geometric definition of affine quantum Schur algebras introduced
by Ginzburg–Vasserot [7] and Lusztig[14]. Let F be a field and let F[x, x−1] be the
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Laurent polynomial ring in indeterminate x. Fix an F[x, x−1]-free module V of rank
r ≥ 1. A lattice in V is a free F[x]-submodule L of V such that V = L⊗F[x] F[x, x
−1].
Let F△ = F△,n be the set of all cyclic flags L = (Li)i∈Z of lattices, where each Li
is a lattice in V such that Li−1 ⊆ Li and Li−n = xLi for all i ∈ Z. The group G of
automorphisms of the the F[x, x−1]-module V acts on F△ by g · L = (g(Li))i∈Z for
g ∈ G and L ∈ F△. Thus, the map
φ : F△ → Λ△(n, r), L→ dimL = (dimF Li/Li−1)i∈Z
induces a bijection between the set of G-orbits in F△ and Λ△(n, r), where
Λ△(n, r) := {(λi)i∈Z | λi ∈ N,
n∑
i=1
λi = r and λi = λi−n for i ∈ Z}.
Let
Λ(n, r) := {(λ1, . . . , λn) | λi ∈ N,
∑
1≤i≤n
λi = r}.
We usually identify Λ(n, r) with Λ△(n, r) via the following bijection:
b : Λ△(n, r) −→ Λ(n, r), λ −→ (λ1, . . . , λn).
The group G also acts diagonally on F△× F△ by g(L,L
′) = (gL, gL′), where g ∈ G
and L,L′ ∈ F△. By [14, 1.5], there is a bijection between the set of G-orbits in F△×F△
and the set Θ△(n, r) by sending (L,L
′) to A = (ai,j)i,j∈Z, where
ai,j = dimF
Li ∩ L
′
j
Li−1 ∩ L′j + Li ∩ L
′
j−1
for i, j ∈ Z,(2.0.1)
Θ△(n, r) := {A = (ai,j)i,j∈Z ∈M△,n(N) |
∑
1≤i≤n
j∈Z
ai,j =
∑
1≤j≤n
i∈Z
ai,j = r}
(2.0.2)
and M△,n(N) is the set of all Z× Z matrices A = (ai,j)i,j∈Z with ai,j ∈ N such that
(a) ai,j = ai+n,j+n for i, j ∈ Z ;
(b) for every i ∈ Z, the set {j ∈ Z | ai,j 6= 0} is finite .
Let OA denote the orbit in F△ × F△ corresponding to A. If (L,L
′) ∈ OA, then
row(A) = dimL and col(A) = dimL′, where row(A) = (
∑
j∈Z ai,j)i∈Z and col(A) =
(
∑
i∈Z ai,j)j∈Z.
Assume now that F = Fq is a finite field of q elements and write F△(q) for F△. For
any fixed (L,L′′) ∈ OA′′ , let cA,A′,A′′;q = |{L
′ ∈ F△(q) | (L,L
′) ∈ OA, (L
′, L′′) ∈ OA′}|.
Clearly, cA,A′,A′′;q is independent of the choice of (L,L
′′), and a necessary condition
for cA,A′,A′′;q 6= 0 is that
col(A) = row(A′), row(A) = row(A′′) and col(A′) = col(A′′).
(2.0.3)
Let A = Z[q] be the polynomial ring with indeterminate q. By [14], there is a
polynomial pA,A′,A′′ ∈ Z[q] in q such that for each finite field F with q elements,
cA,A′,A′′;q = pA,A′,A′′(q).
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Definition 2.1 ([14],[7]). The affine quantum Schur algebra S△(n, r) is the free Z[q]-
module with basis {eA | A ∈ Θ△(n, r)}, and multiplication defined by
eA · eA′ =
{∑
A′′∈Θ△(n,r)
pA,A′,A′′eA′′ , if col(A) = row(A
′),
0, otherwise.
As in the finite case, for each λ ∈ Λ△(n, r), define diag(λ) = (δi,jλi)i,j∈Z ∈ Θ△(n, r),
and eλ = ediag(λ). It is easy to see that for each A ∈ Θ△(n, r),
eλeA =
{
eA, if λ = row(A);
0, otherwise
and eAeλ =
{
eA, if λ = col(A);
0, otherwise.
(2.1.1)
Thus,
∑
λ∈Λ△(n,r)
eλ is the unity of S△(n, r). By specializing v to 1 in definition (2.1),
we get the affine Schur algebra S△(n, r) over Z, which we still denote by S△(n, r).
Now we introduce an algebraic definition of affine Schur algebras given by [18].
Let S = Sr denote the symmetric group on r letters and let S△ = S ⋉ Z
r denote
the extended affine Weyl group of type Ar−1. For a set S, we denote by I(S, r)
the set {i = (i1, . . . , ir) | it ∈ S, t = 1, 2, . . . , r}. We will denote the set I(S, r) by
I(n, r) if S = {1, 2, . . . , n}. Now S acts on I(n, r) by place permutation. S△ acts on
I(Z, r) on the right with S acting by place permutation and Zr acting by shifting, i.e.
i(σ, ε) = i+ nε for i ∈ I(Z, r), σ ∈ S and ε ∈ Zr. Note that this action depends on
the number n and S△ acts diagonally on I(Z, r)×I(Z, r). For (i, j) ∈ I(Z, r)×I(Z, r)
and (k, l) ∈ I(Z, r)× I(Z, r), we identify ξi,j and ξk,l if and only if (i, j) ∼S△ (k, l), i.e
(i, j) and (k, l) are in the same orbit.
Definition 2.2 ([18]). The affine Schur algebra S˜△(n, r) is defined to be the Z-algebra
with basis {ξi,j | i, j ∈ I(Z, r)} and multiplication given by the following rule:
ξi,jξk,l =
∑
(p,q)∈I(Z,r)×I(Z,r)/S△
C(i, j, k, l, p, q)ξp,q,
where C(i, j, k, l, p, q) = |{s ∈ I(Z, r) | (i, j) ∼S△ (p, s), (s, q) ∼S△ (k, l)}|.
Remark 2.3. There is an Z-algebra isomorphism between S△(n, r) and S˜△(n, r). The
correspondence ϕ between the basis elements is given by
ϕ(ξi,j) = eA,
where A = (ax,y)x,y∈Z ∈ Θ△(n, r), i, j ∈ I(Z, r) and
ax,y = |{s | is = x, js = y, 1 ≤ s ≤ r}|.
The Z-algebra isomorphism above can be generalized to a Q-algebra isomorphism.
In this paper, we are mainly concentrated in the affine Schur algebra S△(2, 2) over Q.
For simplicity, we usually identify the basis elements occurring in the above equivalent
definitions. And we always consider S△(2, 2) as an algebra over Q.
Remark 2.4. By section 5.2 in [2], S△(n, r) is a graded algebra over Q, i.e.
S△(n, r) =
⊕
m∈Z
S△(n, r)m.
Let Θ+△(n, r) = {A = (ai,j) ∈ Θ△(n, r) | ai,j = 0 for i > j} and Θ
−
△(n, r) = {A =
(ai,j) ∈ Θ△(n, r) | ai,j = 0 for i < j}. Then the degree gr(eA) for A ∈ Θ
+
△ (n, r) is
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defined by
gr(eA) =
∑
i<j,1≤i≤n
ai,j(j − i),
and the degree gr(eA) for A ∈ Θ
−
△ (n, r) is defined by
gr(eA) =
∑
i>j,1≤i≤n
−ai,j(i− j).
Now we give some useful multiplication formulas which are given by [14], [2], [6]
and [18] respectively.
For i, j ∈ Z, let E△i,j ∈M△,n(N) be the matrix (e
i,j
k,l)k,l∈Z defined by
ei,jk,l =
{
1, if k = i+ sn, l = j + sn for some s ∈ Z,
0, otherwise.
Proposition 2.5 ([14],[2],[6]). Let 1 ≤ h ≤ n,A ∈ Θ△(n, r) and λ = row(A). Let
Bm = diag(λ) +mE
△
h,h+1−mE
△
h+1,h+1 and Cm = diag(λ)−mE
△
h,h+mE
△
h+1,h. Then
in S△(n, r)
(1) eBm · eA =
∑
t∈Λ(∞,m)
∀u∈Z,tu≤ah+1,u
∏
u∈Z
(
ah,u + tu
tu
)
eA+
∑
u∈Z tu(E
△
h,u
−E△
h+1,u)
,
(2) eCm · eA =
∑
t∈Λ(∞,m)
∀u∈Z,tu≤ah,u
∏
u∈Z
(
ah+1,u + tu
tu
)
eA−
∑
u∈Z tu(E
△
h,u
−E△
h+1,u)
,
where Λ(∞,m) = {λ = (λi)i∈Z | λi ∈ N,
∑
i λi = m}.
Symmetrically, we can get the following multiplication formulas.
Proposition 2.6. Let 1 ≤ h ≤ n,A ∈ Θ△(n, r) and λ = col(A). Let Bm = diag(λ) +
mE△h,h+1 −mE
△
h,h and Cm = diag(λ)−mE
△
h+1,h+1 +mE
△
h+1,h. Then in S△(n, r)
(1) eA · eBm =
∑
t∈Λ(∞,m)
∀u∈Z,tu≤au,h
∏
u∈Z
(
au,h+1 + tu
tu
)
eA+
∑
u∈Z tu(E
△
u,h+1−E
△
u,h
),
(2) eA · eCm =
∑
t∈Λ(∞,m)
∀u∈Z,tu≤au,h+1
∏
u∈Z
(
au,h + tu
tu
)
eA−
∑
u∈Z tu(E
△
u,h+1−E
△
u,h
),
where Λ(∞,m) = {λ = (λi)i∈Z | λi ∈ N,
∑
i λi = m}.
Proposition 2.7 ([2]). Let 1 ≤ h ≤ n,A ∈ Θ△(n, r) and λ = row(A). Let Dm =
diag(λ)− E△h,h + E
△
h,h+mn. Then in S△(n, r)
(1) eDm · eA =
∑
u∈Z
ah,u≥1
(ah,u+mn + 1)eA+(E△
h,u+mn−E
△
h,u
),
where m ∈ Z \ {0}.
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Proposition 2.8 ([18]). Let i, j, k, l ∈ I(Z, r). We have the following equations in
S△(n, r).
(1) ξi,jξk,l = 0 unless j ∼S△ k.
(2) ξi,iξi,j = ξi,j = ξi,jξj,j.
(3)
∑
i∈I(n,r)/S ξi,i is a decomposition of unity into orthogonal idempotents.
Proposition 2.9 ([18], [19]).
(1) ξi,jξj,l =
∑
δ∈S△,j,l\S△,j/S△,i,j
[
S△,i,lδ : S△,i,j,lδ
]
ξi,lδ
=
∑
δ∈S△,i,j\S△,j/S△,j,l
[
S△,iδ,l : S△,iδ,j,l
]
ξiδ,l,
where i, j, l are in I(Z, r), S△,i is the stabilizer subgroup of i in S△ and S△,i,j is the
stabilizer of i and j in S△, i.e. S△,i,j = S△,i ∩S△,j, etc, S△,j,l \S△,j/S△,i,j denotes a
representative set of double cosets.
(2)ξi,j+nεξj,l+nε′ =
∑
δ∈Sj,l,ε′\Sj/Si,j,ε
[
Si,lδ,ε′δ+ε : Si,j,lδ,ε′δ,ε
]
ξi,lδ+n(ε′δ+ε)
=
∑
δ∈Si,j,ε\Sj/Sj,l,ε′
[
Siδ,l,ε′+εδ : Siδ,j,l,ε′,εδ
]
ξiδ,l+n(ε′+εδ)
where i, j, l are in I(n, r), ε, ε′ ∈ Zr, Si is the stabilizer subgroup of i in S and Si,j
is the stabilizer of i and j in S, i.e. Si,j = Si ∩Sj, etc, Sj,l,ε′ \Sj/Si,j,ε denotes a
representative set of double cosets.
3. The affine cellular algebra
In this section let k be a noetherian domain. A commutative k-algebra B is called
affine if it is a quotient of a polynomial ring k[x1, . . . , xt] in finitely many variables.
A k-linear anti-automorphism τ of a k-algebra A with τ2 = idA will be called a
k-involution on A.
Definition 3.1 ([13]). Let A be a unitary k-algebra with a k-linear involution τ on
A. A two-sided ideal J in A is called an affine cell ideal if the following conditions
are satisfied:
(1) τ(J) = J .
(2) There is a free k-module V of finite rank and an affine algebra B with a k-
involution σ such that △ = V ⊗k B is an A-B-bimodule, where the right B-module
structure is induced by that of the regular right B-module BB .
(3) There is an A-A-bimodule isomorphism α : J →△⊗B△
′, where △′ = B ⊗k V
is a B-A-bimodule with the left B-structure induced by BB and the right A-module
structure is given as (b⊗ v)a = p(τ(a)(v ⊗ b)), where p is the switch map:
p : △⊗B △
′ −→ △′ ⊗B △,
x⊗ y −→ y ⊗ x, for x ∈ △ and y ∈ △′.
(4) There is the following commutative diagram:
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J
τ

α // △⊗B △
′
v1⊗b1⊗Bb2⊗v2→v2⊗σ(b2)⊗Bσ(b1)⊗v1

J
α // △⊗B △
′
The algebra A is called affine cellular if and only if there is a k-module decomposi-
tion A = J ′1 ⊕ J
′
2 ⊕ · · · J
′
n with τ(J
′
j) = J
′
j for each j, and Ji = ⊕1≤l≤iJ
′
l gives a chain
of two-sided ideals of A: 0 = J0 ⊂ J1 ⊂ J2 ⊂ · · · ⊂ Jn = A, and for each 1 ≤ i ≤ n,
J ′i = Ji/Ji−1 is an affine cell ideal of A/Ji−1.
Remark 3.2. Note that by the definition of affine cellular algebras, quotient algebras
of commutative polynomial rings in finitely many variables over a noetherian domain
k are always affine cellular, with identity equals τ , B equals itself and V equals
the trivial B-module k. In particular, the affine Schur algebra S△(1, r) over Q is
isomorphic to Q[x1, x2, . . . , xr−1, xr, x
−1
r ]. So it is affine cellular. In the following
section we will prove that S△(2, 2) is affine cellular over Q.
4. affine cellularity of S△(2, 2)
In this section we give a proof of the affine cellularity of S△(2, 2) and prove it is of
finite global dimension. First we recall the definition of affine Hecke algebra H△(r)
over Q[q]. It has a set of generators Ti(1 ≤ i ≤ r), T
±1
ρ with the following relations:

T 2i = (q − 1)Ti + q, for 1 ≤ i ≤ r;
TiTj = TjTi, for 1 ≤ i, j ≤ r with |i− j| > 1;
TiTi+1Ti = Ti+1TiTi+1, for 1 ≤ i ≤ r, with |i− j| = 1 and r ≥ 3;
TρT
−1
ρ = T
−1
ρ Tρ = 1, TρTiT
−1
ρ = Ti+1, for 1 ≤ i ≤ r.
(4.0.1)
In the relations above, we identify Tr+1 with T1. By specializing q to 1, H△(2) over
Q has a presentation as follows:{
T 21 = 1, T
2
2 = 1, TρT
−1
ρ = T
−1
ρ Tρ = 1;
TρT1T
−1
ρ = T2, TρT2T
−1
ρ = T1.
(4.0.2)
Let λ = (2, 0), µ = (0, 2), ν = (1, 1) ∈ Λ(2, 2). Then eλ + eµ + eν is the unity in
S△(2, 2). We can identify H△(2) with the subalgebra eνS△(2, 2)eν of S△(2, 2). The
correspondence is given as follows:
ϕ : H△(2) −→ eνS△(2, 2)eν ,(4.0.3)
ϕ(1) = eν , ϕ(T1) = e(E△1,2+E△2,1), ϕ(T2) = e(E△2,3+E△3,2),
ϕ(Tρ) = e(E△1,2+E△2,3), ϕ(Tρ−1) = e(E△2,1+E△3,2).
Lemma 4.1. Let J denote the ideal generated by eλ in S△(2, 2), i.e. J = S△(2, 2)eλS△(2, 2).
Then S¯△(2, 2) := S△(2, 2)/J is isomorphic to Q[x, x
−1], where Q[x, x−1] is the Laurent
polynomial ring in variable x.
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Proof. By Proposition (2.5), we get that eµ = e2E△2,2 = e2E△2,1 ·e2E△1,2 . Since e2E△2,1 ·eλ =
e2E△2,1 and eλ · e2E△1,2 = e2E△1,2 , we get that eµ = e2E△2,1 · eλ · e2E△1,2 ∈ J .
So e¯ν is the unity in S¯△(2, 2), and e¯νS¯△(2, 2)e¯ν = S¯△(2, 2). Note there is the
following isomorphism
e¯ν S¯△(2, 2)e¯ν ∼= (eνS△(2, 2)eν)/(eνJeν).
By identifying H△(2) with eνS△(2, 2)eν by (4.0.3), we prove that J equals the ideal
of S△(2, 2) generated by T1 + eν and T2 + eν .
Let J ′ be the ideal of S△(2, 2) generated by T1+ eν and T2+ eν . We first show that
J ′ ⊆ J . By proposition (2.5), we have
e(E△1,1+E△2,1) · eλ = e(E△1,1+E△2,1), eλ · e(E△1,1+E△1,2) = e(E△1,1+E△1,2).
Then we get
e(E△1,1+E△2,1) · e(E△1,1+E△1,2) = e(E△1,1+E△2,1) · eλ · e(E△1,1+E△1,2) ∈ J.
Since
e(E△1,1+E△2,1) · e(E△1,1+E△1,2) = e(E△1,2+E△2,1) + eν = T1 + eν ,
this proves T1+ eν ∈ J . By (4.0.2), T
−1
ρ (T1+ eν)Tρ = T2+ eν , then T2+ eν ∈ J . This
proves J ′ ⊆ J .
By Proposition (2.5), we have
e(E△1,1+E△1,2)(T1 + eν)e(E△1,1+E△2,1) = 4eλ,
then eλ ∈ J
′, which proves J ⊆ J ′.
Note that eνJ
′eν equals the ideal of H△(2) generated by T1 + 1 and T2 + 1. By
J = J ′ and identifying H△(2) with eνS△(2, 2)eν , we have
(eνS△(2, 2)eν)/(eνJeν) ∼= H△(2)/(eνJ
′eν) ∼= Q[Tρ, T
−1
ρ ].
This completes the Lemma.

Remark 4.2. By Remarks (2.3), T1 = e(E△1,2+E△2,1) corresponds to ξi,j, where i = (1, 2)
and j = (2, 1) are both in I(2, 2). Since (i, j) ∼S△ (j, i), by Proposition (2.9),
T 21 = ξi,j · ξi,j = ξi,j · ξj,i = ξi,i = eν .
In the following, we will describe J as a bimodule over S△(2, 2), and prove it is
projective as both left and right S△(2, 2)-module. This affords a solution to bound
the global dimension of S△(2, 2).
The following lemma which is given in [19] describes the subalgebra eλS△(2, 2)eλ.
Lemma 4.3 ([19]). eλS△(2, 2)eλ is isomorphic to the Laurent polynomial ring Q[x1, x2, x
−1
2 ].
The isomorphism correspondence between eλS△(2, 2)eλ and Q[x1, x2, x
−1
2 ] is given
as follows:
ψ : eλS△(2, 2)eλ −→ Q[x1, x2, x
−1
2 ],(4.3.1)
ψ(e(E△1,1+E△1,3)) = x1, ψ(e(2E△1,3)) = x2, ψ(e(2E△3,1)) = x
−1
2 .
Lemma 4.4. Let B = eλS△(2, 2)eλ. Then eλS△(2, 2) is a free left B-module of rank
four, S△(2, 2)eλ is a free right B-module of rank four.
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Proof. eλS△(2, 2) = Q{eA | row(A) = λ} = Q{e(E△1,i+E△1,j) | i, j ∈ Z}. Identify B with
Q[x1, x2, x
−1
2 ] and by propositions (2.7), the actions of x1 on eλS△(2, 2) is given as
follows.
x1 · e(E△1,i+E△1,j) =

e(E△1,i+2+E△1,j) + e(E△1,i+E△1,j+2), i 6= j, i 6= j ± 2;
e(E△1,i+2+E△1,j), i = j;
2e(E△1,i+2+E△1,j) + e(E△1,i+E△1,j+2), i = j − 2,
e(E△1,i+2+E△1,j) + 2e(E△1,i+E△1,j+2), i = j + 2.
By Remark (2.3), identify x2 with ξl,m, where l = (1, 1),m = (3, 3) ∈ I(Z, 2), and
identify e(E△1,i+E△1,j) with ξl,u, where l = (1, 1), u = (i, j) ∈ I(Z, 2). By (2.9) we have
x2 · e(E△1,i+E△1,j) = e(E△1,i+2+E△1,j+2),
x−12 · e(E△1,i+E△1,j) = e(E△1,i−2+E△1,j−2).
Now we prove that eλS△(2, 2) as a left B-module is generated by the set
Π1 = {e(E△1,1+E△1,2), e(E△1,2+E△1,3), e(2E△1,1), e(2E△1,2)}.
Let X be the set = {e(E△1,i+E△1,j) | i, j ∈ Z}. We prove that each element in X is
contained in the B-linear combinations of elements in Π. First if i = j, we have
e(2E△1,i) =
{
xk2 · e(2E△1,1), i = 2k + 1;
x
(k−1)
2 · e(2E△1,2), i = 2k.
If i 6= j, we have
e(E△1,i+E△1,j) =
{
xk2 · e(E△1,1+E△1,j−i+1), i = 2k + 1;
x
(k−1)
2 · e(E△1,2+E△1,j−i+2), i = 2k.
So we only need to prove that Xl = e(E△1,1+E△1,l) and Yl = e(E
△
1,2+E
△
1,l)
for l ∈ Z can
be generated by Π1.
Note that
x1 ·Xl =

Xl+2 + x2 ·Xl−2, l 6= −1, 1, 3;
X5 + 2x2X1, l = 3;
X3, l = 1;
2X1 + x2X−3, l = −1.
(4.4.1)
This gives the equalities
Xl+2 = x1 ·Xl − x2 ·Xl−2, and Xl−2 = x
−1
2 x1 ·Xl − x
−1
2 ·Xl+2,
(4.4.2)
for l 6= −1, 3. Since X1,X2 ∈ Π, by (4.4.1),
X3 = x1X1, X4 = x1 ·X2 − e(E△1,2+E△1,3),
X5 = x1 ·X3 − 2x2 ·X1, X−3 = x
−1
2 x1 ·X−1 − 2x
−1
2 ·X1
are all generated by Π1.
So we can prove each Xl for l ∈ Z is generated by Π1 by induction on l for l ∈ Z
using (4.4.2).
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Similarly we have
x1 · Yl =

Yl+2 + x2 · Yl−2, l 6= 0, 2, 4;
Y6 + 2x2Y2, l = 4;
Y4, l = 2;
2Y2 + x2Y−2, l = 0.
(4.4.3)
Since Y1, Y2 ∈ pi, we can use a similar induction on l to prove that Yl for l ∈ Z are
all generated by Π1.
Now we prove elements in Π1 are eλS△(2, 2)eλ-linearly independent. By Remark
(2.4), S△(2, 2) is a Z-graded algebra over Q and the degrees of
e(E△1,1+E△1,2), e(E△1,2+E△1,3), e(2E△1,1), e(2E△1,2)
are 1, 3, 0, 2 respectively, and the degrees of x1, x2, x
−1
2 are 2, 4,−4 respectively. Since
x1 and x2 both have even degrees, we only need to prove that e(2E△1,1), e(2E△1,2) are
linearly independent and e(E△1,1+E△1,2), e(E△1,2+E△1,3) are linearly independent.
Suppose there is an equation
f · e(2E△1,1) + g · e(2E△1,2) = 0,
where f, g ∈ Q[x1, x2, x
−1
2 ]. We want to show that f = g = 0. Since x1 · e(2E△1,1) = x1
and x2 · e(2E△1,1) = x2, then f · e(2E△1,1) = f and
f + g · e(2E△1,2) = 0.(4.4.4)
Suppose f =
∑
A aAeA, where aA ∈ Q and A ∈ Θ△(n, r). Then by (2.0.3) each
term eA in f satisfies col(A) = col(2E
△
1,1) = λ. Suppose g · e(2E△1,2) =
∑
A′ bA′eA′ ,
where bA′ ∈ Q and A
′ ∈ Θ△(n, r). Then by (2.0.3) each term eA′ in g · e(2E△1,2) has
the property that col(A′) = col(2E△1,2) = µ. Since the set {eA | A ∈ Θ△(n, r)} is a
basis for S△(2, 2), the basis corresponding to matrices of different columns are linearly
independent. This implies that f = 0 and g · e(2E△1,2) = 0. Then bA′ = 0 for each A
′
occurring in g · e(2E△1,2). By proposition (2.6), we get that g =
∑
A′[1] bA′eA′[1], where
A′[1] is the matrix that A′[1]’s ith-column is the same as that A′’s (i+ 1)th-column.
This proves that g = 0 and e(2E△1,1), e(2E△1,2) are linearly independent.
Suppose there is an equation
f ′ · e(E△1,1+E△1,2) + g
′ · e(E△1,2+E△1,3) = 0,(4.4.5)
where f ′, g′ ∈ Q[x1, x2, x
−1
2 ] and at least one of f
′, g′ are not zero. We want to find a
contradiction. Since x2 is invertible, we assume each term containing x2 in f
′ and g′
has positive degrees in x2.
Now suppose f ′ =
∑
a,bma,bx
a
1x
b
2 and g
′ =
∑
c,d nc,dx
c
1x
d
2, where ma,b, nc,d ∈ Q.
By Proposition (2.7) and Proposition (2.9), we get
xa1x
b
2 · e(E△1,1+E△1,2) =
∑
0≤k≤2a
pke(E△1,2b+1+k+E
△
1,2b+2+2a−k)
,(4.4.6)
xc1x
d
2 · e(E△1,2+E△1,3) =
∑
0≤l≤2c
hle(E△1,2d+2+l+E
△
1,2d+3+2c−l)
,(4.4.7)
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where {
pk = 1, k = 0, or 2a;
pk > 1, 1 ≤ k ≤ 2a− 1;
{
hl = 1, l = 0, or 2c;
hl > 1, 1 ≤ l ≤ 2c− 1.
(4.4.8)
Suppose f ′ 6= 0. Let ma0,b0x
a0
1 x
b0
2 be any nonzero term appearing in f
′ with b0
minimal. Suppose e(E△1,2b0+1+E
△
1,2b0+2+2a0
) appears in f
′ · e(E△1,1+E△1,2) with coefficient
s, then by (4.4.8), s ≥ ma0,b0 6= 0. By (4.4.5), there is some d0 and some l with
0 ≤ l ≤ 2c such that
e(E△1,2b0+1+E
△
1,2b0+2+2a0
) = e(E△1,2d0+2+l+E
△
1,2d0+3+2c−l
).
Then we get that e(E△1,2d0+2+E
△
1,2d0+3+2c
) appears in g
′ · e(E△1,2+E△1,3) with nonzero coef-
ficient by (4.4.8). By b0 is minimal, we cannot find this term in f
′ · e(E△1,1+E△1,2). This
contradicts (4.4.5).
Similarly we can find a contradiction if we suppose g′ 6= 0. This proves that
e(E△1,1+E△1,2), e(E△1,2+E△1,3) are linearly independent.
Then Π1 is a basis of eλS△(2, 2) over eλS△(2, 2)eλ. In a similar way we can prove
that the set
Π2 = {e(E△1,1+E△2,1), e(E△2,1+E△3,1), e(2E△1,1), e(2E△2,1)}
forms a basis of S△(2, 2)eλ as a free eλS△(2, 2)eλ-module.

Proposition 4.5. There is an S△(2, 2)-bimodule isomorphism
α : S△(2, 2)eλ ⊗B eλS△(2, 2) −→ S△(2, 2)eλS△(2, 2),
and J = S△(2, 2)eλS△(2, 2) is projective as left and right S△(2, 2)-module.
Proof. Let B = eλS△(2, 2)eλ and let {bi}i∈I be a Q-basis of B. There is a canonical
epimorphism
α : S△(2, 2)eλ ⊗B eλS△(2, 2) −→ S△(2, 2)eλS△(2, 2)
eAbi ⊗ bi′eC −→ eAbibi′eC , eA ∈ Π2, eC ∈ Π1, i, i
′ ∈ I.
The set
Ω = {eAbi ⊗ eC | eA ∈ Π2, eC ∈ Π1, i ∈ I}
is a basis of S△(2, 2)eλ ⊗B eλS△(2, 2) over Q. Let
Ω′ = {eAbieC | eA ∈ Π2, eC ∈ Π1, i ∈ I}.
We prove α is injective by showing that elements in Ω′ are Q-linearly independent.
Recall that
Π1 = {e(E△1,1+E△1,2), e(E△1,2+E△1,3), e(2E△1,1), e(2E△1,2)}
and
Π2 = {e(E△1,1+E△2,1), e(E△2,1+E△3,1), e(2E△1,1), e(2E△2,1)}.
Let pil for 1 ≤ l ≤ 4 denote the elements in Π1 and let pi
′
l for 1 ≤ l ≤ 4 denote the
elements in Π2. Define
Ω′l,m = {pi
′
lbipim | i ∈ I},
then
Ω′ = ∪1≤l,m≤4Ω
′
l,m.
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The elements in Ω′l,m are Q combinations of basis eA such that
col(A) = col(C), row(A) = row(D) for 1 ≤ l,m ≤ 4,
where pi′l = eC and pim = eD. Since {eA | A ∈ Θ△(2, 2)} is a basis of S△(2, 2), we
can divide Ω′ into disjoint union of subsets according to the row and column vectors
of the matrices corresponding to the basis elements, such that elements in different
subsets are linearly independent. It suffices to prove elements in the following sets
are linearly independent.
Ω′l,m, 3 ≤ l,m ≤ 4,⋃
1≤l,m≤2
Ω′l,m,
Ω′3,1 ∪ Ω
′
3,2,
Ω′4,1 ∪ Ω
′
4,2,
Ω′1,3 ∪ Ω
′
2,3,
Ω′1,4 ∪ Ω
′
2,4,
We only prove elements in Ω′3,1∪Ω
′
3,2 are linearly independent. Other cases can be
proved similarly. Suppose
e(2E△1,1) · f · e(E△1,1+E△1,2) + e(2E△1,1) · g · e(E△1,2+E△1,3) = 0,
where f, g are Q-linear combinations of elements in {bi}i∈I . Then
e(2E△1,1) ·
(
f · e(E△1,1+E△1,2) + g · e(E△1,2+E△1,3)
)
= 0.
by Proposition (2.8),
f · e(E△1,1+E△1,2) + g · e(E△1,2+E△1,3) = 0.
Then we can get f = g = 0, since e(E△1,1+E△1,2), e(E△1,2+E△1,3) belong to Π1.
This proves that J ∼= S△(2, 2)eλ⊗B eλS△(2, 2) as S△(2, 2)-bimodule. Now we prove
S△(2, 2)eλ ⊗B eλS△(2, 2) is projective as left and right S△(2, 2)-module.
Since eλS△(2, 2) and S△(2, 2)eλ are free modules over B, S△(2, 2)eλ ⊗B eλS△(2, 2)
is projective as S△(2, 2)-bimodule. Then J is projective as S△(2, 2)-bimodule follows
from the isomorphism constructed above.

Theorem 4.6. S△(2, 2) is affine cellular over Q.
Proof. Let τ be the anti-involution of S△(2, 2) given by τ(eA) = eA′ , where A ∈
Θ△(2, 2) and A
′ denotes the transpose of A. Let J = S△(2, 2)eλS△(2, 2). It is obvious
that τ(J) = J . We first show that J is an affine cell ideal of S△(2, 2).
Let
Π1 = {e(E△1,1+E△1,2), e(E△1,2+E△1,3), e(2E△1,1), e(2E△1,2)}
and
Π2 = {e(E△1,1+E△2,1), e(E△2,1+E△3,1), e(2E△1,1), e(2E△2,1)}
be the same as in Lemma (4.4). It is easy to find that
Π1 = {τ(eA) | eA ∈ Π2}.(4.6.1)
Let V be the free Q-module on the basis Π2. Suppose
△ = V ⊗Q B, △
′ = B ⊗Q V,
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where B = eλS△(2, 2)eλ. Then by Lemma (4.4) we have the following isomorphism
of S△(2, 2)-B-bimodules
ϕ : △ −→ S△(2, 2)eλ,
ϕ : v ⊗ b −→ v · b,
where v ∈ V, b ∈ B. And by (4.6.1) we have the following isomorphism of B-S△(2, 2)-
bimodules
ψ : △′ −→ eλS△(2, 2),
ψ : b⊗ v −→ b · τ(v),
where b ∈ B, v ∈ V .
Then by Lemma (4.4) we have the following S△(2, 2)-bimodule isomorphism:
α : △⊗B △
′ −→ J,(4.6.2)
α(v1 ⊗ b1 ⊗ b2 ⊗ v2) = v1 · b1 · b2 · τ(v2),
where b1, b2 ∈ B and v1, v2 ∈ V .
Now define
f : △⊗B △
′ −→ △⊗B △
′,
f : v1 ⊗ b1 ⊗ b2 ⊗ v2 −→ v2 ⊗ τ(b2)⊗ τ(b1)⊗ v1,
where b1, b2 ∈ B and v1, v2 ∈ V .
Then we have the following commutative diagram:
J
τ

△⊗B △
′
α
oo
f

J △⊗B △
′
α
oo
Let α−1 be the inverse of the bimodule isomorphism α given in (4.6.2). Since
τα = αf , we get that α−1τ = fα−1, i.e. we have the following commutative diagram:
J
τ

α−1 // △⊗B △
′
f

J
α−1 // △⊗B △
′
This shows that J is an affine cell ideal of S△(2, 2). By Lemma (4.1), S△(2, 2)/J ∼=
Q[x, x−1]. Then S△(2, 2)/J is an affine cellular algebra over Q. Now we have a chain
of ideals
0 ⊂ J ⊂ S△(2, 2)
and a decomposition of S△(2, 2) as a Q-vector space( In fact, this is an decomposition
of S△(2, 2)-module):
S△(2, 2) = J
⊕
S△(2, 2)/J.
By Lemma (4.1), τ(S△(2, 2)/J) = S△(2, 2)/J . This implies that this chain and
decomposition satisfy the conditions given in (3.1). This proves that S△(2, 2) is an
affine cellular algebras over Q.

Corollary 4.7. S△(2, 2) is of finite global dimension over Q.
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Proof. By Lemma 4.5 in [13], if R is a ring and e = e2 ∈ R, if ReR is projective as left
R-module, then the global dimension of R is finite if and only if the global dimension
of (R/ReR) and the global dimension of (eRe) are finite.
By Proposition (4.5), J = S△(2, 2)eλS△(2, 2) is projective as left S△(2, 2)-module.
Since S△(2, 2)/J ∼= Q[x, x
−1] and eλS△(2, 2)eλ ∼= Q[x1, x2, x
−1
2 ] by Lemma (4.1) and
(4.3). Then S△(2, 2)/J and eλS△(2, 2)eλ are both of finite global dimensions. This
proves that S△(2, 2) is of finite global dimension over Q.

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