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Abstract
It is pointed out that there are some fundamental difficulties with the fre-
quently used continuous-time formalism of the spin-coherent-state path in-
tegral. They arise already in a single-spin system and at the level of the
”classical action” not to speak of fluctuations around the ”classical path”.
Similar difficulties turn out to be present in the case of the (boson-)coherent-
state path integral as well; although partially circumventable by an ingenious
trick (Klauder’s ǫ-prescription) at the ”classical level”, they manifest them-
selves at the level of fluctuations. Detailed analysis of the origin of these
difficulties makes it clear that the only way of avoiding them is to work with
the proper discrete-time formalism. The thesis is explicitly illustrated with a
harmonic oscillator and a spin under a constant magnetic field.
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I. INTRODUCTION
Path integrals are widely used in various fields of physics [1–4]. They are thought to be
particularly suited to semi-classsical evaluation of quantum mechanical transition amplitudes
(or partition functions), since apparently they can incorporate a classical picture much more
easily than the operator formalism can. In particular many works on spin systems make use
of the spin-coherent-state (i.e., the SU(2)-coherent-state) path integral. To list just a few
of the notable applications, precession of a single spin under a constant magnetic field [5],
one dimensional anti-ferromagnets [6], tunneling of a giant spin in a mesoscopic magnet [7],
tunneling of a magnetic domain wall [8], and so on. The standard starting point, in the case
of a single spin of magnitude S, is the following expression for the transition amplitude:
〈nF |e−iHˆT/h¯|nI〉 =
∫
SCS
DθDφ exp
(
i
h¯
S˜SCS[θ, φ]
)
, (1.1a)
S˜SCS[θ, φ] :=
∫ T
0
dt
{
h¯S(cos θ(t)− 1)φ˙(t)−H(θ(t), φ(t))
}
. (1.1b)
(Throughout the paper, the equation A:=B denotes that A is defined by B.) Here, |nα〉 with
nα being a unit vector (α = I or F ) is the spin coherent state in which the spin may be
visualized as oriented along nα. In the integral, θ and φ denote polar and azimuthal angles
of the spin orientation at intermediate times, and H(θ, φ) is the Hamiltonian in the spin-
coherent-state representation. (The precise definition of various symbols is given in Sec. II.)
Time t is treated as a continuous parameter in the above expression, which therefore may be
called the continuous-time spin-coherent-state path integral, to be abbreviated as CTSCSPI.
As we will see, the expression leads to a grave difficulty. If one tries to evaluate it in
the spirit of semi-classical approximation, one fails already at the ”classical level”. If one
ignores this failure and proceeds to integrate over fluctuations, one obtains a meaningless
result. In order to appreciate the difficulty, it is worthwhile to recall the coherent-state (i.e.,
boson-coherent-state) path integral, which is in a sense a linear version of the spin-coherent-
state path integral. In the case of a single particle governed by a Hamiltonian H(p, q), the
relevant transition amplitude is often expressed as
〈pF , qF |e−iHˆT/h¯|pI , qI〉 =
∫
CS
DpDq exp
(
i
h¯
S˜CS[p, q]
)
, (1.2a)
S˜CS[p, q] :=
∫ T
0
dt
{
1
2
(p(t)q˙(t)− p˙(t)q(t))−H(p(t), q(t))
}
, (1.2b)
where |pα, qα〉 (α = I or F ) is the coherent state labeled by the complex number qα+ipα. This
expression may be called the continuous-time coherent-state path integral, to be abbreviated
as CTCSPI. It will be seen that this innocent-looking expression also contains difficulties.
In order to appreciate them, it is in turn worthwhile to compare (1.2) with the phase-space
path integral expression for a Feynman kernel. In the case of the single particle, it is often
expressed as
〈qF |e−iHˆT/h¯|qI〉 =
∫
PS
DpDq exp
(
i
h¯
SPS[p, q]
)
, (1.3a)
SPS[p, q] :=
∫ T
0
dt{p(t)q˙(t)−H(p(t), q(t))}, (1.3b)
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where |qα〉 (α = I or F ) is a position eigenket. This expression may be called the continuous-
time phase-space path integral, to be abbreviated as CTPSPI.
For the understanding of the announced difficulties associated with (1.1) and (1.2), it is of
vital importance to appreciate the difference between (1.2) and (1.3) in spite of their apparent
similarity. Therefore, we will begin by reviewing the semiclassical evaluation of (1.3), which
will be followed by that of (1.2) and (1.1). In the latter two cases, in contrast to the case
of CTPSPI, one can not in general find a ”classical path”. Even if one somehow circumvent
this difficulty, one obtains a wrong value for the ”classical action”. Fluctuation integrals
lead to further non-sensical result. In Sec. IV, we critically review what is to be called
Klauder’s ǫ-prescription [9], and point out that ambiguities arise in dealing with fluctuation
especially in the case of the spin-coherent-state path integral. Section V is devoted to a
thorough re-examination of the whole issue in the proper discrete-time formalism. First, it
is shown that the difficulties concerning the ”classical path” and ”classical action” disappear;
they are shown to be illusions caused by the ambiguity of the continuous-time formalism.
Second, it is clarified how the ǫ-prescription is related to the discrete-time formalism. We
present these discussions in a concrete form by explicitly working out the examples of a
harmonic oscillator for the coherent-state case and a spin under a constant magnetic field
for the spin-coherent-state case both in the continuous-time and discrete-time formalism.
Our conclusion, then, is that any serious work with (spin-)coherent-state path integrals
should be based on their discrete-time form.
Part of the difficulties associated with CTSCSPI was previously noted by Funahashi et
al [10,11] and by Schilling [12]. The discrete-time formalism was employed by Solari [13]
who developed a general method of evaluating the fluctuation integral, and by Funahashi
et al who evaluated the partition function for a single spin under a constant magnetic field
[14]. However, the nature of the difficulties associated with CTSCSPI seems to have been
left unscrutinized; many workers still use CTSCSPI or its Klauder-augmented version (to
be calle KCTSCSPI) because of their apparent simplicity. We hope that the present paper
serves to warn the users of the spin-coherent-state path integral against uncritical use of
CTSCSPI or KCTSCSPI.
II. NOTATION
In the case of the phase-space and coherent-state path integrals, we consider a single-
particle system. The position and momentum of the particle are denoted by q and p which
are measured in units such that both of them have dimension of h¯1/2. The corresponding
operators are marked by a caret. Accordingly
[qˆ, pˆ] = ih¯. (2.1)
We introduce
aˆ :=
√
1
2h¯
(qˆ + ipˆ), aˆ† :=
√
1
2h¯
(qˆ − ipˆ), (2.2)
and their c-number counterparts:
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ξ :=
√
1
2h¯
(q + ip), ξ∗ :=
√
1
2h¯
(q − ip). (2.3)
It is to be understood that ξα and ξ
∗
α are related to qα and pα in the above fashion for any
subscript α. The coherent state is defined in the standard way as
|p, q〉 ≡ |ξ〉 := exp
[
ξaˆ† − ξ∗aˆ
]
|0〉 = exp
[
i
h¯
(pqˆ − qpˆ)
]
|0〉, (2.4)
with
aˆ|0〉 = 0, 〈0|0〉 = 1. (2.5)
Hence
|ξ〉 = e−|ξ|2/2eξaˆ† |0〉, aˆ|ξ〉 = ξ|ξ〉, (2.6a)
〈ξ|ξ′〉 = exp
[
−1
2
(|ξ|2 + |ξ′|2) + ξ∗ξ′
]
. (2.6b)
For an illustration we treat the harmonic oscillator governed by the Hamiltonian
Hˆ ≡ H(pˆ, qˆ) := 1
2
(pˆ2 + qˆ2 − h¯) = h¯aˆ†aˆ. (2.7)
(By convention H has the dimension of h¯, and time is dimensionless.) Under this Hamilto-
nian the coherent state evolves in time as
e−iHˆT/h¯|ξ〉 = |ξe−iT 〉. (2.8)
It follows that
〈pF , qF |e−iHˆT/h¯|pI , qI〉 = 〈ξF |e−iHˆT/h¯|ξI〉
= 〈ξF |ξIe−iT 〉 = exp
[
−1
2
(|ξF |2 + |ξI |2) + ξ∗F ξIe−iT
]
. (2.9)
The matrix element of Hˆ in the coherent-state representation is given by
H(ξ∗, ξ′) := 〈ξ|Hˆ|ξ
′〉
〈ξ|ξ′〉 = h¯ξ
∗ξ′. (2.10)
This is a function of ξ∗ and ξ′ alone and involves neither ξ nor (ξ′)∗. (This property holds
not only for a harmonic oscillator but also for any system.)
In the case of the spin-coherent-state path integral, we consider a system of a single spin
of magnitude S. The dimensionless spin operator is denoted by Sˆ, whose components obey
[Sˆx, Sˆy] = iSˆz, and cyclic. (2.11)
We introduce an auxiliary unit vector n whose polar and azimuthal angles are θ and φ,
respectively, and also a complex number ξ corresponding to the Riemann projection of n:
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ξ := eiφ tan
θ
2
, ξ∗ := e−iφ tan
θ
2
. (2.12)
It is to be understood that ξα and ξ
∗
α are related to φα and θα in the above fashion for any
subscript α. The spin coherent state [15] is defined as
|n〉 ≡ |ξ〉 := exp
[
−ζ∗Sˆ+ + ζSˆ−
]
|S〉
= (1 + |ξ|2)−S
S∑
M=−S
(
(2S)!
(S −M)!(S +M)!
)1/2
ξS−M |M〉, ζ := eiφ θ
2
, (2.13)
with
Sˆ± = Sˆx ± iSˆy, Sˆz|S〉 = S|S〉, 〈S|S〉 = 1. (2.14)
Hence
n · Sˆ|ξ〉 = S|ξ〉, (2.15a)
〈ξ|ξ′〉 = (1 + ξ
∗ξ′)2S
(1 + |ξ|2)S(1 + |ξ′|2)S . (2.15b)
For an illustration we treat the system governed by the Hamiltonian
Hˆ := −h¯Sˆz (2.16)
which represents a spin under a constant magnetic field. It is useful to note that
eiSˆzT Sˆ±e
−iSˆzT = e±iT Sˆ±. (2.17)
Therefore, under the Hamiltonian (2.16), the spin coherent state evolves in time as
e−iHˆT |ξ〉 = |ξ〉|ζ→ζe−iT = eiST |ξe−iT 〉. (2.18)
It follows that
〈nF |e−iHˆT/h¯|nI〉 = 〈ξF |e−iHˆT/h¯|ξI〉
=
(1 + ξ∗F ξIe
−iT )2S
(1 + |ξF |2)S(1 + |ξI |2)S e
iST . (2.19)
The matrix element of Hˆ in the spin-coherent-state representation is given by
H(ξ∗, ξ′) := 〈ξ|Hˆ|ξ
′〉
〈ξ|ξ′〉 = −h¯S
1− ξ∗ξ′
1 + ξ∗ξ′
. (2.20)
The remark made on Eq. (2.10) applies to this equation as well.
III. CONTINUOUS-TIME FORMALISM
In this section we discuss stationary-action approximations for continuous-time path
integrals.
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A. Continuous-Time Phase-Space Path Integral
One would expect that CTPSPI (1.3) is dominated by the statinary-action path
(pcl(t), qcl(t)) at which the action SPS[p, q] is stationary. The stationary-action path is
determined by
0 =
δSPS[p, q]
δp(t)
∣∣∣∣∣
cl
= q˙cl(t)− ∂H(p, q)
∂p
∣∣∣∣∣
cl
, (3.1a)
0 =
δSPS[p, q]
δq(t)
∣∣∣∣∣
cl
= −p˙cl(t)− ∂H(p, q)
∂q
∣∣∣∣∣
cl
, (3.1b)
where the symbol |cl indicates the replacement (p, q) → (pcl(t), qcl(t)) after differentiation.
On inspection of the left-hand-side of (1.3a), one would argue that the space of paths to be
integrated over is defined by the ”boundary condition”
q(T ) = qF , q(0) = qI , (3.2)
and accordingly that the same condition should be imposed on the purported dominant
path:
qcl(T ) = qF , q
cl(0) = qI . (3.3)
Being a couple of first-order differential equations, the above set of equations has a solution
under this boundary condition [16]. Note that no boundary condition is imposed on pcl; the
values of pcl(T ) and pcl(0) are determined a posteriori. Obviously the stationary-action path
is a solution of the Hamilton equation of motion and deserves the name ”classical path”;
hence the superscript cl. Once a classical path is found, one may decompose (p(t), q(t)) at
intermediate times into a sum of (pcl(t), qcl(t)) and fluctuations around it, thereby proceeding
to integration over the fluctuations. The rest is a well-known story and need not be repeated
here. The result so obtained is known to be correct. (One might as well note a subtle
point which is often ignored; the claim that the pahse-space path integral is dominated by
the classical path as defined above is not correct. See Sec. V.) Since SPS[p, q] remains
real throughout the calculation, the above procedure may also be called a stationary-phase
approximation.
B. Continuous-Time Coherent-State Path Integral
Let us review CTCSPI in parallel with the previous subsection. Let the stationary-action
path be (pS(t), qS(t)), which is determined by
0 =
δS˜CS[p, q]
δp(t)
∣∣∣∣∣
S
= q˙S(t)− ∂H(p, q)
∂p
∣∣∣∣∣
S
, (3.4a)
0 =
δS˜CS[p, q]
δq(t)
∣∣∣∣∣
S
= −p˙S(t)− ∂H(p, q)
∂q
∣∣∣∣∣
S
, (3.4b)
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where the symbol |S indicates the replacement (p, q) → (pS(t), qS(t)) after differentiation.
This set of equations is also identical with the Hamilton equation of motion. On inspection
of the left-hand-side of (1.2a), one would now think that the space of paths in the present
case is defined not by the boundary condition (3.2) but by
p(T ) = pF , q(T ) = qF , p(0) = pI , q(0) = qI , (3.5)
and accordingly require
pS(T ) = pF , q
S(T ) = qF , p
S(0) = pI , q
S(0) = qI . (3.6)
However a couple of first-order differential equations can not in general accomodate a set
of four conditions. This is the first difficulty [17]. A way to evade this difficulty would
be to note that the above boundary condition is motivated by the notation 〈pF , qF | and
|pI , qI〉, which is rather misleading. Unlike the ket |q〉 corresponding to the definite position
q, the state |p, q〉 does not correspond to a definite ”momentum and position”. (In the latter
state, both momentum and position have indeterminacy of O(h¯1/2).) It is more appropriate
to label the state by a single complex number ξ which is related to (p, q) via Eq. (2.3).
Accordingly, one would re-write Eqs. (3.4) in terms of
ξS(t) :=
√
1
2h¯
(qS(t) + ipS(t)), and ξ¯S(t) :=
√
1
2h¯
(qS(t)− ipS(t)), (3.7)
where the symbol ξ¯S(t) is used instead of {ξS(t)}∗ for the reason to be explained shortly.
Equivalently one may re-express the action in terms of ξ and ξ∗ as
SCS[ξ
∗, ξ] := S˜CS


√
h¯
2
1
i
(ξ − ξ∗),
√
h¯
2
(ξ + ξ∗)


=
∫ T
0
dt
{
ih¯
2
(ξ∗(t)ξ˙(t)− ξ˙∗(t)ξ(t))−H(ξ∗(t), ξ(t))
}
, (3.8)
and vary it with respect to ξ and ξ∗ formally regarding them as mutually independent. One
would then find
ξ˙S(t) = − i
h¯
∂H(ξ∗, ξ)
∂ξ∗
∣∣∣∣∣
S
= −iξS(t), ˙¯ξS(t) = i
h¯
∂H(ξ∗, ξ)
∂ξ
∣∣∣∣∣
S
= iξ¯S(t), (3.9)
where the symbol |S indicates the replacement (ξ∗, ξ) → (ξ¯S(t), ξS(t)) after differentiation,
and the last equalities hold for the harmonic oscillator. Now one would make a crucial
observation; since the normalization factor can be taken care of separately, the state |ξα〉
(α = I or F ) may be replaced by
|ξα) := e|ξα|2/2|ξα〉 = eξαaˆ† |0〉. (3.10)
Then the amplitude (ξF |e−iHˆT/h¯|ξI) does not depend on ξF nor on ξ∗I but depends only on
ξ∗F and ξI . One could thus argue that the relevant space of paths is defined by the boundary
condition [18]
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ξ∗(T ) = ξ∗F , ξ(0) = ξI , (3.11)
and that the boundary condition to be imposed on the set of Eqs. (3.9) is
ξ¯S(T ) = ξ∗F , ξ
S(0) = ξI . (3.12)
With this boundary condition, the equations can be solved to yield
ξS(t) = ξIe
−it, ξ¯S(t) = ξ∗Fe
i(t−T ). (3.13)
The price to be paid is that ξ¯S(t) is in general different from the complex conjugate of ξS(t).
This is the reason of the notation used. As a result, (pS(t), qS(t)) related to (ξS(t), ξ¯S(t))
via (3.7) are not in general real. However, they are real if and only if
ξF = ξIe
−iT , (3.14)
in which case they describe a classical path, that is, a real solution of the Hamilton equation
of motion. The appearance of a complex stationary-action path does not by itself cause
any difficulty; contours of integration over each p(t) and q(t) at intermdediate times, which
are originally defined to be along the real axis, may be distorted into the respective com-
plex plane so that they as a whole constitute a steepest-descent contour through the saddle
point (pS, qS). The steepest-descent method of course entails the decomposition of p(t) and
q(t) into a sum of the stationary-action path and fluctuations around it. In this procedure,
the action S˜CS[p, q] does not remain real but become complex in general. Hence it is in-
appropriate to call the procedure a stationary-phase approximation. By the same token
it is misleading to call the statioanry-action path a classical path. (In passing, note that
Eqs. (3.9) with the boundary condition (3.12) has a solution for arbitrary T in contrast to
the case of Eqs. (3.1) with the boundary condition (3.3).)
One might thus hope that the CTCSPI could be worked out by imposing the boundary
condition (3.12). Unfortunately the action SSAPCS associated with the stationary-action path
SSAPCS := SCS[ξ¯
S, ξS]
=
∫ T
0
{
1
2
(
ξ¯S(t)
∂H(ξ∗, ξ)
∂ξ∗
∣∣∣∣∣
S
+
∂H(ξ∗, ξ)
∂ξ
∣∣∣∣∣
S
ξS(t)
)
−H(ξ¯S(t), ξS(t))
}
(3.15)
vanishes in the case of the harmonic oscillator for which H is bilinear in ξ∗ and ξ. This is
the second difficulty, since one would have hoped that SSAPCS agrees with the exponent of
(2.9); in the quasi-classical situation where pα and qα are regarded as of O(h¯0), the exponent
is of O(h¯−1) . Suppose one disregarded this difficulty and proceeded to make the following
replacement in (1.2):
ξ(t) = ξS(t) + η(t), ξ∗(t) = ξ¯S(t) + η∗(t), (3.16)
where η∗(t) is the complex conjugate of η(t) [19]. Since the boundary condition has been
taken care of by the stationary-action path, one would restrict η(t) so that
η∗(T ) = 0, η(0) = 0. (3.17)
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By definition of the stationary-action path, the action does not contain terms linear in the
fluctuations η(t). It takes the form
SCS[ξ¯
S + η∗, ξS + η] ≃ SSAPCS + S(2)CS[η∗, η], (3.18a)
S
(2)
CS[η
∗, η] := ih¯
∫ T
0
dtη∗(t)
(
d
dt
+ i
)
η(t). (3.18b)
If one formally integrated over the fluctuations, one would obtain
∫
DηDη∗ exp
(
i
h¯
S
(2)
CS[η
∗, η]
)
∝
(
det
(
d
dt
+ i
))−1
, (3.19)
where the formal determinant denotes the product of the eigenvalues of the differential op-
erator d/dt+ i, which is supposed to act on the space of functions satisfying the Dirichlet
boundary condition (3.17). Obviously, this differential operator does not possess an eigen-
function. Hence the formal determinant does not exist. This is the third difficulty.
C. Continuous-Time Spin-Coherent-State Path Integral
It is easy to see that the situation with CTSCSPI is largely the same as in the case of
CTCSPI. Thus, a stationary-action path (θS(t), φS(t)) satisfying the boundary condition
θS(T ) = θF , φ
S(T ) = φF , θ
S(0) = θI , φ
S(0) = φI (3.20)
does not exist. Again, the spin coherent state |ξ〉, apart from the normalization factor
(1 + |ξ|2)−S, does not depend on ξ∗ but depend only on ξ. Hence one would proceed as
follows. One would re-expresses the action as
SSCS[ξ
∗, ξ]:= S˜SCS
[
2 tan−1(|ξ|), 1
2i
ln
(
ξ
ξ∗
)]
=
∫ T
0
dt
[
ih¯S
1 + |ξ(t)|2
(
ξ∗(t)ξ˙(t)− ξ˙∗(t)ξ(t)
)
−H(ξ∗(t), ξ(t))
]
(3.21)
and vary it with respect to ξ and ξ∗, formally regarding them as mutually independent. One
would then find
ξ˙S(t) = − i(1 + ξ¯
S(t)ξS(t))2
2h¯S
∂H(ξ∗, ξ)
∂ξ∗
∣∣∣∣∣
S
= −iξS(t), (3.22a)
˙¯ξS(t) =
i(1 + ξ¯S(t)ξS(t))2
2h¯S
∂H(ξ∗, ξ)
∂ξ
∣∣∣∣∣
S
= iξ¯S(t), (3.22b)
where the last equalities hold for the spin under a constant magnetic field. Arguing that the
boundary condition to be imposed is (3.12), one would obtain the solution which is formally
identical to (3.13). The action SSAPSCS associated with this stationary-action path would then
be found as
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SSAPSCS := SSCS[ξ¯
S, ξS]
=
∫ T
0
dt
{
1
2
(1 + ξ¯S(t)ξS(t))
(
ξ¯S(t)
∂H(ξ∗, ξ)
∂ξ∗
∣∣∣∣∣
S
+
∂H(ξ∗, ξ)
∂ξ
∣∣∣∣∣
S
ξS(t)
)
−H(ξ¯S(t), ξS(t))
}
= h¯ST, (3.23)
which does not lead to the desired result (2.19) except for the special case of (3.14). Inte-
gration over the fluctuations also leads to the same sort of difficuly as in CTCSPI.
IV. KLAUDER’S ǫ-PRESCRIPTION
Klauder [9] insisted on having a stationary-action path satisfying the boundary condition
(3.6). He augmented the action by what is to be called Klauder’s ǫ-term. According to him,
it is motivated by the metric of the relevant phase space.
A. Klauder’s Continuous-Time Coherent-State Path Integral
In the case of the coherent state, the phase space is a plane whose metric is (dp)2+(dq)2
or equivalently 2h¯|dξ|2. Klauder’s augmented action, to be denoted by SKCS[ξ∗, ξ], reads
SKCS[ξ
∗, ξ] := SCS−ǫ[ξ
∗, ξ] + SCS[ξ
∗, ξ], (4.1a)
where
SCS−ǫ[ξ
∗, ξ] :=
∫ T
0
dt
ih¯
2
ǫ|ξ˙(t)|2 (4.1b)
with ǫ being an infinitesimal positive number. Accordingly Klauder’s stationary-action path,
to be denoted by (ξ¯KS(t), ξKS(t)) and specialized to the harmonic oscillator, obeys the
following set of equations:
ǫ
2
¨¯ξ KS(t) + ˙¯ξ KS(t)− iξ¯KS(t) = 0, (4.2a)
ǫ
2
ξ¨KS(t)− ξ˙KS(t)− iξKS(t) = 0. (4.2b)
This set of equations, being a couple of second-order differential equations, can accomodate
the boundary condition (3.6), namely
ξ¯KS(T ) = ξ∗F , ξ
KS(T ) = ξF , ξ¯
KS(0) = ξ∗I , ξ
KS(0) = ξI . (4.3)
Although these equations can be solved for arbitary ǫ, we may proceed as follows for an
infinitesimal ǫ. In Eq. (4.2a), the first term is effective only for the initial interval 0 < t
<∼ ǫ,
where it forces ξ¯KS(t) change sharply. Thus it is convenient to put
ξ¯KS(t) = χ¯(t)ξ¯S(t) (4.4)
with ξ¯S(t) given by (3.13). Here χ¯(t) is essentially unity (i.e., approximately equal to unity
with corrections only of O(exp(−T/ǫ))) except for the initial interval, where it changes
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sharply so as to ensure the condition ξ¯KS(0) = ξ∗I . Hence χ¯(t), ˙¯χ(t) and ¨¯χ(t) are at most of
O(ǫ0),O(ǫ−1) and O(ǫ−2), respectively. Similar consideration applies to Eq. (4.2b). Thus,
if we put
ξKS(t) = χ(t)ξS(t) (4.5)
with ξS(t) given by (3.13), then χ(t) is essentially unity except for the final interval T − ǫ <∼
t < T , where it changes sharply. Up to O(ǫ0), Eq. (4.2) takes the form
ǫ
2
¨¯χ(t) + (1 + iǫ) ˙¯χ(t) = 0, (4.6)
ǫ
2
χ¨(t)− (1 + iǫ)χ˙(t) = 0. (4.7)
This may be solved to yield
χ¯(t) = 1 + (χ¯(0)− 1)e−λt +O(ǫ), (4.8)
χ(t) = 1 + (χ(T )− 1)e−λ(T−t) +O(ǫ), (4.9)
where
χ¯(0) = ξ∗I/ξ¯
S(0), χ(T ) = ξF/ξ
S(T ), λ = 2
(
1
ǫ
+ i
)
. (4.10)
This solution reproduces Eq. (15) of [9] with the exponent 2/ǫ there replaced by (2/ǫ+ i).
(This correction is needed for the solution to satisfy Eq. (4.2) up to O(ǫ0), although it does
not affect the ensuring discussion.)
Klauder’s stationary-action path is depicted in Fig. 1 in terms of (pKS(t), qKS(t)).
=== Fig. 1===
Remarkably the corresponding value of the action gives the desired exponent of (2.9).
i
h¯
SSAPKCS :=
i
h¯
SKCS[ξ¯
KS, ξKS] = −1
2
(|ξF |2 + |ξI |2) + ξ∗F ξIe−iT +O(ǫ). (4.11)
Moreover it can be shown that
SCS−ǫ[ξ¯
KS, ξKS] = O(ǫ). (4.12)
This follows from the property that the potentially dangerous integrand ˙¯χ(t)χ˙(t) is propor-
tional to ǫ−2 exp(−2T/ǫ), which is exponentially small. Hence, although Klauder’s ǫ-term
plays an important role in ensuring the existence of, and determining, Klauder’s stationary-
action path, it does not contribute to the stationary value of the action. In view of this
circumstance, one might be tempted to follow what might be called the ”semi-ǫ prescrip-
tion” [20]:
(i) Adopt Eq. (4.2) and the boundary condition (3.6) to determine
(ξ¯KS(t), ξKS(t)).
(ii) Once this has been done, discard SCS−ǫ[ξ
∗, ξ] altogether, and work with
SCS[ξ
∗, ξ] alone to evaluate fluctuation integrals as well as the stationary value
of the action.
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Unfortunately, as shown in the next section, this ”semi-ǫ prescription” fails; integration over
fluctuations leads to a non-sensical result. The correct result [21] may be obtained only if
Klauder’s ǫ-term is properly discretized and kept. There is no unique scheme of discretiza-
tion, and the proper discretization amounts to working with the discrete-time formalism
throughout (see the end of Sec. V.B.).
B. Klauder’s Continuous-Time Spin-Coherent-State Path Integral
In the case of the spin-coherent state, the relevant phase space is a sphere whose metric
is (dn)2(= (dθ)2 + (sin θ)2(dφ)2), or equivalently 4(1 + |ξ|2)−2|dξ|2. Klauder’s augmented
action, to be denoted by SKSCS[ξ
∗, ξ], now reads
SKSCS[ξ
∗, ξ] := SSCS−ǫ[ξ
∗, ξ] + SSCS[ξ
∗, ξ], (4.13a)
SSCS−ǫ[ξ
∗, ξ] :=
∫ T
0
dt
ih¯Sǫ|ξ˙(t)|2
(1 + |ξ(t)|2)2 . (4.13b)
Klauder’s stationary-action path specialized to the spin under the constant magnetic field
obeys
ǫ
2

¨¯ξ KS(t)− 2ξ
KS(t)( ˙¯ξ KS(t))2
1 + ξ¯KS(t)ξKS(t)

+ ˙¯ξ KS(t)− iξ¯KS(t) = 0, (4.14a)
ǫ
2
{
ξ¨KS(t)− 2ξ¯
KS(t)(ξ˙KS(t))2
1 + ξ¯KS(t)ξKS(t)
}
− ξ˙KS(t)− iξKS(t) = 0. (4.14b)
As in the previous section we employ the substitution (4.4),(4.5) to obtain the following
equation which is correct up to O(ǫ):
ǫ
2
¨¯χ(t) + (1 + iǫ) ˙¯χ(t)− ǫR
Sχ(t)
1 +RSχ¯(t)χ(t)
( ˙¯χ(t) + 2iχ¯(t)) ˙¯χ(t) = 0, (4.15a)
ǫ
2
χ¨(t)− (1 + iǫ)χ(t)− ǫR
Sχ¯(t)
1 +RSχ¯(t)χ(t)
(χ˙(t)− 2iχ(t))χ˙(t) = 0 (4.15b)
where
RS := ξ¯S(t)ξS(t) = ξ∗F ξIe
−iT (4.16)
is a constant. The nonlinearity of the spin coherent state manifests itself in the last terms
proportional to RS. Since the one in Eq. (4.15a) is multiplied by ˙¯χ(t), which vanishes
except for the initial interval, we may replace χ(t) there by unity. (Recall that χ(t) should
be essentially unity except for the final interval.) Similarly, χ¯(t) in Eq. (4.15b) may be
replaced by unity. We can straightforwardly solve the resulting equations to find
χ¯(t) =
1 +RSχ¯(0) + (χ¯(0)− 1)e−µt
1 +RSχ¯(0)− (χ¯(0)− 1)RSe−µt +O(ǫ), (4.17a)
χ(t) =
1 +RSχ(T ) + (χ(T )− 1)e−µ(T−t)
1 +RSχ(T )− (χ(T )− 1)RSe−µ(T−t) +O(ǫ), (4.17b)
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where
χ¯(0) = ξ∗I/ξ¯
S(0), χ(T ) = ξF/ξ
S(T ), µ = 2
(
1
ǫ
+ i
1− RS
1 +RS
)
. (4.18)
This solution reproduces Eqs. (51-52) of [9] with the exponent 2/ǫ there replaced by µ.
The same mechanism as in the coherent-state case gives the result
SSCS−ǫ[ξ¯
KS, ξKS] = O(ǫ). (4.19)
Hence
SSAPKSCS := SKSCS[ξ¯
KS, ξKS]
= ih¯S
∫ T
0
dt
RS
1 +RSχ¯(t)χ(t)
(χ¯(t)χ˙(t)− ˙¯χ(t)χ(t))
+
∫ T
0
dt
{
ih¯S
χ¯(t)χ(t)
1 +RSχ¯(t)χ(t)
(ξ¯S(t)ξ˙S(t)− ˙¯ξ S(t)ξS(t))−H(ξ¯S(t), ξS(t))
}
. (4.20)
The first integral is essentially equal to
ih¯S
∫ T
0
dt
(
RSχ˙(t)
1 +RSχ(t)
− R
S ˙¯χ(t)
1 +RSχ¯(t)
)
= ih¯S ln
(1 + |ξF |2)(1 + |ξI |2)
(1 +RS)2
, (4.21)
while the second integral is the same as (3.23) apart from a correction of O(ǫ) since χ¯(t)χ(t)
is essentially unity except for the initial and final intervals. The correct answer (2.19) is thus
reproduced. However one encounters a difficulty when it comes to evaluating the fluctuation
integral (see the end of Sec. V.C.).
V. DISCRETE-TIME FORMALISM
In order to resolve various difficulties encountered in the continuous-time formalism, we
go back to the basic definition of the amplitudes which the path integrals in question are
supposed to represent. Again it is instructive to begin by reviewing the familiar case of the
Feynman kernel.
A. Discrete-Time Phase-Space Path Integral
By a repeated use of the resolution of unity∫
dp|p〉〈p| = 1,
∫
dq|q〉〈q| = 1, (5.1)
the Feynman kernel is expressed as
〈qF |e−iHˆT/h¯|qI〉 = lim
N→∞
∫ N−1∏
n=1
dqn
N∏
n=1
dpn
2πh¯
exp
(
i
h¯
SPS[{p}, {q}]
)
, (5.2a)
SPS[{p}, {q}] :=
N∑
n=1
{(qn − qn−1)pn − εH(pn, qn)} (5.2b)
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with
qN ≡ qF , q0 ≡ qI , ε ≡ T/N, (5.3)
and {p} and {q} standing for the set {p1, p2, · · · , pN} and {q1, q2, · · · , qN−1}, respectively.
(To be precise SPS should carry index N , which is omitted for brevity.) This is what we
call the discrete-time phase-space path integral (DTPSPI). It is true that the time becomes
effectively continuous in the limit N → ∞. But this should not blur the distinction from
the continuous-time formalism. What counts is that N is kept finite until the very end of
calculation.
For large N , one might be tempted to re-write the first term of (5.2b) as
N∑
n=1
(qn − qn−1)pn =
N∑
n=1
ε
qn − qn−1
ε
pn ∼
∫ T
0
dtq˙(t)p(t), (5.4)
thereby claiming to have reduced it to the first term of (1.3b). But this argument is not
warranted, because at this stage the integrand does not contain any factor which would
ensure that qn − qn−1 is ”small”; CTPSPI does not automatically follow from DTPSPI.
The multiple integral over the 2N−1 variables may be evaluated by the stationary-phase
method. Let ({pcl}, {qcl}) be the stationary point of the action SPS[{p}, {q}]:
0 =
∂SPS [{p}, {q}]
∂p1
∣∣∣∣∣
cl
= qcl1 − qI − ε
∂H({p}, {q})
∂p1
∣∣∣∣∣
cl
, (5.5a)
0 =
∂SPS [{p}, {q}]
∂pn
∣∣∣∣∣
cl
= qcln − qcln−1 − ε
∂H({p}, {q})
∂pn
∣∣∣∣∣
cl
: 2 ≤ n ≤ N − 1, (5.5b)
0 =
∂SPS [{p}, {q}]
∂pN
∣∣∣∣∣
cl
= qF − qclN−1 − ε
∂H({p}, {q})
∂pN
∣∣∣∣∣
cl
, (5.5c)
0 =
∂SPS [{p}, {q}]
∂qn
∣∣∣∣∣
cl
= pcln − pcln+1 − ε
∂H({p}, {q})
∂qn
∣∣∣∣∣
cl
: 1 ≤ n ≤ N − 1. (5.5d)
These constitute a set of 2N − 1 equations for the same number of unknowns. There is no
room for a ”boundary condition” ; such a notion does not exist in the context of this set of
equations. On inspection one finds it convenient to define
qclN := qF , q
cl
0 := qI . (5.6)
(Remember that qclN and q
cl
0 did not exist among the variables.) With this definition, the
above set of equations takes the compact form:
qcln − qcln−1 = ε
∂H({p}, {q})
∂pn
∣∣∣∣∣
cl
: 1 ≤ n ≤ N, (5.7a)
pcln+1 − pcln = − ε
∂H({p}, {q})
∂qn
∣∣∣∣∣
cl
: 1 ≤ n ≤ N − 1. (5.7b)
One may regard this as a set of 2N − 1 equations for the 2N + 1 variables
{pcl1 , pcl2 , · · · , pclN ; qcl0 , qcl1 , · · · , qclN}, and regard Eq. (5.6) as the boundary condition to be im-
posed. In this way the notion of the boundary condition can be introduced, if desired,
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merely as a matter of convenience [22]. The factor ε on the right-hand side ensures that
qcln − qcln−1 and pcln+1 − pcln are of O(ε). Hence, in place of the above difference equation, one
may solve the differential equations (3.1) with the boundary condition (3.3). The solution
to the difference equation is then obtained as
qcln = q
cl(tn) +O(ε), pcln = pcl(tn) +O(ε), (5.8)
where tn := nε = (n/N)T . This is the rationale for Eqs. (3.1) and (3.3) encountered in
CTPSPI.
Although we mentioned in subsection III.A., that the evaluation of the fluctuation in-
tegral in CTPSPI is a routine matter, it can be handled only after some ”discretization”,
which however is not unique. By contrast, in DTPSPI, such a notion as ”discretization” does
not appear; the fundamental formula is discrete by definition. Hence fluctuation integral
can be performed without ambiguity. Decomposing the integration variables as
pn = p
cl
n + pn, qn = q
cl
n + qn, (5.9)
one finds
SPS[{p}, {q}] ≃ SclPS +O(ε) + S(2)PS[{p}, {q}] (5.10)
where ≃ indicates that only terms up to the second order in fluctuations are kept. We have
made use of
SPS[{pcl}, {qcl}] = SclPS +O(ε) (5.11)
with SclPS := SPS[p
cl, qcl]. The Feynman kernel specialized to the harmonic oscillator now
becomes
〈qF |e−iHˆT/h¯|qI〉 = exp
(
i
h¯
SclPS
)
lim
N→∞
∫ N−1∏
n=1
dqn
N∏
n=1
dpn
2πh¯
× exp
[
i
h¯
N∑
n=1
{
(qn − qn−1)pn − ε
(
p
2
n
2
+
q
2
n
2
)}]
(5.12)
which involves Gaussian integrals. However, each integration variable pn appear in the
exponent in the form iεp2n/h¯. Consequently it ranges effectively over the region |pn| <∼
(h¯/ε)1/2, which covers the entire real axis as ε tends to 0 in the limit N →∞ . Thus, pn’s
cannot be regarded as constituting small fluctuation at all; the picture that the phase-space
path integral is dominated by the classical path ({pcl}, {qcl}) is erroneous. Fortunately, in
the case of the harmonic oscillator (or of a non-relativistic particle in general), integrations
over pn’s can be carried out exactly. The result is a configuration-space path integral, in
which qn’s can indeed be regarded as constituting small fluctuation since they appear in the
exponent in the form iq2n/(h¯ε).
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B. Discrete-Time Coherent-State Path Integral
In dealing with the case of the coherent-state path integral, it is more convenient to work
with ξ related to (p, q) via Eq. (2.3). By a repeated use of the resolution of unity
∫ dξdξ∗
2πi
|ξ〉〈ξ| = 1, dξdξ
∗
2πi
:=
d(ℜξ)d(ℑξ)
π
=
dpdq
2πh¯
, (5.13)
the amplitude in question is expressed as
〈ξF |e−iHˆT/h¯|ξI〉 = lim
N→∞
∫ N−1∏
n=1
dξndξ
∗
n
2πi
exp
(
i
h¯
SCS[{ξ∗}, {ξ}]
)
, (5.14a)
i
h¯
SCS[{ξ∗}, {ξ}] =
N∑
n=1
[
−1
2
(|ξn|2 + |ξn−1|2) + ξ∗nξn−1 −
i
h¯
εH(ξ∗n, ξn−1)
]
, (5.14b)
where the convention in the previous subsection is followed, that is,
ξN ≡ ξF , ξ0 ≡ ξI , ε ≡ N/T, (5.15)
and {ξ} stands for the set {ξ1, ξ2, · · · , ξN−1} of N −1 complex variables. Since each ξ∗n is the
complex conjugate of ξn, the notation SCS[{ξ∗}, {ξ}] is redundant at this stage, but will be
found useful later.
1. stationary-action path
Let ({ξ¯S}, {ξS}) be the stationary point of the action SCS[{ξ∗}, {ξ}]:
0 =
i
h¯
δSCS
δξ∗n
∣∣∣∣∣
S
=
(
−ξn + ξn−1 − i
h¯
ε
∂H
∂ξ∗n
)∣∣∣∣∣
S
: 2 ≤ n ≤ N − 1. (5.16a)
0 =
i
h¯
δSCS
δξ∗1
∣∣∣∣∣
S
=
(
−ξ1 + ξI − i
h¯
ε
∂H
∂ξ∗1
)∣∣∣∣∣
S
. (5.16b)
0 =
i
h¯
δSCS
δξn
∣∣∣∣∣
S
=
(
−ξ∗n + ξ∗n+1 −
i
h¯
ε
∂H
∂ξn
)∣∣∣∣∣
S
: 1 ≤ n ≤ N − 2. (5.16c)
0 =
i
h¯
δSCS
δξN−1
∣∣∣∣∣
S
=
(
−ξ∗N−1 + ξ∗F −
i
h¯
ε
∂H
∂ξN−1
)∣∣∣∣∣
S
. (5.16d)
These constitute a set of 2(N−1) equations for the same number of unknowns. Again, there
is no room for a ”boundary condition”. On inspection one finds it convenient to define
ξ¯SN := ξ
∗
F . ξ
S
0 := ξI . (5.17)
(Remember that ξ¯SN and ξ
S
0 did not exist among the unknowns.) With this definition, the
above set of equations takes the compact form:
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ξSn − ξSn−1 = −
i
h¯
ε
∂H
∂ξ∗n
∣∣∣∣∣
S
: 1 ≤ n ≤ N − 1, (5.18a)
ξ¯Sn+1 − ξ¯Sn =
i
h¯
ε
∂H
∂ξn
∣∣∣∣∣
S
: 1 ≤ n ≤ N − 1. (5.18b)
One may regard this as a set of 2N − 2 equations for the 2N unknowns
{ξ¯S1 , ξ¯S2 , · · · , ξ¯SN ; ξS0 , ξS1 , · · · , ξSN−1}, and regard Eq. (5.17) as the boundary condition to be
imposed. The factor ε on the right-hand side ensures that ξSn − ξSn−1 and ξ¯Sn+1 − ξ¯Sn are
of O(ε). Hence, in place of the above difference equation, one may solve the differential
equations (3.9) with the boundary condition (3.12). The solution to the difference equation
is then obtained as
ξSn = ξ
S(tn) +O(ε) : 0 ≤ n ≤ N − 1, (5.19a)
ξ¯Sn = ξ¯
S(tn) +O(ε) : 1 ≤ n ≤ N. (5.19b)
This is the rationale for Eqs. (3.9) and (3.12) encountered in CTCSPI.
In what follows the stationary point shall be called the stationary-action path. However,
it is important to note that ξF and ξ
∗
I do not occur in Eqs. (5.18) and that these equations
do not involve such unknowns as ξSN or ξ¯
S
0 . Hence neither ξF − ξSN−1 nor ξ¯S1 − ξ∗I can be said
to be of O(ε). Consequently, even in the limit N →∞, the stationary-action path need not
be continuous at the initial and final times.
Let us illustrate this point with the harmonic oscillator, for which Eqs. (5.18) reduce to
ξSn − ξSn−1 = −iεξSn−1, ξ¯Sn+1 − ξ¯Sn = iεξ¯Sn+1 : 1 ≤ n ≤ N − 1, (5.20)
and the solution is immediately found as
ξSn = (1− iε)nξI = ξIe−itn +O(ε), ξ¯Sn = (1− iε)N−nξ∗F = ξ∗Fei(tn−T ) +O(ε). (5.21)
The last approximate expression agrees with the result obtained via the procedure (5.19) of
course. In terms of ({pS}, {qS}) related to ({ξS}, {ξ¯S}) via (3.7), the stationary-action path
is given by
qSn =
√
h¯
2
(ξSn + ξ¯
S
n ) =
√
h¯
2
(ξIe
−itn + ξ∗F e
i(tn−T )) : 1 ≤ n ≤ N − 1, (5.22a)
pSn = −i
√
h¯
2
(ξSn − ξ¯Sn ) = −i
√
h¯
2
(ξIe
−itn − ξ∗F ei(tn−T )) : 1 ≤ n ≤ N − 1. (5.22b)
(Note that neither (pSN , q
S
N) nor (p
S
0 , q
S
0 ) is defined.) This is depicted in Fig. 2.
=== Fig. 2 ===
The stationary-action path is not in general real as observed in Sec. III.B.. Its real and
imaginary parts trace a circle of radius[
h¯
2
{|ξF |2 + |ξI |2 ± 2ℜ(ξ∗F ξIe−iT )}
]1/2
, (5.23)
respectively. Neither of them coincides with the classical path connecting (pI , qI) and (pF , qF )
in time T ; such a classical path would exist only in the special case (3.14) alone.
Comparison of Figs. 1 and 2 shows that Klauder’s ǫ-prescription is a device to interpolate
smoothly between (pI , qI) and (p
S
1 , q
S
1 ) as well as between (p
S
N−1, q
S
N−1) and (pF , qF ).
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2. ε-term of the action
The action can be re-written as
SCS[{ξ∗}, {ξ}] = SCS−ε[{ξ∗}, {ξ}] + SCS−c[{ξ∗}, {ξ}] + SCS−d[{ξ∗}, {ξ}], (5.24a)
i
h¯
SCS−ε[{ξ∗}, {ξ}] := −1
2
(
|ξF − ξN−1|2 +
N−1∑
n=2
|ξn − ξn−1|2 + |ξ1 − ξI |2
)
, (5.24b)
i
h¯
SCS−c[{ξ∗}, {ξ}] := −1
2
(
ξ∗F (ξF − ξN−1)− (ξ∗F − ξ∗N−1)ξF
+
N−1∑
n=2
{ξ∗n(ξn − ξn−1)− (ξ∗n − ξ∗n−1)ξn}+ ξ∗1(ξ1 − ξI)− (ξ∗1 − ξ∗I )ξI
)
, (5.24c)
SCS−d[{ξ∗}, {ξ}] := −ε
N∑
n=1
H(ξ∗n, ξn−1). (5.24d)
The first term would resemble Klauder’s ǫ-term if the following manipulation were correct.
SCS−ε[{ξ∗}, {ξ}] = ih¯
2
N∑
n=1
ε2
|ξn − ξn−1|2
ε2
∼ ih¯
2
ε
∫ T
0
dtξ˙∗(t)ξ˙(t). (5.25)
It is of course strange to keep ε partially while converting a sum into an integral under
the supposition that everything behaves smoothly in the limit ε → 0. Nevertheless, this
is the only clue to identify what would correspond to Klauder’s ǫ-term. Therefore we call
SCS−ε[{ξ∗}, {ξ}] the ε-term, which is the reason for the notation adopted. Likewise the
second term would resemble the first term of (3.8). Hence it is to be called the canonical
term. The last term represents the contribution of the Hamiltonian and is to be called the
dynamical term.
3. stationary action
We now evaluate the contributions of the three terms of (5.24a) separately to the sta-
tionary action.
The contribution of the ε-term may be further separated into three parts. That from the
intermediate times (the second term of (5.24b)) is obviouly of O(ε) in view of (5.19):
N−1∑
n=2
(ξ¯Sn − ξ¯Sn−1)(ξSn − ξSn−1) = ε
∫ T
0
dt ˙¯ξS(t)ξ˙S(t) = O(ε). (5.26a)
The ”initial discontinuity” (the last term of (5.24b)) contributes
(ξ¯S1 − ξ∗I )(ξS1 − ξI) = (ξ∗Fei(ε−T ) − ξ∗I )(e−iε − 1)ξI = O(ε). (5.26b)
Similar result is found for the contribution of the ”final discontinuity” (the first term of
(5.24b)). Hence
SSAPCS−ε := SCS−ε[{ξ¯S}, {ξS}] = O(ε). (5.27)
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It is thus concluded that the ε-term does not contribute to the stationary action, which is
in accord with the result of Klauder that his ǫ-term does not contribute to the stationary
action. One should not be betrayed by the expression (5.24b), from which one might guess
that the discontinuities shown in Fig. 2 would make a contribution of O(ε0). The reason
why they do not is that ξ¯Sn and ξ
S
n are not necessarily mutually complex conjugate.
The contribution of the canonical term may be evaluated in a similar fashion. Thus, the
intermediate times contribute
− 1
2
N−1∑
n=2
{ξ¯Sn (ξSn − ξSn−1)− (ξ¯Sn − ξ¯Sn−1)ξSn} = iT ξ∗F ξIe−iT +O(ε), (5.28a)
while the final and initial discontinuity respectively contributes
−1
2
{ξ∗F (ξF − ξSN−1)− (ξ∗F − ξ¯SN−1)ξF} =
1
2
ξ∗F ξIe
−iT − 1
2
|ξF |2 +O(ε), (5.28b)
−1
2
{ξ¯S1 (ξS1 − ξI)− (ξ¯S1 − ξ∗I )ξS1 } =
1
2
ξ∗F ξIe
−iT − 1
2
|ξI |2 +O(ε). (5.28c)
Finally, the contribution of the dynamical term is found as
− iε
N∑
n=1
ξ¯Snξ
S
n−1 = −iT ξ∗F ξIe−iT +O(ε), (5.29)
which cancels the intermediate-time contribution (5.28a) of the canonical term. Hence the
stationary action , to be denoted by, SSAPCS , is determined entirely by the discontinuity parts
of the canonical term as
i
h¯
SSAPCS :=
i
h¯
SCS[{ξ¯S}, {ξS}] (5.30)
= −1
2
(|ξF |2 + |ξI |2) + ξ∗F ξIe−iT +O(ε), (5.31)
which reproduces the exponent of (2.9).
Comment: One might start from the following action [18]
ih¯
2
{ξ∗F (ξF − ξN−1)− (ξ∗1 − ξ∗I )ξI}
+
∫ T
0
dt
{
ih¯
2
(ξ∗(t)ξ˙(t)− ξ˙∗(t)ξ(t))−H(ξ∗(t), ξ(t))
}
, (5.32)
which is a mixture of discrete and continuous forms. Adopting (3.13) as the stationary-
action path, one would obtain the correct value for the stationary action. However, re-
writing the action (5.24a) in such a mixed form is not a unique procedure. Success would
not be guaranteed unless one knew the answer beforehand. At any rate one would fail if one
proceeded to integration over fluctuations.
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4. fluctuations
Let us turn to the evaluation of fluctuation integrals, again keeping track of the roles
played by each of the terms of (5.24a). Separating the integration variables as
ξn = ξ
S
n + ηn, ξ
∗
n = ξ¯
S
n + η
∗
n : 1 ≤ n ≤ N − 1, (5.33)
one finds
SCS[{ξ∗}, {ξ}] = SSAPCS +O(ε) + S(2)CS[{η∗}, {η}], (5.34a)
S(2)CS[{η∗}, {η}] := S(2)CS−ε[{η∗}, {η}] + S(2)CS−cd[{η∗}, {η}], (5.34b)
where
i
h¯
S(2)CS−ε[{η∗}, {η}] := −
N−1∑
n=1
η∗nηn +
1
2
N−1∑
n=2
(η∗nηn−1 + η
∗
n−1ηn), (5.35a)
i
h¯
S(2)CS−cd[{η∗}, {η}] :=
1
2
N−1∑
n=2
(η∗nηn−1 − η∗n−1ηn)− iε
N−1∑
n=2
η∗nηn−1. (5.35b)
Accordingly
〈ξF |e−iHˆT/h¯|ξI〉 = exp
(
i
h¯
SSAPCS
)
K(2)CS(T ), (5.36a)
K(2)CS(T ) := lim
N→∞
∫ N−1∏
n=1
dηndη
∗
n
2πi
exp
(
i
h¯
S(2)CS[{η}, {η∗}]
)
. (5.36b)
At this stage η∗ is the complex conjugate of η, and
dηndη
∗
n
2πi
:=
dpndqn
2πh¯
, (5.37)
with (pn, qn) related to (η
∗
n, ηn) via Eq. (2.3).
Noting that
i
h¯
S(2)CS[{η∗}, {η}] = −
N−1∑
n=1
η∗n {ηn − αηn−1} , α := 1− iε, (5.38)
where we have defined η0 = 0 [23], we make further change of the integration variables as
[24]
η
′∗
n := η
∗
n, η
′
n := ηn − αηn−1 (5.39)
to find
K(2)CS(T ) = lim
N→∞
∫ N−1∏
n=1
dη
′
ndη
′∗
n
2πi
exp
(
−
N−1∑
n=1
η
′∗
n η
′
n
)
= 1. (5.40)
The complete amplitude (2.9) is thus recovered by treating DTCSPI in the stationary-action
approximation, which should be exact for the harmonic oscillator. Note that ηn appears in
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the exponent of the integral in the form −|ηn|2(= (p2n + q2n)/2h¯). Hence the effective range
of integration over pn and qn is of O(h¯1/2). Thus, contrary to the case of DTPSPI, ηn’s
constitute a small fluctuation in the quasi-classical situation.
What would happen if the ε-term were discarded in integrating over the fluctuations
with the spirit of the ”semi-ǫ-prescription mentioned at Sect. IV.A.? The integral (5.40)
would then be replaced by
K(2)CS−cd(T ) :=
∫ N−1∏
n=1
dηndη
∗
n
2πi
exp
(
i
h¯
S(2)CS−cd[{η∗}, {η}]
)
. (5.41)
In order to evaluate this integral, we may write S(2)CS−cd in the following matrix expression:
i
h¯
S(2)CS−cd = −
1
2
tη∗Mη (5.42)
where
tη∗ :=
(
η∗1 η
∗
2 . . . η
∗
N−1
)
, M :=


0 1
−a . . . . . .
. . .
. . . 1
−a 0

 , η :=


η1
η2
...
ηN−1

 , (5.43)
with a := 1− 2iε ≃ e−2iε. The determinant of M is given as
detM =
{
a
N−1
2 : if N is odd
0 : if N is even
. (5.44)
Hence, N must be chosen to be an odd integer in order for the integral to make sence. With
this coice,
K(2)CS−cd(T ) = lim
N→∞
2N−1(detM)−1
= e−iT lim
N→∞
2N−1, (5.45)
which does not even tend to a finite value in the limit N → ∞. This is the non-sensical
result announced in the introduction.
If one started from Klauder’s action (4.13a) and make the formal expansion as Eq. (3.16),
then one could find Eq. (3.18a) with the subscript CS replaced by KCS, where
S
(2)
KCS[η
∗, η] := −ih¯
∫ T
0
dt
{
−1
2
ǫη˙∗(t)η˙(t)− 1
2
(η∗(t)η˙(t)− η˙∗(t)η(t))− iη∗(t)η(t)
}
. (5.46)
One might adopt the following discretization
S
(2)
KCS[η
∗, η]→ −ih¯
N∑
n=1
[
−1
2
(η∗n − η∗n−1)(ηn − ηn−1)
− 1
2
{
η∗n(ηn − ηn−1)− (η∗n − η∗n−1)ηn
}
− iεη∗nηn−1
]
, (5.47)
DηDη∗ →
N−1∏
n=1
dηndη
∗
n
2πi
. (5.48)
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The fluctuation integral would then give unity. Clealy, adoption of the above discretization
scheme is equivalent to working with DTCSPI. However there is no compelling reason why
we should adopt the particular discretization. If we adopted ( with η∗N+1 = η−1 = 0, )
S
(2)
KCS[η
∗, η]→ −ih¯
N∑
n=1
[
− 1
2
(η∗n+1 − η∗n)(ηn − ηn−1)
−1
2
{
η∗n(ηn − ηn−1)− (η∗n − η∗n−1)ηn−1
}
− iεη∗nηn−1
]
=
ih¯
2
N−1∑
n=1
η∗n(ηn + 2iεηn−1 − ηn−2). (5.49)
we would obtain a non-sensical result:∫
DηDη∗ exp
(
i
h¯
S
(2)
KCS[η
∗, η]
)
→ lim
N→∞
2N−1. (5.50)
We conclude that the fluctuation integral can be unambiguously evaluated only in DTCSPI.
C. Discrete-Time Spin-Coherent-State Path Integral
The case of spin-coherent-state path integral may be discussed in parallel with the
coherent-state case. Thus, we work with ξ related to θ and φ via Eq. (2.12). By a re-
peated use of the resolution of unity
∫
2S + 1
2πi
dξdξ∗
(1 + |ξ|2)2 |ξ〉〈ξ| = 1, (5.51)
the amplitude in question is expressed as
〈ξF |e−iHˆT/h¯|ξI〉 = lim
N→∞
∫ N−1∏
n=1
2S + 1
2πi
dξndξ
∗
n
(1 + |ξn|2)2 exp
(
i
h¯
SSCS[{ξ∗}, {ξ}]
)
, (5.52a)
i
h¯
SSCS[{ξ∗}, {ξ}] =
N∑
n=1
[
S ln
(1 + ξ∗nξn−1)
2
(1 + |ξn|2)(1 + |ξn−1|2) −
i
h¯
εH(ξ∗n, ξn−1)
]
, (5.52b)
where the convention in the previous subsection is followed. The remark to the notation
SCS[{ξ∗}, {ξ}] applies here as well.
1. stationary-action path
As in the case of DTCSPI, we denote the stationary-action path (i.e., the stationary
point of the action) by ({ξS}, {ξ¯S}). It obeys a set of equations whose basic structure is the
same as that of Eqs. (5.16). In particular, there is no room for a ”boundary condition” .
Adopting the definition (5.17), We can cast the set of equations into the following form:
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2S
ξSn − ξSn−1
(1 + ξ¯Snξ
S
n−1)(1 + ξ¯
S
n ξ
S
n )
= − i
h¯
ε
∂H
∂ξn
∣∣∣∣∣
S
: 1 ≤ n ≤ N − 1, (5.53a)
2S
ξ¯Sn+1 − ξ¯Sn
(1 + ξ¯Sn+1ξ
S
n )(1 + ξ¯
S
n+1ξ
S
n+1)
=
i
h¯
ε
∂H
∂ξ∗n
∣∣∣∣∣
S
: 1 ≤ n ≤ N − 1. (5.53b)
Again, the factor ε on the right-hand side ensures that ξSn − ξSn−1 and ξ¯Sn+1− ξ¯Sn are of O(ε),
but neither ξF − ξSN−1 nor ξ¯S1 − ξ∗I can be said to be of O(ε).
For the spin under a constant magnetic field described by the Hamiltonian (2.16), the
above equations reduce to
ξSn − ξSn−1
1 + ξ¯Snξ
S
n
= − iε ξ
S
n−1
1 + ξ¯Snξ
S
n−1
: 1 ≤ n ≤ N − 1, (5.54a)
ξ¯Sn − ξ¯Sn−1
1 + ξ¯Sn−1ξ
S
n−1
= iε
ξ¯Sn
1 + ξ¯Snξ
S
n−1
: 2 ≤ n ≤ N. (5.54b)
This set of non-linear difference equations may be solved by identifying conserved quantities.
Let
Pn := ξ¯
S
nξ
S
n−1, Rn := ξ¯
S
nξ
S
n , (5.55)
then it follows from Eqs. (5.54) that
Rn − Pn
1 +Rn
= −iε Pn
1 + Pn
: 1 ≤ n ≤ N − 1, (5.56a)
Pn −Rn−1
1 +Rn−1
= iε
Pn
1 + Pn
: 2 ≤ n ≤ N. (5.56b)
Putting these equations together, we find
1 + Pn
1 +Rn−1
=
1 + Pn
1 +Rn
: 2 ≤ n ≤ N − 1. (5.57)
If 1+Pn vanished, the contribution of the stationary-action path to the amplitude in question
would vanish because of the factor ln(1 + Pn) in Eq. (5.52b). Hence we can assume that
1 + Pn 6= 0. Consequently Rn is a conserved quantity, whose value is to be denoted by R:
Rn = R : 1 ≤ n ≤ N − 1. (5.58)
Combining this with Eq. (5.56a), we find that Pn is also conserved and denote its value by
P :
Pn = P := (1 + iε)R +O(ε2), 2 ≤ n ≤ N − 1. (5.59)
(We can disregard the other root, which is equal to −1 +O(ε).) With these results, the set
of equations (5.54) reduces to
ξSn − ξSn−1 = −iεξSn−1 +O(ε2) : 1 ≤ n ≤ N − 1, (5.60a)
ξ¯Sn − ξ¯Sn−1 = iεξ¯Sn +O(ε2) : 2 ≤ n ≤ N. (5.60b)
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Thus, to O(ε), the stationary-action path expressed by ξS and ξ¯S is identical with that for
the harmonic oscillator given by (5.21). Accordingly
R = ξ∗F ξIe
−iT +O(ε), P = ξ∗F ξIe−iT+iε +O(ε2). (5.61)
(We have illustrated how the stationary-action path may be found in the fully discrete form.
The result to the lowest order in ε can also be found by going over to a differential equation
at the stage of Eqs. (5.54).) The result may be converted into ({θS}, {φS}) via
ξS = eiφ
S
tan
θS
2
, ξ¯S = e−iφ
S
tan
θS
2
, (5.62)
or equivalently into nS. It is depicted in Fig. 3.
=== Fig. 3 ===
Again, the stationary-action path is not in general real. Neither of them coincides with
the classical path connecting nI and nF in time T ; such a classical path would exist only in
the special case (3.14).
2. ε-term of the action
If one regarded all the differences |ξn − ξn−1| ( n = 1, 2, · · · , N with the convention
ξN := ξF and ξ0 := ξI) as small in some sense and expanded the action to the second order
in them, one would obtain (the equality so found is to be denoted by ∼)
SSCS[{ξ∗}, {ξ}] ∼ SSCS−ε1 + SSCS−ε2 + SSCS−c + SSCS−d, (5.63a)
i
h¯
SSCS−ε1 := −S
N∑
n=1
1
(1 + |ξn|2)2 (ξ
∗
n − ξ∗n−1)(ξn − ξn−1), (5.63b)
i
h¯
SSCS−ε2 := S
2
N∑
n=1
1
(1 + |ξn|2)2 [{ξn(ξ
∗
n − ξ∗n−1)}2 − {ξ∗n(ξn − ξn−1)}2], (5.63c)
i
h¯
SSCS−c := S
N∑
n=1
1
1 + |ξn|2{ξn(ξ
∗
n − ξ∗n−1)− ξ∗n(ξn − ξn−1)}, (5.63d)
SSCS−d := −ε
N∑
n=1
H(ξ∗n, ξn−1). (5.63e)
The four terms (5.63b-e) are to be called the ”ε1-term”, ”ε2-term”, the canonical term, and
the dynamical term, respectively. In terms of (θn, φn), they take the following forms:
i
h¯
SSCS−ε1 ∼ i
h¯
S˜SCS−ε1[{θ}, {φ}]
:= −S
4
N∑
n=1
{(θn − θn−1)2 + (φn − φn−1)2(sin θn)2}, (5.64a)
i
h¯
SSCS−ε2 ∼ i
h¯
S˜SCS−ε2[{θ}, {φ}]
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:= −iS
N∑
n=1
(θn − θn−1)(φn − φn−1) tan θn
2
(
sin
θn
2
)2
, (5.64b)
i
h¯
SSCS−c ∼ i
h¯
S˜SCS−c[{θ}, {φ}]
:= iS
N∑
n=1
{
(φn − φn−1)(cos θn − 1) + (θn − θn−1)(φn − φn−1) tan θn
2
}
. (5.64c)
Thus SSCS−ε1 would resemble Klauder’s ǫ-term if the manipulation analogous to (5.25) were
correct. However, there is no reason to neglect SSCS−ε2, which is also of the second order in
(ξn − ξn−1). Eq. (5.64b) shows that it would give rise to
− iSε
∫ T
0
dtθ˙(t)φ˙(t) tan
θ(t)
2
(
sin
θ(t)
2
)2
(5.65)
in addition to Klauder’s ǫ-term. It is seen from Eq. (5.64c) that a term of the same form
emerges also from the canonical term, which is linear in |ξn − ξn−1|. This is due to the
nonlinearity of the transformation (2.12).
3. stationary action
We now evaluate the contributions of each term of (5.63) separately to the stationary
action. By an argument similar to that for the coherent-state case, it is shown that the
ε1-term does not contribute to the stationary action.
SSCS−ε1[{ξ¯S}, {ξS}] = O(ε). (5.66)
In the same way, if the ε2-term is separated into three parts, the contribution from the
intermediate times is obviously of O(ε), while the initial and final discontinuity respectively
contributes
S
2(1 +R)2
(R− |ξI |2)2 +O(ε), − S
2(1 + |ξF |)2 (R− |ξF |
2)2 +O(ε). (5.67)
In contrast to the case of the ε1-term, neither of these vanishes.
The contribution of the canonical term can be separated into three parts as well. The
contribution from the intermediate times gives
iST
2R
1 +R
+O(ε), (5.68)
while the initial and final discontinuity respectively contributes
S
1 +R
(R − |ξI |2), S
1 + |ξF |2 (R− |ξF |
2). (5.69)
Finally, the contribution of the dynamical term, which contains the factor ε, comes from the
intermediate times alone and gives
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iST
1−R
1 +R
+O(ε). (5.70)
The sum of (5.68) and (5.70) is equal to iST , which would reproduce the correct result
(2.19) only in the special case (3.14); in this special case, the discontinuity terms (5.67) and
(5.69) vanish as well. However, in a generic case, the contribution of the discontinuity terms
does not vanish, and the correct result is not reproduced even if one neglects the ε2-term.
The fluctuation integral can not remedy the result, either.
If one evaluated the stationary action by use of (5.64), the discontinuity contributions
from the ε1-term do not vanish:
S˜SCS−ε1[{θS}, {φS}] = −S
4
[
θ2F + θ
2
I − 4 tan−1{
√
R}
(
θF + θI − 2 tan−1
√
R
)
−(sin θF )2
(
ln
√
R
tan θF
2
)2
− 4R
(1 +R)2
(
ln
√
R
tan θI
2
)2 ]
. (5.71)
The apparent contradiction between this and (5.66) is caused by the interplay of the
nonlinearity of (2.12) and the unwarranted negligence of the discontinuities at the ini-
tial and final times in writing (5.63) and (5.64); SSCS−ε1[{ξ¯S}, {ξS}] is not equivalent
to S˜SCS−ε1[{θS}, {φS}]. A closely related ambiguity exists in the expression (5.63c). If
|ξn − ξn−1| is small, the factor 1 + |ξn|2 could be replaced by 1 + |ξn−1|2, for instance. The
coresponding factor 1 + |ξF |2 in (5.67) would then be replaced by 1 + R, and so on. Hence
the expansion in |ξn − ξn−1| is not unique due to the nonlinearity and discontinuity. In any
case, neither (5.63b-d) nor (5.64) reproduces the correct result.
Therefore, we must go back to the original action (5.52b). Substituting (5.55) into it, we
find
i
h¯
SSAPSCS :=
i
h¯
SSCS[{ξ¯S}, {ξS}]
= S ln
(1 + ξ∗F ξ
S
N−1)
2
1 + |ξF |2 + S
N−1∑
n=2
(
2 ln
1 + P
1 +R
+ iε
1− P
1 + P
)
−2S ln(1 +R) + S ln (1 + ξ¯
S
1 ξI)
2
1 + |ξI |2 +O(ε). (5.72)
The second term, where the value of P to be used should be Eq. (5.59) correct up to O(ε),
gives iST +O(ε), while the final discontinuity (the first term) and the initial discontinuity
(the last term) give
S ln
(1 +R)4
(1 + |ξF |2)(1 + |ξI |2) +O(ε), (5.73)
thereby reproducing the complete amplitude (2.19).
Conclusion: If the action is expanded to the second order in the differences |ξn−ξn−1| and
those terms which would corresponding to Klauder’s ǫ-term are kept, the resulting action
does not reproduce the correct result (2.19). It is essential to respect the ”discontinuities at
the initial and final times”.
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4. fluctuations
Let us evaluate the fluctuation integral and show that it reduces to unity. We start
from the proper discrete action (5.52b). (If one started from (5.63a), one would arrive at a
non-sensical result as in the previous subsection.) Decomposing the integration variables as
(5.33), we find
SSCS[{ξ∗}, {ξ}] ≃ SSAPSCS +O(ε) + S(2)SCS[{η∗}, {η}], (5.74a)
S(2)SCS[{η∗}, {η}] :=
N−1∑
n=1
ih¯S
(1 + ξ¯Sn ξ
S
n )
2
η∗nηn +
N−1∑
n=2
( −ih¯S
(1 + ξ¯Snξ
S
n−1)
2
− ∂
2H(ξ∗n, ξn−1)
∂ξ∗n∂ξn−1
∣∣∣∣∣
S
)
η∗nηn−1
− ε
N−1∑
n=1
S
(1 + ξ¯Snξ
S
n−1)
2
{
∂
∂ξ∗n
(
(1 + ξ∗nξn−1)
2∂H(ξ∗n, ξn−1)
∂ξ∗n
)}∣∣∣∣∣
S
(η∗n)
2
− ε
N∑
n=2
S
(1 + ξ¯Sn ξ
S
n−1)
2
{
∂
∂ξn−1
(
(1 + ξ∗nξn−1)
2∂H(ξ∗n, ξn−1)
∂ξn−1
)}∣∣∣∣∣
S
(ηn−1)
2
]
, (5.74b)
with the symbol ≃ indicating equality up to the second order in ηn’s. Accordingly the
amplitude under consideration may be approximated as
〈ξF |e−iHˆT/h¯|ξI〉 ≃ exp
(
i
h¯
SSAPSCS
)
K(2)SCS(T ), (5.75a)
K(2)SCS(T ) = lim
N→∞
∫ N−1∏
n=1
2S + 1
2πi
dηndη
∗
n
{(1 + ξ¯Sn + η∗n)(1 + ξSn + ηn)}2
× exp
(
i
h¯
S(2)SCS[{η∗}, {η}]
)
. (5.75b)
Since the integrand contains the Gaussian factor with exponent proportional to −Sη∗nηn,
the effective range of integration over ηn is |ηn| <∼ S−1/2. Thus, ηn’s can legitimately be said
to constitute a small fluctuation provided that S ≫ 1. Accordingly the present stationary-
action approximation is in fact an expansion with respect to 1/S, in agreement with the
intuition that a spin should behave ”semi-classically” for large S. In the case of the spin
under a constant magnetic field, the coefficients of the third and fourth term of (5.74b)
vanish; S(2)SCS reduces to
i
h¯
S(2)SCS[{η∗}, {η}] = −
2S
(1 +R)2
N−1∑
n=1
η∗n(ηn − αηn−1), (5.76a)
α := (1− iε)
(
1 +R
1 + P
)2
, η0 := 0. (5.76b)
Hence, we make the formally same change of the integration variables as in (5.39) to find
K(2)SCS(T ) = lim
N→∞
∫ N−1∏
n=1
2S
2πi
dη
′
ndη
′∗
n
(1 +R)2
exp
(
− 2S
(1 +R)2
η
′∗
n η
′
n
){
1 +O
(
1
S
)}
= 1 +O
(
1
S
)
. (5.77)
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The complete amplitude (2.19) is thus recovered by treating DTSCSPI in the stationary-
action approximation provided that S ≫ 1 [25].
What would one find if one evaluated the fluctuation integrl starting from Klauder’s
action. Formal expansion as Eq. (3.16) would give Eq. (3.18a) with the subscript CS
replaced by KSCS, where
S
(2)
KSCS[η
∗, η] :=
ih¯S
(1 +R)2
∫ T
0
dt
[
ǫ
{
η˙∗(t)η˙(t)− 2R(1− 2R)
(1 +R)2
η∗(t)η(t)
− 2iR
1 +R
(η∗(t)η˙(t)− η˙∗(t)η(t))
}
+
4iR
1 +R
η∗(t)η(t)
+η∗(t)η˙(t)− η˙∗(t)η(t) + 2i1− R
1 +R
η∗(t)η(t)
]
. (5.78)
(Note that RS = R.) One might adopt the discretization
S
(2)
KSCS[η
∗, η]→ S(2)KSCS[{η∗}, {η}]
:=
ih¯S
(1 +R)2
N∑
n=1
[
(η∗n − η∗n−1)(ηn − ηn−1)− ε2
2R(1− 2R)
(1 +R)2
η∗nηn
− ε 2iR
(1 +R)2
{η∗n(ηn − ηn−1)− (η∗n − η∗n−1)ηn}+ ε
4iR
1 +R
η∗nηn
+{η∗n(ηn − ηn−1)− (η∗n − η∗n−1)ηn}+ 2iε
1−R
1 +R
η∗nηn−1
]
, (5.79)
supplemented with
DηDη∗ →
N−1∏
n=1
2S
2πi
dηndη
∗
n
(1 +R)2
. (5.80)
This would lead to a wrong result (see Appendix A):
∫
DηDη∗ exp
(
i
h¯
S
(2)
KSCS[η
∗, η]
)
→ lim
N→∞
∫ N−1∏
n=1
2S
2πi
dηndη
∗
n
(1 +R)2
exp
(
i
h¯
S(2)KSCS[{η∗}, {η}]
)
= exp
{
−i(1 + 2R)R
(1 +R)2
T
}
. (5.81)
If one neglected terms proportional to ε except for the Hamiltonian term, the fluctuation
integral would give unity. However, this negligence is ad hoc. Otherwise, the fluctuation
integral would not give unity. Other discretization schemes do not work either. This is the
difficulty encountered by Klauder’s ǫ-prescription in the case of the spin-coherent-state path
integral.
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APPENDIX A: CALCULATION OF FLUCTUATION INTEGRAL
In order to calculate the fluctuation integral (5.81), we may write S(2)KSCS defined by
(5.79) in the following matrix expression:
i
h¯
S(2)KSCS = −
2S
(1 +R)2
tη∗Mη (A1)
where the notation tη∗ and η is same as in Eq. (5.43), and
M :=


a −c
−b . . . . . .
. . .
. . . −c
−b a

 , (A2)
with
a := 1 + iε
2R
1 +R
+O(ε2), (A3a)
b := 1− iε
(
R
(1 +R)2
+
1− R
1 +R
)
, (A3b)
c := iε
R
(1 +R)2
. (A3c)
The determinant of M is obtained as
detM = λ
N−2
+ (a
2 − bc− λ−a)− λN−2− (a2 − bc− λ+a)
λ+ − λ− , (A4)
where
λ+ :=
a+
√
a2 − 4bc
2
= 1 + iε
(1 + 2R)R
(1 +R)2
+O(ε2), (A5)
λ− :=
a−√a2 − 4bc
2
= iε
R
(1 +R)2
+O(ε2). (A6)
Since λ− is O(ε), we can the detM in the limit N →∞ to
detM = λN+{1 +O(ε)} = exp
{
i
(1 + 2R)R
(1 +R)2
T
}
+O(ε). (A7)
Hence, we obtain the result (5.81).
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FIGURES
FIG. 1. Klauder’s stationary-action path for the harmonic oscillator depicted in the phase
space. The real and imaginary parts are drawn with a solid curve and a dashed curve, respectively.
FIG. 2. The stationary-action path for the harmonic oscillator depicted in the phase space.
The real and imaginary parts are drawn with a solid curve and a dashed curve, respectively.
FIG. 3. The stationary-action path for the spin under a constant magnetic field depicted in
terms of nS . The real and imaginary parts of nS is drawn with a solid curve and a dashed curve,
respectively.
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