[1] A methodology is presented and evaluated to retrieve vertically integrated water vapor content over the ocean in any viewing geometry from POLDER data. The methodology is based on differential absorption by water vapor in the near-infrared. Over the ocean, except in sun glint conditions, surface reflectance is small, and interaction between aerosol scattering and water vapor absorption is exploited to estimate total water vapor content. A sensitivity study performed with an accurate radiative transfer code (GAME) shows that a determination of total water vapor content is theoretically possible if the optical thickness and scale height of aerosols are known. An inaccuracy of 0.1 to 0.6 g cm À2 is expected, depending on water vapor content. The aerosol optical thickness d a at 865 nm is available from POLDER standard products. The aerosol scale height H a can be estimated from the surface pressure derived from POLDER oxygen channels at 763 and 765 nm. A retrieval scheme is devised using parameterizations calculated using GAME for water vapor and surface pressure. The inversion scheme is applied to 20 POLDER orbits with observed water vapor contents ranging from 0.2 to 6 g cm 
Introduction
[2] Water vapor is a key climate variable and many studies have been performed to retrieve vertically integrated water vapor content from radiometric measurements in the solar spectral region. Differential absorption techniques using near-infrared channels have been developed and tested first with airborne measurements in a cloud-free atmosphere [Frouin et al., 1990; Gao and Goetz, 1990; Bouffiès et al., 1997] . They have then been applied successfully to spaceborne sensors such as POLDER [Vesperini et al., 1999] on board ADEOS, MERIS ] on board ENVISAT, or MODIS [Gao and Kaufman, 2003] on board the NASA Terra and Aqua platforms. These instruments measure the signal at the top-ofthe-atmosphere in a nonabsorbing channel (near 865 nm) and in a contiguous absorbing channel (in the water vapor band centered on 910 nm). The reflectance ratio is directly related to the total water vapor content if scattering can be neglected, as for bright surfaces, and the satellite measurements allow accurate estimates over land or ocean in sun glint conditions [Vesperini, 2002] . In this case, most of the signal measured by the sensor comes from the surface along the direct optical path. Analysis of U h2o estimates from POLDER data over land or in sun glint conditions, obtained between November 1996 and June 1997, have shown satisfactory agreement with either radiosonde measurements (0.31 g cm À2 or 0.69 g cm
À2
RMS difference over land or ocean respectively) or SSM/I estimates (0.42 g cm À2 RMS difference over ocean) [Vesperini et al., 1999] . However, over the ocean, POLDER estimates are only made in sun glint-viewing conditions because the surface reflectance is considered too small in other directions. In addition, columnar water vapor above clouds can also be derived in such a way in cloudy conditions [Albert et al., 2001] . Over dark surfaces such as ocean, total column is inferred with good accuracy from microwave measurements using statistical [Alishouse et al., 1990] or physical approaches [Phalippou, 1996; Wentz, 1997] for clear and cloudy situations.
[3] Frouin et al. [1990] suggested, however, that nearinfrared radiometry should be applicable to the retrieval of water vapor content over both land and ocean. They also pointed out possible limitations of the method over ocean due to instrument noise and aerosol contribution. Except in sun glint conditions, the reflectance of the sea is small so that the top-of-the-atmosphere reflectance is generally dominated by photons that have not interacted with the surface. Consequently, atmospheric components, mainly aerosols, play a major role along the optical path of photons backscattered to the satellite sensor. The idea of the method presented here is to take advantage of aerosol scattering and its coupling to water vapor absorption to estimate the water vapor content. This approach needs to account for the coupling between absorption and scattering with a high level of accuracy so that simulations must be computed using an accurate radiative transfer code.
[4] In the following sections, a methodology is presented and evaluated to retrieve water vapor content over ocean in any viewing geometry using near-infrared radiometry from space. The radiative transfer codes used in the study are described in section 2. The reference code (LBLDOM) [Dubuisson et al., 1996] , used for sensitivity studies, is based on a line-by-line model [Scott, 1974] and the discrete ordinate method [Stamnes et al., 1988] . In addition, a fast yet accurate code (GAME), based on the correlated k distribution, is used for look-up tables calculations. The accuracy of the GAME code is assessed with respect to the LBLDOM code. In section 3, the differential absorption method used for water vapor content retrieval as well as a sensitivity study to aerosol scattering over dark surfaces are presented. In section 4, the expected performance of the differential absorption method over ocean is quantified from realistic simulations using the GAME code. In section 5, an inversion scheme is described and applied to POLDER imagery; comparisons with data from the SSM/I microwave radiometer [Hollinger et al., 1990] are presented.
Radiative Transfer Modeling
[5] The top-of-atmosphere radiance in the visible and near infrared is simulated using an accurate radiative transfer code, referred to as the LBLDOM code [Dubuisson et al., 1996] . In this code, water vapor transmittance T Dn over a spectral interval Dn is calculated as:
where u is the absorber amount at pressure P and temperature T. The monochromatic absorption coefficients k n are calculated with a line-by-line (LBL) code originally developed in the longwave spectral region [Scott, 1974] and extended to the solar spectrum. Water vapor absorption lines are calculated using the Hitran-2000 spectroscopic database [Rothman et al., 2003 ]. The CKD2.4 parameterization is used for the absorption continuum [Clough et al., 1989] . The radiative transfer equation (RTE) is then solved at each wavelength step of the LBL code, assuming an atmosphere stratified into plane and parallel layers and bounded at the bottom by a wavy ocean surface. Specular reflection of sunlight by the ocean surface is calculated via Fresnel's laws using the formulation of Cox and Munk [1954] wave slope distribution. Diffuse reflection by the water body is also taken into account. The discrete ordinate method (DOM) [Stamnes et al., 1988] is used to account for scattering processes and interactions between scattering and absorption. For each atmospheric layer, the DOM needs to know the absorption optical thickness (calculated with the LBL code for gaseous absorption) as well as scattering parameters such as moments of the phase function, single scattering albedo and scattering optical thickness. The code accounts for molecular (Rayleigh) and aerosol scattering using continental and maritime aerosol models [World Meteorological Organization (WMO), 1986] . The aerosol profile is assumed to vary exponentially with altitude, with a scale height H a .
[6] The high spectral resolution LBLDOM code, being time consuming, can only be used for sensitivity studies with a limited number of simulations. A simplified code, referred to as the GAME code, is used for satellite data applications. The GAME code differs from the LBLDOM code in the way gaseous absorption is calculated. The correlated k distribution approximation [Lacis and Hansen, 1974; Lacis and Oinas, 1991] is used instead of the LBL approach. In the k distribution method, the transmission function in equation (1) is approximated by a transmission integral over the density distribution of absorption coefficient strengths:
For each spectral interval Dn, the function f(k) represents the probability of absorption coefficient k to occur in the interval between k and k + dk. The transmittance is then calculated by an exponential summation over a limited number N of absorption classes as:
The weight a i represents the probability associated to the mean absorption coefficient k i for each class i. The coefficients a i and k i are determined from the density distribution f(k) which can be obtained from analytic expressions. Indeed, the transmission formula in (2) has the standard form of a Laplace transform and the probability density function f(k) of the absorption coefficient strengths can be formally identified as the inverse Laplace transform of T(u). Since the Malkmus band model [Malkmus, 1967] , defined as
possesses an inverse Laplace transform, it provides convenient analytical expressions for the transmission function T(u) [Domoto, 1974] . For the GAME code, band parameters B and S are directly estimated by least-square fitting the band model T(u) with line-by-line calculations T ref (u) . The maximal deviations between T(u) and T ref (u) are then on the order of 1% for a spectral resolution of 10 cm
À1
. Simulations showed that these deviations can reach 10-20% if parameters B and S are obtained from statistical line spectrum from HITRAN database.
[7] Coefficients of the exponential series (a i and k i ) are estimated for a reference pressure P 0 and a temperature T 0 with the LBL code. Following the concept of the correlated k distribution, the exponential sum is assumed to be correlated at any pressure level with that at the reference pressure and temperature [Lacis and Oinas, 1991] for a given spectral interval. The scaling approximation [Goody, 1952] can then be applied to account for the vertical dependence of the absorption as:
with m = 0.9 and n = 0.45 for water vapor in the solar spectrum [Stephens, 1984] . The primary advantage of the correlated k distribution technique is that it can be used for multiple scattering, with manageable computational time.
The GAME code has a fixed spectral resolution Dn of 10 cm À1 with an exponential number N equal to 7 per interval and the RTE is solved for each term of the exponential series. As a comparison, the LBL spectral resolution is about 0.01 cm À1 in the near-infrared and transmittance calculations need to solve about 1000 RTE over a spectral interval of 10 cm
. At last, the spectral resolution of the GAME code allows an accurate treatment of the POLDER spectral response.
[8] Both codes have been validated through the Intercomparison of Radiative Code for Climate Model (ICRCCM) program [Halthore, 1999] . Results were in agreement with those of others LBL radiative transfer codes for solar irradiance calculations. For the present study, additional comparisons between LBLDOM and GAME codes have been performed for the top-of-the-atmosphere radiance, in the spectral region of the 910 nm water vapor band. Table 1 displays the top-of-atmosphere radiance computed by the two codes in the POLDER spectral band centered at 910 nm, assuming a surface reflectance of 0.02 and two models of atmosphere [WMO, 1986] : maritime 1 (a clear maritime region) and maritime 2 (a haze outbreak over ocean). These models include maritime (0 -2 km) and continental (2 -12 km) aerosols with a total optical thickness at 550 nm of 0.075 and 3.065, respectively. A midlatitude summer model (Table 2) is used for pressure, temperature, and humidity profiles, with various solar and viewing zenith angles. The relative deviations on radiance between the two codes are always less than 1%, indicating close agreement for aerosol scattering. Additional evaluation of the GAME code, performed in terms of water vapor retrieval with a differential absorption technique, is presented in section 4.
Differential Absorption Method

General Principle
[9] The differential absorption technique [Frouin et al., 1990] consists of viewing a surface target (the ocean surface in the present study) through the same optical path in two spectral bands selected so that the absorption of water vapor, the amount of which is to be determined, is different. The POLDER instrument [Deschamps et al., 1994] has such spectral bands, centered at 910 and 865 nm and located in and off the 910 nm water vapor band, respectively. Water vapor transmissions for a tropical atmosphere, as well as the POLDER spectral response, are displayed in Figure 1 . The transmission is close to unity in the 865 nm window, but drops to approximately 0.5 in the 910 nm band. Since the transmission depends on water vapor content along the Table 2 . Standard aerosol models [WMO, 1986] , assuming a surface reflectance of 0.02, as well as various conditions of solar zenith (q s ) angle and viewing zenith (q v ) and azimuth (F v ) angles have been used. The relative difference (%) between GAME and LBLDOM is reported in parentheses. optical path, the top-of-atmosphere radiance, or reflectance, should be sensitive to water vapor content. However, to minimize effects of varying surface reflectance and absorption by miscellaneous gases and aerosols, and to keep sufficient sensitivity, the ratio of reflectance in the 910 and 865 nm bands, R, is used instead.
[10] Figure 2 displays the relation between mU h2o and R over land or ocean, where m is the air mass and U h2o the vertically integrated water vapor content. The air mass m depends on the sun and view zenith angles (q s and q v , respectively) and is practically equal to 1/cos q s + 1/cos q v . In the simulations, the diffuse surface reflectance is fixed to 0.3 for land and to 0.003 for ocean, and Fresnel reflection over a flat surface is included in the ocean case. Simulations involve 5 atmosphere models of McClatchey et al. [1972] defined in Table 2 , sun zenith angles of 30°to 60°, view zenith angles of 0°to 60°and view azimuth angles of 0°to 180°, excluding the direction of specular reflection. Scattering is assumed to be due to molecules only (i.e., no aerosol scattering). Additional water vapor profiles, defined from the standard water vapor profiles in Table 2 , have been also used multiplied by a factor 0.5 and 1.5 to give an integrated water vapor content ranging from 0.2 to 6.2 g cm
À2
. Figure 2 shows that the ratio R is well correlated with the product mU h2o , and the simulated data set is closely fitted by fourth-order polynomials. Therefore U h2o can be estimated from R using the following approximation:
However, the parameterization over land is not suitable for a water vapor content estimation over ocean. Moreover, variability in reflectance ratio is high over ocean, due to atmospheric scattering, which increases uncertainties in retrieval of water vapor content. It should be noticed that spectral dependence of the surface reflectance is negligible over sea surfaces in the spectral interval 865 -910 nm.
Example Over East Asia
[11] A POLDER scene acquired over the Yellow Sea and Sea of Japan (East Sea) (Figure 3 ) has been selected to examine the sensitivity of the reflectance ratio over ocean. POLDER 910 nm and 865 nm reflectances, as well as ratio R are reported in Figure 4 along the transect indicated in Figure 3 . The reflectance is about 2 -3% and 5-7% over Yellow Sea and Sea of Japan, respectively. The sun zenith angle is about 30°and reflectances correspond to small aerosol optical thicknesses (AOT), especially over Yellow Sea. Reflectance ratio exhibits smooth variations in Figure 4 , while reflectances at 910 nm and 865 nm change sharply at the land-ocean boundary. These results suggest that a differential absorption technique based on the reflectance ratio at 910 and 865 nm may be applicable over dark targets also, despite the increased instrumental noise.
[12] Owing to the good sensitivity of POLDER data, photons backscattered by aerosols, or at least by molecules, should allow estimation of the water vapor content. As a first test, the water vapor content computed along the previous transect, using parameterizations obtained in Figure 2 and reflectance ratios of Figure 4 , is presented in Figure 5 . The lack of discontinuity between retrievals over land and the adjacent ocean and the relatively small short-scale fluctuations suggest that the method might work quantitatively. The estimates are obtained assuming no aerosol and considering Rayleigh scattering only. However, aerosols play a major ), Sun (30°and 60°), and view zenith (0°< q v < 60°) angles. Solid lines represent the best fit by a fourthorder polynomial. Aerosol scattering is neglected. role in the near-infrared backscattered signal at the top of the atmosphere over dark surfaces, and good estimates require accounting for atmospheric scattering effects with a high order of accuracy. Particularly, the reflectance ratio is strongly dependent on the actual optical path of the backscattered photons and is mainly related to the total aerosol amount and its vertical distribution. Aerosol effects are analyzed in the next section.
Aerosol Contribution
[13] The sensitivity of reflectance ratio and corresponding water vapor content to aerosol scattering has been evaluated using the LBLDOM code. This has been accomplished using POLDER spectral responses and assuming the same conditions as in section 3.1, but including aerosol scattering. The aerosol vertical distribution is assumed to decrease exponentially with altitude with a scale height H a . The influence of aerosols is reported in Figure 6 with the same conditions as in Figure 2 and with the following characteristics for aerosols: optical thickness at 550 nm of 0.1 and 0.3, scale height of 1, 3, and 5 km, and a continental or maritime model over land and ocean respectively. Over land, aerosol effects remain weak. Over ocean, on the other hand, variability in the reflectance ratio is high.
[14] Water vapor content has been estimated for all cases previously defined, using parameterizations presented in Figure 2 . These parameterizations, defined without aerosol scattering, allow evaluation of the influence of aerosols on the retrieved water vapor content. Table 3 presents RMS errors between retrieved and actual values as a function of the atmospheric model. Over land and without aerosol scattering, parameterizations uncertainties on the integrated water vapor content is about 0.1 g cm À2 at maximum. With aerosol scattering, the RMS error remains generally weak and uncertainties are small compared with the experimental accuracy of water vapor measurements. Indeed, aerosol scattering has nonnegligible effects over land only for both large water vapor contents and AOT with uncertainties reaching 0.3 g cm À2 . Over ocean and for a moist atmosphere, on the other hand, the RMS error can reach 0.7 or 1.5 g cm À2 without or with aerosol scattering, respectively. These results point out the major role of scattering for water vapor retrievals over ocean, especially when aerosols are considered. Accurate estimates require accounting for the AOT and scale height. To quantify the effect of the aerosol profile, mU h2o versus the reflectance ratio R are plotted in Figure 7 for different values of the optical thickness and scale height of aerosols. Figure 7 shows that it is possible to define parameter- izations as a function of aerosol optical properties and, consequently, to improve water vapor estimates if both optical thickness and scale height of aerosols are known. It can also be noticed that (1) a larger dispersion is observed for higher scale height, due to the coupling between absorption and scattering in both lower and higher atmospheric layers, and (2) sensitivity to scale height is lower for small AOT (d a = 0.1). Consequently, larger errors shall be expected for small AOT with large scale height, which is a typical situation over the open ocean [Smirnov et al., 2002] . From POLDER data, AOT is available in the level 2 products. In addition, aerosol scale height can be estimated using the POLDER channels located in the oxygen A band, and the methodology is presented in section 3.5.
Correction for Absorption: Scattering Coupling
[15] Figure 7 indicates the possibility of defining a suitable parameterization to estimate water vapor content from the reflectance ratio at 910 and 865 nm. However, Figure 7 also shows a high variability around the best fit due to the absorption-scattering coupling (i.e., to the varied optical path of the photons) introducing additional uncertainties on the retrieved water vapor content. Consequently, from a given reflectance ratio, the water vapor content U h2o retrieved using polynomials differs from the actual water vapor content U* h2o defined for radiative calculations. It is possible to introduce a corrective factor C to minimize the difference. For a given water vapor content U h2o , scattering depends mainly on solar and viewing angles (q s , q v and F v ), AOT d a and scale height H a . For each of these parameters, scattering effects on the retrieved water vapor content can be estimated with the radiative transfer code and a correction can be established to obtain the right water vapor content. The corrective factor is defined such as U h2o = C (q s , q v , j v , d a , H a ) U * h2o . Practically, polynomials and corrective factors can be evaluated simultaneously from theoretical calculations with the radiative transfer code. Moreover, scattering parameters (q s , q v , j v , d a , H a ) are available or can be obtained from POLDER data and they can be used in the inversion method to improve retrieval accuracy. Effects of corrective factors on the performance of the method will be presented in section 4. This technique of taking into account the actual path of photons in a scattering medium has been already used successfully to estimate surface pressure from satellite data in the oxygen A band [Dubuisson et al., 2001] . Over land, the corrective factor allowed to reach an accuracy of 20 hPa instead of 70 hPa. Over dark surfaces, such as the ocean, the correction can reach 300 hPa.
Aerosol Scale Height Estimation
[16] The aerosol scale height can be estimated using the surface pressure derived from the POLDER spectral bands located in the oxygen A band, with spectral bands centered at 763 nm (10 nm wide) and 765 nm (40 nm wide). Whereas the POLDER narrow band is strongly attenuated by oxygen absorption, the wide band is only partially attenuated [Bréon and Bouffiès, 1996] . In this spectral range (759 to 770 nm), the solar radiation measured at the top of the atmosphere depends mainly on oxygen absorption and, therefore, on the surface elevation at which most of the photons are scattered. The 763 nm to 765 nm reflectance ratio is well correlated to the product mP s 2 , where P s is the surface pressure. The ratio may be converted directly into a pressure using a polynomial regression [Dubuisson et al., 2001] . As previously, over dark surfaces such as the ocean, scattering cannot be neglected and polynomial regressions are correlated to the vertical distribution H a of scatterers.
[17] As an example, the product mP s 2 versus the simulated 763 nm to 765 nm reflectance ratio is reported in Figure 8 as a function of the aerosol scale height. For a given reflectance ratio, the surface pressure can be retrieved as a function of the aerosol scale height using parameterizations defined in Figure 8 . The actual aerosol scale height can then be defined when the retrieved surface pressure is equal to the meteorological one. It can be noticed that the sensitivity of the 763 nm to 765 nm reflectance ratio in the oxygen band is somewhat weak. Validity of the technique will be examined in section 5 from actual POLDER data. However, the technique is not designed to provide accurate knowledge of the vertical distribution of aerosols, but only to get a rough estimate of the aerosol scale height. In addition, Figure 9 shows the dependence of the reflectance ratio as a function of the surface reflectance which may vary as a function of sea surface properties. Figure 9 shows that it is not possible to neglect the surface effects in the retrieval of scale height. It is difficult to know the actual surface reflectance and a solution is to perform polynomial regressions as a function of the surface reflectance. Practically, from the POLDER AOT, the surface reflectance will be defined when the difference between the simulated reflectance at the top-ofatmosphere and the one measured by the POLDER instrument is minimal. Note that in the case of POLDER-1, the accuracy of the reflectance ratio in the O 2 band can be estimated to 1% [Hagolle et al., 1999] . Consequently, a maximal accuracy of 500 m is expected for a retrieval of the aerosol scale height from reflectance ratio in the O 2 band using POLDER data.
Expected Accuracy
Accuracy of the GAME Code
[18] Additional comparisons have been performed between the LBLDOM and GAME codes to assess the accuracy of absorption parameterizations used in GAME in the context of the water vapor retrieval. The relation between the product mU h2o and the 910 nm to 865 nm reflectance ratio has been parameterized from simulated reflectances using LBLDOM or GAME. Simulations have been performed using the same atmospheric conditions as in section 3.3 (U h2o ranging from 0.2 to 6.2 g cm
À2
). Histogram of differences DU h2o (g cm À2 ) between the water vapor content U h2o used for simulations and the water vapor content U code retrieved using the differential absorption method with LBLDOM (solid line) or GAME (dashed line) are reported in Figure 10 (DU h2o = U h2o À U code ). Parameterizations obtained from the two codes give very similar values, with a mean deviation of about 0.02 g cm À2 for the water vapor retrieval. It should be noticed that simulations show no significant bias between GAME and LBLDOM codes. Therefore the accuracy of the GAME code is adequate for the water vapor retrieval problem investigated, and the GAME code instead of the LBLDOM code will be used in the following sections to ease the computational burden.
Sensitivity Study
[19] A sensitivity study has been performed to evaluate the expected accuracy of water vapor retrievals over the ocean from POLDER data. The following conditions have been considered for simulations with the GAME code:
[20] 1. Five atmospheric models defined in Table 2 multiplied by a factor 0.5, 1 and 1.5 to get water vapor contents ranging from 0.2 to 6.2 g cm À2 .
[21] 2. Solar zenith angles of 30°and 60°.
[22] 3. Viewing zenith angle ranging from 0°to 60°, and relative azimuth angle ranging from 0°to 180°.
[23] 4. Aerosol optical thickness (d a ) at 550 nm ranging from 0.05 to 0.35 with a step of 0.025.
[24] 5. Aerosol scale height ranging (H a ) from 0.5 to 5.5 km with a step of 0.25 km. Reflectance ratios have been simulated with GAME for all cases and parameterizations defined in equation (3) have been obtained for each value of d a and H a . Realistic uncertainties have been considered to estimate a theoretical accuracy on the retrieved water vapor content, namely Dd a = ±0.025 or ±0.05 for AOT and DH a = ±0.25 km or ±0.5 km for scale height. These uncertainties are applied by choosing the adequate parameterization (as a function of d a ± Dd a and H a ± DH a ) but using the reflectance ratio calculated for d a and H a to estimate the water vapor content. The RMS errors on the retrieved water vapor content (in g cm À2 ) are presented in Table 4 for each atmospheric model and using the corrective factor defined in section 3.4. In the case of Dd a = ±0.025 and DH a = ±0.25 km, the RMS error can reach 0.24 g cm À2 for the moist atmosphere, but is generally less than 0.2 g cm À2 . In the case of Dd a = ±0.05 and DH a = ±0.5 km, the RMS error is on the order of 0.4 g cm À2 in high-humidity atmospheres. Errors are less than 0.3 g cm À2 for the atmosphere with medium or low humidity. These results are encouraging in regard to the RMS differences between POLDER water vapor retrievals over ocean in sun glint conditions and SSM/I data (0.42 g cm À2 ) obtained during the POLDER product validation [Vesperini et al., 1999] . Table 4 also presents effects of the corrective factor C. RMS errors are larger without correction by up to 0.2 g cm À2 for moist profiles. The use of a correction for scattering effects improves noticeably the estimated water vapor content.
[25] An additional source of error is the relative height of water vapor absorption as a function of vertical distribution of scatterers. Simulations have been performed using the TIGR database, a climatological library of about 2300 representative atmospheric situations selected by statistical methods from 80000 radiosonde reports [Chedin et al., 1985; Chevallier et al., 1998 ]. Reflectance ratios have been simulated with the GAME code, using previous aerosol conditions and TIGR profiles with a water vapor content ranging from 0.1 to 6.4 g cm
À2
. Parameterizations obtained with the standard McClatchey profiles have been used to retrieve the water vapor content. The RMS error due to the vertical distribution of water vapor has been then estimated to be 0.05 to 0.2 g cm À2 for small or large water vapor content, respectively. Comparison between the LBLDOM and GAME radiative transfer codes for the water vapor retrieval using the same atmospheric conditions as in Figure 7 , with various water vapor contents (0.2 < U h2o < 6.2 g cm À2 ). Differences DU h2o (g cm À2 ) between the water vapor content U h2o used for simulations and the water vapor content U code retrieved using the differential absorption method with LBLDOM (solid line) or GAME (dashed line) are reported (DU h2o = U h2o À U code ).
[26] Finally, this sensitivity study shows an expected accuracy over ocean ranging from 0.1 to 0.6 g cm À2 depending on water vapor content, at least in theory, if the AOT and scale height are known. Expected accuracy has been estimated from simulated reflectance data using realistic conditions and uncertainties on AOT and scale height. However, a validation from measurements is necessary to conclude on the performance of the method. Applications to POLDER imagery are presented in the next section.
Application to POLDER Imagery
Inversion Scheme
[27] The inversion scheme developed to estimate the water vapor content over ocean from POLDER data consists of the following steps:
[28] 1. Polynomial regressions to relate mU h2o to 910 nm and 865 nm reflectance ratio R H2O , in one hand, and mP s 2 to 763 nm to 765 nm reflectance ratio R O2 , in the other hand, are precalculated with the GAME code to build look-up tables (LUT) as a function of the scale height H a and optical thickness of aerosols d a , for realistic solar and viewing angles and using actual POLDER spectral responses.
[29] 2. Reflectance ratios R H2O and R O2 and air masses m are calculated from POLDER measurements for each viewing direction.
[30] 3. The aerosol scale height H a is estimated from the POLDER reflectance ratio R O2 , following the method described in section 3.5. Practically, the aerosol scale height is estimated, through an iterative procedure, when the difference between the retrieved pressure from POLDER oxygen channels and the meteorological surface pressure from the European center (ECMWF) is minimal. The accuracy of ECMWF surface pressure depends on the availability of in situ measurements. Near a meteorological station, an accuracy better than 1 hPa is expected. However, in the other cases, the accuracy is on the order of a few hPa [Morcrette, 2001] which is sufficient for the purpose of this study.
[31] 4. The integrated water vapor content U H2O is estimated, for each viewing direction of POLDER, using the polynomial regressions from the aerosol scale height, deduced from the reflectance ratio R O2 , and the AOT (one of the POLDER level 2 products).
Comparison With SSM/I Estimates
[32] The inversion scheme is evaluated on the scene over east Asia presented in section 3.2 (Figure 3 ), for all pixels for which the AOT is available in the POLDER products. A map of AOT at 865 nm (POLDER standard products) is presented in Figure 11a , showing large spatial variability. AOT are weak over the Yellow Sea and the Pacific Ocean (d a < 0.25), but larger over the Sea of Japan where they may reach 0.55. Solar and zenith viewing angles range from 15 to 50°. The resulting water vapor contents are compared with SSM/I estimates [Wentz, 1997] . The SSM/I instrument [Hollinger et al., 1990 ] is a microwave radiometer system flown on the Defense Meteorological Satellite Program (DMPS) satellites that provides total water vapor content estimates with a time lag of two hours with POLDER observations. Since POLDER has the ability to view the same scene from multiple angles (up to 14 directions), water vapor content is averaged over all the available viewing directions in the comparisons. In addition, POLDER has a higher spatial resolution (about 6 km at nadir) than the SSM/I instrument and water vapor contents estimated with POLDER have been averaged to the spatial resolution of the SSM/I instrument.
[33] Figure 11b displays the aerosol scale height deduced from our inversion scheme, presented in section 5.1, using POLDER oxygen bands, at the SSM/I spatial resolution. There is no reference to validate the aerosol scale height estimated from POLDER data. However, a spatial coherence can be observed in Figure 11b despite the weak sensitivity of the reflectance ratio in the POLDER oxygen bands (Figures 8 and 9 ). High scale heights (>3 km) are obtained for small AOT. On the contrary, small scale heights occur for strong aerosol contents, mainly over the Sea of Japan, and probably correspond to aerosols confined to the boundary layer. Figure 11c shows the water vapor content calculated over ocean with our inversion scheme, at the POLDER spatial resolution (about 7 km). In addition, the standard POLDER water vapor product over land is also reported. A good continuity between land and ocean is observed for water vapor contents. This continuity is especially noticeable between the Yellow Sea and South Korea or China or near the coasts of Taiwan.
[34] Comparisons with SSM/I water vapor contents are presented in Figure 11d at the SSM/I spatial resolution. There is qualitative agreement between the spatial distribution of POLDER and SSM/I estimates for both weak and strong water vapor contents. A scatterplot of POLDER versus SSM/I values ( Figure 12 ) shows quantitative agreement especially for water vapor contents less than 3 g cm À2 .
The dispersion is larger above 3 g cm
À2
, which can be explained by weak optical thicknesses. Differences between water vapor contents derived from POLDER and SSM/I data are presented as a function of the POLDER AOT at 865nm in Figure 13a and as a function of the aerosol scale height in Figure 13b . Large differences occur for AOT less than 0.2 and for aerosol scale height higher than 3 km. As expected in section 3.3 (Figure 7) , the water vapor estimate is more sensitive to the vertical distribution of atmospheric constituents for these conditions and deviations are then Uncertainties in AOT (Dd a ) and scale height (DH a ), with or without a corrective factor C for the coupling between absorption and scattering, are assumed. RMS errors on the water vapor content are reported (g cm À2 ) for simulations performed with the LBLDOM code, using atmospheric models defined in Table 2 , with AOT of 0.1 and 0.3, aerosol scale height of 1, 3, and 5 km, solar zenith angles of 30°and 60°, and view zenith angles ranging from 0°to 60°.
larger. In addition, pixels can be contaminated by thin high clouds, not detected with the POLDER cloud detection algorithm, with strong effects on the water vapor retrieval for cases with small AOT. However, for all pixels of the case study, the agreement between POLDER and SSM/I water vapor contents remains satisfactory, with a RMS error of 0.46 g cm À2 and a negative bias of À0.11 g cm
, as indicated in Figure 14 . The RMS error is about 0.3 g cm À2 for water vapor content less than 3 g cm À2 but reaches 0.6 g cm À2 for larger contents. This performance is comparable with the theoretical performance established in section 4.2 (Table 4 ). The RMS error and bias over the study region are similar to those over land and ocean in sun glint conditions using a much larger comparison data set [Vesperini et al., 1999] , i.e., 0.42 g cm À2 and À0.08 g cm À2 , respectively. Note that the POLDER estimates over east Asia have been obtained using the corrective factor C (section 3.4) to account for the coupling between absorption and scattering. Without the factor C, the RMS error is about 0.54 g cm
. This improvement of about 0.1 g cm À2 is also consistent with the theoretical study in section 3.4.
[35] Comparisons have been also performed using 20 POLDER orbits, with water vapor content ranging from 0.2 to 6 g cm À2 and AOT at 865 nm ranging from 0.1 to 0.5 ( Figure 15 ). Results are summarized in Table 5 as a function of the water vapor content and show a RMS error ranging from 0.21 to 0.58 g cm
, with a mean error of 0.44 g cm À2 , and an agreement with estimates deduced from the sensitivity study in section 4.2. A comparison with SSM/I data should not be considered as a true validation process, due to uncertainties coming from differences such as spatial resolution or observation time difference (8H30 for SSM/I and 10H30 for POLDER). However, this study shows that water vapor retrieval over ocean is possible using a differential absorption technique, and comparisons have also shown the limitations of this method, with an expected accuracy of about 0.5 g cm À2 for large contents. This RMS error is slightly larger than for the case study over east Asia. Indeed, there is a high occurrence of small AOT (<0.2) over the open ocean and, consequently, a higher sensitivity to the atmospheric constituents and to the coupling between absorption and scattering. This result can be considered as a realistic estimate of accuracy of the method for water vapor retrieval over ocean.
Conclusion
[36] A methodology for water vapor retrieval over ocean using near-infrared radiometry has been presented, including a theoretical sensitivity study using an accurate radiative transfer code (GAME) as well as an application to POLDER data. The sensitivity study has indicated that a determination of the water vapor content is possible if the aerosol and scale height of aerosols are known. An inversion scheme has been proposed and applied to POLDER data. The Figure 12 . Comparison between water vapor contents (g cm
À2
) estimated over ocean from the POLDER and SSM/I product for the case study in Figure 3 , including 1150 pixels. The RMS error between POLDER and SSM/I contents is about 0.46 g cm
, with a bias of À0.11 g cm À2 .
Figure 13. Differences (g cm
) in water vapor content between POLDER and SSM/I estimates for the case study in Figure 3 as a function of (a) the AOT at 865 nm obtained from the POLDER operational products and (b) aerosol scale height H a estimated with the inversion scheme described in section 5, using the POLDER oxygen channels at 763 and 765 nm.
POLDER-derived water vapor content has been compared to SSM/I estimates using 20 orbits. It should be noticed that the inversion is achieved based only on look-up tables precalculated using GAME, and computing times are adequate for an operational data processing. Comparisons with SSM/I estimates over ocean have shown consistent results with an RMS error ranging from 0.21 to 0.58 g cm
leading to an expected accuracy of the method of about 0.5 g cm À2 over dark surfaces for large contents. These comparisons have been done for realistic conditions of water vapor contents (0.2 to 6 g cm À2 ) and aerosol optical thickness at 865nm (0.1 to 0.5). Conclusions, in terms of performance, are similar to those of the sensitivity study. As expected, larger deviations have been found for small aerosol optical thicknesses (d a < 0.2) and large scale heights (H a > 3 km). Consequently, accuracy is not the best over the open ocean for which there is a high occurrence of small aerosol concentrations with high vertical distribution. However, these results, when compared with those obtained over land and ocean in sun glint conditions (RMS error of about 0.4 g cm À2 ), are encouraging for future applications to POLDER data over the global ocean and, more generally, dark surfaces.
[37] In the operational POLDER algorithm, water vapor contents are estimated over land or over ocean only in sun glint conditions. The methodology presented in this paper would increase the spatial coverage of the water vapor product, contributing to an improved understanding of global water vapor over the ocean. Furthermore, the approach is consistent with that used over land in the POLDER algorithm. Parameterizations calculated for bright surfaces with the GAME code have shown RMS deviations with the POLDER operational product less than 0.1 g cm
. It is therefore possible to build an algorithm in a coherent way over land and ocean, in any viewing geometry. This approach can be attractive in the context of the future missions such as PARASOL (POLDER), planned to be launched at the end of 2004. The inversion scheme has been applied to POLDER measurements. However, the methodology is also interesting for other sensors because those sensors do not have POLDER capabilities to provide sun glint geometry over 30% of the swath.
[38] At last, this work has shown encouraging results on the aerosol scale height obtained with POLDER data. Unfortunately, accuracy and sensitivity of POLDER reflectance ratio in the oxygen band lead to a maximal accuracy of 500 m on the aerosol scale height retrieval. The MERIS sensor on board ENVISAT [Rast et al., 1999] , in particular, has also two channels in the oxygen band (760.875 and 752.4 nm), but with better spectral characteristics than the corresponding POLDER channels for the surface pressure retrieval [Dubuisson et al., 2003] . Simulations have shown that sensitivity of the reflectance ratio in the oxygen band is twice higher with MERIS. The encouraging results on the aerosol scale height obtained with POLDER data in this work should be improved using MERIS data. In other respects, aerosol scale height is an important variable in the estimation of aerosol effects on climate [Haywood and Boucher, 2000] , and in the atmospheric correction of satellite ocean color [Gordon, 1997] . Finally, a study on the influence of thin high clouds on the water vapor retrieval should be conducted. Thin clouds that have not been screened properly may have an important effect on the backscattered signal over ocean. Figure 11 . Water vapor retrieval over ocean using the inversion scheme presented in section 5: (a) AOT at 865nm from POLDER operational products, (b) aerosol scale height (km) estimated at the SSM/I spatial resolution, (c) water vapor content (g cm
) estimated at the POLDER spatial resolution (POLDER operational product over land is also presented), (d) POLDER and SSM/I water vapor contents (g cm À2 ) estimated at the SSM/I spatial resolution.
