This paper describes a novel modelling process for creep crack growth prediction of a 316 stainless steel using continuum damage mechanics, in conjunction with finite element (FE) analysis. 
This data ( Figure 2 ) has been used to obtain the uniaxial material constants in the creep damage model, as described in section 3.2.
CT creep crack growth testing
CT creep crack growth data has been obtained using specimens of the geometry shown in Figure 3 . Three CT creep crack growth tests were carried out under constant loads of 6.977kN (specimen 2), 7 .48kN (specimen 3) and 8.5kN (specimen 1) as shown by Table 2 . Figure 4 shows photographs of the tested CT specimens where specimen 1 has been annotated in order to show the stages of crack growth for each test. Region 1 shows the starter notch, region 2 shows the initial (fatigue) crack, region 3 shows the creep crack, which gives the valuable part of the test data in the context of this work, region 4 shows further fatigue cracking in order to fracture the specimen for analysis and region 5 shows the end region where the specimen was torn open and fractured. The data obtained during region 3 is used to obtain the multiaxial stress state parameter, α, as described in section 3.2.2
and is also compared to FE model predictions as shown in section 4. 
Thumbnail crack creep testing
Thumbnail creep crack growth data has been obtained using specimens of the geometry shown in Figure 5 . Five thumbnail creep crack growth tests were carried out under constant loads of 78.7kN (specimen 4), 90.7kN (specimen 6), 90.8kN (specimen 2), 91.7kN (specimen 7) and 102.3kN (specimen 8) as
shown by Table 3 . Figure 6 shows photographs of the tested thumbnail crack specimens where specimen 5 has been annotated in order to show the stages of crack growth for each test. Region 1
shows the starter notch, region 2 shows the initial (fatigue) crack, region 3 shows the creep crack, Figure 6 . Photographs of creep cracked 316 stainless steel thumbnail crack specimens.
Liu & Murakami creep damage model

Definition of the material model
The multiaxial form of the Liu and Murakami creep damage law is as follows: (8) Hence, for the uniaxial condition, it is not possible to determine the material constant, α. Also, for the uniaxial condition (the 11-direction), equation (2) under the uniaxial condition.
Therefore, substituting equations (9) and (7) into equation (1) 
Determination of the material constants
From equations (1), (5) and (6), it can be seen that the constants which are required to be obtained are C, n 2 , D, q 2 , p and α. Methodologies for obtaining these constants are described as follows: intercept. An example of this plot is shown in Figure 7 , for 316 stainless steel, at 600°C. The C and n 2 values determined for the 316 stainless steel , at 600°C, are included in Table 4 . 
and therefore
Therefore, equation (16) becomes:
Note that the damage integration limits have also changed as a result of the substitution shown by equations (17) and (18). Equation (19) can be solved to give: 
Taking logs of both sides of equation (21) Table 4 . Therefore, this expression for ω as a function of t must first be found, which can then be substituted into equation (10) 
This is the expression for ω (as a function of t) which is needed in order to obtain an expression for c e as a function of t.
Equation (26) is substituted into equation (10) Table 4 . 
Time (hours)
Creep strain (abs) 
Multiaxiality parameter, α
Equation (6) is used for the rupture stress, σ r , within the model to include the multiaxial stress effect.
Within this equation is the material constant, α, which is not required for the uniaxial condition.
However, if a multiaxial stress condition exists, the α value is required:
Equation ( 
Two basic approaches have been used in order to determine the α-value for a material. The most straightforward method involves performing tests on specimens with specific biaxial stress states [10] and to obtain the α value which fits equation (29) to the experimental data. However, tests of this type are complicated and require careful specimen design and complicated test facilities [11] . For this reason an alternative approach based on the data obtained from notched bar creep test specimens has been more widely used to obtain the α-values.
Notched bars are tested under steady load conditions and the failure times obtained. A series of finite element (FE) modelling of the experimental tests are then carried out using the material properties (C, n 2 , D, p, and q 2 ) obtained from the corresponding uniaxial test data, together with a different α-value for each calculation. The α-value which results in the same failure time as that of the experimental notched bar test is taken to be the α-value in the expression for rupture stress (equation (6)). The average α-value for a range of load levels applied in the experiments gives a reasonable estimate for the "actual" α-value. The process is capable of giving α-values which can be used with confidence when the triaxial stress state in the notch region, where final fracture occurs, is similar to that in the components for which damage zones and failure times are to be determined. However, crack tips have particularly severe multiaxial stress states and magnitudes and hence the damage regions tend to grow in a "crack-like" manner. Therefore, for these situations, it would be advantageous if the α-value was obtained from tests on cracked components. This novel approach has been adopted in this paper. A series of FE calculations, to predict the creep crack growth in the experimental CT specimens, as shown in Figure 4 , were carried out for the experimental test durations, using the same load levels.
Different α-values were used for each calculation performed for each test. A typical threedimensional FE mesh and 0.99 damage (crack) zone for this CT specimen geometry is shown in Figure 10 , where due to two axes of symmetry in a CT specimen, only one quarter of the specimen has been modelled, with the appropriate boundary conditions applied. The α-value which gave the best overall fit to all of the experimental creep crack growth test data was found to be 0.48. It is worth noting that the accurate determination of the α-value is crucial in the accuracy of the damage predictions, therefore, throughout this process, care must be taken in order to ensure that the optimum α-value is determined. The comparisons of the experimental and FE creep crack growths for the three CT specimens are shown in Figure 11 , from which it can be seen that the crack front shapes, as well as the extents of creep crack growth were accurately predicted with α = 0.48. This α-value has been used to predict the crack growth obtained for the thumbnail crack specimens, these predictions are compared with the experimental data in section 4. Further details of the FE modelling of the CT specimens and calculation of the optimum α-value are given in Appendix 2. 
Advantage of the Lui & Murakami model
The Lui & Murakami model has been favoured over the more widely used Kachanov model (the Kachanov model is briefly described in Appendix 1) for the following reason. Figure 12 shows uniaxial plots of creep strain versus time for 316 stainless steel at 600°C under a constant stress of 240MPa for both models. It can be seen that the curves from both of the models correspond very well. However, comparing plots of damage versus time, it can be seen that the damage rate obtained from the Kachanov model rapidly approaches infinity at times close to the failure time, as shown by the gradient of the dashed curve in Figure 13 . This causes problems when running FE analyses, because the time step is continually reduced in order to obtain converged solutions and the calculation run time becomes impractically large. In the Lui and Murakami model, however, although the damage rate necessarily becomes large, it maintains a manageably low gradient (at high times) up to a damage value of 1, allowing analyses to be performed with more practical time steps and therefore relatively low calculation times.
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Predictive capability of the model
As the multiaxial constant, α, was determined using the CT crack growth data, it is to some extent not surprising that the FE crack growth predictions correspond well to this experimental data, with all of the other material constants having been determined using data from uniaxial creep data. However, similar simulations have been performed for thumbnail crack geometries based on the same constants and can therefore be considered as 'pure prediction'. Figure 14 shows an example of the 3-dimensional mesh (and 0.99 damage (crack) zone) used for the thumbnail crack growth simulations.
As with the CT specimens, due to two axes of symmetry in a thumbnail crack specimen, only one quarter of the specimen has been modelled, with the appropriate boundary conditions applied.
-18 - Figure 14 . 3D thumbnail crack specimen FE mesh.
The comparisons of the experimental and FE creep crack growths for the five thumbnail specimens are shown in Figure 15 , from which it can be seen that similarly to the CT predictions, the crack front shapes, as well as the extents of creep crack growth were accurately predicted with α = 0.48. 
Mesh sensitivity
The sensitivity of the thumbnail crack growth simulations to the mesh used has been investigated by consideration of the test conditions used for specimen 6 (part (c) in Figure 15 ). Figure 16 shows the four meshes, (a), (b), (c) and (d) used in this investigation, where each mesh is finer than the last, respectively. The number of elements within each mesh is shown in Table 5 . The element type used in all analyses presented within this paper are 8-noded linear bricks. Considering the uniaxial condition in the 11-direction, equation (7) and equation (9) to be produced. As the test data used here is crack growth data (not failure data), the f t value used is strictly the time taken to reach a certain crack length rather than the 'failure time' of the specimen. Traditionally a straight line fitting is applied to this data, the equation of which can be used to obtain the material a value by substitution of the experimental f t value. However, it has been found within this work that for a data set obtained for a CT specimen, a logarithmic curve provides a more accurate fit to the data. An example of this plot for a 316 stainless steel CT specimen geometry (for specimen 3 in Figure 4 , i.e.
-26 -using a load of 7.48kN), at 600°C, is shown by Figure A2 .1. The application of the experimental t fvalue and reading of the material α-value is indicated by the dashed line. In order to improve the accuracy of the determined α-value, this procedure can be carried out for multiple constant load conditions and the average α-value calculated. Based on the three experiments shown by Figure 4 , the value of α for 316 stainless steel is calculated as 0.48. This value for α has been used in all the predictions presented in section 3.2.2 and section 4.
