Abstract. This paper presents algorithms for the assignment problem, the transportation problem, and the minimum-cost flow problem of operations research. The algorithms find a minimumcost solution, yet run in time close to the best-known bounds for the corresponding problems without costs. For example, the assignment problem (equivalently, minimum-cost matching in a bipartite graph) can be solved in O(v/'rn log(nN)) time, where n, m, and N denote the number of vertices, number of edges, and largest magnitude of a cost; costs are assumed to be integral. The algorithms work by scaling. As in the work of Goldberg and Tarjan, in each scaled problem an approximate optimum solution is found, rather than an exact optimum.
example is the assignment problem. This paper gives algorithms for such problems that run almost as fast as the best-known algorithms for the corresponding problems without costs. For the assignment problem, the corresponding problem without costs is maximum cardinality bipartite matching.
The results are achieved by scaling the costs. This requires the costs to be integral-valued. Further, for the algorithms to be efficient, costs should be polynomially bounded in the number of vertices, i.e., at most n(1). These requirements are satisfied by a large number of problems in both theoretical and practical applications. Table 1 summarizes the results of the paper. The parameters describing the input are specified in the caption and defined more precisely below. The first column gives the problem and the best-known strongly polynomial time bound. Such a bound comes from an algorithm with running time independent of the size of the numbers (assuming the uniform cost model of computation [AHU] ). The second column gives the time bounds achieved in this paper by scaling. The table shows that significant speedups can be achieved through scaling. Further, it will be seen that the scaling algorithms are simple to program. Now we discuss the specific results.
The assignment problem is to find a minimum-cost perfect matching in a bipartite just a factor of log(nN) more than this. The algorithm is similar to the Hopcroff-Karp cardinality algorithm and appears simple enough to be useful in practice. O((min{x/,n}m + U log U)log(nN)) O(nrn log n log(nN)log M) convex cost functions allowed O(n(m + n log n) log M) lower bounds only Parameters: n number of vertices; rn number of edges;-number of edges counting multiplicities; U total degree constraints; N maximum cost magnitude;
and M maximum flow capacity or lower bound, or edge multiplicity.
The new algorithm improves the scaling algorithm of [G85] , which runs in time O(n3/4rn log N). The improvement comes from a different scaling method. The algorithms of [G85] compute an optimum solution at each of log N scales. The new method computes an approximate optimum at each of log(nN) scales; using log n extra scales ensures that the last approximate optimum is exact. The appropriate definition of approximate optimum is due to Tardos [Tard] and independently to Bertsekas [BerT9] , Ber86]. The new approach to scaling was recently discovered by Goldberg and Tarjan for the minimum-cost flow problem [Go] , [GoT87a] , [GoT87b] . Their minimum-cost flow algorithm solves the assignment problem in time O(nrn log(nN)), which this paper improves. Bertsekas [Ber87] gives an algorithm for the assignment problem that also runs in sequential time O(nrn log(aN)) and has a distributed asynchronous iraplementation.
The assignment algorithm extends to other network problems. This paper presents extensions to problems on bipartite graphs and directed graphs. For algorithms on general graphs (and bidirected graphs) and other extensions, see 4. Throughout this paper all undirected graphs are bipartite (we usually mention this explicitly).
Variants of minimum-cost perfect bipartite matching (such as minimum-cost bipartite matching) can be done in the same time bound. The linear programming dual variables for perfect bipartite matching can be found from the algorithm. This gives a solution to the shortest path problem when negative edge lengths are allowed. The table entry for the degree-constrained subgraph problem is just a factor of log (aN) more than the bound of [ET] for the corresponding problem without costs, namely, the problem of maximum flow in a 0-1 network. These bounds improve [G85] in a manner analogous to the assignment problem. The table entry for the transportation problem is a good bound when total supply and demand (U) is small. The key fact for this bound is the low total augmenting path length for the assignment algorithm; this fact generalizes the bounds of [ET] for cardinality matching and 0-1 network flow. The entry for minimum-cost flow is a double scaling algorithm it scales edge capacities, and at each scale solves a small transportation problem by the above cost-scaling algorithm. This algorithm is not as good asymptotically as the recent bound of Goldberg and Tarjan, O(nrn log(n2/rn) log(aN)) [GoT87b] . The latter is just a factor of log(aN) more than the best bound for maximum value flow [GoT86] . The double scaling algorithm may be more useful in practice, however, since it requires fewer data structures. The double scaling algorithm generalizes to find a minimum-cost integral flow when the cost of each edge is an arbitrary convex function of its flow. The time bound is unchanged, as long as the cost for a given flow value can be computed in O(1) time. The last bound of the table improves the previous one for problems where edges have a lower bound on the flow and infinite capacity (more generally, O(n) finite capacities are allowed). Such problems arise as covering problems. We illustrate how this bound leads to an efficient strongly polynomial bound for the directed Chinese postman problem.
Section 2 presents the matching algorithm and its analysis, including facts used in the generalizations. Section 3 presents the extensions to more general network flow problems. Section 4 gives some concluding remarks. This section closes with definitions from graph theory; more thorough treatments are in ILl, [PSI, [Tarj] .
We use interval notation for sets of integers: for integers and j, define [i..j] {klkisaninteger, _< j _< k}, [i..j) { klk is an integer, _< j < k}, etc. The symmetric difference of sets S and T is denoted by S T. The function log n denotes logarithm to the base two.
For a graph G, V(G) and E(G) denote the vertex set and edge set, respectively. The given graph G is bipartite and has bipartition V0, V1 (so V(G) is the disjoint union of V0 and V1, and any edge joins V0 to V1). The given graph G has m edges; in 2, n IV01 IV11 (we assume without loss of generality that the two sets of the bipartition have equal cardinality); in 3, n IV(G)I. If The assignment problem is to find a minimum perfect matching in a bipartite graph. More generally, a minimum-cost maximum cardinality matching is a matching that has the greatest number of edges possible, and subject to that restriction has minimum cost possible. (The phrase "minimum-cost maximum cardinality set" can be interpreted ambiguously. In this paper it refers to a set that has maximum cardinality subject to any other restrictions that have been mentioned, and among such sets has minimum cost possible.) A minimum-cost matching is a matching of minimum cost (its cardinality can be any value, including zero).
A multigraph has a set of edges E(G), where each.edge e has an integral multiplicity u(e) (i.e., there are u(e) parallel copies of e). Part (b) follows from (a) and the fact that any matching has cost a multiple of k. [:] This lemma is the basis for the main routine of the algorithm, which does the Step 1. For each edge e, c(e) 2c(e)+ (signed bit be of (e)). For each vertex v,
Step 2. Call the scale_match routine to find a 1-optimal matching. Lemma 2.1 (b) shows that the routine halts with a minimum perfect matching. It is most natural to work with small costs. The scale_match routine transforms costs to achieve this. Specifically, scale_match changes the cost of each edge vw to c(vw)-y(v)-y(w); then it calls the match routine on these costs to find a l-optimal matching M with duals y'(v); then it adds y'(v) to each dual y(v) (y(v) is the dual value before the call to match).
Clearly, M with the new duals is a l-optimal matching for cost function c. Further, since Step 1 of the main routine changes costs and duals so that the empty matching is l-feasible, the costs input to match are integers -1 or larger. If vw is an edge in the l-optimal matching found in the previous scale, then after Step 1, y(v) + y(w) >_ c(vw) Initialize all duals y(v) to 0 and matching M to 0. Then repeat the following steps until Step 1 halts with the desired matching:
Step 1. Find a maximal set A of vertex-disjoint augmenting paths of eligible edges.
For each path P A, augment the matching along P, and for each vertex w V1 P, decrease y(w) by 1 
To estimate the right-hand side, consider an alternating path P from u G V0 to rn V0, where u is on an unmatched edge of P and rn is on a matched edge of P (m stands for "matched"; no confusion should result from the double usage of m). Then (2)implies that any alternating cycle C has el(C) >_ O. It also implies that any augmenting path P from some v E F to some free vertex t V1 has y(v) + y(t) <_ cl(P). Recall that the Hungarian search keeps y(v) A and y(t) 0. Hence A _< cl(P), and the right-hand side of (1) Step 1 finds the augmenting paths P by depth-first search. To do this, it marks every vertex reached in the search. It initializes a path P to a free unmarked vertex of V0. To grow P, it scans an eligible edge xy from the last vertex x of P (x will always be in V0). If y is marked, the next eligible edge from x is scanned; if none exists, the last two edges of P (one matched and one unmatched) are deleted from P; if P has no edges, another path is initialized.
If y is free, another augmenting path has been found; in this case y is marked, the path is added to ,4, and the next path is initialized. The remaining possibility is that y is matched to a vertex z. In this case y and z are marked; edges xy, yz are added to P; and the search is continued from z.
It is clear that this search uses O(m) time. To show that it halts with A maximal, first observe that for any marked vertex x V0-V(A), every eligible edge xy has y marked and matched, or y in V(A). (Note that V(A) is the set of vertices in paths of A.) Hence an easy induction shows that an alternating path of eligible edges, starting at a free vertex of V0 and vertex-disjoint from A, has all its V0 vertices marked and is not augmenting.
Step 2 is the Hungarian search. It grows a forest $" of eligible edges, from roots F.
An eligible edge vw with v V0 C? 9 r and w $" is added to whenever possible. If w is free, 9 r contains an augmenting path of eligible edges. Otherwise, the matched edge ww is added to 9r. Eventually either contains an augmenting path or 9 r cannot be enlarged.
In the latter case a dual adjustment is done. It changes duals in a way that preserves 1-feasibility and allows $" to be enlarged, as follows. It computes the dual adjustment quantity min{cl(vw)-y(v)-y(w)lv e Vo J:, w
Each v E gets y(v) increased by 5 (if v E V0 then 1 else -1). It is easy to see that this achieves the goal of the dual adjustment (an edge vw achieving the above minimum becomes eligible and so can be added to .T').
After the dual adjustment, the search continues by enlarging 9. Eventually 9 v contains the desired augmenting path of eligible edges and the Hungarian search halts.
Note that, as claimed above, at any point in the algorithm a free vertex v has y(v) A if v F (since every dual adjustment increases y(v)) and y(v) 0 if v V1 (no dual adjustment changes y (v) Hence the dual adjustment is accomplished by simply increasing the value of A.
The second observation is how to compute 5 in a dual adjustment. The usual implementation of a Hungarian search does this with a priority queue that introduces a logarithmic factor into the time bound (e.g., [FT] ). This can be avoided when, as in our case, costs are small integers (this was observed in [D] , [W] Proof. This problem can be solved by finding optimal duals on a bipartite graph whose costs are the edge lengths and then running Dijkstra's algorithm [G85] . [:] Obviously the same bound holds for O(x/-) sources.
3. Degree-constrained subgraphs and extensions. This section extends the assignment algorithm to derive the last three bounds of Table 1 . Section 3.1 gives an algorithm for the minimum perfect degree-constrained subgraph problem, deriving time bounds for finding a degree-constrained subgraph and for solving the transportation problem. Section 3.2 discusses scaling edge multiplicities, which improves the bounds when edge multiplicities are large. Section 3.3 extends the results to network flow. Throughout 3, n denotes the number of vertices in the input graph. The problems of 3.1-3.2 are defined on a multigraph. Recall that for a multigraph rn denotes the number of edges and the number of edges counting multiplicities. Step 2 does a Hungarian search to adjust duals and find an augmenting path of eligible edges.
Note that this algorithm is correct: Since the Hungarian search maintains 1-feasiblity, the algorithm halts with a 1-optimal DCS (assuming a perfect DCS exists).
Step 1 is implemented by a depth-first search similar to that of 2, modified for degree constraints larger than one: Each augmenting path P is initialized to a vertex x E V0 with positive deficiency; x is used to initialize paths P until its deficiency becomes zero or it is deleted from P. P is grown as an alternating path, so that when its last vertex x is in V0 an edge not in D is scanned, and when x is in V1 an edge of D is scanned. Instead of vertex marks, each vertex has a pointer to its last unscanned edge. The last edge of P gets deleted if x has no more unscanned edges. It is easy to see the time for Step 1 is O(). (As shown below, each augmenting path is simple, although this fact is not needed for correctness.)
The details of the Hungarian search are similar to 2. The main differences stem from the fact that the search forest $" is grown edge by edge, rather than in pairs of unmatched and matched edges. The O(m) . [:] For example, in a bipartite graph a minimum perfect DCS can be found in O(min{v/-n2/3}m log(nN)) time.
The bounds of the theorem also apply to finding n minimum-cost DCS. To see this let G be the given multigraph or graph. Form G by taking two copies of G and adding a set of edges X, where for each v V(G), X contains an edge joining the two copies of v, with multiplicity u(v) g (v) [:] It is convenient to define a new cost function ON(e,) c(e)-nN. Here, as usual, N denotes the largest magnitude of an edge cost. Observe that D+ is a minimum-cost DCS for cy. (To prove this, we show that any DCS F with fewer edges than D+ is not minimum: F has an augmenting path P. The DCS F (9 P has cy(F (9 P) <_ cy(F) + (n 1)g -ng < cy(F).) Lemma 3.5 indicates that D+ (9 D can be found in a multigraph G that models alternating paths. More precisely G is defined as follows. A vertex v E V(G) corre-sponds to vl, v2 E V(G'); G' has an edge vlv2 of cost 0 and multiplicity I. An edge vw e E(G) corresponds to edges VlW, vw E(G'), with multiplicities and costs Step 1. For each edge e, d(e) 2d(e) and u(e) 2u(e)+ (bit bs of Z(e)). For each vertex v, u(v) 2u(v)+ (bit b8 of Z(v)).
Step 2. Form the multigraph G defined above. (Note that the function u+ in the definition of G is given by the function u constructed in Step 1; increased u-values correspond to bits bs that are one in Step 1.)
Step 3. Let D beaminimum-cost DCSonG. To see that this algorithm is correct, note that the subgraph D constructed in Step 3 is a minimum-cost maximum cardinality DCS for u, by the above discussion. Hence in the last scale, D is the desired minimum perfect DCS. (Note that the algorithm works on both bipartite and general graphs.)
To estimate the running time, assume that Step 3 uses the cost-scaling algorithm of Theorem 3.2 to find the minimum-cost DCS. Step 2 defines G as before but with costs changed in the obvious way to take cost functions into account.
Step 3 computes D using the cost-scaling algorithm described above.
For efficiency, these three steps are not done explicitly. (For instance, doing Step 2 explicitly would use O(m2) time, since an edge can be in G with multiplicity m +n.)
Step 1 computes only two new costs for each edge e, c(e,d(e)) (already known) and c(e, d(e) + 1). To do Step 2, G' is initialized to contain only the cheapest copy of each edge of type vlwl, v2w2. This is the copy that will be added to the DCS D first. Each copy comes from a cost computed in Step 1. When the cost-scaling algorithm checks to see if there is another eligible copy of an edge e (in the depth-first search), the next higher (or lower) cost copy of e is computed (by the formula of Step 1) and the cost is scaled down using (5).
THEOREM 3.4. The transportation problem (capacitated or not) with cost functions can be solved in O(nm log n log(aN)log M) time. The space is O(m). [:] We close this section with a variant of the capacity-scaling algorithm of Theorem 3.3. It will be useful in the next section for flow problems with lower bounds. The variant is essentially the (capacity scaling) mincost flow algorithm of Edmonds and Karp [EK] . For completeness we sketch this algorithm, which we call EK (capacity) scaling.
It is convenient to describe EK scaling in terms of two well-known ideas, which we now summarize. The algorithm could be given in terms of 1-feasibility, but it is more natural to use optimal dual variables. Analogous to 2.2 for matching, optimal duals satisfy the 1-feasible inequalities with cost-length cl replaced by cost c Step 1. For each e e E(G), d(e) -2d(e) and u(e) 2u(e). For each v V(G),
Step 2. For each e E(G) such that the binary expansion of g(e) has bit b8 1, do the following: For each copy of G, add one to the copy of u(e) and add another copy of e, updating D and y using the above routine for adding an edge.
Step 3. For each v V(G) such that the binary expansion of g(v) has bit bs 1, do the following" Add another copy of the edge joining both copies of v to G. Update D and y using the above routine for adding an edge. Then add one to both copies of u(v), and update D and y using the above routine for increasing upper bounds, gl The correctness of EK scaling follows from the fact that it maintains a set of optimal duals on G for u and D. Note that in Step 3 in the update routine for increasing upper bounds, an augmenting path always exists: If the edge vv was added to D in the routine for adding an edge, the augmenting path that was used can now be reused.
In problems where each scale has I O(n), the total time for EK scaling is O(n(m + n log n) log M) slightly improving Theorem 3.3. We will encounter such problems in the next section. It is convenient to work with the problem of finding a minimum-cost circulation, defined as follows ILl. Let G be a directed graph where each vertex v has a nonnegative integral capacity u(v), and each edge e has a nonnegative integral capacity u(e), a lower bound t(e) and a cost c(e). The minimum circulation problem is to find a feasible circulation with smallest possible cost. (If vertex capacities are not given, setting u(v) vw u(vw) does not change the problem. The circulation problem includes the minimum-cost flow problem as a special case. As already mentioned, the usual definition of the circulation (network flow) problem allows real-valued parameters. However, note that if all capacities and lower bounds are integral, an optimum capacity to t(e) + 2k+l. Transform the new circulation problem into a DCS problem, as above, and solve the DCS problem using EK scaling.
The correctness of this algorithm follows from the definition of S. To estimate the efficiency, note that in the DCS problem, every infinite capacity edge of G has multiplicity 2 k+l and every vertex vl, v2 has degree constraint at most S _< 2k. Hence the first scale is trivial no edges are in the DCS, and the duals can be set to any sufficiently small values (say min{c(e)/21e e E}). Every scale after the first has I O(n) (recall that I is the number of increased u-values), since the u-values of infinite capacity edges double. Hence the total time is O(n(m + n log n) log S) implying the desired bound.
The term log(nM) in the time bound can be replaced by log M, or more precisely,
(1 + log(S/n)). This modified bound is an asymptotic improvement for S very close to n. The modified bound follows because, although there are log S scales, the first log n scales do O(n) augmentations. (This in turn holds, since every unit of I in the first log n scales contributes at least Sin to the sum for S. Actually, to achieve this requires a slight modification to the algorithm: the capacity of an infinite capacity vertex v is changed to 2 k + {/(e)le is incident to v}.) Bounds similar to this are in
[EK], [ALl.
As an example of an application of these bounds, consider the directed Chinese postman problem. A complete definition of the problem is given in [EJ] , [PS] ; it is a special case of the above problem with S O(m). The theorem gives time O(n(m+n log n) log n) for this problem; the modified bound is slightly better, O(n(m+ n log n) log(m/n)). (For instance, it is easy to see that the modified bound is no worse than O(nm log n).) Aho and Lee [AL] give a complete discussion of covering problems such as this one.
4. Concluding remarks. Table 1 shows that in terms of asymptotic estimates, many network problems can be solved efficiently by scaling. Scaling algorithms also tend to be simple to program. For instance, the assignment algorithm consists of an outer scaling loop plus an inner loop that does a depth-first search, followed by a Dijkstra calculation. We believe that such algorithms will run efficiently in practice.
Note that in the experiments done by Bateson [Ba] the scaling algorithm of [G85] ran faster than the Hungarian algorithm as long as the cost of the matching could be stored in a machine integer. Our assignment algorithm has even simpler code than
[G85] and so should do even better.
We have extended the assignment algorithm in three other directions. The first direction is parallel computation. Almost-optimum speedup can be achieved for a large number of processors. Specifically, the time bound for the assignment problem improves by a factor of (log(2p))/p for a version of the algorithm running on an EREW PRAM with p processors, for p <_ m/(x/log 2 n). Details are in [GabT88] .
The second direction is matroid generalizations of bipartite matching, such as the independent assignment problem and weighted matroid intersection. As in this paper, time bounds very close to the best-known bounds for the cardinality versions of the problems can be achieved; see [GX89a] , [GX89b] . The third direction is matching on general graphs. The time bound for finding a minimum perfect matching on a general graph is O(v/n(m n)logn rn log(nN)). The algorithm is more complicated than the assignment algorithm because of "blossoms" that occur in general matching.
Blossoms compound the error due to scaling. Details are in [GabT89] .
Since the initial writing of this paper several related results have also been obtained by others. Orlin and Ahuja [OA] discovered an alternative O(v/-dm log(nN))-
