Abstract. In this paper we study an optimal control problem (OCP) associated to a linear elliptic equation on a bounded domain Ω. The matrixvalued coefficients A of such systems is our control in Ω and will be taken in L 2 (Ω; R N ×N ) which in particular may comprises the case of unboundedness. Concerning the boundary value problems associated to the equations of this type, one may exhibit non-uniqueness of weak solutions-namely, approximable solutions as well as another type of weak solutions that can not be obtained through the L ∞ -approximation of matrix A. Following the direct method in the calculus of variations, we show that the given OCP is well-possed and admits at least one solution. At the same time, optimal solutions to such problem may have a singular character in the above sense. In view of this we indicate two types of optimal solutions to the above problem: the so-called variational and non-variational solutions, and show that some of that optimal solutions can not be attainable through the L ∞ -approximation of the original problem.
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Abstract. In this paper we study an optimal control problem (OCP) associated to a linear elliptic equation on a bounded domain Ω. The matrixvalued coefficients A of such systems is our control in Ω and will be taken in L 2 (Ω; R N ×N ) which in particular may comprises the case of unboundedness. Concerning the boundary value problems associated to the equations of this type, one may exhibit non-uniqueness of weak solutions-namely, approximable solutions as well as another type of weak solutions that can not be obtained through the L ∞ -approximation of matrix A. Following the direct method in the calculus of variations, we show that the given OCP is well-possed and admits at least one solution. At the same time, optimal solutions to such problem may have a singular character in the above sense. In view of this we indicate two types of optimal solutions to the above problem: the so-called variational and non-variational solutions, and show that some of that optimal solutions can not be attainable through the L ∞ -approximation of the original problem.
In this paper we deal with the following optimal control problem (OCP) in coefficients for a linear elliptic equation 
are respectively the symmetric and antisymmetric part of the control A, y d ∈ L 2 (Ω) and f ∈ H −1 (Ω) are given distributions, and A Ad denotes the class of admissible controls which will be precised later. The characteristic feature of this problem is the fact that the skew-symmetric part of matrix A(x) = [a ij (x)] i,j=1,...,N belongs to L 2 -space (rather than L ∞ ). The existence, uniqueness, and variational properties of a weak solution to (1) are usually drastically different from the corresponding properties of solutions to the elliptic equations with L ∞ -matrices in coefficients. In most of the cases, the situation can deeply change for the matrices A with unremovable singularity. Typically, in such cases, the above boundary value problem may admit infinitely many weak solutions which can be divided into two classes: approximable and non-approximable solutions (see [5] , [17] and [19] ). A function y = y(A) is called an approximable solution to the boundary value problem in (1) if it can be attained by weak solutions to the similar boundary value problems with L ∞ -approximated matrix A. However, this type does not exhaust all weak solutions to the above problem. There is another type of weak solutions, which cannot be approximated by weak solutions of such regularized problems. Usually, these are called non-variational (see [17] and [19] ), singular (see [1] , [9] , [10] and [16] ), pathological (see [14] and [15] ) and others.
The aim of this work is to study the existence of optimal controls to the problem (1) and discuss the scheme of their approximations coming from the truncation procedure. Using the direct method in the Calculus of Variations, we show in Section 2 that the set of optimal pairs to the above problem is nonempty even if the corresponding boundary value problem is ill-possed. This problem is thus another example of the difference between well-posedness of optimal control problems for systems with distributed parameters and ill-posedness of boundary value problems for partial differential equations.
In Section 3 we show that there are two types of optimal solutions: the so-called variational and non-variational solutions (see [6] and [7] ). By the first type we mean those optimal solutions which can be attained through the sequence of optimal solutions to regularized OCP for boundary value problem (1) with skew-symmetric parts of admissible controls A skew k ∈ L ∞ (Ω; S N ) such that A skew k → A skew strongly in L 2 (Ω; S N ). We give the sufficient conditions which guarantee that the solutions to OCP (1) have a variational character. The second type of optimal solutions is related to those which cannot be attained by the above procedure. We discuss in Section 4 the example of an optimal control problem in coefficients with nonvariational optimal solution. This stimulates us to develop another approach of approximation for the considered optimal control problems. This approach will be the object of a subsequent paper.
Let us point out that situations where the non uniqueness of some problems occurs can lead to serious numerical difficulties. A good numerical scheme is assumed to construct a desired solution. In the context of this paper, due to limited capacities of computers, any kind of representation of matrices with L 2 -coefficients will lead to a truncated version of it. Naturally, thus, any attempt to treat numerically some problem of the type (1), will probably force the algorithm to obtain an optimal variational solution. However, as it is shown in Section 4, where we give the example of an optimal control problem in coefficients with non-variational optimal solution, some optimal solutions cannot be numerically attained in this way. Examples of numerics are also postponed to a subsequent paper.
Of course, one may wonder if situations of non uniqueness and moreover of lack of procedure to obtain some uniqueness are relevant from the point of view of applications. Nematic liquid crystals, as modelled by harmonic maps between manifolds, can be, throughout this model, represented by minimizing harmonic maps or stationary harmonic maps, for which, both of them satisfy formally the same equation, but mathematically not. We refer to [3] for descriptions of this topic.
In order to indicate a practical situation more related to our problem, where the conditions
) appear in a natural way, we consider the following minimization problem for p > 2:
subject to the constraints
where U ad is a class of admissible controls and
In this case (see [11] and [12] ) the first-order optimality conditions can be represented as follows ∫
where
is an optimal pair to the problem (2)-(5). As a result, for the adjoint system we have (Ω) will be replaced by the equivalent one defined by
Let Γ be a part of the boundary ∂Ω with positive (N − 1)-dimensional measures.
, and denote H 1 0 (Ω; Γ) its closure with respect to the norm (6) .
For any vector field v ∈ L 2 (Ω; R N ), the divergence of v is an element of the space H −1 (Ω) defined by the formula
where ⟨·, ·⟩ H −1 (Ω);H 1 0 (Ω) denotes the duality pairing between H −1 (Ω) and H 1 0 (Ω), and (·, ·) R N stands for the scalar product in R N .
Symmetric and skew-symmetric matrices. Let M N be the set of all N × N real matrices. We denote by S 
In the sequel, we will always identify each matrix B ∈ M N with its decomposition in the form (8) .
be the normed space of measurable squareintegrable functions whose values are skew-symmetric matrices. By analogy, we can define the spaces L 2 (Ω)
. We say that these matrices are related by the binary relation ≼ on the set
Here, L N (E) denotes the N -dimensional Lebesgue measure of E ⊂ R N defined on the completed borelian σ-algebra.
We define the divergence div
where a i stands for the i-th row of the matrix A.
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For fixed two constants α and β such that 0 < α ≤ β < +∞, we define M
Here, I is the identity matrix in M N , and (11) should be considered in the sense of quadratic forms defined by (Aξ, ξ)
be an arbitrary matrix. In view of the representation A = A sym + A skew , we can associate with A the form
It is easy to see that, in general, this form is unbounded on H 1 0 (Ω), however, it is expected some kind of alternating and antisymmetric properties of it. In order to deal with these concepts, we introduce of the following set. (12) with some constant c depending only on y and A skew .
Consequently, having set
we see that [y, φ] A can be defined for all φ ∈ H 1 0 (Ω) using (12) and the standard rule
Functions with bounded variations.
By BV (Ω) we denote the space of all functions in L 1 (Ω) with bounded variation, i.e.
is a Banach space. For our further analysis, we need the following properties of BV -functions (see [4] ):
and for every bounded sequence
Variational convergence of optimal control problems. Let k ∈ N be an arbitrary positive integer. Let 
is a set of all admissible pairs linked by some state equation. Hereinafter we always associate to such OCP the corresponding constrained minimization problem:
Since the constrained minimization problem (14) lives in variable spaces U k ×Y k , we assume that there exists a Banach space U × Y with respect to which a convergence in the scale of spaces {U k × Y k } k∈N is well defined (for the details, we refer to [8] and [18] ). In the sequel, we use the following notation for this convergence
Moreover, we assume that every bounded sequence in variable space U k ×Y k is sequentially compact with respect to the µ-convergence.
In order to study the asymptotic behavior of a family of (CMP k ), the passage to the limit in (14) as the parameter k tends to +∞ has to be realized. The expression "passing to the limit" means that we have to find a kind of "limit cost functional" I and "limit set of constraints" Ξ with a clearly defined structure such that the limit object ⟨ inf (u,y)∈Ξ I(u, y) ⟩ may be interpreted as some OCP. Following the scheme of the direct variational convergence [8] , we adopt the following definition for the convergence of minimization problems in variable spaces. 
Then the following result takes place [8] .
Theorem 1.4. Assume that the constrained minimization problem
is the variational µ-limit of sequence (14) in the sense of Definition 1.3 and this problem has a nonempty set of solutions
(Ω) be given distributions. The optimal control problem we consider in this paper is to minimize the discrepancy (tracking error) between y d and a solution y of the Dirichlet boundary value problem for the linear elliptic equation
. More precisely, we are concerned with the following OCP
In order to define the class of admissible controls A ad , we begin with some preliminaries. Let A * ∈ L 2 (Ω; S N skew ) be a given nonzero matrix, let c be a given positive constant, and let Q be a nonempty convex compact subset of L 2 (Ω; S N skew ) such that the null matrix A ≡ [0] belongs to Q. We introduce the following sets
It is worth to note that
The validity of these relations immediately follows from (25)- (26), definition of the binary relation ≼, and properties of the matrix A * .
Definition 2.1. We say that a matrix A = A sym +A skew is an admissible control to the Dirichlet boundary value problem (21)- (22) 
For our further analysis, we use of the following results. 
Proof. Let {A 
Proof. Let
A ad be an arbitrary sequence of admissible controls. Since
and
Combining these facts with (27) and the definition of the binary relation ≼ (see (9)), we arrive at the conclusion: A skew 0 ∈ U a,2 , and hence
Thus, A 0 ∈ A ad . Since the convexity of A ad is obviously valid, this concludes the proof.
The distinguishing feature of optimal control problem (23)- (24) is the fact that the matrix-valued control A ∈ A ad is merely measurable and belongs to the space L
). As we will see later, this entails a number of pathologies with respect to the standard properties of optimal control problems for the classical elliptic equations, even with 'a good' right-hand f . In particular, the unboundedness of the skew-symmetric part of matrix A ∈ A ad can have a reflection in non-uniqueness of weak solutions to the corresponding boundary value problem. Definition 2.2. We say that a function y = y(A, f ) is a weak solution to boundary value problem (21)-(22) for a fixed control 
Then y ∈ D(A).
Proof. In order to verify the validity of this assertion it is enough to rewrite the integral identity (34) in the form
and apply Hölder's inequality to the right-hand side of (35). As a result, we have
Remark 1. Due to Proposition 5, Definition 2.2 can be reformulated as follows: y is a weak solution to the problem (21)-(22) for a given control
Moreover, as immediately follows from (13) 
It is well known that boundary value problem (21)- (22) is ill-posed, in general (see, for instance, [5] , [14] , [15] , [17] and [19] ). It means that there exists a matrix
such that the corresponding state y ∈ H 1 0 (Ω) may be not unique. It is clear that in this case, it would not be correct to write down y = y(A, f ). To avoid this situation, we adopt the following notion.
Definition 2.3. We say that (A, y) is an admissible pair to the OCP (23)-(24) if
(Ω), and the pair (A, y) is related by the integral identity (36).
We denote by Ξ the set of all admissible pairs for the OCP (23)- (24) . We define the topology τ on Ξ ⊂ L (Ω). We say that a pair
I(A, y).
As follows from the definition of the form [y, φ] A , the value [y, y] A may not of constant sign for all y ∈ D(A). Hence, the energy equality (37) does not allow us to derive a reasonable a priory estimate in H 1 0 -norm for the weak solutions. In spite of this, we show that the OCP (23)- (24) is well-posed. This problem is, thus, yet another example for the difference between well-posedness for optimal control problems for systems with distributed parameters and partial differential equations (see [8] for a discussion and further examples). Proof. Since the original problem is regular and the cost functional for the given problem is bounded below on Ξ, it follows that there exists a minimizing sequence
Hence, sup k∈N I(A k , y k ) ≤ C, where the constant C is independent of k. Since
in view of Proposition 4, it follows that passing to a subsequence if necessary, we may assume the existence of a pair
Since (A k , y k ) ∈ Ξ for every k ∈ N, it follows that the integral identity ∫
holds true for all φ ∈ C ∞ 0 (Ω). In order to pass to the limit in (42), we note that ∫ 
Having applied the same arguments to the first term in (42), as a result of the limit passage in (42), we finally obtain: the pair (A 0 , y 0 ) is related by identity (34). Hence, y 0 ∈ D(A 0 ) by Proposition 5. Thus, (A 0 , y 0 ) is an admissible pair to problem (23)- (24) .
It remains to show that (A 0 , y 0 ) is an optimal pair. Indeed, in view of the compactness of the embedding
, one gets
At the same time, due to (39), we obviously have ( 
. So, using the lower semicontinuity of ∥ · ∥ L 2 (Ω;R N ) with respect to the the weak topology of L 2 (Ω; R N ), we finally obtain
Thus,
, and hence, the pair (A 0 , y 0 ) is optimal for problem (23)- (24) . The proof is complete.
On variational solutions to OCP (23)-(24) and their approximation.
The question we are going to discuss in this section is about some pathological properties that can be inherited by optimal pair to the problem (23)- (24) and other unexpected surprises concerning the approximation of the original OCP and its solutions.
To begin with, we show that the main assumption on the regularity property of OCP (23)- (24) 
. This leads us to the idea to consider the following sequence of constrained minimization problems associated with matrices A * k
Here,
Before we will provide an accurate analysis of the optimal control problems (44), we make use of the following auxiliary result. Proof. We recall here that a sequence 
is a sequence of indices converging to +∞, {B n } n∈N is a sequence of skew-symmetric matrices such that B n ∈ U kn b,2 for each n ∈ N, and {B n } n∈N strongly converges in L 2 (Ω; S N skew ) to some matrix B, then B ∈ S. For the details we refer to [8] .
In order to show that S = U b,2 , we begin with the verification of (K 2 )-item. Let {k n } n∈N be a given sequence of indices such that k n → ∞, and let
Taking into account the fact that the binary relation ≼ is reflexive and transitive, we can pass to the limit in relation (47) as n → ∞ (in the sense of almost everywhere) and get B(x) ≼ A * (x) almost everywhere in Ω, hence, B ∈ U b,2 .
It remains to verify the (K 1 )-item. To this end, we fix an arbitrary skewsymmetric matrix B ∈ U b,2 and make use of the concept of the Lebesgue set W(B). We say that x ∈ Ω is of the Lebesgue set W(B) for the matrix
, if x is a Lebesgue point of B. In other words, at this point matrix B(x) must be approximately continuous and, hence, it does not oscillate too much, in an average sense. It is well known that almost each point in Ω is a Lebesgue point for an absolutely locally integrable function [4] . Hence,
, it follows that any point of approximate continuity of A * k is its Lebesgue point [4] . As a result, we construct a strong convergent
for all i, j ∈ {1, . . . , N } and k ∈ N.
Since the strong convergence We are now in a position to study the optimal control problems (44). 
is relatively compact with respect to the τ -topology on
L 2 (Ω; M N ) × H 1
(Ω) and each of its τ -cluster pairs ( A, y) possesses the properties:
Proof. To begin with, we show that the sequence of minimal values for the problems (44) is uniformly bounded, i.e. 
and, hence, the boundary value problem (46) has a unique solution
by the Lax-Milgram lemma. As obvious consequence of this observation and the property of τ -lower semicontinuity of the cost functional I k , we conclude (see for comparison Theorem 2.4): the corresponding minimization problem (44) admits at least one solution [13] 
(Ω) are the corresponding solutions to the boundary value problems (46). Hence, the sequence {y k } k∈N is bounded in H 1 0 (Ω) and due to the a priori estimate
we arrive at the relation
Thus, (50) holds true and it implies that sup k∈N ∥y 
Therefore, in view of Lemma 3.1, we can conclude: A ∈ A ad . As a result, summing up the above properties of the sequences
, we obtain:
It remains to prove the properties (49). To do so, we note that due to the strong
. It means that we can pass to the limit in integral identity (52) In order to proof the property (49) 2 , we pass to the limit in the energy equality (53) using the lower semicontinuity of the norm ∥ · ∥ H 1 (Ω) with respect to the weak convergence ∇y 
Thus, the desired inequality (49) 2 obviously follows from (37) and (61). The proof is complete.
Remark 2. As Theorem 3.2 proves, for any approximation
, optimal solutions to the regularized OCPs (44)-(46) always lead us in the limit to some admissible (but not optimal in general) solution ( A, y ) of the original OCP (23)- (24) . Moreover, this limit pair can depend on the choice of the approximative sequence {A * k } k∈N . It is reasonably to call such pairs attainable admissible solutions to OCP. However, the entire structure of the set of all attainable solutions remain unclear; for instance, it is not known whether this set is convex and closed in Ξ. It is also unknown whether the optimal solution to OCP (23)- (24) is attainable. At the end of this section we give the conditions on the matrix A * which ensures the attainability of optimal solutions to the original OCP.
Taking these observations into account, we make use of the following notion.
Definition 3.3. We say that a pair (
and ( A, y ) is related by energy equality ∫
As a direct consequence of Definition 3.3, Theorem 3.2, and properties of the variational limits of constrained minimization problems (see Theorem 1.4), we have the following result. (64)
be a sequence of optimal solutions to the corresponding regularized OCPs (44)-(46). Then this sequence is relatively compact with respect to the τ -convergence, i.e. up to a subsequence we have
and each its τ -cluster pair
Proof. Indeed, the τ -compactness of the sequence
is a direct consequence of a priori estimates (54)-(56) and properties (57)-(60). So, within a subsequence, we have
On the other hand, following main properties of the variational convergence (see Theorem 1.4), we can claim that there exists an optimal pair (A 0 , y 0 ) ∈ Ξ for the problem (23)- (24) 
However, because of condition (66)- (68), it turns out that (see the estimate (43))
Since the pair ( A, y ) is admissible for the problem (23)-(24) (see Theorem 3.2), it follows that ( A, y ) is an optimal pair, that is, in view of (69), it gives
Hence, (65) is a direct consequence of properties (66) 
by (65) and (70) =
Remark 3. Since for some matrices
the weak solutions to the boundary value problem (21)- (22) are not unique in general, it follows from Remark 2 and Proposition 6 that even if the OCP (23)- (24) has a unique solution (A 0 , y 0 ), it does not ensure that the pair (A 0 , y 0 ) is the variational solution to the above problem. The matter is that the existence at least one approximation (15)- (17) is an open problem. In other words, the existence of Γ-realizing sequence for the pair (A 0 , y 0 ) ∈ Ξ (see Definition 1.3) is not established.
We are now in a position to discuss the existence of variational solutions to the OCP (23)- (24) .
Theorem 3.4. Assume that for every matrix
, we have
Then the OCP (23)-(24) has variational solutions.
Proof. Let us consider
With each matrix A * k we associate the constrained minimization problem ⟨ inf
where the cost functional I k and the set Ξ k are defined by (45)-(46).
(Ω) with the following properties:
with additional properties as in (58)-(59).
Then proceeding as in the proof of Theorem 3.2, it can be shown that the limit pair (A, y) is admissible to the original OCP (23)- (24) . Hence, this problem is regular and, therefore, it is solvable by Theorem 2.4. Our aim is to show that this problem can be interpreted as the variational limit of the sequence of constrained minimization problems (44). To do so, we have to verify the fulfilment of all conditions of Definition 1.3. 
which holds true for any sequence
(Ω) with properties (a)-(aa).
We focus now on the verification of condition (dd) of Definition 1.3. Let (A ♯ , y ♯ ) be an arbitrary admissible pair to the original problem. Since A ♯,skew ≼ A * , we make use of the hint of Lemma 3.1 in order to construct a sequence of admissible controls
. Namely, we proceed as follows.
. Then we set:
and for the skew symmetric parts A skew k
Since the strong convergence
implies (up to a subsequence) the pointwise convergence of this sequence a.e. in Ω, and A ♯,skew ≼ A * , it follows that conditions (72)-(73) lead us to the following conclusion:
Let {y k = y(A k , f )} k∈N be the corresponding solutions to the regularized boundary value problems (46). Then by applying the arguments of the proof of Theorem 3.2, it can be shown that the sequence {y k } k∈N is uniformly bounded in H 1 0 (Ω) and there exists an element y ∈ D(A ♯ ) such that (A ♯ , y) ∈ Ξ and, within a subsequence,
Our aim is to show that y = y ♯ and that the following identity
holds true. Indeed, since (A ♯ , y ♯ ) ∈ Ξ and (A ♯ , y) ∈ Ξ, it follows that y = y ♯ − y is a solution of the homogeneous problem
Following our initial assumptions, we have [y, y] A = 0 ∀ y ∈ D(A) and for each
. Hence, the problem (78) has only trivial solution, since for this solution we have ∫
Thus, y ♯ = y. To prove the equality (77), we use of the idea of D.Cioranescu and F.Murat (see [2] ). Taking into account the property (74), compactness of the embedding
, and the energy identities (53) and (37), we get
by (53) and (74)
This concludes the proof.
Our next observation shows that variational solutions do not exhaust the entire set of all possible solutions to the original OCP (23)- (24) . With that in mind, we adopt the following concept. 
has a non-variational solution in the sense of Definition 3.5.
Proof. We consider the OCP (81)-(82) with 
Remark 4.
As follows from Theorem 3.2, Proposition 6, and Lemma 3.6 none of non-variational solutions can be attainable through the limit of optimal solutions to the regularized problem (44)-(46).
Example of a non-variational optimal solution.
Let Ω be the unit ball in
Let us consider the following OCP:
subject to the constraints (21)- (22) and
where the distributions
(Ω) will be defined later on. Our intention is to show that in this case the above problem admits a non-variational solution, i.e. there exists an admissible pair (A 0 , y
where ζ is a given positive value. We divide our analysis into several steps. At the first step we define a skewsymmetric matrix A * as follows
it follows that a ∈ L 2 (Ω). By analogy, it can be shown that b ∈ L 2 (Ω). Moreover, it is easy to see that the skew-symmetric matrix A * , define by (86), satisfies the property
and a * i is i-th column of A * . As a result, we get
Step 2 deals with the choice of the function y d ∈ H 1 0 (Ω). We define it by the rule
in Ω, (87) where the two-argument function atan2(y, x) with the range [0, 2π] is defined as follows
with respect to the spherical coordinates. Hence, v 0 ∈ C 1 (∂Ω), and, as immediately follows from (87), it provides that y d ∈ L 2 (Ω) and y d = 0 on ∂Ω. By direct computations, we get
Hence, there exists a constant C * > 0 such that ∇v 0
. Thus,
As a result, we infer that ∇y d ∈ L 2 (Ω; R 3 ), i.e. we finally have
Step 3. We show that the function y d , which was introduced before, belongs to the set D(A * ). To do so, we have to prove the estimate ∫
To this end, we make use of the following transformations ∫ 
which means that the element y d belongs to the set D(A * ). Indeed, as follows from (88), we have the equality
Thus, the gradient of the function ∇v 0 (
) is orthogonal to the vector field Q = x/∥x∥ 3 R 3 outside the origin. Therefore,
where I 2 = 0 by (91). Since ∇ ( 1 − ∥x∥ (Ω), we can pass to the limit in the right-hand side of this relation. As a result, we get
Let Ω ε = { x ∈ R 3 | ε < ∥x∥ R 3 < 1 } and let Γ ε = {∥x∥ R 3 = ε} be the sphere of radius ε centered at the origin. 
As a result, we infer [y d , y d ] A * = −ζ < 0.
Step 5. This is the last step in our analysis of OCP (83)-(84). Let us define the distribution f ∈ H −1 (Ω) as follows 
