C ryo-EM is inaugurating a new era for structural biology through its abilities to reveal atomic-resolution structures of biological samples without crystallization [1] [2] [3] . The increasing demand for general applicability and higher throughput at the atomic-resolution level poses challenges for cryo-EM computing technologies. General applicability often means high accuracy and robustness for datasets with various qualities. A Bayesian approach has advantages through introducing a statistical model to regulate the iterative alignment of 3D reconstruction [4] [5] [6] [7] . In each alignment step, a set of high-dimensional parameters indicating the orientation (i.e., rotation and translation) are estimated on the basis of the maximum likelihood of the experimental image against one or multiple given 3D references. High-dimensional parameter estimation is still a challenging but key factor in obtaining reliable results. Failures in reconstruction or classification, as well as problems such as low resolution and over-refinement, are usually caused by bad parameter estimation and are recognized as an issue in 3D-reconstruction algorithms [8] [9] [10] [11] . Many algorithms have been developed for cryo-EM parameter estimation. The gridding and gradient-descent algorithms, as well as their combinations 12 , are common in many software tools. The gridding method is usually robust but has limited accuracy and high computing costs. Optimized versions of the gridding algorithm were therefore developed, such as the adaptive gridding algorithm with a combination of coarse and fine grids used in RELION 5 . The gradient-descent algorithms are fast but often fall into local minima and hence are usually used for local parameter estimation, such as the conjunction gradient algorithm in FREALIGN
C ryo-EM is inaugurating a new era for structural biology through its abilities to reveal atomic-resolution structures of biological samples without crystallization [1] [2] [3] . The increasing demand for general applicability and higher throughput at the atomic-resolution level poses challenges for cryo-EM computing technologies. General applicability often means high accuracy and robustness for datasets with various qualities. A Bayesian approach has advantages through introducing a statistical model to regulate the iterative alignment of 3D reconstruction [4] [5] [6] [7] . In each alignment step, a set of high-dimensional parameters indicating the orientation (i.e., rotation and translation) are estimated on the basis of the maximum likelihood of the experimental image against one or multiple given 3D references. High-dimensional parameter estimation is still a challenging but key factor in obtaining reliable results. Failures in reconstruction or classification, as well as problems such as low resolution and over-refinement, are usually caused by bad parameter estimation and are recognized as an issue in 3D-reconstruction algorithms [8] [9] [10] [11] . Many algorithms have been developed for cryo-EM parameter estimation. The gridding and gradient-descent algorithms, as well as their combinations 12 , are common in many software tools. The gridding method is usually robust but has limited accuracy and high computing costs. Optimized versions of the gridding algorithm were therefore developed, such as the adaptive gridding algorithm with a combination of coarse and fine grids used in RELION 5 . The gradient-descent algorithms are fast but often fall into local minima and hence are usually used for local parameter estimation, such as the conjunction gradient algorithm in FREALIGN 12 . Recently, cryo-SPARC has implemented a stochastic gradient-descent algorithm to obtain fast low-resolution model initialization and has combined a branch-and-bound algorithm to achieve rapid parameter estimation for high resolution 13 . However, current algorithms focus primarily on obtaining the best parameters but lack per-parameter evaluation of the estimation error, thus limiting the reliability of high-dimensional parameter estimation.
Herein, we describe a particle-filter algorithm for single-particle cryo-EM. The particle filter has been used to obtain optimal Bayesian estimations for nonlinear/non-Gaussian tracking problems [14] [15] [16] . It is a sequential Monte Carlo method that uses random support points with weights to represent the PDF of the parameters. For cryo-EM, parameter estimation in the 3D-alignment step can be performed by obtaining a posterior PDF of the hidden parameters (i.e., translation, rotation, defocus, and structural conformation), given the model and the experimental image. According to the Bayes rule, the posterior PDF is proportional to the likelihood function (LF) of the hidden parameters, thus indicating the probability of the experimental image and the prior probability of the hidden parameters on the basis of the model. We designed a specialized particle-filter algorithm that estimates this posterior PDF and implemented it in the Bayesian framework 5, 6 for cryo-EM 3D reconstruction. By optimizing the particle-filter algorithm and developing a novel weighting algorithm, we demonstrate that the robustness of 3D reconstruction can be improved and is tolerant to errors and imperfections in system parameters and image quality.
We implemented this particle-filter algorithm in a newly developed program named THUNDER. In addition, we demonstrated the performance of the algorithm by performing 3D reconstructions of several test samples, and we observed marked improvement in resolution.
of an experimental image matching a 3D reference of the target macromolecule 5 . Consider a high-dimensional parameter space consisting of three Euler rotation angles, two in-plane x-y translations, and some additional parameters describing the sample heterogeneity and imaging conditions; the measurements through this parameter space constitute an LF for a high-dimensional parameter vector. The parameter-estimation procedures, such as the classic gridding and gradient algorithms, can be formulated to search for the maximum of the LF, given by noisy and partial observations. Moreover, the LF contains further information that has not been fully exploited in classic cryo-EM algorithms. For example, the LF of the parameters together with the prior distribution leads to the posterior PDF of the parameters to be estimated, which is also known as the 'belief ' of the parameter estimates. The posterior PDF provides the complete statistical information for the estimation problem.
We implemented a specialized particle-filter algorithm for cryo-EM parameter estimation. The cryo-EM parameter space was divided into four subspaces: the rotation, x-y translation, defocus, and structural state. We assumed the subspaces to be independent of each other to decrease computation (Methods). The particle filter performs an estimation based on the LF (Fig. 1a) , by using a set of random support points (Fig. 1b) with associated weights in each subspace. The unit quaternion was used to describe the rotation operations for generating the random points. The distribution of the support points represents the PDF of the parameters. First, a given number of random support points are uniformly distributed in the entire parameter space to ensure good coverage of the entire LF for a global search, termed the scanning phase (gray points in Fig. 1b) . Subsequently, a series of iterative phases are performed to gradually concentrate the random support points to the global optimum (colored points in Fig. 1b) . In each phase, those sampling points located at higher-likelihood regions are assigned with higher weights and rapidly reallocated to this region with more support points (a step referred to as the resampling process; Methods and Supplementary Note 1) in the following iterative phases. After rough estimates are obtained for the parameters in the global search, a local search is performed. A similar procedure is carried out in a smaller region rather than the entire LF for the global search.
To test the algorithm, we performed ab initio 3D reconstruction of a dataset of the CNG channel 17 , using an ellipsoid as the initial model. The 3D reconstruction converged correctly to the highresolution map after 22 rounds (density maps in Fig. 1a) , and the support points also converged to the correct high-likelihood region (Fig. 1b) . Moreover, the robustness of the particle-filter algorithm also enabled optimization of the defocus parameters together with the orientation parameters, thus revealing the z-height distribution of particles in the ice.
The structural state was considered as a classification parameter corresponding to multiple 3D structures (Methods). Unlike the rotation, translation, and defocus, the structural-state parameter is discrete in our algorithm, and the number of support points is set to be equal to the number of classes. We tested the 3D classification of the CNG datasets by using the above-mentioned ellipsoid as the initial model, and we observed structures with missing parts of densities in the transmembrane region ( Supplementary Fig. 1 ), in agreement with our previous observations 17 . More tests were performed on different datasets and showed reasonable results ( Supplementary Fig. 2 ). These tests indicated that the particle-filter algorithm decreases the dependence on the initial model for 3D classification. Optimization of the number of support points. The particle-filter algorithm uses a set of random support points to perform iterative updates on the basis of the LF. The selection of the number of supporting points depends on the complexity of the LF. Too few points will decrease the coverage of the LF and may lead to a local optimum. The number of support points must therefore be balanced to obtain reliable parameter estimation with fast computing speed. Our current implementation performs estimation in four subspaces. The total number of support points is the product of the number of points in all subspaces. Except for the structural-state subspace with a fixed number of support points, we optimized the numbers of support points in the other three subspaces.
The LF in the rotation subspace has the most complicated form, with multiple peaks (Fig. 1a) , and it consequently requires more support points than the other subspaces. In the global search, ~ 10,000 support points were found to provide good coverage of the rotation subspace in the scanning phase (Fig. 1b) . If the symmetry of the molecule particles is considered, the number of support points will be decreased by the number of symmetric operations. After the first iterative phase, the support points will be rapidly concentrated to the regions near the global optimum. Hence, ~ 100 points were usually sufficient in the following iterative phases ( Supplementary  Fig. 3a ). In the local search, the estimation is always performed in a small region, and ~ 100 points were empirically found to be sufficient for the rotation subspace ( Fig. 2a and Supplementary Fig. 3a) . The LF in the translation and defocus subspaces usually has a simple single-peak shape (Fig. 2b,c) , and far fewer support points than those for the rotation are needed. For the translation estimation within a 25-pixel radius, ~ 70 support points were found to be typically sufficient in the scanning phase, and ~ 9 points were found to be sufficient in the subsequent iterations ( Fig. 2b and Supplementary Fig. 3b ). For the defocus, rough values with astigmatism can be estimated by using other programs, such as CTFFind3 (ref. 18 ). The current implementation performs only a local defocus search. Empirically, approximately nine support points were found to be sufficient for such local defocus estimation (Fig. 2c) .
Self-adaptive accuracy for parameter estimation. Accurate parameter estimation is important for resolution in 3D reconstruction, which varies with image quality in terms of the signal-to-noise ratio. In the grid algorithm, a finer grid always yields a more accurate estimation but tends to increase unnecessary computations when the reference model has low resolution. Therefore, some prior knowledge is needed to achieve a balance between the parameter estimation accuracy and computing cost. Our particle-filter algorithm shows an advantage through its self-adaptive adjustment for parameter estimation accuracy.
An estimated parameter with large belief usually corresponds to a high and sharp peak on the LF. The support points on the peak obtain high weights (proportional to the likelihood; Methods) and concentrate more points to its adjacent region ( Fig. 2 and Supplementary Fig. 4a ) through the resampling procedure. More support points provide finer coverage around the peak area to achieve an accurate estimation. In contrast, if an estimated parameter corresponds to a low and flat peak on the LF, the belief for this parameter will be low, as often occurs at the low-resolution stage of the first several rounds of the 3D reconstruction (Fig. 1a) or when the particle image does not match well with the 3D reference. Accordingly, the support points will be spread in a large area and even be expended to multiple peaks ( Supplementary Fig. 4b ). The wider distribution provides coverage for a larger region but with lower sampling accuracy, meanwhile increasing the possibility of finding the global optimum. The estimation accuracy can be adjusted automatically according to the density of the support points. For most cases, a small number of support points can achieve a high accuracy. This feature of the particle filter also makes the algorithm flexible to the selection of the number of support points. To simplify the program settings, THUNDER uses a constant number of support points rather than performing adjustment with the variation of the estimation accuracy.
Improvement of tolerance to bad particles. Identifying and removing bad particles to improve the resolution of 3D reconstructions are difficult and time-consuming tasks. Quantitatively defining the bad particles is difficult. The 'stability' of the estimated parameters during 3D refinement had been used to identify bad particles in a random-phase 3D-classification method 19 by counting the frequency of a particle jumping between different 3D classes. However, to date, there is no simple and quantitative way to identify bad particles. As discussed above, the belief of the parameter estimates can be evaluated according to the distribution of support points. Therefore, estimating the distribution of support points provides a metric to quantify each estimate and the associated image quality. Accordingly, we implemented two methods to utilize this information (Methods). First, the reciprocal of the s.d. of the support-point distribution was used as a weighting factor for each particle image in the reconstruction, a process termed particle grading. Second, each particle image was inserted into the reconstruction N times with parameters following the distribution obtained from support points, a process termed distribution weighting. If the distribution is wide, the contribution of the particle image is equivalent to being diluted, and vice versa. Therefore, the second method is an inexplicit weighting algorithm.
To test the weighting algorithms, we used three high-resolution datasets from the Electron Microscopy Public Image Archive (EMPIAR)-the proteasome 20 (EMPIAR-10025) and β -galactosidase 21 (EMPIAR-10061) 22 -and the CNG dataset from our previous work 17 . In the published results, fewer than 50% of the particles in the initial datasets were selected by many rounds of 2D or 3D classification to remove the bad particles and were used in the final reconstruction. For THUNDER, we performed only a simple 2D classification to remove some wrong particles, amounting to ~ 10% of the initial particles, which were mostly ice contaminations. We then directly subjected 211,826 CNG particles, 112,412 proteasome particles, and 89,857 β -galactosidase particles, denoted 'dirty' datasets, to 3D refinement by using THUNDER. As a control, we also calculated 3D reconstructions from the particles selected in the published studies, denoted 'clean' datasets; that is, 87,149 CNG particles, 49,954 proteasome particles, and 38,965 β -galactosidase particles.
As expected, the Fourier shell correlation (FSC) curves of the dirty datasets (solid lines) of the proteasome (blue curve) and β -galactosidase (red curves) showed much better resolution than the corresponding clean datasets (dashed/dotted lines) (Fig. 3a) . We observed substantial improvement in map quality, confirming the resolutions (second and third rows of Fig. 3b, and Supplementary Fig. 5 ). In particular, the Phe35 residue in the β subunit of the proteasome showed a hole in its aromatic ring (Fig. 3b) , which demonstrated a resolution improvement of ~ 0.5 Å from 2.8 Å of the Electron Microscopy Data Bank map (EMD-6278). These results indicated that in the published structures, many good particles were removed together with bad ones during the screening processes. Therefore, the grading and distribution weighting improved the tolerance to bad particles. In a further investigation of the particle grading itself, the FSC curves ( Fig. 3c ) with particle grading (dashed lines) showed improvements relative to those without grading (dotted lines). The contribution of distribution weighting was not compared, because it was part of the reconstruction and could not be turned off. Although we performed the same tests for the CNG dataset, we did not observe a substantial improvement. However, the bad particles in the dirty dataset also did not degrade the resolution, and we even observed some subtle improvements in the map of the dirty dataset (third column of Fig. 3b ). The flexibility of the CNG complex observed in the 3D classifications ( Supplementary Fig. 1 ) might have limited the obtainable resolution.
Defocus refinement for macromolecules in ice. The inaccurate defocus values often introduce unignorable phase errors into the high-frequency signal during correction of the contrast transfer function (CTF). The z-height distributions (assuming that the incident beam is along the z axis) of the particles in thick or tilted ice layers are possible reasons for the errors in defocus. Determining accurate defocus parameters is essential for obtaining atomic resolution. We extended the parameter estimation to the defocus parameter on the basis of the signal from each single particle.
We used the CNG channel, proteasome, and β -galactosidase datasets for testing the defocus refinement. Both the proteasome and β -galactosidase showed marked resolution improvements of ~ 0.1-0.2 Å (Fig. 3c) . The density maps were also substantially improved, as illustrated by the clearer holes in more aromatic rings (third and fourth rows of Fig. 3b) . These results confirmed that high-frequency signals are more sensitive to phase error, owing to the inaccurate defocus value.
In particular, the proteasome dataset showed the largest improvement, from 2.47 Å to 2.30 Å, with the defocus refinement. To investigate the possible reason for this result, we plotted the particle positions in the 3D space, where the z coordinates are the relative defocus differences from the average defocus (Fig. 4a-c) . Most particles were distributed in a thin layer with a thickness of 160-300 Å (Fig. 4d) . A recent observation of the similar proteasome sample by cryo-electron tomography showed that most T20S proteasome particles were absorbed to one air/water interface rather than two 23 . Our results seem highly similar to this observation; i.e., the particles in the thin layers (Fig. 4a-c) were those adsorbed to one air/water interface. Intriguingly, most outliers appeared on one side of the thin layer and might have been the particles in the middle of the ice. Moreover, we found that a quadric surface resulted in better fitting to the particle positions than a plane, a result possibly indicating that the ice layer was slightly curved (Fig. 4c) . This result also agrees well with the cryo-electron tomography observations 23 and the earlier observations of ice deformation under electron radiation 24, 25 . The plane fitting to all the particles indicated that most samples were tilted approximately 1-8° (Fig. 4d) . The defocus difference from one corner to the other can be more than 400 Å for a 5° tilt. Therefore, such large sample tilts explain the marked resolution improvement by the defocus refinement.
For the CNG dataset, we did not observe improvement of the resolution by the defocus refinement (Fig. 3c) . A possible reason is that the CNG sample was thin and flat, and the reconstruction near 3.5-Å resolution was not sensitive to small phase error. To further test the defocus refinement at this resolution range, we chose a 40°-tilted dataset of the influenza HA trimer (EMPIAR-10097). This dataset was originally processed with CTFTilt 18 and GCTF 26 for local defocus determination, and the resolution of 3D reconstruction (EMD-8731) by RELION was reported at 4.2 Å (ref.
27
; Fig. 5a ). We used CTFTilt to obtain initial defocus estimation and pushed the resolution to 3.69 Å (Fig. 5b and Supplementary Fig. 6 ) by using THUNDER. Most side chains became visible, thus demonstrating that the defocus refinement can also be used around 4-Å resolution. Beyond application to near-atomic-resolution samples, the defocus refinement can also work at an ~ 9-Å resolution range ( Supplementary Fig. 7) . However, the accuracy of the defocus refinement becomes much lower than at resolution 4 Å or higher.
Discussion
We described a specialized particle-filter algorithm for singleparticle 3D reconstruction. We demonstrated the performance of this particle-filter algorithm by substantially improving resolution for several datasets, relative to published results ( Fig. 5 and Supplementary Figs. 8 and 9 ).
The particle-filter algorithm provides an effective metric for the belief of parameter estimates, which is quantified by the s.d. of distribution of the support points in the current version of THUNDER (Methods). This belief is in fact comparable among different particles and estimated parameters. This feature is unique in benefiting from the statistical method used in particle filtering. We used this information through two weighting algorithms: particle grading and distribution weighting. The tests on the three datasets showed excellent tolerance of bad particles.
In practice, such a feature makes 3D reconstruction more straightforward, because it does not require the removal of all bad particles by intensive 2D/3D classifications through trial and error. Together with self-adaptive accuracy, the particle grading and distribution weighting also improve the robustness of the 3D-reconstruction procedure. Notably, the weighting of different experimental images used in the 3D reconstruction of THUNDER is quantified by the s.d. of distribution of the support points rather than the variance of the image noise used in other programs. The former has advantages in obtaining more robust reconstructions when the residual image noise is not accurately estimated, owing to imperfect 3D reference structures.
For efforts to push the resolution to atomic level, the defocus error must be considered. Programs, such as CTFFind and CTFTilt 18 , have been used to measure the defocus of entire micrographs. The recently published software package GCTF has enabled the determination of local defocus 26 . However, all these programs are based on the Thon-ring signal from both the particles and surrounding ice, which cannot handle the per-particle z-height change in the ice.
THUNDER is a standalone program written in C+ + language. Multiple processor architectures, including CPU and GPU, are supported. The parallel computing is well designed to allow for scalable performance from a single workstation to a large computing cluster. The scalability in parallel computing was nearly linear in our tests (Supplementary Fig. 10 ). The computing speed of THUNDER is comparable to those of other mainstream programs (Supplementary Table 1 ).
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Methods
Particle-filter algorithm. For single-particle cryo-EM 3D alignment, the core step is determining a set of possibly high-dimensional parameters ϕ ζ μ = … x t { , , , } for each particle image, where ϕ stands for the rotation, t stands for the translation in the image plane, ζ stands for the defocus or the particle position along the incident beam, μ stands for an underlying structural state, and other parameters in the cryo-EM system can also be considered. In the present work, we focused on determining the first four sets of parameters, i.e., rotation, translation, defocus, and structural state, for 3D classification. The corresponding method could also be extended to the determination of more parameters.
In an attempt to improve the robustness for high-dimensional parameter estimation, we expressed the belief of parameter x by its posterior PDF χ | p x V ( , ) , where χ stands for the experimental particle image, and V stands for the 3D reference. If 3D classification is performed, V will contain a set of underlying reference structures. Such a probabilistic description not only provides an estimate of x but also has an advantage in obtaining the estimation error of x for each experimental image against the given 3D reference. On the basis of the PDF, we established a general Bayesian framework that considered the weighting coefficients not only among different orientations and other parameters of each particle image but also among different particle images.
We next introduced a particle-filter algorithm [14] [15] [16] to estimate χ | p x V ( , ) . The particle filter is a Monte Carlo method representing the required posterior PDF by a set of random support points with associated weights. In our cryo-EM implementation, the particle-filter algorithm aims to construct a PDF χ | q x V ( , ) , represented by a set of N random support points
is usually called the importance density in engineering applications of the particle filter 14 . A brief introduction of the implemented algorithm follows. The particle filter undergoes a series of iterative phases to reach
where k is the iterative number, and
is the evaluated PDF from previous k− 1 iterations. In the first iterative phase,
is usually initialized as a uniform distribution.
to reach a precise estimation of χ | p x V ( , ) . In the beginning of the k th iterative phase, we assume that
is known, and we represent it by N support points
where δ is the Dirac function, and N 1 is the normalization factor. The difference
1 ( , , , , )
for rotation, translation, and defocus, respectively.
Particle grading and distribution weighting. For a dataset χ
with L particle images, the particle filter is performed for each particle image χ l to estimate the PDF χ
. Then, the 3D reconstruction is calculated as follows 
Here, we considered two weighting strategies in the 3D reconstruction described by equation (11) , was used as an explicit weighting factor for image χ l , in a process called particle grading. A large σ l indicates low confidence for the parameter estimation. Consequently, σ 1 l decreases the contribution of the corresponding particle image χ l to the final reconstruction, and vice versa. In current implementation, σ l is calculated only from the support points of the rotation parameter. Second, χ l is added into the reconstruction for multiple (N s ) times with parameters randomly picked from
. This process is an inexplicit-weighting strategy called distribution weighting. The underlying idea is that the contribution of χ l is diluted when the support points have a wide distribution. N s was typically set to 100 in the current implementation.
Of note, we used the s.d. of support points, i.e., the s.d. of the parameter estimate, σ l , rather than the variance of the image noise in equation (14) . The reciprocal of the variance of the image noise is often used in the reconstruction step as a weight for a Weiner filter, such as that in RELION 5 . However, the variance of the image noise is usually estimated by subtracting the CTF-applied projection of the 3D model from an experimental image. Owing to the structural heterogeneity or imperfect 3D reconstruction, some structural signal after the subtraction remains, which 'interferes' with the estimation of the variance of the image noise and hence leads to inaccurate weighting in 3D reconstruction. To obtain more accurate weighting, we considered using the s.d. of the parameter estimate σ l to replace the variance of the image noise. The theoretical basis is as follows.
The relationship between the variance of the image noise and the variance of the parameter estimate can be described by the Cramér-Rao bound (CRB) and the Ziv-Zakai bound (ZZB) in Bayesian estimation theory 28 . Both CRB and ZZB are well known in the field of electrical engineering. CRB is used in the case of a high signal-to-noise ratio (SNR), and ZZB is used in the case of a low SNR. CRB is the bound of the variance of the unbiased parameter estimate σ l 2 and is inversely proportional to SNR 28 : is the variance of the image noise of the image χ l . After several iterations of 3D alignment and reconstruction, the variance of the parameter estimate σ l 2 decreases and asymptotically approaches the CRB, given by:
The proportional relationship between the CRB of the parameter estimates and the variance of the image noise justifies the replacement of σ noise 2 by σ l 2 for the weight. However, the proportional relationship between σ noise 2 and σ l 2 mentioned above for CRB is achieved only under high SNR. Because the SNR of the experimental image in cryo-EM is usually low, CRB ceases to be effective, and accordingly, σ l 2 is no longer an optimal weight coefficient in the reconstruction. Under this circumstance, we used ZZB, which provides a more precise description of the nonlinear relationship between σ noise 2 and σ l 2 (refs 29, 30 ). With ZZB, the variance of the image noise σ noise 2 is proportional to the power of the s.d. of the parameter estimateσ l with an order η ranging from 0 to 2, for example,
x noise 2 where the order η is a function of the image SNR. A precise determination of η for each image is complicated, and we set η to 1 in current implementation empirically.
From an intuitive point of view, a weight using the variance in conventional methods (i.e., η = 2) may excessively suppress the signal energy. In contrast, the use of s.d. (i.e., η = 1) in our current algorithm retains more energy of the signal. Our tests showed that η = 1 worked well for all of our testing datasets. In the future, we plan to provide a parameter of η, which can be input by the user or automatically determined by the program on the basis of the image SNR. In summary, we used σ η x (currently, η = 1) to replace the variance of the image noise σ noise 2 in the 3D reconstruction. The theory of CRB and ZZB guided the selection of η, thus providing an extra adjustment to the contribution of each image to the 3D reconstruction.
Description of rotation by using the unit quaternion. The particle-filter algorithm must generate random support points and assess statistics regarding the distribution of the support points in the rotation subspace. This process is difficult under the Euler-angle system widely used in cryo-EM. Therefore, we used the unit quaternion to describe the 3D rotation.
By definition, a rotation about the origin is a linear transformation of R 3 that preserves the origin, Euclidean distance, and handedness. After the basis of R 3 has been chosen, rotations can be represented by matrices. In particular, if an orthonormal basis of R 3 is chosen, every rotation is described by an orthogonal 3 × 3 matrix with determinant 1. The quaternion is used to describe the rotation matrix.
The quaternion is an expansion of the real-number system, similarly to a complex-number system. However, unlike a complex number, the quaternion has not one but three imaginary parts, referred to as i, j, and k. A quaternion has the form = + + + = q i j k w x y z w x y z { , , , }. A point = v x x x { , , } 0 1 2 can be described in the quaternion system as = p x x x {0, , , } 0 1 2 . A rotation by a unit quaternion is = ′ ′ ′ qpq x x x * {0, , , } 0 1 2 , where q is a unit quaternion describing a rotation with || || = q 1 2 , * indicates the conjugation, and ′ ′ ′ x x x { , , } 0 1 2 is the rotated point. Moreover, assuming that a rotation q 1 is followed by a rotation q 2 , then the rotation will be =ppq * * * , where the rotation quaternion is =2 1 .
Image processing. Five datasets were used for the tests. The dataset of the CNG channel was from our previous work 17 . The datasets of the Thermoplasma acidophilum 20S proteasome 20 (EMPIAR-10025), β -galactosidase in complex with a cell-permeant inhibitor 21 (EMPIAR-10061), and the 40°-tilted dataset of the influenza HA trimer 27 (EMPIAR-10097) were downloaded from EMPIAR 22 . A new dataset of the T. acidophilum 20S proteasome was collected with an FEI Tecnai F20 200-kV microscope with a Gatan US4000 CCD camera. The micrographs of the first three datasets in movie mode were processed with MotionCorr2 (ref. 24 ) for motion correction and generation of dose-weighted sum images. Relion1.4 was used for particle picking and extraction 5 . CTFFind3 was used for CTF determination of untilted micorgraphs 18 . For the CNG dataset, the coordinates of 211,826 particles selected by 2D classification in the previous work were used to extract the particles from 2,820 micrographs with a box size of 160 pixels, referred to as the dirty dataset. A total of 87,149 particles from our previous work 17 , processed by 'polishing' 31 with RELION 1.4 and referred to as the clean dataset, were directly used for further processing. The pixel size used in the image processing was 1.32 Å.
For the proteasome dataset and the β -galactosidase dataset, 112,412 and 89,857 particles were selected from 131,319 and 108,226 picked particles, respectively, through one round of 2D classification and are referred to as the dirty datasets. The coordinates of 49,954 proteasome particles and 41,104 β -galactosidase particles, downloaded from EMPIAR, were used to extract particles and are referred to as the clean dataset. The initial pixel size and extracted particle box size were 0.6575 Å and 512 pixels for the proteasome and 0.637 Å and 768 pixels for β -galactosidase, respectively. Finally, these particles were binned with the Fourier cropping method to a 320-pixel box with 1.052-Å pixel size for the proteasome and a 576-pixel box with 0.8493-Å pixel size for the β -galactosidase.
For the HA-trimer dataset, the downloaded particles after motion correction and dose weighting were directly used for 3D reconstruction. The defocuses of micrographs were determined with CTFTilt, and the per-particle defocus values were calculated on the basis of the measured tilt angle and tilt axis from CTFTilt.
The newly collected proteasome data contain 22 untilted micrographs and 24 20°-tilted micrographs. 45,469 particles were picked with Deeppicker; 2D classification was performed with THUNDER; and finally 21,404 particles were selected for further 3D reconstruction. The defocus was measured with CTFFind3 and CTFTilt for the untilted and tilted micrographs, respectively. The per-particle defocus values were calculated on the basis of the measured tilt angle and tilt axis from CTFTilt.
All the datasets were processed in THUNDER. The final maps were sharpened with the postprocessing subroutine in RELION 
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