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Abstract
This work is meant to present the current general landscape of the theory of coarse proximity
spaces. It is largely comprised of two parts that are heavily interrelated, the study of
boundaries of coarse proximity spaces, and the dimension theory of coarse proximity spaces.
Along the way a study of the relationships between coarse proximity spaces and other
structures in coarse geometry are explored.
We begin in chapter 2 by going over the necessary preliminary definitions and concepts
from the study of small scale proximity spaces as well as coarse geometry. We then quickly
proceed to the introduction of coarse proximity spaces as inspired by the all important
metric case. Intuitions from metric spaces serve as an excellent guiding light for the
field. Included in chapter 2 is an alternative description of coarse proximities via a coarse
neighborhood operator, which mirrors the description of small scale proximities using a
proximity neighborhood operator.
Chapter 3 discusses the first major branch of coarse proximity theory, the study of
boundaries. To each coarse proximity space one can associate a compact Hausdorff space
that captures “closeness at infinity”. This is made more concrete when we show that the
boundaries of several well known (and indeed all) compactifications arise as the boundaries
of coarse proximity spaces. The cases of the Higson corona and the Gromov boundary are
explored in detail, among others. This functorial relationship between coarse proximity
spaces and compact Hausdorff spaces provides an internal and intuitive way of studying the
boundaries of compactifications.
Chapter 4 is concerned with the relationship between coarse proximity spaces and other
structures within coarse geometry. In particular, the relationship between coarse proximities,
coarse structures, and asymptotic resemblance spaces is investigated. In contrast with the
v
case of uniform spaces (the small scale analog of coarse spaces) and small scale proximities
where every uniform structure induces a proximity structure, we describe exactly when a
coarse structure induces a coarse proximity structure and provide an example of a coarse
proximity space whose structure is not induced by any coarse structure. As asymptotic
resemblances have similarities to coarse proximity structures we also provide an example of
a coarse proximity structure that is not induced by, and does not induce, any asymptotic
resemblance.
The dimension theory of coarse proximity spaces is the topic of chapter 5. In particular,
large scale analogs of the large inductive dimension and covering dimension of topological
spaces are explored. We relate these large scale notions to their small scale counterparts by
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The setting in which the work around coarse proximity spaces takes place is coarse geometry,
the study of geometry at a “large scale”. When the field started is up for debate as coarse
geometric ideas can be found in the study of compactifications, functional algebras, and
geometric group theory. Regardless, the field of coarse geometry in all of its manifestations
(including the manifestation that makes up this dissertation) is concerned with the properties
of spaces, metric or otherwise, that occur at the large scale. The properties of interest
are those that occur outside of bounded sets, or otherwise those properties that hold “at
infinity”. While explicit mention of this viewpoint was made by Gromov in [12], the first
axiomatic treatment of coarse geometry by way of coarse structures was given by Roe in
[26]. Independent of the field’s intuitive appeal, coarse geometry came to the forefront of
mathematical research when Yu proved that groups with finite asymptotic dimension satisfy
the Novikov conjecture, [31].
The coarse structures defined by Roe are similar in definition and function to the
entourage uniformities defined by Weil and Bourbaki in the late 1930’s and early 1940’s (see
[20] for a thourough treatment of uniform spaces). Much like how entourage uniformities
were recharacterized using uniform covers by Tukey in 1940 (again, see [20]) Dydak and
Hoffland provided a characterization of coarse structures in terms of uniformly bounded
familes in [7]. Both formulations of the structure provide a language for describing coarse
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phenomena. In particular, coarse structure (in either the entourage characterization of Roe
or the uniformly bounded family characterization of Dydak and Hoffland) are well suited to
describing properties of spaces that occur as one takes limits of structures “going to infinity”
in some sense. Examples of properties described in such a way are asymptotic dimension and
the growth type of a space. One might call the approach of using the entourage or uniformly
bounded family structure to study coarse properties the “going to infinity” approach to
coarse geometry.
The second approach to coarse geometry is the one that dominates this thesis. We
might call it the “at infinity” approach to coarse geometry. Instead of considering limits
of uniformly bounded families or entourages to characterize coarse properties this approach
makes use of boundary spaces such as the Higson corona or the Gromov Boundary, as
well as the interactions between unbounded sets. Extant structures and concepts along
these lines include asymptotic neighborhoods in metric spaces ([4]), coarse neighborhoods
([8]), and asymptotic resemblances ([21]). The coarse proximity spaces investigated in this
dissertation were developed by the author (alongside Pawel Grzegrzolka) in an attempt to
provide the most general possible language for the “at infinity” approach using the notion of
“coarse closeness” between unbounded sets. The choice to use this concept was inspired by
its small scale counterpart, the proximity space (axiomatized in the 1930’s by Efremovich,
see [24]) often referred to as “small scale proximity” in this dissertation. In the same way
that small scale proximity spaces and uniform structures share a tight relationship in the
description of small scale phenomena, coarse proximity spaces and coarse structures have a
not quite as tight relationship in the description of large scale phenomena. The differences
and similarities between these two different relationships, as well as the similarities and
differences between the “going to infinity” and the “at infinity” approaches makes the study
a rich and rewarding experience, independent of its applications to other fields.
1.2 Outline
This dissertation is largely comprised of the work done by the author (and fellow graduate
student Pawel Grzegrzolka) in [14], [16], [13], [15], and [17]. When work from other authors
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is used the original publication containing those results or otherwise a publication containing
those results that is more easily accessed than the original publication is cited. Results with
a provided proof are, to the knowledge of the author, original. While the majority of the
work in this thesis appears in the papers cited above, care has been taken to present the
material in a more unified narrative. The outline of the proceeding chapters is as follows.
Chapter 2 begins with a review of preliminary information on concepts from small scale
proximity spaces and coarse geometry. Those unfamiliar with the Smirnov compactification
of separated proximity spaces should pay particular attention to this section as the Smirnov
compactification makes up the foundation of the work in Chapter 3. Following the review of
preliminary material the basic definitions and results surrounding coarse proximity spaces
are stated. This begins with the metric case which provides the intuition for the theory
as a whole. The statement that coarse closeness in metric spaces satisfies the axioms of a
coarse proximity space, Theorem 2.41, and the definition of abstract coarse proximity spaces,
Definition 2.44, are the most critical. Following these a description of coarse neighborhoods
as well as basic results about the concept are given. The definition of coarse neighborhoods
given here lines up with the definition in the metric case as given by Bell in [1]. Basic results
about coarse neighborhoods allow us to give a characterization of coarse proximity spaces
in terms of the coarse neighborhood operator. The chapter ends with basic results about
the weak asymptotic resemblances (a generalization of the relation of having finite Hausdorff
distance) induced by coarse proximities, as well as a description of coarse proximity maps.
Chapter 3 is devoted to constructing the boundary functor on the category of coarse
proximity spaces. Using the Smirnov compactification we describe how to assign a compact
Hausdorff space, defined via Definition 3.2, to each coarse proximity space that captures the
geometry of a coarse proximity space in a small scale proximity structure on that compact
Hausdorff space. Coarse proximity maps are then associated to continuous maps between
these compact Hausdorff spaces. Theorem 3.14, the statement of the functorality of these
assignments, is the main result of the chapter. Several basic properties of boundaries together
with results showing how the information of a coarse proximity relation are reified by the
boundary are shown. Then, several examples of well known boundaries being realized as
boundaries of coarse proximity spaces are given. As part of this, in section 3.2 we show
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that any compactification of a locally compact Hausdorff space induces a coarse proximity
structure on that space whose corresponding boundary is homeomorphic to the boundary of
the compactification.
Chapter 4 seeks to describe the relationships between coarse proximity spaces and other
structures in coarse geometry, namely coarse structures and asymptotic resemblances. In
the small scale case, every uniform structure on a set induces a small scale proximity on
that set, and every proximity structure on a set is induced by at least one uniform structure.
However, as we show in Theorem 4.12 there is a precise condition for when a coarse structure
induces a coarse proximity. Namely, the structure must be coarsely normal (Definition 4.5).
An example of a coarse proximity space that is not induced by any coarse structure is given.
The relationship between coarse proximity spaces and asymptotic resemblances does not
have a meaningful small scale analog. Asymptotic resemblances are an axiomatization of
the relation of having finite Hausdorff distance in a metric space. This same relation arises
as the weak asymptotic resemblance induced by the metric coarse proximity structure. It
becomes reasonable to expect that every coarse proximity structure might be induced by
some asymptotic resemblance. However, we describe a coarse proximity structure that is not
induced by an asymptotic resemblance structure.
The dimension theory of coarse proximity spaces is the focus of chapter 5. Here the
focus is on defining dimensional properties of coarse proximity spaces that are invariant with
respect to coarse proximity isomorphisms and then understanding how they are reflected
on the boundary as well as their relationships to each other. There are three invariants of
dimensional nature defined here. Two are inspired by the work of Dranishnikov and Bell in
[1]. These are the asymptotic Brouwer dimension and the asymptotic inductive dimension.
We generalize the metric versions of these invariants to coarse proximity spaces. We also
define a covering dimension for coarse proximity spaces inspired by the proximity dimension
defined by Smirnov in [28]. The main results of this chapter are that the asymptotic inductive
dimension of a coarse proximity space is bounded below by the large inductive dimension
of its boundary, Theorem 5.13, in Theorem 5.36 we show that the asymptotic inductive
dimension coincides with the large inductive dimension of its boundary for geodesic spaces,
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and in Theorem 5.53 we show that the dimension of coarse proximity spaces defined in terms
of coarse covers is equal to the covering dimension of its boundary.
5
Chapter 2
Basic Definitions and Examples
In this chapter we will begin by reviewing some preliminary definitions and results from the
small scale proximity theory and coarse geometry. The definition of small scale proximities
is used as a model for the definition of coarse proximities that appears in section 2.2. The
construction of the Smirnov compactification of a separated proximity space is foundational
the construction of the boundary of coarse proximity spaces in chapter 3. Section 2.2 begins
with exploring the relation of coarse closeness in metric spaces before generalizing those
properties in the definition of coarse proximities. From there the basic developement of
the structure follows the same line as that of small scale proximities in [24]. Specifically,
properties of coarse neighborhoods (as induced by coarse proximities) are explored and
used to recharacterize coarse proximities. The chapter ends with the definition of coarse
proximity maps between coarse proximity spaces and the establishment of the category of
coarse proximity spaces.
2.1 Preliminaries
In an attempt to provide the reader with a self-contained paper, we devote this section to
recalling needed definitions and results related to proximity spaces and coarse spaces.
Definition 2.1. Let X be a set. Let A,B, and C be subsets of X. A proximity on a set
X is a relation δ on the power set of X satisfying the following axioms:
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(i) AδB implies BδA,
(ii) (A ∪B)δC if and only if AδC or BδC,
(iii) AδB implies A ̸= ∅ and B ̸= ∅,
(iv) Aδ̄B implies that there exists a subset E such that Aδ̄E and (X \ E)δ̄B,
(v) A ∩B ̸= ∅ implies AδB,
where Aδ̄B means ”AδB is not true.” If AδB, then we say that A is close to (or near)
B. Axiom (ii) is called the union axiom and (iv) is usually called the strong axiom. A
proximity space is a pair (X, δ), where X is a set and δ is proximity on X as defined
above.
Example 2.2. If (X, d) is a metric space, then the proximity relation defined by
AδB if and only if d(A,B) = 0,
where d(A,B) := inf{d(x, y) | x ∈ A, y ∈ B}, is called the metric proximity.
Definition 2.3. Given a proximity (X, δ) and subsets A,B ⊆ X, we say that B is a
proximal neighbourhood of A, denoted A≪ B, if Aδ̄(X \B).
Definition 2.4. Given a proximity space (X, δ), the induced topology on X is defined by
the closure operator cl(A) = {x ∈ X | {x}δA}.
In particular, from this definition we have that if A and B are subsets of a proximity
space (X, δ) such that AδB, then cl(A)δcl(B) where closure is with respect to the induced
topology.
Definition 2.5. A function f : (X, δ1) → (Y, δ2) is called a proximity map if for all
A,B ⊆ X Aδ1B implies f(A)δ2f(B).
Remark 2.6. All proximity maps are continuous with respect to the induced topologies on
the domain and codomain.
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Definition 2.7. Given a set X and two proximities δ1, δ2 on X, we say that δ1 is finer than
δ2 (or δ2 is coarser than δ1), denoted δ1 < δ2, if Aδ1B implies Aδ2B.
The following result is from [24]:
Proposition 2.8. Given a function f : X → (Y, δ2), the coarsest proximity δ0 on X for
which f is a proximity map is defined by
Aδ̄0B if and only if there is a C ⊆ Y such that f(A)δ̄2(Y \ C) and f−1(C) ⊆ (X \B)
Definition 2.9. Let f be a surjective function from a proximity space (X, δ) onto a set Y .
The quotient proximity is the finest proximity on Y for which f is a proximity map.
In [10] it is shown that such a proximity always exists. For a detailed description of
quotient proximities we refer the reader to [10].
Proposition 2.10. Let (X, δ1) be a proximity, f : X → Y a surjective function, and
g : Y → (Z, δ3) a function. If δ2 is the quotient proximity on Y induced by f then g ◦ f is a






Proof. It is clear that if g is a proximity map, then so is g ◦f . To prove the converse, assume
that g ◦ f is a proximity map. Consider the proximity δg induced on the set Y by g as
defined in Proposition 2.8. We will show that π : (X, δ1)→ (Y, δg) is a proximity mapping.
Let A,B ⊆ Y be such that Aδ̄gB. Then there is a C ⊆ Z such that g(A)δ̄3(Z \ C). By the
strong axiom there is then a D ⊆ Z such that g(A)δ̄3D and (Z \D)δ̄3(Z \C). As proven in
[24], the set E = g−1(D) is a set such that Aδ̄gE and (Y \ E)δ̄gB. If π−1(A)δ1π−1(E), then
we have
(g ◦ π)(π−1(A))δ3(g ◦ π)(π−1(E)).
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However, note that
(g ◦ π)(π−1(A)) = g(A) and (g ◦ π)(π−1(E)) = g(E) = D,
which would imply that g(A)δ3D, which is a contradiction. Then, because π
−1(B) ⊆ π−1(E)
we have that π−1(A)δ̄1π
−1(B), which establishes that π is a proximity map when Y is
equipped with the proximity δg. By the definition of the quotient proximity we must then
have that δ2 is finer than δg. Now assume towards a contradiction that g : (Y, δ2)→ (Z, δ3) is
not a proximity mapping. Then there are subsets A,B ⊆ Y such that Aδ2B and g(A)δ̄3g(B).
However, because δ2 is finer than δg we have that AδgB and because g is a proximity mapping
when Y is equipped with δg we have that g(A)δ3g(B), which is a contradiction. Thus, we
must have that g is a proximity mapping.
Definition 2.11. Let (X, δ) be a proximity space and σ a collection of subsets of X. Then
σ is called a cluster if the following hold:
1. if A,B ∈ σ, then AδB,
2. if AδB for all B ∈ σ, then A ∈ σ,
3. if (A ∪B) ∈ σ, then either A ∈ σ or B ∈ σ.
A cluster in a proximity space is called a point cluster if {x} ∈ σ for some x ∈ X. In this
case, we denote the point cluster by σx.
Notice that if X is a separated proximity space, then no cluster contains more than one
point {x}. Consequently, point clusters are distinct for distinct points.
Definition 2.12. Let (X, δ) be a proximity space. Define X to be the set of all clusters in
X. Let A ⊆ X. We say that a subset A ⊆ X absorbs A if A ∈ σ for all σ ∈ A.
The following theorem introduces the construction of the Smirnov compactification.
Theorem 2.13. Let (X, δ) be a separated proximity space and X the corresponding set of all
clusters in X. For two subsets A,B ⊆ X, define:
Aδ∗B ⇐⇒ AδB for all A,B ⊆ X that absorb A and B, respectively.
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The relation δ∗, called the Smirnov proximity, defines a separated proximity on X that
induces a compact Hausdorff topology on X. The mapping f : X → X defined by x 7→ σx is
a dense proximity embedding. The space (X, δ∗) is called the Smirnov compactification
of (X, δ). It is the unique (up to δ-homeomorpism) compact Hausdorff space into which X
proximally embeds as a dense subspace.
Proof. See Section 7 in [24].
It is customary to identify X with its image in X. We are going to follow that practice.
Consequently, given A ⊆ X, one can think of A as a subset of X. It is then easy to show that
A = {σ ∈ X | A ∈ σ},
where A denotes the closure of A in X. In other words,
A ∈ σ ⇐⇒ σ ∈ A.
The following proposition, corollary, and lemma are used to show that every proximity
map extends uniquely to a proximity map between the Smirnov compactifications.
Proposition 2.14. Let (X, δ1) and (Y, δ2) be proximity spaces. Let f : X → Y be a proximity
map. Then to each cluster σ1 in X, there corresponds a cluster σ2 in Y such that
σ2 := {A ⊆ Y | Aδ2f(B) for all B ∈ σ1}.
Proof. See Theorem 5.17 in [24].
Notice that in the setting of the above proposition, it is immediate that the image of any
set in σ1 is in σ2 i.e., f(σ1) ⊆ σ2.
Corollary 2.15. If X is a subspace of a proximity space (Y, δ), then every cluster σ in X
is a subclass of a unique cluster σ′ in Y , and
σ′ = {A ⊆ Y | AδB for all B ∈ σ}
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Proof. Immediate from Proposition 2.14. For uniqueness, see Theorem 5.16 in [24].
Lemma 2.16. If (X, δ) is a proximity space and A,B ⊆ X are such that Aδ̄B, then there
are sets D,C ⊆ X such that Aδ̄(X \D), Bδ̄(X \ C), and Cδ̄D.
Proof. See Lemma 3.3 in [24].
Theorem 2.17. Let (X, δ1) and (Y, δ2) be separated proximity spaces and (X, δ
∗
1) and (Y, δ
∗
2)
the respective Smirnov compactifications. Let f : X → Y be a proximity map. Then f extends
to a unique proximity map f̄ : X→ Y.
Proof. Let f : X → Y be given. For each cluster σ1 ∈ X define f̄(σ1) = σ2 where
σ2 := {C ⊆ Y | Cδf(A) for all A ∈ σ1}
as in Proposition 2.14. Then f̄ : X→ Y is a well defined function. It is also clear that f̄ maps
a point cluster in X to a point cluster in Y . Specifically, if {x} ∈ σ1, then {f(x)} ∈ f̄(σ1).
Thus f̄ agrees with f on X (up to the inclusion map of X into X).
Now let A,B ⊆ X be such that Aδ∗1B, where δ∗1 is the proximity on X. We wish to
show that f̄(A)δ∗2 f̄(B) in Y. Let A and B be subsets of Y that absorb f̄(A) and f̄(B),
respectively. We wish to show that Aδ2B. If this is not the case, then be Lemma 2.16 we
know that there are C,D ⊆ Y such that
Aδ̄2(Y \ C), Bδ̄2(Y \D), and Cδ̄2D
Note that because A is close to the image of every set contained in an element of A, we must
have that C intersects f(X) nontrivially as otherwise we would have that f(X) ⊆ Y \ C,
but Aδ2f(X). This contradicts Aδ̄2(Y \C). Therefore C ∩ f(X) ̸= ∅. Similarly D intersects
f(X) nontrivially. Because A absorbs f̄(A), we must have that Y \ C is not contained in
any element of f̄(A). Similarly, Y \ D is not contained in element of f̄(B). Consequently,
we must have that neither is X \ f−1(C) in any element of A nor is X \ f−1(D) in any
element of B. This implies that f−1(C) is an absorbing set for A and f−1(D) is an absorbing
set for B. Note that because f−1(C) and f−1(D) are nonempty absorbing sets for A and B
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respectively, we must have that f−1(C)δ1f
−1(D) in X. Because f is a proximity map this
implies that ff−1(C)δ2ff
−1(D) in Y , which in turn gives Cδ2D, which is a contradiction.
Therefore, f̄ is a proximity map. Uniqueness of f̄ follows from the fact that Y is Hausdorff,
X is dense in X, and f can be thought of as a continuous map from X to Y that extends to
a continuous map from X to Y.
Definition 2.18. Given a separated proximity space (X, δ) and its corresponding Smirnov
compactification (X, δ∗), the Smirnov boundary of X is the subspace X \ X (with the
subspace proximity inherited from X), where X is identified with the point clusters in X.
The following two propositions capture two properties of points in the Smirnov boundary
that will become important in chapter 3.
Proposition 2.19. Let (X, δ) be a separated proximity space, X the corresponding Smirnov
compactification, and σ an element of X \X. Then σ does not contain a compact subset K
of X.
Proof. Let σ ∈ X\X be given and assume towards a contradiction that K ⊆ X is a compact
set such that K ∈ σ. If B is a subset of X, denote the closure of B in X by B̄. Identify K
with the corresponding set of point clusters. If B ⊆ X absorbs K and k ∈ K, then {k}δB
(since {k} is an element of σk and B absorbs σk). Consequently, K ⊆ B̄. Then, given any
A ∈ σ we must have that AδK by the definition of a cluster. Since K ⊆ B̄ for any absorbing
set B of K, we must have that AδB̄. Consequently we have that AδB for any A ∈ σ and
any set B absorbing K. This yields that {σ}δ∗K in X. However, because K is closed in X
we must have that σ ∈ K, which is to say that σ is a point cluster based at some point of
K. This contradicts σ being an element of X \X.
Proposition 2.20. Let (X, δ) be a separated proximity space, X the corresponding Smirnov
compactification, and σ ∈ X \X. Then for every A ∈ σ and every compact K ⊆ X, we have
that (A \K) ∈ σ.
Proof. This follows immediately from axiom (3) in the definition of a cluster and the previous
proposition.
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Proposition 2.21. Let (X, δ) be a separated proximity space and A,B ⊆ X such that AδB.
Then there is a cluster σ in X that contains both A and B.
Proof. See Theorem 5.14 in [24].
Now let us review some of the basic structures and concepts from coarse geometry. The
following definitions can be found in [26].
Definition 2.22. A coarse structure on a set X is is a collection E of subsets of X ×X,
called controlled sets or entourages, such that the following are satisfied:
1. △ ∈ E, where △ := {(x, x) | x ∈ X},
2. if E ∈ E and B ⊆ E, then B ∈ E ,
3. if E ∈ E , then E−1 ∈ E , where E−1 := {(x, y) | (y, x) ∈ E},
4. if E ∈ E and F ∈ E , then E ∪ F ∈ E ,
5. if E ∈ E and F ∈ E , then E◦F ∈ E , where E◦F := {(x, y) | ∃ z ∈ X such that (x, z) ∈
E, (z, y) ∈ F}.
A set X endowed with a coarse structure E is called a coarse space.
Definition 2.23. Let (X, d1) and (X, d2) be metric spaces. Let f : X → Y be a function.
Then
1. f is called proper if the inverse images (under f) of bounded sets in Y are bounded
in X.
2. f is called (uniformly) bornologous if uniformly bounded families of sets are sent to
uniformly bounded families, i.e., for all R > 0 there exists S > 0 such that
d1(x1, x2) < R =⇒ d2(f(x1), f(x2)) < S.
3. f is called coarse if it is proper and bornologous.
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Definition 2.24. Let X be a set and (Y, d) a metric space. Two functions f, g : X → Y are
coarsely close if there exists C > 0 such that for all x ∈ X,
d(f(x), g(x)) < C.
Example 2.25. Let (X, d) be a metric space. For each r ∈ R+, define
Er = {(x, y) ∈ X ×X | d(x, y) < r}.
Let E be the collection of all the subsets of such sets Er. Then E is a coarse structure, called
metric coarse structure.
For more examples of coarse spaces, the reader is referred to [26].
Definition 2.26. If (X, E) is a coarse space, A a subset of X, and E a controlled set, then
we define
E[A] = {x ∈ X | ∃ a ∈ A such that (x, a) ∈ E}.
Definition 2.27. If (X, E) is a coarse space and A a subset of X, then we say that A is
(coarsely) bounded if A× A is a controlled set. If A is not bounded, then we say that A is
(coarsely) unbounded.
Proposition 2.28. If (X, E) is a (coarsely) connected coarse space (i.e., each point of
X ×X belongs to some controlled set), then the collection of bounded sets forms a bornology
on X, which we call the bornology induced by E.
Proof. Straightforward.
The following definitions and examples (up to Defintion 2.33) come from [21]:
Definition 2.29. Let X be a set. Let λ be an equivalence relation on the power set of X.
Then λ is called an asymptotic resemblance if it satisfies the following properties:
(i) A1λB1, A2λB2 implies (A1 ∪ A2)λ(B1 ∪B2),
(ii) (B1 ∪ B2)λA and B1, B2 ̸= ∅ implies that there are nonempty A1, A2 ⊆ A such that
A = A1 ∪ A2, B1λA1, and B2λA2.
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A pair (X,λ), where X is a set and λ is an asymptotic resemblance, is called an asymptotic
resemblance space.
Example 2.30. Let (X, d) be a metric space, and A,C ⊆ X. Let B(A, r) denote the
neighborhood of radius r around A, i.e., B(A, r) = {x ∈ X | ∃ a ∈ A such that d(x, a) < r}.
Define a relation λ on the power set of X by
AλC if and only if ∃ r > 0 such that A ⊆ B(C, r) and C ⊆ B(A, r),
i.e., the Hausdorff distance between A and C is finite. Then λ is an asymptotic resemblance,
called the metric asymptotic resemblance or asymptotic resemblance induced by
the metric d.
Example 2.31. Let E be a coarse structure on a set X. For any two subsets A and B of
X, define AλEB if A ⊆ E[B] and B ⊆ E[A] for some E ∈ E . Then the relation λE is an
asymptotic resemblance on X. We call λE the asymptotic resemblance induced by the
coarse structure E .
For more examples of asymptotic resemblance spaces, the reader is referred to [21].
Definition 2.32. Let (X,λ) be an asymptotic resemblance space. Then A ⊆ X is called
(asymptotically) bounded if A is empty or there exists x ∈ X such that Aλx. If A is not
(asymptotically) bounded, then we say that A is (asymptotically) unbounded.
Definition 2.33. Two subsets A,C of an asymptotic resemblance space (X,λ) are called
asymptotically disjoint if for all asymptotically unbounded subsets A′ ⊆ A and C ′ ⊆ C,
one has A′λ̄C ′.
Proposition 2.34. If (X,λ) is an (asymptotically) connected asymptotic resemblance
space (i.e., xλy for all x, y ∈ X), then the collection of bounded sets forms a bornology on
X, which we call the bornology induced by λ.
Proof. Straightforward.
Remark 2.35. When it is clear that the asymptotic resemblance was induced by the coarse
structure E , then for the simplicity of notation we will denote λE by λ.
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Remark 2.36. In [21], it is shown that if λ is the asymptotic resemblance induced by the
coarse structure E , then (asymptotically) bounded sets coincide with the (coarsely) bounded
sets.
Remark 2.37. If λ is the asymptotic resemblance induced by the coarse structure E on X,
then one can easily show that X is (coarsely) connected if and only if X is (asymptotically)
connected.
2.2 Coarse Proximity Spaces
Now we introduce the primary object of study in this thesis, the coarse proximity. This will
be a binary relation on the power set of a set equipped with a collection of sets that we
designate as being “bounded”. The coarse proximity relation is meant to capture the notion
of being “close at infinity” in the same way that small scale proximities capture the notion
of being close at the small scale.
Definition 2.38. Let (X, d) be a metric space. Let A and B be subsets of X. Then the
distance between A and B is defined by
d(A,B) := inf{d(x, y) | x ∈ A, y ∈ B},
and the Hausdorff distance between A and B is defined by
dH(A,B) = inf{ϵ | A ⊆ B(B, ϵ) and B ⊆ B(A, ϵ)},
where B(A, ϵ) is the open ball of radius ϵ about A (i.e., B(A, ϵ) =
⋃
x∈AB(x, ϵ)) and B(B, ϵ)
is the open ball of radius ϵ about B.
Definition 2.39. Let (X, d) be a metric space. Let A and B be subsets of X. We say that
A and B are coarsely close, denoted AbB, if there exists ϵ <∞ such that for all bounded
sets D, d(A \D,B \D) < ϵ.
Proposition 2.40. Let (X, d) be a metric space. Let A and B be subsets of X. Then the
following are equivalent:
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1. there exists ϵ <∞ such that for all bounded sets D, d(A \D,B \D) < ϵ,
2. there exists ϵ < ∞ such that for all bounded sets D, there exists a ∈ (A \ D) and
b ∈ (B \D) such that d(a, b) < ϵ,
3. there exist unbounded sets A1 ⊆ A, B1 ⊆ B such that dH(A1, B1) <∞.
Proof. Exercise.
Theorem 2.41. Let (X, d) be a metric space. Let A,B and C be subsets of X. Then the
following are true:
(i) AbB implies BbA,
(ii) (A ∪B)bC if and only if AbC or BbC,
(iii) AbB implies A is unbounded and B is unbounded,
(iv) if A and B are both unbounded, then Ab̄B implies that there exists an unbounded set
E such that Ab̄E and (X \ E)b̄B,
(v) A ∩B not bounded implies AbB,
where Ab̄B means ”AbB” is not true.
Proof. Properties (i), (iii), and (v) are clear. We will show (ii) and (iv).
To prove (ii), assume (A∪B)bC and for contradiction assume that Ab̄C and Bb̄C. Since
(A ∪B)bC, there exists ϵ <∞ such that for all bounded sets D,
d((A ∪B) \D,C \D) < ϵ.
Since Ab̄C and Bb̄C, there exist bounded sets D1 and D2 such that
d(A \D1, C \D1) > ϵ and d(B \D2, C \D2) > ϵ.
Let D := D1 ∪D2. Then notice that D is bounded and
d(A \D,C \D) > ϵ and d(B \D,C \D) > ϵ,
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which implies that
d((A ∪B) \D,C \D) > ϵ,
a contradiction.
To prove (iv), assume that both A and B are unbounded and Ab̄B. Then for every n ∈ N
there is a bounded set Dn ⊆ X such that d(A\Dn, B\Dn) > n2. Fix some x0 ∈ X. Since any
bounded set is contained in some large ball centered at x0, without loss of generality assume
that each Dn is a ball centered at x0 with radius rn, i.e., Dn = B(x0, rn). Additionally, one
can assume that the radii are strictly increasing as n→∞ and that they take integer values.
We can even assume that for each n, we have rn − rn−1 > n+ 1.
For each n, define inductively
E0 := B,





Notice that this definition implies that d(X \Dn, Dn−1) > n for all n > 1. Notice that E is
unbounded, since B ⊆ E. We will show that that Ab̄E and (X \ E)b̄B.
First assume that AbE. Then there exists ϵ < ∞ such that for all n ∈ N, there exists




(n− 1)2 > n+ ϵ.
Notice that the above inequalities are satisfied for any k ≥ n. Let k be the largest integer
such that xn /∈ Dk. Clearly k ≥ n and xn ∈ Dk+1. Consequently, xn ∈ Dm for all m ≥ k+1.
This implies that xn /∈ Em for all m ≥ k + 1. Therefore, since xn ∈ E, there exists b ∈ B
such that d(b, xn) < k. Notice that this also implies that b /∈ Dk−1 (because xn ∈ (X \Dk)
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Figure 2.1: Construction of E
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and d(X \ Dk, Dk−1) > k). Similarly, d(xn, an) < ϵ implies that an /∈ Dk−1 (because d(X \
Dk, Dk−1) > k > ϵ). Thus we have an ∈ (A \Dk−1), b ∈ (B \Dk−1), and
d(b, an) ≤ d(b, xn) + d(xn, an) < k + ϵ < (k − 1)2.
contradicting d(A \Dk−1, B \Dk−1) > (k − 1)2. Thus, it has to be that Ab̄E.
To show that (X \ E)b̄B, for contradiction assume that (X \ E)bB. Then there exists
ϵ <∞ such that for all n ∈ N, there exists xn ∈ (X\E)\B(x0, rn) and bn ∈ B\B(x0, rn) such
that d(xn, bn) < ϵ. Choose n large so that ϵ < n. Then xn /∈ B(x0, rn) and d(xn, bn) < ϵ < n.
In other words, xn ∈ En, contradiciting the fact that xn /∈ E. Therefore, it has to be that
(X \ E)b̄B.
Remark 2.42. The specific construction of E in the above proof will be utilized in section .
However, to prove the strong axiom, one could choose E := {x ∈ X | d(x,B) ≤ d(x,A)} 1.
We leave the verification of this fact as an exercise for the reader.
Definition 2.43. A bornology B on a set X is a family of subsets of X satisfying:
(i) {x} ∈ B for all x ∈ X,
(ii) A ∈ B and B ⊆ A implies B ∈ B,
(iii) If A,B ∈ B, then A ∪B ∈ B.
Elements of B are called bounded and subsets of X not in B are called unbounded. If
X /∈ B, then we call the bornology proper.
Definition 2.44. Let X be a set equipped with a bornology B. Let A,B, and C be subsets
of X. A coarse proximity on a set X is a relation b on the power set of X satisfying the
following axioms:
(i) AbB implies BbA,
(ii) (A ∪B)bC if and only if AbC or BbC,
1The author is grateful to Thomas Weighill for suggesting this alternative construction.
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(iii) AbB implies A /∈ B and B /∈ B,
(iv) Ab̄B implies that there exists a subset E such that Ab̄E and (X \ E)b̄B,
(v) A ∩B /∈ B implies AbB.
where Ab̄B means ”AbB is not true.” If AbB, then we say that A is coarsely close to (or
coarsely near) B. Axiom (iv) will be called the strong axiom. A triple (X,B,b) where
X is a set, B is a bornology on X, and b is a coarse proximity relation on X, is called a
coarse proximity space.
Example 2.45. Let X be a set with any bornology B. For any subsets A and B of X, define
AbB if A ∩B /∈ B.
Then this relation is a coarse proximity on X, called the discrete coarse proximity.
Proof. All the axioms are clear besides axiom (iv). To show axiom (iv), set E = B.
Example 2.46. Let X be a set with any bornology B. For any subsets A and B of X, define
AbB if A,B /∈ B.
Then this relation is a coarse proximity on X, called the indiscrete coarse proximity.
Proof. All the axioms are clear besides axiom (iv). To show axiom (iv), assume Ab̄B. If
A ∈ B, let E = X \ A. If B ∈ B, let E = B.
Example 2.47. Let (Y,B,b) be a coarse proximity space and X ⊆ Y any subset. Then the
subspace coarse proximity structure on X is given by the bornology
BX = {B ∩X | B ∈ B}
and the binary relation bX defined by: AbXC if and only if AbC as subsets of Y .
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Remark 2.48. If Ab̄B, then the set E from the strong axiom contains B up to some bounded
set, i.e. B \ E ∈ B. For if that is not the case, then B ∩ (X \ E) /∈ B, which by axiom (v)
implies that (X \E)bB, a contradiction to the definition of E. In particular, if B /∈ B, then
E has to be unbounded.
Lemma 2.49. Let (X,B,b) be a coarse proximity space. Let A,B,C, and D be subsets of X.
If A ⊆ C,B ⊆ D, and AbB, then CbD. In particular, X is coarsely near every unbounded
subset.
Proof. Notice that A ∪ C = C. Thus, by axiom (ii), CbB. Since B ∪ D = D, axiom (ii)
implies that CbD.
Remark 2.50. The above lemma implies that if A ⊆ C,B ⊆ D, and Cb̄D, then Ab̄B.
Proposition 2.51. Let (X,B,b) be a coarse proximity space. Let A and B be subsets of X.
Then AbB if and only if for all D1, D2 ∈ B, (A \D1)b(B \D2),
Proof. The converse direction follows from lemma 2.49. To prove the forward direction,
assume AbB and let D1, D2 ∈ B be arbitrary. For contradiction, assume (A \D1)b̄(B \D2),
Then notice that since D1 is bounded, D1b̄(B \D2), so by axiom (ii), Ab̄(B \D2). Similarly,
Ab̄D2, which again by axiom (ii) gives us Ab̄B, a contradiction. Thus, (A\D1)b̄(B\D2).
Remark 2.52. Notice that the property from proposition 2.51 is a large scale equivalent of
the trivial property of a small scale proximity, namely
AδB if and only if (B \ ∅)δ(A \ ∅).
Proposition 2.53. Let (X,B,b) be a coarse proximity space. Let A and B be subsets of X.
Then the converse of the strong axiom holds, i.e., if there exists E ⊆ X such that Ab̄E and
(X \ E)b̄B, then Ab̄B.
Proof. Assume that there exists E ⊆ X such that Ab̄E and (X \ E)b̄B. By the proof of
remark 2.48, there exists a bounded set D such that (B \ D) ⊆ E. By lemma 2.49, this
implies that Ab̄(B \ D). Also, by axiom (iii) we have that Ab̄D, and thus by axiom (ii),
Ab̄B.
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2.3 Coarse Neighborhoods and an Alternative De-
scription of Coarse Proximities
In this section we introduce the definition of a coarse neighborhood and explore several
of its basic properties. We show that if X is a metric space, then coarse neighborhoods
coincide with asymptotic neighborhoods defined in [1] and that coarse maps copreserve
coarse neighborhoods.
Definition 2.54. Let (X,B,b) be a coarse proximity space. Given subsets A,B ⊆ X, we
say that B is a coarse neighborhood of A, denoted A≪ B, if Ab̄(X \B).
Let us now explore a few basic properties of coarse neighborhoods.
Proposition 2.55. Let (X,B,b) be a coarse proximity space. Let A,B, and C be subsets of
X. Then the following are true:
(i) if A ∈ B then A≪ E for any E ⊆ X,
(ii) if A≪ B, then B contains A up to some bounded set, i.e., (A \B) ∈ B,
(iii) if A ⊆ B and B ≪ C, then A≪ C,
(iv) if (A \B) ∈ B and B ≪ C, then A≪ C,
(v) if A≪ B and B ≪ C, then A≪ C,
(vi) if A≪ B and A≪ (X \B), then A ∈ B,
(vii) A≪ B if and only if (X \B)≪ (X \ A).
(viii) X ≪ (X \D) for all D ∈ B,
(ix) A≪ B1 and A≪ B2 if and only if A≪ (B1 ∩B2),
Proof. Property (i) is trivial. To show (ii), notice that if A∩ (X \B) /∈ B, then Ab(X \B),
a contradiction to A ≪ B. (iii) follows from Remark 2.50 and (iv) follows from (iii) and
Propostion 2.51. To see (v), notice that A ≪ B and property (ii) imply (A \ B) ∈ B.
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Thus, property (iv) shows A≪ C. To see (vi), notice that A≪ B and A≪ (X \ B) imply
(A \ B) ∈ B, and (A \ (X \ B)) ∈ B, respectively. Thus, A = (A \ B) ∪ (A \ (X \ B)) ∈ B.
Finally, to see (vii), notice that
A≪ B ⇐⇒ Ab̄(X \B)
⇐⇒ (X \B)b̄A
⇐⇒ (X \B)b̄(X \ (X \ A))
⇐⇒ (X \B)≪ (X \ A).
Axiom (iii) of a coarse proximity space implies that bounded sets are not related to any
sets. Thus, Xb̄D for any D ∈ B. This is the same as saying Xb̄(X \ (X \D)) for any D ∈ B,
or equivalently X ≪ (X \D) for any D ∈ B, which is the statement of (viii). To show (ix),
notice that by the union axiom
A≪ B1 and A≪ B2 ⇐⇒ Ab̄(X \B1) and Ab̄(X \B2)
⇐⇒ Ab̄((X \B1) ∪ (X \B2))
⇐⇒ Ab̄(X \ (B1 ∩B2))
⇐⇒ A≪ (B1 ∩B2).
Remark 2.56. Notice that (ii) in Theorem 2.55 implies that if A is unbounded, then so is
its coarse neighborhood. Also, property (iv) implies that if A≪ B and D is bounded, then
(A ∪D)≪ B.
Remark 2.57. Notice that by using coarse neighborhoods, the strong axiom can be translated
to: Ab̄B implies that there exists a subset E such that A≪ (X \ E) and B ≪ E.
The following proposition characterizes the strong axiom in terms of coarse neighbor-
hoods.
Proposition 2.58. Let (X,B) be a set with a bornology, and let b be a relation on 2X
satisfying axioms (i),(ii),(iii), and (v) of a coarse proximity. Define, for subsets A,B ⊆ X,
A≪ B ⇐⇒ Ab̄(X \B). Then for subsets A,B ⊆ X the following are equivalent:
(i) Ab̄B implies that there exists a subset E such that Ab̄E and (X \ E)b̄B,
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(ii) A≪ B implies that there exists C ⊆ X such that A≪ C ≪ B.
Proof. ((i) → (ii)) Assume A ≪ B. Since Ab̄(X \ B), by the strong axiom there exists
E ⊆ X such that Ab̄E and (X \E)b̄(X \B). In other words, we have that Ab̄(X \ (X \E))
and (X \E)b̄(X \B), i.e., A≪ (X \E)≪ B. Setting C := (X \E) gives the desired result.
((ii) → (i)). Assume Ab̄B. This can be written as Ab̄(X \ (X \ B)), i.e., A ≪ (X \ B).
Therefore, there exists C ⊆ X such that A ≪ C ≪ (X \ B), i.e. Ab̄(X \ C) and Cb̄(X \
(X \B)). Let E = X \ C. Then Ab̄E and (X \ E)b̄B.
Now we will investigate the relationship between coarse neighborhoods, asymptotic
neighborhoods, and asymptotic disjointness. In particular, we will show that in the case
of metric spaces, coarse neighborhoods and asymptotic neighborhoods coincide. Recall the
following definitions from [1]:
Definition 2.59. In a metric space (X, d) a subset B ⊆ X is an asymptotic neighbor-
hood of a set A ⊆ X if there exists x0 ∈ X such that
lim
r→∞
d(A \B(x0, r), X \B) =∞.
Definition 2.60. In a metric space (X, d) two subsets A,B ⊆ X are said to be
asymptotically disjoint if for some (and hence every) point x0 ∈ X one has
lim
r→∞
d(A \B(x0, r), B \B(x0, r)) =∞.
The following result follows directly from definitions.
Proposition 2.61. Let (X, d) be a metric space with the corresponding metric coarse
proximity bd. Then A and B are asymptotically disjoint in the sense of Definition 2.60
if and only if Ab̄B.
To compare asymptotic neighborhoods and coarse neighborhoods, we need the following
lemma:
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Lemma 2.62. Let (X, d) be a metric space and let A,B ⊆ X. Then A and B are
asymptotically disjoint if and only if for every n ∈ N there is a bounded set C such that
d(A \ C,B) > n.
Proof. If either A or B is bounded, then the result is trivial. Thus, assume that A and B
are unbounded. The reverse direction is trivial. Assume that A and B are asymptotically
disjoint and assume towards a contradiction that n ∈ N is such that for all bounded C ⊆ X,
d(A \ C,B) ≤ n. Thus, for every such bounded set C there is a pair (xC , yC) ∈ A × B
such that xC /∈ C and d(xC , yC) ≤ n. Since A and B are asymptotically disjoint, there is a
bounded set D such that d(A\D,B \D) > n. Without loss of generality we can assume that
D = B(x0, r) for some x0 ∈ X and some radius r. Thus, for any r′ > r, if C = B(x0, r′), then
xC /∈ C and yC ∈ D. In particular, if r′ > r + n, then we have xC /∈ B(x0, r′), yC ∈ B(x0, r)
and d(xC , yC) ≤ n, a contradiction.
Proposition 2.63. Given a metric space (X, d) and subsets A,B ⊆ X, B is an asymptotic
neighborhood of A if and only if B is a coarse neighborhood of A with respect to the metric
coarse proximity bd.
Proof. Assume that B is an asymptotic neighborhood of A. Then there exists x0 ∈ X such
that limr→∞ d(A \ B(x0, r), X \ B) = ∞. For contradiction, assume that Ab(X \ B). Then
there exists ϵ <∞ such that for any r we can find x ∈ A\B(x0, r) and y ∈ (X \B)\B(x0, r)
with the property that d(x, y) < ϵ. In particular, we can find x ∈ A\B(x0, r) and y ∈ (X \B)
such that d(x, y) < ϵ, contradicting the fact that limr→∞ d(A \ B(x0, r), X \ B) = ∞. The
converse follows from Proposition 2.61 and Lemma 2.62.
The following proposition shows that coarse maps copreserve asymptotic neighborhoods.
Proposition 2.64. Let (X, d1), (Y, d2) be metric spaces and h : X → Y a coarse map. If
A,B ⊆ Y such that A ≪ B with respect to the metric coarse proximity structure induced
by d2, then h
−1(A) ≪ h−1(B) with respect to the metric coarse proximity structure on X
induced by d1.
Proof. If A is bounded, then since h is a coarse map, h−1(A) is bounded. By Proposition 2.55,
this implies that any set is a coarse neighborhood of A. In particular, h−1(A)≪ h−1(B). So
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let us assume that A is unbounded. Let x0 ∈ X. If h−1(A) ̸≪ h−1(B) then there is an ϵ > 0
such that for all n ∈ N there exists xn ∈ h−1(A) \B(x0, n) and yn ∈ (X \ h−1(B)) \B(x0, n)
such that d(xn, yn) < ϵ. The sets A
′ := {xn}n∈N and B′ := {yn}n∈N are unbounded sets such
that A′bd1B
′ which by the coarseness of h implies that h(A′)bd2h(B
′). Therefore, by Lemma
2.49, Abd2(Y \B), a contradiction. Thus, h−1(A)≪ h−1(B).
Remark 2.65. Notice that if A,B ⊆ X, then A ≪ B, does not imply h(A) ≪ h(B). To see
that, let X = R, Y = R2, A = B = X, and let f : X → Y be defined by f(x) = (x, 0). Then
f is a coarse map, A≪ B, but h(A) ̸≪ h(B).
Theorem 2.66. Let X be a set with bornology B. Let ≪ be a binary relation on the power
set of X satisfying items (ii), (iii), (vii), (viii), and (ix) of Theorem 2.55 together with item
ii of Proposition 2.58 and let b be a relation on the power set of X defined by
Ab̄B if and only if A≪ (X \B).
Then b is a coarse proximity on X. Also, B is a b-coarse neighborhood of A if and only if
A≪ B.
Proof. To show axiom (i), assume Ab̄B. Then A ≪ (X \ B), which by (vii) implies that
B ≪ (X\A), i.e., Bb̄A. To show axiom (ii), notice that (viii) and (iii) imply that A≪ (X\B)
for all B ∈ B, i.e., Ab̄B for all B ∈ B. By symmetry proven in axiom (i), this implies axiom
(ii). To show axiom (iii), assume Ab̄B, i.e., A≪ (X\B). By (ii), this means that there exists
D ∈ B such that (A \D) ⊆ (X \B), which is the the same as saying that (A \D) ∩B = ∅.
Thus, A ∩ B ⊆ D, showing that A ∩ B ∈ B. To show axiom (iv), first assume (A ∪ B)b̄C,
i.e., (A∪B)≪ (X \C). Property (iii) implies that A≪ (X \C) and B ≪ (X \C), i.e., Ab̄C
and Bb̄C. To prove the forward direction, assume (A ∪B)bC, which by symmetry gives us
Cb(A ∪ B), i.e., C ̸≪ X \ (A ∪ B). This is the same as saying C ̸≪ ((X \ A) ∩ (X \ B))
which by (v) implies that C ̸≪ (X \ A) or C ̸≪ (X \ B), i.e. CbA or CbB. This again
by symmetry implies that AbC or BbC, proving (iv). To show the strong axiom, assume
Ab̄B, i.e., A ≪ (X \ B). Therefore, by (ii) of Proposition 2.58, there exists C ⊆ X such
that A ≪ C ≪ (X \ B), or equivalentlyA ≪ (X \ (X \ C)) ≪ (X \ B). This implies that
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Ab̄(X \ C) and Cb̄B. Let E = X \ C. Then Ab̄E and (X \ E)b̄B. Finally, notice that
B is a b-coarse neighborhood of A⇐⇒ Ab̄(X \B)
⇐⇒ A≪ (X \ (X \B))
⇐⇒ A≪ B.
The reader is encouraged to compare the above theorems with the similar theorems for
small-scale proximity spaces, for example in [24]. In fact, due to the similarity of definitions
of coarse proximities and proximities, the proofs of the above theorems closely resemble
the proofs of their small-scale counterparts. In particular, the proofs of properties (iii)
of Theorem 2.55 and (ii) of Proposition 2.58 only use axioms (i),(iv, and (v) of coarse
proximities. Since these axioms are exactly the same for small-scale proximities, small-scale
proximities satisfy the same properties. Similar observations can be made with regards to
Theorem 2.66.
Definition 2.67. In the setting of the above theorem, we say that the relation ≪ induces
a coarse proximity on the pair (X,B).
2.4 Equivalence Relation Induced by Coarse Proximity
In this section we introduce certain equivalence relations on the power set of a space, called
weak asymptotic resemblances. We show that every coarse proximity space induces a weak
asymptotic resemblance, and consequently every coarse proximity structure induces a coarse
structure. We also show that in the case of metric coarse proximity spaces, the weak
asymptotic resemblance coincides with the asymptotic resemblance introduced in .
Recall the following definition and two examples from :
Definition 2.68. Let X be a set. Let λ be an equivalence relation on the power set of X.
Then λ is called an asymptotic resemblance if it satisfies the following properties:
(i) A1λB1, A2λB2 implies (A1 ∪ A2)λ(B1 ∪B2),
(ii) (B1∩B2)λ and B1, B2 ̸= ∅ imply that there are nonempty subsets A1 and A2 of A such
that A = A1 ∩ A2, and we have BiλAi for i ∈ {1, 2}.
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Example 2.69. Let (X, d) be a metric space. For any two subsets A and B of X, define
AλdB if dH(A,B) < ∞. Then the relation λd is an asymptotic resemblance on X. We call
λd the asymptotic resemblance induced by the metric d.
Example 2.70. Let E be a coarse structure on a set X. For any two subsets A and B of
X, define AλEB if A ⊂ E[B] and B ⊂ E[A] for some E ∈ E . Then the relation λE is an
asymptotic resemblance on X. We call λE the asymptotic resemblance induced by the
coarse structure E .
Remark 2.71. Without loss of generality we can always assume that the set E from example
2.70 is symmetric.
Definition 2.72. Let X be a set and ϕ an equivalence relation on 2X satisfying the following
property:
AϕB, CϕD implies (A ∪ C)ϕ(B ∪D).
Then we call ϕ a weak asymptotic resemblance. If AϕB, then we say that A and B are
ϕ related.
As stated in the following proposition, every weak asymptotic resemblance induces a
coarse structure:
Proposition 2.73. Let X be a set and ϕ a weak asymptotic resemblance. Then the collection
Eϕ of all subsets E ⊆ X ×X such that π1(F )ϕπ2(F ) for all F ⊆ E (where π1 and π2 denote
projection maps onto the first and second factor, respectively) is a coarse structure on X.
Proof. See Proposition 3.2 of .
Every weak asymptotic resemblance induces a coarse structure, and every coarse structure
induces an asymptotic resemblance. The following result show shows that composition of
these two operations does not enlarge the collection of related sets.
Proposition 2.74. Let X be a nonempty set. and ϕ a weak asymptotic resemblance. Let Eϕ
be the coarse structure induced by that relation, as in proposition 2.73. Then the asymptotic
resemblance relation induced by Eϕ is a subset of ϕ.
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Proof. Let A,B ⊆ X such that AλEϕB. Then there exists a symmetric E ∈ Eϕ such that
A ⊆ E[B], B ⊆ E[A], i.e., the following are satisfied:
(i) for all a ∈ A, there exists b ∈ B such that (a, b) ∈ E,
(ii) for all b ∈ B, there exists a ∈ A such that (b, a) ∈ E.
Since E is symmetric, these are equivalent to the following:
(i) for all a ∈ A, there exists b ∈ B such that (a, b) ∈ E,
(ii) for all b ∈ B, there exists a ∈ A such that (a, b) ∈ E.
Let F be a subset of E that consists of the union of the points (a, b) described in conditions
(i) and (ii). Then clearly π1(F ) = A and π2(F ) = B, which by the definition of the coarse
structure induced by ϕ implies that AϕB.
Now we are going to show that every coarse proximity space induces weak asymptotic
resemblance.
Theorem 2.75. Let (X,B,b) be a coarse proximity space. Let ϕ be the relation on the power
set of X defined in the following way: AϕB if and only if the following hold:
(i) for every unbounded B′ ⊆ B we have AbB′,
(ii) for every unbounded A′ ⊆ A we have A′bB.
Then ϕ is a weak asymptotic resemblance that we call the weak asymptotic resemblance
induced by the coarse proximity b. If the coarse proximity is induced by a metric d,
then we call ϕ the weak asymptotic resemblance induced by d.
To prove the above theorem, we need the following remarks and lemmas.
Remark 2.76. If ϕ is the relation defined in Theorem 2.75 and A and B are bounded, then
they are always ϕ related. If A is bounded and B unbounded, then they are not ϕ related.
Remark 2.77. If ϕ is the relation defined in Theorem 2.75, then notice that AϕA for all
subsets A of X. Also, for all A,B ⊆ X we have AϕB if and only if BϕA.
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Lemma 2.78. Let (X,B,b) be a coarse proximity space. Then the relation ϕ defined in
Theorem 2.75 is transitive.
Proof. Let A,B, and C be subsets of X such that AϕB and BϕC. Then either all of them
are bounded or all of them are unbounded. If all of them are bounded, then by remark 2.76
we have AϕC. So let us assume that all of them are unbounded. For contradiction, assume
Aϕ̄C. Then, without loss of generality there exists an unbounded set A′ ⊆ A such that A′b̄C
(the other case will follow similarly by symmetry). Thus, there exists an unbounded set E
such that A′b̄E and (X \E)b̄C. If there exists an unbounded B′ ⊆ B such that B′ ⊆ (X \E),
then (X \ E)b̄C and remark 2.50 imply that B′b̄C, a contradiction to BϕC. Thus, it has
to be that B ⊆ E up to some bounded set D, i.e., (B \ D) ⊆ E. Thus, since A′b̄E, by
remark 2.50 we must have that A′b̄(B \D), which by proposition 2.51 implies that A′b̄B, a
contradiction to AϕB. Therefore, it has to be that AϕC.
Lemma 2.79. Let (X,B,b) be a coarse proximity space and let ϕ be the relation on the
power set of X as defined in Proposition 2.75. If AϕB, then for any bounded sets D1 and
D2, we have (A ∪D1)ϕ(B ∪D2).
Proof. If A and B are bounded, then the result follows from remark 2.76. So let us assume
that A and B are unbounded. Let E ⊆ A∪D1 be unbounded. Then there exists unbounded
E ′ ⊆ E such that E ′ ⊆ A. Thus, since AϕB, we have E ′ϕB, which by Lemma 2.49 implies
that Eϕ(B ∪D2.) The other condition follows similarly.
Finally we are ready to prove Theorem 2.75.
Proof of Theorem 2.75. The fact that ϕ is an equivalence relation follows from remark 2.77
and Lemma 2.78. To see that ϕ satisfies the property shown in Proposition 2.73, let
A,B,C,D ⊆ X be such that AϕB and CϕD. If either pair (A and B or C and D) is
bounded, then the result follows from lemma 2.79. Therefore, we will assume that all of
them are unbounded. Now let E ⊆ A ∪ C be an unbounded set. Then either E ′ ∩ A or
E ′ ∩ C is unbounded. Let us call that unbounded set E ′. Then we have either E ′bB or
E ′bD, which by Lemma 2.49 implies that Eb(B ∪ D). Similarly in the reverse direction.
Thus (A ∪ C)ϕ(B ∪D).
31
The following corollary shows that coarse proximities induce coarse structures.
Corollary 2.80. Let (X,B,b) be a coarse proximity space and let ϕ be the weak asymptotic
resemblance induced by coarse proximity b. Then ϕ induces a coarse structure on X.
Proof. This is an immediate consequence of Proposition 2.73 and Theorem 2.75.
Next proposition implies that in the case of metric spaces, weak asymptotic resemblance
and asymptotic resemblance coincide.
Proposition 2.81. Let (X, d) be a metric space and let ϕ be the weak asymptotic resemblance
induced by the metric d. Then given A,B ⊆ X we have that AϕB if and only if A and B
have finite Hausdorff distance.
Proof. To prove the forward direction, assume that AϕB and assume towards a contradiction
that dH(A,B) =∞. Then for each n ∈ N there exists xn ∈ A such that d(xn, B) > n or there
exists yn ∈ B such that d(yn, A) > n. Define A′ to be the collection of all such xn and B′ to
be the collection of all such yn.Without loss of generality we may assume that A
′ is not finite.
Notice that A′ has to be unbounded (if A′ is bounded, then d(ai, aj) < M for all ai, aj ∈ A′.
Let ak ∈ A′. Then d(ak, B) ≤ N for some N, and consequently d(ai, B) ≤ M + N for all
ai ∈ A′, a contradiction to the construction of Ai). Because AϕB we have that A′bB, which
implies that there are unbounded subsets A′′ ⊆ A′ and B′′ ⊆ B such that dH(A′′, B′′) ≤ n
for some n < ∞. Therefore, for all a ∈ A′′ there exists b ∈ B′′ such that d(a, b) < n, a
contradiction to the construction of A′.
To prove the converse direction, assume that dH(A,B) = m < ∞. If A and B are
bounded, then AϕB trivially. If A and B are unbounded and A′ ⊆ A is an unbounded
set, then we know that A′ ⊆ B(B,m). Therefore, for all a ∈ A′ we can find ba ∈ B
such that d(a, ba) < m. Let B
′ = {ba}a∈A′ . Then by construction of B′ we have that
dH(A
′, B′) ≤ m < ∞. which implies that A′bB. Running through the same argument
replacing A’s with B’s yields AϕB.
The above proposition also implies that in the case of a metric space (X, d), the underlying
coarse proximity relation induces the asymptotic resemblance induced by d.
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The following proposition shows that in any coarse proximity space two subsets are ϕ
related if and only if they share all coarse neighborhoods.
Proposition 2.82. Let (X,B,b) be a coarse proximity space and ϕ the weak asymptotic
resemblance induced by coarse proximity b. Then for A,B ⊆ X the following are equivalent:
(i) For all C ⊆ X A≪ C if and only if B ≪ C,
(ii) AϕB.
Proof. ((ii) =⇒ (i)) Assume AϕB and let C be such that A≪ C. Proposition 2.58 implies
the existence of E such that A ≪ E ≪ C. Notice that B ⊆ E up to a bounded set D, i.e.,
(B \D) ⊆ E. For if that is not the case, then D is an unbounded subset of X \E such that
DbA (because D ⊆ B and AϕB), and therefore implying that (X \ E)bA, a contradiction
to A ≪ E. Thus, we know that (B \D) ⊆ E and since E ≪ C (i.e., Eb̄(X \ C)), we have
that (B \D)b̄(X \ C), which by Proposition 2.51 shows that Bb̄(X \ C), i.e. B ≪ C. The
other implication follows by symmetry.
((i) =⇒ (ii)) Let B′ ⊆ B be an unbounded subset and assume towards a contradiction
that Ab̄B′. Then by the strong axiom there is an E ⊆ X such that A ≪ (X \ E) and
B′ ≪ E. However, by assumption we have that B ≪ (X \ E). In particular, this implies
that B′ ≪ (X \E). So we have that B′ ≪ E and B′ ≪ (X \E), which by Proposition 2.55
implies that B′ is bounded, a contradiction. Therefore AbB′ for every unbounded B′ ⊆ B.
Similarly one can show that A′bB for every unbounded A′ ⊆ A. Thus AϕB.
One could expect that AϕB implies that for all C ⊆ X C ≪ A if and only if C ≪ B.
However, that is not the case.
Example 2.83. Consider R2. Let A = {(x, y) | y = |x|}, B = {(x+ 1, y) | (x, y) ∈ A}, and
C = {(x, y) | (x, y) ∈ A and x ≤ 0}. Let X = A ∪ B with the metric inherited from R2.
Then AϕB and C ≪ A, but it is not true that C ≪ B (in fact, C is unbounded and disjoint
from B).
The following corollary is a direct consequence of Proposition 2.82 and will be used in
section 2.5.
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Corollary 2.84. Let (X,B,b) be a coarse proximity space and ϕ the corresponding
equivalence relation on 2X . Let A,B,C, and D be subsets of X such that AϕC and BϕD.
Then AbB if and only if CbD.
Proof. Assume Ab̄B. Then there exists E ⊆ X such that Eb̄A and (X \E)b̄B. By Remark
2.57 this can be translated to A ≪ (X \ E) and B ≪ E. By Proposition 2.82, this implies
that C ≪ (X \ E) and D ≪ E, i.e. Eb̄C and (X \ E)b̄D. By the converse of the strong
axiom this implies that Cb̄D. The converse direction follows by symmetry.
2.5 Coarse proximity maps
In this section we introduce functions preserving coarse proximity relations, called coarse
proximity maps, and we investigate their basic properties. We also show that the collections
of coarse proximity spaces and closeness classes of coarse proximity maps make up a category.
Definition 2.85. Let (X,B1,b1) and (Y,B2,b2) be coarse proximity spaces. Let f : X → Y
be a function and A and B subsets of X. Then f is a coarse proximity map provided that
the following are satisfied:
(i) B ∈ B1 implies f(B) ∈ B2,
(ii) Ab1B implies f(A)b2f(B).
Remark 2.86. Notice that a coarse proximity map sends unbounded sets to unbounded sets.
For if B /∈ B1, then Bb1B. Thus, f(B)b2f(B), implying that f(B) /∈ B2. Consequently,
preimages of bounded sets are bounded.
Remark 2.87. Notice that the composition of two coarse proximity maps is a coarse proximity
map.
The following proposition shows that in the case of metric spaces, coarse maps and coarse
proximity maps coincide.
Proposition 2.88. Let (X,Bd1 ,b1) and (Y,Bd2 ,b2) be metric coarse proximity spaces. Let
f : X → Y be a function. Then f is a coarse map if and only if f is a coarse proximity
map.
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Proof. The forward direction follows from the definitions and remark 2.86. To prove the
converse, let λ1 and λ2 be asymptotic resemblance relations induced by the metrics d1 and
d2 respectively. By Proposition 2.81 we have that these relations are precisely the ϕ1 and ϕ2
relations constructed from the respective coarse proximity structures as in Proposition 2.75
(i.e., they are weak asymptotic resemblances induced by d1 and d2, respectively). If f is a
coarse proximity mapping, A,B ⊆ X, and Aλ1B, then it is trivial to show that f(A)λ2f(B)
(the implication AϕB =⇒ f(A)ϕf(B) is actually true for any coarse proximity map. For
the proof, see Proposition 2.95). Thus, f is an asymptotic resemblance mapping as in .
Since Remark 2.86 implies that f is also proper, by Theorem 2.3 of f must also be a coarse
mapping between the metric spaces (X, d1) and (Y, d2).
Corollary 2.89. Let X and Y be metric spaces and let f : X → Y be a function. Then f
is a coarse map if and only if f is a coarse proximity map if and only if f is an asymptotic
resemblance map.
Proof. This follows from Proposition 2.88 and Proposition 2.3 of .
The following corollary shows that if X is a metric space, then any coarse proximity map
copreserves coarse neighborhoods.
Corollary 2.90. Let (X, d1), (Y, d2) be metric spaces and h : X → Y a coarse proximity
map. If A,B ⊆ Y such that A ≪ B with respect to the metric coarse proximity structure
induced by d2, then h
−1(A) ≪ h−1(B) with respect to the metric coarse proximity structure
on X induced by d1.
Proof. This is an immediate consequence of Proposition 2.88 and Proposition 2.64.
As is usual for coarse topology, the morphisms in the category of coarse proximity spaces
will not simply be coarse proximity maps, but instead equivalence classes thereof. We take
our definition of closeness to be aesthetically similar to the definition of closeness for maps
whose codomains are an asymptotic resemblance space, as in .
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Definition 2.91. Let X be a set and (Y,B,b) a coarse proximity space. Two functions
f, g : X → Y are close, denoted f ∼ g, if for all A ⊆ X
f(A)ϕg(A),
where ϕ is the weak asymptotic resemblance relation on 2Y induced by the coarse proximity
structure b.
Remark 2.92. Notice that since ϕ is an equivalence relation, the closeness relation from
Definition 2.91 is an equivalence relation. We will denote the equivalence class of a function
f by [f ].
Definition 2.93. Let (X,B1,b1) and (Y,B2,b2) be coarse proximity spaces. We call a
coarse proximity map f : X → Y a proximal coarse equivalence if there exists a coarse
proximity map g : Y → X such that g◦f ∼ idX and f ◦g ∼ idY . We say that (X,B1,b1) and
(Y,B2,b2) are proximally coarse equivalent if there exists a proximal coarse equivalence
f : X → Y.
Remark 2.94. If X is a metric space, the closeness relation from Definition 2.91 coincides
with the closeness relation defined in [21]. Also, the proximal coarse equivalence coincides
with asymptotic equivalence (also defined in ).
To define a reasonable definition of composition of two closeness classes of proximity
maps, we need to know that proximity functions preserve the ϕ relation.
Proposition 2.95. Let (X,B1,b1) and (Y,B2,b2) be coarse proximity spaces and let f :
X → Y be a coarse proximity map. Let ϕ1 and ϕ2 be weak asymptotic resemblance relations
induced by b1 and b2, respectively. Then for any A,B ⊆ X we have
Aϕ1B =⇒ f(A)ϕ2f(B).
Proof. Let A,B, and f be as in the statement of the proposition. If A and B are bounded,
then the result is trivial. So assume that A and B are unbounded. For contradiction assume
that f(A)ϕ̄2f(B). Then there exists A
′ ⊆ f(A) such that A′ is unbounded and A′b̄2f(B).
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Then A′′ := f−1(A′)∩A is unbounded, A′′ ⊆ A and A′′b̄1B (because otherwise f(A′′)b2f(B),
and since f(A′′) ⊆ f(A), f(A)b2f(B)), a contradiction to Aϕ1B.
The following proposition implies that if f ∼ g, then f is a coarse proximity
map/equivalence if and only if g is.
Proposition 2.96. Let (X,B1,b1) and (Y,B2,b2) be coarse proximity spaces. Let f : X →
Y and g : X → Y be two close functions. If f is a coarse proximity map, then so is g. If f
is a proximal coarse equivalence, then so is g.
Proof. Let ϕ1 and ϕ2 be weak asymptotic resemblance relations induced by b1 and b2,
respectively. Let us first assume that f is a coarse proximity map. Let B ⊆ X be bounded.
Since f is a coarse proximity map, f(B) is bounded. Since f(B)ϕ2g(B), Remark 2.76 implies
that g(B) is bounded. Now let A,C ⊆ X and assume Ab1C. Since f is a coarse proximity
map, f(A)b2f(C). Since g is close to f , we have that f(A)ϕ2g(A) and f(C)ϕ2g(C) Then
Corollary 2.84 implies that g(A)b2g(C). Thus, g is a coarse proximity map.
Now assume that f is a proximal coarse equivalence, i.e., there exists a coarse proximity
map f1 : Y → X such that f1 ◦f ∼ idX and f ◦f1 ∼ idY . We will show that f1 ◦g ∼ idX and
g◦f1 ∼ idY . To see that f1◦g ∼ idX , let A ⊆ X. Then since g ∼ f, we have that g(A)ϕ2f(A).
Since f1 is a coarse proximity map, Proposition 2.95 implies that (f1(g(A))ϕ1(f1(f(A)). Since
A was arbitrary, this implies that
(f1 ◦ g) ∼ (f1 ◦ f) ∼ idX .
To see that g ◦ f1 ∼ idY , let C ⊆ Y. Since g is close to f, we have g(f1(C))ϕ2f(f1(C)). Since
C was arbitrary, this implies that
(g ◦ f1) ∼ (f1 ◦ f1) ∼ idY .
Proposition 2.97. Let (X,B1,b1), (Y,B2,b2), and (Z,B3,b3) be coarse proximity spaces.
Let f : X → Y and g : Y → Z be coarse proximity functions and let [f ] and [g] be respective
closeness classes. Then the operation [f ] ◦ [g] := [f ◦ g] is well-defined.
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Proof. Let f and g be as in the statement of the proposition. Let ϕ2 and ϕ3 be weak
asymptotic resemblance relations induced by b2 and b3, respectively. Let f
′ ∈ [f ] and
g′ ∈ [g]. By Remark 2.87, g ◦ f and g′ ◦ f ′ are coarse proximity maps from X to Z. Let us
show that g ◦ f and g′ ◦ f ′ are close, which will show that [g ◦ f ] = [g′ ◦ f ′]. Let A be a set.













where the first equivalence follows from Proposition 2.95 and the second equivalence follows
from g ∼ g′. Since ϕ3 is an equivalence relation, this completes the proof that [g ◦ f ] =
[g′ ◦ f ′].
Definition 2.98. The collection of coarse proximity spaces and closeness classes of coarse
proximity maps makes up the category Cprox of coarse proximity spaces.
Remark 2.99. Associativity of morphisms in the above definition follows from the associa-
tivity of composition of functions. The identity morphism is the equivalence class of the
identity map.
Remark 2.100. Notice that if (X,B1,b1) and (Y,B2,b2) are coarse proximity spaces and
f : X → Y is a proximal coarse equivalence, then [f ] is an equivalence in the category of
coarse proximity spaces.
There are at least 3 ways to define closeness relation on maps from X to Y. If Y is a
coarse proximity space, we can define the closeness relation with respect to that relation,
as in Definition 2.91. If Y is a metric space, then we can define the closeness relation
with respect to that binary operation, as in Definition 2.24. Finally, if X is an asymptotic
resemblance space, we can define the closeness relation with respect to that relation, as in
. The following proposition and corollary show that in the case of metric spaces and coarse
proximity maps (or equivalently coarse maps, or asymptotic resemblance maps, since they
all coincide), all of these definitions of closeness coincide. To easily distinguish between the
closeness relations, we will say that f and g are close as coarse proximity maps if they are
coarse proximity maps and satisfy Definition 2.91. Also, we will say that f and g they are
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close as coarse maps if they are coarse maps and satisfy Definition 2.24. Finally, we will say
that f and g are close as asymptotic resemblance maps if they are asymptotic resemblance
maps and satisfy Definition 2.15 of .
Proposition 2.101. Let f, g : (X, d1) → (Y, d2) be maps between metric spaces. Then f
and g are close as coarse proximity maps if and only if they are close as coarse maps.
Proof. First notice that by Proposition 2.88, f (respectively g) is a coarse proximity map if
and only if f (respectively g) is a coarse map. If X is bounded, then since coarse proximity
maps (or coarse maps) send bounded sets to bounded sets, the claim is true. So let us assume
that X is unbounded. Consequently, since coarse proximity maps send unbounded sets to
unbounded sets, Y has to be unbounded as well. If f and g are close as coarse maps, then
they are trivially close as coarse proximity maps. To prove the converse, assume towards a
contradiction that f and g are close as coarse proximity maps, but are not close as coarse
maps. Then given any bounded set D ⊆ X we have that f and g restricted to X \ D are
close as coarse proximity maps but not as coarse maps. The maps f and g not being close
as coarse maps implies that for every n there is a point x ∈ X such that d2(f(x), g(x)) > n.
We then define unbounded subsets A and B of Y in the following way. Let x1 ∈ X be such
that dY (f(x1), g(x1)) > 1. Consider the bounded set C1 = B(g(x1), 1). This set is bounded
and because f and g are proper we have that C ′1 = f
−1(C1) ∪ g−1(C2) is bounded. f and g
restricted to X1 := X \ C ′1 are close as coarse proximity maps but not as coarse maps. We





bounded in Y and hence C ′2 = f
−1(C2)∪ g−1(C2) is bounded. We then define X2 := X1 \C ′2.
Then assume we have found xi and Ci, C
′
i, and Xi have been constructed for all i ≤ n− 1.








This set is bounded. Therefore, C ′n = f
−1(Cn) ∪ g−1(Cn) is also bounded. Define Xn =
Xn−1 \C ′n. We then define A = {f(xi)}i∈N and B = {g(xi)}i∈N. Given any m ∈ N such that
m > 1, the point f(xm) ∈ A has the property that d(f(xm), g(xi)) ≥ m − 1 for all i. This
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is to say that the Hausdorff distance between A and B is not finite. However, A = f({xi})
and B = g({xi}) (i.e., A and B are images of the same set under f and g, respectively),
and by the definition of coarse proximity maps being close we must have that the Hausdorff
distance between A and B is finite. This is a contradiction. Therefore f and g are close as
coarse maps.
Corollary 2.102. Let f, g : (X, d1) → (Y, d2) be maps between metric spaces. Then f and
g are close as coarse proximity maps if and only if they are close as coarse maps if and only
if they are close as asymptotic resemblance maps.
Proof. This follows immediately from Corollary 2.89, Definition 2.15 of , the fact that
asymptotic resemblance and weak asymptotic resemblance coincide in the case of metric




Here we construct the boundary functor on the category of coarse proximity spaces. It
assigns to each coarse proximity space a compact Hausdorff space that reifies the idea that if
A and B are two subsets of a coarse proximity space such that AbB then A and B are “close
at infinity”. These boundaries occur as subsets of the Smirnov boundary of a particular
small scale proximity that we can assign to a coarse proximity space. It turns out that every
compact Hausdorff space can be realized as the boundary of some coarse proximity space.
In particular, boundaries of well known compactifications such as the Higson and Gromov
compactifications arise very naturally. Our boundary construction provides a relatively
intuitive internal description of these boundaries.
This chapter is very heavily reliant on the construction of the Smirnov compactification
of separated proximity spaces. Readers unfamiliar with the construction should refer to
chapter 2 or [24].
3.1 Discrete Extensions and Boundaries of Coarse
Proximity Spaces
In this section, we introduce discrete extensions of coarse proximities. We use them to
define the boundaries of coarse proximity spaces. We also prove a few properties of such
boundaries. In particular, we show that every such boundary is compact and Hausdorff.
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Finally, we show the existence of a nontrivial functor from the category of coarse proximity
spaces (with closeness classes of coarse proximity maps) to the category of compact separated
proximity spaces (with proximity maps).
The following definition has been inspired by the definition of the Higson proximity of a
proper metric space (see Definition 3.37).
Proposition 3.1. Let (X,B,b) be a coarse proximity space. Define a binary relation δdis
(or δdis,b if the coarse proximity is not clear from the context) on the power set of X by
AδdisB ⇐⇒ A ∩B ̸= ∅ or AbB.
Then δdis is a separated proximity on X. We will call this proximity the discrete extension
of b and the space (X, δdis) the discrete extension of (X,B,b).
Proof. All the axioms besides the strong axiom are immediate. To prove the strong axiom,
let Aδ̄disB. Then A ∩ B = ∅ and Ab̄B. Consequently, there exists E ⊆ X such that Ab̄E
and (X \ E)b̄B. Since A ∩ E is bounded, the set E ′ = E \ A is disjoint from A, and we
still have Ab̄E ′ and (X \ E ′)b̄B. Since B is contained in E ′ up to a bounded set, B \ E ′ is
bounded. Consequently, E ′′ := E ′∪ (B \E ′) is still disjoint from A (we added a subset of B,
which does not intersect A), and we still have that Ab̄E ′′ and (X \E ′′)b̄B. By construction,
E ′′ fully contains B, i.e., X \E ′′ does not intersect B. In conclusion, we found E ′′ such that
A ∩ E ′′ = ∅, Ab̄E ′′, (X \ E ′′) ∩ B = ∅, and (X \ E ′′)b̄B. This means that Aδ̄disE ′′ and
(X \ E ′′)δ̄disB, which completes the proof of the strong axiom.
Now we are ready to define boundaries of coarse proximity spaces.
Definition 3.2. Let (X,B,b) be a coarse proximity space,. Let X be the Smirnov
compactification induced by δdis. Define UX ⊆ X (or UbX if the coarse proximity inducing
the discrete extension is not clear from the context) to be the set of clusters in (X, δdis) that
do not contain any bounded sets. In particular, UX ⊆ X \X. The space UX (equipped with
the subspace proximity inherited from X) is called the boundary of the coarse proximity
space (X,B,b).
42
Given a coarse proximity space (X,B,b), we will always assume that (X, δ∗dis) (or just
X) denotes the Smirnov compactification induced by δdis. To show that the boundary of a
coarse proximity space is compact and Hausdorff, we need the following lemmas.
Lemma 3.3. Let (X,B,b) be a coarse proximity space. Let σ be an arbitrary element of
UX. Then for any A,B ∈ σ, we have AbB.
Proof. Since A and B are in σ, we know that AδdisB. Then A ∩B ̸= ∅ or AbB. If A ∩B is
unbounded, then clearly AbB. Suppose that A∩B is bounded. By axiom 3 of a cluster, we
know that A\(A∩B) is in σ or A∩B is in σ. However, A∩B is bounded, so it cannot belong
to σ. Thus, it has to be that A\(A∩B) is in σ. But then (A\(A∩B))δdisB (since A\(A∩B)
is in σ and B is in σ). Since these sets are disjoint, this means that (A \ (A ∩B))bB. Since
A ∩B is bounded, this in turn implies that AbB.
Lemma 3.4. Let (X,B,b) be a coarse proximity space. Then every element of UX is closed
under the weak asymptotic resemblance ϕ induced by b. In other words, if A ∈ σ ∈ UX,
then for every B such that AϕB, we have B ∈ σ.
Proof. Let σ be an element of UX, A an element of σ, and B a subset of X such that AϕB.
We need to show that B ∈ σ. Notice that since AϕB and A is unbounded, we know that B
is unbounded. We are going to utilize axiom 2 of a cluster. Let C be an arbitrary element of
σ. We want to show that BbC, and consequently BδdisC. We know that AδdisC (because A
and C belong to the same cluster σ). By the previous lemma, this means that AbC. Since
A and B are ϕ related, they are coarsely close to the same subsets of X (see Corollary 2.84).
Thus, it has to be true that BbC, and consequently, BδdisC. Thus, we have shown that for
an arbitrary element C of σ, we have BδdisC. By axiom 2 of a cluster, this shows that B is
in σ.
Proposition 3.5. For every coarse proximity space (X,B,b), the space UX is compact and
Hausdorff.
Proof. First note that if X is bounded, then UX is empty. Thus, assume that X is
unbounded. Because X is a compact Hausdorff space and UX ⊆ X it will suffice to show
that UX is closed in X. By the remark following Definition 2.3, it suffices then to show
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that if σ ∈ X \ UX, then {σ} is not close to UX in X. Suppose σ ∈ X \ UX. This means
that there is some bounded set B ⊆ X such that B ∈ σ. Let ϕ be the weak asymptotic
resemblance induced by b. Since B is bounded, (X \ B)ϕX. By Lemma 3.4, every element
of UX is closed under the ϕ relation. Because X is an element of each cluster of X we have
that the set X \ B belongs to each element of UX. Because Bδ̄dis(X \ B), B absorbs {σ},
and X \B absorbs UX we have that {σ} is not close to UX in the Smirnov compactification.
Therefore, UX is closed in X, and is consequently compact and Hausdorff.
For the reminder of this section, for any A ⊆ X, tr(A) will denote trX,UX(A), as defined
in the introduction.
What follows are some basic facts regarding the boundary of a coarse proximity space.
Proposition 3.6. Let (X,B,b) be a coarse proximity space, and A ⊆ X. Then
1. tr(A) = ∅ if A is bounded,
2. tr(A) ̸= ∅ if A is unbounded.
Proof. To see (i), let A be bounded. Then A ∈ σ for any σ ∈ clX(A) (it is because clX(A) =
{σ ∈ X | A ∈ σ}). Consequently, tr(A) = clX(A) ∩ UX = ∅. To see (ii), notice that for each
D ∈ B, we have that A \D is unbounded. The collection A = {clX(A \D) | D ∈ B} is the
collection of nonempty closed sets in X that trivially has the finite intersection property, and
thus
⋂
A ̸= ∅. Let σ be a point in this intersection. Clearly σ ∈ clX(A) = clX(A \ ∅). Also,
σ must be an element of UX. To see that, for contradiction assume that there exists C ∈ B
such that C ∈ σ. Since σ ∈ clX(A\D) for each D ∈ B, we must have that A\D ∈ σ for each
D ∈ B. Consequently, Cδdis(A \ D) for each D ∈ B. In particular, Cδdis(A \ C). However,
this is a contradiction, since C is bounded and A \ C is unbounded (and thus Cb̄(A \ C))
and C ∩ (A \ C) = ∅. Therefore, tr(A) ̸= ∅.
The following proposition explains the intuitive notion of coarse proximities capturing
”closeness at infinity.” In particular, it shows that two subsets of a coarse proximity space
are coarsely close if and only if they are ”close at the boundary.”
Proposition 3.7. Let (X,B,b) be a coarse proximity space. Let A and B be subsets of X.
Then AbB if and only if tr(A) ∩ tr(B) ̸= ∅.
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Proof. The proposition is clearly true if at least one of the subsets is bounded, so let us
assume that both A and B are unbounded. To prove the forward direction, assume AbB.
Consequently, we have that (A \ D1)b(B \ D2) for all D1, D2 ∈ B. This implies that (A \
D1)δdis(B\D2) for all D1, D2 ∈ B. Because X is compact we have that clX(A\D1)∩clXB ̸= ∅
for all D1 ∈ B. We then have that the collection C = {clX(B)} ∪ {clX(A \ D) | D ∈ B} is
a collection of closed sets in X that has the finite intersection property. To see this, notice













∩ clX(B) ̸= ∅.
The compactness of X then tells us that
⋂
C ̸= ∅. Let σ ∈
⋂
C. The proof of Proposition 3.6
gives us that σ ∈ UX. Moreover, it is clear that σ ∈ clX(A) and σ ∈ clX(B). Thus, σ ∈ tr(A)
and σ ∈ tr(B), which shows that tr(A) ∩ tr(B) ̸= ∅.
To see the converse, assume that tr(A)∩tr(B) ̸= ∅. Let σ ∈ tr(A)∩tr(B). Then A,B ∈ σ
and σ ∈ UX, and thus Lemma 3.3 gives us that AbB.
The following proposition shows that two subsets of a coarse proximity space are ϕ related
if and only if they are ”the same at the boundary.”
Proposition 3.8. Let (X,B,b) be a coarse proximity space and ϕ the corresponding weak
asymptotic resemblance. If A,B ⊆ X, then AϕB if and only if tr(A) = tr(B).
Proof. If A and B are bounded, then clearly AϕB and tr(A) = tr(B) = ∅. If only one of
the sets is bounded, then clearly Aϕ̄B and tr(A) ̸= tr(B). So assume that A and B are
unbounded. To prove the forward direction, assume AϕB. Let σ ∈ tr(A). This means that
A ∈ σ and σ ∈ UX. Then Lemma 3.4 implies that B ∈ σ, i.e., σ ∈ clX(B). Since σ ∈ UX as
well, this shows that σ ∈ tr(B). Thus, tr(A) ⊆ tr(B) and by symmetry of the argument it
follows that tr(A) = tr(B). To prove the converse, assume tr(A) = tr(B). Let C ⊆ A be an
unbounded subset. For contradiction, assume that Cb̄B. Then C ∩ B ∈ B. We then have
that C0 = (C \ (C ∩B)) is an unbounded subset of A such that C0b̄B. Because C0 ⊆ A we
trivially have that tr(C0) ⊆ tr(A) = tr(B). Proposition 3.6 tells us that tr(C0) ̸= ∅. Thus,
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tr(C0) ∩ tr(B) ̸= ∅. Proposition 3.7 implies then that C0bB, a contradiction. Thus, CbB.
One can similarly show that if C ⊆ B is an unbounded set, then CbA. Therefore, AϕB.
For the remainder of this section, we will focus on the construction of the aforementioned
functor (from the category of coarse proximity spaces to the category of compact Hausdorff
spaces).
Proposition 3.9. Let f : (X,BX ,bX) → (Y,BY ,bY ) be a coarse proximity map. Then
f : (X, δdis,bX ) → (Y, δdis,bY ) is a proximity map. Moreover, if σ1 is in UX, then the
associated cluster σ2 in Y, as described in Proposition 2.14, is in UY.
Proof. That f is a proximity map is clear from the fact that coarse proximity maps preserve
b and all sets functions preserve nontrivial intersections. Now let σ1 be a cluster in X that
does not contain any unbounded sets. By Proposition 2.14, the associated cluster σ2 in Y is
given by
σ2 = {A ⊆ Y | ∀C ∈ σ1, Aδdis,bY f(C)}.
For contradiction, assume that B ⊆ Y is a bounded set such that B ∈ σ2. Then for all
C ∈ σ1, we have that Bδdis,bY f(C). Since B is bounded and f(C) is unbounded, this shows
that for all C ∈ σ1, we have that B ∩ f(C) ̸= ∅. Consequently, f−1(B) is a bounded set that
intersects all C ∈ σ1. Thus, f−1(B) ∈ σ1, a contradiction to σ1 ∈ UX. Thus, σ2 ∈ UY.
Corollary 3.10. Let f : (X,BX ,bX) → (Y,BB,bB) be a coarse proximity map. Then the
unique extension f ∗ : X→ Y between Smirnov compactifications maps UX to UY .
Proof. Follows immediately from Theorem 2.17 and Proposition 3.9.
Definition 3.11. The map f ∗ in Corollary 3.10 restricted in domain and codomain to UX
and UY will be denoted by Uf .
Proposition 3.12. Let f, g : (X,BX ,bX) → (Y,BY ,bY ) be close coarse proximity maps.
Then Uf = Ug.
Proof. Let σ1 be an element of UX. Let σ2 and σ′2 be the clusters in UY corresponding to
the images of σ1 under f and g, respectively. Let A ∈ σ2. Then for all C ∈ σ1, we have that
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Aδdis,bY f(C). Since f(C)ϕbXg(C) (where ϕbX is the weak asymptotic resemblance induced
by bX), this shows that Aδdis,bY g(C). Since C was an arbitrary element of σ1, this implies
that A ∈ σ2. Thus, σ2 ⊆ σ′2. The opposite inclusion follows similarly.
Proposition 3.13. Let f : (X,BX ,bX)→ (Y,BY ,bY ) and g : (Y,BY ,bY )→ (Z,BZ ,bZ) be
coarse proximity maps. Then the following are true:
1. UidX = idUX ,
2. U(g ◦ f) = Ug ◦ Uf .
Proof. Recall that given any proximity space and any clusters σ and σ′ in that proximity
space, then σ ⊆ σ′ implies σ = σ′. Keeping that in mind, (1) is immediate. To see (2), let
σ1 be an element of UX, σ2 the associated cluster in UY (through f), and σ3 the associated
cluster in UZ (through g), i.e.,
σ2 = {B ⊆ Y | ∀A ∈ σ1, Bδdis,bY f(A)},
σ3 = {C ⊆ Z | ∀B ∈ σ2, Cδdis,bZg(B)}.
Let σ′3 be the associated cluster in UZ (through g ◦ f), i.e.,
σ′3 = {C ⊆ Z | ∀A ∈ σ1, Cδdis,bZ (g ◦ f)(A)}.
Let C be any element of σ3. Then Cδdis,bZg(B) for any B in σ2. Since f(A) is in σ2 for
any A in σ1, this in particular shows that Cδdis,bZg(f(A)) for any A in σ1. Thus, C is in σ
′
3.
Consequently, σ3 ⊆ σ′3, and thus σ3 = σ′3.
Theorem 3.14. The assignment of the compact separated proximity space UX to the coarse
proximity space (X,B,b) together with the assignment of the proximity map Uf to a closeness
class of coarse proximity maps [f ] : (X,BX ,bX)→ (Y,BY ,bY ) makes up a functor from the
category CrsProx of coarse proximity spaces with closeness classes of coarse proximity maps
to the category CSProx of compact separated proximity spaces with proximity maps.
Proof. This is immediate from Corollary 3.10, Proposition 3.12, and Proposition 3.13.
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Corollary 3.15. If f : (X,BX ,bX) → (Y,BY ,bY ) is a is a coarse proximity isomorphism,
then Uf is a proximity isomorphism. In particular, if (X,BX ,bX) and (Y,BY ,bY ) are coarse
proximity isomorphic, then UX and UY are homeomorphic.
Proof. Immediate from Theorem 3.14.
3.2 Coarse Proximities from Compactifications
In this section, we will show that every compactification X of a locally compact Hausdorff
space X induces a coarse proximity structure on X whose boundary is homeomorphic to
X \ X. Keeping with the convention introduced in the previous section, for any A ⊆ X,
tr(A) will denote trX,X\X(A), as defined in the introduction.
We begin by fixing a locally compact space X with compactification X. Recall that BC
denotes the bornology of precompact sets. We can then define a natural coarse proximity
on (X,BC) using the compactification X.
Proposition 3.16. The relation b on subsets of X defined by
AbC ⇐⇒ tr(A) ∩ tr(C) ̸= ∅
is a coarse proximity on (X,BC).
Proof. We are only going to verify the strong axiom as the other axioms are straightforward.
Let A,C ⊆ X be such that Ab̄C. This means that tr(A) and tr(C) are disjoint and closed
subsets of X \X. In particular, they are disjoint and closed subsets of X. Since X is normal
and Hausdorff, there exist open sets U1 and U2 of X such that tr(A) ⊆ U1, T r(C) ⊆ U2 and
clX(U1) and clX(U2) are disjoint. Define E = U1 ∩X. Notice that E is nonempty, since U1
is open in X and X is dense in X we claim that Ab̄(X \E) and Cb̄E. The second of these
follows from
tr(E) ⊆ tr(U1) ⊆ clX(U1) and tr(C) ∩ clX(U1) = ∅.
Likewise, Ab̄(X \ E) follows from
48
tr(X \ E) = tr(X \ U1) ⊆ clX(X \ U1) = X \ U1
and
tr(A) ∩ (X \ U1) = ∅.
This establishes the strong axiom for b.
Theorem 3.17. The boundary UX of the coarse proximity space (X,BC ,b) is homeomorphic
to X \X.
Proof. Let δ be the subspace proximity on X \X and let δ∗dis,b be Smirnov proximity on the
set of all clusters in X induced by the discrete extension of b. We will show the results via
three claims.
Claim 1: xσ = {A ⊆ X | x ∈ tr(A)} is a cluster of X for all x ∈ X \X
Proof of Claim 1. Notice that the only axiom that is not clear is that if Cδ∗dis,bA for all
A ∈ xσ, then C ∈ xσ. However, if C /∈ xσ, then by definition clX(C) ∩ {x} = ∅. In
particular, x is disjoint from clX(C). Since X is compact Hausdorff, we can find an open set
U in X such that x ∈ U and clX(U) is disjoint from clX(C). Consider U ∩X. Since U is open
and Y is dense in X, U ∩X is a nonempty subset of X. Also, U ∩X is in xσ. Finally, since
clX(U) is disjoint from clX(C), we know that Cδdis,b(U ∩X), a contradiction to Cδdis,bA for
all A ∈ xσ.
Claim 2: X̃ = {xσ | x ∈ X \X}, (equipped with the proximity δ∗dis,b) is homeomorphic
to X \X.
Proof of Claim 2. Define f : (X \X)→ X̃ by f(x) = xσ. It is clear that f is surjective. To
show that f is injective, let x and y be elements of X \ X such that x ̸= y. Consequently,
there exist two open sets U1 and U2 of X such that x ∈ U1, y ∈ U2 and clX(U1) is disjoint
from clX(U2). Thus, U1 ∩ X and U2 ∩ X are nonempty subsets of X whose closures in X
don’t intersect and (U1 ∩ X) ∈ xσ and (U2 ∩ X) ∈ yσ. In particular, since the closures
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of U1 ∩ X and U2 ∩ X in X don’t intersect, they cannot be in the same cluster. Thus,
xσ ̸= yσ. To see that f is a proximity map, let A and B subsets of X \ X such that AδB,
i.e., clX\X(A) ∩ clX\X(B) ̸= ∅. Notice that
f(A) = {xσ | x ∈ A}
f(B) = {xσ | x ∈ B}
Let C and D be subsets of X that absorb f(A) and f(B), respectively. We claim that this
implies that clX\X(A) ⊆ tr(C) and clX\X(B) ⊆ tr(D). To see this, note that C absorbing
f(A) implies that C ∈ aσ for all a ∈ A, which by definition gives us that a ∈ tr(C) for
all a ∈ A. Because A ⊆ X \ X this gives us that A ⊆ tr(C). Since tr(C) is closed in
X \X, we have that clX\X(A) ⊆ tr(C). A similar argument shows that clX\X(B) ⊆ tr(D).
Because clX\X(A) ⊆ tr(C), clX\X(B) ⊆ tr(D), and clX\X(A) ∩ clX\X(B) ̸= ∅ we have
that tr(C) ∩ tr(D) ̸= ∅. This implies that CbD, and consequently we have that Cδdis,bD.
Since C and D were arbitrary absorbing sets, this shows that f(A)δ∗1f(B). Thus, f is a
bijective proximity map from a compact space to a Hausdorff space, which shows that f is
a homeomorphism.
Claim 3: UX = X̃
Proof of Claim 3. Notice that for any x ∈ X \X, we have that xσ contains only unbounded
sets (for if xσ contains a bounded set A, then tr(A) is empty, and thus cannot contain x).
Thus, X̃ ⊆ UX. To see the opposite inclusion, we can show that X̃ is dense in UX. Showing
that X̃ is dense in UX is sufficient, since X̃ is homeomorphic to X \ X, and consequently
it is compact (and thus closed) in UX. Being a dense closed subset of UX, X̃ will have to
equal UX. To show that X̃ is dense in UX, let σ ∈ UX and assume that {σ}δ∗dis,bX̃. Then
there are absorbing sets C for σ and A for X̃ such that tr(C) ∩ tr(A) = ∅. Because tr(A)
must equal X \ X (since A is in xσ for all x ∈ X \ X), this implies that tr(C) = ∅, which
implies that C is bounded. But this cannot be, since C is in σ and σ by definition contains
only unbounded sets. Thus, by contradiction it has to be that {σ}δ∗dis,bX̃. Since σ was an
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arbitrary element of UX, this shows that X̃ is dense in UX, which shows the claim and
finishes the proof of the theorem.
Given a compactification X of a locally compact Hausdorff X, we will call the
coarse proximity space (X,BC ,b) the coarse proximity structure induced on X by the
compactification X. An immediate consequence of the preceding results of this section
is the following.
Corollary 3.18. Every compact Hausdorff space arises as the boundary of a coarse proximity
space.
Proof. If X is a given compact Hausdorff space then we may take X × [0, 1] to be a
compactification of Y = X × [0, 1). Then the coarse proximity structure on Y induced
by X × [0, 1) is such that UY is homeomorphic to X.
In the next 4 sections, we are going to show how some boundaries of well-known
compactifications can be realized as boundaries of coarse proximity spaces. In the next two
sections, we use Theorem 3.17 to show how the Gromov boundary and the visual boundary
arise as boundaries of coarse proximity structures. In the final 2 sections, we describe coarse
proximities whose boundaries are homeomorphic to the Higson Corona and the Freudenthal
boundary without using theorem 3.17.
3.3 The Gromov Boundary
In this section, we will briefly review the construction of the Gromov boundary of hyperbolic
metric spaces. The results and definitions outlining the construction are as they appear
in [6] and [22]. As the Gromov boundary of a hyperbolic metric space X compactifies
X, we may treat it as the boundary of a compactification. This allows us (by using
known characterizations of the Gromov boundary and Theorem 3.17) to describe the natural
coarse proximity structure on a hyperbolic metric space whose corresponding boundary is
homeomorphic to the Gromov boundary of that space.
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Definition 3.19. Let (X, d) be a metric space and x, y, p ∈ X. The Gromov product of




(d(x, p) + d(y, p)− d(x, y)).
Definition 3.20. Let (X, d) be a metric space. Then X is said to be δ-hyperbolic for some
real number δ <∞ if for all x, y, z, p ∈ X,
(x, y)p ≥ min{(x, z)p, (y, z)p} − δ.
We note that this definition of hyperbolicity for a metric space is compatible with an
alternative characterization of hyperbolicity within geodesic metric spaces due to Rips (see
[26] or [25]).
For the remainder of this section, let (X, d) be an arbitrary δ-hyperbolic metric space
with a fixed based point p.




Definition 3.22. Two sequences (xn) and (yn) in X converging at infinity are said to be




The relation ∼ is an equivalence relation on sequences in X that converge at infinity.
We denote the equivalence class of a sequence (xn) in X converging at infinity by [(xn)] and
the set of all equivalence classes of such sequences in X by ∂X. We will proceed to define a
topology (as in in [6] and [22]) on ∂X and X = X ∪ ∂X that makes both ∂X and X into
compact Hausdorff spaces.
To do that, identify the points of X with the set of sequences in X that converge to x.
Then, extend the Gromov product on X to X in the following way: for η = [(xn)] ∈ ∂X and
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ξ = [(yn)] ∈ ∂X, define:
(η, ξ)p = inf lim inf
(m,n)→∞
(xm, yn)p,
where the infimum is taken over all representative sequences. If y ∈ X, then define
(η, y)p = inf lim inf
n→∞
(xn, y)p
These products can be written most generally for x, y ∈ X by writing
(x, y)p = inf{lim inf
i→∞
(xi, yi)p},
where the infimum is taken over all representative sequences for x and y.
The topology on X, called the Gromov topology, is given by equipping X with its
metric topology and defining a neighbourhood basis at each η ∈ ∂X by defining the sets,
Uη,R = {x ∈ X ∪ ∂X | (η, x)p > R}.
The topology on ∂X and X are such that X and ∂X are both compact Hausdorff spaces
(a more detailed presentation of this construction can be found in [6] or [22]). Since we
identified the points of X with the set of sequences in X that converge to x, we can think
of X as a dense subset of X. Consequently, we will call X the Gromov compactification
of X and ∂X the Gromov boundary. By using the definition of the topology on X, one




In particular, we have the following:
Proposition 3.23. Given a δ-hyperbolic metric space X with the Gromov boundary ∂X, a
sequence (xn) in X converges to a point η ∈ ∂X if and only if (xn) converges at infinity and
[(xn)] = η. □
Proof. See 11.101 in [22].
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Note that X equipped with the Gromov topology is first countable. Thus, if A ⊆ X,
then we have that η ∈ tr(A) = trX,∂X(A) if and only if there is a sequence (xn) in A that
converges at infinity and [(xn)] = η.
The above characterization of the intersection of the closure of A in X with the Gromov
boundary suggests the definition of a coarse proximity structure.
Theorem 3.24. Let (X, d) be a proper δ-hyperbolic metric space with the Gromov boundary
∂X. For any two sets A,B ⊆ X, define AbGB if and only if there are sequences (xn) in
A and (yn) in B that converge at infinity and are equivalent via the relation ∼. Then the
triple (X,Bd,bG) is a coarse proximity space whose boundary UbGX is homeomorphic to the
Gromov boundary ∂X.
Proof. In this case, the bornology Bd of metrically bounded subsets is identical to the
bornology BC of subsets of X whose closures in X are compact. Proposition 3.23 tells us that
if A ⊆ X is unbounded, then a point η ∈ ∂X is in tr(A) if and only if there is a sequence (xn)
in A that converges at infinity and whose equivalence class is η. Said differently, η ∈ tr(A)
if and only if there is a sequence in A that converges to η in the topology on X described
above. Then for subsets A,C ⊆ X we have that AbGC if and only if tr(A) ∩ tr(C) ̸= ∅.
That relation bG is then precisely the coarse proximity structure on (X,BC) induced by the
compactification X. Theorem 3.17 then gives us that UbGX is homeomorphic to ∂X, the
Gromov boundary of X.
Definition 3.25. For a proper δ-hyperbolic metric space X, the coarse proximity structure
(X,Bd,bG) as described in Theorem 3.24 will be called the Gromov coarse proximity
structure on X and bG will be called the Gromov coarse proximity.
3.4 The Visual Boundary
Our next example of a boundary of a coarse proximity space will be the visual boundary
assigned to a proper, complete Cat(0) metric space. Our very brief introduction to the
visual boundary is as found in [2]. The main theorem of this section is Theorem 3.35, which
54
describes the coarse proximity on a proper, complete Cat(0) space which induces a boundary
homeomorphic to the visual boundary.
Definition 3.26. A geodesic ray in a metric space (X, d) is a map c : [0,∞) → X such
that d(c(t), c(t′)) = |t− t′| for all t ∈ [0,∞). The geodesic ray c is said to be based at x0 if
c(0) = x0.
Definition 3.27. Let (X, d) be a metric space and a, b, c ∈ X any three points. A
comparison triangle for the triple (a, b, c) is another triple of points (ā, b̄, c̄) such that
ā, b̄, c̄ ∈ R2 (with the usual Euclidean metric) and d(a, b) = d(ā, b̄), d(b, c) = d(b̄, c̄), and
d(a, c) = d(ā, c̄).
Definition 3.28. Given a geodesic metric space (X, d), a geodesic triangle in X consists
of three vertices a, b, c ∈ X and three geodesic segments between the three possible pairs of
distinct vertices.
Definition 3.29. Let (X, d) be a geodesic metric space. We say that X is a Cat(0) space
if given a geodesic triangle ∆ ⊆ X with comparison triangle ∆ ⊆ R2, we have that for all
x, y in ∆, d(x, y) ≤ d(x̄, ȳ).
Definition 3.30. Two geodesic rays c and c′ in a metric space (X, d) are said to be
asymptotic if there is a constant K such that d(c(t), c′(t)) ≤ K for all t ∈ [0,∞).
In what follows, we will assume that (X, d) is a Cat(0) space with a complete metric.
We will also denote the equivalence class of a geodesic ray γ in X by [γ], the set of all such
equivalence classes ∂X, and denote X ∪ ∂X by X.
Given a point x0 inX, there is a bijection fromX to the inverse limit of closed balls around
x0, denoted lim←−B(x0, r). The bijection is defined by mapping an equivalence class [γ] to the
geodesic ray in [γ] that begins at x0 and maps a point x ∈ X to the map cx : [0,∞) → X
whose restriction to [0, d(x0, x)] is the geodesic segment joining x0 to x and whose restriction
to [d(x0, x),∞) is the constant map at x. We will denote the topology for which this bijection
is a homeomorphism by T (x0) and refer to it as the cone topology on X.
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Remark 3.31. If X is a complete Cat(0) space, then the cone topology on X is independent
of the basepoint chosen. That is, if x0, x
′
0 are distinct points in X, then the cone topologies
T (x0) and T (x′0) on X are homeomorphic. For full details, see [2].
Definition 3.32. Let X be a complete Cat(0) space, x0 ∈ X, and let X be given the cone
topology based at x0. Then ∂X equipped with the subspace topology inherited from X is called
the visual boundary of X.
A basis for the topology on X is the collection of all open metric balls around points
in X, together with neighbourhoods centered on points in ∂X defined in the following way:
given x0 ∈ X, a geodesic ray η starting at x0, and given positive real numbers r, ϵ > 0, let ρr :
X = lim←−B(x0, r)→ B(x0, r) be the standard projection, and then define the neighborhood
as
U(η, r, ϵ) := {x ∈ X | d(x, η(0)) > r, d(ρr(x), c(r)) < ϵ}
Remark 3.33. If X is a proper and complete Cat(0) space with visual boundary ∂X, then
the space X equipped with the cone topology (defined using any basepoint) is a compact,
first countable, Hausdorff space. Moreover, in such a case the visual boundary ∂X is also
compact.
In light of the previous remark, we may view the cone topology onX as a compactification
of X with boundary. We can then equip X with the coarse proximity structure induced by
the compactification. The next proposition will let us recharacterize the coarse proximity
induced by this compactification using properties internal to X.
Proposition 3.34. Let X be a proper complete Cat(0) space, x0 ∈ X, and let X be given the
cone topology based at x0. A sequence (xn) in X (with X viewed viewed as a subspace of X)
converges to a point [η] ∈ ∂X if and only if the geodesics joining x0 to xn converge (uniformly
on compact sets) to the geodesic ray that begins at x0 and belongs to the equivalence class of
η.
Proof. See Chapter II.8 in [2].
Theorem 3.35. Let (X, d) be a proper and complete Cat(0) space. Define a relation b on
(X,B) by defining for all A,B ⊆ X :
56
AbVB ⇐⇒ ∃(xn) ⊆ A, (yn) ∈ B, [η] ∈ ∂X, limxn = lim yn = [η]
⇐⇒ ∃(xn) ⊆ A, (yn) ∈ B, [η] ∈ ∂X, [lim[x0, xn]] = [lim[x0, yn]] = [η]
where [a, b] denotes a geodesic from a to b. The triple (X,BC ,bV ) is a coarse proximity space
whose boundary UbV X is homeomorphic to the visual boundary ∂X.
Proof. As the compactification X is first countable, we have that a point [η] ∈ ∂X is in
clX(A) for some A ⊆ X if and only if there is a sequence (xn) in A that converges to [η] in
the sense of Proposition 3.34. Then, for subsets A,B ⊆ X we have that AbVB if and only
if trX,∂X(A) ∩ trX,∂X(B) ̸= ∅. Then, (X,BC ,bV ) is precisely the coarse proximity structure
induced by the compactification X. Consequently the boundary UbV X is homeomorphic to
∂X, the visual boundary of X.
Definition 3.36. For a proper and complete Cat(0) space (X, d), the coarse proximity
structure (X,BC ,bV ) will be the visual coarse proximity on the proper and complete
Cat(0) space X, and bG will be called the visual coarse proximity.
3.5 The Higson Boundary
In this section, we show how the Higson corona of a proper metric space is a boundary of a
particular coarse proximity space (whose underlying base space is that proper metric space).
Recall that (X, d) is called k-discrete for some k > 0, if, for any distinct x, y ∈ X, we
have d(x, y) ≥ k.
Theorem 3.37. Let (X, d) be a proper metric space, and let δH be a binary relation on the
power set of X defined by:
AδHB ⇐⇒ d(A,B) = 0 or AbdB,
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where d(A,B) = inf{d(x, y) | x ∈ A, y ∈ B}. Then δH is a separated proximity that
is compatible with the topology on X. We will call this proximity the Higson proximity
associated to the metric space (X, d).
Proof. The proof is straightforward.
In other words, two subsets A and B of a proper metric space X are close via the Higson
proximity if the distance between them is 0 or if they are metrically coarsely close. If (X, d)
is a k-discrete proper metric space for some k > 0, then the condition d(A,B) = 0 can be
replaced with A ∩ B ̸= ∅. Thus, when the k-discrete proper metric space is equipped with
the metric coarse proximity bd, the Higson proximity is the discrete extension of bd, i.e.,
δH = δdis,bd .
Definition 3.38. Let (X, d) be a proper metric space. The Higson compactification of X,
denoted hX, is the Smirnov compactification of (X, δH). The Higson corona (i.e., Higson
boundary) is the corresponding Smirnov boundary hX \ X and is customarily denoted by
νX.
The equivalence of the above definition with the standard way of constructing the Higson
compactification (see [26] or [30] for the standard construction) has been given in [? ].
Proposition 3.39. Let (X, d) be a proper k-discrete metric space for some k > 0. Then a
cluster σ ∈ hX is an element of the Higson Corona νX if and only if σ does not contain
any bounded sets.
Proof. Bounded sets in X are necessarily compact (actually finite) by the properness and
the k-discreteness of X. Consequently, the forward direction follows from Proposition 2.19.
Conversely, if σ ∈ hX does not contain any bounded sets, then clearly σ ̸= σx for any x ∈ X.
Thus, σ ∈ hX \X = νX.
Theorem 3.40. If (X, d) is a proper metric space, then UbdX is homeomorphic to the Higson
corona νX.
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Proof. If (X, d) is a proper metric space, then it is well-known that X is coarsely equivalent
to a 1-discrete proper subset X ′ of itself. Because
δH = δdis,bd ,
Proposition 3.39 tells us that UbdX ′ is the Higson corona νX ′ of X ′. We also know that
 coarsely equivalent spaces have homeomorphic Higson coronas (see Corollary 2.42 in
[26]),
 UbdX is homeomorphic to UbdX ′ (coarsely equivalent metric spaces are coarse
proximity isomorphic by Proposition 2.88, and thus by Corollary 3.15 their boundaries
are homeomorphic).
Thus, if ≈ denotes a homeomorphism, we have that
UbdX ≈ UbdX ′ = νX ′ ≈ νX
which shows that UbdX is homeomorphic to the Higson corona νX.
3.6 The Freudenthal Boundary
In this section, we explicitly construct (without using Theorem 3.17) a coarse proximity
structure on a locally compact Hausdorff space such that the boundary of that coarse
proximity space is the Freudenthal boundary.
Definition 3.41. Let X be a topological space and A and B two subsets of X. We say that
A and B are separated by a compact set if there exists a compact set K ⊆ X and open
sets U1, U2 ⊆ X such that
1. X \K = U1 ∪ U2,
2. U1 ∩ U2 = ∅,
3. A ⊆ U1 and B ⊆ U2.
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The following proximity characterization of the Freudenthal compactification of a locally
compact Hausdorff space comes from [20].
Definition 3.42. If X is a locally compact Hausdorff space, then the Freudenthal
compactification of X is the Smirnov compactification of the separated proximity δF on
X, called the Freudenthal proximity, defined by
Aδ̄FB ⇐⇒ A and B are separated by a compact set.
We will denote the Freudenthal compactification of X by FX.
Recall that Proposition 2.19 tells us the elements of FX \X do not contain any compact
sets. Thus, if a bornology on X consists of all precompact sets (denoted BC) , then elements
of FX \X do not contain any bounded sets (since clusters are closed under taking supersets).
Proposition 3.43. Let X be a locally compact Hausdorff space. Define the relation bF on
the power set of X by:
Ab̄FB if and only if there are compact sets D,K ⊆ X such that (A \ D) and (B \ D) are
separated by K.
Then (X,BC ,bF ) is a coarse proximity space.
Proof. The only axiom that is not clear is the strong axiom. Let A,B ⊆ X be such that
Ab̄FB. Then by definition there are compact sets D and K such that there are disjoint
open sets U, V ⊆ X that are disjoint from K, cover X \K, and contain A \D and B \D,
respectively. Then V is a subset of X such that Ab̄FV and (X \ V )b̄FB. Thus, the triple
(X,BC ,bF ) is a coarse proximity space.
Notice that with the notation from Definition 3.42 and Proposition 3.43, we have that
AbFB ⇐⇒ (A \D)δF (B \D) for all bounded sets D.
Definition 3.44. For a locally compact Hausdorff space X, the coarse proximity structure
(X,BC ,bF ) will be called the Freudenthal coarse proximity structure on X, and bF
will be called the Freudenthal coarse proximity.
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Our goal is to show that FX \ X is homeomorphic to UX. The two following lemmas
are used to prove Proposition 3.47, which says that clusters in FX \X are exactly those in
UbFX.
Lemma 3.45. Let X be a locally compact Hausdorff space. If A,B ⊆ X are sets such that
A,B ∈ σ for some σ ∈ FX \X, then AbFB.
Proof. Since A,B ∈ σ, Proposition 2.19 implies that both A and B are unbounded. For
contradiction, assume that Ab̄FB. Then there is a compact set D ⊆ X such that (A \
D)δ̄F (B \D). However, by Proposition 2.20, (A \D) and (B \D) are elements of σ, which
in particular means that (A \D)δF (B \D), a contradiction.
Lemma 3.46. Let X be a locally compact Hausdorff space. Let A and B be susbets of X.
Then
(AδFB and Ab̄FB) =⇒ clX(A) ∩ clX(B) is compact.
Proof. Since Ab̄FB, there exist compact D and compact K such that X \K = U1 ∪ U2 for
some open sets U1 and U2 that are disjoint and A \ D ⊆ U1 and B \ D ⊆ U2. If we show
that clX(A)∩ clX(B) ⊆ K ∪D, then clX(A)∩ clX(B) is a closed subset of a compact space,
and consequently is compact. To see that clX(A) ∩ clX(B) ⊆ K ∪D, let x be an element of
clX(A) ∩ clX(B). For contradiction, assume that x /∈ K ∪ D. Since x /∈ K, without loss of
generality we can assume that x ∈ U. Since X is regular, let V1 and V2 be open sets such that
x ∈ V1, K ∪D ⊆ V2, and V1 ∩ V2 = ∅. Then x belongs to an open set V1 ∩U1 that is disjoint
from B (since B \D does not intersects U1 and D does not intersect V1). This contradicts
the fact that x is in the closure of B.
Proposition 3.47. Let X be a locally compact Hausdorff space. Let σ be a collection of
susbets of X. Then
σ ∈ FX \X ⇐⇒ σ ∈ UbFX.
Proof. (=⇒) Let σ ∈ FX\X be given. By Proposition 2.19, σ does not contain any bounded
sets. Thus, it is enough to show that σ satisfies all the axioms of a cluster under δdis,bF . This
will show that σ ∈ UbFX. To see the first axiom of a cluster, notice that by Lemma 3.45, we
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have that if A,B ∈ σ then AbFB, which shows that Aδdis,bFB. To prove the second axiom
of a cluster, notice that
Aδdis,bFB ∀B ∈ σ ⇐⇒ ∀B ∈ σ,A ∩B ̸= ∅ or AbFB
⇐⇒ ∀B ∈ σ,A ∩B ̸= ∅ or (A \D)δF (B \D)∀D ∈ B
=⇒ ∀B ∈ σ,A ∩B ̸= ∅ or AδFB
=⇒ ∀B ∈ σ,AδFB
=⇒ A ∈ σ.
The last axiom of a cluster is true, since σ is also a cluster in FX \X by assumption.
(⇐=) Let σ ∈ UbFX be given. By definition, σ does not contain any compact sets. Thus,
if σ is a cluster in FX, then it clearly is a cluster in FX \X. To see that σ is a cluster in
FX, we need to show the three axioms of a cluster:
1. if A,B ∈ σ then AδFB,
2. if C ⊆ X is such that CδFA for all A ∈ σ, then C ∈ σ
3. if A ∪B ∈ σ, then A ∈ σ or B ∈ σ.
Axiom 3 is obvious, since σ is also a cluster in UbFX by assumption. To see axiom 1,
assume A,B ∈ σ. Note that if Aδ̄FB, then A and B can be separated by a compact set.
In particular, they are disjoint and Ab̄FB. But this is a contradiction to Aδdis,bFB. Thus,
AδFB.
Finally, we need to prove the last axiom, which will finish the proof. Let C ⊆ X be
such that CδFA for all A ∈ σ. For contradiction, assume that C /∈ σ. Then there has to
exist B ∈ σ such that Cδ̄dis,bFB (otherwise, since σ is a cluster in UbFX it would imply that
C ∈ σ by the second axiom of a cluster). In particular, this implies that Cb̄FB. Since we
have that CδFB and Cb̄FB, Lemma 3.46 tells us that W = clX(C) ∩ clX(B) is compact.
Since X is also locally compact, we can find a finite open cover U1, ..., Un of W such that






It is clear that W ⊆ W ′ and W ′ is compact. Since B ∈ σ and W ′ is compact, B \W ′ ∈ σ.
Consequently, by the assumption about C we have CδF (B \W ′). Proposition 2.21 implies
then that there exists a cluster σ2 in FX that contains both C and B \W ′. To show that
σ2 is not a point cluster, we prove a series of claims:
Claim 1: clX(C) ∩ clX(B \W ′) = ∅.
Notice that clX(C) ∩ clX(B \W ′) ⊆ clX(C) ∩ clX(B). Thus, showing that clX(B \W ′) is
disjoint from clX(C)∩ clX(B), proves Claim 1. Thus, to prove Claim 1 it is enough to prove:
Claim 2: clX(B \W ′) is disjoint from clX(C) ∩ clX(B).
To see that claim 2 is true, notice that
clX(C) ∩ clX(B) = W ⊆ int(W ′) ⊆ X \ clX(B \W ′),
where int(W ′) denotes the interior of W ′ in X. This proves Claim 2 and consequently Claim
1.
Claim 3: σ2 is not a point cluster, i.e., σ2 ∈ FX \X.
To see that Claim 3 is true, for contradiction assume that there exists x ∈ X such that
{x} ∈ σ2. Under the assumptions of Claim 3, we will show that
Claim 4: neither clX(C) nor clX(B \W ′) contains x.
If x ∈ clX(C), then by Claim 1 we have that clX(C) ∩ clX(B \W ′) = ∅. Thus, by regularity
we can find an open set V that contains x and whose closure is disjoint from clX(B \W ′).
Then the boundary of V is a separating compact set for x and clX(B \W ′). In other words,
{x}δ̄F clX(B\W ′). But this is a contradiction, since both x and clX(B\W ′) are in σ2 and thus
should be δF -close. Consequently, x /∈ clX(C). Similarly one can show that x /∈ clX(B \W ′).
Thus, x is in neither clX(C) nor clX(B \W ′). This proves Claim 4.
Claim 3 proof cont.: Notice that Claim 4 implies that x ∈ X \ (clX(C) ∪ (clX(B \W ′))).
But since (clX(C) ∪ (clX(B \W ′))) is closed, by the same argument that uses regularity we
can show that this implies that {x}δ̄F (clX(C)∪ (clX(B \W ′))), a contradiction (since clX(C)
is in σ2, (clX(C)∪ (clX(B \W ′))) is in σ2, and consequently (clX(C)∪ (clX(B \W ′))) should
be δF -close to x). Thus, it has to be that σ2 is not a point cluster, i.e., σ2 ∈ FX \X. This
shows Claim 3.
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Since both C and B \W ′ belong to a cluster σ2 ∈ FX \X, by Proposition 2.20 we have
that both C \K and (B \W ′) \K belong to σ2 for any compact set K. This implies that
(C \K)δF ((B \W ′) \K) for any compact K, which implies that (C \K)δF (B \K) for any
compact set K. Consequently, CbFB, which contradicts the original assumption about C.
Thus, C ∈ σ, finishing the proof that σ is an element of FX \X.
Theorem 3.48. Let X be a locally compact Hausdorff space. Then UbFX is homeomorphic
to FX \X.
Proof. In light of Proposition 3.47 it will be enough to show that the identity map id :
UX → FX \ X is continuous. As both of these spaces are compact and Hausdorff, it is




is the proximity relation of UX. We wish to show that Aδ∗FB where
δ∗F is the proximity on FX. Let A,B ⊆ X be absorbing sets for A and B, respectively. Since
Aδ∗dis,bFB, we know that Aδdis,bFB, i.e., A∩B ̸= ∅ or AbFB. Since either of these conditions







Our goal in this chapter is to describe the relationships that exist between coarse proximity
structures, coarse structures, and asymptotic resemblances. As said in the introduction,
coarse structures and coarse proximities are large scale analogs of uniform structures and
small scale proximities, respectively. As uniform structures induce small scale proximities and
every samll scale proximity is induced by at least one (totally bounded) uniform structure it
is not unreasonable to expect that a well defined relationship exists between coarse structures
and coarse proximities. However, as we will see this relationship does not exactly mirror the
relationship in the small scale case. Asymptotic resemblances don’t have a meaningful small
scale analog, which makes their presence among the machinery of coarse geometry all the
more interesting. As stated in chapter 2 asymptotic resemblances generalize the properties
that the relation of finite Hausdorff distance enjoys in the metric case. As this relation is also
induced by the metric coarse proximity structure it becomes natural to expect a relationship
between asymptotic resemblances and coarse proximities in general. We explore that in this
chapter as well.
The definitions and basic results about coarse spaces, asymptotic resemblances, and
coarse proximities are foundational for this chapter. These can be found in chapter 2.
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4.1 Coarse Normality
In this section, we introduce coarse normality of coarse spaces. We also show that for
connected coarse spaces it agrees with large-scale normality introduced by Dydak and
Weighill in [8] and with asymptotic normality introduced by Honari and Kalantari in [21].
We begin by introducing a relation on the power set of a connected coarse space that
under certain conditions will induce a coarse proximity. The reader is encouraged to compare
the following definition with the definition of the coarse neighborhood operator for large scale
spaces, given in [8].
Definition 4.1. Let (X, E) be a coarse space and let A,B ⊆ X be any two subsets. Define
A ≺ B, if for every entourage E ∈ E , we have that E[A] ⊆ B ∪ K for some bounded set
K ⊆ X.
Remark 4.2. The above definition implies that A ⊆ B up to some bounded set K, i.e.,
(A \K) ⊆ B.
The following proposition introduces equivalent definitions of the ≺ relation.
Proposition 4.3. Let (X, E) be a connected coarse space, λ the asymptotic resemblance
induced by E , B the collection of coarsely bounded sets, and A,B ⊆ X any two subsets.
Then the following are equivalent:
(i) A ≺ B,
(ii) A and X \B are asymptotically disjoint,
(iii) For all E ∈ E , there exists D ∈ B such that
(
(A \D)× ((X \B) \D)
)
∩ E = ∅.
Proof. ((i) =⇒ (ii)). Assume A ≺ B. For contradiction, assume that A′ ⊆ A and C ′ ⊆
(X \B) are unbounded subsets such that A′λC ′, i.e., there exists E ⊆ E such that A′ ⊆ E[C ′]
and C ′ ⊆ E[A′]. Since A ≺ B, we have that E ′[A] ⊆ B ∪K for some bounded set K ⊆ X.
Since A′ ⊆ A, we have that
C ′ ⊆ E[A′] ⊆ E[A] ⊆ B ∪K.
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Thus, (C ′ \K) ⊆ B. Since C ′ is unbounded and K is bounded, (C ′ \K) is nonempty. But
this is a contradiction, since (C ′ \K) ⊆ (X \B), by the definition of C ′.
((ii) =⇒ (i)). For contradiction, assume that A ̸≺ B, i.e., there exists E ∈ E such that
E[A] ̸⊆ B ∪ K for any bounded K ⊆ X. In other words, E[A] ∩ (X \ B) is unbounded.
Without loss of generality we can assume that E is symmetric. Set C ′ = E[A]∩ (X \B). For
each c ∈ C ′ there exists a ∈ A such that (c, a) ∈ E. Let A′ be the collection of all such a’s.
Notice that A′ is unbounded, since if it is bounded, then so is E[A′]. But E[A′] contains C ′,
so it has to be unbounded. So we have an unbounded A′ ⊆ A, an unbounded C ′ ⊆ (X \B),
and E ∈ E such that
C ′ ⊆ E[A′] and A′ ⊆ E[C ′],
a contradiction to A′λ̄C ′.
((i) =⇒ (iii)) Let E ∈ E be arbitrary. Without loss of generality we can assume that
E contains the diagonal. Since A ≺ B, there exists K ∈ B such that (E[A] \K) ⊆ B. Let
D be all those elements of A such that E[D] ⊆ K. Since K is bounded, so is E[D]. Since E
contains the diagonal, D is bounded as well. Thus, by the construction of D we have that
E[A \D] ⊆ B. In other words, if there exists x ∈ X and a ∈ (A \D) such that (x, a) ∈ E,
then x cannot be in (X \B). In particular, it cannot be in ((X \B) \D), which shows (iii).
((iii) =⇒ (i)) For contradiction, assume that A ̸≺ B, i.e., there exists E ∈ E such that
E[A]∩(X\B) is unbounded. LetD ∈ B be arbitrary. Then C := (E[A]∩(X\B))\(E∪△)[D]
is nonempty. Let c ∈ C. Then there exists a ∈ A such that (c, a) ∈ E. What is more, a /∈ D.
For if a ∈ D, then c ∈ E[D], a contradiction. So we have c ∈ ((X \B) \D), a ∈ (A \D) and
(a, c) ∈ E. Since D was an arbitrary unbounded subset, this contradicts (iii).
Remark 4.4. Notice that if (X, E) is a connected coarse space, then the collection B from
the above theorem is a bornology.
Now we introduce a condition under which ≺ relation will induce a coarse proximity.
Definition 4.5. A coarse space (X, E) is called coarsely normal if for every pair of subsets
A,B ⊆ X such that A ≺ B, there is a subset C ⊆ X satisfying A ≺ C ≺ B.
The reader familiar with [8] will spot an immediate resemblance to large scale normality
defined for large scale structures. Indeed, after translating from large scale structures to
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coarse structures, the two notions coincide for connected coarse spaces, as the following
lemma and proposition show:
Lemma 4.6. Let (X, E) be a connected coarse structure, B the bornology induced by E , and
D1, D2 ∈ B. If A and B are two subsets of X such that A ≺ B, then the following hold:
(i) A ∪D1 ≺ B \D2,
(ii) A \D1 ≺ B ∪D2.
Proof. Straighforward.
The reader unfamiliar with large scale structures can take (ii) of the following proposition
as the definition of the large scale normality given in [8].
Proposition 4.7. Let (X, E) be a connected coarse structure. Then the following are
equivalent:
(i) (X, E) is coarsely normal,
(ii) For any A,B ⊆ X, define A ≺∗ B if A ⊆ B and A ≺ B. Then A ≺∗ B implies that
there exists a subset C ⊆ X satisfying A ≺∗ C ≺∗ B.
Proof. To show (i) =⇒ (ii), assume A ≺∗ B, i.e., A ⊆ B and A ≺ B. By coarse normality,
this implies the existence of C ′ ⊆ X such that A ≺ C ′ ≺ B. In particular, this shows that
there exist bounded sets D1 and D2 such that A ⊆ C ′ ∪ D1 and C ′ ⊆ B ∪ D2. We can
assume that D1 ⊆ A and D2 ⊆ (X \ B). Set C = (C ′ ∪D1) \D2. By repeated application
of Lemma 5.40, we have that A ≺ C ≺ B. Also, A ⊆ C ⊆ B, which follows from the fact
that D2 ∩ A = ∅ (which in particular shows that D2 ∩ D1 = ∅). To show (ii) =⇒ (i),
assume A ≺ B. In particular, this means that △[A] = A ⊆ B ∪ D for some bounded set
D. By Lemma 5.40, this means that A \ D ≺∗ B, and thus there exists C ⊆ X such that
A \D ≺∗ C ≺∗ B. In particular, this means that A \D ≺ C ≺ B, and by Lemma 5.40, we
have A ≺ C ≺ B.
Now we will show that in case of coarse spaces, coarse normality is also equivalent to
asymptotic normality, defined in [21]. For the convenience of the reader, we recall the
definition here.
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Definition 4.8. An asymptotic resemblance space (X,λ) is asymptotically normal if
for all asymptotically disjoint subsets A1, A2 ⊆ X, there are subsets X1, X2 ⊆ X such that
X = X1 ∪X2, A1 is asymptotically disjoint from X1, and A2 is asymptotically disjoint from
X2.
Proposition 4.9. Let (X, E) be a coarse space and λ the asymptotic resemblance induced
by E . Then the following are equivalent:
(i) (X, E) is coarsely normal,
(ii) (X,λ) is asymptotically normal.
Proof. ((i) =⇒ (ii)) Assume A1, A2 ⊆ X such that A1 and A2 are asymptotically disjoint,
i.e., A1 ≺ (X \ A2). Thus, there exists C such that A1 ≺ C ≺ (X \ A2). Set X1 = (X \ C)
and X2 = C. Then clearly X = X1 ∪ X2, A1 is asymptotically disjoint from X1, and A2 is
asymptotically disjoint from X2.
((ii) =⇒ (i)) Assume A,B ⊆ X such that A ≺ B, i.e., A and (X \B) are asymptotically
disjoint. Thus, there exists X1, X2 ⊆ X such that X = X1∪X2, A is asymptotically disjoint
from X1, and (X \ B) is asymptotically disjoint from X2. Let C = X2. Then the following
hold:
1. A is asymptotically disjoint from X1 = (X \X2) = (X \ C),
2. (X \B) is asymptotically disjoint from X2 = C,
which is the same as saying A ≺ C ≺ B.
Thanks to the above proposition, it follows from [21] that the class of coarsely normal
coarse spaces in nonempty. In particular, all metric spaces (with the metric coarse structure)
are coarsely normal. Also, notice that in the above proof we used the definition of the ≺
relation that involved asymptotic resemblance. In particular, the fact that λ was induced
by a coarse structure was not used. Therefore, the same proof will show the following
proposition:
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Proposition 4.10. Let (X,λ) be an asymptotic resemblance space. For any A,B ⊆ X,
define A ≺ B if and only if A and X \B are asymptotically disjoint. Then the following are
equivalent:
(i) A ≺ B implies that there exists C ⊆ X such that A ≺ C ≺ B,
(ii) (X,λ) is asymptotically normal.
At this point the reader may be wondering if there exist coarse spaces that are not
coarsely normal. Indeed, in [8] it is shown that there exist such coarse spaces. The following
example was inspired by Corollary 11.4 in that paper (translated to the setting of coarse
spaces):
Example 4.11. Let X = R+ and let E ′ be the collection of subsets of R+×R+ that consists
of finitely many half-lines starting at the y or x axis and parallel to the diagonal. Let E be
the collection of all the subsets of elements of E ′. Then it is easy to see that E is a coarse
structure whose bounded sets are the subsets of R+ of finite cardinality. Let A = (0, 1) and
let B = R+ \ N. It is clear that A ≺ B. Also, notice that any C ⊆ X such that A ≺ C
needs to contain a set of the form R+ \ D, where D is a sequence of points diverging to
infinity (it is because for any x ∈ R+ we can always find E ∈ E such that (0, x) ⊆ E[A]).
However, since we can always draw a half-line parallel to the diagonal that misses countably
many points (more precisely, misses all the points in D ×D), there exists E ∈ E such that
E[C] ⊇ E[R+ \D] = R+, i.e., E[C] = R+. But this means that C ̸≺ B for any C such that
A ≺ C, i.e., (X, E) is not coarsely normal.
4.2 Coarse Proximities Induced by Coarse Structures
and Asymptotic Resemblances
Finally, we are ready to prove that ≺ relation on a connected coarsely normal space induces
a coarse proximity. In the proof, we utilize the characterization of the ≺ relation that uses
asymptotic resemblance induced by the given coarse structure (see Proposition 4.3).
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Theorem 4.12. Let (X, E) be a connected coarse space and B the bornology induced by E.
The relation ≺ induces a coarse proximity on the pair (X,B) if and only if (X, E) is coarsely
normal.
Proof. If ≺ induces a coarse proximity on the pair (X,B), then (X, E) is coarsely normal by
(ii) of Proposition 2.58. To prove the converse, assume that (X, E) is coarsely normal. To
show that ≺ induces a coarse proximity, it is enough to show that the relation ≺ satisfies (1)
through (6) of Theorem 2.55. To show (viii), letD ∈ B be arbitrary. Since subsets of bounded
sets are bounded, there is no such D′ ⊆ D such that D′ is unbounded. Therefore, Xλ̄D
is satisfied vacuously, i.e., X ≺ (X \ D). To show (ii), assume A ≺ B. For contradiction,
assume that C := A ∩ (X \ B) is unbounded. Then C ⊆ A, C ⊆ (X \ B), and C is
unbounded. By Proposition 2.22 of [21], we have that CλC, which contradicts the fact
that A is asymptotically disjoint from (X \ B). Thus, it has to be that A ∩ (X \ B) is
bounded, i.e., A is contained in B up to some bounded set. To show (iii), assume that
A ⊆ B ≺ C ⊆ D. If A ̸≺ D, then there exist unbounded A′ ⊆ A ⊆ B and unbounded
D′ ⊆ (X \ D) ⊆ (X \ C) such that A′λD′, a contradiction to B ≺ C. So it has to be
that A ≺ D. To show (v), assume A ≺ B1 and A ≺ B2, i.e., A is asymptotically disjoint
from (X \ B1) and (X \ B2). For contradiction, assume that A ̸≺ (B1 ∩ B2), i.e., there
exists unbounded A′ ⊆ A and unbounded C ′ ⊆ X \ (B1 ∩ B2), such that A′λC ′. However,
notice that X \ (B1 ∩ B2) = (X \ B1) ∪ (X \ B2). Thus, there has to exist unbounded
C ′′ ⊆ C ′ such that C ′′ ⊆ (X \B1) or C ′′ ⊆ (X \B2) (otherwise C ′ would be bounded, being
the union of two bounded sets). Without loss of generality assume that C ′′ ⊆ (X \ B1).
Notice that since A′λC ′, by Proposition 2.6 of [21], there exists A′′ ⊆ A′ such that A′′λC ′′.
Clearly A′′ has to be unbounded (for if it is bounded, then there exists x ∈ X such that
xλA′′λC ′′, contradicting the fact that C ′′ is unbounded). So we have unbounded A′′ ⊆ A,
and unbounded C ′′ ⊆ (X \ B1) such that A′′λC ′′, a contradiction to A ≺ B1. So it has
to be the case that A ≺ (B1 ∩ B2). To show the converse, assume A ≺ (B1 ∩ B2). If
without loss of generality A ̸≺ B1, then there exist unbounded A′ ⊆ A and unbounded
C ′ ⊆ (X \ (B1)) ⊆ (X \ (B1 ∩ B2)) such that A′λC ′, a contradiction to A ≺ (B1 ∩ B2).
To show (vii), assume A ≺ B and for contradiction assume that (X \ B) ̸≺ (X \ A). Then
there exist unbounded B′ ⊆ (X \ B) and unbounded A′ ⊆ (X \ (X \ A)) = A such that
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B′λA′, which contradicts A ≺ B. The converse is shown similarly. Finally, (ii) is the coarse
normality.
Corollary 4.13. Let (X, E) be a connected coarsely normal coarse space, λ the asymptotic
resemblance induced by E , B the bornology induced by E , and A,B ⊆ X any two subsets.
Define the relation b on the power set of X by any of the following equivalent conditions:
(i) AbB if and only if there exists E ∈ E such that E[A] ∩B is unbounded,
(ii) AbB if and only if there exists an unbounded A′ ⊆ A and an unbounded B′ ⊆ B such
that A′λB′,
(iii) AbB if and only if there exists E ∈ E such that for all D ∈ B,
(
(A \D)× (B \D)
)
∩ E ̸= ∅.
Then b is a coarse proximity.
Proof. This is a direct consequence of Theorem 4.12, Proposition 4.3, and Theorem 2.66.
Remark 4.14. Notice that (iii) of the above corollary is in line with the definition of the
metric coarse proximity, where two subsets A and B of a metric space (X, d) are coarsely
close if and only if there exists ϵ <∞ such that for all bounded setsD, there exists a ∈ (A\D)
and b ∈ (B \D) such that d(a, b) < ϵ.
Since in the proof of Theorem 4.12 we have used the characterization of the ≺ relation
that uses the induced asymptotic resemblance, the proof of that theorem also shows that
connected asymptotically normal asymptotic resemblance spaces naturally induce coarse
proximities, as in the following corollary.
Corollary 4.15. Let (X,λ) be a connected asymptotic resemblance space and B the bornology
induced by λ. For any A,B ⊆ X, define A ≺ B if and only if A and X \B are asymptotically
disjoint. The relation ≺ induces a coarse proximity on the pair (X,B) if and only if (X, E)
is asymptotically normal.
Proof. This is a direct consequence of Proposition 4.10 and the proof of Theorem 4.12.
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Corollary 4.16. Let (X,λ) be a connected asymptotically normal asymptotic resemblance
space, B the bornology induced by λ, and A,B ⊆ X any two subsets. Define the relation b
on the power set of X by
AbB if and only if there exists an unbounded A′ ⊆ A and an unbounded B′ ⊆ B such
that A′λB′,
i.e., A and B are not asymptotically disjoint. Then b is a coarse proximity.
Proof. This is a direct consequence of Corollary 4.15 and Theorem 2.66.
4.3 Counterexamples
In this section we will construct two counterexamples. The first is a coarse proximity
structure that is not induced by any coarse structure. Second, we construct a coarse
proximity structure that is not induced by any asymptotic resemblance. The second of these
comes about by a technique we will call “boundary stitching”, which is a way of glueing
together coarse proximity spaces that have homeomorphic boundaries.
Lemma 4.17. Let (X, E) be a coarse space which induces a coarse proximity structure
(X,B,b). If B has a countable basis, then for all A,B ⊆ X we have that AbB if and
only if there are unbounded countable sets A0 ⊆ A and B0 ⊆ B0 such that A0bB0.
Proof. The statement is clearly true when either A or B is bounded, so let us assume that
both A and B are unbounded. The backward direction is clear. To see the forward direction,
assume AbB. By definition, this implies that there is an entourage E ∈ E such that for all
D ∈ B we have
[(A \D)× (B \D)] ∩ E ̸= ∅.
Let {Dn}n∈N be a countable basis for B. Without loss of generality we may assume that
Di ⊆ Di+1 for each i. Then for each n ∈ B, let (xn, yn) ∈ A×B be chosen so that
(xn, yn) ∈ [(A \Dn)× (B \Dn)] ∩ E.
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Define A0 := {xn}n∈N and B0 := {yn}n∈N. Then A0 add B0 are countable, unbounded, and
we trivially have that A0bB0.
Now we will construct a coarse proximity space (Y,B,b) (whose bornology has a countable
basis) and two unbounded subsets A and B such that AbB but for all unbounded countable
sets A0 ⊆ A and B0 ⊆ B, we have that A0b̄B0. By the above lemma, this will show that the
coarse proximity structure on Y is not induced by any coarse structure on Y.
Let I := [0, 1] be the closed interval with its metric topology and define X := II to be the
corresponding product space with its product topology. By Tychonoff’s theorem, this space
is compact. Let (Y,B,b) be the coarse proximity space defined by Y := X × [0, 1), B is all
precompact sets in Y , and for any subsets A,B ⊆ Y define AbB if and only if their closures
in X × [0, 1] intersect in X ×{1}. The fact that (Y,B,b) is indeed a coarse proximity space
follows from the results of section 3.2. Define
A := {(0)t∈I} × [0, 1).
To define B, recall that for any nontrivial interval J (open, closed, or half open) and any
positive natural number k we have that
|I| = |J | = |R| = |Rk| = |Jk|,
where | · | denotes the cardinality of a set. Thus, it is easy to see that for any such interval
J and any positive natural number k we have that there is a bijection from J to the set of
subsets of I of size k. To construct B, define ϕ1 to be any bijection between [0, 1/2] and the
set of singletons in [0, 1]. Define ϕ2 to be any bijection between (1/2, 3/4] and the subsets of







the subsets of [0, 1] of size n. This gives an injective function ϕ from [0, 1) to finite subsets
of I. We then define
B :=
{(xt)} × {k} ∈ Y
∣∣∣∣∣∣k ∈ [0, 1), xt = 0 if t ∈ ϕ(k)xt = 1 if t /∈ ϕ(k)
 .
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To see that AbB, notice that the intersection of the closure of A in X× [0, 1] and X×{1}
is precisely the point {(0t)}×{1}. Denoting the intersection of the closure of B in X× [0, 1]
and X ×{1} by B′, we claim that {(0t)}× {1} ∈ B′. Let U be a basic open set in X × [0, 1]
containing {(0t)}×{1}. Say U = V ×W, where W ⊆ [0, 1] is an open set containing 1. More
specifically, we can assume that W = (1 − ϵ, 1]. Let t1, t2, . . . , tn be finitely many elements
of [0, 1] such that πt(V ) ̸= [0, 1] if and only if t ∈ {t1, . . . , tn}. Chose m ∈ N such that
m > n and 2
m−1−1
2m−1






{t1, . . . , tn} ⊆ ϕ(k). Then the point {(xt)} × {k} ∈ B characterized by
xt =
 0 t ∈ ϕ(k)1 t /∈ ϕ(k)}

is an element of B contained in U. Therefore, {(0t)} × {1} ∈ B′, and consequently AbB.
Now let A0 ⊆ A and B0 ⊆ B be unbounded countable subsets. Note that the intersection
of the closure of A0 in X× [0, 1] with X×{1} is precisely the singleton {(0t)}×{1}. Consider
B0. We know that for each {(xt)} × {k} ∈ B0, only finitely many xt are equal to 0 and the
rest of them are equal to 1. Let C ⊆ [0, 1] be all t such that there is some {(xs)}× {k} ∈ B0
for which xt = 0. In other words, C is the collection of all those ”coordinates” of X where
at least one element of B0 has value 0. Because B0 is countable and each point of B0 is such
that only finitely many coordinates are equal to 0, we have that C is countable. Let t0 be






where Ut0 := [0, 1/3) and Ut = [0, 1] for all t ∈ [0, 1] for which t ̸= t0. Then U is a well-defined
open neighborhood of {(0t)}×{1} in X× [0, 1]. However, note that for all {(xt)}×{k} ∈ B0,
we have that xt0 = 1. Therefore, B0 ∩ U = ∅, i.e., {(0t)} × {1} is not in the closure of B0 in
X × [0, 1]. Consequently, we have that A0b̄B0.
It is left to show that the bornology on Y has a countable basis. Let A := {X × [0, r] ⊆
X × [0, 1) | r rational}. Clearly A is countable and each set X × [0, rn] is an element of B.
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Also, each element of B is a subset of X × [0, r] for some r. Thus, A is a countable basis for
B.
4.3.1 Boundary Stitching
Now we will construct a coarse proximity space by ”stitching” two coarse proximity spaces
at their homeomorphic boundaries. Let (X,BX ,bX) and (Y,BY ,bY ) be coarse proximity
spaces for which the boundaries UX and UY are homeomorphic. Let BX⊔Y be the collection
of all subsets of the disjoint union X ⊔ Y that are subsets of some finite union of sets in BX
and BY . Then BX⊔Y is a bornology on X ⊔ Y . Let g : UY → UX be a homeomorphism. If
A ⊆ X ⊔Y is unbounded in (X ⊔Y,BX⊔Y ) then one of A∩X or A∩Y is unbounded. Then
for unbounded A,B ⊆ X ⊔ Y, we define
AbgB ⇐⇒ [trX(A) ∪ g(trY (A))] ∩ [trX(B) ∪ g(trY (B))] ̸= ∅.
Proposition 4.18. With the notation above, the following are true:
1. (X ⊔ Y,BX⊔Y ,bg) is a coarse proximity space,
2. U(X ⊔ Y ) is homeomorphic to UX.
Proof. To see (1), let us show that the the strong axiom holds (since the other axioms are
evident). Let AbgB. This means that
[∪g(trY (A))] ∩ [trX(B) ∪ g(trY (B))] = ∅.
To find the desired set E, consider X ⊔ Y with the disjoint union topology. Create the
set X ⊔g Y by glueing X and Y along UX and UY using g. Equip that glued space with
the usual quotient topology coming from the projection map π : X ⊔ Y → X ⊔g Y. It is
easy to see that X ⊔g Y is compact and Hausdorff, and consequently normal. Notice that
trX(A) ∪ g(trY (A)) and trX(B) ∪ g(trY (B)) are closed and disjoint subsets of X ⊔g Y. By
Urysohn’s Lemma, there exists a continuous map f : X⊔g Y→ [0, 1] such that f(x) = 0 for
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, 1])) ∩ (X ⊔ Y ).
Notice that E is an open set in (X ⊔ Y ). Also, notice that trX(E) (i.e., the trace of E ∩X
in UX) does not intersect trX(A) ∪ g(trY (A)) (because otherwise f has to take the value of
0 and some other value in [2
3
, 1] at a point of intersection). Similarly, g(trY (E)) does not
intersect A′X ∪ g(trY (A)). In other words,
[trX(A) ∪ g(trY (A))] ∩ [E ′X ∪ g(E ′Y )] = ∅,
i.e., AbgE. Similarly one can easily show that Bbg((X ⊔ Y ) \ E). This finishes the proof of
the strong axiom.
To show (2), let δg be the discrete extension of bg. Notice that the inclusion map h : X →
(X ⊔Y ) is a coarse proximity map. Consequently, by Corollary 3.10, the unique extension of
h between the Smirnov compactifications of X and (X ⊔ Y ) is continuous and maps UX to
U(X ⊔Y ). Denote that map from UX to U(X ⊔Y ) by h̄. To show that this map is injective,
let σ1, σ2 ∈ UX be clusters with identical image σ3. Recall that by Proposition 2.14, σ3 is
given by
σ3 = {A ⊆ (A ⊔B) | ∀B ∈ σ1, AδgB} = {A ⊆ (A ⊔B) | ∀B ∈ σ2, AδgB}.
Notice that σ1 ⊆ σ3. For if A ∈ σ1, then AbXB for all B ∈ σ1, which is equivalent to
trX(A) ∩ trX(B) ̸= ∅ for all B ∈ σ1. This in turn implies that AbgB for all B ∈ σ1. Thus,
A ∈ σ3. Similarly one can show that σ2 ⊆ σ3. To see that σ1 ⊆ σ2, let A ∈ σ1. Since σ1 ⊆ σ3,
AδgB for all B ∈ σ2. Since both A and B are subsets of X, this means that A and B intersect
or trX(A) ∩ trX(B) ̸= ∅ (since g(trY (A)) = g(trY (B)) = ∅). In particular, this implies that
A ∩ B ̸= ∅ or AbXB for all B ∈ σ2. Thus, A ∈ σ2. Thus, σ1 ⊆ σ2. The opposite inclusion
follows similarly. Thus, h̄ is injective on UX. Finally, to see that h̄ is surjective, let σ be an
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arbitrary element of U(X ⊔ Y ). Consider
σ′ := {A ⊆ X | A ∈ σ}.
To see that σ is a cluster in UX, let δX denote the discrete extension of bX and let A,B ∈ σ′.
Then A,B ∈ σ and thus AδbB. Since both A and B are strictly subsets ofX (and not Y ), this
implies that trX(A) ∩ trX(B) ̸= ∅, which in turn implies that AbXB. Consequently, AδXB.
To see the second axiom of a cluster, let AδXC for all C ∈ σ′. Consequently, A ∩ C ̸= ∅ or
AbXC for all C ∈ σ′. W claim that this implies that A∩C ̸= ∅ or AbgC for all C ∈ σ. If that
is not the case, then there exists C ∈ σ such that A ∩ C = ∅ and Ab̄gC. Since C ∈ X ⊔ Y,
C = D ∪ E where D ⊆ X,E ⊆ Y, and D ∩ E = ∅. Since C ∈ σ, either D ∈ σ or E ∈ σ. If
D ∈ σ, then D ∈ σ′ and we have a contradiction, since D ∩ A = ∅ and Db̄XA, i.e., Dδ̄XA.
Thus, it has to be that E ∈ σ. Since clX(A) and g(E ′Y ) are closed and disjoint in X, by the
application of Urysohn’s Lemma in X on clX(A) and g(E
′
Y ), we get an open set F in X that
is disjoint from A and whose trace in UX contains g(E ′Y ) while at the same time is disjoint
from the trace of A. Notice that F ∈ σ. It is because if H is an arbitrary element of σ, then
HbgE (since they both belong to σ). Consequently,
(trX(H) ∪ g(trY (H))) ∩ g(trY (E)) ̸= ∅,
which implies that
(trX(H) ∪ g(trY (H))) ∩ trX(F ) ̸= ∅,
which implies that FδgH. Since H was an arbitrary element of σ, this shows that F ∈ σ.
But this is a contradiction, since F ∈ σ′, but F δ̄XA. Thus, it has to be that A ∩ C ̸= ∅ or
AbgC for all C ∈ σ. This shows that A ∈ σ and consequently A ∈ σ′. Finally, to prove the
last axiom of a cluster, let A ∪ B ∈ σ′. Then A ∪ B ∈ σ. Consequently, A ∈ σ or B ∈ σ,
which shows that either A ∈ σ′ or B ∈ σ′. This finishes the proof that σ′ is a cluster in UX
(because it is clear that σ′ can only contain unbounded sets). Finally, let us show that the
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image of σ′ under g is σ. Recall that
g(σ′) = {A ⊆ (A ⊔B) | ∀B ∈ σ′, AδgB}.
If A ∈ σ, then clearly AδgB for all B ∈ σ′ (because any B ∈ σ′ is also an element of σ).
Consequently, A ∈ g(σ′). Therefore, σ ⊆ g(σ′), which implies that σ = g(σ′). This finishes
the proof that ḡ is a continuous bijective function between compact and Hausdorff spaces
UX and U(X ⊔ Y ), i.e., ḡ is a homeomorphism from UX to U(X ⊔ Y ).
With this technique in hand we can construct a coarse proximity structure that is not
induced by any asymptotic resemblance.
Lemma 4.19. Let (X,λ) be an asymptotic resemblance space which induces a coarse
proximity structure (X,B,b) with corresponding weak asymptotic resemblance relation ϕ.
If A,B ⊆ X are unbounded sets such that AλB, then AϕB.
Proof. Let A,B ⊆ X be unbounded sets such that AλB and let B0 ⊆ B be an unbounded
set. We wish to show that B0bA. If B0 = B, then we are done. Otherwise, we have that
(B0 ∪ (B \ B0))λA which implies that A = (A1 ∪ A2), where A1 and A2 are nonempty and
are such that A1λB0 and A2λ(B \ B0). Because B0 is unbounded we have that A1 is also
unbounded. Then A1 ⊆ A is such that A1λB0, and hence AbB0. Similarly, if A0 ⊆ A is
unbounded, then A0bB. Thus, AϕB.
Proposition 4.20. Let (X,λ) be an asymptotic resemblance space that induces the coarse
proximity structure (X,B,b) with corresponding weak asymptotic resemblance ϕ. If A1 and
B1 are unbounded sets such that A1bB1, then there are unbounded sets A2 ⊆ A1 and B2 ⊆ B1
such that A2ϕB2.
Proof. Immediate consequence of Lemma 4.19.
Example 4.21. Let (X, d) be an unbounded proper metric space with metric coarse
proximity structure (X,B1,b1). Then UX is homeomorphic to the Higson corona νX. Let
(Y,B2,b2) be the ”box space” (i.e., Y := νX × [0, 1), see Corollary 3.18) corresponding to
νX. Let g : νX → νX × {1} be the homeomorphism defined by x 7→ (x, 1). Consider the
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coarse proximity space (X⊔Y,BX⊔Y ,bg). Recall that for any x ∈ νX, there is no unbounded
set A ⊆ X whose trace on the Higson corona νX is precisely {x}. Let x0 ∈ νX be given.
Define A1 ⊆ Y to be {x0} × [0, 1) and define B1 = X. Then A1bgB1, but if A2 ⊆ A1
and B2 ⊆ B1 are any two unbounded sets, then we have that A2ϕ̄B2 because ϕ related sets
have the same trace, but tr(A2) = {x0} and tr(B2) cannot be precisely {x0}. Therefore, the





Dimension theory in coarse geometry arguably began with Gromov’s definition of asymptotic
dimension in [12]. It would come to greater prominence in 2000 when Yu proved the Novikov
conjecture for groups with finite asymptotic dimension, [31]. Research into the asymptotic
dimension theory of metric spaces and abstract spaces remains an active area of research.
It has also inspired a dimension theory that somewhat mirrors classical dimension theory,
with multiple dimensional invariants having been defined and their relationships explored.
In this chapter we study dimensional invariants of coarse proximity spaces. Two of the
inductive dimensions defined here, asymptotic inductive dimension, and asymptotic Brouwer
dimensiongrad, are generalizations of dimensional invariants defined for metric spaces by
Bell and Dranishnikov [1]. We also define a covering dimension for coarse proximity spaces
inspired by the proximity dimension defined for small scale proximity spaces by Smirnov in
[28]. In particular we establish some basic relationships between the asymptotic inductive
dimension and asymptotic Brouwer dimensiongrad for coarse proximity spaces. We also
relate the asymptotic inductive dimension to the large inductive dimension of the boundary.
Finally, we show that the covering dimension for coarse proximity spaces coincides with the
Lebesgue covering dimension of the boundary.
Recall from chapter 3 each coarse proximity space (X,B,b) has the associated boundary
UX. This boundary space UX is constructed as follows: let δ to be a proximity on X defined
by
AδB ⇐⇒ (A ∩B ̸= ∅ or AbB).
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This δ is a separated proximity called the discrete extension of the coarse proximity b.
Then UX is defined to be a subset of X (where X denotes the Smirnov compactification
associated to δ) containing only those clusters that do not contain any bounded sets. It was
shown in chapter 3 that UX is compact and Hausdorff, and that UX encodes the asymptotic
behavior of subsets of X. In particular, if for A ⊆ X, one defines the trace of A, denoted
by trX,UX(A) when the coarse proximity is not clear and tr(A) or trX(A) otherwise, by
trX,UX = clX(A) ∩ UX,
then for A,B ⊆ X, one has
1. AbB ⇐⇒ trX(A) ∩ trX(B) ̸= ∅,
2. AϕB ⇐⇒ trX(A) = trX(B),
3. A≪ B =⇒ trX(A) ⊆ int(trX(B)),
4. A,B ∈ σ ∈ UX =⇒ AbB,
where int(trX(B)) is the interior of trX(B) in UX.
We finish this section with a definition that will be important for later results.
Definition 5.1. Let (X,B,b) be a coarse proximity space and Y ⊆ X a nonempty subset.
We say that Y is dense at infinity in X if Y ϕX.
In the case where X is a metric space equipped with its metric coarse proximity structure
a subspace Y being dense at infinity in X is equivalent to it being a subspace that is coarsely
equivalent to X. However, in general this is not true. There are coarse proximity spaces
with subspaces that are dense at infinity that are not equivalent to the entire space.
5.1 Asymptotic inductive dimension of coarse proxim-
ity spaces
In this section, we define asymptotic inductive dimension of coarse proximity spaces. Our
definition is a generalization of the definition of asymptotic inductive dimension for proper
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metric spaces as defined by Dranishnikov in [3], whose definition is a coarse analog of the
large inductive dimension. Our definition will provide an invariant within the category of
coarse proximity spaces.
We first review the definition of the large inductive dimension. For a thorough treatment
of the theory thereof, see [9].
Definition 5.2. Given disjoint subsets A and B of a topological space X, a separator
between them is a subset C ⊆ X such that there are disjoint open sets U, V ⊆ X such that
X \ C = U ∪ V , A ⊆ U , and B ⊆ V .
Notice that separators are necessarily closed.
Definition 5.3. Let X be a normal space. The large inductive dimension of X, denoted
Ind(X), is defined in the following way:
 Ind(X) = −1 if and only if X is empty;
 for n ≥ 0, Ind(X) ≤ n if for every pair of disjoint closed subsets A,B ⊆ X, there
exists a separator C ⊆ X between A and B such that Ind(C) ≤ n− 1;
 Ind(X) = n if n ≥ −1 is the smallest integer for which Ind(X) ≤ n holds;
 if Ind(X) ≤ n doesn’t hold for any integer, then we say that Ind(X) =∞.
The following coarse analog of large inductive dimension for proper metric spaces given
by Dranishnikov can be found in [3] and [1]. To understand the definition, recall that
two subsets A and B of a metric space are called asymptotically disjoint if and only if
limr→∞(A \Nr(x0), B \Nr(x0)) =∞ for any base point x0, where Nr(x0) denotes the ball of
radius r with the center x0. This is equivalent to saying that A and B are not coarsely close
in the metric coarse proximity structure induced by the metric d.
Definition 5.4. Given a proper metric space (X, d) and two subsets A,B ⊆ X that are
asymptotically disjoint, a set C ⊆ X is an asymptotic separator between A and B if the
trace of C in νX (i.e., the intersection of the closure of C in the Higson compactification
and the Higson Corona νX) is a separator in νX between traces of A and B in νX.
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Definition 5.5. Let (X, d) be a proper metric space. The asymptotic inductive
dimension of X, denoted asInd(X), is defined in the following way:
 asInd(X) = −1 if and only if X is bounded;
 for n ≥ 0, asInd(X) ≤ n if for every pair of asymptotically disjoint subsets A,B ⊆ X,
there exists an asymptotic separator C ⊆ X between A and B such that asInd(C) ≤
n− 1;
 asInd(X) = n if n ≥ −1 is the smallest integer for which asInd(X) ≤ n holds;
 if asInd(X) ≤ n doesn’t hold for any integer, then we say that asInd(X) =∞.
Now we generalize Dranishnikov’s asymptotic inductive dimension to all coarse proximity
spaces.
Definition 5.6. Given subsets A and B of a coarse proximity space (X,B,b) such that
Ab̄B, a set C ⊆ X is an asymptotic separator between A and B if trX(C) is a separator
in UX between trX(A) and trX(B).
Note that the above definition coincides with Dranishnikov’s definition of an asymptotic
separator in the case of proper metric spaces.
Definition 5.7. Let (X,B,b) be a coarse proximity space. The asymptotic inductive
dimension of X, denoted asInd(X), is defined in the following way:
 asInd(X) = −1 if and only if X is bounded;
 for n ≥ 0, asInd(X) ≤ n if for A,B ⊆ X such that Ab̄B, there exists an asymptotic
separator C ⊆ X between A and B such that asInd(C) ≤ n− 1 (where C is equipped
with the subspace coarse proximity structure);
 asInd(X) = n if n ≥ −1 is the smallest integer for which asInd(X) ≤ n holds;
 if asInd(X) ≤ n doesn’t hold for any integer, then we say that asInd(X) =∞.
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Note that the above definition coincides with Dranishnikov’s definition of an asymptotic
inductive dimension when the proper metric space is given the metric coarse proximity
structure.
To show that the asymptotic inductive dimension is invariant in the category of coarse
proximity spaces, we need the following two lemmas.
Lemma 5.8. Let f : (X,B1,b1)→ (Y,B2,b2) be a coarse proximity isomorphism with coarse
proximity inverse g. Let ϕ1 and ϕ2 be weak asymptotic resemblances associated to b1 and
b2, respectively. Then given A,B ⊆ X, we have that:
1. Ab1B if and only if f(A)b2f(B),
2. Aϕ1B if and only if f(A)ϕ2f(B).
Proof. That Ab1B implies f(A)b2f(B) is given simply by the definition of a coarse
proximity map. If f(A)b2f(B), then gf(A)b1gf(B). By the definition of coarse proximity
isomorphisms, we have that gf(A)ϕ1A and gf(B)ϕ1B. By Corollary 2.84, we get that Ab1B.
If Aϕ1B, then f(A)ϕ2f(B) because coarse proximity isomorphisms preserve ϕ relations.
To see the opposite direction, let f(A)ϕ2f(B). Then, gf(A)ϕ1gf(B). By the definition of
coarse proximity isomorphisms, this shows that Aϕ1gf(A)ϕ1gf(B)ϕ1B, which implies that
Aϕ1B.
Lemma 5.9. Let f : (X,B1,b1) → (Y,B2,b2) be a coarse proximity map and Uf : UX →
UY the corresponding continuous map between boundaries. Then for an unbounded set A ⊆
X with trace trX(A), we have that Uf(trX(A)) ⊆ trY (f(A)). If f is a coarse proximity
isomorphism with coarse inverse g, then Uf(trX(A)) = trY (f(A)).
Proof. Let f : (X,B1,b1) → (Y,B2,b2) be given. Identify X and Y as the corresponding
sets of point clusters given by the respective discrete extensions δ1 and δ2. Let A ⊆ X be
unbounded. Note that if σ is an element of UX, then by the remarks after Theorem 2.13,
and because A≪ B implies that trX(A) ⊆ int(trX(B)) for all A,B, we have that
σ ∈ trX(A) ⇐⇒ Cb1A for all C ∈ σ.
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Also, recall that Uf(σ) is given by
Uf(σ) = {D ⊆ Y | Db2f(C) for all C ∈ σ}.
Let σ ∈ trX(A). We wish to show that Uf(σ) ∈ trY (f(A)). It will suffice to show that
if D ∈ Uf(σ) then Db2f(A). However, this is trivial, since A ∈ σ, and consequently
f(A) ∈ Uf(σ). Thus Uf(trX(A)) ⊆ trY (f(A)).
Now assume that f is a coarse proximity isomorphism with a coarse inverse g. Let σ′ ∈
trY (f(A)). Then Db2f(A) for all D ∈ σ′. We wish to show that σ′ ∈ Uf(trX(A)), i.e., there
exists σ ∈ trX(A) such that Uf(σ) = σ′ Define
σ := Ug(σ′) = {C ⊆ X | Cb1g(D) for all D ∈ σ′}.
Let us show that σ ∈ trX(A) and Uf(σ) = σ′. To see that σ ∈ trX(A), recall that σ′ ∈
trY (f(A)) implies that f(A) ∈ σ′. Consequently, g(f(A)) ∈ σ. Since clusters in the boundary
are closed under the ϕ relation (see Lemma 3.4) and g(f(A))ϕ1A by the definition of a coarse
proximity isomorphism, we have that A ∈ σ. To see that Uf(σ) = σ′, let D ∈ σ′. To show
that D ∈ Uf(σ), we need to show that Db2f(C) for all C ∈ σ. Let C ∈ σ. This means that
Cb1g(E) for all E ∈ σ′. In particular, Cb1g(D). Consequently,
f(C)b2f(g(D))ϕD.
Thus, f(C)b2D, finishing the proof that σ
′ ⊆ Uf(σ). But this implies that Uf(σ) = σ′.
Thus, Uf(trX(A)) = trY (f(A)), as desired.
Theorem 5.10. Isomorphic coarse proximity spaces have the same asymptotic inductive
dimension.
Proof. As could be expected, the proof will be by induction. Let f : (X,B1,b1)→ (Y,B2,b2)
be a coarse proximity isomorphism with coarse inverse g. If asInd(X) = −1, then X is
bounded, which implies that Y is bounded as well, giving asInd(Y ) = −1. Now assume that
the result holds up to (and including) n− 1 and assume that asInd(X) = n. Let A,B ⊆ Y
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be such that Ab̄2B. Then by Lemma 5.8 we have that g(A)b̄1g(B). Because asInd(X) = n
we have that there is an asymptotic separator C ⊆ X between g(A) and g(B) such that
asInd(C) ≤ n−1. By the definition of coarse proximity isomorphisms, we have that fg(A)ϕA
and fg(B)ϕB. Since ϕ-related sets have the same trace, we have that (fg(A))′ = trX(A) and
(fg(B))′ = trX(B). By inductive hypothesis, we have that asInd(f(C)) = asInd(C) ≤ n−1.
It will then suffice to show that f(C) is an asymptotic separator between A and B. However,
this follows from Lemma 5.9. Therefore, asInd(Y ) = n.
Dranishnikov’s question regarding the relation between dim(νX) and asInd(X) for
proper metric spaces can be generalized to:
Does dim(UX) = asInd(X) for all coarse proximity spaces (X,B,b)?
The answer to this generalized question is negative. To see it, we need the following
lemmas.
Lemma 5.11. Let (X,B,b) be a coarse proximity space, and let A1, B1 ⊆ UX be disjoint
closed subsets. Then there are unbounded subsets A2, B2 ⊆ X such that A2b̄B2, A1 ⊆
trX(A2), and B1 ⊆ trX(B2).
Proof. Let δ be the discrete extension of b, and X the Smirnov compactification of (X, δ).
Let A1, B1 ⊆ UX be given. Because UX is a closed and compact subset of X, we have
that A1 and B1 are disjoint closed subsets of X. Then using Urysohn’s lemma gives a
continuous (proximity) function f : X → [0, 1] such that f(A1) = 0 and f(B1) = 1. We
then define A2 = f
−1([0, 1/3]) ∩X and B2 := f−1([2/3, 1]) ∩X. These two sets are clearly
disjoint. They are also nonempty and unbounded as f−1([0, 1/3]) and f−1([2/3, 1]) are
compact neighborhoods of A1 and B1 in X, respectively. Now we will show that A1 ⊆ A′2.
Let σ ∈ A1. Let U be an arbitrary open set in X that contains σ. Then f−1([0, 1/3]) ∩ U
is an open set in X that contains σ. Because X is dense in X we have that every open
neighborhood about σ contains some point of X. In particular, it contains an element of A2.
Consequently, σ is in the closure of A2 in X, i.e., σ ∈ trX(A2). Showing that B1 ⊆ trX(B2)
is similar.
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Lemma 5.12. Let (X,B,b) be a coarse proximity space and Y ⊆ X a nonempty subset. If
(Y,BY ,bY ) is the subspace coarse proximity structure, then the inclusion map ι : Y → X
induces an embedding Uι : UY → UX. Moreover, the image of Uι is precisely trX(Y ).
Proof. If Y is bounded, then the corollary is trivially true, so let us assume that Y is
unbounded. Let δY and δ be the discrete extensions of bY and b, respectively. The inclusion
map ι : Y → X is trivially a coarse proximity map, and therefore induces a continuous map
Uι : UY → UX. To show that this map is also injective, let σ1, σ2 ∈ UY be clusters with
identical image. Recall that this image is given by
Uι(σ1) = {A ⊆ X | ∀B ∈ σ1, Aδι(B)} = {A ⊆ X | ∀B ∈ σ2, Aδι(B)}.
Since ι(B) = B for all B ⊆ Y , we have that for all B1 ∈ σ1 and B2 ∈ σ2, B1, B2 ∈ Uι(σ1).
Hence, B1δB2, and subsequently B1δYB2. Thus, if B1 ∈ σ1, then B1δYC for all C ∈ σ2.
Therefore B1 ∈ σ2. Similarly one show that if B2 ∈ σ2, then B2 ∈ σ1. Therefore, σ1 = σ2
from which we conclude that Uι is an embedding.
To see that the image of Uι is trX(Y ), let Uι(σ) be an arbitrary element of the image
of Uι for some σ ∈ UY. To see that Uι(σ) ∈ clX(Y ), notice that for all B ∈ σ, we have
that Y bι(B) (it is because ι(B) = B and B ∩ Y is unbounded, since B is unbounded and
B ⊆ Y ). Thus, Y ∈ Uι(σ), i.e., Uι(σ) ∈ clX(Y ). Consequently, Uι(σ) ∈ trX(Y ). Conversely,
let σ ∈ trX(Y ). In particular, Y ∈ σ. Then by Theorem 5.16 in [24], there exists a unique
cluster σ′ in (Y, δY ) contained in σ, namely
σ′ := {A ⊆ Y | A ∈ σ}.
Notice that σ′ ∈ UY (otherwise σ would contain a bounded set, since bounded sets in Y
are bounded in X). Consider Uι(σ′). It is a cluster in UX. We will show that σ = Uι(σ′),
which will finish the proof. Let A ∈ σ. Notice that any element of σ′ is also an element of σ.
Consequently, for all B ∈ σ′ we have that AδB. In other words, Aδι(B) for all B ∈ σ′, i.e.,
A ∈ Uι(σ′). Thus, σ ⊆ Uι(σ′), which shows that σ = Uι(σ′), as desired.
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In light of the above lemma, we may identify the boundary UY of a subspace Y of a
coarse proximity space (X,B,b) with its trace trX(Y ).
Theorem 5.13. Ind(UX) ≤ asInd(X) for all coarse proximity spaces (X,B,b).
Proof. The proof is by induction on asInd(X). If asInd(X) = −1, then X is bounded
and UX = ∅ which implies that Ind(UX) = −1. Now assume that the result holds for
asInd(X) < n. Assume that asInd(X) = n and let A1, B1 ⊆ UX be disjoint closed subsets.
Then A1 and B1 are disjoint closed (compact) subsets in X, the Smirnov compactification
of the proximity space (X, δ), where δ is the discrete extension of b. By Lemma 5.11, there
are unbounded subsets A2, B2 ⊆ X such that A2b̄B2, A1 ⊆ trX(A), and B1 ⊆ trX(B2).
Because asInd(X) = n, there is an asymptotic separator C ⊆ X between A2 and B2 such
that asInd(C) ≤ n− 1. Because A1 ⊆ trX(A2) and B1 ⊆ trX(B2) we have that trX(C) is a
topological separator between A1 and B2. Since by Lemma 5.12 we have that UC = trX(C),
by inductive hypothesis we get
Ind(trX(C)) = Ind(UC) ≤ asInd(C) ≤ n− 1.
Since covering dimension is always smaller or equal to large inductive dimension on
compact Hausdorff spaces, we get the following corollary.
Corollary 5.14. dim(UX) ≤ asInd(X) for all coarse proximity spaces (X,B,b).
In 1958, P. Vopenka described a class of compact Hausdorff spaces for which the large
inductive dimension is strictly greater than the covering dimension (see [23]). Since every
compact Hausdorff space can be realized as the boundary of a coarse proximity space (see
Corollary 3.18), Theorem 5.13 answers the question of Dranishnikov generalized to coarse
proximity spaces, as stated in the following corollary.
Corollary 5.15. There is a coarse proximity space X for which dim(UX) < asInd(X).
Since we know that Ind(UX) ≤ asInd(X) for all coarse proximity spaces (X,B,b), the
next most natural question is under what conditions do Ind(UX) and asInd(X) coincide?
We provide answers to this question in the next section.
We finish this section with a perhaps surprising result.
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Theorem 5.16. Let (X,B,b) be a coarse proximity space and let Y ⊆ X be a nonempty
subset that is dense at infinity in X when give the subspace coarse proximity structure. Then
asInd(Y ) ≥ asInd(X)
Proof. We will proof this by induction on asInd(Y ). If asInd(Y ) = −1 then Y has empty
boundary and because Y ϕX we have that X must also have empty boundary. Thus
asInd(X) = −1. Now assume that asInd(Y ) = n and let A1, C1 ⊆ X be such that
A1b̄C1. Because X and Y are ϕ equivalent they have the same boundary. Identifying
the boundary of X as trX(Y ) we have that trX(A1) and trX(C1) are disjoint closed subsets
of trX(Y ). Therefore we can find subsets A2, C2, and D in Y such that trX(A1) ⊆ trX(A2),
trX(C1) ⊆ trX(C2), and D is an asymptotic separator between A2 and C2 satisfying
asInd(D) ≤ n−1. Then trX(D) is also a separator between trX(A1) and trX(C1). Therefore,
D is an asymptotic separator in X between A1 and C1 satisfying asInd(D) ≤ n−1, yielding
asInd(X) ≤ n.
It would be intuitive to believe that the above inequality must be an equality. Indeed, in
the case of metric spaces it is. However, in general this may not be the case. Establishing
equality would require that asymptotic separators in the ambient space can’t be too
much ”larger” than asymptotic separators in the subspace. This result is similar to the
corresponding result for the inductive dimension of small scale proximity spaces (see [19]).
5.2 Asymptotic Brouwer Dimension
Recall the following definitions from [1].
Definition 5.17. Let (X, d) be a metric space and λ > 0 a real number. A λ-chain from
a set A ⊆ X to a set C ⊆ X is a finite sequence of elements x0, x1, . . . , xn in X such that
x0 ∈ A, xn ∈ C, and d(xi, xi+1) ≤ λ for 0 ≤ i ≤ n.
Definition 5.18. Given a proper metric space X equipped with its metric coarse proximity
structure and two subsets A,C ⊆ X such that Ab̄C we say that a third subset D ⊆ X
satisfying Ab̄D and Cb̄D is an asymptotic cut between A and C if for all λ > 0 there is
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an R > 0 such that every every λ-chain from A to C intersects the neighbourhood of radius
R around D.
Definition 5.19. Let (X, d) be a proper metric space. The asymptotic Brouwer
dimensiongrad of X, denoted asDg(X), is defined in the following way:
 asDg(X) = −1 if and only if X is bounded;
 for n ≥ 0, asDg(X) ≤ n if for every pair of asymptotically disjoint subsets A,B ⊆ X,
there exists an asymptotic cut C ⊆ X between A and B such that asDg(C) ≤ n− 1;
 asDg(X) = n if n ≥ −1 is the smallest integer for which asDg(X) ≤ n holds;
 if asDg(X) ≤ n doesn’t hold for any integer, then we say that asDg(X) =∞.
The asymptotic dimensiongrad is another coarse invariant that one can naturally compare
to asInd. It was shown in [1] that asDg ≤ asInd for proper metric spaces. Equality was
shown in the class of geodesic spaces in [? ]. However the question of equality is in general
open.
To extend the definitions of asymptotic cuts and the asymptotic dimensiongrad to coarse
proximity spaces it is easiest to try and dispense with λ-chains and instead rely only on the
relationships between unbounded sets to characterize asymptotic cuts. Fortunately, recent
results in [27] suggest how to do this.
Proposition 5.20. Let (X, d) be a proper metric space equipped with its metric coarse
proximity structure and let A,C ⊆ X be unbounded subsets satisfying Ab̄C. Then, for a
subset D ⊆ X satisfying Ab̄D and Cb̄D the following are equivalent:
1. D is an asymptotic cut between A and C.
2. For every coarse neighbourhood K of D in X satisfying Kb̄(A ∪ C) we have that
X \K = X1 ∪X2 where X1b̄X2, A≪ X1, and C ≪ X2.
Proof. Let A,C, and D be given.
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(2 =⇒ 1) Let λ > 0 be given. If for all R > 0 there is a λ-chain from A to C that misses the
neighbourhood of radius R about D then the same can be said of every coarse neighbourhood
of D that is asymptotically disjoint from A and C. Then let K be any coarse neighbourhood
of D that is asymptotically disjoint from A and C. Without loss of generality K contains
the neighbourhood of radius R about D for some R > λ >. Then X \K = X1 ∪X2 where
A ≪ X1, C ≪ X2, and X1b̄X2. Again, by inflating R we may assume without loss of
generality that d(X1, X2) > λ. Then it is clearly impossible for a λ-chain from A to C to
miss D, which is a contradiction. Therefore D must be an asymptotic cut between A and
C.
Now assume that D is an asymptotic cut between A and C and let K ⊆ X be a coarse
neighbourhood of D such that (A ∪ C)b̄K. Let x0 ∈ D be any element. For each r > 0 the
set D \B(x0, r) is an asymptotic cut between A \B(x0, r) and C \B(x0, n) in X \B(x0, r).
Then there is a positive function f : N → R such that f(n) − f(n − 1) > n + 1 for all
n > 1, and there is a strictly increasing (to infinity) function h : N→ N such that for every
n ∈ N every n-chain from A \ B(x0, f(h(n))) to C \ B(x0, f(h(n))) necessarily intersects
B(D, h(n)) \ B(x0, f(h(n))). We then define X1 and X2 inductively. Define X1,1 to be all
elements of X that can be reached from A \ B(x0, f(h(1))) by a 1-chain. Then, for n ≥ 2
defineX1,n to be all elements ofX\B(x0, f(h(n))) that can be reached from A\B(x0, f(h(n)))
by an n-chain. Then define X1 =
⋃∞
i=1X1,i. Define X2 similarly, replacing A with C. It is
clear from construction that X1 and X2 satisfy the desired properties.
Combining Proposition 5.20 with Proposition 4.1 of [27] we get the following.
Corollary 5.21. Let (X, d) be a proper metric space equipped with its metric coarse proximity
structure and let A,C ⊆ X be unbounded subsets satisfying Ab̄C. Then, for a subset D ⊆ X
satisfying Ab̄D and Cb̄D the following are equivalent:
1. D is an asymptotic cut between A and C.
2. For every coarse neighbourhood K of D in X satisfying Kb̄(A ∪ C) we have that
X \K = X1 ∪X2 where X1b̄X2, A≪ X1, and C ≪ X2.
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3. trX(D) is a cut in the Higson corona between trX(A) and trX(C).
The second item in the above corollary and proposition suggests how to define asymptotic
cuts and subsequently asymptotic dimensiongrad for general coarse proximity spaces.
Definition 5.22. Let (X,B,b) be a coarse proximity and A,C,D ⊆ X subsets that are
pairwise coarsely far. We say that D is an asymptotic cut between A and C if for every
coarse neighbourhood K of D such that (A ∪ C)b̄K We have that X \K = X1 ∪X2 where
X1b̄X2, A≪ X1, and C ≪ X2.
Again, making use of Proposition 4.1 of [27] we note that D is an asymptotic cut in
a coarse proximity space between subsets A and C if and only if trX(D) is a cut in UX
between trX(A) and trX(D).
We can now extend the definition of asDg to coarse proximity spaces.
Definition 5.23. Let (X,B,b) be a coarse proximity space. The asymptotic Brouwer
dimensiongrad of X, denoted asDg(X), is defined in the following way:
 asDg(X) = −1 if and only if X is bounded;
 for n ≥ 0, asDg(X) ≤ n if for every pair of subsets A,C ⊆ X such that Ab̄C there
exists an asymptotic cut C ⊆ X between A and B such that asDg(C) ≤ n− 1;
 asDg(X) = n if n ≥ −1 is the smallest integer for which asDg(X) ≤ n holds;
 if asDg(X) ≤ n doesn’t hold for any integer, then we say that asDg(X) =∞.
The comment following Definition 5.22 yields the following.
Theorem 5.24. If (X,B,b) and (Y,B,b) are isomorphic coarse proximity spaces then
asDg(X) = asDg(Y ).
We also quickly have
Proposition 5.25. For all coarse proximity spaces (X,B,b) we have that
asDg(X) ≥ Dg(UX)
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Consideration of cuts on the boundary also yields an analog of Theorem 5.16 for asDg.
Theorem 5.26. Let (X,B,b) be a coarse proximity space and let Y ⊆ X be a nonempty
subset that is dense at infinity in X when give the subspace coarse proximity structure. Then
asDg(Y ) ≥ asDg(X)
5.3 Relationship between asInd(X) and Ind(UX)
In the previous section, the proof of Theorem 5.13 suggested that the gap (or lack thereof)
between Ind(UX) and asInd(X) for a coarse proximity space X is tied up with which
closed sets K ⊆ UX appear as the traces of unbounded subsets of X. It is an easy exercise
to show that if X is an unbounded proper metric space and x is an element of the Higson
corona νX, then there is no unbounded set whose trace is precisely {x}. Being unable to
detect all closed subsets of the Higson corona in this way makes closing the gap between
asInd(X) (when X is equipped with its metric coarse proximity structure) and Ind(νX)
by simply modifying the proof of Theorem 5.13 impossible. In general, whether or not
asInd(X) = Ind(νX) is an open question. However, in this section we will describe scenarios
in which asInd(X) = Ind(UX) for certain classes of coarse proximity spaces.
One class of spaces in which asInd(X) = Ind(X) is the obvious one suggested by the
proof of Theorem 5.13. Specifically, this is the class of spaces for which every closed subset
of the boundary can be realized as the trace of an unbounded set.
Definition 5.27. Let (X,B,b) be a coarse proximity space with boundary UX. A closed
subset C ⊆ UX is called traceable if there is some unbounded A ⊆ X such that trX(A) = C.
We say that UX is completely traceable if every nonempty closed C ⊆ UX is traceable.
Theorem 5.28. If (X,B,b) is a coarse proximity space whose boundary is completely
traceable, then asInd(X) = Ind(UX).
Proof. In light of Theorem 5.13, it will suffice to show that asInd(X) ≤ Ind(UX). The proof
will be by induction on Ind(UX). If Ind(UX) = −1, then UX = ∅, which implies that X
94
is bounded, and thus asInd(X) = −1. Assume then that the result holds for Ind(UX) < n
and assume that Ind(UX) = n. Let A,B ⊆ X be such that Ab̄B. We may assume without
loss of generality that both A and B are unbounded. Because Ab̄B, we have that trX(A)
and trX(B) are disjoint closed subsets of UX. Because Ind(UX) = n, there is a closed
separator K ⊆ UX between trX(A) and trX(B) such that Ind(K) ≤ n− 1. Because UX is
completely traceable, there is an unbounded set D ⊆ X such that trX(D) = K. Equipping
D with its subspace coarse proximity structure, we have that UD is homeomorphic to K,
and therefore by the inductive hypothesis we have that
asInd(D) ≤ Ind(UD) = Ind(K) ≤ n− 1.
Therefore, asInd(X) ≤ n = Ind(UX), yielding the desired result.
Which spaces have completely traceable boundaries? One such class is given by spaces
whose boundaries in their compactifications are Z-sets.
Definition 5.29. Let X be a topological space and A a closed subset of X. Then A is called
a Z-set if there exists a homotopy H : X × [0, 1] → X such that H(X, 0) = idX and
H(X, t) ⊆ (X \ A) for all t ∈ (0, 1].
Many spaces have boundaries that are Z-sets. For example, Gromov boundary of a
hyperbolic proper metric space is a Z-set.
Theorem 5.30. Let X be a locally compact Hausdorff space and X a compactification of
X. Let (X,B,b) be the coarse proximity structure on X induced by the compactification X,
i.e., B is the collection of all sets whose closures in X are compact, and b is defined by
AbB ⇐⇒ clX(A) ∩ clX(B) ∩ (X \X) ̸= ∅.
If X \X is a Z-set in X, then UX (identified with X \X) is completely traceable.
Proof. Denote the Smirnov compactification of X given by the discrete extension of b by X.
Then X = X ∪ UX. Let H : X× I → X be a homotopy that witnesses UX being a Z-set of
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X, and let K ⊆ UX be a nonempty closed subset. Define
K∗ = H(K, [0, 1]) and D = K∗ \K.
Then K ⊆ K∗ and D is an unbounded subset of X such that K ⊆ trX(D). This latter
statement can be seen as given x ∈ K, we have that given any sequence (sn) in (0, 1]
converging to 0, we have that (H(x, sn)) converges to x. To see that trX(D) is precisely K,
we simply note that by the closed map lemma K∗ = K ∪D is closed in X, and thus
D′ = clX(D) ∩ UX ⊆ clX(K∗) ∩ UX = K∗ ∩ UX = K.
Corollary 5.31. Let X be a locally compact Hausdorff space and X a compactification of
X such that X \ X is a Z-set in X. Let (X,B,b) be the coarse proximity structure on X
induced by the compactification X. Then
asInd(X) = Ind(UX) = Ind(X \X).
Another class of spaces with completely traceable boundaries are spaces admitting
metrizable compactifications. Such compactifications were described in detail using
controlled products in [11].
Theorem 5.32. Let X be a locally compact Hausdorff space and X a metrizable com-
pactification of X. Let (X,B,b) be the coarse proximity structure on X induced by the
compactification X. Then X \X, identified with UX, is completely traceable.
Proof. Let K ⊆ UX be a given nonempty closed subset, and let d be a metric on X that is
compatible with the topology on X. For each n ∈ N, let
Cn = {B(x1n , 1/n), . . . , B(xmn , 1/n)}
be a finite open cover ofK where each xin ∈ K. As X is dense in X, we have that B(xin , 1/n)
intersectsX nontrivially for each i and n. We then let yin be an element of B(xin , 1/n)∩X for
each i and n. Define D ⊆ X to be the collection of all these yin . We claim that trX(D) = K.
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To see that trX(D) ⊆ K, let (yn) be an unbounded sequence in D that converges to some
element of X \X. Because this sequence is unbounded, we have that for each n ∈ N there is
some m ≥ n such that ym is in an element of Cn. Then there is a subsequence (ynk) of (yn)
such that limk→∞ d(ynk , K) = 0, which implies that (ynk) converges to a point in K. As each
subsequence of (yn) must converge to the same point as (yn), we have that (yn) converges
to a point of K, which gives us that trX(D) ⊆ K. Now let x ∈ K. For each n ∈ N, there
is some xin ∈ K such that x ∈ B(xin , 1/n). Choosing one such open ball for each n ∈ N,
we specify an unbounded sequence in D that converges to x. Therefore, K ⊆ trX(D) and
consequently K = trX(D). Thus, UX is completely traceable.
Corollary 5.33. Let X be a locally compact Hausdorff space and X a metrizable com-
pactification of X. Let (X,B,b) be the coarse proximity structure on X induced by the
compactification X. Then
asInd(X) = Ind(UX) = Ind(X \X).
We finish this paper by presenting a large class of spaces whose boundary is not completely
traceable, but for which asInd(X) = Ind(UX).
The following lemma appears in [29] for separable metric spaces but it holds more
generally in normal Hausdorff spaces.
Lemma 5.34. Let Y be a closed subspace of a normal Hausdorff space X. In addition, let
A and B be disjoint closed subsets of X. If S is a separator in Y between Y ∩A and Y ∩B,
then there is a separator T in X between A and B such that T ∩ Y ⊆ S.
Recall that given a metric space (X, d), a geodesic joining x ∈ X to y ∈ X is a continuous
map γ : [0, d(x, y)] → X such that γ(0) = x, γ(d(x, y)) = y and d(γ(s), γ(t)) = |s − t| for
all s, t ∈ [0, d(x, y)]. A metric space (X, d) is called a geodesic metric space if any two
distinct points of X can be joined by a geodesic.
Proposition 5.35. Let (Y, d) be a proper geodesic metric space, νY its Higson corona, and
A,C ⊆ Y disjoint unbounded subsets such that A and C are not coarsely close. If K ⊆ ν(Y )
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is a separator in ν(Y ) between trY (A) and trY (C), then there is an asymptotic separator
D ⊆ Y between A and C such that trY (D) ⊆ K.
Proof. Let A,C, and K be given. By Lemma 5.34, there is a separator D̃ in the Higson
compactification hY of Y between A ∪ trY (A) and C ∪ trY (C) such that D̃ ∩ ν(Y ) ⊆ K.
We claim that D := D̃ ∩ Y is our desired asymptotic separator. Because D̃ was such that
D̃ ∩ ν(Y ) ⊆ K we have that trX(D) must be a subset of K. Thus, it is left to show that D
is an asymptotic separator between A and B. To prove it, we will show that D is a large
scale separator between A and B in the sense of Definition 3.1 in [? ], as by Proposition 3.2
in the same paper this will show that D is an asymptotic separator. Since A, B, and D have
disjoint traces, they are asymptotically disjoint. Thus, it suffices to prove condition ii) from
Definition 3.1 in [? ]. Since D̃ is a separator in hY between A∪ trY (A) and C ∪ trY (C), we
have that D is a separator in Y between A and C. Then Y \D = U ∪ V , where U and V
are asymptotically disjoint open sets containing A and C, respectively. If Â ⊆ U and Ĉ ⊆ V
are unbounded sets of finite Hausdorff distance η, then let G be the set of geodesics in Y of
length less than or equal to η with one endpoint in Â and one endpoint in Ĉ. As geodesics
are connected, we have have that γ∩D ̸= ∅ for all γ ∈ G. For each γ ∈ G, let xγ be any point
in γ ∩D, and define E = {xγ | γ ∈ G}. Then E is an unbounded subset of D that has finite
Hausdorff distance to both Â and Ĉ. Thus, E is asymptotically alike Â and Ĉ, finishing the
proof that D is a large scale separator, and consequently an asymptotic separator.
Theorem 5.36. Let (Y, d) be an unbounded geodesic metric space. Then,
asInd(Y ) = Ind(ν(Y ))
Proof. In light of Theorem 5.13, it is enough to prove that asInd(Y ) ≤ Ind(ν(Y )). We do
it by induction on Ind(ν(Y )). If Ind(ν(Y )) = −1, then ν(Y ) = ∅. This implies that Y is
bounded, showing that asInd(Y ) = −1. Now assume that the result holds for Ind(ν(Y )) ≤ n
for n ≥ −1, and assume that Ind(ν(Y )) = n + 1. If A and C are unbounded subsets of Y
that are not coarsely close, then there is a separator K ⊆ ν(Y ) between trY (A) and trY (C)
such that Ind(K) ≤ n. By Proposition 5.35, there is an asymptotic separator D ⊆ Y
between A and C such that trY (D) ⊆ K. Then Ind(trY (D)) ≤ Ind(K) ≤ n, which implies
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that asInd(D) ≤ n by inductive hypothesis. Therefore, asInd(Y ) ≤ Ind(ν(Y )) = n+ 1, as
desired.
5.4 Coarse covers
In this final section we will develop a dimensional invariant of coarse proximity spaces
that coincides with the covering dimension of the boundary. In doing so we provide a
characterization of the covering dimension of the boundary of a coarse proximity space from
within the coarse proximity space itself. That is, we provide a characterization that makes
no reference to the boundary.
Definition 5.37. Let A and B be subsets of a coarse proximity space (X,B,b). We define
A ⊑ B if for all C ⊆ X we have that AbC implies that BbC.
Definition 5.38. Let A and B be subsets of a coarse proximity space (X,B,b). We define
A≪w B if there is a C ⊆ X such that A≪ C ⊑ B.
To see that these relations are indeed less strict than the ≪ relation, we will first show
some useful boundary characterizations of the above two relations. To do that, we need an
intuitive but technical lemma.
Lemma 5.39. Let (X,B,b) be a coarse proximity space. Let K,U ⊆ UX be subsets such that
K is closed in UX, U is open in UX, and K ⊆ U. Then there exists C ⊆ X such that K ⊆
int(trX(C)) ⊆ (trX(C)) ⊆ U. Also, if K = trX(A) for some A ⊆ X and U = int(trX(B))
for some B ⊆ X, then A≪ C. In particular, trX(A) ⊆ int(trX(C)) ⊆ int(trX(B)).
Proof. Let K ⊆ U ⊆ UX, where K is closed in UX and U is open in UX. Then, UX \ U is
closed in UX. Since UX is closed in X, we know that UX \ U and K are closed in X. Since
X is normal, there exist disjoint open sets V and W in X such that K ⊆ V, (UX \ U) ⊆ W,
and the closures of V and W in X are disjoint. Then C := V ∩X is a nonempty subset of X
such that K ⊆ int(trX(C)) ⊆ trX(C) ⊆ U. To see the first inclusion (i.e., K ⊆ int(trX(C)))
notice that for any x ∈ K, we know that V ∩ UX is an open set in UX containing x that is
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also contained in trX(C), since
V ∩ UX ⊆ clX(V ∩X) ∩ UX = trX(V ∩X) = trX(C),
where the first inclusion follows from the density of X in X. To see that trX(C) ⊆ U, simply
note that
trX(C) = clX(V ∩X) ∩ UX ⊆ clX(V ) ∩ UX ⊆ UX \ clX(W ) ⊆ (UX \ (UX \ U)) ⊆ U.
Now assume that K = trX(A) for some A ⊆ X and U = int(trX(B)) for some B ⊆ X. To
see that A≪ C, notice that since trX(A) ⊆ V and V is open, X \ V is closed in X and does
not intersect trX(A). Since (X \C) ⊆ (X \ V ), it is also true that the closure of X \C in X
does not intersect trX(A). Thus, (X \C)′∩ trX(A) = ∅. But this is equivalent to (X \C)b̄A,
which in turn is equivalent to A≪ C.
Lemma 5.40. Let (X,B,b) be a coarse proximity space. Let K,U ⊆ UX be subsets such that
K is closed in UX, U is open in UX, and K ⊆ U. Then there exists C ⊆ X such that K ⊆
int(trX(C)) ⊆ (trX(C)) ⊆ U. Also, if K = trX(A) for some A ⊆ X and U = int(trX(B))
for some B ⊆ X, then A≪ C. In particular, trX(A) ⊆ int(trX(C)) ⊆ int(trX(B)).
Proof. Let K ⊆ U ⊆ UX, where K is closed in UX and U is open in UX. Then, UX \ U is
closed in UX. Since UX is closed in X, we know that UX \ U and K are closed in X. Since
X is normal, there exist disjoint open sets V and W in X such that K ⊆ V, (UX \ U) ⊆ W,
and the closures of V and W in X are disjoint. Then C := V ∩X is a nonempty subset of X
such that K ⊆ int(trX(C)) ⊆ trX(C) ⊆ U. To see the first inclusion (i.e., K ⊆ int(trX(C)))
notice that for any x ∈ K, we know that V ∩ UX is an open set in UX containing x that is
also contained in trX(C), since
V ∩ UX ⊆ clX(V ∩X) ∩ UX = trX(V ∩X) = trX(C),
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where the first inclusion follows from the density of X in X. To see that trX(C) ⊆ U, simply
note that
trX(C) = clX(V ∩X) ∩ UX ⊆ clX(V ) ∩ UX ⊆ UX \ clX(W ) ⊆ (UX \ (UX \ U)) ⊆ U.
Now assume that K = trX(A) for some A ⊆ X and U = int(trX(B)) for some B ⊆ X. To
see that A ≪ C, notice that since trX(A) ⊆ V and V is open, X \ V is closed in X and
does not intersect trX(A). Since (X \C) ⊆ (X \ V ), it is also true that the closure of X \C
in X does not intersect trX(A). Thus, trX(X \ C) ∩ trX(A) = ∅. But this is equivalent to
(X \ C)b̄A, which in turn is equivalent to A≪ C.
Proposition 5.41. Let (X,B,b) be a coarse proximity space and A,B ⊆ X. Then:
1. A ⊑ B if and only if trX(A) ⊆ trX(B).
2. A≪w B if and only if trX(A) ⊆ int(trX(B)).
3. AϕB if and only if for all C ⊆ X, A≪w C ⇐⇒ B ≪w C.
4. AϕB if and only if for all C ⊆ X, A ⊑ C ⇐⇒ B ⊑ C.
Proof. The proofs of (3) and (4) are clear when one proves (1) and (2) and recalls that AϕB
if and only if trX(A) = trX(B). We will prove (1) and (2).
(1) If A ⊑ B and x ∈ trX(A)∩ (UX \ trX(B)), then by normality of the boundary there
is an open set U ⊆ UX such that x ∈ U and U ∩ trX(B) = ∅. By Lemma 5.40, there exists
an unbounded set C ⊆ X such that x ∈ int(trX(C)) ⊆ trX(C) ⊆ U . However, this implies
that AbC, but Cb̄B, contradicting A ⊑ B. Conversely, assume that trX(A) ⊆ trX(B) and
let C ⊆ X be such that AbC. Then trX(C) ∩ trX(A) ̸= ∅. As trX(A) ⊆ trX(B), we have
that trX(C) ∩ trX(B) ̸= ∅, which gives us that CbB. Hence, A ⊑ B.
(2) Assume that A ≪w B and let C ⊆ X be such that A ≪ C ⊑ B. Then
trX(A) ⊆ int(trX(C)) ⊆ trX(B), establishing trX(A) ⊆ int(trX(B)). Conversely, assume
that trX(A) ⊆ int(trX(B)). By Lemma 5.40, there is an unbounded set C ⊆ X such that
A≪ C and trX(C) ⊆ int(trX(B)). Then A≪ C ⊑ B, and hence A≪w B.
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Lemma 5.42. Let f(X,B1,b1) → (Y,B2,b2). Then f is a coarse proximity embedding if
and only if f(A)b2f(C) implies Ab1C for all A,B ⊆ X.
Proof. Assume that f is an embedding with g : f(X)→ X being a coarse inverse for f and
let A,C ⊆ X be such that f(A)b2f(C). Then A and C are necessarily unbounded. Because
g is a coarse proximity map we must have that gf(A)b1gf(C). Because f and g are coarse
inverses of each other we have that gf(A)ϕ1A and gf(C)ϕ1C. Therefore Ab1C, as desired.
Conversely assume that f(A)b2f(C) implies Ab1C for all A,C ⊆ X. For each y ∈ f(X)
let xy ∈ f−1(y) and define g(y) = xy. This is a coarse proximity map. To see that it is a
coarse proximity isomorphism we let A ⊂ X be any subset. If A is bounded that gf(A)ϕ1A
trivially. Assume then that A is unbounded and let A1 ⊆ A, A2 ⊆ gf(A). We need to show
that gf(A)b1A1 and Ab1A2. If Ab̄1A2 then by assumption we can’t have that f(A)b2f(A2).
However, as f(A2) ⊆ f(A) we must have that f(A2)b2f(A). Thus Ab1A2. By the same
argument we have that gf(A)b1A1. Thus Aϕ1gf(A). To see that fg(A)ϕ2A for all A ⊆ f(X)
is similar. Therefore f is a coarse proximity embedding.
Definition 5.43. Let (X,B,b) be a coarse proximity space and A,C ⊆ X such that AϕC.
We say that a uniform cover U ∈ C(X) witnesses A and C being equivalent if A ⊆ st(C,U)
and C ⊆ st(A,U).
Lemma 5.44. Let (X,B,b) be a coarse proximity space, A ⊆ X a nonempty set such that
AϕX, and U ∈ C(X) a uniform cover that witnesses X being equivalent to A. The A with
the subspace coarse proximity structure is isomorphic to X.
Proof. The injection of A into X is clearly a coarse proximity embedding by Lemma 5.42.
For each x ∈ X there is a yx ∈ A such that
We want to construct a practical definition of a cover for coarse proximity spaces that
will mimic the theory of covers in compact metric spaces. Specifically our goal to pursue
a definition of a dimension function on coarse proximity spaces that is like the covering
dimension of compact metric spaces. To this end we style a definition off of one of Smirnovs
in [28].
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Definition 5.45. Let (X,B,b) be a coarse proximity space. A finite collection of unbounded
sets A1, . . . , An is a b-cover if X if for all B ⊆ X we have that B ≪w
⋃
Ai and there are
unbounded sets C1, . . . , Cn such that Ci ≪w Ai for each i and for all B ⊆ X, B ≪w
⋃
Ci.
One may ask why the relation≪w was chosen instead of≪. The reason for this is based
more on practicality than intuition. For a definition of a cover to be useful we must have
that the image of a cover via an isomorphism remains a cover. However, if we replace the
relation ≪w with ≪ in the definition above this will not happen. One may consider any
such cover A1, . . . , An of Z2 and note that after injection into R2 none of the injected sets
are coarse neighbourhoods of anything other than bounded sets.
To check that images of b−covers via coarse proximity isomorphisms are again b−covers
it will suffice to show that the relation ≪w is preserved by coarse proximity isomorphisms.
Lemma 5.46. Let f : (X,B1,b1) → (Y,B2,b2) be a coarse proximity isomorphism with
coarse inverse g. Let A,C ⊆ X be such that C ≪w A. Then f(C)≪w A.
Proof. By Lemma 5.41 we have that C ≪w (A) implies that trX(C) ⊆ int(trX(A)).
Then because f is a coarse proximity isomorphism we have that f(C)′ = Uf(trX(C)) and
trY (f(A)) = Uf(trX(A)) where Uf is the image of f via the boundary functor U . Because
Uf is a homeomorphism we must have that f(C)′ ⊆ int(trY (f(A))). Then by another
application of Lemma 5.41 we have that f(C)≪w f(A).
Corollary 5.47. Images of b-covers by coarse proximity isomorphisms are b-covers.
Proposition 5.48. If A1, . . . , An is a b-cover of a coarse proximity space (X,B,b) then
int(trX(A1)), . . . , int(trX(An)) is an open cover of UX.
Proof. Let A1, . . . , An be a b−cover of X as witnessed by the sets C1, . . . , Cn and let σ be an
element of UX and assume towards a contradiction that σ /∈ int(trX(Ai)) for any i. Because
X ≪w
⋃
Ai we have that σ must be an element of some ∂trX(Ai), where ∂trX(Ai) denotes
the boundary of trX(Ai) in UX. Let i1, . . . , ik be the indices such that σ ∈ ∂trX(Aij),
so that σ ∈
⋂k
j=1 ∂trX(Aij). Because Ci ≪w Ai for each i we have that σ /∈ trX(Ci) for
each index i that is not one of the ij. Moreover, because σ /∈ int(Aij) for each j and
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trX(Cij) ⊆ trX(Aij) for each j we have that σ /∈ trX(Cij) for each j. However, this would
imply that σ /∈
⋃
trX(Ci) which contradicts the fact that
⋃
trX(Ci) = UX. Therefore there
must be an i such that σ ∈ int(trX(Ai)).
We have then defined a reasonable notion of a cover for a coarse proximity space that
satisfies the necessary practical hurdle of being preserved by coarse proximity isomorphisms
and has the nice property of corresponding to an open cover of the boundary. The next
thing we will need to define is the order of our covers. Traditionally one defines the order
of a finite cover {A1, . . . , An} of a topological space to be the largest integer n for which
there is exists a subset F ⊆ {1, . . . , n} of size n + 1 such that
⋂
i∈F Ai ̸= ∅. In the case of
coarse proximity spaces, simply asking for a nonempty intersection is insufficient. Note that
a nonempty intersection of finitely many open sets in a topological space implies that there
is a point contained in the interior of the intersection of the open sets. Translating that into
our b-covers will require the use of unbounded sets instead of points, and ≪w instead of
simple set membership.
Definition 5.49. Given a b-cover C = {A1, . . . , An} of a coarse proximity space (X,B,b) the
order of C, denoted ord(C), is the largest integer k such that there is a subset F ⊆ {1, . . . , n}
of size k + 1 and an unbounded subset K ⊆ X for which K ≪w Aj for each j ∈ F .
Definition 5.50. Given two b-covers C1 = {A1, . . . , An} and C2 = {D1, . . . , Dm} of a coarse
proximity space (X,B,b) we say that C2 refines C1, denoted C2 ⪯ C1 if for each Dj there is
an Ai such that Dj ≪w Ai. We define bdim(X) to be −1 for all bounded coarse proximity
spaces X.
With these definitions in hand we can define a covering dimension of coarse proximity
spaces.
Definition 5.51. Let (X,B,b) be an unbounded coarse proximity space. We define bdim(X)
to be the least integer n such that every b-cover of X admits a refinement of order not
exceeding n. In the event that no such integer exists we define bdim(X) to be ∞.
A result that is clear from our definitions and Lemma 5.46 is the following:
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Theorem 5.52. If (X,B1,b1) and (Y,B2,b2) are unbounded coarse proximity spaces that
are isomorphic, then bdim(X) = bdim(Y ).
In light of Proposition 5.48 the natural question is then how bdim is reflected on the
boundary. The natural belief is the following:
Theorem 5.53. Let (X,B,b) be an unbounded coarse proximity space. Then bdim(X) =
dim(UX).
However, to prove this we will need the following lemma.
Lemma 5.54. Let (X,B,b) be an unbounded coarse proximity space. If U1, . . . , Un is an
open cover of UX of order m then there is a b-cover A1, . . . , An of X of order m such that
A′i ⊆ Ui for each i.
Proof. Let U1, . . . , Um be an open cover of UX of order m. Because UX is compact and
Hausdorff this cover admits a shrinking, that is, there is an open cover V1, . . . , Vm of UX
such that V i ⊆ Ui for each i. Moreover, we may assume that this shrinking also has order
m. The sets V i and UX \ Ui are disjoint closed subsets of UX there are unbounded sets
A1, . . . , Am ⊆ X such that
V i ⊆ int(A′i) ⊆ A′i ⊆ Ui
for each i. Repeating this process again using the sets int(A′i) instead of the Ui yields
sets C1, . . . , Cm that witness A1, . . . , Am being a b-cover of X. That this b-cover has order
m is an easy exercise.
With this Lemma in hand we can prove our desired theorem.
Proof of Theorem 5.53. Assume that dim(UX) ≤ n and let A1, . . . , An be a b-cover of X.
Then by Proposition 5.48 we have that int(A′1), . . . , int(A
′
n) is an open cover of UX. Then
there is an open cover U1, . . . , Um of UX that refines int(A′1), . . . , int(A′n) and has order at
most n. By Lemma 5.54 we can then find a b-cover C1, . . . , Cm of the same order whose
induced open cover on UX refines U1, . . . , Um. Then C1, . . . , Cm is a b-cover of X of order
at most n that refines A1, . . . , An. Therefore bdim(X) ≤ n.
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Next assume that bdim(X) ≤ n and let U1, . . . , Um be an open cover of UX. We
can find a shrinking of this cover and then corresponding find a b-cover that lies between
them in terms of refinement. This b-cover then admits a refinement of order at most n
whose induced open cover on UX refines our original cover of UX and has order at most n.
Therefore dim(X) ≤ n.
We have then provided a fairly natural internal characterization of the covering dimension
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A Proximity at Infinity of Proper Metric Spaces
In this appendix, we construct a natural small-scale proximity structure on the set of
unbounded subsets of a metric space. We also show how this structure naturally induces a
small-scale proximity on the equivalence classes of the weak asymptotic resemblance induced
by the metric. We call this space the proximity space at infinity. We then proceed to show
that the construction is functorial, making up a functor from the category of unbounded
metric spaces whose morphisms are closeness classes of coarse proximity maps (or coarse
maps) to the category of proximity spaces whose morphisms are proximity maps. The idea
of defining topological structures on equivalence classes of unbounded sets has been utilized
previously. In [18], a functor from metric spaces to totally bounded metric spaces, called
”spaces of ends”, is constructed. For a variety of unbounded metric spaces the space of ends
is empty. As we will see, the proximity space at infinity for every unbounded metric space
is always nonempty. Our construction was inspired by considering the Vietoris topology on
the hyperspace of the Higson corona of a proper metric space.
Definition .55. A sequence f : N→ R is called adequate if it is positive and f(n)− f(n−
1) > n+ 1 for all n > 1.
Remark .56. Notice that if f and g are adequate sequences, then so is h := max {f, g}.
Definition .57. Let (X, d) be a metric space and let x0 be a point in X. If A ⊆ X is a set
and f : N→ R is an adequate sequence, then we define the coarse neighborhood of A of
radius f relative to x0, denoted Ux0(A, f) ⊆ X, in the following way:
Af0 := A,





To simplify notation, when the base point is clear from the context we will denote









The reader is encouraged to compare the above definition to the construction of the coarse
neighborhood use in showing the strong axiom for the metric coarse proximity structure in
chapter 2. As expected, we will show that a coarse neighborhood of A of radius f relative
to x0 is really a coarse neighborhood.
Proposition .58. Given a metric space (X, d), a point x0 ∈ X, and a set A ⊆ X, we have
A≪ U(A, f) for every adequate sequence f .
Proof. For contradiction assume that Ab(X\U(A, f)). Then there exists ϵ <∞ such that for
all n ∈ N, there exists an ∈ A\Bf(n) and xn ∈ (X \U(A, f))\Bf(n) such that d(an, xn) < ϵ.
Choose n large such that ϵ < n. Then xn /∈ Bf(n) and d(an, xn) < ϵ < n. Thus, xn ∈ Afn,
contradicting the fact that xn /∈ U(A, f). Therefore, by contradiction, Ab̄(X \U(A, f)), i.e.,
A≪ U(A, f).
The following definition and proposition justify why it is reasonable to restrict ourselves
to considering only coarse neighborhoods of the form U(A, f).
Definition .59. Given a coarse proximity space (X,B,b) and a set A ⊆ X, we say that a
collection A ⊆ 2X of coarse neighborhoods of A is a coarse neighborhood base at A if
for every coarse neighborhood D ⊆ X of A there is E ∈ A such that
A≪ E ≪ D.
The following proposition shows that for any set B, all U(B, f) form a coarse
neighborhood base at B.
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Proposition .60. Let (X, d) be a metric space and x0 ∈ X a point. For each set B ⊆ X
define Cx0(B) to be the set of all coarse neighborhoods of the form U(B, f), where f is an
adequate sequence. Then Cx0(B) is a coarse neighborhood base at B.
Proof. The statement is trivial if B is bounded, so assume that B is unbounded. Let B ⊆ X
be an unbounded set and D ⊆ X a coarse neighborhood of B. Then Bb̄(X \ D). Set
A = (X \ D). Then the set E from Theorem 2.41 is the desired coarse neighborhood such
that E ∈ Cx0(B) and B ≪ E ≪ D.
Let us explore a few basic properties of coarse neighborhoods of the form U(A, f).
Proposition .61. Let (X, d) be a metric space, x0 ∈ X a point, f and g adequate sequences,
and A and B unbounded subsets of X. Then the following are true:
(i) A ⊆ U(A, f),
(ii) if A is bounded, then so is U(A, f),
(iii) if B ⊆ A, then U(B, f) ⊆ U(A, f),
(iv) if f ≤ g, then U(A, g) ⊆ U(A, f),
(v) U(A, f) ∪ U(B, f) = U(A ∪B, f),
(vi) if A≪ B, then there exists a bounded set D such that U(A, f) \D ⊆ U(B, f).
Proof. The first four properties are direct consequences of definitions. (v) follows from the
fact that B(A, n) ∪B(B, n) = B(A ∪ B, n). To show (vi), let A ≪ B. Then there exists a
bounded set D′ such that (A \D′) ⊆ B. Thus, by (iii), we have U((A \D′), f) ⊆ U(B, f).
Thus, by (v), U(A, f) ⊆ U(B, f) ∪ U(D′, f). Let D = U(D′, f). Then by (ii) D is bounded,
and we get that U(A, f) \D ⊆ U(B, f).
One could expect that if A,B are subsets of a metric space such that A ≪ B, then for
every adequate sequence f one has U(A, f)≪ U(B, f). However, this is not the case.
Example .62. Consider R2. Let A = B = {(0, y) | y > 0}. Let x0 be the origin and let f and
g be two adequate sequences such that f(n) < g(n) for all n ∈ N. Let X = (R2\U(A, g))∪A.
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Then A ≪ B (Since (X \ B) = (X \ U(A, g))), but it is not true that U(A, f) ≪ U(B, f)
(since U(A, f) = U(B, f) and U(A, f) is unbounded in X \ U(A, g)).
One could also expect that if A,B are subsets of a metric space such that AϕB, then for
every adequate sequence f one has:
(i) U(A, f)ϕU(B, f),
(ii) C ≪ U(A, f) if and only if C ≪ U(B, f) for any C ⊆ X.
However, the following example shows that neither of these statements is true.
Example .63. Let 1 > ϵ > 0, A = {(0, t) ∈ R2 | t ≥ 0}, B = {(−1, t) ∈ R2 | t ≥ 0} and
x0 = (0, 0). Notice that A and B have finite Hausdorff distance. Define f : N → N by
f(n) = n3. Then f is an adequate sequence. For each n ∈ N, define xn = ((n− ϵ), f(n) + ϵ).
Let C = {xn}n∈N. Let X = A ∪ B ∪ C with the subspace metric inherited from R2. Then
C ⊆ U(A, f) and C ∩ U(B, f) = ∅. Notice that by this specific construction, there are
bounded setsD1 andD2 such thatX = U(A, g)∪D1 and B∪A = U(B, g)∪D2. Consequently,
since X and A ∪ B do not have finite Hausdorff distance, neither do U(A, g) and U(B, g).
Also, notice that C ≪ U(A, f) (since (X \U(A, f) is a bounded set), but it is not true that
C ≪ U(B, f) (since C ∩ (X \ U(B, f)) = C, which is unbounded).
To be able to prove the ”star-refinement” property of coarse neighborhoods, we need the
following lemmas:
Lemma .64. Let (X, d) be a metric space, A an unbounded subset of X, x0 a point in X,
f : N→ R an adequate sequence, and n ∈ N such that n > 1. Then
d
(
(X \ U(A, f)) \Bf(n), A \Bf(n)
)
> n− 1.
Proof. For contradiction, assume that there exists x ∈ (X\U(A, f))\Bf(n) and a ∈ A\Bf(n)
such that d(x, a) < n. Then we have that x /∈ Bf(n) and x ∈ B(A, n). Thus, x ∈ Afn, a
contradiction to x /∈ U(A, f).
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For the remainder of the paper, we will use the following notation: for each n, define
Cn := Bf(n) \Bf(n−1).
Lemma .65. Let (X, d) be a metric space, A an unbounded subset of X, x0 a point in X,
f : N → R an adequate sequence, and n ∈ N such that n > 1. If x ∈ Cn and y ∈ X such
that d(x, y) < n, then y can only belong to Cn−1, Cn, or Cn+1. In particular, y ∈ Bf(n+1) and
y /∈ Bf(n−2).
Proof. The fact that y /∈ Ck for k ≤ n− 2 follows from the fact that Bf(k) ⊆ Bf(n−2) for all
k ≤ n− 2 and the fact that for n > 1 the difference in radii between Bf(n−2) and Bf(n−1) is
bigger than n. The fact that y /∈ Ck for k ≥ n+2 follows from the fact that Bf(n+2) ⊆ Bf(k)
for all k ≥ n+2 and the fact that the difference in radii between Bf(n+1) and Bf(n) is bigger
than n+ 2 for n > 1.
Lemma .66. Let (X, d) be a metric space, A an unbounded subset of X, x0 a point in X,
f : N→ R an adequate sequence, and n ∈ N such that n > 1. If x ∈ U(A, f) and x ∈ Bf(n),
then there exists a ∈ A such that d(x, a) < n.
Proof. Since x ∈ U(A, f), we know that x ∈ Afm for some m. Thus, there exists a ∈ A such
that d(x, a) < m. Also, since x ∈ Afm, x /∈ Bf(m). Since x ∈ Bf(n), it has to be that m < n.
Thus d(x, a) < m < n.
Proposition .67. Let (X, d) be a metric space and x0 ∈ X. Then given an adequate sequence
f : N→ R, there is another adequate sequence g such that for all unbounded A ⊆ X we have
that
U(U(A, g), g)≪ U(A, f).
Proof. Let f be as in the statement of the proposition. Define
g(n) = f(n2).
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Since f is adequate, so is g. Let A ⊆ X be an arbitrary unbounded subset. To simplify
notation, we will define the following:
D := U(U(A, g), g),
E := U(A, g),
F := U(A, f).
We wish to show that Db̄(X \ F ), where b is the coarse proximity relation induced by
the metric d. For contradiction assume that Db(X \ F ). Then there is an ϵ <∞ such that
for every natural number n there exists xn ∈ ((X \ F ) \ Bf(n)) and yn ∈ (D \Bf(n)) such
that
d(xn, yn) < ϵ.
Since F is a coarse neighborhood of A of radius f, by Lemma .64 we have that for any n > 4
d((X \ F ) \Bf(n−3), A \Bf(n−3)) > n− 4.
Find n so large that it satisfies the following inequalities:
n > 4,
n− 4 > ϵ+ 2
√




n− 1 > ⌈
√
n+ 2⌉+ 1.
Notice that the above inequalities are satisfied for any k ≥ n. Let k be the largest number
such that xn /∈ Bf(k). Then xn ∈ Bf(k+1). Clearly k ≥ n. Since d(xn, yn) < ϵ < n ≤ k, by
Lemma .65, yn can be in Ck+2, Ck+1, or Ck. In particular, yn ∈ Bf(k+2). Therefore yn has to
be in Bg(⌈
√
k+2⌉). Because if it is not, then
yn /∈ Bg(⌈√k+2⌉) = Bf(⌈√k+2⌉2) ⊇ Bf(k+2),
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a contradiction. Thus, since yn ∈ D and yn ∈ Bg(⌈√k+2⌉), by Lemma .66 there exists z ∈ E,
such that
d(yn, z) < ⌈
√
k + 2⌉.
Since yn ∈ Bg(⌈√k+2⌉) and d(yn, z) < ⌈
√
k + 2⌉, by the proof of the Lemma .65 we have that
z ∈ Bg(⌈√k+2⌉+1). Thus, since z ∈ E, and z ∈ Bg(⌈√k+2⌉+1), again by Lemma .66 there exists
a ∈ A such that
d(z, a) < ⌈
√
k + 2⌉+ 1.
Let us now examine how close a is to x0. We do it step by step. We know that yn can be in
Ck+2, Ck+1, or Ck. In particular, yn /∈ Bf(k−1). Since d(yn, z) < ⌈
√
k + 2⌉ < k, we have that
z /∈ Bf(k−2). Since d(z, a) < ⌈
√
k + 2⌉ + 1 < k − 1, we have that a /∈ Bf(k−3). So, we have
xn ∈ ((X \ F ) \Bf(k−3)), a ∈ (A \Bf(k−3)), and
d(xn, a) ≤ d(xn, yn) + d(yn, z) + d(z, a)
≤ ϵ+ ⌈
√
k + 2⌉+ ⌈
√
k + 2⌉+ 1
≤ ϵ+
√
k + 2 + 1 +
√
k + 2 + 1 + 1
= ϵ+ 2
√
k + 2 + 3
< k − 4,
a contradiction to
d((X \ F ) \Bf(k−3), A \Bf(k−3)) > k − 4.
Definition .68. Given a metric space (X, d), a point x0 ∈ X, and two adequate sequences
f and g such that g satisfies the relation in Proposition .67, the sequence g is said to be a
coarse star refinement of f with respect to x0.
Corollary .69. Let (X, d) be a metric space and x0 ∈ X. Then given two adequate sequences
f, g : N→ R, there is another such sequence h such that for all unbounded A ⊆ X, we have
that
U(A, h)≪ U(A, f) and U(A, h)≪ U(A, g).
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Proof. By Proposition .67, there exist adequate sequences f1 and g1 such that
U(U(A, f1), f1)≪ U(A, f) and U(U(A, g1), g1)≪ U(A, g).
In particular, we have that
U(A, f1)≪ U(A, f) and U(A, g1)≪ U(A, g).
Define h(n) = max{f(n), g(n)}. Notice that h is an adequate sequence and by Proposition
.61,
U(A, h)≪ U(A, f) and U(A, h)≪ U(A, g).
Definition .70. Given a coarse proximity space (X,B,b), the hyperspace at infinity of
X, denoted H∞(X), is the set {A ⊆ X | A /∈ B}.
The following theorem defines a proximity on the hyperspace at infinity.
Theorem .71. Given a metric space (X, d), a point x0 ∈ X, and its corresponding
hyperspace at infinity H∞(X), define a relation δ on the powerset of H∞(X) in the following
way:
AδC if and only if for every adequate sequence f there is an A ∈ A and a C ∈ C such
that A≪ U(C, f) and C ≪ U(A, f).
Then δ is a proximity on H∞(X).
Remark .72. Notice that the statement Aδ̄C is equivalent to the existence of an adequate
sequence f such that for all A ∈ A and C ∈ C, either A ̸≪ U(C, f) or C ̸≪ U(A, f). Such a
sequence f will be called a witnessing (adequate) sequence for Aδ̄C.
Proof of theorem .71. The only axioms of a proximity that are not immediate from the
definition of δ are the union and strong axioms. We will show these here.
Union axiom: Assume that A, C,D ⊆ H∞(X) and (C ∪ D)δA. Assume towards a
contradiction that Cδ̄A and Dδ̄A. Then there are witnessing adequate sequences f1 and
f2, respectively. By Corollary .69 there exists an adequate sequence g such that for all
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unbounded sets A ⊆ X we have
U(A, g)≪ U(A, f1) and U(A, g)≪ U(A, f2).
Because (C ∪D)δA, there is some C ∈ (C ∪D) and some A ∈ A such that C ≪ U(A, g) and
A≪ U(C, g). If C ∈ C, then we have
C ≪ U(A, g)≪ U(A, f1) and A≪ U(C, g)≪ U(C, f1),
a contradiction to f1 being a witnessing cover for Aδ̄C. If C ∈ D, then we have
C ≪ U(A, g)≪ U(A, f2) and A≪ U(C, g)≪ U(C, f2),
a contradiction to f2 being a witnessing cover for Aδ̄D. The converse direction of the union
axiom is trivial.
Strong Axiom: Let A, C ⊆ H∞(X) be such that Aδ̄C. Then there exists a witnessing
adequate sequence f such that for all A ∈ A and all C ∈ C one either has A ̸≪ U(C, f) or
C ̸≪ U(A, f). Let g be an adequate sequence such that for all A ∈ H∞(X) we have
U(U(A, g), g)≪ U(A, f).
Define
E = {K ∈ H∞(X) | ∃C ∈ C, C ≪ U(K, g)≪ U(C, f)}.
We claim that Aδ̄E and (H∞(X) \ E)δ̄C. If AδE , then there is some A ∈ A and some K ∈ E
such that A≪ U(K, g) and K ≪ U(A, g). Let C be a member of C that witnesses K being
a member of E . Then U(K, g) ≪ U(C, f), which implies A ≪ U(C, f). Also, by (vi) of
Proposition .61, we have that K ≪ U(A, g) implies that there is a bounded set D such that
U(K, g)\D ⊆ U(U(A, g), g)≪ U(A, f). Thus, U(K, g)≪ U(A, f), and hence C ≪ U(A, f).
Therefore, we have A ≪ U(C, f) and C ≪ U(A, f), which is a contradiction to f being a
witnessing sequence. Therefore Aδ̄E .
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Now assume towards a contradiction that (H∞(X) \ E)δC. Then let K ∈ (H∞(X)) \ E
and C ∈ C be such that K ≪ U(C, g) and C ≪ U(K, g). The first of these implies that
there is a bounded set D such that U(K, g) \D ⊆ U(U(C, g), g) ≪ U(C, f), which in turn
implies that U(K, g)≪ U(C, f). However this implies that K ∈ E , which is a contradiction.
Therefore (H∞(X) \ E)δ̄C which established the strong axiom for δ.
Note that the coarse neighborhoods U(A, f) and hence the proximity δ are defined with
respect to a particular point x0 within our metric space X. Proposition .60 showed that
regardless of the choice of point x0, the resulting coarse neighborhoods of the form U(A, f)
will make up a coarse neighborhood base at any subset A of X. Now we will show that the
proximity on the hyperspace also does not depend on the choice of the base point. For the
sake of clarity, we will return to our previous abbreviated notation involving the basepoint,
i.e., Ux0(A, f).
Lemma .73. Let (X, d) be a metric space and x0, x1 distinct points of X. Then for any
adequate sequence f, there exists an adequate sequence g such that for all subsets C ⊆ X,
Ux0(C, g)≪ Ux1(C, f).
Proof. Let f be an adequate sequence. Without loss of generality we can assume that f
takes integer values. We define an adequate sequence g in the following way: for each n ∈ N,
there is a least natural number T (n) such that B(x1, f(n)) ⊆ B(x0, T (n)). Define g : N→ R
by setting g(1) = T (1) and then inductively by
g(n) := max{T (n2), g(n− 1) + n+ 2}.
Notice that the second condition implies that g is an adequate sequence. We then claim that
for all subsets C ⊆ X we have
Ux0(C, g)≪ Ux1(C, f).
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Denote the set on the left hand side by D and the set on the right hand side by E. Assume
towards a contradiction that Db(X \ E), where b is the coarse proximity induced by the
metric. Then there is an ϵ <∞ such that for every n ∈ N there is
xn ∈ (X \ E) \B(x0, g(n)) and yn ∈ D \B(x0, g(n))
such that d(xn, yn) < ϵ. Let kn be the greatest natural number such that xn /∈ B(x0, g(kn)).
Then xn ∈ B(x0, g(kn+1)). By Lemma .65 we have that for any n > ϵ, yn /∈ B(x0, g(kn−1))
and yn ∈ B(x0, g(kn + 2)). Then, by Lemma .66 we have that there must be a cn ∈ C such
that d(yn, cn) < kn + 2. Notice that since yn /∈ B(x0, g(kn − 1)) and d(yn, cn) < kn + 2, g
being is an adequate sequence implies cn /∈ B(x0, g(kn−3)). Also, by the triangle inequality
we have that for all n > ϵ,
d(xn, cn) < ϵ+ kn + 2.
However, for all n > ϵ we also have that
xn, cn /∈ B(x0, g(kn − 3)) ⊇ B(x0, T ((kn − 3)2)) ⊇ B(x1, f((kn − 3)2)).
Thus, by Lemma .64 we have that d(xn, cn) > (kn−3)2 for all n > ϵ. But for large enough n,
this contradicts d(xn, cn) < ϵ+kn+2. Therefore, it has to be that Ux0(C, g)≪ Ux1(C, f).
Theorem .74. Let (X, d) be a metric space and x0, x1 distinct points of X. If δ0 and δ1 are
the respective proximities on H∞(X) constructed using x0 and x1 as in Theorem .71, then
the proximity relations δ0 and δ1 are equal.
Proof. Assume A, C ⊆ H∞(X) be such that Aδ0C. Let f be an arbitrary adequate sequence.
Then by Lemma .73, there exists an adequate sequence g such that for all subsets C ⊆ X,
Ux0(C, g)≪ Ux1(C, f).
Since Aδ0C, there exists A ∈ A and a C ∈ C such that
A≪ Ux0(C, g) and C ≪ Ux0(A, g),
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which by the property of g gives us
A≪ Ux0(C, g)≪ Ux1(C, f) and C ≪ Ux0(A, g)≪ Ux1(A, f).
Thus, we have Aδ1C. Similarly one can show that Aδ1C implies Aδ0C. Therefore δ0 = δ1.
Definition .75. Let (X, d) be a metric space and (H∞(X), δ0) the corresponding proximity
space (constructed with respect to some point x0 ∈ X). Define the set BX to be the set of all
ϕ equivalence classes of unbounded sets in X, where ϕ is the weak asymptotic resemblance
induced by the coarse proximity induced by d. By Proposition 2.81 this relation is equivalent to
the relation of having finite Hausdorff distance. Endow BX with quotient proximity δ induced
by the projection π : (H∞(X), δ0)→ BX, as in Definition 2.9. The quotient proximity space
(BX, δ) is called the proximity space at infinity of X.
Remark .76. If A is a subset of X, then ϕ equivalence class of A (i.e. a point in BX) will
be denoted by [A].
Our goal is to show that the proximity space at infinity induces a functor from the
category of unbounded metric spaces whose morphisms are close equivalence classes of coarse
proximity maps to the category of proximity spaces whose morphisms are proximity maps.
Theorem .77. Let (X, d0), (Y, d1) be unbounded metric spaces, h : X → Y a coarse proximity
map, and (BX, δ0), (BY, δ1) the corresponding proximity spaces at infinity. Then the map
Bh : BX → BY defined by
Bh([A]) = [h(A)]
is a well-defined proximity map. Moreover, if l : X → Y is a coarse proximity map that is
close to h, then Bh = Bl.
Proof. The well-definedness of Bh follows from Proposition 2.95. The equality of Bh and
Bl for close coarse proximity maps h and l follows from the definition of closeness of coarse
proximity maps. Let us show that Bh is a proximity map. Let x0 ∈ X and y0 = h(x0). Let
δ0 be the proximity on H∞(X) constructed using the basepoint x0 and let δ1 be proximity on
H∞(Y ) constructed using the point y0 = h(x0). We then consider the following commutative
diagram:
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(H∞(X), δ0) (H∞(Y ), δ1)





where h is the obvious induced map on the hyperspaces. Notice that since the diagram is
commutative, the map Bh ◦ π is well-defined. By Proposition 2.10 the function Bh is a
proximity map if and only if the function Bh ◦ π is a proximity map. To show that Bh ◦ π
is a proximity map, it is enough to show that h is a proximity map (Bh ◦ π is then a
composition of two proximity maps, and therefore a proximity map). Let A, C ⊆ H∞(X) be
such that Aδ0C. We will show that h(A)δ1h(C), which will complete our proof. Let f1 be
an adequate sequence and f2 an adequate sequence that coarse star refines f1. Since h is a
coarse proximity map, it is proper. Thus, for every n ∈ N there is a least k ∈ N such that
h−1(B(y0, f2(n))) ⊆ B(x0, k).
We will denote this natural number by T (n). Likewise, h is bornologous, so for every n ∈ N
there is a greatest natural number m (possibly also ∞ for the first few n’s) such that
d(x, y) ≤ m =⇒ d(h(x), h(y)) < n.
We will denote this number by ρ(n) (if ρ(n) = ∞ for some n, then set ρ(n) = 1 instead).
Since X and Y are unbounded and f is a coarse proximity map, the functions ρ and T as
sequences must be nondecreasing and divergent. We can choose a sequence (nk) of natural
numbers such that for any k ∈ N, the following conditions hold:
(i) k < T (nk),
(ii) k + 1 < ρ(nk),
(iii) max{T (nk), ρ(nk)} −max{T (nk−1), ρ(nk−1)} > k + 1.
We then define an adequate sequence g by
g(k) = max{T (nk), ρ(nk)}.
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Because Aδ0C we have that there is an A ∈ A and a C ∈ C such that A ≪ Ux0(C, g) and
C ≪ Ux0(A, g). We then claim the following:
h(A)≪ Uy0(h(C), f1) and h(C)≪ Uy0(h(A), f1)
We will show the first of these. The second is shown similarly. Let x ∈ A≪ Ux0(C, g). Then
there is a greatest integer k such that x /∈ B(x0, g(k)). Then x ∈ B(x0, g(k + 1)). This
implies that there is a c ∈ C such that d(x, c) < k + 1. Since x /∈ B(x0, g(k)), we have that
x /∈ B(x0, T (nk)) ∪B(x0, ρ(nk)). This implies that h(x) /∈ B(y0, f2(nk)). Likewise, because
k + 1 < ρ(nk) we have that d(h(x), h(c)) < nk. Therefore we have that h(x) ∈ h(C)f2nk and
hence, up to a bounded set, h(A) ⊆ Uy0(h(C), f2). Then, because f2 coarse star refines f1
we have h(A) ≪ Uy0(h(C), f1). Similarly h(C) ≪ Uy0(h(A), f1). Thus, h(A)δ1h(C), which
establishes that h : (H∞(X), δ0) → (H∞(Y ), δ1) is a proximity map, which consequently
implies that Bh is a proximity map.
Corollary .78. The assignment of the proximity space (BX, δ) to an unbounded metric
space (X, d) and the assignment of Bf : BX → BY to a closeness equivalence class of
coarse proximity maps [f ] : X → Y between unbounded metric spaces makes up a functor B
from the category of unbounded metric spaces whose morphisms are close equivalence classes
of coarse proximity maps to the category of proximity spaces whose morphisms are proximity
maps. □
Corollary .79. If (X, d1) and (Y, d2) are unbounded proximally coarse equivalent metric
spaces, then their corresponding proximity spaces at infinity are proximally isomorphic. In
particular, they are homeomorphic. □
Example .80. Let X = {n2 | n ∈ N} ∪ {0} be equipped with its usual metric. Then if
A,B ⊆ X are unbounded subsets we have that the Hausdorff distance between A and B is
finite if and only if A and B differ by a bounded set. Likewise, there is an adequate sequence
g such that for all unbounded sets A one has that U0(A, g) \ A is bounded (one could take
g(n) = n3 for example). Then if H∞(X) is given the proximity δ constructed using the
basepoint 0, we have that two subsets A,B ⊆ H∞(X) are close if any only if there is an
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A ∈ A and a B ∈ B such that the Hausdorff distance between A and B is finite. Thus the
proximity δ̂ on BX defined by πX(A)δ̂πX(B) if and only if πX(A)∩πX(B) ̸= ∅ is a proximity
on BX for which the projection πX : X → BX is a proximity map. The proximity δ̂ is the
finest possible proximity on BX, and hence the finest proximity on BX for which πX is a
proximity map. Thus, δ̂ is the quotient proximity and (BX, δ̂) is the proximity at infinity
of X. The topology on BX is discrete.
Proposition .81. Let Z have its natural metric structure and corresponding coarse proximity
structure. Then BZ is not connected and has at least 3 connected components.
Proof. Consider the following subsets of H∞(Z)
A := {A ∈ H∞(Z) | ∃z ∈ Z∀x ∈ Az ≤ x},
C := {C ∈ H∞(Z) | ∃z ∈ Z∀x ∈ C z ≥ x},
D := H∞(Z) \ (A ∪ C),
i.e., A is the set of unbounded subsets of Z that have a lower bound, C is the set of
unbounded subsets of Z that have an upper bound, and D is the set of unbounded subsets
of Z that have neither a lower bound nor an upper bound. Clearly A, C, and D are mutually
disjoint. These three sets are trivially closed under the relation of having finite Hausdorff
distance, i.e., if A,B ∈ H∞(Z) and dH(A,B) < ∞, then both A and B are in A, both A
and B are in C, or both A and B are in D. If f is any adequate sequence, then given A ∈ A,
there is no C ∈ C or D ∈ D such that D ≪ U(A, f) or C ≪ U(A, f), regardless of the
choice of a basepoint. Similarly, if f is any adequate sequence, then given C ∈ C, there
is no A ∈ A or D ∈ D such that D ≪ U(C, f) or A ≪ U(C, f), regardless of the choice
of a basepoint. Consequently, no two of A, C, or D are close in the hyperspace at infinity.
We then let 3 = {a, c, d} be the discrete proximity space on 3 elements. The function
h : (H∞(Z), δ) → 3 defined by h(A) = a, h(C) = c, and h(D) = d is a proximity mapping
that is constant on the fibers of the projection π : H∞(Z) → BZ. Thus there is a unique
proximity map g : BZ→ 3 such that g ◦ π = h. Thus BZ is not connected and has at least
3 connected components.
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Proposition .82. Let N have its natural metric structure and corresponding coarse proximity
structure. Then the proximity on BN is not discrete.
Proof. Let A ⊆ H∞(N) be the set of all unbounded subsets of N that have asymptotic
dimension 0. Let C ⊆ H∞(N) be the set of all unbounded subsets of N that have asymptotic
dimension 1. It is clear that A and C are closed under the relation of having finite Hausdorff
distance. It is also clear that A and C are disjoint. We will show that AδC, which will imply
that π(A)δπ(C), showing that the proximity on BN is not discrete.
We will use 1 as a basepoint. Let f be an adequate sequence. Let us first construct an
unbounded set A of asymptotic dimension 0 in the following way: define
g(n) = ⌈f(100n)⌉,
and define A1 to be the integral interval [1, g(1)]. Then, for every natural number n > 1 let
ηn = max(An−1), and define
An = {m ∈ N | ∃k ∈ N ∪ {0}, m = ηn + kn, m ≤ g(n)}.
Finally, define A =
⋃
An. This set is clearly unbounded and has asymptotic dimension 0
because for each real number r ≥ 0 the set of r-components is uniformly bounded. Also,
by construction of A we have that U1(A, f) = N, and consequently U1(A, f) is a coarse
neighborhood of every subset of N. Thus, setting C = N, we have that A ∈ A, C ∈ C, A≪
U1(C, f), and C ≪ U1(A, f). Since f was arbitrary, this shows that AδC, which consequently
implies that π(A)δπ(C), as desired.
Remark .83. The above proof shows that as an element of the hyperspace at infinity of N,
the singleton N is close to the set consisting of asymptotic dimension 0 sets.
Corollary .84. If (X, d) is an unbounded metric space into which N coarsely embeds, then
BX is not discrete.
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B Where to go from here.
To end this thesis we would like to consider where to take the study of coarse proximity
spaces. In the introduction two different perspectives about coarse geometry were presented,
the “going to infinity” approach and the “at infinity” approach. Coarse proximity spaces
sit firmly in the latter. While this thesis has not dealt with the relationship between these
two perspectives that relationship is of great interest. One may consider an informally
defined property that is considered “large scale” and then come to the problem of how to
investigate this property. It may well be the case that the property can be formalized using
both a “going to infinity” approach such as usual uniformly bounded covers, and by an
“at infinity” approach using coarse proximities. If two such formalizations are made the
problemm then becomes how to reconcile the two formalizations of the property. One such
property for which this has occured is that of dimension. As mentioned in the introduction to
chapter 5, asymptotic dimension is an important invariant in coarse geometry that provides
a formalization of dimension at the large scale. The definition, per [12], is as follows.
Definition .85. Given a proper metric space X, the asymptotic dimension of X, denoted
asdim(X), does not exceed the nonzero integer n if for every uniformly bounded cover U ,
there is a uniformly bounded cover V that is refined by U and has the property the the
intersection of each n + 2 elements of V is empty. In the event that this property does not
hold for any n we say that asdim(X) =∞.
This definition provides a “going to infinity” formalization of large scale dimension. One
could consider other such formalizations, but this is the most well known one. On the
“at infinity” side there is the classical covering dimension of the Higson corona of proper
metric spaces. In [5] Dranishnikov, Keesling, and Uspenskij proved that for unbounded
proper metric spaces the covering dimension of the Higson corona is bounded above by the
asymptotic dimension of the space. Then in [4] Dranishnikov would impressively prove the
reverse direction for unbounded proper metric spaces of finite asymptotic dimension. In
proving these results Dranishnikov, Keesling, and Uspenskij almost completely reconciled
a priori independent formalizations of the same property. However, the task is not quite
finished as one has the following case to consider.
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Problem .86. If X is a proper metric space such that asdim(X) = ∞ is the covering
dimension of the Higson corona of X also infinite?
This problem is well known. However, what is likely to be an easier problem that could
both lead to an answer to the above as well as provide new research in the theory of coarse
proximity spaces is the following informal problem.
Problem .87. Characterize asymptotic dimension of metric spaces (or coarse proximity
spaces) without appeal to “going to infinity” language.
To explain this problem somewhat further, by “going to infinity” language we mean
definitions or results involving uniformly bounded covers or else phrasing of the form “For
every R > 0” that appears in much of the literature. A truly “at infinity” characterization
of asymptotic dimension would only involve the relationships between unbounded sets or
boundaries without an appeal to specific scales. One could also change the above problem to
recharacterizing the covering dimension of the Higson corona in terms of uniformly bounded
covers.
There are of course other directions in which one could take coarse proximity spaces, but
with some of the foundation of the theory having been laid out in this thesis trying to relate
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