Abstract. Let us consider the three-dimensional problem of steady flow of a heavy ideal fluid past a surface-piercing obstacle in a rectangular channel of constant depth. The flow is parallel at infinity upstream with constant velocity c. We discuss an approximate linear problem obtained in the limit of a "flat obstacle". This is a boundary value problem for the Laplace equation in a three-dimensional unbounded domain, with a second order condition on part of the boundary -the Neumann-Kelvin condition. By a Fourier expansion of the potential function we reduce the three-dimensional problem to a sequence of plane problems for the Fourier coefficients. For every value of the velocity c these problems can be described in terms of a two parameter elliptic problem in a strip. We discuss a well-posed formulation of such problem by a special variational approach, relying on some a priori properties of finite energy solutions. As a result, we prove unique solvability for c = c m,k , where c m,k is a known sequence of values depending on the dimensions of the channel and on the limit length of the obstacle. Accordingly, we can prove the existence of a solution of the three-dimensional problem; the related flow has in general a non-trivial wave pattern at infinity downstream. We also investigate the regularity of the solution in a neighborhood of the obstacle. The meaning of the singular values c m,k is discussed from the point of view of the nonlinear theory.
Introduction
Let us consider an infinitely long channel of constant depth H and with rectangular cross section of constant width L, filled with a heavy, incompressible inviscid fluid. Assuming a constant, parallel flow with velocity c at infinity upstream, we want to study the perturbed stationary flow due to the presence of a surface-piercing obstacle in the channel. The solution of this problem is a difficult task, since one has to satisfy a nonlinear condition (the Bernoulli condition) on a free boundary (the free surface of the fluid). Moreover, one must also determine the lines of contact between free surface and the obstacle's surface. Therefore, there are not many results in the mathematical literature concerning problems of this kind, despite their practical interest. Besides, 
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S. Gatti and D. Pierotti most of such results are restricted to the two-dimensional case. This is true even in the framework of approximate linear theories, which avoid the difficulties related to the free boundary [6, 11, 16] . In the present work, we will consider a linearization of the problem of the flow past an obstacle in a channel, relying on the following assumptions:
(a) The obstacle has the same width of the channel's section, so that the free surface of the fluid is divided into two disconnected parts. (b) The obstacle is "flat" in the sense that the thickness of its piercing part is small compared to the channel's dimensions.
Then we introduce a small positive parameter ε such that for ε → 0 the obstacle becomes a plane rectangular domain parallel to the unperturbed flow. It is shown that, for ε = 0, the constant parallel flow is a solution of the problem. By assuming that the relevant quantities admit a (fractional) power expansion in ε, we linearize the problem around the solution at ε = 0. In this way we obtain a three-dimensional boundary value problem in an unbounded domain for a harmonic function describing the perturbed velocity potential of the flow. Assuming that the solution can be represented by a suitable Fourier expansion, we reduce the three-dimensional linear problem to a sequence of boundary value elliptic problems in a two-dimensional strip for the Fourier coefficients.
The main difficulty in dealing with these problems is related to the presence of a second order condition, the Neumann-Kelvin condition, on part of the boundary. In this case, as shown in [6 -8] , it is necessary to introduce two additional conditions, depending on two real parameters, for the existence of a unique solution. We discuss a particular form of these conditions and prove uniqueness and regularity theorems for the corresponding formulation of the problem. In particular, we prove unique solvability for every value of the velocity at infinity (upstream) with the exception of a known sequence, depending on the dimensions of the channel and on the length of the obstacle; the solution has (in general) oscillations at infinity downstream. Similar results has been obtained in [7, 8] for the plane Neumann-Kelvin problem with different kinds of additional conditions. Moreover, we show that for smooth enough obstacle's shapes the solution is continuous up to the boundary of the strip and that the trace on the linearized free boundary has continuous derivative. Finally, we discuss the conjecture (supported by the results of [17] ) that for a unique pair of values of the parameters in the additional conditions the gradient of the solution is continuous in the closed strip. The paper is organized as follows: in Section 2 we write the equations for the threedimensional flow potential and describe the linearization procedure for the case of a flat obstacle; from the resulting linear problem (problem P) we deduce the sequence of two dimensional elliptic problems (for the Fourier coefficients of the potential) and provide a well-posed formulation for a generic problem in the sequence (problem P λ,ν ).
In Section 3 we prove some a priori properties of the solutions of the two-dimensional problem. In particular, we show that in general there are non-trivial oscillations at infinity behind the obstacle. The properties of finite energy solutions are also considered. In the subsequent Sections 4 -5 we prove theorems on the unique solvability and on the regularity of solutions, starting from the discussion of a variational problem for finite energy solutions. Finally, in Section 6 we provide sufficient conditions for the solvability of the linearized three-dimensional problem and discuss the relevance of the results obtained for the nonlinear problem.
Solvability of a Plane Elliptic Problem
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Statement of the problem
We choose a reference frame such that the x-axis is directed as the unperturbed flow, the undisturbed free surface is represented by
and the channel's bottom is the plane region
We assume that the surface of the obstacle is described by the equation
where ε > 0 is a small parameter and f is a C
where J ⊂ R is an interval containing the origin. We further assume that f is strictly negative for x in some subinterval contained in J (see Figures 1 and 2 ). The fluid surface has equation z = h(x, y), where h is an unknown function defined on a disconnected subset D h ⊂ D 0 . We set
where the two curves x = g ± (y) (0 ≤ y ≤ L) represent the projection on the plane z = 0 of the lines where the free surface meets the obstacle. Then, we have the conditions g ± (y) ∈ J, g − (y) < 0 < g + (y) and The functions g ± are also unknown and their determination is part of the problem. We denote by Ω the region filled with the fluid, i.e.
Assuming the flow irrotational, we can state the problem in terms of a velocity potential Φ, which must be a harmonic function in Ω by incompressibility. Further conditions on Φ follow by additional assumptions on the interaction of the fluid with the obstacle and with the channel's boundaries. In the case of a rigid obstacle, at every wetted point of its surface the velocity vector ∇Φ lies in the tangent plane. Similarly, we require the vanishing of the components of ∇Φ orthogonal to the channel's bottom and to the lateral walls, respectively. Moreover, it is known that the velocity field must be tangent at every (regular) point of the free surface. Finally, the height of a point on the free surface is related to the velocity field at the same point by the Bernoulli condition (see equation (2.5) below).
Then, the problem has the following form: find two real functions g + > 0 and
where
Equations (2.5) -(2.6) are, respectively, the Bernoulli condition and the kinematic condition on the free surface. Equations (2.7) -(2.9) represent the previously discussed boundary conditions on the obstacle and on the channel's walls. Equations (2.10) -(2.11) state that the fluid is unperturbed at infinity upstream. Finally, we recall the condition (2.3) connecting the free surface and the obstacle. Taking account of the limit conditions (2.10) -(2.11) in relation (2.5) we find that the constant at the right-hand side is Clearly, the function ϕ has to satisfy ∆ϕ = 0 (2.13)
in Ω.
In order to get a well defined linearized problem, we must specify the limit for ε → 0 of boundary conditions (2.5) -(2.11). Let us first consider the particular case f (x, y) = f 0 (x) in condition (2.7); this corresponds to an obstacle with longitudinal section independent of y. In this case it is reasonable to assume that a small perturbation of the free parallel flow is described by a solution independent of y, so that we can put ϕ(x, y, z) = ϕ 0 (x, z) andh(x, y) = h 0 (x) in (2.12). Consequently, the functions g ± in relations (2.2) -(2.7) will be equal to the (unknown) constants x ± . Then, letting ε → 0 and assuming that x ± →x ± , we get from (2.5) -(2.7) the limit conditions
These boundary conditions, involving the (two-dimensional) potential ϕ 0 , are more conveniently written in terms of the harmonic conjugate field components u 0 = ∂ x ϕ 0 and v 0 = ∂ z ϕ 0 as
Moreover, differentiating (2.17) and using (2.18), we can eliminate the unknown function h 0 and obtain
By the Cauchy-Riemann equations, we now get the condition
Finally, from (2.9) -(2.11) we easily obtain the additional boundary condition
and the asymptotic conditions
Summing up the above discussion, the linearized problem in the case of an obstacle with constant longitudinal section amounts to find a harmonic function v 0 (= ∂ z ϕ 0 ) in a two-dimensional strip, satisfying boundary conditions (2.19) -(2.21) and asymptotic condition (2.22) (with its harmonic conjugate). The unique solvability of this problem have been stated in both the cases of supercritical (i.e. c > √ gH) and subcritical (i.e.
c < √ gH) flow velocities (see [14] ). By these results, the proof of the solvability of the two-dimensional nonlinear free boundary problem has been achieved (at least for the case c > √ gH, see [12] ). As a consequence, it can be proved that for every datum εf 0 (x) in (2.7) (independent of y and smooth enough in x) there exist two functions ϕ 0 = ϕ 0 (x, z) and h 0 = h 0 (x) and constants x ± with the following properties:
1) For small enough ε, the set of four functions c + εϕ 0 , εh 0 , y → g ± (y) = x ± is a solution independent of y of the nonlinear, free boundary problem (2.5) -(2.11) with additional condition (2.3). Moreover, ϕ 0 is harmonic in a C 1 domain (the upper boundary being a C 1 streamline formed by the profiles of the obstacle f 0 and of the free boundary h 0 , see [12] ) and with continuous derivatives up to the boundary.
2) For ε → 0, the values x ± tend to finite limitsx ± ∈ J, withx − < 0 <x + , and ϕ 0 converges to a harmonic function in the two-dimensional strip R × (−H, 0), satisfying the linear boundary value problem (2.19) -(2.21).
Let us now go back to the three-dimensional problem and make the further assumption that the function f in (2.1) has the form:
where 0 < α < 1 and F is defined in D f (see below equation (2.1)). Hence, it is reasonable to look for a perturbed field ϕ which, in the limit ε → 0, approaches a solution independent of y. This in turn justifies the assumption that the two functions g ± in (2.2) -(2.7) tend to finite constant limits for ε → 0. More precisely, we will write for the perturbed field and the free boundary in (2.12)
where ϕ 0 and h 0 satisfy properties 1) and 2). Then condition (2.3) is satisfied in the limit ε → 0 if the two functions g ± converge to the constant limitsx ± (depending on ϕ 0 ). Assuming this, let us consider conditions (2.5) -(2.7) up to the terms of order ε
1+α
. Letting ε → 0 and taking account of (2.14) -(2.16) we find that the function Ψ is harmonic in the three-dimensional domain R × (0, L) × (−H, 0) and satisfies the boundary conditions
(2.28)
Note that, due to our choice of the exponent α in (2.23) -(2.25), the limit problem for the perturbed potential Ψ depends on the first order term ϕ 0 only through the two constantsx ± . We can get rid of the unknown function Ξ x differentiating (2.26) with respect to x and using (2.27). Hence we obtain
The above relation is the well known Neumann-Kelvin condition for the (perturbed) velocity potential Ψ [6 -10] . Finally, again from (2.8) -(2.11) we get the additional boundary conditions
and the asymptotic condition
Thus, the "flat obstacle linearization" of the flow equations lead us to the following boundary value problem: The geometry of the domain Ω 0 and conditions (2.30) lead us to represent a solution of problem P by a Fourier expansion of the form
Correspondingly, we will write
Then, assuming that the right sides of (2.33) -(2.34) are convergent and (two times) term-wise differentiable up to the boundary of Ω 0 , we find that the Fourier coefficients ψ m solve the two-dimensional problems where
As clarified in [6 -8] for the Neumann-Kelvin problem, relations (2.35) -(2.39) must be supplemented with two conditions at the obstacle endpoints in order to get a well-posed problem; we will show later (see also [7] ) that for smooth enough boundary data a solution of problem (2.35) -(2.39) is continuous at the points (±x 0 , 0). Then we can state: 
The role of (2.40) in connection with problem P above will be discussed in the last section.
Remark 2.1 Note that no additional conditions are required in problem P 0 , since it can be solved in terms of the harmonic conjugate field components (see (2.19) -(2.22) and the subsequent discussion) avoiding the Neumann-Kelvin condition (2.36); in this way, one selects the "least singular potential" which has continuous derivatives up to the boundary.
In this paper we provide a precise statement of problem P λ m (m ≥ 1) and discuss its unique solvability in a suitable functional space of Sobolev type; to this aim, some definitions and notations are in order. We first note that, possibly translating the origin, we can takex ± = ±x 0 in (2.36) -(2.37). Moreover, we will drop the index m in all the equations and consider the problem for a generic λ > 0 and with a Neumann datum G. Finally, we put ν = g c 2 .
Let us now denote the strip
We will call B = R × {−H} the bottom. On the upper margin R × {0} we denote by I the open interval (−x 0 , x 0 ) × {0} and set F = {R\[−x 0 , x 0 ]} × {0}. Then, for every fixed λ > 0 and ν > 0, we consider the following problem.
(I) and two real numbers α ± , find ψ satisfying ψ ∈ H 1 (A) for every bounded domain A ⊂ S H , and such that
Moreover, the trace ψ| F is continuous up to the points (±x 0 , 0) and
Finally, ψ fulfills the asymptotic conditions
uniformly with respect to z ∈ [−H, 0] and
where A is any neighborhood of I.
We will discuss the solvability of the above problem for every positive value of λ in (2.41) and of ν in (2.43). We remark that the solutions of problem P λ,ν must be locally in H 1 and bounded together with their derivatives outside any neighborhood of the beam (inequality (2.47)). The first condition is necessary for the local finiteness of the kinetic energy of the perturbed potential (2.33). The latter one can be related to the boundedness of the velocity field ∇Ψ, at least outside any neighborhood of the obstacle. Finally, note that we only require continuity of the trace on F in order to give meaning to (2.45).
The two-dimensional problem: a priori properties of the solutions
In the present section, we discuss some a priori properties of the solution to problem P λ,ν which play a crucial role in the proof of solvability. To begin with, we shall consider in more detail the asymptotic properties. Let us denote with θ the characteristic function of the interval (0, +∞). Then we have 
Proof. The smoothness properties of ψ follow by standard regularity results for weak solutions of elliptic boundary value problems. Let us fix R > x 0 and solve equation (2.41) with boundary conditions (2.43) -(2.44) by separation of variables in the regions (R, ∞) × (−H, 0) and (−∞, −R) × (−H, 0). In this way, we will get series expansions for ψ in the two regions (see [14] ). By elementary calculations, we have the following eigenvalue problem (see also [3] ) depending on the two parameters λ and ν:
It can be shown that this problem is self-adjoint (in a suitably defined Hilbert space, see Remark 3.1 below). We find a unique negative eigenvalueκ = −ν λ 2 < −λ where ν λ is the unique (positive) solution of equation (3.3). The relative eigenspace is generated by the functionZ
Moreover, there is a sequence of positive eigenvalues κ n = α 2 n (n ≥ 1) with
whose eigenspaces are generated by the functions
Then, equations (2.41), (2.43) -(2.44) are satisfied by the functions
Taking account of asymptotic condition (2.46) -(2.47) we obtain the expansions
where the coefficients A, B and a n , b n are uniquely determined by ψ(R, ·) and ψ(−R, ·) on [−H, 0]. Then the proposition follows Remark 3.1. Let us define the bilinear form
(−H, 0) where . Then we can consider (3.5) as the eigenvalue problem for T . As can be readily verified, the operator T is symmetric (with respect to the scalar product (3.9)) and the associated quadratic form
is positive (actually, it is equivalent to the scalar product of H 1 (−H, 0) by the Poincaré inequality). By standards results [1, 2] , for any λ > 0 and ν > 0 the functionsZ and Z n form a complete system, orthogonal with respect to scalar product (3.9). In particular, we have the relations
for n = m.
Remark 3.2. By Proposition 3.1, it turns out in particular that a solution to problem P λ,ν is also bounded in the strip S H outside any neighborhood of the interval I. Furthermore, from (3.8) it follows that any solution ψ ∈ H 1 (S H ) of problem P λ,ν satisfies the bound sup
for every R > x 0 .
Solutions satisfying (3.11) will be called waveless solutions of problem P λ,ν , since the corresponding flow does not produce wave pattern at infinity behind the obstacle (see [9, 13] ). Finally, we remark that such solutions satisfy a further property, which play a crucial role in our proof of the solvability of problem P λ,ν in the following sections. 
holds.
The proof follows by Green's theorem, taking account of the boundary conditions and of (3.11) (see also [13, 15] ).
A variational problem for waveless solutions
In this section we consider a weak formulation of problem (2.41) − (2.45) in a suitable Sobolev-type space contained in H 1 (S H ). Although a solution of problem P λ,ν does not in general belong to H 1 (see (3.1)), it turns out that existence (and uniqueness) of variational solutions is the basic result for the proof of the solvability of problem P λ,ν in the next section.
Let us consider the space of the restriction to S H of functions χ ∈ C ∞ 0 (R 2 ) and make the closure with respect to the norm
We denote by H(S H ) the resulting space. Note that, for the sake of simplicity, we used in the above equation the symbol χ x to denote the (weak) derivative of the trace χ(x, 0) on F . Actually, the trace of the partial derivative χ x need not exist for a generic χ ∈ H(S H ). On the other hand, the trace χ(x, 0) is absolutely continuous onF (with square integrable derivative in F ) so that it is meaningful to consider the limits χ(±x 0 
For any pair of real constants α ± let us fix ψ α ∈ H such that ψ α (±x 0 , 0) = α ± . Then we can state our weak form of problem P λ,ν :
It is readily verified that the left-hand side of (4.3) is a continuous bilinear form in H(S H ) endowed with norm (4.1). Moreover, the right-hand side is clearly a bounded linear functional on H 0 . However, it is not difficult to see that the bilinear form is not coercive in this space. To overcome this problem, we remark that the a priori condition (3.12) suggests a possible subspace of H 0 where coercivity is restored. As it will be clear in the sequel, the delicate point is to check whether a weak solution in this subspace is a (finite energy) solution of problem P λ,ν . Therefore, we set
We note that the condition defining the subspace V 0 is meaningful since, as previously remarked, the trace on F of a function in H(S H ) is continuous up to the points ±x 0 . W We have now Lemma 4.1. For every pair of constants λ > 0 and ν > 0, the bilinear form
is coercive on V 0 .
Proof. Differentiating the condition in (4.4) we get
which holds in L 2 (F ) for every ψ ∈ V 0 . By the Hölder inequality, we get
Eliminating ν using (3.3) we find the identity
Thus, the coefficient in the last inequality is strictly less than one for every λ > 0 and ν λ > 0. Hence, our claim follows
The above result lead us to consider the restriction of (4.3) to the subspace V 0 . Thus, we introduce the following (I) and a pair of real constants α ± , the following conditions hold:
for every |x| ≥ x 0 . Now, we can prove 
Moreover, ψ satisfies bound (3.11) and therefore it vanishes as |x| → ∞.
Proof. We first prove (4.8). For this let us consider a test function ϕ ∈ D(S H ) satisfying
and define
By (4.9) and an elementary calculation, it can be verified that χ is continuous and belongs to the subspace V 0 defined in (4.4). Then we get
(4.10)
On the other hand, by direct calculation, using (4.7) and integration by parts with respect to z, we also obtain
where the last identity follows by (3. 
Then for every ϕ ∈ D(S
belongs to D(S H ) and satisfies (4.9). Therefore,
Now, by defining
for any smooth ϕ with support contained in the half strip S H ∩ {x > −x 0 }. This statement and the analogous one for functions with support in S H ∩ {x < x 0 } are readily shown to be equivalent to (4.8).
We now check boundary conditions (2.42) -(2.44). To this aim we remark that every restriction toS H of a function χ ∈ D(R 2 ) with support non-intersecting the lines x = ±x 0 can be represented in the form χ = χ 0 + ϕ 1 onS H where χ 0 ∈ V 0 and ϕ 1 is a smooth function with support in S H ∩ {x = x 0 }. In fact, this follows by setting
where ζ ∈ D(−H, 0) satisfies
Then, by (4.11) and (4.2) we obtain
for every smooth χ with support inS H ∩ {x = x 0 }. Now boundary conditions (2.42) -(2.44) follow by standard arguments.
Finally, since ψ is in H and satisfies (3.1) for |x| > x 0 , the conclusions of Remark 3.2 apply so that ψ satisfies (3.11)
The following result is crucial for the discussion of the next section. 
and
Proof. We note that for any function ψ satisfying equation (4.8) one has
for every χ ∈ V 0 . Assume now that ψ (1) satisfies the same boundary conditions as ψ and solves equation (4.8) (with constants σ (1) ± ). Then integration by parts in the previous relation shows that ψ − ψ (1) is a solution of the homogeneous problem Π λ,ν . Hence, ψ (1) = ψ. Let us now define the function 
Now we can apply regularity arguments (see [14] and references therein) relying on known results for elliptic problems in polygonal domains [4, 5] and conclude that
where C is a constant and (r, θ) equal the polar coordinates around the point, with θ = 0 on I and θ = π on F . In particular, one gets from (4.16) 
Obviously, an analogous result holds in a neighborhood of (−x 0 , 0). Hence, we have the continuity of φ x (·, 0) onF . Recalling (4.15), the same is true for ψ x (·, 0).
Finally, let Q 0 = (−x 0 , x 0 ) × (−H, 0) and consider the functions
Since ψ andγ i (i = 1, 2) satisfy (3.1) in Q 0 , we can apply Green's theorem and obtain
where dl is the line element on the boundary of Q 0 . We can now explicitly evaluate (4.17) using the boundary conditions and observing that (4.15) and the regularity of φ
for every z ∈ (−H, 0). Then by elementary calculations and taking account of (4.7) we obtain (4.13) -(4.14)
Remark 4.1. From the uniqueness result of the above proposition, it follows that problem P λ,ν has a solution in H 1 (S H ) (waveless solutions, see Remark 3.2) if and only if σ + = σ − = 0. Moreover, the solution is uniquely determined by G and α ± .
As it is clear from the previous proof, the function φ defined in (4.15) satisfies the requirements of problem P λ,ν except asymptotic condition (2.46). Now, in order to establish existence (and uniqueness) of problem P λ,ν , we will proceed as follows: first, we prove that there exists a non-trivial, two-dimensional subspace of H 1 loc (S H ) made of solutions of homogeneous problem (2.41) -(2.45). Then we show that a solution of problem P λ,ν can be obtained by adding to φ a suitable function in the above space, if certain compatibility conditions hold.
Existence and uniqueness of the solution to problem P λ,ν
To begin with, we introduce two special solutions of problem Π λ,ν : We denote by ψ s the solution to problem Π λ,ν with α ± = ±α s = ± sin(µ λ x 0 ) and
Similarly, ψ c is the solution to problem Π λ,ν with α ± = α c = cos(µ λ x 0 ) and 
where C(ν λ ) is the same as in Proposition 4.2.
Remark 5.1. It is worthwhile to remark that the functions ψ s , ψ c and the constants σ s , σ c depend only on x 0 , H and ν. Moreover, the pairs ψ s , σ s and ψ c , σ c can be explicitly evaluated for special values of the parameter µ λ . In fact, let us choose µ λ = n π x 0 (n ≥ 1) and set
Then it is readily verified by direct calculations that both these functions belong to H and verify the required boundary conditions and equation (4.8) .
The corresponding values of σ s and σ c are
where n ≥ 1. Then, our claim follows by Proposition 4.2. Now, following (4.15) we define
Then the functions
solve the homogeneous problem (2.41) -(2.44) and satisfy
By exploiting the asymptotic behaviour of the functions ζ s and ζ c we will obtain a condition of unique solvability to problem P λ,ν . To this aim, the next lemma is crucial: satisfies all the relations of problem P λ,ν , including asymptotic condition (2.46) if the pair (γ, δ) solves the linear system 
holds where
The proof is given in the appendix of [15] and is similar to the proof of an analogous result [14: Proposition 4.8] for the case λ = 0. We remark here that the crucial point of the proof is the variational characterization of the weak solutions ψ s and ψ c defined in Section 5 as the minimum points of the functionals representing the coefficients σ s and σ c , respectively. 
Then, for every G ∈ L 2 (I) and α ± ∈ R, problem P λ,ν is uniquely solvable. Moreover, if G ∈ H In this final section, we discuss the solvability of the three-dimensional problem P (see Section 2) in terms of Fourier expansion (2.33). We will also make some comments on the physical interpretation of the results obtained. We point out that (2. Moreover, the solution ψ m depends on two parameters fixing the values of ψ m (±x 0 , 0) and is continuous in a closed, two-dimensional strip, if the boundary datum in (2.37) belongs to H 1 2 (x − ,x + ). Remark 6.1. Note that the right-hand side of (6.1) depends on the geometric features of problem P : the depth H and the width L of the domain Ω 0 , and the length of the interval (−x 0 , x 0 ). We further remark that (6.1) provides the correct "singular values" of the velocity also for m = 0 (see [14] ). In this case we have c 0,k ≤ √ gH for k ≥ 1 so that the singular velocities are all subcritical.
Thus, if c = c m,k for every m ≥ 0 and k ≥ 1, we are left with the proof of suitable estimates on the functions ψ m , allowing differentiation term by term of series (2.33). By the results of the previous sections, these estimates will depend on the functions F m (which are determined by the shape of the obstacle's surface, see (2.34)) and by the values of ψ m (±x 0 , 0) with m ≥ 1.
For the sake of brevity, we will not discuss the problem in this general setting and consider only those functions F with finite number of terms different from zero in expansion (2.34). Then, it is natural to require the additional condition ψ m (±x 0 , 0) = 0 for every m such that F m = 0. In this way, by Theorem 5.1, we have ψ m = 0 for the same m so that also series (2.33) has a finite number of terms different from zero. Clearly, in this case we get solutions of problem P , which however still depend on a finite number of parameters (fixing the values of the perturbed potential Ψ on the lines x = ±x 0 , z = 0, 0 ≤ y ≤ L). We conjecture that this arbitrariness could be eliminated by looking for best regular solutions. Actually, recalling the results of Sections 4 and 5, every solution ψ of problem P λ,ν with datum G ∈ H where C ± are constants and η ± are two functions defined in the strip S H and vanishing respectively outside a neighborhood of (±x 0 , 0). Moreover, by exploiting the boundary conditions as in the proof of Proposition 4.12, it can be shown that every solution in H 2 (S H ) (and with smooth enough boundary datum on the interval I) has bounded and continuous derivatives up to the boundary of S H . Hence, it is an interesting open problem to find out if the values of ψ(±x 0 , 0) can be fixed in such a way that C + =
