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ABSTRACT
Autism Spectrum Disorder (ASD) is a group of heterogeneous developmental disabilities
that manifest in early childhood. Currently, ASD is primarily diagnosed by assessing the behavioral
and intellectual abilities of a child. This behavioral diagnosis can be subjective, time consuming,
inconclusive, does not provide insight on the underlying etiology, and is not suitable for early
detection. Diagnosis based on brain magnetic resonance imaging (MRI)—a widely used noninvasive tool—can be objective, can help understand the brain alterations in ASD, and can be
suitable for early diagnosis. However, the brain morphological findings in ASD from MRI studies
have been inconsistent. Moreover, there has been limited success in machine learning based ASD
detection using MRI derived brain features. In this thesis, we begin by demonstrating that the low
success in ASD detection and the inconsistent findings are likely attributable to the heterogeneity
of brain alterations in ASD. We then show that ASD detection can be significantly improved by
mitigating the heterogeneity with the help of behavioral and demographics information. Here we
demonstrate that finding brain markers in well-defined sub-groups of ASD is easier and more
insightful than identifying markers across the whole spectrum. Finally, our study focused on brain
MRI of a pediatric cohort (3 to 4 years) and achieved a high classification success (AUC of 95%).
Results of this study indicate three main alterations in early ASD brains: 1) abnormally large
ventricles, 2) highly folded cortices, and 3) low image intensity in white matter regions suggesting
myelination deficits indicative of decreased structural connectivity. Results of this thesis
demonstrate that the meaningful brain markers of ASD can be extracted by applying machine
learning techniques on brain MRI data. This data-driven technique can be a powerful tool for
early detection and understanding brain anatomical underpinnings of ASD.
i

ABBREVIATIONS
ABIDE: Autism Brain Imaging Data Exchange
ADHD: Attention Deficit Hyperactivity Disorder
AS: Autism Severity
ASD: Autism Spectrum Disorder
AUC: Area Under the Receiver Operating Curve
CARS: Childhood Autism Rating Scale
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CTR: Controls
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Curvind: Curvature Index
DB: Demographics and Behavioral Measures
DC: Diencephalon
FAST: FMRIB's Automated Segmentation Tool
Foldind: Folding Index
FS: FreeSurfer
FSL: FMRIB Software Library
Gauscurv: Gaussian Curvature
GM: Gray Matter
Meancurv: Mean Curvature
MRI: Magnetic Resonance Imaging
SPM: Statistical Parametric Mapping
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Std.: Standard Deviation
TDC: Typically Developing Controls
TIV: Total Intracranial Volume
VIQ: Verbal Intelligent Quotient
WM: White Matter
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1 CHAPTER 1: INTRODUCTION
1.1 Autism Spectrum Disorder
Autism Spectrum Disorder (ASD) is a group of lifelong developmental disabilities that
manifest in early childhood. According to DSM 5 (American Psychiatric Association, 2013), ASD
is characterized by impairment in social-communication and behavior domains, including
repetitive behaviors and restrictive interests. According to a recent Center for Disease Control and
Prevention (CDC) survey (CDC, 2014), 1 in 68 children (1 in 42 boys and 1 in 189 girls) have ASD.
A more recent CDC survey of parents indicated that this number can be as high as 1 in 45
(Zablotsky et al., 2015). In addition to the substantial difficulties faced by ASD individuals and their
parents, the economic burden of ASD is high. A recent study by Leigh and Du (2015) has estimated
ASD’s economic cost for 2015 to be $268 billion in the United States alone. The study projects
annual costs rising to $461 billion in 2025 if ASD’s prevalence remains constant and more than $1
trillion by 2025 if ASD’s prevalence continues the steep rise seen over the last decade.
ASD is highly heterogeneous in its etiology, comorbidity, pathogenesis, genetics, and
severity (Betancur, 2011; Happé et al., 2006; Jeste & Geschwind, 2014; Ronald et al., 2006). It has
a strong genetic basis and is highly heritable (Ronald et al., 2006). It has been reported that 10%–
20% of individuals with ASD have an identified genetic etiology. The genetic architecture of ASD
is highly heterogeneous (Geschwind & Levitt, 2007; Jeste & Geschwind, 2014); ASD has been
linked to more than 100 different genes affecting different aspects of neurodevelopment and
function (Betancur, 2011). In addition, ASD shows high comorbidity with other psychiatric
1

disorders (Dougherty et al., 2016b; Matson et al., 2013). For example, it has been estimated that
14 to 78% of children with ASD also meet the criteria for Attention Deficit and Hyperactivity
Disorder (ADHD) (Gargaro et al., 2011), up to 42% meet the criteria for anxiety disorders (Matson
et al., 2013), and 25 to 70% have some level of intellectual disability (Fombonne, 2009). Similarly,
brain alterations in ASD have been found to be highly heterogeneous which is discussed in Section
1.6.2

1.2 Importance of early detection of ASD
Early detection of ASD is important because it allows for the application of early
intervention methods. It has been shown that early intervention is effective in decreasing
impairments (Dawson et al., 2010) and may result in more positive long-term outcomes for the
child (Pickles et al., 2016; Rogers & Vismara, 2010). The annual economic cost of ASD has been
significant—and the largest factors contributing to the cost are lost productivity and adult care
(Ganz, 2007). With successful application of early intervention methods, in addition to improving
the quality of life of ASD individuals, the economic cost related to ASD can also be significantly
reduced. And, for successful application of early intervention methods, early detection of ASD is
required.
Early detection of ASD may help to disentangle the effects of genetic and environmental
risk factors of ASD and may improve our knowledge of its underlying etiology. A large study by
Sandin et al. (2014) including 2 million children (~14500 ASD) have reported that the risk of ASD
is influenced equally by genetic and environmental factors. Environmental factors include a wide
range of influences such as parental age (Sandin et al., 2015), obstetric conditions (Kolevzon et al.,
2007), medication used (Boukhris et al., 2015), maternal nutrition (Lyall et al., 2013; Schmidt et
al., 2014), exposure to chemicals during prenatal stage, prenatal stress (Kinney et al., 2009), etc.
2

The environmental factors related to the risk of ASD can interact with each other making the
etiology of ASD more complex. If detection can be achieved at the neonatal stage, it can help in
separating out the effects of post-natal environmental risk factors of ASD—thus, improving our
knowledge of ASD etiology.
In addition, it may be the case that ASD is closer to normal development in its presentation
at a younger age, before environmental factors have influenced its postnatal development. That
is, when a child is tested for ASD as early as possible, fewer environmental factors will have
contributed to the development of ASD after birth—which means that the underlying etiology and
perhaps its manifestation may be more homogenous—which in turn, would make it easier to detect
and understand the underlying etiology of ASD in children through the application of biomarkers
at very young age.
Below we briefly discuss the major challenges faced by current techniques for ASD
detection and studies investigating brain morphology of ASD.

1.3 Problem 1: Behavior based diagnosis of ASD is late and does not help
to understand underpinnings of ASD
Currently ASD diagnosis is based on clinical assessments based on observations of the
individual's behavior and intellectual abilities. This diagnosis procedure can be subjective, time
consuming, and inconclusive due to factors such as comorbidity (Close et al., 2012). An objective
diagnostic tool is highly valuable and its importance further increases from the fact that currently
existing behavioral diagnosis has been found to be highly subjective especially at a young age where
there is so little to observe. In addition, since the present diagnosis procedure is based only on
behavioral symptoms, it does not provide insight on the brain anatomical underpinnings and
underlying etiology of ASD. Furthermore, it is difficult to utilize it for early diagnosis and
3

intervention. According to a recent report by CDC (CDC, 2014), the median age of ASD diagnosis
is 53 months. Similarly, it has been reported that more than half of school-aged kids were age 5 or
older when they were first diagnosed with ASD and less than 20% were diagnosed by age 2 years
(Pringle et al., 2012).

1.4 Problem 2: Inconsistent brain anatomical findings in ASD
A number of studies utilizing structural Magnetic Resonance Imaging (MRI) data to
investigate the brain morphology of ASD have reported alterations in brain regions involved in
language and social behavior, particularly fronto-temporal regions (Bigler et al., 2007; Ha et al.,
2015), and the amygdala-hippocampus complex (Groen et al., 2010; Nordahl et al., 2012). Early
brain overgrowth (Campbell et al., 2014), alterations in corpus callosum (Wolff et al., 2015),
cerebellum (D’Mello et al., 2015), and fusiform (Dougherty et al., 2016a; van Kooten et al., 2008)
have also been reported by studies. However, these findings have been somewhat inconsistent
(Amaral et al., 2008; Chen et al., 2011; Katuwal et al., 2015a).

1.5 Problem 3: Low Classification success in large multi-site data
In recent years, several studies have applied machine learning on MRI derived brain
features, targeted at ASD detection. These studies have been successful with high classification
accuracies (80%) for well-matched small datasets (n < 200). However, the studies using the large
multi-site ABIDE dataset (n > 700) (Haar et al., 2014; Katuwal et al., 2015b; Sabuncu &
Konukoglu, 2014) have reported low classification accuracies (~60%).

1.6 Thesis Contributions

4

1.6.1 Demonstrating MRI as a potential tool for detection
As a solution to the Problem 1 i.e. “Behavior based diagnosis of ASD is late and does not help to
understand the underpinnings of ASD”, we demonstrate that ASD can be successfully detected using
machine learning on MRI data. Using brain images of both children and adult subjects, datadriven potential brain biomarkers that are consistent with the current biological understanding of
ASD were found. In addition, we could successfully classify ASD subjects from non-ASD subjects
in many cases. From the results of this thesis, we can safely argue that the application of machine
learning on MRI data can be a useful technique for early detection of ASD and for understanding
its brain anatomical underpinnings. This analysis and results are presented in Chapter 4 and
Chapter 5.

1.6.2 Relating inconsistent findings and low classification success to ASD
heterogeneity and methodological differences
In this thesis, we have attempted to identify the causes of Problem 2: “Inconsistent brain
anatomical findings in ASD” and Problem 3: “Low Classification success in large multi-site data”. We
attribute methodological differences and heterogeneity of ASD, or a combination of both, as the
likely underlying causes of these discrepancies.
The methodological differences can arise from the differences in image preprocessing tools,
analytical models, covariates, etc. In this thesis, we focus on methodological differences due to the
choice of image preprocessing tool. This analysis and results are presented in Chapter 3.
The heterogeneity of ASD brain morphology can be mainly attributed to the significant
dependence of brain alterations on demographics and behavioral (DB) measures such as age, sex,
IQ, handedness, etc. Previous studies have reported variability in brain alterations with factors
such as age (Lin et al., 2015), gender (Lai et al., 2013), handedness (Floris et al., 2013) etc. In this
5

thesis, we focus on the variability ASD brain alterations with respect to three DB measures: age,
verbal IQ (VIQ), and autism severity (AS). This analysis and results are presented in Chapter 4.

1.6.3 Providing the evidence of brain image processing tool dependent findings and
suggesting multi-variate techniques as a partial solution
We investigate differences in image preprocessing tools as a possible cause behind the
inconsistent anatomical findings in ASD and in neuroimaging in general. In particular, we focus
on the estimation of the following brain volumes: gray matter (GM), white matter (WM),
cerebrospinal fluid (CSF), and total intracranial volume (TIV) from T1-weighted MRIs using three
popular preprocessing methods: SPM, FSL, and FreeSurfer (FS). We found that the estimated
brain volumes did not agree across methods and the methods showed differential biases for ASD,
and many of the biases were larger than ASD versus TDC differences. In summary, we
demonstrated that the differences in the choice of image preprocessing tool is a reason behind the
inconsistent neuroimaging findings in ASD.
Improving the current brain image preprocessing tools to make them more accurate and
standardizing them is the best possible solution to remove the effects of methodological differences
in the end findings. However, when the existing popular tools have to be used, we suggest
investigating multi-variate relationships (in addition to univariate relationships) in brain alterations
because multi-variate relationships are more robust across methods and scanners. In this thesis, we
provide few examples to corroborate this view. This analysis and results are presented in Chapter
3.

6

1.6.4 Divide and Conquer: we propose identifying brain biomarkers in sub-groups of
ASD is easier and more meaningful than across the whole spectrum
We first propose and then demonstrate that the heterogeneity in ASD brain morphometry
can be mitigated by augmenting the information from demographics and behavioral measures
(DB) of the subjects. We demonstrate that identifying ASD brain alterations in relatively
homogenous sub-groups is easier and more insightful than across the whole heterogeneous ASD
spectrum. We use automatically extracted multiple brain morphological features and multiple
classification techniques for this investigation. We explore if DB measures of the subjects can be
utilized to mitigate the ASD heterogeneity and hence facilitating a better understanding of the
brain alterations associated with ASD and aiding in its detection. First, we investigate the
incremental predictive power that can be gained by adding DB measures such as age, VIQ, and
AS to the brain morphological features derived from MRI. Second, we probe if sub-grouping the
subjects by the above-mentioned DB measures helps to improve ASD vs. TDC classification and
provides better insight into the brain morphometric alterations in ASD. This analysis and results
are presented in Chapter 4.

1.6.5 Brain biomarkers discovery for early detection of ASD
We apply machine learning on automatically extracted multiple brain morphometric and
intensity features to classify young ASD subjects (3 to 4 years) from the controls of the same age
group. We achieved very high success rate (> 90% AUC) for ASD vs. control classification. We
also identified three potential brain markers for early detection of ASD: larger ventricles, larger
TIV, higher amount of cortical folding, and myelination deficits particularly in frontal and
temporal regions. We also noticed that larger TIV of ASD brain is related to larger cortical surface
area but relatively independent to cortical thickness. Further, we could show that the higher
7

amount of cortical folding in ASD brains may be an aftereffect of the early brain overgrowth in
ASD. We also hypothesize that the higher amount of cortical folding in ASD is due to the greater
compressive stress in the cortex induced by both hyper-expansion of the cortex and abnormally
large ventricles. To our knowledge this is the first study to leverage clinical imaging archives to
investigate early brain markers in ASD. The high degree of success in classification and the
biologically relevant potential brain markers indicate that application of advanced analytic
methods on brain features holds promise for aiding early identification of ASD.

1.7 Thesis Organization
This thesis is divided into six chapters and three appendices; see Figure 1.1.

1.7.1 Chapter 1: Introduction
This Chapter contains a brief introduction to ASD and studies investigating brain
alterations in ASD using MRI. It starts with the shortcomings of behavioral based ASD diagnosis
and then provides motivation for brain morphology based ASD detection using machine learning.
This chapter makes an effort to educate the reader about the importance of early detection of ASD
and then presents MRI based ASD detection as a potential technique for it. Finally, this chapter
briefly discusses the challenges to characterize the ASD brain morphology using MRI and then
provides the possible solutions as the aims and contributions of this thesis.

8

Figure 1.1 Thesis Organization

1.7.2 Chapter 2: Background
This Chapter contains the basic elements required to get acquainted with brain imaging in
general and brain MRI data processing and analysis in particular. It includes a brief introduction
to MRI, extraction of brain features from MRI, and univariate and multi-variate analysis
techniques used to identify meaningful patterns from these brain features.

1.7.3 Chapter 3: Method Dependent Findings
This Chapter is based on the Frontiers in Neuroscience research article “Inter-Method
Discrepancies in Brain Volume Estimation May Drive Inconsistent Findings in Autism” (Katuwal
et al., 2016b). Using the case study of brain volumes estimation from three popular brain image
processing tools, this Chapter provides the evidence that the differences in the choice of processing
tool is a cause behind the inconsistent brain anatomical findings in ASD.
9

1.7.4 Chapter 4: Brain Morphology Based ASD Detection and Tackling ASD
Heterogeneity
This Chapter is based on the PLOS ONE journal research article “Divide and Conquer:
Sub-Grouping of ASD Improves ASD Detection Based on Brain Morphometry” (Katuwal et al.,
2016c). Using the brain images of adult subjects (6 to 40 years) from the ABIDE dataset, this
Chapter shows how information from DB measures such as age, VIQ, and AS can help to mitigate
the heterogeneity in ASD brain morphology. This Chapter demonstrates that searching for the
brain biomarkers in meaningful sub-groups of ASD is easier and more meaningful than searching
them across the whole ASD spectrum.

1.7.5 Chapter 5: Early Detection of ASD
Utilizing the brain images of subjects 3 to 4 years of age from a clinical imaging archive at
Geisinger Health System, this Chapter demonstrates that applying machine learning on MRIderived brain morphology features, early brain markers of ASD can be identified in a data-driven
fashion and be used for early detection of ASD.

1.7.6 Chapter 6: Conclusion
This Chapter summarizes the methodology and the results of this thesis and provides a
discussion on the implications of the findings of this thesis. Finally, it concludes by discussing the
future work.

1.7.7 Appendices
Appendix A, B, and C contain the supplementary materials form Chapter 3, 4, and 5
respectively.
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2 CHAPTER 2: BACKGROUND
2.1 Brain Imaging
Brain imaging includes the use of diverse techniques to image the structure, function, and
biochemical processes of the brain. Imaging technologies of various modalities now provide the
visualization of the structure and function of the brain with high resolution. Brain imaging is
becoming an important technique in both research and clinical care. It is being successfully used
to facilitate the understanding of the structure and the functions of the brain and also has been a
vital diagnostic tool for many neurological disorders (O’Brien, 2007). Brain imaging can be broadly
categorized into three categories: structural, functional, and molecular imaging (Asbury, 2011).
Structural imaging techniques can capture the anatomical structure of the brain and
include X-ray, Computer Assisted Tomography (CT), MRI, Diffusion Tensor Imaging (DTI) etc.
MRI is based on the principle of nuclear magnetic resonance and uses radiofrequency waves to
probe tissue structure. DTI is a special form of MRI technique that measures the diffusion of water
as a function of spatial location and is used to characterize the microstructural changes in the tissues
(Le Bihan et al., 2001). It is widely used to estimate the WM connectivity patterns in neurological
disorders such as ASD and ADHD (Assaf & Pasternak, 2008).
Functional imaging techniques capture the function or physiology of the brain or measure
the brain metabolism (Raichle, 1998). Most of the techniques such as functional Magnetic
Resonance Imaging (fMRI) and Positron Emission Tomography (PET), measure the amount of
cerebral blood flow as a proxy to the brain metabolism rate assuming that there is more blood flow
in functionally active brain regions.
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Molecular and cellular imaging techniques probe the biochemical activities of cells and
their molecules (Massoud & Gambhir, 2003). They generally use different kinds of light
microscopes on light-emitting probes. The light-emitting probes are the molecules emitting radio
frequencies of various wavelengths to contrast the target cells.
In addition to the unimodal studies based on brain images of a single modality, there are
several other studies utilizing the joint information from the brain images of multiple modalities
(Michael, 2009; Michael et al., 2010, 2011; Pichler et al., 2010; Townsend & Cherry, 2001).
This thesis makes an effort to identify brain markers for ASD detection using the brain
morphology captured by MRI. So, we will limit our scope to MRI from here on. To be more
particular, MRI refers to structural MRI in this thesis. All the brain MRI images used in this thesis
were T1-weighted. In T1-weighted images, tissues with high fat content (e.g. WM) appear bright
whereas fluids (e.g. CSF) and air appear dark (Hornak, 1996). Figure 2.1 shows the sagittal view
of a typical T1-weighted brain MRI.

Figure 2.1: Sagittal view of a T1 weighted brain MRI.
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2.2 MRI
MRI is a non-invasive tool for examining the anatomy of the human body. It is based on
the principle of magnetic resonance imaging and it utilizes the magnetic properties of the proton
of the hydrogen atom which is abundant in our body.

2.2.1 MRI acquisition
Here we briefly explain the MRI acquisition process. For detailed information, please refer
to https://radiopaedia.org/articles/mri-introduction, Pooley (2005), Hornak (1996) and Section
2.1 of Michael (2009). A typical MRI machine consists of three major components: a very strong
main magnet, gradient magnets, and a radio frequency emitter. A typical MRI process includes
four major components: slice selection, phase encoding, frequency encoding, and signal
reconstruction (see Figure 2.2).
Slice selection: The protons spin around their axes effectively acting as small magnetic
dipoles. Initially, the magnetic dipoles (protons) are randomly aligned. When a strong external
magnetic field of the MRI machine is applied, in addition to the spinning motion, the dipoles start
to precess along the direction of the external field at the Larmor frequency, which is proportional
to the external magnetic field. After that, a combination of gradient magnets is turned on, by effect
of which, the net magnetic field varies linearly along the axis perpendicular to the 2D slice of
interest—i.e. the net magnetic field is uniform in each slice but is different across the slices—which
means the protons at each slice are precessing with unique frequency and hence can only absorb
electromagnetic waves of particular frequencies to resonate, echo or excite. In other words, varying
net magnetic field allows us to selectively excite the hydrogen atoms only in the slice of interest.
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Figure 2.2: MRI acquisition process.

Phase encoding. A suitable radio frequency pulse is emitted for a brief time so that the
hydrogen atoms only in the slice of interest are excited. Then the radio frequency is turned off and
the excited hydrogen atoms are allowed to return to the low energy state through a gradual decay.
During relaxation, electromagnetic waves are emitted at the precessing frequency of the Hydrogen
atoms. Then another set of gradient magnets is turned on for a short interval, by effect of which,
the net magnetic field along one axis of the slice of interest varies. Since the precession frequency
is dependent on the external magnetic field, protons at different locations precess with different
frequencies creating location dependent phase lag relative to their initial state. This location
dependent phase lag effectively encodes the spatial information in the slice of interest. In practice,
several phase encoding steps are repeated so that the captured signal has enough information to
reconstruct the anatomical image.
Frequency encoding. After phase encoding, another gradient is applied along the axis
perpendicular to the phase encoding axis so that the hydrogen atoms at different columns precess
with different frequencies proportional to the net magnetic field.
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Signal reconstruction. The excited hydrogen atoms return to the low energy state
releasing electromagnetic waves. These waves have frequency and phase dependent on their spatial
location and are picked up by receiver coils and the collected 2D signal is called the k-space. A
Fourier Transform is applied on the k-space image to reconstruct the 2D anatomical image of the
slice. Multiple 2D slices are collected and combined to form the 3D MRI volume.

2.3 Brain Feature extraction from MRI
MRI data have to be processed to extract brain features before performing further analyses
on them. There are a number of automatic software tools available from different labs and research
universities for MRI data processing. Among them, the most popular are SPM (Ashburner &
Friston, 2005), FS (Dale et al., 1999a; Fischl et al., 1999b), FSL (Jenkinson & Smith, 2001), AFNI
(Cox, 1996), and LONI (Dinov et al., 2010). MRI data processing can be roughly divided into two
steps. The first step includes preprocessing tasks such as motion correction, non-uniform intensity
normalization, skull stripping, etc. These tasks ensure that the final image is suitable for further
processing. In other words, these preprocessing tasks are image processing operations performed
on raw brain images so that they have desirable properties that are consistent with the assumptions
made by the subsequent registration and segmentation steps. The second step includes tasks such
as registration of a brain image to a standard brain template and segmentation of cortical and subcortical brain regions.
Below we briefly discuss the brain feature extraction steps of three popular neuroimaging
preprocessing tools that were used in this thesis.

2.3.1 SPM
SPM (http://www.fil.ion.ucl.ac.uk/spm/) is a brain imaging software tool mainly designed
for the analysis of the brain image sequences. It was developed and is maintained by the members
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& collaborators of the Wellcome Trust Centre for Neuroimaging at University College London.
In Chapter 3 of this thesis, SPM was utilized for the segmentation of following brain tissues: GM,
WM, and CSF.
Tissue segmentation in SPM is performed using the New Segment tool (Ashburner et al.,
2013). New Segment utilizes a Gaussian Mixture Model (GMM) with components for GM, WM,
CSF, bone, soft tissue, and air/background where each component is modeled as one or more
Gaussians. The distribution or histogram of image intensities in a T1 weighted brain image (Figure
2.1A) are modeled by a GMM (Figure 2.3c) where the different peaks correspond to the different
image intensities of the tissue classes. The mixture model is updated by combining the spatial
information from a standard tissue probability map (TPM) and the intensity information of the
input MRI (Ashburner & Friston, 2005). The standard TPM (Figure 2.3d) of a tissue contains
information about the spatial location of the tissue in a probabilistic sense. The value at a certain
voxel of a TPM represents the probability of a certain tissue (GM, WM or CSF) belonging to that
voxel. In this example, a voxel value of the TPM in Figure 2.3d represents the probability that the
voxel contains GM. New Segment uses ICBM-452 T1 brain atlases (Mazziotta et al., 2001a) as
standard TPMs.
At first the T1 image is registered in the same space as the standard TPM. After the
registration, the registered T1 image is segmented roughly based on intensity thresholds to get an
initial segmentation map (Figure 2.3b) to create an initial TPM. Then, the segmented tissue map
is refined using Bayes’ theorem with the standard TPM as a priori. The maximum likelihood
estimate of the parameters of the mixture model are estimated using the Expectation Maximization
(EM) algorithm (Do & Batzoglou, 2008). At each iteration of EM, model parameters and the TPM
are updated. The iteration continues until the final parameters of the mixture model are estimated.
A voxel value in the final TPM (Figure 2.3e) represents the probability that the voxel contains the
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particular tissue. Further details on SPM tissue segmentation can be found at (Ashburner et al.,
2013).

Figure 2.3: SPM Tissue Segmentation.
The distribution (histogram) of image intensities of the T1 image (upper left) are modeled by a Gaussian
Mixture Model (bottom left) where the different peaks correspond to the different image intensities of the
tissue classes. First, the T1 image is registered in same space as standard Tissue Probability Map (TPM)
which contains the anatomical information of a particular tissue in probabilistic sense. Second, the T1 image
is segmented roughly based on intensity thresholds. Third, the segmented tissue map is refined using Bayes
theorem with the standard TPM as a priori. This process is repeated until there is no significant change in
the segmented tissue map. A voxel in the final tissue map represents the probability of that voxel containing
a particular tissue type. Note: A part of this figure was borrowed from Mietchen and Gaser (2009).

2.3.2 FSL
FSL (https://fsl.fmrib.ox.ac.uk/fsl/fslwiki) is a brain imaging software tool designed for the
analysis of both structural and functional brain images. It was developed and is maintained by the
Analysis Group at the Oxford Centre for Functional MRI of the Brain, at the Oxford University.
In Chapter 3 of this thesis, FSL was utilized to for the segmentation of following brain tissues: GM,
WM, and CSF.
Tissue classification in FSL is performed by FMRIB's Automated Segmentation Tool
(FAST) (Zhang et al. 2001). FAST utilizes a hidden Markov random field (HMRF) (Rabiner &
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Rabiner, 1989) which is a generalized version of the finite mixture model. In the HMRF model
utilized by FAST, each tissue class in the mixture model is represented by a Gaussian. In addition
to a basic mixture model, HMRF model incorporates a Markov random field (MRF) to utilize the
neighborhood information of the voxels. The hidden variables specifying the identity of the
mixture component (parametric distribution or Gaussian in this case) of each observation (voxel
intensity) are related by a Markov process in the HMRF model unlike a finite mixture model where
they are independent of each other. The HMRF model in FAST does not use a standard TPM as
a priori; instead it uses K-means segmentation (Kanungo et al., 2002) to estimate the initial
parameters of the tissue classes. It uses the EM algorithm to find the maximum likelihood estimate
of the model parameters. Before tissue segmentation using FAST, the brain region is extracted
using the brain extraction tool (Smith, 2002).

2.3.3 FS
FS (https://surfer.nmr.mgh.harvard.edu/) is a brain imaging software tool designed for the
analysis of both structural and functional brain images, and was originally developed for the
construction of cortical surface models. It was developed and is maintained by the Laboratory for
Computational Neuroimaging at the Athinoula A. Martinos Center for Biomedical Imaging. In
Chapter 4 and 5 of this thesis, FS was utilized to compute various morphometric properties of a
number of cortical and sub-cortical structures of the brain. In this thesis, the recon-all workflow of
FS v. 5.3.0 (Dale et al., 1999a; Fischl et al., 1999a, 2002; Ségonne et al., 2004) was used to extract
brain morphometric features.
Recon-all is a fully automated workflow (see Figure 2.4) that performs all the FS cortical
reconstruction and sub-cortical segmentation steps in a unified pipeline. It includes several
processing stages such as motion correction, non-uniform intensity normalization, Talairach
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(Talairach & Tournoux, 1988) transform computation, intensity normalization, skull stripping,
sub-cortical segmentation, and cortical parcellation steps. Detailed steps of recon-all workflow can
be found at https://surfer.nmr.mgh.harvard.edu/fswiki/recon-all. Cortical parcellation and subcortical segmentation steps are briefly explained below.

Figure 2.4: Freesurfer (FS) recon-all processing workflow
Recon-all is a fully automated workflow for cortical reconstruction and sub-cortical segmentation steps.
Detailed steps of recon-all workflow can be found at https://surfer.nmr.mgh.harvard.edu/fswiki/recon-all

2.3.3.1 Sub-cortical Segmentation
FS utilizes the Bayesian approach for the segmentation of sub-cortical structures (Fischl et
al., 2002). At first, a brain image is affine registered to a standard probabilistic atlas called Aseg atlas
(Fischl et al., 2002) which contains the information regarding statistical properties of 37 anatomical
structures. At each voxel of the standard atlas, one of the 37 anatomical labels including left and
right caudate, putamen, pallidum, thalamus, lateral ventricles, hippocampus, and amygdala (see
Figure 2.5a), can belong to a voxel. The intensity distribution of each label is modeled as a
Gaussian. Local spatial relationships between the labeled brain structures are encoded by an
anisotropic non-stationary MRF. After registration to the atlas, the maximum posteriori estimate
of the segmentation or the probability of an anatomical label belonging to each voxel is calculated.
In this Bayesian approach, two forms of prior information are utilized. The first is the global spatial
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information or the probability that an anatomical label can be present at a particular voxel. This
information is derived from the atlas and the affine transformation of the input image to the atlas.
The second is the local spatial information or the local spatial relationship between anatomical
labels such as “posterior amygdala is frequently superior to anterior hippocampus, but never
inferior to it” (Fischl et al., 2002). This spatial relationship is encoded by an anisotropic nonstationary MRF.

2.3.3.2 Cortical parcellation
FS subdivides the cerebral cortex on a brain MRI into a number of gyral based regions of
interest or parcellations (Fischl et al., 2004; Desikan et al., 2006). It utilizes the prior information
from a standard atlas such as the Desikan-Killiany atlas (Desikan et al., 2006) which was created
using a dataset of 40 MRI scans, where in each scan, 35 cortical regions were manually identified
in each of the individual hemispheres (see Figure 2.5b). The local surface geometry of a location in
the cortex and the prior information derived from the atlas are combined in a Bayesian framework
to calculate the maximum posteriori estimate of a brain parcellation belonging to that location.
Similar to sub-cortical segmentation, the prior information has two sources. The first source is the
global spatial information; it is the probability that a given parcellation occurs at a particular
location in the atlas, independent of the local surface geometry. This information is provided by
the atlas and the registration of the input image to the atlas. The second source is the local spatial
information or the local spatial relationship between parcellation labels such as “precentral gyrus
can be anterior, superior or inferior to central sulcus but never posterior to it” (Fischl et al., 2004).
This spatial relationship is encoded by an anisotropic non-stationary MRF.
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Figure 2.5: Sub-cortical segmentation & cortical parcellation in Freesurfer (FS).
Figure a) was borrowed from http://slideplayer.com/slide/5222876 and figure b) was borrowed from
Klein and Tourville (2012).

2.3.3.3 FS Features
After the segmentation of cortical and sub-cortical brain regions, different morphometric
and intensity properties or features of these regions can be calculated. Volume, intensity mean,
intensity standard deviation (std.) of 40 sub-cortical brain structures are automatically estimated by
the recon-all workflow. Similarly, recon-all automatically estimates the volume, surface area,
Gaussian curvature, mean curvature, curvature index, folding index, thickness mean, thickness
standard deviation, intensity mean, and intensity std. for the 34 cortical brain regions of each
hemisphere.
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Mean curvature is the arithmetic mean of principal curvatures
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where K *+, and

K *-. are maximum and minimum principal curvatures respectively. Mean curvature measures the
extrinsic curvature. Extrinsic curvature refers to the amount of folding created with no distortion.
Gaussian curvature is the square of the geometric mean of principal curvatures K *-. K *+, .
Gaussian curvature measures the intrinsic curvature and its sign can be used to characterize the
surface. Intrinsic curvature refers to the folding created with distortion or shearing i.e. it is
excess/deficit in the surface area compared to a plane at the point (Schaer et al., 2008).
Folding index is defined as

/
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K *+,

K *+, − K *-. 𝑑𝐴 (VanEssen & Drury, 1997).

Folding index is an overall measure of the folding of a surface. For any sulci having the shape of a
half-cylinder, its folding index is proportional to its length.

2.4 Analysis of neuroimaging data
Neuroimaging data analysis can be mainly categorized in three groups: voxel-based, vertexbased, and feature-based.

2.4.1 Voxel-based
In voxel-based studies, the voxel intensities are compared between the images. The analysis
is usually preceded by the registration of the brain images to a standard space to ensure voxel-tovoxel correspondence across images by adjusting the 3D coordinates of a voxel to best match the
MRI intensities across subjects at that particular voxel (Greve, 2011). Image registration is
generally followed by image smoothing and the amount of smoothing or the size of the low pass
filter used for smoothing is proportional to the size of the region of interest. The intensity of a voxel
in a final smoothed image may represent intensity, volume, or concentration of a tissue class at that
location. An independent univariate parametric statistical model is fitted for each voxel.
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Representative voxel-based neuroimaging studies include: Nishida et al. (2011) reporting larger
anterior insular volume in patients with obsessive–compulsive disorder, May (2011) demonstrating
experience-dependent structural plasticity in the adult human brain, Matsuda et al. (2012)
detecting Alzheimer’s, Walther et al. (2009) relating brain structural differences to body mass index
in older females, Demirakca et al. (2011) reporting diminished GM in the hippocampus of cannabis
users, Kühn, Schubert, and Gallinat (2010) reporting reduced thickness of medial orbitofrontal
cortex in smokers, etc.

2.4.2 Vertex-based or Surface-based
In vertex-based or surface-based studies, the surface area of a brain structure is explicitly
represented by a mesh of triangles. The point where the vertices of the neighboring triangles meet
is called a vertex. A vertex can be localized by two spherical coordinates (longitude and latitude)
on a surface. After a brain surface such as the pial surface is represented by a mesh of triangles,
several geometric features such as area, curvature, thickness, etc. can be computed. For group
analysis, the surface based registration is performed where the 2D spherical coordinate of a vertex
is adjusted to match the curvature across subjects so that the folding patterns are aligned as
described by Greve (2011). Representative vertex-based neuroimaging studies include: Tondelli et
al. (2012) reporting atrophy in the right medial temporal lobe and the right hippocampus in
Alzheimer’s patients 10 years before clinical diagnosis, Im et al. (2006) reporting cortical thickening
in women in localized anatomical regions, Zarei et al. (2010) reporting significant bilateral regional
atrophy in the dorsal-medial part of the thalamus in Alzheimer’s patients.

2.4.3 Feature-based
In feature-based studies, the different features or properties of the brain regions are
analyzed. The features can be morphometric such as volume and area of a brain region or intensity
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based such as the mean intensity of a brain region. The feature-based analysis is usually preceded
by the segmentation of various cortical and sub-cortical brain regions and the calculation of
different features of these regions. The feature extraction may involve many vertex and voxel based
techniques. In this thesis, all analyses are feature-based and the scope is limited to feature-based
analysis from here on.
Usually in feature-based studies, the group differences in a feature or a group of features
are investigated. When a study involves only one feature or treats each feature in a group to be
independent of each other, it is called a univariate study. A typical univariate study utilizes a
statistical model such as General Linear Model (Nelder et al., 2006) to investigate the group
differences in brain features. In contrast, when a study treats the individual features to be
dependent of each other and tries to identify a multi-variate pattern between two groups, it is called
a multi-variate study. A typical multi-variate study utilizes machine learning techniques to identify
multi-variate differences in a data-driven fashion.

2.5 Machine Learning
Machine learning is the process of learning the underlying structure of a dataset and using
that knowledge to make predictions on unseen data (Alpaydin, 2010). An algorithm or a collection
of algorithms are applied on samples of a population to learn underlying structure or study the
probability distribution of the population. Machine learning techniques capture the multi-variate
relationships in data and hence are well-suited to detect subtle and distributed differences in the
data. So, compared to univariate techniques, machine learning techniques can perform better in
capturing the brain morphology of heterogeneous conditions like ASD. Thus, they hold promise
for improving our knowledge of ASD brain morphology and identifying brain biomarkers helpful
for ASD diagnosis.
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Machine learning techniques cover three major areas: supervised learning, unsupervised
learning, and reinforcement learning.
In supervised learning a training dataset with class labels are given and the algorithm learns
the input to output mapping function or a pattern in the training data. The learned mapping
function is then used to predict the labels of an unseen test data. The inherent assumption here is
that the training and testing data are similar. In other words, the same probability function
generates both training and test data. Supervised learning can be a classification problem when
the target label is categorical, or a regression problem when the target label is continuous. Some
applications of supervised learning are stock prediction (Rather et al., 2017), mortality prediction
(Katuwal & Chen, 2016), spam detection (Chakraborty et al., 2016), cancer detection (Bazazeh &
Shubair, 2016), ASD detection (Kim et al., 2016) etc. Some examples of supervised learning
algorithms are regression models, naïve Bayes, decision trees, Random Forest (RF), Gradient
Boosting Machine (GBM), neural networks, etc.
In unsupervised learning, class label information is absent and the algorithm has to learn
the underlying structure of the data by itself. Unsupervised learning can be a goal in itself, such as
finding sub-groups or clusters in the data or can be an intermediate step such as dimensionality
reduction for subsequent machine learning steps. Some applications of unsupervised learning are
human action categorization (Niebles et al., 2008), extracting hierarchical features for object
recognition (Ranzato et al., 2007), discovery of human neural-behavioral maps (Vogelstein et al.,
2014), identifying sub-groups of ASD (Gupta, 2015), etc. Some examples of unsupervised learning
algorithms are K-means, mixture models, principal component analysis, autoencoder, and
generative adversarial networks.
In reinforcement learning, an agent or a group of agents is trained in an environment to
maximize a cumulative reward. The environment is generally represented by a Markov decision
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process (Puterman & L., 1994) with its inputs as the actions of the agent and outputs as the
observations and rewards sent to the agent. Reinforcement learning is particularly well-suited to
problems where trade-off between long-term and short-term reward is important. Some
applications of reinforcement learning are robot control (Kober et al., 2013), playing Go (Silver et
al., 2016) , and playing poker (Brown & Sandholm, 2017).
In this thesis, we applied supervised learning techniques namely RF (Breiman, 2001) and
GBM (Friedman, 2000). These two algorithms are briefly explained below.

2.5.1 Random Forest (RF)
RF (Breiman, 2001) is an ensemble of decision trees and its output class is the mode value
of the output classes of the individual decision trees (see Figure 2.6). It is an ensemble technique
that relies on the reduction of the variance of the general error term. For the squared error loss,
the expected generalization error of a model φ at a given point 𝐱 can be decomposed into three
components (Gelman & Hill, 2006) as in Equation 2.1.
E Error φ(x)

= noise 𝐱 + bias ( 𝐱 + var(𝐱)

(2.1)

In Equation 2.1, the first term noise 𝐱 is the irreducible error or Bayes error. It is the
theoretical lower bound on the generalization error and is independent of both learning algorithm
and data. The second term bias ( 𝐱 is the difference between the average prediction of the model
and the prediction of the Bayes model. The third term var(𝐱) is the variability of the predictions
at point 𝐱 over the models learned from all possible subsets of population.
The main idea of RF is to decrease the variance term by keeping the bias constant, thereby
decreasing the overall error of the ensemble. It achieves this variance reduction by averaging the
high variance classifiers or decision tree classifiers. The more diverse or uncorrelated the decision
trees, the more error reduction is achieved by averaging. To make the decision trees different from
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each other, RF introduces randomness while constructing the trees, hence the name ‘random
forest’. The randomization is introduced at first during data sampling and then while constructing
the decision trees. Each tree learns from a bootstrap replica of the data obtained by random
sampling with replacement in the original data. This introduces a degree of randomness in the
decision trees because they are trained with different bootstrap replicas. While growing decision
trees, the quality of a node split is based only on a random subsample of the variables instead of all
of them. Most of the randomization comes from this step.

Figure 2.6: Random Forest is an ensemble of decision trees.
a) Generalized error broken down into three terms: noise, bias, and variance. Random Forest (RF) relies
on the reduction of variance without increasing bias, thus reducing the overall error. The directions of the
green arrows correspond to the direction of change of the error terms due to ensembling. b) General block
diagram of RF as an ensemble of diverse decision trees.

A decision tree is a simple classifier which iteratively partitions the data space into more
homogenous partitions using simple decision rules. The quality of the data partitions or the child
nodes after a node splitting in a decision tree is measured by their homogeneity. The homogeneity
of the data samples in a partition is generally quantified using the metrics such as Gini impurity
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(Breiman, 1996), entropy (Gray & M., 1990), etc. and the quality of the node split is quantified by
change in these metrics.
In a RF, the importance of a variable is the sum of the weighted impurity decreases in all
node splits by the variable, averaged over all trees in the forest (Breiman, 2001; Louppe, 2015). It
is calculated as in Equation 2.2.
Imp XK

1
=
M

T

1(jO = j) p(t)Δi(sO , t)

(2. 2)

*U/ S"

Where,
Imp XK = the importance of variable XK
jO = the identifier of the variable used for splitting node t
sO = a split at node t due to variable XK
p t = the proportion

XY
X

of samples at node t where NO is the number of samples at node t

and N is the total number of samples
Δi sO , t = decrease in node impurity by split sO
φ* = mth decision tree
M = the number of decision trees in the forest
In this thesis, RF was used as the first choice classifier since it is inherently suitable for
parallel processing, has very few hyper parameters to tune, does not require data scaling, is
theoretically resistant to overfitting, provides variable importance, and has been found to be very
good for a variety of datasets (Breiman, 2001; Caruana & Niculescu-Mizil, 2006).

2.5.2 Gradient Boosting Machine (GBM)
Boosting is an ensemble technique that relies on bias reduction to reduce the generalized
error of an ensemble (Bauer & Kohavi, 1999). A general boosting technique iteratively combines
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several weak or base learners with high bias and low variance such as decision tree stumps into one
strong learner. The base learners are combined so that the ensemble bias decreases while variance
remains the same, thereby reducing the net ensemble error. At each iteration or boosting step,
GBM constructs a new base learner to be the most parallel to the negative gradient of a loss
function along the observed data so that the new base learner focuses on the weakness of the model
(Natekin & Knoll, 2013). In other words, it performs functional approximation of a model by
consecutively improving along the negative direction of a loss function. In this thesis, a binomial
loss function was used and decision trees were used as base learners.
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3 CHAPTER

3:

DEPENDENCY

OF

BRAIN

FINDINGS ON IMAGE PROCESSING TOOLS
AND POTENTIAL SOLUTIONS
Some material from (Katuwal et al., 2016b) has been reused in this chapter under Creative Commons Attribution
(CC BY) license.

Previous studies applying automatic brain image processing methods on MRI report
inconsistent neuroanatomical alterations in ASD. In this study, we investigate methodological
differences as a possible cause behind these inconsistent findings. In particular, we focus on the
estimation of the following brain volumes: GM, WM, CSF, and TIV. T1-weighted MRIs of 417
ASD subjects and 459 TDC from the ABIDE dataset were estimated using three popular
preprocessing methods: SPM, FSL, and FS. The estimated brain volumes were correlated but had
significant inter-method biases. ASD vs. TDC differences in all brain volume estimates were highly
dependent on the method used. When methods were compared with each other, they showed
differential biases for ASD, and several biases were larger than ASD vs. TDC differences of the
respective methods. After manual inspection, we found inter-method segmentation mismatches in
the cerebellum, sub-cortical structures, and inter-sulcal CSF. In summary, method dependent ASD
vs. TDC differences indicate that the inter-method discrepancy can contribute to inconsistent
neuroimaging findings in ASD. We suggest cross-validation across methods and emphasize the
need to develop better methods to increase the robustness of neuroimaging findings.

3.1 Introduction
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MRI is a powerful tool used to investigate the human brain in vivo and to find associations
between brain morphometry and brain disorders. Although a large number of MRI studies have
been conducted, consistent MRI markers for brain disorders are yet to be found (Chen et al. 2011).
This can mainly be attributed to low statistical power of neuroimaging and neuroscience studies
(Button et al., 2013). Inconsistent results may be due to differences in the demographics of data
(Stanfield et al., 2008), image acquisition settings (Auzias et al., 2014a; Styner et al., 2002),
assumptions made on data and algorithms used (Eggert et al., 2012; Fellhauer et al., 2015;
Nordenskjöld et al., 2013), and even machines used to process the data (Gronenschild et al., 2012).
With the increasing use of automated preprocessing methods in neuroimaging studies, the
effect of inter-method variations in neuroimaging findings merit an investigation. Although
automatic methods are more objective than manual methods, they possess method-specific bias
and variance (Eggert et al., 2012; Nordenskjöld et al., 2013). The bias and variance across methods
arise mainly due to method specific assumptions made on data, varying definition of brain
structures, different image processing algorithms, varying sensitivity to imaging artifacts such as
motion, and use of inconsistent a priori information such as brain templates. A number of previous
studies have reported significant inter-method inconsistencies (Eggert et al., 2012; Fellhauer et al.,
2015; Hansen et al., 2015; Ren et al., 2005; Tsang et al., 2008). Eggert et al. (2012) reported
pronounced differences (11%) in mean segmented GM volumes from four standard segmentation
algorithms: SPM8 New Segment, SPM8 VBM, FSL v. 4.1.6 and FS v. 4.5. According to Hansen et
al. (2015), compared to manual segmentation, FS 4.5 underestimated TIV by 7 %. Similarly,
differences in segmentation accuracies between FSL and SPM5 were reported by Tsang et al.
(2008).
One important concern is that inconsistent results driven by inter-method variations can
change the end results of a study and hence change the subsequent biological interpretation.
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Several previous studies have shown that the magnitude and even the direction of the effect size
can be dependent on the method used. Boekel et al. (2015) performed a replication study on 17
brain structure-behavior correlations from five neuroimaging studies and were not able to replicate
any of the correlations. A response paper by Muhlert and Ridgway (2015) pointed out that one of
the reason the correlations could not be replicated is the methodological differences between SPM
and FSL. Nordenskjöld et al. (2013), compared SPM8 and FS v. 5.1.0 TIV estimates to reference
TIV obtained from manual segmentation of proton density weighted images. They report that
both SPM8 and FS overestimated TIV. In addition, SPM showed systematic bias associated with
gender (systematic overestimation of TIV in females) and aging atrophy while FS showed bias for
reference TIV (systematic overestimation of TIV for larger skull size). Notably, hippocampal
volume showed different associations with education depending on which TIV measure (SPM or
FS) was used for hippocampal volume normalization. When normalized with SPM TIV, there was
no association between hippocampal volume and education, whereas when normalized with FS
TIV, the association was significant. Similarly, (Callaert et al., 2014) measured the effect of age on
GM volume using four different methods: SPM8 Unified Segmentation, SPM8 New Segment, FSL
v. 4.1.5, and a method combining intensity based segmentation and atlas-to-image non-rigid
registration. They found that the age specific effect changed with the different methods. Age related
differences according to the Unified Segmentation and New Segment were significantly larger and
smaller respectively than other methods. Similarly, according to Rajagopalan et al. (2014), in ALS
patients with frontotemporal dementia, FSL v. 4.1.5 showed that the GM volume in motor region
is significantly reduced, whereas SPM8 did not show any significant changes in GM. The above
results suggest that inter-method discrepancies are a source of inconsistent findings in
neuroimaging and that the choice of preprocessing method can affect end results. Thus, the effect
of inter-method variations in neuroimaging results deserves a detailed investigation.
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In this study, we investigate inter-method discrepancies as a source of inconsistent
neuroimaging findings in ASD. Brain anatomical findings in ASD compared to that of TDC have
been highly inconsistent across studies (Amaral et al., 2008; Chen et al., 2011; Jumah et al., 2016;
Katuwal et al., 2016c). Recently a number of studies (Haar et al., 2014; Kucharsky Hiess et al.,
2015; Valk et al., 2015; Riddle et al., 2016) have used the large multi-site (~1000 subject, age 6-65
years) Brain Imaging Data Exchange (ABIDE) (Di Martino et al., 2014) to investigate brain
anatomical differences in ASD. Haar et al. (2014) using ABIDE did not replicate many of the
previously reported anatomical alterations in ASD except significantly larger ventricular volumes,
smaller corpus callosum volume (central segment only), and several cortical areas with increased
thickness in the ASD group. One of the most replicated findings in ASD is that toddlers with ASD
(age 2–4 years) on average have a larger head size than TDC (Carper et al., 2002; Courchesne et
al., 2011b, 2011a; Campbell et al., 2014). However, several recent large studies (Raznahan et al.,
2013; Zwaigenbaum et al., 2014) have shown that there is no overall difference in head
circumference between ASD and TDC over the first 3 years and the results of previous studies
reporting large head sizes in ASD may be due to the bias in population norms. Campbell et al.
(2014) have reported that abnormally rapid rate of brain growth during the first years of life seem
to occur in a very small subgroup of ASD children.
Here we investigate if inter-method differences are a source of inconsistent
neuroanatomical findings in ASD. We address this question by using global brain volume
measures. We estimate GM, WM, CSF volumes, and TIV of ASD and TDC subjects using the
large ABIDE dataset applying three widely used preprocessing methods: SPM, FSL, and FS. We
answer the following three questions in this study:
1. How large are inter-method differences of brain volume estimates and how do they
influence ASD vs. TDC group differences?
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2. Do inter-method differences show differential bias towards diagnosis group (in this case
ASD) and how does it compare with ASD vs. TDC differences?
3. What are potential reasons behind inter-method differences in brain volume
estimation?

3.2 Methods
3.2.1 Data
A total of 1,112 MRI scans were downloaded from the ABIDE consortium representing
imaging data from 17 different sites. Each MRI was visually inspected to detect significant motion
and other artifacts. In total, 172 images with poor image quality and motion artifacts were
discarded. An additional 64 subjects were discarded due to failure during segmentation by FS or
FSL; none of the images failed during SPM segmentation. T1 weighted brain MRIs from a total
of 876 subjects from 15 sites were retained for volumetric analyses. Of the 876 subjects, 417 (367
males, 50 females) were ASD and 459 (382 males, 77 females) were TDCs. Subject demographics
and behavioral measures are presented in Table 3.1.
Table 3.1: Subject demographics and behavioral (DB) measures
ASD
TDC
ASD vs. TDC
t-test P-value
N
417
459
M=367, F=50
M=382, F=77
Age(years)
0.88
17.8 ± 8.9
17.7 ± 8.0
(7 to 64)
(6.47 to 56.2)
VIQ
3.1E-10*
104.6 ± 17.8
112.4 ± 12.9
PIQ
5.2E-3*
105.0 ± 16.7
108.1 ± 12.9
FIQ
4.3E-9*
105.4 ± 16.5
111.5 ± 12.1
ADOS
NA
NA
11.9 ± 3.7
* statistical significance at 0.05
M: Male; F: Female; VIQ: Verbal IQ; PIQ: Performance IQ; FIQ: Full IQ, ADOS:
Observation Schedule
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Diagnostic

3.2.2 Tissue Segmentation and Brain Volumes Estimation
All MRIs were processed with SPM8 (Ashburner & Friston, 2005), FSL 5.0.4 (Jenkinson &
Smith, 2001), and FS 5.3.0 (Dale et al., 1999b; Fischl et al., 1999b). In order to minimize manual
intervention and to make the study more objective and replicable, default parameters set by the
respective toolboxes were used. Final results of the automatic segmentations were manually
inspected and subjects with segmentation failures (64 in total) were discarded from the study.
SPM: Using New Segment tool (Ashburner et al., 2013), each T1 brain image was segmented
into probabilistic maps of GM, WM, and CSF tissues. Spm_get_volumes script was used to calculate
the tissue volumes using c1, c2, and c3 probabilistic maps corresponding to native space tissue
maps of GM, WM, and CSF respectively. Native space volumes were selected to minimize volume
changes due to spatial transformations. TIV was calculated as the sum of the GM, WM, and CSF
volumes in the native space of the MRI. This method of TIV calculation was performed according
to SPM’s recommendation (https://en.wikibooks.org/wiki/SPM/VBM) and has been utilized in
several previous studies (Nordenskjöld et al., 2013; Ridgway et al., 2011).
FSL: Using FAST tool (Zhang et al. 2001), each T1 brain image was segmented into
probabilistic maps of GM, WM, and CSF tissues. Brain regions were extracted using the brain
extraction tool (BET) (Smith, 2002) before tissue segmentation using FAST. Fractional intensity
threshold (f option in BET) was kept at the default value of f = 0.5. Brain slices (from the slicedir
directory) produced by FSL script fslvbm_1_bet –b were used to visually verify that brain regions
were accurately extracted. Images for which brain extraction was not successful with the default
value of f = 0.5 were excluded from the study. Fslstats script was used to calculate the tissue volumes
using partial volume maps (pve_0, pve_1, pve_2 images) in the native space produced by FAST as
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recommended

by

FSL

(http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FAST#Tissue_Volume_Quantification).

TIV

was

calculated using the SIENAX function of FSL as recommended by FSL (Smith et al., 2002) and
the ENIGMA protocol (http://enigma.ini.usc.edu). SIENAX first strips out non-brain tissues using
BET to extract the regions corresponding to the brain and the skull. After brain extraction, the
skull image is affine registered to the MNI52 template (Mazziotta et al., 2001b) with a scaling factor
between the subject's image and the standard space as the output. The scaling factor is computed
as the determinant of the affine transformation matrix that registers the subject’s image to the
MNI152 template. Finally, the TIV of the subject’s image was calculated by dividing the TIV of
MNI152 template brain (1.847712 L) by the scaling factor (Mazziotta et al., 1995, 2001a, 2001b).
FS: Tissue segmentation in FS was performed by the recon-all preprocessing workflow
(https://surfer.nmr.mgh.harvard.edu/fswiki/recon-all). Recon-all is a fully automated workflow
that performs all the FS cortical reconstruction processes. As recommended by FS, GM and WM
volumes were extracted from aseg.stats file which is an output of the recon-all workflow (see
https://surfer.nmr.mgh.harvard.edu/fswiki/MorphometryStats). FS does not output total CSF
volume.

In

FS

TIV

was

calculated

by

a

technique

similar

to

FSL

(see

http://surfer.nmr.mgh.harvard.edu/fswiki/eTIV). However, FSL uses both brain and skull
whereas FS uses only the brain to guide the registration of a subject’s image to a template.
Estimated TIV (eTIV) is calculated by dividing the atlas mask volume from MNI305 template by
the determinant of the affine transformation matrix (T) that maps the native space image into MNI
space (Buckner et al., 2004). Talairach registration, the third step of recon-all, computes the affine
transform T that transforms the original image to the MNI305 template (Evans et al., 1992).
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3.2.3 Statistical Analysis
Statistical software package R v3.2.0. (http://www.R-project.org/) was used for all
statistical analyses. Brain volume estimates from the three preprocessing methods are compared
with each other to test inter-method differences and their biases for diagnostic group (ASD). All pvalues reported in this study were corrected for multiple comparisons using false discovery rate
(Benjamini & Hochberg, 1995) unless otherwise explicitly mentioned.

3.2.3.1 Inter-method differences in brain volumes estimation
Inter-method differences across all 876 subjects are summarized by the following statistics:
mean volume difference, percentage difference, correlation coefficient, Cohen’s d, and paired ttest p-value. Separate comparisons were performed for different volume types. Cohen’s d (Cohen,
1988) was used as a measure of effect size. Cohen’s d is the standardized difference between two
means and is defined as (mean1−mean2)/SDpooled where SDpooled is the weighted average of the standard
deviations of two groups. Paired t-tests were performed to test the statistical significance of the
inter-method differences in brain volume estimates.

3.2.3.2 ASD vs. TDC inter-group differences in brain volumes
ASD vs. TDC brain volume differences were tested using independent two sample t-tests
for each preprocessing method. In addition, ASD vs. TDC brain volume differences were tested
after adjusting for the effects of age, sex, and site by fitting a linear mixed-model using lmer4
package in R (Bates et al., 2014). As fixed effects, we entered diagnostic group (ASD/TDC), sex,
age, and age2. As random effects, we included random intercepts and slopes for the effect of
diagnostic group at each level of site. Fixed effect of diagnostic group is reported as the ASD vs.
TDC group difference. The p-values were calculated using the Satterthwaite’s approximated
degrees of freedom (Satterthwaite, 1946) implemented in lmertest (Kuznetsova et al., 2013). In
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another separate experiment, in addition to age, sex, and site, the effect of full scale IQ (FIQ) was
adjusted, where subjects with missing FIQ (N = 63) were excluded. For each method, separate
models were built for different brain volume types.

3.2.3.3 Method bias for diagnostic group
The inter-method difference in brain volumes (∆y = y( − y/ ) were modeled by a linear
mixed-model. Here, y/ and y( are brain volume estimates from two different methods where y( is
considered as a reference value. The fixed and random effects of the model were same as in the
model described in previous section. The fixed effect of diagnostic group on ∆y (β_`a ) can be
interpreted as the amount of brain volume by which method y/ systematically over/under
estimates ASD subjects compared to TDC. Here our null hypothesis is that different methods do
not have systematic differential bias to the diagnostic group. Our null hypothesis will be rejected
when the fixed effect of diagnostic group β_`a is statistically significant. If β_`a is statistically
significant, we will conclude that with reference to y/ , method y( has systematic biases for ASD or
TDC subjects. Percentage bias of y( for ASD (with reference to y/ ) was calculated as

bcde
fg

×100,

where y/ is the mean volume across all subjects according to y/ . For each pair of methods, separate
models were fitted for the different brain volumes. Multiple comparisons correction across different
tissues was performed separately for each pair.

3.2.3.4 Experiments repeated with NYU Data
Data used for the above experiments were acquired from multiple scanning sites and the
effects of scanning site were adjusted by fitting a linear mixed-model with site as a random effect.
This model does not capture the non-linear site effects. In order to completely eliminate the effects
of site and to focus only on the differences due to methods, we repeated the above experiments
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using only the NYU site. NYU was selected because it had the largest number of subjects (71 ASD
and 58 TDC) and all its subjects had FIQ information. NYU results are presented in Appendix A.

3.3 Results
3.3.1 Estimated brain volumes and inter-method differences
Brain volumes estimated by SPM, FSL, and FS are presented in Table 3.2. Statistics of the
inter-method differences (mean difference, correlation coefficient, Cohen’s d, and paired t-test pvalue) for all 876 subjects are presented in the shaded cells. The distributions of the estimated brain
volumes are visualized as boxplots in Figure 3.1A. To visualize the inter-method distribution, the
estimates from SPM, FSL, and FS are plotted against the estimates from SPM in Figure 3.2B.
The brain volume estimates from different methods moderately agreed except for CSF (see
Figure 3.1B). SPM vs. FSL correlation coefficients were 0.85, 0.64, 0.82, and 0.50 for TIV, GM,
WM, and CSF volumes respectively (see Table 3.2). Similarly, SPM vs. FS correlation coefficients
were 0.83, 0.77, and 0.93 for TIV, GM, and WM volumes respectively. FSL vs. FS correlation
coefficients were 0.83, 0.75, and 0.81 for TIV, GM, and WM volumes respectively. In summary,
the inter-method correlation coefficients were high for TIV and WM, followed by GM and were
the lowest for CSF.
Except WM, the average estimates of all the brain volumes by SPM were higher than that
of FSL and FS; see purple boxplot in Figure 3.1A. FSL estimates of TIV were the lowest while FSL
estimates of WM were the highest. Similarly, FS estimates of WM were the lowest. In summary,
the following inter-method differences were observed: TIVSPM (1.57 L) > TIVFS (1.56 L) > TIVFSL
(1.38 L), GMSPM (0.75 L) > GMFS (0.71 L) > GMFSL (0.64 L), WMFSL (0.53 L) > WMSPM (0.52 L)
> WMFS (0.49 L) and CSFSPM (0.30 L) > CSFFSL (0.22 L). Except TIVSPM vs. TIVFS, all inter-
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method differences were statistically significant (p < 0.001; Cohen’s d > 0.5 in 7 and d > 1 in 4 out
of 10 comparisons).

SPM
vs.
FSL

FSL
vs.
FS

SPM
vs.
FS

Table 3.2: Estimated brain volumes and inter-method differences
TIV
GM
WM
CSF
SPM (L)
1.566 ± 0.15 0.748 ± 0.07 0.519 ± 0.06 0.299 ± 0.04
SPM – FSL mean diff. (ml)
183.4
106.0
-14.4
77.9
Correlation Coefficient
0.851
0.639
0.821
0.494
Cohen’s d
1.20
1.41
-0.21
1.62
Paired t-test p-value
<1E-100*
<1E-100*
7E-18*
<1E-100*
FSL (L)
1.383 ± 0.15 0.642 ± 0.08 0.533 ± 0.08 0.221 ± 0.05
FSL – FS mean diff. (ml)
-177.4
-70.0
40.3
204.9
Correlation Coefficient
0.829
0.745
0.808
NA
Cohen’s d
-1.05
-0.82
0.53
NA
Paired t-test p-value
<1E-100*
<1E-100*
<1E-100*
NA
FS (L)
NA
1.560 ± 0.18 0.708 ± 0.08 0.493 ± 0.07
SPM – FS mean diff. (ml)
6.1
40.1
25.9
Correlation Coefficient
0.830
0.767
0.934
NA
Cohen’s d
0.04
0.54
0.42
NA
Paired t-test p-value
0.07
<1E-90*
<1E-100*
NA

Mean and standard deviation of the brain volumes estimated by SPM, FSL, and FS are presented. Cells
corresponding to CSFFS are filled as ‘NA’ since FS does not output total CSF volume. Inter-method
differences and corresponding statistics are presented in shaded cells. Correlation coefficient is used to
measure the association between the brain volumes estimated by two different methods. Cohen’s d is used
to measure the effect size of the inter-method difference and paired t-test was used to check the statistical
significance. Statistically significant differences are denoted by * for p < 0.05. Correlation coefficients show
that methods agree on volume estimates but the Cohen’s d and paired t-test p-values indicate significant
inter-method biases.

The inter-method correlation coefficients within NYU subjects were slightly higher than
that from using all subjects (see Table 7.1 in Appendix A). Inter-method differences were mostly
similar to that of the experiment using all subjects.
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Figure 3.1: Distribution of estimated brain volumes and inter-method differences.
A) The distribution of brain volumes estimated by SPM (purple), FSL (blue) and FS (orange) are
presented by boxplots and indicate significant inter-method differences. CSFFS is not presented since
FS does not output total CSF volume. B) Volumes estimated by FSL and FS are plotted against the
volumes estimated by SPM. The brain volume estimates from different methods moderately agreed
except for CSF.

3.3.2 ASD vs. TDC inter-group differences is dependent on the method used
The mean ASD vs. TDC (ASD – TDC) group difference for TIV, GM, WM, and CSF
according to SPM, FSL, and FS are presented in Table 3.3. The ASD vs. TDC distribution of the
brain volume estimates are presented as boxplots in Figure 3.2A. The mean inter-group differences
in percentage are presented as bar plots in Figure 3.2B.
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TIV
diff
(ml)

diff
%

GM
p-val

diff
(ml)

diff
%

WM
p-val

diff
(ml)

CSF

diff
%

p-val

diff
(ml)

diff
%

p-val

Raw Volumes
SPM

24.0

1.53

0.019*

11.1

1.49

0.71

0.33

9.2

3.08

0.001*

FSL
FS

11.8
5.6

0.86
0.36

0.26
0.65

-1.6
0.3

0.80
0.33

3.8
NA

1.70
NA

0.30
NA

SPM

20.8

1.34

0.04*

13.7

-0.24
0.77
-1.4 -0.26
0.04
0.96
-4.5 -0.92
Adjusted for age, sex, and site
1.84
0.02*
3.7
0.71

0.34

5.9

1.99

0.011*

FSL
FS

12.7
8.3

0.92
0.53

0.32
0.60

1.37
3.11

0.99
0.57

-1.6
NA

-0.73
NA

0.47
NA

SPM
FSL
FS

28.1
19.1
16.1

1.81
1.44
1.03

0.001*
0.16
0.33

17.5
3.5
7.9

0.21
0.85
-0.1 -0.02
0.44
0.64
-2.9 -0.59
Adjusted for age, sex, site, and FIQ§
2.35
0.006* 6.2
1.22
0.55
0.67
2.2
0.42
1.11
0.26
0.3
0.07

0.13
0.70
0.95

6.5
-1.4
NA

2.22
0.62
NA

0.006*
0.55
NA

0.016*

3.7

Table 3.3: ASD vs. TDC brain volume differences
§63

subjects with missing FIQ were excluded from the particular analysis.
Mean (ASD – TDC) difference (diff) in brain volume estimates according to SPM, FSL, and FS. Percentage
ASD vs. TDC group difference was calculated as 100*(𝐴𝑆𝐷 − 𝑇𝐷𝐶)/𝑇𝐷𝐶, where 𝑇𝐷𝐶 is the group mean
of the TDC subjects. Cells corresponding to CSFFS are filled as ‘NA’ since FS does not output total CSF
volume. Statistically significant differences are denoted by * for p < 0.05. ASD vs. TDC differences are
dependent upon the method used and only in SPM TIV, GM and CSF volumes in ASD were significantly
larger than TDC.

43

Figure 3.2: ASD – TDC brain volume differences are method dependent
A) The distribution of raw brain volumes estimated by SPM, FSL, and FS for ASD and TDC. B) ASD vs.
TDC difference in the estimated brain volumes as a percentage of mean TDC is presented as a bar plot for
each method. ASD vs. TDC brain volume difference varied with methods which suggests that subsequent
interpretations are highly dependent on the method of choice.

Results show that ASD vs. TDC differences are highly dependent upon the method used.
According to SPM, ASD had 1.53% (p = 0.019) more TIV than TDC; see Table 3.3. and purple
bar in Figure 3.2B. Whereas according to FS and FSL, ASD had only 0.36% (p = 0.65) and 0.86%
(p = 0.26) more TIV than TDC respectively (see yellow bar in Figure 3.2B.). Similarly, according
to SPM, ASD had 1.49% (p = 0.016) more GM than TDC. In contrast, FSL estimates show that
ASD has 0.24% (p = 0.77) less GM than TDC. Whereas, according to FS, there was small
difference in GM of ASD and TDC. Similar method dependent ASD vs. TDC differences in WM
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and CSF volume estimates were noted. Method dependence of ASD vs. TDC differences persisted
even after the effects of age, sex, and site were removed (see Table 3.3). Similar results were
observed even after removing the effects of FIQ where 63 subjects with missing FIQ were excluded
from the analysis. We verified our results by removing the effects of site by using subjects from only
one scanning site (NYU). Here again, ASD vs. TDC volume differences were dependent on the
method used (see Table 7.2 in Appendix A).

3.3.3 Differential bias of methods to the diagnostic group
Biases were pairwise calculated between methods using estimates from one method as the
reference and are presented in Table 4. Compared to FSL, SPM showed statistically significant
bias for ASD subjects in TIV (0.8%, p = 0.039), GM (1.9%, p = 0.007), WM (1%, p = 0.038), and
CSF (3%, p = 0.006) volumes. Similarly, compared to FS, SPM showed statistically significant bias
for ASD subjects in GM (1.4%, p = 0.004) and WM (1.5%, p = 0.004) volume estimates. We also
noted that several method biases were larger than ASD vs. TDC differences according to the same
methods. For example, with reference to FSL, SPM bias for ASD subjects in WM estimation was
7 ml, whereas, the inter-group difference in WM volumes according to SPM was 3.7ml (see Table
3). In summary, with reference to FSL and FS, SPM showed positive bias for ASD subjects in
multiple brain volumes. In other words, with reference to SPM, FSL and FS showed negative bias
in brain volume estimation of ASD subjects. Many of the biases were larger than ASD vs. TDC
inter-group differences according to the respective methods. When we repeated these experiments
using subjects from only one scanning site (NYU) we got similar results; see Table 7.3 in Appendix
A for details.
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Table 3.4: Differential bias for diagnostic group (ASD)
bias
(ml)

TIV
bias
beta
%
p-val

bias
(ml)

GM
bias
%

beta
p-val

bias
(ml)

WM
bias
beta
%
p-val

bias
(ml)

CSF
bias
beta
%
p-val

SPM
vs.
11
0.8 0.039* 12
1.9
0.003*
5
1.0
0.038*
7
3.0 0.006*
FSL#
FSL
vs.
5
0.3
0.75
-1
-0.2
0.75
2
0.37
0.75
NA NA
NA
FS#
SPM
vs.
13
0.8 0.180
10
1.4
0.004*
8
1.5
0.004* NA NA
NA
FS#
# reference method
bias (ml): brain volume (in ml) by which a method systematically overestimates in ASD subjects than in
TDCs.
% bias: the percentage of brain volume by which a method systematically overestimates in ASD subjects
than in TDCs.

3.4 Discussion
In this work, we investigated discrepancies in brain volumes (TIV, GM, WM, and CSF)
estimated by three different preprocessing methods (SPM, FSL, and FS). Brain volume estimates
between the methods had significant correlation, but the absolute values of brain volume estimates
were significantly different between methods. In other words, there was significant method specific
biases while estimating brain volumes. These biases had an influence on ASD vs. TDC brain
volume differences and our results indicate that ASD vs. TDC brain volume differences were
dependent on the method used to estimate the brain volumes. When the methods were compared
pair-wise, significant differential biases for the diagnostic group (ASD) were revealed, and most
biases were larger than ASD vs. TDC differences according to the respective methods. Below we
compare our results with previous findings and discuss potential reasons behind brain tissue volume
discrepancies by investigating segmentation disagreements at anatomical locations. We further
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provide discussions on inter-method discrepancies at a conceptual level. Finally, we discuss
methods for minimizing inter-method discrepancies.

3.4.1 ASD vs. TDC inter-group differences dependent on the method used
In this study, we found that ASD vs. TDC inter-group differences in brain volumes are
dependent upon the method used. This dependency was evident in all brain volume types. For
example, SPM showed 1.53% more TIV in ASD compared to TDC with statistical significance.
Whereas FS showed that ASD had only 0.36% more TIV compared to TDC and the difference
was not statistically significant. In other words, a research study using SPM to estimate TIV will
report statistically significant TIVASD > TIVTDC but a different study using FS on the same data
will not report statistically significant difference. Similarly, ASD had 1.49% more GM than TDC
according to SPM, and the difference was statistically significant. Whereas according to FSL, ASD
had 0.24 % less GM than TDC. In other words, a study using SPM would report larger GM
volumes in ASD whereas a study using FSL would report smaller GM volumes in ASD. These
results show that the magnitude and even the direction of the effect under investigation is
dependent on the method used, and previous studies have reported similar findings. For example,
Callaert et al. (2014) reported that the age effect on GM volume was significantly dependent upon
the method used to estimate the GM volume. Similarly, Nordenskjöld et al. (2013) reported that
hippocampal volume showed different associations with education depending on which TIV
measure (SPM or FS) was used for hippocampal volume normalization. Rajagopalan et al. (2014)
found significant GM reduction in the motor region of the brain of ALS patients using SPM but
could not replicate the finding using FSL. These results demonstrate that the choice of a
preprocessing method used to estimate brain volumes can have a significant effect on the end
results of a study.
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3.4.2 Comparison of ASD vs. TDC brain volume differences with previous studies
Due to various heterogeneous neuroimaging findings in ASD our comparisons here are
limited only to meta analytic studies (Via et al., 2011; Radua et al., 2011; Stanfield et al., 2008;
Redcay & Courchesne, 2005) and studies that used the ABIDE dataset (Haar et al., 2014;
Kucharsky Hiess et al., 2015; Riddle et al., 2016). It should be noted that the exclusion criteria and
the number of subjects included in the studies that used ABIDE data were not consistent across
studies. In our study, TIV in ASD was larger than TDC according to all methods, however, the
difference was statistically significant only according to SPM. Riddle et al. (2016) using SPM8
VBM also report greater TIV in ASD (1.58%) with statistical significance. Kucharsky Hiess et al.
(2015) used a different toolbox (ART Brainwash, www.nitrc.org/projects/art) and reported higher
TIV in ASD (1.73%) with statistical significance. Haar et al. (2014) using FS found TIV to be
higher only in 2 of the 18 sites they used and when these 2 sites were removed (26 subjects) overall
ASD vs. TDC difference was not statistically significant and this result is similar to our FS results.
Further, Redcay and Courchesne, (2005) and Stanfield et al. (2008) have also reported similar
results. Interestingly, 1.53% more TIV in ASD reported by SPM in our study is very close to an
estimate (1.534%) predicted by a model proposed by Redcay and Courchesne ( 2005). This model
prediction was for ASD and TDC subjects at age 17.75 years which is the mean age of the subjects
used in our study. Kucharsky Hiess et al. (2015) have also reported similar prediction.
In our study, GM volume in ASD was greater than TDC (1.5%) with statistical significance
according to SPM. An ABIDE study by Riddle et al. (2016) using SPM8 VBM also report a similar
result (1.58% more in ASD). However, in our study GM volume in ASD was slightly smaller
according to FSL (0.2%) without statistical significance and there was little difference in GM
volume according to FS. Haar et al. (2014) report slightly larger GM volume in ASD but without
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statistical significance, using both FS (d = 0.01 in cortical GM; d = 0.13 in cerebellar GM) and
FSL (d = 0.18). A large meta-analytic study by Via et al. (2011) report no GM volume differences
(d = 0.006) between ASD and TDC. In summary, studies using SPM tend to report slightly larger
GM volume in ASD but results of studies using FSL and FS are inconsistent.
In our study, WM volume in ASD was slightly greater than in TDC (0.7%) without
statistical significance according to SPM. Riddle et al. (2016) also using SPM report similar results
(0.67% more in ASD). Similarly, Haar et al. (2014) report slightly larger WM volume in ASD but
without statistical significance, using both FSL (d = 0.03) and FS (d = 0.13 in cortical WM; d =
0.04 in cerebellar WM). However, in our study, WM volume in ASD was slightly smaller according
to both FSL (0.3%) and FS (0.9%) without statistical significance. A large meta-analytic study by
Radua et al. (2011) report slightly smaller WM volume (d = 0.006) in ASD. In summary, studies
using SPM tend to report slightly larger WM volume in ASD but results are inconsistent in studies
that used FSL or FS.
In our study, CSF volume was larger in ASD according to SPM (3.1%) with statistical
significance. Similarly Lin et al. (2015) using SPM8 New Segment also found greater CSF volume in
ASD (4.75%) with statistical significance. Riddle et al. (2016) using SPM8 VBM also report 1.54%
more CSF in ASD but with no statistical significance. Haar et al. (2014) using FSL also report
slightly larger CSF volume in ASD (d = 0.15) without statistical significance and this is similar to
our FSL finding: 1.7% greater in ASD without statistical significance. In summary, our result
agrees with previous finding of greater CSF volume in ASD and that the magnitude of the
difference is method dependent.
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3.4.3 Methods have different biases for diagnostic group, and many of them are larger
than inter-group differences
We found that methods have systematic differential biases for diagnostic group (ASD) and
several biases were larger than ASD vs. TDC differences according to the respective methods. In
other words, inherent systematic bias of a method to a variable of interest (ASD) is larger than the
actual effect of the variable (brain volume difference due to ASD). The differential biases shown
by the methods for explains the method dependent ASD vs. TDC group difference in brain
volumes presented in section 3.2.2. With reference to FSL and FS, SPM showed positive bias for
ASD subjects in multiple brain volumes. From different perspective or considering SPM as the
reference method, it can be said that FSL and FS showed negative bias for ASD subjects. In other
words, with reference to SPM, FSL and FS systematically underestimated brain volumes in ASD
subjects compared to TDC. This might be one reason why SPM shows greater brain volumes in
ASD compared to TDC while FSL and FS do not. To conclude which method captures the true
ASD vs. TDC difference further investigation using ground truth data is necessary.
Similar results have been reported in previous studies (Nordenskjöld et al., 2013), where it
was reported that SPM showed bias associated with gender and atrophy while FS showed bias
dependent on skull size. In summary, the above results indicate that systematic differential biases
of a preprocessing method can be assigned as brain volume difference due to thus leading to
incorrect findings.

3.4.4 Locations of the inter-method segmentation discrepancies
To identify the locations of inter-method segmentation discrepancies, twenty subjects were
randomly chosen and their tissue probability maps (TPM) were individually inspected using
MRIcron (http://www.mccauslandcenter.sc.edu/mricro/mricron/index.html). For each tissue
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type, a subject with the most common segmentation discrepancy was chosen and these
discrepancies are presented in Figure 3.3 where TPMs of different methods are overlaid using
MRIcron.

3.4.4.1 Overestimation of GM by SPM compared to FSL and FS
In Figure 3.3A(i), red represents the regions where voxel probabilities in SPM TPM for
GM are higher than that of FSL TPM; green, vice-versa and yellowish-green represents regions
where voxel probabilities from both methods are similar. Figure 3.3A(ii) compares the histograms
of the voxel probabilities in GM TPMs produced by SPM and FSL.
Our results showed that SPM overestimated GM volume compared to FSL in the following
four main brain regions.
1) Cerebellum: FSL under segments GM (less GM volume or less GM voxel probability)
in the cerebellum – see red regions in box 1 of Figure 3.3A(i).
2) Subcortical Structures: The proportion of GM (compared to WM) according to
SPM is greater in subcortical structures – see red regions in box 2 in Figure 3.3A(i).
Probability values in subcortical voxels are generally greater than 0.8 in GM TPM for
SPM. This accounts for the higher red curve for voxel probabilities greater than 0.8 in
the histogram of voxel probability presented in Figure 3A(ii). In FSL, however,
subcortical voxel probability values are in the 0.3–0.6 range, which accounts for the
higher green curve in the 0.3–0.6 range.
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Figure 3.3: Inter-method segmentation comparison
Tissue Probability Maps (TPMs) from different methods are overlaid on one another. Red/green represents
the voxels where only one TPM has non-zero probability value. Yellowish green or orange represents
overlapping regions. (A) SPM vs. FSL GM segmentation, (B) SPM vs. FSL CSF segmentation, (C) SPM
vs. FS WM segmentation and (D) SPM vs. FSL full brain map (GM+WM+CSF). A(ii) & B(ii) are histograms
of voxel probability values in GM & CSF TPMs respectively. Although TPMs of different methods predominantly
overlap, there are mismatching regions/voxel values of segmentation that contribute to inter-method differences in brain volumes
estimates.

3) Boundaries of GM and other Structures: SPM assigns regions close to the GM
boundaries of different brain structures as GM indicated by red lines in box 3 and box
5 of Figure 3.3A(i).
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4) Inter-sulcal CSF: SPM segments some inter-sulcal CSF as GM – indicated by red
regions in box 4. The overestimation of GM in these brain regions by SPM explains the
higher GM estimates by SPM.

3.4.4.2 Low correlation in CSF volume estimates by SPM and FSL
SPM and FSL produced similar ventricular CSF segmentations; overlap or agreement is
presented in orange, box 2 in Figure 3.3B(i). However, the probability values in ventricular voxels
are in the 0.95–0.99 range in CSF TPM of SPM, while probability values are exactly 1 in CSF
TPM of FSL. This accounts for the shift of the FSL (green) curve to the right in the 0.9–1 range in
Figure 3.3B(ii). Discrepancies in non-ventricular CSF estimates were mainly from following three
brain regions. 1) Brain Boundary: The estimation of CSF surrounding the brain, indicated by the
red regions in box 3 and in other brain slices of Figure 3.3B(i) was higher for SPM. This accounts
for the higher SPM (red) curve in the 0.7–0.99 range in the histogram of CSF. This may be due to
the fact that the a priori CSF TPM used by SPM (in New Segment) during segmentation has a thick
layer of CSF at the boundary of the brain. 2) Inter-sulcal CSF: FSL segments greater CSF
compared to SPM in inter-sulcal regions (see green regions in Box1 of Figure 3.3B(i)), where CSF
TPMs of SPM and FSL have probability values in the ranges of 0–0.3 and 0.3–0.7, respectively.
This introduces higher SPM (red) curve in the 0–0.3 range in Figure 3.3B(ii).
Our results indicate that the segmentation discrepancy in non-ventricular CSF
segmentation is the primary cause of the low inter-method correlation in CSF volumes.
Misclassification of bone/air as CSF or vice-versa can be another major source of discrepancy. T1weighted images provide a reasonable amount of contrast between GM (dark gray), WM (lighter
gray) and CSF (black). However, dense bone and air also appear dark like CSF. This makes the
segmentation of CSF challenging, especially at the sulcal regions since it is difficult to distinguish
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between the inner skull and sulcal CSF. Accuracy in CSF segmentation can be improved by
augmenting information from the T2-weighted image as it provides additional contrast between
CSF (bright) and brain tissue (dark).

3.4.4.3 Underestimation of WM by FS compared to SPM
The WM volumes estimated by FS were the lowest in general. The final results of surface
reconstruction and parcellation produced by recon-all were used to report WM segmentation by FS.
Our study indicates that FS produces a considerable number of areas where WM is misclassified
as non-WM (red dots in box 1 of Figure 3.3C). The misclassified areas were primarily due to WM
hypo-intensities misclassified as GM or partial voluming in which WM+GM voxels look like nonWM and are segmented as non-WM. WM hypo-intensities have values much lower than the
average WM intensity. Although recon-all automatically adds the volume of WM hypo-intensities
to the total WM volume, our results indicate that it cannot still identify all the hypo intensities and
the WM segmentations of FS require significant manual editing.

3.4.4.4 Brain Mask (SPM vs. FSL)
Brain masks in SPM and FSL presented in Figure 3.3D(i) were created by the summation
of GM, WM, and CSF TPMs. The brain mask of SPM (red) is larger than that of FSL (green).
This is mainly due to the overestimation of CSF surrounding the brain by SPM compared to FSL.
In the FSL brain mask, voxel probabilities have only two values, 0 or 1, while the voxel probabilities
in SPM brain masks are continuous in the 0–1 range (see Figure 3.3D(ii)). In FAST of FSL, the
HMRF model used for classification has only three components (GM, WM and CSF); hence, the
summation of these TPMs add up to one in the brain regions. In SPM, however, the Gaussian
mixture model uses a mixture of six Gaussian components for GM, WM, CSF, bone, soft tissue
and air/background; but the brain mask was created by summing only three mixture components:
54

GM, WM and CSF. Therefore, the voxel probabilities in the brain mask of SPM are in the 0–1
range.

3.4.5 Sources of the inter-method discrepancies in tissue segmentation
Inter-method segmentation discrepancies in different locations of the brain were shown in
the previous section. This section discusses the possible reasons behind the inter-method
segmentation discrepancies at a conceptual level. Inter-method differences in tissue segmentation
can be mainly attributed to differences in two factors: method dependent differences in the brain
template and method dependent differences in the spatial normalization process.

3.4.5.1 Brain templates
A brain template or atlas is an anatomical representation of a brain. It is a pre-segmented
standard brain image generated from a single subject or a cohort of subjects. A brain template is
generally used as an a priori to guide tissue classification. The different preprocessing methods used
for tissue segmentation in this study utilize different standard brain templates for prior spatial
information of the brain structures. For example, New Segment of SPM uses ICBM-452 T1 brain
atlas (Mazziotta et al., 2001a) and FS uses MNI 305 (Collins et al., 1994) brain atlas. Whereas
FAST of FSL does not use brain atlas but utilizes HMRF model to encode spatial information
through contextual constraints of neighboring pixels in an image (Zhang et al., 2001). The
differences among brain templates can arise primarily from two sources. First, the definition of
brain structures can vary among the brain templates. Second, the brain templates are created from
different cohorts of subjects scanned under different scanners and hence have different biases for
subject demographics, image quality, and scanner settings. The inter-method discrepancies in
brain structures segmentation can be minimized with the use population specific brain templates
(Mandal et al., 2012; Tanga et al., 2010).
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3.4.5.2 Spatial normalization
Spatial normalization is the process whereby individual MRIs are registered to the common
anatomical space defined by the standard brain template. Spatial normalization conceptually
consists of two elements: image representation and transformation. The differences due to spatial
normalization starts from the choice in the mathematical representation of an image, i.e. how an
image is mathematically represented to be used in subsequent mathematical operations. For image
representation, several assumptions are made about the properties of the images, and these
assumptions vary with the preprocessing methods. The effect of the differences in these
assumptions propagate further and are finally evident with the discrepant segmentation results.
Similarly, differences arise also from the choice of the transformation applied to the individual
images to register it to a space defined by a standard template. In addition, different spatial
normalization techniques behave differently with different image acquisition parameters, motion
artifacts, and imaging artifacts such as bias field and intensity inhomogeneity. This adds further
discrepancy to the segmentations.

3.4.6 Implications to future neuroimaging studies
Our findings have important implications for the ongoing search for neuroimaging
biomarkers in ASD and other brain disorders. Inconsistencies across previous studies and lack of
evidence for brain biomarkers in ASD may in part be a result of failure to account for the issues
we have raised in this study. To reduce the impact of inter-method differences, we suggest the
following directions that need further investigation.

3.4.6.1 Cross-validation of findings
Results of our study and of many previous studies (Callaert et al., 2014; Eggert et al., 2012;
Nordenskjöld et al., 2013; Rajagopalan et al., 2014) have demonstrated the method dependence
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of neuroimaging results. Each method has its own strengths and weakness, and there is no general
agreement on which method is optimal. Therefore, we suggest using multiple methods to segment
brain images to cross validate results across methods. In addition, a multi-variate classifier can be
trained on the outputs of several methods to improve the overall segmentation results. A simple
classifier would be a majority voting system where the final decision is made based on the majority
votes. For example, when SPM, FSL, and FS are used for binary tissue segmentation and if SPM
and FSL labels a voxel as CSF whereas FS labels it as GM, then the multivariate system would
label the voxel as CSF.

3.4.6.2 Development of better methods
The present preprocessing schemes apply spatial transformations that may introduce errors
in tissue segmentations and are one of the major causes of inter-method differences. Machine
learning based methods can be a way to perform segmentation with minimal preprocessing, and
among them, deep-learning methods have proven to be more promising. Recently, a few studies
have successfully performed the segmentation of brain structures from MRI using deep learning.
De Brébisson and Montana (2015) have reported competitive accuracy for segmentation of cortical
and sub-cortical structures from MRIs without performing any non-linear registration. Similarly,
(Kim et al., 2013; Lai, 2015) have reported successful segmentation of hippocampus using deep
learning.

3.4.6.3 Focus on improving data itself in addition to methods
Accurate segmentations may not be possible using a single type of MRI since it may not
have sufficient contrast to discriminate the boundaries of brain structures. For example, T1weighted MRI do not have enough information to distinguish between brain structures. It is
difficult to segment CSF surrounding the brain region using T1-weighted MRIs since dense bone
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as well as air appear dark in the CSF images. A very low inter-method correlation of 0.5 in CSF
volume estimates obtained in this study also demonstrates the difficulty. Whereas CSF appears
bright and air appears dark in T2-weighted MRI and this is very helpful for the CSF segmentation.
Segmentation accuracy of CSF as well as other brain structures can be improved if information
from T1 and T2 images are used together if T2 images are available.

3.4.6.4 Multi-variate patterns are more robust across methods and scanners
In addition to currently popular mass univariate group difference characterization
techniques, a pattern within extracted biomarkers can be explored using multivariate classification
techniques so that the pattern is robust across methods and sites. In this study, we have shown an
example of how a multi-variate pattern is more robust compared to a univariate. In Figure 3.4, the
relation between GM volume and age according to SPM, FSL, and FS are shown. According to
FSL and FS there is linear decrease in GM volume from 6 to 40 years. This is consistent with the
biological understanding of GM in human brain. However, according to SPM the GM volume
first increases until 25 years old age and then decreases afterwards. So, there is a clear mismatch
between the information provided by the three methods. But when the GM volume is divided by
TIV, and the % GM volume is plotted against age, all three methods show the same trend in GM
decrease with age. This example supports our claim that the multi-variate patterns are more robust
across methods.
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Figure 3.4: Multi-variate pattern is more robust across methods
Gray matter (GM) age dependence is method dependent. But the %GM (100*GM/TIV) is a very basic
multivariate pattern and is robust across methods.

Some recent anatomical studies have utilized multivariate classification techniques to
identify anatomical patterns differing across ASD and TDC group instead of focusing on just one
measure at a time. These studies have reported remarkable accuracies in decoding the group
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identity in subject-level using anatomical measures such as cortical thickness, geometry curvature,
surface area, etc. (Ecker et al., 2010a; Haar et al., 2014; Jiao, 2011; Uddin et al., 2011). In addition,
it is very likely that brain alterations in heterogeneous condition such as ASD are multi-variate in
nature.
Moreover, novel techniques that are robust to inter-scanner variability can be
implemented. For example, Vardhan et al. (2014) has proposed GM/WM ratio as an indirect way
to model longitudinal growth curves in early childhood since there is change in the GM/WM
contrast as the brain undergoes myelination. According to the above study, the contrast ratio is
relatively invariant to location, scanner type and scanning conditions, which is a highly desirable
feature for multi-site studies

3.5 Conclusion
We demonstrate that ASD vs. TDC group differences in brain volumes are method
dependent. According to SPM, ASD brain volumes were higher than TDC with statistical
significance but according to FSL and FS the difference was not significant. Inter-method brain
volume differences can be attributed to varying definitions of brain structures, use of different
templates, differences in image processing algorithms, and the varying effects of imaging artifacts
and acquisition settings. We suggest that research studies should cross-validate findings across
multiple methods before providing biological interpretations. To our knowledge current studies do
not account for the method dependency of results. Accounting for methodological differences will
be an important step in increasing the reliability and consistency of future neuroimaging findings
of ASD and other brain disorders, leading to a greater likelihood of establishing valid and reliable
neuroimaging biomarkers. We also emphasize that future work is needed to investigate the reasons
behind inter-method discrepancies and the need to develop better methods. Moreover, we also
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suggest on using multi-variate techniques to characterize the brain alterations in ASD because the
multi-variate patterns are more robust across methods and it is very likely that brain alterations in
heterogeneous condition such as ASD are multi-variate in nature.
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4 CHAPTER

4:

UTILIZING

NON-BRAIN

INFORMATION TO IMPROVE ASD DETECTION
BASED ON BRAIN MORPHOLOGY
Some material from (Katuwal et al., 2016c) has been reused in this chapter under Creative Commons Attribution
(CC BY) license.

Low success (<60%) in ASD classification based on brain morphology in the large multisite datasets and inconsistent findings on brain morphometric alterations in ASD can be attributed
to the ASD heterogeneity. Morphometric features from MRIs of 734 males (ASD: 361, controls:
373) of ABIDE were derived using FS. Applying the RF classifier, an AUC of 0.61 was achieved.
By augmenting the information from VIQ and age to brain morphometric features we were able
to increase the classification performance. The important features were mainly from the frontal,
temporal, ventricular, right hippocampal and left amygdala regions. However, the important
features highly varied with AS, VIQ, and age. The curvature and folding index features from
frontal, temporal, lingual, and insular regions were dominant in younger subjects suggesting their
importance for early detection. Our findings suggest that identifying brain biomarkers in subgroups of ASD can yield more robust and insightful results than searching across the whole
spectrum. Further, it may allow identification of sub-group specific brain biomarkers that are
optimized for early detection and monitoring, increasing the utility of MRI as an important tool
for early detection of ASD.

4.1 Introduction
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ASD diagnosis based on MRI is highly desirable because it can be objective and can be
utilized for early detection (Glenn, 2010). In addition, it can improve our understanding of brain
anatomical underpinnings of ASD. However, characterizing the brain morphology of ASD has
been challenging due to its heterogeneity (Lenroot & Yeung, 2013). A number of studies have
investigated brain anatomical alterations in ASD compared to that of TDC subjects. The reported
anatomical alterations are mostly contained in the fronto-temporal regions (Bigler et al., 2007; Ha
et al., 2015), the amygdala-hippocampus complex (Groen et al., 2010; Nordahl et al., 2012), corpus
callosum (Wolff et al., 2015), and cerebellum (D’Mello et al., 2015). However, previously reported
regions have not been consistent across studies (Amaral et al., 2008; Chen et al., 2011; Katuwal et
al., 2015a). The variability in differences can be due to the heterogeneity of ASD, differences in
methodological approaches, or a combination of both.
More recently, several studies have applied machine learning on MRI derived brain
features, in an effort for ASD detection. Previous studies on ASD vs. TDC classification can be
mainly categorized into two groups based on the number of subjects used in the study: (1) small
dataset (n < 200) matched for DB measures such as age, sex, and IQs (Ecker et al., 2010b; Jiao et
al., 2010; Uddin et al., 2011; Wee et al., 2014) and (2) large heterogeneous datasets such as the
ABIDE dataset (n > 700) (Haar et al., 2014; Katuwal et al., 2015b; Sabuncu & Konukoglu, 2014).
Table 4.1, below, shows classification accuracies from previous studies and the disparity of results
is clear. For instance, Group 1 using small datasets reports high classification accuracies while
Group 2 using the large heterogeneous ABIDE dataset reports classification accuracies less than
60%.
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Table 4.1: Previous ASD vs. TDC Classification studies
Study

Sample

MRI Feature

#ASD/#TDC

Classification
Technique

Classification
Accuracy (%)

Group 1 (small dataset; n < 200)
Ecker et al. 2010 22/22 (Males)
Ecker,
Marquand,
al. 2010

Gray matter

SVM

81

Cortical thickness in
left hemisphere

SVM

90

Regional
thickness

cortical

LMT

87

al. 24/24

Gray matter in
default
mode
network regions

SVM

90

58/59

Regional and interregional cortical and
subcortical features

SVM

96

20/20
et handed)

Jiao et al. 2010
Uddin
2011

et

Wee et al. 2014

22/16

(right-

Group 2 (large dataset; n > 700)
Haar et al. 2014

539/573

Regional
volume,
surface area and
cortical thickness

LDA, QDA

<60

Sabuncu
& 325/325
Konukoglu 2014

Regional
volume, SVM,
surface area and
NAF, RVM
cortical thickness

<60

Katuwal et al. 373/361
2015

Volume,
surface RF, GBM, SVM
area,
cortical
thickness, thickness
std., mean curvature,
Gaussian curvature,
folding index

60

Katuwal et al., 373/361
2016a

Zernike moments of
sub-cortical
structures

<60

RF

SVM: Support Vector Machine; LMT: Logistic Model Trees; LDA: Linear Discriminant Classifier; QDA: Quadratic
Discriminant Classifier; NAF: Neighborhood Approximation Forest; RVM: Bayesian Relevance Vector Machine; RF:
Random Forest; GBM: Gradient Boosting Machine

In this study, we investigate the heterogeneity in ASD as a major reason behind the
inconsistent neuroanatomical findings and the disparity in classification accuracies. We investigate
if DB measures of the subjects can be utilized to mitigate the ASD heterogeneity and facilitate our
effort to understand ASD brain alterations, thereby helping to predict ASD using brain
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morphology. We use multiple automatically extracted brain morphometric features and multiple
classification techniques for this investigation. The aims of this chapter are as follows:
1. We investigate the incremental predictive power that can be gained by adding DB
measures such as age, VIQ, and AS to the brain morphometric features derived from
MRI.
2. We investigate if sub-grouping the subjects by the above-mentioned DB measures
helps to improve ASD vs. TDC classification.
3. We explore the important features for classification in the sub-groups and how they
change with DB measures.
4. We explain the discrepancies in the reported neuroimaging findings on brain
alterations in ASD and classification accuracies in relation to the heterogeneity in
ASD brain morphology.

4.2 Methods
4.2.1 MRI Data
The ABIDE (Di Martino et al., 2014) dataset with 1,112 MRIs from 17 different sites was used
in this study. Each MRI was inspected visually; those with significant motion or other artifacts were
excluded from analysis. Seventy-six subjects from two ABIDE sites were excluded due to poor
image quality (motion/artifacts). An additional 96 subjects were excluded due to poor image
quality, and another 64 subjects were discarded due to FS (Fischl, 2012) segmentation failure.
Since ASD is highly prevalent in males (Fombonne, 2005) and also to avoid the gender effects, 142
female subjects were excluded. Finally, 734 male subjects (ASD: 361, TDC: 373) were used from
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the remaining 876 subjects. Summary of DB measures of the used sample is presented in Table
4.2 . Scanner information of the individual sites can be obtained from Table 1 in (Haar et al., 2014)
Table 4.2: Subject demographics and behavioral (DB) measures
ASD vs. TDC
ASD
TDC
t-test
(p-value)
N
361
373
Age(years)
0.7
17.9 ± 8.7
18.1 ± 8.2

VIQ
PIQ
FIQ
ADOS
AS

(7 to 64)
104.5 ± 17.8
105.2 ± 16.8
105.2 ± 16.6
11.9 ± 3.7
7.1 ± 2.1

(6.47 to 56.2)
112.4 ± 12.9
108.7 ± 13.2
111.8 ± 12.3
NA
NA

6.2E-10*
5.7E-3*
4.8E-9*
NA
NA

4.2.2 Reasons for using male subjects only
We decided to use only male subjects in this study for several reasons. First, we wanted to
remove the gender effects on the ASD brain heterogeneity and focus only on the brain
morphometry of ASD males. This decision was motivated by the previous findings that there are
significant differences between the brain anatomy of ASD males and females. Brain alterations in
female ASD subjects reported by studies using only female subjects (Calderoni et al., 2012; Craig
et al., 2007) have a very small overlap with the alterations reported by the studies performing meta
analyses of predominantly male subjects (Radua et al., 2011; Via et al., 2011). A recent study by
Lai et al. (2013) focusing on the brain anatomical differences of ASD males and females has
reported that the neuroanatomy of adult ASD males and females differed and there was minimal
spatial overlap in both grey and white matter. Second, compared to females, ASD is more
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prevalent in males (Fombonne, 2005). In addition, among the 876 high quality MRIs available
from ABIDE, 84 % (734) of them were of males.

4.2.3 MRI Data processing
The recon-all preprocessing workflow of FS v. 5.3.0 (Dale et al., 1999a; Fischl et al., 1999a,
2002; Ségonne et al., 2004) was used to extract brain morphometric features. Volume of 40 subcortical structures from Aseg atlas (Fischl et al., 2002) and volume, surface area, Gaussian curvature,
mean curvature, folding index, thickness mean and thickness standard deviation of 34 cortical
structures from Desikan-Killiany atlas (Desikan et al., 2006) were derived from each MRI. In total,
538 brain morphometric features were derived for each subject. The volume features of each
subject were normalized by TIV since percentage or relative brain volumes have been found to be
more robust across scanner types and scanner drifts (Takao et al., 2011) and thus this should reduce
sensitivity to the fact that the data were collected at multiple sites.

4.2.4 Classification Algorithms
RF (Breiman, 2001) classification models were trained using brain morphometric features
for ASD vs. TDC classification. RF was used since it is inherently suitable for parallel processing,
has very few hyper parameters to tune, does not require scaling the data, is theoretically resistant
to overfitting, provides variable importance and has been found to be very good for a variety of
datasets (Breiman, 2001; Caruana & Niculescu-Mizil, 2006). To avoid the results from being
affected by model selection bias, we repeated the experiments using GBM (Friedman, 2000)
classifier models and the results are presented in Appendix B. For both RF and GBM, scikit-learn
0.16.1 (Pedregosa & Varoquaux, 2011) was used. For all classifiers, hyper parameter tuning was
performed with cross-validation and classification performance was estimated by 10-fold cross-
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validation. RF and GBM classification models are briefly explained below and are explained in
detail in the cited publications.
The optimal number of predictors used to split a node of a decision tree was automatically
estimated by performing grid search within (Öm -Öm /2, Öm + Öm/2) where m is the number of
features. Gini impurity (Breiman, 1996) was minimized while growing decision trees. Gini impurity
is the probability that a randomly chosen sample would be incorrectly labeled if the samples were
labeled according to the distribution of class labels. In general, the higher the number of decision
trees in a RF, the more reliable is the prediction and the interpretability of the variable importance
(Strobl et al., 2009). So, a large number (5000) of decision trees were used in the RF classification
models used in this study.
A grid search on the depth of decision tree (1 to 12) and the subsample ratio (0.5 and 0.7)
was performed to automatically estimate their optimum values. To increase the stability of the
model and increase the reliability of the variable importance, a large number (5000) of decision
trees were used in the GBM classification models used in this study. To avoid overfitting, a very
low learning rate (0.001) was used.

4.2.5 Metrics Used
Classification accuracy and area under the ROC curve (AUC) were used to measure the
success of classification. Accuracy is a threshold-based metric and AUC is a ranking based metric.
AUC is the probability that a classifier will rank a randomly chosen positive example higher than
a randomly chosen negative example with the assumption that the positive example ranks higher
than the negative example (Bradley, 1997). The practical difference or effect size of ASD vs. TDC
group difference was quantified using Cohen’s d (Cohen, 1988).
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4.2.6 Adding AS, VIQ, and age information to the brain morphometric features
We reduced the heterogeneity of subjects by adding DB measures (AS, VIQ, and age) to
brain morphometric features. The use of AS information for ASD classification may appear to be
a self-fulfilling prophecy. In this study, AS information was used in only to answer the following
questions: 1) Is classification difficulty dependent on severity? and 2) Are important features for
classification consistent with severity?
AS, VIQ, and age information were used under the following two schemes. First, VIQ, and
age were used as training features in conjunction with the morphometric features.
Sub-grouping: In the second scheme, the subjects were sub-grouped by AS, VIQ, and
age into three sub-groups by each as defined in Table 4.3. TDC subjects were not used while subgrouping by AS. AS = 5 was used as the threshold between low and mid AS sub-groups according
to Table 2 in (Gotham et al., 2009). The AS = 8 was used as the threshold between mid and high
AS sub-groups since the mean and median for AS ³ 6 are 7.9 and 8 respectively. Only 167 ASD
subjects who had AS information were used in the sub-groups by AS. In sub-grouping by VIQ,
the threshold of VIQ = 90 instead of natural choice 85 (one standard deviation below the median
100) was used to divide the low and normal VIQ sub-groups because there were very few subjects
with VIQ £ 85. Only 586 subjects (296 ASD, 290 TDC) who had VIQ information were used in
the sub-groups by VIQ. In sub-grouping by age, the thresholds 13 and 18 years were chosen
because they approximately reflect pre-puberty, adolescence and early adulthood, and also yielded
in sub-groups with similar sample sizes. Subjects greater than 40 years were not used as they were
very few in number (17).
In each sub-group, ASD vs. TDC classification models were trained using morphometric
features. The sub-grouping resulted in an unbalanced classification problem in sub-groups i.e.
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classes with uneven sizes (Chawla, 2005). This problem was addressed in two ways: up-sampling
the smaller class in each training fold and down-sampling the larger class. AUC has been used to
evaluate the performance of classification models in sub-groups since AUC is insensitive to the
unbalanced classes (Fawcett, 2006).
Table 4.3: Sub-groups definition
Sub-groups
Definition
#ASD/#TDC
Up-sampling Down-sampling
AS
mild
20/373
20/20
4 ≤ AS ≤ 5
moderate
60/373
60/60
6 ≤ AS ≤ 7
high
76/373
76/76
8 ≤ AS ≤ 10
VIQ
low
57/15
15/15
75 ≤ VIQ ≤ 90
normal
146/142
142/142
90 < VIQ < 115
high
93/133
93/93
115 ≤ VIQ ≤ 150
Age
NA
young
116/120
6 ≤ Age < 13
(years)
NA
mid
114/108
13 ≤ Age < 18
NA
old
121/138
18 ≤ Age ≤ 40
NA: Not Applicable. Down-sampling was not performed in the sub-groups by age since the number of
subjects were comparable and very few subjects had AS and VIQ to use for matching the subjects.

4.3 Results
4.3.1 Classification using only brain morphometric properties
Applying RF on brain morphometric features, classification accuracy of 60% and AUC of
0.61 was achieved. Similar classification performance has been reported by previous studies using
the ABIDE dataset: Katuwal et al. 2015 (60%), Haar et al. 2014 (<60%) and Sabuncu &
Konukoglu 2014 (<60%).

4.3.2 Age and VIQ used as training features in conjunction with brain morphometric
features
We first sought to determine whether simply adding age or VIQ as training features would
improve brain morphometric classification. When age was added to the brain morphometric
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features for training the classifier, AUC improved to 0.62. When VIQ was added, AUC improved
to 0.66. When both age and VIQ were added, AUC improved to 0.68. In addition, site information
was explicitly added to the morphometric features for training the classifier. One-hot coding
method was used to represent the site information, i.e. for each scanning site, a binary feature was
added with values of one for subjects from the scanning site and values of zero for other subjects.
In total, 17 binary features for 17 sites representing the site information were added to the 538
morphometric features. After adding site information to the morphometric features for training,
AUC did not improve and was same as that from using only the morphometric features.

4.3.3 Sub-grouping subjects by AS, VIQ, and age
4.3.3.1 Up-sampling smaller class in each training fold
In each sub-group, the smaller class was randomly up-sampled in each training fold to
match the number of ASD and TDC subjects. The AUC scores achieved in the sub-groups are
presented in Figure 4.1A and Table 4.4. In Figure 4.1A, a point represents the mean and an error
bar represents the one standard deviation of the AUC scores from 10 test folds. AUC scores and
number of ASD and TDC subjects are presented below the error bar.
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A) ASD/TDC subjects numbers matched by upsampling the smaller group in each training fold
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B) ASD/TDC subjects numbers matched by downsampling the larger group
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Figure 4.1: Improvement in classification by sub-grouping
The AUC scores of the classification in the sub-group by grouping based on autism severity (AS), age, and
Verbal IQ (VIQ) are presented. A point represents the mean and an error bar represents the one standard
deviation of the AUC scores from 10 test folds. A) Smaller classes were up-sampled in each training fold to
balance the number of ASD & TDC subjects. Sub-grouping improved the classification with the most and
least improvements from sub-grouping by AS and age respectively. B) Larger classes were down-sampled
matching the demographics of the smaller classes. This scheme further improved the classification
performance.

In sub-groups by AS, AUC was 0.78, 0.8 and 0.72 for low, moderate, and high sub-groups
respectively. The sample sizes in the sub-groups by AS were unequal. To determine if the results
may have been due to unequal sample sizes, separate classification models were built for the
subjects with AS = 4-5 (#ASD/#TDC = 20/373), 6 (33/373), 7 (27/373), 8 (25/373), 9 (29/373)
and 10 (22/373). The results of this experiment are presented in Figure 8.6 in Appendix B. In this
experiment, where the sample sizes in the sub-groups were comparable, AUC decreased with the
AS according to both RF and GBM. There was strong negative correlation (RF: r = -0.72, p =
0.1, GBM: r = -0.86, p = 0.028*) between mean AUC and mean AS of sub-groups.
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Table 4.4: Classification AUC in sub-groups created by AS, VIQ and age
Up-sampling
Down-sampling
SubAUC
AUC
groups
RF
GBM
RF
GBM

AS

mild
moderate
high
VIQ
low
normal
high
Age
young
(years)
mid
old

0.78 ± 0.09
0.80± 0.10
0.72 ± 0.07
0.75 ± 0.20
0.63 ± 0.05
0.62 ± 0.08
0.66 ± 0.11
0.50 ± 0.13
0.65 ± 0.13

0.74 ± 0.16
0.76 ± 0.09
0.69 ± 0.07
0.71 ± 0.31
0.65 ± 0.05
0.62 ± 0.07
0.67 ± 0.10
0.51 ± 0.14
0.66 ± 0.14

0.92 ± 0.12
0.81 ± 0.12
0.69 ± 0.08
0.80 ± 0.30
0.62 ± 0.11
0.59 ± 0.12
NA
NA
NA

0.92 ± 0.11
0.80 ± 0.10
0.68 ± 0.11
0.80 ± 0.31
0.63 ± 0.11
0.54 ± 0.13
NA
NA
NA

NA: Not Applicable. Down-sampling was not performed in the sub-groups by age since the number of
subjects were comparable and very few subjects had AS and VIQ to use for matching the subjects. Mean
and standard deviation of the AUC across 10 test folds are presented.

In sub-groups by VIQ, AUC decreased with VIQ, with AUC of 0.75, 0.63 and 0.62 for
low, normal and high VIQ sub-groups respectively. In sub-groups by age, AUC was modest in
young and old sub-groups with AUC of 0.66 and 0.65 respectively. AUC was low (0.5) in mid-age
sub-group.
In summary, sub-grouping the subjects by AS, VIQ, and age improved the classification
rate with the most and least improvements from sub-grouping by AS and age respectively. The
results from GBM were similar and are presented in Table 4.4 and Figure 8.1 in Appendix B.

4.3.3.2 Down-sampling the bigger class to match the demographics of the smaller class
In the above section, although the subjects were more homogenous after sub-grouping, the
distribution of other DB measures of ASD and TDC subjects in the sub-groups might be different.
This raises a concern that the results from the up-sampling scheme could have been influenced by
the difference in DB measures distribution. To check if the results are not due to the different
demographics, ASD and TDC subjects in each sub-group were matched on demographics. In each
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sub-group, the bigger class was down-sampled to match the ASD and TDC subjects on age and/or
VIQ; see Table 4.3 for the number of subjects. Subjects were matched by age and VIQ in the subgroups by AS and by age in the sub-groups by VIQ. For sub-groups by age, down-sampling was
not performed as the number of subjects in each group were comparable and very few subjects
had AS and VIQ.
Classification performance further improved after matching the subject demographics. A
high AUC of 0.92 was achieved in the low AS sub-group; see Table 4.4 and in Figure 4.1B.
Similarly, high AUCs of 0.81 and 0.80 were achieved for moderate AS and low VIQ sub-groups
respectively. The AUC trends from this experiment were the same as that from the up-sampling
scheme presented above, i.e. AUC decreases with AS and VIQ. The results from GBM were
similar and are presented in Table 4.4 and Figure 8.1 of Appendix B. When separate classification
models were built for the ASD subjects with each level of AS, AUC sharply decreased with AS
according to both RF and GBM (RF: r = -0.86, p = 0.029*, GBM: r = -0.87, p = 0.026*); see
Figure 8.6 of Appendix B.
To confirm that the increase in classification performance after sub-grouping is not due to
optimization issues and is actually due to the reduction in the heterogeneity in the sub-groups, we
tested the RF classification model trained in one sub-group on other sub-groups. To obtain the
distribution of test scores, the classification model trained in one sub-group was tested on 200
bootstrap replications from another sub-group. Classification results are presented in Figure 8.3 of
Appendix B, where each sub-plot represents a sub-group and three data points correspond to the
performance scores (when tested on the sub-group) of the models trained in three sub-groups. The
AUC scores in intra-subgroup classification were much larger than the AUC scores in intersubgroup classification in 16 out of 18 comparisons. AUC score of intra-subgroup classification
was lower than inter-subgroup classification in 2 comparisons. This disparity occurred in the mid74

age sub-group where the intra-subgroup classification was close to chance (50% success) and the
inter-subgroup rates were also close to chance (53% and 52% success). Moreover, the AUC scores
decreased when the difference between the training and testing sub-groups increased along the
variable by which sub-groups were defined. For example, when the classification models were
tested on the low-VIQ sub-group, the AUC scores decreased from 0.75, 0.64, and 0.35 respectively
as the subjects from the low, mid, and high VIQ sub-groups were used for training the models.

4.3.4 Multivariate analysis: Important features for classification and their variability
across sub-groups
The top 10 important features for classification in each sub-group with matched subjects
(i.e. from section 4.3.3.2) are presented in Figure 4.2. The top features for classification across all
subjects are in Figure 4.2D. Each feature is represented by a bar whose length is proportional to
its importance for the classification. The feature importance was calculated as an average of the
importance scores from 10 test folds. Before each feature, ASD vs. TDC Cohen’s d and two sample
t-test significance (P<0.005** and P<0.05*) are presented. The different morphometric features
are color coded and have been grouped together. Findings for the volume features reported in this
study are after they were normalized by TIV.
The important features for classification varied across the sub-groups. However, the
important features were mainly from the frontal, temporal, insular, ventricular, right hippocampal,
and left amygdala regions. Most of the important features from RF and GBM were common; see
Figure 4.2D for RF results and Figure 8.2 of Appendix B for GBM results.
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Figure 4.2: Important features for classification are different across sub-groups.
Top 10 important features for ASD spectrum disorder (ASD) vs. typically developing controls (TDC)
classification in each sub-group (by AS, VIQ, age) are presented. Each feature is represented by a colored
bar; the length of the bar represents the relative % importance for classification with respect to the top
feature. The features have been grouped and color-coded by volume, area, thickness mean, thickness
standard deviation, folding index, mean curvature and Gaussian curvature. Before each feature, Cohen’s d
and two sample t-test significance (P<0.005** and P<0.05*) of ASD vs. TDC group difference are
presented. The important features for classification varied across the sub-groups demonstrating the
heterogeneity in ASD brain morphometry.

To remove the concern that the arbitrary cutoff of top 10 might have influenced our results,
the important features were also selected by another technique based on cumulative distribution
of the feature importance scores. After sorting the features in descending order of their importance
scores, the scores were cumulatively added starting from the most important feature. The features
required to reach 10% of the total sum of the scores were considered important and the
corresponding feature importance plot for RF is presented in Figure 8.4 of Appendix B. In
addition, we relaxed our criteria for important features and used 25% threshold; see Figure 8.5 of
Appendix B. Even after using this different technique to select the important features with multiple
thresholds, the top features for classification were highly dissimilar across the sub-groups.
The important features according to two classifiers were similar suggesting that the results
are not influenced by model choice. To statistically verify the similarity, we performed the
Pearson’s correlation test between the importance scores of all features from the two classifiers. We
performed the test separately in nine sub-groups and the correlation coefficients are reported in
Table 8.1 of Appendix B. All correlation coefficients were high (r > 0.75 in 9 and r > 0.85 in 7
sub-groups) and statistically significant (p < E-16). The high similarity between the feature
importance scores from two different classifiers supports that the important features reported in
this study are not affected by model choice and hence are robust.
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To demonstrate the extent of the heterogeneity in brain alterations, variability of the 13
important features with AS, VIQ and age are presented in Figure 4.3. The 13 features include the
top feature from each sub-group (9 in total) and 4 important features from the classification using
all the subjects.
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Figure 4.3: Variability of the important features.
A total of 13 important features for classification are presented; the top feature for each sub-group (9 in
total) and the 4 important features for all subjects. The magnitude and direction of the ASD vs. TDC group
differences of the top features varied with ASD severity (AS), verbal IQ (VIQ), and age demonstrating the
heterogeneity in brain morphometry.
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Curvature and thickness based features were predominant in the sub-groups by AS; see
Figure 4.2. Interestingly, there were no important volume features in the low-AS sub-group.
Volume features were present in moderate and high-AS sub-groups and many of them were from
ventricles. Thickness standard deviation of the left fusiform gyrus (red line in Figure 4.3) was the
most important feature in the low AS sub-group and had very large ASD vs. TDC group difference
(d = 1.75, p = 4E-16*). The group difference decreased with AS but was still high (d = 0.57, p =
0.0006) in the high AS sub-group. Interestingly, the group difference even changed its direction
with VIQ. The difference was negative (ASD < TDC) with small effect size (d = -0.11, p = 0.7) in
the low-VIQ sub-group but was positive and statistically significant with medium effect size (d =
0.36, p = 0.01*) in the high-VIQ sub-group. Similarly, mean curvature of the inferior parietal
gyrus (blue line in Figure 4.3) was the most important feature in the moderate-AS sub-group. It
was significantly larger in ASD (d = 0.91, 2E-6*). The group difference decreased with AS but was
still high (d = 0.51, p = 0.0006*) in the high AS sub-group. This feature also showed the reversal
in the direction of the group difference- ASD > TDC with medium effect size (d = 0.41, p = 0.02*)
in the young-age sub-group and ASD < TDC with medium effect size (d = -0.3, p = 0.03*) in the
old-age sub-group. Right choroid plexus volume (green line in Figure 4.3) was the most important
feature in the high-AS sub-group and had positive (ASD>TDC) group difference with large effect
size (d = 0.55, p = 9E-4*). Across all subjects, it was larger in ASD with small effect size (d = 0.18,
p = 0.02*). There was large positive group difference (d = 0.71, p = 0.05) in the low-VIQ subgroup, however, it decreased with VIQ and was negative in the high-VIQ sub-group (d = -0.15, p
= 0.3).
Folding index of left rostral anterior cingulate gyrus (orange line in Figure 4.3) was the most
important feature in the low-VIQ sub-group with small negative group difference (d = -0.13, p =
0.7). It is an interesting observation that it is the most important feature for classification even when
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the ASD vs. TDC group difference is very small and statistically insignificant. One thing to
remember is that it is the most important in the multi-variate setting where the importance of a
feature is dependent on its relationship with other features. For example, the group difference of
the ratio of folding index of left and right rostral anterior cingulate gyrus was large (d = 0.7, p =
0.05). This demonstrates the superiority of MVPTs over univariate techniques by its ability to
automatically find inter-variable relationships important for inter-group distinction. Similarly,
volume of right parahippocampal gyrus (black line in Figure 4.3) was the most important feature
in the mid-VIQ sub-group with small negative group difference (d = -0.15, p = 0.2). It was also an
important feature in classification using all subjects; see Figure 4.2D. Thickness standard deviation
of left inferior temporal gyrus (brown line in Figure 4.3) was the most important feature in the highVIQ sub-group where it was larger in ASD with medium effect size (d = 0.46, p = 0.002*).
However, the group difference was nearly zero in the normal-VIQ sub-group and even flipped its
direction in the low-VIQ sub-group (d = -0.45, p = 0.2).
The important features across the sub-groups by age were distinct. Folding index and
Gaussian curvature features from the frontal and temporal regions were predominant and there
were very few volume, thickness, and area based important features in the young-age sub-group.
The volume features became more dominant with increase in age and most of the important
features in the old-age sub-group were volume-based. Folding index of right insula gyrus (purple
line in Figure 4.3) was the most important feature in the low-age sub-group with small positive
ASD vs. TDC group difference (d = 0.23, p = 0.08). The group difference decreased with age and
was nearly zero for the old-age sub-group. Volume of the mid anterior corpus callosum (dotted red
line in Figure 4.3) was the most important feature in the mid-age sub-group where it was smaller
in ASD (d = 0.35, p = 0.03*). However, in the young-age sub-group, it was larger in ASD (d =
0.15, p = 0.4). Mean curvature of the left pericalcarine gyrus (dotted blue line in Figure 4.3) was
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the most important feature in the old-age sub-group and was larger in ASD (d = 0.3, p = 0.02*)
but was smaller in ASD (d = -0.38, p = 0.002*) in the old-age sub-group.
Across all subjects, Gaussian curvature of frontal pole was the most important feature. The
volume features were predominant and were mainly from the left amygdala, right
parahippocampal, ventricular and temporal regions. As other important curvature based features,
the group difference in Gaussian curvature of frontal pole (dotted green line in Figure 4.3) was the
largest in younger subjects (d = 0.28, p = 0.03*) and was the smallest for older subjects (d=0.02, p
= 0.9). Among the ventricular volumes, left lateral ventricle volume (dotted orange line in Figure
4.3) was the most important across all subjects (d=0.24, p = 0.002*). It was larger in ASD and the
group difference decreased with VIQ and increased with age. Across all subjects, all the ventricles
were larger in ASD compared to TDC and the group differences were statistically significant
(before multiple comparisons). In general, except 3rd and 4th ventricles, the group difference in
ventricles decreased with VIQ; see Figure 4.3. Left amygdala (dotted brown line in Figure 4.3) was
also an important feature for classification across all subjects. It was larger in ASD in the old-age
sub-group with medium effect size (d = 0.41, p = 0.001*) but was smaller in the young-age subgroup (d = -0.15, p = 0.3). Likewise, most of the important features showed high variability with
AS, VIQ, and age and even changed the ASD vs. TDC group difference direction.

4.4 Discussion
Modest classification success is achieved using only brain morphometric properties. We
demonstrated that the low success rate was due to the heterogeneity in ASD alterations by showing
the variability of important features across the sub-groups created by demographics and behavioral
measures AS, VIQ and age. To mitigate the challenges imposed by the ASD heterogeneity, we
then utilized AS, VIQ and age information in conjunction with the brain morphometric features.
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We could significantly improve the classification success after utilizing extra information from AS,
VIQ and age and demonstrated this using two different classification techniques. When the
classification models trained in one sub-group were tested on other sub-groups, the inter-subgroup
classification scores were much lower than the intra-subgroup classification scores. Moreover, the
classification scores decreased when the difference between the training and testing sub-groups
increased along the variable by which sub-groups were defined. These results support our
hypothesis that the sub-grouping of subjects results in the heterogeneity reduction and hence the
improvement in classification performance.
The analysis of the important features for classification in conjunction with the univariate
tests provided valuable insight on structural alterations of autistic brains. The alterations were
mainly from ventricular, frontal, temporal, left amygdala and right hippocampal regions of the
brain. The important features from two different classification techniques were similar,
demonstrating the robustness of our results. Below we discuss some interesting observations on
heterogeneity of ASD brain morphometry in relation to the previous inconsistent neuroanatomical
findings and discrepancies in the classification accuracies. In addition, challenges and future
directions for neuroimaging studies on ASD prediction using brain morphometry are discussed.

4.4.1 Classification becomes difficult with increase in AS
Classification AUC was the lowest in the high-AS sub-group for both up-sampling and
down-sampling schemes; see Figure 4.1A. The results from GBM were similar and are presented
in Figure 8.1. Moreover, AUC decreased with AS when sub-groups were created for each AS
values according to both RF and GBM classification models; see Figure 8.6. This result is opposite
to that of Katuwal et al. (2015b) where it was reported that the classification accuracy increases
with Autism Diagnostic Observation Schedule (ADOS) score. AS is the standardized version of
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ADOS (Gotham et al., 2009). This discrepancy is likely due to the difference in experiment designthe classification model was trained across all subjects in the experiment of Katuwal et al. (2015b)
and separate classification models were trained in each sub-group in this study. In addition, only
167 ASD subjects had AS scores available and were present in AS sub-groups of this study, while
in Katuwal et al. (2015b), 361 ASD subjects were used to train classification models in leave-oneout cross validation framework.
The decrease in AUC suggests that the most severely autistic subjects are the most difficult
to classify, perhaps because the most severely autistic subjects are the most heterogeneous. In each
sub-group, to check the heterogeneity in ASD data, we calculated the net variance as mean of the
relative standard deviation (s/mean) of all features. The net variance in ASD brain morphometry
increased with AS – 0.42, 0.47 and 0.49 for low, mid and high AS sub-groups respectively. Even
in the down-sampling scheme with demographics matched subjects, the net variance of the brain
morphometry of ASD subjects increased with AS- 0.46, 0.55 and 0.57 for low, mid and high AS
sub-groups respectively. This suggests that the brain morphology of ASD subjects becomes
increasingly dissimilar in more severe cases, reinforcing the difficulties in the classification.
In this study, we are not suggesting that the predictive models constructed for each AS subgroup can be directly used in clinical practice. ASD subjects were sub-grouped by AS only to
investigate how ASD vs. TDC classification success and the features important for classification
change with AS. By demonstrating that the important features are very dissimilar across the
severity scores, we are suggesting that stratifying ASD subjects by severity scores might be helpful
to better understand the brain alterations in ASD subjects. In future clinical practice, improved
knowledge of brain alterations in ASD subjects will provide evidences to support currently existing
clinical diagnosis that are based on behavior.
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4.4.2 Folding index and curvature features may be important markers for early
detection of ASD
In the young age sub-group, where the classification was performed between young ASD
and young TDC subjects, the most common top important features for classification were folding
index and curvatures (mean and Gaussian) of frontal, temporal, lingual and insular regions. The
importance of these features decreased with age and eventually in the old-age sub-group, volume
features were predominant; see Figure 4.2. The folding index and curvature features that were
important in the young-age sub-group and/or whose ASD vs. TDC group differences across all
734 subjects were statistically significant (multiple comparisons uncorrected) are presented in
Figure 4.4. All features (except Gaussian curvature of right lingual gyrus) were larger in young ASD
subjects compared to young TDC subjects. The group difference decreased with age and the
direction for 12 out of 17 features even flipped the direction (smaller in ASD) in the old-age subgroup. This result not only demonstrates the heterogeneity in ASD brain morphometric differences
but also gives an important clue for the early diagnosis of ASD using brain morphometry. This
result suggests that the most prominent brain morphometric alterations in young ASD subjects
may be the folding index and (mean and Gaussian) curvatures of the frontal, temporal, lingual and
insular regions. A study by Nordahl et al. (2007) has also reported that cortical shape alterations
(measured by sulcal depth) were pronounced in children of age 7.5 to 12.5 years. Similarly, a study
by Auzias et al. (2014a) has reported a statistically significant and consistent pattern of shape
alterations in central, intra-parietal and frontal medial sulci in the children (18-108 months). The
study also reported that the shape descriptors of several sulci from frontal and temporal regions
and age were statistically significant. Moreover, the study also reported significant correlations
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between the different sulcus shape descriptors and Childhood Autism Rating Scale (CARS) and
ADOS scores.
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Figure 4.4: Folding index and curvature features are important for classification in young
subjects
The important folding index and curvature features from the young-age sub-group and/or whose ASD vs.
TDC group differences across all subjects were statistically significant (multiple comparisons uncorrected)
are presented. The features are mainly from frontal, temporal, lingual and insular region, and are larger in
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ASD. However, the group differences decrease with age and even the direction of the group difference flips
for 12 out of 17 features.

Knowledge of brain morphometric differences in young ASD subjects is comparatively
more valuable than that in older ASD subjects. Successful identification of robust brain biomarkers
for ASD diagnosis in young patients would allow early intervention, likely increasing the success of
ASD treatment. Our results show that the shape alterations of frontal, temporal, lingual, and
insular brain regions are important to classify ASD from TDC in young children. For this reason,
the shape of these brain regions merit special attention. However, most of the previous studies on
ASD brain alterations are based on volume, area, and thickness features and very few studies are
based on shape features such as curvature, folding index, and sulcal depth. We therefore
emphasize the need to include less conventional features of brain morphometry in order to improve
existing classification procedures for ASD.

4.4.3 ASD heterogeneity in brain morphometry
We were able to increase the classification AUC up to 0.68 from 0.61 by adding AS, VIQ
and age with the brain morphometric features. This shows that the brain morphometry and DB
measures have some non-overlapping information. In addition, when the subjects were subgrouped by AS, VIQ, and age, and the classification models were trained in each sub-group, there
was significant improvement in classification performance. The important features for
classification and the strength and the directionality of the ASD vs. TDC group difference in the
important features highly varied across the sub-groups. This variability was presented in detail in
section 4.4. Previous studies have also reported variability in brain alterations with factors such as
age, gender, handedness etc. A study by M.-C. Lai et al. (2013) reported that the brain regions
affected in ASD males and ASD females have little overlap. Similarly, Floris et al. (2013) has
reported strong rightward lateralization in the posterior and anterior mid-body of corpus callosum
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demonstrating that the pattern of the lateralization is strongly depended on the handedness of the
subjects with ASD. A recent study by Lin et al. (2015) reported that the regional brain volume
differences between ASD and TDC males are highly age-dependent. Through the age-stratified
analyses, they showed that the patterns in GM and WM volumetric alterations in ASD are distinct
among the subsamples of children, adolescents and adults. Therefore, the results from this study
and the previous studies support the hypothesis that brain alterations in ASD are highly
heterogeneous across the ASD population.

4.4.4 Low classification success in large multi-site data due to ASD heterogeneity
The heterogeneous nature of the brain morphometry in ASD partially explains the
discrepancy in the predictive performances reported by the two groups of previous studies: small
sample size studies reporting high classification accuracies and the studies using the large multi-site
ABIDE dataset reporting low classification accuracies. This is counterintuitive to the general idea
that the generalized classification performance increases with the training sample size (Sordo &
Zeng, 2005). Large number of subjects from the multi-site datasets such as ABIDE provide more
information about brain morphometry than that from small sample size. However, the amount of
variance added due the ASD heterogeneity can surpasses the extra information gained with the
increase in sample size. As the heterogeneity of the data increases, the training, validation, and
testing folds used for estimating generalized predictive performance of a model become
increasingly dissimilar to each other. As a result, the model trained using training and validation
folds performs poorly in the test fold, hence decreasing the generalized predictive performance
estimated by cross validation. This explains the low accuracies (<60%) achieved by the previous
studies using the ABIDE dataset. A much larger dataset is required so that the information gained
from the increase in sample size is greater than the increase in variance introduced by the
87

heterogeneity of ASD. Larger standardized datasets easily accessible to the research community
would, therefore, be highly valuable. On the other hand, subjects collected in a site and matched
for factors such as age, sex, IQs etc. are relatively homogenous. The training, validation, and
testing folds are more similar to each other, hence, the predictive performances of the models
estimated by cross validation are larger. This explains the high accuracies achieved by the previous
studies using small well-matched data. In addition, although all previous studies using small sample
size have reported the use of cross validation to estimate the predictive performance, many of them
have not explicitly mentioned that the feature selection and classification steps were done under
the same cross validation framework. When the two steps are under different cross validation
framework i.e. when the feature selection is performed using all data, there will be a data leak. The
data leak results in an over-fitted model whose predictive performance cannot be generalized with
confidence. A recent study by Katuwal et al. (2015b) has reported that the high classification
accuracies reported in some of the previous studies might be due to over-fitted models caused by
data leak. In addition, the study demonstrated that the amount of over-fitting and hence the
overestimated predictive performance increases with the decrease in sample size. Another reason
for high classification accuracies in small datasets may arise due to manual feature engineering
performed specific to the dataset. Caution should be taken to interpret the manually crafted
features used in these studies. The interpretation of the important features for classification would
be more relevant and meaningful with respect to the subjects’ DB measures such as age, sex, IQs,
handedness etc.

4.4.5 Future direction for neuroimaging studies
Developing a single successful classification model to predict ASD type and severity using
brain morphometry is likely the ultimate objective of the research on ASD diagnosis using brain
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morphometry. However, there are a few limitations and road blocks to be overcome before this
objective can be achieved. First, it requires a much larger standardized data set than currently
available datasets such as ABIDE. Second, based on the results shown here, it might not provide
insight into the neuroanatomical basis of ASD as it would be difficult to perform exploratory
analysis across large heterogeneous subjects compared to that in distinct homogenous sub-groups.

4.4.5.1 Divide and conquer: focus on smaller distinct homogenous sub-groups
ASD as currently diagnosed is a collection of autisms. It is highly heterogeneous in its
etiology, comorbidity, pathogenesis, genetics, severity, and brain morphology (Betancur, 2011;
Happé et al., 2006; Jeste & Geschwind, 2014; Lenroot & Yeung, 2013). As shown in Figure 4.2
and Figure 4.3, brain alterations in ASD compared to TDC are highly variable across AS, VIQ,
and age. For highly heterogeneous conditions such as ASD, it is very hard to find a robust global
brain biomarker. A better alternative may be to focus on the relatively more homogenous smaller
sub-groups defined by several criteria such as age, sex, IQs, handedness, severity, etc. Several
previous studies have suggested the same (Lenroot & Yeung, 2013; Volkmar et al., 2009). Dividing
the ASD population into distinct sub-groups provides more exploratory power to the study and
provides deeper insights into the anatomical alterations in ASD. The brain biomarkers identified
by this technique albeit local with respect to some DB measure, are more robust and provide
valuable insight on their effects in relation to the respective DB measure. For example, when the
subjects were grouped by age and classification was done separately, folding index and curvature
features were predominant in younger subjects (see Figure 4.2C and Section 4.3.4). ASD detection
in young age is more desirable as it would provide more time for early intervention. So, for the
classification in young subjects, one approach might be to focus on the folding index and curvature
based features from insular, fusiform, frontal and temporal regions. Similarly, although the
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ventricular volumes were larger in ASD and were important features for classification, the ASD
vs. TDC group difference sharply decreased with VIQ; in subjects with high VIQ, the
directionality of group difference even reversed for some ventricular volumes; see Figure 4.5. This
result suggests that the ventricle volumes may be robust biomarkers in the low and normal VIQ
population but certainly not for the high VIQ population. Thus, brain biomarkers identified in
distinct sub-groups will be more robust and insightful and hence more helpful to understand the
neuroanatomical basis of the ASD heterogeneity.
In addition to the sub grouping of the ASD population, we propose adding the DB
measures of the subjects with the MRI features to train multivariate machine learning models. This
data-driven automatic approach would help to identify the relationship of DB measures with the
multi-variate brain morphometry and hence provide better insights on brain alterations in ASD.
For example, identifying the robust relationship between age and multi-variate patterns in brain
morphometry would be highly valuable to the understanding of the pathogenesis of ASD.
Eventually, this could make MRI a powerful tool for early detection of ASD.
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Figure 4.5: ASD vs. TDC group difference in ventricular volumes decreases with verbal IQ
(VIQ)
The ventricular volumes were normalized by total intracranial volume (TIV). Across all subjects, except 3rd
and 4th, all ventricles and TIV were larger in ASD. When the subjects were sub-grouped by VIQ, the group
differences were the largest in the low-VIQ sub-group but decreased with VIQ. For some ventricular, the
direction of group difference even flipped in the high-VIQ sub-group i.e. volumes were larger in TDC for
some ventricles.
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4.4.5.2 Need for better features and better methods
The morphometric features estimated using the preprocessing tools may not accurately
reflect the underlying morphology for several reasons. First, T1-weighted MRIs do not have
enough information to distinguish between all the brain structures. For example, they do not have
enough contrast between inter-sulcal CSF and skull. Second, preprocessing tools make several
assumptions which do not always hold in all subjects, leading to erroneous estimates. For example,
Morey et al. (2009) showed that the correlation of the amygdala volume from manual tracing with
the volumes estimated from FS and FSL were only 0.56 and 0.24 respectively. This suggests that
the uncertainty or the noise added during the automatic extraction of brain features is one of the
major obstacles to automatic ASD detection using brain morphometry. So, the development of
better automatic preprocessing tools is needed. In addition, preprocessing tools can be optimized
to utilize data fusion techniques to decrease the uncertainty in the estimation of brain features. For
example, T1 and T2-weighted images contain complementary information which can be utilized
for more robust estimation of brain features.
In this study, we utilized regional-level features i.e. values describing the morphometric
features of the brain regions. There may be hindrances in achieving high classification performance
through the exploration of these features, such as the need for impractically large sample sizes,
suggesting directions for future work. Features from different spatial scales can be unified to
improve the predictive performance of the classification using MRI. In addition, shape features
can be incorporated in the classification model. Moreover, hierarchical architecture such as
convolution neural network (CNN) (LeCun et al., 2015) can be applied for automatic identification
and extraction of features. This may help to improve the predictive performance and may also
provide better insights into the neuroanatomical underpinnings of ASD due to the hierarchical

92

nature of its features. Additionally, it would avoid the use of preprocessing tools and hence the
uncertainty associated with them.

4.5 Conclusion
This study demonstrated that brain alterations in ASD are highly heterogeneous, and the
heterogeneity makes the understanding and diagnosis of ASD using brain morphometry a
challenging problem. We showed that the heterogeneity can be mitigated when the demographics
and behavioral (DB) measures such as autism severity, VIQ and age are utilized in conjunction
with brain morphometric features, hence making the problem of understanding and diagnosis of
ASD easier. Utilizing DB measures, the ASD vs. TDC classification success rate was significantly
improved. Focusing on relatively homogenous sub-groups of ASD by sub-grouping the subjects
according to autism severity, VIQ and age, interesting and valuable relationships between these
DB measures and brain morphometry were observed. The heterogeneity in ASD brain
morphometric differences demonstrated in this study explains the inconsistent neuroanatomical
findings in ASD and the low classification success in large multi-site data. The results of this study
suggest that identifying brain biomarkers in relatively homogenous sub-groups defined by different
measures such as age, IQs, severity, sex, handedness etc., compared to identifying markers across
the whole ASD population, is easier and provides better insights on neuroanatomical
underpinnings of ASD.
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5 CHAPTER 5: EARLY DETECTION OF AUTISM
USING BRAIN MORPHOLOGY
A comprehensive investigation of early brain alterations in ASD is critical for
understanding the neuroanatomical basis of ASD and for establishing methods for early diagnosis.
Most previous brain imaging studies in ASD, however, are based on children older than 6 years—
well after the median age of ASD diagnosis (46 months). In this study, we use brain images that
were collected as part of routine clinical scans from patients who were later diagnosed with ASD.
Using 15 subjects with ASD and 18 control (CTR) subjects of age 3 to 4 years, we perform a
comprehensive comparison of different brain morphometric and image intensity features. We find
that, although TIV of ASD was 5.5% larger than CTR, brain volumes of many other brain areas
(as a percentage of TIV) were smaller in ASD and can be partly attributed to larger (>10%)
ventricles in ASD. The folding indices of 58 of 68 cortices were higher in ASD indicating increased
gyrification. The larger TIV in ASD was related to larger surface area and increased amount of
cortical folding but was relatively independent of cortical thickness. Further, predominately in the
frontal and temporal regions the white matter was less bright suggesting myelination deficit. We
achieved 95% AUC in ASD classification using all brain features. When the classification was
performed separately for each brain feature type, image intensity yielded the highest predictive
power (95% AUC), followed by folding index (69%), volume (69%), and surface area (68%). The
high degree of success in prediction indicates that application of advanced analytic methods on
brain features holds promise for aiding early identification of ASD. To our knowledge this is the
first study to leverage a clinical imaging archive to investigate early brain markers in ASD.
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5.1 Introduction
Early detection of ASD is important for three main reasons. First, early detection allows for
the application of early intervention methods. It has been shown that early intervention is effective
in reducing the impact of impairments (Dawson et al., 2010) and may result in more positive longterm outcomes for the child (Pickles et al., 2016; Rogers & Vismara, 2010). Second, the early
detection of ASD can improve our knowledge of ASD etiology by separating out the effects of postnatal environmental risk factors of ASD. The risk for ASD is influenced by genetic and pre, peri,
and post-natal environmental factors (Sandin et al. 2014). The environmental factors related to the
risk for ASD can interact with genetic factors making the identification of etiology of ASD
extraordinarily complex. So, if ASD can be detected early very few post-natal risk factors would
come into play and hence easier to understand its etiology. Third, ASD detection may be relatively
easier at younger age because of the less complex ASD etiology and manifestations.
Currently ASD diagnosis is based on a clinical assessment of the individual's behavior and
intellectual abilities. This approach is limited, however, as early diagnosis is not straightforward.
According to a recent report by CDC (2014), the median age of ASD diagnosis is 46 months. In
addition, behaviorally based diagnosis procedures can be subjective, time consuming, and
inconclusive due to factors such as comorbidity (Close et al., 2012). In addition, such an approach
does not provide insight into the neural underpinnings and the underlying etiology of ASD since
it is based only on behavioral symptoms. MRI is a non-invasive tool widely used to capture brain
morphometry. ASD diagnosis based on MRI can be objective and can potentially be utilized even
at the prenatal and neonatal stage (Glenn, 2010) and hence can be a useful tool for brain biomarker
discovery for early detection of ASD. MRI has already been successfully utilized for early diagnosis
of brain disorders such as Alzheimer’s (Frisoni et al., 2010; Hampel et al., 2010).
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Most MRI studies that investigate brain alterations in ASD have used subjects older than
6 years; very few studies’ participants are in early childhood (<4 years) (Auzias et al., 2014b; Hazlett
et al., 2017; Nordahl et al., 2012). Of the studies using subjects less than age 4 years, only a small
subset of morphometric features such as volume and shape have been investigated. As a result,
there is a significant knowledge gap in brain imaging research on early brain alterations of ASD.
A comprehensive investigation of brain alterations in early childhood population with ASD is
needed to better characterize this disorder and merits special attention due to the importance of
early detection of ASD.
In this study, we compare brain features of ASD subjects in early childhood (3 to 4 years)
to non-ASD (CTR) subjects of the same age group using a comprehensive set of morphometric
and intensity features of brain cortical and sub-cortical structures. Multi-variate brain anomalies
are identified in a purely data-driven fashion by machine learning models trained for ASD vs. CTR
classification using the morphometric and intensity features.

5.2 Material and Methods
5.2.1 Subjects
We used clinical imaging archive of Geisinger Health System in this study. Initially, we had
access to the brain images of 413 CTR and 167 ASD subjects who were less than 4 years of age.
In total, there were 777 coronal 3D T1 images (631 from 413 CTR and 146 from 167 ASD); note
that some subjects did not have coronal 3D T1 images. The flowchart of subject selection process
is presented in Figure 5.1. We performed a strict data quality check to remove images with imaging
artifacts, motion, lesions, and abnormally large ventricles. The remaining images (247 from CTR
and 122 from ASD) were processed using FS recon-all workflow with default settings. FS
segmentation failed for 12 images (5 from CTR and 7 from ASD) and were excluded from the
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study. We then removed 120 images of CTRs mental disorders identified using ICD 9 codes. This
resulted in a total of 112 images from CTR and 115 from ASD subjects. Since ASD is highly
prevalent in males (Fombonne, 2005) and also to avoid gender confounds (Lai et al., 2013), 54
female subjects (20 CTR, 34 ASD) were excluded.
The lower threshold for age was decided based on the trade-off between the need to
investigate the brain morphological alterations in ASD as early as possible and the applicability of
FS on the brain images of very young subjects. FS which was initially designed for adult subjects
may not provide truthful results for subjects younger than 3 years. Images of subjects as young as
3 years have been successfully segmented by FS (Retico et al., 2016). So, we decided to use the
subjects as young as 3 years. The upper threshold was chosen as 4 years based on the trade-off
between the age dependent brain alterations in ASD (Lin et al., 2015) and sample size
requirements. Finally, we used 41 images (23 from CTR, 18 from ASD) from male subjects of age
3 to 4 years.

Figure 5.1: Subject Selection Flowchart
Initially we had access to 777 coronal 3D T1 images from Geisinger Health System clinical archive; note
that some subjects did not have coronal 3D T1 images. After excluding inferior quality images, images for
which the segmentation failed, controls with mental disorders, female subjects, subjects outside the age
group of 36 to 48 months, 33 images were retained at the end and were used for further analyses.
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5.2.2 Brain Features Extraction
Brain features were extracted using the recon-all workflow of FS v. 5.3.0 (Dale et al., 1999a;
Fischl et al., 1999a, 2002; Ségonne et al., 2004). The volume of 40 sub-cortical structures from Aseg
atlas (Fischl et al., 2002) were extracted. Similarly, volume, surface area, Gaussian curvature, mean
curvature, folding index, curvature index, thickness mean, thickness standard deviation (std.),
intensity mean, and intensity std. of 34 cortical structures from Desikan-Killiany atlas (Desikan et al.,
2006) were extracted. In total, 687 brain morphometric and intensity features were derived for
each image. Intensity mean and intensity std. of a brain structure is the mean and standard
deviation respectively of the voxel intensities within a certain brain structure. The volume features
of each subject were normalized by TIV since relative volumes are easy to compare and are more
robust against scanner effects (Takao et al., 2011). To eliminate the effects of image intensity biases,
intensity and intensity standard deviation features of each image were normalized by their
respective sums across all the brain structures.
The cortical and sub-cortical segmentation results of FS were assessed using the ENIGMA
protocols (http://enigma.ini.usc.edu/protocols/imaging-protocols/). Five CTR images and one
ASD image with imperfect segmentations were excluded from the study. After that, two subjects
had two images each and the image with lower quality was excluded for each subject. The
remaining 18 CTR and 15 ASD images were used in the subsequent analyses. Finally, a group of
15 males with ASD (42.6 ± 3.5 months; age range = 37.7 to 47.3 months) and 18 CTR males (41.4
± 2.9 months; age range = 37.0 to 47.0 months) were used in this study. There was no difference
in the age distribution of ASD and CTR subjects (Kolgmogorov-Smirnov statistic = 0.23, p-value
= 0.76).
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5.2.3 Univariate Analysis
The statistical significances of ASD vs. CTR brain feature differences were estimated using
two sample t-tests. For each feature type, multiple comparisons correction was performed using
false discovery rate (Benjamini & Hochberg, 1995). The effect size of the differences were
quantified by Cohen’s d (Baron-Cohen et al., 2000).

5.2.4 Multivariate Analysis: ASD vs. CTR Classification
ASD vs. CTR classification was performed by RF (Breiman, 2001) classification models
trained with brain morphometric and intensity features. The classification flow chart is presented
in Figure 5.2. At first, the models were built with all 637 brain features. In addition, separate models
for each feature type were trained. Area under the ROC curve (AUC) was used to measure the
success of classification and the average classification success was estimated by 5-fold crossvalidation with stratified folds. Scikit-learn 0.17.1 (Pedregosa & Varoquaux, 2011) was used to
perform all the multivariate analyses.
‘Information gain’ measure was used to measure the quality of a node split while growing
decision trees. The following hyper parameters were used for optimal model selection: max_depth,
the number of features used to judge the quality of the impurity of a node, min_samples_split, the
minimum number of samples required in a node for further splitting, and min_samples_leaf, the
minimum number of samples required to be at a leaf node. Hyper parameter optimization was
performed through random search (Bergstra & Bengio, 2012).
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Figure 5.2: Classification Flowchart.
Classification flowchart. Independent experiments were performed for each feature type. For each
classification experiment, the model success was quantified by AUC metric and the average model
assessment was estimated by 5–fold cross-validation. The 5-folds were generated by stratified sampling to
ensure dissimilarity between the folds. Each classification was performed using RF classifier where the node
purity was quantified by ‘Information Gain’. The optimum hyper parameters (max_depth, min_samples_split,
min_samples_leaf) were estimated using random search. Feature importance scores across the 5 folds were
averaged.

5.3 Results
5.3.1 ASD vs. CTR Brain Differences
The brain features for which ASD vs. CTR differences were statistically significant (p <
0.05, uncorrected) are presented in Figure 5.3. Effect sizes of all the differences were moderate to
large (Cohen’s d > 0.5); see Figure 9.1 in Appendix C.
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Figure 5.3: Statistically Significant Brain Alterations.
Brain features with statistically significant differences (at p =0.05, uncorrected for multiple comparisons).
The numeric text near the points denote p-values.

Area: Statistically significant area features were mainly located in frontal, temporal,
supramarginal, and posterior cingulate regions. Except for the area of the left temporal pole, the
other 8 statistically significant area features were larger in ASD. The thickness mean of entorhinal
gyrus was greater in ASD and the effect size was large (d > 1; p = 9E-4) whereas the thickness std.
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of the right entorhinal gyrus was smaller in ASD (d = 0.75; p = 0.035). Similarly, thickness std. of
the right superior frontal, fusiform, and caudal middle frontal gyri were larger in ASD (d > 0.60).
The total white surface area (GM/WM surface) was 7.2% larger in ASD without statistical
significance (d = 0.53, p = 0.14).
Volume: Most of the volumes with statistically significant differences were smaller in ASD
except for the right postcentral, supramarginal, and 5th ventricle volumes. However, one should
note that these reported volume features have been normalized by TIV. Raw volumes of these
structures were in fact larger in ASD but the differences were not statistically significant. This
discrepancy is mainly because TIV in ASD was larger than in CTR by 5.5% (d = 0.4, p = 0.17);
see Figure 5.4. Larger TIV in ASD was mainly due to the larger ventricles. All ventricles were
larger (>10%) in ASD, in particular the 5th ventricle was 290% larger in ASD (p = 0.015). Total
ventricular CSF volume was 27.89% larger in ASD (d = 0.38, p = 0.28) and after normalizing by
TIV, it was 19.14% larger (d = 0.29, p = 0.42). All global raw volumes were larger in ASD, but
when normalized by TIV, most of them were smaller in ASD. After normalizing, cerebral GM
was slightly larger in ASD whereas cerebellum GM was 5% smaller in ASD (d = -0.45, p = 0.20)
and cerebral WM was 2.1% smaller in ASD (p = 0.57) whereas cerebellum WM was 3.5% larger
in ASD (p = 0.6).
Folding index and curvature index. The folding index and curvature index features
with statistically significant differences were from frontal, temporal, cingulate, postcentral, and
precuneus regions and all were larger in ASD. Folding indices of 58 out of 68 cortices were higher
in ASD. The average amount of cortical folding (average of the folding indices of the cortices) was
12.7% greater in ASD with statistical significance (ASD = 62.2, TDC = 55.2, d = 0.71, p = 0.05).
The differences in curvature index of the left posterior cingulate gyrus and the folding index of the
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right precuneus gyrus were large (d >1). Similarly, the Gaussian curvature of the left posterior
cingulate gyrus and left pericalcarine gyri were larger in ASD.
Intensity. In image intensity mean features, there were two distinct type of differences—
in general, intensity mean in WM regions were greater in ASD while intensity mean in sub-cortical
regions were lower in ASD. Intensity mean of the WM structures near frontal, supramarginal,
precuneus, precentral, and pars opercularis gyri were lower in ASD. In contrast, intensity mean of
the right thalamus, left caudate, left putamen, and left accumbens were higher in ASD. In general,
intensity std. of WM near gyri was higher in ASD whereas, intensity std. in cerebellum WM and
corpus callosum (not significant) were smaller in ASD.
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Figure 5.4: Global Volume Features
Global Volume Features. TIV was larger in ASD and was mainly due to abnormally large ventricles.
Normalized global volumes were smaller in ASD.

5.3.2 ASD vs. CTR Classification
ASD vs. CTR Classification AUC scores for each feature type are presented in Figure 5.5.
The point and error bar represent the mean and standard deviation of the AUC scores from 5 test
folds.
104

Figure 5.5: ASD vs. CTR Classification Scores.
Mean classification AUC for all brain features and each feature type across 5 folds of testing. The error bar
represents the standard deviation of the AUC scores of 5 folds.

An average AUC of 0.92 was achieved under 5-fold cross-validation when all brain features
were used. When classification was performed separately for each brain feature type, we found that
most of the predictive power came from intensity mean (AUC = 0.83), folding index (AUC=0.69),
volume (AUC=0.69), and area (AUC=0.69) features. When intensity mean and intensity std.
features were used together, AUC of 0.95 was achieved. Thickness features yielded near chance
classification success rates.

5.3.3 Important Features for ASD vs. TDC Classification
The important features in classification, only for the feature types which yielded high
AUCs—intensity mean, intensity std., folding index, volume, and area—are presented. See Figure
5.6 for important brain features when all features were used for classification (ALL). See Figure 5.7
for important brain morphology features, and see Figure 5.8 for important brain intensity features.
After sorting the importance scores of the features in descending order, the features whose
cumulative sum of scores was at least 50% of the total importance scores were deemed as important
for classification. The length of the bar corresponding to a feature is proportional to its contribution
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for the classification, relative to the most important feature. The numbers at the left of the bars
represent ASD-CTR Cohen’s d and the stars represent statistical significance at 0.05 (*) and 0.01
(**).
In classification using all features, the most important feature was the intensity mean of the
WM neighboring the rostral middle frontal gyrus. Intensity means of WM connecting left temporal
pole and right caudal middle frontal gyrus, were also important for classification and were smaller
in ASD. Other important features were volumes of the left acumbens-area, the right ventral
diencephalon, the left and right putamen, the left inferior temporal gyrus, etc.
Volume. In classification using volume features (Figure 5.7a), volumes of the left putamen,
left inferior temporal gyrus, and left accumbens-area were important for classification and all were
smaller in ASD. One should note that these volume features have been normalized by the TIV of
respective subject.
Area. In classification using area features (Figure 5.7b), the surface areas of the left middle
temporal gyrus, left posterior cingulate gyrus, right bank of superior temporal sulcus (bankssts), and
right rostral middle frontal gyrus were important for classification. All important area features were
larger in ASD.
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Figure 5.6: Important brain feature for ASD vs. CTR classification
The length of the bar corresponding to a feature is proportional to its contribution towards classification.
The numbers at the left of the bars represent ASD-CTR Cohen’s d (positive is represented by red) and the
stars represent statistical significance at 0.05 (*) and 0.01 (**).

Folding index. In classification using folding index features (Figure 5.7c), the left middle
temporal gyrus was the most important structure for classification. It was also the most important
structure while performing classification using area features. Other important structures were left
middle temporal, left rostral middle frontal, and left inferior parietal. All important folding index
features were larger in ASD.
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Figure 5.7: Important morphology features for ASD vs. CTR classification.
The length of the bar corresponding to a feature is proportional to its contribution towards classification.
The numbers at the left of the bars represent ASD-CTR Cohen’s d (positive is represented by red) and the
stars represent statistical significance at 0.05 (*) and 0.01 (**).
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Figure 5.8: Important intensity features for ASD vs. CTR classification.
The length of the bar corresponding to a feature is proportional to its contribution towards classification.
The numbers at the left of the bars represent ASD-CTR Cohen’s d (positive is represented by red) and the
stars represent statistical significance at 0.05 (*) and 0.01 (**).

Intensity mean: In classification using image intensity mean features (Figure 5.8a), the
most important feature was the intensity mean of the WM neighboring rostral middle frontal gyrus
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and compared to CTR, it was lower in ASD (d = 0.77, p = 0.04). Note that the same region was
the most important feature in the classification using all features. The intensity means of the WM
neighboring the right caudal middle frontal, left temporal pole, and the right pars opercularis were
also important for classification and were smaller in ASD. Other important brain structures were
the left accumbens-area, WM hypo-intensities, and right vessel.
Intensity std. In classification using image intensity std. features (Figure 5.8b), the most
important feature was the intensity std. of the WM hypo-intensities. Most of the important brain
features were from WM regions.

5.4 Discussion
High ASD vs. CTR classification success using brain morphometric and intensity features
were achieved in this study. The important features for classification were mainly from frontal and
temporal regions and these regions have been consistently associated with ASD (Bigler et al., 2007;
Ha et al., 2015). Most of the discriminative or predictive power for classification came from the
intensity features followed by folding index, volume, and area. In summary, three main brain
alterations in ASD were noted: abnormally large ventricles, higher gyrification, and less intensity
mean in WM of frontal and temporal region. This is the first study to perform ASD vs. CTR
classification in a very young population (3 to 4 years) using comprehensive brain features and to
achieve high classification success rates.
Very few studies have performed similar investigations to identify brain alterations in ASD.
Xiao et al. (2016) achieved an AUC of 0.88 while classifying ASD vs. subjects with developmental
delay using cortical thickness features. However, in our study thickness features yielded near
chance classification success. This may be due to the fact that their comparison control group had
developmental delay.
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5.4.1 Amygdala in ASD
The amygdala is one of the most studied brain structure in relation to ASD, mainly
motivated by the amygdala theory of ASD (Baron-Cohen et al., 2000). Our study found smaller
amygdala volume in ASD without statistical significance: left(1%), right (2.8%) for raw volumes
and left (7.5%), right (5.9%) for normalized volumes. Nordahl et al. (2012) has reported the
opposite, the amygdala being 6% and 9% larger in ASD during 2 to 4 years.

5.4.2 Early brain overgrowth in ASD
One of the most replicated findings in ASD is that toddlers with ASD (age 2–4 years) on
average have a larger head size than TDC (Carper et al., 2002; Courchesne et al., 2011b, 2011a;
Campbell et al., 2014; Hazlett et al., 2012). A recent study by Hazlett et al. (2017) also reported
5.5% larger TIV in high risk ASD compared to negative high risk ASD at the age of two years.
Our study also shows 5.5% larger TIV and 7 % in larger cortical surface area in ASD.
The larger TIV in ASD in our study was mainly due to the larger ventricular volumes in
ASD (27.9 % raw, 19.1% normalized) whereas other normalized global volumes were smaller in
ASD. Padilla et al. (2015) has also reported smaller total volumes of temporal, occipital, insular,
and limbic regions in ASD after adjusting for total brain volume.

5.4.3 Overgrowth is related to increase in cortical surface area but not thickness
In our study, cortical surface area was 7.2% larger in ASD compared that of controls. Eight
out of nine area features with statistically significant differences were larger in ASD. However,
there was only one statistically significant thickness feature. In addition, area features yielded an
AUC of 69% whereas thickness features yielded near chance classification success. A study by
Hazlett et al. (2011) has also reported no differences in cortical thickness but larger surface area in
ASD at both 2 years and 4.5 years. Moreover, a recent study by Hazlett et al. (2017) has also
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reported 7% larger cortical surface area in ASD but no difference in cortical thickness.
Importantly, they also report significant contribution of area features but insignificant contribution
of thickness features in ASD classification. These results suggest that the early brain overgrowth in
ASD brain is related with the increase in cortical surface area but is relatively independent to the
cortical thickness.

5.4.4 Higher cortical folding in ASD brains and its relation to early brain overgrowth
and cortical expansion
Folding indices of most of the gyri (58 out of 68) were greater in ASD and folding index
features yielded AUC of 0.69. The cortex of ASD brains were 12.7% more folded in average. This
suggests that ASD brains generally exhibit more gyrification and the amount of cortical folding is
a potential biomarker for early detection of ASD. Similar to our study, Ecker et al. (2016) have
reported that ASD individuals had a significant increase in gyrification around the left pre and
post-central gyrus. A study by Katuwal et al. (2016c) reported that the folding index features from
frontal, temporal, lingual, and insular regions were important in ASD vs. CTR classification for
subjects aged 6-12 years old. Similarly, a study by Auzias et al. (2014) reported higher folding of
the right intraparietal, the left medial frontal, and the left central sulci in children with ASD.
The higher amount of cortical folding in ASD may be the aftereffect of early brain
overgrowth in ASD toddlers. We hypothesize that higher folding in ASD could be due to larger
compressive stress in the cortex produced by the tangential hyper-expansion of the cortical layer.
We also hypothesize that the abnormally larger ventricles in ASD induces additional compressive
stress in the cortex and hence more cortical folding. A popular hypothesis on brain cortical
gyrification is that the tangential expansion of the cortical layer relative to sublayers generates a
compressive stress, leading to the mechanical folding of the cortex (Tallinen et al., 2014, 2016); see
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Figure 5.9. This hypothesis has been substantiated by both physical and numerical models of the
brain and has shown that gyrification increases with brain growth (Tallinen et al., 2016).

Figure 5.9: Cortical expansion theory on cortical gyrification
The tangential expansion of the cortical layer relative to sublayers (white matter) generates a compressive
stress in cortex (GM), leading to its mechanical folding (Tallinen et al., 2014, 2016)

A recent study by Hazlett et al. (2017) which reported very similar findings to our study in
TIV and total surface area of the cortex, also reports that the rate of cortical surface area expansion
significantly increased in individuals with ASD from 6 to 12 months. Most importantly, they also
report the association between the subsequent brain overgrowth and the emergence of social
deficits. These results support our understanding that the hyper-expansion of the cortex and
subsequent brain overgrowth is related to ASD. In this study, in addition to relating hyperexpansion of the cortex to ASD, we also find that the hyper-expansion may be associated with the
increased cortical folding we observe in ASD. We found that there was a correlation of 0.68 (p =
0.005) for ASD and 0.78 (p = 0.0002) for TDC between the average amount of cortical folding
and total surface area of the cortex. Similarly, there was a correlation of 0.53 (p = 0.04) for ASD
and 0.65 (p = 0.03) for TDC between the average amount of cortical folding and TIV.
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5.4.5 Larger Ventricles and extra-axial volume in ASD may cause additional cortical
folding
We suggest that the increase in cortical folding may not only be due to the cortical hyperexpansion; see Figure 5.10. In addition to the hyper-expansion, the abnormally larger ventricles in
ASD produce additional mechanical stress in the cortex, thereby introducing additional folds
according to the model proposed by Tallinen et al. (2014). In this study, we note that the correlation
between average amount of cortical folding and total ventricular CSF was 0.56 (p = 0.02) for ASD,
but was -0.13 (p = 0.6) for TDC. The statistically significant positive correlation in ASD suggests
the possibility of some degree of cortical folding may be due to the larger ventricles. In contrast,
the non-significant correlation in TDC suggests that the cortical folding is not affected by the
ventricles because they are of normal sizes and hence do not extend additional compressive stress
to the cortex.
Furthermore, it is possible that the larger volume of extra-axial fluid (CSF in the subarachnoid space) in ASD also contributes to the compressive stress in the cortex and hence more
folding. A study by Shen et al. (2013) has reported that extra-axial fluid in ASD was 25% more
than in low-risk typical infants at the age of 6 to 24 months. In our study, we could not perform
the analysis for the extra-axial fluid volume because FS does not output the measure since T1 MRI
does not contain enough information to discriminate between CSF and air as both appear dark.
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Figure 5.10: Higher cortical folding in ASD brain.
Higher amount of cortical folding in ASD brain may be the aftereffect of the hyper expansion of cortex,
larger ventricles, and more extra-axial volume.

5.4.6 WM in frontal and temporal regions less myelinated in ASD
Image intensity mean of the WM neighboring frontal and temporal regions were smaller
in ASD and some of these features were the most important for classification. Less image intensity
in WM means it is less bright suggesting less myelination surrounding the axons. In addition, an
AUC of 0.83 was achieved with intensity mean features and an AUC of 0.95 was achieved
combining intensity mean and intensity std. features. Most importantly, most of the important
features in all of these cases were WM neighboring frontal and temporal regions. This suggests
myelination deficits in frontal and temporal regions may be a potential early brain marker of ASD.
Several previous studies have also reported WM myelination deficits in ASD (CroteauChonka et al., 2016; Peters et al., 2012; Zinkstok et al., 2012). Zinkstok et al. (2012) reported that
individuals with ASD had significantly less myelin content in numerous brain regions and WM
tracts. In addition, they have reported that the observed myelination deficit increased with autism
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severity. Similarly, Peters et al. (2012) have reported myelination deficits in WM in autistic brains
of age 0.5 to 25 years. A study by Lazar et al. (2014) has reported that in ASD males of 18 to 25
years old, the axonal water fraction (a measure of axonal caliber and density) and intra-axonal
diffusivity were significantly lower and were associated with reduced processing speed of the brain.
All of these results suggest that brain disconnectivity resulting from insufficient development of the
myelin sheath may be one of the underlying causes of ASD and myelination deficits in frontal and
temporal regions in particular, may be a potential marker for early detection of ASD; see Figure
5.11.

Figure 5.11: Inefficient communication in ASD brain.
Insufficient development of the myelin sheath in frontal and temporal regions of ASD brain may cause
inefficient communication.

5.4.7 Brain overgrowth in ASD is followed by arrested growth and even degeneration
Several studies have reported that the early brain overgrowth in ASD might be followed
by arrested brain growth and even degeneration (Courchesne et al., 2011b; Schumann et al., 2010).
Our results also show similar results; see Figure 5.12a. From 3 to 4 years, TIV of ASD slightly
decreases to stabilize at the normal adult brain volume of 1.5 L whereas TIV of TDC continues to
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increase. The limited sample size of our data does not have enough statistical power to discriminate
if TIV in ASD goes through arrested growth or degeneration or a combination of both. However,
from our results, we can certainly see that a normal brain continues to grow whereas the growth
rate of an autistic brain significantly decreases.
We noticed a similar pattern in the total cortical surface area with age; see Figure 5.12b.
The surface area in ASD remains somewhat constant from the age of 3 to 4 years whereas the
surface area in TDC continues to increase. Interestingly, the total ventricular volume decreases
steeply in ASD from the age of 3 to 4 years whereas remains constant in TDC; see Figure 5.12c.
Similarly, the average amount of cortical folding decreases in ASD but remains constant in TDC;
see Figure 5.12d. One important observation here is the decrease of the cortical folding in ASD
even when both cortical surface area and TIV are somewhat constant. However, the total
ventricular volume decreases during the time course and this decrease in ventricular volume may
be a reason behind the decrease in cortical folding. This pattern corroborates our hypothesis that
the larger ventricles in ASD induce additional compression stress in the cortex forcing it to fold
more. Moreover, it can be noticed that the amount of cortical folding in TDC remains constant
even when both TIV and cortical surface area increase. This may be due to the fact that the cortical
folding of a normal brain, caused by the compressive stress of standard brain growth, is already
stabilized by the age of 3 years.
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Figure 5.12: Arrested brain growth in ASD
a) TIV of ASD slightly decreases to stabilize at the normal adult brain volume of 1.5 L whereas TIV of
TDC continues to increase. b) The surface area in ASD remains somewhat constant from the age of 3 to 4
years whereas the surface area in TDC continues to increase. c) The total ventricular volume decreases
steeply in ASD from the age 3 to 4 years whereas remains constant in TDC. d) The average amount of
cortical folding decreases in ASD but remains constant in TDC. The cortical folding in ASD decreases
even when both cortical surface area and TIV are somewhat constant. This decrease in cortical folding is
most likely due to the decrease in the total ventricular volume.

5.5 Conclusion
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Using brain features derived from MRI, we were able to classify ASD from CTR subjects
with high accuracies. We also identified three potential brain markers for early detection of ASD:
larger ventricles, higher amount of cortical folding, and myelination deficits particularly in frontal
and temporal regions. Further, we were able to show that higher cortical folding in ASD brains
may be an aftereffect of early brain overgrowth and the additional compression in the cortex due
the abnormally large ventricles. In addition, we showed that the growth of autistic brain
significantly decreases after the age of 3 years.
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6 CHAPTER

6:

CONCLUSION

AND

FUTURE

WORK
In this thesis, we sought imaging biomarkers for ASD detection by applying machine
learning on brain morphological featues captured by MRI data. We started by pointing out the
drawbacks of currently used behavioral based ASD diagnosis. We then discussed how MRI based
ASD detection can provide a better alternative for ASD detection because it is objective, can be
utilized for earlier diagnosis, and will facilitate better understanding of the neuroanatomical basis
of ASD. After that, we presented the current literature in ASD brain morphometry captured using
MRI. We pointed out two major problems in MRI based studies: inconsistent brain anatomical
findings in ASD and low ASD classification success in the large multisite ABIDE dataset. We
attributed the inconsistent findings and low classification success to methodological differences and
ASD heterogeneity; and then investigated each of these factors one by one. In Chapter 3, we
investigated the effect of methodological differences, particularly the choice of brain image
processing tools, on the final results. We found that the brain anatomical findings were affected by
the choice of tools to a great extent. We concluded by suggesting the improvement of the image
processing tools, cross-validating the findings across tools, and the use of machine learning to
capture the multi-variate patterns. In Chapter 4, we investigated the heterogeneity in ASD brain
morphology and its effects on ASD classification. We found that the ASD brain morphology is
highly heterogeneous and the heterogeneity can be mitigated and hence ASD classification
improved by utilizing the additional information from demographics and behavioral measure. We
concluded that investigating brain markers of ASD in more meaningful sub-groups is easier and
more insightful than across the whole spectrum. Finally, in Chapter 5, we were able to identify
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biologically plausible brain markers for early detection of ASD and were able to detect ASD at the
age of 3 to 4 years with greater than 90% AUC.

6.1 Contributions
The main contributions of this thesis and their implications are discussed below.

6.1.1 We demonstrated MRI as a potential tool for ASD detection
Using brain images of both children and adult subjects, we demonstrated that MRI has a
potential to successfully detect ASD based on brain morphology. Applying machine learning on
MRI derived brain morphological features, data-driven potential brain markers were identified;
the identified markers are consistent with the current biological understanding of ASD. In addition,
we could successfully classify ASD subjects from non-ASD subjects in many cases. The results of
this thesis prove that applying machine learning on MRI data is a potential technique for early
detection of ASD and understanding its brain anatomical underpinnings.

6.1.2 We showed that the methodological differences are a cause of inconsistent brain
imaging findings
In Chapter 3, we showed that methodological differences, the differences in brain image
processing tools are a source behind the inconsistent brain anatomical findings in ASD and
neuroimaging in general. We found that the ASD vs. TDC group differences in brain tissue
volumes were highly dependent on the tools used to estimate the volume of these tissues. Form this
work which was published in Frontier in Neuroscience (Katuwal et al., 2016b), we made an effort to
caution the neuroimaging community about the effects of brain image processing tools and the
pitfalls of blindly using them. In this work, we concluded by suggesting the need for the
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improvement of the image processing tools, cross-validating the findings across tools, and the use
of machine learning to capture the multi-variate patterns.
Improving the current brain image preprocessing tools to make them more accurate and
standardizing them is the best possible solution to remove the effects of methodological differences.
However, when the existing popular tools have to be used, we suggest investigating multi-variate
relationships in addition to univariate ones in brain alterations because multi-variate relationships
are more robust across methods and scanners. In this thesis, we have provided an example to
corroborate this view.

6.1.3 We showed that identifying brain biomarkers in sub-groups of ASD is easier
and more meaningful than across the whole spectrum
In Chapter 3 of this thesis, we demonstrated that the heterogeneity in ASD brain
morphometry can be mitigated by augmenting the information from demographics and behavioral
(DB) measures. We showed that the ASD classification can be improved significantly utilizing the
additional information from DB measures. We also demonstrated that identifying ASD brain
alterations in relatively homogenous sub-groups is easier and more insightful than across the whole
heterogeneous ASD spectrum. From this work, which was published in PLOS ONE (Katuwal et al.,
2016c), we were able to demonstrate how ASD includes a wide range of variations and each subgroup might be distinct and might have to be treated separately. We showed that characterizing
the brain morphology of ASD across the whole spectrum is a very complex problem. This complex
problem can be solved by breaking it down to simpler sub-problems where each sub-problem
would be identifying the brain alterations in a sub type of ASD.
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6.1.4 We identified potential brain markers for early detection of ASD
Using multiple features automatically extracted from brain images of young subjects (3 to
4 years), we achieved very high success rates (>90% AUC) in ASD vs. control classification. We
also identified three potential brain markers for early detection of ASD: larger ventricles, higher
amount of cortical folding, and myelination deficits particularly in frontal and temporal regions.
Further, we were able to show that higher gyrification in ASD brains may be an aftereffect of the
early brain overgrowth. Furthermore, we demonstrated that the higher amount of cortical folding
in ASD is due to the greater compressive stress in the cortex induced by both hyper-expansion of
the cortex and abnormally large ventricles.
To our knowledge this is the first study to leverage clinical imaging archives to investigate
early brain markers in ASD. The high degree of success in classification and the biological relevant
potential brain markers indicate that application of advanced analytic methods on brain features
holds promise for aiding early identification of ASD.

6.2 Future Work
6.2.1 Critical need for large longitudinal studies
Brain overgrowth that begins before two years of age is clearly one of the brain markers of
ASD. However, there have been very few longitudinal studies to investigate this overgrowth
(Courchesne et al., 2011a; Schumann et al., 2010; Hazlett et al., 2017). The sample sizes of these
studies are limited, especially considering the heterogeneity of ASD. The question of when
overgrowth starts, its underlying neurobiological causes, and its mechanical effects in the anatomy
of the brain is overarching. In addition, it is important to find the causal association between the
brain overgrowth and the autistic symptoms. We therefore see that a large longitudinal study,
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preferably starting from the neonatal stage, is a future work with a very high importance. In
alignment with this critical need, Infant Brain Imaging Study (IBIS) (http://ibisnetwork.org/) is
collecting longitudinal brain scans of children at risk for ASD (i.e., younger siblings of older autistic
individuals) from 3 to 24 months of age.

6.2.2 Data-driven brain features
Most of the studies investigating the brain markers of ASD, including this thesis, have used
pre-defined sets of global brain features. It is likely that the set of these brain features might not
have enough information to discriminate sub-types of ASD and to classify ASD from the normal
population. First, our knowledge of ASD brain morphology is very limited and the findings on
ASD brain alteration have been highly inconsistent. Consequently, limited and/or misguided
information may inhibit us from identifying the pertinent brain features to characterize ASD.
Second, ASD is highly heterogeneous and the global brain features that are being used might be
too simplistic to effectively capture the brain alterations in ASD.
Data-driven brain features can contain much richer information and are objective. Deep
learning is one of the very promising techniques for the extraction of informative data-driven
features especially due to the fact that the extracted features are hierarchical in nature. In addition,
the use of deep learning directly on MRI scans also bypasses the problem of method dependent
brain features. Recently, there have been a few studies that have applied deep learning to MRI
data for survival prediction of ALS patients (van der Burgh et al. 2016), early detection of
Alzheimer’s (Liu et al. 2014), ASD (Hazlett et al. 2017), and other ailments.
Considering the same underlying methodology shared by the studies on different brain
disorders and the promise of data-driven techniques, I have initiated a personal project to develop
a unified framework to identify the brain markers of major brain disorders in data-driven fashion.
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State-of-the-art machine learning techniques can be applied on brain scans of multiple modalities
in this proposed framework. This will allow us to detect and investigate the etiology and progression
of several brain disorders within a common framework. In addition, the framework will provide
an unbiased platform to investigate the comorbidities among the brain disorders. For detailed and
up to date information, please visit http://predictbrain.com.
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7 Appendix A

SPM
vs.
FSL

FSL
vs.
FS

SPM
vs.
FS

Table 7.1: Estimated brain volumes and inter-method differences in NYU
TIV
GM
WM
CSF
SPM (L)
1.517 ± 0.16 0.730 ± 0.07 0.507 ± 0.06 0.280 ± 0.04
SPM – FSL mean diff. (ml)
197.4
65.0
15.22
126.6
Correlation Coefficient
0.885
0.698
0.896
0.710
Cohen’s d
1.27
0.85
0.26
3.51
Paired t-test p-value
4E-74*
3E-29*
4E-11*
<E-100*
FSL (L)
1.320 ± 0.15 0.665 ± 0.08 0.492 ± 0.06 0.154 ± 0.03
FSL – FS mean diff. (ml)
-180.8
-41.6
11.8
NA
Correlation Coefficient
0.872
0.786
0.960
NA
Cohen’s d
-1.12
-0.53
0.18
NA
Paired t-test p-value
7E-64*
2E-54*
5E-9*
NA
FS (L)
NA
1.501 ± 0.17 0.706 ± 0.08 0.480 ± 0.07
SPM – FS mean diff. (ml)
16.6
23.4
27.0
NA
Correlation Coefficient
0.877
0.960
0.930
NA
Cohen’s d
0.1
0.31
0.44
NA
Paired t-test p-value
0.013*
9E-9*
1E-39*
NA

Mean and standard deviation of the brain volumes estimated by SPM, FSL, and FS are presented. Cells
corresponding to CSFFS are filled as ‘NA’ since FS does not output total CSF volume. Inter-method
differences and corresponding statistics are presented in shaded cells. Correlation coefficient is used to
measure the association between the brain volumes estimated by two different methods. Cohen’s d is used
to measure the effect size of the inter-method difference and paired t-test was used to check the statistical
significance. Statistically significant differences are denoted by * for p < 0.05. Correlation coefficients show
that methods agree on volume estimates but the Cohen’s d and paired t-test p-values indicate significant
inter-method biases.
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Table 7.2: ASD vs. TDC brain volume differences in NYU
TIV
diff
(ml)

diff
%

GM
p-val

diff
(ml)

diff
%

WM

p-val

diff
(ml)

diff
%

CSF

p-val

diff
(ml)

diff
%

p-val

0.63

0.29

0.11

0.96

SPM

5.17

0.34

0.84

9.3

10.28

Raw Brain Volumes
0.42
-4.4
-0.87

FSL
FS

-15.4
-44.1

-1.16
-2.9

0.52
0.10

1.7
5.4

0.25
0.77

0.90
0.66

-2.54
-2.22

0.20
0.31

-7.1
NA

-4.52
NA

0.14
NA

SPM
FSL
FS

-0.81
-22.5
-51.9

-0.05
-1.70
-3.42

0.97
0.28
0.03*

2.4
-15.0
-10.1

0.33
-2.26
-1.44

Adjusted for age and sex
0.81
-4.89
-0.96
0.16
-14.4
-2.89
0.34
-10.3
-2.12

0.52
0.10
0.24

1.69
-2.7
NA

0.60
-1.73
NA

0.76
0.36
NA

8.1
-9.5
-3.6

Adjusted for age, sex, and FIQ
1.12
0.41
-0.8
-0.15
-0.53 0.37
-9.3
-1.43
-0.52 0.72
-5.2
-1.08

0.92
0.28
0.55

3.6
-1.3
NA

1.28
-1.87
NA

0.52
0.66
NA

SPM
FSL
FS

10.9
-8.9
-37.0

0.72
-0.67
-2.44

0.61
0.66
0.12

-12.6
-10.8

Mean (ASD – TDC) difference (diff) in brain volume estimates according to SPM, FSL, and FS.
Percentage ASD vs. TDC group difference was calculated as 100*(𝐴𝑆𝐷 − 𝑇𝐷𝐶)/𝑇𝐷𝐶, where
𝑇𝐷𝐶 is the group mean of the TDC subjects. Cells corresponding to CSFFS are filled as ‘NA’ since
FS does not output total CSF volume. Statistically significant differences are denoted by * for
p<0.05. ASD vs. TDC differences are dependent upon the method used and only in SPM TIV,
GM and CSF volumes in ASD were significantly larger than TDC.
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Table 7.3: Differential bias for diagnostic group (ASD) in NYU

SPM
vs.
FSL#

TIV
bias
(ml)
S

beta
p-val

GM
bias
(ml)

bias
%

2

beta
p-val

WM
bias
(ml)

bias
%

1.64

0.13

17

1.96

0.09

-5

beta
p-val

CSF
bias
(ml)

bias
%

bias
%

beta
p-val

2.6

0.09

10

1.9

0.09

4.4

2.90

0.36

0.70

0.23

-4

0.85

0.30

NA

NA

NA

F
FSL
vs.
FS#

21

S
PM
51
3.4
0.001* 12.5 1.8
0.09
5.4
1.1
0.13
NA
NA
NA
vs.
FS#
# reference method
bias (ml): brain volume (in ml) by which a method overestimates in ASD subjects than in TDCs.
% bias: the percentage of brain volume by which a method overestimates in ASD subjects than in TDCs.
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8 Appendix B
A) ASD/TDC subjects numbers matched by upsampling the smaller group in each training fold
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B) ASD/TDC subjects numbers matched by downsampling the larger group
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Figure 8.1: Gradient Boosting Machine: Improvement in classification by sub-grouping
based on autism severity (AS), age and Verbal IQ (VIQ).
The results are similar to that of Random Forest which are presented in Figure 1. A point represents the
mean and an error bar represents the one standard deviation of the AUC scores from 10 test folds. A)
Smaller classes were up-sampled in each training fold to balance the number of ASD & TDC subjects. Subgrouping improved the classification with the most and least improvements from sub-grouping by AS and
age respectively. B) Larger classes were down-sampled matching the demographics of the smaller classes.
This scheme further improved the classification performance.

154

A) AS
4 ≤ AS ≤ 5

6 ≤ AS ≤ 7

1.13**Optic.Chiasm_volume

8 ≤ AS ≤ 10

0.2 Right.Accumbens.area_volume

0.63**Right.choroid.plexus_volume

1.31**rh_medialorbitofrontal_area

0.73**lh_parahippocampal_volume

0.21 SubCortGrayVol_volume

1.65**lh_lateralorbitofrontal_area

0.78**CSF_volume

0.48**X3rd.Ventricle_volume

1.75**lh_fusiform_thicknessstd

0.78**X3rd.Ventricle_volume

0.63**rh_medialorbitofrontal_thicknessstd

1.31**rh_parsopercularis_thicknessstd

0.59**rh_posteriorcingulate_volume

0.47**rh_entorhinal_thickness

1.38**lh_bankssts_thicknessstd

0.45* rh_rostralanteriorcingulate_thickness 0.42* lh_parsorbitalis_thickness

1.2** rh_pericalcarine_thicknessstd

0.8** lh_fusiform_thicknessstd

0.32* rh_insula_thicknessstd

1.07**rh_parstriangularis_thicknessstd

0.62**rh_lateralorbitofrontal_thicknessstd

0.42* rh_medialorbitofrontal_thickness

1.17**lh_inferiortemporal_thickness

0.92**rh_inferiorparietal_meancurv

0.37* lh_posteriorcingulate_thicknessstd

1.13**rh_lateraloccipital_gauscurv

0.09 rh_caudalmiddlefrontal_gauscurv

0.57**lh_frontalpole_meancurv

B) VIQ
75 ≤ VIQ ≤ 90

90 < VIQ < 115

115 ≤ VIQ ≤ 150

1.04* rh_temporalpole_volume

0.14 rh_parahippocampal_volume

0.36* Right.vessel_volume

1.66**rh_parsopercularis_area

0.26* lh_insula_volume

0.32* Right.Hippocampus_volume

0.92* rh_parahippocampal_area

0.01 rh_parsorbitalis_volume

0.09 lh_isthmuscingulate_volume

1.03* lh_rostralanteriorcingulate_area

0.3* CSF_volume

0.25 lhCorticalWhiteMatterVol_volume

1.44**rh_medialorbitofrontal_area

0.15 rh_caudalmiddlefrontal_volume

0.14 lh_transversetemporal_thicknessstd

1.43**rh_bankssts_area

0.37**Right.Lateral.Ventricle_volume

0.5** lh_frontalpole_thicknessstd

1.45**lh_precentral_area

0.26* rh_entorhinal_thicknessstd

0.36* lh_superiortemporal_thicknessstd

1.48**rh_WhiteSurfArea_area

0.01 rh_pericalcarine_foldind

0.32* lh_frontalpole_gauscurv

0.13 lh_rostralanteriorcingulate_foldind

0.13 lh_supramarginal_foldind

0.02 rh_lateralorbitofrontal_gauscurv

0.19 rh_parsopercularis_foldind

0.22 lh_frontalpole_gauscurv

0.11 lh_pericalcarine_gauscurv

C) Age (years)
6 ≤ Age < 13

13 ≤ Age < 18

18 ≤ Age ≤ 40

0.1 Left.Cerebellum.White.Matter_volume0.35* CC_Mid_Anterior_volume

0.5** lh_transversetemporal_volume

0.15 Right.Accumbens.area_volume

0.48**CC_Central_volume

0.45**lh_inferiortemporal_volume

0.01 lh_superiortemporal_volume

0.39**X3rd.Ventricle_volume

0.49**rh_bankssts_volume

0.14 lh_transversetemporal_area

0.18 rh_bankssts_volume

0.29* Left.Inf.Lat.Vent_volume

0.4** rh_rostralanteriorcingulate_area

0.42**lh_lingual_thickness

0.32* Right.Hippocampus_volume

0.23 rh_insula_foldind

0.34* rh_lingual_thicknessstd

0.42**rh_superiortemporal_volume

0.2 lh_lateralorbitofrontal_foldind

0.29* lh_pericalcarine_thickness

0.21 Right.vessel_volume

0.29* lh_fusiform_foldind

0.26 lh_caudalanteriorcingulate_thickness 0.12 rh_parahippocampal_volume

0.28* lh_frontalpole_gauscurv

0.22 rh_precuneus_thicknessstd

0.17 lh_medialorbitofrontal_thicknessstd

0.18 lh_lateralorbitofrontal_gauscurv

0.22 lh_bankssts_meancurv

0.38**lh_pericalcarine_meancurv

0

25

50

75

100

0

25

50

75

100

0

25

50

75

100

Feature Importance(%)

D) ALL Subjects
ALL

0.24**CSF_volume
Morphometric Attributes
volume
area
thickness
foldind
meancurv
gauscurv

0.14 Left.Amygdala_volume
0.02 rh_parahippocampal_volume
0.25**Left.Lateral.Ventricle_volume
0.07 rh_bankssts_volume
0.23**Left.Inf.Lat.Vent_volume
0.04 rh_medialorbitofrontal_area
0.04 rh_parstriangularis_area
0.18* rh_transversetemporal_thicknessstd
0.13 lh_frontalpole_gauscurv
0

25

50

75

Group Difference
a TDC > ASD
a ASD > TDC

100

Feature Importance(%)

Figure 8.2. Gradient Boosting Machine (GBM): Important features for classification are
variable across sub-groups.
Top 10 important features for autism spectrum disorder (ASD) vs. typically developing controls (TDC)
classification in each sub-group are presented. Each feature is represented by a colored bar; the length of
the bar represents the relative % importance for classification with respect to the top feature. The features
have been grouped and color-coded by volume, area, thickness mean, thickness standard deviation, folding
index, mean curvature and Gaussian curvature. Before each feature, Cohen’s d and two sample t-test
significance (P<0.005** and P<0.05*) of ASD vs. TDC group difference are presented. Important features
for classification were similar to that from random forest presented in Fig 2. The important features highly
varied across the sub-groups demonstrating the heterogeneity in ASD brain morphometry.
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Figure 8.3: Inter and intra sub-groups classification AUC scores
Mean and standard deviations of AUC scores when classification models trained in different sub-groups
were tested on each other. The title of each sub-plot represents the sub-group on which the testing was
performed. Red data points correspond to when training and testing were performed on the same subgroup (intra-subgroup) and black data points correspond to when training and testing were performed on
different sub-groups (inter-subgroup).
Intra-subgroup classification: A random forest classification model was trained in each sub-group
under the 10-fold cross-validation framework. Inter-subgroup classification: A random forest
classification model trained in each sub-group was tested on 200 bootstrap replications of the test sub-group.
Intra sub-groups AUC scores were much larger than inter sub-groups AUC scores in 16 out of 18
comparisons. The AUC scores decreased with the increasing distance between training sub-group and test
sub-group.
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Figure 8.4: Random Forest: Important features for classification in sub-groups (10% threshold).
Important features for autism spectrum disorder (ASD) vs. typically developing controls (TDC) classification
in each sub-group are presented. The features required to have 10 % of the total feature importance scores
of all the features were considered as important. Each feature is represented by a colored bar; the length of
the bar represents the relative % importance for classification with respect to the top feature. The features
have been grouped and color-coded by volume, area, thickness mean, thickness standard deviation, folding
index, mean curvature and Gaussian curvature. Before each feature, Cohen’s d and two sample t-test
significance (P<0.005** and P<0.05*) of ASD vs. TDC group difference are presented. The important
features for classification varied across the sub-groups demonstrating the heterogeneity in ASD brain
morphometry. Important features are similar to that from random forest presented in Fig 2 where top 10
features are presented. The important features were dissimilar across the sub-groups.
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1.31**rh_parsopercularis_thicknessstd

0.79**lh_lateralorbitofrontal_area

1.07**rh_parstriangularis_thicknessstd

0.12 rh_precuneus_volume

0.5* lh_caudalanteriorcingulate_area

0.12 Right.Accumbens.area_volume

1.2** rh_pericalcarine_thicknessstd

0.7** lh_bankssts_area

1.29**rh_parahippocampal_thickness

0.87**lh_middletemporal_thickness

0.38* lh_inferiortemporal_area

1.29**lh_insula_thickness

0.8** lh_fusiform_thicknessstd

0.63**rh_medialorbitofrontal_thicknessstd

1.1** lh_cuneus_thicknessstd

0.75**lh_insula_thickness

0.65**rh_middletemporal_thicknessstd

0.14 MaskVol_volume

1.21**lh_parsorbitalis_thicknessstd

0.91**lh_inferiortemporal_thickness

0.61**rh_parsopercularis_thicknessstd

0.87* lh_rostralanteriorcingulate_foldind

0.62**rh_lateralorbitofrontal_thicknessstd 0.42* lh_superiorparietal_thicknessstd

1.22**lh_inferiorparietal_meancurv

0.78**rh_transversetemporal_thicknessstd0.44* rh_parsorbitalis_thickness

1.25**lh_lateraloccipital_meancurv

0.69**rh_inferiortemporal_thickness

1** lh_inferiortemporal_meancurv

0.54**rh_parstriangularis_thicknessstd

0.79**rh_parstriangularis_thicknessstd

0.42* rh_medialorbitofrontal_thickness

1.46**rh_lateraloccipital_meancurv

0.45* rh_rostralanteriorcingulate_thickness0.39* rh_lateralorbitofrontal_thickness

1.13**rh_lateraloccipital_gauscurv

0.84**lh_fusiform_thickness

0.58**rh_parsopercularis_thickness

0.58 lh_supramarginal_gauscurv

0.78**lh_parahippocampal_thickness

0.47**rh_entorhinal_thickness

0.92* rh_superiorparietal_gauscurv

0.64**rh_parahippocampal_thickness

0.57**rh_superiortemporal_thicknessstd

0.87* rh_pericalcarine_gauscurv

0.92**rh_inferiorparietal_meancurv

0.42* lh_parsorbitalis_thickness

0.34 lh_superiortemporal_gauscurv

0.83**lh_superiortemporal_meancurv

0.46* rh_parstriangularis_thickness

0.74* lh_inferiorparietal_gauscurv

0.8** lh_middletemporal_meancurv

0.58**lh_fusiform_thicknessstd

1.05**rh_lingual_gauscurv

0.5* rh_precentral_meancurv

0.3 rh_lingual_thickness

0.89**rh_inferiortemporal_meancurv

0.6** lh_bankssts_thicknessstd

0.92**lh_lateraloccipital_meancurv

0.35* rh_frontalpole_thickness

0.63**lh_inferiortemporal_meancurv

0.61**rh_precuneus_thicknessstd

0.66**lh_frontalpole_meancurv

0.42* rh_isthmuscingulate_thicknessstd

0.63**lh_temporalpole_meancurv

0.33* lh_lingual_thickness

0.88**lh_inferiorparietal_meancurv

0.46* lh_precuneus_thicknessstd

0.63**rh_parsopercularis_meancurv

0.37* lh_posteriorcingulate_thicknessstd

0.75**lh_fusiform_meancurv

0.34* lh_isthmuscingulate_thicknessstd

0.09 rh_caudalmiddlefrontal_gauscurv

0.61**lh_temporalpole_thickness

0.3 lh_supramarginal_gauscurv

0.33* rh_superiorparietal_thicknessstd

0.47* lh_superiortemporal_gauscurv

0.41* rh_parahippocampal_thickness

0.24 rh_parsopercularis_gauscurv

0.32* rh_insula_thicknessstd

0.68**rh_lingual_gauscurv

0.46* lh_inferiorparietal_thicknessstd

0.07 lh_precentral_gauscurv

0.5** rh_lingual_thicknessstd

0.65**rh_pericalcarine_gauscurv

0.45* lh_precentral_thicknessstd

0.25 rh_inferiorparietal_gauscurv

0.36* rh_inferiortemporal_thickness

0.26 rh_frontalpole_gauscurv

0.51**lh_superiortemporal_thicknessstd
0.53**rh_superiorfrontal_thicknessstd
0.52**lh_middletemporal_thickness
0.46* lh_pericalcarine_thickness
0.4* lh_medialorbitofrontal_thicknessstd
0.67**lh_middletemporal_meancurv
0.57**lh_frontalpole_meancurv
0.63**lh_superiortemporal_meancurv
0.43* lh_inferiortemporal_meancurv
0.45* lh_parstriangularis_meancurv
0.44* lh_bankssts_meancurv
0.05 lh_frontalpole_gauscurv
0.23 lh_superiortemporal_gauscurv
0.01 lh_supramarginal_gauscurv
0.41* rh_pericalcarine_gauscurv
0.4* rh_superiortemporal_gauscurv
0.37* rh_lingual_gauscurv
0.46* rh_middletemporal_gauscurv
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C) Age (years)

90 < VIQ < 115

1.04* rh_temporalpole_volume
1.66**rh_parsopercularis_area
1.48**rh_WhiteSurfArea_area
1.33**lh_WhiteSurfArea_area
1.44**rh_medialorbitofrontal_area
0.92* rh_parahippocampal_area
1.41**rh_middletemporal_area
1.03* lh_rostralanteriorcingulate_area
1.45**lh_precentral_area
1.14**rh_precuneus_area
1.43**rh_bankssts_area
0.97* lh_parsorbitalis_area
1.36**rh_lateraloccipital_area
1.38**rh_superiorfrontal_area
1.35**rh_inferiorparietal_area
1.2** rh_paracentral_area
0.76* rh_postcentral_area
0.13 lh_rostralanteriorcingulate_foldind
0.19 rh_parsopercularis_foldind
0.58 rh_middletemporal_foldind
0.38 lh_lateralorbitofrontal_foldind
0.53 rh_temporalpole_gauscurv

75

100

115 ≤ VIQ ≤ 150

6 ≤ Age < 13

0.14 rh_parahippocampal_volume
0.25 lhCorticalWhiteMatterVol_volume
0.26* lh_insula_volume
0.24 CorticalWhiteMatterVol_volume
0.01 rh_parsorbitalis_volume
0.32* Right.Hippocampus_volume
0.42**Left.Lateral.Ventricle_volume
0.3* Left.Hippocampus_volume
0.37**Right.Lateral.Ventricle_volume
0.36* Right.vessel_volume
0.3* CSF_volume
0.22 rhCorticalWhiteMatterVol_volume
0.15 rh_caudalmiddlefrontal_volume
0.2 rh_parahippocampal_volume
0.07 Left.Amygdala_volume
0.05 CC_Mid_Anterior_volume
0.25* lh_parsopercularis_volume
0.32* lh_insula_volume
0.29* Right.Inf.Lat.Vent_volume
0.27 rh_frontalpole_volume
0.33* Left.Inf.Lat.Vent_volume
0.09 lh_isthmuscingulate_volume
0.24* rh_cuneus_volume
0.22 Left.Pallidum_volume
0.18 rh_bankssts_volume
0.07 lh_parahippocampal_volume
0.14 rh_superiortemporal_volume
0.13 Left.Inf.Lat.Vent_volume
0.11 rh_parstriangularis_volume
0.16 Left.vessel_volume
0.18 lh_parsorbitalis_volume
0.14 lh_temporalpole_volume
0.22 rh_insula_volume
0.04 Left.Thalamus.Proper_volume
0.22 Right.choroid.plexus_volume
0.23 lh_parstriangularis_area
0.18 Right.Caudate_volume
0.21 lh_temporalpole_area
0.29* X3rd.Ventricle_volume
0.09 rh_precentral_area
0.14 lh_inferiortemporal_volume
0.29 lh_caudalmiddlefrontal_area
0.1 Left.VentralDC_volume
0.25 rh_fusiform_area
0.22 rh_transversetemporal_volume
0.23 rh_rostralanteriorcingulate_area
0.08 rh_parahippocampal_area
0.13 rh_precuneus_area
0.25* lh_parsopercularis_area
0.14 rh_lateralorbitofrontal_area
0.2 rh_caudalmiddlefrontal_area
0.08 rh_transversetemporal_area
0 rh_lateraloccipital_area
0.2 rh_lateraloccipital_area
0.11 lh_entorhinal_area
0.21 lh_insula_area
0.17 lh_parahippocampal_area
0.19 lh_postcentral_area
0.35**rh_parahippocampal_thickness
0.22 lh_rostralmiddlefrontal_area
0.26* rh_entorhinal_thicknessstd
0.04 rh_parstriangularis_area
0.26* rh_precentral_thickness
0.16 rh_frontalpole_area
0.25* rh_parahippocampal_thicknessstd 0.26 lh_posteriorcingulate_area
0.15 lh_lingual_thickness
0.5** lh_frontalpole_thicknessstd
0.29* lh_parahippocampal_thickness
0.46**lh_inferiortemporal_thicknessstd
0.1 rh_cuneus_thicknessstd
0.36* lh_superiortemporal_thicknessstd
0.08 lh_isthmuscingulate_thickness
0.45**rh_paracentral_thickness
0.03 rh_insula_thickness
0.14 lh_transversetemporal_thicknessstd
0.16 rh_parsorbitalis_thickness
0.37* lh_medialorbitofrontal_thicknessstd
0.22 lh_lingual_thicknessstd
0.35* rh_superiorparietal_thicknessstd
0.03 rh_transversetemporal_thickness 0.42* rh_fusiform_thicknessstd
0.07 rh_insula_thicknessstd
0.37* lh_caudalmiddlefrontal_thicknessstd
0.19 rh_entorhinal_thickness
0.31* lh_postcentral_thickness
0.18 rh_posteriorcingulate_thicknessstd 0.4* rh_precuneus_thicknessstd
0.2 lh_precentral_thickness
0.16 rh_parahippocampal_thickness
0.11 lh_transversetemporal_thickness 0.38* lh_lateralorbitofrontal_thicknessstd
0.16 rh_isthmuscingulate_thickness
0.27 lh_middletemporal_thicknessstd
0.09 lh_parsopercularis_foldind
0.29* lh_temporalpole_thicknessstd
0.13 lh_supramarginal_foldind
0.3* rh_precentral_thicknessstd
0.07 rh_precuneus_foldind
0.33* rh_medialorbitofrontal_thicknessstd
0.23 rh_middletemporal_foldind
0.33* rh_superiorfrontal_thicknessstd
0.01 rh_pericalcarine_foldind
0.27 lh_inferiorparietal_thicknessstd
0.24* rh_fusiform_foldind
0.15 rh_lingual_thicknessstd
0.17 lh_lateralorbitofrontal_foldind
0.29 lh_precentral_thicknessstd
0.18 lh_frontalpole_foldind
0.31* lh_superiorfrontal_thicknessstd
0.21 rh_rostralmiddlefrontal_foldind
0.25 rh_pericalcarine_thickness
0.08 rh_paracentral_foldind
0.14 rh_posteriorcingulate_thicknessstd
0.25* rh_superiorparietal_foldind
0.06 rh_caudalanteriorcingulate_thickness
0.14 lh_paracentral_foldind
0.36* rh_middletemporal_thicknessstd
0.02 rh_insula_foldind
0.22 rh_postcentral_thickness
0.39**lh_lateralorbitofrontal_meancurv
0.3* rh_inferiortemporal_foldind
0.38**lh_parsopercularis_meancurv
0.01 lh_parsorbitalis_foldind
0.12 rh_superiortemporal_foldind
0.18 rh_frontalpole_meancurv
0.3* rh_rostralanteriorcingulate_meancurv0.26 lh_posteriorcingulate_foldind
0.15 lh_bankssts_meancurv
0.35* lh_caudalanteriorcingulate_foldind
0.22 lh_frontalpole_gauscurv
0.18 lh_lateralorbitofrontal_foldind
0.15 lh_supramarginal_foldind
0.06 lh_fusiform_gauscurv
0.17 rh_superiortemporal_meancurv
0.19 lh_lateralorbitofrontal_gauscurv
0.03 lh_posteriorcingulate_gauscurv
0.13 lh_pericalcarine_meancurv
0.25 lh_bankssts_meancurv
0.04 rh_pericalcarine_gauscurv
0.22 lh_rostralanteriorcingulate_gauscurv0.35* lh_frontalpole_meancurv
0.24* lh_entorhinal_gauscurv
0.09 rh_isthmuscingulate_meancurv
0.32* lh_frontalpole_gauscurv
0.02 rh_lateralorbitofrontal_gauscurv
0.11 lh_pericalcarine_gauscurv
0.17 lh_rostralmiddlefrontal_gauscurv
0.15 lh_parstriangularis_gauscurv
0.41* rh_paracentral_gauscurv
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Feature Importance(%)

D) ALL Subjects

13 ≤ Age < 18

18 ≤ Age ≤ 40

ALL

0.1 Left.Cerebellum.White.Matter_volume
0.48**CC_Central_volume
0.5** lh_transversetemporal_volume
0.15 Right.Accumbens.area_volume
0.35* CC_Mid_Anterior_volume
0.49**rh_bankssts_volume
0.01 lh_superiortemporal_volume
0.39**X3rd.Ventricle_volume
0.45**lh_inferiortemporal_volume
0.21 lh_frontalpole_volume
0.36* Left.Lateral.Ventricle_volume
0.42**rh_superiortemporal_volume
0.2 CC_Mid_Anterior_volume
0.23 lhCorticalWhiteMatterVol_volume 0.34* lhCortexVol_volume
0.24 rh_pericalcarine_volume
0.3* Right.Lateral.Ventricle_volume
0.27* Left.Putamen_volume
0.08 Right.Caudate_volume
0.18 rh_bankssts_volume
0.32* Right.Hippocampus_volume
0.18 CC_Central_volume
0.21 rhCorticalWhiteMatterVol_volume 0.41**Left.Amygdala_volume
0.4** rh_rostralanteriorcingulate_area
0.1 rh_parahippocampal_volume
0.33* CortexVol_volume
0.14 lh_transversetemporal_area
0.18 Left.Thalamus.Proper_volume
0.31* rhCortexVol_volume
0.33* lh_temporalpole_area
0.23 CorticalWhiteMatterVol_volume
0.33* Left.Hippocampus_volume
0.29* rh_fusiform_area
0.3* CSF_volume
0.41**rh_transversetemporal_volume
0.13 lh_lateraloccipital_area
0.17 lh_superiorparietal_volume
0.29* Left.Inf.Lat.Vent_volume
0.43**rh_entorhinal_thickness
0.19 Optic.Chiasm_volume
0.12 rh_parahippocampal_volume
0.25 rh_insula_thicknessstd
0.15 rh_posteriorcingulate_volume
0.33* TotalGrayVol_volume
0.29* rh_parstriangularis_thicknessstd
0.12 lh_insula_volume
0.32* Left.Lateral.Ventricle_volume
0.38**lh_parahippocampal_thickness
0.11 lh_parahippocampal_volume
0.23 lh_middletemporal_volume
0.36* rh_parahippocampal_thickness
0.17 Left.Amygdala_volume
0.21 Right.vessel_volume
0.11 lh_lateraloccipital_thickness
0.03 rh_parsopercularis_volume
0.25* rh_middletemporal_volume
0.18 lh_posteriorcingulate_thicknessstd 0.23 Brain.Stem_volume
0.26* rh_supramarginal_volume
0.24 rh_parsorbitalis_thicknessstd
0.03 rh_parsorbitalis_volume
0.35* lh_superiortemporal_volume
0.25 rh_posteriorcingulate_thicknessstd 0.08 rh_fusiform_volume
0.31* lh_superiorfrontal_volume
0.23 rh_insula_foldind
0.14 rh_medialorbitofrontal_volume
0.15 Right.Putamen_volume
0.2 lh_lateralorbitofrontal_foldind
0.1 Right.Amygdala_volume
0.28* Left.Pallidum_volume
0.29* lh_fusiform_foldind
0.03 lh_caudalmiddlefrontal_area
0.11 rh_fusiform_volume
0.19 lh_superiortemporal_foldind
0.09 rh_posteriorcingulate_area
0.05 rh_cuneus_volume
0.4** lh_lateraloccipital_foldind
0.22 rh_bankssts_area
0.1 CSF_volume
0.28* rh_medialorbitofrontal_foldind
0.13 lh_parahippocampal_area
0.16 lh_rostralmiddlefrontal_volume
0.12 lh_parsopercularis_foldind
0.1 rh_parahippocampal_area
0.31* lh_paracentral_volume
0.22 rh_superiorparietal_foldind
0.07 rh_precuneus_area
0.26* rh_superiorparietal_volume
0.15 rh_caudalmiddlefrontal_foldind
0.12 rh_parstriangularis_area
0.19 rh_lateralorbitofrontal_volume
0.06 rh_superiorfrontal_foldind
0.42**lh_lingual_thickness
0.28* SubCortGrayVol_volume
0.16 lh_caudalanteriorcingulate_foldind 0.34* rh_lingual_thicknessstd
0.23 lh_temporalpole_volume
0.45**rh_parsopercularis_meancurv
0.29* lh_pericalcarine_thickness
0.26* lh_paracentral_area
0.34* lh_frontalpole_meancurv
0.26 lh_caudalanteriorcingulate_thickness0.29* rh_transversetemporal_area
0.5** rh_paracentral_meancurv
0.22 rh_precuneus_thicknessstd
0.19 rh_pericalcarine_area
0.5** lh_fusiform_meancurv
0.29* rh_paracentral_thickness
0.29* rh_bankssts_area
0.46**rh_caudalmiddlefrontal_meancurv 0.35* lh_lingual_thicknessstd
0.27* lh_transversetemporal_area
0.51**lh_superiorfrontal_meancurv
0.29* lh_posteriorcingulate_thickness
0.14 rh_lateraloccipital_area
0.52**rh_superiorfrontal_meancurv
0.07 lh_paracentral_thickness
0.04 rh_isthmuscingulate_area
0.32* lh_inferiortemporal_meancurv
0.19 lh_frontalpole_thickness
0.04 rh_insula_area
0.46**lh_superiortemporal_meancurv
0.31* lh_pericalcarine_thicknessstd
0.14 lh_rostralanteriorcingulate_area
0.36* rh_parsorbitalis_meancurv
0.18 rh_posteriorcingulate_thicknessstd 0.19 rh_paracentral_area
0.39**lh_parsopercularis_meancurv
0.26 lh_transversetemporal_thicknessstd 0.17 lh_isthmuscingulate_area
0.46**lh_lateralorbitofrontal_meancurv
0.26 rh_medialorbitofrontal_thicknessstd 0.17 lh_medialorbitofrontal_thicknessstd
0.18 lh_lateralorbitofrontal_gauscurv
0.19 rh_bankssts_thickness
0.43**lh_inferiortemporal_thickness
0.28* lh_frontalpole_gauscurv
0.07 rh_postcentral_thicknessstd
0.4** lh_superiortemporal_thickness
0.01 rh_medialorbitofrontal_gauscurv
0.27* lh_isthmuscingulate_thickness
0.4** lh_lingual_thicknessstd
0.02 rh_lingual_gauscurv
0.02 rh_cuneus_thicknessstd
0.26* rh_lingual_thicknessstd
0.35* lh_fusiform_gauscurv
0.02 rh_superiorparietal_thicknessstd
0.35* lh_isthmuscingulate_thicknessstd
0.25 rh_parsopercularis_gauscurv
0.22 rh_lingual_thickness
0.19 rh_lateraloccipital_thickness
0.48**rh_paracentral_gauscurv
0.19 lh_temporalpole_thicknessstd
0.28* rh_bankssts_thicknessstd
0.23 rh_insula_gauscurv
0.23 lh_medialorbitofrontal_thickness
0.26* lh_lingual_thickness
0.09 rh_frontalpole_gauscurv
0.2 rh_superiortemporal_thicknessstd 0.17 lh_inferiortemporal_thicknessstd
0.38**rh_parsorbitalis_gauscurv
0.23 lh_lateraloccipital_thickness
0.05 rh_parsorbitalis_thickness
0.46**lh_lateraloccipital_gauscurv
0.12 lh_parahippocampal_thicknessstd 0.24 rh_caudalanteriorcingulate_thicknessstd
0.22 lh_parsopercularis_gauscurv
0.23 rh_lateraloccipital_thickness
0.33* lh_transversetemporal_thickness
0.25 rh_caudalmiddlefrontal_gauscurv 0.17 lh_paracentral_thicknessstd
0.18 rh_posteriorcingulate_thicknessstd
0.25 lh_parahippocampal_gauscurv
0.19 rh_middletemporal_thicknessstd
0.27* rh_bankssts_thickness
0.18 rh_superiorfrontal_gauscurv
0.21 rh_fusiform_foldind
0.12 lh_parsorbitalis_thicknessstd
0.4** lh_inferiorparietal_gauscurv
0.13 rh_insula_foldind
0.04 lh_cuneus_foldind
0.35* lh_parstriangularis_gauscurv
0.21 lh_parsorbitalis_foldind
0.19 lh_rostralanteriorcingulate_foldind
0.16 lh_posteriorcingulate_gauscurv
0.19 rh_supramarginal_foldind
0.15 rh_bankssts_foldind
0.28* rh_postcentral_gauscurv
0.04 rh_middletemporal_foldind
0.14 rh_parsorbitalis_foldind
0.07 lh_supramarginal_gauscurv
0.2 rh_parstriangularis_foldind
0.26* rh_superiortemporal_foldind
0.19 lh_postcentral_foldind
0.06 rh_caudalmiddlefrontal_foldind
0.1 lh_superiortemporal_foldind
0.38**lh_pericalcarine_meancurv
0.22 lh_bankssts_meancurv
0.38**rh_pericalcarine_meancurv
0.2 lh_lateralorbitofrontal_meancurv
0.35* rh_supramarginal_meancurv
0.11 rh_parahippocampal_meancurv
0.32* rh_pericalcarine_gauscurv
0.17 lh_entorhinal_gauscurv
0.31* lh_pericalcarine_gauscurv
0.01 lh_bankssts_gauscurv
0.29* lh_rostralmiddlefrontal_gauscurv
0.1 lh_lateralorbitofrontal_gauscurv
0.03 lh_precuneus_gauscurv
0.06 rh_caudalmiddlefrontal_gauscurv
0.25 rh_insula_gauscurv
0.06 lh_frontalpole_gauscurv
0.03 rh_precentral_gauscurv
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0.25**Left.Lateral.Ventricle_volume
0.02 rh_parahippocampal_volume
0.24**CSF_volume
0.23**Left.Inf.Lat.Vent_volume
0.14 Left.Amygdala_volume
0.17* CorticalWhiteMatterVol_volume
0.17* lhCorticalWhiteMatterVol_volume
0.07 rh_bankssts_volume
0.23**X3rd.Ventricle_volume
0.22**Right.Lateral.Ventricle_volume
0.16* rhCorticalWhiteMatterVol_volume
0.18* Right.choroid.plexus_volume
0.08 CC_Mid_Anterior_volume
0.19* Right.Inf.Lat.Vent_volume
0.17* rh_pericalcarine_volume
0.16* lh_transversetemporal_volume
0 rh_parsorbitalis_volume
0.09 rh_superiortemporal_volume
0.09 Right.Hippocampus_volume
0.12 Right.Accumbens.area_volume
0.13 Left.Cerebellum.Cortex_volume
0.15* rh_transversetemporal_volume
0.11 lh_parsopercularis_volume
0.12 Left.Hippocampus_volume
0.15* Optic.Chiasm_volume
0.11 X4th.Ventricle_volume
0 MaskVol_volume
0.1 lh_superiortemporal_volume
0.01 lh_inferiortemporal_volume
0.08 Right.vessel_volume
0.09 Left.Putamen_volume
0.04 rh_parstriangularis_area
0.04 rh_medialorbitofrontal_area
0.04 rh_isthmuscingulate_area
0.14 lh_transversetemporal_area
0.11 rh_transversetemporal_area
0.08 rh_rostralanteriorcingulate_area
0.1 lh_parsopercularis_area
0.1 lh_paracentral_area
Morphometric Attributes
0.06 lh_insula_area
volume
0.03 rh_insula_area
area
0.23**rh_pericalcarine_area
0.12 lh_caudalanteriorcingulate_area
thickness
0.2* lh_cuneus_area
foldind
0.02 rh_precentral_area
meancurv
0.13 rh_paracentral_area
gauscurv
0.05 rh_caudalmiddlefrontal_area
0.02 rh_precuneus_area
Group Difference
0.14 rh_frontalpole_area
a TDC > ASD
0.09 rh_bankssts_area
0.25**rh_lingual_thicknessstd
a ASD > TDC
0.14 lh_inferiortemporal_thicknessstd
0.2* lh_isthmuscingulate_thicknessstd
0.19* rh_posteriorcingulate_thicknessstd
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Figure 8.5: Random Forest: Important features for classification by in sub-groups (25% threshold).
Important features for autism spectrum disorder (ASD) vs. typically developing controls (TDC) classification
in each sub-group are presented. The features required to have 25 % of the total feature importance scores
across all the features were considered as important. Each feature is represented by a colored bar; the length
of the bar represents the relative % importance for classification with respect to the top feature. The features
have been grouped and color-coded by volume, area, thickness mean, thickness standard deviation, folding
index, mean curvature and Gaussian curvature. Before each feature, Cohen’s d and two sample t-test
significance (P<0.005** and P<0.05*) of ASD vs. TDC group difference are presented. The important
features for classification varied across the sub-groups demonstrating the heterogeneity in ASD brain
morphometry. Important features are similar to that from random forest presented in Fig 2 where top 10
features are presented. The important features were dissimilar across the sub-groups.
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Figure 8.6: Classification performance degrades with Autism Severity (AS).
Separate classification models were trained for autism spectrum disorder (ASD) subjects with different AS
values. A point represents the mean and an error bar represents the one standard deviation of the AUC
scores from 10 test folds. AUC scores and number of ASD and TDC subjects are presented below the error
bar. Blue line represents the mean AUC vs. mean AS linear model and the shaded region represents the
95% confidence interval of the model. Classification performance decreased with AS according to both
random forest and gradient boosting machine classification techniques.
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Table 8.1: Correlation between the feature importance scores from RF and GBM
Correlation
Sub-groups
Coefficient
mild
0.76
AS
moderate
0.77
high
086
low
0.87
VIQ
normal
0.90
high
0.88
young
0.86
Age
mid
0.94
old
0.88
All coefficients were statistically significant (p < E-16)
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Figure 9.1: Histogram of the effect sizes of the statistically significant (at 0.05) differences in
brain features
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