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Abstract
Modern data pose several challenges to statistical analysis. They are not only big in size,
high in dimensionality but also complex in structure. For example, diffusion tensor imag-
ing (DTI) measures water diffusion within white matter. A 3D DTI of the brain consists of
millions of voxels with a complex structure induced by the anatomical shape of the human
brain. The first project is dedicated to studying the association between DTI images, which
are a proxy of effective connectivity in the brain, and clinical outcomes. To account for
the spatial structure and to reduce the dimensionality, we propose a hierarchical Bayesian
“scalar-on-image” regression method designed specially for aribitary-shaped image data.
The second project is concerned with defining and implementing the methodology for fit-
ting populations of separable spatio-temporal processes. Methods were motivated by and
applied to functional magnetic imaging (fMRI) studies where large spatial images of the
brain are observed at a dense grid of points over time. We show that separability com-
bined with principal component analysis of latent processes provide a fast and feasible tool
for dimensionality reduction and model-driven discovery. The third project is dedicated to
ii
ABSTRACT
modeling matrix-valued data oberved repeatedly over time. The project was motivated by
an accelerometry study which collected minute-level activity intensity data 24 hours a day
and 7 days a week. Considering the week as a unit of measurement, the basic measurement
unit is a 1440 (minutes within a day) by 7 (days within a week) dimensional matrix. As
data are observed for many weeks for the same subject this induces a natural within-subject
clustering structure. We use a linear mixed effect model to account for the multilevel de-
sign, while the 2D structure is handled via normal matrix-variate distribution. All three
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Modern technology enables us to collect data much faster with ever increasing reso-
lution. This increase in speed, size and complexity poses new challenges for statistical
analysis. In this work, three main challenges are addressed.
The first challenge is dealing with various aspects of high dimensionality and small
to moderate sample sizes. For example, brain MRIs contain millions of voxels while an
imaging study may involve tens or hundreds of subjects. A common problem in such mod-
ern data sets is the so called “curse of dimensionality”, which affects standard statistical
techniques. For example, when regressing a subject-specific outcome (scalar) on an image
(high-dimensional predictor), linear regression based on least squares minimization has an
infinite number of solutions. Such problems can be addressed by constraining the solution
space using additional assumptions. Two popular approaches for constraining the solution
space are to impose L-1 or L-2 penalty on the regression coefficients, which is equivalent to
assuming that coefficients are exchangeable and have a double-exponential or normal dis-
tribution, respectively. We focus on identifying solution restrictions or, equivalently, prior
distributions on the model parameters, that are best suited for specific applications.
The second challenge is the complex data structure. For example, the shape of the brain
is an irregular manifold. Thus, it becomes challenging to take into account spatial correla-
tions when assessing the association between brain images and health outcomes. Another
example of complex data structure that has become common are data in the form of two-
2
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way matrices. Indeed, in fMRI one dimension corresponds to voxels or ROIs (space) while
the other corresponds to time. In accelerometry studies, devices collect activity informa-
tion 24 hours a day and 7 days a week for many weeks at a time. It is often convenient to
organize data by weeks, as there is increasing evidence that activity during various days of
the week is not exchangeable. In particular, there are major changes between week-days
and week-ends.
The third challenge is the size of data. Indeed, motivated by the advance of the technol-
ogy and reduced cost of storage, data sets are increasing dramatically in size.. This requires
techniques that can easily scale up.
This research aims to develop new methodological tools designed to address these chal-
lenges.
1.2 Organizational overview
The first method is designed to quantify the association between a patient’s disability
score and their brain diffusion tensor image (DTI). DTI is a type of Magnetic Resonance
Imaging designed to capture the degree of isotropy of water molecules. These images are
expected to provide good proxy information about the effective, or anatomic, connectivity
in the brain. Disruptions in anatomical connectivity are thus expected to be associated with
adverse cognitive health outcomes. To study these associations, we propose a hierarchi-
cal Bayesian “scalar-on-image” regression approach. The approach uses an Ising prior to
3
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restrict the solution space by allowing a latent binary map to indicate voxels that are pre-
dictive and maintains the spatial contiguity of predictive regions. The method is applied to
a large study of association between fractional anisotropy estimated from DTI-MRI data at
198,250 voxels and cognitive disability in a cross-sectional sample of 135 multiple sclerosis
patients.
The second method was motivated by multiple neuroimaging studies that acquire large
spatial images of the brain observed sequentially over time. Such data are often stored in
the form of matrices. To model these matrix-variate data we introduce a class of separa-
ble processes using explicit latent process modeling. To account for the size and two-way
structure of the data, we extend principal component analysis to achieve dimensionality
reduction at the individual level. We introduce necessary identifiability conditions for each
model and develop scalable estimation procedures. The method is motivated by and applied
to a functional magnetic resonance imaging study designed to analyze the relationship be-
tween pain and brain activity.
The third method is designed for modeling populations of repeated matrix-variate mea-
surements. We use a linear mixed effect model to account for the multilevel design, while
the 2D structure is handled via normal matrix-variate distributions. To achieve dimen-
sionality reduction, we estimate and decompose the row- and column-specific covariance
operators. The computational feasibility and performance of the approach is shown in
extensive simulation studies. The method is motivated by and applied to a study that mon-
itored physical activity of individuals diagnosed with congestive heart failure (CHF) over
4
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a 3- to 10-month period. Two primary goals of the study were: 1) to quantify and model
the long-term patterns of physical activity in individuals with CHF; and 2) evaluate the
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Abstract
Diffusion tensor imaging (DTI) measures water diffusion within white matter, allowing for
in vivo quantification of brain pathways. These pathways often subserve specific functions,
and damage to them may result in characteristic forms of disability. As a means of predict-
ing clinical disability from DTI images, we propose a hierarchical Bayesian “scalar-on-
image” regression procedure. Our procedure introduces a latent binary map that estimates
the locations of predictive voxels, thereby resolving the ill-posed nature of the problem.
By inducing a spatial prior structure, the procedure yields a sparse association map which
also maintains spatial continuity of predictive regions. The method is demonstrated on a
large study of association between fractional anisotropy and cognitive disability in a cross-
sectional sample of 135 multiple sclerosis patients.
Keywords: Multiple sclerosis, Diffusion tensor imaging, Ising prior, Binary Markov ran-
dom field
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2.1 Introduction
Diffusion tensor imaging is a technique to quantify white matter pathways in the brain
and spinal cord of living humans. In clinical applications, it opens the possibility to investi-
gate the relationship between abnormal brain anatomy and neurological diseases (Ciccarelli
et al., 2008). For example, several studies show that DTI can produce MRI indices in spe-
cific white matter tracts that may be associated with clinical disability in multiple sclerosis
(MS), a disease that causes severe motor and cognitive deficits (Kern et al., 2010; Lin et al.,
2008, 2005; Lowe et al., 2006; Ozturk et al., 2010).
These studies provide important insights into the organization of the brain and the effect
of brain disorders. Results may be used as a tool for the diagnosis and management of pa-
tient care or as surrogate markers in future clinical trials, particularly if they are shown to be
pharmacologically sensitive. However, some clinical researchers question the implications
of these study results because the correlations between current MRI measures and clinical
disability, although significant, have generally been low (Barkhof, 2002; Goodin, 2006).
Such small correlations may be due to the intrinsic variability in the clinical expression of
MS plaques in various anatomical locations.
Voxel-wise or mass-univariate regression, often referred to as the general linear model,
is a standard technique for exploring the relationship between images and scalar measures
of clinical disability. In this approach, we regress brain structure measurements on a dis-
ability score at each voxel separately Ashburner and Friston (2000),Smith et al. (2006)) to
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produce a statistical parametric map (Friston et al., 1994). Such maps open the door to
localizing the voxels that are significantly related to disability. However, mass-univariate
estimation does not share information across neighboring voxels, and the resulting maps
cannot be used to predict disability scores.
Multivariate or “decoding” models (e.g. Haxby et al., 2001; Haynes and Rees, 2006;
Norman et al., 2006) seek to overcome these limitations. One such model that incorporates
complex spatial structure is scalar-on-function regression (Goldsmith et al., 2011), in which
the outcome is regressed on an entire one-dimensional white matter tract profile at once.
This approach uses a weighted version of the tract profile, where the weights are estimated
from the data. A useful by-product of the fitting algorithm is a tract-specific disability
index, which is easy to understand and analyze. The method was developed for hundreds
or thousands of locations along a neuronal tract, but it is not well suited for: 1) scaling
up to tens or hundreds of thousands of locations; 2) modeling response surfaces that can
be sparse and with abrupt edges; and 3) adapting to 3-D brain geometry, which contains
complex manifold structures that are imperfectly observed.
In this paper we introduce a scalar-on-image regression method for studying the as-
sociation between clinical measures and 3D brain maps. The method is computationally
efficient, can be carried out over a large region of the brain, and can be adapted to highly
irregular brain regions using a flexible spatial neighborhood definition. The term “scalar-
on-image regression”, analogous to the nomenclature of Reiss et al. (2011), refers to the
fact that whereas the responses are scalars as in conventional regression, the predictors
9
CHAPTER 2. BAYESIAN SCALAR-ON-IMAGE REGRESSION
Figure 2.1: Red region contains the rectangular region we use as a predictor of cognitive
function. Background 3D brain is rendered from a T1 template image.
are entire images. This method provides a coefficient image that describes the association
between each voxel and the outcome, adjusting for all other voxels in the image. The pro-
posed approach is Bayesian, adopting a novel prior that exploits both the presumed sparsity
and the spatial smoothness of the coefficient image.
We apply our approach to data from a cross-sectional MRI study of multiple sclerosis
(MS), and focus on studying the association between a clinical disability score and voxel-
wise DTI indices in a large pre-specified region of the brain. More specifically, we use the
PASAT score (Fischer et al., 1999) to measure cognitive disability and fractional anisotropy
values to measure tissue viability. The region we consider is a 61× 125× 26 collection of
voxels including the corpus callosum (see Figure 2.1).
10
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2.2 Methods
The core of our approach is to assume that there is an underlying unknown 0/1 map of
voxels (associated/not associated with the outcome), and place an Ising prior on this latent
binary image. Our model can be implemented through a single-site Gibbs sampler, where
the computation time needed for each sweep over the image space is linear in the number
of locations and does not depend on the number of nonzero coefficients.
We first introduce some notation. Assume the data for subject i ∈ {1, 2, ..., I} are
{yi, Xi, Zi}, where yi is the scalar outcome (e.g. cognitive score), Xi is a vectorized image
of the ith subject, and Zi consists of other covariates (e.g. gender, age, etc.). In the MS
example, every image Xi is a 3-dimensional array structure of dimension L = L1L2L3 =
61 · 125 · 26 = 198250, though in general it can be an arbitrary 3-D manifold. We represent
Xi as an L × 1 dimensional vector , (xi1, xi2, ..., xil, ..., xiL)T , where xil is an imaging
measure, such as functional anisotropy, for subject i at voxel location l.
11
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2.2.1 An ill-posed multiple linear regression
In essence, scalar-on-image regression is a multiple linear regression model, with the
clinical outcome as the response and the whole image as the predictors:




i β + εi (2.1)




where β = (β1, β2, ..., βL)T is a vector of coefficients for the image predictor Xi. In
other words, each element, βl is the coefficient for the image intensity xil at voxel l. The
parameter βl can be interpreted as the change in yi for each unit change in xil adjusting
for all other locations (i.e., xl′ for all l′ 6= l). The errors εi are independent and identically
distributed normal random variables with mean 0 and variance σ2ε . See Figure 2.2 for an
illustration.
Figure 2.2: Illustration of the multiple linear regression model, with cognitive disability
measure as the scalar response and fractional anisotropy maps as the image predictor.
When the intensities of all locations are mutually independent, solving this model will
be equivalent to fitting separate linear regressions of yi on xil for each l. However, if the
12
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voxel-level measurements are correlated, this multiple linear regression can in principle
provide improved estimation by incorporating information across the brain as a whole.
We note that, whereas most predictive or “decoding” methods in neuroimaging (Haynes
and Rees, 2006; Norman et al., 2006) have focused on pattern classification, Equation (2.1)
models continuous outcomes (Cohen et al., 2011). The model can be extended to deal with
classification problems, by assuming a discrete distribution for Yi.
Unfortunately, fitting the multiple linear regression model (2.1) is an ill-posed prob-
lem. The dimension of X (here X is the collection of images across subjects, i.e. X =
(X1, X2, ..., XI)
T ) is I×L and in most neuroimaging practice I (the number of subjects) is
usually much smaller than L (the number of voxels), so that the least-squares solution is not
unique. In order to get an estimate of the coefficient, certain dimension-reducing assump-
tions are needed to narrow the solution space. Our algorithm, presented below, narrows the
solution space to a set of coefficient maps which are sparse and spatially continuous.
2.2.2 Fitting through penalization
A standard way to make the solution identifiable problem is penalized regression,
wherein the usual least-squares criterion minimized in linear regression is replaced by a
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The penalty P (β) is chosen to yield a solution to Equation (2.1) with desirable properties
such as smoothness or sparsity.
Penalizing on β has a Bayesian interpretation: (2.2) is equivalent to enforcing a partic-
ular prior on the coefficients. Indeed, solving Equation (2.2) is statistically equivalent to
the following model where the β coefficients are treated as random:

yi ∼ N(α + ZTi η +XTi β, σ2ε);
f(β) ∝ exp {−P−1(β)/2} .
(2.3)
The solution β̂ of model (2.2) equals the posterior mean E(β|y) in Equation (2.3). The
advantage of model (2.3) is that it provides a likelihood-based approach to fitting, which in
turn allows inference on the model parameters. The second line of equation (2.3) means that
β has a density function f(β) proportional to exp {−P−1(β)/2}, where the normalizing
constant is omitted. For specific forms of the penalty the distribution exp {−P−1(β)/2}
may not be integrable; in these situations model (2.3) may still provide reasonable results
as in many cases the posterior distribution of β|Y may still be proper even if the prior is
not. However, in most cases the prior and the posterior distributions of β are proper.
One of the most popular penalties is the ridge regression or `2 penalty (Hoerl and Ken-
nard, 1970) P (β) = λβTβ, where λ is a scalar tuning parameter, with λ = 0 correspond-
ing to no penalty and λ = ∞ corresponding to β = 0. Using (2.3), it follows that a
ridge penalty is equivalent to assuming that the β parameters have an independent multi-
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variate normal prior with constant variance. The lasso or `1 penalty (Bunea et al., 2011)
P (β) = λ
∑
|βl| is equivalent to a double exponential prior on β in (2.1). The same con-
nection is also applied to elastic net penalty (Zou and Hastie, 2005; Carroll et al., 2009;
Ryali et al., 2010; de Brecht and Yamagishi, 2012), whose corresponding prior is a mixture
of normal and double-exponential.
Much recent work has been done to choose suitable spatial priors for neuroimaging
data. For example, Penny et al. (2005) have proposed a fully Bayesian model with spatial
priors defined over the regression coefficients of a general linear model, using Laplacian
operators or Gaussian Markov Random Field. Flandin and Penny (2007) have proposed
a Bayesian approach using a sparse spatial basis function priors. This model allows for
spatial variations in intensity smoothness. As an alternative, Everitt and Bullmore (1999);
Hartvig and Jensen (2000); Woolrich and Behrens (2006) model the spatial distribution of
activation maps using mixture models.
2.2.3 Our proposal: Imposing an Ising prior on a latent
0/1 map
We are interested in priors that ensure that neighboring voxels have similar coefficient
values and that non-zero coefficients form sparse patches in large areas of zero effects.
Such local constraints are difficult to impose through the ridge or lasso penalties, as they
assume that the β parameters are exchangeable and do not incorporate spatial dependence.
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Thus, we focus on finding an appropriate prior distribution in the family of Markov random
field spatial distributions. More precisely, we propose to use a neighborhood-based Ising
prior (Cipra, 1987).
First, we introduce an L-dimensional binary random image γ such that βl = 0 if γl = 0
and βl 6= 0 if γl = 1; the binary map γ is a map that indicates which locations in the image
coefficient are zero and do not impact the outcome. From an applied perspective, γ could
be viewed as an unknown brain mask that defines regions of interest. Here we are interested
in finding or estimating this mask. An Ising prior is used for γ, so that









where δl is the set of locations which are in the neighbourhood of location l and φ(a, b) is
a normalizing constant. The parameters of the Ising distribution a and b control the overall
sparsity and interaction between neighbouring points, respectively. Thus two assumptions
are addressed: i) sparsity (controlled by a) — most voxels have coefficient βl = 0 (no
association with the measurement yi); and ii) spatial contiguity (controlled by b) — a voxel
is more likely to have a nonzero coefficient if its neighbors do. The parameters a and b
could be allowed to vary spatially; for simplicity we assume that they are the same across
locations.
Next, we assume that for those locations where the image is correlated with the outcome
(i.e. γl = 1), βl has a normal prior with an unknown variance σ2β . If σ
2
β = +∞, then
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no shrinkage will be placed on the estimated β̂’s. We estimate σ2β by cross-validation,
and in practice have found that a small σ2β achieves low prediction variance in noisy data
sets. More precisely [βl|γl = 1, β−l] ∼ N(0, σ2β), which leads to the posterior conditional
distribution,
[βl | y, γl = 1, β−l, α, η] ∝ [y | β, γl = 1, α, η][βl | γl, β−l]
∼ N [µl, σ2l ],















location-specific posterior mean and variance. Following the above equations, the location-
specific posterior distribution comparing (γl, βl) = (0, 0) to (1, β∗) is p{(γl = 1, βl = β∗) |
y, β−l, γ−l} = 11+g where
g =
p(y|βl = 0, β−l)p(γl = 0 | γ−l)






(Y − α− ZTη −XTβ0)T (Y − α− ZTη −XTβ0)





(β∗ − µl)2 − a+ b
∑
l′∈δl
{I(γl = 0)− I(γ = 1)}
]√
2πσ2l
Here, β0 is the coefficient image corresponding to (γl, βl) = (0, 0) while β1 is the coef-
ficient image corresponding to (γl, βl) = (1, β∗), where β∗ is sampled from the posterior
distribution [βl|y, γl = 1, β−l, α, η].
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Thus, at each image location the joint posterior distribution of the binary image and
coefficient map is a Bernoulli choice that accounts for prior information through the Ising
distribution as well as the relative impact of a zero and nonzero coefficient on the outcome
likelihood.
2.2.4 Advantages of the Ising prior
The Ising prior has some important properties that are useful for conducting computa-
tions. Most importantly, the Ising distribution admits the single-site conditional distribution
p(γl = 1|γ−l) = 11+g where γ−l is the vector of γl′ where l









{I(γl = 0)− I(γl = 1)}
]
.
This indicates that the probability for voxel l to be predictive knowing the status of all
other voxels in the brain depends only on the status of the voxels in a defined neighborhood
of the voxel. (Here and below, we use “predictive” as shorthand for voxels with nonzero
coefficients.) It also depends on the parameters a and b. This is intuitive and extremely
helpful when one is interested in simulating from the posterior distribution of the latent
0/1 surface γ indicating whether a voxel is predictive or not. Indeed, instead of updating
the entire image at once, one needs only update it one voxel at a time. This is why the
algorithm is linear in the number of locations and remains relatively fast, even when the
number of possible predictive locations is very large. Here we consider only contiguous,
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cubic neighbourhoods, though other definitions are also possible.
2.2.5 Estimation
Our full model is
yi ∼ N(α + Ziη +Xiβ, σ2ε)
βl ∼






if γl = 1
γl ∼ Bernoulli[pl]
pl ∼ Ising[a, b]
where δ(0) is a point-mass at zero. The Ising prior controls the number of nonzero coeffi-
cients and favours contiguity of localized effects. The Bernoulli choice between zero and
nonzero coefficients at each location depends the posterior probability whether a voxel is
predictive or no. Goldsmith et al. (2013) imposed a conditional autoregressive (CAR) prior
on βl whose indicator variable γl equals 1 and used a much smaller number of predictor
voxels (30K). Here we use an exchangeable prior on the size of effects at those locations
that are found to be associated with the outcome.
We implement a single-site Gibbs sampler to generate iterates from the posterior distri-
bution of (γ, β). At the tth step, we proceed through the following steps for each location
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l ∈ {1, 2, ..., L}:
1. Calculate µl, σ2l from β
(t)
−l
2. Generate β1l ∼ N(µl, σ2l )
3. Calculate the posterior probability g from β(t)−l and β
1
4. Generate γ(t+1)l ∼Bern(g)








The parameters a, b, σ2ε and σ
2
β control the estimation of the coefficient map and are re-
ferred to as tuning parameters. Here σ2ε determines the impact of the change in the outcome
likelihood on the overall probability whether a voxel is predictive or not. Similarly, in the
posterior distribution of predictive regression coefficients, the parameter σ2β is important in
determining the posterior mean and variance. Finally, a controls the overall sparsity, while
b determines the overall degree of smoothness among the γ parameters.
To select these tuning parameters we use five-fold cross validation. Our data are divided
into five randomly selected groups. Each time, we obtain the training model from four
groups and calculate the prediction error from the rest group. The procedure is repeated 5
times and the average of the prediction errors is calculated; the tuning parameters estimators
(a, b, σ2ε , σ
2
β) minimize this average prediction error.
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The model provides an excellent exploratory and sensitivity analysis tool where results
can be inspected by simply changing the tuning parameters. We find this multi-resolution
approach to be very helpful in the context when one is interested in further exploring results
beyond simply using the cross validated values. Such an exploratory analysis could be
based on modifications of the estimated tuning parameters.
2.2.7 DTI study
As discussed in the Introduction, our motivating application is to investigate the rela-
tionship between cognitive disability in multiple sclerosis patients and their diffusion tensor
images. Multiple sclerosis is an immune-mediated disease that affects the brain and spinal
cord (central nervous system). It results in damage to the myelin sheath, the protective
covering that surrounds axons in white matter. Damage caused by MS can disrupt the
transmission of signals in affected tracts.
Study participants with MS were recruited from an outpatient neurology clinic and
healthy volunteers from the community. All disability scores were measured within 30 days
of the MRI scan. Prior to MRI scanning and disability testing, all participants gave signed,
informed consent. All procedures were approved by the NIH review board (Goldsmith
et al., 2011).
We used the Paced Auditory Serial Addition Test (PASAT) as a proxy measurement for
cognitive disability. This score assesses mental capacity, rate of information processing and
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sustained and divided attention. The range of PASAT is from 0 to 60, with higher scores
indicating better cognition ability (Fischer et al., 1999).
All DTI scans were performed on a 3T scanner (Intera; Philips, Best, The Netherlands)
over a 4.6 year period, using the body coil for transmission and either a 6-channel head
coil or the 8 head elements of a 16-channel neurovascular coil for reception (both coils
are made by Philips). Each session included two sequential DTI scans using a conventional
spin-echo sequence and a single-shot EPI readout. Whole-brain data were acquired in nom-
inal 2.2 mm isotropic voxels and with the following parameters: TE, 69 ms; TR, automat-
ically calculated (“shortest”); slices, 60 or 70; parallel imaging factor, 2.5; non-collinear
diffusion directions, 32 (Philips “overplus high” scheme); high b-value, 700 s/mm2; low
b-value (“b0”), approximately 33 s/mm2; repetitions, 2; reconstructed in-plane resolution,
0.82×0.82 mm. A 3D gradient-echo magnetization-transfer sequence was performed with
segmented EPI readout (nominal acquired resolution, 1.5× 1.5× 2.2 mm; TE, 15 ms; TR,
64 ms; parallel imaging factor, 2; EPI factor, 7; magnetization-transfer pulse, sinc-shaped,
1.5 kHz off-resonance; repetitions, 3); the resulting images were rigidly registered to the
DTI scan before calculation of MTR maps (defined as 1 minus the voxel-wise ratio of data
from this sequence to those obtained using the same sequence without the magnetization-
transfer pulse). Prior to analysis, data were adjusted to account for changes in average
tract-specific MRI indices that resulted from scanner upgrades,by a procedure previously
described by Harrison et al. (2011).
Here we focus on fractional anisotropy (FA) (Cercignani et al., 2001; Hasan et al.,
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2005). The diffusion-weighted scans were processed using CATNAP (Landman et al.,
2007) to create maps of FA. The whole-brain FAs were calculated by slice-wise averaging
of all diffusion-weighted images, removal of the low-intensity voxels that are characteris-
tic of extracerebral tissues on these images, and final removal of voxels with MD > 1.7
µm2/ms to exclude cerebrospinal fluid (Ozturk et al., 2010). The resulting brain mask was
applied to all DTI maps.
In summary, our study consists of data from 135 MS patients. Each has one PASAT
score and one FA image with dimension 61 × 125 × 26, registered to ensure major struc-
tures (e.g., the corpus callosum) are aligned across subjects.
No. of participants (% women) 135 (35%)
Mean age, years (SD; range) 44 (12; 20-69)
Mean PASAT (SD) 44 (13)
Table 2.1: MS patient characteristics. Disability data were obtained within 30 days of the
MRI scan.
2.3 Results
After choosing the tuning parameters a, b, σ2ε , σ
2
β by cross-validation, we run the image
regression model through the Gibbs sampling algorithm. We use a chain of length 500 and
discard the first 100 samples as burn-in. All the regression coefficients and latent binary
indicators are initialized at 0.
Figure 2.3 shows the overall distribution of estimated regression coefficients in β and
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Figure 2.3: Histogram of the estimated coefficients with tuning parameter values a =
−3, b = 6, σ2ε = 1.22, σ2β = 0.05, which were chosen by five-fold cross-validation. The
middle bar refers to coefficients whose magnitude lies below a threshold of 0.01. The
blue bars denote the coefficients which are less than -0.01 while the red ones denote the
coefficients that are larger than 0.01.
Figure 2.4 shows the estimated coefficients overlaid on an anatomical reference from Slice
7 to Slice 22. The first thing to notice is that most of coefficients are zero (426 of the 197842
voxels had βl 6= 0), due to sparsity-inducing effect of the Ising prior. Figure 2.3 indicates
that the number of coefficients with positive coefficient estimates (red lines) is larger than
the number of negative estimates (blue lines). Thus, in most of the predictive voxels, lower
FA values correspond to lower PASAT scores. This agrees with the scientific hypothesis
that degradation of white matter is associated with diminished cognitive ability. Moreover,
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Figure 2.4: The estimated coefficient images from Slice 7 to Slice 22. The estimation
is overlaid on one single subject’s FA scan image for anatomical reference. The tuning
parameters are selected via cross validation, a = −3, b = 6, σ2ε = 1.22, σ2β = 0.05. Positive
coefficients are shown in red, while blue denotes negative coefficients. The estimated mean
square prediction error is 146.43 and the proportion of variance explained for predicted data
is 22.00%.
in Figure 2.4 the “visible” predictive regions, though extremely sparse, are located in the
corpus callosum — the largest white matter structure in the brain, which has been related
to cognitive ability (Ozturk et al., 2010).
Up to this point, we have used cross-validation to select tuning parameters and have
provided estimated coefficient images that satisfy the sparsity and spatial continuity as-
sumptions. However, one might be interested in exploring results as one moves away from
the optimal cross-validated values of parameters. In fact, only 426 out of 198250 voxels
have nonzero coefficients, probably because data are noisy and cross validation heavily
penalizes coefficients. This helps prediction performance but may be too restrictive when
one is interested in exploratory data analysis and hypothesis generation. For exploratory
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purposes, one may be interested in obtaining less conservative coefficient images.
Figure 2.5: The estimated coefficient images from Slice 7 to Slice 22 using tuning parame-
ters a = −2, b = 0.5, σ2ε = 1, σ2β = 0.03. The estimation is overlaid on one single subject’s
FA scan image for anatomical reference. The estimated mean square prediction error is
150.25 and the proportion of variance explained for predicted data is 20.34%.
Figures 2.5 and 2.6 present the coefficient images that result from two other combina-
tions of tuning parameters. Starting from the cross-validation setting (Figure 2.4), we select
the tuning parameters (i.e. increase a, decrease b, decrease σ2β and decrease σ
2
ε ) so that the
estimation becomes less conservative. While a higher number of predictive regions are re-
vealed from Figure 2.4 to Figure 2.6, the prediction power of the corresponding models is
decreased. Table 2.2 shows the estimated mean of squares of prediction errors and the pro-
portion of variance explained for predicted data corresponding to Figures 2.4 through 2.6.
From this we can see that a range of coefficient images can provide similar results in terms
of prediction power, and the choice of final model depends on both prediction accuracy and
interpretation of the final result.
Figure 2.7 presents profile cross-validation plots to investigate the effect of each tuning
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Figure 2.6: The estimated coefficient images from Slice 7 to Slice 22 using tuning param-
eters a = −1, b = 0.5, σ2ε = 0.775, σ2β = 0.05. The estimation is overlaid on one single
subject’s FA scan image for anatomical reference. The estimated mean square prediction
error is 164.6 and the proportion of variance explained for predicted data is 19.22%.
Figure σ2ε a b σ
2
β MSE PVE
2.4 1.22 -3 6 0.05 146.43054 0.22000
2.5 1 -2 0.5 0.03 150.25746 0.20341
2.6 0.775 -1 0.5 0.05 164.60563 0.19220
Table 2.2: Prediction performance of the tuning parameter combinations for Figures 2.4–
2.6 . The last two columns refer to mean square prediction error and proportion of variance
explained.
parameter on the performance of the model. In each of the four panels, three of the tuning
parameters are fixed at the optimal values chosen by cross-validation while the remaining
tuning parameter varies in the x-axis. As shown in the figure, tuning parameters a, b have
relatively small influence on the prediction performance. Thus, the empirical choice of
those two parameters can be more flexible. Also, as σ2β increases, the proportion of vari-
ance explained in left-out data drops dramatically, which indicates the shrinkage of β’s is
necessary.
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Figure 2.7: Profile cross validation plot: in each panels, three of the tuning parameters are
fixed at the values chosen by cross-validation while the remaining tuning parameter varies
in the x-axis. The y-axis is the proportion of variance explained in the left-out data.
Balancing between prediction accuracy and result interpretation, in Figure 2.5, we
choose a = −2, b = 0.5, σ2ε = 1, σ2β = 0.03 as tuning parameters. In the estimated
coefficient image, 41455 out of 198250 voxels have nonzero coefficients. Although signifi-
cant effects tend to be located in the anterior region in the left side comparing to a scattered
pattern in the right side, the coefficients on both sides maintain spatial contiguity. Most
positive coefficients are located in the corpus callosum, which indicates that cognitive abil-
ity may be positively associated with integrity of the white matter in that region. We also
found negative coefficients outside corpus callosum (e.g., in the posterior right region of
Slice 21). This might be due to the undersmoothed estimation caused by a small b value,
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though further investigation is necessary. Several predictive regions (marked with a green
circle) are located on the edge of the white matter, possibly due to registration error. In the
future, we may apply the registration technique adopted in Tract-Based Spatial Statistics
(TBSS) (Smith et al., 2006). A scalar-on-image regression model can then be fitted in the
“mean FA skeleton” space.
For comparison, we performed voxel-wise regressions, with PASAT score regressed on
the FA values for each voxel in 198250 separate linear regressions. (Note that in standard
mass-univariate regression, the roles of PASAT and FA would be reversed.) In Figure 2.8,
we plot the uncorrected p-values of the slope coefficients from Slice 7 to Slice 22. Most
voxels with small p-values are located in the corpus callosum. Moreover, the regions with
small p-values in the voxel-wise regression tend to have large coefficients in our scalar-on-
image regression.
Comparing the results in Figure 2.5 with Figure 2.8, the voxels with small p-values in
Figure 2.8 spread symmetrically to the left and right part of the brain while our method
shows an asymmetric pattern of predictive coefficients. For example, in Slice 18 there are
predictive coefficients located in the left anterior region while in the right part, the signifi-
cant coefficients are more evenly distributed across the corpus callosum. This difference is
caused by different assumptions imposed by the two models. In the scalar-on-image regres-
sion model, we place sparsity and spatial contiguity assumptions on the coefficient image,
incorporating spatial structure during the estimation step. For voxel-wise regression, ho-
motopic correlations are not adjusted for in the estimation, resulting in a symmetric p-value
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map.
Figure 2.8: p-value map for voxel-wise linear regression fitting from Slice 7 to Slice 22.
2.4 Discussion
We have proposed a novel linear regression approach for analyzing the relationship
between cognitive disability and white matter microstructure in three-dimensional images.
Noting the connection between penalized linear regression and Bayesian modeling, we
proposed a Bayesian regression model with a latent binary indicator. We take advantage of
an Ising prior to impose the assumption of sparsity and spatial continuity in the analysis.
A distinctive merit of our method is that the regression model can be established on any
manifold. By contrast, most scalar-on-image regression approaches (e.g. Reiss and Ogden,
2010; Reiss et al., 2015) require a regular grid. For simplicity, in our application we focused
on a rectangular region, but the method is easy to extend to any irregularly shaped region,
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including the entire brain.
We applied our model to a multiple sclerosis study. The results show most of the pre-
dictive regions are located at the corpus callosum, as expected from existing work (Barnea-
Goraly et al., 2004; Keller et al., 2007).
There are a few limitations in the presented methodology. First, if we choose the hyper-
parameters via cross-validation, the computation time is high; this can be partially allevi-
ated by parallel computing. Alternatively, a pilot cross-validation study can be done on part
of the image region and the estimated parameters can then be applied to the entire image.
Moreover, our approach is a hybrid between a Bayesian and a frequentist approach, where
the hyper-parameter and coefficient estimation proceeds in parallel. A fully Bayesian ap-
proach might provide a more integrated and philosophically satisfying alternative. Third,
we emphasize the sparsity of the coefficient image. In some analyses, one may be inter-
ested in borrowing strength from the immediate neighbours, as done via the CAR prior in
Goldsmith et al. (2013). Lastly, the predictive regions in our application did not localize
particularly well in the white matter. This may be caused by registration error, which can
be improved by TBSS in the previous session. Also, our current model only incorporates
the neighbourhood information and emphasize on the sparsity of the predictive regions. We
can also consider putting extra constraints on the coefficients to force the regions in white
matter to have higher probabilities to be predictive.
Avenues for further work include the following. (1) Instead of a continuous response
variable, we can extend our model to cope with categorical variable for classification prob-
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lem. A Metropolis-Hastings algorithm will be implemented to sample from the conditional
posterior distribution during Gibbs sampling. (2) We will develop inferential tools for sta-
tistical testing for image regression. As an analogy to the confidence band in frequentist
inference (Reiss and Ogden, 2010), we can construct the credible interval (or Bayesian
posterior interval) from the Gibbs samples. (3) In terms of application, we may consider
extending the analysis to the entire brain or using other DTI measures. It is also simple to
extend our method to single-subject fMRI data. For multiple-subject fMRI data, one possi-
ble solution is to incorporate a spatio-temporal process into the prior of the scalar-on-image
regression model (Woolrich et al., 2004).
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Abstract
Many modern neuroimaging studies acquire large spatial images of the brain observed se-
quentially over time. Such data are often stored in the forms of matrices. To model these
matrix-variate data we introduce a class of separable processes using explicit latent process
modeling. To account for the size and two-way structure of the data, we extend principal
component analysis to achieve dimensionality reduction at the individual level. We intro-
duce necessary identifiability conditions for each model and develop scalable estimation
procedures. The method is motivated by and applied to a functional magnetic resonance
imaging study designed to analyze the relationship between pain and brain activity.
keywords: fMRI, latent process modeling, matrix-variate, principal component
analysis, separability
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3.1 Introduction
Blood-oxygen-level dependent functional magnetic resonance imaging (BOLD fMRI)
measures brain activity by detecting changes in blood oxygenation and blood flow related to
neuronal activity (Huettel et al., 2004), thereby providing researchers with means to study
human brain function in vivo. During a standard fMRI experiment, several hundred brain
images (each comprising measurements at roughly 100,000 volume units, or voxels) are
acquired while the subject performs a sequence of tasks. Changes in the measured signal
between images are then used to make inferences regarding possible task-related activations
in the brain. Over the past two decades, fMRI has been used to successfully localize regions
of the brain activated by a task, determine distributed networks that correspond to brain
function, and make predictions about psychological or disease states (Lindquist, 2008).
Standard fMRI data exhibit a complicated two-way (spatial and temporal) structure with a
relatively weak signal. Hence, data are not only massive in scale but also highly complex.
The methodological developments presented here were motivated by an fMRI study
of thermal pain performed on 20 subjects (Lindquist, 2012). Each subject was scanned
while subjected to a series of pain trials, consisting of thermal stimulations to the left volar
forearm. The number of trials for each subject varied from 45 to 52, with a total of 940 trials
for the 20 subjects. For each trial, one of two levels of thermal simulation was randomly
assigned: temperature was calibrated to be either painful (hot) or non-painful (warm) using
a pain calibration task performed prior to scanning. Each trial lasted 46 seconds. Following
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an 18-second interval consisting of thermal stimulation, a fixation cross was presented
for a 14-second interval at the end of which the words “How painful?” appeared on a
screen. After a few seconds of contemplation, the participant rated the overall pain intensity
between 100 and 550, where larger values indicate more pain. Figure 3.1 illustrates the
stimulation design for a single trial. Prior to analysis, data were extracted from 21 different
classic pain-responsive brain regions. For each 46 second trial, measurements were made
every 2 seconds resulting in 23 sampling points. Thus, the data we consider in this study
consist of 21 locations, observed over 940 trials, each consisting of a time series of length
23 (corresponding to 46 seconds of brain activation). We denote the observed fMRI data
for each trial i ∈ {1, 2, ..., 940} as Yi(s, t) where s ∈ {1, 2, ..., 21} and t ∈ {1, 2, ..., 23}
are the indexes for the spatial and temporal domains respectively. These data have a natural
two-way space-time structure. In Figure 3.2 we display the fMRI data for two randomly
selected trials from the first three subjects. In each panel, the x-axis represents time from
0 (start of thermal stimulation) to 46 seconds (end of pain rating) and the y-axis represents
the BOLD fMRI signal from the 21 different classic pain-responsive brain regions indexed
from 1 to 21 (see Table S.1 in Supplementary Materials). There was no known a-priori
spatial correlation between these regions. The fMRI intensity is color-coded from dark red
(low intensity values) to light yellow (high intensity values). One of the primary goals of
this study is to detect fMRI patterns that may correspond to pain stimuli.
One possible first step, which is the focus of this paper, is to do principal component
analysis (PCA) for matrix-type data. The reason we focus on PCA is that it is a first-
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Figure 3.1: The stimulation design for a single trial during a 46-second time course.
Figure 3.2: fMRI intensity measurements over 21 locations × 23 time points over two
subjects.
line approach for pattern capturing and dimensionality reduction and is also widely used
in fMRI studies. Ror example, when performing independent component analysis (ICA),
one often starts with a time-domain PCA (PCA of the time series) as a preprocessing step
to reduce the dimensionality and mitigate the effects of noise (Hyvärinen and Oja, 2000;
Calhoun et al., 2001). Moreover, several authors (e.g. Viviani et al., 2005; Lindquist, 2008)
have advocated the use of PCA as a data-driven approach to characterize patterns in the
data.
There are three major approaches for using PCA directly in the analysis of fMRI data.
In the first and second approaches, one could simply stack scans along one domain (time or
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location) and conduct a temporal or spatial PCA along the other domain. For example, spa-
tial stacking could be achieved by simply vectorizing the data for every location. For region
s, this would result in the vector [Y1(s, 1), Y1(s, 2), ..., Y1(s, 23), Y2(s, 1), ..., Y940(s, 23)].
This vector can then be row stacked resulting in a 21 by 21620 dimensional matrix. A
PCA on the columns of this matrix is typically referred to as a spatial PCA and produces
eigenimages. A similar stacking can be done to produce temporal PCA. The third ap-
proach is the population value decomposition (PVD) proposed by Caffo et al. (2010) and
Crainiceanu et al. (2011). PVD uses a two-stage singular value decomposition (SVD) to ex-
tract population-level principal components along each dimension. The first-stage SVD is
implemented on each Yi(s, t) and the second stage SVD is implemented on derived eigen-
vectors from the previous step.
What we propose here is related to these approaches, but is fundamentally different
because we explicitly model row space and column space separately. More specifically, we
incorporate the two-way structure of fMRI data into PCA by explicit modeling using latent
processes under specific separability assumptions. The main contributions of this paper are
as follows. First, by introducing explicit separability assumptions, the dimensionality of the
covariance matrix will be substantially reduced. Indeed, PCA on concatenated data would
require diagonalizing S2 × T 2-dimensional matrices whereas PCA of separable process
would be of dimension S2 + T 2, where S and T are the numbers of rows and columns for
each observed matrix, respectively. In our fMRI study, S2×T 2 = 233, 289 and S2 +T 2 =
970. Second, the induced two-way PCA will provide an explicit decomposition of the data
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according to the separability assumptions. This, coupled with a linear mixed-effect model
(LMM) will allow for future model building for longitudinal or hierarchical data. Third,
three different types of separable models (additive, multiplicative and hybrid) are proposed,
which will be useful under different scenarios. Fourth, fast method-of-moments based
algorithms are derived and the identifiability conditions for each model will be carefully
studied.
Two-way matrix modeling is a highly active research area. Recently, Allen et al. (2014)
introduced a two-way SVD for matrices to account for possibly correlated residuals. The
correlation structure of the residuals was accounted for by using a separability assumption
on the residuals. In contrast, we impose separability on the signal part of the model. This is
achieved by explicit modeling of the scan-specific latent processes. This allows our model
to be easily generalized to more complex data that may include multi-level and longitudinal
designs as well as non-continuous outcomes. There are many developments in the area
of regularized PCA for matrix data and two-way functional data (Allen, 2013b; Huang
et al., 2008; Witten et al., 2009; Lee et al., 2010; Huang et al., 2009). The focus of our
paper is not on regularization, although regularization could be used before our methods
are implemented; see, for example, the sandwich smoother for very large matrices (Xiao
et al., 2013). Another area of research is concerned with scalar-on-matrix regression (Zhou
and Li, 2014; Zhou et al., 2013). These approaches are different from ours because they
focus on regression, whereas we are concerned with discovery of patterns in population
level of matrices independent of the outcomes. Spencer et al. (2001) and Dien et al. (2003)
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proposed a two-stage PCA, which perform a spatial PCA and a temporal PCA sequentially
while our method estimates the principal components from the two domains simultaneously
under explicit model separability assumptions.
The rest of the paper is organized as follows. In Section 3.2, we introduce three models
based on different separability assumptions. We discuss their corresponding identifiability
conditions and derive their covariance structures. In Section 3.3, we propose the estimation
algorithm for the two-way PCA. In Section 3.4, we extend our method to data with white-
noise. Section 3.5 provides a simulation study while Section 3.6 provides extensive results
for the analysis on the fMRI pain study. We conclude the paper with a discussion of poten-
tial future research in Section 3.7. All technical proofs are delegated to the Supplementary
Materials.
3.2 Separable models for two-way matrix data
In this paper, “separability” refers to the property that the variability of observed matri-
ces can be divided into row-specific and column-specific components. We introduce three
different types of separability: additive, multiplicative and hybrid.
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3.2.1 Separable additive model
The separable additive model is
Yi(s, t) = µ(s, t) + Ci + Ui(s) + Vi(t), (3.1)
where letters s and t denote the indices for rows and columns in the matrix. In model
(3.1), the observed matrix outcome Yi(s, t) is decomposed as a linear sum of a deterministic
mean matrix, µ(s, t), a scan-specific and row-column invariant random deviation Ci, a row-
specific random variable Ui(s) and a column-specific random variable Vi(t). The random
variables Ci are assumed to be i.i.d. (independently and identically distributed) with mean
zero and variance VC while Ui(s) and Vi(t) are assumed to be i.i.d. with mean zero and
covariances ΣU(s, s′) = E{Ui(s)Ui(s′)} and ΣV (t, t′) = E{Vi(t)Vi(t′)}, respectively.
The additive representation of Yi(s, t) is not unique: adding a constant to Ui(s) and
subtracting the same constant from Vi(t) will not change their sum. The following result
provides necessary identifiability conditions for model (3.1).
Theorem 1. Consider the separable additive model (3.1) and assume that the following
conditions are satisfied for all s and t.
A.1 Ci, Ui(s) and Vi(t) have finite second moments.
A.2 E{Ci} = E{Ui(s)} = E{Vi(t)} = 0.
A.3 (Separability) Ci, Ui(s) and Vi(t) are mutually uncorrelated.
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Cov{Vi(t1), Vi(t2)} = 0.
Then the second order moments of Ci, Ui(s) and Vi(t) are identifiable. Moreover, if
[Ci, Ui(s), Vi(t)] is jointly normal, the distributions of Ci, Ui(s) and Vi(t) are also iden-
tifiable.
Supplementary Materials S.2 provides the proof of this theorem. While assumptions
A.1 through A.3 are relatively standard, assumption A.4 is less so. The intuition for as-
sumption A.4 is that all row- and column-invariant variability in the data is captured by the
random effect Ci. Assumption A.4 can be shown to imply that all the eigenvectors of Ui(s)
and Vi(t) are orthogonal to the constant.
3.2.2 Separable multiplicative model
A different way to introduce separability is via the multiplicative model
Yi(s, t) = µ(s, t) + Ui(s)Vi(t). (3.2)
Assuming Ui(s) and Vi(t) are uncorrelated, the covariance matrix of Y evaluated at all s’s
and t’s can be written as the Kronecker product ΣY = ΣU ⊗ ΣV , where ΣU and ΣV are
the covariance matrices for U(s) and V (t).
Kronecker product covariance structures have been used extensively for dimension re-
duction when modeling spatio-temporal processes (Cressie, 1993; Genton, 2007). How-
42
CHAPTER 3. TWO-WAY PCA FOR MATRIX-VARIATE DATA
ever, the meaning of “separability” in this section is fundamentally different from the one
conventionally used in spatio-temporal statistics. First, our definition of separability is ex-
plicit and provides a platform for generalization that can be applied to the additive and
hybrid separability. Second, our approaches apply to samples of spatio-temporal matrices,
whereas the current spatio-temporal process literature is typically applied to one realiza-
tion of the process. Thus, identifiability problems and solutions are quite different. Third,
in the spatio-temporal statistical literature, separability is used directly on the covariance
matrix, while in our case the separability is induced by modeling the latent row-specific
and column-specific processes. Our model (3.2) implies the separable covariance struc-
ture, though a Kronecker-product covariance structure for the observed process does not
imply the modeling structure in model (3.2).
Multiplicative separable models are non-identifiable as Ui(s)Vi(t) = {aUi(s)}{ 1aVi(t)}
for any positive constant a. Therefore, in addition to the standard assumptions we add the
following constraint on the latent spatial process Ui(s): Var{Ui(0)} = 1. In Supplementary
Materials S.3, we present the complete list of identifiability conditions in Theorem 2 and
its proof.
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3.2.3 Separable hybrid model
Our third model is a combination of the separable additive and multiplicative models:
Yi(s, t) = µ(s, t) + Ci + U1i(s) + V1i(t) + U2i(s)V2i(t). (3.3)
As in models (3.1) and (3.2), Ci is the row-column invariant component, Ui1(s) is the
column-invariant component, Vi1(t) is the row-invariant component, and Ui2(s)Vi2(t) is the
first-order interaction between row and column spaces. To ensure identifiability, we assume
that Ci is uncorrelated with U1i(s), V1i(t), U2i(s) and V2i(t) and all row-specific processes
are uncorrelated with the column-specific processes. However, zero correlation among
the row-specific as well as the column-specific processes is not required. The detailed
identifiability conditions (Theorem 3) can be found in Supplementary Materials S.4.
Model (3.3) is formally similar to the additive main effects and multiplicative interac-
tions (AMMI) model (Gauch, 1988), but there are several differences: (a) As in traditional
spatio-temporal statistics, the AMMI model is often used for a single matrix whereas our
model focuses on population level analysis. (b) The AMMI model aims to estimate the
separable processes themselves while our model is focusing on the covariance structure.
Introducing latent separable processes is a middle step between real data and PCA, which
makes PCA result more interpretable. c) The AMMI model was first introduced as a fixed
effect model while ours treats the latent processes as random effects. Smith et al. (2001)
extended the AMMI model to have a random multiplicative interaction. However, the co-
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variance structure induced is still restricted.
We summarize our three separable models in Table 3.1. In the last column of the table,
the total variability of the original process is decomposed into component-specific varia-
tions, where JT and JS are matrices of dimension T × T and S × S with all elements
equal to 1. In Supplementary Materials S.5, we derive the covariance decomposition for
the hybrid model.
Separability Model Covariance Structure
Additive
Yi(s, t) = µ(s, t) + Ci ΣY = VCJS ⊗ JT + ΣU ⊗ JT
+Ui(s) + Vi(t) +JS ⊗ΣV
Multiplicative Yi(s, t) = µ(s, t) + Ui(s)Vi(t) ΣY = ΣU ⊗ΣV
Hybrid
Yi(s, t) = µ(s, t) + Ci + U1i(s) ΣY = VCJS ⊗ JT + ΣU1 ⊗ JT
+V1i(t) + U2i(s)V2i(t) +JS ⊗ΣV1 + ΣU2 ⊗ΣV2
Table 3.1: Three types of separable spatio-temporal models.
3.3 Separable two-way matrix-variate PCA
Our interest centers on obtaining PCA decompositions of the covariance matrices for
the latent processes in models (3.1), (3.2) and (3.3). The idea is that PCA could strongly
reduce the complexity of modeling by identifying only the main directions of variation in
row and column spaces. There are three drawbacks to performing brute force PCA directly
on the original matrix Yi(s, t): 1) it is often difficult to visualize and interpret each principal
component as each PC is a two-way matrix; 2) obtaining two-way PCs is computationally
intensive due to the large dimensionality of the matrix; and 3) calculating the principal
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components will not benefit from the known underlying two-way structure, which could
result in unnecessarily complex decompositions.
In the next sections, we introduce PCA methods which account for specific separability
assumptions.
3.3.1 Eigenvectors and eigenvalues
In this section we consider estimation of eigenvectors and eigenvalues. For simplicity
we discuss only the hybrid model (3.3); analogous, but simpler, approaches can easily be
derived for (3.1) and (3.2). Consider model (3.3)
Yi(s, t) = µ(s, t) + Ci + U1i(s) + V1i(t) + U2i(s)V2i(t).
Using Karhunen-Loève transforms (KLT) (Bosq, 2000) for vectors U1i(s), V1i(t) and























Here the principal scores ξUjik , η
Vj
ik are sequences of real zero-mean random variables such
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(t) = δk1,k2 .
Plugging the series in the original hybrid model, we obtain






















We make the following assumptions:
a. U1i(s), V1i(t), U2i(s) and V2i(t) have mean zero and finite second moments.
b. Ci is uncorrelated with U1i(s), V1i(t), U2i(s) and V2i(t).
c. The row-specific vectors U1i(s), U2i(s) are uncorrelated with the column-specific
vectors V1i(s), V2i(s).
Assumption a. is the condition for KLT. Assumptions b. and c. are the identifiability con-
ditions H.3, H.4 and H.5 for the hybird model and provided in Supplementary Materials
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S.4. Assumption c. guarantees that the row space (i.e. U1i(s), U2i(s)) is separable from the
column space (i.e. V1i(t), V2i(t)).
3.3.2 Model estimation
We focus first on estimating the eigenvalues and eigenvectors in the hybrid separa-
ble model under assumptions a.– c. Let ΣY (s1, s2, t1, t2) = Cov {Yi(s1, t1), Yi(s2, t2)}
be the overall covariance, and ΣUj(s1, s2) = Cov {Uji(s1), Uji(s2)} and ΣVj(t1, t2) =
Cov {Vji(t1), Vji(t2)} be the covariance matrices for the row-specific and column-specific
processes, respectively. From Table 3.1 and Equation (3.4), if follows that


































Our general procedure consists of following 4 steps.
Step 1. estimate the mean and covariance µ̂(s, t), Σ̂Uj(s1, s2) and Σ̂Vj(t1, t2) using the
method of moments.
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Step 4. estimate the principal scores.
In Step 1, we start by subtracting an estimator of the mean µ(s, t). In this paper, we use
the empirical average. By essentially the same arguments invoked in the classical case of
an unstructured covariance matrix (see e.g. Anderson (2003), Section 3.2), it can be shown
that for any fixed positive definite VCJS ⊗ JT + ΣU1 ⊗ JT + JS ⊗ΣV1 + ΣU2 ⊗ΣV2 , the
empirical mean is the maximum likelihood estimate if normality is assumed. For simplicity,




Yi(s1, t1) Yi(s1, t2) ... Yi(s1, tT )
Yi(s2, t1) Yi(s2, t2) ... Yi(s2, tT )
... ... ... ...
Yi(sS, t1) Yi(sS, t2) ... Yi(sS, tT )

where i = 1, 2, ..., N . Similarly, we define U1i,U2i,V1i and V2i to be the vectors of
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The following equalities hold:
E[1S
TYi1T1T
TYTi 1S] = S
2T 2VC
E[Yi1T1T
TYT ] = T 2VC1S1S






i ] = TVC1S1S
T + TΣU1 + trace(ΣV1)1S1S
T + trace(ΣV2)ΣU2
E[YTi Yi] = SVC1S1S
T + trace(ΣU1)1T1T
T + SΣV1 + trace(ΣU2)ΣV2



















































YTi Yi − SV̂C1T1TT − trace(Σ̂U1)1T1TT − SΣ̂V1
}
where D̂ is the normalizing constant to ensure identifiability condition H.8.
In the traditional PCA literature (Jolliffe, 2002), estimation often involves calculating
the empirical estimate of the overall covariance function ΣY (s1, s2, t1, t2), which requires
storing of O(S2 × T 2) parameters. When S or T is large, this population level estimate is
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not computationally feasible. Instead, by taking advantage of separability, one requires the
storage of only O(S2 + T 2) parameters.
Once Step 1 is implemented, Steps 2 and 3 are routine. In Step 4, we are using pro-
jection methods to estimate the scores. It remains unclear how to estimate the individual
scores ξU2ik and η
V2
ik . In this paper we focus on estimating the products ξ
U2
ik1
ηV2ik2 , which is a
much simpler problem. All computational details can be found in Supplementary Materials
S.6.
Choosing the number of principal components is an important practical problem with-
out a theoretically satisfactory solution. Two practical alternatives are to use cross valida-
tion (Rice and Silverman, 1991) or Akaike Information Criterion (Akaike, 1974; Yao et al.,
2005). One might choose an even simpler method for estimating the number of components
based on the estimated explained variance; this approach has been used extensively in prac-
tice and seems to be the most prevalent approach. More precisely, let P be a threshold and
define
NU1 = min{k : ρU1k ≥ P}








S ). In our analysis we used P = 0.8. We used
a similar method for choosing the number of components for U2(s), V1(t), V2(t). These
choices were slightly conservative, but worked well in our simulations and application.
However, the threshold should be carefully tuned in particular applications.
A novel aspect of our approach is that it allows us to assess the relative variability ex-
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plained by the row-specific process versus the column-specific process. For example, in the










































Similarly, we can define the proportion of variability explained by the additive component











































3.4 Two-way matrix data with white noise
So far we have assumed that data are measured without noise or that the noise can be
absorbed into one of the latent processes. However, the methods can easily be extended
to data contaminated by white noise εi(s, t) ∼ N(0, σ2ε) by defining a the new symmetric
covariance matrix Σ̃Y such that Σ̃Y (s1, s2, t1, t2) = ΣY (s1, s2, t1, t2) + σ2εδs1s2δt1t2 .
We start with smoothness assumptions to ensure the identifiability of the noisy version
of models (3.1), (3.2) and (3.3), i.e. the covariance matrix of either row-specific processes
52
CHAPTER 3. TWO-WAY PCA FOR MATRIX-VARIATE DATA
or column-specific processes are smooth bivariate functions. Table 3.2 shows the specific
additional assumption for each theorem. In our study, the assumption is plausible because
the signals are recorded in a continuous time domain, which induces smoothness in the
column space.
Theorem Extra assumption Assumption statement
Theorem 1 A.5
Cov{Ui(s1), Ui(s2)} or Cov{Vi(t1), Vi(t2)} is
a smooth bivariate function.
Theorem 2 M.6 Cov{Vi(t1), Vi(t2)} is a smooth bivariate function.
Theorem 3 H.10
Cov{U1i(s1), U1i(s2)} or Cov{V1i(t1), V1i(t2)}
is a smooth bivariate function.
Table 3.2: Additional assumption for models with white noise to ensure identifiability of
models (3.1), (3.2) and (3.3), respectively.
We can then apply off-diagonal smoothing (Staniswalis and Lee, 1998; Greven et al.,




T + S2ΣV1 + Sσ
2
εIT.






TYi, we obtain an estimate of σ2ε .
In practice the off-diagonal smoothing method sometimes overestimates the noise vari-
ance, especially when the signal-to-noise ratio is low. This may cause the estimated covari-
ance matrix to have negative eigenvalues. One alternative is to set the upper bound for the
estimated noise variance by identifying the smallest eigenvalue of the original covariance
matrix. More precisely, the eigenvalues of the covariance matrix Σ̃U or Σ̃V with noise can
be decomposed as the eigenvalues of the noise free ΣU or ΣV and the constant variance of
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the white noise. By looking at the smallest eigenvalue of the estimated covariance matrix
(where the non-noise portion is small), we can provide the upper bound for the variance
of the white noise. To the best of our knowledge, this is a new technique, which stabilizes
the noise error variance estimators and improves on the original method of Staniswalis and
Lee (1998).
Similar estimation techniques can be applied to models (3.1) and (3.2). In practice, if
σ2ε/S or σ
2
ε/T is small, relative to VC + ΣV (t, t
′) or VC + ΣU(s, s′), we may simply ignore
the noise term (that is, setting σ2ε = 0). This is because 1) the off-diagonal smoothing is not
sensitive enough to separate the noise term; 2) the bias for ΣU(s, s′) or ΣV (t, t′) is at most
σ2ε/S or σ
2
ε/T , which are typically negligible due to the large S or T in high-dimensional
cases.
3.5 Simulation
To better understand the performance of the proposed two-way PCA in practice, we
conduct simulation studies for the additive model (3.1), multiplicative model (3.2) and
hybrid model (3.3).
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We generated data from the model



























+ εi(s, t), s ∈ S, t ∈ T
Ci ∼ N(0, σ2C), ξik1 ∼ N(0, λ
U1
k1
), ξik2 ∼ N(0, λU2k2 )
ηik′1 ∼ N(0, λ
V1
k′1
), ηik′2 ∼ N(0, λ
V2
k′2
), εi(s, t) ∼ N(0, σ2ε)
where φU1k1 (s), ψ
V1
k′1
(t), φU2k2 (s) and ψ
V2
k′2




and ηV2ik′2 are the
PC scores, KU1 , KV1 , KU2 and KV2 are the number of components, grids S = {1/30, 2/30,
..., 1}, T = {1/20, 2/20, ..., 1} and N is the sample size.
We set KU1 = 4, KV1 = 3, KU2 = KV2 = 0 for the additive model, KU1 = KV1 = 0,
KU2 = 4, KV2 = 3 for the multiplicative model and KU1 = 4, KV1 = 3, KU2 = KV2 = 2




and ηV2ik′2 and white
noise εi(s, t) independently, where σ2C is fixed at 1. The values of λ
W




while σε is selected to match different levels of the signal-to-noise. Our simulation ex-
periment varies two parameters: the sample size, N , and the signal-to-noise ratio, σ2y/σ
2
ε .
Supplementary Materials S.7 provides details of the design, including the definitions of
the eigenvectors. For each parameter setting, we performed 100 replications. Figure 3.3
compares the estimated PCs for the hybrid model with the true eigenvectors, and shows the
accurate performance of our method. Estimation accuracy can be quantified by the mean







, where f(x) and f̂(x) are the true and es-
timated principal components and nx is the size of the grid of xi’s. MSEs for hybrid model
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are summarized in Table 3.3. Detailed simulation results for additive and multiplicative
σ2ε/σ
2
y 0 0.1 1 10 100
φU11 0.0070 0.0065 0.0070 0.0143 0.2210
φU12 0.0134 0.0115 0.0130 0.0327 0.7761
φU13 0.0169 0.0187 0.0222 0.0704 1.7663
φU14 0.0182 0.0187 0.0254 0.1735 1.8831
ψV11 0.0071 0.0067 0.0074 0.0141 0.1335
ψV12 0.0124 0.0122 0.0132 0.0268 0.5338
ψV13 0.0125 0.0131 0.0146 0.0405 1.6790
φU21 0.0096 0.0104 0.0113 0.0183 0.8929
φU22 0.0105 0.0110 0.0124 0.0266 1.6112
ψV21 0.0104 0.0104 0.0110 0.0162 0.9476
ψV22 0.0131 0.0122 0.0130 0.0227 1.5170
Table 3.3: Average MSE of the principal components under different signal-to-noise ratio
for hybrid model.
models can be found in the supplementary materials.
3.6 Data application
We apply our proposed method to data from the fMRI study of thermal pain described
in the Introduction. For simplicity we discuss only the hybrid model results.
Our analysis included 20 subjects measured over 21 brain regions with 45–52 trials per
subject, each consisting of 23 time points. Figure 3.4 displays the estimated overall mean
fMRI signal, and the mean signal over time and space. In the left panel, the overall mean
fMRI signal is calculated as the empirical average across all subjects and all trials. The
middle panel shows the mean temporal signal, which is the simple average in the temporal
domain across all the brain regions and all trials. The upward trend in the temporal pattern
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is likely associated with the cumulative effect of the thermal pain applied at the beginning
of each trial. The right panel displays the spatial mean, which is the average across all
time points and trials. Compared to the temporal mean, the variation in the spatial mean is
relatively small.
3.6.1 Variation analysis and principal component analysis
For the temporal (column-specific) term V1i(t) in the additive component U1i(s) +
V1i(t), Table 3.4 displays the estimated eigenvalues, indicating that most of the tempo-
ral information is contained in the first 3–4 components. The first three eigenvalues explain
35%, 24% and 11% of the variation, respectively—together, over 71% of the temporal vari-
ability in the additive component. The upper-right panel of Figure 3.5 displays the first four
eigenvectors. The first principal component (black line) corresponds to activation related to
the subjects’ initial reaction to the thermal stimulus. The second principal component (red
line) peaks between 20 and 24 seconds after the start of the trial. This corresponds to the
first 4 seconds following the end of heat application and represents the response to the ther-
mal stimulation. The delayed effect is due to the delayed nature of brain hemodynamics,
which peaks roughly 6 seconds after peak neuronal activation, and is consistent with tim-
ings of other fMRI experiments (Lindquist, 2008). The fourth principal component (blue
line) has two peaks: one during the 14–18 second interval when the stimulus ended, and the
other during the 38–44 second interval, which immediately precedes reporting. Thus, this
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Spatial eigenvalues in the additive part
Component 1 2 3
eigenvalue 0.45 0.075 0.011
percent var 83.83 13.98 2.18
cum percent var 83.83 97.81 99.98
Temporal eigenvalues in the additive part
Component 1 2 3 4 5 6
eigenvalue 3.72 2.58 1.19 1.00 0.74 0.54
percent var 35.42 24.54 11.32 9.54 7.04 5.13
cum percent var 35.42 59.96 71.28 80.83 87.87 93.00
Spatial eigenvalues in the multiplicative part
Component 1 2 3 4 5
eigenvalue 0.78 0.23 0.17 0.13 0.11
percent var 49.48 14.34 10.93 8.23 7.15
cum percent var 49.48 63.82 74.76 83.00 90.14
Temporal eigenvalues in the multiplicative part
Component 1 2 3 4
eigenvalue 0.24 0.20 0.08 0.06
percent var 37.74 30.91 13.08 10.31
cum percent var 37.74 68.66 81.74 92.06
Table 3.4: Estimated eigenvalues on temporal, spatial and multiplicative term. “percent
var” stands for the percentage of variance explained by the component, and “cum percent
var” means the cumulative percentage of variance explained
component may be linked to the initial pain response (first peak) and pain recall (second
peak).
The spatial (row-specific) term U1i(s) in the additive component has even fewer direc-
tions of variation. Indeed, 99% of the variability is explained by the first three principal
components. The concentration of variability most likely reflects the larger spatial homo-
geneity among the “selected” brain regions. The upper-left panel of Figure 3.5 displays
the first three spatial components, where the x-axis indexes the brain locations. Notation of
regions in the Figure are 1 through 21, while Table S.1 in Supplementary Materials S.1 pro-
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vides the name of these regions. The first principal component loads negatively on regions
in the anterior insula (AINS), the dorsal anterior cingulate cortex (dACC) and the corpus
callosum. These are all regions that have been shown to mediate the relationship between
thermal stimuli and pain response consistently across subjects (Atlas et al., 2014). The
second principal component loads positively on the insula, thalamus and dACC, and nega-
tively on the parahippocampal gyrus (PHG) and inferior frontal gyrus (IFG). Interestingly,
in previous analyses activation in the former regions all showed a positive linear effect of
applied temperature, while the PHG showed a negative effect (Atlas et al., 2014). Finally,
the third principal component loads positively on IFG, occipital gyrus and corpus callosum
and negatively on the second somatosensory area (SII).
In the lower two panels of Figure 3.5, we display the row-specific and column-specific
principal components for the multiplicative component U2i(s)V2i(t). The leading principal
components are very similar to those in the additive component.
The proportion of variability explained by the column-specific term in the additive com-
ponent, rT , was defined in Section 3.3.1. In the thermal pain study we estimate r̂T = 0.594,
that is, 59% of variability in the thermal pain data is attributable to the temporal domain
in the additive component. We can also calculate the proportion of variability explained
by the multiplicative component, r̂M = 0.373. It indicates a portion of 37% of variability
comes from the higher order interaction.
One may be interested in formulating a statistical test on the significance of each term
in the hybrid model. For example, we can test the null hypothesis H0 : rM = 0 ver-
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sus HA : rM > 0. We used a parametric bootstrap, where we fitted the hybrid model
to the thermal pain data under H0 and kept the first three row-specific principal compo-
nents and the first six column-specific components in the additive component. Based on
the estimated model, we generated bootstrap samples and extracted eigenvalues and eigen-
functions. Based on 1000 bootstrap samples, the 95% confidence interval for rM under null
hypothesis is (0.0103, 0.0115), which does not contain r̂M = 0.373. Thus, we can reject
the null hypothesis that the multiplicative component in the hybrid model is not statisti-
cally significant. We also carried out a nonparametric bootstrap by resampling the subjects,
resulting in a 95% confidence interval for r̂M is (0.302, 0.469), which does not include 0.
3.6.2 Distribution of PC scores
One of the main goals of PCA is dimensionality reduction. For example, the high
dimensional column-specific (temporal) process in fMRI has a representation in terms of
4-dimensional vectors of scores. This low-dimensional representation can then be used in
subsequent analyses, by using scores either as covariates or outcomes.
As discussed in Section 3.3.1, we estimated the principal component scores using the
projection method (Di et al., 2009). Figure 3.6 displays the distribution of the estimated
scores for U1i(s), V1i(t) and U2i(s)V2i(t). The upper left panel shows the scatterplot of the
first and second PC scores for V1i(t). The first component explains 43.32% of the variation
and corresponds to the hemodynamic response to the initial portion of the pain stimuli.
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Note that the first component scores have a much wider range than the second component
scores, which is consistent with the much larger variability explained by the first compo-
nent. The other panel shows the first few PC scores for U1i(s), V1i(t) and U2i(s)V2i(t)
versus the stimulation setting covariate. Figure 3.6 indicates that the hot temperature set-
tings tend to have a higher second PC scores for V1i(t) (with p value less than 0.05 under a
two-sample t test).
3.6.3 Association between component scores and pain rat-
ing
In this section we analyze the association between the fMRI signal and pain rating.











bi(s, t)Xij(s, t)+Zijai+εij (3.6)
where Yij is the log pain rating for subject i at trial j, Zij is an indicator of applied tem-
perature, and Xij(s, t) is the fMRI signal for subject i at trial j. Since we can approximate
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Xij(s, t) by KLT, the equation (3.6) becomes



















































































































(t). This is a linear
mixed effect model with PC scores as the covariates.
We fit several models with different random effects, with results summarized in Table
3.5. Model 1 is a linear model with no random effect. Model 2 is a mixed effect model
with only random intercept. Model 3 has both random intercept and random effect of Cij
scores. All three models indicate that 1) temperature has a strong positive association with
pain rating; 2) the second and fourth principal component scores are positively associated
with the pain rating.
The positive correlation between temperature and pain rating is quite intuitive. In the
high heat setting (i.e. TempSetting=1), subjects will tend to report higher pain scores. The
second principal component represents the hemodynamic response to the entire thermal
stimulus. The positive coefficient indicates that people experiencing high-rating pain tend
to have a higher fMRI intensity in response to the stimulus. The fourth principal component
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Model 1 Model 2 Model 3
coefficient p-value coefficient p-value coefficient p-value
TempSetting 0.5860 < 2e-16 0.6226 < 2e-16 0.6182 < 2e-16
constant -0.0440 0.5328 -0.0660 0.6895 -0.0641 0.3695
spatial 1 -0.0114 0.0467 0.0066 0.0325 -0.0084 0.0563
temporal 1 0.0007 0.0082 0.0003 0.0058 0.0003 0.0126
temporal 2 0.0014 0.0001 0.0012 0.0001 0.0012 0.0006
temporal 3 -0.0002 0.5207 -0.0003 0.6982 -0.0002 0.8965
temporal 4 0.0019 0.0003 0.0015 0.0012 0.0014 0.0052
multiplicative -0.0003 0.1031 -0.0001 0.5038 -0.0002 0.3698
Table 3.5: Coefficients for fixed effects for three mixed effect models which regress PCA
scores on the pain rating scores.
may represent the pain recall process. Increased activation at this time tends to correspond
to higher pain report. Interestingly, the sign of the spatial scores correspond to those seen
in neurological signatures previously used to predict physical pain from brain activation
(Wager et al., 2013).
3.7 Discussion
This article introduces three types of separable two-way matrix-variate models, using
explicit latent process modeling. Identifiability conditions are introduced and method-of-
moments estimators are provided for the covariance matrices of all latent processes. Princi-
pal component analysis is then used for dimensionality reduction at the level of individual
spatial and temporal processes. Methods are applied to data observed with or without white
noise. When we applied the method to data from the fMRI study, we distinguished vari-
ous patterns inherent in the data and quantified the amount of variability captured by the
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various components.
The models we proposed here are mainly for exploratory purposes. In other words,
goodness-of-fit of the models are not the main focus here. However, we can still use
a bootstrap test to formally test the separability assumption on the covariances matrix.
We can use the difference of log determinants of the covariance matrix as the test statis-
tics (Lu and Zimmerman, 2005) to test separable covariance matrix under null hypoth-
esis against more general covariance structure under alternative. From the test, unfor-
tunately, our separability models are not statistically significant. However, given that
our method was able to extract meaningful and interpretable results and our focus was
on exploratory data analysis, we shall not underestimate the usefulness of the proposed
method. To improve the robustness of the model, we can extend hybrid model of sepa-
rability to a model of the type Yi(s, t) = h{Ui(s), Vi(t)} + εi(s, t), where the processes
Ui(s) and Vi(t) are uncorrelated and h(u, v) is a specified function. For example the hy-
brid model could be obtained with Ui(s) = [U1i(s), U2i(s)]
T , Vi(t) = [V1i(t), V2i(t)]
T and
h(u, v) = uT [1, 0]T +vT [1, 0]T +uT [0, 1]TvT [0, 1]T . Whether or not more complex h(u, v)
functions will be useful remains an open problem, though we find the explicit definition of
separability to be quite useful.
Besides above generalization of the models, our approaches also suggest other several
future directions of research. First, the estimated covariance matrix cannot be guaranteed
to be positive definite when the number of subjects is less than the maximum of the dimen-
sions of space and time. One potential solution is to work on some sub-model of the pro-
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posed separable models. For example, Fosdick and Hoff (2014) decomposed the covariance
matrix to the sum of a reduced-rank matrix and a diagonal matrix and then approximated
the reduced-rank matrix by a factor model using MLE. Second, the noise-free version of
our method of moments estimators are similar to the two-directional two-dimensional PCA
(Zhang and Zhou, 2005), which may suffer from noise contamination. We could address
this problem by the off-diagonal smoothing technique mentioned in Section 3.4. Another
alternative is to consider a multilinear estimator as described in Hung et al. (2012) by iter-
ative alternating least squares estimation. Third, we did not take the multi-level data struc-
ture into account. To solve this problem, we can implement the decomposition technique
proposed by Shou et al. (2014) before the spatio-temporal variations are separated. Fourth,
we could develop rigorous treatment of noise (Di et al., 2009) as well as address possible
sparsity in the functional observations (Di et al., 2014b). Last, a hypothesis testing frame-
work for separable models should be developed. A likelihood ratio test can be proposed if
we impose more assumptions in the models (Lu and Zimmerman, 2005). However, even if
models do not hold, they can still be useful as an approximation for exploratory purposes.
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Figure 3.3: The estimated principal components when N=500 in 100 simulations for hybrid
model are shown in gray bands. Black curves are the true eigenvectors. The figure also
contains the density function of the estimated σ2C , plotted with the red vertical line marking
the true value.
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Figure 3.4: Estimated overall, temporal and spatial mean functions for thermal pain fMRI
data. The left panel shows the overall mean of fMRI across all subjects and all trials. The
x-axis indexes the time course and the y-axis indexes the brain regions (see Table S.1 for
more information). The middle panel shows the marginal mean of the temporal signal. The
x-axis denotes the time course. The right panel shows the marginal mean of the spatial
signal.
Figure 3.5: Principal components under hybrid model. The left panel shows the row-
specific or spatial PCs. The right panel shows the column-specific or temporal PCs. The
black, red, green and blue lines stand for the first, second, third and fourth components,
respectively. For more information about locations see Table S.1.
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Figure 3.6: Estimated principal component scores. Upper left panel: scatterplot of the 1st
versus 2nd PC scores for the column-specific term. Other panels: distribution of the first






CHAPTER 4. MULTILEVEL MATRIX-VARIATE ANALYSIS
Abstract
The number of studies where the primary measurement is a matrix is exploding. In re-
sponse to this, we propose a statistical framework for modeling populations of repeated
matrix-variate measurements. We use a linear mixed effect model to account for the mul-
tilevel design, while the 2D structure is handled via normal matrix-variate distribution. To
achieve dimension reduction, we estimate and decompose the row- and column-specific
covariance operators. The computational feasibility and performance of the approach is
shown in extensive simulation studies. The method is motivated by and applied to a study
that remotedly monitored physical activity of individuals diagnosed with congestive heart
failure (CHF) over a 3- to 10-month period. Two primary goals of the study were: 1) to
quantify and model the long-term patterns of physical activity in individuals with CHF;
and 2) evaluate the possibility of predicting adverse health effects via continuous activity
monitoring.
keywords: matrix-variate distribution, principal component analysis, mixed effect
model
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4.1 Introduction
Modern studies often generate data in the format of matrices. For example, in studies
measuring physical activity with fitness trackers and accelerometers studies where wearable
devices are used to objectively record individual daily activity profiles, the data are often
represented in the form of a matrix. For example, in the study by the Center for Advanced
Cardiac Care at Columbia activity data is measured as activity counts in every minute for
many months. To better conceptualize the data we denote by Yij(d, t) the activity count for
subject i at minute t of the day d within week j. Thus, for every subject/week pair the data
are matrix variate of dimension 1440 (number of minutes in a day) by 7 (number of days
in a week). To build up intuition, Figure 4.1 displays the log activity count profiles for two
subjects (labeled Subjects 1 and 2) over 10 consecutive weeks.
Weeks are separated by a distinctive horizontal white stripe. The x-axis in both panels
corresponds to minute of the day starting with 0 (midnight), while the y-axis corresponds
to day from the beginning of monitoring. Darker red color corresponds to more intense
activity, while light red and white correspond to low or no activity, respectively. Figure
1 provides striking visual information about the between- and within-subject variability.
Indeed, Subject 1 exhibits higher levels of overall activity than Subject 2 (the left panel
contains darker shades of red than the right panel). Moreover, the circadian patterns of
activity of Subject 2 indicate a clear transition from night- to day-activity. In contrast, Sub-
ject 1 exhibits much larger day-to-day and within-day variability and has many nights when
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the transition between sleep and wake periods is difficult to point out. These differences
between the two subjects indicate the need for careful modeling of between- and within-
subject variability. This multi-level study design together with the high-dimensionality of
Figure 4.1: Log activity count plots for subject 1 and subject 2 across 10 weeks.
the data pose new analytic challenges. The primary goal of this paper is to address these
challenges by proposing a multi-level principal component analysis for matrix-type data.
Principal component analysis (PCA) is a classic statistical method. It is often used for
pattern estimation and dimensionality reduction. In recent years, there has been increasing
interest in extending the simplicity and power of PCA to account for more complex data.
To address the issue of multi-level study designs, Di et al. (2009); Greven et al. (2010);
Di et al. (2014a); Zipunnikov et al. (2011); Shou et al. (2014) imposed a functional linear
mixed effect model for the hierarchical study design. PCA was applied based on the co-
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variance operators of the latent processes. Methods were extended to moderate- and high-
dimensional matrix data using a rank reserving argument inspired by the singular value
decomposition (SVD). To address the issue of matrix data structures, Caffo et al. (2010)
and Crainiceanu et al. (2011) proposed the population value decomposition (PVD). PVD
uses a two-stage singular value decomposition (SVD) to extract population-level principal
components along each dimension.
Two-way matrix modelling is a highly active research area. Recently, Allen et al. (2014)
introduced a two-way SVD for matrices to account for possibly correlated residuals. The
correlation structure of the residuals was accounted for by using a separability assump-
tion on the residuals. Allen (2013b); Huang et al. (2008); Witten et al. (2009); Lee et al.
(2010); Tian et al. (2013); Zhang et al. (2013) looked at the regularization for two-way
structured data, allowing sparsity or smoothness in row and column spaces. Along the line
of regularization, Allen (2013a) extended methods to multi-way structures within the func-
tional data framework using tensor decomposition. Spencer et al. (2001); Dien et al. (2003)
proposed a two-stage PCA for matrix data, which performs a spatial PCA and a temporal
PCA sequentially. Ye (2005) proposed a generalized low rank approximations of matrix
(GLRAM) algorithm, which has lower computation time than SVD. Hung et al. (2012);
Zhang and Zhou (2005) implemented a two-directional two-dimensional PCA under the
separable covariance operator assumption. Zhou and Li (2014); Zhou et al. (2013) worked
on supervised analysis for the matrix-variate data, proposing a framework for scalar-on-
matrix regression. Hoff (2014) used separability assumptions on both the regression pa-
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rameters and the covariance matrix to analyze relational data.
What we proposed here is related to these approaches. More specifically, we combine
ideas of using explicit mixed effects modeling, assuming a separable covariance structure,
and using PCA on the latent processes for implementing PCA on matrix data. The separa-
bility assumption reduces the dimensionality of the covariance operator from O(D2× T 2),
where D and T is the number of rows and columns, respectively to O(D + T ). In our
application, this is crucial as D = 7 and T = 1440. Thus, we propose a feasible method
of moments algorithm for estimating and diagonalizing covariance operators. The explicit
mixed effects model provides a direct way for modeling the multi-level design. The idea
is different from PVD-type methods. Indeed, PVD provides a direct way for modeling the
low-dimension score matrix shared by all levels of the data. The covariance decomposition
proposed here accounts directly for the multi-level data structure. The follow-up PCA on
each covariance component results in different PC subspace for different levels in the data.
The rest of the paper is organized as follows. In Section 4.2, we introduce our PCA
model based on linear mixed effects model and separability assumption. We also propose
the estimation algorithm in this section and extend our method to the data with white-noise.
Section 4.3 provides a simulation study while Section 4.4 provides extensive results for the
analysis on the activity study. We conclude the paper with a discussion of potential future
research in Section 4.5. All technical proofs are delegated to Appendix.
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4.2 Model and Estimation
Let Yij denote a matrix-variate observation for subject i at visit j of the dimension
D × T . For the accelerometry study, Yij is a 7× 144-dimensional matrix that each row of
Yij contains activity data for each day of the week.
We first introduce matrix-variate normal distribution. Matrix-variate random variable
Z follows a matrix-variate normal distribution MND,T (M ,C,R), if vec(Z)
∼ NDT (vec(M ),R⊗C) (Dawid, 1981), where column- and row-specific covariance ma-
trices C and R are such that C = E[(Z −M )(Z −M)T ]/tr(R) and R = E[(Z −
M )T (Z −M)]/tr(C), where tr(C) and tr(R) are the traces of C and R. The probability












To account for the nested design, we propose the following matrix-variate mixed effect
model 
Yij = M + Xi + Wij, i = 1, . . . , I, j = 1, . . . , Ji
Xi ∼ MND,T (0,CX ,RX)
Wij ∼ MND,T (0,CW ,RW )
(4.2)
where M is the population mean and Xi, Wij are the subject-specific and subject-visit-
specific deviations.
75
CHAPTER 4. MULTILEVEL MATRIX-VARIATE ANALYSIS
Figure 4.2: The figure illustrates the decomposition for a randomly chosen participant
based on Equation (4.2). The left panel shows the deviation from the population mean Yij−
M , the middle panel shows the estimated subject-specific deviation, Xi, from the mean and
the right panel shows the visit-specific deviation estimator, Wij , from the subject-specific
mean.
To provide intuition behind our model, we refer to Figure 4.2 that gives a visual repre-
sentation corresponding to (4.2) for a randomly chosen participant. The left panel depicts
the residuals Yij − M̂ , where M̂ = 1J
∑





i{Yij − M̂}. Because X̂i is the same for every week, the middle panel contains
the same subject-specific weekly profile. The right panel displays the following estimates
of the visit specific deviations Ŵij = Yij − M̂ − X̂i. Thus, the population deviation,
subject-specific deviations and visit-specific deviations are plotted in the left, middle and
right panels respectively. Our primary goal is to use PCA to parsimoniously decompose
the observed variability.
There are three steps in the proposed estimation algorithm: 1) obtain the within- and
between-subject covariance matrices using fast method of moments approaches; 2) esti-
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mate principal components by decomposing the within- and between-subject covariance
matrices; 3) use a projection method to estimate the principal scores.
4.2.1 Covariance decomposition
In this section, we want to estimate CW , RW , CX and RX from Yij’s. Shou et al.
(2014) proposed a method-of-moments estimator for multi-level vector-type data. We adapt
Shou et al. (2014) approach and use the separability property, which will allow us to con-
duct separate computations for each dimension. This will substantially reduce computa-
tional complexity.








2CW tr(RW ), i = k, j 6= l;











2RW tr(CW ), i = k, j 6= l;
2(RX tr(CX) + RW tr(CW )), i 6= k.
(4.4)
Let us denote HCW = 2CW tr(RW ), H
C
XW = 2(CX tr(RX) + CW tr(RW )) and H
R
W =
2RW tr(CW ), HRXW = 2(RX tr(CX) + RW tr(CW )). Let ni be number of visits for subject
i, n =
∑




i be the sum of squared
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numbers of weeks. From Equation (4.3) and Equation (4.4), using a similar argument to









j 6=l(Yij −Ykl)(Yij −Ykl)
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(Yij −Ykl) = Ỹ RGRXW Ỹ R
′
(4.6)
where Ỹ C is a D × Tn-dimensional matrix definded as [Y11,..., Y1n1 , Y21, ..., Y2n2 , ...,
YInI ]; Ỹ
















TE) while matrix GCXW =
2
n2−k (nIn ⊗ ID −
(1n ⊗ ID)(1n ⊗ ID)
′ −D + ETE) where D = diag{N1 ⊗ ID,N2 ⊗ ID, ...,NI ⊗ ID}
with Ni = niIni; E = diag{(1n1 ⊗ ID)T , (1n2 ⊗ ID)T , ..., (1nI ⊗ ID)T}. Matrices GRW





4.2.2 Extension to more complex study designs
In addition to the two-level design we focus on, our approach elegantly extends to
accommodate common nested and crossed designs. Koch (1967) provided a comprehensive
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list of models for scalar data that emerge from various experimental designs. Shou et al.
(2014) extended these designs to multivariate and functional data to capture a wide variety
of correlation structures. Below, we describe how these designs can be fit for matrix-variate
data through decomposition of the design specific column- and row-covariance matrices.
We consider a general m-way crossed model that can be expressed via a linear com-
bination of latent matrix-variate variables as Yi1i2···im = M + XT1 + XT2 + · · · + XTd .
The d sub-index sets {T1, T2, . . . , Td} define the model design. For example, our two-way
model from (4.2) corresponds to d = 2 with {T1, T2} = {i, ij}. Within this modeling
framework latent terms XTi are assumed to be zero-mean mutually independent matrix-
variate normal random matrices. Consequently, the total column and row variability of
matrix-variate observations can be decomposed into the term specific variabilities. Similar
to (4.5) and (4.6), Shou et al. (2014) demonstrated that the covariance matrices of the latent




and RXTi = Ỹ
RGRXTi
ỸR
′ , where GXTi ’s are design specific matrices constructed accord-
ing to the methods described in Section 4.2.1 and Shou et al. (2014).
4.2.3 Principal component estimation
For the estimation of principal components, we conduct matrix spectral decompositions
on the estimated covariance matrix estimators for Xi and Wij .
For Xi we want to decompose Cov[vec(Xi)] as ΦXDXΦTX , where ΦX is the orthog-
79
CHAPTER 4. MULTILEVEL MATRIX-VARIATE ANALYSIS
onal matrix and DX is a diagonal matrix. Each column of ΦX , φXk , is the estimated kth
eigenfunction(principal component) evaluated at one combination of row- and columum-
spaces. Similar to Section 4.2.1, directly diagonalizing the covariance matrix of vector-
ized Xi is computational intensive. Instead, using the separable covariance assumption,
we can reduce the computational burden by conducting spectral decompositions on CX







and make the following observation
Cov[vec(Xi)] = R⊗C = [ΦRX ⊗ ΦCX ][DRX ⊗DCX ][ΦRX ⊗ ΦCX ]T .
Therefore, ΦRX ⊗ ΦCX is equivalent of ΦX up to the permutation of columns, which pro-
vides the estimates of between-subject principal components. A similar implementation
can be performed on the within-subject PCs for Wij .
4.2.4 Principal score estimation
Once the principal components are estimated, we express the observed data Yij as











where ΓXi ∼ MND,T (0, DCX , DRX ) and ΓWij ∼ MND,T (0, DCW , DRW ), where DCX ,
DRX , DCW , DRW are the diagonal matrices of eigenvalues estimated in Section 4.2.3.
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For inference and estimation purpose, we further assume that ΓXi and Γ
W
ij have a
matrix-variate normal distribution (MN). Our goal is to estimate the scores for the first
K1 ×K2 PCs of Xi and the first L1 × L2 PCs of Wij .
Given Yij , the scores can be estimated directly based on Equation (4.7). By vectorizing
Equation (4.7), we have

vec(Yij) = vec(M) + (ΦRX ⊗ΦCX )vec(ΓXi ) + (ΦRW ⊗ΦCW )vec(ΓWij )
vec(ΓXi ) ∼ N(0,DRX ⊗DCX )
vec(ΓWij ) ∼ N(0,DRW ⊗DCW )
(4.8)
Equation (4.8) is a linear mixed model with the random effects vec(ΓXi ) and vec(Γ
W
ij )
being the estimands of interest. Thus, the mixed model inferential machinery can be used
to estimate the scores using the best linear unbiased prediction (BLUP). The detailed BLUP
derivation is presented in Appendix A1.
When the dimensionality D×T grows large, the implementation of above method may
not be possible due to computational memory constrain. Instead we can use an approxima-
tion method which is presented in Appendix A1.
4.2.5 Data with white noise
Our model assumes that matrix-variate observations do not containt measurement error
or that noise is negligible and can be incorporated into a smooth covariance structures.
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However, our methods can easily be extended to data contaminated by white noise Eij ∼
MN(0, ID, IT ), i.e.,
Yij = M + Xi + Wij + Eij , (4.9)
To ensure identifiability, we need to assume that at least one dimension of Yij is
smooth. Suppose, for example, that the process is a smooth function in the row space, then
Wij and Eij can be separated by smoothing the off-diagonal surface of ĈW (Staniswalis
and Lee, 1998).
However, sometimes this smoothing techniques will become computational infeasible
if all dimensions are very large. In this case, the methods in Shabalin and Nobel (2013)
could be considered as a powerful and feasible alternative.
4.3 Simulation
To better understand the multi-level separable model and the performance of our pro-
posed algorithm, we conduct following simulation studies.


















(t) + εij(s, t)
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where ξXikCX kRX and ξ
W
ijkCW kRW
are the subject-specific and visit-specific scores while
φCXkCX
(s), φCWkCW (s) and ψ
RX
kRX
(t), ψRWkRW (t) are the corresponding eigenfunctions along the
row and column domains. The simulated Yij is given by yij(s, t) evaluated on an equally-
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√








2 sin(6πt) ψRX2 (t) =
√





2 sin(2πl) φCW2 (s) =
√






and the subject-specific scores are generated from the matrix normal distribution MN(0,
diag{1, 0.5, 0.25}, diag{1, 0.5, 0.25, 0.125}) while the visit-specific scores are generated
from MN(0, diag{1, 0.5}, diag{1, 0.5}). The white noise is generated from a normal dis-
tribution N(0, σ2ε) where σ
2
ε is determined by the level of signal-to-noise ratio. In this
simulation study, we vary the signal-to-noise ratio into four levels: +∞, 10, 1, 0.1, where
the +∞ corresponds to the case without white noise. The number of subjects I = 300 and
number of visits J = 2.
For each simulation settings, we generated 100 datasets. Figures A1 through A4 in
the appendix display fitted principal components (grey lines) versus true principal com-
ponents (black lines) for the four different signal-to-noise ratios. In general, there is very
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good visual agreement between the true and estimated curves and the quality of estimation
increases with the signa-to-noise ratio. To further quantify the performance, Table 4.1 dis-
plays average MSE between the estimated and the true eigenvectors using 100 simulation
data. As observed in the Figures A1-A4 in the appendix, we see that the MSE increases as
the signal to noise decreases. This is expected and reassuring, which supports the idea that
the proposed approach is numerically stable and produces reproducible results even in very
low signal-to-noise scenarios. Table 4.2 displays the average MSE between estimated and
true scores.
Signal-to-noise +∞ 10 1 0.1
φCX1 (s) 0.0246 0.0228 0.0232 0.0312
φCX2 (s) 0.0384 0.0386 0.0399 0.0652
φCX3 (s) 0.0336 0.0324 0.0349 0.1022
φCX4 (s) 0.0178 0.0176 0.0217 0.2300
ψRX1 (t) 0.0177 0.0162 0.0165 0.0224
ψRX2 (t) 0.0283 0.0270 0.0279 0.0459
ψRX3 (t) 0.0174 0.0186 0.0196 0.0641
φCW1 (s) 0.0080 0.0131 0.0137 0.0286
φCW2 (s) 0.0080 0.0131 0.0145 0.0573
ψRW1 (t) 0.0107 0.0102 0.0106 0.0229
ψRW2 (t) 0.0107 0.0102 0.0113 0.0519
Table 4.1: Average MSE between estimated and true eigenvectors using 100 simulation
data.
Signal-to-noise +∞ 10 1 0.1
Between-subject score 0.0835 0.0836 0.0868 0.1192
Within-subject score 0.2219 0.2248 0.2272 0.2514
Table 4.2: Average MSE between estimated and true scores using 100 simulation data.
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4.4 Data application
Fifty nine patients of the Advanced Cardiac Care Center of Columbia University Med-
ical Center diagnosed with congestive heart failure (CHF) wore Actical, an accelerometer
device that continuously recorded physical activity over a three to nine months period. Over
the course of the study, twenty four subjects were either hospitalized or had an emergency
room visit. The aim of the study is to explore physical activity (PA) in this clinical pop-
ulation in real-life context, understand the main patterns of day-to-day and week-to-week
variability, and identify possible associations between patterns of PA and adverse clinical
events. Subjects with less than 10 weeks data were excluded in this data analysis resulting
in a sample of 51 subjects.
Minute level activity counts were log- transformed, y = log(x+1), to reduce the strong
skewness characteristic typically observed in PA data. Last, we averaged the transformed
log counts into within 10-minute non-overlapping time windows. Because we expect major
within-week variability associated especially with week-ends, we treat the measurements
of one week as one observation unit. Therefore, each observation unit will be stored in a
7 × 144 matrix. Every subject has between 13 and 47 observed weeks. The left panel in
Figure 4.3 displays the average week acitivity across all subject and all visits. The middle
panel display the population mean as a function of time for every day of the week (Monday
through Sunday). The right panel in Figure 4.3 displays the average activity as a function
of day of the week at 6 time intervals during the day. Figure 4.3 indicates that activity
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is reduced during the weekends with a more pronounced reduction on Sunday than on
Saturday. Also, the reduction in activity is more pronounced at 8am over the week-end,
while activity around 12am increases slightly during the week-end.
Figure 4.3: Population mean of log activity counts within days and across days.
4.4.1 Eigenvalues and eigenfunctions
In this section, we apply our proposed multilevel matrix PCA model to the data. Table
4.3 displays the estimated eigenvalues and related information for the first six components
for CX , RX , CW and RW .
One question that may be asked is how much variability each level (within- and
between-subject levels) contributes. To answer this question, we introduce a parameter ρ
which is defined as the proportion of variability explained by the between-subject level.
Note that ρ generalizes the intra-class correlation (ICC) for scalars. Since Yij is a matrix,
we use the matrix trace operator to generalize ICC in the matrix space. From Equation
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Time between-subject components (RX)
Component 1 2 3 4 5 6
Eigen Val 12.82 7.89 3.47 1.33 1.04 0.78
Proportion Var 0.43 0.26 0.12 0.04 0.03 0.03
Cum proportion 0.43 0.69 0.81 0.85 0.89 0.91
Day between-subject components (CX)
Component 1 2 3 4 5 6
Eigen Val 26.92 1.60 0.41 0.32 0.18 0.15
Proportion Var 0.91 0.05 0.01 0.01 0.01 0.01
Cum proportion 0.91 0.96 0.98 0.99 0.99 1.00
Time within-subject components (RW )
Component 1 2 3 4 5 6
Eigen Val 10.07 3.49 3.14 2.14 1.85 1.55
Proportion Var 0.19 0.06 0.06 0.04 0.03 0.03
Cum proportion 0.19 0.25 0.31 0.35 0.38 0.41
Day within-subject components (CW )
Component 1 2 3 4 5 6
Eigen Val 14.81 7.82 6.80 6.50 6.23 5.85
Proportion Var 0.28 0.15 0.13 0.12 0.12 0.11
Cum proportion 0.28 0.42 0.55 0.67 0.78 0.89




var {vec(Xi)}+ var {vec(Wij)}
=
tr(CX)tr(RX)
tr(CX)tr(RX) + tr(CW )tr(RW )
=
tr(DCX )tr(DRX )
tr(DCX )tr(DRX ) + tr(DCW )tr(DRW )
.
In this study, we estimate ρ̂ = 0.234, that is, 23.4% of variability in weekly physical activity
is attributable to the between-subject level variability. An alternative and more intuitive
interpretation is to treat ρX as the correlation between two randomly chosen weeks from
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the same subject.
Next we investigate the variability of C and R within each level. A characteristic of
the variability for both within-subject components is not particularly well concentrated.
Indeed, for RW , the first 6 components explain only 41% of variability. However, for
the between-subject components, the variability is much more concentrated on the leading
principal components. For example, the first four PCs of RX explain over 85% of the
variation.
Figure 4.4 displays the first four principal components adjusted by the corresponding
eigenvalues for CX , RX , CW and RW (i.e.
√
λkφk). For CX (Day-Between), the first
principal component (black) can be interpreted as the overall day deviation. i.e. some peo-
ple are less active throughout the week. The second principal component (red) corresponds
to the contrast between higher (lower) activity on weekdays versus lower(higher) activity
on weekends. The third component (green) is similar to the second component but contains
a contrast between Saturday and Sunday. The fourth component (blue) reflects a fluctuat-
ing activity pattern during the week. The principal components for CW (Day-Within) are
similar as CX and have a similar interpretation.
For RX (Time-Between), the first principal component (black) can be interpreted as
the overall deviation of activity across times of the day. The second component (red) has
a global maximum at 8am, which is the usual time of waking up with a marked decrease
after 8am. The third component (green) corresponds to the contrast between activity during
sleeping/night hours (11pm - 7am) and awake/day times (8am to 9pm). The fourth compo-
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Figure 4.4: Principal components for CX , RX , CW and RW , adjusted by eigenval-
ues. Black, red, green, blue lines are the 1st, 2nd, 3rd, and 4th principal components,
respectively.
nent (blue) corresponds to the localized activity in the morning (8am) in contrast with the
rest of the day. The fourth principal component is different from the second, because the
second component has much larger fluctuations between maximum and minimum peaks of
activity and much more abrupt transitions between peak, moderate, and low activity. The
principal components for RW (Time-Within) have a similar shape and interpretation but
are much smoother because each subject has many weeks (repetitions).
4.4.2 Score matrices and covariates
During the study, twenty four participants encountered various events such as hospi-
talization (9), emergency room visit (8), intercurrent illness (4) and outpatient procedure
(3).
Using the estimation method in Section 4.2.4, we derived the between- and within-
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Figure 4.5: Boxplots of elements in between-subject score matrices grouped by event types.
subject score matrices and investigated the association between score matrices and the
event-type covariate. We combine intercurrent illness and outpatient procedures into one
event type and label it as “Other”. Figure 4.5 displays the boxplots of three selected ele-
ments in between-subject score matrices grouped by event types. For example, in the upper
panel of Figure 4.5, the (1,2) element stands for the score of the first principal component
for the time dimension and the second principal component on the day dimension. The
subjects with all four events tend to have higher scores than those without events. The
interpretation is that for (3,2) elements and (2,4) elements, the between-subject scores are
higher for subjects with intercurrent illness and outpatient procedures, respectively.
Figure 4.6 displays the principal component matrices corresponding to the scores in
Figure 4.5. Principal component matrices are defined as the outer products between prin-
cipal components for the time and day dimension. For example, the upper left panel of
Figure 4.6 displays the principal matrix generated by the first principal component for the
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Figure 4.6: Principal matrices which are the outer products between different principal
components for the time and day dimension.
time dimension and the second principal component in the day dimension, which can be
interpreted as the contrast between weekdays and weekends. The principal matrix (3,2)
characterizes the interaction between the weekday-weekend effects and sleep-wake effects.
Next, we continue to investigate the association between event type and between-
subject scores while adjusting for other covariates. To simplify the problem, we classify
event types “Emergency room”, “Hospitalization”, “Intercurrent illness” and “Outpatient
procedures” into one class “With event”. We consider the following logistic regression
model
logit{Pr(Yi = 1)} = β0 + β1ξ12i + β2ξ32i + β3ξ24i +RTi γ (4.10)
where Yi is the binary outcome for the presence of the event, ξi are (1,2), (3,2) and (2,4)
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Model 1 Model 2 Model 3 Model 4
Score (1,2) 0.012(0.005)* 0.011(0.005)* 0.010(0.005)* 0.011(0.035)*
Score (3,2) 0.016(0.012) 0.015(0.013) 0.015(0.013) 0.013(0.013)
Score (2,4) 0.024(0.054) 0.014(0.056) 0.026(0.057) 0.029(0.057)
Sex 0.113(0.140) 0.099(0.141) 0.056(0.147)
Age 0.004(0.004) 0.005(0.005)
BMI 0.012(0.011)
Table 4.4: Models for association between events and between-subject scores. For the
variable sex, female is the reference group and an asterisk indicates significance at level
0.05
elements in between-subject score matrix for subject i and Ri is a vector of covariates
containing subject age, sex, and BMI. The regression results are summarized in Table
4.4. Models included combinations of covariates including sex, age and body mass in-
dex (BMI). All four models indicated that the (1,2) element in the score matrix (the score
for the first principal component in the time dimension and the second principal component
in the day dimension) is strongly and positively associated with whether the subject will
have an event. The magnitude of association varies slightly with the amount of covariates
adjustment. For example, Model 3 estimates that a subject with one unit higher in the (1,2)
score has e0.010 = 1.01 times the odds of the event occur, controlling for sex and age. Con-
sidering the scale of the score (the (1,2) PC scores have mean zero and standard deviation
4.53), standardized coefficients are easier to interpret. After standardizing, one standard de-
viation increase in the (1,2) PC score is associated with an odds ratio e0.453 = 1.57. Model
4, which adjusts for all the covariates, estimated an odds ratio of e0.11 = 1.116 per unit
increase in the (1,2) PC score, or an odds ratio e0.4983 = 1.64 per one standard deviation
increase in the (1,2) PC score. The (3,2) and (2,4) principal components were not found to
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be associated with event occurrence after adjusting for the (1,2) component effect..
Last, we investigated the within-subject scores and their association with the events.
Specifically, we are looking at subjects with “Hospitalization” and “Emergency Room”.
In Figure 4.7, we compare how scores are distributed in the first week, during the event
and after the event. Similar to the interpretation for the between-subject score matrix, the
(i, j) entry in the within-subject score matrix is the score for the ith principal component
in the time dimension and jth principal component in day dimension. Each line denotes
one trajectory from a single subject. Brown lines stands for Hospitalization (9 total events)
while green lines stands for Emergency room visit (total of 8 events). Both scores reveal a
similar pattern, which corresponds to the type of behavior expected for measurements that
are sensitive to health events. Scores are lower in the first week and go up during the event
week. One week after the event, the scores are still higher but get closer to the pre-event
level. This inverse-U shape pattern corresponds to the expected recovery pattern of patients
with hospitalization and outpatient procedures.
4.5 Discussion
This article introduces a multi-level matrix principal component analysis model, using
separable covariance matrix assumptions and linear mixed effect modeling. We proposed
method-of-moments estimators for principal components and developed two algorithms to
estimate the principal scores. When we applied the method to data from the accelerometry
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Figure 4.7: Violin plots for selected scores in within-subject score matrices in the first
week, during event and after event.
study, we estimated several relevant patterns inherent in the data and quantified the amount
of variability captured by the each level. We also studied the relationship between score
matrices and health outcomes occurrence and timing.
Our approach also suggests several future directions of research. First, the estimated
covariance matrix cannot be guaranteed to be positive definite when the number of subjects
is less than the maximum of the dimensions of rows and columns. One potential solution
is to work on some sub-model of the proposed separable models. For example, Fosdick
and Hoff (2014) decomposed the covariance matrix as the sum of a reduced-rank matrix
and a diagonal matrix and then approximated the reduced-rank matrix by a factor model
using MLE. Second, a goodness-of-fit test should be developed to test whether the sepa-
rable covariance structure assumption holds. Related work include Mitchell et al. (2006);
Lu and Zimmerman (2005) where likelihood ratio tests were proposed. However, even if
the separability assumption fails, the method proposed here is still useful for exploratory
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purpose. Another alternative is to use population value decomposition (Crainiceanu et al.,
2011) after multilevel variation decomposition step because our model is a special case of




Discussion and Future Work
While the scientific applications are quite different, the methods proposed here address
three important challenges associated with modern data: high dimensionality, complexity
and size. The key questions that we addressed are 1) does the structure influence the type
of analysis? 2) if it does, then what are reasonable and feasible strategies to incorporate
data structure into the analysis? and 3) can the specific data structures guide the dimen-
sionality reduction procedures? To address these questions, we proposed and implemented
three general methods motivated by specific scientific applications focused on structural
connectivity (DTI), functional connectivity (fMRI), and activity monitoring (accelerome-
try studies).
The first method proposed a novel linear regression approach for analyzing the rela-
tionship between cognitive disability and white matter integrity as measured by fractional
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anisotropy obtained from DTI-MRI studies. we proposed a Bayesian regression model with
a latent binary indicator that controls whether or not there is an effect at each voxel. We
use an Ising prior, which favors sparsity and spatial contiguity. Methods were applied to a
study of association between anatomic connectivity (as measured by fractional anisotropy)
and cognitive outcomes (as measured by the PASAT scores). We focused on subjects with
Multiple Sclerosis. Results show that the most of the predictive regions are located at the
corpus callosum, which agrees with previously published work (Barnea-Goraly et al., 2004;
Keller et al., 2007). Our methodological approaches provide more in-depth analysis in a
framework that accounts for the potential confounding effects of the other voxels in the
brain.
The methodology has several limitations. First, if the Ising-prior hyper-parameters are
estimated by cross-validation, the computation time is high; this can be partially alleviated
by parallel computing. Alternatively, a pilot cross-validation study could be performed on
a subregion of the brain and the estimated parameters can then be applied to the entire
image. Second, our approach is a hybrid between a Bayesian and a frequentist approach,
where the hyper-parameter are estimated via cross-validation. A fully Bayesian approach
might provide a more integrated and philosophically satisfying alternative. Third, in some
analyses, one may be interested in smoothing the non-zero regression parameters using a
CAR prior (Goldsmith et al., 2013).
Motivated by studies that collect matrix-valued data, separable two-way matrix-variate
models are proposed using explicit latent process modeling. Identifiability conditions are
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introduced and method-of-moments estimators are provided for the covariance matrices of
all latent processes. Principal component analysis is then used for dimensionality reduction
at the level of individual spatial and temporal processes. Methods can be applied to data
observed with or without white noise. Methods were applied to the data from the fMRI
study, we identified important patterns inherent in the data and quantified the amount of
variability captured by the various components.
Our work suggest multiple future directions of research. First, in our spatio-temporal
decompositions, the estimated covariance matrix cannot be guaranteed to be positive def-
inite when the number of subjects is smaller than the maximum of space and time dimen-
sions. One idea could be to work on some sub-model of the proposed separable models.
For example, Fosdick and Hoff (2014) decomposed the covariance matrix to the sum of a
reduced-rank matrix and a diagonal matrix and then approximated the reduced-rank matrix
by a factor model using MLE. Second, the noise-free version of our method of moments es-
timators are similar to the two-directional two-dimensional PCA (Zhang and Zhou, 2005),
and may be affected by white noise. This potential problem could be addressed by using the
off-diagonal smoothing technique proposed by Staniswalis and Lee (1998). Another possi-
blity is to consider the multilinear estimator described in Hung et al. (2012) and use iterative
alternating least squares estimation. Third, we did not take the multi-level data structure
into account. To solve this problem, we can implement decomposition ideas proposed by
Shou et al. (2014) before separating the spatial and temporal variability spatio-temporal
variations are separated. Fourth, methods could be adapted to sparse functional observa-
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tions (Di et al., 2014b). Last, there is a need for a rigurous hypothesis testing framework
for the various assumptions of separability. However, even if models do not hold, they can
still be very useful for exploratory purposes.
The third method introduces a multi-level matrix principal component analysis model,
using separable covariance matrix assumptions and linear mixed effect modeling. We pro-
posed method-of-moments estimators for principal components and developed two algo-
rithms to estimate the principal component scores. When we applied the method to data
from the accelerometry study, we estimated several relevant patterns inherent in the data
and quantified the amount of variability captured by each level. We also studied the rela-
tionship between score matrices and health outcomes occurrence and timing.
This approach also suggests several future directions of research. Similar to the previ-
ous method, we could try to identify estimation approaches that are guaranteed to provide
positive definite covariance estimators. Also, testing for separability of the covariance
structure would be necessary. Moreover, the approach could be extended to deal with
multi-way structured data (Allen, 2013a).
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A1 Appendix to Chapter 4
Finding principal scores using BLUPs under full model
Here, we provide details of calculating principal scores in model (4.8). We assume
noise-free scenario under full model method. We follow Zipunnikov et al. (2011) and write
model (4.8) as vec(Yi) = Azi, where vec(Yi) =
(
vec(Yi1)T , vec(Yi2)T , ..., vec(YiJ)T
)T ,
A = (1J⊗ΦRX⊗ΦCX , IJ⊗ΦRW ⊗ΦCW ) and zi =
(
vec(ΓXi )
T , vec(ΓWi1 )
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Estimate scores using projection method
The idea is to project Yij on the space spanned by the first K1 ×K2 PCs of Xi and the
first L1×L2 PCs of Wij , which reduces the dimensionality during estimation from D× T






















































































diagonal covariance matrix. A similar approximation can be applied to ε(2)ijl1l2 . Therefore





















φRW l2 + ε
(2)
ijl1l2
ΓXi ∼ MND,T (0, DCX , DRX )








∼ N(0, τ−12 )
(A.1.1)
We then can estimate the scores using Monte Carlo Markov Chain (MCMC).
From Model A.1.1, we can calculate the conditional posterior distribution for within- and
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τ−12 + λCW l1λRW l2
VξXijl1l2
=
τ−12 λCW l1λRW l2
τ−12 + λCW l1λRW l2
Using above distributions, we then generate joint posterior distribution for both within- and
between-subject PC scores by Gibbs sampler.
Detailed results for the simulation
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Figure A.1.1: Simulation result for signal-to-noise ratio +∞.
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Figure A.1.2: Simulation result for signal-to-noise ratio 10.
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Figure A.1.3: Simulation result for signal-to-noise ratio 1.
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Figure A.1.4: Simulation result for signal-to-noise ratio 0.1.
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