Knowledge from genetics data-base still one of the most exciting challenges in data mining. Most of the widely association studies algorithm used to determine responsible regions for a complex genetic disease. The objective of our study lies in developing a new approach for knowledge discovery in genetics data base. In this work, firstly we propose some improvements to the existent algorithms applied in this context. Secondly we show that our new algorithm (named NCA) improved the results compared to existents algorithms. As a matter of fact we have applied and compared our approach and existent approach to biological facts concerning hereditary complex illness where the literatures in biology identify the responsible variables for those diseases. Finally, we conclude by proposing suggestions for further research.
I. INTRODUCTION
The aims of genetic epidemiology is to identifying biological mechanisms responsible for human diseases. Actually, genome-wide association studies, made possible by recent improvements in genotyping technologies [4] . Genome-wide associations studies seek to detect an association between a genetic variant and a disease, not only at a familial level but also at population level too. It fall naturally into case-controls framework: the association between genetic variant and case-control status can be easily established using classic epidemiological methods for associations studies [18] .
Reference [4] , proposes an algorithm called Local High-scoring Segments for Association (LHiSA) based on the concept of local score and showed better results than single marker analyses corrected by Bonferonni [17] . The use of the local score in association studies seems to be a simple and quick to detect genomic regions associated with disease. Local score is based on the accumulation of high values of statistical association includes one or more neighbours markers [4] . The application of the LHiSA algorithm on a case-control database (whose cases are suffering from Schizophrenia disease) identified areas confirmed by the specialized literature of the Schizophrenia disease. However, the overall significance of the approach is far from convincing to the association of this set of regions with disease. Starting from this fact, we propose in this paper an approach based in a prior clustering markers according to their affiliation to the genes, the statistics signal of each cluster will be combined with "Truncated Product Method" [11] . Our new approach was compared with the approach applying LHiSA algorithm on the same database.
As for the remaining constituent sections of the present research work, they are organized as follows: the next section is allotted to the introductory genetics precepts. As for the following section, LHiSA algorithm is going to be presented. As for the following section, a new algorithm is going to be presented and compared to LHiSA algorithm, which both are going applied and tested on a special biological database. As regards the last section, it depicts our conclusion along with perspectives for further futures researches.
II. GENETICS PRECEPTS
Single Nucleotide Polymorphisms (SNP), indicated in genetics, are variations of a single basic pair (of the same sort) of human genome among individuals. These variations are very frequent (1/1000 pairs of bases in the human genome). The SNP represent 90 % of all the human genetic variations, and SNP with an allelic frequency superior or equal to 1 %, are present in all 100 in 300 basic pairs on average in the human genome, where 2 SNP out of 3 substitute the cytosine with the thymine [19] . Generally speaking, the SNP are bi-allelic (a, A). Every individual will be carrier, at the level of an SNP, of one of the three possible genotypes:
• both homozygous genotypes (aa and AA)
• The heterozygous genotype (aA or Aa imperceptible one of the other). [19] A gene is a sequence of deoxyribonucleic acid (DNA) which specifies the synthesis of a chain of polypeptide or a ribonucleic acid functional (ARN). We can also define a gene as a unit of genetic information. Therefore, we can say that the DNA is the support of the genetic information. Indeed, it can be considered as a book, an architectural plan of the alive, which directs, dictates the construction of the main constituents and cellular builders which are the proteins. The genotype of an individual (along with that of the animal, plant, bacteria or other) is the sum of the genes which it possesses. As for the phenotype, it corresponds to the sum of the morphological, physiological or behavioural characters which are recognizable from the outside. Consequently, two individuals can have the same genotype but not necessarily the same phenotype, depending on the conditions of expressions of the genes which confer a recognizable, discernible aspect [19] .
III. LHISA ALGORITHM PRESENTATION

A. Local score definition
Let X= (X i ) i=1,,…,n a sequence of real random variables:
This definition of the local score restrains the search to the highest scoring sequence but data may not contain only one region of interest, next highest scoring subsequences are as potentially interesting but it appears better to look for disjoint segments , we consider H 1 ≥…≥H k as being the scores of the k first and distinct highest-scoring segments [4] .
B. First Step
First we assign an "individual score" X i to each marker, a high score meaning a high chance of association to the disease. This score is calculated with a chi square test based on the allelic contingency table. Resultant pvalue will be transformed as X i =-log 10 (p i ). X i will be transformed as X i' = X i -δ where δ(δ=0,1or 0,05) will improve the cumulative score of a given segment whereas the threshold will penalize it.
C. Second Step
Then the aim is to identify the best high-scoring segment with local score concept (refer to local score definition). Algorithm of [20] are used to execute the set of high local score.
D. Third Step
The third step proposes a way to select a set of interesting segments while a method proposed by [6] 
E. Fourth
Step The last step consists of assessing the global significance P G of the process via Monte Carlo simulations. We iterate N times steps 1 to 3, permuting each time case and control labels, and computing P min . Finally, the p-value of the whole procedure is:
Where obs P min is the P min calculated in the first time with the real data. 
IV. NEW ALGORITHM WITH A PRIORI CLUSTERING (NCA)
In our approach, we will rely on the notion that a gene is the unit of genetic information. Each gene is formed by a set of markers that interact together [19] , accordingly, we have seen that the clustering of markers according to their belonging to the genes is more appropriate than the use of the local score (the local score ignores this very important concept in the field of knowledge discovery in genomic data). However, our contribution will be in the second step of the LHiSA algorithm, while for the others steps, we will use the same concepts (Fig. 3) . At the second step, we first cluster genetic markers according to their membership to gene. Secondly, we will combine the scores of each marker-gene into a single score that will represent this gene. Finally, we will classify the gene according to their scores with a descending order.
The algorithm we will use to combine the statistical scores of each gene is called "Truncated Product Method" (TPM) [11] Where 0: corresponds to the aa genotype, 1: corresponds to the Aa or Aa genotype 2: corresponds to the AA genotype 3: corresponds to missing data Actually, our objective has been to select genomic regions (clusters of variables) which are most significantly associated to the disease (schizophrenia).
TABLE I below depicts the results achieved via both the LHiSA as well as the NCA Methods. Actually, the discovered regions revealed by these two algorithms turn out to be very similar and are contained in the "G72" region [2] . Both algorithms identify two regions belonging to the "G72" region cited in the specialized literature as responsible for Schizophrenia disease [2] . However, the global p-value of application of our algorithm (equal to 0.09) is more meaningful and convincing than the global p-value of LHiSA algorithm (equal to 0.22). We can conclude that our algorithm provides an improvement in results, this is probably due to the importance of the concept gene in genome sequences studies.
CONCLUSION
Our algorithm is enables to identify genes that are most frequently involved in a given disease using several steps. This has been illustrated through a simple pertaining to a genetic study on Schizophrenia. Nevertheless this algorithm can be used for filtering the number of variables in respect of their degree of implications in a given phenomenon before learning a Bayesian Network structure, in order to reduce the computational complexity of this process.
In a future research, we intend to present a new multipurpose heuristics designed for learning BN structure. Such a process, aimed at reducing the search space for the possible graphs, should be able to combine with the already-existing algorithms and the classic metric-score methods of BN learning. Bound for learning a Bayesian network structure, this heuristic has actually been built on the formalism introduced by [7] , called Multi-Entity
Bayesian Networks (MEBN). The MEBN formalism unifies the first-order logic jointly with the probability theory. It contains fragments dubbed MFrags, which represent the joint distribution of a subset of variables. Our principle will be based on the fact that the complexity of learning Bayesian network structure is exponential giving the exponential, increase in the number of variables. Hence, the urgent need for methods allowing to learn the structure with all its contained variables, even when the number of variables is too large. The solution that we reckon to propose would be based on the modulation of learning structure: each cluster has its properly-allotted learning structure, before forming the final single structure encompassing all the variables.
A structure will be devised for a benchmark of databases that depicts the dominating relationships between the selected variables and the phenomenon. Noteworthy, Multi-Entity Bayesian Networks, despite the interest of their use in respect of the complex classical structure-learning algorithms, remain still liable to demonstration.
