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Abstract
Although nonlinear inverse and predictive control techniques based on artificial neural networks have been extensively applied
to nonlinear systems, their use in real time applications is generally limited. In this paper neural inverse and predictive control
systems have been applied to the real-time control of the heat transfer fluid temperature in a pilot chemical reactor. The training
of the inverse control system is carried out using both generalised and specialised learning. This allows the preparation of weights
of the controller acting in real-time and appropriate performances of inverse neural controller can be achieved. The predictive
control system makes use of a neural network to calculate the control action. Thus, the problems related to the high
computational effort involved in nonlinear model-predictive control systems are reduced. The performance of the neural
controllers is compared against the self-tuning PID controller currently installed in the plant. The results show that neural-based
controllers improve the performance of the real plant. © 1998 Elsevier Science S.A. All rights reserved.
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1. Introduction
Control theory has been developed in great detail for
systems defined by linear operators. However, the non-
linear nature of most dynamic systems in the real world
has demanded the incorporation of nonlinear control
techniques to improve the controller performance. In
recent years there has been a growth beyond all expec-
tation in the development of nonlinear control systems
[1–5]. In this context, since the control of batch reac-
tors remains an open problem [6], it has been used as a
case study in an innumerable number of publications.
Artificial neural networks (NN) have played an impor-
tant role in this development. Their properties, such as
their adaptive and nonlinear nature, and their learning
and approximation capabilities have contributed to
make NN a useful tool in dealing with the problem of
controlling nonlinear dynamic systems. As a conse-
quence, numerous control schemes using NN have been
proposed during the last years, see A˚stro¨m and
McAvoy [7] for an overview.
Although nonlinear inverse and predictive control
techniques based on NN have been extensively applied
to nonlinear systems, their use in real time applications
is generally limited. Furthermore, the majority of pub-
lished experimental results concerning process control
and, specifically, batch reactors control have used NN
for nonlinear process modelling in a control scheme
[8–10]. Recently, Dirion et al. [11] have designed a
neural-network controller, and used it for real-time
control of an experimental pilot-plant reactor. They
created a neural-network learning database using re-
sults from an advanced control algorithm (Generalized
Predictive Controller) and from plant operators (man-
ual control). Their results show that the trained neural
controller was able to mimic decisions made by a
human operator.
This paper is focused on the study and development
of inverse and predictive nonlinear control strategies
* Corresponding author. Tel.: 39 332 789202; fax: 39 332
785815; e-mail: jose.zaldivar-comenges@jrc.it
0255-2701:98:$19.00 © 1998 Elsevier Science S.A. All rights reserved.
PII S02 55 -270 1 (97 )000 46 -9
1
I.M. Gal6a´n, J.M. Zaldı´6ar : Chemical Engineering and Processing 37 (1998) 149–161150
Fig. 1. Schematic representation of the generalized method.
Fig. 3. Schematic representation of the specialised method.
defined, that is, when different plant inputs may pro-
duce the same output. In this case, the NN, as any
approximation method, will tend to average over the
various targets, producing a mapping that is not neces-
sarily the inverse function of the system.
In the specialised learning method, the learning of
the controller is carried out using the difference be-
tween current and desired output of the system, see Fig.
3, and the patterns for the learning derive directly from
the system’s evolution. This method appears to be more
accurate than generalised learning since it approximates
the inverse of the plant in the region of interest instead
of in the entire range of the manipulated or input
variable. There are numerous versions and applications
of this method [8,14–18].
The specialised method solves problems encountered
during the generalised learning because it is an on-line
method. However, the initialisation of the neural con-
troller weights have an important repercussion on the
control quality. If the controller weights are set-up to
random values, unstable or even ‘no system control’
situations may be produced, which is not admissible in
most of the real-time applications. Therefore, to obtain
an efficient control of the dynamic system in real time,
when the specialised method is applied, it is necessary
to prepare the parameters of inverse neural controller.
The other control schema studied in this work is the
model-predictive control strategy, whose initial idea
was due to Martı´n [19]. In this control schema the
manipulated variable or control signal profile is deter-
mined optimising some performance function on a time
interval extending from the current time to the current
time plus a prediction horizon which is defined previ-
ously [20]. Predictive control schemes have reached
considerable interest during the past decade and they
have received wide acceptance in industry [21]. These
applied to the control of the heat transfer fluid temper-
ature in a 100 l pilot plant. Both inverse and predictive
nonlinear control using artificial neural networks have
been already studied by different authors. However,
they still present some disadvantages concerning real-
time applications.
In the inverse neural control systems, the learning of
the controller can be accomplished using two different
methods, also referred to—in this work—as gener-
alised and specialised learning. In the generalised learn-
ing method [12,13], the neural network is trained to
learn the total inverse dynamics of the plant. In con-
trast to the situation when a modelling problem is
formulated, the input to the network is the output of
the dynamic system and the target output for the
network is the system input, see Fig. 1. After the
learning procedure is completed, the weights of network
are fixed and the NN can be used for controlling, as is
shown in Fig. 2. That control scheme is an off-line
method because the controller is not operational during
the learning stage. Hence, the success of the total
inverse neural controller acting in real-time depends on
two factors. First, the number of output–input pairs
available to train the network. To guarantee an efficient
control, the inverse dynamic of the process must be
appropriately represented in the training data set,
which normally requires a considerable amount of out-
put–input pairs. Secondly, since no objective control
(y sp) has been defined during the training of the NN,
the success of the controller depends also on the gener-
alisation capacity of the NN, i.e. on the ability of the
network to respond correctly to inputs that were not
specially used during the training procedure. On the
other hand, other problems of the generalised method
arise when the inverse dynamic of the system is not well
Fig. 4. Nonlinear predictive control system.Fig. 2. Inverse neural controller acting in real time.
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Fig. 5. PID controller performance. Constants: K13%, Ti
1%41ƒyTd0. (a) Tesp23°C, (b) Tesp15°C.
feasible space of the performance function until the
extremal point is located [28]. This search is generally
guided by calculations of the performance function
and:or its derivatives and it implies a large computa-
tional effort because several iterations have to be car-
ried out to reach its extremal point. The computational
time requirements may be an obstacle for nonlinear
model-predictive control systems in real time applica-
tions. As a consequence, it would be worthwhile devel-
oping nonlinear predictive control strategies that
require less computational effort. In this paper the
emphasis is placed on the development of inverse and
predictive nonlinear control systems feasible for real
time applications and capable of efficiently controlling
real systems.
The nonlinear inverse control schema, used for the
control of the temperature of the heat transfer fluid,
consists in combining the generalised and specialised
method. First, the neural controller is trained using the
generalised learning algorithm with the available out-
put–input pairs. The trained recurrent neural network
(RNN) might produce an inadequate control of the real
plant because the patterns available do not represent its
total inverse dynamics, but it will have enough informa-
tion so that unstable or no control situations may be
avoided. Secondly, the specialised learning of the neural
inverse controller, using a model of the system, is
performed. Hence, the controller can itself specialise in
the desired objective control. These parameters are
conserved and used to initialise the controller acting in
real-time. Finally, the controller with the parameters
initialised in that way is submitted to the specialised
learning in real-time using the real plant.
The nonlinear predictive control schema developed in
this work is characterised because the optimisation
routine in Fig. 4 is replaced by a RNN. Thus, the
current control signal is given by the output of a RNN,
instead as the solution of the optimisation problem,
and no nonlinear optimisation problem must to be
solved at every sampling time. For this reason, this
control system requires less computational effort.
The paper is organised as follows. The experimental
set-up of the pilot plant reactor, the control configura-
tion as well as the behaviour of the PID cascade
controller currently incorporated in the plant, are pre-
sented in the second section. The proposed neural
nonlinear inverse control system is presented in the
third section whereas its implementation is discussed in
the next section. In the fifth section the temperature
control of the heat transfer fluid temperature in a
chemical batch reactor is performed using both inverse
and predictive control systems. The results show that
neural-based controllers improve the performance of
the real plant.
control strategies had been mathematically developed
for linear dynamic systems [22,23] in which linear
ARMA models are used to predict the future behaviour
of the system. However, since most of real world dy-
namic systems are highly nonlinear, the predictive con-
trol based on linear models may result in very poor
controller performance. Therefore, predictive control
techniques have recently been extended to nonlinear
systems [20,24,25] in which nonlinear models are used
to describe the nonlinearities and complexities of the
system. NN have also taken part in the development of
nonlinear model-predictive control systems [26,27], in
which models built up with neural structures have been
used to predict the dynamic behaviour of the system
along the prediction horizon.
When the predictive control strategy is based on
nonlinear models, independently of the nature of mod-
els, the prediction equations cannot be solved explicitly,
as in the linear case, and an iterative solution of the
performance function evaluating the future behaviour
of the system is required. At every sampling time, the
current manipulated variable is calculated using an
optimisation procedure, see Fig. 4, which determines
the optimal profile control actions that minimise the
difference between the desired and model outputs over
the prediction horizon. Hence, the use of nonlinear
models allow the development of predictive control
strategies for nonlinear dynamic systems, but it also
implies that at every sampling time a nonlinear optimi-
sation problem must be solved. This is a potential
disadvantage of those control strategies because the
solution of optimisation problems are, normally, com-
putationally laborious. Most nonlinear optimisation al-
gorithms use some form of search technique to scan the
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2. Experimental configuration
The Facility for Investigating Runaway Events Safely
(FIRES) reactor [29] is a 100 l stainless steel, glass-lined
pilot reactor which is equipped with a standard cooling:
heating jacket. The main specifications and characteris-
tics has been presented in the first part of this work [30]
and, therefore, will not be discussed here.
When the process is carried out in isothermal condi-
tions, the reactor temperature, Tr, is maintained at its
desired value, T rsp, by adjusting the temperature set-
point for the glycol–water mixture recirculating
through the reactor jacket, T esp. This is accomplished by
the master controller. The temperature of the heat
transfer fluid recirculating through the reactor jacket is
controlled to the set-point using a slave controller. The
master and slave controllers currently installed in the
cascade control schema of the reactor temperature are
PID self-tuning controllers. The neural controllers de-
veloped in this work act as the slave controller of the
plant.
2.1. Description of the experiments
The control performances have been tested using the
real plant. The experiments have been carried out with
the reactor filled with 80 kg of water inside the reactor
which was equipped with a standard Pfaudler stirrer at
5 s1 of stirring speed. To evaluate the neural con-
troller capability in heating as well as in cooling mode,
two different set-points have been defined. Starting
from the initial condition Te(0)15°C the first objec-
tive is to follow a control reference set to T esp23°C
while the second objective is to reach T esp15°C when
Te(0)23°C. The PID controller performance for these
control objectives is shown in Fig. 5. The controllers
constants were adjusted following the operation’s man-
ual provided by the constructor.
The algorithms for neural control of the heat transfer
fluid temperature were stored on the second worksta-
tion of the distributed control system [30]. The NN-
based software sends the neural controller output, u,
and in the next sampling time (10 s later) receives the
measured system variables.
3. Inverse neural control system
3.1. In6erse controller structure
When the inverse dynamic of the system is approxi-
mated by NNs, the collection of selected input variables
to the network has an important repercussion on the
control quality. To evaluate the system variables which
have an effect on the inverse dynamic, a system model
has to be assumed. Leontaritis and Billings [31] have
proved that nonlinear discrete dynamic system can be
represented by the following NARMA model:
y(k1)F(y(k), …, y(kny), u(kd)
, …, u(kdnu)) (1)
where y(.) and u(.) are discrete sequences of output and
input variables, respectively, and d is the delay of the
system.
Let us suppose that the dynamic system represented
by Eq. (1) is invertible, i.e. there exists a function G(.)
such that the input can be expressed in terms of a
nonlinear expansion of lagged inputs and outputs as
follows:
u(kd)G(y(k1), y(k), …, y(kny), u(kd1)
, …, u(kdnu)) (2)
Updating the previous equation at current time k, it
follows:
u(k)G(y(k1d), y(kd), …, y(kdny),
u(k1), …, u(knu)) (3)
Assuming that function G is known, the expression
given by Eq. (3) allows the calculation of the control
action at time k such that the value y(kd1) is
reached by the system at time kd1. Thus, if the
objective of the control action is to reach a set-point,
y sp, the control action is obtained replacing the process
output at time kd1 by the desired plant output,
that is:
u(k)G(y sp, y(kd), …, y(kdny), u(k1)
, …, u(knu)) (4)
Eq. (4) shows that the future measurements of system
output, y(kd), …, y(k1), are required for the cal-
culation of the current signal control. However, when
the control of the real plant is performed, those values
are not available. Hence, it is necessary to transform
the control law given by Eq. (4) into an expression
applicable in real-time. As is shown in the following,
that conversion is immediate.Fig. 6. First learning phase of the inverse neural controller.
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Applying Eq. (1), the values y(kd), y(kd
1), …, y(k1) can be expressed as follows:
y(kd)F(y(kd1), …, y(k (ny1d)),
u(k1), …, u(k (nu1))) (5)
y(k2)F(y(k1), …, y(k (ny1)), u(k (d1))
, …, u(k (dnu1))) (6)
y(k1)F(y(k), …, y(kny), u(kd)
, …, u(k (dnu))) (7)
Replacing y(k1) in Eq. (6) by Eq. (7), it is ob-
served that y(k2) can be written as a function
of y(k), …, y(k (ny1)), y(kny), u(k (D1)),
u(kd), …, u(k (dnu)). Making successive substi-
tutions up to reach the term y(kd) allows y(k
d), y(kd1) to be written in terms of the current
available information. Consequently, keeping the nota-
tion G, the current control action can be expressed as:
u(k)G(y sp, y(k), …, y(kny),u(k1), …, u(knu)
, …, u(k (dnu))) (8)
The difference between the inverse control laws given
by Eqs. (4) and (8) consists in the length of the input
variable sequence, which has increased by d terms in
the transformed control law, Eq. (8). The length in-
crease is given by the delay of the system.
Since the manipulated input variable to the system is
not available when the control problem is formulated,
the recurrent neural network (RNN) presented in [30] is
an appropriate architecture to approximate the func-
tional G appearing in Eq. (8). Introducing the vector
EMBED Equation as the input to the network and
defining dnu context neurones, the approximate in-
verse control law adopts the following form:
u˜(k)G0 (I(k), R(k), WG0 )
G0 (y sp, y(k), …, y(kny), R1(k)
, …, Rdnu(k), WG0 ) (9)
where u˜(k) is the output of the RNN, Ri(k) u˜(k i ),
i1, …, dnu and WG0 is the set of adjustable parame-
ters of the network.
3.2. In6erse learning algorithm
Once the controller structure has been determined,
the training of the neural controller must be accom-
plished. It consists in determining the parameter set WG0
in such a manner that the control law defined by Eq. (9)
results in an inverse control strategy. The learning is
divided into three different phases: generalised method
with the pattern set available, specialised method using
a system model and a specialised method in the real
Fig. 7. Second learning phase of the inverse neural controller.
plant. The first two phases are carried out off-line; the
aim being to prepare the parameters of the final con-
troller.
3.3. 1st phase: generalised learning with the patterns
a6ailable
In this phase the parameter set is WG0 estimated so
that the control law given by Eq. (9) acquires informa-
tion about the global inverse dynamic behaviour of the
real plant. The training data set {u(k), y(kd1)} is
obtained using the plant as black box. The input signal
is varied randomly within its working range and the
output of the system is stored. A delayed sequence of
this variable, I(k) (y(kd1), y(k), …, y(kny)),
is used as input to the RNN and the input system u(k)
is the target output for the network, see Fig. 6. In this
case, the desired set-point, y sp, does not appear in the
input vector to the RNN because the objective is to
approximate the global inverse dynamic of system. The
neural controller is trained to minimise the following
performance function:
Egc 
1
2N
· %
Nd1
k0
(u(k) u˜(k))2 (10)
The parameters of the RNN are adjusted using the
dynamic backpropagation algorithm described in [30].
To accelerate the convergence of the algorithm it is
convenient to realise a previous learning of the equiva-
lent multilayer feedforward network with input vec-
tor I(k) (y(kd1), y(k), …, y(kny), u(k1),
…, u(kdnu)), using the static backpropagation al-
gorithm. Once the training of the multilayer feedfor-
ward network is accomplished, the parameters are used
to initialise the RNN and the generalised learning of
the recurrent neural controller is realised.
Since this learning phase is carried out with the
output–input patterns available, the set of parameters
obtained will not produce an appropriate control of the
real system, although they will have enough informa-
tion so that unstable or no control situations can be
avoided when the inverse neural controller is acting in
real time.
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3.4. 2nd phase: specialised learning using a system
model
Given a system model and the desired output or
set-point, y sp, the goal is to specialise the parameter set
WG0 , Eq. (9), obtained in the previous phase on that
set-point. Defining a discrete time interval [0, n ] where n
is a natural number indicating the time required for the
model to reach the set-point, the parameters of the
network are adjusted along the negative gradient direc-
tion of the error function defined as follows:
Egc 
1
n
· %
n1
kd
(y sp y˜(k1))2 (11)
where y˜(k1) is the model output.
Applying the chain rule to calculate the gradient of
Eq. (11), the following learning rule is inferred:
W (k1)G0 W (k)G0 a · (y sp y˜(k1))
·
(y˜(k1)
(u˜(kd)
·
(u˜(kd)
(WG0
, kd, …, n1
(12)
where u˜(kd) is the delayed output neural controller.
The terms (y˜(k1):(u˜(kd), kd, …, n1, appear
in the gradient calculation because the model is located
between the controller and the error measured, see Fig.
7. They represent the Jacobian of the model at every
time, that is, the variation of the output model with
respect to the applied input. The factors (u˜(kd):
(WG0 , kd, …, n1, represent the variation of the
RNN output with respect to the parameter WG0 and
they can be calculated using either static or dynamic
backpropagation algorithms [30].
The use of a system model to perform the specialised
learning of the controller instead of the real system
allows the patterns {I(k) (y sp, y˜(k), …, y˜(k
ny)), y sp}, kd, …, n1, to be presented several times
to the neural controller. As a consequence, the inverse
control law given by Eq. (9) learns to calculate the
control actions u(0), …, u(n1d) such that the error
given by Eq. (11) is minimised.
Fig. 9. Learning procedure of the nonlinear predictive controller.
3.4.1. Comments:
In this learning phase the model is used to simulate
the dynamic behaviour of the real plant, y˜(k1), k
d, …, n1, and to backpropagate to the neural con-
troller the error measured at output model, as is shown
in Fig. 7. Hence, the chosen model to carry out this
learning phase has to be capable to act as process
simulator and its structure must facilitate the calcula-
tion of the Jacobian. The NARMA simulators devel-
oped in [30] have both properties. They can produce
appropriate approximations of the system when it is
necessary to simulate its dynamics and they allow the
calculation of their Jacobian using the static bakpropa-
gation algorithm [15].
3.5. 3rd phase: specialised learning using the real
system
After the two earlier phases are finished, the parame-
ters of the inverse control law given by Eq. (9) are
initialised to the set WG0 obtained previously. The ac-
ceptance of that law to control the real system depends,
obviously, on the capacity of the model used in the
second phase to represent the dynamic behaviour of the
system. If the chosen model were to be exact, the
control law would produce the best control and its
parameters could be fixed. However, since most system
models provide approximations of the real dynamics,
the performance of a neural controller whose parame-
ters are fixed, would not be suitable. In order to correct
the errors in the neural controller occasioned by the use
of an approximate model in the previous phase, the
specialised learning using the real system is realised. In
this case, the controller is operating during the training
phase and it is accomplished so that the real plant
reaches asymptotically the set-point, y sp.
At every discrete time k, the input to the RNN is
actualised and its output, u˜(k), is applied to the real
system, Fig. 8. The weights adjustment is based on the
negative gradient direction of the measured error at
output plant:
e sc(k1)
1
2
· (y spy(k1))2 (13)
Fig. 8. Third learning phase of the inverse neural controller.
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where y(k1) is the system output.
In this case, the learning rule to adjust the controller
parameters adopts the following form:
W (k1)G0 W (k)G0 a · (y spy(k1))
·
(y(k1)
(u˜(kd)
·
(u˜(kd)
(WG0
(14)
The Jacobian of the process, (y(k1):(u˜(kd), is
normally unknown and difficult to determine from
experimental data. Different authors have proposed
solutions to this problem. For instance, Saerens and
Soquet [32] replaced the unknown derivative by it sign
which was obtained using qualitative knowledge of the
plant behaviour. Another scheme has been proposed in
[33], it makes use of an inverse transfer relationship,
determined experimentally, to estimate the error for the
output controller. In this paper, based on studies re-
alised by Jordan [15], the Jacobian of the system is
approximated by the Jacobian of a system model,
(y˜(k1):(u˜(kd).
3.5.1. Comments
As in the second learning phase a model of the
system is required, although in this case the model is
only used to backpropagate the measured error at
process output to the controller output, see Fig. 8.
Models built up with NNs are also advisable because
they allow easy calculation of its Jacobian [15]. It is
important to notice that the accuracy of the Jacobian
approximation has an important effect on the control
results. Errors in the Jacobian approximations could
cause unsuitable changes in the parameters and oscilla-
tions in the neural controller output could occur. On
the other hand, the accuracy of the Jacobian approxi-
mation, (y˜(k1):(u˜(kd) depends obviously on the
accuracy of the model. Hence, even if the model
parameters have been estimated before training of the
neural controller, in most of the cases it is advisable to
perform an on-line identification to correct the model
errors occurred in the domain of interest.
4. Predictive neural control system
4.1. Predicti6e controller structure
In the predictive neural control system proposed in
this paper, a NN acts as predictive controller of the
system, see Fig. 9. It provides, at every sampling time,
the current predictive control action that must be ap-
plied to the dynamic system. The aim is to reduce the
computational time requirements in nonlinear predic-
tive control systems. The use of a NN to calculate the
predictive control action is based on the existence of a
relationship between the current control action and the
rest of the system variables when a predictive model
strategy is applied, as is shown in the following.
Generally, predictive control strategies are formu-
lated as the calculation at every discrete time k of a
finite control action sequence u(k), …, u(kNu) such
that the differences between the desired objective or
set-point and the system outputs on a time interval
extending to the future are minimised,
epc(k1)
1
2
· %
H
i1
(y sp(kd i ) y˜(kd i ))2 (15)
where H and Nu are natural numbers referred to as
prediction and control horizons, respectively; y sp(k
d i ) and y˜(kd i ) are the sequences of set-points
and the predicted system outputs provided by a system
model along the prediction horizon, respectively. When
the prediction horizon is bigger than the control hori-
zon, H\Nu, it is necessary to add constraints to the
optimisation problem. They consist in supposing that
the control action remains constant after the Nu time
step, u(kNu) ···u(kH).
For simplicity, the following analysis supposes that
control horizon is equal to 0 (Nu0). Assuming that
the dynamic process can be represented by a NARMA
model, Eq. (1), and supposing that approximations
over the prediction horizon appearing in Eq. (15),
y˜(kd i ) i1, …, H are equal to the measured sys-
tem outputs, from Eq. (1) it infers that the future values
can be expressed as follows:
y˜(kd1)F(y(kd), …, y(kdny), u(k), …, u
 (knu))
y˜(kd2)F(y(kd1), …, y(kd1ny), u
 (k1), …, u(k1nu))
y˜(kdH)
F(y(kdH1), …, y(kdHny), u
 (kH), …, u(kHnu))
Fig. 10. Approximating the inverse dynamic of system. (1) Multilayer
feedforward network (6-10-1). (2) Recurrent neural network (6-10-1,
n12, nc4).
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Following the steps described in Section 3.1 and
imposing that Nu0, that is, u(k)u(k1) ···
u(kH1)u(kH), the values y˜(kd i ) i
1, …, H can be expressed in terms of the sequence
y(k), …, y(kny), u(k), …, u(kd), …, u(kdnu),
i.e. in terms of the information available at discrete
time k. Hence, the control action u(k) minimising the
error function defined in Eq. (15) can be written as
follows:
u(k)P(y sp(kd1), …, y sp(kdH), y(k)
, …, y(kny), u(k1), …, u(kdnu)) (16)
where P is a mapping that determines the solution of
optimisation problem given by Eq. (15). If we assume
again that the set-point remains constant over the
prediction horizon, Eq. (16) is simplified as:
u(k)P(y sp, y(k), …, y(kny), u(k1)
, …, u(kdnu)) (17)
If the function P were known, the expression given
by Eq. (17) would provide at every discrete time k the
control action that must be applied to the system to
reach the desired control objective, when a predictive
control strategy is employed. However, in the nonlinear
case the functional P is rarely available and its knowl-
edge is unfortunately very complicated. Nonetheless,
based on this judgement it is possible to guarantee that
there exists a relationship among the current control
action and past sequences of input and output system
variables when a predictive control strategy is formu-
lated, as in the inverse control case. In addition, Eq.
(17) gives the number of variables on which control
action depends.
The problem of finding an expression for the func-
tional P can now be interpreted as a functional approx-
imation problem. Based on approximation capabilities
of NNs, one can decide to approximate the functional
P by a NN. As in the case of system inverse dynamic
approximation, the RNN presented in [30] is also an
appropriate architecture to deal with the problem. In-
troducing the vector I(k) (y sp, y(k), …, y(kny)) as
the input to the network and considering dnu context
neurones, the predictive control action is the only out-
put of the RNN:
u˜(k)P0 (I(k), R(k), WP0 )
P0 (y sp, y(k), …, y(kny), R1(k)
, …, Rdnu(k), WP0 ) (18)
where Ri(k) u˜(k i ) i1, …, dnu and WP0 is the
parameter set of the network.
The predictive control law given by Eq. (18) has the
same structure as the inverse control law, Eq. (9),
deduced in Section 3.1. However, there exits a basic
difference between them: the performance function
used to determine the parameter sets appearing in
both control laws. In the predictive control case, the
parameters of RNN, WP0 are adjusted using the error
function evaluating the dynamic behaviour of the sys-
tem in the future, Eq. (15), whereas the adaptation of
the inverse control law parameters, WG0 were based on
the immediate answers of the system, Eqs. (11) and
(13).
4.2. Predicti6e learning algorithm
The learning of the predictive neural controller con-
sists in determining the parameter set WP0 such that the
control law, given by Eq. (18), provides a predictive
performance controller. The training procedure is car-
ried out while the neural controller is operating and the
patterns come from the direct evolution of the plant.
Once a system model provides the futures system out-
puts over the prediction horizon, the RNN parameters
are updating in real time, see Fig. 7, along the negative
gradient direction of Eq. (15). In the following, the
learning rule to update the controller parameters is
deduced.
Let WP0 be a weight of the RNN; supposing that
set-points remains constant along the prediction hori-
zon, the variation of the error function given by Eq.
(15) with respect to the parameter is:
(epc(k1)
(wP0
  %
H
i1
(y sp y˜(kd i )) ·
(y˜(kd i )
(wP0
(19)
The variation of the model outputs with respect to
the parameter wP0 along the prediction horizon is calcu-
lated using the chain rule as follows:
(y˜(kd i )
(wP0

(y˜(kd i )
(u˜(k i )
·
(u˜(k i )
(wP0
, i1, …, H
(20)
where (y˜(kd i ):(u˜(k i ), i1, …, H, are the
model Jacobians along the prediction horizon; and
(u˜(k i ):(wP0 , i1, …, H represent the RNN outputs
variations with respect to the parameter wP0 . Since
Nu0, the control action implemented in the model
remains constant during the prediction horizon and
the terms (u˜(k i ):(wP0 are also constants and equal
to (u˜(k):(wP0 . The last term can be calculated using
either the static or dynamic backpropagation algorithm
[30].
Hence, the neural predictive controller parameters
are updated at every sampling time using the following
learning rule:
a ·
(u˜(k)
(wP0
· %
H
i1
(y sp y˜(kd i )) ·
(y˜(kd i )
(u˜(k)
(21)
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The predictive controller operation and its learning
procedure, see Fig. 9, can be summarised as follows: at
every sampling time k, the input vector I(k)
(y sp, y(k), …, y(kny)) is presented to the RNN and
its output, u˜(k), is implemented in the dynamic system
and in the system model; the partial derivative (u˜(k):
(wP0 is calculated; once the errors (y sp y˜(kd i ))
and the model Jacobians (y˜(kd i ):(u˜(k), i
1, …, H, have been evaluated, the neural parameters
are adjusted using the Eq. (21) and the procedure is
repeated at the next sampling time k1.
4.2.1. Comments
In order to predict the dynamic behaviour of the
system along the prediction horizon, a system model is
needed. This model must be able to act as system
simulator on the time interval [k, kH ]. On the other
hand, the model looks after backpropagating the errors
to the controller output. As in the inverse neural con-
troller scheme, parallel NARMA models developed in
[30] are appropriate for the purpose of predictive con-
trolling. Since the success of the predictive control
strategy depends on the accuracy of system output
prediction provided by the model system, it is suitable
to carry out an on-line identification of neural model
parameters.
The predictive control scheme previously described is
an on-line control method because, as we have already
mentioned, the adjustment of the controller parameters
is accomplished on real time. Hence, if the initial
weights of the neural controller are set to random
values, an optimal performance of predictive controller
cannot be expected. To obtain an appropriate control
of the real plant, it is convenient to provide some initial
information to the neural predictive controller. This
information can be obtained in an off-line way, this is
training the neural controller to realise a predictive
control strategy with a system model instead of real
plant.
5. Experimental results: neural control of the heat
transfer fluid temperature in a jacketed batch reactor
In this section the neural inverse and predictive con-
trol schemes described in Sections 3 and 4, respectively,
are applied to perform the control of the heat transfer
fluid temperature in a jacketed batch reactor. In addi-
tion, the performance of both controllers against the
self-tunning PID controller currently installed in the
plant is also tested.
5.1. In6erse neural control
In [30] the construction of NARMA models simu-
lating the dynamic behaviour of the heat transfer
fluid temperature was treated. One conclusion drawn
from that study was that the most important vari-
ables affecting the current temperature Te(k) were the
delayed control signal u(k4), the reactor tempera-
ture Tr(k), and the heat transfer fluid temperature at
previous time, Te(k1). Hence, the following sim-
plified NARMA model can be assumed to represent
the time evolution of the heat transfer fluid tempera-
ture:
Te(k1)Te(k)F(u(k4), Te(k1)Tr(k1))
(22)
Following the steps described in Section 3.1 and
assuming that reactor temperature remains constant
during the time interval [k, k3], this is Tr(k3) :
Tr(k2) : Tr(k1) : Tr(k), the inverse control law
can be written as:
u(k)G(T spe Te(k), Te(k)
Tr(k), u(k1), …, u(k4)) (23)
Introducing the input vector I(k) (T spe 
Te(k), Te(k)Tr(k)) and four context neurones, the
functional G can be approximated using the RNN, as:
u˜(k)G0 (T spe Te(k), Te(k)
Tr(k), R1(k), …, R4(k), WG0 ) (24)
where Ri(k) u˜(k i ) i1, 2, 3, 4. The number of
hidden layers and neurones in those layers have been
determined by trial and error, stabilising only one
hidden layer of ten neurones. The neuron activation
functions have been chosen as the sigmoidal ranged on
the interval [0, 1].
5.1.1. First phase
In this phase the variable T esp in the input vector to
the network, see Eq. (24), is substituted by the mea-
sured output value Te(k5). The generalised learning
of the inverse neural controller has been carried out
using an experimental data set which has been obtained
with 80 kg of water inside the reactor, 5 s1 stirrer rate
and manipulating the control signal, u, directly on the
supervising workstation [30].
To accelerate the convergence of the RNN in ap-
proximating the dynamic inverse represented by the
pattern set, a multilayer feedforward network with ten
neurones in the hidden layer and I(k) (Te(k5)
Te(k), Te(k)Tr(k), u(k1), …, u(k4)) as the input
pattern, is previously trained. That network was trained
using the static backpropagation algorithm and learn-
ing rule varying from 0.1 to 0.01. The value of the error
function given by Eq. (10) after 10 000 learning cycles
was E cg1.7 ·103 and the approximated input vari-
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Fig. 11. Inverse neural controller performance: parameters fixed to
WG0 (generalised). (a) Te
sp23°C, (b) Te
sp15°C.
Fig. 13. Inverse neural controller performance: parameters initialised
to WG0 (specialised–m) an updating in rel time. (a) Te
sp23°C, (b)
Te
sp15°C.
able it is shown in Fig. 10. Subsequently, the training of
the RNN is performed during 3000 learning cycles and
the quadratic error given by Eq. (10) reaches the value
E cg8.8 ·104. As can be seen from Fig. 10, the RNN
is a more appropriate architecture to approximate the
inverse dynamics rather than typical multilayer feedfor-
ward networks.
Although the generalised learning of the inverse neu-
ral controller has not been realised to build up the
definitive controller of system, the performance of the
control law given by Eq. (24) whose parameters are
fixed to the set obtained in this phase, also referred to
as WG0 (generalised), is evaluated. The evolution of the
heat transfer fluid temperature and control action for
every control objective are shown in Fig. 11. This
control law does not produce an efficient control of
heat transfer fluid temperature, but it has enough infor-
mation such that not control or unstable situations can
be avoided.
5.1.2. Second phase
As shown in Section 3.2, a model of the system
capable of simulating its dynamic behaviour is required.
In this work, neural NARMA parallel models devel-
oped in [30] have been used for the purpose of simulat-
ing dynamic evolution of the heat transfer fluid
temperature in this learning phase. From the initial
condition Te(0)15°C, the target of the specialised
learning phase is to follow the control objective to
T esp23°C for 05k5300 and T esp15°C for 3015
k: 600. Each simulation cycle, for k ranging from 0 to
600 is called a trail. Initialising the inverse control law,
Eq. (24), by the parameter set WG0 (generalised), they are
updated at every time k using the learning rule given by
Eq. (12) and a learning rate fixed to 0.01. The weights
obtained after 20 trails, also named WG0 (specialised–m),
are conserved and used to control the real plant. Fig. 12
shows the performance of the inverse control law given
by Eq. (24) whose parameters have been fixed to the set
WG0 (specialised–m). Since it has been targeted on the
desired control objective, the controller performance
has been improved as expected. The overshoot of the
temperature is significantly reduced with these new
parameters.
5.1.3. Third phase
The control results previously obtained are satisfac-
tory. However, in the cooling mode it is observed that
the controller provokes an offset in the evolution of the
heat transfer fluid temperature, i.e. the temperature is
stabilised around 15.4°C instead to 15.0°C, see Fig.
12(b). This fact is given by the use of a ‘not exact’
Fig. 12. Inverse neural controller performance: parameters fixed to
WG0 (specialised–m). (a) Te
sp23°C, (b) Te
sp15°C.
10
I.M. Gal6a´n, J.M. Zaldı´6ar : Chemical Engineering and Processing 37 (1998) 149–161 159
model in the previous phase. To correct this type of
errors, the specialised learning of the neural inverse
controller using the real plant is accomplished. Using
the set WG0 (specialised–m) to initialise the controller,
the parameters are updated in real time according to
the learning rule given by Eq. (14) and a learning rate
fixed to 0.01. Since the controller parameters are ad-
justed using the difference between the real plant out-
put and the set-point, Eq. (13), errors produced by the
use of a ‘not exact’ model are corrected and the offset
in the evolution of heat transfer fluid temperature has
been eliminated, as can be seen in Fig. 13.
5.2. Predicti6e neural control
Based on the fact that the dynamics of the heat
transfer fluid temperature can be represented by the
NARMA model given by Eq. (22) and on the results
from Section 4.1, the predictive control law adopts the
following form:
u(k)P(T spe Te(k), Te(k)
Tr(k), u(k1), …, u(k4)) (25)
Using the vector I(k)T spe Te(k), Te(k)Tr(k)) as
the input pattern and considering four context neu-
rones, the functional P is approximated using the
RNN:
u˜(k)P0 (T spe Te(k), Te(k)
Tr(k), R1(k), …, R4(k), WP0 (26)
where Ri(k) u˜(k i ) i1, 2, 3, 4. The used neural
architecture had one hidden layer containing ten neu-
rones and the sigmoidal activation functions were
ranged in [0, 1].
After some tests conducted using a system model, the
prediction horizon for the heating mode was set to 40
sampling times, i.e. 400 s. Because inverse and predic-
tive control laws, Eqs. (24) and (26), have the same
structure, the predictive control law can be initialised
by parameters obtained in the previous section. Initial-
ising the predictive control law given by Eq. (26) to the
parameters WG0 (generalised), the steps described in Sec-
tion 4.2 are carried out to reach the first control
objective, T esp23°C. At each sampling time, a
NARMA parallel model [30] provided the approxi-
mated system output over the prediction horizon and
the predictive controller parameters were updated in
real time using the learning rule given by Eq. (21) and
a learning rate fixed to 0.0005. The evolution of heat
transfer fluid temperature and control signal are shown
in Fig. 14(a). For the cooling desired objective control
T esp15°C the prediction horizon has to be increased
to 70 sampling times, i.e. 700 s. Fig. 14(b) shows the
performance of the predictive controller, Eq. (26), in
the cooling mode. The controller parameters are also
updated in real time using the learning rule given by
Eq. (21) and a learning rate fixed to 0.0005.
6. Discussion and conclusions
PID controllers have been widely used in industrial
applications. The main advantages are its simplicity
and the familiarity of users with their operation. How-
ever, this methodology has serious restrictions and in
many cases it produces poor control performances. The
results presented in the previous section have shown
that the use of nonlinear control techniques based on
appropriate modelling of process improves the control
of the heat transfer fluid temperature in the jacketed
chemical reactor, see Figs. 5, 13 and 14.
The success of the neural inverse control system
depends exclusively on the weights used to initialise the
controller acting in real time. The inverse neural con-
troller built up in Section 5.1 whose parameters have
been fixed to WG0 (specialised–m) see Fig. 12, has identi-
cal behaviour to the inverse controller whose parame-
ters are updating in real time, see Fig. 13, only some
errors concerning to the off-set in the cooling mode are
corrected. This implies that the performance of con-
troller acting in real-time depends highly on the
parameter set obtained in previous phases. Hence, if the
weights of inverse neural controller would be set to
random values, unstable or inefficient control of system
could be expected. To guarantee an appropriate control
of the real system, the inverse controller acting in real
time must be initialised using previous knowledge about
the dynamic behaviour that should be controlled.
In this context, the method to obtain initial weights is
also important. The specialised learning using a system
Fig. 14. Predictive neural controller performance: parameters ini-
tialised to WG0 (generalised). (a) Nu0, H40, Te
sp23°C, (b) Nu
0, H70, Te
sp15°C.
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model, phase 2, allows the controller to specialise in the
desired control objective. However, previous simula-
tions have shown that if the controller is only submitted
to this training phase, optimal control performances
cannot be ensured. The generalised learning, phase 1,
i.e. approximation of system inverse dynamic with
available patterns, permits the controller to gain infor-
mation about the global inverse dynamic of system,
which generally helps to obtain better performances.
For instance, in Fig. 13(b) it is observed that the inverse
controller has produced a large overshoot in the heat
transfer fluid temperature which is not possible to
reduce even if successive trails in the second training
phase (specialised learning using a system model) are
made. To reduce this temperature overshoot, it would
have been necessary to initialise the controller with
parameters having more information about the inverse
dynamic system in the cooling mode. That is, the
generalised learning would have been carried out with
more patterns representing the cooling of heat transfer
fluid temperature. It should be noticed that in this
work, that learning phase is realised with only few
patterns in this region, control actions higher than 900,
see Fig. 10. Both specialised and generalised learning
contribute to the efficient and suitable inverse neural
controller performance on the real plant.
With regards to the predictive control system pro-
posed in this paper it is interesting to point out that no
nonlinear optimisation problem has to be solved at
every sampling time. The use of a NN to calculate the
predictive control action reduces the computational
effort involved on those strategies. Hence, it is a predic-
tive control schema relevant and suitable for real time
applications. It should be noticed that the time spent
for updating the RNN is lower than the requirement of
time to solve the nonlinear optimisation problem. In
last case there is a need to perform many updates at
every sampling time to calculate the correct predictive
control action that minimise the error function defined
by Eq. (15). The parameters of the RNN are updated
along the negative gradient direction of Eq. (15) and at
every time only an updating must be carried out. The
neural controller learns to realised the predictive con-
trol strategy along the time. The computational time
requirements of predictive control systems currently
used have prevented from testing their performance
against the neural schema.
On the other hand, the use of a relationship between
the current predictive control action and the measured
variables of system allows off-line estimations of neural
predictive controller parameters. This in fact facilitates
the learning of the controller in real-time and helps to
provide a more efficient control of the real system.
Both, inverse and predictive control schemes have
their own characteristics, advantages and disadvan-
tages. Nonetheless, the question whether inverse or
predictive control strategies should be applied, merits
further elaboration. Depending on the nature of dy-
namic systems, on the available information about the
system and the requirement of users, either inverse or
predictive control strategy will be more appropriate.
However, there are some issues that could affect the
choice of the approach to be used, which are briefly
analysed.
As it has been mentioned above, the inverse control
system depends highly on the parameters used to ini-
tialise the controller acting in real time. Since predictive
control schema proposed in this work is an on-line
method in which the control action is given by a NN,
the initialisation of the network weights has also an
effect on the neural predictive controller performance.
However, it is necessary to point out that parameter
initialisations play a less important role in the later
case. This is due to the performance function used to
update the predictive controller parameters, Eq. (15),
which has more knowledge about the dynamic evolu-
tion of the plant than the error function used to update
the inverse controller parameters, Eqs. (11) and (13).
Eqs. (11) and (13) evaluate the instantaneous error
measured at system output whereas Eq. (15) measures
the behaviour of system along the prediction horizon.
This allows that neural predictive controller can itself
anticipate and coherently correct inappropriate control
actions produced by unsuitable parameter initialisa-
tions. Another issue is the system model used to per-
form the inverse and predictive control strategies. The
performance of predictive controller depends highly on
the accuracy of the model because the calculation of
control action is based on the dynamic behaviour of
system along the prediction horizon predicted by the
model. If errors occur in system outputs predicted, an
unstable and unable predictive controller can be ex-
pected. In the inverse control schema a system model is
also required in the second and third learning phase.
However, in this case the dependence is lower because
errors in the controller provoked by the use of an
inappropriate model can be corrected in real time when
the third learning phase is realised.
In the case study, i.e. the control of the heat transfer
fluid temperature, both neural controllers have pro-
duced good performances. In the heating mode, predic-
tive control was faster than inverse control, see Fig.
13(a)Fig. 14(a). In the cooling mode, the inverse con-
troller has provided the fastest control, although the
predictive controller was able to remove the overshoot
in the temperature, see Fig. 13(b)Fig. 14(b).
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