A study of protein coding genes in Enterobacteriaceae family: essentiality of genes and orthology. by Ashari Ghomi, Fatemeh
A study of protein coding genes in
Enterobacteriaceae family:
essentiality of genes and orthology
Fatemeh Ashari Ghomi
School of Biological Sciences
University of Canterbury






for their love and support
Acknowledgements
I would like to express my gratitude to my supervisor Paul Gardner for
introducing me to research and biology and putting his trust on me which
helped me learn and experience things beyond my imagination. Paul,
working with you made me into a different person.
This thesis would not be as it is today without the help of Lars Barquist.
Lars, thank you for setting the bar high and making me work my hardest.
I would also like to thank my co-supervisor Anthony Poole who was always
there for me to seek his advice be it in science, academia, or everyday life.
Ant, you are my role model.
I am very thankful to Amy Osborne for her support and supervision during
the final stage of my PhD.
I am deeply grateful to all my friends, fellow researchers, and staff at the
School of Biological Sciences as well as my co-authors. I am specially
thankful to Bethany Jose and Stephanie McGimpsey for proofreading this
thesis and their constructive comments.
I would like to acknowledge my funding providers, Rutherford Discovery
Fellowship and the University of Canterbury, without which this work
would not be possible.
My appreciation to the University of Canterbury Recreation Centre staff
who provided me with a place for recovery whenever I needed it.
Last but not least, I would like to thank my husband, Rahman, for
supporting me, smiling with me, and crying with me during the ups and
downs of this PhD. I am also thankful to my mother, Zohreh, for her
selfless love and support which can be felt from kilometres away.
Abstract
High-throughput sequencing technology has provided us with a wealth of
data. The analysis of these sequenced genomes is not possible without
different bioinformatics methods and tools. This thesis summarises the
tools and analyses that we have provided for understanding the genomes
of prokaryotes. We introduce an ortholog clustering algorithm that can be
used to find orthologous genes to help with annotating genomes, as well as
finding the evolutionary relationships between them. We then compare the
accuracy of this tool with other well-known models and discuss ways for
improving the accuracy of the method. We used transposon insertion to
study the essentiality of genes in different genomes from Enterobacteriaceae
family to find the essential processes in this family as well as in each
individual genome. We also compared the set of essential genes in this
family with other prokaryotic families to find genes that are essential in
all prokaryotes. In addition, we discuss sources of error and appropriate
precautions in order to obtain accurate results from transposon insertion
studies. Finally, we present a visualisation method that can be used to
facilitate the study of large datasets by making it possible to look at the
relationships in a network in a single image. We compare it with other
methods and showcase its uniqueness in presenting multi-layer networks.
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For many years the study of life was limited to investigating phenotypes. The
introduction of inheritance made a breakthrough in biology. Later, significant changes
to molecular biology field resulted from discovering DNA’s double helix structure.
Genomes are the complete set of genetic information that cells and viruses need to
function. Genomes from viable organisms are transferred to next generations during
reproduction. Genomes usually consist of DNA, except for some RNA viruses. DNA
is made of smaller subunits named nucleotides that are connected to each other by
phosphodiester bonds. Each nucleotide is composed of a sugar, a phosphate group and
a base which can be one of adenine (A), cytosine (C), guanine (G), or thymine (T).
Genomes are important to the study of life due to the large amount of information they
encode, and advances in technology continue to increase access to genomic information,
which has led to the emergence of bioinformatics as a new field. Bioinformatics brings
order to large datasets generated by the new technologies in molecular biology. It
is an interdisciplinary field used to study biological data with tools from computer
science, mathematics, engineering, and statistics.
The importance of bioinformatics has been highlighted with the advancements
in high-throughput technologies. These technologies have facilitated the large scale
study of biological molecules by processing information from thousands of molecules
simultaneously. High-throughput studies infer information about organisms from
pools of biological molecules such as DNA, RNA, protein or metabolites. Genomics is
the large scale study of genomes, often analysing and interpreting the results using
bioinformatics. Similarly, the study of RNA transcripts, proteins and metabolites, in
a particular condition, usually using high-throughput technologies and their analysis
are called transcriptomics, proteomics, and metabolomics, respectively. In this thesis
we will only focus on genomics studies. In the following we will explain the steps
usually taken in these kind of studies.
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1.1 DNA sequencing
Determining the sequence of nucleotides in DNA molecules is called DNA sequencing.
The history of DNA sequencing began in 1968 with Wu and Kaiser, who sequenced a
small portion of the bacteriophage lambda DNA [Wu and Kaiser, 1968]. Later, Sanger
sequencing [Sanger et al., 1977] and the automated Sanger method [Smith et al.,
1986] revolutionised sequencing technologies and made it possible to sequence the
human genome, which took 13 years to complete [Collins et al., 2003]. New sequenc-
ing methods, often called High-Throughput Sequencing (HTS) or Next Generation
Sequencing (NGS), have made sequencing faster and cheaper. Nowadays, human
genome sequencing can be performed in a few days with a small team costing ∼ 1000
US dollars [Hayden, 2014].
HTS technologies differ in the methods they employ for template preparation,
sequencing and imaging, and data analysis [Metzker, 2010]. The fragments obtained
from high-throughput sequencers are called reads. HTS methods are divided into two
groups based on read lengths, short-read methods, which produce higher accuracy
data with lower cost, and long-read methods, which can produce reads longer than
10,000 bp [Goodwin et al., 2016]). Illumina and Ion Torrent are two of the widely used
short-read sequencing technologies and two common long-read technologies are Pacific
Biosciences and Oxford Nanopore MinION. The first step for short-read sequencing is
library preparation. During this step, DNA is extracted and randomly sheared, using
enzymatic or physical shearing, into appropriate sizes depending on the technology
used. Adapters that are compatible with the sequencing platform are ligated using
DNA ligase. DNA fragments are immobilised on a surface due to the binding of the
adapters to complementary sequences. At this stage, DNA fragments are amplified to
facilitate sequencing. Then using simultaneous sequencing reactions the fragments are
read either by fluorescence imaging or measuring pH changes. Explaining individual
HTS methods and their differences is out of the scope of this research and readers can
refer to HTS review articles [Metzker, 2010, Goodwin et al., 2016, Shendure et al.,
2017] for more information. When the reads are produced using HTS technologies,
bioinformatics methods are used to assemble the genome. The steps for this are shown
in Figure 1.1 and explained in the following sections.
1.1.1 Sequence quality assessment
Before assembling a genome, the quality of reads needs to be controlled by trimming
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(b) Genome annotation steps
Figure 1.1: The steps for (a) assembling a sequenced genome and then (b) annotation
the assembled genome.
of reads obtained from different sequencing platforms. For Illumina, FastQC [Andrews
and others, 2010] is used to report statistics. Low quality sequences are trimmed, refor-
matted, or filtered using methods like CONDETRI [Smeds and Knstner, 2011] or PRIN-
SEQ [Schmieder and Edwards, 2011]. CUTADAPT [Martin, 2011] can then be used
to remove the adapters that are defined by user and have remained in the sequenced
reads. Oxford Nanopore MinION outputs reads in FAST5 format. Poretools [Loman
and Quinlan, 2014] and PoRe [Watson et al., 2015] convert this format to FASTQ
and visualise the sequencing data. NanoPack [De Coster et al., ] has been recently
developed which provides statistics for the sequencing data as well as tools for trim-
ming and filtering low quality sequences from Pacific Biosciences (PacBio) and Oxford
Nanopore technologies. PacBio SMRT analysis software (https://www.pacb.com/
products-and-services/analytical-software/smrt-analysis/) is also used for
generating reports and visualising the data obtained from PacBio. The reads can
then either be mapped to a reference genome or assembled de novo. These steps are
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discussed in the following sections.
1.1.2 De novo assembly
De novo assembly is usually used when there is no reference sequence available
for the sequenced DNA, or when the reference and the sequenced DNA are very
different. Reads obtained from the sequencer are assembled together to generate a
whole genome. There are a variety of approaches for tackling this problem [Ekblom and
Wolf, 2014, Nagarajan and Pop, 2013]. Overlap-Layout-Consensus (OLC) algorithms
generate a graph with nodes representing reads and edges representing sufficient
overlap between the reads. This graph can be used to find the best order for reads.
These methods are mostly used for long-read sequencing technologies such as Sanger
sequencing, PacBio, and Oxford Nanopore due to their computational intensiveness
[Myers et al., 2000, Batzoglou et al., 2002, Huang et al., 2003, Reinhardt et al.,
2009, Chin et al., 2013]. However, there are still a few OLC algorithms that are used
for short reads [Hernandez et al., 2008, Li, 2012, Simpson and Durbin, 2012].
Like OLC, De Bruijn graph assemblers [Luo et al., 2012, Gnerre et al., 2011, Simpson
et al., 2009, Zerbino and Birney, 2008] use graph theory to assemble reads. In these
graphs, the nodes are substrings of length k (k-mers) of reads and the nodes that
perfectly overlap in k-1 nucleotides are connected with edges [Nagarajan and Pop,
2013]. Since this approach relies on exact matches, it is essential to correct both
sequencing errors [Kelley et al., 2010, Salmela and Schrder, 2011] (before assembly)
and assembly errors [Ronen et al., 2012]. This approach is generally more suitable
for sequencing technologies that produce short reads with lower error rates such as
Illumina.
There are some other sequence assembly approaches that are less common. Extension-
based methods start with high quality reads and extend the assembly [Chu et al.,
2013, Warren et al., 2007]. These methods are sensitive to sequencing errors, repeat
regions and high levels of nucleotide polymorphism [Chu et al., 2013]. Finally, some
assemblers combine different approaches and can be used to assemble reads from
multiple sequencing technologies [Havlak et al., 2004, Boisvert et al., 2010, Zimin
et al., 2013].
1.1.3 Mapping
Mapping is the alignment of sequencing reads to a reference genome and determining
their position. This is an easier problem compared to de novo assembly due to the
4
Table 1.1: Some frequently used mapping methods and the platforms that are supported
by them
Tool Illumina Roche 454 Sanger Ion Torrent PacBio ABI Solid
Smalt X X X X X
Bowtie X X X X X
Bowtie2 X X X
MAQ X X
SOAP X
existence of a reference genome. Mapping can be used to investigate differences
between closely related genomes [Hofreuter et al., 2006, Holt et al., 2008, Srivatsan
et al., 2008, Nusbaum et al., 2009]. It is also used in transposon insertion sequencing
where the insertions are located by mapping the reads that contain transposons to
a reference genome [Langridge et al., 2009, Goodman et al., 2009, Gawronski et al.,
2009, van Opijnen et al., 2009, Gallagher et al., 2011] which will be discussed in
Section 1.3.1. BLAT [Kent, 2002], Smalt (which can be downloaded from http:
//www.sanger.ac.uk/science/tools/smalt-0), Bowtie [Langmead et al., 2009],
Bowtie2 [Langmead and Salzberg, 2012], MAQ [Li et al., 2008a], and SOAP [Li et al.,
2008b, Li et al., 2009] are some of the well-known mapping algorithms used for a variety
of sequencing platforms. Among these, BLAT is platform independent and the list of
sequencing platforms that each method supports is presented in Table 1.1 [Fonseca
et al., 2012].
Mapping algorithms usually make indices for reads and/or the reference genome
and then align reads to the reference genome. Li and Homer have defined three groups
of mapping algorithms based on their indexing method [Li and Homer, 2010]. Some
methods use hash tables for indexing [Hercus, 2012, Lee et al., 2014, Homer et al.,
2009, Li et al., 2008a], while others use suffix trees [Langmead et al., 2009, Li and
Durbin, 2009]. There are also some exceptions that do not belong to any of these
categories [Malhis et al., 2009, Malhis and Jones, 2010].
Genetic variation and sequencing errors make the process of positioning reads
challenging. To overcome this, the exact matching of reads to locations in the reference
genome is not favourable and a distance measure is used. This measure usually depends
on the number of insertions, deletions, and mismatches [Fonseca et al., 2012]. Some
mapping methods use constraints on the number of insertions/deletions (indels) and/or
mismatches [Cox, 2006, Li et al., 2008b, Li and Durbin, 2009], while others define
scores based on the number of mismatches and indels and decide if a read is a match
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to the reference genome based on this score [Langmead et al., 2009, Rumble et al.,
2009, Clement et al., 2010, Langmead and Salzberg, 2012].
1.2 Genome annotation
Genomes are composed of regions that encode functions and are the biological units
of heredity which are called genes. Non-coding RNAs and protein coding genes are
both considered genes. The focus of this thesis is mostly on protein coding genes.
When the genome is sequenced, the identification of genes and their functions,
termed ‘genome annotation’, can provide us with information for further analysis.
Genome annotation is performed in two steps. In the first step genes are predicted
by looking for known motifs or sequences (e.g. start codons, stop codons, ribosomal
binding sites, and promoters). In the second step predicted genes are compared with
databases of genes.
1.2.1 Gene prediction
A reading frame is a stretch of nucleotide triplets (codons) that correspond to amino
acids. Every strand of DNA has three reading frames, so a DNA double helix has 6
reading frames. A part of a reading frame that is stretched between a start codon
(normally AUG) and a stop codon (mostly UAG, UAA, or UGA) is called an Open
Reading Frame (ORF). ORFs are used for the prediction of protein coding genes.
Long ORFs are more likely to form genes as the probability of not having a stop codon
in a long sequence of random codons is less than a short sequence which means longer
ORFs are more likely to form genes and less likely to be random sequences. Methods
for ab initio gene prediction usually start with finding long ORFs and using motifs
and statistical features to predict genes. Gene prediction is generally approached
differently for eukaryotes and prokaryotes due to the existence of introns and the
lower gene density in eukaryotic genomes. Here we will explain some gene prediction
methods that are used for prokaryotes.
In order to predict genes in new genomes, GeneMark [Besemer and Borodovsky,
2005] uses a training set from the genomessubmitted by user and estimates the initial
probabilities of occurrence of nucleotides in the training set. It then uses Bayes
theorem to compute the probability of a nucleotide sequence of length k given the
frame number of the nucleotides. It uses Markov Models based on the calculated
probabilities from the training set to predict genes. A Markov Model is a stochastic
model that assumes that the probability of observing a nucleotide at a certain position
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is dependent on the k nucleotides preceding it. k is the order of the Markov Model
here. Increasing the value of k results in more accurate predictions.
GLIMMER [Delcher et al., 2007] is a gene prediction system which improves upon
GeneMark by using Interpolated Markov Models (IMMs) rather than Markov chain
models. As in GeneMark [Besemer and Borodovsky, 2005], the higher order Markov
models outperform the lower order ones for gene prediction. But, sometimes when
the order is high the probability of some distinctive sequences to appear becomes so
low that there will not be enough data to generate a Markov Model. IMMs use the
higher order statistics when there is sufficient data and use lower order ones otherwise.
GLIMMER includes two programs. Build-imm is the first program which takes a set
of sequences and makes IMMs for them. The second program, glimmer, takes the
whole genome and finds the ORFs longer than a specific threshold. Then, it uses the
previously made IMMs to score these ORFs in all six reading frames and selects those
that score higher than a threshold as putative genes.
Prodigal [Hyatt et al., 2010] is another tool for microbial gene prediction. In the
preliminary dynamic programming phase, this algorithm defines a score based on
G+C content and the length of different ORFs and utilizes this score in order to
choose candidate ORFs and associate a preliminary score to these ORFs. Then, it
defines a coding score based on the ratio of hexamer frequencies in candidate ORFs
to the hexamer frequencies in the entire genome sequence (background). Afterwards,
the algorithm calculates the start score based on the ratio of start codon frequency in
candidate ORFs to start codon frequency in background in addition to the ratio of
ribosomal binding site motif usage in candidate ORFs to the ribosomal binding site
motif usage in background and adds this score to the coding score. Then it changes
the ORFs based on new coding scores and calculates coding scores iteratively. Finally,
it changes the scoring so that it also considers the score of the upstream regions in the
genes and chooses the genes with a high score after resolving inconsistencies between
ORFs.
We have benchmarked these methods in Appendix A and showed that these
methods alone are not 100% accurate and predict many false positives (They predict
more than 5000 genes in shuffled Escherichia coli K-12 genome). Therefore, there
is need to use sequence similarity search tools to annotate genes using databases of
known genes. In the following sections we will first introduce sequence alignment




After predicting genes, the comparison of their sequence with genes from other
organisms gives insights into the function and structure of genes in addition to the
evolutionary relationships between genomes. Sequence alignment is the process of
comparing two or more biological sequences considering mutations, insertions and
deletions and organising the sequences in a way that similar components are aligned
together. For this, gaps, which represent indels, with different sizes are inserted in
sequences in order to align similar regions. Sequence alignment provides a distance
metric based on the number and length of mismatches and indels. It can be performed
either pairwise (i.e. the comparison of two sequences) or between more than two
sequences (Multiple sequence alignment) and can be performed on DNA, RNA, or
protein sequences.
Pairwise sequence alignment algorithms are primarily divided into three groups. (1)
In dot-matrix methods [Sonnhammer and Durbin, 1995, Junier and Pagni, 2000, Brodie
et al., 2004, No and Kucherov, 2005] the two sequences are placed on X and Y axes of a
matrix. The matches between two sequences are marked with dots and diagonal lines of
matches indicate homology, whereas single dots show random matches. (2) Dynamic
programming approaches [Needleman and Wunsch, 1970, Smith and Waterman,
1981] break the alignment into pieces of matching sequences and then use dynamic
programming to join these pieces and make the optimal alignment with the highest
score. The scores can be calculated using scoring matrices such as PAM [Dayhoff and
Schwartz, 1978] or BLOSUM [Henikoff and Henikoff, 1992] for substitution cost and a
gap penalty for indel cost. (3) Heuristic approaches [Altschul et al., 1990, Wilbur and
Lipman, 1983] which are faster than full dynamic programming based methods, but
do not guarantee an optimal solution.
Multiple sequence alignment (MSA) methods extend the idea of pairwise sequence
alignment to more than two sequences. The dynamic programming approach described
for pairwise sequence alignment can also be used for MSA. However, this approach is
not generally applicable to large numbers of sequences due to its time and memory
use. Another approach is using a phylogenetic tree and aligning the closest pairs at
each level in the tree and generating a profile from the comparison until all pairs
are compared to each other [Hogeweg and Hesper, 1984]. The comparisons can be
sequence to sequence, sequence to profile, or profile to profile. Some methods use this
approach [Thompson et al., 1994, Notredame et al., 2000, Do et al., 2005], while some
others iteratively refine the tree generation and alignment steps until both the tree
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and the resulting alignment converge [Edgar, 2004, Katoh et al., 2002, Sievers et al.,
2011].
1.2.3 Sequence similarity search
In order to improve the accuracy of annotations, one can compare sequences to
sequence databases. For this, homology search tools are used. Homologous genes are
genes that share a common ancestor. Homology search tools compare query sequences
to databases of genes and give a similarity score which defines if the sequences are
more similar to each other than random. BLAST [Altschul et al., 1990, Altschul et al.,
1997, Camacho et al., 2009] is the most widely used sequence similarity search tool
which uses an approximation of Smith-Waterman algorithm [Smith and Waterman,
1981]. This algorithm lists k-mers in the query sequence and finds the matches to
these k-mers in the database of sequences. Then it extends the hits as long as the
E-value for sequence alignment does not go below a pre-defined threshold.
HMMER [Eddy, 2011] is a tool for searching for homologs of protein sequences
and aligning protein sequences. It makes a profile Hidden Markov Model (HMM)
based on aligned sequences in and assigns position-specific scores to substitutions,
insertions, and deletions. Then, it computes the probability that a sequence was
generated by the same process as those in the original alignment. HMMER has been
shown to have higher sensitivity than BLAST and can detect remote homologs due to
its underlying probability models [Madera and Gough, 2002, Freyhult et al., 2007].
Previously, HMMER was 100 times slower than BLAST, but the improvements in
HMMER3 have made it as fast as BLAST [Eddy, 2011].
There are a variety of databases of homologous genes that HMMER can be trained
on [Haft et al., 2003, Wilson et al., 2009]. Pfam [Finn et al., 2016] is one of them which
is a database containing protein domain families. Each family has a seed alignment
and a full alignment. The seed alignment contains representative sequences of the
family and the full alignment contains all members of the family that are detected
using HMMs constructed by running HMMER [Eddy, 2011] with profiles from seed
alignments.
Infernal [Nawrocki and Eddy, 2013] is a tool for annotating non-coding RNA. It
uses Covariance Models (CMs) that are a specific formulation of profile Stochastic
Context Free Grammars (SCFGs) for multiple alignment and RNA database search.
CMs are similar to profile HMMs for proteins, but non-coding RNAs usually have
conserved secondary structure and their primary sequence is less conserved than
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proteins. So, CMs are used to capture the primary sequence and secondary structure
of non-coding RNAs.
Rfam [Nawrocki et al., 2015] is a database of non-coding RNAs that are represented
by multiple sequence alignments and profile SCFGs. Like Pfam, Rfam has seed and
full alignments. The seed alignment for each family is constructed from a set of
representative sequences. Then, a CM is built from the seed alignment and used to
search for other members of the family, and construct the full alignment.
Prokka [Seemann, 2014] and RAST [Aziz et al., 2008] are two pipelines that
combine gene prediction methods with homology search tools to better annotate
genes. Prokka [Seemann, 2014] is a bacterial genome annotation tool which uses
Prodigal for identifying potential coding sequences [Hyatt et al., 2010], RNAmmer
for rRNAs [Lagesen et al., 2007], Aragorn for tRNAs [Laslett and Canback, 2004],
SignalP for signal peptide cleavage sites [Bendtsen et al., 2004], and Infernal [Nawrocki
and Eddy, 2013] and Rfam [Nawrocki et al., 2015] models for non-coding RNAs for
the gene prediction stage and then compares the predicted proteins with different
databases hierarchically, starting with small and reliable databases and moving to
larger ones. Prokka uses BLAST+ [Camacho et al., 2009] for comparing predicted
proteins with proteins in a user-defined database, Uniprot [Consortium, 2008], and
RefSeq [Pruitt et al., 2007] respectively and then uses HMMScan [Eddy, 2011] to
compare the predicted proteins with Pfam [Finn et al., 2016], and TIGRFAMs [Haft
et al., 2003]. Finally, if it does not find any matches, it labels predicted proteins as
hypothetical proteins.
RAST [Aziz et al., 2008] first finds tRNA and rRNA genes using tRNAscan-
SE [Schattner et al., 2005] and a tool made by Niels Larsen named search for rnas
which is only available from the author. Then, it runs GLIMMER [Delcher et al.,
2007] to predict probable protein coding genes, and compares these putative genes
to “universal sequences” from the FIGfam [Meyer et al., 2009] database, and finds
the closest phylogenetic species. Afterwards, it uses BLAST [Altschul et al., 1990] to
compare the FIGfams proteins that are present in the phylogenetic neighbours of the
given genome to the putative proteins. The remaining genes are searched for across
all FIGfams database sequences.
1.2.3.1 Clustering orthologous genes
When studying the evolutionary relationships between different organisms, homologous
genes are of interest. Homologous genes diverged as a result of a speciation event are
called orthologs and homologs diverged following a duplication event are called paralogs
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[Fitch, 2000]. According to the “ortholog conjecture” [Nehrt et al., 2011, Altenhoff
et al., 2012] the functions of proteins can change quickly after duplication, meaning
that orthologous genes are assumed to be more likely to have conserved functions
than paralogous genes. Therefore, the similarity score of genes may be used to define
if they have diverged after a duplication or a speciation event. Another group of
homologous genes are xenologs. These are homologs which have undergone at least
one horizontal gene transfer since their divergence in the last universal common
ancestor [Fitch, 2000]. The study of homologous genes can lead to the understanding
of the relationship between genes themselves and their loss, duplication, and horizontal
gene transfers [Page and Charleston, 1997, Chen et al., 2000].
Orthologous genes and their alignment scores can give us insights about the evolu-
tionary relationship between organisms. According to the molecular clock hypothesis,
rates of evolution are almost constant through time and among different organisms at a
molecular level [Zuckerkandl and Pauling, 1962, Zuckerkandl and Pauling, 1965]. This
means that using genetic difference between two organisms, one can approximate their
divergence time. Phylogenetic trees are generated by aligning genes that are conserved
between the organisms under investigation and using their sequence similarity to infer
relationships. Marker genes are orthologous groups that are conserved between broad
groups of genomes and can be used to define taxonomic groupings. AMPHORA [Wu
and Eisen, 2008] and Phyla-AMPHORA [Wang and Wu, 2013], for example, are
pipelines for phylogenomics analysis that find marker genes by finding orthologous
genes.
There are different tools available for clustering homologous genes. Tree-based
methods [Vilella et al., 2009, Mi et al., 2013, Huerta-Cepas et al., 2014] find homologous
genes, align them using MSA and generate phylogenetic trees from them. The gene
tree and species tree are then used to infer orthologs and paralogs. These methods
rely on the accuracy of the species trees provided. Other tools use graph-based
methods [Overbeek et al., 1999, Wall et al., 2003, Powell et al., 2014, Schreiber and
Sonnhammer, 2013, Sonnhammer and Ostlund, 2015, Altenhoff et al., 2015, Linard
et al., 2015], using algorithms that use the distance between pairs of sequences to
cluster orthologous genes. Such methods typically use clustering algorithms such as
hierarchical clustering or Markov clustering algorithms [Van Dongen, 2000]. Since
these methods do not have an overall view of the evolutionary relationships between
all genomes, they are more liberal in finding orthologous genes compared to tree-
based methods. Finally, hybrid methods use a combination of both graph-based and
tree-based methods [Pryszcz et al., 2011].
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1.3 Functional genome annotation
By definition, every gene has one or more functions and the study of these functions
and the groups of genes that interact and function together helps us better understand
the genomes of organisms. These studies can be performed by finding homologs whose
functions are known, literature mining, or using ontologies [Soldatos et al., 2015]. Gene
ontologies [Ashburner et al., 2000, Huang et al., 2007, Kanehisa et al., 2017] group genes
that are involved in the same biological processes, components, or structures [Khatri
et al., 2012] to make it easier to study groups of genes. The categorisation of genes
is appealing for the comparison of high-throughput data in various conditions by
both reducing the complexity of data, as a list of genes is reduced to a shorter list of
categories, and increasing the explanatory power by identifying categories that can
differentiate between individual conditions [Glazko and Emmert-Streib, 2009].
The Kyoto Encyclopedia of Genes and Genomes (KEGG) [Kanehisa et al., 2017]
and Gene Ontology (GO) [Ashburner et al., 2000] are two widely used knowledge
bases. KEGG is a manually curated knowledge base that contains 15 databases
including information about the functions of genes and genomes [Kanehisa et al.,
2017]. Higher level functions at the level of cells and organisms are stored in KEGG
PATHWAY (which includes pathway maps capturing molecular relations, reactions
and interactions), KEGG BRITE (which represents functional hierarchies of biolog-
ical entities), and KEGG MODULE (which contains information about functional
units) and molecular level functions are stored in KEGG ORTHOLOGY (or KO
which contains groups of functional orthologs). There are other databases in KEGG
containing information about genomes, genes, drugs, diseases, and ligands, as well.
GO [Ashburner et al., 2000] is another knowledge base that contains information
about the functions of genes and gene products. It assigns ontology terms to genes
and represents the relationships between these terms by directed acyclic graphs.
Another approach for limiting the number of genes under study is to only investigate
the genes that are essential for the growth of an organism. We will discuss this group
of genes in the following section.
1.3.1 Identification of essential genes
Essential genes are responsible for indispensable functions in the cell and cannot
usually be omitted. The identification of essential genes advances our understanding
of life in its simplest form. These genes can be used in synthetic biology, where the
goal is to design a living cell with desirable attributes, or in medicine for the design
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of antimicrobials that attack essential genes in undesirable microbes [Juhas et al.,
2011, Juhas et al., 2012].
There are a variety of methods for studying the essentiality of genes. These
methods can be categorised as gene knockout, which deletes or disrupts genes, and gene
knockdown which reduces the expression of genes. Insertion-duplication mutagenesis
[Freiberg et al., 2001, Knuth et al., 2004], and in-frame single-gene deletion [Baba et al.,
2006, de Berardinis et al., 2008] are gene knockout methods. In insertion-duplication
mutagenesis a non-replicating plasmid is introduced into a cell and inserted into
the targeted gene using crossover recombination [Pucci, 2006]. In-frame single-gene
deletion methods, however, replace targeted genes with plasmids by creating in-frame
deletions [Baba et al., 2006].
Another approach which is now common and we have used in this thesis is
transposon insertion sequencing. The steps for transposon insertion studies coupled
with high-throughput sequencing are as follows: (1) generate transposon insertions (e.g.
using Tn5 or Himar1 mariner -derived minitransposons), (2) make pools of mutants,
(3) give time to mutants for recovery, (4) extract genomic DNA and (5) fragment
the sequences (either by physical shearing or by restriction digestion), (6) enrich the
insertion sequences using Polymerase Chain Reaction (PCR), (7) sequence and map
the resulting reads, and (8) finally analyse the results. After mapping transposon
junctions, tallying insertions over a genomic region gives an indication of whether that
region is essential or not. A high number of transposon insertions in a gene indicates
that the gene is not essential for growth in experimental conditions and conversely, a
low number of transposon insertions indicates that a gene may be essential for growth.
These steps are visualised in Figure 1.2.
The idea of using transposable elements and sequencing to study essential genes
stems from a study by Hutchison et al. [Hutchison et al., 1999]. They used transposon
mutagenesis in addition to Sanger sequencing to sequence regions of the genome that
can tolerate transposon insertions. Using this method they identified essential genes
in Mycoplasma genitalium. Sanger sequencing is a low-throughput and high cost
technology [Liu et al., 2012] which leads to low numbers of mutants and affects the
accuracy of the method. Later, Illumina sequencing replaced Sanger sequencing in
transposon mutagenesis studies.
Various studies have used high-throughput transposon insertion sequencing. TraDIS
[Langridge et al., 2009] is a transposon mutagenesis experiment that has been used to
identify essential genes of Salmonella enterica serovar Typhi to understand how they











Figure 1.2: The steps for a typical transposon insertion experiment using high-
throughput sequencing.
to produce a total of approximately 1.1 million Typhi mutants. INSeq [Goodman
et al., 2009] has been used to study the genome of Bacteroides thetaiotaomicron to
find essential genes of symbionts in human gut. The authors have used two different
libraries of ∼35,000 mutants and the transposon they have used for their experiment
is Mariner. HITS [Gawronski et al., 2009] has been used on Haemophilus influenzae
bacteria to investigate the genes required for its survival in a murine pulmonary model.
The authors have done mutagenesis using Himar1-mariner transposons by inoculating
5 mice with 107 cfu of ∼75,000 mutants. Tn-seq [van Opijnen et al., 2009] is used
to investigate essential genes in Streptococcus pneumoniae which is a bacterium that
causes pneumonia and meningitis. The transposon used in this experiment is Mariner
Himar1 minitransposon derivative magellan6 and the authors have made six libraries
of ∼25,000 insertions using this transposon.
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1.4 Data visualisation
Advances in technology and high-throughput methods have resulted in large amounts
of complex and interconnected biological data. Since it is hard or even impossible for
human mind to screen such large amounts of information, visualisation methods are
needed to help us to comprehend it. Thirty years ago it was impossible for non-experts
to visualise complex biological pathways or large phylogenetic trees [O’Donoghue et al.,
2010]. Nowadays, these tasks are performed on personal computers thanks to the
advances in hardware and the introduction of new methods. Although visualisation
methods are flourishing, they are still in their pioneering stages and are expected to
improve dramatically in future [O’Donoghue et al., 2010].
There exists a variety of approaches for visualising complex data. Large scale
matrices can be represented by heat maps, which depict numbers as colours, making
it easier to find patterns and irregularities in the data. The cardinality of sets
and their intersections is usually shown as Venn diagrams; however, Venn diagrams
become counter-intuitive when the number of sets being presented exceeds 3. A
visualisation approach which can be used to replace Venn diagrams and present more
comprehensible plots is UpSet [Lex et al., 2014]. Graphs are useful for presenting
the relationships between different biological entities. There is a plethora of methods
for network visualisation which can be used to display various relationships between
biological elements. Some examples are pathway visualisation methods [Kanehisa
et al., 2012, Letunic et al., 2008, Okuda et al., 2008] and molecular interaction network
visualisation [Bastian et al., 2009, Shannon et al., 2003]. In this thesis we have tried to
find the appropriate methods for visualising large data. In addition, we have presented
a new visualisation method for multi-layered bipartite networks.
1.5 Thesis outline
The following chapters outline different methods that we have proposed for improving
the functional annotation of genes. The chapters of this thesis are as follows:
Chapter 2 presents a study of essentiality of genes using transposon insertion
sequencing. In this chapter we benchmark different methods for evaluating essentiality
of genes and discuss the ideal transposon insertion density that minimises experimental
costs without sacrificing accuracy. Then, different sources of bias that can affect
the results of this experiment are analysed. We also explore the essential genes in
Enterobacteriaceae family and compare it to endosymbionts in gammaproteobacteria
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and as well as all bacteria. Finally, we will discuss the relationship between essentiality
and conservation.
Chapter 3 is a method for clustering orthologous genes. We first use a feature vector
for each protein which is composed of the ratios of each amino acid in the protein,
and cluster proteins based on these features. Afterwards, we use HMMER [Eddy,
2011] combined with Markov Clustering Algorithm [Van Dongen, 2000] to compare
proteins in each cluster and generate new clusters based on homology. Then, we use
Hierarchical Clustering to find clusters of orthologous genes. Finally, we compare
these results to other methods.
Chapter 4 presents a method for visualising multi-layered networks. In this chapter
we use a greedy algorithm and a genetic algorithm to find the best order for nodes
in each layer of a given multi-layer network and then connect the nodes that are
related together. We then compare this method with other visualisation tools for
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The study of genes that are essential for the survival of a prokaryotic organism can help
with the design of new antibiotics and designing minimal viable genomes that can be
“programmed” with new genes. Transposon insertion is a method for defining essential
genes. We have used this method for different bacteria in the Enterobacteriaceae family.
Here, we show that on average a density of one insertion site every 25 nucleotides can
result in accurate prediction of essential genes and introduce a new computational
method for defining essential genes using transposon insertion data. In addition, we
studied possible sources of bias in this experiment. These analyses show that there is
a decline in the number of transposon insertions as we get further from the origin of
replication. Moreover, insertions in the 5′ and 3′ ends of genes do not follow the same
pattern as intermediate region. We compared the essential genes in Enterobacteriaceae
with other bacteria and found that genes that are essential in all bacteria are involved
in replication, transcription, translation, and cell division. However, many genes
involved in these processes are not necessarily essential in all bacteria due to the
existence of alternatives that compensate for them. In addition, we show that the
essentiality of genes and their conservation are related: essential genes are more likely
to be conserved and conserved genes are more likely to be essential.
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2.3 Introduction
Sequencing a new genome and annotating the genomic regions is now quick and
easy thanks to advances in sequencing and genome annotation methods, however
the functional annotation of genomes remains challenging. One aspect of functional
annotation is the study of genes that are needed for the viability of an organism i.e.
essential genes. Detecting essential genes is important for furthering our understanding
of fundamental biology. One of the applications of identifying essential genes is drug
discovery [Juhas et al., 2012]. New antibiotics, target genes that are essential for the
survival of pathogenic bacteria in order to control disease. Moreover, essential genes can
serve as the basis for generating minimal genomes [Glass et al., 2006, Hutchison et al.,
1999]. Minimal genomes are appealing for two reasons. First, to understand how small
can minimal life be and second, for improving biotechnological processes [Martnez-
Garca and de Lorenzo, 2016].
In the earliest attempt for the identification of essential genes, Mushegian and
Koonin compared the genomes of Haemophilus influenzae and Mycoplasma genitalium,
assuming that the genes that are shared in these two phylogenetically distant bacteria
are indispensable and reported 256 genes fulfilling this requirement [Mushegian and
Koonin, 1996]. With the advent of sequencing technologies and availability of more
genome sequences, the number of core genes in different prokaryotic genomes has
declined to less than 100 [Brown et al., 2001, Koonin, 2003, Harris et al., 2003]. This
number does not seem to be enough for performing all essential functions in a cell
since many of the essential functions can be performed by non-orthologous genes.
Therefore, computational methods are not capable of defining essential genes and the
use of experimental methods for the identification of essential genes is important. By
combining computational and experimental studies, Gil et al. introduced a set of 206
33
genes that can theoretically be used to design a genetically minimal bacterium [Gil
et al., 2004]. They have divided the genes responsible for essential functions into 5
groups: 1) information storage and processing which can be related to DNA or RNA
metabolism, 2) protein processing, folding, and secretion, 3) cell structure and cellular
processes, 4) energetic and intermediary metabolism, and 5) poorly characterised
genes. However, in practice the number of genes that appear to be required for the
smallest viable synthetic bacterium is 437 [Hutchison et al., 2016].
Essential genes have been studied in organisms from all three domains of life [Luo
et al., 2014] using a number of different methods. Baba et al. [Baba et al., 2006]
made a library of single gene deletion mutants for E. coli K-12 BW25113, called
Keio collection, and identified 303 genes that hindered the growth of viable E. coli
colonies as candidate essential genes. Antisense RNA knockdowns have also been
used to study gene essentiality in Staphylococcus aureus [Forsyth et al., 2002]. With
this approach, if the expression of an antisense RNA hampers cell growth, its cognate
gene is thought to be essential. Both methods are labour intensive and depend on the
accuracy of genome annotation. A less targeted procedure for identifying essential
genes is transposon mutagenesis combined with high-throughput sequencing [Barquist
et al., 2013a, van Opijnen and Camilli, 2013, Chao et al., 2016] which is used in several
different approaches, namely Tn-Seq [van Opijnen et al., 2009], INSeq [Goodman
et al., 2009], HITS [Gawronski et al., 2009] and TraDIS [Langridge et al., 2009]. These
methods differ in the type of transposon, sample preparation methods, and data
analysis [van Opijnen and Camilli, 2013]. Nonetheless, all share a similar workflow:
pools of single insertion mutants are constructed using transposon mutagenesis and
screened using a selective media for the inserted transposons. After a recovery phase
and library construction, high-throughput sequencing is used to identify transposon
insertion junctions, which are then tallied to indicate whether a genomic region is
essential or not. A high number of transposon insertions in a gene indicates that the
gene is not essential in its growth medium, and conversely a low number of transposon
insertions indicates that a gene is essential in the medium.
The study of core essential genes i.e. genes that are essential in all bacteria can
shed light on the genome structure of the last universal common ancestor and the
evolution of living cells [Koonin, 2003], and provide insight into the requirements
for the synthesis of a universal minimal cell. Knowledge of accessory essential genes,
which are only essential in specific lineages, may help identify species-specific antibiotic
targets which would not adversely affect the host or commensal bacteria. A number
of studies have used transposon insertion experiments to compare cohorts of essential
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genes and showed that closely related organisms can have specific essential genes.
Freed et al. [Freed et al., 2016] have investigated the difference between essential genes
in Shigella flexneri and E. coli K-12 BW25113 and shown that there are no genes
that are essential in E. coli and not essential in S. flexneri, while some genes are only
essential in S. flexneri. These include a group of genes involved in cysteine, proline and
sugar nucleotide biosynthesis, acetate utilisation, translation elongation, aminoacyl
tRNA synthetase, murein DD-endopeptidase, and the soxR-reducing complex. Many
of these are essential in S. flexneri due to the absence of paralogs or other alternative
pathways that exist in E. coli.
In another study, Canals et al. [Canals et al., 2012] have compared the essentiality
of genes in Salmonella Typhimurium, two isolates of S. Typhi Ty2 (varying in htrA,
aroC and aroD genes), and E. coli K-12 BW25113. Overall, 268 essential genes were
found to be shared between these strains. Nine genes are essential in E. coli and not
essential in Salmonella. These genes are mostly near essential in Salmonella as well.
Moreover, 159 genes were essential in Salmonella but not in E. coli. These include
genes involved in replication and genes related to ribosome and its accessory proteins.
The authors also found 26 genes that are under greater selection in S. Typhimurium
compared to S. Typhi and 10 genes vice versa. Barquist et al. [Barquist et al., 2013b]
have used transposon-directed insertion-site sequencing to compare the essentiality
of genes in S. Typhi, S. Typhimurium, and E. coli K-12 BW25113. These genomes
share 228 essential genes which are mostly involved in cell division, transcription,
translation, and fatty acid and peptidoglycan biosynthesis. Additionally, many of the
serovar-specific essential genes in Salmonella are phage repressors. These proteins
keep the phages in lysogenic phase and stops them from entering the lytic cycle
that destructs the cell [Echols and Green, 1971]. Another key difference in the two
Salmonella serovars is the differences in the essentiality of genes involved in iron
utilisation and cell surface structure that gives an indication of the adaptation of these
two Salmonella serovars to their niches.
Although there are some studies on differentiation of essentiality in different
organisms, their scope is limited to a handful of species/genomes. We aimed to extend
these studies to a larger scale by investigating the essentiality of genes in 13 different
organisms in the Enterobacteriaceae family of bacteria using TraDIS. These bacteria
include Enterobacter cloacae NCTC 9394, Klebsiella pneumoniae Ecl8, K. pneumoniae
RH201207, Citrobacter rodentium ICC168, S. Typhimurium SL1344, S. Typhimurium
SL3261, S. Typhimurium D23580, S. Typhimurium A130, S. Enteritidis P125109, S.
Typhi Ty2, E. coli UPEC CFT073, E. coli UPEC ST131, and E. coli K-12 BW25113
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which is the parent of E. coli strain used in Keio collection [Baba et al., 2006]. The list
of genomes and the groups that have generated the data for each genome are listed in
Table 2.1. The transposon used for all of these studies is Tn5 and the experiments were
all performed in Lysogeny Broth media. The bacteria were in growth phase when the
libraries were made. We have also used the essentiality data of E. coli K-12 BW25113
from EcoGene database [Zhou and Rudd, 2013] which improves the essentiality data
in Keio collection [Baba et al., 2006]. We first introduce a computational method
for calling essential genes, compare it with the existing methods and investigate the
biases that may affect our results. In addition, we find the best insertion density for
transposon insertion experiments in bacteria. We then compare the list of core and
accessory essential in different lineages and investigate the implications.
2.4 Results and discussion
In this section we will compare different methods for evaluating gene essentiality and
describe our approach. Then, we will discuss the ideal insertion rate for transposon
insertion experiments. Furthermore, we will review different sources of bias in trans-
poson insertion experiments and study the essentiality of genes in different bacterial
lineages.
2.4.1 Benchmarking different essentiality evaluators
The number of transposon insertions detected in a gene is negatively correlated with
the essentiality level of that gene. In other words, given a high frequency of insertions,
the fewer insertions there are in a gene, the more likely it is for that gene to be
essential. A number of methods have been used for evaluating the essentiality of genes
using transposon insertion data. Langridge et al. [Langridge et al., 2009] use insertion
indices which are calculated by dividing the number of insertion sites in a gene by
gene length. Plotting the insertion indices for all genes in a genome gives a bimodal
plot (Figure 2.1a), each mode representing a group of genes (essential or non-essential).
They have fitted two gamma distributions to these modes and calculated the log odds
value to select a cut-off on the insertion index that distinguishes between essential
and non-essential genes.
Freed et al. [Freed et al., 2016] compared eleven features that can quantify the
essentiality of genes, among which the average distance between insertion sites and
the largest uninterrupted fraction were the best predictors. Turner et al. [Turner
et al., 2015] used Monte Carlo method to randomly simulate insertions in a genome
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Table 2.1: The list of genomes used in this study
Strain Lab/Publication
Citrobacter rodentium ICC168 C.J. Boinett, Parkhill lab
Salmonella Typhi Ty2 Langridge, G. C., Phan, M. D., Turner, D.
J., Perkins, T. T., Parts, L., Haase, J., ...
& Wain, J. (2009). Simultaneous assay of
every Salmonella Typhi gene using one million
transposon mutants. Genome research.
Salmonella Enteritidis P125109 G.C. Langridge, Parkhill lab
Salmonella Typhimurium SL1344 G.C. Langridge, Parkhill lab
Salmonella Typhimurium SL3261 Barquist, L., Langridge, G. C., Turner, D. J.,
Phan, M. D., Turner, A. K., Bateman, A.,
... & Gardner, P. P. (2013). A comparison
of dense transposon insertion libraries in the
Salmonella serovars Typhi and Typhimurium.
Nucleic acids research, 41(8), 4549-4564.
Salmonella Typhimurium D23580 Moataz Abd El Ghany
Salmonella Typhimurium A130 Moataz Abd El Ghany
Escherichia coli UPEC ST131 A.K. Cain and C.J. Boinett, Parkhill lab
Escherichia coli UPEC CFT073 Phan, M. D., Peters, K. M., Sarkar, S.,
Lukowski, S. W., Allsopp, L. P., Moriel, D.
G., ... & Beatson, S. A. (2013). The serum re-
sistome of a globally disseminated multidrug
resistant uropathogenic Escherichia coli clone.
PLoS genetics, 9(10), e1003834.
Escherichia coli BW25113 Wetmore, K. M., Price, M. N., Waters, R. J.,
Lamson, J. S., He, J., Hoover, C. A., ... &
Deutschbauer, A. (2015). Rapid quantifica-
tion of mutant fitness in diverse bacteria by
sequencing randomly bar-coded transposons.
MBio, 6(3), e00306-15.
Klebsiella pneumoniae RH201207 A.K. Cain, Parkhill lab
Klebsiella pneumoniae Ecl8 A.K. Cain and C.J. Boinett, Parkhill lab
Enterobacter cloacae NCTC 9394 A.K. Cain and C.J. Boinett, Parkhill lab
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and using the DESeq package [Anders and Huber, 2010] calculated log fold changes
for the actual number of insertions compared to the expected number of insertions
obtained from the randomisation method, and clustered the log fold changes using
Mclust package in R [Scrucca et al., 2016].
We compared the predictive power of the average distance between insertion sites
in a gene, the largest uninterrupted fraction, insertion index, and Monte Carlo method
combined with DESeq. To evaluate the accuracy of these methods, we compared
essential genes predicted with each method to the essential genes in E. coli K-12
BW25113 in the EcoGene database [Zhou and Rudd, 2013]. In this database, the
essential genes from Keio collection [Baba et al., 2006] are further studied and some
are omitted from the list (e.g. a non-essential signal peptide needed for the translation
of an essential gene, or pseudogenes) while some other genes are added (mostly due to
the existence of other copies that compensate for them when deleted [Yamamoto et al.,
2009]). The results of our comparison are depicted in Figure 2.1b and Supplementary
Figure 1. Most of these methods have very close accuracies, but on average, insertion
index is the most accurate predictor as it has the highest average Area Under the Curve
(AUC) over all 13 datasets (Supplementary Figure 2). We also combined all these
methods using Principal Component Analysis (PCA). We ran the prcomp function
in R and selected the first principal component for our analysis. The average AUC
is 0.9608 for PCA. As the random sampling method is too slow, our PCA method
runs very slowly with only a small improvement to the results. Therefore, we tried
PCA excluding random sampling which resulted in an average AUC higher than
insertion index (Supplementary Figure 2). The difference between average AUCs of
PCA excluding random sampling and insertion index is small and insertion index is
a straightforward and more intuitive measure. Therefore, we used insertion index
for identifying essential genes. As our dataset is composed of the results of different
transposon insertion experiments on different genomes, and the number of transposon
insertion sites and genome length varies in these experiments, we have divided the
insertion indices in each genome by no/lo where no is the number of insertion sites in
genome and lo is the length of the genome. The distribution of the insertion indices
for E. coli BW25113 is plotted in Figure 2.1a.
Another challenge is to define a threshold for separating essential genes from
non-essential ones. One method, is using gamma fits to find this threshold [Barquist
et al., 2016]. However, with this method, when gamma fits are not consistent with the
sample distributions, the log odds values obtained from them are not good predictors











































Insertion index, AUC = 0.9398
Monte Carlo DESeq, AUC = 0.9330
Largest uninterrupted fraction, AUC = 0.9371
Mean distance between inserts, AUC = 0.9377
PCA, AUC = 0.9522
PCA without Monte Carlo, AUC = 0.9494
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Figure 2.1: (a) The bimodal distribution of insertion indices shows different classes
of essentiality obtained using DBSCAN. These include essential genes which have
the lowest insertion indices, non-essential genes with intermediate insertion indices,
beneficial losses with high insertion indices, and ambiguous genes which are located
between these groups (b) ROC curves showing the accuracy of 6 methods for predicting
essential genes. True positives are genes that are predicted as essential and whose
orthologs are essential in EcoGene database of essential genes for E. coli K-12 BW25113.
False positives are genes that are predicted as essential, but are classed as non-essential
in EcoGene study.
we have used DBSCAN clustering [Ester et al., 1996]. The details of this method
are provided in Methods 2.6.1. This method clusters genes whose insertion indices
are closely packed together and results in four groups of genes: essential genes, non-
essential genes, beneficial losses, and ambiguous genes which are between different
groups. Supplementary Figure 3 compares the results of essential gene prediction
using gamma fits and DBSCAN. In this figure, we have assumed that essential genes
in E.coli K-12 BW25113 which are proposed in EcoGene are also essential in other
genomes and calculated Matthews Correlation Coefficient for different cut-offs on
insertion index. The cut-off found by DBSCAN outperforms gamma fits in predicting
essential genes.
2.4.2 What is an ideal insertion density?
If the number of transposon insertions is too low compared to genome length, the
insertion index distribution is not bimodal and therefore the prediction of essential
genes is not accurate. However, higher numbers of insertions are labour intensive and
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cost more due to larger mutant pools which need to be sequenced. Insertion density is
defined as the ratio between the number of insertion sites and genome length. In this
section, we explore the minimum insertion density which does not affect the accuracy
of the experiment.
We generated 4 independent S. Typhimurium SL1344 libraries with ∼ 50K, 100K,
250K, and 500K Colony-Forming Unit (CFU) and another one with and ∼ 1000K CFU
by combining all the 4 batches. These libraries have one insertion site in every 57.07,
52.94, 16.49, 14.17 and 8.86 nucleotides respectively, assuming a uniform distribution
of insertions. In order to compare different ranges of insertion densities, we simulated
different libraries with one insertion site in 8.86 to 243.90 nucleotides. For each
simulated library, we down-sampled the closest real library with more insertion sites
than our simulated library by randomly omitting insertion sites until we reached
the desired density. We used DBSCAN to separate essential and non-essential genes.
Finally, we compared the predicted essential genes in S. Typhimurium SL1344 libraries
with the essential genes of E. coli K-12 BW25113 in EcoGene database [Zhou and
Rudd, 2013] and counted the numbers of false positives and true positives.
Matthew’s Correlation Coefficient, which is a summary measure considering both
the number of true positives and false positives, goes up with higher insertion densities
until it reaches 0.04. Then, it changes unnoticeably with more insertions (Supple-
mentary Figure 4a). The false positive rate declines with the increase of insertion
density as illustrated in Figure 2.2a and at 0.04 density it becomes almost constant.
Figure 2.2b shows that the true positive rate goes down as the insertion density rises
to 0.01. This happens due to the large number of predicted essential genes which
also includes many actual essential genes. But, as the density increases the number
of predicted essential genes decreases which results in a decline in true positive rate.
After 0.01, the true positive rate rises with increasing insertion density and it gets
almost constant at about 0.04 insertion density. Finally, the percentage of genes with
at least 1 insertion rises with higher insertion densities, but the curve becomes almost
flat after 0.04 (Supplementary Figure 4b). Overall, these figures show that an insertion
density about 0.04 can give us a good trade-off between cost and accuracy.
2.4.3 Exploring possible sources of bias in TraDIS data
If the transposon insertion process is biased to specific regions in the genome, it can
affect the number of insertions in a gene which changes insertion indices and may
put some genes in incorrect essentiality categories. Different articles have reported
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Figure 2.2: Simulation of insertion density effects: The red and blue dots are obtained
from real and down-sampled data, respectively. The black line shows the loess curve
with 0.2 span and the gray regions show 95% confidence intervals. Insertion resolution
is calculated by dividing genome length by the number of insertion sites. (a) False
positive rate decreases with the increase of the insertion density (the ratio between the
number of insertion sites and genome length) and remains constant after it reaches 0.04.
(b) True positive rate goes down as the insertion density rises to 0.01. Afterwards, it
rises with increasing insertion density and gets almost constant at about 0.04 insertion
density.
2009, Gallagher et al., 2011, Canals et al., 2012, Green et al., 2012, Zomer et al.,
2012, Barquist et al., 2013b, Rubin et al., 2015]. We performed a detailed study of
these biases. The biases that we studied include: origin of replication bias, preferred
insertion motif bias, and positional bias within genes.
2.4.3.1 Distance from the origin of replication bias
Different studies with conflicting results have been performed on Tn5 insertion bias
near the origin of replication [Jacobs et al., 2003, Gallagher et al., 2011, Zomer
et al., 2012, Barquist et al., 2013b, Rubin et al., 2015]. When the bacteria are under
replication during the transposon insertion process and in the presence of multiple
replication forks, there are more copies of the genes close to the origin of replication
than the genes further away [Barquist et al., 2013b]. To study the insertion bias
towards the position of genes within genome, we plotted insertion indices for each
gene versus the distance of the gene from the origin of replication normalised by the
length of the genome in Figure 2.3a and Supplementary Figure 5. The figures indicate
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that insertion index decreases when the genes are located further from the origin of
replication. This means that there are more insertions in the genes near the origin of
replication which can influence the accuracy of our predictions. To correct this bias,
we normalised insertion indices by the distance of genes from the origin of replication
in genomes (See Methods 2.6.1).
2.4.3.2 Preferred nucleotide composition bias
Another concern while inferring essentiality from transposon insertion data is that
transposon insertion is biased to certain compositions of nucleotides and high number of
insertions in genes reflects their enrichment in these motifs, instead of their essentiality
level. When Tn5 transposon is inserted into DNA, a region of 9 nucleotides is duplicated
on both sides of the transposon [Goryshin et al., 1998]. Some preferred sequence
motifs have been proposed previously [Goryshin et al., 1998, Canals et al., 2012] which
are illustrated in Figure 2.3c. Other studies have found no compelling evidence of a
preferred insertion motif, but showed the existence of G-C pairs at the two ends of
duplicated regions [Green et al., 2012, Rubin et al., 2015]. We used Weblogo [Crooks
et al., 2004] to generate a logo from duplicated regions and 10 nucleotides flanking
the 100 top most frequent insertion sites in each genome. The results in Figure 2.3c
show that the nucleotides in the consensus motifs are just slightly overrepresented
compared to the background distribution, however when corrected for background
nucleotide composition, there is very little signal (see “bits” in Figure 2.3c).
The other possible source of bias is if transpositions are more inclined to G-C or
A-T rich regions. Rubin et al. [Rubin et al., 2015] have reported that the number of
Tn5 insertions rises with the increase of G-C content and Green et al. [Green et al.,
2012] have shown that the highest number of insertions occurs in the regions in genome
with highest G-C content. On the other hand, Langridge et al. [Langridge et al., 2009]
have seen a high number of Tn5 insertions in between 40% and 50% G-C content
and lower number of insertions for G-C content higher than 50%. In Figure 2.3b, we
plotted the G-C content of genes versus their insertion indices for non-essential genes
and beneficial losses in a representative genome. The red lines are generalised additive
model (GAM) curves with formula y ∼ s(x). Insertion indices increase gradually as
G-C content rises up to 40%-50% G-C content, after which insertion indices begin to
decrease in almost all genomes. In the region where the genes are most densely packed,
the GAM curve is almost flat. In E. coli BW25113, only 1365 genes have a GC content
of less than 50% or greater than 60% which means they are in the region where the
density is not flat. On the left side of this flat region, there are genes with different
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G-C content which are enriched in mobile genetic elements. So, we expect to see more
insertions in this region. We have high insertion indices between 40% and 50% G-C
content which is expected. However, in most cases when we have less than 40% G-C
content, insertion index is low. A possible reason for this phenomena is the association
of A-T rich sequences and histone-like nucleotide structuring (H-NS) proteins, which
may inhibit the insertions in A-T rich regions. This has been proposed by Barquist et
al. for Tn5 [Barquist et al., 2013b] and shown for Tn10 transposon [Kimura et al.,
2016].
2.4.3.3 Positional bias within genes
Different studies have suggested that transposons are more likely to insert into the ends
of a gene compared to the middle [Jacobs et al., 2003, Hutchison et al., 1999, Griffin
et al., 2011, Gallagher et al., 2011, Zomer et al., 2012]. We have tested this hypothesis
using TraDIS data. We divided every gene into 100 fragments with equal lengths
(percentiles) and calculated the mean insertion index for each percentile. Insertion
indices were calculated using np/lp
ng/lg
, where np is the number of insertion sites in a
specific percentile, lp is the length of that percentile, ng is the number of insertion sites
in the whole genome and lg is genome length. Mean insertion index for each percentile
is calculated by averaging over all insertion indices for that specific percentile of genes.
We observed almost no bias towards any location when considering all genes together
(Supplementary Figure 7a). We studied the bias in three different groups of genes:
essential genes which have no or just a few insertions, non-essential genes which have
an intermediate number of insertions, and beneficial losses which have a high number
of insertions. The results imply that the number of insertions in the internal region of
the essential genes is outnumbered by the number of insertions in the 5′ and 3′ ends
(Figure 2.3d) while it is the opposite in beneficial losses (Figure 2.3e). High number
of insertions at the 3′ end of essential genes implies that the functional domains are
located before the insertions and the insertions are not interfering with them. On the
other hand, high number of insertions at the 5′ end of the essential genes indicates
there might be alternative start codons in the 5′ end, or because of annotation errors
that have predicted the start codon in an incorrect place before the actual start codon.
In our dataset, the number of start codons or alternative start codons (ttg, ctg, or
gtg) after insertion sites (in the 5′-most 10% of the coding sequence) is significantly
higher in genes with insertions in their 5′ end compared to genes without insertions in
their 5′ end (Fisher’s exact test P-value = 6.591 × 10−4), meaning that alternative
start codons and annotation errors are likely to be responsible for high numbers of
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insertions in the 5′ end of genes. In order to correct this bias, we trimmed the ends of
genes (5% from the 5′ end and 20% from the 3′ end) and calculated insertion indices
for the remaining parts (see Methods 2.6.1).
2.4.4 Essentiality of genes in Enterobacteriaceae
Previous studies of gene essentiality in representative Enterobacteriales have compared
essential genes in different genomes in this family and studied the sets of core essential
genes (genes that are conserved in all genomes under study) and accessory essential
genes (genes that are conserved in some genomes) [Canals et al., 2012, Barquist et al.,
2013b, Freed et al., 2016]. These core essential genes are responsible for essential
processes such as cell division, DNA replication, transcription and translation and
some important metabolic pathways such as peptidoglycan and fatty acid biosynthe-
sis [Barquist et al., 2013b]. Accessory essential genes differ in genomes due to niche
adaptation, functional redundancy and the existence of alternative pathways [Canals
et al., 2012, Bergmiller et al., 2012, Barquist et al., 2013b, Freed et al., 2016]. An-
other group of accessory essential genes are phage repressors [Barquist et al., 2013b].
Although these genes are not essential for cell growth, once phages are introduced to
a cell, they become essential as long as the phage remains in the cell. In this study,
we have used transposon insertion coupled with high-throughput sequencing in 13
bacteria from the Enterobacteriaceae family in addition to the list of essential genes
in E. coli K-12 BW25113 in the EcoGene database [Zhou and Rudd, 2013] to identify
and compare the essentiality of genes in these 14 bacteria, and to identify genes that
are essential in all Enterobacteriaceae. Supplementary Figure 8 shows all genes that
are essential in at least one bacteria in Enterobacteriaceae and the pathways in which
they are involved.
2.4.4.1 Core essential genes
All living organisms need to perform functions that allow them to survive, reproduce,
and evolve. Therefore, there is a set of functions that are conserved universally and
enable organisms to maintain these essential properties. These functions can be
performed by various genes. In this study core essential genes in a clade are defined
as genes that are essential in more than 80% of the genomes that we have data for
in that clade (Methods 5.5). We have studied core essential genes in different clades
in the bacterial evolutionary tree using this dataset, a set of Gammaproteobacteria

































































































































































































































































































Figure 2.3: (a) The distance of E. coli genes from the dnaA gene (usually found near
the origin of replication) versus insertion index. The red line shows the GAM curve
when the formula is y ∼ s(x) and the pink shading shows 95% confidence interval. (b)
G-C content of genes against their insertion indices. The red line shows the GAM
curve when the formula is y ∼ s(x). (c) Sequence logo plots generated using sequences
from the 10 nucleotides flanking the 100 top most frequent insertion sites from each
genome. The relative height of each character shows their frequency. (d) and (e)
show the average insertion index (mean ii) in percentiles of all essential genes (d) and
beneficial losses (e). The genes are divided into 3 segments: 5% of the genes on the 5′
end, 20% of the genes on the 3′ end, and the rest in the middle. These are shown by
brown, blue, and red respectively.
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(Supplementary Figure 10). These genes can be helpful to generate a minimal genome.
Here, we discuss genes that are essential in different clades which are Enterobacteri-
aceae, Gammaproteobacteria, Proteobacteria, and all bacteria that we investigated
(31 bacteria from different clades whose essential genes are listed in DEG database) to
see which genes differentiate these clades.
There are 65 core essential genes in all bacteria that we investigated. These genes
are enriched in complexes and pathways related to the ribosome (frr, rplB, rplC, rplD,
rplE, rplF, rplM, rplN, rplO, rplP, rplQ, rplT, rplV, rplW, rpsC, rpsD, rpsE, rpsG, rpsH,
rpsJ, rpsK, rpsL, and rpsM ), aminoacyl-tRNA biosynthesis (alaS, aspS, cysS, gltX,
hisS, ileS, leuS, pheS, proS, serS, thrS, tyrS, and valS ), and DNA replication (dnaB,
dnaE, dnaN, dnaX, gyrB and ligA). Other genes in this group are involved in cell
division (engB, ftsA, and ftsZ ), fatty acid biosynthesis (fabG), quorum sensing (ftsY
and secY ), purine metabolism (gmk and prs), pyrimidine metabolism (pyrH and tmk),
riboflavin metabolism (ribF ), translation initiation (infA, infB, and infC ), translation
elongation (tsf ), translational termination (prfB), peptidoglycan biosynthesis (mraY,
murD, and murG), RNA polymerase (rpoA, rpoB, and rpoD), and terpenoid backbone
biosynthesis (uppS ). Overall, genes that are essential in all bacteria we investigated
are involved in replication, transcription, translation, cell division, and some metabolic
pathways. The comparison of this list with the 206 genes proposed for the minimal
bacterial genome [Gil et al., 2004] shows that 54 genes are in common between these
two sets (Supplementary Figure 13) and only 11 genes in our list do not exist in
the list of genes for minimal bacterium. Some of these genes are removed from the
minimal bacterium because some bacteria lack them, though they are essential in
other bacteria. The other reason for this difference is the existence of alternative
pathways.
Genes that are core essential in Proteobacteria, but not core essential in all bacteria
are enriched in terpenoid backbone biosynthesis pathway (dxr, dxs, ispE, and ispG).
There are two pathways for terpenoid backbone biosynthesis, the mevalonate pathway
and the 2C-methyl-D-erythritol 4-phosphate (MEP) pathway. Genes that are not core
essential in all bacteria we investigated are related to MEP pathway. Most of the
time only one of the two pathways is used [Heuston et al., 2012], and as a result these
genes are not classed as core essential in all groups of bacteria.
Genes that are core essential in Gammaproteobacteria and not core essential in
Proteobacteria are enriched in ribosome complex (rplJ, rplL, rplS, rplU, rpmD, rpsA,
rpsN, rpsP, rpsQ, and rpsS ). Although the ribosome is an essential macromolecule,
previous studies have shown that not all of the genes in this macromolecule are
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essential [Shoji et al., 2011, Akanuma et al., 2012]. Our study shows that a group
of genes involved in ribosome function are essential in all bacteria we investigated
while some others are only essential in some clades, probably due to redundancy or
differences in bacteria life-styles.
Core essential genes in Enterobacteriaceae that are also core in Gammaproteobac-
teria endosymbionts are enriched in riboflavin metabolism (ribB, ribD, ribE, and ribH ).
This is an essential pathway in bacteria that can be a useful drug target [Long et al.,
2010], however the loss of this pathway can be compensated when riboflavin trans-
porters are present and riboflavin is available in the environment [Gutirrez-Preciado
et al., 2015] which is mostly the case in rich media.
Finally, genes that are only core essential in Enterobacteriaceae are enriched
in porphyrin metabolism pathway (hemA, hemB, hemD, hemE, and hemG). These
genes are involved in subpathways that synthesise 5-aminolevulinate from L-glutamyl-
tRNA(Glu) and synthesise coproporphyrinogen-III from 5-aminolevulinate.
2.4.4.2 Ancestrally essential genes
As essential genes are responsible for key functions in the cell, it is expected that
they are more conserved than other genes during the evolution of organisms. We
have tested this by comparing the number of essential and conserved genes in the
common ancestor of our representative Enterobacter genomes and in each level in
the phylogenetic tree. For this, we used Fitch’s algorithm [Fitch, 1971] to define
ancestrally essential and ancestrally conserved genes. The process is explained in
Methods 2.6.4.
The phylogenetic tree in Figure 2.4a has been annotated with the number of
ancestrally essential genes (red) and the number of ancestral genes (blue) at each level.
We then plotted the ratios at each level in the phylogenetic tree in Figure 2.4b and
connected the medians in each level. The connecting line shows that the ratio between
ancestrally essential genes and ancestrally conserved genes rises as we go higher in
the phylogenetic tree which means essential genes are more likely to be conserved in
genomes compared to non-essential genes.
To answer the opposite question, are conserved genes more likely to be essential,
we gathered the genes that are conserved in Enterobacteriaceae and defined their
conservation level in all bacteria in EMBL database [Stoesser et al., 2002] (see:
Methods 2.6.6). Figure 2.4c shows that conserved genes are more likely to be essential.
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Family Subfam. Genus Strain
A
B C
Escherichia coli UPEC CFT073 
Salmonella Typhimurium SL1344
Salmonella Typhimurium D23580
Escherichia coli UPEC ST131
Citrobacter rodentium ICC168
Escherichia coli BW25113 (Keio)
Salmonella Typhimurium A130
Salmonella Enteritidis P125109



























Figure 2.4: (a) The species tree for all genomes in this study. Numbers in red show
the number of ancestrally essential genes at each level and numbers in blue show the
number of ancestral genes at each level. (b) The ratio between ancestrally essential
genes and ancestral genes at each level in the species tree. The dots at the strain level
show the ratios for all 14 bacteria; the dots at the species level show the ratios for
Enterobacter, Klebsiella, Citrobacter, Salmonella, and Escherichia; the subfamily level
shows the ratios for the common ancestor of Enterobacter and Klebsiella, the common
ancestor of Citrobacter and Salmonella, and the common ancestor of Citrobacter,
Salmonella, and Escherichia; and finally the dot in the family level shows the ratio
for the root. The line connects the medians in each level. (c) A comparison of
essentiality and conservation. Genes conserved in the Enterobacteriaceae family are
sorted based on their conservation level in all bacteria from left to right, then a walking
hypergeometric test is done from left to right regarding the number of essential genes
observed at each step. The khaki line shows the maximum P-value obtained and the
blue line shows the gene with median conservation level. Most of the essential genes
and the maximum P-value are at the left side of the median showing that conserved
genes are more likely to be essential.
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2.4.4.3 Accessory essential genes
Accessory essential genes are important for the design of specialised antibiotics, and
can give us insights into the evolution of different genera. Here, we have termed the
genes that are ancestrally essential in one genus and not essential in other genera
“accessory essential”. We have used Fitch’s algorithm (Materials and Methods) to
define ancestrally essential genes in each genus of Enterobacteriaceae for which we had
data (Citrobacter, Salmonella, Escherichia, Klebsiella, and Enterobacter) and studied
the genes that are only ancestrally essential in one genus (Supplementary Figure 12).
There are five genes that are exclusively essential in Citrobacter (gutQ, ihfA, ihfB, priB,
and secB). Among these ihfA, ihfB and priB are related to homologous recombination,
secB is related to quorum sensing and gutQ is arabinose 5-phosphate isomerase. The
reason for the essentiality of genes related to homologous recombination might be
that C. rodentium is a newly evolved and unstable pathogen [Petty et al., 2011]
and homologous recombination helps with keeping its stability as it can repair DNA
damage [Darmon and Leach, 2014].
Ten genes are only ancestrally essential in Salmonella which are shown in Supple-
mentary Figure 12. Among these are fepC, fepD, and fepG. FepB is also essential in 3
out of 6 Salmonella genomes in this study, but is not defined as ancestrally essential
using Fitch’s algorithm. These four genes have been previously shown to be essential
in S. Typhi and non-essential in S. Typhimurium SL1344 [Barquist et al., 2013b]. Our
analysis shows that they are also essential in S. Enteritidis, S. Typhimurium D23580,
and S. Typhimurium A130. This shows the importance of the import of Ferric iron
in these genomes. FtsE and ftsX are other accessory essential genes in Salmonella.
These genes are ABC transporters that facilitate cell division.
Seven genes are exclusively essential in Escherichia. One of these genes is hipB
which is an antitoxin and is essential in Escherichia whenever the toxin (hipA) is
present. Another gene in this group is rpsI which is 30S ribosomal protein S9.
Although this gene has appeared as essential in our study and Keio collection [Baba
et al., 2006], it is shown that E. coli is viable without this gene despite its slow
growth [Bubunenko et al., 2007, Shoji et al., 2011]. Two other genes in this group
are PhoU which is a phosphate specific transport system accessory protein whose
mutation causes the accumulation of inorganic phosphate in E. coli [Morohoshi et al.,
2002] and crr which is a component of glucose-specific phosphotransferase enzyme.
The seven genes that are only essential in Klebsiella are involved in lipopolysac-
charide (LPS) biosynthesis. Bacterial lipopolysaccharides are composed of three
components namely, lipid A, core, and O-antigen and core is further divided into two
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regions, inner core, and outer core [Caroff and Karibian, 2003]. These seven essential
genes belong to the inner core. LPS is important for stabilising membrane in gram
negative bacteria [Salton and Kim, 1996].
Finally, the 22 genes that are only essential in Enterobacter are involved in different
functions e.g. sulfur relay system and aminoacyl-tRNA biosynthesis. Further studies
are needed to find out the reason for the essentiality of these genes in Enterobacter.
Moreover, as the Enterobacter genus contains only one genome in our dataset, the
essentiality of these genes should be studied on different species in this genus.
2.4.4.4 Genus-specific, conserved single-copy and conserved multi-copy
genes
To study the relationship between copy number and essentiality of genes, we divided
the genes in this study into 3 groups: genus-specific genes that are present only in
one genus, conserved single-copy genes that are present once almost in all genomes
in our study, and conserved multi-copy genes that are conserved and have multiple
copies in each genome. The procedure for defining these three groups is described in
Methods 2.6.2. The distribution of each class is depicted in Figure 2.5.
The high number of conserved single-copy essential clusters (380 single-copy
essential clusters out of a total of 612 essential clusters), indicates that there is a set
of essential genes in Enterobacteriaceae that are conserved and remained essential.
However, there are also many essential genus-specific genes (214 genus-specific essential
clusters). Most of the conserved multi-copy clusters are non-essential according to
TraDIS. This can be explained by the redundancy of function that duplicate genes
can retain even after long divergence times [Dean et al., 2008] which allows duplicates
of knocked-out genes to compensate. Therefore, if a gene is essential and has multiple
copies in the genome, transposon insertion sequencing is generally unable to detect its
essentiality.
Figure 2.5 also shows that beneficial losses are over represented in the genus-specific
class. Therefore, beneficial losses are mostly newer genes that are deleted or mutate
over time. Moreover, the figure shows that conserved multi-copy genes have few
clusters tagged as beneficial loss, meaning that beneficial losses are less likely to have
multiple copies in an organism. We tested whether the reason for this phenomenon
is that beneficial losses are copied on plasmid which causes these genes have fewer
copies due to high cellular copy number. For this, we compared the number of clusters
tagged as beneficial loss that had at least one homolog on plasmids of the genomes
in this study, the number of clusters tagged as beneficial loss with no homologs on
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plasmids, the number of clusters that are not grouped as beneficial loss with at least
one homolog on plasmids, and the number of clusters that are not grouped as beneficial
loss with no homologs on plasmids using Fisher’s exact test. The resulting P-value
is 0.31 which shows no statistically significant difference between copies of genes on
plasmids in beneficial loss group and others.
As beneficial losses are mostly genus specific, there is not much information about
them and most of them do not exist in databases like KEGG and GO. Therefore,
in order to investigate beneficial losses we studied the words that were enriched
in the description of gene product in EMBL files. The list of enriched words is
provided in Supplementary Table 1. The table shows that beneficial losses are
mostly mobile genetic elements (e.g. transposable elements, pathogenicity islands, and
bacteriophages), putative or hypothetical proteins, and bacterial adhesins (e.g. fimbria,
curli, and pilin). Mobile elements are newly acquired genes, so the organism does not
generally require them. Bacterial adhesins help the bacteria to adhere together and
colonise. Even though these genes are required when the bacteria are living in their
host, they are not essential in rich media.
2.5 Conclusion
Our analysis shows what is needed in order to accurately identify essential genes in
a transposon insertion experiment. Transposon insertion density is a major factor
for the accuracy of this experiment. Our study shows that on average having one
insertion site in every 25 nucleotides can accurately differentiate between essential and
non-essential genes. When transposon insertion sequencing is performed, a measure
is needed for distinguishing between essential and non-essential genes. Despite its
simplicity, insertion index has high accuracy and can quickly evaluate the essentiality
of a gene. However, there are biases that can affect the accuracy of this method. We
studied different biases and showed that the distance from the origin of replication
can affect the number of insertions observed in a gene. To overcome this bias, we
normalised insertion indices by the distance of genes from the origin of replication in
genomes. In addition, the two ends of genes do not have insertion patterns similar to
the intermediate region. Therefore, we calculated insertion indices after trimming the
ends.
This study shows the sets of essential genes in 14 bacteria from Enterobacteriaceae
and shows that these genes are involved in pathways related to replication, transcription,
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Figure 2.5: Genes clustered into homologous groups using Jackhmmer and divided
into 3 groups: genus-specific, conserved single-copy, and conserved multi-copy genes.
The essentiality of the clusters has been defined using the insertion indices of the
genes in the clusters.
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metabolic processes. These include fatty acid biosynthesis that produces cell membrane,
peptidoglycan and lipopolysaccharide biosynthesis that are essential components of
cell wall, terpenoid backbone biosynthesis which feeds peptidoglycan biosynthesis,
nucleotide and amino acid metabolism, and the metabolism of important cofactors
and vitamins like riboflavin, biotin, and porphyrin.
Moreover, we studied the accessory essential genes in each genus of Enterobacte-
riaceae and showed that the genes that are exclusively essential in each genus help
with the specific lifestyle of the genomes in that group. Genes related to homologous
recombination are essential in Citrobacter. The reason might be that they reduce
genome instability by repairing DNA damage [Darmon and Leach, 2014]. In addition,
genes related to LPS, which help with membrane stability [Salton and Kim, 1996],
are essential in Klebsiella. The essential genes in Salmonella are mostly related to the
import of Ferric iron.
The comparison of the essential genes in Enterobacteriaceae with the essential genes
in Gammaproteobacteria, Proteobacteria, and all bacteria shows that many genes
are not essential in all groups because of the existence of other genes and pathways
that compensate for them. The genes that are essential in all bacteria are involved in
ribosome complex, aminoacyl-tRNA biosynthesis, RNA polymerase, DNA replication,
and replication. Some genes in terpenoid backbone biosynthesis pathway are not
essential in all bacteria but core essential in Proteobacteria or Gammaproteobacteria.
The reason might be that, even though terpenoid backbone biosynthesis is an important
pathway for the formation of cell wall, there are two pathways for this process, most of
the time only one of which is used in a genome [Heuston et al., 2012]. There are genes
related to lysine biosynthesis that are core essential in Enterobacteriaceae and core in
Gammaproteobacteria endosymbionts, but not core essential in all bacteria. These
genes are related to the production of diaminopimelate (DAP) which is important in
cell wall biosynthesis. The reason these genes are not core essential in all genomes
might be the presence of lysine in the media and alternative pathways. Finally, many
fatty acid biosynthesis genes are only core essential in Enterobacteriaceae. This
pathway is only essential in gram negative bacteria [Parsons et al., 2014a, Parsons
et al., 2014b].
The comparison of conservation and essentiality of genes shows that essential genes
are less likely to be lost over time compared to non-essential genes. The reverse applies
as well; genes that are conserved are more likely to be essential. Our analyses also
show that essential genes identified using transposon insertion sequencing include
genes that are conserved in all Enterobacteriaceae, or exclusive to single strains. But
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very few conserved multi-copy genes are essential since the other copy can compensate
for the knocked out gene. Finally, most of the genes that an organism tends to lose are
genus-specific. We also showed that genes that are beneficial to lose in a rich medium
are mostly related to mobile genetic elements or bacterial adhesion.
2.6 Materials and methods
In this section we will firstly discuss how the essentiality of genes in 13 bacteria from
Enterobacteriaceae were evaluated. Secondly, we will explain the methods used to
cluster orthologous and homologous genes. Afterwards, the ancestrally essential and
ancestral genes are defined. Subsequently, we will explain how core genes are defined
in our dataset of 14 bacteria from the Enterobacteriaceae family, DEG database, and
our dataset of endosymbionts. In addition, the process for calculating conservation
levels of genes is described and finally we will describe the method used for pathway
enrichment analysis.
2.6.1 Identifying essential genes
In order to find essential genes for this study, we require a metric to evaluate if a gene
is essential or not. For this, we used insertion index as it is an accurate and simple
predictor of gene essentiality (Figure 2.1a). The insertion index for each gene in each
genome is calculated using ng/lg
no/lo
where ng is the number of insertion sites in the gene
after trimming 5% from the 5′ end and 20% from the 3′ end (because the regions close
to the 5′ and 3′ ends are tolerant of insertions, even in essential genes as shown in
Figure 2.3d), lg is the length of the gene after cutting 5% from the 5
′ end and 20%
from the 3′ end, no is the number of insertion sites in the genome, and lo is the length
of the genome. Since the insertion of transposons is biased towards the distance from
origin of replication, we should normalise insertion indices. In each genome, we fitted
a GAM curve when the formula is y ∼ s(x) to the distance vs. insertion index plot
using R. Then, we calculated the distance-normalised insertion indices by dividing
insertion indices by predicted values using the GAM curve and then multiplying them
to average insertion index.
We used DBSCAN R package [Ester et al., 1996] and clustered the normalised
insertion indices using DBSCAN function with parameters minPts = 200 and eps
= 0.05. DBSCAN groups all the genes whose distance from each other is less than
or equal to eps. If the number of genes in each group is greater than or equal to
minPts, these genes are in one cluster and otherwise, they are identified as noise.
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This algorithm finds two clusters which are essential genes and non-essential genes
shown by brown and blue in Figure 2.1a, respectively. The noise data is scattered
in two regions; between essential and non-essential clusters and on the right side of
non-essential genes. These are shown by both gray and red in Figure 2.1a. The noise
between essential and non-essential genes was termed ambiguous. Since the noise in
the right side of the plot involved some parts of the second peak in insertion index
distribution (the rightmost gray region in Figure 2.1a) and the long tail on the right
(the red region in Figure 2.1a), we separated these two regions and called the genes in
the right side of the plot beneficial losses. For this, we reran DBSCAN on the group
of genes with high insertion index with minPts = 100 and eps = 1. This gives us
a cluster of genes that are between the non-essential genes and the long tail of the
insertion index distribution. The genes in this cluster are called ambiguous and the
rest of the genes on the right side of this ambiguous region are beneficial losses.
2.6.2 Genus-specific, conserved single-copy and conserved multi-
copy genes
In order to test if copy number can affect the essentiality of genes identified using
transposon insertion sequencing, we studied the essentiality of genes in three groups,
genus-specific, conserved single-copy, and conserved multi-copy genes. For this we
needed to cluster homologs (both orthologs and paralogs). We developed a homologous
protein clustering methods (HomClust) using Jackhmmer from HMMER package [Eddy,
2011] and clustered genes based on Jackhmmer results. This program iteratively
searches for homologous proteins in a dataset. We first used Jackhmmer with 5
iterations, E-value threshold set to 10−10, and MSV threshold (F1) equal to 10−3 to
find all genes in all genomes that were homologous to C. rodentium genes. Other
parameters used in Jackhmmer were the default parameters. Then, we selected
genes that were not clustered in the first step and reran Jackhmmer with the same
parameters to compare these genes with all genes and cluster them. If the length of
the homologous domain was less than 80% of the length of the gene itself, we omitted
that gene from the cluster.
The above clustering, results in some very large clusters (e.g. ABC transporters,
transcriptional regulators, and dehydrogenases), which can be divided into closer
groupings. We collected the clusters that had more than 48 members and reran
Jackhmmer on them with 1 iteration and more stringent thresholds, 10−20 E-value
threshold and 10−6 MSV threshold. Then, we collected all the clusters with less
than 5 members and generated a dataset that contains the members of these clusters.
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Figure 2.6: The steps for HomClust algorithm proposed for clustering homologous
genes.
We reran Jackhmmer on this dataset with more permissive parameters which is 5
iterations, 10−5 E-value threshold, 10−3/2 MSV threshold, and 10−3/2 inclusion E-value
threshold (the default value for inclusion E-value threshold which was used in previous
steps is 10−3). Jackhmmer produces multiple local alignments on the same genes
resulting in clusters containing whole genes as well as shorter segments within genes.
In order to solve this problem, merged the members of clusters in case they had more
than 80% overlap. Finally, clusters with more than 80% sequences in common got
merged. The steps for this algorithm are shown in Figure 2.6.
In order to study the essentiality of different classes of genes, we divided the clusters
of homologous genes into three classes based on their conservation and copy number;
genus-specific class, conserved single-copy class, and conserved multi-copy class. The
genus-specific class contains clusters that include genes that are present only in one
genus. In order to separate conserved single-copy from conserved multi-copy genes, we
define a threshold of 70%. The genes in the conserved single-copy class are present in
more than one genus and more than 70% of them are not duplicated, while the genes
in conserved multi-copy class are present in more than one genus and more than 30%
of them are duplicated (duplicate genes).
56










2.6.3 Clustering orthologous sequences
To compare the essentiality of genes in different organisms, we needed to cluster
orthologous genes. For this purpose, we used Hieranoid [Schreiber and Sonnhammer,
2013] with default parameters. Clustering with Hieranoid can be performed either
using BLAST [Altschul et al., 1990, Altschul et al., 1997] or USEARCH [Edgar, 2010].
We used BLAST as Hieranoid’s similarity search tool. Hieranoid needs a species tree
for clustering. To generate the species tree, we first ran PhyloSift-search on all the
genome sequences to find the orthologs of marker genes in PhyloSift database [Darling
et al., 2014]. Subsequently, we ran PhyloSift-align to align the genes found in previous
step. Finally, we concatenated the alignments and ran RaXMLHPC [Stamatakis,
2014] to generate a tree. The parameters used for these tools are listed in Table 2.2.
2.6.4 Defining ancestrally essential and ancestrally conserved
genes
In order to compare the number of genes that are essential at each level in the
phylogenetic tree with the number of genes that are conserved, we used Fitch’s
algorithm [Fitch, 1971] with a binary alphabet on both essentiality (0 for non-essential
and 1 for essential) and conservation (1 for the presence and 0 for the absence of
genes). The Fitch’s algorithm defines the status of each node in the tree by finding
the order that minimises the number of mutations. Here, mutations are changes
in essentiality or the conservation of genes. Therefore, by using Fitch’s algorithm
on gene essentiality, we minimise the number of times a gene has lost or gained
essentiality during evolution assuming that this process is rare. Likewise, by using
this algorithm on gene conservation, we minimise the number of times a gene has been
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lost or gained throughout time. Here, we describe how we used Fitch’s algorithm for
defining ancestrally essential genes. Defining ancestrally conserved genes is the same.
For every gene, considering the phylogenetic tree of the genomes in this study, we
assigned a set that contains only one member to each leaf of the tree. If the desired
gene was essential in the genome at each leaf, the assigned set contained zero, and
if the gene was not essential, the set contained one. The parent of every two nodes
was labelled with the intersection of its children’s assigned sets, if the intersection
was not empty. Otherwise, it was labelled with the union of its children’s assigned
sets. We continued this process until we reached the root of the tree. At the root,
if the assigned set only contained 1, the gene was considered ancestrally essential.
Otherwise, it was considered ancestrally non-essential.
2.6.5 Comparison of core essential genes in Enterobacteri-
aceae, endosymbionts, and DEG database
In order to see how essentiality of genes has changed during evolution, we compared
core essential genes at different levels of bacterial phylogeny which includes Enter-
obacteriaceae, endosymbionts, Gammaproteobacteria, Proteobacteria, and all bacteria.
The data for essentiality of genes in Enterobacteriaceae comes from the 14 genomes in
our study and the data for other groups excluding endosymbionts is obtained from
DEG database [Luo et al., 2014]. We only included data from studies that were
performed in a rich medium. For some genomes there were multiple studies of essential
genes. There were two studies on E. coli BW25113 in DEG [Gerdes et al., 2003, Baba
et al., 2006], from which we only included the Keio collection [Baba et al., 2006] as
it uses single gene knockout and is considered to be high accuracy. When multiple
studies have investigated the essentiality of genes of the same organism, the most
recent one was favoured (i.e. [Zhang et al., 2012, Hutcherson et al., 2016, Turner et al.,
2015]). Supplementary Figure 10 shows all the genomes and studies from which the
essential genes were identified. The orthologous genes are found using Hieranoid as
explained in Section 2.6.3.
Endosymbionts were selected from Gammaproteobacteria. Supplementary Figure
11 shows all of the endosymbionts in this study. We have included endosymbionts
since they have extremely reduced genomes, that have lost many non-essential genes.
To define core essential genes in each sub-clade, we have calculated the ratio between
the number of genomes in which the gene is essential in the sub-clade and the number
of all genomes in the sub-clade. The gene was considered core essential if this ratio is
greater than 0.8.
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2.6.6 Defining the conservation level of gene clusters
For the study of the relationship between conservation and essentiality, we defined the
conservation level of each gene as below.
To define the distance between every pair of bacteria, we used cmsearch from
infernal package [Nawrocki and Eddy, 2013] to find the best hit to 16S rRNA (RF00177
Rfam CM model) in each bacterial genome in EMBL database [Stoesser et al., 2002]
downloaded at 14/4/2016 and then aligned these sequences to the 16S model using
cmalign from Infernal. Subsequently, a distance matrix was generated using dnadist
from the PHYLIP package [Felsenstein, 1989] and the F84 model that defines the
distances. Afterwards, we gathered all 3164 gene clusters that are ancestrally conserved
in Enterobacteriaceae and generated HMM profiles for each of these clusters using
HMMER [Eddy, 2011]. The resulting HMM profiles were compared to the genes in all
bacterial genomes in EMBL and the maximum distance between all hits was used as
the conservation level for each gene.
2.6.7 Pathway enrichment analysis
We used KEGG [Kanehisa and Goto, 2000] pathway enrichment analysis to study
different groups of genes and their functions. Only pathways for C. rodentium ICC168,
S. Typhi Ty2, S. Enteritidis P125109, S. Typhimurium SL1344, S. Typhimurium
D23580, E. coli UPEC CFT073, E. coli K-12 BW25113 from Keio collection, and
E. cloacae NCTC 9394 genomes were available in KEGG database. The available
pathways were downloaded using the KEGGREST package in R and then the pathways
related to the desired groups of genes were compared to all pathways using Fisher’s
exact test. We adjusted the obtained P-values using the Benjamini, Hochberg, and
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Figure S1. ROC curves showing the accuracy of 6 methods for predicting 
essential genes in different genomes from the Enterobacteriaceae family. 
True positives are genes that are predicted as essential and whose orthologs 
are essential in ecogene database of essential genes for E. coli K-12. False 































































Figure S2. Average AUC over all 13 genomes used in this study for calculating the 
accuracy of 6 different methods. In order to calculate AUCs, we considered true 
positives as genes that are predicted as essential and whose orthologs are essential in 
EcoGene database of essential genes for E. coli BW25113 and false positives as genes 
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Figure S3. Matthew's Correlation Coefficient calculated using different 
cut-offs for insertion index in all 13 genomes in this study. True positives 
are genes that are predicted as essential and whose orthologs are classed 
as essential in the EcoGene database of essential genes for E. coli K-12 and 
false positives are genes that are predicted as essential, but are classed as 
non-essential in EcoGene. The cut-offs for DBSCAN and fitting Gamma 
distributions are shown in each figure. DBSCAN outperforms Gamma fits in 























































































































































300 50 20 10
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Figure S4. Simulation of insertion density effects: The red and blue dots are 
obtained from real and simulated data, respectively. The black line shows the 
loess curve with 0.2 span and the gray regions show 95% confidence intervals. 
Insertion resolution is calculated by dividing genome length by the number of 
insertion sites. (a) Matthew's correlation coefficient remains almost constant 
after the insertion index reaches 0.04. (b) The percentage of genes with 
insertions rises as we increase the insertion density, however the rate slows 



















































































































































































Distance bias − Salmonella typhi
Figure S5. The figures show how the distance from the origin of replication affects the 
insertion index in different genomes. The origin of replication in these figures is assumed to
be the dnaA gene. Each dot represents a gene and the red line shows the GAM curve when 
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Figure S6. The figures show how G-C content affects insertion index in different 
genomes in this study. Each dot represents a gene and the red line shows the GAM curve 
when the formula is y ~ s(x). The pink area shows the 95% confidence interval.
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Figure S7. The plots show the average insertion index (mean ii) in percentiles 
of all genes (a) and all non-essential genes in the 13 genomes used in this 
study. The genes are divided into 3 segments: 5% of the genes on the 5’ end, 
20% of the genes on the 3’ end, and the rest in the middle. These are shown 
by brown, blue, and red respectively.
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ABC transporters 
Acarbose and validamycin biosynthesis 
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Cysteine and methionine metabolism 
D−Glutamine and D−glutamate metabolism 
DNA replication 
Fatty acid biosynthesis 
Fatty acid metabolism 
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Glycine, serine and threonine metabolism 
Glycolysis / Gluconeogenesis 
Glyoxylate and dicarboxylate metabolism 
Homologous recombination 
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Microbial metabolism in diverse environments 
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One carbon pool by folate 
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Pentose phosphate pathway 
Peptidoglycan biosynthesis 
Phenylalanine metabolism 
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Starch and sucrose metabolism 
Streptomycin biosynthesis 
Sulfur metabolism 
Sulfur relay system 




Ubiquinone and other terpenoid−quinone biosynthesis 





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure S8. The list of all genes that are essential in at least one of 
the genomes in this study that are also annotated in KEGG 
pathways. Red shows essential genes and green shows non-
essential genes. Black shows that the gene does not exist in that 
genome and 'D' means that the gene has paralogs in that genome. 
The numbers next to some gene names indicate that the gene is 
































































































































































































































































































































































































































































Figure S9. List of genes that are core essential in at least one group (bacteria, 
Proteobacteria, Gammaproteobacteria, Gammaproteobacteria endosymbionts, or 
Enterobacteriaceae). Black means that the gene is core essential and white indicates that 
the gene is not core essential. Genes that are essential in at least 80% of the genomes in a 
























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure S10. The essentiality of genes shown in Figure S9 in different bacterial genomes. The data is obtained from the DEG database. the studies 































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure S11. The conservation of genes shown in Figure S9 in different endosymbionts from Gammaproteobacteria. Black shows that the gene is 










































































































































































































































































































































































































Figure S12. List of genes that are core essential in at least one sub-clade 
of the Enterobacteriaceae family in this study and their essentiality status 
in all sub-clades. Black indicates that the gene is core essential in that sub-
clade and white indicates that the gene is not core essential. Genes that 
are essential in at least 80% of the genomes in a sub-clade are considered 
core essential in that sub-clade.
Figure S13. The comparison of the set of essential genes in all bacteria selected 
from DEG database (refer to Figure S10 for the complete list of genomes) and in the 




















































































































Table S1. List of words enriched in 
EMBL file description of beneficial 
losses. P-values are calculated by 
running Fisher's exact test on the 
number of repetitions of each word in the 
description of beneficial losses compared 
to other genes and the number of other 
words in the description of these two 
groups of genes. The P-values are then 





Identifying orthologous genes is useful in different aspects of bioinformatics studies
such as genome annotation, comparative genomics, and phylogenetic tree inference.
Here we have introduced a new ortholog calling method that first filters sequences
based on their amino acid composition to avoid all-versus-all sequence comparisons
and improve its running time. Subsequently, it clusters homologous sequences using
HMMER and Markov Clustering algorithms and then separates orthologs using a
hierarchical clustering method. We compared the program with EggNOG-mapper
and Hieranoid. The results show that our method outperforms EggNOG-mapper, and
has a comparable positive predictive value to Hieranoid. Positive predictive value is
the ratio of the number of gene pairs that are correctly predicted to belong to the
same biological pathway by a specific method to the number of all gene pairs that are
predicted to belong to the same pathway (correctly or incorrectly) by that method.
3.2 Contributions
Paul Gardner has supervised the project. I have developed the script, performed the
analyses, and written the manuscript. Paul Gardner has provided feedback on the
manuscript.
3.3 Introduction
The exponential growth of sequencing data is making it difficult to analyse. Different
tools have been developed to facilitate the functional and evolutionary studies of
sequences, among which are protein clustering programs [Ouzounis et al., 2003,
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Kuzniar et al., 2008, Altenhoff et al., 2016]. Protein clustering is used for genome
annotation, comparative genomics, and phylogenetic tree inference [Eisen, 1998, Eisen
and Fraser, 2003]. Genes that have diverged from a common ancestor are termed
homologs. Homology includes both orthology and paralogy which differ in evolutionary
processes. According to Fitch’s definition, “orthology is that relationship where
sequence divergence follows speciation, that is, where the common ancestor of the
two genes lies in the cenancestor of the taxa from which the two sequences were
obtained” [Fitch, 2000]. He also describes that “paralogy is defined as that condition
where sequence divergence follows gene duplication” [Fitch, 2000]. According to its
definition, the concept of orthology is evolutionary and not functional. Nonetheless,
it is usually assumed that orthologs are more likely to have similar functions than
paralogs [Nehrt et al., 2011, Thomas et al., 2012, Altenhoff et al., 2012, Chen and
Zhang, 2012]. Paralogs can be further classified into two subtypes. Inparalogs which
arise from a speciation followed by a duplication event and outparalogs which arise
from a duplication event followed by a speciation event [Sonnhammer and Koonin,
2002].
Various methods for orthologous protein clustering have been proposed. These
methods can be divided into tree-based which rely on multiple sequence alignments and
phylogenetic trees [Storm and Sonnhammer, 2002, Zmasek and Eddy, 2002, Dufayard
et al., 2005, Jothi et al., 2006, van der Heijden et al., 2007, Vilella et al., 2009, Mi et al.,
2013, Huerta-Cepas et al., 2014], graph-based which use pairwise sequence similarity
scores [Wall et al., 2003, Li et al., 2003, Schreiber and Sonnhammer, 2013, Sonnhammer
and Ostlund, 2015, Altenhoff et al., 2015, Linard et al., 2015, Huerta-Cepas et al.,
2016, Huerta-Cepas et al., 2017], and a combination of both [Cannon and Young,
2003, Dehal and Boore, 2006, Merkeev et al., 2006, Goodstadt and Ponting, 2006, Li
et al., 2006, Hubbard et al., 2007, Wheeler et al., 2008, Pryszcz et al., 2011]. Two
of the methods that we have used in this thesis are EggNOG-mapper [Huerta-Cepas
et al., 2016, Huerta-Cepas et al., 2017] and Hieranoid [Schreiber and Sonnhammer,
2013]. Here we describe a few well-known methods
EggNOG [Huerta-Cepas et al., 2016] is a database of orthologous genes and
their functional annotations. EggNOG-mapper uses precomputed HMM profiles to
cluster genes and assign functional annotations to them [Huerta-Cepas et al., 2017].
Panther [Mi et al., 2013] is another database of orthologous genes that uses HMM
profiles to define which family each sequence belongs to. Inparanoid [Sonnhammer
and Ostlund, 2015] is used for orthology detection in two genomes. It uses BLAST
[Altschul et al., 1990] for pairwise sequence comparisons to find two-way best hits
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(seed orthologs) and then adds proteins that are close to seed orthologs as in-paralogs.
Hieranoid [Schreiber and Sonnhammer, 2013] uses a species tree and gradually adds
nodes of the phylogenetic tree to its comparison and generates HMM profiles from
them until it reaches the root. For the comparison of nodes it either uses Inparanoid for
sequence-sequence comparisons or does sequence-profile or profile-profile comparisons
depending on where the node is located in the tree.
We have introduced a new method for protein clustering called MCL-based Or-
thology Clustering (MCLOC). This program first uses protein length and amino acid
compositions to find potential homolog genes. It then uses phmmer [Eddy, 2011]
and MCL clustering [Van Dongen, 2000] to cluster homologous genes and finally uses
hierarchical clustering to find orthologous genes. This method can be categorised as a
graph-based method and does not depend on a species tree. Therefore, it can be used
when the species tree is unknown and does not depend on the reliability of species trees.
The assessment of the performance of ortholog calling methods is a challenge since the
evolutionary history of orthologs is not available. In addition, the applications of these
methods can be different which results in different needs in terms of sensitivity and
specificity. Here, we have compared the results of our program with EggNOG-mapper
from EggNOG package, Hieranoid and the homolog clustering program introduced
in the Methods section Chapter 2 (HomClust) by counting the number of KEGG
pathway identifiers that are shared between pairs of predicted orthologous genes.
3.4 Algorithm description
Our proposed algorithm is composed of three steps shown in Figure 3.1. I will explain
each step in the following. For this software we used Python 3 and Pandas package
which is a library for big data analysis. In addition, we used HDF5 (Hierarchical Data
Format) files to avoid memory overflow. These files are portable data formats that
allow quick access and storage space optimisation and are capable of representing
complex data objects.
3.4.1 Filtering
Cd-hit [Li and Godzik, 2006] is a nucleotide and protein clustering algorithm that
first filters genes that are not likely to be homologous in order to avoid all versus
all sequence comparisons and expedite clustering. They have used the minimum
number of identical short substrings for this purpose. In our algorithm, we have done





















Figure 3.1: The steps for clustering orthologous proteins using MCLOC algorithm.
acid. Then, we calculated the distance between the vectors related to all genes and
made a list of genes whose distances were below a threshold and their corresponding
distance values. We provided the Markov Cluster Algorithm (MCL) [Van Dongen,
2000] with this list and clustered genes so that only genes that have similar amino
acid compositions and similar lengths are in the same cluster.
3.4.2 Clustering homologs
After filtering the genes that are not likely to be homologous, we generated clusters of
genes that could potentially be homologs. OrthoMCL is a protein clustering algorithm
that compares sequences using BLASTP [Altschul et al., 1990] and clusters them
using MCL [Van Dongen, 2000]. Since profile HMMs have higher sensitivity over
BLAST [Madera and Gough, 2002, Freyhult et al., 2007] and the speed of HMMER
and BLAST is comparable [Eddy, 2011], we have used phmmer from the HMMER
package [Eddy, 2011]. In each cluster obtained from the previous step, we compared
all the sequences using phmmer with a pre-defined E-value cut-off, which only reports
sequence pairs whose E-values are greater than the cut-off as similar, and obtained




Finally, since the clusters from previous step could include both orthologs and paralogs,
we used hierarchical clustering inside each cluster to find orthologous genes in each
cluster assuming that orthologs and inparalogs are more likely to be conserved and
similar to each other compared to outparalogs. COCO-CL [Jothi et al., 2006] has used
a similar idea in which it uses hierarchical clustering for defining orthologs within a
cluster of homologous genes. We used linkage and fcluster functions in Python with
maxclust criterion and the maximum number of clusters set to dn/ge, where n is the
number of genes in the cluster and g is the number of genomes in the cluster. Fcluster
function does not necessarily set the number of clusters to this value. It finds the
minimum threshold so that the distance between the members of all clusters is under
this threshold and the number of clusters is not more than dn/ge.
3.4.4 Parameters
Before running MCLOC, some Python packages need to be installed: Biopython
(http://biopython.org/) is one of the required packages which is used for biological
computation. Scipy (https://www.scipy.org/), pandas (https://pandas.pydata.org/),
and numpy (http://www.numpy.org/) packages are scientific computing packages that
are used in this program. The program also depends on MCL clustering program
[Van Dongen, 2000] and phmmer from HMMER3 [Eddy, 2011] package. The command
to run this program is as follows:
MCLOC.py [-h] [-e EVA] [-s THR] [-c CHNK] p o
– h shows how to call the program.
– e defines the E-value threshold for phmmer. The default value is 1e−10. If the
comparison of two sequences results in an E-value lower than this threshold, the
two sequences and their corresponding E-value are written in the input file for
MCL program.
– s defines the similarity threshold for filtering step. If feature vectors for each
pair of sequences that are generated in filtering step have a distance lower than
this threshold, the pair and their distance are written in a file that is given to
MCL algorithm. The default value is 0.05.
– c defines chunk size in the filtering step. Feature vectors are written on hard
disk. The program reads chunks of vectors and calculates their distances. This
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parameter defines how many vectors can be in each chunk. The larger the size
of the chunks, the faster the program runs; however, large chunks can result in
memory overflow. The default value is 5000.
– p shows the directory containing all proteomes in fasta format. Each proteome
should be in a separate file.
– o defines the path to the output file.
3.5 Results and discussion
We ran our proposed algorithm on 13 genomes in Enterobacteriaceae family. These
are the genomes that were used in Chapter 2, excluding S. Typhimurium SL3264,
since its genome is exactly the same as S. Typhimurium SL1344 and only 3 genes
are deleted from this genome (aroA, ycaL and cmk). The phylogenetic tree showing
these genomes and the number of orthologous genes among subsets of these genomes
are shown in Figure 3.2. Only the top 40 subsets with highest number of ortholog
families have been shown in this figure. We have used UpSetR package in R for this
representation [Conway et al., 2017]. As the figure shows, our method has predicted
1213 shared genes between all of these genomes. The top 10 subsets nicely separate
the members of each clade by showing a large number of genes shared exclusively
between them. The rest of the subsets also represent a tree-like trend with closely
related genomes having more orthologs.
Figure 3.3 shows the size distribution of clusters of orthologous genes predicted
using our method. The figure shows a peak at 13 which is equal to the number of
genomes. It has also peaks at 2, 4, and 5. This is in accordance with the phylogenetic
tree that has 2 Klebsiella genomes, 4 Escherichia genomes, and 5 Salmonellagenomes.
Moreover, there are 158 clusters that have more than 13 genes and therefore contain
duplicated genes.
In order to compare our orthology detection method with other existing tools,
we compared the sets of gene pairs that are considered orthologous (or homologous
in HomClust) using 4 different methods: our proposed method for orthology call
(MCLOC) with default parameters, Hieranoid clustering algorithm [Schreiber and
Sonnhammer, 2013] with default parameters, EggNOG-mapper using HMMER map-
ping mode and Gammaproteobacteria taxonomic scope, and our homology clustering
algorithm from Chapter 2 (HomClust). Hieranoid uses either BLAST [Altschul et al.,

























































































































































































































































Escherichia coli UPEC CFT073
Salmonella Typhimurium D23580
Escherichia coli UPEC ST131
Salmonella Typhimurium A130
Klebsiella pneumoniae RH201207




Enterobacter cloacae NCTC 9394
Figure 3.2: The lengths of the bars show the number of genes that are predicted as
orthologous using our proposed algorithm in genomes marked with filled circles. If
there is only one filled circle, the length of the bar shows the number of genes that
only exist in the corresponding genome and have no orthologs in pother genomes.
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154 clusters with > 13 members
Figure 3.3: Orthologous genes in sample Enterobacteriaceae genomes. The size
distribution of clusters of orthologous genes predicted using our proposed method on
the 13 genomes shown in Figure 3.2
our analysis we ran Hieranoid using BLAST. The results for all methods are depicted
in Figure 3.4. The set size bars show that for this dataset, MCLOC and Hieranoid
have the lowest numbers of predictions, while HomClust has the highest number of
predictions. Since HomClust only looks for homologs and does not distinguish between
orthologs and paralogs, it is not surprising that it is the most permissive method and
has the highest number of homolog pairs that are not predicted by other methods as
orthologs. 190, 557 gene pairs are predicted as orthologous using all methods. Among
orthology detection methods, EggNOG-mapper has the highest number of pairs of
orthologs that are not detected using other methods, while Hieranoid has the lowest
number and MCLOC is in between. Moreover, the highest number of gene pairs
that are detected using all methods but one are the highest in MCLOC and the
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Set Size
Figure 3.4: Orthologous genes predicted using MCLOC, Hieranoid, EggNOG-mapper,
and HomClust. The number on each bar shows the number of gene pairs that are in
the same cluster using the methods that are shown by black dots.
methods, EggNOG-mapper is the most permissive, while Hieranoid and MCLOC are
less permissive.
We used KEGG pathways [Kanehisa and Goto, 2000] to compare the accuracy
of these methods. KEGG pathways were only available for C. rodentium ICC168, S.
Typhi Ty2, S. Enteritidis P125109, S. Typhimurium SL1344, S. Typhimurium D23580,
E. coli UPEC ST131, E. coli BW25113 (Keio), and E. cloacae NCTC 9394. We looked
into every pair of genes that were in the same cluster using each of these 4 methods
only if they both were annotated with a KEGG identifier. If these genes shared the
same KEGG identifier, we counted the pair as a True Positive (TP) and if they did

















































































Figure 3.5: The number of True Positive (TP) and False Positive (FP) predictions
using each method of protein clustering when compared to KEGG database. The
PPV plot shows the Positive Predictive value.
possible to count true negatives and false negatives as genes that share the same
KEGG identifier are not necessarily orthologous (or homologous). We then calculated
the Positive Predictive Value (PPV = TP
TP+FP
) for each method. This shows the
probability that a pair of genes that are predicted to be in the same cluster using our
protein clustering methods share the same KEGG pathways and are therefore likely
to be actually homologs/orthologs. So, higher PPV values are favourable for accurate
clustering. The results are shown in Figure 3.5. The figure shows that Hieranoid has
the lowest number of false positives and the highest PPV which is ∼ 1. MCLOC has
the second best PPV (∼ 0.98), while EggNOG-mapper and HomClust have lower
PPVs (∼ 0.93 and ∼ 0.90 respectively).
3.6 Conclusion
We introduced a new protein clustering algorithm (MCLOC) that can be used to define
orthologous genes. We then compared this method with our homolog clustering method
(HomClust), Hieranoid and EggNOG-mapper. The results show that HomClust
predicts more homologous genes than others. This is not surprising due to the fact
that HomClust is a homolog clustering algorithm, while the other methods predict
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orthologs. We showed that it has an acceptable PPV which is close to Hieranoid and
much better than EggNOG-mapper. Altenhoff et al. have compared different ortholog
detection methods using benchmarks that generate species trees from orthologs and
compare them with reference species trees, compare predicted orthologous genes with
sets of orthologous genes in reference gene trees, and compare functional similarities
between predicted orthologs. They found that Hieranoid is one of the methods that has
a good performance in all benchmarks [Altenhoff et al., 2016]. Therefore, developing a
program that outperforms Hieranoid is challenging and will require multiple rounds of
improvements. We are going to improve this method in order to make it comparable
with Hieranoid, run our program on the mentioned benchmark dataset [Altenhoff
et al., 2016] and publish it.
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The explosion of data in biological sciences has made it challenging to obtain relevant
information and communicate them. Visualisation methods help us to identify trends
and relationships in data. Graphs can be used to represent various biological networks.
Different methods for network visualisation have been proposed, but few are aimed at
multi-layer networks. Mlti-layer networks are hierarchical networks in which the nodes
in each layer are connected to the higher layer. Some examples of multi-layer networks
are family trees and food web networks. Arena3D is one of the methods for visualising
multi-layer networks. Here we have presented a new multi-layer network visualisation
tool and compared it with Arena3D and showed that it produces aesthetically improved
visualisations to use in articles and documents. Additionally, as it uses optimisation
algorithms, the outputs are more understandable.
4.2 Contributions
The initial visualisation software which visualises multi-layer networks without opti-
mising node positions is implemented by Paul Gardner. I have added optimisation of
node permutations to the script, performed the analyses, and wrote the manuscript.
Paul Gardner has supervised the project and provided feedback on the manuscript.
4.3 Introduction
Big data has become prominent in the biological sciences since the development of
high-throughput technologies. There are many biological databases that contain
information about different biological entities including genes, proteins, enzymes,
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diseases, SNPs, pathways, sequences, structures, motifs, chemicals, small molecules,
ontologies, and expression data. These databases contain specialised data in different
formats which sometimes overlap but are not necessarily compatible. For instance,
there are currently more than 700 websites providing data for pathways and networks
that present interactions between different biological entities [Bader et al., 2006]. It is
therefore challenging to detect the relevant information from the growing number of
databases, gain insights from them, and communicate researchers’ findings.
Visualisation methods help us to grasp large amounts of information by looking
at the trends or relationships shown in figures. As data gets larger, our need for
visualisation becomes more apparent. The number of visualisation tools for exploring
biological databases is increasing [Purvi Saraiya et al., 2005, Suderman and Hallett,
2007, Pavlopoulos et al., 2008b, Gehlenborg et al., 2010, Villaveces et al., 2015,
Pavlopoulos et al., 2015]. One method for visualising large datasets and their dynamics
and complexity is using graphs. A graph is a structure which shows objects as points
and connects related objects with lines, called vertices and edges, respectively.
Cytoscape [Shannon et al., 2003, Smoot et al., 2011] is a stand-alone java application
for network visualisation. This program can obtain network data and the properties
of nodes and edges from various file formats. Cytoscape can represent directed,
undirected, and weighted graphs in different layouts including grid, hierarchical,
stacked node, and circular layout. GEPHI [Bastian et al., 2009] is a general purpose
network visualisation tool that has also been used for the visualisation of biological
datasets. It can produce 3D graphs and allows the user to define the features of nodes
and edges. Pajek [Batagelj and Mrvar, 2004] is another network visualisation program
implemented in Delphi that can generate both 2D and 3D visualisations. It can
visualise directed, undirected, and weighted graphs with different layouts. Different
properties of nodes and edges are represented by colours, shapes, and sizes. These
three applications are among the most popular tools and are appropriate for large
scale network analysis [Pavlopoulos et al., 2017]. However, they are not specifically
designed for the visualisation of multi-layer networks. A multi-layer network is a
network of nodes that are grouped into different layers. The nodes in each layer can
only be connected to the nodes in the layer above or below.
Arena3D [Pavlopoulos et al., 2008a] is a java application for 3D representation of
multi-layer networks. The user can change the orientation, location, and layout of
the layers. The information about nodes and interactions can be obtained by clicking
on nodes of a network. However, this application has some limitations as it provides
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Run a greedy 
algorithm to find a 
near optimal order 
for nodes in the 
graph
Run a genetic 
algorithm that 
improves on the 
answer obtained 
from previous step
Visualise the nodes 
and edges of the 
graph
Figure 4.1: The steps for our proposed network visualisation algorithm.
the output figure only in JPEG format which is lossy and its input file format is
complicated [Leong et al., 2013].
In this chapter, we present a new tool for multi-layer network visualisation and
compare its output with Cytoscape and Arena3D. The results show that our method
is well suited for this purpose, and the greedy and genetics algorithms used in this
program make the visualisation more intelligible.
4.4 Algorithm description
In this section we will explain the algorithm that we implemented for network visualisa-
tion. Given layered network data, this program draws a network diagram, illustrating
the network as a series of concentric circles. The nodes in each layer can only be
connected to the nodes in the adjacent layer(s). This package uses a greedy algorithm
combined with a genetic algorithm to order the nodes in each layer so that they are
placed close to their adjacent nodes in the network. The algorithm is summarised in
Figure 4.1.
4.4.1 Greedy algorithm
We used a greedy algorithm to generate a near optimal permutation of nodes. A greedy
algorithm is an optimisation algorithm that does not necessarily lead to the global
optimum. In each step, this algorithm selects the locally optimum solution [Cormen,
2009].
Beginning from the inner most layer, we calculated the number of adjacent nodes
in the layer above which were shared between every pair of nodes and generated a
matrix based on that. Then, we selected the pair of nodes that had the most number
of adjacent nodes in common and put them together in a list. Afterwards, we selected
the last member of the list and found the node that had the highest number of adjacent
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nodes to that and did not exist in the list. In case all the adjacent nodes of the
last member of the list were already present in the list, we did the same process for
previous item in the list. This process was repeated until either all of the nodes were
in the list, or there were some nodes remained that had no adjacent nodes in the list.
In the latter case, we started the process again by finding the remaining nodes with
the most number of neighbours in common. A similar process was performed for other
layers in the graph, except that in these layers the adjacent nodes were selected from
the below layer.
After running the greedy algorithm for each layer, we ran a genetic algorithm and
used the output of the greedy algorithm as one of the members of the population in
genetic algorithm.
4.4.2 Genetic algorithm
Genetic algorithms are among meta-heuristic optimisation algorithms which are
inspired by the idea of the natural selection. The goal in genetic algorithms is to
optimise a function called an objective function. In these algorithms, sets of random
answers named chromosomes are generated as initial population. In basic genetic
algorithm, mutations and crossovers happen on the chromosomes in the population to
generate new chromosomes and then, the fittest chromosomes are selected to make
the next generation and repeat this process [Mitchell, 1998]. Mutations happen
by randomly altering some parts of chromosomes, and crossovers are performed by
selecting two chromosomes and swapping a randomly selected region in these two
chromosomes. The fittest chromosomes are the ones that best optimise the objective
function. For this project, we used the “ga” function in R. The goal was to minimise
the sum of the lengths of edges that connect nodes from two layers (objective function).
The members of each population in this program are permutations of nodes, therefore
we used the permutation type for the ga function. The population size and number of
generations are optional, while other options are set as default in our program. The
ga function can be fed suggestions for answers and we provided it with the answer
obtained from running the greedy algorithm.
4.4.3 Parameters
Our program is written in R and has two dependencies: the “Getopt” package which
makes the script able to accept flags and the “GA” package which implements the
genetic algorithm. The command that runs this program and its parameters are as
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follows:
Rscript netvis.R [-h] -l layersPath -c connectionsPath [-s popSize] [-n numGen] [-p
pageSize] [-x cex] [-b border] [-o outdir]
– h shows how to call the program
– l gets the path to the layers file (layersPath). The layers file is a tab separated
file with the first column showing the names of nodes in the graph and the
second column showing the number of layer the node belongs to. 1 shows the
inner most layer and as we go towards the outer most layer, the number increases
one by one.
– c gets the path to the connections file (connectionsPath). The connections file is
a tab separated file with each row showing the two nodes that are connected to
each other. The first column contains the nodes from the outer layer and the
second column contains the nodes from the inner layer.
– s defines the population size for the genetic algorithm. The larger the population
size, the more mutations and crossovers will happen in each generation, which
makes the output closer to the optimal answer. However, larger population sizes
cause the program to run slowly. The default value is 100.
– n defines the number of generations. The higher the number of generations the
better the output, but also makes the program slow. The default value is 100.
– p defines the width and the height of the plot page in inches. The default value
is 11.
– x defines the font size and size of the nodes in the graph (equivalent to cex in
R). The default value is 1.25.
– r defines the radius of the inner circle, the distance between each pair of neigh-
bouring layers from the inner to the outer layer, and the distance between the
outer layer and the border of the figure. The values are separated by commas
and no space is allowed between them. The default value is 15 for all distances.
– o defines the directory in which the output file is created. The file is named
network.pdf and the default directory for the file is the current directory of the
user from which the code is run.
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4.5 Results and discussion
RMfam is a database of published RNA motifs, their alignments, consensus structures,
and probabilistic models [Gardner and Eldai, 2015] and Rfam is a database of RNA
families and their corresponding multiple sequence alignments, consensus secondary
structures, and covariance models [Nawrocki et al., 2015]. The authors of the RMfam
have compared its motifs to RNAs in the Rfam database and illustrated the highest
scoring hits with a 2-layer bipartite network. They have used the nodes in the inner
layer to show the RMfam motifs, nodes in the outer layer to show the Rfam families, and
edges to show the high-scoring motif predictions in Figure S46 of the paper [Gardner
and Eldai, 2015]. In order to make the visualisation more understandable, the authors
have manually placed the adjacent nodes (nodes that are connected together with
an edge), next to each other. Otherwise, the network would look messy and hard to
read (Figure 4.2). However, if the network was very large, it would be impossible
to perform this manually. We have improved the visualisation program used in this
paper by optimising node permutations so that adjacent nodes are close together. For
this purpose, two optimisation algorithms (greedy and genetic algorithm) are used.
Here, we have visualised the same figure using our proposed method (Figure 4.3),
Cytoscape [Shannon et al., 2003, Smoot et al., 2011] (Figure 4.4), and Arena3D
[Pavlopoulos et al., 2008a] (Figure 4.5). Cytoscape is not designed for visualising multi-
layer networks and visualises connected components separately. Arena3D visualises
the graph in an interactive 3D environment and one can view the nodes and the
connections between them in this environment. However, the resulting figure is not
suitable for using in documents as the 2D screenshot should be used which is not
always readable. More importantly, this program does not set the nodes in an order
that minimises the number of edges crossing each other, which makes the figure hard
to understand. Our method, however, uses a greedy algorithm combined with a genetic
algorithm to optimise the node permutations and minimise the sum of the edges’
lengths to visualise multi-layer networks.
In addition to the motifs dataset, we have visualised the set of essential genes
in E. coli K-12 BW25113 from the EcoGene database [Zhou and Rudd, 2013] and
their corresponding modules and pathways from KEGG [Kanehisa and Goto, 2000].
The result is depicted in Figure 4.6. We have not visualised the genes that were not
assigned to any KEGG modules. The figure shows that most of the essential genes in
E. coli K-12 BW25113 are involved in ribosome and aminoacyl-tRNA biosynthesis













































































































































































































































Figure 4.2: Relationships between the RMfam motifs and Rfam families visualised
without optimising node permutations. The nodes in the inner layer show RMfam
motifs and the nodes in the outer layer show Rfam motifs. The edges indicate










































































































































































































































Figure 4.3: Relationships between the RMfam motifs and Rfam families visualised
using our network visualisation software. The nodes in the inner layer show RMfam
motifs and the nodes in the outer layer show Rfam motifs. The edges indicate































































Figure 4.4: Motifs database visualised using Cytoscape
Figure 4.5: Motifs database visualised using Arena3D
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pathways related to replication, transcription, translation, membrane transport, and
metabolism of important cofactors and vitamins.
4.6 Conclusion
We proposed a multi-layer network visualisation tool in R that takes the names of
nodes in each layer and the list of connections between these layers and visualises a
circular network in a PDF file format. Even though there are some other methods
for network visualisation, most of them are not designed for illustrating multi-layer
networks. Arena3D is a network visualisation tool for this purpose, but it has a
complicated input file format and a lossy output file format. The input file format for
our program is much easier to provide and the output files are saved in PDF format
which does not decrease the quality of images. Moreover, the use of our proposed
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Figure 4.6: Essential genes in E. coli K-12 BW25113 defined in EcoGene [Zhou and
Rudd, 2013] (Chapter 2) and their corresponding KEGG modules and pathways. The
inner circle shows KEGG pathways, the middle circle shows KEGG modules and the
outer circle shows genes. The edges indicate that the elements in the outer layers
belong to their adjacent sets in the inner layers.
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This thesis is an attempt to improve our understanding of protein coding genes in
genomes. It provides methods for finding homologous and orthologous genes (Chapters
2 and 3). Furthermore, we have studied the essentiality of homologous and orthologous
genes in the Enterobacteriaceae family using transposon insertion coupled with high-
throughput sequencing (Chapter 2). We have also provided a visualisation method that
can show the relationships between different genes and their functional annotations
(Chapter 4). In this chapter, we will present a summary of this thesis and discuss the
future directions.
5.1 Protein clustering
The clustering of proteins can help with studying genes and their functions, genomes,
and the evolutionary relationship between genomes [Dessimoz, 2011, Gabaldn and
Koonin, 2013]. Homologous genes are further divided into two groups: orthologs
that were separated by a speciation event and paralogs that were separated following
a duplication event [Fitch, 2000]. We have introduced a method for clustering
homologous genes and another for clustering orthologous genes.
5.1.1 Homology detection
In order to study the impact of having multiple copies of a gene on their essentiality
inferred using transposon insertion sequencing, we needed to find homologous genes.
We developed a clustering program that takes a set of genes in fasta format. It
compares the genes in one of the genomes provided by the user to all other genomes
using Jackhmmer [Eddy, 2011] with 5 iterations and a user-defined E-value and MSV
threshold. Clusters are made for the query genes and their homologs found using
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Jackhmmer. Then, it selects all genes that were not clustered in the previous step and
reruns Jackhmmer on them with 5 iterations and a user defined E-value and MSV
threshold. This method finds homologous domains as well as homologous genes. So,
if the length of homologous domains that were clustered using this method was less
than 80% of the whole gene, we omitted that domain from the results.
The above process can produce some very large clusters that contain genes from
large families e.g. membrane transport genes. Therefore, in order to break these large
clusters, the program reruns Jackhmmer with a more stringent E-value and MSV
threshold. Moreover, to merge small clusters, the program reruns Jackhmmer with a
more permissive E-value and MSV threshold. Finally, overlapping sequences (with
more than 80% overlap) were merged and then clusters with more than 80% sequences
in common were merged.
5.1.2 Orthology detection
We developed an ortholog clustering algorithm that uses a pre-filtering step to speed
up the runtime of the algorithm. It uses the MCL clustering algorithm [Van Dongen,
2000] to cluster genes based on their amino acid compositions. It then compares
sequences that were similar in amino acid composition using phmmer [Eddy, 2011]
and reruns the MCL algorithm on the distances obtained from this step. Finally, the
program looks at each cluster from previous step and if the number of genes in the
cluster is more than the number of genomes, it performs hierarchical clustering with
the maximum number of new clusters equal to the ceiling of the number of genes
divided by the number of genomes.
We compared the results of homolog clustering and ortholog clustering algorithms
with EggNOG [Huerta-Cepas et al., 2016] and Hieranoid [Schreiber and Sonnhammer,
2013] and showed that the results are comparable. However, our ortholog clustering
algorithm still needs to be improved.
5.1.3 Future directions
The ortholog clustering described in Chapter 3 required a pre-filtering step. We plan
to use more features for the clustering in pre-filtering step to make it more accurate.
We will add the number of times that specific words of length 2 or 3 have emerged in
a protein (similar to Cd-hit [Li and Godzik, 2006]) and run the clustering algorithm
on these feature vectors. We will use feature selection methods to find the words that
maximise the distance between different clusters. Moreover, to make this step faster,
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it will be performed on genes from a diverse set of genomes and store the clusters.
Then, a profile can be generated for each cluster e.g. by averaging over every single
feature of all genes in each cluster. In each new run, the feature vectors of all genes
will be compared to these profiles instead of getting compared to each other, before
they are run through the clustering algorithm.
Another improvement that can be made to this program is using phylogenetic
trees to compare the genes in closely related genomes (similar to Hieranoid [Schreiber
and Sonnhammer, 2013]). This can make the comparison even faster because it avoids
all-versus-all comparisons. In addition, using phylogenetic trees helps to distinguish
between in-paralogs and out-paralogs. One of the drawbacks of our tool is that if
the genomes being compared are very diverse and distantly related, recent paralogs
will be closer to each other than orthologs from distant relatives, which results in the
failure of the hierarchical clustering to correctly cluster orthologous genes. This can
be overcome by using the phylogenetic tree as a guide that shows how distant from
each other orthologs can be.
After improving the clustering using aforementioned methods, we will run our
proposed program on the benchmarks introduced by Altenhoff et al. [Altenhoff et al.,
2016] and compare the results with other methods. Finally, we will run this program
on proteins from all domains of life and generate a database of orthologs. Then, we
can generate profile HMMs for each cluster and compare any new gene to these profile
HMMs and annotate them.
5.2 Gene essentiality
One approach in order to obtain an insight about the functions of genes is to study the
importance of each gene for the survival of an organism in different media. Transposon
insertion is one of the methods used for this purpose. With this method, pools of
single insertion mutants are constructed using transposon insertion and the effect of
each mutation on the mutants survival in the used medium is evaluated by sequencing
genomes of surviving mutants using high-throughput sequencing methods. Genes
with low number of detected insertions are considered essential, while high number
of insertions is an indicator of non-essentiality of genes [Barquist et al., 2013a, Chao
et al., 2016].
We used transposon mutagenesis coupled with high-throughput sequencing, per-
formed by other groups, to investigate gene essentiality in different strains of Enter-
obacteriaceae in a rich medium. The genomes that we studied are Enterobacter cloacae
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NCTC 9394, Klebsiella pneumoniae Ecl8, K. pneumoniae RH201207, Citrobacter ro-
dentium ICC168, S. Typhimurium SL1344, S. Typhimurium SL3261, S. Typhimurium
D23580, S. Typhimurium A130, S. Enteritidis P125109, S. Typhi Ty2, E. coli UPEC
CFT073, E. coli UPEC ST131, and E. coli K-12 BW25113 which is the parent of
E. coli strain used in Keio collection [Baba et al., 2006]. We also included the list of
essential genes of E. coli K-12 BW25113 from EcoGene database [Zhou and Rudd,
2013] in our study.
Firstly, we focused on the ways for improving the accuracy of essentiality predictions.
For this, we compared different methods for inferring essentiality from the number of
insertions in each gene and showed that insertion index [Langridge et al., 2009] is a
good measure for defining essentiality. We also showed that a trade-off between the
number of insertions and the accuracy of essentiality predictions is achieved with ∼ 4
insertion sites in every 100 nucleotides. In addition, we studied the biases that can
affect the number of insertions. Among these, the distance of a gene from origin of
replication and the position of insertions within genes affect the number of insertions,
while nucleotide composition has a negligible effect.
Secondly, we compared the essentiality of genes in different genomes by clustering
orthologous genes and looking at the essentiality of genes in each ortholog group. The
results show that genes that are essential in all Enterobacteriaceae are mostly involved
in replication, transcription, translation, protein export, and metabolic processes. The
comparison of the essential genes in Enterobacteriaceae with essential genes in other
bacteria defined in the database of essential genes (DEG) [Luo et al., 2014] shows 14
genes are essential in all bacteria. These genes are involved in replication, transcription,
translation, and cell division. The comparison of essentiality and conservation of genes
shows that genes that are conserved in all bacteria are more likely to be essential.
Conversely, the comparison of the conservation of essential genes and non-essential
genes in Enterobacteriaceae shows that essential genes are more likely to be conserved.
Finally, we compared the essentiality of genes in homologous clusters to find how
having multiple copies of a gene affect its essentiality inferred using this method. The
results indicate that essential genes defined using transposon insertion are less likely to
have multiple copies due to functional redundancy that results in copies compensating
for each other [Dean et al., 2008].
5.2.1 Future directions
We have studied different biases that can affect the results of transposon insertion
methods. Another factor that can influence the number of insertions is polar mutation
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effect [Berg et al., 1980]. A polar mutation is the mutation of an upstream gene in an
operon that affects the expression of downstream genes. Some studies have shown
that the impact of polar mutations is negligible on transposon insertion data [Barquist
et al., 2013b, Rubin et al., 2015], probably due to the existence of a promoter in the
Tn5 transposon [Berg et al., 1980]. Moreover, Tn5 promoters can cause toxic gene
expression in case a transposon is inserted into an anti-toxin that is upstream of a
toxin in an operon. This results in the anti-toxin to be called essential. The study of
polar mutation effect is a complicated problem since operons are not experimentally
validated in most genomes and prediction methods have low accuracy [Brouwer et al.,
2008]. This problem therefore needs to be studied further in future.
We have shown that transposon insertion is a good predictor for essentiality of
genes, however a combination of insertion index, largest uninterrupted fraction, and
average distance between insertion sites combined by PCA has proved to be a fast
and more reliable method. We have not used this method since insertion index is a
more intuitive value that increases with more insertions. Nevertheless, this method
can be used for predicting essential genes.
We have introduced an ideal insertion density for transposon insertion experiments
that makes a trade-off between costs and accuracy. This is the first time such a
measure has been introduced for the Tn5 transposon. Therefore, the ideal density
can be investigated for other genomes from other families and genera to see if the
results are consistent in distant relatives or using other transposons. Furthermore,
we have introduced list of core essential and accessory essential genes in different
lineages of bacteria and the Enterobacteriaceae family and explained some possible
reasons for these genes being core or accessory essential, but these need to be further
investigated. Further studies can give us some insight about different attributes of
genomes in various lineages.
Finally, we have shown that transposon insertion is not a good indicator of the
essentiality of genes when there are other copies of that gene in the genome. Therefore,
multi-copy genes that are considered non-essential in this study can be further studied
using double gene deletions.
5.3 Network visualisation
With the increasing amount of biological data and databases, visualisation is necessary
to better communicate information [Purvi Saraiya et al., 2005, Suderman and Hallett,
2007, Pavlopoulos et al., 2008b, Gehlenborg et al., 2010, Villaveces et al., 2015].
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Graphs are widely used for visualising large datasets and their complexities. We
have introduced a new graph-based network visualisation tool specifically designed for
visualising multi-layered networks. We then used this tool for showing the essential
genes in E. coli K-12 BW25113 and their corresponding pathways and modules in the
KEGG database [Kanehisa and Goto, 2000] and showed that these genes are mostly
involved in pathways related to replication, transcription, translation, membrane
transport, and metabolism of important cofactors and vitamins.
One of the challenges for visualising large networks is to place nodes so that the
nodes that are connected together are located close to each other. For this purpose,
we used a genetic algorithm to optimise the position of nodes according to nodes in
other layers. Using this algorithm, we tried to minimise the sum of the lengths of
edges that connect nodes from adjacent layers. In order to speed up this program,
we first found a relatively good answer using a greedy algorithm and then ran the
genetic algorithm on this answer to combine it with other random answers and find a
near optimal solution. The greedy algorithm tries to put nodes that have the highest
number of adjacent nodes (from a different layer) in common next to each other.
The program is written in R and can be run on Linux. It needs two input files:
a file listing all nodes and their corresponding layer numbers and another file listing
nodes that are connected to each other separated by tabs. The user can define the
population size and number of generations of the algorithm in addition to the size of
the output figure, its font size, and the distance between layers. We compared the
figure generated by this method with figures generated using Cytoscape [Shannon
et al., 2003, Suderman and Hallett, 2007] and Arena3D [Pavlopoulos et al., 2008a] and
showed the resulted figures look better and are more understandable when visualising
multi-layered networks. Moreover, since it optimises the locations of nodes, it is more
suitable for visualising large datasets. The simplicity of the input file formats and the
PDF output format make the use of this program even more appealing.
5.3.1 Future directions
The network visualisation program can be improved both visually and algorithmically.
One of the improvements on the algorithm is generating a second suggested answer
for the genetic algorithm. The greedy algorithm only tries to put the nodes that share
adjacent nodes from other layers next to each other. This works well for interconnected
networks, but when each node and its adjacent nodes in the other layer are separated
from other nodes, this method does not contribute much to the final diagram. An
approach for minimising the sum of lengths of vertices in this specific case is to generate
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a list of nodes according to the position of their adjacent nodes in the neighbour layer.
Both answers can be provided as suggestions to the genetic algorithm.
We have only tested a genetic algorithm for finding the best permutation of nodes
in each layer. There are some other meta-heuristic methods that might converge to
the optimal answer faster for this specific case. One of these approaches is simulated
annealing [Kirkpatrick et al., 1983]. This algorithm iteratively takes a solution and
looks for its neighbours in the search space using a function that defines neighbours.
If the neighbour has a lower cost than the current solution, it selects that neighbour.
Otherwise, it is still probable to select the neighbour in order for the algorithm to
explore other options and do not get stuck in local optima. This algorithm might
improve the speed of our method as it can get our suggested solution and look for its
neighbours to find the best answer. This algorithm is implemented in GenSA package
in R [Xiang et al., 2013].
Another well-known algorithm that we could use to start from a candidate solution
and improve it by exploring the search space is Particle Swarm Optimisation (PSO)
algorithm [Kennedy and Eberhart, 1995]. In this algorithm, a group of solutions
called particles are generated and then their fitness values are calculated. Afterwards,
the best fitness value a single particle has had and the best fitness values that all
the particles have ever had are calculated. These are called local best and global
best, respectively. Then, particles are moved according to their distance from their
local bests and the global best. This process continues until a maximum number of
iterations or a desired fitness value is met. The pso and psoptim packages in R provide
implementations of this algorithm.
The visualisation can also be improved by providing the option to have different
types of edges (distinguished by colour or line types), weighted edges, directed edges,
and different groups of nodes (distinguished by colour or different symbols). Other
improvements would be adding interactive and 3 dimensional options. Finally, we aim
to generate an R package for this tool.
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A preliminary benchmark of
genome annotation tools
With the advent of new sequencing technologies, the number of sequenced genomes is
increasing dramatically and more accurate annotations are needed to better understand
the genes and processes in these genomes. Annotations may be used to understand
the genomes of pathogens to assist in the design of treatments, identify and diagnose
hereditary diseases, and improve our understanding of the evolution of different species
and determining their phylogenetic relationships. The first step in genome annotation
is predicting genes which is the basis for other steps. Here, we have benchmarked a
number of gene prediction methods. For our benchmark we have used the genome
of E. coli K-12 as well as a random genome as a negative control to test how many
random sequences are predicted as genes using these methods.
A.1 Generating a random genome
To benchmark gene prediction methods, we used the E. coli K-12 BW25113 genome and
shuffled it using Biosquid-Shuffle (https://manpages.debian.org/jessie/biosquid/
shuffle.1.en.html) which has an option that preserves both mononucleotide and
dinucleotide compositions. As shown by Workman and Krogh [Workman and Krogh,
1999] there is no significant difference between the minimum free energy in non-coding
RNA sequences and random sequences with the same dinucleotide composition and so
non-coding RNA sequences do not form more stable structures than random sequences
with conserved dinucleotide composition. Since non-coding RNAs are the only com-
ponents that form intramolecular and intermolecular bonds that are conserved to a
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Figure A.1: Number of predicted genes in native and shuffled E. coli using different
methods. The expected number is the number of protein coding genes in E. coli K-12
genome in its embl file.
sequence very similar to real sequences and be used as a negative control to test the
accuracy of different genome annotation methods.
A.2 De novo gene prediction
We predicted genes using the following methods on both shuffled and native E. coli :
Biosquid-Translate (https://manpages.debian.org/jessie/biosquid/stranslate.
1.en.html) which is a näıve method which only uses stop codons to predict genes,
GLIMMER [Delcher et al., 2007] which generates Interpolated Markov Models (IMMS)
for a set of known genes and uses these models to predict genes in all ORFs longer
than a specific threshold, and Prodigal [Hyatt et al., 2010] which uses a combination of
G-C content, start codon frequency, hexamer frequency, Ribosomal binding site motifs
and upstream regions to predict genes. As shown in Figure A.1, Biosquid-Translate,
GLIMMER, and Prodigal have predicted many false positives in shuffled E. coli. In
fact, by comparing the results of these three methods for native and shuffled genomes,
we can see that these methods are incorrectly predicting more genes in the shuffled
genome rather than the native genome.
Figure A.2 shows the length and score distribution of the genes predicted using
different methods. It can be inferred from the figures that the length distribution for
Biosquid-Translate in shuffled and native E. coli is almost identical. This method
does not provide any scoring for its predictions. Using GLIMMER and Prodigal, the
predicted genes in the shuffled E. coli genome are shorter than the predicted genes in






















































































































































Figure A.2: Length and score distribution of the predicted genes in native and shuffled
E. coli using different methods
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than actual ORFs using gene prediction methods, these methods are not very accurate
and predict many false positives.
A.3 Homology search
We compared the predicted genes in previous section to the genes predicted using
sequence similarity search tools. For this we first used Biosquid-Translate to perform a
six frame translation and then used HMMER [Eddy, 2011] and compared the predicted
genes to Pfam [Finn et al., 2016] database. Figures A.1 and A.2 show that this
approach makes the predictions more accurate since the number of predicted genes
using HMMER and Pfam is closer to the expected number of genes and this method
does not predict any genes in shuffled genome. We have also used Infernal [Nawrocki
and Eddy, 2013] and searched the Rfam database for RNA sequences. This method
also does not predict any RNA sequences in the shuffled genome, while finding them
in the native genome. This shows the need for incorporating sequence similarity
search methods to gene prediction process since de novo gene prediction methods
alone predict many false positives.
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