When utilized in conjunction with modeling, the collision cross section (Ω) from ion mobility spectrometry can be used to deduce the gas phase structures of analyte ions. Gas phase conformations are determined computationally, and their Ω calculated using an approximate method, the results of which are compared with experimental data. Though prior work has focused upon rigid small molecules or large biomolecules, correlation of computational and experimental Ω has not been thoroughly examined for analytes with intermediate conformational flexibility, which constitute a large fraction of the molecules studied in the field. Here, the computational paradigm for calculating Ω has been tested for the tripeptides WGY, YGW, and YWG (Y=tyrosine, W= tryptophan, G=glycine). Experimental data indicate that Ω exp (YWG) 9 Ω exp (WGY) ≈ Ω exp (YGW). The energy distributions of conformations obtained from tiers of simulated annealing molecular dynamics (SAMD) were analyzed using a wide array of density functionals. These quantum mechanical energy distributions do not agree with the MD data, which leads to structural differences between the SAMD and DFT conformations. The latter structures are obtained by reoptimization of the SAMD geometries, and are the only suite of structures that reproduce the experimental trend in analyte separability. In the absence of fitting Lennard Jones potentials that reproduce experimental results for the Trajectory Method, the Exact Hard Sphere Scattering method produced numerical values that are in best agreement with the experimental cross sections obtained in He drift gas.
Introduction

I
on mobility spectrometry (IMS) is an analytical method that is unique in its ability to separate structural, geometric, and enantiomeric isomers in the gas phase by measuring the ion's mobility in a neutral drift gas in the presence of a uniform electric field [1] [2] [3] . In turn, the mobility can be used to determine the collision cross section (Ω exp ), a measure of an ion's conformation in the gas phase [4] . The combination of mobility and mass separation using ion mobility-mass spectrometry (IM-MS) [5] has made IMS an important tool in emerging scientific fields that include proteomics [2, 6, 7] , metabolomics [8] , and glycomics [9] . Gas phase separation occurs in IMS by repeated collisions of the gas phase ion with neutral drift gas molecules. Ions of identical composition but different conformations may be separated because the number of collisions is dependent on the analyte's collision cross section (Ω exp ). If utilized in conjunction with computational modeling, comparisons between theoretical and experimental data can be used to deduce the gas phase structures of analyte ions.
The computational component consists of two parts; first determining gas phase structures that are likely present at the experimental temperature, followed by the application of an approximate method to calculate the theoretical Ω (e.g., the projection approximation (PA), the exact hard-sphere scattering approximation (EHSS), or the trajectory method (TM)). In typical applications, hundreds of structures are generated and a graph of energy versus theoretical Ω reveals low energy structures with Ω values that agree well with experiment. Yet in principle, the most stable, thermally populated conformations should de facto have cross sections relevant to the experimental data. To determine accurate gas phase geometries, a number of approaches may be taken. When the analyte has few internal degrees of freedom, or is very rigid, temperature independent methods like density functional theory (DFT) may be used [10] . Molecular dynamics (MD) or tiers of simulated annealing molecular dynamics (SAMD) is more appropriate for molecules with conformational flexibility, and can be used to determine an ensemble of thermally populated configurations [11] [12] [13] [14] [15] [16] [17] [18] . However, there are a number of computational hurdles associated with calculating the structures present within the IMS drift tube. One area of effort has been dedicated toward accurate sampling of the MD configurations so as to best represent an ensemble that is present under the millisecond time regime of the IMS experiment [19] [20] [21] . This is particularly relevant for large biomolecules that may be folding and unfolding during the drift time. For molecules with an intermediate amount of flexibility, many questions remain regarding the accuracy of computationally predicted structures and their relative energetics (which is key to determining the thermally populated conformations). To our knowledge, there have been no systematic studies regarding the dependence of the geometric structures and their relative energetic ranking upon computational methods or simulation protocols for moderately flexible analytes.
The objective of the present work is to critically examine the computational paradigm for calculating Ω using molecular modeling methods. We are particularly interested in the ability of a typical user to utilize SAMD to a priori identify the relevant 'low-energy' conformations fed into Ω calculations of moderately flexible analytes, as well as the performance of the different methods for approximating Ω as a function of the drift gas conditions. Toward this end, three tripeptide isomers, WGY, YGW, and YWG (Y= tyrosine, W=tryptophan, G=glycine), have been studied experimentally and computationally. These tripeptides exhibit varying levels of separation as a function of drift gas in the IMS experiments described below, and contain on the order of 10 freely rotating bonds, imparting a modest level of conformational flexibility.
Experimental
Theory of IMS
In IMS, a sample is detected by generating thermalized, gas phase ions in an electric field. Mobility separation begins by pulsing a fraction of the sample ions into the IMS drift region via an electronic ion gate. Within conventional, atmospheric pressure IMS, the ions then drift down a uniform electric field (E,Vcm -1 ) at a characteristic velocity (v, cm s -1 ) in the presence of a counter-current drift gas and are separated in time due to their differing ion velocities and detected according to their ionic mobility (K, cm 2 V -1 s -1 ):
where t d is the ion's drift time (seconds) as it travels a distance L (cm) along a drift tube with a potential difference of V (volts). Since IMS systems are built in various configurations and used in diverse operating environments, the more useful reduced mobility (K 0 , cm 2 V -1 s-1 ) value corrects K for temperature and pressure differences and is a more useful value to compare data across various systems [22] :
An ion's mobility is related to its size and charge through an expression first used by Revercomb and Mason [23] :
where e is the charge on an electron (1.602×10 -19 C), z is the number of charges on the ion, N is the number density of the drift gas, μ is the reduced mass of the ion-neutral drift gas pair, k is Boltzmann's constant, K is the ion's mobility (cm 2 V -1 s -1 ), and Ω is the collision cross section of the ion (in Å 2 ). The ability to separate peaks in IMS is calculated using the single-peak definition of the measured resolving power (R m ):
where t d is the drift time of the ion species and w is the peak width at half-height [24] [25] [26] [27] . The resolving power of an IMS is dependent upon the electric field homogeneity, diffusion, ion gate pulse width, Coulombic repulsion, and amplifier response or 'rise' time. The degree of separation between two closely spaced mobility peaks can be expressed using a separation factor (α) [27, 28] . Similar to the separation factor used in chromatography, the IMS separation factor is:
where K 1 is the mobility of the faster drifting compound and K 2 is the mobility of the slower drifting compound. Separation factors are always greater than or equal to 1; a value of 1 indicates that the mobility peaks cannot be separated by the current method's resolving power. 
Chemicals and Materials
Instrumentation
The ion mobility-time of flight mass spectrometer (IM-TOFMS) with accompanying electrospray ionization (ESI) source has previously been described in detail and demonstrated the ability to reproduce previously reported and accepted mobility values for a variety of analytes [29] [30] [31] . Samples were introduced into the IM-TOFMS via an ESI source constructed in-house using polyimide coated fused silica capillary (i.d.: 50 μm; o.d.: 150 μm) purchased from Polymicro (Phoenix, AZ, USA) and stainless-steel fittings from VICI Valco (Houston, TX, USA). The electrospray solvent was sprayed at a flow rate of 3 μL min -1 and consisted of 5% glacial acetic acid in equal parts methanol and water. A countercurrent flow of N 2 , CO 2 , or He drift gas was introduced near the rear of the IMS from a compressed gas cylinder (set to 50 psig with attached regulator) according to the methods first used by Beegle et al. [32] . The N 2 and CO 2 gases were introduced at a flow rate of 1 L gas min -1 by an Aalborg "P" Series rotameter (Orangeburg, NY, USA) connected by 1/4 in. stainless steel tubing to the gas cylinder using Swagelok fittings (Solon, OH, USA). The He drift gas was introduced into the mobility drift space in the same manner described above but at a flow rate twice as large as the N 2 or CO 2 and regulated to 80 psi. The IMS was operated at 200°C (473.15 K) in a similar manner previously described. Response ions were generated by the ESI source in the 3.0 cm ion-molecule reaction region and then subsequently pulsed into the 16.5 cm drift region by a Bradbury-Nielsen ion shutter with a 400 μs pulse width. The ions traveled under a uniform electric field of 590 Vcm -1 (429 Vcm -1 with the He drift gas) towards the TOFMS at ambient pressure (approximately 700 Torr); the ions then traversed a 300 μm pin hole leak into a pressure interface region (1.6 Torr) and ion focusing region (2.5×10 -2 Torr) of the TOFMS. A series of ion lenses pushed the ions towards the TOF extraction pulser where orthogonal extraction introduced the ions into the V-shaped flight path of the TOFMS (1.9×10 -6 Torr). A Burle (Lancaster, PA, USA) multi-channel plate detector was used for response ion detection. Spectra were generated by software developed at Ionwerks Inc. (Houston, TX, USA) which is run on the ITT Visual Information Solutions IDL Virtual Machine platform (Boulder, CO, USA).
Reproducibility of Data
Data were generated for each peptide on the IM-TOFMS by collecting multiple ion mobility-mass spectra (IMMS). After each data collection run, the fused silica ESI capillary and sample syringe were cleaned with successive additions of water, dichloromethane, and methanol to prevent carryover. A mass spectrum was collected with a blank sample of the ESI spray solution to confirm the absence of the previous peptide. The above procedure was repeated for each peptide in each of the three drift gases. These procedures were then repeated over multiple days. At the end of each day, IMMS spectra were collected for the mobility standards 2,4-lutidine and di-tert-butyl pyridine (DtBP).
Computational Details
Initial gas phase geometry optimizations of WGY, YGW, and YWG tripeptides in varying protonation states ( Figure 1 ) were performed using DFT with the B3LYP exchange correlation functional [33, 34] and the 6-31(g)d basis set [35] using the Gaussian 03 electronic structure program [36] . While the B3LYP functionals do not include dispersion interactions, this method is the most often used within the literature, and we show (vide infra) that the lack of dispersion does not influence the predicted geometries for the specific molecules under consideration. In certain cases, the aug-cc-pVDZ basis [37] was used for geometry optimization to verify the quality of the 6-31G* structures. Single point aug-cc-pVDZ calculations were also performed so as to compare the dependence of the relative energy ranking of structures as a function of basis set. Normal mode coordinate analysis confirmed all structures to be local minima with no imaginary vibrational frequencies. The resulting structures were used as starting points for simulated annealing molecular dynamics (SAMD) simulations in the CHARMM program [38] to determine structures populated under the experimental temperature of 473 K.
The SAMD simulation consists of multiple steps wherein the initial structure (the "seed" geometry) is heated and equilibrated at a temperature that is much higher than experiment. This allows the analyte molecule to explore its conformational potential energy surface (PES). Next, the temperature is slowly lowered to the experimental value. Within the distribution of conformations under the new temperature, the statistically dominant conformations are recorded and their energies calculated so as to identify the lowest energy geometry, which is then saved and used as the seed in the next SAMD cycle. In typical applications enough cycles are run so as to generate 100-200 structures, whereupon diagnostic graphs of energy versus Ω are generated. The lowenergy structures whose calculated Ω values agree with experiment are then chosen for further study and analysis [39] [40] [41] . For moderately flexible analytes, like the tripeptides studied here, the number of available conformations is limited, and thus in this work the SAMD cycles were repeated until a self-consistent distribution of structures (typically in the 10s of cycles) was obtained.
While the specific SAMD protocols used within the literature vary, it is important to note that (to our knowledge) no study has directly compared the conformational distributions of two different protocols within the same work. Two SAMD protocols were used so as to investigate the role of equilibration, heating, and cooling times upon the conformational distributions. Each simulation consisted of 20 cycles, beginning with 10,000 steps of minimization. The peptide was then heated from 0 to 1000 K. Following equilibration, the peptide was cooled to the experimental temperature of 473 K and re-equilibrated. Structures adopted by the peptide at 473 K were recorded every 100 steps thereafter and the lowest energy geometry was then used as the seed structure in the next simulated annealing cycle. This overall protocol is typical of that in the literature, however less than 50 ps of equilibration at the elevated temperature is generally performed, followed by less than 50 ps of a cooling period and re-equilibration and or re-minimization [39] [40] [41] . Though the total length of the simulation is somewhat limited by the size of the analyte and the computational resources, the relatively small size of the tripeptides studied here enables much longer equilibration times than typically used. While it might be assumed that long equilibration times would lead to similar conformational distributions, the data still shows a high level of sensitivity to this aspect of the simulation protocol (vide infra). Simulated annealing protocol #1 consisted of 5000 ps of initial heating to 1000 K, followed by 3000 ps of equilibration, then 20,000 ps of cooling to 473 K, and 1000 ps of equilibration at 473 K; structures were recorded for a total of 10,000 ps [17] . Simulated annealing protocol #2 consisted of 500 ps of initial heating to 1000 K, followed by 300 ps of equilibration, then 2,000 ps of cooling to 473 K, and 100 ps of equilibration at 473 K; structures were recorded for a total of 10,000 ps. Both protocols used a 1 fs time step for all stages of simulated annealing. Both 'compact' (N-and C-termini close in proximity) and 'elongated' (N-and C-termini far apart) seed geometries were used.
To assess the energetic differences between the SAMD structures, single point DFT calculations were performed on the five lowest energy structures from protocol #1 for each protonation state of WGY. Calculations using the generalized gradient (GGA) functional PBE [42] , BLYP [33, 35] , the meta-GGA functionals TPSS [43] , and VSXC [44] , as well as the hybrid functional B3LYP [33] , PBE1PBE [45] , and the hybrid meta-GGA functional TPSSH [43, 46] were employed to gauge which functional most closely agreed with the classical energy distribution. The PBE, TPSS, and TPSSH functionals were performed using the NWChem [47] electronic structure program, while all other calculations used Gaussian 03. Finally, the lowest energy SAMD geometries were reoptimized using DFT with B3LYP and the 6-31G* basis set.
The collision cross sections were calculated at 473 K using the Projection Approximation, Exact Hard Sphere Scattering, and the Trajectory Method, as implemented in the MOBCAL software package [48, 49] . The Projection Approximation (PA) (eq 6) determines the cross section of a spherical system, Ω PA , by taking an average over geometric cross sections for plausible collision geometries [11, [50] [51] [52] :
where θ, φ, γ are Euler angles that define the collision geometry between the polyatomic ion and the drift gas atom and b min is the hard-sphere contact distance. The Exact Hard Sphere Scattering (EHSS) approximation (eq 7) determines the cross section of a spherical system, Ω EHSS , using the angle between incoming and outgoing trajectories [49] :
where θ, φ, γ are Euler angles used to define the collision geometry for the analyte and the drift gas, χ(θ, φ, γ, b) is the scattering angle, b is the impact parameter, and μ is the reduced mass. As in the EHSS method, the Trajectory Method (TM) (eq 8) uses the angle between incoming and outgoing trajectories to determine the cross section of a spherical system Ω TM . However, the TM also incorporates a Boltzman distribution of drift gas velocities at a specified temperature:
where θ, φ, γ are Euler angles that define the collision geometry for the analyte ion and the drift gas atom, χ(θ, φ, γ, g, b) is the scattering angle, g is the relative velocity of the drift gas, b is the impact parameter defining how far the drift gas atom is positioned from the x-axis, μ is the reduced mass, k B is Boltzmann's constant, and T is temperature in Kelvin. The collisions between drift gas and analyte are also modulated by an interaction potential between the drift gas molecule and atoms in the analyte ion. In this work, both a polarization term and a 12-6 Lennard-Jones potential is used [5] . In eqs 6-8, only fully elastic collisions occur between the drift gas and analyte [53] . The TM Ω values used Lennard-Jones (LJ) parameters for He, CO 2 , and N 2 drift gases ( Table 1) . While the LJ parameters in MOBCAL have been optimized for the pairwise interactions of He with the elements in a biomolecule and are traditionally unaltered within the literature [18] , the values for CO 2 and N 2 were taken from the optimized parameters of CO 2 and N 2 gas over a wide temperature and pressure range [54] . The interaction between analyte and drift gas is described in MOBCAL by a superposition of LJ potentials (in addition to the chargeinduced dipole interaction) each describing the interaction of one atom in the analyte with the drift gas. No attempt has been made to tailor the LJ terms for CO 2 and N 2 to reproduce cross sections for biomolecules, and as such we do not anticipate these potentials to reproduce the magnitude of the drift gas dependency of Ω. Rather the trend in Ω as a function of drift gas should be reproduced, as this is largely determined by the polarizability of the drift gas. Further, the relative order of the collision cross sections as a function of the specific geometry of the tripeptide will not be altered by the lack of optimization of the CO 2 and N 2 LJ potentials, since the dominant contribution to Ω is the molecular geometry itself. The number of trajectories for the TM and EHSS calculations was 600,000 and 18,000,000, respectively, while the number of sample points for the PA calculation was 18,000,000. In instances where several structures were predicted to be thermally populated under the experimental conditions (with energy differences less than 2.0 kcal/mol), the collision cross sections of both the individual structures as well as the average values are presented, as in prior work [55, 56] . Mulliken atomic charges were used to create the charge distribution of the analyte and were taken from single point B3LYP/6-31G* DFT calculations.
Results and Discussion
Analysis of Isomeric Peptides by (+)ESI-IM-TOFMS
The 3-day average (n=15) reduced mobility (K 0 ) values for each peptide in each drift gas are shown in Table 2 . Overall, the K 0 values for all of the peptides were largest in He followed by those values obtained in N 2 and CO 2 drift gases, respectively. The K 0 values for the peptides followed the trend YGW9WGY9YWG. Table 3 shows the collision cross sections, Ω exp , found for each peptide in each drift gas; the Ω exp were found for a hypothetical zero polarizability drift gas by extrapolation from the Ω exp values found in the He, N 2 , and CO 2 drift gases. This extrapolation is based on prior empirical observations that an inverse relationship exists between the reduced mobility constants and the mass and polarizability of the neutral drift gas [57] . The differing slopes of the extrapolation plots indicate that the ionic collision partner adds its own "polarizing power" to the polarizability of the neutral gas to yield an experimental cross section that is an intertwined property of both interacting species: YGW has a lower polarizing power than WGY or YWG. Difference in polarizing power can actually invert the IMS elution order of ionic species in different drift gases [28] . The zero polarizability Ω exp can be thought of as the cross section that would be observed for each peptide colliding with a very small, unpolarizable neutral, and in conjunction with polarizing power can be taken as measure of the peptide ion's size summarizing more data than a single-gas cross section. We anticipate the zero polarizability cross section to have the most similarity to Ω PA and Ω EHSS as the mass and size of the drift gas, as well as any potential energy interaction between drift gas and analyte is ignored within those methods. Figure 2 shows the ion mobility-mass spectra of YWG, WGY, and YGW (m/z 425, [M+H] + ) in He, N 2 , and CO 2 drift gases. The mobility spectra show clear separation between the pairs of peptides. However, the separation factors (α) between the YGW and WGY peptide pair (bottom spectra) is smaller (α He : 1.01; α N2 :1.02; α CO2 : 1.03) than either the YWG and YGW pair (middle spectra, α He : 1.06; α N2 :1.05; α CO2 : 1.08) or the YWG and WGY pair (top spectra, α He : 1.05; α N2 :1.03; α CO2 : 1.05). YWG is clearly separated from the other two peptides while YGW and WGY had very similar K 0 and Ω exp values in each of the drift gases. In a survey of peak widths for WGY, the peak widths were significantly wider than that of a nearby peak in the experimental mobility spectrum for the He and CO 2 drift gases, indicating non-interconverting conformations with nearly identical cross section values. Similar results were observed for YGW in N 2 and YWG in both He and CO 2 drift gases.
Computational Studies
The analysis of the computational paradigm focuses first upon the seed geometries and general performance of the two SAMD protocols, followed by a detailed discussion of each peptide isomer. The discrepancies between the relative energies of varying conformations between DFT and CHARMM are highlighted, as well as deviations in the SAMD structures and the local minima obtained by DFT. Finally, the performance of the PA, EHSS and TM approximations for determining collision cross sections are compared along with the sensitivity of the methods and the ability to capture essential trends within the experimental data.
0K DFT Optimized Structures and Protonation State Favorability
For each of the tripeptides, varying protonation states may exist that impact the geometry (Figure 1 ): N-terminus (designated as A-state), tryptophan side chain (B-state), a The Ω exp in a hypothetical zero polarizability drift gas was obtained by plotting the Ω exp values against the drift gas polarizability for each gas and finding the intercept of the resulting line. "Polarizing power" is the slope of this plot. tyrosine side chain (C-state), as well as a number of zwitterionic states and those that result from protonation of the protein backbone -NH-and -C=O groups. Initial DFT geometry optimizations were performed for both "elongated" and "compact" conformations of the tripeptides in the aforementioned protonation states. The zwitterionic forms are energetically unfavored in all isomers, with an absence of local minima in many cases. For each isomer, the (A) protonation state is the most favored by DFT (irrespective of density functional used). While normally this result would lead to the study of only the (A) state, it is important to query whether SAMD and subsequent Ω calculations will in-fact lead to the (A) state conformations having the best agreement with the experimental data. As such, the results for the (A) state, as well as the (B) and (C) protonation states, (which should not be contributing to the experimental data) are presented.
General Observations Regarding SAMD
Using the DFT optimized geometries for each protonation state as a starting point, SAMD was performed so as to allow each isomer to fully explore its conformational PES and determine a suitable set of conformations that are thermally populated at 473 K. The resulting SAMD structures were independent of the initial conformation utilized (whether 'elongated' or 'compact'), indicating that both SAMD protocols, to a first approximation, thoroughly explored the conformational PES. In general, protocol #1, which had the longest heating, equilibration, and cooling times resulted in a broader distribution of low-energy SAMD structures than protocol #2. Moreover, while some of the structures resulting from protocol #2 were very similar to those predicted by protocol #1, it was evident that many structures were missing from the conformational space. These observations are highlighted in Figure 3 , which plots the relative energies of the 20 lowest energy conformations of the A-state of YGW (protonation at the Nterminus) against the radius of gyration, R gyr , defined as the root-mean-square-deviation (RMSD) of the individual atoms from the center of mass within each conformation. The radius of gyration is a good measure of structural compactness and it is apparent in Figure 3 that at least five configurations are within 3 kcal/mol of the lowest energy structure from protocol #1, while only one is obtained from protocol #2. The same lowest-energy structure is obtained from both protocols; however, the distribution of conformations that lie within the thermally populated Boltzman distribution is very different. These data clearly illustrate a strong dependence of the conformational space upon the length of the equilibration, heating, and cooling times. Longer times for each of these operational parameters should therefore be adopted and protocol performance should be routinely examined so as to ensure a robust conformational sampling. Within this work, the SAMD simulations typically resulted in 1-4 structures that were likely candidates for thermal population.
To determine the structures that should be used in the calculation of Ω, the SAMD data is typically used in one of three ways. First, structures within the Boltzmann distribution at the experimental temperature can be taken from the CHARMM energy distribution and used to determine Ω. Second, DFT single point calculations can be performed on the SAMD structures so as to have a more accurate energy distribution that is used to select the thermally populated geometries. Finally, DFT geometry optimizations can be performed using the SAMD structures as starting points so as to find minima on the quantum mechanical conformational PESs, and collision cross section calculations can be performed on these geometries. For each isomer, we have performed the full suite of calculations, the results of which are discussed below.
Determination of WGY Conformations at 473 K
Starting from the 0 K DFT optimized structure, Figure 4 presents the two low-energy structures determined by SAMD at 473 K for protonation state A of the WGY isomer. Each SAMD conformation exhibits H-bonding between the N-terminus and the O-atom within the tyrosine side chain. The structure WGY(A)-2a, also contains an interaction between the backbone O-atom of glycine and the N-terminal H-atom wherein the aromatic side-chains are nearly perpendicular to each other. The classical CHARMM energy difference between the two structures is 0.31 kcal/ mol [WGY(A)-2b lowest]. Single point B3LYP calculations with the 6-31G* and aug-cc-pVDZ basis sets, however, predict energy differences of 3.59 kcal/mol and 1.56 kcal/ mol, respectively, with WGY(A)-2a lowest in energy. The energy differences between conformations is an important issue, as in most cases, the average cross section of the lowest 2 kcal/mol structures in a given conformational family is used for comparison with experiment [55, 56] . Moreover, the experimental peak widths for WGY in He and CO 2 drift gases indicate non-interconverting conformations with nearly identical mobilities (and presumably similar energies), that can be 'teased apart' under varying drift gas conditions. Assuming that the drift gas does not effect the distribution of conformations that are present under the experimental conditions, then the basis set dependence of the single point energies becomes significant to the typical user if only single point calculations are going to be performed (vide infra). Subsequent DFT reoptimization of the SAMD structures with the 6-31G* basis resulted in two new structures that are characterized by slight rotation of the tryptophan side chains that increases the energy separation to 10.55 kcal/mol (WGY(A)-3a lowest). Note that the lack of dispersion within the B3LYP functional does not appear to be relevant in this system, as the closed conformations predicted by SAMD are maintained upon geometry optimization.
Although the B and C protonation states are not expected to contribute to the experimental data, they are included within the computational study so as to determine whether the calculated collision cross sections can a priori indicate which protonation state contributes to the spectral data. Similar trends in the theoretical data are observed for both B and C states, wherein large deviations are observed in the energetic distributions of the conformations depending on the method of calculating the energy (CHARMM versus DFT). Further geometric relaxation occurs upon B3LYP reoptimization of the SAMD structures leading to new lower-energy minima. Within the B protonation state, SAMD identified a single, compact structure with H-bonding between the glycine backbone oxygen and -NH of the tryptophan side chain. B3LYP reoptimization of the SAMD geometry resulted in significant rotation of the tyrosine ring.
Similarly, SAMD identified one structure for protonation state C, containing an H-bond between the tryptophan backbone oxygen and the H-atom bound to oxygen on the tyrosine side chain. Further information on specific structural parameters is available within the Online Resource.
Based upon the data above, it is evident that B3LYP (used with either the 6-31G* or aug-cc-pVDZ basis sets) clearly disagrees with the energy ordering of the WGY conformations compared with that calculated by the CHARMM force field. To further complicate matters, it is well-established that DFT energies are highly sensitive to the particular combination of exchange and correlation energy functionals, and it is unclear if LDA, GGA, meta-GGA, and hybrid functionals will behave similarly, or if certain functionals will have better agreement with the classical energy distributions. Toward this end, the five lowest energy conformations from protocol #1 of WGY(A) were subjected to single point energy calculations using PBE, BLYP, TPSS, VSXC, B3LYP, PBE1PBE, and TPSSH density functionals using the 6-31G* basis set. The classic energy distributions are consistently much smaller than those calculated by DFT, and there is no agreement between CHARMM and any of the DFT functionals regarding which conformation is the lowest in energy. While some deviations in the energy distributions are observed between density functionals, the various DFT implementations typically agree on the lowest and highest energy conformations. Figure 5 illustrates that for the five conformations of WGY(A) (2a-2e), all density functionals agree that 2a is the lowest energy conformation, and all but the VSXC functional agree that 2e is the highest energy. In contrast, CHARMM predicts 2b to have the lowest in energy and 2d to have the highest in energy. The general agreement of the varying density functionals with respect to the lowest energy structures within the spread of WGY conformations is promising for applications within IMS. However, the difference between the DFT and CHARMM energetic distributions remains disturbing, and is highlighted by structural deviations between the SAMD structures and those reoptimized by DFT. Protonation at tryptophan (to form state B) resulted in two SAMD conformations that are characterized by H-bonding between the tyrosine side chain oxygen and H-atom bound to the tryptophan side chain nitrogen, as well as H-bonding between the tyrosine backbone oxygen and the hydrogen bound to the tryptophan backbone nitrogen (see Online Resource). B3LYP reoptimization of the SAMD structures led to pronounced differences in the position of tryptophan side chain. A single structure for state C was predicted, which exhibits strong H-bonding between the H-atom bound to the side chain oxygen of tyrosine and the C-terminal double bonded oxygen, and between the C-terminal hydrogen and glycine backbone oxygen. DFT reoptimization did not significantly change the structure (see Online Resource).
Determination of YWG Conformations at 473 K
Three SAMD structures were found to lie within the Boltzman distribution in the A protonation state. All structures contained various degrees of H-bonding between the double-bonded C-terminal oxygen and N-terminal hydrogen, and the tryptophan back bone oxygen and the other N-terminal hydrogen (Figure 7) . CHARMM predicts Two low-energy SAMD structures were identified when tryptophan is protonated (state B). Both structures have nearly parallel alignment of the tyrosine and tryptophan side chains and exhibit weak H-bonding between the -NH on the tryptophan side chain and the side chain O-atom of tyrosine. DFT reoptimization causes pronounced changes in the Cterminus, tyrosine, and tryptophan side chain positions. In the case of the C-protonation state, SAMD found two nearly identical structures that exhibit strong H-bonding between the double bonded C-terminal oxygen and the -OH of the tyrosine side chain. In addition, both structures have a Hbond between the tryptophan backbone oxygen and the second hydrogen bound to the tyrosine side chain oxygen (see Online Resource). Reoptimization of the geometry using B3LYP yields a single structure, indicating that the CHARMM species were high-energy configurations linked to the same local minimum on the quantum mechanical PES.
Comparison of Theoretical Versus Experimental Collision Cross Sections
Typical computational strategies for correlating structure with cross section utilize diagnostic graphs of energy versus collision cross for candidate structures. Yet, as observed above, the energetic ranking is highly sensitive to the means by which the energy is calculated and, consequently, differences emerge between structures obtained from SAMD and those reoptimized using DFT. To investigate this further, the sensitivity of Ω was first examined using the SAMD structures but with the CHARMM versus DFT energy distributions. Let us define the percent deviation as the cross sections calculated using the B3LYP single point energy distribution (Ω B3LYP ) divided by the cross sections calculated using the CHARMM energy distribution (Ω CHARMM ) minus 1, using each of the PA, EHSS or TM approximate methods. As observed in Figure 8 , the percent deviation is generally negative by 2%-5%, which indicates that DFT has an energetic preference for conformations that have slightly smaller cross sections relative to CHARMM. These data are essentially independent of basis set for the series of isomers studied here, as only one DFT energy distribution resulted in different "low energy" structures calculated using 6-31G* versus aug-cc-pVDZ. Given that 2% accuracy within collision cross sections is typically desired within the literature, the deviation in the energy distributions calculated by CHARMM and DFT are unacceptably large. Interestingly, the TM approximation is typically the least sensitive to the deviations in energetic order within the same conformational family, though this may not be broadly observed among other systems.
Using visual inspection, DFT reoptimization of the SAMD structures often does not appreciably change the geometry, with the major structural changes being rotations of ring moieties. However, as seen in Figure 9 (which plots the percent deviation in collision cross section that occurs upon reoptimization) such alterations increase the collision cross section by 1%-4%. In this case, the trajectory method is clearly much more sensitive than either PA or EHSS, which may indicate that reoptimization influences the TM results by exposing atoms within the tripeptide (e.g., O or N) that have a larger interaction with the drift gas (He used in Figures 8 and 9 ).
Figures 8 and 9 are useful for understanding the overall dependence of the calculated collision cross section upon energy distributions and subtle changes in analyte geometry; however, the typical MOBCAL user desires, if not quantitative accuracy in calculated Ω, then a high degree of correlation between trends in experimental and theoretical Ω. The experimental collision cross section data presented in Table 3 illustrates the clear separability of YWG from its isomeric counterparts. Depending upon the drift gas employed, WGY and YGW can also be separated from one another. Helium is typically the drift gas of choice and given its small polarizability (0.204956×10 -30 m 3 ), the resulting collision cross sections are often compared with data obtained from either PA or EHSS as these methods Figure 8 . Percent deviation in calculated collision cross sections using the lowest energy SAMD structures calculated according to CHARMM and B3LYP using PA, EHSS, and TM (in He) approximations. Percent deviation defined as Ω B3LYP / Ω CHARMM -1, where Ω B3LYP is the cross section calculated using the B3LYP energy distribution and Ω CHARMM is calculated from the CHARMM energy distribution. ignore potential energy interactions between the drift gas and analyte. It is also useful to consider the zero-polarizability extrapolated Ω values. This extrapolation effectively removes the polarization and mass dependence of the drift gas upon the cross section, and as such represents the Ω exp value of each peptide as it exists in the gas phase, which is the condition under which the DFT and SAMD structures are determined. While the zero polarizability collision cross sections are~15 Å 2 smaller than those values obtained when He is used as a drift gas, in both cases the experimental cross sections are essentially the same for WGY and YGW isomers, while an~5% increase in cross section is observed for YWG.
Using the Projection Approximation, the calculated collision cross sections were compared using the CHARMM energy distribution, the B3LYP energy distribution that results from single point energy calculations of the SAMD conformations, and the B3LYP energy distributions from the DFT reoptimized structures (Figure 10 ). In comparison to the experimental data obtained in He drift gas (or the zero polarizability limit) only the cross sections calculated for protonation state A using the DFT reoptimized structures have the same trends in Ω as compared with experiment. Similar results are obtained when using the EHSS method, however, the magnitude of the calculated cross sections is 10% larger than when calculated with the Projection Approximation. Thus, the cross sections calculated with PA are closer to the zero polarizability extrapolated Ω, while the Ω EHSS are closer in magnitude to the experimental cross sections obtained using He as a drift gas (Table 4) . In particular, when the DFT reoptimized structures are used, Ω EHSS for WGY is 139.6, while for YGW it is 140.4 and for YWG the calculated value is 145.9 Å 2 . Though closest to the experimental data, these cross section values are 2-4% too large relative to those obtained experimentally using He as a drift gas.
These data clearly illustrate that DFT reoptimization of the SAMD structures is required in order to have qualitatively correct trends in the collision cross sections within these moderately flexible analytes. Moreover, they are also consistent with the initial observation that the (A) protonation state is energetically preferred within the initial DFT calculations of the various protonation sites of each tripeptide. In the case of YWG, reoptimization provided three different conformations for the (A) protonation state that are within 2 kcal/mol of one another, which agrees well with the overly broad peak widths in the IMS spectra for YWG in He and CO 2 drift gases. Though the IMS spectra of WGY in He and CO 2 , as well as YGW in N 2 drift gases also indicate non-interconverting conformations with nearly identical Ω, DFT does not result in a sufficient number of low-energy Figure 9 . Percent deviation in calculated collision cross sections using the SAMD structures (with the B3LYP energetic distribution) and the B3LYP reoptimized structures using PA, EHSS, and TM (in He) approximations. Percent deviation defined as Ω B3LYP /Ω SAMD -1, where Ω B3LYP is the cross section calculated using the B3LYP reoptimized structures and Ω SAMD is calculated from the SAMD geometries using the B3LYP single point energy distributions. Figure 10 . Collision cross sections obtained using the Projection Approximation for protonations states (a)-(c) using the CHARMM energy distribution (green), the B3LYP energy distribution using the SAMD structures (red), and the B3LYP reoptimized structures (blue). The data that follows the same experimental trend in bold.
structures to reproduce the experimental observation. It is likely that a larger number of SAMD structures must be reoptimized using DFT so that a more complete ensemble of local minima is obtained for these isomers. However, this has not been pursued, given that separate Ω exp were not obtained from IMS for these non-interconverting forms.
In the final step of the computational analysis, we examine whether significant improvement in the calculated Ω values are obtained if a typical user utilizes the Trajectory Method to determine the collision cross sections. In principle, since the Trajectory Method imparts more physics into the description of the collision events between drift gas and the analyte, the accuracy of the calculated collision cross sections should be significantly improved relative to simpler methods like PA and EHSS. As in the PA and EHSS results, only the (A) protonation state results in trends within Ω TM that mimic the experimental separability of the three peptide isomers. However, as observed in Table 4 , the numerical accuracy of the calculated cross sections is not improved when "off-the-shelf" Lennard-Jones potentials are used to describe the interaction between drift gas and analyte. In the absence of fitting the LJ potentials to reproduce the experimental data, Ω TM calculated using the default He parameters in MOBCAL results in values that are 4% larger than the experimental zero polarizability extrapolated collision cross sections, and~8% smaller than the experimental cross sections obtained in He drift gas. Given that experimental drift gas polarizabilities were used within the MOBCAL calculation, the correct overall increase in cross sections is observed as the drift gas changes from He, to N 2 , to CO 2 within the TM data. However, the relative separability of the isomers changes as a function of drift gas within the IMS experiment, a feature that is not reflected within the TM data. This indicates that this feature of the experimental data is more sensitive to the interaction potentials that describe the collisions between the drift gas and various atoms within the analyte. Fitting of the individual LJ terms for each drift gas and the atoms within an analyte is beyond the scope of this work, but these data point to an area of much needed improvement within the field in order for the TM to be routinely used to quantitatively determine collision cross sections for proposed analytes from molecular simulation.
Conclusions
The present work has critically examined the accepted computational paradigm for obtaining gas phase geometries of analytes at experimental conditions relevant to IMS experiments, as well as the various approximations for determining collision cross sections therein. The analytes studied include the tripeptides WGY, YGW, and YWG, which have modest conformational flexibility (~10 freely rotating bonds). While benchmarking studies have previously focused on very rigid analytes and large biomolecules, the best way to obtain accurate high temperature structures for molecules with an intermediate degree of flexibility has not been thoroughly investigated, nor has the performance of the PA, EHSS, and TM approximations for calculating their collision cross sections.
The SAMD protocol has been shown to be a good tool for exploring the conformational PES of these analytes and is an appropriate mechanism for providing initial guesses for DFT geometry optimization. However, the resulting conformational space is highly dependent upon the specific simulation protocol employed and it is recommended that it be benchmarked so as to ensure a robust set of thermally populated conformations. Investigation of a wide variety of density functionals revealed that most DFT methods agree on the lowest energy and highest energy geometries within a given set of SAMD conformations. However, the energy distributions and ranking of the lowest energy conformations obtained from the CHARMM force field did not agree with DFT. Further, direct use of the 'low-energy' SAMD geometries in calculations of the collision cross section did not yield values that correlated with experimental trends in the tripeptide separability. DFT reoptimization of the SAMD geometries, to yield local minima on the conformational PES of the analyte and subsequent calculation of the collision cross section, resulted in cross section values that were in good agreement with the relative separability of the WGY, YGW, and YWG analytes. Moreover, these data are consistent with the initial DFT determination that the (A) protonation state is the most energetically favored and as such should be the only protonation state contributing to the experimental data. As such, we conclude that for the specific systems studied here, the CHARMM force field is not accurate enough to be used to determine gas phase geometries (and energy distributions) used within Ω calculations. The EHSS method resulted in values that were 2%-4% larger than those obtained experimentally, using He as a drift gas, while the cross sections calculated using the Projection Approximation were the closest to the zero polarizability extrapolated experimental values. Use of the Trajectory Method did not improve agreement with experimental data, as the specific interaction potentials were not optimized for the system under study. The results of this work indicate that study of moderately flexible analytes present their own pitfalls relative to less flexible molecules and detailed comparisons of the performance of methods used to calculate gas phase geometries and the performance of the PA, EHSS and TM approximations are vitally needed within the literature.
