



Інформаційно-екстремальне машинне навчання системи керування  
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Розглядається інформаційно-екстремальний метод навчання системи 
підтримки прийняття рішень для керування генеруючим енергоблоком тепло- 
електроцентралі. В процесі машинного навчання оптимізація контейнерів 
класів розпізнавання, що відновлювалися в радіальному базисі простору ознак, 
здійснювалася за модифікованим критерієм Кульбака. При цьому показано, що 
застосування вкладених контейнерів класів розпізнавання підвищує функціо- 
нальну ефективність машинного навчання у порівнянні з контейнерами класів 
розпізнавання, центри яких розподілено в просторі ознак 
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Застосування інтелектуальних інформаційних технологій аналізу даних 
дозволяє підвищити функціональну ефективність систем керування слабо 
формалізованими процесами, до яких відносяться і процеси керування 
енергоблоками теплоелектроцентралей. Як перспективний шлях підвищення 
функціональної ефективності слабо формалізованих керованих процесів є 
використання ідей і методів машинного навчання та розпізнавання образів. При 
цьому високу точність керування забезпечують методи аналізу даних в рамках 
так званої інформаційно-екстремальної інтелектуальної технології (ІЕІ-
технології), яка ґрунтується на максимізації інформаційної спроможності 
системи керування в процесі навчання. Але актуальними залишаються питання 
побудови в процесі машинного навчання безпомилкових за навчальною 
матрицею вирішальних правил за умови суттєвого перетину класів 
розпізнавання в просторі ознак. 
Розглядається інформаційно-екстремальне навчання системи підтримки 
прийняття рішень для керування енергоблоком теплоцентралі з 
полімодальними та унімодальними вирішальними правилами. 
 
2. Аналіз літературних даних та постановка проблеми 
Більшість існуючих методів керування генеруючими енергоблоками ТЕЦ 
ґрунтуються на традиційному математичному моделюванні об’єктів керування і 
не враховують через науково-методологічні обмеження реальні властивості 
слабо формалізованого технологічного процесу [1, 2]. Інший перспективний 
підхід полягає в застосуванні інтелектуальних інформаційних технологій 






образів [3–5]. При цьому достовірність запропонованих методів класи- 
фікаційного керування слабо формалізованим об’єктом суттєво залежить від 
вибору методу розпізнавання. В працях [6, 7] розглядалися методи керування 
котлоагрегатом із застосуванням штучних нейронних мереж. Недоліком 
застосування штучних нейронних мережі є чутливість до багатовимірності 
простору ознак розпізнавання і алфавіту класів розпізнавання, які 
характеризують можливі функціональні стани технологічного процесу. Це 
суттєво ускладнює створення централізованої інформаційно-аналітичної 
системи керування технологічним процесом теплоелектроцентралі на базі 
системи підтримки прийняття рішень (СППР), здатної аналізувати великі 
обсяги даних. Застосування в теплоенергетиці експертних систем, як це 
розглядається в праці [8], має основний недолік – це негнучкість до зміни умов 
експлуатації об’єкту керування. Методи машинного навчання систем підтримки 
прийняття рішень для керування енергоблоком теплоцентралі розглядаються в 
монографії [9]. В цій праці достатньо повно викладено методи машинного 
навчання, основані на застосуванні дистанційних мір близькості реалізацій 
класів розпізнавання. Але практика показує, що критерії оптимізації, 
побудовані на дистанційних мірах, не завжди дозволяють формувати 
безпомилкові за навчальною матрицею вирішальні правила у випадку суттєвого 
перетину класів розпізнавання в просторі ознак. В літературі, наприклад, в 
працях [10, 11], широко обговорюється застосування для керування 
енергоблоками нечітких регуляторів. Але створення нечітких регуляторів для 
систем керування, які використовують кількісні шкали виміру контрольованих 
параметрів, є неперспективним. Це пов’язано з тим, що областю застосування 
методів нечіткого подання та виведення знань є системи з якісними шкалами 
виміру параметрів функціонування. 
Найбільш придатними для інформаційного синтезу систем керування 
слабо формалізованими технологічними процесами є методи машинного 
навчання та розпізнавання образів, вирішальні правила яких будуються в 
рамках ІЕІ-технології аналізу даних [12]. Ця технологія ґрунтується на 
максимізації інформаційної спроможності системи керування в процесі 
машинного навчання. В праці [13] в рамках ІЕІ- технології розглядалася задача 
інформаційного синтезу здатної навчатися СППР для керування енергоблоком 
теплоелектроцентралі. Але авторам не вдалося досягнути високої достовірності 
розпізнавання функціональних станів технологічного процесу через апріорно 
неоптимальні контрольні допуски на ознаки розпізнавання. 
Розглянемо в рамках ІЕІ-технології формалізовану постановку задачі 
інформаційного синтезу здатної навчатися СППР для стабілізації тиску і 
температури пару на вході турбоагрегату. При цьому в процесі інформаційно-
екстремального машинного навчання в рамках геометричного підходу будуть 
використовуватися з метою порівняння достовірності вирішальні правила двох 
типів. Вирішальні правила першого типу будемо називати полімодальними, які 
будуються за геометричними параметрами контейнерів класів розпізнавання з 
розподіленими в просторі ознак центрами розсіювання векторів-реалізацій. 







цьому випадку класи розпізнавання мають єдиний центр розсіювання векторів-
реалізацій, а контейнери класів розпізнавання мають вкладену структуру. 
Спочатку розглянемо постановку задачі інформаційного синтезу СППР з 
полімодальними вирішальними правилами. Нехай задано алфавіт класів 
розпізнавання { | 1, },omX m M  які характеризують можливі функціональні стани 
керованого технологічного процесу. Для алфавіту { }omX  сформовано вхідну 
багатовимірну навчальну матрицю ( )
,|| ||,
j
m iy  в якій рядок є реалізацією образу 
( )
,{ | 1, },
j
m iy i N  де N  кількість структурованих ознак розпізнавання, а стовпчик 
матриці  випадкова навчальна вибірка ( ),{ | 1, },
j
m iy j n  де n  обсяг вибірки. Крім 
того, відомий структурований вектор параметрів навчання СППР розпізнавати 
реалізації деякого класу o
mX  із заданого алфавіту 
 
, , , ,   m m m mg x d           (1) 
 
де xm – статистично усереднений двійковий вектор-реалізація класу ,
o
mX  який 
визначає геометричний центр контейнеру класу розпізнавання, що 
відновлюється в радіальному базисі простору ознак розпізнавання; dm – радіус 
контейнера класу ,omX  величина якого в бінарному просторі Хеммінга задається 
кодовою відстанню; δ – параметр поля контрольних допусків на ознаки 
розпізнавання, який дорівнює половині симетричного поля контрольних 
допусків і визначається відносно базового класу 
1 ,
oX  що характеризує найбільш 
бажаний функціональний стан технологічного процесу; ρm – рівень селекції 
координат усередненого двійкового вектору-реалізації класу розпізнавання omX . 
На параметри навчання задано такі обмеження:  
 
 0; 1 ,    m m cd d x x   
 
де  m cd x x  – кодова відстань від центра контейнера класу 
o
mX  до центра 
контейнера сусіднього класу ;cX  ,0; / 2 ,    i H i  де δH,i – нормоване поле 
допусків, що визначає область значень параметра δ для i-ї ознаки 
розпізнавання; [0;1]. m  При різних шкалах виміру ознак розпізнавання 
параметр δ задається у відсотках від номінального (усередненого за вибіркою) 
значення ознаки. 
Необхідно в процесі машинного навчання визначити оптимальні значення 
координат вектора параметрів (1), які забезпечують максимум усередненого за 
алфавітом класів розпізнавання інформаційного критерію в робочій 























           (2) 
 
де ( )k
mE  – інформаційний критерій оптимізації параметрів навчання СППР, який 
обчислюється на k-му кроці навчання; GE – робоча (допустима) область 
визначення функції інформаційного критерію; {k} – множина кроків навчання, 
на яких відновлюються в радіальному базисі простору ознак контейнери класів 
розпізнавання). 
Постановка задачі інформаційного синтезу СППР з унімодальними 
вирішальними правилами буде мати такі відмінності у порівнянні з вище 
наведеною постановкою: 
1) алфавіт { }omX  є впорядкованим, в якому класи розпізнавання 
характеризуються величиною відхилення технологічних параметрів від норми; 
2) відсутня необхідність оптимізації усереднених векторів-реалізацій 
класів розпізнавання, оскільки всі вони мають єдиний центр розсіювання; 
3) відсутня необхідність оптимізації радіусу зовнішнього контейнеру.  
Таким чином, в рамках ІЕІ-технології розв’зок задачі інформаційного 
синтезу здатної навчатися СППР полягає в максимізації інформаційної 
спроможності СППР в процесі машинного навчання. 
 
3. Мета та задачі дослідження 
Мета проведених досліджень полягала в розробленні інформаційно-
екстремального алгоритму інформаційно-екстремального машинного навчання 
СППР для стабілізації тиску і температури на вході парової турбіни 
енергоблоку.  
Для досягнення поставленої мети необхідно було: 
– розробити в рамках ІЕІ-технології метод глибокого машинного 
навчання системи підтримки прийняття рішень для керування енергоблоком 
теплоелектроцентралі;  
– програмно реалізувати алгоритм навчання СППР з використанням 
полімодальних вирішальних правил, отриманих при використанні 
гіперсферичних контейнерів класів розпізнавання, центри яких розподілено в 
просторі ознак; 
– програмно реалізувати алгоритм навчання СППР з використанням 
унімодальних вирішальних правил, отриманих при використанні вкладених 
контейнерів класів розпізнавання. 
 
4. Матеріали та методи дослідження системи підтримки прийняття 
рішень 
Оскільки керований технологічний процес є слабо формалізованим, то 
категорійну модель інформаційно-екстремального навчання СППР розглянемо 
у вигляді узагальненого орієнтованого графу, в якому ребро характеризує 
оператор відображення відповідної множини на іншу. При цьому вхідний 
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де T  множина моментів часу зняття інформації; G  множина вхідних 
факторів; Ω  простір ознак розпізнавання; Z – простір можливих 
функціональних станів технологічного процесу; Y вибіркова множина (вхідна 
навчальна матриця); Х – бінарна навчальна матриця; 
1Ф :   G T Z Y   
оператор формування вибіркової множини Y; 
2Ф : Y X  - оператор 
формування бінарної навчальної матриці Х. 
Категорійну модель СППР з полімодальними вирішальними правилами і 
оптимізацією системи контрольних допусків показано на рис. 1. 
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Рис. 1. Категорійна модель навчання СППР з полімодальними вирішальними 
правилами 
 
На рис. 1 декартовий добуток Т×G×Ω×Z задає універсум випробувань. 
Оператор θ відображає двійкові вектори-реалізації навчальної матриці X на 
розбиття | |M  простору ознак на класи розпізнавання, а оператор ψ перевіряє 
основну статистичну гіпотезу про належність реалізацій відповідному класу 
розпізнавання. За результатами статистичної перевірки гіпотез формується 
множина статистичних гіпотез I, а оператор γ формує множину точнісних 
характеристик .  Оператор φ обчислює множину E значень інформаційного 
критерію оптимізації параметрів навчання, а оператор r відновлює на кожному 
кроці машинного навчання контейнери класів розпізнавання, які будуються в 
радіальному базисі простору ознак. Категорійна модель, показана на рис. 1, має 
додатковий контур оптимізації контрольних допусків на ознаки розпізнавання, 
який замикається через терм-множину D – систему контрольних допусків. 
Оператор v вибирає із множини V тип радіально-базисного вирішального 
правила, а оператор u регламентує процес машинного навчання. 
Згідно з категорійною моделлю (рис. 1), інформаційно-екстремальний 
алгоритм навчання СППР з оптимізацією системи контрольних допусків на 
ознаки розпізнавання подамо у вигляді ітераційної процедури пошуку 















E           (3) 
 
де Gδ – допустима область значень параметра δ поля контрольних допусків на 
ознаки розпізнавання. 
Таким чином, оптимізація системи контрольних допусків на ознаки 
розпізнавання полягає в організації пошуку в процесі машинного навчання 
глобального максимуму інформаційного критерію (4) в робочій (допустимій) 
області визначення його функції. Основні етапи реалізації інформаційно-
екстремального алгоритму (3) навчання СППР з паралельною оптимізацією 
системи контрольних допусків на ознаки розпізнавання розглянуто в праці [14].  
Як інформаційний критерій оптимізації параметрів машинного навчання 
в методах ІЕІ-технології використовуються модифіковані критерії Шеннона або 
Кульбака, які забезпечують однакові результати оптимізації. Для оцінки 
функціональної ефективності машинного навчання будемо використовувати 
модифіковану міру Кульбака, яка для двохальтернативних рішень з апріорно 
рівноймовірними гіпотезами має вигляд [12] 
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де ( ), ( )(k) (k)t,m f,mP d P d  – повні ймовірності відповідно правильного і неправильного 
прийняття рішень, обчислені на k-му кроці оптимізації параметрів навчання 
СППР; ( )1, ( )
k
mD d  – перша достовірність, яка характеризує ймовірність правильної 
класифікації вектора-реалізації класу ;omX  
( )( ) km d  – помилка другого роду, яка 
характеризує помилкове віднесення до класу omX  вектора-реалізації іншого 
класу; d – дистанційна міра, яка визначає величину радіусу гіперсферичного 
контейнера класу розпізнавання ;omX  10
r  – достатньо мале число, яке вводиться 
для уникнення поділу на нуль (величина r на практиці вибирається в інтервалі 
1 3 r ). 
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де Emax – максимальне значення критерію (4) при 1, ( ) 1
(k)
mD d  і β ( ) 0.
(k)







Побудовані в праці [14] полімодальні вирішальні правила не 
забезпечували високу функціональну ефективність машинного навчання, 
оскільки контрольні допуски змінювалися на кожному кроці навчання 
одночасно для всіх ознак розпізнавання. У цьому випадку контрольні допуски, 
отримані при досягненні інформаційним критерієм (2) свого максимального 
значення, слід розглядати як квазіоптимальні. Підвищення функціональної 
ефективності машинного навчання можна досягнути шляхом реалізації 
паралельно-послідовної оптимізації контрольних допусків на ознаки 
розпізнавання. При цьому отримані за результатами паралельної оптимізації 
квазіоптимальні контрольні допуски розглядаються як стартові для послідовної 
оптимізації. Такий підхід дозволяє підвищити як достовірність прийняття 
рішень, так і оперативність алгоритму послідовної оптимізації, оскільки пошук 
глобального максимуму інформаційного критерію здійснюється тільки в 
робочій області визначення його функції.  
Послідовну оптимізацію контрольних допусків на ознаки розпізнавання в 
процесі машинного навчання будемо здійснювати за ітераційною процедурою 
наближення глобального максимуму інформаційного критерію оптимізації (4) 
до граничного значення в допустимій області визначення його функції  
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де Gδi – область допустимих значень параметра δi поля контрольних допусків 
для і-ї ознаки розпізнавання; L – кількість прогонів ітераційної процедури 
послідовної оптимізації контрольних допусків на ознаки розпізнавання;   – 
символ операції повторення. 
Згідно з принципом відкладених рішень Уолтера Ешбі, процес машинного 
навчання повинен продовжуватися до тих пір, поки не будуть отримані 
безпомилкові за навчальною матрицею вирішальні правила. З цією метою як 
один із параметрів навчання в ІЕІ-технології розглядається рівень селекції 
, , 1, , 1,  m i m M i N  координат усереднених двійкових векторів-реалізацій 
класів розпізнавання. Під рівнем селекції в ІЕІ-технології розуміється порогове 
значення частоти знаходження ознаки розпізнавання в своєму полі контрольних 
допусків. Відносно рівня селекції здійснюється кодування координат двійкових 
усереднених векторів реалізацій класів розпізнавання. За замовчуванням 
звичайно приймається рівень селекції ρm,i=0,5. Ідея оптимізації такого параметра 
в процесі інформаційно-екстремального машинного навчання пов’язана з 
необхідністю реалізації максимально-дистанційного принципу теорії 
розпізнавання образів, який полягає в максимізації середньої міжцентрової 
відстані класів розпізнавання із заданого алфавіту { | 1, }.omX m M  
На рис. 2 показано категорійну модель машинного навчання з 






допусків на ознаки розпізнавання і рівнів селекції координат двійкових 
усереднених векторів реалізацій класів розпізнавання. 
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Рис. 2. Категорійна модель навчання СППР з оптимізацією рівнів селекції  
координат усереднених двійкових векторів-реалізацій класів розпізнавання 
 
Показана на рис. 2 категорійна модель у порівнянні з попередньою 
моделлю (рис. 1) містить додатковий контур оптимізації з терм-множиною С, 
елементами якої є значення рівнів селекції з інтервалу [0; 1]. 
Структура ітераційної процедури паралельної оптимізації рівня селекції 
, 1, , m m M  координат усередненого вектора-реалізації базового класу 
розпізнавання ,omX  відносно якого задається система контрольних допусків на 













E 1, ,m M   (7) 
 
де Gρ – допустима область значень параметра ρ. 
Алгоритм послідовної оптимізації рівня селекції ρm,i так само полягає у 
наближенні глобального максимуму інформаційного критерію оптимізації до 
максимального граничного значення в робочій (допустимій) області визначення 
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де iG  – область допустимих значень параметра ρm,i для і-ї ознаки 
розпізнавання; S – кількість прогонів ітераційної процедури послідовної 
оптимізації рівня селекції координат усереднених двійкових векторів-реалізацій 







Для підвищення функціональної ефективності машинного навчання було 
структуровано алфавіт класів розпізнавання, які відповідали функціональним 
станам технологічного процесу «Менше норми», «Норма» і «Більше норми». 
Така структуризація алфавіту класів розпізнавання дозволяє перейти від 
полімодальних вирішальних правил до унімодальних, побудованих за 
параметрами вкладених контейнерів класів розпізнавання з єдиним 
геометричним центром.  
На рис. 3 показано категорійну модель машинного навчання із вкладеною 
структурою контейнерів класів розпізнавання. 
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Рис. 3. Категорійна модель навчання СППР з унімодальними вирішальними 
правилами 
 
Категорійна модель, показана на рис. 3, має додатковий контур, 
призначенням якого є послідовний вибір із впорядкованого алфавіту А 
сусіднього класу для подальшого визначення оптимального зовнішнього радіусу 
його гіперсферичного контейнера. 
Категорійні моделі є по суті узагальненими структурними схемами 
алгоритмів інформаційно-екстремального машинного навчання і широко 
використовуються в задачах функціонального програмування. 
 
5. Результати машинного навчання системи підтримки прийняття 
рішень  
Реалізація вище наведених алгоритмів навчання СППР для керування 
енергоблоком здійснювалася за навчальною матрицею, сформованою за 
архівними даними, одержаними на Шосткінській ТЕЦ (Шостка, Україна). 
Загальна кількість ознак розпізнавання, що періодично вимірялися, дорівнювала 
64. При цьому впорядкований алфавіт складався із трьох класів, які 
характеризували функціональний стан технологічного процесу на вході парової 
турбіни. Клас 1
oX  «Норма» характеризував функціональний стан, коли 
температура і тиск пари відповідали технологічному режиму. Відповідно 
визначалися клас 2
oX  – «Менше норми» і клас 2






На рис. 4 показано графік залежності усередненого за алфавітом класів 
розпізнпавання інформаційного критерію (5) від параметра δ поля контрольних 
допусків на ознаки розпізнавання, одержаний в процесі паралельної оптимізації 
з полімодальними вирішальними правилами. Темним кольором показано 
робочу (допустиму) область визначення функції критерію (4). В цій області 
критерій обчислюється за умови, що перша достовірність приймає значення 




Рис. 4. Графік залежності інформаційного критерію від параметра поля 
контрольних допусків на ознаки розпізнавання 
 
Аналіз рис. 4 показує, що максимальне значення усередненого 
нормованого критерію (5) в робочій області дорівнює 0,35.E  Оскільки на 
графіку максимальні значення критерію належать ділянці типу плато, то 
оптимальне значення параметра δ вибиралося за найменшим усередненим 
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,( )m m cd x x  – кодова 
відстань між оптимальним вектором *mx  і усередненим вектором-реалізацією 
класу розпізнавання ,ocX  найближчого до класу .
o
mX  
В процесі машинного навчання мінімальне значення виразу (9) було 
отримано при квазіоптимальному параметрі поля контрольних допусків 
3%    від номінального значення ознак розпізнавання.  
Для підвищення функціональної ефективності машинного навчання було 
реалізовано алгоритм (6) послідовної оптимізації контрольних допусків на 
ознаки розпізнавання. При цьому отримане за результатами паралельної 
оптимізації квазіоптимальне значення параметра поля контрольних допусків 







На рис. 5 показано графік зміни нормованого критерію (5) від кількості 





Рис. 5. Графік зміни інформаційного критерію при послідовній оптимізації  
контрольних допусків на ознаки розпізнавання 
 
Аналіз рис. 5 показує, що вже на другому прогоні алгоритму послідовної 
оптимізації отримано максимальне значення усередненого інформаційного 
критерію оптимізації * 0,45E , яке перевершує отримане при реалізації 
алгоритму паралельної оптимізації значення * 0,35E . При цьому кожний 
прогін складався із 64 кроків навчання, на яких здійснювався ітераційний 
пошук оптимального поля контрольних допусків для всіх ознак розпізнавання. 
На рис. 6 показано графіки залежності інформаційного критерію (4) від 
радіусів контейнерів класів розпізнавання, отримані в процесі послідовної 
оптимізації контрольних допусків на ознаки розпізнавання. 
Аналіз рис. 6 показує, що оптимальне значення радіусу контейнера класу 
розпізнавання 1
oX  дорівнює *1 24d  (тут і далі в кодових одиницях) і відповідно 
для класу 2
oX  – *2 34d  і класу 3
oX  – *3 26.d  
За результатами паралельно-послідовної оптимізації контрольних допусків 
на ознаки розпізнавання не вдалося побудувати безпомидкові за навчальною 
матрицею вирішальні правила. Тому згідно з принципом відкладених рішень 
було додатково реалізовано за процедурою (7) алгоритм паралельної 
оптимізації рівня селекції координат усереднених двійкових векторв-реалізацій 
класів розпізнавання.  
На рис. 7 показано фрагмент графіку залежності усередненого 
нормованого інформаційного критерію (5) від рівня селекції ρ координат 













Рис. 6. Графіки залежності інформаційного критерію від радіусів контейнерів 
класів розпізнавання: а – клас 
1 ;
oX  б – клас 2 ;





Рис. 7. Графік залежності інформаційного критерію від параметра ρ 
 
Аналіз графіку на рис. 7 показує, що прийняте при формуванні вхідної 
навчальної матриці значення параметра 0,5  належить до множин його 
оптимальних значень і тому максимальна величина інформаційного критерію в 
процесі його оптимізації залишається незмінною.  
Таким чином, через суттєвий перетин в просторі ознак класів 
розпізнавання машинне навчання СППР для керування енергоблоком 
теплоелектроцентралі не дозволило досягнути його високої функціональної 
ефективності. Згідно з принципом відкладених рішень підвищення 







збільшення глибини машинного навчання, включаючи оптимізацію параметрів 
формування вхідного математичного опису СППР. Але на практиці цей шлях 
не завжди дозволяє побудувати безпомилкові за навчальною матрицею 
вирішальні правила. Тому було здійснено перехід від полімодального 
класифікатора до унімодалного із вкладеною структурою контейнерів класів 
розпізнавання. 
На рис. 8 показано графіки залежності інформаційного критерію (4) від 
радіусів вкладених контейнерів класів розпізнавання, отримані при машинному 
навчання з паралельною оптимізацією контрольних допусків. 
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Рис. 8. Графіки залежності інформаційногокритерію від радіусів  
контейнерів класів розпізнавання: а – клас 
1 ;
oX  б – клас 2
oX  
 
Аналіз рис. 8 показує, що оптимальні зовнішні радіуси вкладених 
контейнерів класів розпізнавання із врахуванням виразу (9) дорівнюють: для 
класу 1
oX  – *1 22d  і для класу 2
oX  – *2 44.d  При цьому побудовано 
безпомилкові за навчальною матрицею вирішальні правила, оскільки 
усереднений інформаційний критерій оптимізації досягає свого максимального 
граничного значення 1.E  
 
6. Обговорення результатів дослідження машинного навчання 
системи підтримки прийняття рішень 
Запропонований метод інформаційного синтезу здатної навчатися системи 
підтримки прийняття рішень для керування енергоблоком теплоелектроцентралі 
реалізовано в рамках ІЕІ-технології аналізу даних. Такий підхід має перевагу 
перед іншими методами інтелектуального аналізу даних, оскільки дозволяє 
побудувати безпомилкові за навчальною матрицею вирішальні правила за умови 
суттєвого перетину класів розпізнавання в просторі ознак. Цьому в значній мірі 
сприяє використання для оптимізації параметрів навчання модифікованого 
інформаційного критерію Кульбака. Особливість цього критерію полягає в 
тому, що він є функціоналом від точнісних характеристик. Точнісні 
характеристики в свою чергу залежать від геометричних параметрів контейнерів 






критерій оптимізації параметрів машинного навчання є узагальненою мірою 
схожості образів.  
Крім того, в запропонованому методі вхідна навчальна матриця 
трансформувалася в бінарну навчальну матрицю, що дозволило адаптувати 
вхідний математичний опис СППР до максимальної функціональної 
ефективності машинного навчання. Оскільки класи розпізнавання суттєво 
перетиналися в просторі ознак, то було застосовано глибоке машинне навчання 
з оптимізацією системи контрольних допусків на ознаки розпізнавання і рівнів 
селекції координат двійкових усереднених векторів реалізацій. При цьому 
спочатку було реалізовано інформаційно-екстремальний алгоритм машинного 
навчання з полімодальними вирішальними правилами. Аналіз отриманих 
графіків залежності інформаційного критерію оптимізації від параметрів 
машинного навчання (рис. 4–7) показав, що побудовані полімодальні вирішальні 
правила характеризуються невисокою функціональною ефективністю. Після 
впорядкування алфавіту класів розпізнавання за величиною відхилення 
функціонального стану технологічного процесу від нормального режиму було 
реалізовано інформаційно-екстремальний алгоритм машинного навчання з 
унімодальними вирішальним правилами. Аналіз графіків залежності 
інформаційного критерію (4) від величини зовнішніх радіусів вкладених 
контейнерів класів розпізнавання показав, що в цьому випадку вдалося 
побудувати безпомилкові за навчальною матрицею вирішальні правила. Крім 
того, використання унімодального класифікатора підвищує оперативність 
машинного навчання, оскільки відпадає необхідність визначення найближчого 
сусіда для класу розпізнавання і не потрібно визначати радіус контейнера 
зовнішнього класу розпізнавання. 
Таким чином, використання унімодальних вирішальних правил в рамках 
ІЕІ-технології дозволяє підвищити функціональну ефективність і зменшити 
обчислювальну трудомісткість машинного навчання у порівнянні з 
полімодальними. Областю застосування унімодальних вирішальних правил є 
керовані технологічні процеси з впорядкованими за величиною відхилення від 
нормального режиму функціональними станами.  
Для наочності в роботі розглядався приклад реалізації запропонованого 
методу машинного навчання для трьох класів розпізнавання. На практиці 
доцільно структурувати алфавіт класів розпізнавання більшої потужності. Це 
дозволить підвищити точність керування і цим зменшити енерговитрати. При 
цьому розширення алфавіту призведе до зменшення областей класів 
розпізнавання в просторі ознак. Наслідком цього стане зменшення надійності 
вирішальних правил. Тому подальші дослідження слід спрямувати на введення 
надлишковості бінарної навчальної матриці методами завадозахищеного 
кодування, що дозволить розширити простір ознак і збільшити радіуси 
вкладених контейнерів класів розпізнавання. 
 
7. Висновки  
1. Запропоновано в рамках ІЕІ-технології аналізу даних метод глибокого 







При цьому в процесі машинного навчання здійснювалася оптимізація системи 
контрольних допусків на ознаки розпізнавання і рівнів селекції координат 
усереднених векторів-реалізацій класів розпізнавання, що дозволило 
побудувати безпомилкові за навчальною матрицею вирішальні правила. 
2. Машинне навчання СППР з полімодальними вирішальними правилами 
не дозволило одержати високу функціональну ефективність через апріорно 
високу ступінь перетину в просторі ознак класів розпізнавання. 
3. Машинне навчання СППР з унімодальними вирішальними правилами 
дозволило побудувати безпомилкові за навчальною матрицею вирішальні 
правила і зменшити обчислювальну трудомісткість алгоритму навчання у 
порівнянні з полімодальними. 
4. Аналіз одержаних результатів показав, що областю застосування 
унімодальних вирішальних правил є керовані технологічні процеси з 
впорядкованими за величиною відхилення від нормального режиму 
функціональними станами.  
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