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The two dimensional conducting interfaces in SrTiO3-based systems are known to show a variety of
coexisting and competing phenomena in a complex phase space. Magnetoresistance measurements,
which are typically used to extract information about the various interactions in these systems,
must be interpreted with care, since multiple interactions can contribute to the resistivity in a given
range of magnetic field and temperature. Here we review all the phenomena that can contribute to
transport in SrTiO3-based conducting interfaces at low temperatures, and discuss possible ways to
distinguish between various phenomena. We apply this analysis to the magnetoresistance data of
(111) oriented (La0.3Sr0.7)(Al0.65Ta0.35)/STO (LSAT/STO) heterostructures in perpendicular field,
and find an excess negative magnetoresistance contribution which cannot be explained by weak
localization alone. We argue that contributions from magnetic scattering as well as electron-electron
interactions can provide a possible explanation for the observed magnetoresistance.
I. INTRODUCTION
Since its discovery in 2004,1 the two dimensional con-
ducting gas (2DCG) at SrTiO3 (STO)-based complex ox-
ide interfaces has proven to be a fertile ground for the
study of a great variety of physical phenomena.2–9 The
electronic structure of these systems is characterized by
the presence of multiple, anisotropic bands at the Fermi
surface,10–12 multivalent transition metal ions, a high de-
gree of electronic correlations, and the breaking of inver-
sion symmetry. This structure can be modified due to the
ease of doping with oxygen vacancies13–15 as well as other
cations, the propensity to electronic and structural re-
constructions and phase transitions, and strain.16,17 Ad-
ditionally, the high dielectric constant of STO which can
be tuned by an electric gate voltage, Vg, allows for an
in-situ modulation of sample properties.18 All these fac-
tors make for a complicated phase space, with phenom-
ena including superconductivity,3,4,19,20 superconductor-
insulator transitions,21,22 charge ordering,23 and mag-
netic behavior.2,6,7,9,24,25
An important goal is to understand what interactions
within STO-based 2DCGs lead to these varied behav-
iors, and how we can tune a particular physical parame-
ter to control the interactions. Magnetoresistance (MR)
studies in fields perpendicular and parallel to the 2DCG,
in conjunction with temperature dependence measure-
ments, are often used to shed light on the band struc-
ture and unravel the different mechanisms in the system,
which typically show different dependencies on magnetic
field scale, field orientation, and temperature. However,
the situation in the case of STO-based 2DCGs is not
straightforward, owing to the many degrees of freedom
this electronic system possesses. The mobility and den-
sity of the multiple types of carriers present at the Fermi
surface, which originate from the interfacial Ti 3d t2g
orbitals of STO,10,26 can be tuned by Vg, and the mag-
netic interactions between localized moments and/or itin-
erant carriers can be modified as a result.7,27,28 The pres-
ence of strong electron-electron interactions (EEI),8,29,30
superconductivity,3,4 as well as spin-orbit interactions
(SOI)5 is also controlled by Vg. Finally, the inherent dis-
order in the system, which gives rise to localization,5,31 is
also dependent on Vg. All these phenomena contribute to
sample resistivity at low temperatures, and must be ac-
counted for when trying to understand transport in this
system.
So far, research efforts have mainly focused on
the (001) oriented STO-based 2DCGs. However, the
(110) and (111) oriented heterostructures have re-
cently been shown to host 2DCGs with very interest-
ing properties.15,32–36 In this paper, we analyze the MR
data in perpendicular fields B for the 2DCG in (111) ori-
ented (La0.3Sr0.7)(Al0.65Ta0.35)/STO (LSAT/STO) het-
erostructures. This particular system is interesting owing
to the hexagonal symmetry of the Ti 3d t2g orbitals, and
has been predicted to show topological physics.12,26,37,38
LSAT also has a smaller lattice mismatch with STO
in comparison to LaAlO3 (LAO). This gives rise to a
smaller strain in the LSAT/STO system as compared to
the more widely studied LAO/STO system, which can
lead to higher carrier mobilities,17 as well as modify the
orbital ordering of the LSAT/STO 2DCG.37,38
We have previously shown qualitatively that the SOI in
the (111) LSAT/STO 2DCG increases as Vg is reduced,
41
in contrast with what has been observed in case of (001)
STO-based 2DCGs,5 and that at millikelvin tempera-
ar
X
iv
:1
80
3.
00
55
3v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
1 M
ar 
20
18
2tures, ferromagnetic order, characterized by hysteresis in
the MR, emerges as the SOI becomes stronger at low
values of Vg.
28 In this paper, we discuss the quantita-
tive analysis of the MR in STO-based 2DCGs, and in
(111) LSAT/STO in particular. We argue that obtain-
ing quantitative values of the phase coherence length lφ
and the spin-orbit scattering length lso is complicated
by the possible presence of magnetic scattering and EEI
which result in an excess negative MR.
The rest of the paper is organized as follows: In Sec-
tion II we review the various mechanisms that contribute
to the resistivity of STO-based 2DCGs, along with their
field and temperature dependencies. In Section III we
describe our sample fabrication and measurement meth-
ods, and in Section IV we present the analysis of our
MR data on (111) LSAT/STO. We show that we can
fit our data up to B ∼ 3 T in terms of weak local-
ization/antilocalization corrections, by accounting for a
background term which is second order in B. This back-
ground term comes from a combination of a positive MR
due to the classical orbital contribution, a negative MR
that is quadratic at low fields and saturates at high fields,
likely caused by magnetic scattering, and EEI effects
which can be positive or negative. We quantitatively
demonstrate that SOI in the (111) LSAT/STO 2DCG in-
creases, and the phase coherence length decreases, with
decreasing Vg.
II. CONTRIBUTIONS TO RESISTANCE
For STO-based 2DCGs, the sheet resistance R which
depends on carrier density n and mobility µ as R =
1/neµ, can change by orders of magnitude when Vg is
changed from large positive values to negative values
(typically a few tens of volts to hundreds of volts, both
positive and negative). In contrast, the Hall coefficient
RH = 1/ne typically changes only by less than a factor
of 2 or 3.15,39,40 This suggests that the change in resis-
tance as a function of Vg is a result of a large change in
carrier mobilities, which depend on scattering time τ and
effective mass m∗ as µ = eτ/m∗, rather than a change
in carrier densities. This trend in R and RH , which is
a common feature of STO-based 2DCGs,5,6,15 is also ob-
served in our sample41 and warrants further investigation
to understand the causes of the drastic change in µ, or
equivalently, in τ .
For STO-based 2DCGs in general, the sheet resistance
is known to show a minimum at a temperature of a few
Kelvin, increasing in value as temperature is lowered fur-
ther, before finally either saturating, or vanishing if the
sample undergoes a superconducting transition2,3,17,28,42
depending on growth conditions and the particular value
of Vg. Hence the MR at sub-Kelvin temperatures for
different values of Vg can give us important information
about the scattering mechanisms that lead to the afore-
mentioned drastic changes in R as a function of Vg, given
that these changes are amplified at lower values of T .
Various scattering processes exist in a system, and are
modulated by factors such as T , Vg, and B. We now look
at the contributions to R due to each of these processes,
and discuss, in the context of STO-based 2DCGs, how
they affect R(T,B) as the disorder, dimensionality, SOI,
and the multiband nature of the system is changed.
A. Magnetic Field Independent Contributions
Drude contribution (R0): In metallic systems, the sheet
resistance at zero field, R0, independent of T and B, is
the Drude contribution, caused by the elastic scattering
of carriers off static impurities and surfaces, and can be
calculated in terms of the transport scattering time (τ),
carrier density (n), and carrier mass (m∗). In 2D sys-
tems, in which conductivity is the same as conductance,
the Drude contribution can be written as R0 = m
∗/ne2τ ,
where n is the areal charge density. If contributions due
to other mechanisms are small compared to R, then the
resistance R can be approximated as R0 for the purpose
of determining τ . However, in a real system where other
contributions are substantial and difficult to pry apart,
it is unclear that the measurement of R at any given
temperature gives us the value of R0. In the case of
STO-based 2DCGs, this is especially a problem in case
of measurements at negative values of Vg, for which re-
sistance changes rapidly as a function of T at the low
temperatures of interest, and the Drude picture may not
apply. For our (111) LSAT/STO sample, this can be seen
clearly from Fig. 1, where for Vg = -40 V, R changes by
over 15% between T = 500 mK and T = 50 mK. The
situation is more amenable to analysis for the range of
Vg studied in more detail here, i.e., Vg ≥ 60 V, where R
changes by less than 5% over the temperature range of
interest.
The effective carrier massm∗ is typically obtained from
angle resolved photo-emission spectroscopy (ARPES)
measurements. ARPES studies on vacuum cleaved (111)
STO have revealed highly anisotropic effective masses of
electrons from the Ti 3d t2g orbitals of interest, with a
heavy (light) mass of 1.8 me (0.27 me) along the [11¯0]
direction, and a heavy (light) mass of 8.67 me (0.33 me)
along the [1¯1¯2] direction, with me being the bare elec-
tron mass.12 An estimate for the cyclotron m∗ can also
be obtained from an analysis of Shubnikov-de Haas (SdH)
data. In the case of our (111) LSAT/STO sample, we do
not see enough SdH oscillations within the range of field
available to us (10 T) to get a reliable estimate of m∗.41
For rough estimates of various parameters, we have used
m∗ = me for simplicity, however this does not in any way
affect the main results of our analysis.
The carrier density n is estimated using Hall data.
Hall data in STO-based interfaces are electron-like, and
show nonlinear behavior, especially at higher values of
Vg. This has been interpreted as evidence of multicarrier
transport. At lower values of Vg hole-like carriers are
also believed to play a role.11,15,28 Hence the estimate of
3n obtained from Hall measurements may be a good ap-
proximation only when single band transport dominates,
possibly in the case of low densities or low values of Vg,
but not if multiple bands are involved in transport. This
in turn introduces uncertainty in the straightforward
determination of τ , which complicates the determina-
tion of other transport parameters, namely, the Fermi
wavenumber kF =
√
2pin, Fermi velocity vF = ~kF /m∗,
mean free path l, and the diffusion constant D = vF l/2
for two dimensional systems.
Contribution due to phonon scattering (∆Rph(T )):
Inelastic scattering of electrons off phonons leads to a
contribution with a power law temperature dependence.
The electron-phonon contribution is proportional to
T 5 in the clean limit in the case of simple isotropic
metals, or proportional to T 3 if Umklapp scattering is
dominant.43 Other powers are also possible if multiple
types of scattering mechanisms are present.44 We note
that these contributions are not expected to play a role
in the temperature range under study in this paper, since
these scattering mechanisms are frozen out to a large
extent at very low temperatures. In STO-based systems,
many experiments have identified a T 2 dependence
of R,30,45,46 attributed to phonon-mediated electron-
electron scattering, or electron-electron scattering in the
presence of multiple bands.
Contribution due to charged impurities (∆Rion(T )):
Charged impurities such as oxygen vacancies are a
common occurrence in STO. These occur, for example,
when the system is annealed in a reducing atmosphere,
causing the removal of neutral oxygen atoms from the
crystal. This leaves behind two extra electrons in the
crystal. Near the interface, these oxygen vacancies form
a donor level just below the conduction band (which
is composed of 3d orbitals) of the system. The extra
electrons can be excited into the conduction band if
the temperature is high enough, and participate in
transport. However, as T is reduced, electrons can drop
back into the donor level, in effect being trapped by the
positively charged oxygen vacancy sites. These charge
traps are known to have activation temperatures TA
ranging from a few Kelvin to a few tens of Kelvins.14
The concentration of these charged impurities decreases
exponentially with increasing temperature on the scale
of TA. Also, the screening of these impurities decreases
with increasing temperature, since the dielectric permit-
tivity of STO, which is also a function of Vg, decreases
with increasing temperature.47 Scattering of electrons
off these partially screened charged impurities leads to
the contribution ∆Rion(T ), which when combined with
the change in resistivity caused by the inelastic mech-
anisms described in the previous paragraph, can lead
to a resistance minimum at intermediate temperatures,
with low temperature saturation, that is commonly
observed in STO based 2DCGs.30 This mechanism may
be present in combination with the Kondo mechanism,
which is typically used in order to describe the observed
resistance minimum in these systems,2,42 and which will
be discussed later.
B. Magnetic Field Dependent Contributions
Classical orbital contribution (∆Rcl(T,B)): A magnetic
field perpendicular to the 2DCG causes an increase
in path length and back-scattering of electrons due to
orbital effects. If only electron-like (or hole-like) carriers
from closed bands participate in transport in a clean
system (with one dominant carrier mobility), ∆Rcl(T,B)
is proportional to B2 ∼ (ωcτ)2 for low fields (ωcτ < 1),
where ωc = eB/m
∗ is the cyclotron frequency, while the
MR saturates at high fields (ωcτ > 1). In the case of
STO-based systems, a quasilinear behavior is typically
observed at high fields,28,48 indicative of some degree
of hole transport, or disorder (large spread in carrier
mobility) in the 2DCG.49 In high mobility STO-based
2DCGs,48 for large positive values of Vg where multiple
bands contribute to transport, this ∆Rcl(B) can be very
large, comparable to any low field corrections to the MR
at fields as small as a few 100 mT,41 and must be taken
into consideration as a background while analyzing the
low field MR. As the scattering time τ increases with
decreasing temperature, this contribution increases with
decreasing T .
Contributions due to magnetic scattering
(∆Rmag(T,B)): Going from higher to lower values
of Vg, the size of ∆Rcl(B) is observed to reduce con-
siderably, and in some cases a negative MR emerges
at the lowest values of Vg.
11,28 This MR is seen to
remain negative even at the highest values of B studied.
One of the causes of negative MR is the presence of
magnetic scattering in the system. STO-based 2DCGs
are known to show a wide range of magnetic phenomena,
ranging from Kondo-like behavior caused by dilute
magnetic scatterers in the system, to spin glasses, to a
full ferromagnetic phase at the highest concentration
of magnetic scatterers.27 What is more, these three
regimes may coexist in the 2DCG owing to a disordered
distribution of magnetic scatterers. For all these regimes,
however, a negative isotropic MR has been predicted
and observed in many systems including STO-based
2DCGs.2,50,51 This negative contribution to the MR,
∆Rmag(T,B), which can be large, is proportional to B
2
for smaller fields, and saturates at higher fields greater
than those required to saturate the magnetic moments.
This negative MR must also be considered on a similar
footing as the positive ∆Rcl(B) in order to analyze the
low field corrections.
The temperature dependence of resistivity due to the
presence of magnetic scatterers depends on the whether
the magnetic moments are in the dilute or the spin glass
limit. In both situations the resistivity increases logarith-
4mically as temperature is decreased, as conduction elec-
trons scatter off partially screened magnetic moments.
If the temperature is lowered below the characteristic
Kondo temperature of the system, the moments are fully
screened, and a saturation in resistance is observed. If,
however, the concentration of magnetic moments is high,
and if the temperature is low enough that the thermal
energy is smaller than the strength of interaction be-
tween individual magnetic moments, the moments start
to freeze out, leading to a spin-glass phase, wherein the
sample resistance can even decrease as temperature is
lowered.52 Thus the presence of magnetic moments in
STO-based 2DCGs can be invoked to explain some of
the observed T and B dependencies in this system.
It was discussed earlier that scattering of conduction
electrons off ionic impurities can give a similar tempera-
ture dependence as the scattering of conduction electrons
off magnetic moments. In principle, it should be possible
to tell these two mechanisms apart by measuring the
temperature dependence of resistance while applying
a magnetic field. ∆Rion(T ) should remain unaffected
by B, while in the case of ∆Rmag(T,B), the resistance
minimum and low temperature saturation should pro-
gressively disappear for higher values of B. However, the
presence of localization corrections and EEI corrections
(to be discussed later) also can give rise to a difference
in the temperature dependence of resistivity for different
values of B. Another way would be to look for a peak
in specific heat of the sample near the estimated Kondo
temperature, however, to our knowledge, this technique
has not been used so far in the case of STO-based 2DCGs.
Single particle localization contributions (∆Rloc(T,B)):
In two dimensions in the presence of disorder, and in
the absence of SOI, all electronic states are localized at
zero temperature.53 If disorder is strong, i.e., kF l < 1
or equivalently, R > RQ = 25.812 kΩ/, which is the
quantum of resistance, then ∆Rloc(T,B) increases expo-
nentially as a function of T .54 For our sample, even at
the lowest value of Vg studied, R at T = 50 mK is ∼ 33
kΩ/, only marginally greater than RQ.
In the regime of R for our sample, the predictions of
the weak localization theory, which assumes a diffusive
system and employs perturbative techniques to derive
single-particle corrections to the conductivity resulting
from the constructive interference of coherently back-
scattered carriers, are generally valid.55 In two dimen-
sions, weak localization predicts a logarithmic increase
in resistance as T is reduced as given by Eqn. 1.54
∆Rloc(T, 0) = − R
2
0
2pi2~/e2
p ln
T
T0
(1)
where T0 = ~/kBτ . The effect is caused by an increase
in the phase coherence time τφ with decreasing tempera-
ture, which typically goes as T−p,54 where p depends on
the mechanism of decoherence. An applied magnetic field
perpendicular to the 2DCG also impedes the coherent in-
terference of the backscattered electron waves, and leads
to a MR. The sign and magnitude of this MR depends
on not just τφ, but also on τso, the spin-orbit scattering
time, and τs, the spin-flip scattering time. The form is
also dependent on the type of SOI present in the sys-
tem, i.e., whether it has a cubic or a linear dependence
on momentum.56,57 If SOI is substantial, then Zeeman
effects can play a role as well, with the electron g factor
of the 2DCG as an additional parameter.58 Finally, the
exact form of the T and B dependencies are dictated by
the dimensionality of the system with respect to weak
localization, i.e., if the associated length scale for deco-
herence, lφ =
√
Dτφ is greater than the film thickness d,
then the film is in the two-dimensional limit.
Despite the complexity of the various theories, it is
clear that SOI is an antilocalizing mechanism, since
the spin-rotation caused by SOI leads to an increase in
the destructive interference of coherently backscattered
carriers. Hence an applied B, which causes decoher-
ence, causes a negative MR in the absence of strong
SOI, and a positive MR in the presence of a strong
SOI. The role of magnetic scattering is also to cause
decoherence.59 The changes in conductivity due to weak
localization/antilocalization are of the order of σ0 =
2e2/h, while the field scales of the effects, Bα, depend on
D and the relevant scattering time τα as Bα = ~/4eDτα.
Estimates of Bα are obtained by fitting to Eqn. 2 which
describes ∆Rloc(T,B):
60
∆Rloc(T,B)
R0
=
R0
2pi2~/e2
[
− 3
2
Ψ
(1
2
+
B2
B
)
+
1
2
Ψ
(1
2
+
B1
B
)
+ ln
B0
B
]
. (2)
Here B1 = Bφ + 2Bs, while B2 = Bφ + (4/3)Bso +
(2/3)Bs, and B0 is the field associated with the elastic
scattering time τ . When analyzing the normalized dif-
ferential MR data, the elastic field B0 drops out of the
equation, as we shall discuss in Section IV. In the con-
text of STO-based 2DCGs, it is difficult to obtain reli-
able estimates of the diffusion constant D of the system
as discussed earlier, hence we describe ∆Rloc(T,B) in
terms of characteristic length scales lα instead of τα, with
l2α = ~/4eBα. The temperature dependence of magnetic
scattering in this system is also unknown. To minimize
the number of fit parameters in the analysis, we ignore
Bs, which is the contribution of magnetic scattering, as
well as the Zeeman effect to weak localization corrections,
and use the form in Eqn. 2 derived by Hikami, Larkin
and Nagaoka, which considers the effect of SOI only as a
scattering rate, without using the forms specific for linear
or cubic SOI.
The corrections due to localization are expected to
decrease with increasing B, and completely die out at
B ∼ ~/l2e.59
Contributions due to EEI in the diffusive limit
(∆REEI(T,B)): EEI effects contribute to the sample
5resistance in a number of ways. Large angle inelastic
collisions in the ballistic limit contribute to the T 2 de-
pendence of ∆Rin(T ) discussed earlier. Small as well
as large angle collisions can modify single particle life-
times of electrons and cause the decoherence of electron
wavefunctions, thus affecting τφ which in turn affects the
localization corrections. On the other hand, many-body
EEI effects in the diffusive limit can cause a change in the
density of states of the 2DCG, and lead to the following
corrections to the conductivity:61
∆σEEI(T,B) =
e2
~
1
4pi2
(
2− 3F
2
)
ln
(kBTτ
~
)
− e
2
~
1
4pi2
Fg2
(gµBB
kBT
)
− e
2
~
1
4pi2
g1(T )Φ2
(2DeB
pikBT
)
(3)
Here the first term is the field-independent exchange
and singlet Hartree contribution of the particle-hole
channel, the second term is the triplet Hartree contri-
bution, while the third term is the orbital contribution
due to the particle-particle channel.54 F and g1(T ) are
both related to the screened Coulomb potential. Since
typically |g1(T )| << 1, this term is usually ignored. F is
of the order of unity and hence the first two terms of the
equation must be considered in our analysis.
The second term gives a negative correction to
the conductivity, and hence a positive ∆REEI(B).
g2(T,B) has a functional form, ∼ 0.084(gµBB/kBT )2
for gµBB/kBT << 1 and ∼ ln(gµBB/kBT )/1.3 for
gµBB/kBT >> 1. For T = 100 mK and assuming g
= 2, this field scale is B = 500 mT.
The first correction to the conductivity, although in-
dependent of B, leads to a negative contribution to the
resistivity, which we can obtain by inverting the conduc-
tivity tensor, and noting that EEI corrections also lead to
a contribution in the Hall coefficient, which are twice the
corrections to the resistivity due to EEI effects. These
corrections, calculated by Houghton62, are given as
∆RexEEI(T,B) =
−m∗
4pi2~nτ
(
2− 3F
2
)
[1−(ωcτ)2]ln
(kBTτ
~
)
(4)
As we noted earlier, ωcτ in our high mobility sample,
especially at large positive values of Vg, can be substan-
tial even at small values of B. This discussion makes is
clear that for analyzing low field data, we must consider
the effect of EEI along with localization. Usually, the
procedure is to isolate the EEI contributions by consid-
ering large fields, at which localization corrections are
negligible. However, for the high mobility STO-based
2DCGs, the classical contribution rapidly increases with
increasing field, making the resolution of EEI contribu-
tions in this manner impossible. Another way to isolate
EEI is by measuring MR in fields parallel to the 2DCG,
since this would eliminate the large positive background
of ∆Rcl(B). However, in the case of STO-based 2DCGs,
this runs into difficulties as one still has to contend
with a negative quadratic background from magnetic
scattering. It is also possible in principle to isolate the
EEI contribution using R vs T data, in cases where
the ∆RexEEI(T,B) is negligible due to ωcτ being very
small. Since EEI leads to a logarithmic increase in R
as temperature is lowered, similar to weak localization
effects, this is usually done by measuring R vs. T in the
presence of a magnetic field larger than that required to
suppress localization effects. However, the application
of a magnetic field would also affect the ∆Rmag(T,B)
contribution in STO-based 2DCGs, making the isolation
of EEI effects difficult. We do expect EEI effects in
STO-based 2DCGs to be substantial especially at the
low temperatures of study, given that the carriers
originate from the narrow 3d t2g orbitals of Ti.
Contributions due to superconducting fluctuations
(∆RSC(T,B)): Finally, we discuss the contribution due
to superconducting fluctuations. STO-based 2DCGs
commonly show a superconducting transition below
about 300 mK. In the vicinity of a superconducting
transition, Aslamazov-Larkin63 corrections to the
conductivity, which are caused by fluctuating Cooper
pairs, and Maki-Thompson64 corrections which are
caused by the coherent scattering of carriers off the
fluctuating Cooper pairs, can be important, depending
on sample cleanliness and measurement temperature.65
This transition was not observed in the case of our (111)
LSAT/STO sample. Our sample does show a very slight
drop in resistance below about 300 mK for Vg ≥ 60 V
(see Fig. 1), but it is not clear whether this slight drop
is due to superconducting fluctuations, or due to other
contributions to the resistivity, such as antilocalization
corrections or magnetic scattering. Due to the absence
of a full superconducting transition, we ignore this
effect in our analysis, however, we note that it must be
taken into consideration in samples which do show a
superconducting transition.
III. SAMPLE FABRICATION AND
MEASUREMENT
Pulsed laser deposition was used to deposit 12 mono-
layers of LSAT epitaxially on (111) oriented STO at a
partial oxygen pressure of 10−4 Torr.17 No post growth
annealing step was performed. Using a combination of
photolithography and Ar ion milling, the 5 mm × 5 mm
LSAT/STO chip was patterned to make four Hall bars,
100 µm wide and 600 µm long. Two of the Hall had their
lengths oriented along the [11¯0] crystal direction and the
6other two had their lengths oriented along the [1¯1¯2] crys-
tal direction. Ti/Au was deposited on contact pads, and
Al wirebonds were made to allow for a 4-probe measure-
ment configuration of transverse and longitudinal resis-
tance. The sample was attached to a copper puck using
silver paint, with care being taken to keep the silver paint
off the sides of the sample, which enabled the application
of a back gate voltage. The sample was measured in an
Oxford Kelvinox MX100 dilution refrigerator. Standard
lockin measurement techniques were used to measure the
differential resistance, with an ac frequency of 3 Hz, and
an ac current ∼ 100 nA. We have shown in an earlier
publication41 that transport in (111) LSAT/STO sam-
ples grown under these conditions does not exhibit the
directional anisotropy which characterizes transport in
(111) LAO/STO.15 Hence we only discuss data obtained
on a single Hall bar, oriented along the [1¯1¯2] direction,
other Hall bars showing qualitatively similar results. On
initially cooling down to T = 50 mK, Vg was swept mul-
tiple times over the entire range, 100 V to -40 V, in order
to ensure that the changes in properties due to changes
in Vg are reproducible, going always from higher to lower
values of Vg.
As discussed earlier, R as a function of T can be non-
monotonic for STO-based 2DCGs. The low T depen-
dence for our sample is as shown in Fig. 1. The data
do show low T increase and saturation of resistance, but
full superconductivity is not observed even at the most
positive values of Vg used. We study the MR below T
= 750 mK for Vg ≥ 60 V, since in this range of Vg, the
hysteretic MR associated with a ferromagnetic phase is
absent,28 hence allowing the analysis of the low field MR
in terms of weak localization.
FIG. 1. R as a function of T for Vg = 100 V, 0 V, and -40 V.
R has been normalized to its value at T = 500 mK.
IV. MAGNETORESISTANCE ANALYSIS
At millikelvin temperatures, the ∆Rph(T ) and
∆Rion(T ) contributions freeze out, hence they can be ig-
nored in our analysis. ∆RSC(T,B) is also ignored since
we do not see superconductivity in our sample, leaving
us with the following equation for R(T,B):
R(T,B) = R0 + ∆Rcl(T,B) + ∆Rmag(T,B)
+ ∆REEI(T,B) + ∆Rloc(T,B) (5)
For Vg ≥ 60 V, as discussed earlier, we can approximate
R as R0, and hence write the differential MR as:
δR(T,B)
R
=
R(T,B)−R(T,B = 0)
R
, (6)
which has the terms ∆Rloc(T,B) − ∆Rloc(T,B = 0).
From Eqn. 2, and noting that the asymptotic form
for Ψ(1/2 + Bα/B) as B → 0 is ln(Bα/B), one arrives
at the following form for the differential localization
correction:43
δRloc(T,B)
R
= −3
2
f(B,B2) +
1
2
f(B,B1). (7)
Here the first term is the triplet Cooperon contribution
while the second term is the singlet Cooperon contribu-
tion, and the function f is given as:
f(B,Bα) =
R
2pi2~/e2
[
Ψ
(1
2
+
Bα
B
)
− ln
(Bα
B
)]
. (8)
Here we note that the elastic field B0 = ~/4eDτ does
not feature in the above equations, thus removing the
dependence on τ , which is difficult to determine, as we
discussed earlier. Figure 2 shows δR/R for Vg = 70 V
and T = 50 mK, along with a fit to Eqn. 7 and 8. We
see that attempting to fit the low field increase in the
MR, which is associated with the presence of a strong
SOI, leads to an extremely poor fit at higher fields. This
excess negative MR cannot be explained by the classical
quadratic background alone since that gives a positive
MR. Hence, in our analysis, we use the following terms
to account for the background due to the classical MR,
magnetic scattering, as well as EEI:
δRBG(T,B)
R
= AB2 − CB
2
D + EB2
. (9)
The positive classical orbital background, and the typ-
ically negative EEI contribution due to exchange and sin-
glet Hartree terms described by Eqn. 5, are quadratic in
field, and are accounted for by the first term of Eqn. 9.
Since this term is proportional to (ωcτ)
2, we expect it to
be stronger for larger values of Vg. We fixed the value of
the coefficient A for all temperatures for a particular Vg.
7FIG. 2. δR/R vs B at Vg = 70 V and T = 50 mK. The dashed
line is a fit to Eqn. 2.
Although the classical contribution can be T -dependent
due to changes in τ , and the exchange and the singlet
Hartree contributions of EEI, vary logarithmically with
T , we found experimentally that our background was well
described by assuming a temperature independent pa-
rameter A. This leads us to conclude that the effective
temperature dependence of τ and this particular EEI con-
tribution is likely to be small in this temperature range.
The second term in Eqn. 9 is quadratic at small fields
and saturates at higher fields. This term might arise
from the negative contribution due to magnetic scatter-
ing discussed earlier. Contributions to EEI which come
from the triplet exchange interactions, described by the
second term of Eqn. 4, and which can be positive or neg-
ative, are quadratic at smaller fields, and logarithmic at
larger fields. This can also be roughly approximated by
the second term of Eqn. 9. The coefficients C, D, and
E were allowed to vary with T , since the contributions
due to magnetic scattering and EEI can be temperature
dependent.
Bso was also held constant since it is expected to be
independent of T , given that the factors contributing to
SOI, namely, band structure effects, atomic SOI, and ap-
plied electric field due to Vg are expected to be constant
in this temperature range. Zeeman and magnetic scat-
tering effects on weak localization were ignored.
Figure 3a shows the MR data, at various values of T for
Vg = 60 V, with fits to Eqn. 2, along with a background
given by Eqn. 6. Figure 3b shows the variation of the
extracted l2φ ∼ τφ as a function of T , for various values of
Vg. We see that τφ increases as T is decreased for all Vg,
and as expected, the increase is the largest for Vg = 100
V for which sheet resistance R is the smallest. τφ also
seems to saturate at lower values of T , with the biggest
effect for Vg = 60 V, which has the largest R.
Figure 4a shows the MR for various values of Vg, mea-
sured at T = 50 mK. From these fits we obtained esti-
FIG. 3. a δR/R vs B at Vg = 60 V and various T . The
dashed line is a fit to Eqn. 3. with a background described
by Eqn. 7 b l2φ (∼ τφ) as a function of T on a logarithmic
scale, for various Vg.
mates for lso and lφ at T = 50 mK for values of Vg, which
are plotted in Fig. 4b. We see that lφ, on the left axis, de-
creases as a function of Vg. This is as expected from the
variation in sheet resistance with Vg, shown in the inset
of Fig. 4b. However, lso clearly also decreases with Vg,
indicating that SOI becomes stronger as Vg is reduced.
Further decrease in Vg at these temperatures leads into
a ferromagnetic phase characterized by a hysteretic MR,
as shown in our earlier report.28
At first glance, this variation in SOI may seem counter-
intuitive if the SOI is Rashba type, with the Rashba
Hamiltonian given as HR = α(nˆ × ~k) · ~S. Here ~S are
the Pauli matrices, ~k is the electron wave vector, and
nˆ is the unit vector perpendicular to the 2DCG plane.
The Rashba SOI coupling constant α is dependent on
Vg, hence one would expect SOI to increase with Vg.
5,66
However, one may explain the observed trend by not-
ing the effect of atomic SOI. Density functional theory
calculations have demonstrated that in the presence of
the trigonal crystal field experienced by the Ti ions near
the interface of (111) oriented STO-based systems, the
8FIG. 4. a δR/R vs. B at T = 50 mK and various values of
Vg. The dashed line is a fit to Eqn. 3. with a background
described by Eqn. 7. b lφ and lso as a function of Vg for T =
50 mK. Inset shows the variation of the sheet resistance with
Vg at T = 50 mK.
three 3d t2g orbitals split into an e
′
g doublet and an a1g
singlet.37,38 The ordering of these orbitals is determined
by strain. It is also known that the effects of atomic
SOI are strongest for degenerate orbitals, leading to their
mixing and splitting.11 In the (111) LSAT/STO sample
studied, if the e′g doublet is lower in energy than the a1g
singlet, this might explain the observed increase of SOI at
lower carrier concentrations, when the low energy bands
are preferentially filled.
V. CONCLUSIONS
We have shown that analysis of MR in STO-based
2DCGs must consider a variety of scattering phenom-
ena which have complicated field and temperature de-
pendence. The strong negative MR shown by our
LSAT/STO sample suggests that magnetic scattering
and EEI contributions must play a major role in deter-
mining MR. Analysing our data in terms of these contri-
butions in addition to a positive classical background and
weak localization effects, leads us to conclude that SOI
indeed gets stronger at smaller gate voltages, and may
play a role in the ferromagnetic state that develops at
these gate voltages. We note that we have neglected the
contribution of magnetic scattering and Zeeman effect to
the weak localization corrections. We have also neglected
the fact that converting from resistance to conductance
involves considering the Hall angle, which can lead to
a 20% difference in the estimated value of conductance,
and can affect the weak localization contribution.
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