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Abstract
We show that the effective potential for local composite operators is a
useful object in studing dynamical symmetry breaking by calculating the ef-
fective potential for the local composite operators ψ¯ψ and φ2 in the Gross–
Neveu (GN) and O(N) models, respectively. Since the effective potential for
local composite operators can be calculated by using the Cornwall–Jackiw–
Tomboulis (CJT) effective potential in theory with additional bare mass
terms, we show that divergences in the effective potential for local composite
operators are the same as in the CJT effective potential. We compare the
results obtained with the results give by the auxiliary field method.
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I. Introduction.
Dynamical symmetry breaking is a difficult problem which requires the use of
nonperturbative methods of investigation. The effective potential for local compos-
ite operators seems a quite natural generalization of the usual effective potential
for elementary scalar fields [1, 2]. However, it is not the way in which people usu-
ally study dynamical symmetry breaking. The reason is that as it was shown [3]
(see also [4]) that unlike the effective potential for elementary scalar fields the effec-
tive potential for local composite operators is plagued with ultraviolet divergences
outside stationary points. The point is that the effective potential for elementary
fields is finite if the usual renormalization of fields, coupling constants, and masses
is performed. This is not true for the effective potential for local composite oper-
ators which is divergent even if the usual renormalization procedure is performed.
Therefore, the method of the effective potential for local composite operators was
practically abandoned for long time and the method of bilocal composite operators
[5-7] (for a review see book [8]) was widely used. However, recently, the useful-
ness of the effective action for local composite operators has been advocated [9].
In particular, it was applied to the gauged Nambu–Jona-Lasinio (NJL) model and
it was shown that the method works even in the cases where the auxiliary field
method fails. After that the method was successfully applied to the description of
the conformal phase transition in gauge theories [10] and to the description of the
nonperturbative dynamics in QED3 [11].
In this paper we continue the study of the effective potential for local composite
operators by calculating the effective potential for the local composite operator ψ¯ψ
and φ2 in the GN and O(N) models, respectively. Since the effective potential for lo-
cal composite operators can be calculated by using the Cornwall–Jackiw–Tomboulis
(CJT) effective potential [5] for bilocal operators taken at its extrema in the theory
2
with additional source terms for the corresponding local composite operators, we
show that actually divergences in the effective potential for local composite opera-
tors are the same as in the CJT effective potential taken at its extrema. Therefore,
we argue that the negative attitude with respect to the effective potential for local
composite operators due to the problem of ultraviolet divergences mentioned above
have to be reconsidered.
As well known the auxiliary field method is widely used in investigation of some
physical models (like, e.g., the GN [12] and O(N) models [13]; for a recent review of
these models see, e.g., [14]). The introduction of auxiliary field allows one to rewrite
the Lagrangian in a quadratic form of the initial fields. Then, by integrating over
the initial fields, we obtain the effective action for auxiliary field. Note that the GN
model is exactly solvable (its exact S-matrix was found in [15].) We compare the
method of the effective potential for local composite operator with the auxiliary field
method. In agreement with the paper [9], we show that the method of the effective
potential for composite operators successfully works even in the cases where the
auxiliary field method fails.
In the GN model it was shown long ago (see [12, 16]) at g > 0 the effective
potential for the local composite operator ψ¯ψ and the effective potential for auxil-
iary field describe essentially the same physics and coincide in the continuum limit
(cut-off Λ2 → ∞). However, we show that at g < 0 the effective potentials have
a different behavior. The effective potential for the local composite operator ψ¯ψ
is a monotonously increasing function of < 0|ψ¯ψ|0 >, meanwhile, the effective
potential for auxiliary field is a monotonously decreasing function of σ. In this
case the auxiliary field does not describe the dynamics of any physical state of the
model. However, it can be useful in getting S-matrix because its propagator describes
fermion-antifermion scattering. We briefly comment on the physical meaning and
interpretation of the effective potentials. Since < 0|φ2c |0 > is not an order parameter
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in the O(N) model, the effective potential for the local composite operator φ2 is less
useful than the effective potential for ψ¯ψ in the GN model.
II. The Gross–Neveu model.
Let us calculate the effective potential for the local composite operator ψ¯ψ in
the GN model. The Lagrangian of the GN model [12] reads
L = i
N∑
k=1
ψ¯kγ
µ∂µψk +
g
4N
(
N∑
k=1
ψ¯kψk)
2, (1)
where N is the number of flavors and the dimension of spacetime is 1 + 1. Lagrangian
(1) is invariant with respect to the discrete chiral symmetry (ψ → γ5ψ). The
calculation of the effective potential proceeds as follows. By adding the source Jψ¯ψ
and integrating over the fermion fields, we obtain the generating functional
eiW (J) =
∫
Dψ¯Dψei
∫
(L+Jψ¯ψ)d2x. (2)
The σc field (a classical field) is
σc =< 0|ψ¯ψ|0 >=
δW (J)
δJ
. (3)
The effective action for σc is given by the Legendre transformation of W (J)
Γ(σc) = W (J)−
∫
Jσcd
2x. (4)
To obtain the effective potential, it suffices to set J = const. Then the relation
Γ(σc) = −
∫
d2xV (σc) gives us the effective potential V (σc) . We calculate V (σc) by
integrating the obvious equality dV (σc)
dσc
= J(σc). To get V (σc), we should express J
through σc. In the case under consideration it is very difficult to perform. Therefore,
by following paper [9], where the effective potential in the gauged NJL model was
first calculated, we use the fermion mass as a variable in the effective potential
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instead of the variable σc
σc =< 0|ψ¯ψ|0 >= −N
m
2pi
ln(
Λ2
m2
+ 1). (5)
Thus, we have
V (σc) =
∫
J(σc)dσc =
∫
J(m)
dσc
dm
dm. (6)
The most difficult part is to calculate the generating functionW (J) or what we need
is our case (see Eq. (3)) a relation between J and σc (σc is equal to
δW
δJ
, therefore,
all the same we need to know W (J)). Let us show that one can actually calculate
W (J) by using the CJT effective potential for bilocal operators. Indeed, what is the
physical meaning ofW (J)? At constant J it is the vacuum energy density integrated
over spacetime of the model with additional bare mass term Jψ¯ψ. It is easy to see
how it can be calculated from the CJT effective potential. Indeed, it is nothing else
but the value of the CJT effective potential (in the system with that additional bare
mass term) taken at its extremum. As well known the CJT effective potential at
its extremum gives the Schwinger–Dyson (SD) equation. This gives us the required
relation between J and m
J =
gm
4pi
ln(
Λ2
m2
+ 1)−m, (7)
which is the SD equation at first order in g in model (1) with the bare mass term
Jψ¯ψ. Thus, from (5)-(7) we find V (m)
V (m) =
N
4pi
∫
(1 +
g
4pi
ln(
Λ2
m2
+ 1))(ln(
Λ2
m2
+ 1)−
2
1 + m
2
Λ2
)dm2. (8)
Finally, by integrating in (8) we obtain the effective potential
V (m2) =
Nm2
4pi
(−
g
4pi
ln2(
Λ2
m2
+ 1) + ln(
Λ2
m2
+ 1)−
Λ2
m2
ln(
m2
Λ2
+ 1)). (9)
Before analysing the effective potential (9) we outline the calculation of the
effective potential for auxiliary field in order to compare in what follows the results
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given by two effective potentials. By using the Hubbard–Stratonovich auxiliary field
method [17, 18], we represent Lagrangian (1) in the equivalent form
L =
N∑
k=1
(iψ¯kγ
µ∂µψk + σψ¯kψk)−N
σ2
g
(10)
(according to Lagrangian (10), the equation of motion for the auxiliary field is
σ = gψ¯ψ
2N
and substituting it in (10) we obtain Lagrangian (1)).
By integrating over the fermion fields and setting σ = const, we obtain the
effective potential for the auxiliary field σ
Vaf(σ)
N
=
σ2
g
−
∫
d2p
(2pi)2
ln(1+
σ2
p2
) =
σ2
g
−
1
4pi
[
Λ2ln(
σ2
Λ2
+ 1) + σ2ln(
Λ2
σ2
+ 1)
]
. (11)
It is easy to see that there is a nontrivial minimum (σ2 = Λ2e−
4pi
g ) of Vaf (σ) at
g > 0. On the other hand, at g < 0 Vaf (σ) is a monotonously decreasing function
and does not have a minimum. The absence of a stable vacuum means that in this
case the field σ is not a ”good” variable and does not describe nontrivial dynamics
of any physical states of the system. This is in contrast to the the case g > 0 where
Vaf (σ) has a nontrivial minimum and where the field σ describes the dynamics of a
bound state of the model in the fermion-antifermion channel (since g > 0, we have
an attraction in the fermion-antifermion channel that in two-dimensional space-time
immediately leads to the formation of a bound state). Indeed, on the equation of
motion σ = gψ¯ψ
2N
and, as well known [19], any local composite operator with right
quantum numbers can be chosen as an interpolating field for the corresponding
bound state. On the other hand, at g < 0 we have repulsion in the fermion-
antifermion channel and the corresponding bound state is absent. Therefore, in
this case the field σ does not describe the dynamics of any physical states of the
system and its introduction is only a technical trick.
The difference between the cases of g > 0 and g < 0 is even more evident
in Euclidean space. Since the integral
∫+∞
−∞ e
− iσ
2N
g dσ exists both for positive and
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negative g, in Minkowski space potential (11) is valid for any sign of g. However,
this is not true in Euclidean space. For g > 0 we can introduce the auxiliary field σ
in the usual way because the integral
∫ +∞
−∞ e
−σ
2N
g dσ exists for positive g. However,
it is not immediately clear how one can introduce auxiliary field at g < 0 because
the integral
∫+∞
−∞ e
−σ
2N
g dσ is meaningless for g < 0. Does it means that at g < 0
it is not possible to introduce an auxiliary field in Euclidean space and thus the
formulations of the model in Minkowski and Euclidean spaces are not equivalent?
No, it does not. We can introduce an auxiliary field at g < 0 by integrating over
σ along the imaginary axis (see [14], p.33). Indeed,
∫ +i∞
−i∞ dσe
−σ
2N
g
+bσ = i
√
pi|g|
N
e
b2g
4N
(g < 0) and, by setting b = ψ¯ψ, we rewrite the Lagrangian in a quadratic form
in the fermion fields. However, although we managed to introduce the auxiliary
field, in this case the σ field is not a usual field. Indeed, we integrate along the
imaginary axis, however, the classical equation of motion gives real σ = gψ¯ψ
2N
. This
clearly shows that at g < 0 the σ field is not a ”good” variable and does not describe
the dynamics of any physical states of the system, however, it is useful in getting
S-matrix because the propagator of σ describes fermion-antifermion scattering.
Let us study the behavior of the effective potential for the local composite op-
erator (9) as a function of m2 for small m2 (m2 ≪ Λ2). It is easy to show that at
g > 0 there is a non-trivial minimum of V at m2 = Λ2e−
4pi
g . It coincides with the
minimum given by the effective potential for auxiliary field Vaf (11) and with the
corresponding result in [12]. This is in accord with the conclusion of [12], where
it was shown that in the continuum limit Λ2 → ∞ the effective potential for the
composite field coincides with the effective potential for the auxiliary field at g > 0
when the GN model is asymptotically free. However, as Gross and Neveu noted,
in non-asymptotically free theories the two effective potentials do not coincide in
general. This is true for the GN model at g < 0 (this is directly seen from compari-
son of the effective potentials (9) and (11)), where the model is not asymptotically
7
free. The effective potential for the composite operator (9) gives a reasonable result
because it is a growing function of m2 at least for small m2 (a natural result in the
case of repulsion). (For m2 ≫ Λ2 the effective potential (9) tends to infinity for
any value of g. This is connected with well-known fact that the energy density for
fermions is unbounded from below as m2 →∞ even in free theory (see, e.g., [20] for
the case of the CJT effective potential)). On the other hand, the effective potential
for auxiliary field Vaf(σ) (11) is a monotonously decreasing function of σ. This is
not a behavior which one would expect in the case of repulsion in the corresponding
channel. As we noted above this means that at g < 0 the introduction of auxiliary
field is a technical trick and the field σ in this case does not describe the dynamics
of any physical states of the system. However, as we noted above it can be used for
getting S-matrix because the σ propagator describes fermion-antifermion scattering.
Consequently, we can consider the effective actions for local composite operators and
auxiliary fields as complementary.
Let us comment on the physical meaning of two effective potentials. The effective
potential for auxiliary field has, in general, a physical meaning only at stationary
points (at g > 0 the physical meaning of the field σ is wider because in this case
it describes the fermion-antifermion bound state). On the other hand, the effective
potential for the local composite operator (9) is physically meaningful also outside
stationary points because the composite operator ψ¯(x)ψ(x) is local. Indeed, it is
well known [3, 21] that potentials for nonlocal composite operators have a simple
interpretation only at stationary points where they are equal to vacuum energy den-
sities. In general, at other points they correspond to having nonlocal sources turned
on (for example, ψ¯(x)J(x, y)ψ(y) in the case of the CJT effective potential) and
if these sources are nonlocal in time their interpretation as energy densities breaks
down and they are, in general, unbounded from below (this is the case for the CJT
potential [20-24]). However, if we consider the effective potential for local operators
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or at least for sources which do not dependent on time, then the corresponding
potential is physically meaningful outside stationary points [3].
As we noted in Introduction the method of the effective action for local composite
operators was not widely used because of the presence of ultraviolet divergences.
Instead, the CJT effective action for bilocal operators was used. However, as we
showed above one can actually calculate the effective potential for local composite
operators by using the CJT effective potential taken at its extrema in the system
with the corresponding additional source terms. This shows that in fact divergences
in the effective potential for local operators are the same as in the CJT potential
taken at its extrema. One of reasons why it was not noted earlier is connected with
the choice of variables used. Usually the mass function B(p2) is used as a variable
in the CJT effective potential and < 0|ψ¯ψ|0 > as a variable in the effective potential
for local composite operators, which may diverge even if B(p2) is finite. Thus, we
confirm the results of [9] that the effective potential for local composite operators is a
very useful object in studing dynamical symmetry breaking and it works even in the
cases where the auxiliary field method fails. In fact, the effective potential for local
composite operators has an advantage over the CJT effective potential for bilocal
operators. The CJT effective potential gives the energy density of the system only
at stationary points because as we noted above outside stationary points nonlocal
sources are turned on and the criterion of energy stability cannot be used. On the
other hand, the effective potential for local composite operators gives the energy
density of system with the corresponding constrainted vacuum expectation values
of composite operators.
III. O(N)-model.
In this section by using as an example the O(N) model we show that the method
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for the calculation of the effective potential for local composite operators can be
easily extended to the case of scalar fields. The Lagrangian of the O(N) model [13]
reads
L =
N∑
k=1
(
1
2
∂µφ
k∂µφk −
1
2
µ20φ
kφk)−
λ
4!N
(
N∑
k=1
φkφk)2, (12)
where φ is an N-dimensional vector and the dimension of spacetime is 3 + 1. Clearly,
the model possesses the O(N) symmetry with respect to rotation in φ. This model is
of interest not only from the academic viewpoint but also because for specific N this
model is in fact the Higgs sector of Standard Model. It was studied in many papers
[13, 25-31] (see also [14]). It is well known that this model cannot be considered as a
consistent interacting model due to the problem of triviality. As shown in [26-29] in
the leading 1
N
approximation the effective potential for φ is double-valued for small
and complex for large values of the scalar field. Furthermore, Re V (φc) → −∞ as
φc → ∞ (φc =< 0|φ|0 >). One could expect that the model with a finite cut-off is
a sensible theory with effective potential bounded from below. However, as shown
in [31] although for small values of φ2c the potential of such a model is real and
single-valued, there is the second branch of the effective potential at large values
of φ2c on which the potential is complex and Re V (φc) → −∞ as φc → ∞. Thus,
the O(N) model with finite cut-off cannot be considered as a completely consisitent
theory. Nonetheless, phenomenologically it is a viable model for small energies.
As follows from Lagrangian (12) every vertex gives an additional factor 1
N
in
scattering amplitude except, as well known (see, e.g., [32]), the tadpole corrections
to the propagator of φ. Therefore, it is convenient to rearrange perturbation theory
so that the tadpole corrections were consistently taken into account in the lowest
order of perturbation theory. It can be done either by introducing auxiliary field or
by using the propagator with tadpole corrections included.
To calculate the effective action for the elementary field φ and the local composite
operator φ2, we first introduce the sources J1φ + J2φ
2. Then we should calculate
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W (J1, J2). After that by performing the Legendre transformation in J1 and J2,
we get the effective action Γ(φc, ρ), where φc =
δW (J1,J2)
δJ1
=< 0|φ|0 > and ρ =
δW (J1,J2)
δJ2
=< 0|φ2(x)|0 >. Actually we obtain Γ(φc, ρ) by integrating the obvious
relation δΓ
δρ
= −J2, i.e.
Γ(φc, ρ) = −
∫
J2(ρ)dρd
4x+ Γ˜(φc), (13)
where Γ˜(φc) is a constant integration which depends only on φc and can be calculated
in the standard way for J2 = 0 by calculating the effective action only for the field
φ. Of course, the most important part is to get a relation between J2 and ρ or J2
and M , where M is the mass of the field φ. To obtain the effective potential, we set
in what follows φc = const and ρ = const. As in the GN model it is more convenient
to use the mass M as an independent variable instead ρ
ρ =< 0|φ2(x)|0 > = φ2c(x) +G(x, x) = φ
2
c(x) +N
∫
d4k
(2pi)4
i
k2 −M2
=
φ2c(x) +
N
16pi2
(Λ2 −M2ln(
Λ2
M2
+ 1)), (14)
where G(x, y) is the propagator of the field φ (G(k) = i
k2−M2
). According to the
method described in the previous section the sought relation between J2 and M can
be obtained from the SD equation in the theory with bare term J2φ
2. Indeed, sup-
pose we calculated the CJT effective action ΓCJT (φc, GCJT ) for φ and its propagator
GCJT in the theory with that additional bare term. What is the physical meaning of
the CJT effective action at the extremum in GCJT? Obviously, it is minus vacuum
energy integrated over spacetime of the model with the additional bare term and
constrained value < 0|φ|0 >= φc of the field φ. Consequently, the corresponding
SD equation δΓCJT (φc,GCJT )
δGCJT
= 0 gives us the required relation between J2 and M (at
extremum the propagator GCJT coincides with the propagator G)
M2 = µ20 − 2J2 +
λ
6N
(φ2c +
N
(2pi)4
∫
d4k
k2 +M2
). (15)
11
Thus, we have Γ(φc,M) =
∫
d4x(−Ω(φc,M)) (also Γ˜(φc) = −
∫
d4xVeff (φc)), where
Ω is the sought effective potential
Ω(φc,M) =
∫
J2(M)
dρ
M
dM + Veff(φc). (16)
By integrating in M, we get the sought action
Ω(φc,M) = −
λ
12
(φ2c +
NΛ2
16pi2
)
M2
16pi2
ln(
Λ2
M2
+ 1) +
λN
24
(
M2
16pi2
)2ln2(
Λ2
M2
+ 1)−
µ20NM
2
32pi2
ln(
Λ2
M2
+ 1)−
N
64pi2
[
M4ln(
Λ2
M2
+ 1)−M2Λ2 + Λ4ln(
M2
Λ2
+ 1)
]
+ Veff(φc). (17)
It remains to calculate Veff(φc). As we mentioned above Veff(φc) is the effective
potential for φ in the case J2 = 0. Obviously, it can be calculated also from the
CJT eftective action taken at the extremum but in this case in the theory without
additional bare term J2φ
2. The CJT effective action in the O(N) model in the
two-loop approximaion is equal to
ΓCJT (φc, G˜) = I(φc) +
i
2
TrLnG˜−1 +
i
2
TrD−1(φc)G˜
−
λ
4!N
∫
d4xG˜kk(x, x)G˜ll(x, x), (18)
where
I(φc) =
∫
d4x(
1
2
∂µφc∂
µφc −
1
2
µ20φ
2
c −
λ
4!N
(φ2c)
2),
D−1kl (φc; x, y) = −i
δ2I(φc)
δφkc (x)δφ
l
c(y)
= −i(−∂µ∂µ − µ
2
0 −
λ
6N
φ2c)δkl,
where we keep only terms at the leading order in 1
N
and G˜ is the propagator of φ in
the theory without the additional bare term J2φ
2. By solving the SD equation
δΓCJT (φc, G˜)
δG˜kl
= 0 (19)
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and substituting the found propagator G˜kl back in (18), we find the effective action
for Γ˜(φc). To get the effective potential, it suffices to set φc = constant. The solution
of (19) is G˜kl =
iδkl
p2−m2
, where m2 as a function of φc is given by the equation
m2 = µ20 +
λ
6N
(φ2c + I), (20)
where I = N
(2pi)4
∫
d4k
k2+m2
. Consequently, by substituting G˜ = i
p2−m2
in (18), we get
Veff(φc) =
µ20
2
φ2c +
λ
4!N
(φ2c)
2 +
N
2
∫
d4k
(2pi)4
ln(1 +
m2
k2
)−
λ
4!N
I2. (21)
Thus, we have calculated the effective potential for the elementary scalar field
φ and the local composite operator φ2 (17) in the O(N) model and showed how
the method for calculation of the effective potential for local composite operators
described in the previous section for fermion fields can be generalized to the case
of scalar fields. Note that as one would expect for the effective potential for local
composite operators the effective potential (17) is quadratically divergent. It is
finite only at the extremum in M (i.e. when J2 = 0) and if, of course, the usual
renormalization of mass, coupling constant, and the field φ is performed. There is
also an important difference between the effective potential (17) and the effective
potential for the composite field ψ¯ψ in the GN model. In the GN model ψ¯ψ is
an order parameter and at g > 0 in a near-critical region the composite field ψ¯ψ
describes the dynamics of light physical particles (fermion-antifermion bound states).
Since φ2 is not an order parameter in the O(N) model, such an interpretation of the
field ρ and the effective potential (17) is absent in this case.
To study symmetry breaking in the O(N) model, it is enough to consider the
effective potential for the scalar field φ. Obviously, the effective potential for φ is
minus Γ(φc,M) at the extremum in M . The extremum of Γ(φc,M) in M (or what
is the same the extremum of Γ(φc, ρ) in ρ) means that J2 = 0. Therefore, as follows
from (17) the effective potential for the field φ is simply Veff (φc), i.e. it coincides
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with the effective potential for the field φ given by the CJT method at the extremum
in G˜. This shows once again a close relation between the effective potential for local
quadratic composite operators and the CJT effective potential. Of course, this is
due to the fact that one can calculate the generating functional by using the CJT
method in the theory with the corresponding bare terms. Since the effective potential
(21) for the field φ coincides with the effective potential calculated by Nunes and
Schnitzer [31], their analysis of the O(N) model in the leading 1
N
approximation and
conclusions remain intact.
IV. Conclusion.
Since the effective potential for local composite operators can be calculated by
using the CJT effective potential taken at extrema in the theory with additional
source terms, divergences of the effective potential for local composite operators are
the same as in the CJT effective potential taken at extrema in the theory with the
corresponding source terms. Therefore, we believe that the negative attitude with re-
spect to the effective potential for local composite operators have to be reconsidered.
As follows from our analysis in the GN and the O(N) models the effective poten-
tial for local composite operators is especially useful in studing symmetry breaking
when the corresponding local composite operators are order parameters of theory
(as we saw on the example of the O(N) model if they are not order parameters, then
the effective potential for composite operator at least in the leading 1
N
approxima-
tion does not have particular advantages over the usual effective potential for the
elementary scalar field φ in studing symmetry breaking).
We showed that the auxiliary field method successfully works only in the cases
where auxiliary field is an interpolating field for some physical particles. For ex-
ample, in the Gross–Neveu model the effective potential for the composite operator
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ψ¯ψ and the effective potential for auxiliary field describe the same physics at g > 0,
where the auxiliary field σ is an interpolating field for the fermion-antifermion bound
state. The situation is different at g < 0, where the auxiliary field σ does not de-
scribe the dynamics of any physical states of the system (however, even in this case
the auxiliary field can be useful because its propagator describes fermion-antifermion
scattering). On the other hand, the effective potential for the composite operator ψ¯ψ
is a monotonously increasing function for g < 0 (a reasonable behavior in the case of
repulsion in the fermion-antifermion channel). The difference in the behavior of the
two potentials is related to the fact that the two potentials have different physical
status. In general, the effective potential for auxiliary field is physically meaningful
only at stationary points. On the other hand, the effective potential for local com-
posite operators is physically meaningful at all points where it is the energy density
of the model under consideration with the corresponding constrained values of com-
posite operators. Thus, we consider various effective actions as complementary and
useful for the corresponding problems under consideration.
The author is grateful to Prof. V.A. Miransky for helpful discussions and valuable
remarks and acknowledges useful comments on the text of Prof. A.A. Natale. The
author thanks Profs. Nunes and Schnitzer for bringing his attention to [31]. This
work was supported in part by the prize of the President of Ukraine for young
scientists for 1998 year and FAPESP grant No. 98/06452-9.
References
[1] K. Symanzik, Commun.Math.Phys. 16 (1970), 48.
[2] S. Coleman, in ”Laws of Hadronic Matter, 1973 International School of Subnu-
clear Physics ”Ettore Majorana,” (A. Zichichi, Ed.),
p. 139, New York, 1975.
15
[3] T. Banks and S. Raby, Phys.Rev. D14 (1976), 2182.
[4] U. Ellewanger, Nucl.Phys. B207 (1982), 447.
[5] J.M. Cornwall, R. Jackiw, E. Tomboulis, Phys.Rev. D10 (1974), 2428.
[6] R.W. Haymaker, Riv.Nuovo Cim. 14, No.8 (1991), 1.
[7] V.P. Gusynin, V.A. Miransky, and V.A. Kushnir, Phys. Rev. D39 (1989), 2355.
[8] V. A. Miransky, ”Dynamical Symmetry Breaking in Quantum Field Theories,”
World Scientific, Singapore, 1993.
[9] V.A. Miransky, Int.J.Mod.Phys. A8 (1993), 135.
[10] V.A. Miransky and K. Yamawaki, Phys.Rev. D55 (1997), 5051.
[11] V.P. Gusynin, V.A. Miransky, and A.V. Shpagin, Phys.Rev. D58 (1998),
085023.
[12] D.J. Gross and A. Neveu, Phys.Rev. D10 (1974), 3235.
[13] S. Coleman, R. Jackiw, and H.D. Politzer, Phys.Rev. D10 (1974), 2491;
H.J. Schnitzer, Phys.Rev. D10 (1974), 1800;
L. Dolan and R. Jackiw, Phys.Rev. D 9 (1974), 3320;
see also Appendix in [1].
[14] J. Zinn-Justin, hep-th/9810198.
[15] A.B. Zamolodchikov and A.B. Zamolodchikov, Ann. Phys. (N.Y.) 120 (1979),
253.
[16] R.W. Haymaker, T. Matsuki, and F. Cooper, Phys.Rev. D35 (1987), 2567.
[17] J. Hubbard, Phys.Rev.Lett. 3 (1959), 77.
16
[18] R.L. Stratonovich, Sov.Phys.-Dokl. 2 (1958), 416.
[19] R. Haag, Phys.Rev. 112 (1958), 669;
K. Nishijima, Phys.Rev. 111 (1958), 995;
W. Zimmermann, Nuovo Cimento 10 (1958), 597.
[20] M. Peskin, in ”Les Houches 1982,” (J.B. Zuber and R. Stora Eds.),
North-Holland, Amsterdam, 1984.
[21] R. Haymaker and J. Perez-Mercader, Phys.Rev. D27 (1983), 1352.
[22] R. Haymaker and T. Matsuki, Phys.Rev. D33 (1986), 1137.
[23] R. Casalbuoni, S. de Curtis, D. Dominici, and R. Gatto, Phys.Lett. B140 (1984),
354.
[24] M. Inoue, H. Katata, T. Muta, and K. Shimizu, Prog.Theor.Phys. 79 (1988),
519.
[25] R.G. Root, Phys.Rev. D10 (1974), 3322.
[26] M. Kobayashi and T. Kugo, Prog.Theor.Phys. 54 (1975), 1537.
[27] L.F. Abbott, J.S. Kang, and H.J. Schnitzer, Phys.Rev. D13 (1976), 2212.
[28] A.D. Linde, Nucl.Phys. B125 (1977), 369.
[29] W.A. Bardeen and M. Moshe, Phys.Rev. D28 (1983), 1372.
[30] P.M. Stevenson, Phys.Rev. D32 (1985), 1389.
[31] J.P. Nunes and H.J. Schnitzer, Int.J.Mod.Phys. A10 (1995), 719.
[32] S. Coleman, ”Aspects of Symmetry,”
Cambridge University Press, 1985.
17
