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Abstract
We study certain Poisson structures related to quantized envelop-
ing algebras. In particular, we give a description of the Poisson struc-
ture of a certain manifold associated to the ring of differential opera-
tors.
0 Introduction
Let U be the quantized enveloping algebra corresponding to a finite dimen-
sional complex simple Lie algebra g. It is a Hopf algebra over Q(q, q−1). In [4]
De Concini-Procesi introduced a certain Q[q, q−1]-form UQ[q,q−1], and studied
its properties (see also [1]). For z ∈ C× we denote by Uz the specialization
of UQ[q,q−1] at q = z. Let ℓ be a positive odd integer, and let ζ ∈ C
× be a
primitive ℓ-th root of 1 (we assume that ℓ is prime to 3 for type G2). Then Uζ
is canonically isomorphic to the specialization of the De Concini-Kac form at
q = ζ . Denote by Zζ the central Hopf subalgebra of Uζ generated by the ℓ-th
powers of typical generators. It is called the Frobenius center of Uζ . Then
one of the main results of [4] (and [1]) is the following isomorphisms of Hopf
algebras:
(0.1) Zζ ∼= U1 ∼= C[M ],
whereM is a certain algebraic group associated to g. The three Hopf algebras
appearing in (0.1) are endowed with natural Poisson Hopf algebra structures,
and the isomorphisms in (0.1) is in fact that of Poisson Hopf algebras. In
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[4] De Concini-Procesi constructed an isomorphism U1 ∼= C[M ] by giving
a correspondence between generators and verifying the necessary relations
among generators by a lengthy calculation. Later a more natural construction
of the isomorphism in terms of the Drinfleld paring was found by Gavarini
[5].
In this note we present a slightly different proof of (0.1) which is still based
on Gavarini’s construction of the isomorphism. In fact in [5] the statement
about the Poisson structure is deduced from its dual statement, but our
argument is more direct (we do not claim that our proof is simpler than the
one in [5]). We also give a description of the Poisson algebra associated to
the ring of differential operators.
In this paper we shall use the following notation for a Hopf algebra H
over a field K. The comultiplication, the counit, and the antipode of H are
denoted by
∆H : H → H ⊗K H,(0.2)
εH : H → K,(0.3)
SH : H → H(0.4)
respectively. The subscript H will often be omitted. For n ∈ Z>0 we denote
by
∆n : H → H
⊗n+1
the algebra homomorphism given by
∆1 = ∆, ∆n = (∆⊗ idH⊗n−1) ◦∆n−1,
and write
∆(h) =
∑
(h)
h(0) ⊗ h(1), ∆n(h) =
∑
(h)n
h(0) ⊗ · · · ⊗ h(n) (n ≧ 2).
I would like to express my appreciation to F. Gavarini for pointing out
the reference [5] and informing me of several valuable comments on the first
version of this manuscript.
1 Lie algebras
Let g be a finite-dimensional simple Lie algebra over C and let h be its Cartan
subalgebra. We denote by ∆ ⊂ h∗, Q ⊂ h∗ and W ⊂ GL(h∗) the set of roots,
the root lattice
∑
α∈∆ Zα, and the Weyl group respectively. We fix a set of
2
simple roots {αi}i∈I , and denote the corresponding set of positive roots and
simple reflections by ∆+ ⊂ h∗ and {si}i∈I ⊂W respectively. Set
Q+ =
∑
α∈∆+
Z≧0α =
⊕
i∈I
Z≧0αi ⊂ h
∗.
We denote the longest element of W by w0. Let
(1.1) ( , ) : h∗ × h∗ → C
be the W -invariant symmetric bilinear form satisfying (β, β)/2 = 1 for short
roots β ∈ ∆. We define subalgebras n+, n− of g by
n± =
⊕
β∈∆+
g±β,
where
g±β = {x ∈ g | [h, x] = ±β(h)x (h ∈ h)}.
Then we have
g = n+ ⊕ h⊕ n−
For each i ∈ I we take ei ∈ gαi , fi ∈ g−αi , hi ∈ h such that [ei, fi] = hi and
αi(hi) = 2.
We define a subalgebra m of g⊕ g by
m = {(h+ x,−h + y) | h ∈ h, x ∈ n+, y ∈ n−}.
Set
m0 = {(h,−h) | h ∈ h}, m+ = {(x, 0) | x ∈ n+}, m− = {(0, y) | y ∈ n−}.
They are subalgebras of m, and we have m = m+ ⊕m0 ⊕m−. Moreover, we
have isomorphisms
h ≃ m0 (h↔ (h,−h)),(1.2)
n+ ≃ m+ (x↔ (x, 0)),(1.3)
n− ≃ m− (y ↔ (0, y))(1.4)
of Lie algebras. We denote by
(1.5) ι : h→ m0
the isomorphism (1.2). For i ∈ I set
xi = (ei, 0) ∈ m
+, yi = (0, fi) ∈ m
−, ti = (hi,−hi) ∈ m
0.
Let G be the adjoint group of g. We denote by M the connected closed
subgroup of G×G with Lie algebra m. Let M0, M± be the connected closed
subgroups of M with Lie algebras m0, m± respectively.
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2 Quantized enveloping algebras
For n ∈ Z≧0 we set
[n]t =
tn − t−n
t− t−1
∈ Z[t, t−1], [n]t! = [n]t[n− 1]t · · · [2]t[1]t ∈ Z[t, t
−1].
For n ∈ Z and m ∈ Z≧0 we set[
n
m
]
t
= [n]t[n− 1]t · · · [n−m+ 1]t/[m]t!.
The quantized enveloping algebra U = Uq(g) of g is an associative algebra
over Q(q) = Q(q) with identity element 1 generated by the elements Kλ (λ ∈
Q), Ei, Fi (i ∈ I) satisfying the following defining relations:
K0 = 1, KλKµ = Kλ+µ (λ, µ ∈ Q),(2.1)
KλEiK
−1
λ = q
(λ,αi)Ei, (λ ∈ Q, i ∈ I),(2.2)
KλFiK
−1
λ = q
−(λ,αi)Fi (λ ∈ Q, i ∈ I),(2.3)
EiFj − FjEi = δij
Ki −K
−1
i
qi − q
−1
i
(i, j ∈ I),(2.4)
1−aij∑
n=0
(−1)nE
(1−aij−n)
i EjE
(n)
i = 0 (i, j ∈ I, i 6= j),(2.5)
1−aij∑
n=0
(−1)nF
(1−aij−n)
i FjF
(n)
i = 0 (i, j ∈ I, i 6= j),(2.6)
where qi = q
(αi,αi)/2, Ki = Kαi , aij = 2(αi, αj)/(αi, αi) for i, j ∈ I, and
E
(n)
i = E
n
i /[n]qi!, F
(n)
i = F
n
i /[n]qi !
for i ∈ I and n ∈ Z≧0. Algebra homomorphisms ∆ : U → U ⊗ U, ε : U →
Q(q) and an algebra anti-automorphism S : U → U are defined by:
∆(Kλ) = Kλ ⊗Kλ,(2.7)
∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei, ∆(Fi) = Fi ⊗K
−1
i + 1⊗ Fi,
ε(Kλ) = 1, ε(Ei) = ε(Fi) = 0,(2.8)
S(Kλ) = K
−1
λ , S(Ei) = −K
−1
i Ei, S(Fi) = −FiKi,(2.9)
and U is endowed with a Hopf algebra structure with the comultiplication
∆, the counit ε and the antipode S.
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We define subalgebras U0, U≧0, U≦0, U+, U− of U by
U0 = 〈Kλ | λ ∈ Q〉,(2.10)
U≧0 = 〈Kλ, Ei | λ ∈ Q, i ∈ I〉,(2.11)
U≦0 = 〈Kλ, Fi | λ ∈ Q, i ∈ I〉,(2.12)
U+ = 〈Ei | i ∈ I〉,(2.13)
U− = 〈Fi | i ∈ I〉.(2.14)
Note that U0, U≧0, U≦0 are Hopf subalgebras of U , while U+ and U− are
not Hopf subalgebras.
The following result is standard.
Proposition 2.1. (i) {Kλ | λ ∈ Q} is a Q(q)-basis of U
0.
(ii) U+ (resp. U−) is isomorphic to the Q(q)-algebra generated by {Ei | i ∈
I} (resp. {Fi | i ∈ I}) with defining relation (2.5) (resp. (2.6)).
(iii) U≧0 (resp. U≦0) is isomorphic to the Q(q)-algebra generated by {Ei, Kλ |
i ∈ I, λ ∈ Q} (resp. {Fi, Kλ | i ∈ I, λ ∈ Q}) with defining relations
(2.1), (2.2), (2.5) (resp. (2.1), (2.3), (2.6)).
(iv) The linear maps
U− ⊗ U0 ⊗ U+ → U ← U+ ⊗ U0 ⊗ U−,
U+ ⊗ U0 → U≧0 ← U0 ⊗ U+, U− ⊗ U0 → U≦0 ← U0 ⊗ U−
induced by the multiplication are all isomorphisms.
For γ ∈ Q we set
U±γ = {x ∈ U
± | KλxK
−1
λ = q
(λ,γ)x (λ ∈ Q)}.
We have U±±γ = {0} unless γ ∈ Q
+, and
U± =
⊕
γ∈Q+
U±±γ.
For i ∈ I we can define an algebra automorphism Ti of U by
Ti(Kµ) = Ksiµ (µ ∈ Q),
Ti(Ej) =
{∑−aij
k=0 (−1)
kq−ki E
(−aij−k)
i EjE
(k)
i (j ∈ I, j 6= i),
−FiKi (j = i),
Ti(Fj) =
{∑−aij
k=0 (−1)
kqki F
(k)
i FjF
(−aij−k)
i (j ∈ I, j 6= i),
−K−1i Ei (j = i).
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For w ∈ W we define an algebra automorphism Tw of U by Tw = Ti1 · · ·Tin
where w = si1 · · · sin is a reduced expression. The automorphism Tw does
not depend on the choice of a reduced expression (see Lusztig [9]).
We fix a reduced expression
w0 = si1 · · · siN
of w0, and set
βk = si1 · · · sik−1(αik) (1 ≦ k ≦ N).
Then we have ∆+ = {βk | 1 ≦ k ≦ N}. For 1 ≦ k ≦ N set
(2.15) Eβk = Ti1 · · ·Tik−1(Eik), Fβk = Ti1 · · ·Tik−1(Fik).
Then {EmNβN · · ·E
m1
β1
| m1, . . . , mN ≧ 0} (resp. {F
mN
βN
· · ·Fm1β1 | m1, . . . , mN ≧
0}) is a Q(q)-basis of U+ (resp. U−), called the PBW-basis (see Lusztig [8]).
We have Eαi = Ei and Fαi = Fi for any i ∈ I. For 1 ≦ k ≦ N, m ≧ 0 we
also set
(2.16) E
(m)
βk
= Emβk/[m]qβk !, F
(m)
βk
= Fmβk/[m]qβk !,
where qβ = q
(β,β)/2 for β ∈ ∆+.
There exists a unique bilinear form
(2.17) τ : U≧0 × U≦0 → Q(q),
called the Drinfeld paring, which is characterized by
τ(x, y1y2) = (τ ⊗ τ)(∆(x), y1 ⊗ y2) (x ∈ U
≧0, y1, y2 ∈ U
≦0),(2.18)
τ(x1x2, y) = (τ ⊗ τ)(x2 ⊗ x1,∆(y)) (x1, x2 ∈ U
≧0, y ∈ U≦0),(2.19)
τ(Kλ, Kµ) = q
−(λ,µ) (λ, µ ∈ Q),(2.20)
τ(Kλ, Fi) = τ(Ei, Kλ) = 0 (λ ∈ Q, i ∈ I),(2.21)
τ(Ei, Fj) = δij/(q
−1
i − qi) (i, j ∈ I).(2.22)
It satisfies the following (see Tanisaki [11], Lusztig [9]).
Lemma 2.2. (i) τ(S(x), S(y)) = τ(x, y) for x ∈ U≧0, y ∈ U≦0.
(ii) For x ∈ U≧0, y ∈ U≦0 we have
yx =
∑
(x)2,(y)2
τ(x(0), S(y(0)))τ(x(2), y(2))x(1)y(1),
xy =
∑
(x)2,(y)2
τ(x(0), y(0))τ(x(2), S(y(2)))y(1)x(1).
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(iii) τ(xKλ, yKµ) = q
−(λ,µ)τ(x, y) for λ, µ ∈ Q, x ∈ U+, y ∈ U−.
(iv) τ(U+β , U
−
−γ) = {0} for β, γ ∈ Q
+ with β 6= γ.
(v) For any β ∈ Q+ the restriction of (2.17) to U+β ×U
−
−β is non-degenerate.
We have the following explicit computation of (2.17) in terms of PBW-
bases ([6], [7], [10]).
Proposition 2.3. We have
τ(EmNβN · · ·E
m1
β1
, F nNβN · · ·F
n1
β1
)
=
N∏
k=1
δmk ,nk(−1)
mk [mk]qβk !q
mk(mk−1)/2
βk
(qβk − q
−1
βk
)−mk .
The quantized enveloping algebra V = Uq(m) of m is an associative al-
gebra over Q(q) with identity element 1 generated by the elements Zλ (λ ∈
Q), Xi, Yi (i ∈ I) satisfying the following defining relations:
Z0 = 1, ZλZµ = Zλ+µ (λ, µ ∈ Q),(2.23)
ZλXiZ
−1
λ = q
(λ,αi)Xi, (λ ∈ Q, i ∈ I),(2.24)
ZλYiZ
−1
λ = q
(λ,αi)Yi (λ ∈ Q, i ∈ I),(2.25)
XiYj − YjXi = 0 (i, j ∈ I),(2.26)
1−aij∑
n=0
(−1)nX
(1−aij−n)
i XjX
(n)
i = 0 (i, j ∈ I, i 6= j),(2.27)
1−aij∑
n=0
(−1)nY
(1−aij−n)
i YjY
(n)
i = 0 (i, j ∈ I, i 6= j),(2.28)
where
X
(n)
i = X
n
i /[n]qi!, Y
(n)
i = Y
n
i /[n]qi!.
V is endowed with a structure of Hopf algebra by
∆(Zλ) = Zλ ⊗ Zλ,(2.29)
∆(Xi) = Xi ⊗ 1 + Zi ⊗Xi, ∆(Yi) = Yi ⊗ Zi + 1⊗ Yi,
ε(Zλ) = 1, ε(Xi) = ε(Yi) = 0,(2.30)
S(Zλ) = Z
−1
λ , S(Xi) = −Z
−1
i Xi, S(Yi) = −YiZ
−1
i ,(2.31)
where Zi = Zαi for i ∈ I.
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We define subalgebras V 0, V ≧0, V ≦0, V +, V − of V by
V 0 = 〈Zλ | λ ∈ Q〉,(2.32)
V ≧0 = 〈Zλ, Xi | λ ∈ Q, i ∈ I〉,(2.33)
V ≦0 = 〈Zλ, Yi | λ ∈ Q, i ∈ I〉,(2.34)
V + = 〈Xi | i ∈ I〉,(2.35)
V − = 〈Yi | i ∈ I〉.(2.36)
Then V 0, V ≧0, V ≦0 are Hopf subalgebras of V .
Similarly to Proposition 2.1 we have the following.
Proposition 2.4. (i) {Zλ | λ ∈ Q} is a Q(q)-basis of V
0.
(ii) V + (resp. V −) is isomorphic to the Q(q)-algebra generated by {Xi | i ∈
I} (resp. {Yi | i ∈ I}) with defining relation (2.27) (resp. (2.28)).
(iii) V ≧0 (resp. V ≦0) is isomorphic to the Q(q)-algebra generated by {Xi, Zλ |
i ∈ I, λ ∈ Q} (resp. {Yi, Zλ | i ∈ I, λ ∈ Q}) with defining relations
(2.23), (2.24), (2.27) (resp. (2.23), (2.25), (2.28)).
(iv) The linear maps
V − ⊗ V 0 ⊗ V + → V ← V + ⊗ V 0 ⊗ V −,
V + ⊗ V 0 → V ≧0 ← V 0 ⊗ V +, V − ⊗ V 0 → V ≦0 ← V 0 ⊗ V −
induced by the multiplication are all isomorphisms.
For γ ∈ Q we set
V ±γ = {x ∈ V
± | ZλxZ
−1
λ = q
±(λ,γ)x (λ ∈ Q)}.
We have V ±±γ = {0} unless γ ∈ Q
+, and
V ± =
⊕
γ∈Q+
V ±±γ.
By Proposition 2.1 and Proposition 2.4 we have isomorphisms
η≦0 : V ≦0 → U≦0 (Yi 7→ Fi, Zλ 7→ K−λ),
η≧0 : V ≧0 → U≧0 (Xi 7→ Ei, Zλ 7→ Kλ)
of Hopf algebras.
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We define a bilinear form
(2.37) σ : U × V → Q(q)
by
σ(u+u0S(u−), v−v+v0) = τ(u+, η
≦0(v−))τ(u0, η
≦0(v0))τ(η
≧0(v+), u−)
(u± ∈ U
±, u0 ∈ U
0, v± ∈ V
±, v0 ∈ V
0).
Note that
σ(u+u≦0, v≧0) = τ((S ◦ η
≧0)(v≧0), u≦0)ε(u+)
(v≧0 ∈ V
≧0, u+ ∈ U
+, u≦0 ∈ U
≦0),
σ(u≧0S(u−), v≦0) = τ(u≧0, η
≦0(v≦0))ε(u−)
(v≦0 ∈ V
≦0, u− ∈ U
−, u≧0 ∈ U
≧0).
The following result is a consequence of Gavarini [5, Theorem 6.2].
Proposition 2.5. We have
σ(u, vv′) = (σ ⊗ σ)(∆(u), v ⊗ v′) (u ∈ U, v, v′ ∈ V ).
3 A-forms
We fix a subring A of Q(q) containing Q[q, q−1]. We denote by ULA the Lusztig
A-form of U , i.e., ULA is the A-subalgebra of U generated by the elements
E
(m)
i , F
(m)
i , Kλ (i ∈ I, m ≧ 0, λ ∈ Q).
Set
UL,±A = U
L
A ∩ U
±, UL,0A = U
L
A ∩ U
0,
U
L,≧0
A = U
L
A ∩ U
L,≧0, U
L,≦0
A = U
L
A ∩ U
L,≦0,
UL,±A,±γ = U
L
A ∩ U
±
±γ (γ ∈ Q
+).
Then ULA , U
L,0
A , U
L,≧0
A , U
L,≦0
A are endowed with structures of Hopf algebras
over A via the Hopf algebra structure on U , and the multiplication of ULA
induces isomorphisms
ULA ≃ U
L,−
A ⊗ U
L,0
A ⊗ U
L,+
A ≃ U
L,+
A ⊗ U
L,0
A ⊗ U
L,−
A ,
U
L,≧0
A ≃ U
L,0
A ⊗ U
L,+
A ≃ U
L,+
A ⊗ U
L,0
A ,
U
L,≦0
A ≃ U
L,0
A ⊗ U
L,−
A ≃ U
L,−
A ⊗ U
L,0
A
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of A-modules. Moreover, UL,+A , U
L,−
A , U
L,0
A are free A-modules with bases
{E
(mN )
βN
· · ·E
(m1)
β1
| m1, . . . , mN ≧ 0},
{F
(mN )
βN
· · ·F
(m!)
β1
| m1, . . . , mN ≧ 0},{∏
i∈I
(
Kεii
[
Ki
ni
])
| ni ≧ 0, εi = 0 or 1
}
respectively, where
[
Ki
m
]
=
m−1∏
s=0
q−si Ki − q
s
iK
−1
i
qs+1i − q
−s−1
i
(m ≧ 0).
We denote by VA the A-subalgebra of V generated by the elements
X
(m)
i , Y
(m)
i , Z
±1
i ,
[
Zi
m
]
(i ∈ I, m ≧ 0),
where [
Zi
m
]
=
m−1∏
s=0
q−si Zi − q
s
iZ
−1
i
qs+1i − q
−s−1
i
(m ≧ 0).
Set
V ±A = VA ∩ V
±, V 0A = VA ∩ V
0,
V
≧0
A = VA ∩ V
≧0, V
≦0
A = VA ∩ V
≦0,
V ±A,±γ = VA ∩ V
±
±γ (γ ∈ Q
+).
Then we have
V +A = 〈X
(m)
i | i ∈ I,m ≧ 0〉, V
−
A = 〈Y
(m)
i | i ∈ I,m ≧ 0〉
as A-algebras, and V 0A is a free A-module with basis consisting of the elements∏
i∈I
(
Zεii
[
Zi
mi
])
(mi ≧ 0, εi = 0 or 1).
Moreover, the multiplication of VA induces isomorphisms
VA ≃ V
−
A ⊗ V
0
A ⊗ V
+
A ≃ V
+
A ⊗ V
0
A ⊗ V
−
A ,
V
≧0
A ≃ V
0
A ⊗ V
+
A ≃ V
+
A ⊗ V
0
A ,
V
≦0
A ≃ V
0
A ⊗ V
−
A ≃ V
−
A ⊗ V
0
A
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of A-modules. Note that
η≧0(V
≧0
A ) = U
L,≧0
A , η
≧0(V +A ) = U
L,+
A , η
≧0(V 0A ) = U
L,0
A ,
η≦0(V
≦0
A ) = U
L,≦0
A , η
≦0(V −A ) = U
L,−
A , η
≦0(V 0A ) = U
L,0
A .
We define root vectors Xβk ∈ V
+
βk
, Yβk ∈ V
−
−βk
(1 ≦ k ≦ N) by
(3.1) η≧0(Xβk) = Eβk , η
≦0(Yβk) = Fβk ,
and set
(3.2) X
(m)
βk
=
Xmβk
[m]qβk !
, Y
(m)
βk
=
Y mβk
[m]qβk !
(1 ≦ k ≦ N, m ≧ 0).
Then we have free bases {X
(mN )
βN
· · ·X
(m1)
β1
| m1, . . . , mN ≧ 0} and {Y
(mN )
βN
· · ·Y
(m1)
β1
|
m1, . . . , mN ≧ 0} of V
+
A and V
−
A respectively.
Set
UA = {u ∈ U | σ(u, VA) ⊂ A},(3.3)
U±A = U
± ∩ UA, U
0
A = U
0 ∩ UA,(3.4)
U
≧0
A = U
≧0 ∩ UA, U
≦0
A = U
≦0 ∩ UA,(3.5)
U±A,±β = U
±
A ∩ U
±
±β (β ∈ Q
+).(3.6)
We can easily check that
U+A = {x ∈ U
+ | τ(x, UL−A ) ∈ A},(3.7)
U−A = {y ∈ U
− | τ(UL+A , y) ∈ A},(3.8)
U0A =
∑
λ∈P
AKλ.(3.9)
Moreover, the multiplication of U induces the isomorphism
UA ≃ U
+
A ⊗ U
0
A ⊗ U
−
A ,
U
≧0
A ≃ U
0
A ⊗ U
+
A ≃ U
+
A ⊗ U
0
A,
U
≦0
A ≃ U
0
A ⊗ U
−
A ≃ U
−
A ⊗ U
0
A
of A-modules.
For i ∈ I we set
(3.10) Ai = (qi − q
−1
i )Ei, Bi = (qi − q
−1
i )Fi.
For 1 ≦ k ≦ N we also set
(3.11) Aβk = (qβk − q
−1
βk
)Eβk , Bβk = (qβk − q
−1
βk
)Fβk .
Then we have the following results (see Gavarini [5]).
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Lemma 3.1. {AmNβN · · ·A
m1
β1
| m1, . . . , mN ≧ 0} (resp. {B
mN
βN
· · ·Bm1β1 | m1, . . . , mN ≧
0}) is an A-basis of U+A (resp. U
−
A ). In particular, we have U
±
A ⊂ U
L,±
A .
Proposition 3.2. (i) U0A, U
+
A , U
−
A , U
≧0
A , U
≦0
A , UA are A-subalgebras of
U .
(ii) U0A, U
≧0
A , U
≦0
A , UA are Hopf algebras over A.
Remark 3.3. It follows from Lemma 3.1 that the A-form UA of U is the
same as the one considered in De Concini-Procesi [4].
By (3.7), (3.8) and Lemma 3.1 the bilinear form τ : U≧0 × U≦0 → Q(q)
induces
τ ∅,LA : U
≧0
A × U
L,≦0
A → A, τ
L,∅
A : U
L,≧0
A × U
≦0
A → A,(3.12)
τ ∅,∅A : U
≧0
A × U
≦0
A → A(3.13)
and σ : U × V → Q(q) induces a bilinear form
(3.14) σA : UA × VA → A.
4 Specialization
Fix z ∈ C× and set
Az = {f/g | f, g ∈ Q[q, q
−1], g(z) 6= 0} ⊂ Q(q).
We set
(4.1) ULz = C⊗Az U
L
Az
, Vz = C⊗Az VAz , Uz = C⊗Az UAz ,
where the specialization Az → C is given by q 7→ z. We also define U
L,±
z ,
UL,0z , U
L,≧0
z , U
L,≦0
z , U
L,±
z,±β (β ∈ Q
+), V ±z , V
0
z , V
≧0
z , V
≦0
z , V
±
z,±β (β ∈ Q
+), U±z ,
U0z , U
≧0
z , U
≦0
z , U
±
z,±β (β ∈ Q
+) similarly. We denote by
(4.2) pLz : U
L
Az
→ ULz , pz : VAz → Vz, πz : UAz → Uz
the natural homomorphisms. The bilinear forms (3.12), (3.13) for R = Az
induce bilinear forms
τ ∅,Lz : U
≧0
z × U
L,≦0
z → C, τ
L,∅
z : U
L,≧0
z × U
≦0
z → C,(4.3)
τ ∅,∅z : U
≧0
z × U
≦0
z → C,(4.4)
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and (3.14) for R = Az induces a bilinear form
(4.5) σz : Uz × Vz → C.
Set
Jz = {v ∈ Vz | σz(Uz, v) = {0}}.
Lemma 4.1. Jz is a Hopf ideal of Vz, and we have Jz = V
−
z V
+
z (Jz ∩ V
0
z ).
Proof. It easily follows from Proposition 2.5 that Jz is a two-sided ideal.
Set J0z = Jz ∩ V
0
z and V
′
z = Vz/V
−
z V
+
z J
0
z . Since the multiplication of Vz
induces an isomorphism Vz ≃ V
−
z ⊗ V
+
z ⊗ V
0, we have
V ′z ≃ (V
−
z ⊗ V
+
z ⊗ V
0)/(V −z ⊗ V
+
z ⊗ J
0
z ) ≃ V
−
z ⊗ V
+
z ⊗ (V
0
z /J
0
z ).
Let σ′z : Uz×V
′
z → C be the bilinear form induced by σz. Then we see easily
that {v ∈ V ′z | σ
′
z(Uz, v) = {0}} = {0}. Hence Jz = V
−
z V
+
z J
0
z . It remains
to show ∆(Jz) ⊂ Jz ⊗ Vz + Vz ⊗ Jz. By the above argument we are reduced
to showing ∆(J0z ) ⊂ J
0
z ⊗ V
0
z + V
0
z ⊗ J
0
z . We can easily check this from the
definition of σ.
We define a Hopf algebra V z by
(4.6) V z = Vz/Jz.
We denote by
(4.7) pz : VAz → V z
the canonical homomorphism. Let
(4.8) σz : Uz × V z → C
be the bilinear form induced by (4.5). Denote the images of V 0z , V
±
z , V
≧0
z , V
≦0
z
under Vz → V z by V
0
z, V
±
z , V
≧0
z , V
≦0
z respectively. Then the multiplication
of V z induces isomorphisms
V z ≃ V
−
z ⊗ V
+
z ⊗ V
0
z,
V
≧0
z ≃ V
+
z ⊗ V
0
z,
V
≦0
z ≃ V
−
z ⊗ V
0
z.
Lemma 4.2. The bilinear form (4.8) is perfect in the sense that
u ∈ Uz, σz(u, V z) = {0} =⇒ u = 0,(4.9)
v ∈ V z, σz(Uz, v) = {0} =⇒ v = 0.(4.10)
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Proof. (4.10) is clear from the definition. The proof of (4.9) is reduced to
showing
u ∈ U0z , σz(u, V
0
z ) = {0} =⇒ u = 0.
This can be shown by a direct computation. Details are omitted.
Set
I0z = η
≧0(Jz ∩ V
0
z ) ⊂ U
L,0
z ,
I≧0z = U
L,+
z I
0
z ⊂ U
L,≧0
z , I
≦0
z = U
L,−
z I
0
z ⊂ U
L,≦0
z ,
Iz = U
L,−
z U
L,+
z I
0
z ⊂ U
L
z .
Lemma 4.3. I0z , I
≧0
z , I
≦0
z , Iz are Hopf ideals of U
L,0
z , U
L,≧0
z , U
L,≦0
z , ULz
respectively.
Proof. By Lemma 4.1 we see easily that J0z , V
+
z J
0
z , V
−
z J
0
z are Hopf ideals
of V 0z , V
≧0
z , V
≦0
z respectively. Since η≧0|V 0z : V
0
z → U
L,0
z , η
≧0 : V
≧0
z → U
L,≧0
z ,
η≦0 : V
≦0
z → U
L,≦0
z are isomorphisms of Hopf algebras, I0z , I
≧0
z , I
≦0
z are Hopf
ideals of UL,0z , U
L,≧0
z , U
L,≦0
z respectively. Then the assertion for Iz follows
from those for U
L,≧0
z and U
L,≦0
z .
We define a Hopf algebra U
L
z by
(4.11) U
L
z = U
L
z /Iz.
We denote by
(4.12) pLz : U
L
Az
→ U
L
z
the canonical homomorphism. Denote the images of UL,0z , U
L,±
z , U
L,≧0
z , U
L,≦0
z
under ULz → U
L
z by U
L,0
z , U
L,±
z , U
L,≧0
z , U
L,≦0
z respectively. We also denote by
(4.13) η≧0z : V
≧0
z → U
L,≧0
z , η
≦0
z : V
≦0
z → U
L,≦0
z
the Hopf algebra isomorphisms induced by η≧0 and η≦0. The bilinear forms
(4.3) induce
(4.14) τ ∅,Lz : U
≧0
z × U
L,≦0
z → C, τ
L,∅
z : U
L,≧0
z × U
≦0
z → C.
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5 Specialization to 1
For an algebraic groups S over C with Lie algebra s we will identify the
coordinate algebra C[S] of S with a subspace of the dual space U(s)∗ of the
enveloping algebra U(s) by the canonical Hopf paring
C[S]⊗ U(s)→ C.
We see easily that J1 is generated by the elements p1(Zλ) ∈ V1 for λ ∈ Q.
From this we see easily the following.
Lemma 5.1. (i) We have an isomorphism V 1 ∼= U(m) of Hopf algebras
satisfying
p1(Xi)↔ xi, p1(Yi)↔ yi,
p1
([
Zi
m
])
↔
(
ti
m
)
:= ti(ti − 1) · · · (ti −m+ 1)/m!.
(ii) We have an isomorphism U
L
1
∼= U(g) of Hopf algebras satisfying
pL1 (Ei)↔ ei, p
L
1 (Fi)↔ fi,
pL1
([
Ki
m
])
↔
(
hi
m
)
:= hi(hi − 1) · · · (hi −m+ 1)/m!.
In the rest of this paper we will occasionally identify V 1 and U
L
1 with
U(m) and U(g) respectively.
In [4] De Concini-Procesi proved an isomorhphism
(5.1) U1 ∼= C[M ]
of Poisson Hopf algebras. They established (5.1) by giving a correspon-
dence between generators of both sides and proving the compatibility after a
lengthy calculation. Later Gavarini [5] gave a more natural approach to the
isomorphism (5.1) using the Drinfeld paring. Namely we have the following.
Theorem 5.2 (Gavarini [5]). The bilinear form
σ1 : U1 × V 1 → C
induces an an isomorphism
(5.2) Υ : U1 → C[M ] (⊂ U(m)
∗ ≃ V
∗
1)
of Hopf algebras.
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Gavarini [5] also proved that (5.2) is an isomorphism of Poisson algebras.
This point will be discussed later in Section 7 below.
For convenience of readers we give a more concrete description of Υ. Let
us first give a description of C[M ] as a subspace of U(m)∗. The enveloping
algebra U(m±) has the direct sum decomposition
U(m±) =
⊕
β∈Q+
U(m±)±β,
where
U(m±)±β,= {x ∈ U(m
±) | [ι(h), x] = β(h)x (h ∈ h)}
for β ∈ Q+. Then we have
C[M±] =
⊕
β∈Q+
(U(m±)±β)
∗ ⊂ U(m±)∗.
Moreover, we have
C[M0] =
⊕
λ∈Q
Cχλ ⊂ U(h)
∗
where χλ : U(m
0) → C is the algebra homomorphism given by χλ(ι(h)) =
λ(h) (h ∈ h). The isomorphism
M− ×M+ ×M0 ≃M ((g−, g+, g0)↔ g−g+g0)
of algebraic varieties induced by the product of the group M gives an iden-
tification
(5.3) C[M+]⊗ C[M−]⊗ C[M0] ≃ C[M ]
of vector spaces. The multiplication of the algebra U(m) induces an identi-
fication
U(m+)⊗ U(m−)⊗ U(m0) ≃ U(m).
Then the canonical embedding C[M ] ⊂ U(m)∗ is given by
C[M ] ≃ C[M+]⊗ C[M−]⊗ C[M0] ⊂ U(m+)∗ ⊗ U(m−)∗ ⊗ U(m0)∗
⊂ (U(m+)⊗ U(m−)⊗ U(m0))∗ = U(m)∗.
Let Υ˜ : U1 → U(m)
∗(≃ V
∗
1) be the linear map induced by σ1. Then we
have
Υ˜(u+u0S(u−))(v−v+v0) = Υ
+(u+)(v−) ·Υ
0(u0)(v0) ·Υ
−(u−)(v+)
(u± ∈ U
±
1 , u0 ∈ U
0
1 , v± ∈ U(m
±), v0 ∈ U(m
0)).
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where Υ± : U±1 → U(m
∓)∗ and Υ0 : U01 → U(m
0)∗ are given by
Υ+(u+)(v−) = τ
∅,L
1 (u+, η
≦0
1 (v−)),
Υ−(u−)(v+) = τ
L,∅
1 (η
≧0
1 (v+), u−),
Υ0(π1(Kλ)) = χλ.
For i ∈ I we define ai ∈ C[M
−] ⊂ U(m−)∗, bi ∈ C[M
+] ⊂ U(m+)∗ by
〈ai, U(m
−)−β〉 = 0 (β 6= αi), 〈ai, yi〉 = −1,
〈bi, U(m
+)β〉 = 0 (β 6= αi), 〈bi, xi〉 = 1.
We identify C[M±],C[M0] with subalgebras of C[M ] via (5.3), and regard
ai, bi, χλ (i ∈ I, λ ∈ Q) as elements of C[M ]. We see easily the following.
Lemma 5.3. Under the identification (5.2) of Theorem 5.2 we have
π1(Ai)↔ ai, π1(Bi)↔ biχ−αi , π1(Kλ)↔ χλ (i ∈ I, λ ∈ Q).
6 Specialization to roots of 1
We fix a positive odd integer ℓ. We assume that ℓ is prime to 3 if g is of type
G2. We denote by ζ ∈ C
× a fixed primitive ℓ-th root of 1.
Remark 6.1. Denote by UDK
Q[q,q−1] the De Concini-Kac Q[q, q
−1]-form of U
(see [2]). Namely UDK
Q[q,q−1] is the Q[q, q
−1]-subalgebra of U generated by
{K±1i , Ei, Fi | i ∈ I}. Then we have Uζ ≃ C ⊗Q[q,q−1] U
DK
Q[q,q−1], where the
specialization Q[q, q−1]→ C is given by q 7→ ζ .
We denote by ξ˜L : ULζ → U
L
1 Lusztig’s Frobenius morphism (see [8]).
Namely, ξ˜L is an algebra homomorphism given by
ξ˜L(pLζ (E
(n)
i )) =
{
pL1 (E
(n/ℓ)
i ) (ℓ |n)
0 (ℓ 6 |n),
(6.1)
ξ˜LpLζ (F
(n)
i )) =
{
pL1 (F
(n/ℓ)
i ) (ℓ |n)
0 (ℓ 6 |n),
(6.2)
ξ˜LpLζ
([
Ki
m
])
) =


pL1
([
Ki
m/ℓ
])
(ℓ |m)
0 (ℓ 6 |m),
(6.3)
ξ˜LpLζ (Kλ)) = p
L
1 (Kλ) (λ ∈ Q).(6.4)
It is a Hopf algebra homomorphism.
17
Lemma 6.2. We have ξ˜L(Iζ) ⊂ I1.
Proof. It is sufficient to show ξ˜(I0ζ ) ⊂ I
0
1 . For z ∈ C
×, m = (mi)i∈I ∈ Z
I
≧0,
and ε = (εi)i∈I ∈ {0, 1}
I set
Km,ε(z) = p
L
z
(∏
i∈I
(
Kεii
[
Ki
mi
]))
∈ UL,0z .
Then any element u of UL,0z is uniquely written as a finite sum
u =
∑
m,ε
cm,εKm,ε(z) (cm,ε ∈ C).
Then we have u ∈ I0 if an d only if
∑
m,ε
cm,εq
(λ,α∨i )
i
[
(λ, α∨i )
mi
]
qi
∣∣∣∣∣
q=z
= 0 (∀λ ∈ Q).
Hence it is sufficient to show that
(6.5)
∑
m,ε
cm,εq
(λ,α∨i )
i
[
(λ, α∨i )
mi
]
qi
∣∣∣∣∣
q=ζ
= 0 (∀λ ∈ Q)
implies
(6.6)
∑
m,ε
cℓm,ε
(
(µ, α∨i )
ℓmi
)
= 0 (∀µ ∈ Q).
Indeed (6.6) follows by setting λ = ℓµ in (6.5).
We denote by
(6.7) ξL : U
L
ζ → U
L
1
the Hopf algebra homomorphism induced by ξ˜L.
Lemma 6.3. There exists a Hopf algebra homomorphism
(6.8) ξ : V ζ → V 1
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satisfying
ξ(pζ(X
(n)
i )) =
{
p1(X
(n/ℓ)
i ) (ℓ |n)
0 (ℓ 6 |n),
ξ(pζ(Y
(n)
i )) =
{
p1(Y
(n/ℓ)
i ) (ℓ |n)
0 (ℓ 6 |n),
ξ
(
pζ
([
Zi
m
]))
=


p1
([
Zi
m/ℓ
])
(ℓ |m)
0 (ℓ 6 |m),
ξ((pζ(Zλ)) = 1 (λ ∈ Q).
Proof. By the isomorphisms V
≧0
z ≃ U
L,≧0
z , V
≦0
z ≃ U
L,≦0
z for z ∈ C
× in-
duced by η≧0, η≦0 we obtain Hopf algebra homomorphisms ξ≧0 : V
≧0
ζ → V
≧0
1
and ξ≦0 : V
≦0
ζ → V
≦0
1 corresponding to ξ
L|
U
L,≧0
ζ
and ξL|
U
L,≦0
ζ
respectively. By
[V
+
z , V
−
z ] = 0 we obtain the desired Hopf algebra homomorphism ξ : V ζ → V 1
satisfying ξ|
V
≧0
ζ
= ξ≧0 and ξ|
V
≦0
ζ
= ξ≦0.
By [8] and the construction of ξ we have the following.
Lemma 6.4. We have
ξ(pζ(X
(n)
βk
)) =
{
p1(X
(n/ℓ)
βk
) (ℓ |n)
0 (ℓ 6 |n),
ξ(pζ(Y
(n)
βk
)) =
{
p1(Y
(n/ℓ)
βk
) (ℓ |n)
0 (ℓ 6 |n).
Proposition 6.5. There exists a unique linear map
(6.9) tξ : U1 → Uζ
satisfying
(6.10) σζ(
tξ(u), v) = σ1(u, ξ(v)) (u ∈ U1, v ∈ V ζ).
It is an injective Hopf algebra homomorphism whose image is contained in
the center of Uζ .
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Proof. By a direct computation the linear map tξ : U1 → Uζ defined by
(6.11) tξ(π1(A
rN
βN
· · ·Ar1β1KλS(B
sN
βN
· · ·Bs1β1)))
= πζ(A
ℓrN
βN
· · ·Aℓr1β1 KℓλS(B
ℓsN
βN
· · ·Bℓs1β1 ))
satisfies (6.10). The uniqueness and the injectivity of tξ follow from Lemma
4.2. tξ is a homomorphism of coalgebras by Proposition 2.5.
Let us show that tξ(u) is a central element for any u ∈ U1. We may
assume that u ∈ U01 or u ∈ U
+
1 or u ∈ S(U
−
1 ). If u ∈ U
0
1 , then
tξ(u) is a
central element since it is a linear combination of the elements of the form
Kℓλ (λ ∈ Q). Assume u ∈ U
+
1 . Let us show
(6.12) tξ(u)x = xtξ(u) (x ∈ U+ζ ).
It is sufficient to show σζ(
tξ(u)x, y) = σζ(x
tξ(u), y) for any y ∈ V
−
ζ . By
σζ(
tξ(u)x, y) = (σζ ⊗ σζ)(x⊗
tξ(u),∆(y)) = (σζ ⊗ σ1)(x⊗ u, (1⊗ ξ)(∆(y))),
σζ(x
tξ(u), y) = (σζ ⊗ σζ)(x⊗
tξ(u),∆′(y)) = (σζ ⊗ σ1)(x⊗ u, (1⊗ ξ)(∆
′(y))),
it is sufficient to show (1⊗ ξ)(∆(y)) = (1⊗ ξ)(∆′(y)) for any y ∈ V
−
ζ . Here
∆′ is the opposite comultiplication. We may assume y = pζ(Y
(n)
i ). Then we
have
∆(pζ(Y
(n)
i )) =
n∑
r=0
ζ
r(n−r)
i pζ(Y
(r)
i )⊗ pζ(Y
(n−r)
i Z
r
i ),
where ζi = ζ
(αi,αi)/2, and hence
(1⊗ξ)(∆(pζ(Y
(n)
i )))) =
∑
r≧0,ℓr≦n
ζnri pζ(Y
(n−ℓr)
i )⊗pζ(Y
(r)
i ) = (1⊗ξ)(∆
′(Y
(n)
i )))
(note that pζ(Z
ℓ
i ) = 1). (6.12) is proved. By Proposition 2.3 we have
(6.13) τ ∅,∅ζ (
tξ(x), y) = ε(x)ε(y) (x ∈ U
≧0
1 , y ∈ U
≦0
ζ ).
Hence by Lemma 2.2 we obtain
tξ(u)y =
∑
(u)2,(y)2
τ ∅,∅ζ (
tξ(u(0)), y(0))τ
∅,∅
ζ (
tξ(u(2)), S(y(2)))y(1)
tξ(u(1))
=
∑
(u)2,(y)2
ε(u(0))ε(y(0))ε(u(2))ε(y(2))y(1)
tξ(u(1)) = y
tξ(u)
for any y ∈ U
≦0
ζ . Therefore,
tξ(u) is a central element for any u ∈ U+1 .
Similarly, we can show that tξ(u) is a central element for any u ∈ S(U−1 ).
We have shown that the image of tξ is contained in the center of Uζ . It also
follows from this and (6.11) that tξ is an algebra homomorphism.
20
Remark 6.6. Some of the arguments in our proof of Proposition 6.5 is
similar to those for the dual statement in Gavarini [5, Theorem 7.9].
We set
(6.14) Zζ = Im(
tξ).
By Proposition 6.5 it is a Hopf subalgebra of Uζ contained in the center.
7 Poisson structures
By Theorem 5.2 and Proposition 6.5 we have isomorphisms
(7.1) Zζ ≃ U1 ≃ C[M ]
of Hopf algebras. They are in fact isomorphisms of Poisson Hopf algebras
with respect to certain canonical Poisson structures (De Concini-Procesi [4]).
In this section we will give an account of those Poisson structures.
We first recall standard facts on Poisson structures (see e.g. [4]). A com-
mutative associative algebra R over a field K equipped with a bilinear map
{ , } : R× R→ R
is called a Poisson algebra if it satisfies
(a) {a, a} = 0 (a ∈ R),
(b) {a, {b, c}}+ {b, {c, a}}+ {c, {a, b}} = 0 (a, b, c ∈ R),
(c) {a, bc} = b{a, c} + {a, b}c (a, b, c ∈ R).
A map F : R → R′ between Poisson algebras R, R′ is called a homomor-
phism of Poisson algebras if it is a homomorphism of associative algebras
and satisfies F ({a1, a2}) = {F (a1), F (a2)} for any a1, a2 ∈ R. The tensor
product R ⊗K R
′ of two Poisson algebras R, R′ over K is equipped with a
canonical Poisson algebra structure given by
(a1 ⊗ b1)(a2 ⊗ b2) = a1a2 ⊗ b1b2,
{a1 ⊗ b1, a2 ⊗ b2} = {a1, a2} ⊗ b1b2 + a1a2 ⊗ {b1, b2}
for a1, a2 ∈ R, b2, b2 ∈ R
′. A commutative Hopf algebra R over a field K
equipped with a bilinear map
{ , } : R× R→ R
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is called a Poisson Hopf algebra if it is a Poisson algebra and the comulti-
plication ∆ : R → R ⊗K R is a homomorphism of Poisson algebras (in this
case the counit ε : R → K and the antipode S : R → R become auto-
matically a homomorphism and an anti-homomorphism of Poisson algebras
respectively).
A smooth affine algebraic variety X over C is called a Poisson variety if
we are given a bilinear map
{ , } : C[X ]× C[X ]→ C[X ]
so that C[X ] is a Poisson algebra. In this case {f, g}(x) for f, g ∈ C[X ] and
x ∈ X depends only on dfx, dgx, and hence we have δ ∈ Γ(X,
∧2ΘX) such
that
{f, g}(x) = δx(dfx, dgx),
where ΘX denotes the sheaf of vector fields. We call δ the Poisson tensor of
the Poisson variety X .
A linear algebraic group S over C is called a Poisson algebraic group if
we are given a bilinear map
{ , } : C[S]× C[S]→ C[S]
so that C[S] is a Poisson Hopf algebra. Let δ be the Poisson tensor of S as
a Poisson variety, and define ε : S →
∧2
s by (dℓg)(ε(g)) = δg for g ∈ S.
Here, s is the Lie algebra of S which is identified with the tangent space
TeS at the identity element e ∈ S, and ℓg : S → S is given by x 7→ gx.
By differentiating ε at e we obtain a linear map s →
∧2
s. It induces an
alternating bilinear map [ , ] : s∗× s∗ → s∗. Then this [ , ] gives a Lie algebra
structure on s∗. Moreover, the following bracket product gives a Lie algebra
structure on s⊕ s∗:
[(a, ϕ), (b, ψ)] = ([a, b] + ϕb− ψa, aψ − bϕ + [ϕ, ψ]).
Here, s×s∗ ∋ (a, ϕ)→ aϕ ∈ s∗ and s∗×s ∋ (ϕ, a)→ ϕa ∈ s are the coadjoint
actions of s and s∗ on s∗ and s respectively. In other words (s ⊕ s∗, s, s∗) is
a Manin triple with respect to the symmetric bilinear form on s ⊕ s∗ given
by ((a, ϕ), (b, ψ)) = ϕ(b) + ψ(a). We say that (a, b, c) is a Manin triple with
respect to a symmetric bilinear form ( , ) on a if
(a) a is a Lie algebra,
(b) ( , ) is a-invariant and non-degenerate,
(c) b and c are subalgebras of a such that a = b⊕ c as a vector spaces,
22
(d) (b, b) = (c, c) = {0}.
Conversely, if (a, b, c) is a Manin triple and B is a linear algebraic group with
Lie algebra b, then we can associate a natural Poisson Hopf algebra structure
on C[B] by reversing the above process.
Now let us return to our original setting. Note that m is a subalgebra of
g⊕ g. Set
(7.2) k = {(x, x) | x ∈ g} ⊂ g⊕ g.
We have a natural isomorphism
(7.3) θ : g→ k (θ(x) = (x, x))
of Lie algebras. It is easily seen that (g ⊕ g,m, k) is a Manin triple with
respect to the symmetric bilinear form κ˜ on g⊕ g given by
(7.4) κ˜((x1, y1), (x2, y2)) = κ(x1, x2)− κ(y1, y2) (x1, x2, y1, y2 ∈ g),
where
(7.5) κ : g× g→ C
is the g-invariant symmetric bilinear form which induces the symmetric bilin-
ear form (1.1) on h∗. It follows that C[M ] is endowed with a natural Poisson
Hopf algebra structure.
Lemma 7.1. C[M ] is generated by {ai, bi, χλ | i ∈ I, λ ∈ Q} as a Poisson
algebra.
Proof. See De Concini-Procesi [4, Section 14.5].
On the other hand we have a natural Poisson Hopf algebra structure on
U1 given by
(7.6) {π1(a), π1(b)} = π1
(
[a, b]/(q − q−1)
)
(a, b ∈ UA1)
(see De Concini-Procesi [4]).
The definition of the Poisson structure on Zζ is more subtle. Let Cζ be
the center of Uζ . We have a Poisson algebra structure on Cζ given by
(7.7) {πζ(a), πζ(b)} = πζ
(
[a, b]/ℓ(qℓ − q−ℓ)
)
(a, b ∈ UAζ , πζ(a), πζ(b) ∈ Cζ).
If Zζ is closed under the Poisson bracket (7.7), then this gives a Poisson Hopf
algebra structure on Zζ (see De Concini-Procesi [4]).
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Theorem 7.2 (De Concini-Procesi [4]). Zζ is closed under the Poisson
bracket (7.7). Moreover, the isomorphisms in (7.1) preserve Poisson struc-
tures.
Gavarini [5] also gave a natural proof of the fact that the isomorphism
U1 ≃ C[M ] in (7.1) preserves the Poisson structures using his definition of
the isomorphism in terms of the Drinfeld paring. In fact, he gave a proof of
the statement dual to it concernig Poisson coalgebra structure of the dual
objects, and deduced the above statement from it. In the rest of this section
we give a direct proof of this statement.
Lemma 7.3. Let i ∈ I, γ ∈ Q+ and b ∈ U−1,−γ. Write
∆(b) =
∑
γ1,γ2∈Q+,γ1+γ2=γ
bγ1,γ2(1⊗ π1(K−γ1)) (bγ1,γ2 ∈ U
−
1,−γ1
⊗ U−1,−γ2),
and define b′, b′′ ∈ U−1,−(γ−αi) by
(7.8) bαi,γ−αi = π1(Bi)⊗ b
′, bγ−αi,αi = b
′′ ⊗ π1(Bi).
Then we have
{π1(Ai), b} =
(αi, αi)
2
(b′′π1(Ki)− b
′π1(K
−1
i )),(7.9)
{πζ(A
ℓ
i),
tξ(b)} =
(αi, αi)
2
(tξ(b′′)πζ(K
ℓ
i )−
tξ(b′)πζ(K
−ℓ
i )).(7.10)
Proof. Note that (7.9) can be regarded as a special case of (7.10) when
ℓ = 1. Hence we will only prove (7.10). We can write
∆2(A
ℓ
i) = A
ℓ
i⊗1⊗1+K
ℓ
i ⊗A
ℓ
i⊗1+K
ℓ
i ⊗K
ℓ
i ⊗A
ℓ
i+(q
ℓ−q−ℓ)
∑
j
Xj⊗X
′
j⊗X
′′
j
for some Xj, X
′
j, X
′′
j ∈ U
≧0
Aζ
. By (ε⊗ 1⊗ ε)∆2(A
ℓ
i) = A
ℓ
i we have
(7.11)
∑
j
ε(Xj)ε(X
′′
j )X
′
j = 0.
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Take B ∈ U−A,−ℓγ such that πζ(B) =
tξ(b). Then we have
AℓiB
=
∑
(B)2
τ(Aℓi , B(0))τ(1, SB(2))B(1) +
∑
(B)2
τ(Kℓi , B(0))τ(1, SB(2))B(1)A
ℓ
i
+
∑
(B)2
τ(Kℓi , B(0))τ(A
ℓ
i , SB(2))B(1)K
ℓ
i
+ (qℓ − q−ℓ)
∑
(B)2,j
τ(Xj , B(0))τ(X
′′
j , SB(2))B(1)X
′
j
=
∑
(B)
τ(Aℓi , B(0))B(1) +BA
ℓ
i +
∑
(B)
τ(Aℓi , SB(1))B(0)K
ℓ
i
+ (qℓ − q−ℓ)
∑
(B)2,j
τ(Xj , B(0))τ(X
′′
j , SB(2))B(1)X
′
j ,
and hence
ℓ{πζ(A
ℓ
i),
tξ(b)}
=πζ



∑
(B)
τ(Aℓi , B(0))B(1) +
∑
(B)
τ(Aℓi , SB(1))B(0)K
ℓ
i )


/
(qℓ − q−ℓ)


+ πζ

∑
(B)2,j
τ(Xj , B(0))τ(X
′′
j , SB(2))B(1)X
′
j

 .
Note ∑
(B)2,j
πζ(B(0))⊗ πζ(B(1))⊗ πζ(B(2)) = (πζ ⊗ πζ ⊗ πζ)(∆2(B))
=∆2(πζ(B)) = ∆2(
tξ(b)) = (tξ ⊗ tξ ⊗ tξ)(∆2(b)).
Hence by (6.13) and (7.11) we have
πζ

∑
(B)2,j
τ(Xj , B(0))τ(X
′′
j , SB(2))B(1)X
′
j


=
∑
(B)2,j
τ ∅,∅ζ (πζ(Xj), πζ(B(0)))τ
∅,∅
ζ (πζ(X
′′
j ), S(πζ(B(2)))πζ(B(1))πζ(X
′
j)
=
∑
(b)2,j
τ ∅,∅ζ (πζ(Xj),
tξ(b(0)))τ
∅,∅
ζ (πζ(X
′′
j ),
tξ(Sb(2)))
tξ(b(1))πζ(X
′
j)
=tξ(b)πζ
(∑
j
ε(Xj)ε(X
′′
j )X
′
j
)
= 0.
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Write
∆(B) =
∑
γ1,γ2∈Q+,γ1+γ2=ℓγ
Bγ1,γ2(1⊗K−γ1) (Bγ1,γ2 ∈ U
−
A,−γ1
⊗ U−A,−γ2),
and define B′, B′′ ∈ U−
A,−ℓ(γ−αi)
by
Bℓαi,ℓ(γ−αi) = B
ℓ
i ⊗B
′, Bℓ(γ−αi),ℓαi = B
′′ ⊗ Bℓi .
Then by
(tξ ⊗ tξ)(∆(b)) = ∆(tξ(b)) = ∆(πζ(B)) = (πζ ⊗ πζ)(∆(B))
we have πζ(B
′) = tξ(b′) and πζ(B
′′) = tξ(b′′). Hence we obtain
ℓ{πζ(A
ℓ
i),
yξ(b)}
=πζ
((
τ(Aℓi , B
ℓ
i )B
′K−ℓi + τ(A
ℓ
i , S(B
ℓ
iK−ℓ(γ−αi)))B
′′Kℓi
)/
(qℓ − q−ℓ)
)
=ℓ(αi, αi)(πζ(B
′′)πζ(K
ℓ
i )− πζ(B
′)πζ(K
−ℓ
i ))/2
=ℓ(αi, αi)(
tξ(b′′)πζ(K
ℓ
i )−
tξ(b′)πζ(K
−ℓ
i ))/2.
For i ∈ I we set
(7.12) ζi = ζ
(αi,αi)/2.
For F ∈ UL,−Aζ ,−γ (γ ∈ Q
+) define ϕir,s(F ) ∈ U
L,−
Aζ ,−(γ−(r+s)αi)
(r, s ≧ 0, i ∈ I)
by
(7.13) ∆2(F ) ∈
∑
r,s
F
(r)
i ⊗ ϕ
i
r,s(F )K
−r
i ⊗ F
(s)
i K−γ+sαi
+
⊕
(γ1,γ2,γ3)∈Ξ
UL,−Aζ ,−γ1 ⊗ U
L,−
Aζ ,−γ2
K−γ1 ⊗ U
L,−
Aζ ,−γ3
K−γ1−γ2 ,
where Ξ consists of (γ1, γ2, γ3) ∈ (Q
+)3 such that γ1 + γ2 + γ3 = γ and
(γ1, γ3) /∈ Z≧0αi × Z≧0αi.
Lemma 7.4. Let i ∈ I. For F ∈ UL,−Aζ ,−γ (γ ∈ Q
+) we have
ξL(pLζ (ϕ
i
r,s(F ))) = ζ
rs
i ξ
L(pLζ (ϕ
i
r+s,0(F ))).
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Proof. For X ∈ U+Aζ we have
τ(AsiXA
r
i , F ) =(τ ⊗ τ ⊗ τ)(A
r
i ⊗X ⊗ A
s
i ,∆2(F ))
=τ(Ari , F
(r)
i )τ(X,ϕ
i
r,s(F ))τ(A
s
i , F
(s)
i )
=(−1)r+sq
(r(r−1)+s(s−1))/2
i τ(X,ϕ
i
r,s(F )),
and hence
τ ∅,Lζ (x, p
L
ζ (ϕ
i
r,s(F ))) = (−1)
r+sζ
−(r(r−1)+s(s−1))/2
i τ
∅,L
ζ (πζ(Ai)
sxπζ(Ai)
r, pLζ (F ))
for any x ∈ U+ζ . It follows that
τ ∅,L1 (x
′, ξL(pLζ (ϕ
i
r,s(F )))) = τ
∅,L
ζ (
tξ(x′), pLζ (ϕ
i
r,s(F )))
=(−1)r+sζ
−(r(r−1)+s(s−1))/2
i τ
∅,L
ζ (πζ(A
s
i )
tξ(x′)πζ(A
r
i ), p
L
ζ (F ))
=(−1)r+sζ
−(r(r−1)+s(s−1))/2
i τ
∅,L
ζ (
tξ(x′)πζ(A
r+s
i ), p
L
ζ (F ))
=ζrsi τ
∅,L
1 (x
′, ξL(pLζ (ϕ
i
r+s,0(F ))))
for any x′ ∈ U+1 . Here we have used the fact that the image of
tξ is contained
in the center.
Lemma 7.5. Let i ∈ I, γ ∈ Q+ and b ∈ U+1,γ.
(i) Let f ∈ U
L,−
1,−(γ+αi)
. Write
∆(f) =
∑
γ1,γ2∈Q+,γ1+γ2=γ+αi
fγ1,γ2 (fγ1,γ2 ∈ U
L,−
1,−γ1 ⊗ U
L,−
1,−γ2),
and define f ′ ∈ U
L,−
1,−γ by fγ,αi = f
′ ⊗ fi. Then we have
(7.14) τ ∅,L1 ({π1(Ai), b}, f) = τ
∅,L
1
(
b,
(αi, αi)
2
[f, ei]−
(α∨i , γ)
2
f ′
)
.
(ii) Let f ∈ U
L,−
ζ,−ℓ(γ+αi)
. Write
∆(f) =
∑
γ1,γ2∈Q+,γ1+γ2=ℓ(γ+αi)
fγ1,γ2(1⊗ p
L
ζ (K−γ1))
(fγ1,γ2 ∈ U
L,−
ζ,−γ1 ⊗ U
L,−
ζ,−γ2),
and define f ′ ∈ U
L,−
ζ,−ℓγ by fℓγ,ℓαi = f
′ ⊗ pLζ (F
(ℓ)
i ). Then we have
(7.15) τ ∅,Lζ ({πζ(A
ℓ
i),
tξ(b)}, f)
= τ ∅,L1
(
b,
(αi, αi)
2
[ξL(f), ei]−
(α∨i , γ)
2
ξL(f ′)
)
.
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Proof. Note that (i) can be regarded as a special case of (ii) when ℓ = 1.
Hence we will only prove (ii). Take F ∈ UL,−
Aζ ,−ℓ(γ+αi)
such that pLζ (F ) = f .
By
∆2(E
(ℓ)
i ) =
∑
r+s+t=ℓ
qrs+st+tri E
(r)
i K
s+t
i ⊗ E
(s)
i K
t
i ⊗ E
(t)
i
and Lemma 2.2 we have
E
(ℓ)
i F =
∑
r+s+t=ℓ
∑
(F )2
qrs+st+tri τ(E
(r)
i K
s+t
i , F(0))τ(E
(t)
i , SF(2))F(1)E
(s)
i K
t
i
=
∑
r+s+t=ℓ
∑
(F )2
qrs−st+tri τ(E
(r)
i , F(0))τ(E
(t)
i , SF(2))F(1)K
t
iE
(s)
i
=
ℓ∑
s=0
XsE
(s)
i ,
where
Xs =
∑
r+t=ℓ−s
∑
(F )2
qrs−st+tri τ(E
(r)
i , F(0))τ(E
(t)
i , SF(2))F(1)K
t
i .
By E
(ℓ)
i F ∈ U
L
Aζ
we have Xs ∈ U
L
Aζ
for 0 ≦ s ≦ ℓ. Note that Xℓ = F and
X0 =
∑
r+t=ℓ
X0,r,t,
where
X0,r,t = (−1)
tq
t(1−ℓ−ℓ(α∨i ,γ))
i τ(E
(r)
i , F
(r)
i )τ(E
(t)
i , F
(t)
i )ϕ
i
r,t(F )K
−r+t
i .
Note also that
τ(E
(m)
i , F
(m)
i ) =
(−1)mq
m(m−1)/2
i
[m]qi !(qi − q
−1
i )
m
.
Hence X0,r,t ∈ U
L
Aζ
for r + t = ℓ, r 6= 0, t 6= 0. By X0 ∈ U
L
Aζ
we also have
X0,ℓ,0 +X0,0,ℓ ∈ U
L
Aζ
. From this we obtain
ϕiℓ,0(F )K
−ℓ
i − q
ℓ(1−ℓ−ℓ(α∨i ,γ))
i ϕ
i
0,ℓ(F )K
ℓ
i ∈ (q
ℓ − q−ℓ)ULAζ ,
or equivalently,
ϕiℓ,0(F )K
−ℓ
i − ϕ
i
0,ℓ(F )K
ℓ
i ∈ (q
ℓ − q−ℓ)ULAζ .
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Let us show
(7.16) ξL(pLζ (
∑
r+t=ℓ,r>0,t>0
X0,r,t)) =
ℓ− 1
2ℓ
ξL(pLζ (ϕ
i
ℓ,0(F )))
By Lemma 7.4 we have
ξL(pLζ (
∑
r+t=ℓ,r>0,t>0
X0,r,t))
=
ℓ−1∑
t=1
(−1)tζ ti
(−1)ℓ−tζ
(ℓ−t)(ℓ−t−1)/2
i
[ℓ− t]ζi !(ζi − ζ
−1
i )
ℓ−t
(−1)tζ
t(t−1)/2
i
[t]ζi !(ζi − ζ
−1
i )
t
ζ
t(ℓ−t)
i ξ
L(pLζ (ϕ
i
ℓ,0(F )))
=−
1
(ζi − ζ
−1
i )
ℓ
ℓ−1∑
t=1
(−1)tζ ti
[ℓ− t]ζi![t]ζi !
ξL(pLζ (ϕ
i
ℓ,0(F ))),
and hence it is sufficient to show
ℓ−1∑
t=1
(−1)tζ ti
[ℓ− t]ζi ![t]ζi !
= (ζi − ζ
−1
i )
ℓ1− ℓ
2ℓ
.
Indeed we have
2
ℓ−1∑
t=1
(−1)tζ ti
[ℓ− t]ζi ![t]ζi !
=
ℓ−1∑
t=1
(−1)tζ ti
[ℓ− t]ζi ![t]ζi !
+
ℓ−1∑
t=1
(−1)ℓ−tζℓ−ti
[t]ζi ![ℓ− t]ζi !
=
ℓ−1∑
t=1
(−1)t
ζ ti − ζ
−t
i
[ℓ− t]ζi ![t]ζi !
=
(ζi − ζ
−1
i )
[ℓ− 1]ζi!
ℓ−1∑
t=1
(−1)t
[
ℓ− 1
t− 1
]
ζi
=
(ζi − ζ
−1
i )
ℓ
(
1−
ℓ−1∑
s=0
(−1)s
[
ℓ− 1
s
]
ζi
)
=
(ζi − ζ
−1
i )
ℓ
(
1−
ℓ−2∏
j=0
(ζℓ−2−2ji − 1)
)
=
(ζi − ζ
−1
i )
ℓ
(
1−
ℓ−1∏
j=1
(1− ζ−2ji )
)
= (ζi − ζ
−1
i )
ℓ1− ℓ
ℓ
.
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(7.16) is proved. On the other hand we have
ξL(pLζ (X0,ℓ,0 +X0,0,ℓ))
=ξL
(
pLζ
(
−q
ℓ(ℓ−1)/2
i
ϕiℓ,0(F )K
−ℓ
i − q
ℓ(1−ℓ−ℓ(α∨i ,γ))
i ϕ
i
0,ℓ(F )K
ℓ
i
[ℓ]qi!(qi − q
−1
i )
ℓ
))
=− ξL
(
pLζ
(
ϕiℓ,0(F )K
−ℓ
i − ϕ
i
0,ℓ(F )K
ℓ
i
[ℓ]qi!(qi − q
−1
i )
ℓ
))
− ξL
(
pLζ
(
(1− q
ℓ(1−ℓ−ℓ(α∨i ,γ))
i )ϕ
i
0,ℓ(F )K
ℓ
i
[ℓ]qi!(qi − q
−1
i )
ℓ
))
=− ξL
(
pLζ
(
ϕiℓ,0(F )K
−ℓ
i − ϕ
i
0,ℓ(F )K
ℓ
i
ℓ(qℓi − q
−ℓ
i )
))
+
1− ℓ− ℓ(α∨i , γ)
2ℓ
ξL
(
pLζ
(
ϕi0,ℓ(F )
))
,
and hence
[ξL(f), ei] = ξ
L(pLζ ([F,E
(ℓ)
i ]) = −
ℓ∑
t=0
ξL(pLζ (X0,ℓ−t,t))
=ξL
(
pLζ
(
ϕiℓ,0(F )K
−ℓ
i − ϕ
i
0,ℓ(F )K
ℓ
i
ℓ(qℓi − q
−ℓ
i )
))
+
(α∨i , γ)
2
ξL
(
pLζ
(
ϕi0,ℓ(F )
))
.
Write
∆(F ) =
∑
γ1,γ2∈Q+,γ1+γ2=ℓ(γ+αi)
Fγ1,γ2(1⊗K−γ1)
(Fγ1,γ2 ∈ U
L,−
A,−γ1
⊗ UL,−A,−γ2).
Then we have
Fℓαi,ℓγ = F
(ℓ)
i ⊗ ϕ
i
ℓ,0(F ), Fℓγ,ℓαi = ϕ
i
0,ℓ(F )⊗ F
(ℓ)
i .
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Take B ∈ U+Aζ ,ℓγ such that πζ(B) =
tξ(b). Then we have
τ ∅,Lζ ({πζ(A
ℓ
i),
tξ(b)}, f)
=(τ(AℓiB −BA
ℓ
i , F )/ℓ(q
ℓ − q−ℓ))|q=ζ
=((τ ⊗ τ)(B ⊗Aℓi − A
ℓ
i ⊗ B,∆(F ))/ℓ(q
ℓ − q−ℓ))|q=ζ
=(−q
ℓ(ℓ−1)/2
i τ(B,ϕ
i
0,ℓ(F )− ϕ
i
ℓ,0(F ))/ℓ(q
ℓ − q−ℓ))|q=ζ
=(τ(B,ϕiℓ,0(F )− ϕ
i
0,ℓ(F ))/ℓ(q
ℓ − q−ℓ))|q=ζ
=(τ(B,ϕiℓ,0(F )K
−ℓ
i − ϕ
i
0,ℓ(F )K
ℓ
i )/ℓ(q
ℓ − q−ℓ))|q=ζ
=τ ∅,Lζ
(
tξ(b), pLζ
(
ϕiℓ,0(F )K
−ℓ
i − ϕ
i
0,ℓ(F )K
ℓ
i
ℓ(qℓ − q−ℓ)
))
=
(αi, αi)
2
τ ∅,L1
(
b, ξL
(
pLζ
(
ϕiℓ,0(F )K
−ℓ
i − ϕ
i
0,ℓ(F )K
ℓ
i
ℓ(qℓi − q
−ℓ
i )
)))
=
(αi, αi)
2
τ ∅,L1
(
b, [ξL(f), ei]−
(α∨i , γ)
2
ξL
(
pLζ
(
ϕi0,ℓ(F )
)))
=
(αi, αi)
2
τ ∅,L1
(
b, [ξL(f), ei]−
(α∨i , γ)
2
ξL (f ′)
)
.
We are done.
Now let us finish the proof of Theorem 7.2. Regarding C[M ] as a subspace
of U(m)∗ the Poisson bracket of C[M ] is uniquely determined by the following
properties.
〈{ϕ, ψ}, 1〉 = 0 (ϕ, ψ ∈ C[M ]),(7.17)
〈{ϕ, ψ}, a〉 = κ˜([(dϕ)e, (dψ)e], a) (ϕ, ψ ∈ C[M ], a ∈ m),(7.18)
〈{ϕ, ψ}, uv〉(7.19)
=
∑
(ϕ),(ψ)
〈
ϕ(0)ψ(0) ⊗ {ϕ(1), ψ(1)}+ {ϕ(0), ψ(0)} ⊗ ϕ(1)ψ(1), u⊗ v
〉
(ϕ, ψ ∈ C[M ], u, v ∈ U(m)).
In (7.18) we have identified the cotangent space m∗ of M at the identity
element e with the Lie algebra k via κ˜. Define res : C[M ] → k as the
composite of
C[M ] →֒ U(m)∗ → m∗ ≃ k,
where U(m)∗ → m∗ is induced by the canonical embedding m →֒ U(m)
and m∗ ≃ k is given by κ˜. Then we have (dϕ)e = res(ϕ) for any ϕ ∈
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C[M ]. Therefore, the Poisson bracket of C[M ] is uniquely characterized as
the bilinear map
(7.20) { , } : C[M ]× C[M ]→ C[M ]
satisfying
(a) C[M ] becomes a Poisson Hopf algebra,
(b) res({ϕ, ψ}) = [res(ϕ), res(ψ)] (ϕ, ψ ∈ C[M ]).
Assume that we are given a bilinear map (7.20) satisfying the condition
(a). Set
D = {ai, bi, χλ | i ∈ I, λ ∈ Q} ⊂ C[M ].
By Lemma 7.1 and the general formula
(7.21) res(ϕψ) = ε(ϕ) res(ψ) + ε(ψ) res(ϕ) (ϕ, ψ ∈ C[M ])
we see that the condition (b) is satisfied if and only if
(c) res({ϕ, ψ}) = [res(ϕ), res(ψ)] (ϕ ∈ D,ψ ∈ C[M ]).
Note that C[M ] is generated as an algebra by C[M+], C[M−] and C[M0],
where C[M0], C[M±] are regarded as subalgebras of C[M ] by (5.3). Hence
by (7.21) we see that the condition (c) is satisfied if and only if
(d) res({ϕ, ψ}) = [res(ϕ), res(ψ)] (ϕ ∈ D,ψ ∈ C[M+] ∪ C[M−] ∪ C[M0]).
Let us show that the isomorphism Υ : U1 → C[M ] preserves the Poisson
structure. Set r = res ◦Υ : U1 → k, and
(7.22) D′ = {π1(Ai), π1(Bi), π1(Kλ) | i ∈ I, λ ∈ Q} ⊂ U1.
By the above argument it is sufficient to show
(7.23) r({a, b}) = [r(a), r(b)] (a ∈ D′, b ∈ U+1 ∪ U
−
1 ∪ U
0
1 ),
where the Poisson bracket { , } of U1 is given by (7.6). We have
r(π1(Ai)) =
(αi, αi)
2
θ(ei), r(π1(Bi)) = −
(αi, αi)
2
θ(fi),
r(π1(Kλ)) =
1
2
θ(hλ),
where hλ ∈ h is such that κ(hλ, h) = λ(h) for any h ∈ h.
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Let us show (7.23) for a = π1(Kλ). If b = π1(B) for B ∈ U
0
A, then we
have {a, b} = 0 by [U0A, U
0
A] = 0, and [r(a), r(b)] = 0 by r(a), r(b) ∈ θ(h).
Assume b = π1(B) for B ∈ U
±
A,±γ. Then we have
{a, b} =π1((KλB −BKλ)/(q − q
−1)) = π1((q
±(λ,γ) − 1)BKλ/(q − q
−1))
=± (λ, γ)b/2.
On the other hand by r(b) ∈ θg±γ we have [r(a), r(b)] = ±(λ, γ)r(b)/2. Hence
(7.23) is proved for a = π1(Kλ). Note that the above argument also give the
proof for the case b ∈ U01 . It remains to show (7.23) when a = π1(Ai) or
π1(Bi), and b ∈ U
±
1 .
Let us consider the case a = π1(Ai) and b ∈ U
−
1,−γ for γ ∈ Q
+. If
γ−αi /∈ ∆∪{0}, then both sides of (7.23) are zero by r({a, b}), [r(a), r(b)] ∈
θ(g−γ+αi). In the case γ = 0 we can easily check that the both sides of (7.23)
coincide with zero. In the case γ = αi we can also easily check that the both
sides of (7.23) coincide with (αi, αi)θ(hαi)/2. Therefore, we may assume that
γ − αi ∈ ∆
+. In this case it is sufficient to show
κ˜(r({a, b}), (x, 0)) = κ˜([r(a), r(b)], (x, 0))
for any x ∈ gγ−αi . By Lemma 7.3 we have
{a, b} =
(αi, αi)
2
(b′′π1(Ki)− b
′π1(K
−1
i )),
where b′, b′′ are as in (7.8), and hence
κ˜(r({a, b}), (x, 0))
=
(αi, αi)
2
κ˜(r(b′′π1(Ki)− b
′π1(K
−1
i )), (x, 0))
=
(αi, αi)
2
σ1(b
′′π1(Ki)− b
′π1(K
−1
i ), (x, 0))
=
(αi, αi)
2
σ1(b
′′ − b′, (x, 0)).
On the other hand we have
κ˜([r(a), r(b)], (x, 0))
=− κ˜(r(b), [r(a), (x, 0)])
=− (αi, αi)κ˜(r(b), [xi, (x, 0)])/2
=− (αi, αi)σ1(b, [xi, (x, 0)])/2
=− (αi, αi)(σ1 ⊗ σ1)(∆(b), xi ⊗ (x, 0)− (x, 0)⊗ xi)/2
=− (αi, αi)(σ1(π1(Bi), xi)σ1(b
′π1(K
−1
i ), (x, 0))− σ1(b
′′, (x, 0))σ1(π1(BiK−(γ−αi)), xi)/2
=− (αi, αi)(σ1(b
′ − b′′, (x, 0))/2.
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(7.23) is proved in the case a = πi(Ai) and b ∈ U
−
1 .
Let us next consider the case a = π1(Ai) and b ∈ U
+
1,γ . We have r(a) ∈
θ(gαi), r(b) ∈ θ(gγ), r({a, b}) ∈ θ(gγ+αi), and hence we may assume that
γ + αi ∈ ∆
+. If γ = 0, then the both sides of (7.23) is zero. Hence we may
also assume that γ ∈ ∆+. Then it is sufficient to show
κ˜(r({a, b}), (0, y)) = κ˜([r(a), r(b)], (0, y))
for y ∈ g−(γ+αi). By Lemma 7.5 we have
κ˜(r({a, b}), (0, y)) = σ1({a, b}, (0, y)) = τ
∅,L
1 ({a, b}, y) =
(αi, αi)
2
τ ∅,L1 (b, [y, ei]).
On the other hand we have
κ˜([r(a), r(b)], (0, y)) = −κ˜(r(b), [r(a), (0, y)])
=− (αi, αi)κ˜(r(b), (0, [ei, y]))/2 = (αi, αi)σ1(b, [y, ei])/2
=(αi, αi)τ
∅,L
1 (b, [y, ei])/2.
(7.23) is proved in the case a = πi(Ai) and b ∈ U
+
1 . The remaining case
a = π1(Bi) is proved similarly to the case a = π1(Ai). We omit the details.
Now we have proved that the isomorphism Υ : U1 → C[M ] preserves the
Poisson structure.
It remains to show that Zζ is closed under the Poisson bracket and that
the isomorphism tξ : U1 ≃ Zζ preserves the Poisson structure. By the above
argument and by Lemma 7.1 we see that the set D′ (see (7.22)) generates
the Poisson algebra. Therefore, it is sufficient to show
(7.24) {tξ(a), tξ(b)} = tξ({a, b}) (a ∈ D′, b ∈ U+1 ∪ U
0
1 ∪ U
−
1 ).
The case a = π1(Kλ) is easy. Hence it is sufficient to show (7.24) in the
cases a = π1(Ai) or a = π1(Bi), and b ∈ U
+
1 ∪ U
−
1 . Assume a = π1(Ai). If
b ∈ U−1 , the assertion follows from Lemma 7.3. If b ∈ U
+
1 , then we see easily
by Lemma 7.5 that
σζ({
tξ(a), tξ(b)}, y) = σζ(
tξ({a, b}), y)
for any y ∈ V
−
ζ . Since {
tξ(a), tξ(b)}, tξ({a, b} ∈ U+ζ , (7.24) holds in this case.
The proof for the case a = π1(Bi) is similar to that for a = π1(Ai). Details
are omitted. The proof of Theorem 7.2 is now complete.
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8 Poisson manifold associated to rings of dif-
ferential operators
We denote by F the subspace of U∗ spanned by the matrix coefficients of
finite dimensional U -modules E such that
E =
⊕
λ∈Q
Eλ with Eλ = {v ∈ E | Kµv = q
(λ,µ)v (∀µ ∈ Q)}.
It is endowed with a structure of Hopf algebra via
〈ϕψ, u〉 = 〈ϕ⊗ ψ,∆(u)〉 (ϕ, ψ ∈ F, u ∈ U),
〈1, u〉 = ε(u) (u ∈ U),
〈∆(ϕ), u⊗ u′〉 = 〈ϕ, uu′〉 (ϕ ∈ F, u, u′ ∈ U),
ǫ(ϕ) = 〈ϕ, 1〉, (ϕ ∈ F ),
〈S(ϕ), u〉 = 〈ϕ, S(u)〉 (ϕ ∈ F, u ∈ U),
where 〈 , 〉 : F × U → Q(q) is the canonical paring. F is also endowed with
a structure of U -bimodule by
〈u′ϕu′′, u〉 = 〈ϕ, u′′uu′〉 (ϕ ∈ F, u, u′, u′′ ∈ U).
For a subring A of Q(q) containing Q[q, q−1] we set
FA = {ϕ ∈ F | 〈ϕ, U
L
A 〉 ⊂ A}.
It is a Hopf algebra over A and a ULA -bimodule. For z ∈ C
× we set
Fz = C⊗Az FAz ,
where Az → C is given by q 7→ z. Then Fz is a Hopf algebra over C and a
ULz -bimodule. In the following we will only be concerned with F1, which is
canonically isomorphic to the coordinate algebra C[G] of the adjoint group
of g.
Denote by ϕ 7→ ϕ the canonical homomorphism FA1 → F1 = C[G]. We
have a natural Poisson Hopf algebra structure on C[G] given by
{ϕ, ψ} = [ϕ, ψ]/(q − q−1) (ϕ, ψ ∈ FA1).
It is known that this Poisson Hopf algebra structure of C[G] coincides with
the one comming from the Manin triple (g⊕ g,m, k) by identifying k with g
(see De Concini-Lyubashenko) [3]).
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We define a Q(q)-algebra structure on
D = F ⊗Q(q) U
by
(ϕ⊗ u)(ϕ′ ⊗ u′) =
∑
(u)
ϕ(u(0)ϕ
′)⊗ u(1)u
′ (ϕ, ϕ′ ∈ F, u, u′ ∈ U).
The algebra D is an analogue of the ring of differential operators on G. We
will identify U and F with subalgebras of D by the embeddings U ∋ u 7→
1⊗ u ∈ D and F ∋ ϕ 7→ ϕ⊗ 1 ∈ D respectively.
Let A be a subring ofQ(q) containing Q[q, q−1]. We have a natural A-form
D′A = FA ⊗A U
L
A
of D whose specialization
D′1 = C⊗A D
′
A = F1 ⊗ U
L
1
at q = 1 is almost isomorphic to the ring C[G]⊗CU(g) of differential operators
on G. However, in the following we will be concerned with a different A-form
DA = FA ⊗A UA.
For z ∈ C× we set
Dz = C⊗Az DAz = Fz ⊗ Uz
where Az → C is given by q 7→ z.
Lemma 8.1. D1 is a commutative algebra. In particular, it is identified as
an algebra with the coordinate algebra C[G]⊗ C[M ] of G×M .
Proof. By the definition of the multiplication of D it is sufficient to show
uϕ = ε(u)ϕ for u ∈ U1, ϕ ∈ F1. Let ι : U1 → U
L
1 be the algebra homomor-
phism induced by UA ⊂ U
L
A . Then we have
〈uϕ, u′〉 = 〈ϕ, u′ι(u)〉 (u′ ∈ U
L
1 ),
and hence it is sufficient to show ι(u) = ε(u)1 for any u ∈ U1. We may
assume that u is one of Kλ (λ ∈ Q), Aβk , Bβk (1 ≦ k ≦ N). In these cases
the assertion follows from ι(Kλ) = 1, ι(Aβk) = ι(Bβk) = 0
Remark 8.2. We can show that D1 is isomorphic to a central subalgebra of
Dζ , where ζ is as in Section 6.
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By Lemma 8.1 we have a natural Poisson algebra structure of D1 =
C[G]⊗ C[M ] given by
{Φ,Φ′} = [Φ,Φ′]/(q − q−1) (Φ,Φ′ ∈ DA),
where DA ∋ Φ 7→ Φ ∈ D1 = C[G]⊗C[M ] is the natural homomorphism. Let
us describe this Poisson bracket more explicitly.
By definition the canonical inclusions C[G] ∋ ϕ 7→ ϕ ⊗ 1 ∈ D1 and
C[M ] ∋ ψ 7→ 1 ⊗ ψ ∈ D1 are homomorphisms of Poisson algebras. Since
the Poisson structures of C[G] and C[M ] are already described explicitly, we
have only to give a description of {ϕ, ψ} for ϕ ∈ C[G], ψ ∈ C[M ].
In general, for an algebraic group S with Lie algebra s we denote by
〈 , 〉 : C[S]× U(s)→ C
the canonical Hopf paring. We have a U(s)-bimodule structure of C[S] given
by
〈u′ϕu′′, u〉 = 〈ϕ, u′′uu′〉.
For a ∈ s, ϕ ∈ C[S], s ∈ S we have
(aϕ)(s) =
d
dt
ϕ(s exp(ta))|t=0, (ϕa)(s) =
d
dt
ϕ(exp(ta)s)|t=0.
For a ∈ s we denote by La (resp. Ra) the left (resp. right) invariant vector
field on S given by La(ϕ) = aϕ (resp. Ra(ϕ) = ϕa). For b ∈ s
∗ we denote by
L∗b (resp. R
∗
b) the left (resp. right) invariant 1-form on S given by 〈La, L
∗
b〉 =
〈a, b〉 (resp. 〈Ra, R
∗
b〉 = 〈a, b〉).
Proposition 8.3. For ϕ ∈ C[G], ψ ∈ C[M ] we have
{ϕ, ψ} = −
dimg∑
r=1
(Lξr(ϕ))(Rηr(ψ)),
where {ξr}
dimg
r=1 and {ηr}
dimg
r=1 are bases of g and m respectively such that
κ˜(θ(ξr), ηs) = δrs.
Proof. Our assertion is equivalent to the identity
(
∑
(x)
(x(0)f)⊗ x(1) − f ⊗ x)/(q − q−1) =
∑
r
ξrf ⊗ xηr (f ∈ FA1 , x ∈ UA1)
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in D1 = F1 ⊗ U1 ∼= C[G]⊗ C[M ]. For u ∈ U
L
A1
we have
∑
(x)
〈x(0)f, u〉x(1) − 〈f, u〉x =
∑
(x)
〈f, ux(0)〉x(1) − 〈f, u〉x,
∑
r
〈ξrf, u〉xηr =
∑
r
〈f, uξr〉xηr,
and hence our assertion is further equivalent to the identity
(
∑
(x)
ux(0) ⊗ x(1) − u⊗ x)/(q − q−1) =
∑
r
uξr ⊗ xηr (u ∈ U
L
A1
, x ∈ UA1)
in U
L
1 ⊗ U1
∼= U(g) ⊗ C[M ]. This statement follows from its special case
u = 1:
(
∑
(x)
x(0) ⊗ x(1) − 1⊗ x)/(q − q−1) =
∑
r
ξr ⊗ xηr (x ∈ UA1).
Let {xj}j be a free basis of UA1 , and define vj ∈ U
∗
A1
= HomA1(UA1 ,A1) by
〈vj , xk〉 = δjk. Then for v ∈ U
∗
A1
we have
∑
(x)
〈v, x(1)〉x(0) − 〈v, x〉1 =
∑
(x),j
〈v, x(1)〉〈vj, x(0)〉xj − 〈v, x〉1
=
∑
j
〈vjv, x〉xj − 〈v, x〉1,
∑
r
〈v, xηr〉ξr =
∑
r
〈ηrv, x〉ξr.
Here, the multiplication of U∗A1 is induced by the comultiplication of UA1 .
Therefore, we have only to show the identity
(
∑
j
xj ⊗ vjv − 1⊗ v)/(q − q−1) =
∑
r
ξr ⊗ ηrv (v ∈ U
∗
A1
)
in the completion HomC(C[M ], U(g)) of U(g)⊗C[M ]
∗. This statement follwos
from its special case v = 1U∗
A1
= ε:
(
∑
j
xj ⊗ vj − 1⊗ 1)/(q − q−1) =
∑
r
ξr ⊗ ηr.
This follows from Lemma 8.4 below.
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Lemma 8.4. Let Ξ : C[M ]→ U(g) be the map induced by
UA1 ∋ x 7→ (x− ε(x)1)/(q − q
−1) ∈ ULA1 .
Then we have Im(Ξ) ⊂ g and
κ˜(θ(Ξ(ϕ)), η) = 〈ϕ, η〉 (ϕ ∈ C[M ], η ∈ m).
This can be shown by a direct computation in terms of root vectors.
Details are omitted.
Remark 8.5. In terms of the Poisson tensor δ of the Poisson manifold G×M
Proposition 8.3 can be reformulated as follows. Under the identification
g ∼= m∗, m∗ ∼= g via κ˜ we have
δ(g,m)((L
∗
η)g, (R
∗
ξ)m) = −κ˜(ξ, η) ((g,m) ∈ G×M, η ∈ m, ξ ∈ g).
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