Several approaches to post-silicon adaptation require feedback from a replica of the nominal critical path, whose variations are intended to reflect those of the entire circuit after manufacturing. For realistic circuits, where the number of critical paths can be large, the notion of using a single critical path is too simplistic. This paper overcomes this problem by introducing the idea of synthesizing a representative critical path (RCP), which captures these complexities of the variations. We first prove that the requirement on the RCP is that it should be highly correlated with the circuit delay. Next, we present two novel algorithms to automatically build the RCP. Our experimental results demonstrate that over a number of samples of manufactured circuits, the delay of the RCP captures the worst case delay of the manufactured circuit. The average prediction error of all circuits is shown to be below 2.8% for both approaches. For both our approach and the critical path replica method, it is essential to guard-band the prediction to ensure pessimism: our approach requires a guard band 30% smaller than for the critical path replica method.
INTRODUCTION
For feature sizes in the tens of nanometers, it is widely accepted that design tools must take into account parameter variations during manufacturing. These considerations are important during both circuit analysis and optimization, and are essential to ensure adequate manufacturing yield. Parameter variations can be classified into two categories: across-die variations and within-die variations. Across-die variations correspond to parameter fluctuations from one chip to another, while within-die variations are defined as the variations among different locations within a single die. Within-die Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. variations of some parameters have been observed to be spatially correlated, i.e., the parameters of transistors or wires that are placed close to each other on a die are more likely to vary in a similar way than those of transistors or wires that are far away from each other. For example, among the process parameters for a transistor, the variations of channel length L and transistor width W are seen to have such spatial correlation structure, while parameter variations such as the dopant concentration NA and the oxide thickness Tox are generally considered not to be spatially correlated.
Process parameter variations have resulted in significant challenges to the conventional corner-based timing analysis paradigm, and statistical static timing analysis (SSTA) has been proposed as an alternative [1] [2] [3] [4] [5] [6] . The idea of SSTA is that instead of computing the delay of the circuit as a specific number, a probability density function (PDF) of the circuit delay is determined. Designers may use the full distribution, or the 3σ point of the PDF, to estimate and optimize timing. Efficient statistical timing analysis tools have been developed based on parameterized block-based statistical timing analysis [1, 2] , taking into consideration spatial and structural correlations of the parameter variations in the circuit to be analyzed. The computational efficiency of these methods is made practical through a preprocessing step, proposed in [1] , which has shown that Gaussian-distributed correlated variations can be orthogonalized using principal component analysis (PCA).
The above-mentioned statistical timing analysis tools are useful for presilicon analysis over an entire population of die, and are intended to maximize the yield over the population. The post-silicon analysis and optimization problem is complementary to any such presilicon analysis. The diagnosis problem addresses the issue of estimating the performance of a manufactured die, or determining the critical path (or paths) on the manufactured die. While this information may be gathered using time-intensive delay testing schemes, there are many instances where a faster diagnosis is necessary, e.g., in post-silicon tuning methods.
In previous literature, the interaction between presilicon analysis and post-silicon measurements has been addressed in several ways. In [7] , post-silicon measurements are used to learn a more accurate spatial correlation model to refine the SSTA framework. A pathbased methodology is proposed in [8] to correlate post-silicon test data to presilicon timing analysis. In [9] , a statistical gate sizing approach is presented to optimize the binning yield. The work is extended to simultaneously consider the presence of post-silicontunable clock tree and statistical gate sizing in [10] . Post-silicon debug methods and their interaction with circuit design are discussed in [11] . A joint design-time and post-silicon tuning procedure is described in [12] .
In this paper, we focus on post-silicon tuning methods that require replicating the critical path of a circuit. Such techniques include adaptive body bias (ABB) or adaptive supply voltage (ASV) [13] [14] [15] . The approach that is used in [13] [14] [15] employs a replica of the critical path at nominal parameter values (we call this the nominal critical path), whose delay is rapidly measured and used to determine the optimal adaptation. However, this has obvious problems: first, it is likely that a large circuit will have more than a single critical path, and second, a nominal critical path may have different sensitivities to the parameters than other near-critical paths, and thus may not be representative. We quantitatively illustrate this problem in our experimental results. An alternative approach in [16] uses a number of on-chip ring oscillators to capture the parameter variations of the original circuit. However, this approach requires measurements for hundreds of ring oscillators for a circuit with reasonable size and does not provide an explicit critical path.
Another post-silicon optimization technique uses dynamic voltage scaling [17, 18] . In [17] , a delay synthesizer, composed of three delay elements, is used to synthesize a critical path as part of a dynamic voltage and frequency management system. However, the control signals of the synthesizer is chosen arbitrarily and therefore it is not able to adapt to a changing critical path as a result of process variations. In [18] , the authors compensate this problem using a pre-characterized look up table (LUT) to store logic speed and interconnect speed inside different process bins. A logic and interconnect speed monitor is then used as an input to select through the LUT control signals to program a critical path. However, the authors use simplified circuitry for the speed monitor, consisting of only one logic dominated element and one interconnect dominated element, and assume that the results are generally applicable to all parts of the circuit. In the presence of significant within-die variations, this assumption becomes invalid. Moreover, the approach requires substantial memory components even for process bins of a very coarse resolution, and is not scalable to fine grids.
In this paper, we propose a new way of thinking about the problem. We automatically build an on-chip test structure that captures the effects of parameter variations on all critical paths, so that a measurement on this test structure provides us a reliable prediction of the actual delay of the circuit, with minimal error, for all manufactured die. The key idea is to synthesize a test structure whose delay can reliably predict the maximum delay of the circuit, under across-die as well as within-die variations. In doing so, we take advantage of the property of spatial correlation between parameter variations to build this structure and determine the physical locations of its elements.
The test structure that we create, which we refer to as the representative critical path (RCP), is typically different from the critical path at nominal values of the process parameters. In particular, a measurement on the RCP provides the worst-case delay of the whole circuit, while the nominal critical path is only valid under no parameter variations, or very small variations. Since the RCP is an on-chip test structure, it can easily be used within existing postsilicon tuning schemes, e.g., by replacing the nominal critical path in the schemes in [13] [14] [15] . While our method accurately captures any correlated variations, it suffers from one limitation that is common to any on-chip test structure: it cannot capture the effects of spatially uncorrelated variations, because by definition, there is no relationship between those parameter variations of a test structure and those in the rest of the circuit. To the best of our knowledge, this work is the first effort that synthesizes a critical path in the statistical sense. The physical size of the RCP is small enough that it is safe to assume that it can be incorporated into the circuit (using reserved space that may be left for buffer insertion, decap insertion, etc.) without significantly perturbing the layout.
The remainder of the paper is organized as follows. Section 2 introduces the background of the problem and formulates the problem mathematically. Next, Section 3 illustrates the detailed algorithms of our approach. Experimental results are provided in Section 4, and Section 5 concludes the paper.
PROBLEM FORMULATION
In this paper, we use the grid-based model from [1] to capture spatially correlated parameter variations. The chip is divided into a number of grids tailored for the size of the circuit. Variations of the same process parameter inside each grid are taken to be fully correlated, and the correlation is a decreasing function of distance: specifically, variations inside nearby grids show higher correlation than variations within grids that are far away. For different process parameters, it is assumed that there are no correlations.
Our overall approach can be summarized as follows. We have a circuit whose delay can be represented as a random variable, dc. Using the method presented in this paper, we build the RCP whose delay can be represented by another random variable, dp. After the circuit is manufactured, we measure the delay of the RCP, and find that it equals dpr. In other words, dpr corresponds to one sample of dp for a particular set of parameter values. From this measured value of dpr, we will infer the value, dcr, of dc for this sample, i.e., corresponding to this particular set of parameter values.
We assume that all parameter variations are Gaussian-distributed, and the delay of both the circuit and the critical path can be approximated by an affine function of those parameter variations. From previous work, e.g., [1] , we know that we can get these functions by performing SSTA, and we can obtain both dc and dp as Gaussiandistributed PDFs.
Let dc ∼ N (µc, σc), dp ∼ N (µp, σp), and let the correlation coefficient of dc and dp be ρ. Then, from the basic theory of statistics, we know that the joint PDF of dc and dp is f (dc = dcr, dp = dpr) = 1 2πσcσp
where
The conditional PDF of dc = dcr given the condition dp = dpr is
Therefore the conditional distribution of dcr is a Gaussian with mean µc + ρσc σp (dpr − µp) and variance σ
The mean can be interpreted as the predicted value of the delay of the circuit, then the variance is the mean square error of infinite samples. From a least squares perspective, it is desirable to minimize the variance, so that the mean is an estimate of the circuit delay with the smallest mean square error. For the term representing the variance of the conditional distribution, σc is fixed because we have no control over the original circuit, and therefore, the variance of the conditional distribution is dependent only on ρ. Minimizing the variance is thus equivalent to maximizing ρ. In other words, this is a formal statement of the intuitive observation that our problem is to build a RCP whose delay has the maximum correlation coefficient with the delay of the whole circuit.
GENERATION OF THE CRITICAL PATH

Overview of the SSTA Framework
Block-based parameterized statistical timing analysis procedures propagate the PDF of the arrival time at the output of each gate during a topological traversal of the circuit, using a canonical form. This canonical form typically consists of a mean (i.e., the nominal value) and a set of normalized independent sources of variation (equivalent to Principal Components (PCs), which can be ob-tained by applying PCA to the covariance matrix of the spatially correlated process parameters), and a term for spatially uncorrelated sources of variation.
We use parameterized SSTA to obtain dc as an affine function in the canonical form. We will show that this canonical form, in which the variables in the affine function consist of the m PCs and the independent parameter, makes the calculation of the correlation coefficient ρ defined in Section 2 much easier.
The canonical expression for dc is shown below:
where dc, µc are defined in Section 2, and µc is the mean of dc obtained from SSTA, and represents the nominal value of dc. The random variable Rc is the independent term defined in [19] whose variance is recorded as SSTA is performed. The random variable pi corresponds to the i th PC, and is Gaussian distributed as N (0, 1); note that pi and pj for i = j are uncorrelated by definition, due to the property of PCA. The parameter ai is the first order coefficient of dc with respect to pi. We have stacked all ai variables together to form the vector a, and p is the vector that contains all pi.
The values of these principal components for a given manufactured part are identical for the circuit and the RCP since they both lie on the same chip. A statistical timing analysis of this path yields another delay expression in canonical form:
where dp, µp are defined in Section 2, and pi, bi, b, p, Rp are all inherited from Equation (1). The correlation coefficient of dc and dp is easily computed as
where σc =
Rp . An important point to note is that ρ only depends on the coefficients of the PCs for both the circuit and the critical path and their independent terms.
As discussed in Section 2, the mean of the conditional distribution f (dc = dcr|dp = dpr), which is used to estimate of the circuit delay, is:
The variance which is also the mean square error of the circuit delay estimated using the above expression, is σ 2 c`1 − ρ 2´. Our goal is to build a critical path with the largest possible ρ.
Our theory assumes that the effects of systematic variations can be ignored, and we will show, at the end of Section 4, that this is a reasonable assumption. However, it is also possible to extend the theory to handle systematic variations in parameters that can be controlled through design: for a fully characterized type of systematic variation, we can compensate for it by choosing a shifted nominal value for the parameter.
Two Approaches for Generating the Critical Path
In this work, we propose two methods for generating the RCP. The first is based on sizing gates on an arbitrarily chosen nominal critical path, while the second synthesizes the RCP from scratch using cells from the standard cell library.
Method I: Critical Path Generation Based on Nominal Critical Path Sizing
As described in Section 1, the nominal critical path falls short of our need to capture the worst case delay of the circuit over all reasonable parameter variations. However, it is intuitively true that variations along a critical path have some relationship to the variations in the circuit. Our first approach proceeds along this intuitive direction: it begins with a critical path of the circuit, and modifies it to meet the criteria described in Section 2, in order to ensure that it closely tracks the delay of the critical path in the manufactured circuit.
For an optimized circuit, it is very likely that there are multiple nominal critical paths with similar worst case delays at nominal parameter values. To make our approach as general as possible, we pick the one nominal critical path that has the largest worst case delay at nominal values, even if its delay is only larger than a few other paths by a small margin. If there are multiple such paths, we arbitrarily pick one of them. We show in Section 4 that even with this relaxed choice, after the optimizations presented in this section, our method can produce very good results.
Algorithm 1 Variation-aware critical path generation based on sizing.
1: Perform deterministic STA on the original circuit and find the maximum delay path as the initial RCP. If there is more than one such path, arbitrarily pick any one. 2: Perform SSTA on the original circuit to find the PC coefficients corresponding to the vector a and the variance of the independent term. 3: Perform SSTA on the initial RCP to find its PC coefficients and the variance of its independent term. Calculate the correlation coefficient ρ 0 between the delay variables of the original circuit and the initial RCP. 4: k = 1 5: while (1) do 6:
for each gate i on the critical path do 7:
Bump up its size by multiplying it by a factor F , keeping all other gate sizes unchanged from iteration k − 1 8:
Compute ρ k i as the correlation coefficient for this modified RCP with the original circuit 9: end for 10:
Choose i such that ρ k i is the largest, and set
Set the RCP to be the RCP from iteration k − 1, except that the size of gate i is bumped up by factor F . 13: else 14: break 15:
end if 16: end while An outline of the procedure is illustrated in Algorithm 1. We begin with a nominal critical path of the circuit, chosen as described above, and replicate it to achieve an initial version of the RCP. This is refined by iteratively sizing the gates on the path, using a greedy algorithm, in such a way that its correlation with the circuit delay is maximized.
The first step of the approach involves performing STA on the circuit to identify a nominal critical path, which is picked as the initial version of the RCP. Next, we perform SSTA on the circuit to obtain the PDF of the circuit delay, dc, in canonical form. In other words, this analysis provides us with the coefficients of the PCs in the circuit delay expression. We repeat this procedure for the RCP, to obtain the coefficients of the PCs in the expression for the delay, dp, of the RCP. Based on these two canonical forms, we can compute the correlation coefficient, ρ 0 , between the two delay expressions.
The iterative procedure changes the size of gates on the current RCP, using a TILOS-like criterion. In the k th iteration, we process each gate i on the RCP, and alter its size by multiplying its current size by a constant factor, while leaving all other gate sizes identical to iteration k − 1. We perform SSTA on this modified RCP to obtain the new PCs corresponding to this change, and calculate the new correlation coefficient, ρ k i . Over all gates on the current RCP, we greedily choose to up-size the gate j whose perturbation that provides the maximum improvement in the correlation coefficient. We then update the RCP by perturbing the size of the j, and set the value of ρ k to ρ k j . We repeat until there is no improvement in the correlation coefficient is possible, or if the sizes of gates in the RCP become too large.
We can save on the computation time by exploiting the fact that the RCP is a single path, and that SSTA on this path only involves sum operations and no max operations. When the size of a gate is changed, the delays of most gates on the critical path are left unchanged. We only perform SSTA on the few gates and wires that are directly affected by the perturbation, instead of performing SSTA on the entire path. However, we still have to walk through the whole path to find the gate with the maximum improvement. If the number of stages of a nominal critical path is bounded by s, and the sizing procedure takes K iterations, then the run time of Algorithm 1 is O (Ks).
The final RCP is built on the chip, and after manufacturing, its delay is measured. Using Equation (4) in Section 3.1, we may then predict the delay of the circuit.
A significant advantage of this approach is that by choosing a nominal critical path as the starting point for the RCP, and refining the RCP iteratively to improve its correlation with the circuit delay, this approach is guaranteed to do no worse than one that uses the unmodified nominal critical path, e.g., in [13] [14] [15] . For a circuit that is dominated by a single critical path, this method is guaranteed to find that dominating path.
The primary drawback of this method is also related to the fact that the starting point for the RCP is a nominal critical path. This fixes the structure of the path and the types of gates that are located on it, and this limits the flexibility of the solution. Our current solution inherits its transformations in each iteration from the TILOS algorithm, and changes the size of the circuit. However, in principle the idea could also be used to consider changes, in each iteration, not only to the sizes but also to the functionality of the gates on the RCP by choosing elements from a standard cell library, so that the delay of the modified RCP (with appropriately excited side-inputs) shows improved correlations with the circuit delay. Another possible enhancement could be to select the nominal critical path with the highest initial correlation coefficient with the circuit delay, instead of choosing this path arbitrarily. These extensions may be considered in future work, but Section 4 shows that even without them, our approach still produces good results.
Method II: Critical Path Generation Using Standard Cells
The second approach that we explore in this work builds the RCP from scratch, using cells from the standard cell library that is used to build the circuit. The problem of forming a path that optimally connects these cells together to ensure high correlation with dc can be formulated as an integer nonlinear programming problem, where the number of variables corresponds to the number of library cells, and the objective function is the correlation between the statistical delay distribution, dp, of an RCP consisting of a set of these cells, and dc.
The integer nonlinear programming formulation is listed below:
The objective function above is the correlation coefficient, ρ, between dp and dc, as defined by Equation (3). The variable n represents the number of possibilities for each stage of the RCP, and the vector Ns = [Ns1, Ns2, · · · , Nsn]
T , where Nsi is the number of occurrences of i in the RCP.
The first constraint states the obvious fact that each element of Ns must be one of the allowable possibilities. In the second constraint, e = [1, 1, · · · , 1]
T , so that the constraint performs the function of placing an upper bound on the total number of stages in the RCP. For the purposes of this computation, a and σ Rp are related to Ns through the last two constraints.
Since (6) does not easily map on to any tractable problem that we are aware of, we propose an incremental greedy algorithm, described in Algorithm 2, which is simpler. While this algorithm is not provably optimal, it is practical in terms of its computational cost. We begin by recalling that our problem is to make the correlation coefficient between dc and dp as large as possible. The algorithm begins by performing SSTA on the original circuit to determine dc.
Algorithm 2
Critical path generation using standard cells.
1: Initialize the RCP P to be the initial load IN V . 2: Perform SSTA on the original circuit to find dc in canonical form, and also compute the canonical form for the delay of each of the p × q choices for the current stage. 3: Calculate the load L k−1 presented by the (k − 1)-stage RCP computed so far. 4: With L k−1 as the load, perform SSTA on the p × q choices for stage k. 5: Statistically add the canonical expressions for the delays of each of the p × q choices with the canonical form for the delay of the partial RCP computed so far, P . Calculate the correlation coefficient between the summed delays and the delay of the original circuit for each case. 6: Select the choice that produces the largest correlation coefficient as stage k in path P . 7: Go to Step 3.
During each iteration, the RCP is constructed stage by stage, where a stage is defined as a gate, together with the interconnects that it drives. If we have p types of standard gates, and q types of metal wires, then in each iteration we have p × q choices for the stage to be added. For an RCP with m stages, this corresponds to a search space of (p × q) m . Instead, our method greedily chooses one of the p×q choices at each stage that maximizes the correlation of the partial RCP constructed so far with dc, thereby substantially reducing the computation involved.
The approach begins at the end of the critical path. We assume that it drives a measurement device such as a flip-flop, and the part of the device that the critical path drives is an inverter IN V . Therefore, for the first iteration, this inverter is taken as the load, and it corresponds to a known load for the previous stage, which will be added in the next iteration.
In iteration k, we append each of the p × q choices to the partial RCP from iteration k−1, and perform SSTA for all of these choices to obtain the coefficients for the PCs, and the correlation with dc, using Equation (3). The choice that produces the largest correlation coefficient is chosen to be added to the critical path. The load presented by this choice to the previous stage is then calculated, and the process is repeated. During the process of building the RCP, there may be cases where a wire on the RCP crosses the boundary between two correlation grids: if so, the current gate and the one it drives belong to two different grids, and the wire connecting them must be split into two parts to perform the SSTA.
A complimentary issue for this algorithm is related to determining the physical layout of each stage. We assume that the RCP moves monotonically: for example, the signal direction on all horizontal wires between stages must be the same, and the same is true of signal directions on all vertical wires. Because of symmetry of the PCA results, we only choose the starting points to be from the bottom grids of the die. For a given starting point, the routing would span to the right and upper part of the circuit. It should be noted that systematic variations would affect the sensitivities of the parameter values, causing PC coefficients of cells at symmetric locations not exactly symmetric. However, because systematic variations can be pre-characterized before statistical analysis by a change of nominal values at different locations, we show in Section 4 that a reasonable disturbance of the nominal values would not significantly affect the final results. The procedure continues until the number of stages in the RCP reaches a prespecified maximum, or when the monotonic path reaches the end of the layout.
If the number of stages of the RCP is bounded by s and the number of starting points we try is ω, the runtime of method II is O(ωpqs), because at each stage we have p × q choices. In comparison to Method I, if the bound of maximum number of stages for each method is comparable, then the comparison between K and ω × p × q determines which method has the longer asymptotic run time.
This approach has the advantage of not being tied to a specific critical path, and is likely to be particularly useful when the number of critical paths is large. However, for a circuit with one dominant critical path, this method may not be as successful as the first method, since it is not guided by that path.
EXPERIMENTAL RESULTS
We demonstrate the effectiveness of the approaches presented in this paper on the ISCAS89 benchmark suite. The netlists are first sized using our implementation of TILOS: this ensures that the circuits are realistic and are a reasonable number of critical paths. The circuits are placed using Capo [20] and global routing is then performed to route all of the nets in the circuits.
The variational model uses the hierarchical grid model in [21] to compute the covariance matrix for each spatially correlated parameter. Under this model, if the number of grids is G, and the number of spatially correlated parameters being considered is P , then the total number of PCs is no more than (P × G). The parameters that are considered as sources of variations include the effective channel length L, the transistor width W , the interconnect width Wint, the interconnect thickness Tint and the inter-layer dielectric HILD. The width W is the minimum width of every gate before the TI-LOS sizing. We use two layers of metal. Parameters on different layers of metal are considered to be independent. The parameters are Gaussian-distributed, and their mean and 3σ values are shown in Table 1 . As in many previous works on variational analysis, we assume that for each parameter, half of the variational contribution is assumed to be from across-die variations and half from withindie variations. We use MinnSSTA [1] to perform SSTA, in order to obtain the PC coefficients for dc. All programs are run on a Linux PC with a 2.0GHz CPU and 256MB memory. We first show the results of the algorithm that corresponds to Method I, described in Section 3.2.1, synthesizing the RCP by modifying a nominal critical path of the original circuit. The initial sizes of the gates are their sizes after timing optimization. We only show the results of the larger circuits, since these are more realistic, less likely to be dominated by a small number of critical paths, and are large enough to allow significant within-die variations. Of these, circuit s9234 is smaller than the others, and is divided into 16 spatial correlation grids, while all other circuits are divided into 256 grids.
In our implementation of Method I, we do not consider congestion issues. We assume both the critical path replica method and Method I can perfectly replicate the nominal critical path, including the interconnects, to give them a fair comparison. In practice, Method I can route the replicated nominal critical path in the same way as any of the prior critical path replica methods reported in previous literature.
We use a set of Monte Carlo simulations to evaluate the RCP. For each circuit being considered, we perform 10,000 Monte-Carlo simulations, where each sample corresponds to a manufactured die. For each sample, we compute the delay of the RCP, the delay of the original circuit, and the delay of the nominal critical path that may be used in a Critical Path Replica method, as in [13] [14] [15] .
The delay of the RCP is then used to compute the circuit delay using Equation (4) in Section 3.1. This computed circuit delay, called the predicted delay, d predic , is compared with the delay of the circuit, referred to as the true delay, dtrue. The prediction error is defined as
For purposes of comparison, we also calculate the according prediction error for the Critical Path Replica method. In order to maximize yield, we must add a guard band for the predicted delay values to ensure that the predictions are pessimistic. Therefore in this set results we also compare the guard band needed to make 99% of the delay predictions pessimistic for both Method I and the Critical Path Replica method, respectively. The results of the comparisons are presented in Table 2 , where the rows are listed in increasing order of the size of the benchmark circuit. For Method I as well as the Critical Path Replica (CPR) Method, we show the average error and maximum error over all samples of the Monte-Carlo simulation. All of the average errors of our approach are below 3% and both the average errors and maximum errors are significant improvements compared to the Critical Path Replica method. The guard bands needed by the two methods are listed in the last two columns. The guard band for Method I for each circuit is observed to be much smaller than the Critical Path Replica method. The advantage of Method I becomes particularly noticeable for the larger circuits.
The conditional variance derived in Section 2 defines the confidence of our estimate. Therefore we show the conditional standard deviation σ cond as a percentage of the conditional mean µ cond in Table 3 . Because µ cond is different for each sample, we list the average σ cond µ cond and the maximum σ cond µ cond over all samples for each circuit. In order to provide more information about the RCP we generate, we also show the number of stages for each RCP in the table. In this case, the number of stages for each RCP is the same as the nominal critical path for that circuit. The last column of the table shows the CPU time required by Method I for these benchmarks.
The run time of Method I ranges from a few seconds to around 9 minutes. The conditional standard deviation is typically below 3% of the conditional mean on average. To visually indicate the performance of Method I, we draw scatter plots of the results for circuit s35932 in Figure 1 axis, shown using a solid line. It is easily seen that for the critical path replica method, the delay of the Critical Path Replica is either equal to the true delay (when it is indeed the critical path of the manufactured circuit) or smaller (when another path becomes more critical, under manufacturing variations). On the other hand, for Method I, all points cluster very close to the x = y line, an indicator that the method produces accurate results. The delay predicted by our approach can be larger or smaller than the circuit delay, but the errors are small. Note that neither Method I nor the Critical Path Replica Method is guaranteed to be pessimistic, but such a consideration can be enforced by the addition of a guard band that corresponds to the largest error. Clearly, Method I can be seen to have the advantage of the smaller guard band in these experiments.
Our second set of experiments implement the algorithm corresponding to Method II, presented in Section 3.2.2. The maximum number of stages we allow for the critical path we create for each circuit is 50, comparable to most nominal critical paths for the circuits in our benchmark suite. We use 7 standard cells at each stage, and 2 metal layers. Therefore we have 14 choices for each stage. As in Method I, we did not consider congestion issues here and assume that the critical path replica method can perfectly replicate the nominal critical path. In practice, Method II can easily handle congestion issues by assigning a penalty to congested areas when selecting wire directions. The setup of the Monte-Carlo simulations are similar to the first set of experiments. The corresponding errors and guard bands are shown in Table 4 . Since this Monte Carlo simulation is conducted separately from that in Table 2 , there are minor differences in the error for the Critical Path Replica, even though both tables use the same Critical Path Replica as a basis for comparison. The average and maximum σ cond µ cond , the number of stages for each RCP, as well as the run times are shown in Table 5 . The advantage of Method II, again, increases with the size of the circuit. It is observed that for almost all cases, the average and maximum errors for Method II are better than those for the Critical Path Replica method. The exception to this is circuit s13207, which is dominated by a small number of critical paths, even after sizing using TILOS. We illustrate this using the path delay histogram in Figure 2(a) , which aggregates the delays of paths in the sized circuit into bins, and shows the number of paths that fall into each bin.
In this case, it is easily seen that the number of near-critical paths is small. In contrast, Figure 2(b) shows the same kind of histogram for circuit s9234, which is more typical over the other benchmarks: in this case it is seen that a much larger number of paths is nearcritical, and likely to become critical in the manufactured circuit, due to the presence of variations. Under the scenario where the number of near-critical paths is small, it is not surprising that Method II does not perform as well as a critical path replica. First, as pointed out in Section 3.2.2, Method II does not take advantage of any information about the structure of the original circuit, and is handicapped in such a case. Moreover, the unsized circuit s13207 was strongly dominated by a single critical path before TILOS sizing; after sizing, the optimized near-critical paths are relatively insensitive to parameter variations, meaning even if one of these becomes more critical than the nominal critical path on a manufactured die, it is likely to have more or less the same delay. We also show scatter plots for both our approach and critical path replica in this case, in Figure 3 (a) and Figure 3(b) , respectively. The figures are very similar in nature to those for the first approach, and similar conclusions can be drawn. In comparing Methods I and II by examining the numbers in Tables 2 and 4 , it appears that there is no clear winner, though Method II seems to show an advantage for the largest circuits, s35932 and s38417. With our limited number of choices for each stage of the RCP, referring to discussions about run time in Section 3.2.2, it is not surprising that Method II is faster in terms of CPU time, as is shown in Table 5 . The algorithm finishes within a few seconds for all of the benchmark circuits. Next we show the location of the critical path we build for circuit s38417 using Method II on the chip in Figure 4 . The figure shows the die for the circuit. The size of the die is determined by our placement and routing procedure, and the dashed lines indicate the spatial correlation grids. The solid bold lines are the wires of the critical path. The figure shows that the critical path grows in a monotonic direction and it starts from one of the grids at the bottom of the chip, both due to the layout heuristics discussed in Section 3.2.2.
In order to gain more insight into the trend of improvement of the correlation coefficients, Figure 5 shows the correlation coefficient of Method II after each stage is added for one starting point. The result for Method I is similar. Finally, we experimentally demonstrate that our assumption of neglecting systematic variations is reasonable. We demonstrate this on Method II, and show that a reasonable change in the nominal parameter values of the RCP cells due to systematic variations would not affect the final results by much. This justifies our heuristic to only choose the starting point of the RCP at the bottom of the die.
The experiment proceeds as follows: after the RCP is built, we disturb the nominal values of all parameters associated with the RCP by 20%, while leaving those of the original circuit unperturbed. This models the effect of systematic variations, where the RCP parameters differ from those of the original circuit. We show the final results of the scatter plots for circuit s38417, with and without disturbance, in Figures 6(a) and 6(b) , respectively. It is shown that the plots are almost identical, and the average error is 2.26% with disturbance as compared to 2.28% for the normal case.
The intuition for this can be understood as follows. The corre- lation between the original circuit and the RCP depends on the coefficients of the PCs in the canonical expression. The coefficients depend on the sensitivities of the delay to variations, and not on their nominal values. Although the delay is perturbed by 20%, the corresponding change in the delay sensitivity is much lower, and this leads to the small change in the accuracy of the results.
CONCLUSION
In this paper, we have presented two novel techniques to automatically generate a critical path for the circuit to capture all of the parameter variations. Experimental results have shown that our methods produce good results.
