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Abstract
Two of the emerging trends in wireless cellular systems are Device-to-Device (D2D) and Machine-
to-Machine (M2M) communications. D2D enables efficient reuse of the licensed spectrum to support
localized transmissions, while M2M connections are often characterized by fixed and low transmission
rates. D2D connections can be instrumental in localized aggregation of uplink M2M traffic to a more
capable cellular device, before being finally delivered to the Base Station (BS). In this paper we
show that a fixed M2M rate is an enabler of efficient Machine-Type D2D underlay operation taking
place simultaneously with another downlink cellular transmission. In the considered scenario, a BS B
transmits to a user U , while there are NM Machine-Type Devices (MTDs) attached to U , all sending
simultaneously to U and each using the same rate RM . While assuming that B knows the channel B−U ,
but not the interfering channels from the MTDs to U , we prove that there is a positive downlink rate that
can always be decoded by U , leading to zero-outage of the downlink signal. This is a rather surprising
consequence of the features of the multiple access channel and the fixed rate RM . We also consider
the case of a simpler, single-user decoder at U with successive interference cancellation. However, with
single-user decoder, a positive zero-outage rate exists only when NM = 1 and is zero when NM > 1.
This implies that joint decoding is instrumental in enabling fixed-rate underlay operation.
Index Terms
D2D; M2M; MTC; Underlaying; Multiple Access Channel; SIC; Joint Decoding
I. INTRODUCTION
This work is motivated by two technology trends in wireless cellular networks [1]: direct
Device-to-Device (D2D) communications [2]–[4] and Machine-Type Communications (MTC)
or Machine-to-Machine (M2M) communications [5]. D2D communication refers to the direct
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1links between the wireless devices using the same spectrum and air interface as in cellular
communications. M2M involves a large number of low-rate low-power Machine-Type Devices
(MTDs), attached to the cellular network, enabling various applications, such as asset/health
monitoring, smart grid communications, large-scale environmental sensing, etc.
A. State of the Art
Recently, several potential synergies between D2D and M2M have been investigated [6]–[8],
aiming to increase the spectral reuse, range and coverage. In [9] these synergies where explored
in the context of group-based operations, i.e. of a D2D-enabled cellular device that acts as a
clusterhead for a group of MTDs. In the uplink the clusterhead aggregates and forwards the
gathered requests, data packets and status information from MTC devices to the connected
3GPP Base Station (BS). In the downlink, the cluster head relays management messages and
data packets from the BS to the MTDs in the group. The use of D2D communications reduces
the signaling congestion on the air interface and the network management load, which goes
in-line with the spirit of the group-based management defined by 3GPP [10]. In [11] it was
considered how direct communication within a cluster of devices can improve the performance of
a conventional cellular system, by leveraging the selection between direct D2D and infrastructure
relaying. In [12], the impact of the MTDs on the cellular network is mitigated by randomly
deploying data collectors to gather the traffic from the MTDs. In [13], the authors use a queueing
model and coalition game formulation to analyze a scenario where the MTDs are able to transmit
to a macro or small-cell BS, or perform relay transmission. One of the observation was that the
overall throughput of the MTDs is higher if they have a low duty cycle.
Standardization considers D2D under the name Proximity Services (ProSe) [14], where among
several other use cases, it highlights the use case in which a cellular device improves the coverage
by acting as a relay on behalf of one or more other cellular devices that are outside the network
range. From architecture viewpoint, D2D relaying in ProSe is referred to as range extension and
is specific to public safety use cases [15]. The report [16], besides providing design aspects for
the physical and the upper layers, it also states that one of the requirements is the support of a
large number of concurrently participating ProSe-enabled users.
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Fig. 1. The cellular user U , receives simultaneously, in the same time and frequency resource, the transmissions from the
Base Station B and from the Machine-Type Devices Mq associated with U . The black devices are MTDs whose signals are not
decoded by U and create background non-cancelable interference to U .
B. Our Contribution
A motivating scenario for this work is the one in which one or multiple MTDs are attached
to the cellular network through a D2D connection to a more capable device. For example, one
can think health sensors as MTDs that are attached to the body and should supply data to the
cellular network about the monitored user. Each sensor is capable to communicate directly with
the cellular infrastructure; however, if the person has a smartphone at disposal, the sensor uses a
D2D link to transmit the data to the smartphone. Speaking in more general terms, in our scenario,
the D2D link is used by an M2M device to send uplink traffic to another, more capable device.
The latter may aggregate the M2M traffic from one or multiple M2M devices and then send
it in the uplink to the BS. The architecture in which the M2M traffic is locally aggregated to
a more capable device rather than being sent directly over a wide-area connection has at least
two advantages. First, the uplink power can be lowered. Second, there are less M2M devices
that contend directly to get uplink resources at the BS. The latter is important if we consider a
massive number of M2M devices in a single cell, such that they cannot be served if activated
approximately at the same time. However, using D2D links and traffic aggregation, the resource
sharing occurs locally, among a relatively lower number of M2M devices.
3Fig. 1 depicts out the network-assisted D2D solution scenario [3], which enables concurrent
use of the same communication resource by MTDs and normal cellular devices. The M2M
connection is assumed to have a fixed, low rate RM . We also consider downlink traffic that
is sent simultaneously with the D2D transmission. The downlink traffic is not necessarily a
M2M traffic and therefore the rate is adaptable, aiming to maximize the downlink throughput
according with the channel conditions. Our scenario combines the following four aspects in a
D2D setting: (1) the underlay of downlink cellular communications [6], [17]–[20]; (2) the use of
interference cancellation techniques [6], [17]; (3) the use of D2D to support a fixed and low-rate
M2M connection [6], [21], [22] and (4) considers the case of partially available Channel State
Information at the Transmitter (CSIT) [6], [23], [24].
We show that, despite the activation of the MTDs transmission and the fact that the interfering
channel Mq−U is not known, it is still possible for the BS B to select a positive downlink rate
for the cellular link B −U that experiences zero outage. In other words, the downlink signal is
always decoded by U , regardless of the strength of the interfering channel from Mq to U . The
most interesting aspect of it is that B only needs to know the instantaneous channel B−U , but
it does not need to know anything about the channel Mq − U , not even the channel statistics.
We show that B needs only to know the MTD rate RM , which is assumed fixed and a priori
known by all. Intuitively, this is possible because, for fixed RM , if the link Mq−U is weak, then
the interference from Mq is treated as noise, but if it is very strong, then the signal from Mq
is decoded by U and thus the interference cancelled. The maximal zero-outage downlink rate
occurs in the transition between these two regimes. We first consider the full decoding region
of a multiple access channel, referred to as Joint-User Decoding (JD), and prove a closed-form
formula of the maximal zero-outage downlink rate when there are NM MTDs attached to U .
For the special case NM = 1, we also consider a simpler, Single-User Decoding (SD), where
U needs to use only single-user decoding. This work is a generalization of the scenario first
presented in [6], [7], where the M2M and D2D coexistence was analyzed in a different network
topology and assumptions.
The paper is organized as follows. In Section II we present the system model, followed by
Section III, where we derive the maximal zero outage downlink rate in both JD and SD. In
Section IV, we provide analytical bounds and approximations for the performance metrics using
stochastic geometry tools. In Section V, we provide the comparison between the analytical
4bounds and approximations and the Monte Carlo simulations results. Finally, we conclude the
paper in Section VI.
II. SYSTEM MODEL
Fig. 1 depicts the scenario, focused on the cellular user U that receives downlink traffic from a
BS denoted by B. There are NM MTDs associated with U 1, denoted by Mi, i = 1 . . . NM . Each
device transmits to U during the downlink transmission of B, such that U observes a multiple
access channel (MAC) with NM + 1 transmitters:
yU = hBxB +
NM∑
i=1
hMixMi + z˜ (1)
where hB and hMi are the complex gains of the channels B−U and Mi−U , respectively. xB and
xMi are given respectively by the circular zero-mean Gaussian complex signal transmitted by the
B, M and Mi nodes, such that the respective variances are E[|xB|2] = PB and E[|xMi |2] = PM ,
where PB and PM represent the constant power levels used by B and Mi, respectively. Finally,
z˜ is a complex Gaussian variable that contains the noise as well as the Gaussian-approximated
interference from the other MTDs not associated with U . We assume E[|z˜|2] = σ˜2 and in
Section IV we will explicitly address the modeling of the interference.
The Signal-to-Noise Ratio (SNR) γi for the signal transmitted from node i, where i ∈
{B,M1,M2, . . .MNM}, to U is defined as
γi =
Pi|hi|2
σ˜2
(2)
the channel coefficient |hi|2 contains the path loss and the fading, and where Pi = PM for i 6= B.
All links are assumed to be non-Line-of-Sight and characterized by block Rayleigh fading, such
that both the channel fading gains and aggregated interference do not vary during a slot in which
a single packet is sent. The model of the path loss and fading is presented in Section IV.
All transmissions have normalized bandwidth of 1 Hz, therefore the time duration can be
measured in number of symbols. All transmitters use capacity-achieving Gaussian codebooks,
such that if a link has a SNR of γ in a given slot, then the maximal achievable rate is
R = log2(1 + γ) = C(γ) (3)
1We note that the MTDs transmit their own data and are not acting as relays to B’s transmission.
5Similarly, for a given rate Ri we can compute the minimal required SNR Γi that the link should
have in order for the receiver to decode the signal successfully in absence of other interfering
signals. This is given as:
Γi = C
−1(Ri) = 2Ri − 1 (4)
The downlink rate RB can be adapted from slot to slot, while each MTD uses always a constant
rate RM . When there is no danger of causing confusion and for the sake of brevity, we will
sometimes refer to Γi as “rate”. Further, we will denote the SNR of the Mi MTD simply as γi.
We assume that B knows the instantaneous Channel State Information (CSI) of the B − U
link, represented by the knowledge of γB. The most interesting assumption is that B does not
have any knowledge of the channel realization or channel statistics of the link Mi − U . B only
knows the rate RM employed by the MTDs, which can be expressed as ΓM = C−1(RM). We
note that U estimates the channel realizations from all links associated with the transmissions
that it decodes, i.e. U has CSI at the Receiver, obtained through e.g. unique preambles of the
transmitting MTDs and B.
III. SELECTION OF THE ZERO-OUTAGE DOWNLINK RATE RB
A. Single MTD: NM = 1
We start with the case NM = 1 and show how to select the maximal downlink rate RB, for
given γB, such that the signal sent from the B experiences zero-outage, i.e. U is able to decode
it with probability 1, regardless of the interference caused by the MTDs. The intuition why such
a rate exists can be explained as follows. If the interference from M1 is weak, then γ1 is low
and this interference should be treated as noise. As γ1 grows while RM (i.e. ΓM ) stays fixed,
then the MTD signal becomes decodable, such that it can be removed. Hence, there are two
operating regimes for the decoder at U . We will show that B can always select a positive rate
RB that does not result in outage, although B does not even know the operating regime of the
decoder of U . We denote this decoding setting as Joint User Decoding (JD).
In a model of a standard multiple access channel (MAC) the assumption is that the receiver
should decode successfully the signals of all the transmitters. In our case, U is the receiver of
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Fig. 2. Illustration of the working regimes of a Joint decoder, where one of the links has fixed rate. The transmission from B:
(a) is decoded while treating the MTD transmission as noise; (b) is jointly decoded with the transmission from the MTD; (c)
is decoded in the presence of noise, after the transmission from the MTD has been decoded and subtracted from the composite
signal.
two signals with rates RB and R1 = RM , such that the MAC inequalities are:
RM ≤ C (γ1)
RB ≤ C (γB)
RM +RB ≤ C (γ1 + γB) (5)
Our objective is different from a standard MAC treatment, since RM is fixed and we need to
analyze the decodability of RB, regardless of whether RM is decodable. Fig. 2 depicts the three
working regimes of the Joint Decoder. If γ1 < ΓM , then the first inequality in (5) is violated,
such that the signal from M1 is treated as noise and the maximal achievable downlink rate is:
RB ≤ C
(
γB
1 + γ1
)
(6)
On the other hand, when γ1 ≥ ΓM then there are two options: (a) either continue to treat the
signal from M1 as noise and use (6) to determine the maximal RB or (b) employ the MAC
inequalities (5), which leads to the following:
RB ≤ min{C (γB) , C (γ1 + γB)−RM} = min{C (γB) , C (γ1 + γB)− C(ΓM)} (7)
However, note that if for given γ1 ≥ ΓM the expression (6) leads to a higher bound on RB
compared to (7), then U should treat the signal from M1 as noise (but we will see that this is
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Fig. 3. Achievable ΓB when using Joint User Decoding (JD) given known γB that does not put the B − U link in outage.
not the case). With a slight abuse of notation, we can define RB(γ1) as the maximal achievable
RB for given γ1, which can then be written compactly as:
RB(γ1) =
 C
(
γB
1+γ1
)
γ1 < ΓM
max{C
(
γB
1+γ1
)
,min{C (γB) , C (γ1 + γB)− C(ΓM)}} γ1 ≥ ΓM
(8)
Fig. 3 depicts how this function looks like. When γ1 = τ1 < ΓM , RB(γ1) decreases, since a
larger γ1 means a larger noise, corresponding to regime depicted in Figure 2(a). After γ1 reaches
ΓM , RB(γ1) starts to increase, corresponding to regime depicted in Figure 2(b). Finally, when
the link M1 − U becomes too strong γ1 ≥ τ2, the downlink rate reaches its maximal possible
value RB(γ1) = C(γB) where the interference effect from M1 − U vanishes, corresponding to
regime depicted in Figure 2(c).
We can now state the following:
Lemma III.1. Let there be NM = 1 MTD sending at rate RM . Let B know the rate RM and
the SNR γB, but not γ1. Then the maximal downlink transmission rate that is always decodable
by U is RB = C(ΓJDB ) where
ΓJDB =
γB
1 + ΓM
(9)
and ΓM = C−1(RM).
8Proof: In order to prove the lemma, we need to show that the minγ1≥0RB(γ1) = C(Γ
JD
B ).
This is because if C(ΓB) ≤ RB(γ1), then U can always decode the signal from B.
Let 0 ≤ γ1 < ΓM . Then:
RB(γ1) = C
(
γB
1 + γ1
)
(a)
> C
(
γB
1 + ΓM
)
= C(ΓJDB ) (10)
where (a) follows from γ1 < ΓM .
Now let γ1 ≥ ΓM . The γ1 > 0 implies:
C
(
γB
1 + γ1
)
< C(γB) (11)
Furthermore,
C (γ1 + γB)− C(ΓM) = log2
(
1 + γ1 + γB
1 + ΓM
)
(12)
(a)
≥ log2
(
1 +
γB
1 + ΓM
)
(b)
≥ log2
(
1 +
γB
1 + γ1
)
where both (a) and (b) follow from γ1 ≥ ΓM . From (11) and (b) in (12) it follows that:
max
{
C
(
γB
1 + γ1
)
,min {C (γB) , C (γ1 + γB)− C(ΓM)}
}
(13)
= min {C (γB) , C (γ1 + γB)− C(ΓM)}
while from C(γB) > C
(
γB
1+ΓM
)
and (a) in (12) it follows that:
C(ΓJDB ) = C
(
γB
1 + ΓM
)
≤ min{C (γB) , C (γ1 + γB)− C(ΓM)} (14)
We have thus proved that C(ΓJDB ) is always decodable, regardless of the value of γ1. On the
other hand, from (a) in (12) it follows that
RB(ΓM) = C(Γ
JD
B ) (15)
such that C(ΓJDB ) is the minimal value of RB(ΓM) in the interval γ1 > 0. It is easily checked
that RB(ΓM) is continuous, since if γ1 is treated as noise, the achievable rate for γ1 = ΓM is
C(ΓJDB ).
A final remark is in order. The previous lemma shows that it is possible for U to decode the
signal from B, but it only indirectly focuses on how U does it. We refer again to the three regions
9on Fig. 3. When γ1 < ΓM , U treats the signal from M1 as noise. When ΓM ≤ γ1 < ΓM(1+γB),
U jointly decodes the signals from B and M1 and this is arguably the most complex regime
of operation; we will therefore consider a simplified receiver in Section III-C. Finally, when
γ1 ≥ ΓM(1 + γB), U decodes first the signal from M1, subtracts it, and proceeds to decode the
signal of B using single-user decoding. Note that it is not necessary for B to be aware in which
decoding regime does U operate, it only matters that U can decode RB.
B. Multiple MTDs: NM > 1
When multiple MTDs are associated with a single device U , then U observes a multiple access
channel of NM + 1 > 2 users. Nevertheless, we can use the insights of the proof for the case
NM = 1 in order to state and prove the maximal downlink rate RB that can always be decoded
by U , irrespective of the instantaneous channel gains γ1, γ2, · · · γNM .
In order to provide an intuition, let us assume that there are NM = 2 MTDs with γ1 and γ2,
respectively. Both MTDs transmit by using the same rate RM = C(ΓM). If both SNRs are very
low, such that γ1 < ΓM and γ2 < ΓM , then both signals should be treated as noise, such that
the maximal achievable rate for RB would be
C
(
γB
1 + γ1 + γ2
)
(16)
Let both SNRs increase and reach γ1 = γ2 = ΓM . Then one might think, following the argument
in the proof of Lemma III.1, that this is the point where both MTD signals become decodable.
This would lead to a rate RB = C (γB/(1 + 2ΓM)) which should be the desired rate with zero
outage. However, this argument is flawed. The reason is that in the multiple access channel
consisting of M1 and M2 there are three inequalities that need to be satisfied in order to have
both signals decoded. The third inequality is:
RM +RM ≤ log2(1 + γ1 + γ2) (17)
The reader can easily check that this is violated when γ1 = γ2 = ΓM . Hence, we need to look
for the minimal value of RB by considering the joint decodability of both signals. In order to
satisfy (17) with equality, the following needs to hold:
1 + γ1 + γ2 = (1 + ΓM)
2 (18)
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Thus, if we set γ1 = γ2 =
(1+ΓM )
2−1
2
, then all three inequalities of the multiple access channel
(with M1 and M2 as transmitters) are satisfied. This leads us to conjecture that the maximal
downlink rate that has zero probability of outage is specified by
ΓB,2 =
γB
(1 + ΓM)2
(19)
This conjecture is proved in its general form through the following theorem:
Theorem III.2. Let there be NM MTDs, each sending at rate RM and γi is the SNR of the
link Mi − U . Let B know RM and the SNR γB, but none of the SNRs γ1, γ2, . . . γNM . Then
the maximal downlink transmission rate that is always decodable by U is RB,NM = C(Γ
JD
B,NM
)
where
ΓJDB,NM =
γB
(1 + ΓM)NM
(20)
and ΓM = C−1(RM).
Proof: The proof is given in Appendix A.
An interesting side effect of the derived zero outage downlink rate bounds is how they affect
the outage of the MTDs links towards U . In the case of joint decoding (JD), all inequalities that
involve RB must be satisfied, due to the assumed decodability of RB, such that it follows that
the decodability of each individual Mi does not depend on the transmission from B. In other
words, we can calculate the probability of outage for the MTDs by considering only the multiple
access channel of NM users, which contains only the MTDs as transmitters, but not B.
C. Single-User Decoding
We now consider the case in which U applies Single-User Decoding (SD) in each step, treating
the yet-to-be-decoded user as a noise.
We treat first the case NM = 1, where we show how to select the maximal downlink rate for
given γB that guarantees that there is no outage. Recall that there are three operating regions of
the JD receiver for NM = 1. When SD is applied, there are only two decoding options, depicted
on Fig. 4:
• If the link M1 − U is weak, then γ1 is low and the signal from B should be decoded by
treating the signal from M1 as noise. This regime is depicted in Fig. 4(a) and Fig. 4(b).
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Fig. 4. Illustration of the working regimes of a Single-User decoder with successive interference cancellation, where one of
the links has fixed rate. The transmission from B: (a) is decoded while treating the MTD transmission as noise; (b) is decoded
while treating the MTD transmission as noise, due to the Single-User decoding; (c) is decoded in the presence of noise, after
the transmission from the MTD has been decoded and subtracted from the the composite signal.
• If the link M1 − U is very strong, given that the MTD rate is fixed to RM , then the signal
from M1 is decoded, subtracted and a “clean” signal of B is decoded at the maximal
possible rate C(γB). It can be shown that the signal from M1 is decodable and thus the
link M1−U can be treated as strong when γ1 = φ1 = ΓM(1 +γB). This regime is depicted
in Fig. 4(c).
We can then define RB(γ1) as the maximal achievable RB for given γ1, which can be written
as:
RB(γ1) =
 C
(
γB
1+γ1
)
γ1 < ΓM(1 + γB)
C (γB) γ1 ≥ ΓM(1 + γB)
(21)
Proposition III.3. Let there be a single MTD sending at rate RM and let U apply successive
single user decoding. If B knows the instantaneous SNR γB, but not γ1, then the maximal
downlink transmission rate that is always decodable by U is RB = C(ΓSDB ) where
ΓSDB =
γB
1 + ΓM(1 + γB)
(22)
and ΓM = C−1(RM).
Proof:
12
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Fig. 5. Achievable ΓB when using Single-User Decoding (SD) given known γB that does not put the B − U link in outage.
The proof is straightforward. If γ1 < ΓM(1 + γB) then:
ΓSDB =
γB
1 + ΓM(1 + γB)
<
γB
1 + γ1
(23)
If γ1 ≥ ΓM(1 + γB), then
ΓSDB < γB (24)
since ΓM(1 + γB) > 0. The function RB(γ1) plotted on Fig. 5 approaches value C(ΓSDB ) as
γ1 = ΓM(1 + γB)− , where  > 0 and → 0. Stated precisely, C(ΓSDB ) is the supremum of the
zero-outage RB.
Clearly, the zero outage rate in the SD setting is much lower than the one in the JD setting.
Analogous to the case of JD, it is natural to ask what happens when NM > 1 and still assuming
that B is ignorant about γj , where j = 1, 2, . . . NM . The following proposition shows that there
is no positive rate RB that can lead to zero outage when SD is applied.
Proposition III.4. Let there be a NM > 1 MTDs, each sending at rate RM and let U apply
successive single user decoding. If B knows the instantaneous SNR γB, but not the SNRs of the
links MTD-U , then there is no positive downlink rate that can guarantee that U can decode the
signal of B, i.e.
ΓSDB,NM = 0 for NM > 1 (25)
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Proof: It is sufficient to show this for the case NM = 2 and consider γ1 and γ2, assuming
without loss of generality that γ1 ≤ γ2. Since single-user decoding is used, the signal of M2
should be decoded first, treating the signals of M1 and B as a noise. Let us consider only the
case γ2 < ΓM1+γ1+γB . Here the signal from M2 cannot be decoded and should be treated as noise.
But, since
γ1 ≤ γ2 < ΓM
1 + γ1 + γB
(26)
it follows that both the signals from M1 and M2 should be treated as noise. However, in that
case the rate that guarantees no outage of the downlink signal should be chosen:
ΓSDB,2 ≤
γB
1 + γ1 + γ2
(27)
which goes arbitrarily close to zero as γ1, γ2 increase. Thus the maximal zero-outage rate is
zero. Since ΓJDB,NM does not increase with NM , it follows that the claim of the proposition is
true for any NM > 1.
The last proposition reveals that joint decoding is instrumental in preserving a nonzero rate
when the interfering channels γj are unknown.
D. Practical Considerations
The derived zero-outage rates for both JD and SD, show that B is not required to have
CSIT from the MTD-U links. Therefore, this information does not need to be exchanged
prior to connection establishment, neither during the time while the communications are active.
Nevertheless, there are other signaling exchanges that need to be accounted for, as we discuss
in the following.
First, it is the time synchronization, which can be accomplished by each device listening to
the downlink control signaling and possibly some other timing adjustments. Depending on the
synchronization schemes in place it might correspond to extra cooperation overhead. Second,
the cellular receiver needs to be able to estimate the channels of the active transmitters over the
MAC, i.e. the channels Mq −U of the transmitting MTDs and the channel B −U . This can be
achieved by having dedicated preambles for each MTD that is associated with a given cellular
receiver U , as well as a dedicated preamble used by B for downlink transmission.
Since all MTDs use a single codebook that is known both at the cellular user U as well
as at the base station B, there is no need to operationally exchange information on the MTD
14
codebooks. An open question remains how to design a practical joint decoding scheme where
one or multiple (when NM > 1) links have a fixed rate. We reiterate the fact that the existence
of single MTD codebook enables efficient design of the joint decoder.
Finally, it should be noted that zero-outage downlink transmission is possible because the
interference power that is subject to variation comes from the devices that send at fixed rates
and whose signals can be decoded if their interference is sufficiently strong. However, if there
is an external source of variable interference that is not decodable, regardless of how large the
interference power is, then it is not possible to have zero-outage downlink transmissions. The
reason is that, to achieve zero outage, the receiver needs to know the instantaneous MAC region
while that is not the case if there is an external variable interference. In practice, the receiver
can have an estimate upper bound on the power coming from external interference and operate
with a reduced (pessimistic) version of the MAC region.
IV. PERFORMANCE CHARACTERIZATION
In this section we derive the expected value of the normalized capacity in the B − U link,
E[RB], resultant from the zero outage rates for both decoding settings at U . These analytical
results are compared numerically to stochastic simulations in Section V.
A. Preliminaries
The analytical results are obtained in a stochastic geometry setting. Therefore, without loss of
generality, we assume that all network nodes are deployed uniformly and isotropically in a disk
with radius R, with U positioned at its origin. The considered networks nodes are: one Base
Station B, NM MTDs associated with U and NI MTDs not associated with U .
Further, for analytical tractability we consider the following bounded pathloss and fading
model for the network nodes2,
|hx|2 = hK(1 + rx)−α (28)
where α is the path-loss exponent, Kx denotes the extra losses associated with node x, rx is the
distance between the node x and U and h is the instantaneous fading realization with distribution
fh(x).
2We note that |h|2 is bounded, since it avoids the singularity at r = 0 [25], allowing the resulting SNR distributions to have
finite moments [26].
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The expected value of the received power of the signal transmitted by the x node, E[ζx], is
computed as follows,
E[ζx] = PxE[|hx|2] (29)
=
∫ R
0
∫ ∞
0
KPxv(1 + u)
−αfh(v)fR(u)dvdu
(a)
=
∫ R
0
KPx(1 + u)
−αfR(u)du
(b)
= −2KPx(Rα +R
2α− (R + 1)α −R2 + 1)
R2(R + 1)α(α2 − 3α + 2)
where (a) follows from fh(x) being the exponential fading distribution with unitary mean, i.e.
E[|h|2] = 1, as stated in Section II. (b) follows from assuming that α > 2 and that fR(x) is the
distribution that models the distance between the U and x, which is derived by noticing that the
uniform and isotropic distribution of nodes in a disk is proportional to the arc of the disk edge,
fR(r) = ρ2pir ⇐⇒
∫ R
0
fR(u)du = 1⇐⇒ ρ = 1
piR2
.
The resulting pdf is fR(r) = 2r/R2 and the corresponding cdf FR(r) = r2/R2.
To model the interference contribution of the NI MTDs not associated with U , we recall z˜
from (1), which we define:
z˜ =
NI∑
k=1
hMkxMk + z (30)
where z denotes the complex Gaussian noise with variance E[|z|2] = σ2, hMk denote the
respective channel gains from the Mk−U link and xMk denotes the zero mean Gaussian complex
signal with E[|xMk |2] = PM . The variance E[|z˜|2] is computed as follows,
E[|z˜|2] = σ˜2 = PM
NI∑
k
|hMk |2 + E[|z|2] =
NI∑
k=1
E[ζk] + E[|z|2] (31)
= −NI 2KPM(Rα +R
2α− (R + 1)α −R2 + 1)
R2(R + 1)α(α2 − 3α + 2) + σ
2
(a)
= −NI
2KPM(
√
NI
piλI
α +
√
NI
piλI
2
α− (
√
NI
piλI
+ 1)α −
√
NI
piλI
2
+ 1)√
NI
piλI
2
(
√
NI
piλI
+ 1)α(α2 − 3α + 2)
+ σ2.
where (a) comes from the NI nodes being deployed uniformly and isotropically in the disk
with radius R and area piR2. Then, the interfering MTDs density is given by λI = NIpiR2 . The
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asymptotic case is computed by applying the substitution R =
√
NI
piλI
and taking the limits when
NI tends to ∞, with constant λI . Then we obtain the following asymptotic approximation.
lim
NI→∞
E[|z˜|2] = 2piKPMλI
(α2 − 3α + 2) + σ
2 (32)
We note that this approximation is very close to E[|z˜|2] with finite R.
Finally, we lower-bound E[γx] using the Jensen’s inequality:
E[γx] = E[
ζx∑NI
k=1 E[ζk] + σ
2
] = E[ζx]E[
1∑NI
k=1E[ζk] + σ
2
] (33)
≥ E[ζx]
E[
∑NI
k=1 E[ζk] + σ
2]
=
E[ζx]
σ˜2
Where the lower bound is due to 1
x+a
being convex in the domain of x, when a > 0. If there is
no interference, then there is equality in (33).
B. Mean Downlink Rate
In the JD setting, the mean downlink rate for NM connected MTDs, E[RJDB ], is computed as
follows:
E[RJDB ]
(a)
≤ C (E[ΓJDB ]) (34)
= C
(∫ ∞
0
u
(1 + ΓM)
NM
fγB(u)du
)
= C
(
E[γB]
(1 + ΓM)
NM
)
.
where fγB(x) denotes the γB distribution. The (a) upper bound results from the Jensen’s inequal-
ity since C (x) is concave in the domain of x. If there is no interference, then substituting (33)
for E[γB] preserves the upper bound. However, if there is interference, then (33) provides a lower
bound, such that one cannot claim the upper bound in (34). Therefore we use the approximation:
E[RJDB ] ≈ C
(
E[ζB]
σ˜2 (1 + ΓM)
NM
)
. (35)
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Parameter Value
σ2 −97.5[dBm] [27]
α 4
PM −10[dBm]
PB 30[dBm]
K −30[dB]
R 200[m]
TABLE I
SIMULATION SCENARIO SETTINGS.
In the SD setting, the downlink zero outage upper bound is only provided for NM = 1. The
mean downlink rate, E[RSDB ], is computed as follows,
E[RSDB ] ≤ C
(
E[ΓSDB ]
)
(36)
= C
(∫ ∞
0
u
1 + ΓM (1 + u)
fγB(u)du
)
(a)
≤ C
(
E[γB]
1 + ΓM (1 + E[γB])
)
(b)≈ C
(
E[ζB]
σ˜2(1 + ΓM (1 + E[ζB]/σ˜2))
)
.
where (a) the upper bound is given by the Jensen’s inequality since the function g(u) = u
a+bu
is
strictly concave in the domain of u, for a, b ∈ <+. We again use the approximation (b), similar
to the discussion about (35).
V. NUMERICAL RESULTS
In the following we show the numerical results obtained by evaluation of the analytical
expressions and through stochastic simulations with enough repetitions to ensure numerical
stability. Table I lists the more relevant considered system parameters.
We consider the case where there is a single MTD associated with U and no aggregate
interference, i.e. NM = 1 and NI = 0. In absence of external interference, the analytical
expressions E[RJDB ] and E[R
SD
B ] serve as upper bounds, as depicted on Fig. 6. It can be seen
that the upper bound for JD is tight, while it is quite loose for SD. We observe that the cost of
using the lower complexity receiver architecture SD is a lower zero outage downlink rate E[RB],
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Fig. 6. Comparison of the E[RB ] derived analytical upper bounds with the simulations for the JD and SD settings, when
NM = 1 and NI = 0.
than the one achievable with JD. Nevertheless, as RM tends to very low values, the average rates
E[RJDB ] and E[R
SD
B ] converge to the value obtained as if the machine-type transmission is absent.
We now consider the case where there are multiple MTDs associated with U , i.e. NM > 1,
while still ignoring the external interference. The selection of a zero outage downlink rate is
considered only in the JD setting, since, as elaborated previously, it is impossible to have it when
SD is used. In Fig. 7 is depicted the behavior of zero outage downlink rate with the number of
users. As expected, the higher is the number of users and RM then the lower is the zero-outage
rate RB. Of special interest, is the case where RM is very low, since from the results it can
be seen that a large number of MTDs can be supported with minimal impact on the allowed
E[RB].
Finally, we consider the case NM = 1 and aggregate interference due to other MTDs not
associated with U , i.e. NI > 1. Fig. 8 depicts the behavior of analytical approximation E[RB]
(which is now an approximation and not an upper bound) with increasing λI , i.e. increasing the
aggregated interference. We note that the analytical approximations while loose, still capture
the two main trends observed in the simulation results. First, as the aggregate interference
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Fig. 7. E[RB ] for multiple MTDs in the JD decoding setting, using the analytical upper bound defined in (34).
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Fig. 8. E[RB ] of JD and SD versus λI , where simulation results are provided for comparison only for lower λI and RM = 0.01,
due to the high computational complexity associated with higher densities and, in the case of RM = 0.01, to not overcrowd
the plot.
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λI increases, the downlink rate E[RB] decreases. Furthermore, the rates E[RJDB ] and E[R
SD
B ]
converge, since in the regime of high interference, the MAC region at the cellular receiver shrinks
and JD no longer provides benefits over SD. Second, for very small values of RM the average
downlink rate E[RB] becomes very close to the one achievable when the transmission from M1
is absent, both for JD and SD.
VI. CONCLUSION
We have considered a network-assisted Device-to-Device (D2D) scenario that enables the
underlay of fixed-rate links in the cellular downlink. The motivation for considering fixed-rate
D2D links is rooted in Machine-Type Communications (MTC), also known as M2M commu-
nications, which feature fixed, low rates. We consider a scenario in which a user U receives
a downlink transmission from a Base Station B, while simultaneously receiving signals from
NM > 1 Machine-Type Devices (MTDs) attached to U and each using a fixed rate RM . Thus,
contrary to the mainstream, the underlay operation of the D2D links in our scenario is supported
during the downlink transmission. Assuming that B knows only the channel B−U , but not the
interfering channels from the MTDs to U , we have proven that there is a positive downlink rate
that can always be decoded by U , leading to zero-outage of the downlink signal. Such a positive
rate exists only when U uses the full decoding region of the multiple access channel defined
by NM + 1 transmitters: B and NM MTDs. We have provided a close form of the maximal
zero-outage rate. We have also considered a simpler operation at U , where U uses a Single-User
Decoding (SD) and successively removes the decoded users. We have shown that, using SD, it
is possible to have a positive downlink rate with zero outage only when NM = 1, but not when
NM > 1. Overall, our approach shows that underlaying during the downlink transmission is a
viable alternative when the multiple access channels created in such a setting are fully utilized
at the downlink cellular receiver. One of the most interesting issues for future research is how
to design a practical joint decoder at the cellular receiver that takes advantage of the fact that
the codebooks of the MTDs are fixed, while the number of active MTDs can vary.
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APPENDIX A
PROOF OF THEOREM III.2
In order to prove the theorem, we introduce the following notation for a multiple access channel
(MAC) of k transmitters {M1,M2, . . .Mk}, each of them sending at a fixed rate RM = C(ΓM).
For an easier notation, let γi be the SNR of the device Mi. In its original formulation, the MAC
problem requires all k signals to be decoded successfully and is described by a set of 2k − 1
inequalities. Let S denote any nonempty subset from the set of MTDs {M1,M2, . . .Mk} and
|S| denote its cardinality. Then the MAC inequalities can compactly be written as:
|S|RM ≤ C
(∑
Mi∈S
γi
)
(37)
or in alternative form as:
1 +
∑
Mi∈S
γi ≥ (1 + ΓM)|S| (38)
From the perspective of the selection of the maximal downlink rate RB, it is not important that
all k signals from the MTD are decoded. We therefore reformulate the MAC problem and, for
given RM and given set of SNRs {γi}, determine what is the maximal number of rate RM
signals that can be decoded. We state and prove the following lemma:
Lemma A.1. Let Sm be the subset of {M1,M2, . . .Mk} that has the lowest cardinality |Sm| = S
among the subsets S for which the inequality (38) is not satisfied. Then none of the signals from
the devices in Sm can be decoded.
Proof: Without losing generality we can assume that Sm = {M1,M2, . . .MS}. From the
properties of the MAC channel consisting of Sm = {M1,M2, . . .MS} it follows that not all
the signals from the devices in Sm can be decoded. Without losing generality, let us assume
that the signals of the devices from the set Su = {M1,M2, . . .MT}, with T < S are not
decoded and should be treated as noise. Then we observe a new MAC with S − T transmitters
Sd = {MT+1,MT+2, . . .MS}, but with SNRs that are scaled in order to account for the fact that
the signals from the devices in Su are treated as noise:
γS¯ui =
γi
1 +
∑T
j=1 γj
for T < i ≤ S (39)
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Since all signals from Sd are decodable, it follows that all the 2S−T −1 inequalities for the MAC
channel with SNRs determined according to (39) should be satisfied. Specifically, the following
inequality needs to be satisfied:
1 +
S∑
j=T+1
γS¯uj ≥ (1 + ΓM)S−T (40)
which can be rewritten as:
1 +
∑S
j=T+1 γj
1 +
∑T
i=1 γi
≥ (1 + ΓM)S−T (41)
This can be transformed as follows:
1 +
S∑
j=1
γj ≥ (1 + ΓM)S−T (1 +
T∑
i=1
γi)
(a)≥ (1 + ΓM)S−T (1 + ΓM)T ≥ (1 + ΓM)S (42)
where (a) follows from the assumption that the inequality (38) is satisfied for the set Su, since
Su ⊂ Sm. However, the inequality (42) contradicts the assumption that (38) is violated for the
set Sm. Therefore, no signal from the devices in Sm can be decoded.
We now proceed to the proof of the theorem.
Proof: (Theorem III.2) We carry out the proof by using induction. The case NM = 1 is
proved in Lemma III.1. We will then assume that the expression for ΓB,NM is valid for NM = k
and prove that it holds for NM = k + 1. The MAC consists of k + 2 users, with k + 1 MTDs
and B. The 2k+2 − 1 inequalities that describe the MAC can be written as:
1 +
∑
Mi∈S
γi ≥ (1 + ΓM)|S| (43)
RB ≤ C
(
γB +
∑
Mi∈S
γi
)
− |S|RM (44)
RB ≤ C(γB) (45)
where S is any nonempty subset of {M1,M2, . . .Mk+1}.
Let Su be the set of minimal cardinality |Su| = S for which the inequality (43) is not satisfied.
We need to consider two cases S > 0 and S = 0.
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1) S > 0: Without losing generality, assume that the set Su = {M1,M2, . . .MS}. According
to Lemma A.1, none of the signals from the devices in Su is decodable. Therefore, those signals
should be treated as noise and we can observe a channel with k + 1− S MTDs and B, where
the SNRs are scaled as:
γS¯uB =
γB
1 +
∑S
j=1 γj
γS¯ui =
γi
1 +
∑S
j=1 γj
(46)
Using the inductive assumption, we know that the maximal zero-outage RB can be chosen to
have the equivalent SNR of:
ΓB,k+1−S =
γS¯uB
(1 + ΓM)k+1−S
=
γB
(1 +
∑S
j=1 γj)(1 + ΓM)
k+1−S
(a)
>
γB
(1 + ΓM)k+1
(47)
where (a) follows from the assumption that (43) is not satisfied for the set Su, translating into
1 +
∑S
j=1 γj < (1 + ΓM)
S .
2) S = 0: Here the signals from all MTDs are decodable, if we observe the MAC channel
consisting only of MTDs and excluding B. Since it is obvious that γB > γB(1+ΓM )k+1 for any
ΓM > 0, we need to show that:
C
(
γB +
∑
Mi∈S
γi
)
− |S|RM ≥ C
(
γB
(1 + ΓM)k+1
)
(48)
for all possible nonempty subsets S. The equation (48) can be equivalently written as follows:
log2
(
1 + γB +
∑
Mi∈S γi
(1 + ΓM)S
)
≥ log2
(
1 +
γB
(1 + ΓM)k+1
)
(49)
We write only the argument of the log function as:
1 + γB +
∑
Mi∈S γi
(1 + ΓM)S
=
1 +
∑
Mi∈S γi
(1 + ΓM)S
+
γB
(1 + ΓM)S
(a)≥ 1 + γB
(1 + ΓM)S
(b)≥ 1 + γB
(1 + ΓM)k+1
(50)
where (a) follows from the assumption that (43) is satisfied for S and (b) follows from S ≤ k+1.
We have thus shown that the downlink rate C
(
γB
(1+ΓM )k+1
)
is always decodable at U . It only
remains to show that this is the maximal possible rate with such a property. Let us choose
γ1 = γ2 = · · · = γk+1 = (1 + ΓM)
k+1 − 1
k + 1
(51)
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We first show that with such a choice of SNRs all k + 1 signals of the MTDs can be decoded.
Let S be any subset of S devices. Then the inequality that needs to be satisfied for this set can
written as:
1 + S
(1 + ΓM)
k+1 − 1
k + 1
≥ (1 + ΓM)S (52)
Consider the function f(x) = (1+ΓM )
x−1
x
. It can be shown that this function is monotonically
increasing when ΓM > 0 and x ≥ 1. We can then write the following inequality:
1 + Sf(k + 1)
(a)≥ 1 + Sf(S) = 1 + S (1 + ΓM)
S − 1
S
= (1 + ΓM)
S (53)
where (a) follows from S ≤ k+ 1. Hence, all the MTDs are decodable. The bound imposed on
the rate RB by the set S with cardinality |S| = S can be written as follows:
RB ≤ log2
(
1 + γB + S · (1+ΓM )k+1−1k+1
(1 + ΓM)S
)
(54)
It can be shown that the right-hand side of (54) decreases as S increases, such that it reaches
its minimal value when S = k + 1, which is
RB ≤ log2
(
1 +
γB
(1 + ΓM)k+1
)
(55)
which proves the achievable rate RB for the selected SNRs in (51).
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