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The spin Hall effect (SHE) is one of the promising phenomena to utilize a spin current as spintronics devices,
and the theoretical understanding of its microscopic mechanism is essential to know how to control its response.
Although the SHE in multiorbital systems without inversion symmetry (IS) is expected to show several char-
acteristic properties due to the cooperative roles of orbital degrees of freedom and a lack of IS, a theoretical
understanding of the cooperative roles has been lacking. To clarify the cooperative roles, we study the spin
Hall conductivity (SHC) derived by the linear-response theory for a t2g-orbital tight-binding model of the [001]
surface or interface of Sr2RuO4 in the presence of dilute nonmagnetic impurities. We find that the band an-
ticrossing, arising from a combination of orbital degrees of freedom and a lack of IS, causes an increase of
magnitude and a sign change of the SHC at some nonmagnetic impurity concentrations. Since a similar mecha-
nism for controlling the magnitude and sign of the response of Hall effects works in other multiorbital systems
without IS, our mechanism provides an ubiquitous method to control the magnitude and sign of the response of
Hall effects in some multiorbital systems by introducing IS breaking and tuning of the nonmagnetic impurity
concentration.
PACS numbers: 72.25.Ba, 73.40.-c, 74.70.Pq
The spin Hall effect (SHE) has been intensively studied due
to its applicability to spintronics devices and theoretical inter-
ests. In the SHE, an external electric field causes the spin
current (i.e., the flow of the spin angular momentum) which
is perpendicular to this field1,2. Since controlling a charge
current is easier than controlling a spin current, the SHE has
a great potential for spintronics devices3. In addition, it is
crucial to understand the microscopic mechanism of the SHE
since it gives us a deeper understanding of how to control its
response, and this motivates further research.
So far, we have partially understood the microscopic mech-
anisms of the SHE. These are categorized into intrinsic and
extrinsic mechanisms: The former is related to the electronic
structure4–8, while the latter is related to the multiple scat-
tering of the doped impurities1,2,9–12. We emphasize that the
intrinsic contribution arises from not only the Berry curvature
term4–7,13 (part of the Fermi sea term) but also the other Fermi
sea term and the Fermi surface term8,14–16 which qualitatively
differ from the Berry curvature term. In several transition met-
als (TMs) and TM oxides, the intrinsic mechanism is more
important than the extrinsic mechanism because the intrinsic
mechanism often gives a large response8,15 and because the
extrinsic mechanism is negligible for the weak scattering po-
tential of the doped nonmagnetic impurities. Note that the
realization of a such weak scattering potential is shown in a
first-principles calculation in some cases17.
In general, we can understand the origin of the intrinsic
SHE by detecting how an electron acquires the Aharanov-
Bohm-like phase18 due to an effective flux. For that detection,
it is helpful to consider the real-space motion of an electron
whose first and final positions are the same because, by con-
sidering that motion, we can discuss a phase factor of the wave
function of an electron; hereafter, we call such motion a pro-
cess. For example, in a multiorbital TM or TM oxide with in-
version symmetry (IS)8,15,19–21, the spin-dependent effective
flux is generated by the process of using the z component of
the atomic spin-orbit interaction (SOI), the interorbital hop-
ping integral between the orbitals connected by that z compo-
nent, and other hopping integrals [see Fig. 1(a)]. In addition,
we can understand the SHE in a two-dimensional electron gas
without IS5,22,23, whose electronic state is described by us-
ing the Rashba-type antisymmetric SOI24 by considering the
process using the Rashba-type antisymmetric SOI and the in-
traorbital hopping integrals [see Fig. 1(b)].
Although there are many studies about the SHE in multi-
orbital systems with IS (e.g., Refs. 8 and 15) or single-orbital
systems without IS (e.g., Refs. 5 and 25), the characteristic
properties of the SHE in a multiorbital system without IS are
not well understood. In particular, the cooperative roles of the
orbital degrees of freedom and lack of IS have not yet been
clarified, although their combination will lead to several char-
acteristic properties of the SHE.
To clarify these roles, it is necessary to study the SHE in
a multiorbital system without IS by using a model consider-
ing correctly both orbital degrees of freedom and IS break-
ing. It should be noted that since a combination of these leads
to completely different results for several electronic proper-
ties from the results for a Rashba-type antisymmetric SOI, the
correct treatment beyond the Rashba-type antisymmetric SOI
is significant for multiorbital systems. Actually, the momen-
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FIG. 1. (Color online) Schematic pictures of some processes gener-
ating the effective flux Φeff in (a) the t2g-orbital model with IS8 and
(b) the single-orbital Rashba model without IS5.
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FIG. 2. (Color online) Schematic picture of (a) the situation consid-
ered, and Fermi surfaces at (b) tISB = 0 and (c) tISB = 0.09 eV.
tum dependence of the d vector of a Cooper pair completely
differs from that for a Rashba-type antisymmetric SOI due to
the difference in the momentum dependence of the antisym-
metric SOI; in the correct treatment, the antisymmetric SOI
arises from the atomic SOI and the interorbital hopping inte-
gral due to local parity mixing, induced by IS breaking26,27.
Since the momentum dependence of the antisymmetric SOI is
important even in discussing the SHE, a study about the SHE
using the correct treatment is highly desirable.
In this Rapid Communication, we study the SHE in a t2g-
orbital system without IS by using the correct treatment about
the orbital degrees of freedom and a lack of IS beyond the
Rashba-type antisymmetric SOI, and reveal their cooperative
roles in the SHE. In particular, we find that the band anti-
crossing due to the cooperative roles plays an important role
in controlling the magnitude and sign of the spin Hall con-
ductivity (SHC) of a multiorbital system without IS in the
presence of dilute nonmagnetic impurities. After discussing
the applicability of a similar mechanism, we propose a ubiq-
uitous method to control the magnitude and sign of the Hall
effects by using orbital degrees of freedom, IS breaking, and
nonmagnetic impurity scattering.
To discuss the SHE in a multiorbital system without IS, we
consider a t2g-orbital tight-binding model of the [001] surface
or interface of Sr2RuO4 [Fig. 2(a)] in the presence of dilute
nonmagnetic impurities: The Hamiltonian is H = H0 +HLS+
HISB + Himp, where H0 = ∑k ∑a,b ∑σ εab(k)c†kaσ ckbσ ,
HLS = ∑k ∑a,b ∑σ ,σ ′ λ [ℓ · s]aσbσ ′c†kaσ ckbσ ′ , HISB =
∑k ∑σ [Vx(k)c†kdyzσ ckdxyσ + Vy(k)c
†
kdxzσ ckdxyσ + H.c.],
and Himp = ∑k,k′ ∑a ∑σ vimp ∑R j e−i(k−k
′)·R j c†
kaσ ck′aσ , with
a,b = dyz,dxz,dxy and σ ,σ ′ =↑,↓. Hereafter, we set c = h¯ = 1
and choose the lattice constant as unity.
H0 and HLS represent the kinetic energy and atomic SOI of
Sr2RuO4, respectively; εab(k) are εdyzdyz(k) = −2t3 coskx −
2t2 cosky − µ , εdxzdxz(k) = −2t2 coskx − 2t3 cosky − µ ,
εdxydxy(k) = −2t1(coskx + cosky) − 4t4 coskx cosky − µ ,
and εdxzdyz(k) = εdyzdxz(k) = 4t5 sinkx sinky; [ℓ · s]aσbσ ′ is
[ℓ · s]aσbσ ′ = −
1
2 (δa,dyzδb,dxy − δb,dxy δa,dyz)δσ ,−σ ′sgn(σ) +
i
2 (δa,dxzδb,dxy − δb,dxyδa,dxz)δσ ,−σ ′sgn(σ) + i2 (δa,dyzδb,dxz −
δb,dxzδa,dyz)δσ ,σ ′sgn(σ), with sgn(σ) = +1 (−1) for σ =↑
(↓). We choose these parameters so as to reproduce the
experimentally observed Fermi surface of Sr2RuO428:
(t1, t2, t3, t4, t5,λ ) is (0.45,0.675,0.09,0.18,0.03,0.045)
(eV)29 and the chemical potential µ is determined so that the
number of electrons per site is four.
HISB represents the interorbital hopping integral between
the dyz/xz and dxy orbitals due to the local parity mixing which
is induced by IS breaking near the [001] surface or inter-
face26,27; Vx/y(k) is Vx/y(k) = 2itISB sinkx/y. (For details of
the derivation, see the Supplemental Material27.) Note that the
second-order perturbation of HLS and HISB gives a Rashba-
type antisymmetric SOI when the orbital degeneracy is lifted
by the large crystal-electric-field energy26 (see the Supple-
mental Material27). In a case without IS, we set tISB = 0.09
eV to make tISB larger than λ and t5; as we will show, this con-
dition is essential to obtain the magnitude and sign changes of
the SHC. For comparison, we also consider the case at tISB = 0
eV. As shown in the Supplemental Material27, to obtain fi-
nite intrinsic SHC, only IS breaking is insufficient and finite
atomic SOI is essential4,8.
Diagonalizing Hband =∑k Hband(k) =H0+HLS+HISB, we
obtain the band dispersions En(k) and the unitary matrix
[U(k)]nη , where η is η ≡ (a,σ). Comparing the Fermi sur-
faces at tISB = 0, and 0.09 eV shown in Figs. 2(b) and 2(c),
respectively, we see IS breaking causes the spin splitting of
the α , β , and γ sheets. (At tISB = 0 eV, the α and β sheets
are formed mainly by the dxz and dyz orbitals, and the γ sheet
is formed mainly by the dxy orbital30.) In particular, the most
drastic effect of IS breaking is the change of the curvature of
the γ sheet around k ∼ ( 23 pi ,
2
3 pi) due to the band anticrossing
between the dxy and dxz/yz orbitals. In other words, this band
anticrossing causes a change of the main orbital forming the γ
sheet aroundk∼ ( 23 pi ,
2
3 pi) from the dxy orbital to the dxz/yz or-
bital. The necessary conditions for this band anticrossing are
both that tISB is larger than λ and that several Fermi surface
sheets whose main orbitals are connected by the transverse
component of the atomic SOI are close to each other in a cer-
tain area of the Brillouin zone.
Himp represents the local scattering potential due to dilute
nonmagnetic impurities. Assuming that the scattering is weak,
we can treat its effects by the Born approximation; thus, Himp
affects the SHC through a self-energy correction and a current
vertex correction due to the four-point vertex function8,15,25.
For simplicity, we assume that the main effects of Himp arise
from the band-independent quasiparticle damping γimp due to
a self-energy correction, which is proportional to the nonmag-
netic impurity concentration, nimp. We have checked the ne-
glected terms do not qualitatively change the results shown
below31.
Then, we derive the SHC by the linear-response theory14,15,
σSxy = σ
S(I)
xy +σ
S(II)
xy , where σS(I)xy is the Fermi surface term,
σ
S(I)
xy =
1
N ∑
k
∑
{η1}
∫
∞
−∞
dω
2pi
(
−
∂ f (ω)
∂ω
)
[ jSx (k)]η1η2
× [ jCy (k)]η3η4 [GR(k,ω)]η2η3 [GA(k,ω)]η4η1 , (1)
and σS(II)xy is the Fermi sea term,
σ
S(II)
xy =
1
N ∑
k
∑
{η1}
∫
∞
−∞
dω
2pi
f (ω)Re
{
[ jSx (k)]η1η2 [ jCy (k)]η3η4
× ([GR(k,ω)]η2η3
←→∂
∂ω [G
R(k,ω)]η4η1)
}
. (2)
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FIG. 3. (Color online) (a) γimp dependence of σSxy at tISB = 0 and 0.09 eV and k dependence of σSxy(k) at (b) (γimp, tISB) = (0.045 meV,0 eV),
(c) (0.045 meV,0.09 eV), (d) (4.5 meV,0 eV), and (e) (4.5 meV,0.09 eV).
Here ∑{η1} is ∑{η1} ≡ ∑η1,η2,η3,η4 , f (ω) is the Fermi
distribution function, f (ω) = 1
eβω+1 , G
R(A)(k,ω) is the
retarded (advanced) Green’s function, [GR(A)(k,ω)]η1η2 =
∑n[U†(k)]η1n( 1ω−En(k)+(−)iγimp )[U(k)]nη2 , j
C
y (k) is the
charge current operator, jCy (k) ≡ −e ∂Hband(k)∂ky , jSx (k) is the
spin current operator, jSx (k) ≡ 12 [sz ∂Hband(k)∂kx +
∂Hband(k)
∂kx sz],
and (g
←→∂
∂ω h) is (g
←→∂
∂ω h)≡ g
∂h
∂ω −
∂g
∂ω h. It should be noted, first,
that in the clean limit, where γimp satisfies γimp ≪ ∆E(k) with
∆E(k) being the band splitting giving the dominant contri-
bution to σSxy, σSxy is independent of γimp, and is given mainly
by the Berry curvature term, part of σS(II)xy 15,16; second, that
in the dirty limit, where γimp satisfies γimp ≫ ∆E(k), σSxy is
proportional to γ−3imp and is given mainly by σ
S(I)
xy
15,16
.
We turn to results, where we use 20 000×20 000 meshes of
the first Brillouin zone because this size is necessary to sup-
press the finite-size effect in a clean region. We first compare
the γimp dependence of σSxy at tISB = 0 and 0.09 eV in Fig.
3(a). Comparing the results at tISB = 0 eV and 0.09 eV, we
see three changes due to IS breaking: (i) an increase in a clean
region (γimp < 0.45 meV), (ii) a sign change in a slightly dirty
region (0.45 meV ≤ γimp ≤ 45 meV), and (iii) the appearance
of a minimum at γimp = 4.5 meV. These results suggest that
the magnitude and sign of σSxy can be controlled by using or-
bital degrees of freedom, IS breaking, and nonmagnetic im-
purity scattering. As shown in the Supplemental Material27,
the above three changes hold in the different values of tISB
if tISB is larger than λ and t5. Note, first, that in the range
of γimp shown in Fig. 3(a), σS(I)xy gives the main contribu-
tion to σSxy (see the Supplemental Material27); and, second,
that the residual resistivity estimated by the Drude formula
is 0.1µΩcm in the clean region and 0.1 − 10µΩcm in the
slightly dirty region. To clarify the origins of the above three
changes, we analyze the k dependence of σSxy(k), defined as
σSxy =
1
N ∑k σSxy(k), at tISB = 0 and 0.09 eV. From the results
at γimp = 0.045 meV shown in Figs. 3(b) and 3(c), we see as
tISB changes from 0 to 0.09 eV, the main contribution to σSxy in
the clean region changes from the region aroundk∼ ( 23 pi ,
2
3 pi)
to the region around k ∼ ( 710 pi ,0). Since the latter main con-
tribution is larger than the former one, change (i) arises from
the evolution of the larger positive-sign contribution around
k∼ ( 710 pi ,0). Then, from the results at γimp = 4.5 meV shown
in Figs. 3(d) and 3(e), we see that the change of tISB from 0 to
0.09 eV in the slightly dirty region leads to the sign change
of the main contribution to σSxy around k ∼ ( 23 pi ,
2
3 pi) from
positive to negative. Thus, this sign change is the origin of
change (ii). Moreover, combining the results in the clean and
the slightly dirty regions, we find change (iii) arises from the
competition between the opposite-sign contributions around
k ∼ ( 710 pi ,0) and k ∼ (
2
3 pi ,
2
3 pi).
In addition, to understand how each t2g orbital contributes
to each k component of σSxy(k) at tISB = 0 and 0.09 eV, we
analyze orbital-decomposed SHCs, obtained by the equations
that the summations with respect to orbital and spin indices in
Eqs. (1) and (2) are restricted.
Before the results at tISB = 0.09 eV, we explain the rela-
tion between the main k component of σSxy(k) and each t2g
orbital at tISB = 0 eV. Considering all the possible orbital-
decomposed SHCs which give the finite contribution to σSxy
and calculating these values, we find that in the clean and the
slightly dirty regions, the main contribution to σSxy arises from
the term containing [ jSx (k)]dxzσdxzσ [ jCy (k)]dyzσdyzσ around k ∼
( 23 pi ,
2
3 pi) near the Fermi level; that main contribution arises
from the process shown in Fig. 4(a). Although the process
shown in Fig. 1(a) contributes to that term, this contribution
is smaller than the above contribution [i.e., Fig. 4(a)] in the
clean and the slightly dirty regions since the ratio of the mag-
nitude of the former to the latter is roughly proportional to
γimp/λ [see Eqs. (6) and (7) in Ref. 8]. Thus, all the t2g or-
bitals around k ∼ ( 23 pi ,
2
3 pi) near the Fermi level play an im-
portant role in the SHE at tISB = 0 eV.
We go on to explain the relation at tISB = 0.09
eV. By using a similar analysis, we find that in the
clean region, the main contribution to σSxy arises from
the term containing [ jSx (k)]dxzσdxzσ [ jCy (k)]dxzσ ′dxyσ ′ or
[ jSx (k)]dxzσdxzσ [ jCy (k)]dxyσ ′dxzσ ′ around k ∼ ( 710 pi ,0) near the
Fermi level, whose main contribution arises from the process
shown in Fig. 4(b). We also find that in the slightly dirty
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FIG. 4. (Color online) Schematic pictures of the main processes of a spin-up electron (a) at tISB = 0 eV in the clean and the slightly dirty
region, and at tISB = 0.09 eV in (b) the clean and (c) the slightly dirty region, and of (d) an extended Rashba-type process.
region, the main contribution to σSxy arises from the term con-
taining [ jSx (k)]dxzσdxzσ [ jCy (k)]dyzσdyzσ around k ∼ ( 23 pi , 23 pi)
near the Fermi level, whose main contribution arises from the
process shown in Fig. 4(c). We should note, first, that these
processes can be regarded as not the extended Rashba-type
ones, but the characteristic ones of a multiorbital system
without IS since these completely differ from the extended
Rashba-type process such as in Fig. 4(d); and, second, that
in the slightly dirty region, although the contribution arising
from the process shown in Fig. 4(a) is of opposite sign to
the main contribution [i.e., Fig. 4(c)], the former is smaller
due to tISB > t5 and tISB > λ . Thus, all the t2g orbitals around
k ∼ ( 710 pi ,0) and (
2
3 pi ,
2
3 pi), which are affected by the spin
splitting due to IS breaking, near the Fermi level become
important in the SHE at tISB = 0.09 eV. In particular, the sign
change of the contribution around k ∼ ( 23 pi ,
2
3 pi) due to the
band anticrossing and its competition with the opposite-sign
contribution around k ∼ ( 710 pi ,0) are vital to obtain the
magnitude and sign change of the SHC as a function of γimp.
We emphasize that our mechanism for controlling the mag-
nitude and sign of the SHC is qualitatively different from the
mechanism proposed in the single-orbital model 32 with the
Rashba- and Dresselhaus-type33 antisymmetric SOIs. This
is because our mechanism does not need a bulk IS breaking
which is necessary to obtain a Dresselhaus-type antisymmet-
ric SOI.
We now discuss the applicability of our mechanism for con-
trolling the magnitude and sign of the SHC to other systems.
If the following three conditions are satisfied, we can control
the magnitude and sign of the SHC in a multiorbital system
by introducing IS breaking and tuning nimp. These conditions
are, first, that there are several (at least two) same-sign con-
tributions from σSxy(k) at some momenta in a case without
IS in the absence of band anticrossing; second, that the band
anticrossing occurs at one of these momenta due to a com-
bination of orbital degrees of freedom and IS breaking; and,
third, that the value of the band splitting at the momentum
where the band anticrossing occurs differs from the values of
the band splittings giving the other contributions. If the first
and second conditions are satisfied, we have the different-sign
components of σSxy(k) at some momenta since the band an-
ticrossing causes the sign change of σSxy(k) at one of these
momenta, which is a result of the change of the main orbital
of the Fermi surface sheet. In addition, if the third condition
is satisfied, we can control the magnitude and sign of σSxy(k)
by tuning the value of γimp through nimp since an increase of
γimp causes a larger decrease of the contribution of σSxy(k)
arising from ∆E1(k) than a decrease of the contribution of
σSxy(k) arising from ∆E2(k) > ∆E1(k), ;∆E1(k) [∆E2(k)] is
the band gap at the momentum from which the negative (pos-
itive) contribution comes. Since a large value of tISB is neces-
sary for the band anticrossing and an increase of the potential
of the local parity mixing due to IS breaking enhances tISB,
these three conditions can be realized even in other multior-
bital systems by introducing IS breaking and tuning nimp. The
surface of SrTiO334,35 and the interface between SrTiO3 and
LaAlO336–38 may be good candidates.
Moreover, a similar mechanism is applicable to other Hall
effects such as the anomalous Hall effect16,39, since the band
anticrossing due to a combination of orbital degrees of free-
dom and IS breaking drastically affects the main process(es)
generating the effective flux.
Thus, our mechanism gives a ubiquitous method to control
the magnitude and sign of the response of Hall effects in mul-
tiorbital systems without IS.
In summary, we studied the SHE in the t2g-orbital tight-
binding model of the [001] surface or interface of Sr2RuO4
in the presence of dilute nonmagnetic impurities on the basis
of the linear-response theory. We found that the SHC shows a
magnitude increase and sign change as a function of γimp when
the band anticrossing occurs at k= ( 23 pi ,
2
3 pi) due to the coop-
erative roles of the orbital degrees of freedom and IS breaking,
and its contribution to the SHC becomes dominant compared
with the contributions from σSxy(k) at the other momenta by
increasing γimp. Since a similar situation can be realized in
other systems by tuning the potential of the local parity mix-
ing due to IS breaking and nimp, we propose that the magni-
tude and sign of the response of Hall effects in some multi-
orbital systems can be controlled by introducing IS breaking
and tuning nimp.
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Abstract
In this Supplemental Material, we explain a microscopic derivation of HISB, derive the Rashba-type
antisymmetric spin-orbit interaction from our model in the single-orbital limit, highlight the essential role
of the atomic spin-orbit interaction in the intrinsic spin Hall effect, present the γimp dependence of σ Sxy at
different values of tISB, and show the role of the Fermi surface term and Fermi sea term in the range of γimp
considered in the main text.
PACS numbers: 72.25.Ba, 73.40.-c, 74.70.Pq
1
I. DERIVATION OF HISB
In this section, we derive HISB microscopically by using the Slater-Koster method1 and show
that HISB originates from the local parity mixings both between the dyz orbital at a Ru site and the
py orbital at an O site along x direction and between the dxz orbital at a Ru site and the px orbital
at an O site along y direction. Since the derivation of the term of HISB along y direction is similar
way to that along x direction, we explain only the derivation of the term along x direction in the
following.
Before deriving the term of HISB along x direction, we connect the finite terms of the nearest-
neighbor (n.n.) hopping integrals of H0 along x direction with hopping integrals between the
Ru-t2g orbitals and O-2p orbitals because the understanding of that connection is useful for the
derivation of HISB.
Since Sr2RuO4 is a quasi-two-dimensional system2, and Ru sites in an ab plane form a square
lattice [see Fig. 1(a)], the main n.n. hopping integrals for the Ru t2g orbitals along x direction come
from the hopping integrals between the dxz and pz orbitals and between the dxy and py orbitals: the
main hopping integral from Ru 1 to Ru 2 sites becomes
Hd2d10 =
(H pd20 )
†H pd10
∆pd
= ˆd†2


0 0 0
0 −V
2
pdpi
∆pd 0
0 0 −V
2
pdpi
∆pd


ˆd1, (1)
where ∆pd is the atomic energy difference between the Ru-t2g and O-2p orbitals, and H pdi0 repre-
(b) Ru 1 Ru 2O(a)
Ru O
(d)Ru 1 Ru 2O
(c) Ru 1 Ru 2
O
x
y
z
FIG. 1. (Color online) Schematic pictures of (a) an ab plane of Sr2RuO4, the configuration of a Ru-O-Ru
bond (b) with IS and (c) without IS, and (d) an oxygen-mediated process which gives rise to HISB.
2
sents the hopping integrals between the 2p orbitals at an O site and the t2g orbitals at a Ru i sites
in the configuration shown in Fig. 1(b), i.e.,
H pd10 = pˆ
†


0 0 0
0 0 Vpdpi
0 Vpdpi 0


ˆd1, (2a)
and
H pd20 = pˆ
†


0 0 0
0 0 −Vpdpi
0 −Vpdpi 0


ˆd2, (2b)
with pˆ† = (c†px c
†
py c
†
pz),
ˆdi = (c†i,dyz c
†
i,dxz c
†
i,dxy)
T
, and Vpdpi , the Slater-Koster parameter1 of pi-
bonding. Since the matrix elements of Hd2d10 and H
d1d2
0 are the same, H0 becomes even with
respect to momentum [see εab(k) of ˆH0 in the main text]. In Eq. (1), we have neglected the
orbital dependence of ∆pd and Vpdpi for simplicity because the origin and expression of HISB are
the same except the expression of tISB in terms of ∆pd and Vpdpi ; if we take account of orbital
dependence realized in our model, the expression of tISB becomes more complex, although the
values of tISB along x and y directions remain the same, resulting in the same expression of HISB.
In contrast to the expression of HISB, we should consider such orbital dependence to obtain the
correct expression of H0 of our model. Since the aim of this section is microscopic derivation of
HISB, our simplification of ∆pd and Vpdpi are valid.
However, if inversion symmetry (IS) is broken, the IS breaking may induce several hopping
integrals which are prohibited in the presence of IS. In the following, we consider such hopping
integrals and show that these lead to HISB. By creating a [001] surface or an interface of Sr2RuO4,
the IS of ab plane near the surface or the boundary is broken. That IS breaking causes the shifts of
O sites along z direction3 due to the lack of one of the apical oxygens of a RuO6 octahedral. As a
result of those shifts, we obtain the hopping integrals,
˜Hpd1 = pˆ
†


0
√
3Vpdσ sinθ cos2 θ +Vpdpi
(
1−2cos2 θ)sinθ 0
Vpdpi sinθ 0 Vpdpi cosθ
0
√
3Vpdσ cosθ sin2 θ +Vpdpi cosθ
(
1−2sin2 θ) 0


ˆd1, (3a)
3
and
˜Hpd2 = pˆ
†


0
√
3Vpdσ sinθ cos2 θ +Vpdpi
(
1−2cos2 θ)sinθ 0
Vpdpi sinθ 0 −Vpdpi cosθ
0 −√3Vpdσ cosθ sin2 θ −Vpdpi cosθ
(
1−2sin2 θ) 0


ˆd2,
(3b)
where θ is the angle between x axis and the bond between Ru 1 and O [see Fig. 1(c)], and Vpdσ is
the Slater-Koster parameter of σ -bonding. Here we neglect the change of Vpdσ , Vpdpi , and ∆pd due
to IS breaking for simplicity; this treatment is sufficient for the purpose of this section because of
the similar reason for neglecting the orbital dependence of ∆pd and Vpdpi . Then, to simplify Eqs.
(3a) and (3b), we assume that θ is sufficiently small (i.e., the shift is much smaller than the lattice
constant). As a result, we can use the approximation cosθ ∼ 1, and sinθ ∼ θ , and retain only the
lowest order terms with respect to θ . Thus, we have the simple forms of the hopping integrals,
˜Hpdi = H
pdi
0 +H
ISB
pdi , with
HISBpd1 = pˆ
†


0
√
3Vpdσ θ −Vpdpiθ 0
Vpdpiθ 0 0
0 0 0


ˆd1, (4)
and
HISBpd2 = pˆ
†


0
√
3Vpdσ θ −Vpdpiθ 0
Vpdpiθ 0 0
0 0 0


ˆd2. (5)
Equations (4) and (5) show that the IS breaking leads to the finite hopping integral which is odd
with respect to z finite, although in the presence of the IS, the finite hopping integrals along x
direction should be even with respect to z. This is the effect of the local parity mixing due to the
IS breaking. Thus, the new hopping integrals due to the IS breaking lead to an additional hopping
of the t2g orbitals in combination with the hopping integrals existing in the presence of the IS
breaking [see Fig. 1(d)]: that additional hopping integral either from Ru 1 and Ru 2 sites or from
4
Ru 2 and Ru 1sites is, respectively,
Hd2d1ISB =
(H pd20 )
†H pd1ISB +(H
pd2
ISB)
†H pd10
∆pd
= ˆd†2


0 0 −2θV
2
pdpi
∆pd
0 0 0
2θV 2pdpi
∆pd 0 0


ˆd1
= ˆd†2


0 0 −tISB
0 0 0
tISB 0 0


ˆd1, (6)
or
Hd1d2ISB =
(H pd10 )
†H pd2ISB +(H
pd1
ISB)
†H pd20
∆pd
= ˆd†1


0 0 2θV
2
pdpi
∆pd
0 0 0
−2θV
2
pdpi
∆pd 0 0


ˆd2
= ˆd†1


0 0 tISB
0 0 0
−tISB 0 0


ˆd2, (7)
where tISB is tISB =
2θV 2pdpi
∆pd . Since the matrix elements of H
d2d1
ISB and H
d1d2
ISB are the same except a
factor (-1), HISB becomes odd with respect to momentum. More precisely, the term of HISB along
x direction, HISB‖x, becomes
HISB‖x =tISB ∑
i
[(c†
Ri,yzcRi+ex,xy +(c
†
Ri,yzcRi−ex,xy)+(H.c.)]
=2itISB∑
k
sinkx(c†kyzckxy− c†kxyckyz), (8)
with ex being the unit lattice vector in x direction.
We emphasize that we can straightforwardly extend the above derivation to case of other mod-
els.
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II. DERIVATION OF THE RASHBA-TYPE SPIN-ORBIT INTERACTION
In this section, we derive the Rashba-type antisymmetric spin-orbit interaction (SOI)4 from
our model by taking the single-orbital limit and show that the Rashba-type antisymmetric SOI
originates from the combination of HISB, the transverse components of HLS, and the large crystal
field splitting.
To derive the Rashba-type antisymmetric SOI, we derive the antisymmetric SOI of our model in
the single-orbital limit because the Rashba-type antisymmetric SOI is an effective antisymmetric
SOI for a single-orbital system5.
To take the single-orbital limit of our model, we add HCF,
HCF =−∆CF ∑
i,σ
c
†
i,dxy,σ ci,dxy,σ , (9)
which represents the atomic energy difference between the dxy and dxz/yz orbitals, to the Hamil-
tonian of our model, and choose ∆CF as being much larger than all the hopping integrals and λ ,
and put µ in the range of −∆CF < µ < 0. Thus, in this limit, our model reduces to an effective
(a) (b)
(c) (d)
FIG. 2. (Color online) Processes which give rise to the Rashba-type SOI. Here we consider the second-order
perturbation using the terms of HISB and HLS.
6
single-orbital model of the dxy orbital. Because of a much larger value of ∆CF, we can treat the
effects of HISB and HLS as the perturbations against HCF.
Since the lowest-order terms are obtained by using the terms of HISB and HLS each once [for
all the possible processes see Figs. 2(a)-2(d)], we obtain the effective single-orbital antisymmetric
SOI in this single-orbital limit:
HASSO =
tISBλ
∆CF
[∑
i
−(c†
Ri+ex,dxy↓cRi,dxy↑− c
†
Ri−ex,dxy↓cRi,dxy↑)
−i(c†
Ri+ey,dxy↓cRi,dxy↑− c
†
Ri−ey,dxy↓cRi,dxy↑)+(c
†
Ri+ex,dxy↑cRi,dxy↓− c
†
Ri−ex,dxy↑cRi,dxy↓)
−i(c†
Ri+ey,dxy↑cRi,dxy↓− c
†
Ri−ey,dxy↑cRi,dxy↓)]
=
2tISBλ
∆CF ∑k (c
†
kdxy↑,c
†
kdxy↓)

 0 sinky + isinkx
sinky− isinkx 0



 ckdxy↑
ckdxy↓

 , (10)
where ey is the unit lattice vector in y direction. This equation shows that HASSO corresponds to the
Rashba-type antisymmetric SOI with the coupling constant αRashba = 2tISBλ∆CF . Thus, the Rashba-
type antisymmetric SOI can be derived from our model in the single-orbital limit by using the
parity-mixing hopping and the transverse component of the atomic SOI.
It should be noted that if we do not take the single-orbital limit (i.e., we consider a multiorbital
system), we cannot treat the effects of the HISB and HLS as the perturbations, and those effects
cannot be described by the simple Rashba-type antisymmetric SOI (even by the sum of the Rashba-
type antisymmetric SOI of each orbital). Actually, as we pointed out in the main text, the effects
beyond the simple Rashba-type antisymmetric SOI exist in a multiorbital system5.
Thus, our formalism can describe not only an effective single-orbital system with the Rashba-
type antisymmetric SOI but also a multiorbital system with a more complex antisymmetric SOI.
In other words, our formalism has a potential for capturing the effects of the combination of
orbital degrees of freedom and IS breaking beyond the Rashba-type SOI. Actually, we highlight
the importance of such effects in the intrinsic spin Hall effect (SHE) (see the main text).
III. ESSENTIAL ROLE OF THE ATOMIC SOI IN THE INTRISIC SHE
In this section, we present the γimp dependence of σ Sxy at λ = 0 and tISB > 0 and highlight the
essential role of the atomic SOI in obtaining finite σ Sxy.
Since the essential role of the atomic SOI in the intrinsic SHE has been confirmed in a multior-
bital system with IS6, we need to check the role of the atomic SOI in case without IS.
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To check that role, we set λ = 0 with keeping tISB finite and calculate σ Sxy at several values
of γimp in the same way as the numerical calculation used in the main text. The calculated result
presented in Fig. 3 shows that only the IS breaking is insufficient to obtain the finite response of
the SHE. [As described in the main text as well as the first section of this Supplemental Material,
the effects of the IS breaking are described by the terms of HISB.] Combining that calculated result
with the results presented in Fig. 3 of the main text, we deduce that the atomic SOI is essential to
obtain finite response of the intrinsic SHE even in case without IS.
Then, we can provide the brief explanation of the above result of the numerical calculation. If
we set λ = 0, the Hamiltonian is decomposed into spin-up and spin-down sectors and their matrix
elements are completely the same. In this case, the matrix elements of the spin current for spin-up
sector are the same as those for spin-down sector except a factor of (−1), and the matrix elements
of the charge current and the Green’s function for spin-up sector are completely the same as the
corresponding matrix elements for spin-down sector. Thus, the contributions to σ Sxy from spin-up
and spin-down sectors are exactly cancelled out. Due to this exact cancellation, σ Sxy becomes zero
for λ = 0 even without the IS.
IV. γimp DEPENDENCE OF σ Sxy AT THE DIFFERENT VALUES OF tISB
In this section, we present the results of σ Sxy which support our statement about the importance
of the band anticrossing in the sign and magnitude change of σ Sxy.
For a deeper understanding of the role of the band anticrossing due to the IS breaking, we
-0.05
 0
 0.05
 0.1
 0.15
FIG. 3. (Color online) γimp dependence of σ Sxy at λ = 0 and tISB = 0.09 eV.
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(c)
(a) (b)
FIG. 4. (Color online) The Fermi surface of (a) tISB = 0.0225 eV and (b) tISB = 0.135 eV, and (c) γimp
dependence of σ Sxy at tISB = 0, 0.0225, 0.09, and 0.135 eV.
consider two other cases, case at tISB = 0.025 eV and case at tISB = 0.135 eV, because the band
anticrossing occurs only in the latter case due to a large value of tISB than the values of t5 and λ .
Actually, we see from Figs. 4(a) and 4(b) that the curvature of γ sheet around k = (2pi3 , 2pi3 ) does
not change at tISB = 0.0225 eV and changes at tISB = 0.135 eV. The change at tISB = 0.135 eV is
qualitatively the same as that at tISB = 0.09 eV [see Fig. 2(c) of the main text].
Then, we calculate the γimp dependence of σ Sxy at tISB = 0.0225 eV and 0.135 eV (where the
other parameters are the same as case at tISB = 0.09 eV) and compare these results with the results
at tISB = 0 and 0.09 eV in Fig. 4(c). Figure 4(c) shows that although the magnitude increases of σ Sxy
occur at tISB = 0.0225 eV and tISB = 0.135 eV, the sign changes of σ Sxy occur only at tISB = 0.135
eV. Those results indicate that we obtain not only the magnitude change of σ Sxy but also the sign
change of σ Sxy only in the presence of the band anticrossing due to the IS breaking. Thus, these
results support the validity of our mechanism for controlling the magnitude and sign of σ Sxy by
9
using the band anticrossing and nonmagnetic impurity scattering.
V. DOMINANCE OF THE FERMI SURFACE TERM OF σ Sxy
In this section, we discuss the role of the Fermi surface term and the Fermi sea term in deter-
mining σ Sxy as a function of γimp at tISB = 0 and 0.09 eV and show the dominance of the Fermi
surface term in the parameter region we consider.
To discuss the role of the Fermi surface term and the Fermi sea term, we compare σ S(I)xy and
σ
S(II)
xy [determined by Eqs. (1) and (2) in the main text, respectively] with σ Sxy at several values of
γimp in Figs. 5(a) and 5(b). Those figures show that σ S(II)xy is less dominant and that σ S(I)xy gives the
dominant contribution to σ Sxy.
Thus, the Fermi surface term (which cannot be described by the Berry curvature term, as ex-
plained in the main text) is dominant in determining σ Sxy in case not only with IS but also without
IS in the range of 0.045≤ γimp ≤ 450 (meV).
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