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Abstract
We describe an open-source implementation of the continuous-time interaction-expansion quantum Monte
Carlo method for cluster-type impurity models with onsite Coulomb interactions and complex Weiss func-
tions. The code is based on the ALPS libraries.
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PROGRAM SUMMARY
Program Title: ALPS CT-INT
Journal Reference:
Catalogue identifier:
Licensing provisions: GPLv3 Programming language:
C++, MPI for parallelization.
Computer: PC, HPC cluster
Operating system: Any, tested on Linux and Mac OS X
RAM: 100 MB - 1 GB.
Number of processors used: 1 - 2000.
Keywords: impurity solver, CT-INT
Classification: 4.4
External routines/libraries: ALPSCore libraries,
Eigen3, Boost.
Nature of problem: Quantum impurity problem
Solution method: Continuous-time interaction expan-
sion quantum Monte Carlo
Running time: 1 min – 8 h (strongly depends on the
problem to solve)
1. Introduction
Quantum impurity problems describe small in-
teracting sets of orbitals coupled to wide non-
interacting leads. Originally developed in the con-
text of magnetic impurity atoms embedded in a
Email address: shinaoka@mail.saitama-u.ac.jp
(Hiroshi Shinaoka)
non-magnetic host [1], they have since found appli-
cations to quantum dots and molecular conductors
[2] , atoms adsorbed to surfaces [3], and appear as
auxiliary objects in quantum embedding theories
such as the dynamical mean field theory [4], its ex-
tensions [5–9] and the self-energy embedding theory
[10, 11].
Most of these applications require the calcula-
tion of impurity model energies, green’s functions,
and self-energies in a non-perturbative regime. An-
alytic methods are ill suited to this task, and one
needs to resort to numerical methods such as the
numerical renormalization group [12], exact diago-
nalization [13], configuration interaction [14], den-
sity matrix renormalization group theory [15–17],
or quantum Monte Carlo [18–23].
Many embedding methods, especially when for-
mulated as cluster theories [7] for simplified low-
energy effective models, generate impurity mod-
els that have general off-diagonal and potentially
complex-valued hybridization functions but interac-
tions of the density-density type. Models with off-
diagonal complex hybridization functions are sub-
stantially more difficult to solve than those with
diagonal hybridizations, and require the use of spe-
cialized impurity solvers.
In this paper, we describe an open source imple-
mentation of such a solver. The method is an imple-
mentation of the algorithm developed by Rubtsov
et al. [20] and implements the stochastic sampling
Preprint submitted to Computer Physics Communications July 17, 2018
ar
X
iv
:1
80
7.
05
23
8v
1 
 [c
on
d-
ma
t.s
tr-
el]
  1
3 J
ul 
20
18
of a weak coupling perturbation series to all orders.
The algorithm also implements the submatrix up-
date scheme of Refs. [24, 25, 29]. In the absence
of a sign problem, it scales cubically as a function
of system size, inverse temperature, and interac-
tion strength. In general, results at low tempera-
ture are hampered by an exponential scaling do to
a fermionic sign problem [27].
The remainder of this paper is organized as fol-
lows. In section 2 we introduce the model and algo-
rithm. In section 3 we show the usage of the code.
In section 4 we illustrate the usage of the code at a
few examples. Section 5 contains our conclusions.
2. Model and algorithm
The current version of the ALPS/CT-INT im-
purity solver supports single-orbital multi-site (N -
site) impurity models with onsite Hubbard interac-
tions defined by the action
Simp = S0 + Sint, (1)
where
S0 = −
∫∫ β
0
dτdτ ′
Ns−1∑
i,j=0
Nσ−1∑
σ=0
[G−10σ (τ − τ ′)]ij×
cˆ†iσ(τ)cˆjσ(τ
′),
where σ, i, and j are indices and the double in-
tegration goes over τ and τ ′. Here, cˆ†iσ (cˆiσ) is a
Grassmann variable representing the creation (an-
nihilation) of an impurity electron specified by in-
dicies i and σ. The solver assumes the Weiss func-
tion G−10σ (τ − τ ′) to be diagonal in σ but it can be
off-diagonal in i and j. The Weiss function is a
(complex-valued) matrix with respect to the index
i and j for each σ.
In a typical single-orbital multi-site impurity
model with two spins | ↑〉 and | ↓〉 but no hopping
between different spins, σ enumerates spins (Nσ =
2) and i and j the N impurity sites (Ns = N). The
interaction part is defined as
Sint =
∫ β
0
dτ
∑
s=±1
Ns−1∑
i=0
U
2
[
nˆi0(τ)− α0(s)
]×[
nˆi1(τ)− α1(s)
]
, (2)
where{
α0(s) = 1/2 + sδ,
α1(s) = 1/2− sδ
(3)
where δ = 1/2 + 0+ and nˆiσ = cˆ
†
iσ cˆiσ. The on-
site Coulomb repulsion U is assumed to be site-
independent. The parameters ασ(s) are introduced
[20, 28] to avoid a trivial sign problem.
On the other hand, in a single-orbital multi-site
model with spin-orbit coupling, the presence of hop-
ping terms that mix different spin flavors implies
that i and j enumerate spin-sites (Ns = 2N) but
Nσ = 1. In such cases, i and j enumerate spin-
sites (the spin index runs first). Accordingly, the
interaction part is given by
Sint =
∫ β
0
dτ
∑
s=±1
N−1∑
i=0
U
2
[
nˆ2i,0(τ)− α0(s)
]×[
nˆ2i+1,0(τ)− α1(s)
]
, (4)
where α0(s) and α1(s) are the same as those defined
in Eq. (3).
The ALPS/CT-INT solver implements the
continuous-time interaction-expansion QMC
method [20]. A series expansion of the partition
function is sampled in terms of U using an effi-
cient sampling method, the so-called submatrix
update [24, 25, 29]. For details of the submatrix
updates in CT-INT refer to Ref. [29].
3. Usage
3.1. Requirements and installation
The CT-INT code is built on an updated ver-
sion of the core libraries of ALPS (Applications
and Libraries for Physics Simulations libraries)
[ALPSCore libraries] [30], the Boost libraries, and
Eigen3. Eigen3 is a C++ template header-file-only
library for linear algebra. They must be pre-
installed. One needs a MPI C++ compiler with
support for C++11 language features and CMake
to build the solver. It will install two executables
“ctint real” and “ctint complex”. Only the differ-
ence between these two is that ctint real assumes
the Weiss function to be real and runs faster in
such cases. The formats of input and output files
are the same.
The latest version of the code is available from
a public Git repository at https://github.com/
ALPSCore/CT-INT. One can also find a more de-
tailed description of usage in Wiki documentation
pages at https://github.com/ALPSCore/CT-INT/
wiki.
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3.2. Input data
The essential input data of the solver are
• The complex-valued Weiss function defined on
a grid in the interval [0, β],
• The onsite Coulomb interaction U .
We can also specify the number of thermalization
steps, measurement steps, the interval of measure-
ment of the Green’s function. All input parameters
except for the Weiss function are read from a single
input file. The Weiss function must be stored in a
separated text file in a given format. The format of
input files are described in the Wiki documentation
pages.
3.3. Execution
Once you prepare two input files for runtime pa-
rameters and the Weiss function, you can run the
solver as follows.
$ mpirun -np 120 ctint_real params.ini
In this example, we specify the values of runtime
parameters in params.ini. The simulation results
are written into a HDF5 file named params.out.h5.
Some examples are given in the following section.
3.4. Output data
The Green’s function is defined as
Gσ,ij(τ) ≡ −〈Tτ cˆiσ(τ)cˆ†jσ(0)〉 , (5)
where Tτ is a time-ordering operator. The Green’s
function is measured as
Sσ,ij(iωn) ≡ −
∑
k
Σσ,ik(iωn)Gσ,kj(iωn). (6)
In practice, the expansion coefficients in the Leg-
endre representation (Sσ,ij)l are measured [31].
The Matsubara-frequency data S(iωn) are recon-
structed as
Sσ,ij(iωn) =
∑
l=0
Tnl(Sσ,ij)l, (7)
where l is the index of Legendre polynomials. The
matrix elements Tnl are introduced in Ref. [31].
Then, the Green’s function can be reconstructed via
the Dyson equation. Equal-time quantities such as
〈niσnjσ′〉 and 〈niσ〉 are also measured.
The results of the measurement are stored in a
HDF5 [32] file. The format of the output file is
described in detail in Wiki documentation pages.
4. Examples
4.1. Three-site impurity model
We consider a three-site model with onsite
Coulomb repulsion. The local Hamiltonian is given
by
H = −
3∑
i 6=j
∑
σ
c†iσcjσ − µ
3∑
i=1
niσ + U
3∑
i=1
ni↑ni↓,
(8)
where c†iσ and ciσ are creation/annihilation opera-
tors of an electron at site i with spin σ. The electron
density operator is defined as niσ ≡ c†iσciσ. For the
bath, we use a semielliptical density of states with
bandwidth equal to 4t, and set t = 1. This model
is the same as that used for investigating a sign
problem in a previous study [27].
We solve the model for U = 4 and β = 10 at
µ = U/2. The input file looks like this:
total_steps = 15000000
thermalization_steps = 15000
measurement_period = 10
model.beta = 10.0
model.spins = 2
model.U = 4.0
model.sites = 3
model.G0_tau_file = G0_TAU.txt
G1.n_matsubara = 1000
G1.n_legendre = 50
The data were obtain by running the solver with
120 MPI processes for 45 minutes. The Green’s
function was measured every 10 Monte Carlo steps.
The program writes the following messages to the
standard output at the end of the simulation:
average matrix size was:
42.0968 42.0968
average sign was: 0.999426
#### Timing analysis ####
For measurement_period = 10 steps , each part took
Monte Carlo update: 194.746 ms
Recompute inverse matrix: 0.483439 ms
Global update: 0.000690577 ms
Measurement: 1.73871 ms
The average matrix sizes are around 42 for each
spin. The computational time spent for the mea-
surement is negligible compared to that for the
Monte Carlo updates. This indicates that you could
reduce the value of measurement period to measure
the Green’s function more often. The average sign
is close to 1.
The computed results of Σσ,ij(iωn) are shown in
Fig. 1. The self-energy was obtained by solving the
Dyson equation. The data for up and down spins
agree within error bars.
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Figure 1: (Color online) (a) Schematic of the three-site
impurity model. Onsite [(b)] and offsite [(c)] components of
Σσ,ij(iωn) computed for the three-site impurity model. The
data for the onsite (i = j) and offsite (i 6= j) components are
denoted by circles and crosses, respectively. We plot results
for both of up and down spin components.
Figure 2: (Color online) Momentum patches used in the
8-site DCA [7] calculation. Thin lines indicate the fermi sur-
faces of noninteracting system (t′ = −0.15) at half-filling and
10, 20, 30 % hole dopings. Dots represent central momenta
to specify patches. Adapted from Ref. [33].
4.2. Self-consistent calculations of the 2D Hubbard
model within the dynamical cluster approxima-
tion
The ALPS/CT-INT can be used together with
the DCA for solving the 2D Hubbard model on
the square lattice. The Hubbard model on the 2D
square lattice is defined as
H =− t
∑
〈i,j〉
∑
σ
c†iσcjσ − t′
∑
〈〈i,j〉〉
∑
σ
c†iσcjσ
+ U
∑
i
ni↑ni↓, (9)
where 〈i, j〉 and 〈〈i, j〉〉 indicate pairs of nearest
neighbor and next nearest neighbor sites, respec-
tively. We take nearest neighbor hopping amplitude
t as energy unit, i.e., t = 1. t′ and U are the next
nearest neighbor hopping and Hubbard interaction,
respectively.
Here we employ 8 site DCA, in which the Bril-
louin zone is partitioned into 8 patches (Fig. 2).
Each patch is labeled by the central momentum
K. Due to symmetry, the number of inequivalent
patches is reduced to 4: The inequivalent patches
are (0, 0), (pi/2, pi, 2), (pi, 0), and (pi, pi). In each
patch, the self-energy is approximated by that of
central momentum i.e., Σ(k, iωn) = ΣK(iωn). We
also assume a nonmagnetic solution, dropping the
spin index hereafter. Within this approximation,
the Green’s function for each patch is given by
GK(iωn) =
∫ K
dk
1
iωn + µ− k − ΣK(iωn)
(10)
4
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Figure 3: (Color online) Illustration of the self-consistent
cycle in DCA. The names of the input and output files of
ALPS/CT-INT can be specified at runtime.
where the integral is done at each momentum
patch. k is the energy dispersion of noninteract-
ing system given by k = −2t(cos(kx) + cos(ky))−
4t′ cos(kx) cos(ky). Further details of the self-
consistency can be found in Ref. [7].
We perform self-consistent calculations combin-
ing the ALPS/CT-INT solver and an external pro-
gram for solving self-consistent equations. Figure 3
illustrates the self-consistent cycle of DCA. An in-
put file for ALPS/CT-INT, “ctint.ini” looks like
this:
model.beta = 5.0
model.spins = 2
G1.n_matsubara = 1000
total_steps = 600000
G1.n_legendre = 60
model.U = 6.0
measurement_period = 10
thermalization_steps = 500
model.sites = 8
model.G0_tau_file = G0_TAU.txt
Figure 4 shows the 8 site DCA results of (a)
Green’s function and (b) the imaginary part of self-
energy for t′ = −0.15, U = 6, µ = U/2 − 1.0, and
β = 5.
5. Summary
We have presented an open-source C++ implemen-
tation of the continuous-time interaction expansion
Monte Carlo method for impurity models with cer-
tain types of density-density Coulomb interactions
and general hybridization functions. More general
forms of interaction will be supported in a future
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Figure 4: (Color online) 8 site DCA results of (a) Green’s
function and (b) the imaginary part of self-energy for t′ =
−0.15, U = 6, µ = U/2− 1.0, and β = 5.
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version. We have discussed the technical details of
the implementation. We presented some examples
of Monte Carlo simulation results for a three-site
model as well as results of 8-site DCA calculations
for the two-dimensional Hubbard model. They can
serve as a benchmark or reference.
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