ABSTRACT Volume rendering is an important technique of scientific visualization that can help people analyze and understand multivariable volume data effectively. Since, the previous visualization methods of multivariable volume data are not intuitive and difficult to operate, we propose a novel framework of visualizing multivariable volume data, which combines subspace clustering with radial coordinate visualization (RadViz) from the global pattern analysis to the local feature exploration. Since multivariable data generally have a large data size, the feature sampling is performed to extract some representative points. In order to explore the features interactively, the sample points extracted from high-dimensional space are projected into a low-dimensional space. Through selecting different sample points interactively, users can switch and explore different subspaces in real-time. For the further analysis of the local details in the selected subspace, we utilize the RadViz technique to present the data patterns in the subspace. Thus, the relationships of the data among different dimensions can be recognized intuitively. The result of the experiment shows that our method can help users explore the complex features in volume data deeply and express the data patterns among different dimensions exactly. The constructed system based on subspace analysis and multidimensional projection visualization can improve the efficiency of analyzing multivariable volume data and guarantee the real-time volume rendering.
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I. INTRODUCTION
As an important technique of volume data visualization, volume rendering has been widely used in various fields, including biomedical engineering, the combustion simulations, the meteorological simulations and geological exploration. Many scientific phenomena are required to be described by multiple attributes. For example, climate data are generally composed of the properties such as temperature, pressure and humidity. Therefore, how to understand multivariable volume data and visualize them with appropriate methods has become huge challenges. An important way to solve the problem is to understand the relationships among the multiple variables and design the transfer function associated with multiple attributes. Users can analyze the complex features in multivariable volume data interactively by adjusting the transfer function.
At present, a variety of methods for visualizing multivariable volume data have been well studied, such as parallel coordinates, dimensional projection and clustering-based methods.
Parallel coordinates [1] - [3] map the dimensions of high dimensional data as the axes, which are parallel to each other in 2D space. The data values of each dimension in the data set correspond to the positions on each axis. Thus, the high dimensional data are represented as the polylines connecting the axes, which can show the correlations between the adjacent dimensions visually. However, for large-scale data, this method may lead to visual confusion that can influence the judgment of users. Moreover, as the dimension number increases, users have to adjust the parameters on each axis repeatedly to obtain certain features, which is tedious.
As another popular method, dimensional projection can map the high-dimensional data to the low-dimensional space and preserve the distances between different data objects in the original data space. Users can identify different clusters intuitively according to the densities of the point clouds in the dimensional projection view. However, due to the losses of the information in different dimensions of the original data, it is difficult for users to recognize the original meanings of them.
Besides, the multivariable transfer function design based on data clustering method can divide the data into different clusters according to the data characteristics. Thus, users can explore significant features by selecting different clusters interactively. However, its effect depends heavily on the clustering results, and it limits users to carrying on the detailed exploration inside the cluster.
In view of the above shortcomings, it is very important to design an intuitive and highly interactive approach for visualizing multivariable volume data. In this paper, we propose a novel multivariable volume data visualization framework, based on subspace clustering algorithm and RadViz [4] - [6] technique. For large-scale volume data, we select representative sample points based on K-means++ [7] algorithm, and then map them to the low-dimensional navigation view using the subspace clustering method. Therefore, each sample point represents a kind of features, and their distances and colors show the similarities of them. Aiming at the weak interactivity of the traditional clustering-based transfer function designs, our system can support users to explore different clusters interactively and display the data patterns of the selected cluster intuitively in the RadViz view. The lasso tool is also provided to select the detail features interactively.
Our contributions in this work are twofold: 1. We propose an effective visualization framework for multivariable volume data analysis, combining subspace analysis and multidimensional projection. It can present the overview of global clustering information, the in-depth details and the relationships among different variables simultaneously, and provide intuitive guidance for users' explorations.
2. We design the Subspace Analysis and Multidimensional Projection Visualization (SAMP-Viz) system based on the proposed framework. It can eliminate the blindness of users' explorations and reduce the complexity of users' interactions effectively.
This paper is organized as follows. In the next section, we review the related works of multivariable volume data visualization. Then, we provide an overview of our framework for visualizing multivariable volume data. In Section 4, we demonstrate our framework and methods in detail. The designs of our SAMP-Viz system are described in Section 5. Section 6 shows our experimental results on Isabel hurricane data set. The evaluation of our work is presented in Fig. 7 . Finally, we conclude this work in Section 8.
II. RELATED WORK
One of the important ways for users to understand multivariable volume data is to design the transfer function, and various methods have been proposed. Most of them are based on parallel coordinates, dimensional projection and clusteringbased methods, so our discussions will revolve around these topics.
A. PARALLEL COORDINATES
As a tool for visualizing multivariable data sets, parallel coordinates plot is often used to assist the designing of transfer functions. Akibay et al. [1] designed the transfer function based on parallel coordinates which supported users to select different regions according to the different dimensions of the data. Parallel coordinates were used to show the realtime changes of several variables in the combustion simulation by Akiba et al. [8] . Blaas et al. [9] applied parallel coordinates based on density in the scientific multivariable data visualization. Zhao [10] utilized parallel coordinates to guide the users' explorations of multivariable volume data. Guo et al. [11] , [12] integrated multidimensional scaling plot and parallel coordinates plot to design the transfer function, in which both plots enabled users to select the features of interest conveniently. Zhao and Kaufman [13] utilized the spatial position of the voxel as a parameter to design a visualization tool based on parallel coordinates, which provided better data classification information for users. Then, with the help of various small parts, they enabled users to explore the data in more detail. Nie et al. [14] extracted the features of the main dimensional data and achieved adaptive range selection on the parallel coordinates plots. However, with the increase of the dimension numbers, these methods are likely to cause visual confusion, and these designs are hard to be extended.
B. DIMENSION PROJECTION
The dimension projection method has been successfully used in the process of designing transfer functions. It embeds the original data in the high-dimensional space into a lowdimensional space, which forms the comprehensible point clouds. The points that are close in distance usually represent their similar characteristics in the multivariable volume data. Francisco and Freitas [15] applied the self-organizing map (SOM) method to reduce the dimension numbers and projected the data into a 2D space, so that users were able to operate the transfer function easily in 2D space. Kim et al. [16] employed the methods of isometric mapping and local linear mapping to simplify high-dimensional data. Rezk-Salama et al. [17] adopted the principal component analysis (PCA) method to design the transfer function. A method that adopted hierarchical methods to explore multivariable data was proposed by Biswas et al. [18] , which considered the relationship between different variables. Zhang et al. [19] adopted the parallel multidimensional scaling (MDS) method in the dimensional projection of large-scale scientific data. Liu et al. [20] applied a real VOLUME 5, 2017 time projection method to map high-dimensional data and displayed the results in an animated way for assisting users to set a significative transfer function. It is similar to the analysis process of our work. However, their work focuses on improving the results of volume rendering while we aim to help users explore the valuable features from overview to details. Yuan et al. [21] proposed a method that allowed users to gain insights into different dimension groups through constructing a tree structure built by multiple projection views. Zhou et al. [22] mapped the high-dimensional data into a low-dimensional space and established a new dimension to assist the analysis of subspaces. Zhou et al. [6] expanded the original dimensions to more new dimensions, for obtaining better visual effects of showing high dimensional data. Liu et al. [23] designed a novel transfer function using dimension projection method to visualize the multivariable features. However, most of these methods cannot handle the information loss of the original dimensions in the projection process.
C. CLUSTERING
Clustering methods can divide data into different classes according to their inherent characteristics, which is convenient for users to identify different features. Tzeng and Ma [24] employed the self-organizing data analysis method to classify the data, and designed an interface that allowed users to operate the cluster space. An automatic transfer function design based on hierarchical clustering was proposed by Sereda et al. [25] . Nguyen et al. [26] clustered the data according to the numerical values and spatial locations, and then generated the transfer function automatically. Cai et al. [27] proposed a two-level clustering method which provided a top-down data exploration strategy for users. Recently, Zhang et al. [28] proposed a correlation metric for the voxels in time-varying multivariable volume data, and performed clustering based on this metric to obtain significant features. However, the visualization results of these methods depended heavily on the clustering results and restricted the users' participations.
Aiming at the limitations of the above methods, we design a novel multivariable volume data visualization framework by combining subspace clustering method and RadViz technique, so that our method can support users to explore the global features of volume data among the subspaces and show their interiors at the same time. Fig. 1 shows the framework of our visualization method for multivariable volume data, which is composed of several steps: feature sampling, subspace clustering, RadViz mapping and volume rendering. Since multivariable volume data are too large in size, we use the K-means++ algorithm to choose representative sample points from the original data. The number of sample points is determined by the data complexity and users' requirements. In order to reflect the similarities between different clusters represented by the sample points, we adopt subspace clustering algorithm to project the sample points into a 3D interactive navigation view. Furthermore, through selecting the sample point of interest, the corresponding data distribution among all dimensions of the selected cluster can be shown by RadViz technique. To meet the requirements of choosing more detailed features, the lasso tool is provided for users to pick up the areas of interest in the RadViz view. Therefore, users can have a better understanding of the local details in the subspace of interest. Finally, according to the choice of the subspace and the data extracted by users in the RadViz view, our SAMP-Viz system can carry out volume rendering to show the corresponding spatial features. Our system can express the relationships among different subspaces and the distribution information among different dimensions in each subspace.
III. OVERVIEW
In order to help users explore the features of interest in the volume data, our SAMP-Viz system consists of several linkage views and provides easy-to-use interactions, as shown in Fig. 2 . Area A is a data centric view for setting the parameters, where users can complete the operations such as data importing and dimension setting. Area B is a transfer function curve view, in which users can adjust the value range and its corresponding optical properties (color and opacity) of the data. Area C is the GPU-based volume rendering view, which shows the real-time rendering results of different variables in volume data. Area D is the RadViz view, which shows the distribution of data in different dimensions and supports users to pick up the data regions of interest. Area E is the 3D subspace navigation view, which allows interactions such as zooming and rotating that can support users to choose different subspaces alternately and efficiently.
IV. METHODS
In this section, we demonstrate the details of our methods for data processing, feature sampling, subspace analysis and Radviz projection.
A. DATA PROCESSING
Owing to the fact that the original data generally contain some invalid values, they will produce serious interferences to the process of data analysis. Therefore, we filter the invalid values in the pre-processing to eliminate the negative effect of the invalid values on the data analysis results. Meanwhile, the FIGURE 2. Interface of SAMP-Viz system. A is the parameters setting view. B is the transfer function curve view. C is the GPU-based volume rendering view. D is the RadViz view that shows the distribution of data among different dimensions. E is the 3D subspace navigation view that supports users to choose different subspaces alternately and efficiently.
differences of the original numerical distributions in different dimensions can also interfere with the visual analysis process, so it is necessary to normalize the data of different dimensions to the same range. We map the original data value x into [0, 1]. The normalized value v is computed as
in which min is the minimum value of the original data, and max is the maximum value of the original data.
B. FEATURE SAMPLING
For large-scale volume data, projection analysis usually cannot be performed directly, so the representative voxels are required to be extracted from the volume data and are used to indicate different volume features. Generally, the feature in volume data can be represented by a specific scalar value [29] , a value range [30] or the probability distribution of a voxels neighbourhood [31] . However, the features in multivariable volume data cannot be effectively represented by the above ways, because of the complex associations among multiple variables. In this paper, utilizing the feature abstracting ability of the clustering methods, we describe the complex features by clusters, and use the cluster centers as the representative voxels. As a fast clustering method, K-means is suitable for the analysis of large-scale data, and each cluster can be effectively represented by the cluster center. Thus, it is very meaningful to use the cluster centers as the representative sample points. For K-means algorithm, the initial strategy of the cluster centers is very important. The commonly used strategy is to select the initial cluster centers randomly. Although this strategy is easy to be implemented, it will lead to a large number of iterations during the K-means process, and may result in the local optimal solutions.
In this paper, K-means++ algorithm is introduced to sample the representative voxels in the large-scale volume data, which uses an effective initial strategy that ensures the far distances between different initial cluster centers. Therefore, the iteration numbers can be largely reduced, and the local optimal conditions can be avoided. Algorithm 1 presents the detailed process of the feature sampling for volume data based on K-means++. In this algorithm, we initially select a voxel randomly as the first center voxel. Then, the other center voxels are sampled from the non-central voxels one after another. The non-center voxels that have larger distances to the existed center voxels will be selected as new center voxels with larger probabilities, which can be implemented as the step 3 of Algorithm 1. After all the center voxels have been selected, the common K-means algorithm can be performed, and the cluster centers are used as the representative voxels.
To demonstrate the effectiveness of this method, we generate several groups of data in different sizes randomly, and compare the number of iterations between using k-means and k-means++. The result is shown in Fig. 3 .
C. SUBSPACE CLUSTERING ANALYSIS
In order to reflect the similarities of the features represented by different sample points and enable users to explore the internal information of different features easily, we project the sample points from the high-dimensional space into a Nowadays, researchers have proposed many methods for projecting high-dimensional data into low-dimensional space. Traditional methods, such as principal component analysis (PCA), assume that all the data samples projected to the low-dimensional space belong to a single subspace. However, this kind of methods has the limitations that the relevancies among different subspaces are ignored. In this paper, we adopt spectral clustering that is a more general approach, assuming that the collection of samples is from multiple different subspaces. Its main idea is to perform the clustering by solving the graph segmentation problem, in which the data points are regarded as vertices, and the similarities between data points are regarded as the weighted edges. Based on the theory of graph segmentation, this method makes the segmentation according to the similarities between vertices. In this way, the vertices in the same subgraph have higher similarities and the vertices in different subgraphs have lower similarities. Therefore, the spectral clustering algorithm can classify the data into different subspaces and project them into a low-dimensional space at the same time. Its implementation is described in algorithm 2. 
Algorithm 2
Sample Data Projection Method Based on Spectral Clustering Algorithm Require: Sampled voxels set Sam, Cluster center number u, Number of target projection dimensions z Ensure: Characteristic matrix Q, Clustering results of sampled voxels CS 1: Construct the difference matrix of Sam using Euclidean distance between
D. MULTIDIMENSIONAL PROJECTION BASED ON RadViz
In order to analyze the detailed data patterns inside the clusters among the multiple variables, we further map each voxel of the clusters into 2D space through RadViz technique, after selecting or switching a cluster. RadViz is a commonly used high-dimensional visualization technique that can present the data distributions among multiple dimensions effectively. It can generate a 2D visualization that shows the multiple dimensions in a radial layout, where the m dimensions For a voxel p(p 1 , p 2 , . .., p m ) in the multivariable volume data, it can be mapped to a 2D point t(t 1 , t 2 ) in the RadViz view. The voxel is considered to be pulled by the spring forces from the anchors on the circumference. The strength of the pulling force depends on the original value p i of the point on its corresponding dimension i. Based on the basic spring tension minimization algorithm [2] , the position of voxel p can be finally determined when the resultant force from all the anchors equals to 0. Thus, the follow constraint condition should be satisfied:
in which C i is the 2D coordinates of the anchors for dimension i. Through solving the Equation (2), the mapped coordinate t of the voxel can be computed as
Furthermore, each component of t can be computed as
and
in which α i = 2π × i/m. It means that the voxel will be close to the anchors, when the voxel has the relatively high values in the corresponding dimensions. For example, point p has relative high values in dimensions d 4 and d 5 , which means that point p sustains bigger forces from the anchors C 4 and C 5 . Therefore, as shown in Fig. 4 , the position of p is also close to these two anchors.
V. SAMP-VIZ SYSTEM
In order to help users better understand the global features as well as the internal details of multivariable data, our SAMP-Viz system has implemented several linked views, including subspace navigation view, RadViz view, volume rendering view and transfer function curve view. According to the representative sample point selected by users in the navigation view, the RadViz view can display the distribution of the corresponding data among different dimensions in real time. At the same time, the important features of the interior are also presented in the volume rendering view.
A. SUBSPACE NAVIGATION VIEW
In this view, we aim to present the relationships among the representative sample points intuitively and support users to select the cluster of interest. Although the traditional dimension projection methods can show the relative distances among the data in low-dimensional space, users cannot recognize the classification information by visual recognition intuitively. To overcome this limitation, in this paper, we utilize spectral clustering, and design the 3D subspace navigation view to present the results. As shown in Fig. 5(a) , each point in the view represents a feature cluster, and the points that have the same color belong to the same subspace. Users can explore different subspaces alternately and interactively. Generally, the high dimensional data should be project into 2D space, because the distances between different points in 2D space can be recognized by users without visual errors. However, for a single static 2D plane, when some features have huge differences, the corresponding sample points will have very large distances in the subspace navigation view. This will result in the mutual occlusion of the other sample points, and affects the judgments and selections of users. Although users can observe the points more clearly through zooming the view, some points are still obscured and cannot be selected accurately, when the number of the sample points is large. To solve this problem, we adopt a 3D design strategy as shown in Fig. 5(a) , which supports the easy-to-use interactions, such as rotating and zooming. The 3D design strategy can reserve more information of the original data, and distinguish the points more clearly. Moreover, according to the spectral clustering method as described in Algorithm 2, the third eigenvector is added additionally based on the first two eigenvectors, and the dimensions in the projected space are orthogonal to each other. It means that the visualization results in 3D view will be the same as the visualization results in 2D view, unless the viewpoint is changed. Thus, users can observe the view only through zooming initially, and rotate the view only for observing or selecting the seriously sheltered points. Our 3D design strategy can help users select the points more easily in the subspace navigation view.
B. RadViz VIEW
In order to assist users to observe the data distribution in each dimension intuitively, we improve the traditional RadViz VOLUME 5, 2017 model and design our RadViz view, through extending the anchors of the dimensions to rings uniformly, as shown in Fig. 5(b) . At the same time, the color blend functions in OpenGL are utilized to blend the colors of the points according to their overlap degrees, which can solve the occlusion problem effectively. Furthermore, to get a more dispersed effect of the points, we utilize the characteristic of the exponent, and calculate the squares of the data values on each dimension. Therefore, users can observe the data distribution more intuitively. According to the data pattern presented in the RadViz view, users can further select the areas of interest through the lasso tool. The features corresponding to the selected point cloud will be shown in the volume rendering view. 
C. VOLUME RENDERING VIEW
For propose of giving feedbacks of the user interactions, the volume rendering view is provided in the SAMP-Viz system. According to the data selected in both the subspace navigation view and the RadViz view, it presents the corresponding features in the volume space of each variable through volume rendering. Ray-casting is one of the most commonly used techniques for volume rendering. Through emitting the rays that traverse the volume data from each pixel of the image, the voxel values are sampled in equidistance, and the corresponding optical properties are accumulated according to the ray absorption model [32] . It can generate the high quality results to reveal the inside structures of the volume space. However, the efficiency of the ray-casting algorithm is low. In order to improve the computational efficiency, we use GPU computing resources to complete the parallelized ray-casting algorithm, in which each ray owns one thread, as shown in the left part of Fig. 6 .
For volume rendering, transfer function is an indispensable element that maps the voxel values to the optical properties such as color and opacity. The setting of the transfer function influences the rendering results directly, and is important for showing the significant features. In the SAMP-Viz system, we provide an initial setting strategy of the transfer function to highlight the features selected by users in both the subspace navigation view and the RadViz view, as shown in the right part of Fig. 6 . For the unselected voxels, their opacities are set as 0 initially, to eliminate the interference of the unconcerned features. If users want to retain the unconcerned features as the context of the concerned features, the opacities of the unselected voxels can also be adjusted to a very little value. For the selected values, we map the voxel values to the colors and opacities, according to a quadratic equation. Furthermore, to help users obtain the needed rendering results, we design a transfer function curve view that users can adjust the transfer function interactively based on the initial setting.
VI. EXPERIMENTAL RESULTS AND ANALYSIS
In the SAMP-Viz system, the algorithms are mainly implemented by C++, and the views are rendered using OpenGL and QT development framework. Additionally, the volume rendering is developed based on CUDA parallel computing algorithm. We perform the experiment under Windows7 operating system, with a 2.1GHz Core-i7 CPU, 4GB Memory, and the NVIDIA GeForce GT 635M GPU. In the experiment, we use the Isabel hurricane data released by the National Hurricane Center in 2003, and analyze the various features of time step 1 with the grid resolution 250 × 250 × 50. In order to analyze the significant features associated with multiple variables, we choose five related variables in our experiment, including PRESSURE (pressure), QCLOUD (cloud moisture mixing ratio), QVAPOR (water vapor mixing ratio), TC (temperature) and VEL (wind speed magnitude).
A. SUBSPACE EXPLORATION
After utilizing k-means++ algorithm to extract the representative voxels from the original volume data, we further project them into the subspace navigation view with spectral clustering algorithm. As shown in Fig. 7 , the distances between the sample points represent the similarities between different clusters, and the color of the point indicates the subspace to which they belong. Fig. 7(a) presents the initial projection result of the sample points in the subspace navigation view. However, since some clusters have relatively high similarities between each other, the positions of the sample points are too close in 2D space, which leads to visual occlusion. Utilizing the interactive 3D design, users can zoom and rotate the view to explore the sheltered points. As shown in Fig. 7(b) , (c) and (d), after the adjustments on the view, the sheltered points can be observed clearly. During the process of subspace exploration, users can select a cluster of interest progressively. For example, the subspace navigation view shown in Fig. 7(b) can present the similarities between several subspaces. Through analyzing these subspaces roughly, users can find the subspaces of interest, and observe them more clearly as shown in Fig. 7(c) and (d) , through zooming and rotating operations. Therefore, users can select the clusters of interest more easily.
The Isabel hurricane data set can be classified to several kinds of features, including the hurricane eye, the eye wall that surrounds the hurricane eye and the outer 7642 VOLUME 5, 2017 bands. Fig. 8 shows the entire volume rendering results of PRESSURE, QCLOUD, QVAPOR and VEL, without selecting the sample point of interest. It can be observed that different variables present different characteristics, however the details cannot be seen clearly. Therefore, we select the sample points in the same subspace and in the different subspaces, respectively, and explore different features as well as their similarities among different variables.
After choosing a sample point of interest, the features of the selected cluster will be presented in the volume rendering view for each variable in real time, as shown in Fig. 9 . When we choose two adjacent sampling points of the red subspace, as shown in Fig. 9(a) and (e), the data features in PRESSURE, QCLOUD and VEL of the two selected red points are shown as Fig. 9(b) -(d) and (f)-(h), respectively. It can be seen that the volume rendering results in different variables of these two clusters are very similar in color and shape. They present the different layers of the eye wall where very high pressures and high wind speeds exist. Furthermore, Fig. 9(h) shows that the region is nearly the outermost layer of the eye wall, because the relatively low wind speeds have been existed in this region.
In order to explore another kind of features, we select a sample point in the blue subspace that is far away from the clusters of the red subspace, as shown in Fig. 9(i) . Fig. 9(j) , (k) and (l) presents the volume rendering results of this cluster for PRESSURE, QCLOUD and VEL, respectively. It can be observed that the shapes of volume rendering results have significant differences to the results of the clusters in the red subspace, which is in accordance with the results of spectral clustering. These rendering results indicate that the selected blue cluster belongs to the outer bands where relatively high pressures and low wind speeds exist. Furthermore, since the cloud moisture values in the outer bands are all zeroes, we can see nothing in its volume rendering result of QCLOUD, as shown in Fig. 9(k) .
B. RadViz PROJECTION ANALYSIS
Although the features represented by the feature sample points have provided users the effective guidance for exploration, the features of some complex conditions are not very precise. For example, Fig. 10 presents the volume rendering results of the same cluster (marked in Fig. 11(a) ) for PRESSURE, QVAPOR, TC and VEL. It can be observed that the features not only include the outer bands, but also a part of the eye wall regions. Through the provided RadViz view and the lasso tool, domain experts can refine the features, according to their domain knowledge and the data distribution of the selected cluster. For the non-experts, the location and the density of the point cloud also provide abundant information to find or refine the interesting features. Fig. 11(b) shows the data distribution of the white cluster marked in Fig. 11(a) among all the variables, and it can be recognized that most of the data in this cluster have higher values in PRESSURE, TC and VEL, while lower values in QVAPOR and QCLOUD. Combining this result with the volume rendering results of the corresponding variables, we pick up the points of interest in the RadViz view as shown in Fig. 11 (c) and (d) to obtain the more precise features as shown in Fig. 12 .
In Fig. 11(c) , we select the left part of the point cloud. By observing the distribution of the point cloud and the brightness of them, we can judge that the selected area has higher values but less quantity in TC. By observing the volume rendering results, we can find the data mainly distribute around the hurricane eye, as shown in Fig. 12(a)-(d) . According to the color bar, we can judge that the data in this area have higher values in temperature while lower values in pressure. Especially, the region ''A'' in Fig. 12(d) means very high speed values, while the other regions in Fig. 12(d) indicate relatively low speed values. Thus, it can be inferred that the region ''A'' present the boundary of different kinds of features.
In the same way, when we select the right part of the point cloud as shown in Fig. 11(d) , we can see that the data mainly distribute in the outer bands of the hurricane, as shown in Fig. 12(e)-(h) . In this region, the volume rendering results of QVAPOR, TC and VEL are mainly blue, which represents the relatively low values of water vapor mixing ratios, temperatures and wind speeds. On the contrary, the rendering result of PRESSURE is mainly yellow, which represents that this area has higher pressure intensities. This is in line with the actual situations. Moreover, through the rendering results as shown in Fig. 12 (e) and (h), we can also infer the negative correlation between PRESSURE and VEL in the outer bands of the hurricane. 
VII. EVALUATION
In order to evaluate the effectiveness of our framework for visualizing multivariable volume data, we perform a taskbased user study. We choose 15 graduate students with the professional background of computer science as the subjects, because they have good understandings of software designing.
Isabel hurricane data set is also used in the user study. The tasks are designed as follow:
Task1. Extracting the regions of the hurricane eye and the eye wall precisely.
Task2. Describing the numerical characteristics of PRES-SURE, TC and QVAPOR in the regions of the hurricane eye and the eye wall.
Task3. Analyzing the correlation between PRESSURE and QVAPOR in the regions of the hurricane eye and the eye wall.
After a brief introduction to our framework and the SAMPViz system, the subjects are asked to complete the tasks and give feedbacks of our system. After summarizing all the questionnaires, we obtain the follow evaluations and suggestions from the subjects. Fig. 11(c) . (e)-(h) respectively present the volume rendering results of PRESSURE, QVAPOR, TC and VEL through selecting the right part of the point cloud as shown in Fig. 11(d) .
For Task1, all the subjects have obtained the precise features in a few minutes. They think that the feature sampling and subspace navigation view are helpful to get the needed features quickly. Then, they use the RadViz view and the lasso tool to refine the features through several operations. Though positive feedback has been received, one of the subjects suggested that more visual hints can be embedded in the RadViz view to facilitate the users' recognition. Thus, we improve the original RadViz view by extending the anchors to the rings, as described in Section 5.2 and Fig. 5(b) . This can help users better recognize the data distribution among the dimensions.
For Task2, all the subjects can describe the numerical characteristics of different variables correctly. They think that the RadViz view is very useful to complete this task.
For Task3, most of the subjects have got their conclusions about the variable correlation. They think that our system can assist them find the interesting correlation patterns. At the same time, some subjects also hope that the correlation information can be presented in an independent view for better recognition. Since the correlation analysis is not the main purpose of this work, we leave it to future work.
In summary, our framework and system can help users to obtain the features of interest in multivariable volume data effectively. Moreover, our framework can also help users recognize the characteristics of different variables and analyze the correlation between different variables.
VIII. CONCLUSION AND FUTURE WORK
In this paper, we focus on the visualization of multivariable volume data. From the global and local perspectives, a multivariable volume data visualization framework based on subspace clustering algorithm and RadViz technique is proposed. By analyzing the size and complexity of the data, we extract the representative sample points from the original data reasonably and project them into an interactive 3D navigation view. Therefore, users can explore the characteristics in each subspace by selecting the sample points of interest. For further analyzing the local details of one cluster in the subspace, we design the improved RadViz view, in which users can observe the dimensional distribution information of the cluster. At the same time, the volume rendering view can show the corresponding spatial features in real time. The developed SAMP-Viz system can reduce the complexity of the user operations effectively, and help users explore the details contained in the volume data accurately.
In the future work, we will improve the views according to the suggestions of the users. Besides, since many multivariable volume data sets also have the temporal attribute, on the basis of this framework, we will consider the time-varying characteristics of volume data.
