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Quantum mechanical few-body systems in reduced dimensionalities can exhibit many interesting
properties such as scale-invariance and universality. Analytical descriptions are often available for
integer dimensionality, however, numerical approaches are necessary for addressing dimensional
transitions. The Fully-Correlated Gaussian method provides a variational description of the few-
body real-space wavefunction. By placing the particles in a harmonic trap, the system can be
described at various degrees of anisotropy by squeezing the confinement. Through this approach,
configurations of two and three identical bosons as well as heteronuclear (Cs-Cs-Li and K-K-Rb)
systems are described during a continuous deformation from three to one dimension. We find that
the changes in binding energies between integer dimensional cases exhibit a universal behavior akin
to that seen in avoided crossings or Zeldovich rearrangement.
I. INTRODUCTION
Much can be learned from studying quantum few-body
systems, as they provide the minimal example of in-
teresting quantum phenomena, which often have great
importance in the many-body context [1, 2]. Many of
these phenomena are highly dependent on the dimen-
sionality of the system. Although analytical solutions
are known in strict one-, two- and three-dimensional sys-
tems, it is much more difficult to analyze the systems
during a continuous deformation from 3D → 2D and 2D
→ 1D. The deformation can be achieved by placing the
particles in a confining potential, which is continuously
squeezed in one or two directions. Realizing quasi one- or
two-dimensionality experimentally often requires the sys-
tem a deformation of the system, whereby the theoretical
study of dimensional transitions is of interest.
In atomic two-body systems Feshbach resonances oc-
cur, which has become one of the most important tools
for controlling interactions in atomic physics [3]. Two-
body systems exhibit a high degree of universality, as
the s-wave scattering physics is fully determined by the
scattering length a. For large positive a in three dimen-
sions, two particles will combine to form a weakly bound
dimer state. In the resonance regime [4], the binding
energy of the dimer is given by the universal expres-
sion Eb = −~2/(ma2), where m is the atomic mass. As
1/a → 0, the binding energy approaches zero, and the
dimer will ultimately break apart. However, in the res-
onance limit one will always find a bound state for any
dimension less or equal to three [5]. In fact, for any
three-dimensional two-body subsystem, a strong defor-
mation towards 2D will bind the dimer with an energy,
which depends on the trap energy scale rather than the
scattering length [6–8]. Further deformation to one di-
mension causes systems to exhibit new interesting prop-
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erties [9, 10].
Another example of universality is found in three-body
systems, where resonant bound trimer states, called Efi-
mov states, appear with a characteristic, universal scal-
ing in energy [11]. While this phenomenon has been
known for a while [12–14], it has attracted much atten-
tion lately due to its observation in cold atoms [15], He-
lium trimers [16], and very lately in three-photon bound
states [17]. For a > 0 the Efimov resonance corresponds
to the resonant collisions between atoms and dimers [18–
22], as any scattering length beyond the binding limit
of the dimer will produce an unbound atom along with
the dimer. Meanwhile, for a < 0 one finds a bound
state to three-atom continuum threshold along with the
three-body resonance [14, 19]. Thus, the Efimov reso-
nance can be interpreted as a three-body generalization
of the Feshbach resonance [23]. In three dimensions, in-
finitely many Efimov trimers exist in the universal limit
of 1/a → 0. However, in two dimensions Efimov states
are completely absent [24–26]. Efimov trimers consisting
of identical bosons have been predicted to only exist for
dimension d in the interval 2.3 ≤ d ≤ 3.8 [27, 28]. In a
study [29] of Efimov trimers consisting of two heavy and
one light particle, the collapse of Efimov states during
a continuous deformation from 3D → 2D was demon-
strated. This was achieved by employing a momentum
space description and integral Faddeev equations [30].
Previous work on this subject has employed periodic
boundary conditions and fitting to the trap configuration
in order describe the continuous deformation of the sys-
tem, whereas the Correlated Gaussian method provides
a real-space calculation of the system’s spectrum using
the actual trap configuration.
II. METHODS
The Correlated Gaussian Method is a variational
method, which has been used to solve quantum-
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2mechanical few-body problems in molecular, atomic and
nuclear physics [31–35]. The method has attained its
popularity from the ease of calculating matrix elements
in a Gaussian basis [36, 37]. Many matrix elements and
their corresponding gradients are fully analytic, whereby
numerical optimizations can be carried out with a high
degree of accuracy [38, 39].
A. Fully Correlated Gaussian Method
The standard procedure when employing the corre-
lated Gaussian method is utilizing ”isotropic” Gaussians,
which do not distinguish between directions for the indi-
vidual particles. This approach is very efficient, as only
few optimization parameters are needed. The lack of ex-
plicit directional bias is compensated by shifting the po-
sitions of the Gaussians, thus enabling accurate approx-
imations of most wavefunctions. However, this approach
is not feasible in squeezing problems, since the size of
the Gaussians is limited by the width of any confining
potential. As the potential is squeezed tightly in one
direction, the number of isotropic Gaussians needed to
cover the entire wavefunction will increase significantly.
Hence, an alternative method is presented here, where
fully correlated Gaussians are employed, which do dis-
tinguish directions at the cost of additional variational
parameters. For a system of N particles with coordi-
nates r = (~r1, ~r2, . . . , ~rN )
T = (r1, r2, . . . , r3N )
T, the fully
correlated Gaussians have the form
〈r|g〉 ≡ exp
− 3·N∑
i<j=1
aij(ri − rj)2 +
3·N∑
i=1
si · ri

= exp
− 3·N∑
i<j=1
aijr
Twijw
T
ijr +
3·N∑
i=1
si · ri

= e−r
TAr+sTr , (1)
where s is a column of variational shifts, A is a positive-
definite matrix containing the variational parameters
aij > 0, and wij is a size 3N column vector of zeros
with the exception of elements i and j being 1 and -1
respectively. This particular form is chosen to ensure the
positive-definiteness of A, as the matrix is constructed as
a sum of positive-definite rank-1 matrices aijwijw
T
ij . The
trial wavefunction of the few-body wavefunction, |ψ〉, is
written as a linear combination of K Gaussians
|ψ〉 =
K∑
i=1
ci |gi〉 (2)
Inserting this expression into the Schro¨dinger equation
Hˆ
K∑
i=1
ci |gi〉 = E
K∑
i=1
ci |gi〉 (3)
and multiplying from the left with 〈gj | yields
K∑
i=1
ci 〈gj | Hˆ |gi〉 = E
K∑
i=1
ci 〈gj |gi〉 . (4)
This expression can be formulated as a generalized eigen-
value problem
Hc = EBc , (5)
where c is the column of linear parameters, ci, while
Hj,i ≡ 〈gj | Hˆ |gi〉 and Bj,i ≡ 〈gj |gi〉. A downside of utiliz-
ing a basis of Gaussians is the non-orthogonality of the
functions resulting in a non-identity overlap-matrix, B.
The generalized eigenvalue problem can be turned into a
regular eigenvalue problem through a Cholesky decom-
position, and the symmetry of the matrices H and B can
be exploited for obtaining solutions faster. While the
linear parameters, ci, together with the energy spectrum
are found by solving eq. (5), the non-linear parameters,
aij and si, are found using the Nelder-Mead optimization
algorithm [40, 41].
B. Jacobi Coordinates
It is convenient to use a set a Jacobi coordinates,
x = (~x1, . . . , ~xN−1)T, rather than relative distance vec-
tors, (~ri − ~rj) [36]. The Jacobi coordinates separate the
center-of-mass coordinates from the rest, which enables a
description of the internal dynamics of the systems. Fur-
thermore, disregarding the center-of-mass coordinates re-
duces the amount of parameters needed. Consider the
transformation of the coordinate vector, r, and its corre-
sponding gradient operator
x = Ur , ∇ˆ = UT∇ˆx , (6)
where U is the transformation matrix and ∇ˆ =(
∇ˆ1, . . . , ∇ˆN
)T
. In order to produce Jacobian coordi-
nates, a possible form of the transformation matrix is
[32]
U =

1 −1 0 . . . 0
m1
m1+m2
m2
m1+m2
−1 . . . 0
...
...
...
. . .
...
m1
m1+...+mN
m2
m1+...+mN
. . . . . . mNm1+...+mN
 .
(7)
Although this transformation matrix is not unitary, its
inverse can be written explicitly [37]. In general, in the
presence of external fields it is not always possible to
separate out the contributions from the center-of-mass.
However, if one assumes the same external harmonic one-
body potential on each particle, the internal part of the
system can be treated separately from the center-of-mass
Tˆ = Tˆ int + TˆCM , VˆHO = Vˆ
int
HO + Vˆ
CM
HO . (8)
3Thus, the total wavefunction of the system can be fac-
torized as
Ψ (~r1, ~r2, . . . , ~rN ) = Φ (~x1, ~x2, . . . , ~xN−1)φ(~xN ) , (9)
where the wavefunction dependent on the center-of-mass
coordinate, ~xN , can be completely neglected. Therefore,
considering only harmonic confining potentials as exter-
nal fields, the few-body Hamiltonian considered in Jacobi
coordinates reads
Hˆ = −~
2
2
∇ˆTxΛ∇ˆx + xTΩx+
N∑
i<j
Vij(x) + Hˆ
CM , (10)
where Vij(x) is an arbitrary two-body potential. The
matrix Λ has elements of the form
Λkj =
N∑
i=1
UkiUji
mi
, (11)
which can be derived from the separation of the kinetic
operator. The elements (11) are general, however, in
the scenario of the transformation matrix being that of
eq. (7), the elements reduce to Λkj = µ
−1
k δkj , where
µk =
mk+1(
∑k
i=1mi)∑k+1
i=1 mi
is the k’th reduced mass. Following
this, the elements of the harmonic oscillator matrix Ω
can be written as
Ωkj =
1
2
µkδkjω
2 . (12)
In the case of full correlation the frequency ω is given by
a vector, ω = (ωx, ωy, ωz).
III. RESULTS
We now discuss our results for different problems in-
volving few-body systems in squeezed geometries. In
natural progression, we start with a two-body system of
identical bosons, then advance to three identical bosons
and lastly discuss two identical bosons and a third par-
ticle. All the calculations are performed using a basis
of fully correlated Gaussians optimized with the Nelder-
Mead algorithm. The energies calculated are in units of
~2/2mr2, where m is the mass scale set by the lightest
particle in the system, and r is the length scale set by
the range of the two-body potentials, r0.
A. Universality in AA-system
First, we consider a two-body system with particles of
equal mass. For this system three different interaction
potentials are explored,
V
(1)
ij (w
T
ijr) = −S1 e−r
Twijw
T
ijr/r
2
0 , (13)
V
(2)
ij (w
T
ijr) = 2S2 e
−rTwijwTijr/(r0/2)2 −S2 e−rTwijwTijr/r20 ,
(14)
V
(3)
ij (w
T
ijr) = −S3 e−r0w
T
ijr . (15)
FIG. 1. Ground state energies of AA-system with two-body
potentials (13), (14) and (15) as function of the squeezing
parameter bx. The ground state harmonic oscillator energy
has been subtracted. The inset shows the binding energy as a
function of bx, where axis have been scaled with the effective
range of the two-body potentials.
The interaction strengths are tuned to resonant scatter-
ing in three dimensions, whereby |a3D| = ∞. These
simple potentials are used to model short range inter-
actions. In the absence of the external trapping confine-
ment, zero-range interactions with large scattering length
can be modeled by setting r0 small [27]. The resonant
strengths along with the corresponding effective ranges of
the potentials are shown in table I. The two particles are
V
(1)
ij V
(2)
ij V
(3)
ij
2µr20S/~2 2.684 4.188 1.4456
Re 1.4394 1.7061 3.5483
TABLE I. Interaction strengths tuned for infinite scattering
length along with corresponding effective ranges in units of
r0.
subjected to the same single-particle harmonic trapping
potential in one direction 12mω
2
xx
2, while the remaining
directions remain free. Starting at bx =
√
~/µωx  1,
the system is continuously squeezed in the x-direction by
letting bx → 0. The internal energy of the AA system as
function of bx can be seen in fig. 1. To obtain the internal
energy, the harmonic ground state energy has been sub-
tracted, as this would otherwise overshadow the subtle
change in the energy spectrum due to the squeezing. As
expected, the system evolves from the zero-energy state
to a bound dimer. Initially, the evolution of the system
remains constant until bx ∼ r0, where the confinement
is strongly felt by the particles, and the energy evolves
quickly towards the 2D limit. As the system is squeezed,
the different features of the potentials do not become ap-
4FIG. 2. Three-body spectrum of AAA-system for various widths of the harmonic oscillator trap. (a) the confinement is
squeezed in the x- and y-direction separately. The inset displays the binding energy in the 3D regime as function of bx. (b)
simultaneous squeezing in x- and y-direction.
parent before the system approaches the 2D limit. When
|a3D| greatly exceeds the range of the two-body poten-
tial, the details of the potential become irrelevant due to
the long, exponential tail of the wavefunction. However,
as the system is squeezed the scattering lengths diverges
from its 3D limit and the features of the potentials be-
come apparent. To illustrate this, the axis of fig. 1 has
been scaled with the effective ranges shown in table I,
resulting in the inset of the figure. Until the width of the
confinement trap reaches the effective range bx/Re ∼ 1
the system evolves universally.
B. AAA-system
Next, we consider a systems of three particles with
equal mass and infinite scattering lengths. The particles
are interacting through the single Gaussian interactive
potential (13). The particles are subjected to two har-
monic confinements in the x- and y-direction respectively.
Thus, the total trapping potential reads
Vtrap =
1
2
mω2xx
2 +
1
2
mω2yy
2 , (16)
and is experiences by all the particles. Initially this con-
finement is very weak. First, the system is continuously
squeezed in the x-direction by letting bx → 0 or ωx →∞.
As the system reaches the limit 2D-limit, the width of the
trap in the y-direction is decreased until the system fi-
nally becomes effectively one-dimensional. Figure 2(a)
displays the results from calculating selected energy lev-
els of the system at various trap configurations. Even
though the AA subsystems have zero binding energy in
the three-dimensional limit, the binding energy of the
three-body system is positive and finite due to the col-
lective interactions. The transition from 3D→ 2D is very
similar to the two-particle case, as the spectrum changes
slowly until bx ∼ r0. The inset of figure 2 shows the
binding energy in the three-dimensional limit as a func-
tion of the trap width, bx. Notice how the higher excited
states are affected by the squeezing first, as these states
have a larger spatial extension, thus making them more
sensitive to confinements. The Fully Correlated Gaus-
sian method struggles describing the wavefunction in the
three-dimensional limit, which is due to the difficulty of
fitting the long exponential tail of the wavefunction. Sim-
ilarly, calculating excited states become increasingly dif-
ficult due to their larger spatial extension and in turn
longer range tail. In Appendix B a series of possible so-
lutions and extensions to the method are proposed.
The evolution of the spectrum during the following
transition from 2D → 1D proceeds similar to the pre-
5FIG. 3. Three-body spectrum of AAB-system (mB/mA = 6/133) for various widths of the harmonic oscillator trap. (a) the
confinement is squeezed in the x- and y-direction separately. The inset displays the binding energy in the 3D regime as function
of bx. (b) simultaneous squeezing in x- and y-direction.
vious transition. While the different states respond in a
similar manner to the squeezing, the magnitude of the
change in internal energy is very state dependent. This
illustrates the difference in dynamics between the various
dimensionalities.
Instead of deforming the confining potentials one at a
time, another possibility is performing a simultaneous
squeezing in the x- and y-direction. The transition to
the one-dimensional limit is of great interest, as three-
body, quasi-one-dimensional systems exhibit universality
in both the bosonic [10, 42] and fermionic case [43, 44].
The resulting spectrum of the direct transition to the
1D limit can be seen in figure 2(b). While the one- and
three-dimensional limits are the same as for the separate
squeezing, the system is never confined to two dimen-
sions, as the last dimension remain free. Thus, the sys-
tem does not exhibit quasi 2D dynamics, which is appar-
ent from the lack of a plateau in the spectrum otherwise
present in figure 2(a). Instead, the simultaneous squeez-
ing causes a rapid transition from 3D→ 1D, which takes
place for trapping widths of bxy ∼ 0.1− 10.
Comparing the simultaneous and sequential squeezing
reveals that the transition to a lower dimensionality oc-
curs at roughly the same trap-widths, no matter which
trap configuration the system is being confined to. This
sort of universal behavior is similar to what was observed
for the AA-system in figure 1. The rapid change of the
binding energy occurs when the trap widths becomes
comparable to the length scale of the state. Thus, the
microscopic details of the state are irrelevant for the con-
finement leading to the observed universality. This uni-
versal behavior is akin to the phenomenon of Zeldovich
rearrangement, which was originally considered for elec-
trons in magnetic fields [45] and is an effect that occurs
for systems where there is a strong competition between
long-range and short-range interactions and/or potential
fields. The analogy to the systems we consider here is
that we have short-range interactions and trapping po-
tentials that exert their influence at long-range. Hence,
one may see a similar competition of short- and long-
range effects and get the rearrangment of levels charac-
terized by sudden large changes in level energies where a
lower lying level pushes a level above upward and takes
it place.
C. AAB-system
Another interesting candidate for observing Efimov
physics are heteronuclear systems [46–48], especially sys-
tems consisting of two heavy particles and a single light
particle. The high ratio in mass results in a large re-
6FIG. 4. Three-body spectrum of ABB-system (mB/mA = 41/87) for various widths of the harmonic oscillator trap. (a) the
confinement is squeezed in the x- and y-direction separately. The inset displays the binding energy in the 3D regime as function
of bx. (b) simultaneous squeezing in x- and y-direction.
duced mass, which in turn causes a smaller separation
of the Efimov levels [49]. The system examined in this
report is meant to emulate that in [29] and provide a
calculation of the spectrum in real-space. The system in
[29] is meant to represent a mixture of Li-6 and Cs-133
with mass ratio mB/mA = 6/133, as these systems have
shown great experimental potential for studying Efimov
physics [50–52]. Furthermore, the interaction between
the two heavy particles was turned off.
The spectrum calculated in [29] was scaled with the
3D dimer energy. As this energy tends towards zero for
|a3D| =∞, a finite, positive scattering length was chosen.
No exact scattering length was provided in [29], hence
an interaction strength of 2µr20S1/~2 = 2.8 was chosen
for the calculation presented in this report. Solving the
one-dimensional Schro¨dinger equation for the scattering
potential resulted in a scattering length of a = 26.94r0
corresponding to a dimer energy of E
(2)
3D = 7.200e− 4.
Similarly to the AAA-system, a sequential 3D → 2D
→ 1D transition was achieved by squeezing confinement
potentials in the x- and y-direction one at a time. The
results can be seen in figure 3(a). Due to the large
reduced mass, the spacing between the energy levels
is much less than for the AAA-system. Furthermore,
the heavy mass of the particles causes a smaller spatial
extension of the wavefunctions. Therefore, calculating
the spectrum in the three-dimensional limit is generally
easier for the AAB-system, which is illustrated in the
inset of figure 3, where the first excited state converges
nicely.
Similarly to the AAA-system, a simultaneous squeeze
in both the x- and y-direction of the AAB-system was
performed. The results can be seen in figure 3(b). Again,
one observes the same energy reached in the 1D limit
as when squeezing in the two directions one at a time.
Compared to the AAA-system, the transition rate of the
heavily mass-imbalanced AAB system is faster. This
is especially apparent when comparing the two simul-
taneous squeezes, where the AAB system achieves quasi
one-dimensional dynamics after a change in confinement
width between bxy ∼ 1 − 10. Nevertheless, the system
still exhibits the same universal behavior when squeez-
ing in one or two directions, which was observed for the
case of identical particles.
D. ABB-system
Lastly, another type of heteronuclear system exper-
imentally investigated for occurrences of Efimov phe-
nomena are K-Rb mixtures [53–55]. Here, a three-body
7system consisting of a single Rb-87 atom with two K-
41 atoms is considered with a mass ration mB/mA =
41/87 [56]. The system features resonant two-body in-
teractions described by eq. (13) between all particles.
The results of the calculations can be seen in figure 4.
The ABB-system behaves very similarly to the AAA-
system, as their mass ratio is comparable. It should be
stressed again that the energy is scaled according to the
lightest particle of the system. Nevertheless, the uni-
versal behavior during both the sequential (figure 4.(a))
and simultaneous (figure 4.(b)) confinement squeezing is
similar to the two previous cases.
IV. CONCLUSION AND OUTLOOK
Lately there has been an experimental push towards
systems of lower dimensionality, as these systems often
exhibit novel phenomena and universality [57–60]. A
proper understanding of the underlying few-body physics
is often necessary for the description of many-body phe-
nomena [2, 8]. The Fully-Correlated Gaussian method
provides real-space solutions of highly anisotropic few-
body systems, which is illustrated in this paper by cal-
culating the spectrum of both homo- and heteronuclear
systems at various degrees of transversal confinement.
For systems of two identical bosons, the method showed
universality in the evolution of spectra during a transi-
tion from 3D → 2D for different interactions. Following
this, several three-body systems were investigated during
a transition from 3D → 1D, which was achieved through
both a sequential and a simultaneous squeezing of the
confining harmonic potential. The difference between the
two approaches was illustrated by the onset of quasi-2D
dynamics for the sequential squeeze, which was apparent
from the plateau in the spectrum.
Furthermore, the transition between different dimen-
sionalities occurs rapidly during changes of trapping
widths, whereas the system is basically unaffected by any
previous and subsequent squeezing. The regions of trap
widths, in which the system is affected by the squeez-
ing, display a high degree of universality, as they are
independent of the current dimensionality and number
of squeezing directions.
While the Fully-Correlated Gaussian method accu-
rately describes lower excited states, the method strug-
gles as the spatial extension of the system grows larger,
due to the difficulty of capturing the behavior of the long
exponential tail of the wavefunction. Therefore, further
extensions to the method (discussed in Appendix B) are
needed, if Efimov states are to be modeled.
Appendix A: Matrix Elements
As mentioned earlier, the great advantage of using cor-
related Gaussians as basis function is the analytical ma-
trix elements. Here, the matrix elements used for the cal-
culations are presented. The expressions originate from
[39]. The elements have been modified to account for
fully correlated Gaussians of the form
〈r|g〉 = e−rTAr+sTr . (A1)
First, for a cleaner notation the following expressions are
used
B = A+A′ (A2)
v = s+ s′ (A3)
u =
1
2
B−1v . (A4)
As Gaussians are not orthogonal, they have a finite over-
lap. The overlap matrix element, M , is given by
〈g′|g〉 = e 14vTB−1v pi
3n/2√
det(B)
≡M , (A5)
where n = N − 1 is the reduced number of bodies af-
ter removing the center-of-mass. Two common matrix
element needed for computations are
〈g′|r|g〉 = ∂
∂vT
M = uM , (A6)
and
〈g′|rTFr|g〉 =
(
∂
∂v
F
∂
∂vT
)
M
=
(
1
2
trace
(
FB−1
)
+ uTFu
)
M . (A7)
From these elements the kinetic matrix element can be
derived as
〈g′| − ∇ˆTxΛ∇ˆx|g〉 =
(
2trace
(
A′ΛAB−1
)
+ (s′ − 2A′u)T Λ (s− 2Au)
)
M ,
(A8)
where the matrix Λ is given by
Λkj =
N∑
i=1
UkiUji
mi
. (A9)
The two-body potentials used in this report are Gaus-
sian shaped, whereby the derivation of the overlap can
be reused. Thus, the matrix of the single Gauss poten-
tial of eq. (13) reads〈
V
(1)
ij
〉
=
〈
g′
∣∣∣ e−γrTwijwTijr ∣∣∣ g〉
= e
1
4v
TB˜−1v pi
3n/2√
det(B˜)
≡ M˜ , (A10)
where the matrix B˜ is a rank-1 update of the matrix B,
such that
B˜ = B + γwijw
T
ij . (A11)
8Note, in the case of full correlation B must be updated
for each of the coordinates. Thus, three rank-1 updates
must be made. Alternative an update matrix can be
constructed as the sum of the three updated
Wij =
∑
c=x,y,z
wij (c)w
T
ij (c) . (A12)
Lastly, the matrix element of the harmonic oscillator can
be expressed using eq. (A7). Thereby the matrix element
reads
〈g′|rTΩr|g〉 =
(
1
2
trace
(
ΩB−1
)
+ uTΩu
)
M , (A13)
where the matrix Ω is given by
Ωkj (c) =
1
2
µkδkjω
2
c . (A14)
Again, one should note the how all coordinates c = x, y, z
must be taken into account.
Appendix B: Extensions to the Correlated Gaussian
Method
The calculations presented here were performed using
a fixed basis size chosen at the start of each run. The
basis functions were optimized one at a time through
several sweeps of the entire basis. A major disadvantage
of this approach is that the basis size needed to accu-
rately describe the wavefunction is unknown. Therefore,
one often has perform the same calculation for a series
of basis sizes in order to gauge the correct amount of
Gaussians needed for the description.
An alternative method is adding an optimized function
to the basis one at time, until the energy no longer
improves. This approach is more flexible, as no knowl-
edge of the required basis size is needed. Furthermore,
the method has a well defined convergence criteria,
as one simply stops adding more functions to basis
once no improvement in the energy occurs. However,
this approach may introduce artificial minima to the
optimization landscape, as functions added to the basis
are optimized with regards to the current configuration
of Gaussians rather than the underlying wavefunction.
Furthermore, the first couple of functions added to the
basis are often a poor description of the wavefunction,
whereby this approach often requires a larger basis in
the end.
Another approach worth examining is combining the
two methods, whereby one builds a core wavefunction
consisting of a set amount of basis functions, which
are optimized through multiple sweeps. Afterwards,
additional basis functions are added one by one to
”patch the holes” of the core basis. Thereby, one can
to a large extend avoid redundant basis functions while
retaining good convergence criteria.
One of the main issues of the Fully Correlated Gaus-
sian method is its difficulty of describing the long ranged
tail of the few-body wavefunctions. Thus, states with
weak confinements or large spatial extensions are poorly
approximated by a linear combination of Gaussians.
A possible solution is explicitly constructing the tail
separately from the main body of the wavefunction by
fitting an exponential function with a set amount of
Gaussians. Thereby, part of the optimization procedure
becomes matching the core and tail of the wavefunction.
This solution should work well with the optimization
scheme proposed above, as a set amount of Gaussian
dedicated to describing the core and tail of the wave-
function can be optimized through a series of sweeps
and subsequently be fit together by adding additional
functions to the basis.
Another issue of the correlated Gaussian method is
its lack of robustness, as various optimization algorithms
may amplify numerical errors arising from taking matrix
inverses. A poor choice of basis functions may result in
almost singular matrices causing large numerical uncer-
tainties. Optimization algorithms may attempt to exploit
the numerical imprecision to reach lower energies than
otherwise possible. A possible solution may be adding
constraints to the problem, which ensures that the ma-
trices remain invertible.
Appendix C: Optimization Methods
Various optimization algorithms for choosing the best
linear combination of Gaussians in the variational search
were tested. Figure 5 illustrates the rate of convergence of
these algorithms when used for the three-body squeezing
problem. The following briefly details the performance
of each algorithm on the three-body squeezing problem:
1. Stochastic Variational Method (SVM)
In the stochastic variational methods the parameters
of the Gaussians were randomly drawn from a distribu-
tion [36]. In this case an exponential distribution was
used. This method is very much a black box optimiza-
tion method, as very little knowledge about the system
is required. The algorithm performs well in cases where
the optimization landscape is very complex or jagged,
as this method cannot be stuck in a local minima due to
the completely random nature of the parameter selection.
Although the method is good at exploring the landscape,
it converges very poorly to any minima, as there is no cor-
relation between the parameters chosen.This can be seen
in figure 5, as the method steadily improves on the result
without getting stuck, although the rate of convergence
is very slow. Thus, this method was primarily used to
give a ”warm start” to other algorithms.
9FIG. 5. First excited state of AAA system calculated for
moderate squeezing using various optimization methods. The
calculated energy scaled according to lowest obtained value is
plotted against the number of function evaluations performed
by each method. The inset shows a zoomed in view of the
results obtained with the simplex method.
2. Covariance Matrix Adaptation Evolution
Strategy (CMA-ES)
Like SVM, the Covariance Matrix Adaptation Evolu-
tion Strategy samples parameters randomly from a distri-
bution. However, this method contains an evolutionary
element, whereby the best trial-parameters are used to
perturb the shape and location of the sample-distribution
[61]. Hence, the CMA-ES method converges much faster
than SVM. The algorithm can also be tuned between ex-
ploration and exploitation of the optimization landscape
by choosing the number of trial and parent parameters
within each generation. While this method outperformed
the stochastic variational method, it did not perform as
well as the Nelder-Mead method.
3. Nelder-Mead (Simplex)
The Nelder-Mead method is a local optimization
method, however, due to the final extension of the sim-
plex, the method is capable of avoiding very narrow min-
ima, which one may find in a jagged optimization land-
scape [41, 62]. Thus, the Nelder-Mead method proved it-
self very robust when applied to the three-particle squeez-
ing problem. The robustness of the method was tested
with regards to the number of basis function optimized at
once. When optimizing the entire basis at once, the con-
vergence would be very smooth and would generally re-
quire fewer function evaluations as illustrated in figure 5.
However, each function evaluation was much more time
consuming, as the entire basis had to be updated rather
than a single bass function. Another issue was a higher
risk of getting stuck in local minima, which is shown in
the inset of figure 5. Meanwhile, optimizing only a single
basis function at a time allowed the algorithm to ”break
out” of the local minima. Therefore, a combination of the
two approaches was used. By optimizing two basis func-
tions at a time, consistent convergence to the minimum
was achieved without a large compromise of runtime.
4. Gradient-Based Methods
Gradient-based optimization methods generally con-
verge faster than gradient-free methods such as Nelder-
Mead [41]. Since all the correlated Gaussian matrix ele-
ments have analytical derivatives, utilizing the gradient
for the optimization should increase the rate of conver-
gence. However, due to the jaggedness of the optimiza-
tion landscape, all gradient based approached attempted
here converged to local minima, rather than the opti-
mum. This can be seen in figure 5, as the gradient-based
method stops improving after only relatively few func-
tion evaluations. Gradient based methods were tested
on optimizing a single basis function at a time versus op-
timizing the entire basis. Figure 5 displays the results of
optimizing a single function, while considering the whole
basis resulted in getting stuck after even fewer function
evaluations.
A possible solution may be utilizing the second deriva-
tives (Hessian) of the matrix elements. Optimization al-
gorithms exploiting the Hessian to converge much faster
than algorithms only considering the gradient. Fur-
thermore, the additional information regarding the op-
timization landscape contained in the Hessian may help
the algorithm stay clear of narrow, suboptimal min-
ima. Luckily, all the matrix elements summarized in ap-
pendix A have fairly simple second derivatives, whereby
the elements of the Hessian can be computed rather
efficiently. As discussed previously, adding constraints
to the problem could prevent algorithms from exploit-
ing numerical inaccuracies of the correlated Gaussian
method. Many gradient-based optimization algorithm
support constrained problems, however, one must derive
the Jacobian and Hessian of the constraints as well. The
interior point method [41, 63] is an excellent algorithm for
handling constrained, non-linear, high-dimensional opti-
mization problems.
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