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Introduction
It has been long acknowledged that long-span road bridges are governed by congested traffic rather than free-flowing conditions [1] . In free-flowing traffic, vehicles have large gaps between them, while congestion implies long queues of closely-spaced vehicles. In congested conditions, vehiclebridge dynamic interaction is not significant, since critical events occur at slow speeds [2, 3] . The bridge length threshold between the two cases depends on many factors but it typically lies between 30 and 50 m [4] [5] [6] .
Traffic loading for long-span bridges is not taken into account in most codes of practice. The use of short-span bridge load models for the design of longer spans is rather conservative, as the average intensity of loading tends to reduce with increasing span [2, 7, 8] . Excessive conservatism for existing bridges is an even greater problem as it may lead to expensive and unnecessary interventions. In fact, small differences in the traffic loading requirements may imply significant differences in the maintenance operation costs [9] .
Real-world observations show that congestion can take different forms, as detailed in Section 2.2. However, most previous studies on bridge traffic loading consider only queues of vehicles at minimum bumper-to-bumper distances [1, 2, 7, 8, [10] [11] [12] [13] [14] . Micro-simulation models the behaviour of individual vehicles and allows the generation of observed congestion patterns, thus providing a valuable tool to study the effects of different congestion patterns and traffic compositions on longspan bridge loading. Comprehensive traffic modelling allows a realistic simulation of the traffic scenarios expected to occur on the bridge, and therefore more accurate safety evaluation and more efficient maintenance planning.
Data collection
Traffic weight data is based on either truck surveys, or, more recently, weigh-in-motion (WIM) measurements. However, it must be noted that many WIM devices deployed on highways can accurately weigh vehicles only at higher speeds and do not work well or at all in stop-and-go traffic. Furthermore, traffic data (such as vehicle counts or speeds) is mostly collected by means of induction loops (sometimes combined with WIM devices), which may not be reliable at very low speeds [15] . As a consequence, data is largely collected during free-flowing traffic conditions, which also occur more frequently than congestion, whereas data about slow-moving -and therefore closely-spaced vehicles -is lacking.
Free-flowing traffic measurements are suitable for the analysis of traffic loading on short-span bridges, whose critical loading is made up of one or two big vehicles (see for instance Buckland et al. [2] ). In such cases, the inter-vehicle gaps (or headways) can be taken directly from the WIM database, or from a calibrated headway model [16] . However, in long-span bridges, congestion governs and the gaps in such condition are mostly unknown, due to the above-mentioned lack of data at low speeds.
Not only is data collection problematic during congestion, but also the analysis of traffic data can pose some issues [17, 18] . As traffic data is generally collected only at point locations, vehicle positions can only be estimated from such point measurements, typically under an assumption of constant speed. However, during congestion, speeds may vary significantly. Therefore the estimation of the maximum number of vehicles present on a stretch of road from point measurements may result in a significant loss of accuracy [19] , and bridge loading is obviously affected by the number of vehicles actually present on the bridge. On the other hand, the use of spatial detectors (such as cameras) over a stretch of road allows the collection of the vehicle positions during congestion, without resorting to estimation. Although cameras are the best solution from a theoretical point of view, they have not often been used for several practical reasons, such as sensitivity to illumination changes, communication requirements for transmitting the large amount of data collected, or computational demands of post-processing [15] . They have however been deployed for research purposes [20] [21] [22] [23] [24] and are becoming more popular.
In bridge loading studies, only Buckland et al. [2] and Nowak et al. [8] state that they have used video recordings. Ricketts and Page [3] use videos at various UK sites for manual vehicle classification during congestion. OBrien et al. [25] manually analyse videos for a micro-simulation model calibration. Zaurin and Catbas [26] propose a procedure for automatically tracking vehicles in the context of bridge health monitoring.
Codes of practice and previous research on long-span bridge traffic loading
Research on traffic loading for bridges is often related to studies for developing codes and standards. Existing load models for long-span bridges account for the variability of truck weights, but often assume a mix of cars and heavy vehicles at minimum bumper-to-bumper distances [1, 2, 7, 8, [10] [11] [12] [13] [14] , which are typically assumed due to the lack of such data, as discussed in the previous section.
The "normal" load model in Eurocode 1 [27] is based on traffic data collected at Auxerre (France), considering 100% trucks in the slow lane for jam situations [28] , and later confirmed with a more extensive database [29] . Its application is valid for the design of bridges up to 200 m. Other national codes, for example the former British and the Italian ones, suggest loading values for longer spans [30, 31] . A recently-withdrawn standard by the Highways Agency [32] prescribed two levels of Assessment Live Loading for the assessment of spans longer than 50 m in the United Kingdom; however, current British standards limit the application of the Assessment Live Loading to 50 m [33] .
The current load model by the American Association of State Highway and Transportation Officials (AASHTO) [34] may be considered to apply to "ordinary bridges" with spans up to 152 m [35, 36] , although, in the calibration of its current traffic load model, the maximum span considered is 60 m [37] . The AASHTO load model is lighter than that prescribed in the Eurocode [8] . Lutomirska [38] concludes that the AASHTO load model can be extended to most spans up to 1500 m. Previously, the American Society of Civil Engineers (ASCE) [39] recommended a load model for the design of spans up to 1951 m, based on the work of Buckland et al. [2] . For assessment, the AASHTO [40] prescribes a "legal" vehicle for the rating of existing bridges longer than 60 m.
Besides codes and standards, Ivy et al. [1] record 5629 heavy vehicles on a long-span bridge in San Francisco; the trucks were all placed at an average distance recorded in the field. Harman et al. [10] develop a procedure for predicting live-load effects using traffic surveys. The Flint and Neill Partnership [7] uses truck surveys and free flow data to build up queues of heavy vehicles and cars; the results are then extrapolated to find the design bridge loading. Vrouwenvelder and Waarts [11] develop a load model based on data from the Netherlands, differentiating between free, congested, and full-stop traffic. Ditlevsen and Madsen [12] develop a theoretical framework for building up queues based on a cell discretisation of the bridge. Bailey and Bez [13] develop a methodology to derive probability distributions of extreme traffic actions based on site-specific data; they differentiate between traffic conditions of free, congested, and at-rest, and assign a probability distribution to gaps. Nowak et al. [8] use WIM data and videos of congested traffic to develop a design load model made up of an average heavy-vehicle queue on the slow lane. Table 1 lists the assumed congested inter-vehicle gaps in selected models, as well as their stated span length application. Note that, in spite of the fact that such gaps are deemed representative of traffic at a standstill, the vehicles are generally moved along the bridge: the first vehicle is removed, the queue is then moved forward, and a vehicle is added at the other end of the bridge. All of these methods exclude the observed variability of congested patterns, with the exception of Vrouwenvelder and Waarts [11] and Bailey and Bez [13] ; however, the underlying traffic models were quite basic, with all the vehicles moved at the same constant speed. Furthermore, the frequencies of occurrence of congestion are assumed or based on little data, and are generally rather conservative.
Recently, traffic micro-simulation has been used to achieve a more accurate traffic modelling, with special regard to the variability of inter-vehicle gaps, with the notable advantage that the widelyavailable free-flowing traffic measurements can be used as initial conditions for simulating congested traffic scenarios. OBrien et al. [25] study a long-span bridge in the Netherlands and calibrate a commercial micro-simulation tool using WIM data, videos and strain gauge measurements. Chen and Wu [41] use the cellular automaton approach (initially proposed by Nagel and Schreckenberg [42] ), in which the bridge is divided into 7.5 m cells. However, the cellular structure does not allow for the variability of vehicle lengths and gaps between vehicles, and this is quite important in bridge loading. Caprani [43] uses micro-simulation to calibrate a simple congested load model for short-to medium-length bridges, whereas Enright et al. [44] use micro-simulation to compare European and American load models for long-span bridges.
Micro-simulation
Micro-simulation is widely used in traffic engineering with many models having been developed over the last few decades [45] [46] [47] . Micro-simulation takes account of the interaction between vehicles, thus introducing driver behaviour into the model. It is possible to characterise each vehicle with its own vehicle properties and driver behaviour, but this is often not necessary, as will be discussed later.
Free-flowing traffic measurement can be used to generate initial traffic condition but congested data may be still required for calibration and validation [48, 49] . Broadly speaking, no micro-simulation model has been found to give a totally reliable reproduction of observed traffic; therefore the choice of the model mainly relies upon the traffic features of interest, e.g. during free-flowing traffic or congestion, in urban or extra-urban environment, etc. For bridge loading applications, it is essential that the micro-simulation model be able to reproduce the variety of congested patterns, mostly neglected in previous bridge loading research.
Micro-simulation models divide into car-following (single-lane) and lane-changing (multi-lane) models. In this paper, a car-following model is used which has been found to replicate many observed congestion patterns on several motorways [50] . The micro-simulation approach has been programmed in-house and the program is known as SIMBA (SIMulation for Bridge Assessment). The focus here is to identify congested states which may be critical for long-span bridge loading.
Single-lane micro-simulations are carried out considering a high inflow rate, representative of peak hour traffic. Different truck percentages are randomly injected amongst the car flow. Several types of congestion are generated over a stretch of road, encompassing two long-span bridges (200 and 1000 m long).
Lane-changing models are less established than car-following models, mainly due to practical difficulties in tracking the several vehicles involved in a single lane-changing manoeuvre. However, lane change activity is known to be low during congestion [51] , as there are few gaps available to move into an adjacent lane, thus making the present single-lane approach relevant to multi-lane roadways as well. Indeed, the consideration of a high truck percentages can represent the slow lane of a multi-lane roadway, where the vast majority of trucks are often concentrated [52] .
The Intelligent Driver Model
The Intelligent Driver Model (IDM) is a car-following model that has successfully replicated several congested traffic patterns observed on some German multi-lane motorways. This was achieved by modelling a single-lane traffic stream made up of identical vehicles with constant parameters [50] , thus significantly easing the calibration process and the computational burden while retaining the desired capability of replicating congested traffic patterns.
The correspondence between simulated and observed traffic patterns is mainly qualitative, thus making a quantification of the accuracy problematic, although there are recent attempts to quantify it [53] . However, the model accuracy is easier to quantify and verify when comparing single vehicle trajectory data, thereby allowing a comparison with other car-following models [54] [55] [56] . In this case, the IDM returns results comparable to more complex models [57, 58] , with indicative relative errors in the order of 15%.
The motion of each vehicle over time is simulated through an acceleration function:
where a is the maximum acceleration, v 0 the desired speed, v(t) the current speed, s(t) the current gap to the front vehicle, and s*(t) the minimum desired gap, given by:
in which, s 0 is the minimum jam (bumper-to-bumper) distance, T the safe time headway, Δv(t) the speed difference between the current vehicle and the vehicle in front, and b the comfortable deceleration. There are only five parameters in this model to capture driver behaviour, which are relatively easy to quantify, for instance analysing loop detector data [50] . For modelling purposes, the length of the vehicles l must also be specified. Equations (1) and (2) are solved with discretisation into 0.25 s steps.
In the following the parameters are briefly outlined, as well as their main effects on the traffic stream. For a comprehensive discussion, including calibration of the parameters, the reader is referred to Treiber et al. [50] or Treiber and Kesting [59] .
The desired speed v 0 is the speed a vehicle reaches on a '"free road'", i.e. with no other vehicles in front (s = ∞). The maximum acceleration a gives the acceleration from a standstill on a free road. The acceleration on a free road decreases with increasing speed v (Equation 1), reaching zero at v= v 0 . The comfortable deceleration b adjusts the braking behaviour when approaching a slower or stopped vehicle; in particular, b is the maximum deceleration that a driver will accept in nonemergency situations.
An explicit definition of the safe time headway parameter T is not straightforward: however, it can be more easily understood in the case when all the vehicles drive at the same speed (Δv = 0 in Equation 2) and traffic is not free-flowing (v << v 0 in Equation 1 ). In such a case, the (safe) distance s a vehicle keeps when following its leader is mainly determined by a fixed term, that is the parameter minimum jam distance s 0 , and a speed-dependent term, regulated by the parameter safe time headway T, i.e. s ≈ s* = s 0 + v T. Smaller T or s 0 implies closer vehicles and then greater load. Most importantly for bridge loading applications, the sum l + s 0 determines the maximum possible number of vehicles present on a bridge, i.e. when they are at a standstill (v = 0).
The traffic flow stability is the response of the traffic flow to a perturbation, e.g. a braking vehicle. If the traffic flow is unstable, then a perturbation will propagate into a stop-and-go wave, thus breaking down the traffic flow and potentially leading to critical bridge loading events. The stability behaviour is mainly determined by the model parameters a, b, and T. Traffic is more unstable for smaller a and T, and larger b. Here it is most important to note that the stability of multi-class traffic (e.g. made of cars and trucks) is essentially equivalent to single-class traffic with averaged parameters [60] . Hence, the adoption of different parameter sets for cars and trucks is not strictly necessary for reproducing the congested patterns, nor the adoption of variable parameters among vehicles of the same class.
Congested Traffic States
Treiber et al. [50] show that congestion can be effectively generated by either locally decreasing the desired speed v 0 or increasing the safe time headway T. Such a way of generating congestion is named flow-conserving inhomogeneity [50] and disrupts the traffic in a similar way to on-ramp bottlenecks or lane closures. In this paper, inhomogeneity is generated by increasing the safe time headway T downstream, say T', which Treiber et al. [50] state to be more effective than decreasing v 0 .
The bottleneck strength ΔQ can be defined as the difference between the outflow Q out with the original parameter set and the reduced outflow Q' out with the modified safe time headway T':
The outflow here is the dynamic capacity, that is, the outflow from a congested state. It is well established that, after traffic flow breaks down, the maximum outflow drops from the static capacity Q max to a value related to the discharge rate of the queue [61] [62] [63] , which is the dynamic capacity Q out . The bottleneck strength can be also computed as an equivalent on-ramp inflow [64] . For practical applications, the velocity at the detector nearest to the bottleneck can also be used as a proxy for the bottleneck strength [53] .
A smaller safe time headway T implies closer vehicles, thus increasing the dynamic capacity Q out . This implies that greater values of reduced capacity Q' out (i.e. greater inhomogeneities, or traffic disruptions) are needed to generate the same bottleneck strength ΔQ (Equation 3) . This, in turn, decreases the probability of congestion events and consequently the probability of critical bridge loading scenarios. This "stabilising" effect due to a smaller T contrasts with the increase in loading mentioned in Section 2.1.
Depending on the inflow Q in and the bottleneck strength ΔQ, and for a given traffic history, the downstream traffic can take up any of the traffic states explained in Table 2 [50, 64] . Such states can be typically identified through analysis of speed data from loop detectors. A combination of these congested states may also occur. In general, increasing inflow and/or bottleneck strength has the effect of moving down the table to a higher intensity of congestion. Congested states that occupy a significantly long stretch of road (the so-called extended states), namely SGW, OCT and HCT, are of significance for long-span bridge loading applications and are dealt with below.
A trajectory plot is a graph showing the location of many vehicles through time. The slope of each vehicle trajectory curve is proportional to its speed. An example of typical trajectory data for traffic made up of identical vehicles is given for two bottleneck strengths in Figure 1 (for the parameters, see the car set in Table 3 ). Figure 1 (a) shows a typical SGW state. Each vehicle goes through cycles of slower and faster travel (low slope and steep slope). The bands of congestion (waves) propagate backwards at about 10 km/h, which is in the lower range of typical observed wave propagation speeds, while there is no typical wavelength or period [64, 65] . In between the waves, drivers recover speed up to 60 km/h before meeting another wave. Figure 1(b) shows an OCT state in which waves exist but are less pronounced. The waves keep their characteristic propagation speed, but they are closer and the speed amplitude is less, as vehicles rarely exceed 40 km/h in between the waves. The downstream speed amplitude is even smaller, getting close to a HCT state, which shows no oscillations at all.
Multi-class simulations
Treiber et al. [50] successfully use only identical vehicles to simulate multi-class traffic. However, in this research trucks need to be introduced, as they are the most significant source of bridge load. It is well known that truck presence reduces the capacity of a road [63] . Therefore, traffic streams with different truck percentages have different dynamic capacities Q out , which affect the bottleneck strength ΔQ through Equation (3), and subsequently the expected congested state. In order to make a meaningful comparison between congested states with different truck percentages, it is important that the effects on traffic be equivalent, that is, pairs of Q in /ΔQ that return the same congestion must be found. The Highway Capacity Manual [63] suggests heavy-vehicle adjustment factors f hv in order to relate the (static) capacity of mixed traffic to the capacity of a base flow made up of passenger cars only. A similar equivalence is set out here in terms of the dynamic capacity Q out , i.e. heavy-vehicle adjustment factors are computed in order to relate the dynamic capacity of mixed traffic to that of a flow with no trucks [19] .
Truck proportions of 20% and 50% are randomly injected between cars. The lesser percentage is adopted as a common truck percentage on a busy commercial route, while the greater percentage accounts for slow lanes of multi-lane carriageways, which typically have a greater truck percentage in the slow lane. Note also that such a high percentage is possible when the flow is low, typically in the early morning or at night [3, 7, 66, 67] . Table 4 gives the dynamic capacity Q out for the mixed traffic conditions and the relevant heavyvehicle adjustment factors f hv for Q out , as well as the static capacity Q max (which can be attained only in uncongested traffic). The reference condition of 0% trucks and the condition of 100% trucks are included for comparison. For the parameter set chosen (Table 3) , Q out and Q max are quite close, whereas in real traffic the difference may be higher [61, 62] . However, the IDM has been calibrated to reproduce observed congested states [50] , which are critical for long-span bridge loading.
Model and Simulation Parameters

Traffic stream
In order to minimize the number of variables while retaining the essential features of the problem, the vehicle stream is taken as being made up of two classes: cars and trucks. Each vehicle of the same class is given the same set of parameters, shown in Table 3 . Due to the mentioned lack of congested data, the parameter set is based on that calibrated and used by Treiber et al. [50] , who use identical vehicles, as discussed above. However, trucks need to be introduced here and are assigned greater length and weight, and a smaller desired speed v 0 [48, 68] . Trucks are also more inert (i.e., smaller a and b): however, these parameters are difficult to quantify, unlike the desired speed v 0 , and therefore the same calibrated parameters suggested in Treiber et al. [50] are adopted.
To reduce the variables of the problem so that the influence of traffic congestion is isolated, a standard truck configuration is adopted with mean gross vehicle weight (GVW) taken as the minimum European legal limit of 44 t [69] and normally distributed with a Coefficient of Variation (CoV) of 0.1. The distribution of weight between axles ( Figure 2) is representative of the Auxerre traffic on which the Eurocode load model is based [70] . Front and back overhangs of 0.9 m are assumed. The assumed truck distribution is rather heavy and is not meant to represent actual traffic. These simplifications are deliberate -they seek to keep the underlying assumptions about the traffic stream as simple as possible in order to clearly identify the effect of different congestion patterns on loading.
Road geometry and bottleneck strength
A single-lane 5000 m long road is used in this work. The IDM parameter safe time headway is T from 0 to 2700 m (see Table 3 ), then increases gradually to the value T' at 3300 m in order to generate congestion (see Section 2.2). A range of values for T' (and consequently bottleneck strengths, ΔQ) are considered: 1.9, 2.2, 2.8, 4.0, and 6.4 s. The inflows Q in are set equal to the dynamic capacity, Q out , corresponding to the relevant truck percentage ( Table 4 ).
The equivalent bottleneck strength, ΔQ eq , that is the bottleneck strength corresponding to an equivalent passenger car-only traffic stream, is given by: Figure 3 shows the relationship between the applied inhomogeneity, ΔT = T -T', and the resulting equivalent bottleneck strength. It can be seen that same inhomogeneities return similar equivalent bottleneck strengths, ΔQ eq , regardless of the percentage of trucks, and therefore similar congestion patterns are expected.
For comparison with the common traffic loading assumption, the full-stop condition (FS) is also simulated. This corresponds to ΔT = ∞ or Q' out = 0 veh/h. Then the equivalent bottleneck strength ΔQ eq is 1686 passenger-car equivalents per hour (pceq/h), according to Equation (3).
Finally, it is assumed that the road is affected by one hour of congestion each working day of a 250-day year. Two years of congested traffic are simulated for each bottleneck strength and truck percentage, for a total of over 9.1 million vehicles generated and 6000 hours of congestion analysed.
4.
Traffic results
Spatio-temporal congestion plots
Spatio-temporal plots are useful for visualizing congested patterns. It is convenient to draw a comparison in terms of local mean speed over the congested space-time domain, since flow and density vary significantly depending on the truck percentage. In traffic theory, there are two variables to describe the mean speed: the time and the space mean speed, depending on whether speed is averaged at a certain point over a time interval, or at an instant of time over a stretch of road. The latter is the more formally correct and is used here. The space mean speed can be reasonably approximated as the harmonic mean of the individual speeds collected at one point (this definition is exact only when there are no accelerations or decelerations). For further details and discussion, the reader is referred to Wardrop [71] or Hall [72] .
The space mean speed is collected at four virtual point detectors placed between 1000 and 2500 m and is aggregated in 60 s intervals. The speed axis is depicted upside down so that peaks represent congestion. Figure 4(a) shows an SGW state, where the waves are clearly visible as peaks. Figure 4 (b) shows a combined HCT/OCT state, where the upstream small oscillations typical of the OCT state fade away into a HCT state downstream, where there are essentially no oscillations.
Effects of truck percentage
After determining the heavy-vehicle adjustment factors f hv for the different traffic compositions analysed (Table 4) , it is useful to see how the traffic characteristics change in response to the varying truck percentages. Figure 5(a) shows that the traffic is actually quite similar in terms of average space mean speed over the congested area 1000-2500 m. The congested states deriving from the applied bottleneck strengths are also depicted. Note that two HCT states are generated, which differ in the average speed and are labelled HCT(1) and HCT (2), representing about 9 km/h and 5 km/h respectively. The latter, in particular, represents a very heavy state of congestion, where vehicles are spaced at about 4.5 m.
It is also interesting to consider the traffic oscillation properties, which shows a greater sensitivity to the truck percentage ( Figure 5(b) ). A greater coefficient of variation of the speed indicates prominent oscillatory behaviour. Indeed the lightest bottleneck strengths show a high coefficient of variation, which reduces as the bottleneck strength increases. The truck presence actually dampens the speed oscillations at the lightest bottlenecks, probably due to their slower desired speed. On the other hand, their different properties introduce a small disturbance in the homogenous congested states which, in the absence of trucks, show no oscillations.
Loads on bridges
Introduction
In this section, the total load on two long spans (200 and 1000 m) is computed. The bridges are placed upstream of the inhomogeneity and centred at 2000 m in the 5000 m length of roadway modelled. The maximum total load for each one-hour congestion event is captured. The total bridge load is computed directly from the actual spatial distribution of vehicles (as the sum of the weights of the vehicles present on the bridge), thus avoiding any inaccuracy due to the estimation of the vehicle positions from point measurements (see Section 1.1).
As traffic micro-simulation is able to reproduce realistic spatial distributions of cars and trucks, it is a suitable tool to investigate stresses on bridges, without resorting to conservative assumptions about heavy vehicle positions. However, while the adopted procedure may be fully used to output stress or stress resultants, such as bending moment [19, 73] , this requires the choice of a structural form for the bridges to be analysed. Since such forms may be quite different for long spans, the use of the total load is adopted here to maintain the generality of the study.
Assuming one hour of congestion per day, the hourly/daily maximum values of the total load are extrapolated to determine 5-year characteristic values, in order to limit the effect of the extrapolation procedure on the final result. Doing so assumes that only one type of congestion occurs during the 5-year period. The issue of mixing different congestion types is addressed in Section 6.
As is common in traffic loading studies, a probabilistic approach is used for determining the load, z, which has a given probability of non-exceedance, F(z), also expressed in terms of return period, T(z) [74] . The two variables are linked through the relation:
The Generalised Extreme Value (GEV) distribution is fitted to the simulated hourly/daily maximum total loads. The probability F that a load level, z, is not exceeded is [74] :
in which μ is the location, σ the scale, and ξ the shape parameter. Equation (6) is defined for any value z for which
When ξ = 0, the GEV distribution reduces to the Gumbel distribution.
Gumbel probability paper is used to illustrate the extrapolation procedure [75] . On this scale, data from a Gumbel distribution appears as a straight line. The y-axis ordinate, or Standard Extremal Variate (SEV), is given by:
For the 5-year return period and with 250 working days per year, the target probability of nonexceedance F(z*) is 0.9992 ( Equation 5) and the target SEV is 7.13 (Equation 7).
The GEV parameters are inferred through maximum likelihood estimation (for details, see Coles [74] ).
Results for 200 m bridge
The probability paper plots for the 200m span are shown in Figure 6 , as well as the 5-year characteristic hourly/daily maximum values z*. The hourly maximum values for free-flowing traffic are shown for reference and can be seen on the left-hand side of the plot, to be quite separate from the congested ones. The distribution for the combination of congestions is also plotted and is addressed in Section 6.
It can be seen that the different congestion types are separate from each other and that greater bottleneck strength implies greater load, with the exception of the FS condition. Figure 6(a) gives results for the more common case of 20% trucks. Most trends curve upwards, suggesting compliance with the Weibull distribution (ξ < 0). The Weibull distribution indicates data for which there is an upper limit, i.e., there is a limiting level which is not exceeded as the cumulative probability approaches unity. Note that the Weibull distributions also indicate a small sensitivity to the previous assumption on the number of hours of congestion: for instance, if the simulated 500 hours of congestion represented 5 years' traffic (rather than 2), the corresponding 5-year characteristic load would be at the ordinate of the highest simulated point, i.e. at the target SEV of 6.22 (Equation 7) , with comparable values of load and, most importantly, no changes in the order of the congestion patterns critical for bridge loading.
The two full HCTs found are the most critical congested states, whereas FS tends to be low because it is the maximum of just one realisation of truck weights. In other words, the slow-moving HCT states give more combinations of vehicles (and subsequently more probability of finding an extreme loading), whereas the FS gives only one, although vehicles are at the minimum bumper-to-bumper distance s 0 .
The high truck percentage ( Figure 6(b) ) has the effect of reducing the variability of truck concentrations, so that the load values of each congestion type are concentrated on a smaller range (as a smaller scale parameter σ shows, Table 5 ). Several maxima for the full-stop condition are relatively low (see also Figure 7 ), but for high return periods the characteristic value exceeds all others.
The average hourly/daily maxima are illustrated in Figure 7 . The general trend is one of linearly increasing total load with increasing bottleneck strength, with the exception of the average FS condition for the reasons discussed above. The GEV parameters for the maximum likelihood fits are given in Table 5 for all cases, along with the characteristic maximum total loads. FS conditions have a greater scale parameter σ, indicating more scattering across the load range, and smaller shape parameter ξ, indicating higher curvature upwards.
Results for 1000 m bridge
Results of simulations for the 1000 m span are given in Figure 8 and Table 6 . For this longer span, the full-stop condition governs regardless of the percentage of trucks. Moreover, the separation between different congested states becomes clearer, with the congested states spread over a wider range, as local concentrations of vehicles are averaged out over the bridge length. For 50% trucks, the full-stop condition is the most critical condition for any return period. Again, the high truck percentage shows a smaller scale parameter σ (Table 6) , indicating less scattering. Finally, FS conditions have again a greater scale parameter σ and a smaller shape parameter ξ.
Discussion
It should be noted that smaller inflows need stronger bottlenecks to generate congestion, so that the probability of congestion is lower. However, in the event that congestion has formed, the traffic would go straight from FT to the heavy HCT/OCT and HCT states, skipping the oscillatory congestion states SGW and OCT [50, 64] . Therefore smaller inflows do not allow the formation of oscillatory congested traffic, which returns smaller loading for the bridge, but may potentially generate critical loading events of the same order as that under a greater inflow.
Finally, a significant contribution from this work is that it should not be assumed that the full-stop condition is the most conservative design case. As shown in Section 5.2, the slow-moving HCT states can be more adverse for bridge loading than FS conditions. Note also that the full-stop condition does not depend on the inflow, unlike the other congestion states which are determined by a combination of inflow (demand) and outflow (capacity).
Consideration of congestion frequency
Data on congestion
Real world observations have shown that many types of congestion can occur. However, most research on bridge traffic loading assumes only queues at minimum bumper-to-bumper distances, as discussed in Section 1. Intuitively, light forms of congestion are more frequent than strong ones. Schönhof and Helbing [64] categorise more than 240 traffic breakdowns occurred on the busy A5 motorway in Germany. The most frequent extended congestion states were SGW and OCT, whereas HCT states were typical of congestion resulting from serious accidents. In that study, the FS condition was not observed. The full-stop condition is generally caused by an exceptional incident, where all the lanes need to be closed.
Data about accident frequency is relatively abundant in the literature. However, for bridge loading applications, it is important to know the consequences for the traffic and the road layout, rather than the cause or the severity of possible consequent injuries. On the other hand, available data about incident frequency and lane closure is modest. For the single-lane application considered here, it is assumed that any incident blocking at least two lanes will generate a full-stop condition, since in most highways there is a shoulder where traffic would be diverted if the driving lane were obstructed. Where an explicit incident rate is not available, Equation (8) is used to compute the fullstop rate FSr:
where FS% is the percentage of incidents blocking two or more lanes, Ir is the incident rate (the number of incidents per million vehicle kilometres travelled, I/MVkmT), N is the total number of incidents, ADT is the average daily traffic (veh/day), L is the length of road observed (km), and T is the duration of observation (days).
Tasnim et al. [76] analyse 17,796 incidents in Portland, US, in 2005. By means of Equation (8), it is possible to calculate an incident rate of about 5 I/MVkmT, with 5% of these blocking two or more lanes; it is then straightforward to deduce a full-stop rate, FSr, of 0.25 FS/MVkmT. Giuliano [77] suggests a rate of about 6 I/MVkmT from a smaller database of 652 incidents, with only 2% of those reported as blocking two or more lanes. Skabardonis et al. [78] report greater rates, but the site was known to be especially prone to incidents. Skabardonis et al. [79] report similar rates. Rodgers et al. [80] report a lower rate of 2.32 I/MVkmT on the M25 motorway in the United Kingdom over four weeks, with 7.6% blocking two or more lanes. These results are summarised in Table 7 .
The Highway Capacity Manual [81] suggests that the peak hour typically carries around 10% of the average daily traffic. From the previous assumption of a peak hour flow of 1590 veh/h for the more common case of 20% trucks, an ADT of about 16 000 veh/day is derived.
Obviously, only congestion forming downstream of the bridge will affect the bridge itself. It is assumed here that incidents occurring up to 5 km downstream of the bridge will affect it. Therefore, there are 80 000 km travelled each day on the 5 km stretch, equivalent to 20 MVkmT per 250-day year. Then, using the most highly sampled rate deduced from Tasnim et al. [76] , 5 full-stop events are to be expected each year. Following the previous assumption of 250 congested events per year, the full-stop frequency is found to be 2%. These values need to be adjusted for particular sitespecific traffic conditions. In order to test the sensitivity of the results to these assumptions, a double full-stop frequency is considered as well.
The full-stop frequency is used to assign a distribution of congestion frequencies for the selected bottleneck strengths (Figure 9 ). The relative frequencies f j sum up to 1. The curve is taken to be exponential, and is consistent with the proportions shown by Schönhof and Helbing [64] .
Combination of different congestion events
Once the congestion frequencies are assigned, it is necessary to statistically combine the six different congestion types, all of which can occur with the assigned probabilities of Figure 9 . This is done by applying the law of total probability. The probability P that the maximum load does not exceed z is:
in which F j is the cumulative distribution function for the maximum load for the j th congestion type (Equation (6); see also Tables 5 and 6 ) and f j is the assigned probability of occurrence for that congestion type according to Figure 9 . Equating P(z) to the target probability of 0.9992 (Section 5.1) gives the characteristic combined load, z*.
The combined distribution function P(z) curves are shown in the probability paper plots of Figs. 6 and 8. It can be seen that the 5-year characteristic values are in the range of the strongest congestion HCT and FS, although they are less frequent. In fact, the load z* corresponding to the target probability P(z*) = 0.9992 is impossible to attain in the lightest congestions, however frequent they are, as their tails are bounded at lower values of load. On the other hand, at lower return periods, the combined load is closer to the light congestions. Figure 10 shows the characteristic values per unit of length (EUDL, Equivalent Uniformly Distributed Load) when considering that all the congested events are of the most severe congested states (HCT(2) and FS), and combined as described above. For the 200 m span (Figure 10(a) ) and 20% truck percentage, the characteristic load for the FS condition is close to the combined value (-3.3%). However, in this case it is the HCT state that is the most critical (see Figure 6 (a)), thus giving a load higher by 7.9% than the combined value. As the truck percentage increases, the relative error in considering only the most severe congested state (FS) increases to 9.9%. For the 1000 m span (Figure 10(b) ) and 20% trucks, the relative error due to the consideration of only one single congestion type is 10.1%, whereas with the 50% truck percentage it drops to 4.7%. Figure 10 also confirms previous findings that EUDL decreases as the span length increases [2] . The reduction is more pronounced for lower truck percentages. On the other hand, the increase in truck percentage has a sharper effect on the load for the longer span: +23% for the 200 m span and +56% for the 1000 m span.
The application of the congestion frequencies based on the 4% (doubled) full-stop frequency ( Figure  9 ) increases the characteristic combined load by between 1.1% (200 m, 20% trucks) and 2.7% (200 m, 50% trucks), suggesting that the total load is not highly sensitive to the distribution of congestion frequencies.
Conclusions
This paper investigates the effects of different observed congestion patterns on the total load of two long-span bridges (200 and 1000 m long). Most previous research neglects the existence of different congestion patterns, assuming only queues of vehicles at minimum bumper-to-bumper distances.
Traffic micro-simulation is used here since it is a suitable tool to reproduce observed congestion patterns. Two truck percentages (20 and 50%) are considered for the simulations.
Results show that the bumper-to-bumper queue is not always the most critical loading event for the 200 m span. In fact, with 20% trucks slow-moving traffic states result in greater load than full-stop conditions. This is due to the fact that full-stop queues consider only one realisation of vehicles on the bridge, which reduces the probability of finding an extreme scenario. It is also found that oscillatory congested traffic (like stop-and-go waves) is not as critical for bridge loading.
A number of different congestion types will affect the bridge during its lifetime, rather than a single congestion pattern. This is taken into account by assigning a frequency of occurrence to each congestion type, based on recent data available in the literature. For the 200 m span, it is found that consideration of the sole full-stop condition slightly under-estimates the characteristic total load in the case of 20% trucks, whereas it leads to an over-estimation of the characteristic total load by about 10% when the truck percentage is 50% (representative of slow lanes in multi-lane highways).
A similar over-estimation is found for the case of 1000 m span and 20% trucks; however, when considering 50% trucks, the error drops to nearly 5%. Avoiding such over-estimations may lead to significant savings in costly bridge maintenance operations.
