Abstract. Given a symmetric and positive (semi)definite n-by-n matrix M and a vector, in this paper, we consider the matrix splitting method for solving the second-order cone linear complementarity problem (SOCLCP). The matrix splitting method is among the most widely used approaches for large scale and sparse classical linear complementarity problems (LCP), and its linear convergence is proved by [Luo and Tseng, SIAM J. Control Optim., 30, 408-425 (1992)]. Our first contribution is to prove that, when the general matrix splitting algorithm is applied to SOCLCP with M symmetric and positive definite, it also converges at least linearly. Numerically, our second contribution is to propose a special and efficient matrix splitting algorithm, the block successive over-relaxation (BSOR) method, for solving SOCLCP. The algorithm makes good use of the underlying geometry of SOCLCP and each iteration only involves solving triangular linear systems and requires O(n 2 ) flops; moreover, the algorithm does not destroy the sparse structure of M and is able to exploit the sparsity effectively. Our code BSOR BN L based on this method is tested against other four state-of-the-art methods on problems with dense, ill-conditioned symmetric and positive definite matrices, as well as on problems with large scale sparse, symmetric and positive (semi)definite matrices. The numerical results are quite encouraging and BSOR BN L exhibits a very good performance in terms of its speed, the accuracy and its efficiency in exploiting the sparsity of M .
Introduction. Let M ∈ R
n×n be a symmetric matrix and q ∈ R n . In this paper, we are concerned with the solution of the following second-order cone linear complementarity problem (SOCLCP):
Find x ∈ K such that M x + q ∈ K and x ⊤ (M x + q) = 0, (1.1) where
is the Cartesian products of m second-order cones satisfying m i=1 n i = n. A secondorder cone (also known as Lorentz cone) in R l is defined by
where · stands for the Euclidean norm. For simplicity of presentation, here and in what follows, we will denote the problem (1.1) by LCP(K, M, q) and the set of its solutions by SOL(K, M, q). The SOCLCP (1.1) can be viewed as a generalization of the classical linear complementarity problem (LCP) [2, 4, 7, 9, 22, 23, 29] .
It is shown that, with such structure, every iteration in the matrix splitting algorithm can be decoupled into m subproblems, each of which can be transformed into equivalent single variable equations and could be solved by specially-designed Newton iteration [17] . However, we observe that there are two potential limitations: (i) the special structure requirement in the diagonal block B ii may restrict the efficiency of the matrix splitting algorithm, and (ii) solving the ith one of the m decoupled subproblems in general still invokes O(n 3 i ) flops. Motivated by these two observations, in this paper, we attempt to improve the efficiency of the matrix splitting algorithm for SOCLCP.
The improvement on the matrix splitting algorithm for the SOCLCP (1.1) is possible based on the authors' previous work [45] , in which an efficient bisection-Newton (BN) iteration is proposed for solving LCP(K l , A, u) defined on a single second-order cone K l . The algorithm makes good use of the underlying geometry properties of LCP(K l , A, u) when the matrix A has the globally uniquely solvable (GUS) property [44] . Roughly speaking, the geometry property of LCP(K l , A, u) permits us to equivalently transform LCP(K l , A, u) into nonlinear equations with respect to a single variable s and guides the adjustment of s. It is worth mentioning that the treatment for our nonlinear equations of the variable s is different from that for the corresponding SOCLCP with the special matrix B ii (1.3) in [17] in that: (i) these two treatments are derived from different aspects, (ii) our method in general does not impose any requirement on the structure of the matrix, and (iii) when B ii is chosen properly (for example lower triangular), solving our nonlinear equations only involves solving triangular linear systems and requires O(n 2 i ) flops. By imbedding our bisection-Newton (BN) iteration into a block SOR (BSOR) method, we propose an efficient matrix splitting algorithm for the SOCLCP (1.1). In our implementation, each iteration only involves solving triangular linear systems and only O(n 2 i ) flops are required; furthermore, the sparse structure of M can be preserved and exploited. These are appealing features, especially for large scale and sparse SOCLCPs. Our code BSOR BN L, based on the combination of BSOR with BN, is tested against other four state-of-the-art methods. The numerical results are quite encouraging and demonstrate that the BSOR BN L has a very good performance in terms of both its speed and the accuracy of the solution.
Our another contribution of this paper is to prove that, if M is symmetric and positive definite, the general matrix splitting algorithm with regular splitting converges at least linearly, even when the subproblems are solved inexactly. This result generalizes the well-known linear convergence of the matrix splitting method for the classical LCP of Luo and Tseng [29] . As our method BSOR BN L is of both the efficient implementation and the global and linear convergence, it appears to be rather attractive and highly competitive for the SOCLCP (1.1).
We organize this paper in the following way. In the next section, we describe the general matrix splitting algorithm. In Section 3, we will first show the convergence when M is either symmetric and positive definite, or simply positive semidefinite; furthermore, we will prove the linear convergence rate of the general matrix splitting algorithm when applied to the symmetric and positive definite case. In Section 4, we propose the special matrix splitting algorithm, the BSOR method, and discusses in detail how to solve subproblems in an efficient way, where the bisection-Newton (BN) iteration [45] is introduced and imbedded efficiently in BSOR. Our encouraging numerical experiments, including the comparison with other four methods, are presented in Section 5, and finally we draw some remarks and conclude the paper in Section 6.
Notation. Throughout the paper, all vectors are column vectors and are typeset in bold, and for convenience, we will choose x, y or x ⊤ y to denote the inner product of vectors x, y ∈ R n . When x ∈ R n , we distinguish the ith sub-vector x [i] ∈ R ni from the ith element x i ∈ R, and thereby,
For a matrix A ∈ R n×m , A ⊤ denotes its transpose, and R(A) := {x ∈ R n |x = Ay for some y ∈ R m } and Ker(A) := {y ∈ R m |Ay = 0} stands for the range and the kernel of A, respectively. Thus R(A) ⊥ = Ker(A ⊤ ), where R(A) ⊥ denotes the orthogonal complement of R(A). As usual, the norm of A is defined by A := max x =1 Ax , and I n represents the identity matrix in R n×n ; in addition, we define a special matrix J n by
For a set C ⊂ R n , we denote the boundary and the interior of C by bd(C) and int(C), respectively, and thus
and therefore, if y ∈ int(C), the relation
is evident.
2. The general matrix splitting algorithm. In this section, we will describe the basic framework of the matrix splitting algorithm by assuming, for the moment, that the splitting (B, C) of
is already given. The question of how to choose the specific (B, C) of a given matrix M for efficient implementation of the matrix splitting algorithm will be discussed in detail in Section 4.
When the splitting (B, C) of M is given, the problem LCP(K, M, q) (1.1) can be equivalently stated as finding x ∈ K such that Bx + (Cx + q) ∈ K and x, Bx + (Cx + q) = 0. (2.2) Let x r be the current iteration. The iteration philosophy of the matrix splitting method is to use the current approximation x r as the value of x in the term Cx, and then solve the next iteration x r+1 from (2.2). That is,
By introducing the projection Π K (x) of a point x ∈ R n to the nearest point in K, i.e.,
it is known [9, Proposition 1.5.8] (see also [10] ) that the solution x r+1 of (2.3) can be equivalently stated as
and similarly
In general, the solution to (2.4) can only be achieved by means of iteration where rounding errors are unavoidable; therefore, analogous to the matrix splitting method for the classical LCP [29] , we allow inexact computation for (2.4), which is realized by introducing a term h r to (2.4) that is controlled by the gap x r+1 − x r .
To be more precise, we require the approximation solution x r+1 satisfy the condition
for some nonnegative parameter ζ ≥ 0 depending on the splitting (B, C). As has been pointed out in [29] that such an approximation x r+1 is achievable for any iterative method that converges to the solution to (2.4). In particular, suppose the current iteration x r ∈ SOL(K, M, q) and {y k } is the sequence converging to the solution x r+1 to (2.4), then we stop at any point y k satisfying
where
Condition (2.7) can be fulfilled because as k approaches infinity,
Furthermore, it can be verified that by setting
x r+1 and h r satisfy conditions (2.5) and (2.6). Overall, the basic framework of the general matrix splitting algorithm can be summarized as Algorithm 1.
To specify the stopping criterion in Step 3, by considering the SOCLCP (1.1), a reasonable choice is to terminate the iteration whenever
Here, we use the stylized version of Matlab language to denote by x [i] (2 : n i ) the sub-vector of x [i] , with elements from the second to the n i th, and also define
Algorithm 1: The general matrix splitting algorithm. Given a symmetric matrix M ∈ R n×n and q ∈ R n , this algorithm solves the SOCLCP (1.1) with the splitting (B, C) of M.
Step 1. Select any x 0 ∈ R n , and set r = 0.
Step 2. Compute a new iteration x r+1 ∈ K satisfying
where h r satisfies
and ζ ≥ 0 is a parameter depending on (B, C).
Step 3. Stop if the stopping rule is met; otherwise, r := r + 1 and goto Step 2.
It is clear that the first and the second terms in the left hand side of (2.8) measure the feasibility of x and g, respectively, whereas the last term measures the complementarity condition x ⊤ (M x + q) = 0. In our numerical testing, such stopping rule is adopted with a recommended range ε ∈ [10 −7 , 10 −4 ] for ε. The relative accuracy χ r is then defined by (2.9)
For the choice of a proper splitting (B, C), we should ensure both the welldefinedness of the subproblem (2.5) and the convergence of Algorithm 1 as well. For the former, a sufficient condition is that B is a K-Q-matrix [17] whose definition is given as follows:
It has been well-known that if M is positive definite (not necessarily symmetric), then it must be a K-Q-matrix; in fact, when M is positive definite, then for any q ∈ R n , then LCP(K, M, q) admits a unique solution. If (B, C) is a regular splitting of M, then the parameter ζ involved in Step 2 of Algorithm 1 is recommended as [29] 
where ǫ ∈ (0, γ/2] and γ denotes the smallest eigenvalue of symmetric part of B − C. In next section, we will establish the convergence of Algorithm 1 both for the symmetric and positive definite matrix, and for the positive semidefinite matrix as well; furthermore, we will also prove the linear convergence when M is symmetric and positive definite and the splitting (B, C) is regular.
3. Convergence analysis.
Preliminary properties.
To develop the convergence of the matrix splitting algorithm, in this subsection, we shall first provide some preparatory results.
To begin with, we point out that the projection Π K (·) has several simple but useful properties: For example, according to the definition of K, one can readily verify that
. . .
By [5, Proposition 4.3 ] (see also [10] ), Π K n (x) is also a strongly semismooth (for the definition, see [34, Section 3] ) function of x. Moreover, we can expand the projection Π K n (x + d) for any d ∈ R n up to the second-order term. To be more precise, let x := Π K n (x). The critical cone [34, p.48] , associated with the projection
⊥ is the subspace in R n that is orthogonal to x −x. In particular, if 0 = x ∈ −bd(K n ), then Π K n (x) = 0 and the critical cone associated with Π K n (x) is simply [44] 
Using the critical cone, it is known [34, Proposition 13] that, for any x, d ∈ R n , we have
This together with [34, Equation (5)] implies that
where the second equality follows from (3.4).
Another two useful lemmas for the convergence are provided as follows.
where the last inequality is due to x 2 1 − 2x 1 y 1 + y 2 1 ≥ 0. Then the assertion follows from (3.6) and (3.7).
Lemma 3.2.
[44] The following statements hold: (i) For nonzero vectors x, y ∈ K n , x, y = 0 if and only if x ∈ bd(K n ), y ∈ bd(K n ) and y = µJ n x for some µ > 0.
(ii) Let x ∈ K n . Then x, y > 0 for all nonzero vector y ∈ K n if and only if x ∈ int(K n ).
Convergence.
In this subsection, we will establish the convergence of Algorithm 1. For this purpose, we first observe that when M is symmetric, then it is clear, by the KKT condition, that the SOCLCP (1.1) is equivalent to the following quadratic second-order cone programming
Moreover, if M is additionally positive definite, then for any q ∈ R n , (1.1) has a unique solution x * . When ζ = 0 in Step 2 (i.e., exact computation of the subproblem (2.4)), the convergence of Algorithm 1 is already proved in [17] . In the following theorem, we further generalize that result by permitting ζ > 0 and establish the convergence of Algorithm 1 for the symmetric and positive definite matrix M with any regular splitting (B, C).
Theorem 3.3. Let M be a symmetric positive definite matrix and q ∈ R n be an arbitrary vector. Let (B, C) be a regular splitting of M. Then for any initial point x 0 ∈ K, the points {x r } generated by Algorithm 1 with ζ given by (2.10) converges to x * , where x * is the unique solution of (1.1). Proof. We first prove there exists κ 1 > 0 such that
where f (x) is given by (3.8) . Fix any r ≥ 1. According to (2.5) and (3.2), we obtain
Also, from M = B + C and the definition of f (x), we have that
Combining the above two relations and (2.10), we have
Hence (3.9) holds with κ 1 = 1/ǫ. Thus we know that the sequence {f (x r )} is strictly decreasing. Since M is positive definite, the sequence {x r } generated by the algorithm is bounded. Letx be an arbitrary accumulation point of the sequence {x r } and {x ri } be a subsequence of {x r } converging tox. Since {f (x r )} is convergent, by (3.9), {x r−1 − x r } converges to 0. Hence, the sequence {x ri−1 } also converges tox. Because
passing to the limit shows thatx is a solution of (1.1). On the other hand, since M is positive definite, (1.1) has a unique solution x * . Thus,x = x * , which implies that any accumulation point of an arbitrary subsequence of {x r } is x * , and consequently x r → x * . Before concluding this subsection, we briefly mention that, when M is only positive semidefinite (not necessarily symmetric) but SOL(K, M, q) = ∅, Theorem 5.6.1 in [7] provides one type of splitting (B, C) for which the matrix splitting algorithm (Algorithm 1) with ζ = 0 (i.e., exact computation of the subproblem (2.4)) in
Step 2 converges to a solution of LCP(K, M, q). Though the result [7, Theorem 5.6 .1] is a customized result for the classical LCP, it can be readily verified that the conclusion also holds true for our SOCLCP (1.1). For the sake of completeness, we state this result below. Another effective treatment for the positive semidefinite case is the so-called regularization. The idea is to add a term νI n (ν > 0) to M so that M + νI n is positive definite, and thereby, LCP(K, M + νI n , q) admits a unique solution, say x(ν) ∈ SOL(K, M + νI n , q). Upon taking a sequence of positive scales {ν} → 0, it generates a sequence {x(ν)}. The following theorem is again originally established for the classical LCP, but is also valid for the SOCLCP (1.1), whose proof is almost the same as that for [7, Theorem 5.6 .2], and therefore is omitted here.
Theorem 3.5. Let M be a positive semidefinite matrix and
3.3. Linear Convergence. Now, we are in a position to establish the linear convergence of Algorithm 1. Our proof borrows the idea from Luo and Tseng [29] for the classical LCP. Throughout this subsection, we assume that M is symmetric and positive definite, and the parameter ζ in Step 2 of Algorithm 1 is given by (2.10). It has been pointed out that, in this case, SOL(K, M, q) admits a unique solution x * . That is, (1.1) holds for x = x * , which implies that
Based on this observation, we can define the following four index sets
ni is the ith sub-vector of x * partitioned according to (1.2). Note that for any i ∈ Ξ 1 , by Lemma 3.2 (i) and (3.10), we know
for some s i ≥ 0, whereas for any i ∈ Ξ 4 , (3.10) yields (M x * + q) [i] = 0. Moreover, it is easy to check that these four index sets are mutually exclusive and The proof of the linear convergence for Algorithm 1 requires some results on error bounds. One important error bound is to estimate the distance between any x ∈ R n and the solution x * . For this purpose, we define 
as the natural map [9, p.83] associated with complementarity problem (1.1). By [9, Proposition 1.
With this error bound (3.12), we can further estimate the distance between the iteration x r of Algorithm 1 and x * as the following lemma shows. Lemma 3.6. Let {x r } be the sequence generated by the matrix splitting algorithm. There exists an α > 0 such that
Proof. By (3.12), (2.6) and the nonexpansive property of the projection operator Π K , we have
and the proof is completed. The next lemma is the key for the proof of the linear convergence of the matrix splitting method.
Lemma 3.7. Let {x r } be the sequence generated by the matrix splitting algorithm (Algorithm 1). There exist a ρ > 0 and a positive number r 1 such that for all r > r 1
Proof. By (3.10) and Lemma 3.
For notational convenience, let
, and
According to the iteration scheme (2.5) in Algorithm 1, it follows that
By Theorem 3.3, we have x r → x * . This and (2.6) imply that y r → M x * + q, and (3.16) where the last equality follows from Lemma 3.6.
For i ∈ Ξ 1 , from (3.11), we know
for some s i ≥ 0, and so
there exists an r 2 such that (
Thus,
Then by Lemma 3.1,
Because the number of index j ∈ Ξ 1 satisfying s j > 0 is finite, by (3.17) and (3.18), there exist a ρ 1 > 0 and an r 3 such that for all r > r 3 ,
where the last inequality follows from (3.13). Now we prove that for any i ∈ Ξ 2 , x r [i] = 0 for all r sufficiently large, and thereby
This together with (3.1) and the fact
shows that for all r sufficiently large,
Since the number of index j ∈ Ξ 2 is finite, there exists an r 4 such that (3.20) holds for all r > r 4 . For the last case, suppose j ∈ Ξ 3 . Since
, the relations (3.4) and (3.5) lead to
for some t ≥ 0, which together with (3.21) implies that
where the last equality follows from (M x * + q) [j] ∈ bd(K nj ) and (3.16). Therefore, there exist a ρ 2 > 0 and an r 5 such that for all r > r 5 , we have
Since these four scenarios are mutually exclusive and consequently, our assertion follows from (3.15), (3.19) , (3.20) and (3.22) .
Lemma 3.8. Let {x r } be the sequence generated by the matrix splitting algorithm (Algorithm 1). Then there exists an r 0 > 0 such that
Proof. By the Mean Value Theorem, there exists a w r lying on the line segment joining x r with x * such that
This combined with (3.14) and (3.13) shows that there exists an r 0 > 0 such that for all r > r 0 , 
which implies that
or equivalently,
and the proof is complete.
The block SOR (BSOR) method.
4.1. The block lower triangular splitting. Now, we focus on the computational issue of the main procedure, Step 2, in the matrix splitting algorithm (Algorithm 1). Let x r be the current iteration. Recall from (2.3) that this step is to obtain x r+1 ∈ SOL(K, B, Cx r + q). The flexibility of choosing the splitting (B, C) makes it possible to decouple the subproblem LCP(K, B, Cx r + q) into m elementary SOCLCPs, each of which is defined on a single second-order cone. This is realizable, for example, if we choose the matrix B as the block lower triangular, and thereby, M can be represented in the form:
where M ij ∈ R ni×nj are the block sub-matrices of M partitioned according to (1.2). Here, we have assumed, for the moment, that each diagonal block B ii ∈ R ni×ni has the GUS property. Such splitting is already proposed in [17] and we refer to the matrix splitting algorithm with such structure of B as the block SOR method (BSOR). Keeping this and the following equivalent relation
for i = 1, 2, . . . , m in mind, we know that the next iteration x r+1 ∈ K in Step 2 of Algorithm 1 can be equivalently obtained via solving sequentially the following subproblems for i = 1, 2, . . . , m :
and
. From this point of view, the efficiency of the approach for such elementary problems could determine the overall performance of BSOR. Unfortunately, this appears not an ease problem in general, and [17] suggests to specify every diagonal block B ii as the structure (1.3) . However, as we have pointed out in Section 1 that there are two potential limitations, and in next subsections, we shall introduce and integrate the bisection-Newton (BN) iteration [45] (with a slight modification) to BSOR, which could be implemented rather efficiently and is able to exploit the sparsity as well.
The bisection-Newton(BN) iteration for LCP(K
l , A, u). Before we discuss why and how to integrate the BN iteration [45] into BSOR in an efficient way, we shall first take some efforts to describe the underlying principle and basic procedures in the BN iteration for solving an elementary problem LCP(K l , A, u) where A has the GUS property.
Suppose a ∈ R l is the unique solution of LCP(K l , A, u). The BN iteration begins with the following simple observation (by Lemma 3.2; see also [17, Proposition 4 
, where J l is defined by (1.4). As the first two cases are trivial, we can design methods targeting at finding the scalar s * > 0 for (C3), which, however, is still not an easy problem. Fortunately, the basic properties [44] for the GUS of A bring us a useful geometry picture of LCP(K l , A, u), which serves as the fundamental of the BN iteration. To be precise, for any s ≥ 0, define A s := A − sJ l and K s := A s K l = {A s x|x ∈ K l }. Obviously, K s is a cone and K 0 = AK l . It is shown in [44] that when A has the GUS property, the following important properties hold:
, if A has the GUS property, then (i) AJ l has nonnegative eigenvalues and has exactly one positive real eigenvalue τ > 0. Moreover, rank(AJ l − τ I l ) = l − 1. There exists w ∈ int(K l ) such that w is the eigenvector of AJ l associated with τ ; (ii) There exists a vector v ∈ int(K l ) such that v is the eigenvector of
is the eigenvector of A ⊤ J l associated with the unique positive eigenvalue τ.
(iv) For all 0 < t < s < τ , K t \{0} ⊂ int(K s ) and K s lies in one side of R(A τ ); if
and K t lies in the other side of R(A τ ).
As an implication of Theorem 4.1 (and see more details in [45, 44] ), we consider the desired value s * > 0 separately in the following three mutually exclusive cases:
As an illustration for l = 3, Figure 4 .1 provides a geometry picture of these three cases. For the first case s * = τ, a direct method, namely SOCLCPtau in [45] , is designed for efficiently finding the solution a ∈ SOL(K l , A, u), whereas for the others, Theorem 4.1 also suggests an iterative scheme to adjust the current approximation s k to s * . In particular, by defining
the adjustment procedure for s k should process as follows: (i) in the case of (−u) ⊤ J l v > 0, the current approximation s k should be decreased (resp. increased) if a k ∈ int(K l ) (resp. a k ∈ K l ); (ii) in the case of (−u) ⊤ J l v < 0, the current approximation s k should be increased (resp. decreased) if a k ∈ int(K l ) (resp. a k ∈ K l ). This observation then facilitates us to construct a bisection procedure to approximate the value s * . In fact, we know that for the case (−u) ⊤ J l v > 0, it is true that the lower α and the upper bound β of s * is 0 and τ, respectively, while for (−u) ⊤ J l v < 0, the upper bound β can be obtained via detecting the smallest integer ι > 0 satisfying
Based on Theorem 4.1, one can easily see that 2 ι−1 τ ≤ s * < 2 ι τ, and thus, in this case, α = 2 ι−1 τ and β = 2 ι τ serve as the lower and the upper bound for s * , respectively. With the upper bound α and lower bound β of s * in hand, we can halve the length of (α, β) in each iteration, according to the above adjustment procedure.
To make the above bisection procedure really efficient, we must take care of the efficiency in solving the linear system of (4.4). Fortunately, we have shown in [45] that every bisection iteration only requires 2l 2 flops instead of O(l 3 ). Such surprising saving in computation is possible due to the following simple but vital properties: Lemma 4.2. Let Q = diag{1,Q} ∈ R l×l be any orthogonal matrix, i.e.,
The proof is straightforward based on the definitions of K l , SOL(K l , A, u) and the matrix J l .
According to Lemma 4.2, the procedure described in [45] first transforms A, by an orthogonal matrix in the form Q = diag{1,Q} ∈ R l×l , into either an upper or a lower Hessenberg matrix H, and analogously, transforms a and u toā := Qa and u := Qu, respectively. As a result, the linear system (4.4) is equivalently transformed into
Because the bisection procedure only needs to check if a k ∈ K l or not, and by (i) of Lemma 4.2, it suffices to work directly onā k during the iteration. Moreover, since the coefficient matrix H − s k J l of (4.5) remains (upper or lower) Hessenberg for different s k , the computational costs of each bisection iteration (i.e., solving the linear system (4.5)) consequently can be reduced to 2l 2 flops (Note: A linear system of size l with an upper (or a lower) Hessenberg coefficient matrix can be solved in 2l 2 flops [11, Section 4.3.4]. See more details in [45] ). This is the bisection procedure.
To accelerate the linear convergence of the bisection iteration, the Newton iteration can further be integrated efficiently. Suppose we have already obtained the orthogonal matrix Q = diag{1,Q} and focus then on the equivalent problem SOL(K l , H,ū). Again, the Newton iteration is designed for the case (C3) and aims at finding the solution pair (ā, s * ) through the following nonlinear system:
It is shown in [45] that when A (equivalently H) has the GUS property, then for anȳ u ∈ −HK l ∪K l , the Jacobian D (h,s) ̥(h, s) at the solution pair (ā, s * ) of LCP(K l , H,ū) is nonsingular. This ensures the local quadratic convergence of the sequence {(ā k , s k )} generated by the Newton iteration:
where (∆ā, ∆s) is the solution to
⊤ with ̥ 1 ∈ R l and ̥ 2 ∈ R, and rewriting (4.6) as
it can be easily verified that (∆ā, ∆s) of (4.6) are
Computationally, (4.7) can be completed via solving two vectors
Fortunately again, since the coefficient matrix H − s k J l of both systems are upper (or lower) Hessenberg for every s k , they can be achieved with 3l 2 flops 1 . Consequently, by additionally counting the updating for the right hand side ̥(ā k , s k ) to ̥(ā k+1 , s k+1 ), we know that a Newton step can be realized using 5l 2 flops. To combine the bisection and the Newton iteration, we make a slight difference from that in [45] , where the Newton iteration is only triggered after a number of bisection iterations. Due to the local quadratic convergence and its low costs in computation, the Newton iteration is indeed preferable. Based on this observation, we suggest to continue to use the Newton iteration if the resulting iteration (ā k+1 , s k+1 ) is acceptable, in the sense that s k+1 is within the lower bound α and the upper bound β of s * . The bisection iteration, on the other hand, would be employed only if s k+1 is outside [α, β], which, then is followed by the updating of (ā k+1 , s k+1 ) and halving the length of the interval [α, β].
2 Because the bisection iteration converges globally, such strategy is of both global convergence and the local quadratic convergence. Our numerical experiments indicate that this type of combination performs slightly better than that of [45] . In summary, the main steps of the BN iteration based on these techniques can be presented in Algorithm 2 (BN for short).
We draw four remarks for Algorithm 2 to conclude this subsection:
• For step (A) in Algorithm 2, the largest real eigenvalue τ > 0 of A ⊤ J l and its corresponding eigenvector v can be obtained by several state-of-the-art eigensolvers, for example, the Arnoldi method [26, 27] , the Jacobi-Davidson iteration [37] , the conjugate gradient type method [20] , to name a few.
• Generally, the computational costs for (A) and (B) are O(l 3 ). However, we will see in the next subsection that the computation in steps in (A) and (B) could be trivial if we choose a special splitting (B, C), without loss of the linear convergence of the matrix splitting method.
• For the stopping criterion in (C), we also adopt the one similar to (2.8) . That is, we terminate the iteration either when k > iter BN or when 
Find the smallest integer ι > 0 satisfying
(C) while the given stopping rule is not met do % Newton's step Solve (∆ā, ∆s) by (4.7) and updateā
4.3. The choice of the diagonal blocks of B. Now, returning to the general SOCLCP (1.1), we will discuss the last computational issue of the BSOR BN algorithm (Algorithm 3) for choosing the diagonal blocks B ii of B. We will see that the BSOR BN has much flexibility in choosing the structure of B ii , which could play a crucial role for the performance of BSOR BN, in the sense that the subproblems in step (D) of BSOR BN could be solved quite efficiently, without loss of its linear convergence. In the following, we will propose three important structures of B ii .
Algorithm 3:
The block SOR (BSOR) method for LCP(K, M, q): function x = BSOR BN(K, M, q).
INPUT: K, a symmetric matrix M ∈ R n×n and q ∈ R n . OUTPUT: The solution x ∈ SOL(K, M, q). Select any x 0 ∈ R n and set r = 0; while r < iter BSOR or (2.8) is not met do for i = 1 : m do
Lower triangular structure. We first provide a rather effective and useful structure of B ii , for which the dominant computational costs in solving the subproblem (D) of Algorithm 3 could be O(n , 1) , e 1 ). Proof. The proof is straightforward. Lemma 4.3 shows that if each B ii is positive definite and lower triangular, then the step (A) of Algorithm 2 is trivial; moreover, since B ii is already lower triangular (is of course lower Hessenberg), the step (B) is trivial too (i.e., Q is the identity matrix). In addition, because B ii − s k J ni is lower triangular for every s k , completing a single bisection or a Newton step can further be reduced to n 2 i and 4n 2 i flops, respectively. These are quite appealing features of the combination of BSOR with the BN algorithm for the SOCLCP (1.1). To specify B ii , we can rely on the following well-known result (see e.g., [7] ): Based on Lemma 4.4, we can split each diagonal block matrix M ii into B ii and C ii , where the parameter ω i could vary for different i = 1, 2, . . . , m, provided that they are within (0, 2). Although the optimal value for ω i is difficult to give, practical range is [1, 1.8]. In our numerical testing, we choose ω i = 1.4 for all i = 1, . . . , m. Noting that
where L ∈ R n×n is the strictly block upper triangular part of M, we can ensure by Lemma 4.4 that (B, C) is a regular splitting of M. Combining all these techniques together, we have finally an efficient solver, namely BSOR BN L (the letter 'L' indicates that B ii is lower triangular), for the SOCLCP (1.1) with M symmetric and positive definite. It deserves to point out that, besides the low computational costs per iteration and the global and linear convergence, BSOR BN L does not destroy the sparsity of the original matrix M. This makes BSOR BN L a rather attractive and highly competitiveto illustrate the working of the idea and also to provide a comparison with the algorithm BSOR BN L and other methods.
Diagonal structure. We last briefly discuss a special case of the foregoing lower triangular splitting, in which B becomes simply a diagonal matrix. Because the diagonal matrix is automatically lower triangular, the computational benefits for each subproblem in BSOR BN L are all inherited 3 . On the other hand, this choice of B is of its own advantages in dealing with the SOCLCP (1.1) with M only symmetric and positive semidefinite. As we have seen in Theorem 3.4 that when M is symmetric and positive semidefinite and SOL(K, M, q) = ∅, one type of splitting (B, C) that guarantees the convergence is to ensure B − M is symmetric and positive definite. To fulfill this condition and also to preserve the lower triangular structure of each B ii (for releasing the computation burden in steps (A) and (B) of Algorithm 2), B should be diagonal, where one can make B, for example, diagonally dominant by choosing B(i, i) > n j=1 |M (i, j)| to simplify the implementation. 5. Numerical experiments. In this section, we will report our numerical experiments of two types implementation of the block SOR method: BSOR BN L and BSOR BN H. Our objective is to show the efficiency of these methods in solving the SOCLCP (1.1) for the symmetric and positive definite case, as well as for the symmetric positive semidefinite case. In particular, we will evaluate the following three performances of our methods:
(a) The efficiency for medium scale, dense, ill-conditioned symmetric and positive definite matrices M ; (b) The efficiency for large scale, sparse, ill-conditioned symmetric and positive definite matrices M ; (c) The efficiency for large scale, sparse, symmetric positive and semidefinite matrices M . For this purpose, we carry out the numerical testing upon Matlab 7.13.0 (R2011b) on an iMac ME086CH/A with Intel Core i5@2.7GHz and 8GB memory, and compare the performance of our methods with other four state-of-the-art algorithms. In the next subsection, we will first briefly describe the test codes and list the involved parameters in BSOR BN L and BSOR BN H.
Test codes.
In order to evaluate the numerical performance and demonstrate clearly the efficiency of our method, we present the numerical results from the smoothing-regularization method [16] (SRM 4 for short), the matrix splitting method proposed in [17] [16] . For BSOR HYYF, since we have pointed out that it shares the same outer loop framework with ours, and thus, in order to give a reasonable comparison, we set a similar stopping criterion for the outer loop iteration: We terminate the iteration whenever the iteration number k > iter max = 1000 or the iteration x = x k satisfies (2.8) with ε = 10 −7 . Other parameters of BSOR HYYF remain the same as those used in [17] . The software packages SDPT3 and SeDuMi do not directly solve SOCLCP in the form of (1.1), but when M is symmetric and positive (semi)definite with decomposition
according to [40, Section 4.6] and [38] , the equivalent quadratic second-order cone programming (3.8) can be equivalently converted to the standard programming problems for SDPT3 and SeDuMi, respectively. The detailed procedures are omitted here for the limit of length of the paper and the reader can refer to [40, Section 4.6] and [38] . The default values of SDPT3 are used, and for SeDuMi, we set pars.eps = 10
as the desired accuracy. For our codes BSOR BN L and BSOR BN H, the meanings of the involved parameters and their recommended ranges are summarized in Table 5 .1. Stopping criterion of (2.8) for the outer loop of BSOR BN.
iter BSOR 500 ∼ 1000 Maximal number of iterations for the outer loop of BSOR BN.
Stopping criterion of (4.8) for BN. 
5.2.
Testing for medium scale, dense, ill-conditioned symmetric and positive definite matrices. In this set of tests, for a prescribed positive integer pair (n, m) satisfying
we generate 10 triplets (M =M ⊤M , q, x 0 ), where q and x 0 are randomly generated with elements uniformly distributed in the interval [−1, 1] andM is generated as follows
∧ 0.5) * orth(randn(n,n)), where δ = cond n .
We point out that the way we construct M fulfills the following two tasks: 1) it controls the condition number of M , which is (1 − 1 n )cond + 1 ≈ cond, and 2) it is convenient to formulate the equivalent programming problems used in SDPT3 and SeDuMi, as both of them are formulated in terms ofM , not M . In this set of testing, we choose cond = 10 6 and set the stopping criteria for BSOR BN L and BSOR BN H as ǫ = 10 −6 , ε BN = 10 −8 , iter BSOR = 500, and iter BN = 30. Thus, for each pair (n, m), we have 10 SOCLCPs LCP(K, M, q). Feeding these problems into the tested six codes 7 , we record the number of iterations (# iter), the CPU time (measured by Matlab function cputime) and the relative accuracy χ r defined by (2.9) of each algorithm. To report these results, we last average these statistics over the 10 cases and present them in Table 5 .2. These numerical results are quite encouraging. It shows very clearly the high efficiency of our methods for the SOCLCP (1.1). The followings are our observations based on the numerical results on this set of tests:
(1) Table 5 .2 clearly shows the efficiency of both BSOR BN L and BSOR BN H in terms of the speeds and the relative accuracy as well. It is encouraging to note that for (n, m) = (5000, 10) and (n, m) = (5000, 100), BSOR BN L and BSOR BN H require only less than 30(s) CPU time to reach solutions with relative accuracy χ r = 10 −14 , while SRM, SDPT3 and SeDuMi need more than 1000(s) to obtain the solutions with roughly the same order of accuracy. (2) It is observed that for n = 4000 and n = 5000, both BSOR BN L and BSOR BN H use less CPU time for m = 100 than that for m = 10. This is explainable because when (n, m) = (5000, 10), the eigensolver for step (A) in Algorithm 2 needs to find the dominant eigenpair of matrices of size n i = 500, which costs more CPU times than that for m = 100 (i.e., n i = 50). (3) Because SDPT3 and SeDuMi employ the interior-point methods, the superlinear convergence is guaranteed, and therefore, the numbers of iterations and the accuracy change slightly with different (n, m). However, the CPU times increase very fast as n increases, which is due to the computational complexity O(n 3 ) of the interior-point methods. By comparison, because the matrix splitting iteration converges linearly, the number of iterations increases as m increases. Note that BSOR BN H reaches the maximal iteration iter BSOR = 500 for (n, m) = (5000, 1000). The CPU times of BSOR BN L and BSOR BN H increase very fast from m = 100 to m = 1000.
5.3.
Testing for large scale sparse, symmetric and positive definite matrices. As we have pointed out that BSOR BN L is of advantage in exploiting the sparsity of M and does not need to employ any eigensolver for step (A) in Algorithm 2, we next conduct our numerical testing on large scale sparse problems with various condition numbers and compare it with SDPT3 and SeDuMi. Because the input data matrix for SDPT3 and SeDuMi isM , the number of nonzeros of M =M ⊤M is larger than that ofM . We choose to first generate the sparseM with a prescribed sparsity and condition number, and then form M =M ⊤M . In our testing, it appears that the number of nonzeros in M is about 5 times than that inM . In particular, for a prescribed positive integer pair (n, m) satisfying (5.1), we generate 10 triplets (M =M ⊤M , q, x 0 ), where q and x 0 are randomly generated with elements uniformly distributed in the interval [−1, 1] andM is generated as follows (5.2)M = sprandsym(n,density,rc, 2).
The Matlab function sprandsym(n,density,rc,2) returns an n-by-n symmetric and positive definite random matrix (having less structure than the matrix generated by sprandsym(n,density,rc,1)) with the prescribed density and an approximate condition number 1 rc (which implies that the condition number cond of M is approximately 1 rc 2 ). Based on our current hardware environment, in this set of tests, we choose n = 10 4 , density = 0.0005 and different rc so that cond varies from 10 2 to 10 5 . Furthermore, we relax the stopping criterion of BSOR BN L to be ǫ = 10 −4 , ε BN = 10 −7 , iter BSOR = 800 and iter BN = 30. We recorded the numerical results from the three codes and listed in Table 5 .3 the averages of numbers of iterations (# iter), the CPU times and the relative accuracy χ r over the 10 tests. Moreover, for each pair (n, m), we also provided the average condition number cond of M as well as the densities d M and dM of M andM , respectively. Table 5 .3 clearly shows the numerical performance of each method as m and the condition number cond of M vary. In particular, we conclude that (1) the accuracy of the computed solution decreases as m and cond increase for all methods, but overall, BSOR BN L achieves more accurate solutions in most cases; (2) all methods need more CPU times to converge as m and cond increase, but overall, BSOR BN L uses much less CPU times in most cases; (3) the numbers of iterations of SDPT3 and SeDuMi change slightly as m and cond increase, while the number of iterations of BSOR BN L increases when m and cond increase; (4) overall, from the achieved accuracy, the CPU times and the fact that M contains about 5 times nonzeros thanM , BSOR BN L in general is much more efficient than the other two in this set of tests.
5.4.
Testing for large scale sparse, symmetric and positive semidefinite matrices. In this set of numerical test, we evaluate our method for LCP(K, M, q) with the large scale sparse, symmetric and positive semidefinite matrix M. In this situation, we can first apply Theorem 3.5 to regularize M into a symmetric positive definite matrix, and then employ BSOR BN L for the resulting regularization problem. In particular, in order to produce a specific such test problem for a prescribed pair (n, m), we first generate a random matrixM by (5.2) with prescribed density and rc as well, and then form The vectors q and x 0 are randomly chosen. In our testing, we set the same stopping criteria for BSOR BN L as in Section 5.3, and choose n = 10 4 , density = 0.0005 and rc varying from 10 −1 to 10 −2.5 . Analogously, we observed that the number of nonzeros in M is about 5 times than that inM . For a given pair (n, m), we generate 10 such test problems and feed (K, TM , q) to the codes SDPT3 and SeDuMi, while for our codes BSOR BN L, on the other hand, we set the regularization parameter ν = 10 −10 , and solve the problem LCP(K, M + νI n , q). The numerical statistics are summarized in Table 5 .4. It is observed that the performances of SDPT3 and SeDuMi are almost the same as that in Section 5.3, but BSOR BN L has a different performance due to the regularization procedure. Overall, from the achieved accuracy, the CPU times and the fact that M contains about 5 times nonzeros thanM , BSOR BN L in general is very efficient and highly competitive with the other two in this set of tests.
6. Conclusion. In this paper, we have presented two noticeable contributions for the second-order cone linear complementarity problem LCP(K, M, q). As a wellknown and one of the most widely used methods in the classical LCP, the general matrix splitting method, when applied to LCP(K, M, q), is also proved to converge at least linearly, for symmetric and positive definite matrix M, even under the present of rounding errors. This result successfully generalizes the linear convergence of Luo and Tseng [29] into the SOCLCP (1.1). To implement the general matrix splitting method, we next proposed a highly efficient block SOR (BSOR) algorithm, in which the subproblems can be solved by a bisection-Newton (BN) iteration. We have shown that, in each iteration, the resulting algorithm BSOR BN L only involves solving triangular linear systems and invokes O(n 2 i ) flops. Moreover, the algorithm does not destroy the sparse structure of M and is capable of exploiting the sparsity effectively. The efficiency of our methods is demonstrated in our numerical report, by comparing the numerical performance with other state-of-the-art algorithms. 
