The speech distortion weighted multi-channel Wiener filter (SDW-MWF) is considered to control the tradeoff between noise reduction and speech distortion. In a single target speech source, speech correlation matrix can be assumed to be rank-1 in the implementation of the SDW-MWF. We evaluate the rank-1 SDW-MWF as a pre-processor of speech recognizer and discuss regarding optimal distortion weight. We also propose a modified SDW-MWF providing a full range control of speech distortion as well as outperforming the rank-1 SDW-MWF. The experimental results show that aggressive noise reduction strategy is preferable for maximizing the performance of speech recognizer. The results also show that the proposed filter performs better than the conventional rank-1 SDW-MWF.
Introduction
The multi-channel Wiener filter (MWF) has been developed to effectively reduce noise for noise-corrupted speech signal sensed by multiple microphones. The speech distortion weighted MWF (SDW-MWF) was introduced to allow the control of the tradeoff between noise reduction and speech distortion [1, 2] . In the SDW-MWF, large distortion weight results in aggressive noise reduction at the cost of high speech distortion. In an extreme case where the weight is set to 1, all emphasis is put on noise reduction, yielding null waveform. In the other extreme case, setting the weight to 0 results in the reference input waveform with no distortion (unprocessed signal).
In a single target speech scenario, the rank of the speech correlation matrix can be assumed to be one [3, 4] . By applying the rank-1 approximation to the SDW-MWF, we can achieve better noise reduction performance compared to the full-rank implementation [3, 4] . Unlike the full-rank SDW-MWF, the rank-1 SDW-MWF loses the full range control of speech distortion, that is, the speech distortion does not approach 0 even when the weight is set to 0 due to the inaccurate estimate of the speech correlation matrix. We propose a modified SDW-MWF providing the full control of speech distortion as well as outperforming the conventional rank-1 SDW-MWF.
The SDW-MWF has been often evaluated in terms of SNR improvement according to different speech distortion weights [2, 3, 4] . To the best of our knowledge, however, the speech recognition test for the SDW-MWF has not been analyzed before. In this work, we investigate the SDW-MWF as a preprocessor of an automatic speech recognizer in noisy environment. The word error rates are measured with wide range of speech distortion weights and we discuss regarding optimal distortion weight which maximizes the performance of speech recognizer.
SDW-MWF and proposed filter
When a single target signal S arrives at M microphones with additive noise, the frequency domain signal model can be written as
where h is an M-dimensional vector which contains acoustic transfer functions from the sound source to the multiple microphones. y, x and n are the M-dimensional signals indicating the received signal, target component, and additive noise component, respectively. The MWF technique minimizes the mean square error (MSE) between the filtered output and the speech component in the reference microphone signal. Then, the filtered signal Z with the MWF w is computed as
Hereafter, the frequency index ðfÞ is omitted for conciseness. Without loss of generality, we can assume that the first microphone is the reference for the MWF. The MSE which is minimized by MWF is
The residual error energy with the speech distortion weight μ equals
The MWF minimizing the residual error energy in Eq. (4) provides the control of the tradeoff between noise reduction and speech distortion. When μ is greater than 1, more emphasis is imposed on noise suppression at the cost of more speech distortion. The SDW-MWF is written as [3] w
where R x and R n are M Â M correlation matrices defined as
where matrix Q jointly diagonalizes R y ð¼ Efyy H gÞ, R n as
Eq. (8) is the generalized eigenvalue decomposition (GEVD) for the joint diagonalization in Eq. (7). Ã y and Ã n are diagonal matrices as
Ã n ¼ diagf n;1 ; n;2 ; Á Á Á ; n;M g ð 10Þ
The subspace implementation of the SDW-MWF has the advantage that the noise reduction filter can avoid the non-positive semi-definite problem of the estimated correlation matrix of the speech component possibly caused by the noise nonstationarity at low SNRs [4] . In Eq. (6), by setting μ to 1, all emphasis is put on noise reduction, resulting in w ¼ 0. On the other hand, setting μ to 0 results in w ¼ e 1 meaning that no speech distortion is introduced. The GEVD-SDW-MWF (Eq. (6)) can be rewritten as
where q i and q i are the i-th column vector of Q and Q, respectively. In a single target speech source scenario, the correlation matrix of the target speech component R x can be approximated by a rank-1 matrix. The use of rank-1 approximation of R x for calculating MWF has been known to achieve additional improvement compared to the conventional MWF without the approximation [3, 4] . The rank-1 approximation of R x can be achieved by setting as
Thus, the rank-1 GEVD-SDW-MWF can be written as
except when ¼ 0
1
. In Eq. (14), unlike the full-rank GEVD-SDW-MWF, μ approaching 0 does not lead the filter to e 1 . This implies that rank-1 GEVD-SDW-MWF is capable of suppressing noise without speech distortion introduced when μ approaches 0. However, it is true only when the correlation matrix of the target speech (R x ) is estimated without error. The errors in the estimation of R x is inevitable due to the noise non-stationarity and the correlation between the noise and speech component. Thus, the rank-1 GEVD-SDW-MWF (Eq.
Eq. (15) can be obtain by setting as y;i À n;i ¼ , i ¼ 2; 3; Á Á Á ; M instead of Eq. (13). Unlike the rank-1 GEVD-SDW-MWF (Eq. (14)), the proposed filter w 0 ;r1 approaches e 1 when ! 0. Hence, the proposed filter has full range control of speech distortion and also preserves the improved performance of noise reduction inherent to rank-1 SDW-MWF when ¥ is small.
Experimental results and discussion
We conduct the speech recognition test for the noise-suppressed waveforms processed by the GEVD-SDW-MWF and proposed filter in the presence of competing speech. For the competing speech, news clip is recorded at the sampling rate of 16 kHz. For the target speech, we use connected digits taken from the TIDIGITS database [5] . The sampling rate of the TIDIGITS is originally 20 kHz and resampled to 16 kHz. The numbers of digits in the test database range from five to seven, but most of the utterances contains seven digits. Five hundred audio files are taken from 50 speakers (25 male and 25 female, ten files for each speaker). The multi-channel signals are generated by the convolution of a sound source with acoustic impulse responses which are taken from the RWCP Sound Scene Database [6] . The impulse responses for the target signal and interfering signal are both measured 2 m away from the center of the microphone array in real environment. The microphone array is a linear type and has seven microphones with uniform intervals of 5.66 cm. The reverberation time is about 300 ms. The target signal is assumed to be located in front of the microphone array (broadside) and competing speech as interference is coming at the angle of 80°to the direction of the target speech. Competing speech is added to the target speech at four different levels (0, 5, 10, 15 dB SNRs). The algorithm is evaluated using the Sphinx-4 automatic speech recognizer [7] with the TIDIGITS models included as a part of the distribution of Sphinx-4. To assess the performance of the speech recognizer, word error rate (WER) is computed as 1 In the case of ¼ 0, both the numerator and denominator in Eq. (12) for i ! 2 equal zero.
where S is the number of substitutions, D is the the number of deletions, I is the number of insertions, and N ref is the number of words in the reference. ¥ in Eq. (15) is experimentally chosen set to 0.001. Fig. 1 shows the WERs of the rank-1 GEVD-SDW-MWF and proposed filter tested by the Sphinx-4 speech recognizer. The GEVD-SDW-MWF is tested with different rank approximations of R x . For the rank-m approximation, the following equation is applied to Eq. (12)
The distortion weight μ is set to ¼ 2 n , n ¼ À14; À12; Á Á Á ; 18; 20. The results are also tabulated in Table I for ¼ 2 n , n ¼ 3; 4; Á Á Á ; 9. The distortion weight yielding the best performance for each noise reduction filter is described in boldface letters. The underlined boldface letters show the best algorithm at each SNR. The results in Fig. 1 and Table I are summarized as follows.
• Rather larger noise reduction is preferred at the cost of higher speech distortion to minimize WERs in noisy environment. Specifically, ¼ 2 6 and ¼ 2 3 yield the best WERs at 0, 5, 10 dBs and at 15 dB, respectively, for the proposed filter and rank-1 GEVD-SDW-MWF. The aggressive noise reduction strategy has been also reported to be preferred in terms of improving speech intelligibility in noise [8, 9] .
• The results show that the best performance for each filter is obtained with smaller μ for lower rank implementation. For example, at 0 dB SNR, the optimal distortion weights are ¼ 2 6 for rank-1 and ¼ 2 9 for higher rank approximation, which implies that smaller weight on noise reduction is required to yield optimal performance for rank-1 compared to higher rank approximation. This result conforms to the conclusion reported in [4] that the rank reduction is equivalent to leading more aggressive noise reduction. • Rank-1 filter outperforms rank-m (m ¼ 2; 3; Á Á Á ; 7) filters except 15 dB SNR.
The best performance at 15 dB SNR is obtained for rank-7 (full rank for seven microphones) with ¼ 2 7 . At moderately high SNR such as 15 dB SNR, smaller μ or higher rank approximation is found to be preferable to prevent excessive distortion to improve speech recognition performance.
• The proposed filter provides full range control of speech distortion unlike the conventional rank-1 GEVD-SDW-MWF. In Fig. 1 , the WERs of the proposed filter increase approaching those of the unprocessed waveforms 2 as μ decreases.
• The proposed filter shows better performance than rank-1 GEVD-SDW-MWF by employing ¥ for i ! 2 in Eq. (15) alleviating excessive distortion caused by the rank reduction. Though improvements at 0, 5, 10 dB SNRs are not significant, notable error reduction rates are observed at 15 dB (e.g., error reduction rates for ¼ 2 6 and ¼ 2 3 are 11.3% and 12.2%, respectively). 
Conclusion
In a single target speech source scenario, rank-1 implementation can be applied to the GEVD-SDW-MWF for better performance of noise reduction. To provide full range control of speech distortion to the rank-1 GEVD-SDW-MWF, a modified GEVD-SDW-MWF is proposed. The GEVD-SDW-MWF and proposed filter are tested as a preprocessor of automatic speech recognizer. The experimental results show that aggressive noise reduction is preferable for the SDW-MWF to improve the speech recognition performance of noise-corrupted speech. The experimental results also confirm that the proposed filter outperforms the rank-1 GEVD-SDW-MWF and has full range control of speech distortion. The full range control of speech distortion in rank-1 GEVD-SDW-MWF will be tested in terms of speech quality in our future work.
