tamination of surface waters at larger scales that effective mitigation measures can be designed.
I
n recent decades, many carefully designed and perinput data exist to properly parameterize stochastic apformed experimental studies, coupled to theoretical proaches, no one has (to our knowledge) actually comapproaches, have led to an improved understanding of pared predictions with measured pesticide export from the complex interaction of processes that govern pesticatchments. cide fate and mobility at the scale of small soil columns There is still some uncertainty regarding the relative or field plots (Boesten, 2000; Jarvis, 2001) . However, the significance of variability in soil organic carbon content smallest scale of interest for managing and minimizing (which largely controls sorption and to some degree undesirable impacts on the environment is the scale at degradation processes), and variation in solute transport which farmers apply pesticides (i.e., the field scale).
properties and parameters, especially in the presence Moreover, an understanding of the factors controlling of macropore flow. Sensitivity analyses for "chromatolosses of pesticides at even larger scales (i.e., catchments) graphic" flow and transport models show that leaching is becoming increasingly paramount, for example with the is highly sensitive to parameters describing sorption and advent of the EU "Water Framework Directive" (Eurodegradation (Boesten, 1991) , while corresponding analpean Union, 2000) . It is only when we have a sound yses for models that incorporate a treatment of nonunderstanding of the factors responsible for pesticide conequilibrium macropore flow suggest that parameters related to the macropore region show a similar degree of collected annually through personal interviews with the farmof hydraulic conductivity and soil physical properties ers (Kreuger, 1998a) . Before 1997, all but one farmer (2.5% (Lafrance and Banton, 1995) .
of the arable land) cooperated with this investigation. Due to
The objectives of this study were to use the processjoint cultivation with a neighboring farm, the investigation based macropore flow model MACRO (Jarvis, 1994) now also incorporates information from this farm (except for to identify the important controls on pesticide leaching one field of 4.5 ha) since 1997 (Kreuger, 1998b) . In this study, at both field and catchment scales. Monte Carlo simulawe focus on MCPA (4-chloro-2-methylphenoxyacetic acid), tions were run for the Vemmenhö g catchment in southone of the more widely used herbicides in the catchment. It ern Sweden based on cultivation and pesticide usage is applied postemergence mainly to spring-sown cereals, but data derived from farmer interviews and stochastic soil 12 spring applications in the period 1993 to 1999 were also made to autumn-sown cereal crops and one on peas. Table 1 parameter sets representing the variability of soil charshows the amounts of MCPA applied in the catchment, the acteristics. Simulated pesticide losses were compared number of applications, and the total sprayed area each year with measured concentrations in drainflow from a single between 1993 and 1999. In total, 85 fields were sprayed at field for one year (1999) and in the stream at the outlet least once during this period, covering a total area of 598 ha of the catchment for seven years (1993) (1994) (1995) (1996) (1997) (1998) (1999) . Sensitivity (equivalent to 72% of the catchment area). Treated fields were analyses were performed to identify the main sources sprayed with MCPA one to four times during the 7-yr period.
of variation in pesticide losses.
Validation Data MATERIALS AND METHODS

Monitoring of water discharges and pesticide concentrations
Catchment Description
at Vemmenhö g started in 1990 and is still ongoing (Kreuger, 1998a) . In this study, we focused on the measurements made The Vemmenhö g catchment, located in the very south of in the period 1993 to 1999. Culvert flow rates are measured Sweden (55Њ26Ј N, 13Њ27Ј E), is at an altitude of about 45 m using a 90-degree V-notch weir and an ultrasonic sensor above sea level, and has undulating topography with glacial (Model 3210 flow meter; ISCO, Lincoln, NE). Time-weighted till-derived calcareous sandy loam and loam soils. The total water samples (each sample being a composite of subsamples catchment area of 9 km 2 (900 ha) consists of 95% arable land, taken at 10-min or hourly intervals) were collected once or with four major crop types (winter cereals, spring cereals, twice a week from the stream using programmable automatic winter rape, and sugar beets) comprising 95% of the cropped samplers (ISCO) during January-June 1993, May-October area (Table 1 ). The climate in the region is maritime with a 1994, and May-November 1995-1999. More details of the mean annual temperature of 7.2ЊC, and mean summer and sampling procedures can be found in Kreuger (1998a) . winter temperatures of 16 and Ϫ1ЊC, respectively. The length In addition to monitoring outflows and pesticide export of the growing season (mean daily temperature of Ͼ5ЊC) is from the catchment, a representative field, 30 ha in size, loaround 220 d. The long-term (1961 The long-term ( -1990 average annual precated within the catchment at Nä sbygå rd, was used for model cipitation is 662 mm and falls mainly as rain.
calibration and testing at the field scale. At the Nä sbygå rd Extensive drainage systems have been installed within the field, measurements of piezometric pressure (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) , with area and open ditches were covered and replaced by a culvert 8-13 measurements each year) were available at two depths system in a larger part of the catchment during the late 1950s.
for each of three locations, one in a hollow, another at a local About 40% of the field area is systematically drained with watershed or hilltop position, and one on a midslope position. tiles spaced at 16 m and at a depth of approximately 1 m. On
The piezometers located at the hilltop and midslope positions the remaining area, tile drains are installed in an irregular mostly indicated downward-directed hydraulic gradients (i.e., manner, following the natural drainage routes and connecting local recharge). On average, long-term (1993 On average, long-term ( -1999 calculaisolated depressions to the culvert system. The culvert collects tions with the MACRO model (Jarvis, 1994) suggest a yearly tile drainage and also runoff water from surface runoff inlets ground water recharge of approximately 100 mm and a dislocated in topographic depressions in the landscape. Surface charge of approximately 260 mm to the field drainage systems. runoff inlets can also be found along roads and in some farmPiezometers located in the hollow indicated a discharge area yards. The culvert water is discharged into a small open stream with negligible vertical hydraulic gradients. Thus, for topothat flows another 1.1 km to the outlet of the catchment. graphic depressions, piezometric pressure can be considered equivalent to the water table depth. Drain flows are continu-
Data Collection for Management Practices
ously measured in a V-notch weir at the main drain outlet from the field. MCPA was applied on the Nä sbygå rd field on Information on the crops grown, fertilization, and pesticide 21 May 1999 at 0.40 kg ha Ϫ1 and 13 instantaneous grab samples handling and usage on the field scale (i.e., type of pesticide, dose, time of spraying, and field location and size) have been of the outflow were taken during individual peak flow events Spring cereals  33  46  28  35  24  41  47  Winter cereals  20  31  18  39  35  22  24  Sugar beet  23  17  21  10  34  24  18  Winter rape  19  -27  10  2  4  2  Peas  ---1  1  3  1  Applied amount between 27 May and 24 June for determination of MCPA located at other landscape positions. Soil located on midslopes is relatively depleted of clay, presumably due to erosion. In concentrations. A sample collected two days before application indicated that residues of MCPA in the drainage water the hollows, the soil has a higher organic carbon content and therefore a lower bulk density and higher saturated water were close to the level of determination, possibly due to intrusion of shallow ground water contaminated with MCPA from content. At tensions of Ϫ10 cm H 2 O, the hydraulic conductivity is smaller for the soil at the hilltop (Roulier and Jarvis, previous applications. In a recent study, small concentrations of MCPA (up to 0.1 g L Ϫ1 ) have been detected in ground water 2003) due to the higher clay content. The results of the soil surveys showed that the correlation at the Nä sbygå rd field at a 7-m depth (J. Kreuger, unpublished data, 2000 Kreuger, unpublished data, -2004 .
scale of the variation in soil properties was small in relation to typical field sizes, and that the clay content at field and catchment scales had similar means, medians, and ranges. OrPesticide Analyses ganic carbon content also showed similar means and medians Samples were first hydrolyzed with alkali for 15 h at room at both scales, but the range was somewhat larger at the catchtemperature. After acidification to a pH less than 2, the acid ment scale (Jarvis et al., 2001 ). This implies that soil property was extracted. These extractions were performed as liquiddistributions and pedotransfer functions derived from data liquid extraction (using dichloromethane) until 1997 when it collected at Nä sbygå rd may be reasonably representative of was replaced by solid-phase extraction (ENVϩ; International the Vemmenhö g catchment as a whole. The reason for this Sorbent Technology, UK). To preclude any systematic differis that the catchment is relatively small and homogenous with ences between the two extraction methods, the first 65% of the respect to agro-environmental conditions (soil type, cropping samples in 1997 were run using both extraction methods. Subpattern, soil management, and topography). sequent extractive alkylation with pentafluorobensylbromide and gas chromatography was conducted as described by Å ker- blom et al. (1990) . The analyses were performed using gas chromatography and mass spectrometry (GC-MS), with a recovery Soil samples were collected at different depths and landefficiency of 93% for the liquid-liquid extraction and 99% for scape positions at Nä sbygå rd in January 2002 for estimation the solid-phase extraction. The results were not corrected for reof MCPA degradation rates in laboratory incubation expericovery efficiency. The limit of determination (LOD) was 0.1 g ments. Two replicate subsamples were taken from each of L Ϫ1 in samples analyzed in 1993-1996, which then improved eight sampled locations, giving sixteen incubation experiments to 0.02 g L Ϫ1 from 1997. A surrogate analyte (2,4,5-TP) was in total. Particle size distribution and organic carbon content used to monitor the accuracy and precision of the analytical were also determined for each sample location. procedures and concentrations were corrected according to MCPA degradation did not strictly follow first-order kinetextraction efficiency of the analyte.
Incubation Experiments
ics. Instead, the samples demonstrated the fast metabolic degradation that phenoxy-acid herbicides often undergo (Stenströ m,
Soil Properties
1992). Nevertheless, fitted pseudo-first-order rate coefficients (0.69 Ͻ R 2 Ͻ 0.93) were used in the model analysis since Three separate soil sampling campaigns were performed MACRO only allows for first-order degradation kinetics. No with the objectives to (i) obtain basic soil data that could be significant differences between degradation rates were obused to develop local-scale pedotransfer functions for model served between topsoil and subsoil samples (p Ͻ 0.05) and parameters, (ii) compare the spatial variation of fundamental likewise no significant statistical relationships (p Ͻ 0.05) could soil properties at the field and catchment scales, and (iii) investibe established between the derived rate coefficients and partigate the relationships between soil properties and landscape cle size distribution or organic carbon content. position. Thus, a grid soil survey covering the entire Vemmenhö g catchment was performed in 1998 at a measuring distance of 333 m, yielding the particle size distribution (in nine size
The Model
classes) and organic carbon content at 51 locations in the MCPA leaching at field and catchment scales is analyzed and topsoil, 24 locations in the subsoil at both 50-and 75-cm interpreted with MACRO Version 4.3b (Jarvis, 1994) using depths, and 18 locations at the 100-cm depth (Svensson, 1999) .
a Monte Carlo technique to account for the spatial variability Also, at four locations across the catchment, soil pits were of model parameters. MACRO is a one-dimensional profiledug for soil profile descriptions, and cylinder samples (7.2-cm scale model, and therefore may be an inappropriate choice for diameter, 5-cm height) taken for measurements of soil water many catchment-scale studies. However, due to some special retention and saturated hydraulic conductivity.
features of the Vemmenhö g catchment, MACRO is a suitable At Nä sbygå rd, the relative elevation was surveyed at 77 model for studying diffuse pesticide losses in this case. The measuring points and the organic carbon content and particle catchment is small, the variability in soil characteristics is limsize distribution of the topsoil (0-to 25-cm depth) were anaited, and the input and transport routes are all well-defined. lyzed. At 16 locations, the soil was also sampled at the 25-to There is very little surface runoff and no spray drift input 50-, 50-to 75-, and 75-to 100-cm depth. Measurements were (due to the culverting), and the drainage systems at Vemmenalso made of near-saturated hydraulic conductivity of the tophö g create rapid connections between field leaching losses and soil using a tension infiltrometer, soil organic carbon content, the catchment outlet. Although base flow contributes signifisoil particle size distribution, and soil water retention at three cantly to stream flow 1.1 km further downstream, especially landscape positions representative of hilltops, slopes, and holduring low flow conditions (Kreuger, 1998a) , our monitoring lows. Replicate soil columns (20-cm diameter, 20-cm height) data at the outlet of the culverted drainage system showed very were sampled at each landscape position for subsequent deterlittle influence of ground water inflow. Thus, the processes that mination of solute transport parameters (e.g., dispersivity) in influence pesticide loadings and concentrations in the stream breakthrough experiments conducted with a nonreactive tracer correspond closely to those included in the model. (Cl Ϫ ) and MCPA (Roulier and Jarvis, 2003) . These studies MACRO is a dual-permeability model that accounts for showed that the soil properties were dependent on topogramacropore flow by dividing the soil into two separate but phy. On hilltops, the soil has a higher clay content, lower organic carbon content, and higher bulk density than soils interacting pore systems (micropores and macropores) each characterized by a degree of saturation, conductivity, and waat Skurup. Total precipitation amounted to 93 to 95% of the precipitation at Skurup. Hence, 95% of the precipitation at ter flow rate. In the micropores, vertical water flow is calculated with Richard's equation, the soil water release characterSkurup was used as model driving data. The simulations were run from 1 Jan. 1992 to 31 Dec. 1999, istic is described by the Brooks and Corey (1964) equation, while hydraulic conductivity is calculated by the Mualem but we only report results for MCPA losses for the last seven years. The first year of each simulation was considered as a (1976) model. In the macropore domain, water flow is treated as a noncapillary, gravity-driven process. If the precipitation "warm-up" period for the model hydrology as the predictions are not independent of the (unknown) initial conditions. intensity exceeds the infiltration capacity of the micropores at the soil surface the excess water is routed to the macropores in the uppermost soil layer. Lateral water exchange from mac-
Model Application
ropores to micropores is calculated using a first-order approxi-
The information on soil properties at Vemmenhö g, gathmation to the water diffusion equation (i.e., ignoring gravity). ered in the soil surveys, was used to estimate probability distriPesticide transport in the micropores is calculated using the butions for uncorrelated "master" soil properties and to derive convection-dispersion equation with source-sink terms for pedotransfer functions from which "slave" soil properties, demass exchange between macro-and micropore domains, latpendent on the "master" soil properties, were calculated. The eral leaching losses to drains, and degradation. In the macidea behind "master" variables is that they are fundamental ropores, dispersion is neglected since solute transport is ascharacteristics that cannot be estimated from other properties. sumed to be dominated by convection. Mass exchange between
The "master" variables were sampled using the Latin hypermacro-and micropores is calculated as a combination of diffucube method (McKay et al., 1979) . Sensitivity analyses were sion and convection terms (Jarvis, 1994) . The solute concentraperformed based on the results of Monte Carlo simulations. tion in water routed to the macropores at the soil surface is calculated assuming an instantaneous local equilibrium and complete mixing of net rainfall with the water stored in a Uncorrelated Distributions of "Master" Variables shallow surface soil layer or "mixing depth" (Steenhuis and Based on measured data for the catchment, five fundamenWalter, 1980). Sorption is described as an instantaneous protal properties (particle size distribution index, characteristic cess calculated according to a Freundlich isotherm. Degradaparticle size, organic carbon content, pH, and the first-order tion is predicted in the model assuming first-order kinetics.
degradation rate coefficient) were found to be uncorrelated Field degradation rates are predicted from reference rate co-(p Ͻ 0.05). Three additional soil properties, reflecting soil efficients measured in the laboratory, accounting for soil moisstructure (mixing depth, topsoil macroporosity, and subsoil ture and temperature effects using simple functions (Boesten macroporosity) , were assumed to be uncorrelated, since the and van der Linden, 1991).
amount of data was not sufficient to test for possible correlaPotential evapotranspiration is calculated using the Pentions. These eight uncorrelated soil properties were treated man-Monteith equation (Monteith, 1965) . Root water uptake as stochastic Monte Carlo "master" variables (Table 2) . is calculated as a function of the evaporative demand, soil
The particle size distribution index and the characteristic water content, and root distribution (Jarvis, 1989). Empirical particle size were derived by least square regression analysis, functions are used to define the leaf area and root developfitting a curve of van Genuchten (1980) type to the measured ment of annual crops. In this study, a water table is assumed cumulative particle size distributions (Haverkamp and Parto be present in the profile, and the vertical recharge to ground lange, 1986). The fits were good, with an average R 2 value of water is calculated as a linear function of the time-varying 0.99. There were no significant differences between topsoil water table height. Water flow to field drains is calculated from and subsoil distributions of particle size distribution index all saturated soil layers in the profile using seepage potential (p Ͻ 0.05). For the characteristic particle size, the means were theory (Leeds-Harrison et al., 1986) . not significantly different but the variance of the subsoil was significantly larger (p Ͻ 0.05). These variables were treated Driving Data and Simulation Setup as constant with depth (Table 2) . Organic carbon content was found to decrease and pH Daily precipitation and meteorological variables were recorded at the synoptic meteorological station Skurup located increase with depth. Each of these trends was described by a reference function and associated distributions of scale factors 6 km to the northeast of the catchment. Measurements made within the catchment during the summer months showed that (Table 2) , by applying functional normalization based on least squares regression analysis (Tillotson and Nielsen, 1984) . precipitation amounts and distribution were similar to those Table 5 for the field-scale simulations at Nä sbygå rd. The "Slave" parameters were linked to one or more of the eight distributions of effective diffusion pathlength, saturated hy-"master" variables through local pedotransfer functions (Tadraulic conductivity, and sorption coefficient show, as exble 3) derived by applying least square regression analyses to pected, significant skewness. The generated distributions used the data acquired in the soil survey and measurement camfor the catchment-scale simulations are nearly identical since paigns. Six of these pedotransfer functions are accompanied the same functions and distributions were used. However, by normally distributed regression error terms (ε), reflecting the generated parameter ranges are slightly different in some the strength of the functional relationships.
cases, since the number of simulations differed. "Cut-off values," based on expert judgement, were used in some cases to Deterministic Parameters prevent unrealistic extreme values (Table 5) . Two hundred A number of model parameters were treated deterministisimulations were run for the Nä sbygå rd field for the period cally (Table 4) , either because they were considered a priori as 1992 to 1999, each nominally representing an area of approxiless sensitive (Dubus and Brown, 2002) , or because insufficient mately 0.15 ha. The means and coefficients of variation for data was available to predict their variation. The organic carthe two model outputs that we focus on here (the total amount bon partition coefficient and the Freundlich exponent were of MCPA leached and maximum concentration of MCPA in set to average values of 70 cm 3 g Ϫ1 and 0.75 respectively, the stream) were constant for sample sizes larger than approxibased on data contained in unpublished confidential company mately 105. reports, and results in the published literature (e.g., Riise et The aggregated output was compared with water discharges al., 1994; Socías-Viciana et al., 1999) . Interception of pesticide and concentrations of MCPA in the outflow from the field in by the growing crop was calculated as a linear function of the spring 1999. For comparative purposes, a single "determinissimulated leaf area at the time of application. "Washoff" and tic" run using the "average" soil was also performed in addition dissipation of the intercepted pesticide was calculated using to the stochastic simulations. The "average" soil is defined by default values in the model. the means of the uncorrelated input distributions, and for the As a special case, the parameter controlling ground water "slave" parameter distributions, estimates calculated with the recharge was determined in preliminary deterministic simulapedotransfer functions assuming ε ϭ 0. tions for the Nä sbygå rd field based on the "average" soil (see definition below) by calibration against measured drainflows Monte Carlo Analysis at the Catchment Scale and piezometric pressures.
We adopted a deterministic treatment of the management Monte Carlo Analysis at the Field Scale of the individual fields within the catchment sprayed with MCPA, utilizing our almost complete knowledge from farmer The "master" variable distributions shown in Table 2 and questionnaires of the field size, dose, timing of application, the pedotransfer functions in Table 3 were used to generate and dates of crop sowing and harvest (Table 1) . Each treated Table 4 . Parameters treated deterministically.
field was randomly assigned stochastic "soil parcels" or "sub-
Parameter Value
areas," with a probability of assignment in proportion to the size of the field. A total of 620 Monte Carlo simulations were seemed little point in treating this area stochastically. For each of the crops in the rotation (Table 1) , hydrological simulations pesticide leaching throughout the application year, but this is impossible to describe by only one variable. Two important were run for the "average" soil. The drainage and runoff predicted from these five simulations were mixed with drainage features of rainfall are the rain amount and distribution. Two sensitivity analyses were performed in which the variation of and runoff from the stochastic "soil parcels," in proportion to the yearly areal coverage of the different crops.
precipitation was expressed either as the total precipitation or as the maximum daily rainfall amount during a certain number of days following application. The number of days Sensitivity Analysis following application was varied to find the optimal represenSensitivity analyses were performed to identify which input tation of precipitation. variables contributed most to variability in the output. The Partial rank correlation coefficients (PRCC; Kendall and information obtained from such an analysis is useful when Stuart, 1979) were calculated between the model inputs and trying to reduce predictive uncertainty, since it determines the two "target" model outputs. Rank transformed data gives which variables should be given priority in additional data equal weight to all values in the distributions used in the collection or research to strengthen the knowledge base. It analyses, irrespective of the type of probability distribution should be noted that although the results of the sensitivity and size of standard deviation. Calculation of a PRCC between analysis can be used to assess the relative importance of those two variables eliminates any indirect influence on their relamodel input parameters treated stochastically, the actual varitionships due to the other variables (Conover, 1980) . Hence, ability in MCPA leaching will also be significantly influenced even when the input variables are correlated, PRCCs will by variations in variables that are not included (e.g., spatial determine their independent effects on the output. It should variation in rainfall across the catchment, Freundlich expobe mentioned that, in the present study, all "master" soil nent, organic carbon partition coefficient).
properties and error terms are uncorrelated (except for correTwo outputs of ecotoxicological interest were investigated, lations arising stochastically from the sampling), whereas the namely the maximum concentration of MCPA and the total variables dose of applied MCPA, LAI at the time of applicaloss of MCPA to the stream. Large but transient concentration, and precipitation are to some extent correlated. tions of pesticides may lead to acute toxicity in plants and
Analyses based on PRCCs are qualitative, that is, the input animals, while a prolonged "chronic" exposure to lower convariables are ranked in order of importance and do not give centrations may also be harmful. The first year of application any information on how much a given input variable is more was chosen for the sensitivity analyses for the "sub-areas" in important than another. Only first-order terms (the "main" Vemmenhö g that were sprayed more than once during the effects) are accounted for. As a result, the importance of those simulation period. The total amount of leached MCPA reparameters that influence output mostly through interactions sulting from one application was calculated from 1 April (i.e., may be overlooked in the analysis. Rank transformations are month of earliest application) to 31 December (i.e., winter only appropriate when relationships between inputs and outleaching of MCPA is assumed to be insignificant). Measureput are monotonic. The R 2 value obtained from a multiple ments of MCPA concentrations in the stream during the pelinear regression between ranked output and ranked uncorreriod January to April in 1993 (Kreuger, 1996) and 2002 lated input variables was calculated as a measure of the degree (Kreuger, 2003) support this assumption. No MCPA was deof monotonicity (Saltelli and Sobol, 1995) . tected in January to April 1993 and only traces of MCPA (concentrations less than 0.02 g L Ϫ1 ) were found during the same period in 2002.
RESULTS AND DISCUSSION
In addition to the eight "master" variables (Table 2) and six error terms of the local pedotransfer functions (Table 3) estimated by 12% in the period 1993 to 1999, while the RMSE in daily discharge was 1.04 mm. Since maximum 9.7, and 10.1 mm, respectively. Only the second of these concentrations of MCPA occur shortly after application three peaks is matched by the measurements, perhaps (Kreuger, 1998a) , it is important to capture the small due to the relatively low sampling frequency during outflows measured during the dry summer months. For this period. According to the simulations, 0.05% of the the summer months (May to August), the discharge applied amount leached from the field in the 40 d followwas only overestimated by 6%, and the RMSE in daily ing application. Simulated loss of MCPA was dominated discharge was 0.38 mm. Figure 1 shows that for the by drainage with 97% of the simulated loss transported critical period following MCPA application in 1999, the by drain flow. Simulated MCPA leaching via drain flow stochastic approach closely matched the measurements occurred from 127 of the 200 "sub-areas" and one of at the Nä sbygå rd field, both in pattern and magnitude, these "sub-areas" also lost MCPA via surface runoff. although simulated peaks occurred 5 to 20 h earlier than Simulated MCPA loss from the "average" soil was exthe measured peaks. These slight time lags are due to tremely small (maximum concentration is 3 ϫ 10 Ϫ14 g the use of daily rainfall data in the MACRO model. In L Ϫ1 ), which is probably explained by the failure of the MACRO, the total daily precipitation always starts at "average" soil to predict macropore flow during the midnight, with a duration calculated from a user specitime period following application. fied intensity (in this study 5 mm h Ϫ1 ), which is kept constant during the whole simulation period. As shown
Catchment-Scale Simulations
in Fig. 1 , the simulation of a single deterministic parameter set using the means of the input distributions ("averSimulated aggregated outflow generally closely resemage" soil) failed to capture the measured peak outflows bled measured outflows from the Vemmenhö g catchgiving instead a smooth attenuated drainage response. ment (RMSE ϭ 0.64 mm d Ϫ1 ; Fig. 3 ). In 1993 to 1996, This is presumably because peak flows are generated the measuring instrument at the monitoring station ofby combinations of parameter values (especially those ten failed to register large outflows, so measured high controlling macropore flow) that cannot be captured in outflow peaks cannot be compared with simulated flows. a deterministic simulation.
With the exception of the very dry month of May in Figure 2 shows that simulated MCPA concentrations 1993, it is evident that the important outflows occurring were in good agreement with the measurements at Nä sduring summer months are successfully simulated (disbygå rd, at least with respect to magnitude. MCPA was charge was overestimated by 6%, RMSE ϭ 0.20 mm d
Ϫ1
detected in the outflow from Nä sbygå rd at concentrafor May to August, 1993 to 1999). Although not shown tions up to 14 g L Ϫ1 13 d after application in connection here, running the model for the "average" soil gives a to a heavy rainfall of 22.1 mm that presumably genertotal outflow that is very close to that measured, but the ated macropore flow. In the simulation, there are three simulation fails to capture the small but critically imporsubsequent concentration peaks, occurring 15, 16, and tant summer outflows. The stochastic approach manages to capture these small outflows due to drainage resulting 18 d after application corresponding to rainfalls of 8.9, from certain input parameter combinations that are on an annual basis. Since both simulated and measured missing in the simulation with the "average" soil.
concentrations are often either below or close to the Measured MCPA concentrations in the stream are LOD, the estimated loads in Table 6 underestimate the compared with those simulated with the Monte Carlo true totals. To protect the aquatic environment, Cromapproach in Fig. 4 , while Table 6 compares total loads mentuijn et al. (1997) defined a no-effect concentration for MCPA of 1.7 g L Ϫ1 . Thirteen measured concentrations exceeded the no-effect concentration, with seven of these occurring in 1993, a year when concentrations as large as 10, 30, and 60 g L Ϫ1 were detected in the stream (Fig. 4) . These large concentrations were clearly caused by point-source pollution from filling or cleaning spraying equipment, since they occurred during recession flows with no connection to flow peaks in the stream. As an example, Fig. 5 shows this pattern for 1997. Such evidence of significant point sources was noted in all other years except 1998 and 1999. Kreuger and Nilsson (2001) reported that total pesticide loadings to the stream decreased by 90% during the 1990s probably as a result of advisory campaigns targeted at farmers' handling of spraying equipment and the introduction of biobeds (Torstensson, 2000) on many farms in the with little influence on model predictions is very low (Dubus and Janssen, 2003) .
Of the 14 input variables, 9 were significantly (p Ͻ 0.05) correlated to the simulated amount of MCPA tive diffusion pathlength, regulating the exchange of water between the macropore and micropore domains, catchment. Most simulated concentrations are smaller was the most important variable. This calls for further than the LOD, and in 1993 , and 1997 research to elucidate what these unexplained variations never exceeded. All but 4 of the 122 simulated concendepend on. Since it is impossible to measure, a substantrations were smaller than the equivalent measured contial part of the pedotransfer error may originate from centrations. Apart from the fact that the model does the uncertainty in estimating effective diffusion pathnot include point sources, this underestimation may also length by inverse procedures (Roulier and Jarvis, 2003) . partly arise from model errors or modeller subjectivity, The significant influence of bulk density and the Brooksor because one or more input distributions did not accuCorey pore size distribution index is probably due to rately reflect conditions in the catchment. In agreement the influence of these variables on the saturated matrix with the limited available measurements, simulated conductivity through the pedotransfer functions (Table 3) . MCPA concentrations during winter (January to April)
As bulk density increases, the saturated matrix water were very small (ϽϽLOD).
content decreases, and so does the Brooks-Corey pore Although it is recognized that the model is only valisize distribution index. Both lead to a decrease in the dated against the integrated observed response at field saturated matrix hydraulic conductivity, which will in and catchment scales, it is interesting to note that beturn generate macropore flow more frequently. This is tween 1 and 17% of the sprayed "sub-areas" were presupported by the high ranking (third) of saturated madicted to contribute 90% of the annual amount of trix conductivity in the sensitivity analysis. Thus, four MCPA leached in the years 1993 to 1999. This implies of the five most influential input variables are strong that a "best management strategy" to minimize impacts determinants of the strength of macropore flow as simuon surface waters would be avoidance of pesticide applilated in the model. The Brooks-Corey pore size districations to fields or parts of fields within a catchment bution index may also be important in itself: a decrease identified as "hot spots" for diffuse losses.
in the Brooks-Corey pore size distribution index decreases the drainable porosity, which increases susceptibility to leaching to drains.
Sensitivity Analysis
Since the influence of mixing depth and matrix disperField-Scale Sensitivity Analysis sivity on predicted leaching are small compared with other variables, time-consuming calibration activities to The R 2 values for the multiple linear regressions at find good representations of these variables may not be Nä sbygå rd were 0.74 and 0.75 for the total amount of justified. Indeed, in the inverse modeling effort reported MCPA leached and the maximum concentration, reby Roulier and Jarvis (2003), these two parameters were spectively. Hence, the model is at least 74 to 75% monoso insensitive that their initial uncertainty domains could tonic. The results of the field-scale sensitivity analysis for not be reduced in some cases. the two different output variables were almost identical Of the "master" soil properties, organic carbon consince they were very strongly correlated. Therefore, only tent was the most important variable, ranking fourth over-PRCC values for the total amount of MCPA leached all. The influence of organic carbon content is due to are shown in Table 7 . These results should be interpreits combined effect on the effective diffusion pathlength ted with care, since the mutual order of ranking among (Table 3 ) and the sorption distribution coefficient of variables with similar PRCC values is uncertain, due to the pesticide. Variation in sorption is mainly explained possible non-monotonicity of the model (A. Saltelli, by the variations in organic carbon content (R 2 ϭ 0.99 personal communication, 2003) . Moreover, the replicability of the mutual order of ranking among variables for unranked data), since pH in the calcareous soil at applications generally result in smaller pesticide leaching since a smaller fraction reaches the soil surface due Nä sbygå rd is much larger than the pK a value of MCPA.
to crop interception and because the soil is generally The influence of pH on predicted MCPA leaching was drier. Excluding autumn sown crops, the median applitoo small in relation to the other variables to be ranked cation of MCPA took place 43 d after sowing, but with at this level of significance (p Ͻ 0.05). a wide range (11-73 d) . A large range of leaf area indices It is interesting to note that the influence of variations (0.03-3.72) was therefore simulated at the time of appliin degradation rate was small in relation to the other cation. Ranked ninth, the variation in the actual dose variables. This is quite contrary to the results of previous of MCPA was apparently much less important than studies. For example, Dubus and Brown (2002) investivariations in crop interception in controlling predicted gated the sensitivity of pesticide leaching simulated by leaching via the effective dose at the soil surface. the MACRO model to 43 primary input parameters in For the soil properties and pedotransfer errors, the four contrasting scenarios, and found the degradation mutual ranking was very similar to the Nä sbygå rd fieldrate constant to be one of the most influential input scale sensitivity analysis. This is not surprising since the parameters (ranked first to fourth). This discrepancy is Monte Carlo samplings were based on identical parameprobably explained by the fact that the nominal values ter distributions in the two cases. for the degradation rate constants assumed for the two pesticides studied by Dubus and Brown (2002) were smaller and their range much broader than for MCPA in CONCLUSIONS our study. Indeed, the variability in MCPA degradation Cultivated soils are often very heterogeneous with found in the incubation experiments for Nä sbygå rd soil respect to hydraulic and chemical properties, allowing was unusually small (CV ϭ approximately 8%, Table 2 ). a large range of transport velocities, and conditions for This may partially be explained by the small number of degradation and sorption. The stochastic parameter sets samples (N ϭ 16), but it is more probably due to the fact created to account for these variations successfully prethat rapid metabolic degradation was observed. Other dicted the hydrologic response of the field and catchstudies of field-scale variability of pesticide degradation ment. In contrast, a single deterministic parameter set usually point to larger variation. Walker et al. (2002) using the means of the input distributions ("average" found that within a single field the half-life of isoprosoil) failed to reproduce the small but important summer turon varied from 6 to 30 d and for chlorotoluron from outflows captured by the stochastic simulation. For the 34 to 203 d. This comparison emphasizes that parameter field-scale simulation in spring 1999, the "average" soil rankings for sensitivity to pesticide leaching are highly also greatly underestimated MCPA leaching, due to the site and compound specific. low drainage simulated during the critical period following application. With the stochastic approach, however, Catchment-Scale Sensitivity Analysis there was a good resemblance between the aggregated output of the simulations and measured MCPA concenLike the field-scale sensitivity analysis, the results for the catchment-scale sensitivity analysis were very simitrations in drainflow at the field scale. At the catchment scale, the stochastic approach underestimated the conlar for both target outputs (MCPA load and MCPA maximum concentration) (R 2 ϭ 0.99 for ranked data). centrations of MCPA in the stream. This is mostly attributed to the occurrence of point-source contamination, This is because of the very short half-life of MCPA, which means that almost all the leaching occurs soon after but other factors probably also contributed, including model errors and the fact that the distributions used for application in a limited number of flow "events." Thus, results for only one of the target outputs are presented the input variables may not have accurately reflected conditions in the catchment. in Table 8 .
Of the 17 input variables, 13 significantly influenced The error in calculating the effective diffusion pathlength was the most influential variable in the sensitivity the predicted loss of MCPA (Table 8 ). The variation in
