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Abstract
For the last two decades, with the fast development of electronics, cheap
and lightweight flight controllers, accelerometers, global positioning sys-
tem and cameras have become readily available, which lead to a rapid
growth of small commercial multi-rotor Unmanned Aerial Vehicles (UAV).
The multi-rotor unmanned aerial vehicles are unstable systems due to their
physical structures and feedback control systems underpin their operations
and are paramount in the design and implementation of unmanned aerial
vehicles. This thesis is dedicated to the topics of quadrotor controller de-
sign, automatic tuning and performance evaluation of their feedback con-
trol systems. Six key contributions are made in this research: (1) critical
evaluation of conventional model-based quadrotor UAV controller design;
(2) novel quadrotor PID control automatic tuning process with potential
wide applications; (3) quadrotor control system performance assessment
method via step response identification; (4) design and performance as-
sessment of cascade and centralized quadrotor control using Model Pre-
dictive Control (MPC); (5) design and simulation of Quadrotor Discrete-
Time One-step-ahead Predictive Control (DOPC) design; (6) design and
implementation of two quadrotor UAV test rigs for validations of the pro-
posed control strategies.
In this thesis, a critical review of the conventional conventional model-
based quadrotor flight controller design is firstly conducted. Numerical
simulations and experimental tests show the simplified integrator model
and the neglected dynamics, which are commonly used in the conven-
tional quadrotor controller design, can dramatically affect the closed-loop
responses of the systems. The problems existed in the conventional model-
based PID controller design serve the motivation to develop the PID auto-
tuner.
The key idea behind the proposed auto-tuner is to fit the dominant dy-
namics of a physical plant into a simplified integrator plus delay model,
which is then used to design the PID controller. The auto-tuner ensures
a sound closed-loop control performance, without endangering the un-
manned aerial vehicles and providing engineers and practitioners with re-
liable controller parameters. Another important issue for future quadrotor
applications is how to reliably assess its closed-loop control performance
and identify potential faults before flight. To address this problem, a novel
approach to assess the closed-loop control performance of a quadrotor
UAV is proposed in this thesis, which gives an intuitive way to more pre-
cisely evaluate the designed controllers and to obtain better controller tun-
ing parameters. The auto-tuner and the proposed performance assessment
scheme are evaluated on the self-made test rigs with final validations on
flight tests.
This thesis also covers the topic of quadrotor linear and nonlinear predic-
tive control. For linear MPC, both centralized MPC and cascade MPC con-
trol architectures are designed for the quadrotor position controls. From
the comparison, the advantages of cascade MPC over centralized MPC
are highlighted. In addition to linear MPC, a novel optimization based
discrete-time nonlinear predictive controller (DOPC) is developed. The
main benefit of DOPC is to enable the quadrotor to fly with large Euler
angles, so that it can make aggressive manurer and handle larger distur-
bance. Robustness analysis is conducted on the DOPC quadrotor control
system.
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Introduction
1.1 Motivations and Objectives
Over the last two decades, the Unmanned Aerial Vehicles (UAV) have drawn signifi-
cant attention in both civilian and military aspects, due to that they have high potentials
in Intelligence, Surveillance, and Reconnaissance (ISR) applications with less cost and
more flexibility than manned aircraft. A quadrotor, also called a quadcopter, is a multi-
rotor helicopter lifted and propelled by four rotors. It is an unique type of UAV which
has Vertical Take Off and Landing (VTOL) ability. Figure 1.1 shows quadrotor’s clas-
sification in different kinds of aircraft [Bouabdallah, 2007]. The quadrotor architecture
has become a very popular one because of its simple mechanical structure and favor-
able dynamic characteristics. Although quadrotors are open-loop unstable, like most
rotorcraft architectures, they exhibit a good degree of decoupling, which makes the
flight controller design easier than conventional helicopters [Bergamasco and Lovera,
2014]. Additionally, with the fast development of electronics industry, nowadays most
of the commercial quadrotor platforms are equipped with electronic stabilization sys-
tems at an affordable price.
A quadrotor UAV is an unstable system because of its physical structure, thus, con-
trol system design and implementation are paramount in the applications of quadrotor
UAVs[Li and Song, 2012]. Many control methods have been proposed for the quadro-
tor attitude control problem, such as PID and linear quadratic control [Bouabdallah
et al., 2004; Corke, 2011], MPC control [Alexis et al., 2010], H∞ control [Raffo et al.,
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Aircraft
Lighter than air Heavier than air
Non-motorized Motorized Non-motorized Motorized
Balloon Blimp Glider Plane Rotorcraft VTOL
Quadrotor
Figure 1.1: Aircraft classification
2010], backstepping control [Ha et al., 2014; Madani and Benallegue, 2006] and slid-
ing mode control [Lee et al., 2009]. However, Bouabdallah [2007] and Pounds et al.
[2010] discussed that, in practice, cascaded PID control, which is also the most widely
used quadrotor control technique, provides comparable or even better performance
than more complex controllers due to its simplicity and robustness.
The quadrotor PID flight controller design normally consists the following steps.
The first step is to develop the mathematical model of the quadrotor from physical laws.
The second step is to measure the physical parameters. The third step is model-based
flight controller design and simulation.
One of the problems in the conventionally model-based quadrotor controller design
is, the commonly used integrator model can be overly simplified. More specifically,
in the cases when the actuator dynamics is not sufficiently fast, neglecting the actu-
ator dynamics may seriously degrade the closed-loop system’s performance. Using
a high order model for controller design could solve this problem. However, high
order model may complicate the design process, and more importantly, model param-
eter mismatches can still degrade the closed-loop system’s performance. To obtain
a quadrotor’s mathematical model, physical parameters of all quadrotor components,
such inertia terms, the thrust constant and the drag constant need to be measured. The
errors of these parameters may accumulate, resulting in an inaccurate model. Con-
sidering the quickly expanding quadrotor hobby market, where the accurate physical
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parameters of the quadrotor are rarely provided by manufacturers and hard to mea-
sure, developing an automatic tuning procedure of the quadrotor PID controller is both
necessary and significant. This auto-tuner should lead to the suitable PID control pa-
rameters with out any human intervention.
Aside from control system design and implementations, another important issue
for future quadrotor applications is how to reliably assess its closed-loop control per-
formance without endangering the UAV. Possibly, it also has implications on faulty
detection and avoidance in the early stage.
In order to assess the closed-loop control performance of a UAV, it is well un-
derstood that the numerical simulation[Lee et al., 2009; Lungu and Lungu, 2013;
Mian and Wang, 2008; Voos, 2009] and dynamic response tests are required to reveal
whether the closed-loop system has a suitable settling time, under-damped modes, and
steady-state error. However, it will be discussed later in this thesis, the numerical sim-
ulations may not reveal the true dynamics of the system due to the inaccurate plant
parameters measured. Additionally, the direct step response testing results can also be
masked and corrupted by noise and disturbances. Thus, one of the objectives of this
research is to find another way to more precisely evaluate the designed controllers and
to obtain better controller tuning parameters.
Quadrotors are nonliner multi-input and multi-output systems. In order to design
PID controllers for a quadrotor, the nonlinear equations need to be linearized under
the small Euler angle assumption. Additionally, the linearized system still requires
decoupling before PID controllers can be designed for each channel separately. A
few problems exist in such design method. Firstly, in order to maintain the small
Euler angle assumption, the Euler angle reference signals need to be limited. However,
in a cascade PID control structure, those Euler angle reference signals are generated
by three individual controllers so they are not optimized. Secondly, constraints need
to be applied on the control signals to protect the actuators. Nevertheless, for the
same reason, the control signals are not optimized in the cascade PID control structure.
There are two possible ways to solve above problems. The first one is to employ
the linear MPC to deal with the constraints on the Euler angle reference signals and
the control signals. The second one is to use a nonlinear control technique that can
optimize the quadrotor’s control signals and make it work under any Euler angles.
What has been discussed above becomes the motivations of design linear MPC and
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nonlinear predictive control on the quadrotor.
1.2 Literature Review
1.2.1 Quadrotor UAVs
In late 2000s, with fast development of electronics, cheap and lightweight flight con-
trollers, accelerometers, global positioning system and cameras became readily avail-
able, leading to a rapid growth of small commercial quadrotors along with other multi-
rotor configurations [Gupte et al., 2012; Lucieer et al., 2014; Sarris and ATLAS, 2001].
In the meantime, many research groups began to use quadrotors as their UAV re-
search platforms. For example, In 2010, the University of Tasmania and the Australian
Antarctic Division made use of Mikrokopter (an open source quadrotor plateform )
to monitor moss beds in Antarctica [Lucieer et al., 2012]. The same research group
also used a quadrotor UAV for forest change detection purpose [Wallace et al., 2012].
There are also a few university-level quadrotor UAV projects. In [Sa and Corke, 2011,
2012] , the author proposed to use low-rate onboard laser range finder instead of on-
board cameras to realize the velocity estimation. The test bed for their research is
MikroKopter research platform. In [Singh and Fuller, 2001], the research group focus
on the development of trajectories and controllers enabling aggressive maneuvers such
as flying through narrow, vertical gaps and perching on inverted surfaces with high pre-
cision and repeatability. Many research groups or institutions have constructed their
own quadrotors to suit specific purposes [Bouabdallah and Siegwart, 2006; Guenard
et al., 2008; Hoffmann et al., 2004; Meier et al., 2011]. There are also many commer-
cially available platforms such as Draganflyer X4, Asctec Hummingbird, Gaui Quad
flyer, Parrot ARDrone, and DJI Wookong. Additionally, there are a number of open
source projects for quadrotors such as Arducopter, Openpilot, Paparazzi, Pixhawk,
Mikrokopter, KKmulticopter, Aeroquad. Those test platforms make the verification of
the proposed control methods much easier.
Quadrotor trajectory planning and tracking is another widely studied topic. In
[Hoffmann et al., 2008], the author developed an approach to track a planned sequence
of desired trajectory. In [Teuliere et al., 2011], the problem of chasing a moving ground
target is analyzed. In [Alexis et al., 2012], the impact of wind disturbance in quadrotor
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trajectory tracking is analyzed and the wind gust model is also given. In [Escareño
et al., 2013], the author studied the trajectory control problem of a quadrotor subject to
2D wind disturbances. In [Bouktir et al., 2008], the author studied optimal trajectory
planning problem.
1.2.2 Automatic tuning of PID control
Automatic tuning of PID control has been the pursuit of a generation of control engi-
neers for the past several decades [Åström and Hägglund, 1984, 2006; Chen and Wang,
2016; Hagglund and Astrom, 1985; Hang and Sin, 1991; Johnson and Moradi, 2005;
Yu, 2006]. With the functionality of automatic tuning, a PID controller will have the
capability of setting its parameters with minimal human intervention.
There are several books dedicated to the topics of PID control system design and
auto-tuning of this type of controllers [Åström and Hagglund, 1988; Åström and Häg-
glund, 2006; Johnson and Moradi, 2005; Yu, 2006]. A tutorial overview of auto-tuning
using relay feedback control is given in [Hang et al., 2002].
It is well understood that a key component among all auto-tuners is the application
of system identification tools to find the mathematical representation of the physical
systems. There are many papers published in the control engineering literatures for
automatic tuning of PID controllers. The following discussions only give a glimpse of
the vast literatures. Hang and Sin [1991] suggested the use of a set of pseudo-random-
binary-sequence (PRBS) signals together with cross-correlation technique to identify
the critical information needed for auto-tuner design. Wang et al. [2001] proposed
to use the Fast Fourier Transform (FFT) to obtain the plant frequency response, the
step response and a second order model with time delay for automatic tuning of PID
controllers. Kaya [2003] used relay feedback control to generate identification data
for obtaining a transfer function model with delay by utilizing the information of peak
amplitude and frequency where the delay was compensated using a modified PI-PD
Smith predictor. Jeng and Lee [2012] and Jeng [2014] proposed an automatic tuning
algorithm for cascade control systems using a step input test signal with the estima-
tion of approximate models for the primary and secondary plants in which the internal
model control design method was deployed. Johnson and Moradi [2005] and Yu [2006]
have introduced a range of PID controller design methods, including system identifica-
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tion using relay-feedback experiments and PID controller design methods. Lim et al.
[2012] applied recursive least squares to estimate a discrete-time model to improve the
closed-loop control performance of a sheet metal forming process. The approach used
in [Gyöngy and Clarke, 2006] was to obtain a design-point on the Nyquist diagram by
injecting a sinusoidal signal for identification. Romero et al. [2011] proposed an auto-
tuning algorithm based on relay feedback control experiments by minimizing the load
disturbance effects and maximizing the integral gain with minimum constraints on the
gain and phase margins. Yu Jin et al. [2014] extended PID auto-tuning method to ap-
plications in the area of fraction order plus time delay system. Dittmar et al. [2012]
proposed the use of nonlinear optimization techniques to find the PID controller pa-
rameters in a multi-loop controller tuner. Ho et al. [2000] extended the gain and phase
margin design for PID control of single-input and single-output systems to multi-input
and multi-output systems. Cetin and Iplikci [2015] proposed an auto-tuner for nonlin-
ear and multivariable systems. There are also a number of modelling and auto-tuning
methods based on step responses. In [Bi et al., 1999], the author proposes a simple
yet robust identification method for a linear monotonic process, derived from a step
test. In [Huang et al., 2001], a system of procedures for identification using the tran-
sient step response was presented. In [Wang and Cluett, 1997a], the author developed a
methodology for step response identification using the frequency-sampling filter (FSF)
model.
Over the years of research, consensus has been reached that the mechanism of re-
lay feedback control, used byÅström and Hägglund [1984], is the most effective instru-
ment that has been widely used in the design of subsequent auto-tuners. There are three
key reasons for the relay feedback control applications in the design of auto-tuners.
The first is that the relay feedback control will automatically generate an excitation
input signal to ensure successful identification of process information that is relevant
for the PID controller design. This is achieved without a priori information about the
system dynamics, which is paramount in the design of an automatic tuning algorithm.
The second is that the system is under closed-loop control with the nonlinear relay con-
troller so that it is maintained at the operating condition chosen by the user. The third is
that the sustained periodic oscillation generated by the relay feedback control produces
an excellent signal-to-noise ratio for the estimation of critical process frequency infor-
mation, which can be directly extracted using Describing Function Analysis [Åström
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and Hägglund, 1984; Atherton, 1975], Fast Fourier Analysis [Wang et al., 2001] and
frequency sampling filter based estimation [Wang and Cluett, 2000].
However, the cost of the periodic oscillation when using the relay feedback con-
trol is that the other process information, excluding the critical frequency information,
is not directly available. Because of this, the earlier generations of auto-tuners have
focused on PID controller design using the critical frequency response information
[Åström and Hägglund, 1984; Åström and Hagglund, 1988; Ho et al., 1995; Wang
et al., 1995]. Gradually, it was recognized that the PID controller design using one
critical frequency response information has limitations on the achievable performance
[Åström and Hägglund, 2006]. Perhaps, one of the ways forward is to convert the
frequency information obtained from the relay feedback control experiment to a para-
metric model [Hang et al., 2002; Johnson and Moradi, 2005; Lim et al., 2012]. Once a
parametric model is obtained, the PID control design methods, such as Internal Model
Control (IMC) design [Rivera et al., 1986], can be readily used.
1.2.3 Model Predictive Control
Model Predictive Control (MPC) refers to a class of algorithms that compute the trajec-
tory of manipulated variable adjustment to optimise the future behaviour of a system.
Since the 1970s, this class of algorithms has been under continuous development and
has achieved wide applications in the process industries. The comprehensive reviews
of MPC can be found in several books [Allgöwer and Zheng, 2012; Camacho and Bor-
dons, 2013; Grüne and Pannek, 2011; Kwon and Han, 2006; Rossiter, 2013; Wang,
2009] and papers [Bemporad and Morari, 1999; Findeisen and Imsland, 2003; Mayne
et al., 2000; Morari and H. Lee, 1999; Qin and Badgwell, 2000, 2003].
The initial ideas of receding horizon control and model predictive control can be
traced back to 1960s [Garcia et al., 1989]. In 1980s, the publications of the paper
on IDCOM [Richalet et al., 1978], Dynamic Matrix Control (DMC) [Cutler and Ra-
maker, 1980], and Generalized Predictive Control (GPC)[Clarke et al., 1987a,b] at-
tracted more researchers’ interest in this area.
DMC and GPC were developed for different purposes. DMC was firstly invented
and applied in oil and chemical industries to solve the constrained MIMO system con-
trol problem. GPC was studied as a new adaptive control method. However, the GPC’s
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formulation makes it unsuitable for MIMO constrained systems, which are mostly the
case for chemical industries. DMC has exerted a great impact on the chemical industry
and initial research of MPC began with the attempts to understand DMC by chem-
ical engineers. Due to the simplicity of the algorithm and the use of step response
model, MPC quickly became popular in process industries. However, the algorithms
developed during that period for process industries lacked solid theoretical proof of
feasibility, stability and robustness.
Formal theoretical analysis of MPC was then conducted under state-space formu-
lation[Morari, 1994]. Under the framework of the state-space model, known theorems
of state space theory can be used as tools to analyze more complex MIMO systems,
noninear plants and systems subject to unknown external disturbances.
The stability of constrained receding horizon controllers [Rawlings and Muske,
1993; Rossiter and Kouvaritakis, 1993] was another challenging problem to be tack-
led. It was shown in above papers that optimality does not imply stability. Terminal
penalties, Lyapunov functions or invariant sets were employed to guarantee the stabil-
ity of the system. Different techniques to address the stability problem of constrained
MPC are summarized in [Mayne et al., 2000], where general sufficient conditions to
design a stable constrained MPC were presented.
For practical applications, one essential question of MPC is its robustness to model
uncertainty and noise. The robustness of a system means its capability to maintain
stable under a certain range of model parameter variation and noise signals. Various
robust MPC design methods can be categorized in two groups. The first one is the
indirect way by specifying the performance objective and uncertainty description in a
way that the optimal control computations lead to robust stability. The second one is
the direct way by enforcing a type of robust contraction constraint which guarantees
that the state will shrink for all plants in the uncertainty set [Bemporad and Morari,
1999].
Even though the majority of MPC applications are based on the linear model, there
are cases where nonlinear factors are so significant that nonlinear MPC design becomes
necessary. Examples of applications of nonlinear MPC include pH control and polymer
manufacturing in the chemical industry [Qin and Badgwell, 2000]. Initial attempts to
deal with nonlinearity appeared in a few early MPC papers [Prett and Gillette, 1980;
Richalet et al., 1978]. Theoretical analysis nonlinear MPC have in given in several
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publications [Diehl et al., 2009; Lalo Magni et al., 2009; Mayne, 1997; Meadows and
Rawlings, 1997]. Nonlinear model development, state estimation and rapid solution
of the control algorithm in real time are recognized as the three main obstacles of
nonlinear applications.
1.2.4 Nonlinear model predictive control and Finite Control Set
In last several years, the Finite Control Set (FCS)-Model predictive control (MPC)
has become popular in the research field of power electronics and motor drive control,
due to its simple concept and robust performance. In FCS-MPC, The term finite con-
trol set (FCS) is given because for a two level voltage source inverter, there are eight
combinations of inverter states and thus the there are only eight possible quantized
control signals. The optimization of the inverter states is performed using the receding
horizon control principle, which is the core of model predictive control. FCS-MPC is
termed by combining the finite control set and the model predictive control technology.
One of the early works of FCS was presented in [Kükrer, 1996]. Similar control tech-
niques have also been published with different applications, such as permanent magnet
synchronous motors [Moon et al., 2003; Morel et al., 2009] and power converters [Ro-
driguez et al., 2005; Vargas et al., 2009]. More recently, the FCS-MPC algorithms have
been reviewed in [Rodriguez and Cortes, 2012; Wang et al., 2015].
In traditional Model Predictive Controller (MPC) design, long control and predic-
tion horizon are needed to ensure the closed-loop stability [Wang, 2009]. However,
long control horizon increases the sizes of matrices involved in the on-line computa-
tion, which leads to heavy computational burden of the MPC controller, especially for
nonlinear systems. One of the most attractive features of FCS-MPC is its one-step
ahead prediction technique, which effectively reduces prediction and control horizon
to one and thus minimizes the computational requirement. Furthermore, because it
is also an optimization based control law, it inherits MPC’s feature of dealing with
constraints.
The original FCS-MPC did not include the integral action and therefore relied on
high gain feedback control to reduce the steady-state errors. In [Wang and Gan, 2014],
the authors proposed that an integrator can be used as the outer-loop controller to
eliminate the steady-state errors. It is also shown in the same paper that by using
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one-step ahead prediction and optimization without constraints, the FCS-MPC system
has all eigenvalues on the origin of the complex plane, which is effectively a deadbeat
control. Because of the high controller gain, the closed-loop system is robust and less
sensitive to system parameter variation.
1.3 Contributions
The section summarizes the six key contributions made in this research:
• critical evaluations of conventional model-based quadrotor controller design;
• a novel quadrotor PID control automatic tuning process;
• a novel quadrotor control system performance assessment method via step re-
sponse identification;
• design of cascade and centralized quadrotor MPC control systems and critical
evaluations of their performance;
• a novel Quardrotor Discrete-Time One-step-ahead Predictive Control (DOPC)
design;
• design and implementation of two test rigs for the experimental validation of the
proposed auto-tuner and control system design methods.
1.3.1 Conventional model-based quadrotor controller design re-
view
This thesis provides a through review of the conventional model-based quadrotor flight
controller design, and finds the major problem of this design methodology. In the con-
ventional way, a simplified integrator model is used for both quadrotor inner-loop and
outer-loop control design. However, as it will be discussed in Chapter 3, the ignored
dynamics dramatically change the closed-loop characteristics of the systems via fre-
quency response analysis. In other words, the actual closed-loop dynamics can signif-
icantly differ from the expected ones, when the actuators or inner-loop dynamics are
neglected. As a result, when using the simplified integrator model, the initial controller
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parameters calculated by model-based design method can hardly fulfil the control re-
quirements. Those initial parameters have to be carefully adjusted. The tuning process
is quite time-consuming and the tuning results largely reply on the control engineer’s
experience.
1.3.2 Quadrotor PID control automatic tuning process
To solve the problems existed in the conventional model-based quadrotor flight con-
troller design, a novel PID control auto-tuner is developed. Because the integrating
systems are on the boundary of instability, they require stabilization before a relay ex-
periment can be safely conducted. It appears that the majority of the auto-tuners are
derived for stable systems only [Hang et al., 2002; Johnson and Moradi, 2005] and
the use of stabilizing controllers on integrating systems is seldom considered. This
thesis brings together several existing approaches in the areas of system identification
and PID controller design to form a new auto-tuner for integrating systems. The auto-
tuner has four key components that differentiate it from the other auto-tuners. The first
is that the relay experiment is conducted for an integrating system under closed-loop
control, for the reason that the open-loop system is unstable; the second is that fre-
quency sampling filters are used to recursively estimate the fundamental frequency of
the closed-loop system [Wang and Cluett, 2000; Wang et al., 1999]; the third is the sim-
ple computation of the frequency response of the integrating system and the associated
dynamic model; and the fourth is the PID controller design using the tuning rules for
integrator with delay systems presented in [Wang and Cluett, 1997b, 2000]. Because
the PID controller design method requires the user to specify a desired closed-loop time
constant as the performance parameter, the auto-tuner designed is then naturally suited
for tuning a cascade PID control system where the inner-loop control system typically
has a much faster dynamic response speed than the outer-loop response, which can be
readily achieved by adjusting the two desired time constants.
In terms of the quadrotor flight controller design, the proposed auto-tuner has two
advantages over the traditional model-based PID design. Firstly, the tuning process is
fully automatic and thus physical parameter measurements are not required. Secondly,
the auto-tuner can fit the critical dynamic information of the system into a simple
integrator plus delay model. The integrator plus model contains enough information
11
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to determine the PID controller parameters, so it offers better tuning results than using
the traditional integrator only model. Compared with the high order model, the auto-
tuner’s tuning rules are simpler and more reliable, because they are independent of the
physical parameter measurements.
1.3.3 Quadrotor control system performance assessment via step
response identification
A novel approach to assess the closed-loop control performance of a quadrotor UAV is
proposed. An experimental apparatus is designed so that a quadrotor can be operated
safely on ground, yet it mimics its flying conditions without endangering its electron-
ics and mechanics. Relay feedback control is used to generate the excitation signals
[Åström and Hägglund, 1984; Wang et al., 1999], which will ensure that the frequency
contents of the input signals yield meaningful assessment results in addition to easi-
ness and safety for the experimental test. Upon obtaining the closed-loop experimental
data, the step responses of a cascade control system are estimated by extracting the key
frequency information with a frequency sampling filter model [Wang et al., 1999]. The
proposed approach provides engineers with an intuitive way to more precisely evaluate
the designed controllers and obtain better controller parameters.
The identified step responses are adequate only in the case of zero quadrotor ve-
locities since the aerodynamic forces and torques are not taken into account during
the identification. However, the ground performance assessment is the first step and
foremost important step towards performance assessment because if the quadrotor fails
this important test, it is unlikely to fly successfully. The assessment here also provides
an instrument for early fault detection.
1.3.4 Cascade and centralized quadrotor MPC control compari-
son
The cascade and centralized MPC control are designed for quadrotors. Even though it
is not the first time MPC is utilized as the quadrotor controller, the through comparison
of centralized MPC and cascade MPC quadrotor controllers is new. The key advantage
of cascade MPC over centralized MPC in quadrotor control problem is all Euler angles
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references can be limited within a narrow range so that the operation conditions of the
linearized MPC controller can be maintained. Furthermore, as the quadrotor’s inner-
loop and outer-loop dynamics possess different time constants, tuning MPC controllers
for a cascade system is much easier than that in the centralized MPC design.
1.3.5 Quardrotor Discrete-Time One-step-ahead Predictive Con-
trol (DOPC)
A novel optimization-based nonlinear control technique called DOPC is developed
from FCS-MPC and applied on several electromechanical systems, including quadro-
tor UAVs. The design of DOPC overcomes three problems of FCS-MPC. Firstly, the
FCS-MPC controller was designed based on the linearised model, so its potential of
dealing with nonlinearity was explored. In DOPC, the framework of one-step ahead
prediction and optimization in [Wang et al., 2015] is extended to nonlinear systems.
Secondly, in FCS-MPC, there are no weighting matrices used on the cost function and
as a result the controller has a very high gain. Although adding saturations can limit
the control signals, the solution is not optimized and the system’s control performance
may degrade. In DOPC, weighting matrices are added on both output signals and con-
trol signals. It will be shown that the closed-loop dynamics can be modified by tuning
the weighing matrices. By adding a weighting matrix on the control signal, the closed-
loop system poles are not on the origin of the complex plain so the control gain and
control signals are reduced. Thirdly, in the original FCS-MPC frame work, there were
only a limited number of possible control signals, e.g. eight combinations of inverter
states for a two level voltage source inverter. To handle the control signal constraints,
the desired control signal are compared with all possible control signals and one of the
eight possible control signals, which is closest to the desired control signal, is chosen
to be the actual control signal. However, if the control signal is continuous instead of
a limited number of states, how to handle constraints remains a problem. Although so
far the FCS-MPC technique is mainly used in the field of power electronics, the one-
step ahead prediction and optimization frame work can be applied to a wider range of
dynamic systems. For the majority of dynamic systems, the control signal is continu-
ous instead of a limited number of states, so the finite control set (FCS) is not adopted
in DOPC. Since the cost function J in one-step ahead prediction and optimization is
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quadratic and the constraints are linear inequalities, the problem of finding an optimal
predictive control becomes finding an optimal solution of a standard quadratic pro-
gramming problem. A simple algorithm called Hildreth’s Quadratic Programming is
employed in DOPC to solve it [Hildreth, 1957].
Comparing with other nonlienar control techniques such as sliding mode control
[Utkin et al., 2009; Young et al., 1999], feedback linearisation [Khalil and Grizzle,
2002], backstepping control [Khalil and Grizzle, 2002], the most important feature
of the DOPC controller is that it is an optimization based control technique and hence
quadratic programming can be used to get the sub-optimal solution of controller signals
with constraints. Although Nonlinear MPC can also optimally deal with control signal
constraints, it generally requires a large amount of computation resource [Diehl et al.,
2009; Michalska and Mayne, 1993].
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1.5 Outline of Thesis
The remainder of the thesis is arranged as follows. Chapter 2 is an introduction to
the quadrotor dynamics and hardware design. The quadrotor’s rotational dynamics,
actuator dynamics and translational dynamics are explained. Additionally, the hard-
ware design of two quadrotor test-beds, TC1.0 and TC3.0, is presented. Experiments
are conducted to measure the physical parameters of the quadrotor TC1.0. These two
quadrotor test-beds and their physical parameters are used as a basis to test different
control and assessment methods.
In Chapter 3, the traditional model-based PI control design of the quadrotor is
discussed. The linearized model and transfer functions of the quadrotor are given
first. Secondly, the quadrotor flight controllers are designed based on the simplified
integrator model. Closed-loop frequency response tests and step response tests are
performed to analyze the effects of the neglected dynamics. Thirdly, the hardware
implementation of the quadrotor closed-loop control system is described. At the end
of this chapter, TC1.0’s flying tests are carried out to test the overall performance of
the closed-loop system.
Chapter 4 presents a simple and effective PID controller auto-tuning process. This
chapter begins with the introduction of the auto-tuning steps. After that, numerical
simulations are performed to validate each stage of this auto-tuning process. In the
end, the proposed auto-tuner is applied on the quadrotor TC1.0 and TC3.0 to tune
their flight controllers. The stability margins of different PID control structures are
compared. Flying test results are also given to further validate the proposed auto-
tuning method.
Chapter 5 presents an innovative approach to identify a quadrotor’s 3-axis closed-
loop step responses. The two steps in this evaluation process are introduced first: data
acquisition using relay feedback experiment and the step response identification us-
ing frequency sampling filters. After that, comparisons are made among the proposed
model identification method, the numerical simulation method and the direct step re-
sponse experiment. In the end of this chapter, experimental validation of the proposed
assessment approach is performed on the quadrotor test-beds.
Chapter 3 and Chapter 4 of the thesis mainly focus on the PI design technique,
where the quadrotor system is decoupled into three channels and PID controllers are
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designed accordingly. A drawback of such design method is that the control signals
subject to constraints are not optimized. In Chapter 6, two different MPC control
structures are employed to tackle this problem. In the centralized MPC design, the
quadrotor’s translational dynamics and rotational dynamics are represented in one set
of state-space equations. One centralized MPC controller is designed to control all
output signals and handle only the constraints on manipulated signals. In cascade MPC
design, the quadrotor system is divided into two subsystems, and two MPC controllers
are designed accordingly. Cascade MPC and centralized MPC are compared under the
same quadrotor hovering scenario. Numerical simulations are also performed on the
quadrotor position loop to analyze how constraints or actuator saturations affect the
control performance.
In the previous chapters, both MPC and PID designs are based on the linearized
quadrotor model under the small Euler angle assumption. However, under large ex-
ternal disturbances the quadrotor’s Euler angles may become large, which means op-
erational conditions of the linear systems are changed. In such circumstance the lin-
ear controllers’ performance may degrade. In Chapter 7, a novel optimization based
discrete-time nonlinear predictive controller called DOPC is presented to solve this
problem. The DOPC controller is originated from FCS-MPC but modified to deal
with nonlinear control problems. DOPC’s tracking performance, robustness are anal-
ysed. Simulations of DOPC control are conducted on the quadrotor and other nonlinear
plants.
Finally, Chapter 8 concludes the thesis by summarizing the major contributions and
proposing future research opportunities.
Three quadrotors are used throughout this thesis for both hardware experiments and
numerical simulations. It should be emphasized that TC1.0 and TC3.0 are quadrotor
hardware test-beds developed in this research. TC3.0 is a numerical quadrotor model
used only for simulations.
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Quadrotor Hardware Design and
Dynamics
In this chapter, firstly the quadrotor’s dynamics and hardware design are described.
The quadrotor’s dynamics include the rotational dynamics, actuator dynamics and
translational dynamics. The quadrotor’s rotational and translational dynamics are de-
rived from Euler’s equations and Newton’s second law so they are independent of the
quadrotor hardware. The quadrotor actuator’s dynamics are depending on the actuator
hardware so the actuator equations derived in this chapter are accurate only for this
specific quadrotor platforms. Nevertheless, the method of analyzing the effects of the
actuator dynamics can be applied to other multirotor platforms. Additionally the hard-
ware design of two quadrotor platforms TC1.0 and TC3.0 are presented. Experiments
are conducted to measure the physical parameters of TC1.0.
2.1 Quadrotor Dynamics
This section is an introduction of quadrotor’s translational and rotational dynamics, as
well as the actuator dynamics. When flying, the quadrotor’s four actuators(propellers)
spin at the same or different speeds to generate the lift thrust and torques. When the
two propellers on the same arm spin at different speeds, the torque on that axis is not
zero, which results in a change to the corresponding body angular velocity and Euler
angle. The changes in the Euler angles generate horizontal force components, which
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control the horizontal motion of the quadrotor. The vertical motion of the quadrotor is
controlled by the total thrust generator by four propellers.
2.1.1 Quadrotor Rotational Dynamics
Figure 2.1: Quadrotor reference frames
Figure 2.1 illustrates the framework used to find a quadrotor dynamic model [Bouab-
dallah et al., 2004; Corke, 2011; Derafa et al., 2006], where M1, M2, M3 and M4
represent the four rotors. The body reference frame {B} is attached to the quadrotor
body, with its origin on the mass center of the quadrotor and z axis upwards. The
x-axis of {B} points to M1 and the y-axis points to M4. The inertia reference frame
{I} is fixed on the ground. The quadrotor’s attitude is defined by three Euler angles in
{B}, namely roll (φ) about x−axis, pitch (θ) about y−axis, and yaw (ψ) about z−axis.
The transformation sequence is ψ → θ → φ in order to obtain the unique solution. The
quadrotor rotational dynamics is described by Euler’s equation of motion[Bouabdallah
et al., 2004; Corke, 2011; Derafa et al., 2006]:p˙q˙
r˙
 =
(Iyy − Izz)qr/Ixx(Izz − Ixx)pr/Iyy
(Ixx − Iyy)pq/Izz
+
1/Ixx 0 00 1/Iyy 0
0 0 1/Izz

τxτy
τz
 , (2.1)
where Ixx, Iyy and Izz are the moments of inertia for the three axes in x, y, z directions,
p, q and r are their angular velocities and τx, τy, τz are the corresponding torques.
Furthermore, the relationship between Euler angular velocities and the body frame
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angular velocities (p, q and r) are described in the following differential equation:φ˙θ˙
ψ˙
 =
1 sin(φ) tan(θ) cos(φ) tan(θ)0 cos(φ) −sin(φ)
0 sin(φ)/ cos(θ) cos(φ)/cos(θ)

pq
r
 . (2.2)
In order to fly a UAV, the closed-loop control of the three Euler angles φ, θ and ψ
is necessary. Therefore, there are three outputs in the control system. The manipulated
variables or the control signals are the three torques, τx, τy, τz, along the x, y and z
directions. The body frame angular velocities p, q and r along the x, y and z directions
are the intermittent variables in the cascade control system which is to be configured
in the sequel.
The quadrotor is assumed to have symmetric structure with four arms aligned with
the x−axis and y−axis, and as a result there is no interaction between the torques along
the three axes. Because of the products of angular velocities in (2.1) and the sinusoidal
functions in (2.2), the quadrotor system is a nonlinear system.
When the quadrotor is working in a normal operating condition with a balanced
load, the angular velocities p, q and r have a steady-state operating condition at 0,
which has a linearized expression as, for example,
qr ≈ q¯r¯ + r¯(q − q¯) + q¯(r − r¯) = 0
, where the steady-state values of q¯ = r¯ = 0. With this assumption, (2.1) is simplified
to p˙q˙
r˙
 =
1/Ixx 0 00 1/Iyy 0
0 0 1/Izz

τxτy
τz
 (2.3)
Additionally, the steady-state operating conditions for the three Euler angles are chosen
to be zero, leading to the linearized dynamics model for (2.2) asφ˙θ˙
ψ˙
 =
pq
r
 (2.4)
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In summary, the dynamics models for a quadrotor UAV consist of two sets of integra-
tors in a normal operating condition given by (2.3)-(2.4).
2.1.2 Actuator Dynamics
In quadrotor control, the torques τx, τy and τz in the body frame are generated by the
differences in rotor thrusts. The upward thrust produced by each rotor is
Ti = btω
2
mi
, i = 1, 2, 3, 4.
The total thrust is, hence,
T =
∑
Ti,
where bt is the thrust constant determined by air density, the length of the blade and
the blade radius, ωmi is the ith rotor’s angular speed. Because the altitude of the UAV
is not controlled in this paper, the total thrust is manually set by the operator.
The torques about a quadrotor’s x−axis and y−axis are
τx = dmm(T4 − T2) = dmmbt(ω2m4 − ω2m2) (2.5)
τy = dmm(T3 − T1) = dmmbt(ω2m3 − ω2m1), (2.6)
where dmm is the distance from the motor to the mass center. The torque applied to
each propeller by the motor is opposed by aerodynamic drag and the total reaction
torque about the z-axis is
τz = kd(ω
2
m1
+ ω2m3 − ω2m2 − ω2m4), (2.7)
where kd is a drag constant determined by the same factors as bt.
The relationship between torques, thrust and rotors’ angular speed is given in the
following matrix form:
ω2m1
ω2m2
ω2m3
ω2m4
 =

1/4bt 0 −1/2dmmbt −1/4kd
1/4bt −1/2dmmbt 0 1/4kd
1/4bt 0 1/2dmmbt −1/4kd
1/4bt 1/2dmmbt 0 1/4kd


T
τx
τy
τz
 (2.8)
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From (2.8), once the manipulated variables T , τx, τy,τz are decided by the cascade
feedback controllers, the velocities of motors will be uniquely determined because the
matrix that relates the manipulated variables to the rotor velocities is invertible. The
rotors acting as the actuators in this UAV control application will implement the control
actions determined by T , τx, τy, τz, through their reference signals ωm1 , ωm2 ωm3
and ωm4 . The actuator dynamics will also affect the closed-loop control performance,
which should be included in the quadrotor model and they are approximated by a first-
order transfer function with time delay:
Ωmi(s)
Vi(s)
=
rwve
−dms
ms+ 1
, (2.9)
where Vi(s) is the Laplace transform of the armature voltage to the ith motor, m is the
time constant, dm is the time delay, and rwv is the steady-state gain, which indicates
the ratio between the motor’s steady-state speed and the motor armature voltage. The
armature voltage vi is changed by manipulating the duty cycle of the PWM signal of
each motor drive, where the relationship between the motor armature voltage and the
PWM duty cycle is
vi = diVbat, (2.10)
where di is the PWM signal duty cycle of the ithDC motor drive and Vbat is the battery
voltage assumed to be constant. Substituting equation (2.10) to equation (2.9) yields:
Ωmi(s)
Di(s)
=
Vbatrwve
−dms
ms+ 1
, (2.11)
which describes the actuator dynamics. Figure 2.2 illustrates the actuator dynamics in
a quadrotor control problem. . It should be noted that, the above discussion assumes
Vbat  
DC motor drive DC motor
rwv e
−dm s
ϵms + 1
 
di vi  ωi  
Figure 2.2: Quadrotor actuator dynamics
the the DC motors being the actuators. If other types of motors are adopted, the Vbatrwv
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therm in (2.11) should be replaced by the corresponding motor constants.
2.1.3 Quadrotor Translational Dynamics
Now we define a frame {V }, which is attached to the vehicle and with the same orien-
tation as {B} but with its x- and y- axes parallel to the ground. As {V } and {B} have
the same orientation, the Euler angle ψ from the frame {B} to the frame {V } is zero.
We also assume the frame {V } is an inertial frame with zero angular velocity.
The translational dynamics of the quadcopter in the frame {V } is given by New-
ton’s second law:
m
x¨
V
y¨V
z¨V
 =
 00
−mg
+RB→V
00
T
 , (2.12)
whereRB→V is the transformation matrix from {B} to {V } described by the following
equation:
RB→V =
CψCθ CψSθSφ − SψCφ CψSθCφ + SψSφSψCθ SψSθSφ + CψCφ SψSθSφ − CψSφ
−Sθ CθSφ CθCφ
 ,
where Sx = sin(x), Cx = cos(x) and Tx = tan(x).
When ψ = 0, cosψ = 1 and sinψ = 0. RB→V becomes
RB→V =
 Cθ SθSφ Sθ0 Cφ −Sφ
−Sθ CθSφ CθCφ
 ,
and (2.12) becomes x¨Vy¨V
z¨V
 = 1
m
 00
−g
+
 T sin θ−T sinφ
T
 . (2.13)
When the quadrotor is working in a normal operating condition with a balanced
load, Euler angles have a steady-state operating condition at 0, and the thrust has a
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steady-state operating condition at mg. With these assumptions, (2.13) is simplified tox¨Vy¨V
z¨V
 = 1
m
 00
−g
+
g 0 00 −g 0
0 0 1
m

θφ
T
 . (2.14)
2.2 Quadrotor Hardware
In this research, two quadrotor platforms are designed and built from scratch, which
are named as quadrotor TC1.0 (Figure 2.3) and TC3.0 (2.4). These two quadrotor plat-
forms share similar frame and flight controller design. The block diagram to illustrate
the overall design structure of the quadrotors is shown in Figure 2.5. The quadrotors
consist of five main components: RC transmitter/receiver, IMU sensor board, data log-
ger, microprocessor and actuators. The RC transmitter/receiver is to send and receive
reference signals. The IMU sensor board is to measure the Euler angles and angular
velocities. The data logger is to record flight data such as Euler angles and reference
signals. The processor is to generate control signals to stabilize the UAV’s attitude.
Actuators are to generate thrust and torques, which consist of motor drives, motors,
gearboxes and blades.
The main difference between these two platforms is: brushed DC motors are used
on TCV1.0 and brushless DC motor are used on TCV3.0. However the speed of both
types of motors are controlled by PWM signals. As a result, the dynamic equations
derived in the previous section apply on both platforms.
Figure 2.3: Quadrotor TC1.0
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Figure 2.4: Quadrotor TC3.0
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Figure 2.5: Quadrotor hardware design structure
2.2.1 Quadrotor TC1.0 Design
The frame includes four arms in a cross arrangement, with four motors mounted at the
end of each arm. The front and back blades are spinning in counter-clockwise and the
left and right blades are spinning in clockwise. The flight controller board is placed
in the center of the frame to make it symmetric. The Li-Po battery is attached on
the bottom of the frame. The microprocessor is STM32F103CB, which is a 72 MHz
ARM Cortex-M3 MCU with 128 kilobytes flash. The microprocessor is used to run the
control software and most of the sensors and actuator electronics are directly connected
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to it via RS-232 or digital IOs. The microprocessor is connected to RC receiver via
4 digital IO ports. The data received from RC receiver is pulse-position modulation
(PPM) signal, and the timer 3 in the microprocessor is used to decode the PPM signal.
The sensor board and the SD data logger are connected to the microprocessor vis RS
232 serial port. The PWM signals are generated by the microprocessor’s timer 2 and
connected to four DC motor drives via four digital IO ports.
The sensor board consists of a 6-DOF Inertial measurement unit (IMU) and a 8-bit
MCU. The IMU is MPU6505, which has a 3-axis accelerometer and a 3-axis gyro-
scope. As the accelerometer can only measure angular speed, in order to get the ac-
curate roll and pitch angles, the translational acceleration is needed to perform data
fusion. The data fusion is performed on the 8-bit MCU. It should be pointed out that
the accurate yaw angle can not be achieved due to the lack of digital compass. As a
result, only the angular velocity in z−axis can be controlled accurately.
The motor drives are DRV8833 Dual Motor Driver Carrier. Normally, each DRV8833
can be used for bidirectional control of two DC motors at 2.7V to 10.8V . However,
it can only supply up to 1.2A per channel continuously and tolerate peak currents 2A,
which is lower than what is needed in this application. As a result, the two channels in
each DRV8833 are paralleled to deliver 2.4A continuous (4A peak) to one motor.
The motors on TC1.0 are 820 coreless DC motors. The motor diameter is 8mm
and the length is 20mm. Compared with brushless motors, coreless DC motors and
their drives are simpler and lighter. The motor’s rated voltage is 5V .
The SD card data logger is SparkFun OpenLog. It is used to record the flight
information such as the reference signals, control signals and output signals. The data
logger communicates with the microprocessor via the RS232 serial port and save data
to a SD card. The details of the data format recorded by the data logger and the
MATLAB script to decode the data is given in Appendix B.
The RC transmitter is WFT06X-A. It has 6 channels and its radio frequency is
2.4Ghz. Only the first four channels are used to send φ∗, θ∗, ψ˙∗ and T ∗ to the RC
receiver. Quadrotor TC1.0’s components are listed in Table 2.1.
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Table 2.1: TC1.0 hardware list
Function Model
DC motor drive DRV8833 Dual Motor Driver Carrier
Sensor board MPU6505
microprocessor STM32F103C8T6
RC receiver WFLY065
DC motor 820 Coreless Motor
RC transmitter WFT06X-A
Data logger SparkFun OpenLog
2.2.2 Quadrotor TC3.0 Design
Compared with TC1.0, TC3.0 has larger weight and size and it is more robust and more
efficient. The frame of TC3.0 has the same rotor arrangement as TC1.0. The major
improvement of TC3.0 frame design is that rotors are protected by four plastic rings.
Besides, gear boxes are not needed on TC3.0 as brushless DC motors can provide
enough torques at high speed. The TC3.0 flight controller board uses the same IMU,
micro controller and data logger as TC1.0. Motor drivers are not integrated on the
flight controller board.
The motor drives are 12A Afro Electrical Speed Controller(ESC). They can pro-
vide maximum 10A current to the motors and provide 5V regulated power to the flight
controller board. The motors on TC3.0 are MultiStar 2206 brushless DC motors.
Brushless DC motors provide better frequency than DC motors. Quadrotor TC3.0’s
components are listed in Table 2.2.
Table 2.2: TC3.0 hardware list
Function Model
Motor drive 12A Afro ESC
Sensor board MPU6505
microprocessor STM32F103C8T6
RC receiver WFLY065
Brushless DC motor MultiStar 2206
RC transmitter WFT06X-A
Data logger SparkFun OpenLog
Propeller Diatone Propellers 6040
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2.2.3 Quadrotor TC1.0 Physical Parameter Measurement
2.2.3.1 Inertia terms
The method described in [Derafa et al., 2006] and [Armstrong et al., 1986] is used to
identify the inertia terms of the quadrotor TC1.0. The experiment setup for identifying
the inertia terms is shown in Figure 2.6 and 2.7. As it can be seen, the quadrotor
is attached to two wires. The eigenmode of the system is activated by rotating the
quadrotor around the axis parallel to the wires. The eigenfrequency at which the system
rotates is used to determine the inertia of the quadrotor. According to Derafa et al.
[2006] and Armstrong et al. [1986], the inertia term can be calculated using
Iaxis =
mgr2cm
ω2eigenlwire
, (2.15)
where rcm is the distance from the centre of mass to the wire in meters, lwire is the
length of the wire in meters and ωeigen is the eigenfrequency in rad/sec. The results
Figure 2.6: Establishing the inertia around the x- and y-axis of TC1.0
of the measurement for the y-axis and z-axis are shown in Figure 2.8. This experiment
is performed three times for each axis. The graph clearly shows the oscillation of the
quadrotor angular speed, with some degree of damping caused by the air-resistance.
However, this resistance is not used in this controller, since it has an insignificant effect
on the model.
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Figure 2.7: Establishing the inertia around the z-axis of TC1.0
To calculate the inertia terms, for example, on y axis, we have the eigenfrequency
ωeigen = 84.703rad/s, rcm = 0.635m, m = 0.145kg, dmm = 0.11m. Substituting all
these value to 2.15, we can get Iyy = 3.2e−4kgm2.
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Figure 2.8: Test results of the eigenfrequencies around y-axis and z-axis
2.2.3.2 Thrust and drag constant
Another experiment is performed to identify the thrust constant bt and the drag con-
stant kd. The experiment setup in shown in Figure 2.9. In this experiment, the force
generated by one propeller is measured by a scale. The propeller is fixed to a stiff rod.
The disc underneath is used to prevent the air generated by the propellers from interfer-
ing with the measurements. The relation between the rotational velocity of the blade
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and the force generated can be used to determine the blade constant bt. The results of
the measurements are plotted in Figure 2.10.
As we can see from Figure 2.10(a), the thrust is proportional to the squared rotor
speed.In Figure 2.10(b), the relationship between the propeller’s angular speed ωm and
the motor’s armature voltage is almost linear when the voltage is between 2.5V and
5.8V . In quadrotor control, the motor voltage should be limited within the linear region
and the ratio between the rotor speed and the motor voltage is assumed to be constant.
In Figure 2.10(c), the relation between the thrust and the rotor speed is parabolic.
Figure 2.9: Test to determine the thrust constant b. (1) laser tachometer (2) blade (3)
disc (4) rod (5) scale
The same experiment set-up can be used for the calculation of the drag coefficient
kd. As the equipment for measuring the torque is not available, the torque is estimated
by using the relationship between the motor input power and the propeller’s angular
speed:
τ =
Pinput
ωm
, (2.16)
where the input power Pinput is the product of the motor voltage and current. The drag
constant kd is estimated by the following formula:
kd =
Pinput
ω3m
(2.17)
The test result is shown in Figure 2.10(d) where kd is estimated from the linear part of
the curve.
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Figure 2.10: Physical parameter measurement experimental results of TC1.0
2.2.3.3 DC motor parameters
In order to measure the DC motor’s time time constant m, a step response experiment
is performed and the result is shown in Figure 2.11. As it can be seen, the time taken
to reach 63.2% of its steady-state value is 72ms. It is also interesting to see that there
is a 32ms time delay. This time delay should be from the DC motor drive used in
experiment.
The physical parameters of TC1.0 are summarised in Table 2.3. As model based
controller design is only used on TC1.0, the physical parameters of TC3.0 are not
measured in this thesis. However, TC3.0 will be used in the automatic tuning of PID
controller parameters.
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Figure 2.11: DC motor step response
Table 2.3: Quadrotor TC1.0 parameters
parameters value
Ixx 3.2e
−4 kgm2
Iyy 3.2e
−4 kgm2
Izz 4.6e
−4 kgm2
bt 9.7e
−7
kd 2.5e
−9
rcm 0.565m
m 0.145 kg
dmm 0.110 m
Vbat 8.28 v
rwv 137.6571 rad/vs
ω¯m 606.2469 rad/s
ds 0.032 s
m 0.072 s
2.3 Summary
In this chapter the quadrotor’s dynamics equations are derived, which will be utilized
to design quadrotor controllers in the following chapters. Quadrotor TC1.0 and TC3.0
hardware designs are also described, and only the physical parameters of TC1.0 are
measured. These two quadrotor platforms and TC1.0’s physical parameters will be
used throughout this thesis for controller performance analysis, comparisons and sim-
ulations.
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Model-based Quadrotor PID
Controller Design
3.1 Introduction
In this chapter, the conventional model-based quadrotor cascade PI controller design
method is proposed. The cascade control structure is deployed to control quadrotor
TC1.0. As TC1.0 is only equipped with Euler angle and angular velocity sensors, only
the attitude controllers are designed and implemented.
In this chapter, firstly the transfer functions of the quadrotor’s three channels are
derived. Secondly, both inner-loop and outer-loop controllers are designed based on
the simplified integrator model, which is the common practice in the flight controller
design. In order to analyze the effects of the neglected dynamics, the closed-loop
frequency responses and step responses are used. Lastly, the hardware implementation
of the conventional quadrotor closed-loop control system is presented. In the end,
flying test results are given to show that the overall performance of the closed-loop
system is very poor, leading to the motivation for proposing the innovative automatic
tuning of PI cascade control system as in Chapter 4.
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3.2 Quadrotor Attitude Controller Design
The general closed-loop quadrotor control system is illustrated in Figure 3.1, where
a cascade control structure is used in the control system configuration. The advan-
tages of using a cascade structure[Wang et al., 2015] in quadrotor controller design are
discussed below.
1. Simplification of control system design. When using a cascade control system,
the complex quadrotor plant is decomposed into a few subsystems. Because of
the large difference between the performance requirements of the subsystems,
the PI controllers can be designed separately and effectively using the models of
the subsystems.
2. Effectively handling nonlinearity of the inner-loop system. As shown in Chapter
2, there are nonlinearities in the angular velocity subsystem. With the inner-loop
control, a high gain feedback control is used in practice to overcome the effects
of nonlinearities.
3. Reducing computational cost. In the cascade control system design, the inner-
loop system will have a much larger bandwidth than the one used in the outer-
loop control system. Dual sampling rate can be used in the implementation of
the cascade control system in which the outer-loop control system is sampled
in a much slower rate. As a result, the computational cost for the entire control
system is reduced.
Two PI controllers are deployed to control roll and pitch angles in order to eliminate
steady-state errors in the presence of disturbance. It should be noted that in this thesis,
the yaw angle is not controlled because there is no yaw angle measurement due to
the lack of a digital compass on the quadrotor. Instead, the yaw angular velocity is
controlled, as the angular velocity in the z−axis can be measured accurately by the
gyroscope.
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Figure 3.1: Cascade feedback control structure
In order to design the inner-loop feedback controllers, the following linearization
of the physical model is examined. Substituting (2.5), (2.6) and (2.7) to (2.3) gives:p˙q˙
r˙
 =
1/Ixx 0 00 1/Iyy 0
0 0 1/Izz

 dmmbt(ω
2
m4
− ω2m2)
dmmbt(ω
2
m3
− ω2m1)
kd(ω
2
m1
+ ω23 − ω2m2 − ω2m4)
 , (3.1)
and from first-order Taylor series expansion, ω2mi can be approximated as follows:
ω2mi ≈ 2ω¯mωmi − ω¯2m, (3.2)
where ω¯m is the motor’s rated speed. Substituting (3.2) to (3.1) we get:
p˙ =
2dmmbtω¯m
Ix
(ωm4 − ωm2) (3.3)
q˙ =
2dmmbtω¯m
Iy
(ωm3 − ωm1) (3.4)
r˙ =
2kdω¯m
Iz
(ωm1 + ωm3 − ωm4 − ωm2). (3.5)
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Performing Laplace transform we get
sP (s) =
2dmmbtω¯m
Ix
(Ω4(s)− Ω2(s)) (3.6)
sQ(s) =
2dmmbtω¯m
Iy
(Ω3(s)− Ω1(s)) (3.7)
sR(s) =
2kdω¯m
Iz
(Ω1(s) + Ω3(s)− Ω4(s)− Ω2(s)). (3.8)
Substituting (2.11) to (3.6)−(3.8) gives
sP (s) =
2dmmbtω¯m
Ix
Vbatrwve
−dms
s+ 1
(D4(s)−D2(s)) (3.9)
sQ(s) =
2dmmbtω¯m
Iy
Vbatrwve
−dms
s+ 1
(D3(s)−D1(s)) (3.10)
sR(s) =
2kdω¯m
Iz
Vbatrwve
−dms
s+ 1
(D1(s) +D3(s)−D4(s)−D2(s)). (3.11)
Now the four new desired control signals uT , ux, uy and uz are defined as
uT = T
∗
ux = d4 − d2
uy = d3 − d1
uz = d1 + d3 − d4 − d2,
and the relationships between these desired control signals and the PWM duty cycles
are described by the following equations:
D1
D2
D3
D4
 =

1 0 −1 −1
1 −1 0 1
1 0 1 −1
1 1 0 1


uT
ux
uy
uz
 . (3.12)
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Finally, the transfer functions of the three angular velocities are given as
Gp(s) =
P (s)
Ux(s)
=
2dmmbtω¯m
Ix
Vbatrwve
−dms
s2 + s
(3.13)
Gq(s) =
Q(s)
Uy(s)
=
2dmmbtω¯m
Iy
Vbatrwve
−dms
s2 + s
(3.14)
Gr(s) =
R(s)
Uz(s)
=
2kdω¯m
Iz
Vbatrwve
−dms
s2 + s
. (3.15)
Three controllers can be designed independently for each axis based on the above
transfer functions. As all above transfer functions are in the same form, they can be
represented by a single transfer function, which is used for the design of inner-loop
controller, as
Gin(s) =
b0e
−dms
a2s2 + a1s
. (3.16)
If the motor’s dynamics and time delay are ignored, the transfer function of the
inner-loop plant is:
G¯in(s) =
b0
a1s
. (3.17)
For the outer-loop system, transfer functions of φ and θ are given as
Gφ(s) =
1
s
Gp(s) (3.18)
Gθ(s) =
1
s
Gq(s). (3.19)
If the inner-loop controlled dynamics are much faster than the outer-loop dynamics,
the inner-loop dynamics can be neglected and the outer open-loop transfer function is
written as:
G¯out(s) =
1
s
. (3.20)
In summary, both the inner and the outer open-loop dynamics can be approximated
by a integrator with a DC gain K:
G(s) =
K
s
. (3.21)
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Now both the inner-loop and outer-loop controllers can be designed by using (3.21).A
PI controller’s transfer function is given by
C(s) = Kc(1 +
1
τIs
), (3.22)
which can be written in the transfer function form,
C(s) =
Kps+Ki
s
, (3.23)
where Kp = Kc, Ki = KcτI . A model-based PI controller design method is used to
calculate Kp and Ki [Liuping Wang, 2015] for both inner-loop and outer-loop sys-
tems. The solution of the PI controller parameters is calculated by equating the desired
closed-loop poles to the actual closed-loop poles. The locations of the closed-loop
poles determine whether the closed-loop system is stable, the closed-loop response
time and the bandlimit.
The actual closed-loop system is calculated as
Tcl =
G(s)C(s)
1 +G(s)C(s)
=
K
s
Kps+Ki
s
1 + K
s
Kps+Ki
s
=
K(Kp +Ki)
s2 +K(Kps+Ki)
. (3.24)
The closed-loop poles of the actual system are the solutions of the polynomial equation
with respect to s
s2 + b(Kps+Ki) = 0. (3.25)
To find the controller parameters Kp and Ki, the following polynomial equation is set,
s2 + b(Kps+Ki) = s
2 + 2ζωns+ ω
2
n, (3.26)
where the left-hand side of the equation is the polynomial that determines the actual
closed-loop poles and the right-hand side is the polynomial that determines the de-
sired closed-loop poles. ζ is the desired damping ratio and ωn is the desired natural
frequency. Typically, ζ is selected as either 0.707 or 1. By equating these two poly-
nomials, the actual closed-loop poles are assigned to the desired closed-loop poles.
Solving (3.26) gives
Kp =
2ζωn
K
(3.27)
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Ki =
ω2n
K
. (3.28)
When tuning the inner-loop system, the actuator’s stable pole was ignored as the
integrator in (3.16) has much slower response than the one from the stable pole. Fur-
thermore, the time delay is ignored if the desired closed-loop dynamics is much longer
than the time delay. So the transfer function (3.17) is used to design the inner-loop
controller. The closed-loop transfer function for the inner-loop system is given as:
T¯in(s) =
G¯in(s)Cin(s)
1 + G¯in(s)Cin(s)
(3.29)
, where Cin(s) is the inner-loop controller transfer function. However, if the motor’s
dynamics and time delay is not ignored, the closed-loop transfer function for the inner-
loop system is given as:
Tin(s) =
Gin(s)Cin(s)
1 +Gin(s)Cin(s)
. (3.30)
Similarly, when designing the outer-loop controller, the inner-loop dynamics is often
ignored. The closed-loop transfer function for the outer-loop system is given as:
T¯out(s) =
G¯out(s)Cout(s)
1 + G¯out(s)Cout(s)
, (3.31)
where Cout(s) is the outer-loop controller transfer function.
However, if the inner-loop dynamics is considered when designing the outer-loop
controller, the closed-loop transfer function for the outer-loop system is given as:
Tout(s) =
G¯out(s)Tin(s)Cout(s)
1 + G¯out(s)Tin(s)Cout(s)
(3.32)
In order to analyze whether the neglected dynamics has an effect on the closed-loop
systems, the open-loop frequency responses from the TC1.0’s inner-loop and outer-
loop systems are computed. The values of the quadrotor’s physical parameters are
given in Table 2.3. The Nyquist diagram of the inner-loop system is shown in Figure
3.2(a). The solid line is the frequency response of the actual inner open-loop system;
the dotted line is the simplified inner-loop system.
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Figure 3.2: Quadrotor open-loop frequency response comparison.Key: solid lines ac-
tual frequency response; dotted lines frequency response with ignored dynamics
We can make several observations from Figure 3.2. First of all, as all the Nyquist
curves do not enclose−1 on the real axis, all systems are stable. However, as the actual
systems’ Nyquist curves (solid lines in Figure 3.2) are quite different from the simpli-
fied systems’ Nyquist curves (dotted lines in Figure 3.2), the actual and simplified
closed-loop systems are expected to exhibit different performance.
In order to further analyze the effects of the neglected dynamics on the closed-
loop systems’ performance, the closed-loop frequency responses from the quadrotor
TC1.0’s inner-loop and outer-loop systems are computed. The frequency response
of the inner-loop system is shown in Figure 3.3(a). The solid line is the frequency
response of the actual inner-loop system described by (3.30); the dotted line is the
simplified inner-loop system described by (3.29).
The frequency response of the outer-loop system is shown in Figure 3.3(b). The
solid line is the frequency response of the actual outer closed-loop system described by
(3.32); the dotted line is the simplified outer closed-loop system described by (3.31).
As we can see, the frequency responses of inner and outer closed-loop systems,
with and without the actuator dynamics, are very different, which implies the ignored
dynamics has an large effect on the quadrotor closed-loop systems, and thus has to be
considered in the controller design.
Furthermore, the inner-loop and outer-loop step responses are given in Figure 3.4,
which also show obvious difference on the actual system and the approximated system
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Figure 3.3: Quadrotor TC1.0 frequency response comparison.Key: solid lines actual
frequency response; dotted lines frequency response with ignored dynamics
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with neglected dynamics.
3.3 Flight Test
3.3.1 Hardware Implementation of Quadrotor Closed-loop Con-
trol
The PI controller parameters calculated by using the model-based design method are
tested on the quadrotor V1.0. This quadrotor platform has 3-axis accelerometers and
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3-axis gyroscopes, so it is capable of tracking roll and pitch angle references and yaw
angular rate reference. The closed-loop control block diagram is given in Figure 3.5.
The roll and pitch PI controllers compare the difference between the reference signals
φ∗, θ∗ and the feedback signals φ, θ and then generate the angular velocity reference
signals p∗, q∗. The three angular velocity controllers then compare the reference sig-
nals and the feedback signals to generate the control signals u1,2,3,4. Then the control
signals are converted to duty cycles of the PWM generator. The PWM generator gen-
erates PWM signals according to the duty cycles and send them to the motor drivers.
The motor drivers supply variable voltages to the DC motors to control their speeds.
The flowchart of the control firmware is given in Figure 3.6. Firstly, the system ini-
tialization is performed to set all hardware components ready. Then the system waits
until the thrust command becomes smaller than 10% of the maximum thrust to start
the control loop. Then the reference signals φ∗, θ∗ and ψ˙∗ are manually changed us-
ing a RC transmitter. These reference signals are then received by the RC receiver on
the quadrotor and sent to the on-board microprocessor. The microprocessor compares
the difference between the reference signals from the receiver and the actually feed-
back signals from the sensors and generate the manipulated variables to stabilize the
quadrotor system. The the quadrotor’s data logger records the flight test data, includ-
ing reference signals, feedback signals, manipulated variables, sampling instance and
the controller parameters. Here ’itSign’ is to determine the sampling interval. Every
time ’itSign’ becomes positive the inner-loop controller runs once. ’OUTER_ LOOP_
FREQUENCY_ DIVIDER’ is to set how many times the outer-loop is slower than the
inner-loop. As TC1.0 and TC3.0 share the same control firmware, this flowchart also
applies to TC3.0. The C code of PID controllers is given in Appendix D.
3.3.2 Flight test results
The quadrotor’s PI controller parameters were initially calculated based on the physical
parameters given in Table 2.3, and the simplified integrator model. The resultant initial
PI parameters are listed in Table 3.1. However, those PI parameters did not offer good
closed-loop control performance, because of the ignored dynamics and the inaccurate
physical parameters measured.
Those initial PI parameters had to be adjusted by trial and error and the final con-
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Figure 3.5: Quadrotor closed-loop control system block diagram
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Figure 3.6: Quadrotor control software flowchart
troller parameters are listed in Table 3.2. Those PI parameters were evaluated in a flight
test. As it can be seen in Figure 3.7 and 3.8, both Euler angles and angular velocities
can follow the reference signals, but errors exist.
The above controller tuning process shows a common difficulty in the conventional
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Table 3.1: TC1.0 PI controller initial parameters
Inner Loop
ωn = 15 ζ = 1
Roll rate Kp = 0.0656 Ki = 0.4917
Pitch rate Kp = 0.0656 Ki = 0.4917
Yaw rate Kp = 0.0437 Ki = 0.2185
Outer Loop
ωn = 1.5 ζ = 1
Roll Kp = 3 Ki = 2.25
Pitch Kp = 3 Ki = 2.25
Table 3.2: TC1.0 PID controller parameters tuned by trial- and-error
Inner Loop
ωn = 10 ζ = 1
Roll rate Kp = 0.0437 Ki = 0.2185
Pitch rate Kp = 0.0437 Ki = 0.2185
Yaw rate Kp = 0.0437 Ki = 0.2185
Outer Loop
ωn = 1 ζ = 1
Roll Kp = 2 Ki = 1
Pitch Kp = 2 Ki = 1
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Figure 3.7: Quadrotor TC1.0 Euler angles control with PI controllers. Key: dotted
line-reference; solid line- measured output
quadrotor controller design. When using the simplified integrator model, the initial PI
controller parameters calculated by the model-based design method can hardly fulfil
the control performance requirements. Those initial parameters have to be carefully
adjusted with human intervention. The tuning process is quite time-consuming and the
tuning results largely depend on the control engineer’s experience.
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3.4 Summary
In this chapter, the conventional model-based controller design of the quadrotor is
examined. The quadrotor’s primary and secondary plant models with actuator dynam-
ics are derived. In the conventional way, the simplified integrator model is used for
both quadrotor inner-loop and outer-loop control design. For the inner-loop system,
the PI controllers are designed based on the integrator model by ignoring the actuator
dynamics. For the outer-loop system, the PI controllers are design based on the inte-
grator model by ignoring the inner-loop dynamics. Both open-loop and closed-loop
frequency response analysis is performed on the inner-loop and outer-loop systems
to determine the effects of the ignored dynamics. The results show that the ignored
dynamics dramatically change the closed-loop frequency responses of the systems. In
other words, the actual closed-loop dynamics can significantly differ from the expected
ones, when the actuator or inner-loop dynamics are ignored. Step response simulations
performed on the outer-loop also confirm this conclusion. Even though the inner-loop
and outer-loop controller could be designed by taking the actuator or inner-loop dy-
namics into account, one would have to deal with higher order system by using some
kind of model order reduction, which could complicate the design process. More im-
portantly, even if we perform model-based design and consider the dynamics of all
physical components, the inaccurate physical parameters (i.e. the model mismatch-
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ing problem) may still seriously degrade the controller performance. In the quadrotor
TC1.0 flying test, the initial PI controller parameters calculated based on the integrator
model and the the measured physical parameters failed to meet the control performance
requirements. In summary, the conventional model-based quadrotor flight controller
design cannot guarantee a good closed-loop control performance. This chapter pro-
vides the motivation to seek for a better PID tuning method. In the next chapter, a
novel PID controller design method will be introduced to solve these problems.
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Quadrotor PID Controller Automatic
Tuning
4.1 Introduction
In the previous chapter, a cascade PI control structure was proposed on the quadro-
tor TC1.0 platform to control its attitude. Model-based controller design was used to
calculate PI controller parameters. However, as it has been shown that the controller
design based on the simplified integrator model may not offer desired closed-loop con-
trol performance. In addition to that, using a high order transfer function increases the
controller design complexity and the model mismatching problem may also degrade
the closed-loop control performance.
In this chapter, a simple and effective PID controller auto-tuning process is de-
veloped to solve these problems. This chapter is organized as follows. Section 4.2
describes the four steps in the auto-tuner design: relay feedback control, recursive es-
timation of frequency response, estimation of integrating plus delay model and PID
controller design using the tuning rules. In section 4.3, two groups of numerical simu-
lations are conducted to validate the proposed auto-tuning method. In section 4.5, the
proposed auto-tuner is applied on quadrotor TC1.0 and TC3.0 platforms to tune their
inner-loop and outer-loop controllers. The gain margin and phase margin of quadrotor
PD, PI and PID controllers are compared, by using the Nyquist plot. TC3.0’s outer-
loop step responses when using different PID controller structures are compared in
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term of their mean squared errors (MSE). Flight test results are also given in this sec-
tion to further validate the proposed auto-tuning method. Section 4.7 concludes this
chapter.
4.2 Design of Auto-tuner for PID Controllers
This section presents the design of auto-tuner for PID control of integrating systems.
The auto-tuner consists of four components: relay feedback control, recursive estima-
tion of the frequency response, estimation of the integrating plus delay model and PID
controller design. The first three steps are to fit the system’s dynamics into an inte-
grator plus delay model (i.e. model identification stage). The last step is to calculate
PID parameters based on the identified model (i.e. controller design stage). When the
auto-tuner is applied to tune a cascade control system, the algorithm remains the same
for both inner-loop and outer-loop controllers.
4.2.1 Relay Feedback Control
Unlike many other physical systems, quadrotors are open-loop unstable systems, thus,
the dynamic response test must be under closed-loop control with an appropriate in-
put excitation signal [Garnier and Wang, 2008; Ljung, 2007; Wang et al., 2005, 2002;
Young, 2011; Young et al., 2009]. A proportional controller with known gain Kp is
used to stabilize the integrating system and a relay feedback control system is de-
ployed for the output of the closed-loop system. Figure 4.1 shows the configuration
of the closed-loop system under relay feedback control. The reference signal r(t) is a
constant that represents the steady-state operation of the plant.  is the hysteresis se-
lected to avoid the possible random switches caused by the measurement noise and a is
the amplitude of the relay. The signal y¯(t) represents the actual output measurement.
The closed-loop control is at the steady-state operation before the relay feedback con-
trol is switched on. To ensure a bumpless transfer to the relay feedback control, the
same reference signal r(t) is used as the reference signal for the relay-feedback con-
trol. Assuming that at the sampling time t0 the relay feedback control is enabled. The
sampling interval is defined as ∆t = tk − tk−1. To initialize the relay element, at the
sampling time t−1, u¯(t−1) = r(t−1). For all tk ≥ t0, the calculation of the reference
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Figure 4.1: Block diagram of relay feedback control.
signal to the closed-loop control system uses the following relay switching rules:
1. Calculate the relay feedback error: e(tk) = r(tk)− y¯(tk).
2. If |e(tk)| ≤ ; then u¯(tk) = u¯(tk−1).
3. If |e(tk)| > ; then u¯(tk) = r(tk) + a× sign(e(tk)).
This relay feedback control system will produce a sustained oscillation illustrated by
the experimental data in Figure 4.1 [Åström and Hägglund, 1984; Atherton, 1975].
Assume that the period of the oscillation is Tp. It is well known that the frequency
of the periodic signal u¯(t), denoting by ω1 = 2piTp , approximately corresponds to the
frequency illustrated on the Nyquist curve shown in Figure 4.2, which approximately
has −pi
4a
as the imaginary part.
4.2.2 Recursive Estimation of Frequency Response
To estimate the closed-loop frequency response
T (jω1) =
KpG(jω1)
1 +KpG(jω1)
where G(jω1) is the open-loop frequency response at ω1, the pair of input and output
signals corresponding to the relay feedback control system is used. That is, the input
signal equals the relay output signal:
u(t) = u¯(t)− r(t) = a× sign(e(t))
48
Chapter 4. Quadrotor PID Controller Automatic Tuning
Imag
RealɎԖͶ 
Figure 4.2: Location of ω1 = 2piTp on a Nyquist curve.
and the closed-loop output signal with steady-state removed becomes
y(t) = y¯(t)− r(t) = −e(t)
For a period Tp, the Fourier series expansion of the periodic input signal u(t), is
expressed as [Kreyszig and Norminton, 2014]
u(t) =
4a
pi
(sin
2pi
Tp
t+
1
3
sin
6pi
Tp
t+
1
5
sin
10pi
Tp
t+ . . .) (4.1)
By choosing sampling interval ∆t and the number of samples within one period N =
Tp
∆t
, the discretized input signal u(t) at sampling instant tk = k∆t becomes
u(k) =
4a
pi
(sin
2pik
N
+
1
3
sin
6pik
N
+
1
5
sin
10pik
N
+ . . .) (4.2)
Noting that the sinusoids can also be expressed in exponential form as
sin
2pik
N
=
1
2j
(ej
2pik
N − e−j 2pikN )
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equation (4.2) has an alternative expression as
u(k) =
2a
jpi
(
(ej
2pik
N − e−j 2pikN ) + 1
3
(ej
6pik
N − e−j 6pikN ) + 1
5
(ej
10pik
N − e−j 10pikN ) + . . .
)
=
2a
jpi
(ejωdk +
1
3
ej3ωdk +
1
5
ej5ωdk + . . .
− (e−jωdk + 1
3
e−j3ωdk +
1
5
e−j5ωdk + . . .)) (4.3)
where for notational simplicity, ωd = 2piN denoting the fundamental frequency in discrete-
time.
For a stable system with transfer function T (z), in general, it has the z-transfer
function model in frequency sampling filter form:
T (z) =
N−1
2∑
l=−N−1
2
T (ejlωd)F l(z), (4.4)
where F l(z) is the lth frequency sampling filter given by
F l(z) =
1
N
1− z−N
1− ejlωdz−1
=
1
N
(1 + ejlωdz−1 + ...+ ej(N−1)lωdz−(N−1)).
The output of the closed-loop control system under relay feedback with input u(k)
is expressed as
y(k) =
N−1
2∑
l=−N−1
2
T (ejlωd)f l(k) + v(k) (4.5)
where f l(k) is the output of the lth frequency sampling filter (Wang and Cluett [2000])
and v(k) is the output measurement noise assumed to be Gaussian distributed with zero
mean and variance σ2.
If the sampling filters are assumed to have zero initial conditions then the outputs of
the frequency sampling filters in response to the input signal u(k) satisfy the following
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relationships:
f l(k) =
0, if l = 0,±2,±4,±6,±8, . . .2a
jpi|l|e
jlωdk, if l = ±1,±3,±5,±7,±9, . . .
(4.6)
This can be verified by calculating the output of the lth filter to the input signal ejlωdk
at sampling time k as
f l(k) =
1
N
(1 + ejlωdq−1 + ...+ ej(N−1)lωdq−(N−1))
2a
jpi|l|e
jlωdk
=
2a
jpi|l|e
jlωdk (4.7)
where q−1 is the backward shift operator. However, the outputs of the rest of the
filters are zero in response to the input signal ejlωdk using a similar calculation to the
derivation in (4.7).
Since the frequency sampling filters with even numbers are zero in response to the
relay feedback control signal u(k), they should be removed from the sum in (4.5),
leading to
y(k) = T (ejωd)f 1(k) + T (e−jωd)f−1(k) + T (ej3ωd)f 3(k) + T (e−j3ωd)f−3(k)
+ T (ej5ωd)f 5(k) + T (e−j5ωd)f−5(k) + . . .+ v(k) (4.8)
Because the magnitude of the filter output is inversely proportion to the parameter
|l| and additionally |T (ejlωd | decreases as l increases, in practice, for the purpose of
saving computational load, (4.8) is approximated using the first two pairs of frequency
sampling filters while neglecting the rest of the terms. That is
y(k) ≈ T (ejωd)f 1(k) + T (e−jωd)f−1(k) + T (ej3ωd)f 3(k) + T (e−j3ωd)f−3(k) + v(k)
(4.9)
Define the complex parameter vector to be estimated as
θ = [T (ejωd) T (e−jωd) T (ej3ωd) T (e−j3ωd)]T∗
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Figure 4.3: Block diagram of frequency sampling filter model using relay control.
and its corresponding regressor vector as
φ(k) = [f 1(k) f−1(k) f 3(k) f−3(k)]T∗
where AT∗ denotes the complex conjugate transpose of A.
The recursive least squares estimation algorithm is used to estimate the frequency
response parameters, T (ejωd , T (e−jωd), T (ej3ωd), T (e−j3ωd), under relay feedback
control. Here, a standard recursive least squares algorithm is written as
P (k − 1) = P (k − 2)− P (k − 2)
Tφ(k)φ(k)TP (k − 2)
1 + φ(k)TP (k − 2)φ(k) (4.10)
θˆ(k) = θˆ(k − 1) + P (k − 1)φ(k)(y(k)− φ(k)T θˆ(k − 1)) (4.11)
where P (−1) and θˆ(0) are the initial conditions selected for the recursive least squares
algorithm. θˆ(k) contains the estimated frequency response parameters. It should be
noted that only the data segment in the steady state of the relay feedback is used for
performing model identification. The data in the transient stage are ignored.
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4.2.3 Estimation of Integrating Plus Delay Model
With the knowledge of the proportional controller Kp, the frequency response of the
plant G(ejωd) is calculated from the closed-loop frequency response relationship,
T (ejωd) =
G(ejωd)Kp
1 +G(ejωd)Kp
leading to
G(ejωd) =
1
Kp
T (ejωd)
1− T (ejωd) (4.12)
Note that the discrete-time frequency response G(ejωd) is a close approximation to its
continuous-time counterpart under the assumption that the system operates in a fast
sampling environment, where the equivalent continuous-time frequency is ω1 = ωd∆t .
Letting Gp(jω1) denote the plant continuous-time frequency response at the funda-
mental frequency ω1, it follows that
Gp(jω1) ≈ G(ejωd)
For an integrating plus time delay system, a single frequency is sufficient to deter-
mine its DC gainK and time delay d. The approximate model of an integrating system
is assumed to be of the following form:
Gp(s) =
Ke−ds
s
(4.13)
For most physical systems, there are more or less approximations involved in obtaining
the integrator plus time delay model.
Now, letting the frequency response of the integrator plus delay model (4.13) be
equal to the estimated Gp(jω1) leads to
Ke−jdω1
jω1
= Gp(jω1) (4.14)
Equating the magnitudes on both side of (4.14) gives
K = ω1|Gp(jω1)| (4.15)
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where |e−jdω1| = 1. Additionally, from (4.14), the following relationship holds:
e−jdω1 =
jω1Gp(jω1)
K
This gives the estimate of time delay as
d = − 1
ω1
tan−1
Imag(jGp(jω1))
Real(jGp(jω1))
(4.16)
It is seen here that if the system is approximated by an integrator with time delay,
the plant information at a single frequency is sufficient to determine the plant gain and
time delay.
4.2.4 PID controller design
Once the integrator plus time delay model is obtained, the PID controller parameters
can be calculated using the tuning rules [Wang and Cluett, 1997b, 2000], which is
introduced as follows.
Although there are many design methods available for integrator plus time delay
model for instance, [Tyreus and Luyben, 1992; Visioli and Zhong, 2011], the set of
tuning rules adopted here has the characteristics of being simple and robust, which
was developed using frequency response analysis without approximation of time delay.
With the tuning rules, the PID controller normalized parameters are calculated using
the following equations:
Kˆc =
1
0.5080β + 0.6208
(4.17)
τˆI = 1.9885β + 1.2235 (4.18)
τˆD =
1
1.0043β + 1.8194
. (4.19)
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The actual controller parameters are obtained by the following equations:
Kc =
Kˆc
dK
(4.20)
τI = dτˆI (4.21)
τD = dτˆD. (4.22)
The proportional, integral and derivative gains are calculated as:
Kp = Kc (4.23)
Ki =
Kc
τI
(4.24)
Kd = Kc ∗ τD; (4.25)
It should be noted that Kp calculated here is not the same as the proportional gain used
in the relay experiments. For a larger β, a larger desired closed-loop time constant
is selected, implying a slower closed-loop response speed for disturbance rejection
and reference following. An advantage of the tuning rules is that the selection of β
not only gives the desired closed-loop time constant, but also the gain margin and the
phase margin for the closed-loop system [Wang and Cluett, 2000]. For instance, when
β = 2, the gain margin and phase margin for a PID control system are approximately
3 and 45 degree, and a PI control system, 2 and 40 degree, respectively.
It should be emphasized that here, even though the time delay d and DC gainK are
calculated by assuming a integrator plus delay model, they can approximately represent
the dynamics of other high order integrating system. For example, if the actual plant
model is a second order integrating system with time delay, the estimated time delay
d is approximately the sum of the time delay in the actual plant plus the time constant
of the first order dynamics in the plant. We will discuss this problem further in the
following sections.
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4.3 Numerical Simulation Validation of the Auto-tuning
Process
In this section, two groups of simulation are conducted to validate the model identifi-
cation and controller design stages in the auto-tuning process.
4.3.1 Validation of the integrator plus delay model
The first group of numerical simulations are conducted on three dynamics systems to
validate the model identification stage of the auto-tuner.
The first plant is an integrator plus delay system:
G(s) =
5e−0.032s
s
(4.26)
The closed-loop relay experiment diagram is shown in Figure 4.4. The input and output
Set point u
Relay
y𝐾𝑒−𝑑𝑠
𝑠
 + - + -
Inner-loop
P Controller
+a
-a
Figure 4.4: Relay feedback simulation 1 block diagram.
signals of the relay experiment are shown in Figure 4.5. The identified time delay is
0.0368s and the identified DC gain is 5.0023, both of which are very close to the actual
parameters.
Practically speaking, the dynamic model can be more complicated than an integra-
tor plus delay model. So the second simulation is carried out on a system with extra
first order dynamics. The system’s transfer function is given as
G(s) =
109e−0.032s
s(0.072s+ 1)
(4.27)
The closed-loop relay experiment is shown in Figure 4.6. The input and output signals
of the relay experiment are shown in Figure 4.7.
56
Chapter 4. Quadrotor PID Controller Automatic Tuning
0 1 2 3 4 5
−0.5
0
0.5
In
pu
t
Time(sec)
0 1 2 3 4 5
−0.05
0
0.05
O
ut
pu
t
Time(sec)
Figure 4.5: Relay feedback simulation 1: top figure input signal; bottom figure output
signal.
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y𝐾𝑒−𝑑𝑠
𝑠
 
1
𝜀𝑠 + 1
 + - + -
Figure 4.6: Relay feedback simulation 2 block diagram.
The identified time delay is 0.0917s, and the identified DC gain is 75.1654. As the
open-loop system in the second example has an extra first order dynamics, the iden-
tified time delay should be close to the transport delay plus the first order dynamics’s
time constant. The transport delay is 0.032 and the time constant is 0.072, so the sum
of these two factors are close to what has been identified in the relay test.
The identified DC gain is smaller than the actual DC gain of the open-loop system.
However, as the auto-tuning rule normally factors in a large gain margin, the difference
between the actual and identified DC gains should not lead to serious performance
degradation.
For many electromechanical systems, the cascade control structure is suitable. The
common practice for such a cascade control structure is to tune the inner-loop sys-
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Figure 4.7: Relay feedback simulation 2: top figure input signal; bottom figure output
signal.
tem to be much faster than the outer-loop system so that the inner-loop dynamic can
be ignored. However, in some circumstances, the inner-loop system cannot be tuned
fast enough and the outer-loop system is affected by the inner-loop dynamics. In this
circumstance, the inner-loop dynamics needs to be taken into consideration when de-
signing the outer-loop controller. In this simulation, identification is performed on a
cascade control system to check if the identified model can represent both the inner-
loop and the outer-loop dynamics.
The closed-loop relay experiment diagram is shown in Figure 4.8. The inner-loop
Set point u
Relay
y𝐾𝑒−𝑑𝑠
𝑠
 + - + -
Outer-loop
P Controller
+a
-a
1
𝜀𝑠 + 1
 
1
𝑠
 
Inner-loop
P Controller
+
-
Figure 4.8: Relay feedback simulation 3 block diagram.
plant is a second-order integrating system with time delay and its transfer function is
given as:
Gin(s) =
109e−0.032s
s(0.072s+ 1)
. (4.28)
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. The inner-loop proportional gain is 0.4, so inner closed-loop transfer function is:
Tin(s) =
43.6e−0.032s
0.072s2 + s+ 43.6
. (4.29)
The outer-loop plant model is:
Gout(s) = Gin(s)
1
s
=
43.6e−0.032s
s(0.072s2 + s+ 43.6)
. (4.30)
Before the system identification result is given, the inner-loop step response is exam-
ined shown in Figure 4.9. The time constant of the inner closed-loop system is 0.253s.
The transport delay plus inner closed-loop time constant is 0.285s. The inner-loop DC
gain is 1. Then we compare these actual values with the identified results from the
relay test.
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Figure 4.9: Inner closed-loop step response: dotted line set point;solid line output.
The input and output signal of the relay test is shown in Figure 4.10. The identified
delay from the relay test is 0.24s, which is slightly smaller than the actual value of
time constant plus delay. The estimated DC gain is 0.8491, which is also smaller than
the actual value of the DC gain. However, by having sufficient gain margin and phase
margin in the outer-loop controller design, the outer-loop system’s performance can
still meet the design requirements.
From the above three simulation results, we can make the following conclusions.
Integral systems with different levels of complexity can generally be fitted into the
integrator plus delay model. The DC gain of the identified system is close to the actual
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Figure 4.10: Relay feedback simulation 3: top figure input signal; bottom figure output
signal.
system. The identified time delay is close to the actual system’s pure time delay plus
the time constant of other dynamics.
4.3.2 Auto-tuning application on two physical plants
In this section, we apply the auto-tuner on two physical plants. A question naturally
related to the tuning results is: since the PID parameters are designed based on the sim-
plified integrator plus delay model, will the actual closed-loop system obtain similar
desired control performance? To answer this question, closed-loop frequency response
tests are conducted on the actual plants and the simplified models.
The transfer function of the first plant is given as:
G(s) =
549.8
(0.072s+ 1)s
e−0.032s (4.31)
As it can be seen, this system is a second order plus delay system with an integrator.
From the relay test and system identification, we get the simplified integrator plus delay
model as:
G(s) =
343.256
s
e−0.08740s. (4.32)
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The next step is applying the tuning rule based PID design method on the identified
integrator plus delay model. When β is chosen as 5, the PID parameters are: Kp =
0.0105,Ki = 0.0108 andKd = 0.000104. Then we apply the obtained PID parameters
on the actual system’s transfer function (4.31) and the integrator plus delay transfer
function (4.32). After that we perform frequency responses tests on both closed-loop
systems. The frequency response results are shown in Figure 4.11. The solid line
represents the frequency response of the actual closed-loop system and the dotted line
is the frequency response of the closed-loop system with the simplified integrator plus
delay model. As it can be seen two frequency response curves are similar to each other,
which indicates that the closed-loop system’s dynamics of the simplified model is quite
close to the actual one.
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Figure 4.11: Closed-loop frequency response 1: dotted line frequency response of
integrator plus delay system;solid line frequency response of the actual system.
Now we apply the auto-tuning method on another system:
G(s) =
64
s2 + 16s+ 64
1
0.2s+ 1
1
s
e−0.032s. (4.33)
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This is a fourth-order system with an integrator. From the relay test, we get the simpli-
fied integrator plus delay model as:
G(s) =
0.7128
s
e−0.4477. (4.34)
When β is chosen as 10, the PID parameters are: Kp = 0.5496,Ki = 0.0852 andKd =
0.0156. Then we apply the obtained PID parameters on the actual system’s transfer
function (4.33) and the integrator plus delay transfer function (4.34), and then perform
frequency responses tests on both closed-loop systems. The frequency response results
are shown in Figure 4.12. The solid line represents the frequency response of the actual
closed-loop system and the dotted line is the frequency response of the closed-loop
system with the integrator plus delay model. As it can be seen two frequency response
curves are close to each other, which indicates that the closed-loop system’s dynamics
of the identified model is quite close to the actual one. Furthermore, the closed-loop
step responses are shown in Figure (4.12). As we can see, the actual closed-loop step
response and the expected closed-loop step response are similar to each other.
From the above two simulations, it can be concluded that even though the auto-
tuning process adopts the simplified integrator plus delay model to design the PID
controller, the resultant PID parameters can actually be applied on more complex high
order systems to give robust control performance. The reason is the open-loop dynam-
ics is dominated by the integrator and the time delay.
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Figure 4.12: Outer closed-loop frequency response 2: dotted line frequency response
of integrator plus delay system;solid line frequency response of the actual system.
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Figure 4.13: Outer closed-loop step response 2: dotted line step response of integrator
plus delay system;solid line step response of the actual system.
4.4 Experimental Validation
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Figure 4.14: Quadrotor TC3.0 test-bed
4.5 Auto-tuning of Quadrotor TC1.0
In order to conduct identification experiments in a controlled environment, the quadro-
tor is required to be fixed on a mechanical stand. The test-bed shown in Figure 4.15
is built to conduct the relay experiments for identification of the quadrotors’ x and y
axis dynamics. For example, when identifying the roll angle dynamics, quadrotor arms
along the x axis are fixed on the stand so that the quadrotor can only rotate about the x
axis. The test-bed is carefully adjusted to make rotating axis aligned with the quadro-
tor’s body frame axis, so that the torque due to weight force is minimized. Besides, as
the quadrotor platform is very light, and the two rotating pivots are very smooth, the
friction is negligible. A custom control firmware is uploaded to the microprocessor
to make the quadrotor rotate under relay control at a certain frequency. The sampling
time for the inner-loop, outer-loop controllers and relay test are all set to be 0.01s,
which is the IMU sensor’s maximum updating rate. In this section, we apply the auto-
tuning process on TC1.0. In order to be consistent with the model-based controller
design described in Chapter 3, PI controllers are used on both inner-loop and outer-
loop. However, as it will be discussed in the next TC3.0 controller tuning section,
other controller configurations could offer better results.
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Figure 4.15: Quadrotor TC1.0 test-bed
4.5.1 Auto-tuning of TC1.0 Secondary PI Controller
Before the relay control experiment, a proportional controller KT1 = 0.06 is selected
to stabilize the secondary system with sampling interval ∆t = 0.01 (sec). The sensor
measurement of velocity, θ˙(t), contains noise. Thus, a relay amplitude of 0.8 together
with a hysteresis level of 0.1 is selected to reflect the measurement noise level. Figure
4.16 shows a segment of the relay feedback control data. From the input signal to
the inner-loop closed-loop control system, the period of the sustained oscillations is
identified as N = 28 samples, leading to the fundamental frequency in the frequency
sampling filter as 2pi
N
. The use of the frequency sampling filter based estimation algo-
rithm gives the inner-loop closed-loop frequency response as
T (ej
2pi
N ) = −1.225− j0.5137
Converting this discrete-time frequency to continuous time frequency, which is ω1 =
2pi
N∆t
= 22.44, together with the knowledge of the proportional controller used in the
relay experiment (KT1 = 0.06), the continuous-time frequency response of the inner-
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Figure 4.16: TC1.0 Relay feedback control signals from inner-loop system: top figure
input signal; bottom figure output signal.
loop plant is calculated as
G1(jω1) =
1
KT1
T (ej
2pi
N )
1− T (ej 2piN ) = −9.551− j1.6421
From this frequency information, an integrating plus delay model is identified as
G1(s) =
217.5589e−0.0624s
s
By choosing the desired closed-loop time constant as τcl = βd = 3d = 0.1872 (sec)
(β = 3) and damping coefficient of 1, the PI controller parameters are found for the
inner-loop control system as Kc = 0.0343 and τI = 0.4487. This set of PI controller
parameters approximately gives a gain margin of 3 and phase margin of 48 degree for
the closed-loop system with the integrator plus delay model. Figure 4.17 shows the
closed-loop step response of θ˙(t), where the reference signal has a magnitude of 0.5
(rad/sec). It is seen from this figure that the closed-loop velocity response follows
the reference signal without any steady-state error, and there is a large overshoot and
a slight oscillation. Additionally, there are disturbances and measurement noise in
the inner-loop system. For a cascade control system, the inner-loop control system is
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Figure 4.17: Inner-loop step response in closed-loop control. Dashed line: reference
signal; solid line: output.
required to have a fast response speed, which is achieved in the design here by choosing
a smaller β value.
4.5.2 Auto-tuning of TC1.0 Primary PI Controller
The proportional controller used for the relay control experiment is selected as KT2 =
2. The amplitude of the relay is 0.3 and the hysteresis level  is 0.05 to prevent the
relay from random switching. Figure 4.18 shows a segment of the input and output
data generated from this relay feedback control. The averaged period of the sustained
oscillation is N = 59 in number of samples, which gives the fundamental frequency in
discrete-time as 2pi
59
. Frequency sampling filters model is used to estimate the closed-
loop frequency response based on the set of input and output data shown in Figure
4.18, yielding to
T (ej
2pi
N ) = −0.1317− j0.3130
With the proportional controller KT2 = 2, the frequency response of the outer-loop
system is found at ω1 = 2piN∆t = 14.2 as
G2(jω1) =
1
KT2
T (ej
2pi
N )
1− T (ej 2piN ) = −0.0896− j0.1135
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Figure 4.18: TC1.0 relay feedback control signals from outer-loop system: top figure
input signal; bottom figure output signal.
From this frequency information, the integrator plus delay model for the primary sys-
tem is calculated as
G2(s) =
1.54e−0.0627s
s
For comparison purpose, when a faster desired closed-loop time constant τcl = 5d
(β = 5, gain margin ≈ 5, and phase margin ≈ 55 degree) and a slower desired closed-
loop time constant τcl = 10d (β = 10, gain margin≈ 9, and phase margin≈ 65 degree
) are used in the computation, the PI controller parameters become Kc = 3.27, τI =
0.7006, and Kc = 1.8155, τI = 1.3244. Figure 4.19 shows the comparative closed-
loop responses for the three cases experimentally. It is seen from the comparative
results that all three PI controllers lead to stable closed-loop systems. Clearly when
β = 5, the fastest outer-loop response is obtained.
4.5.3 TC1.0 Flight Testing Results
To evaluate the control performance in the actual flying conditions, experiments are
conducted. The PI controller parameters achieved from the auto-tuner are tested on
TC1.0. Before the flight test, the controller parameters calculated by the auto-tuner
are uploaded to the quadrotor’s on-board microprocessor. During the flight test, the
reference signals φ∗, θ∗ and ψ˙∗ are manually changed using a RC transmitter. These
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Figure 4.19: Comparative outer-loop step response in closed-loop control.
reference signals are then received by the RC receiver on the quadrotor and sent to
the on-board microprocessor. The microprocessor compares the difference between
the reference signals from the receiver and the actually feedback signals from the sen-
sors and generate the manipulated variables to stabilize the quadrotor system. The
quadrotor’s data logger records the flight test data including reference signals, feed-
back signals, manipulated variables, sampling time and the controller parameters.
Figures 4.20(a)-(b) show the inner-loop control system responses to the references
at the flight testing environment. Figures 4.21(a)-(b) show the outer-loop control sys-
tem responses to reference changes. In Figure 4.21 we can see that the Euler roll
and pitch angles of TC1.0 can follow the reference signals but errors exist. It should
be noted the actual performance is not only determined by the controller tuning but
also limited by the hardware. Compared with flying test results shown in chapter 3, it
can be concluded that auto-tuner already offers the best control performance that the
specific quadrotor hardware can offer.
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Figure 4.20: TC1.0 Inner-loop control system responses to reference changes. Key:
dotted line-reference; solid line- measured output
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Figure 4.21: TC1.0 Outer-loop control system responses to reference changes. Key:
dotted line-reference; solid line- measured output
4.5.4 Comparison with SIMC PI tuning rules
In this section, we compare the auto-tuner PI tuning rules with another method called
SIMC PID tuning rules [Skogestad, 2003], which is also based on the simplified plant
model. SIMC tuning rules are described as follows. For an integrating with delay
system
g(s) =
Ke−ds
s
(4.35)
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The proportional gain Kc and integral time constant τI are calculated as:
Kc =
1
K
∗ 1
τc + d
(4.36)
τI = 4(τc + d) (4.37)
where τc is the desired closed-loop time constant and a tuning parameter for the closed-
loop performance. For fast response and good robustness, τc should be equal to the
time delay d.
Now we will firstly compare the TC1.0 inner-loop PID tuning results when using
the two different tuning rules. The inner-loop plant’s DC gain K = 217.5589 and time
delay d = 0.0624. The PI controller parameters calculated by the two tuning rules
are listed in Table 4.1. The left column lists the auto-tuner’s PI parameters, when the
tuning factor β varies from 1 to 5 and the closed-loop time constant tauc varies from
d to 5d accordingly. The right column lists the SIMC PI parameters, when the desired
closed-loop time constant tauc varies from d to 5d. Apparently, when choosing the
same closed-loop time constant, the SIMC tuning gives smaller Kc and larger tauI ,
which lead to slower closed-loop responses. When tauc in SIMC is chosen to be d and
β in the auto-tuner is chosen to be 3d, these two tuning rules generate close Kc and
tauI .
Table 4.1: Auto-tuner and SIMC PI tuning rules comparison on TC1.0 inner-loop
Auto-tuner SIMC
Kc = 0.0653 τI = 0.2004 (β = 1, τc = d) Kc = 0.0368 τI = 0.4992 (τc = d)
Kc = 0.0450 τI = 0.3245 (β = 2, τc = 2d) Kc = 0.0246 τI = 0.7488 (τc = 2d)
Kc = 0.0343 τI = 0.4486 (β = 3, τc = 3d) Kc = 0.0184 τI = 0.9984 (τc = 3d)
Kc = 0.0233 τI = 0.6968 (β = 5, τc = 5d) Kc = 0.0123 τI = 1.4976 (τc = 5d)
The comparison between the two tuning rules are also conducted on the TC1.0
outer-loop. The outer-loop plant’s DC gain K = 1.54. and time delay d = 0.0627.
The PI controller parameters calculated by the two tuning rules are listed in Table 4.2.
The left column lists the auto-tuner’s PI parameters, when the tuning factor β varies
from 5 to 10 and the closed-loop time constant tauc varies from 5d to 10d accordingly.
The right column lists the SIMC PI parameters, when the desired closed-loop time
constant tauc varies from 5d to 10d. Similar to the inner-loop, when choosing the
same closed-loop time constant, the SIMC tuning gives smaller Kc and larger tauI ,
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which lead to slower closed-loop responses. When tauc in SIMC is chosen to be 5d,
and β in the auto-tuner is chosen to be 10d, these two tuning rules generate close Kc
and tauI .
Table 4.2: TAB ch6 Auto-tuner and SIMC PI tuning rules comparison on TC1.0 outer-
loop
Auto-tuner SIMC
Kc = 3.2765 τI = 0.7001 (β = 5, τc = 5d) Kc = 1.7261 τI = 1.5048 (τc = 5d)
Kc = 2.4795 τI = 0.9495 (β = 7, τc = 7d) Kc = 1.2946 τI = 2.0064 (τc = 7d)
Kc = 2.2107 τI = 1.0741 (β = 8, τc = 8d) Kc = 1.1507 τI = 2.2572 (τc = 8d)
Kc = 1.8167 τI = 1.3235 (β = 10, τc = 10d) Kc = 0.9415 τI = 2.7588 (τc = 10d)
From the above comparisons, it can be concluded the auto-tuner PI tuning rules
generally offer faster closed-loop response than SIMC tuning rules. However, by
choosing different closed-loop time constants, both tuning rules can offer similar closed-
loop control performance.
4.6 Auto-tuning of Quadrotor TC3.0
The same auto-tuning process is carried out on TC3.0. Different PID controller config-
urations are compared. Figure 4.14 is TC3.0’s relay test-bed, which share the similar
design principle as TC1.0 with some improvement. The major improvement it the
quadrotor body is higher from the ground, which minimizes the ground effect (the
deflected air disturbance from the ground).
4.6.1 Auto-tuning of TC3.0 Secondary PID Controller
Before the relay control experiment, a proportional controller KT1 = 0.03 is selected
to stabilize the secondary system with sampling interval ∆t = 0.01s. The sensor
measurement of velocity, φ˙(t), contains noise. Thus, a relay amplitude of 1rad/s
together with a hysteresis level of 0.1rad is selected to reflect the measurement noise
level. Figure 4.22 shows a segment of the relay feedback control data. From the
input signal to the inner-loop closed-loop control system, the period of the sustained
oscillations is identified as N = 28 samples, leading to the fundamental frequency in
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Figure 4.22: TC3.0 Relay feedback control signals from inner-loop system: top figure
input signal; bottom figure output signal.
.
the frequency sampling filter as 2pi
N
. The use of the frequency sampling filter based
estimation algorithm gives the inner-loop closed-loop frequency response as
T (ej
2pi
N ) = −0.4947− j0.3794
Converting this discrete-time frequency to continuous time frequency, which is ω1 =
2pi
N∆t
= 22.44, together with the knowledge of the proportional controller used in the
relay experiment (KT1 = 0.03), the continuous-time frequency response of the inner-
loop plant is calculated as
G1(jω1) =
1
KT1
T (ej
2pi
N )
1− T (ej 2piN ) = −12.3824− j5.3181
From this frequency information, an integrating plus delay model is identified as
G1(s) =
302.4e−0.0519s
s
The PID parameters with β changing from 1 to 11 are calculated and plotted in
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Figure 4.23. In order to compare the stability margins of PID, PI and PD controllers
with β changing from 1 to 11, Nyquist loci together with gain margins and phase
margins for different PID controller structures are calculated.
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Figure 4.23: TC3.0 Inner-loop PID autotuning parameters
Inner-loop PID: The Nyquist diagrams of TC3.0 inner-loop with PID controller
are plotted in Figure 4.24. The gain margins and phase margins for the same system
are plotted in Figure 4.25. When β varies between 1.5 and 11, the gain margin varies
between 2.49 to 10.16 and the phase margin varies between 40.23 degree and 66.39
degrees.
Inner-loop PD: The Nyquist diagrams of TC3.0 inner-loop with PD controller are
plotted in Figure 4.26. The gain margins and phase margins for the same system are
plotted in Figure 4.27. When β varies between 1.5 and 11, the gain margin varies
between 2.51 to 10.3 and the phase margin varies between 58.47 degree and 81.31
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Figure 4.24: TC3.0 inner-loop with PID controller Nyquist plot
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Figure 4.25: TC3.0 inner-loop with PID controller stability margins
degree.
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Figure 4.26: TC3.0 inner-loop with PD controller Nyquist plot
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Figure 4.27: TC3.0 inner-loop with PD controller stability margins
Inner-loop PI: The Nyquist diagrams of TC3.0 inner-loop with PI controller are
plotted in Figure 4.28. The gain margins and phase margins for the same system are
plotted in Figure 4.29. When β varies between 1.5 and 11, the gain margin varies
between 1.91 to 9.57 and the phase margin varies between 29.16 degree and 65.88
degree.
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Figure 4.28: TC3.0 inner-loop with PI controller Nyquist plot
The gain margins and phase margins of the inner-loop system with different types
of controllers are summarized in Table 4.3. Apparently, the inner-loop system with
PD controller has the largest gain margin and phase margin. Furthermore, it is not
necessary to use integral controller to eliminate steady-state errors. For these reasons,
PD controller should offer the best control performance for the quadrotor inner-loop
system.
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Figure 4.29: TC3.0 inner-loop with PI controller stability margins
Table 4.3: Quadrotor TC3.0 inner-loop stablity margins
gain margin phase margin(deg)
PID 2.19− 10.16 40.23− 66.39
PI 1.91− 9.57 29.16− 65.88
PD 2.51− 10.3 51.47− 81.31
4.6.2 Auto-tuning of TC3.0 Primary PID Controller
The proportional controller used for the relay control experiment is selected as KT2 =
4. The amplitude of the relay is 0.3 and the hysteresis level  is 0.1 to prevent the
relay from random switching. Figure 4.30 shows a segment of the input and output
data generated from this relay feedback control. The averaged period of the sustained
oscillation is N = 44 in number of samples, which gives the fundamental frequency in
discrete-time as 2pi
44
. Frequency sampling filters model is used to estimate the closed-
loop frequency response based on the set of input and output data shown in Figure
4.30, yielding to
T (ej
2pi
N ) = −0.3536− j0.3487
With the proportional controller KT2 = 4, the frequency response of the outer-loop
system is found at ω1 = 2piN∆t = 14.28 as
G2(jω1) =
1
KT2
T (ej
2pi
N )
1− T (ej 2piN ) = −0.0768− j0.0446
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Figure 4.30: TC3.0 Relay feedback control signals from outer-loop system: top figure
input signal; bottom figure output signal.
From this frequency information, the integrator plus delay model for the primary sys-
tem is calculated as
G2(s) =
1.26e−0.0731s
s
The PID parameters with β changing from 1 to 11 are calculated and plotted in
Figure 4.31. In order to compare the stability margins of PID, PI and PD controllers
with β changing from 1 to 11, the Nyquist diagrams, gain margins and phase margins
for different PID controller structures are given.
Outer-loop PID: The Nyquist diagrams of TC3.0 Outer-loop with PID controller
are plotted in Figure 4.32. The gain margins and phase margins for the same system
are plotted in Figure 4.33. When β varies between 1.5 and 11, the gain margin varies
between 2.49 to 10.16 and the phase margin varies between 40.23 degree and 66.39
degree.
Outer-loop PD: The Nyquist loci of TC3.0 Outer-loop with PD controller are plot-
ted in Figure 4.34. The gain margins and phase margins for the same system are plotted
in Figure 4.35. When β varies between 1.5 to 11, the gain margin varies between 2.51
to 10.3 and the phase margin varies between 58.47 degree to 81.31 degree.
Outer-loop PI: The Nyquist diagrams of TC3.0 Outer-loop with PI controller are
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Figure 4.31: TC3.0 Outer-loop PID autotuning parameters
−2 −1 0 1 2
−2
−1
0
1
2
Real
Im
ag
Figure 4.32: TC3.0 Outer-loop with PID controller Nyquist plot
plotted in Figure 4.36. The gain margins and phase margins for the same system are
plotted in Figure 4.37. When β varies between 1.5 and 11, the gain margin varies
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Figure 4.33: TC3.0 Outer-loop with PID controller stability margins
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Figure 4.34: TC3.0 Outer-loop with PD controller Nyquist plot
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Figure 4.35: TC3.0 Outer-loop with PD controller stability margins
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between 1.91 to 9.57 and the phase margin varies between 29.16 degree and 65.88
degree.
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Figure 4.36: TC3.0 Outer-loop with PI controller Nyquist plot
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Figure 4.37: TC3.0 Outer-loop with PI controller stability margins
The gain margins and phase margins of the outer-loop system with different types
of controllers are summarized in Table 4.4. In order to eliminate steady-state errors
in the outer-loop system, integral controllers must be used. Furthermore, PID con-
troller offer larger gain margin and phase margin than PI controller, so PID controller
is chosen as the outer-loop controller.
TC3.0’s step responses are given in Figure 4.38. The inner-loop controllers used
in these tests are PD controllers. For the outer-loop, PID, PD and PI controllers are
used in three step response tests. As it can be seen, the systems with PID and PI
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Table 4.4: Quadrotor TC3.0 outer-loop stability margins
gain margin phase margin(deg)
PID 2.19− 10.16 40.23− 66.39
PI 1.91− 9.57 29.16− 65.88
PD 2.51− 10.3 51.47− 81.31
controllers have very similar performance with no steady-state error. The system with
PD controller shows steady-state error but it has the smallest overshot among three
systems.
To further evaluate the performance of difference outer-loop controllers, mean
squared errors (MSE) of the three step response tests are calculated using the following
equation:
MSE =
∑M
n=1(r(n)− y(n))2
M
, (4.38)
where M is the number of samples, r is the setpoint and y is the output. Among the
three controllers, PID controlled system gives the lowest MSE (0.0038) and the MSE
of PI and PD controlled systems are 0.0040 and 0.0052 respectively.
Table 4.5: TC3.0 inner-loop and outer-loop controller parameters
Kp Ki Kd
Inner-loop 0.042 0 0.00045
Outer-loop 3.22 2.87 0.023
4.6.3 TC3.0 Flight Testing Results
Flight tests are also conducted on quadrotor TC3.0. The controller parameters achieved
from the auto-tuner are given in Table 4.5.
Figures 4.39(a)-(c) show the inner-loop control system responses to the references
at the flight testing environment. Figures 4.40(a)-(b) show the outer-loop control sys-
tem responses to reference changes.
Compared with the angle tracking performance of TC1.0, Figure 4.40 shows TC3.0
has a superior closed-loop control performance. This is because TC3.0 is equipped
with more powerful actuators and the overall design is improved. For both TC1.0
and TC3.0, the auto-tuner helps them to reach the specific hardware’s best control
performance.
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Figure 4.38: TC3.0 Outer-loop step responses. Key: dotted line-reference; solid line-
measured output
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Figure 4.39: TC3.0 inner-loop control system responses to reference changes. Key:
dotted line-reference; solid line- measured output
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Figure 4.40: TC 3.0 outer-loop control system responses to reference changes. Key:
dotted line-reference; solid line- measured output
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4.7 Summary
In this chapter, an auto-tuner for cascade PID control system is presented, which in-
cludes four steps: (1) identification of the critical frequency information of the closed-
loop feedback control system using frequency sampling filter model, (2) calculation of
the open-loop frequency response, (3) obtaining an approximate integrator plus delay
model, (4) application of PID controller tuning rules.
As it has been discussed in Chapter 3, the commonly used integrator model ac-
tually over-simplifies the quadrotor dynamics, which leads to the degraded PID con-
troller performance. Using a high order transfer function in model-based design can
complicate the design process, and the resultant PID controller may still not perform
as expected due to model-mismatching. By contrast, the key idea behind the proposed
auto-tuner is fitting the dominant dynamics of a physical plant into a simplified inte-
grator plus delay model, which is then used to design the PID controller. As a result,
the proposed auto-tuner ensures a sound closed-loop control performance without us-
ing a complicated high order model. Additionally, as the auto-tuner is fully automatic,
it simplifies the PID control tuning process and in the meantime it provides control
engineers with reliable results. It has been verified by numerical simulations that, in
the auto-tuner’s model identification stage, the dominant dynamics of physical systems
with different levels of complexity can generally be fitted into the integrator plus delay
model. Another group of simulations shows that even though this auto-tuning method
relies on the first order plus delay model to calculate PID parameters, it also works for
high order integrating systems, because of the dominating effect of the integrator in
those plants. Experimental results achieved on TC1.0 and TC3.0 show that the auto-
tuning method can help to achieve the best control performance on a specific hardware.
Gain margin and phase margin of TC3.0 platform with PI, PD and PID controllers are
analyzed, by using the Nyquist plot. For both the quadrotor outer-loop and inner-loop
system, PD controller offers the largest gain margin and phase margin. As a result, PD
controller is a better option for the inner-loop system. PID controller should be used
for the outer-loop to eliminate steady-state error while remaining a relatively large gain
and phase margin.
85
Chapter 5
Quadrotor Performance Evaluation
via Step Response Identification
5.1 Introduction
Even though in the previous chapter a PI controller auto-tuner has been developed,
control engineers may still need to know the time domain features of the closed-loop
systems. In order to assess the closed-loop control performance of a quadrotor, it is
well understood that a dynamic response test is required to reveal whether the closed-
loop system has a suitable settling time, under-damped modes, and steady-state error.
However, the commonly used numerical dynamic response simulation and direct step
response experiments have their own drawbacks. This chapter proposes a novel ap-
proach to assess the closed-loop control performance of a quadrotor UAV.
Section 5.2 describes the data acquisition using the relay feedback experiment
and step response identification using the frequency-sampling filter (FSF). Section
5.3 presents 3-axis experimental results of the quadrotor step response identification.
Section 5.4 compares the proposed identification method, the numerical simulation
method and the direct step response experimental test. Section 5.5 concludes this chap-
ter.
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5.2 Step Response Identification Using Frequency Sam-
pling Filters
5.2.1 Data acquisition using relay feedback
A standard relay experiment produces in most cases a limit cycle dominated by a sin-
gle frequency. However, this information may not be sufficient for the estimation of a
step response model because it requires more frequency response information to ensure
satisfactory estimation results. The strategy we adopt in the identification experiment
design was introduced in [Wang et al., 1999] and applied by Wang and Gawthrop
[2001] to simulation studies of continuous time system identification and by Wang
et al. [2004] to estimation of food extruder model. In this type of experiments, we
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Figure 5.1: Data acquisition: multi-frequency relay feedback system.
make use of multiple relay experiments to generate frequency response information
at several frequencies. The proposed apparatus as shown in Figure 5.1 combines in
parallel a relay element with that connected in series to an integrator. The experiment
is performed by alternating the error signal between the relay path and the integrator-
relay path. The design of the experiment then reduces to the selection of this triggering
sequence. One of the main benefits of the apparatus is that the design of an identifica-
tion experiment suitable for obtaining a mathematical model has now been automated.
In addition, choice of sampling rate can be set to near continuous measurement.
The relay’s input signal e¯ is calculated by the following equation:
¯e(t) = γ1e(t) + γ2
∫ t
0
e(t)dτ (5.1)
γ1 + γ2 = 1,
where γ1 and γ2 can be either 0 or 1. When γ1 = 1 and γ2 = 0, the system oscillates at
a high frequency and when γ1 = 0 and γ2 = 1, the system oscillates lower frequencies.
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By choosing a set of different γ1 and γ2 values, various frequency contents of the input
signal can be obtained. In this paper, the γ1 and γ2 values are chosen as:
γ1 = [1, 1, 1, 1, 0, 0, 0, 0, 1, 0, 1, 0, 1, 0, 1, 0, 0, 0]
γ2 = [0, 0, 0, 0, 1, 1, 1, 1, 0, 1, 0, 1, 0, 1, 0, 1, 1, 1].
In the quadrotor inner-loop data acquisition relay feedback experiment, the pro-
cess to be identified is the quadrotor’s inner-loop system with proportional control.
The process input signal u is generated by the relay, which is also the angular velocity
set point to the inner-loop control system. The process output signal y is the quadrotor
angular velocity. In the quadrotor outer-loop data acquisition relay feedback experi-
ment, the process to be identified is the quadrotor’s outer closed-loop control system.
The process input signal u is the signal generated by the relay component, which is
also used as the reference signal for the Euler angle. The process output signal y is the
measured Euler angle.
Since the process output is corrupted with noise, hysteresis is added to the relay to
reduce the effect of the noise by preventing the random switches due to noise, where it
produces a dead-zone with its size defined by the parameter . It is well known that if
the width of the hysteresis  equals zero, then the oscillation frequency corresponds to
the cross over frequency of the process under the feedback control [Åström and Häg-
glund, 1984]. An integrator in series to the relay element generates a stable oscillation
with the dominant frequency corresponding to −90◦ on the Nyquist plot [Åström and
Hägglund, 1984].
5.2.2 Step response identification using frequency sampling filters
Assume that the continuous time system is stable , the system is sampled uniformly
with an interval ∆t, and the system has a settling time Ts such that when t ≥ Ts, the
impulse response h(t) ≈ 0. The corresponding discrete parameter to Ts is Ns = Ts∆t .
whereNs is the number of samples within the settling time, n is an odd number to
represent the number of frequencies included in the Frequency Sampling Filters model;
ωds is the fundamental sampling frequency defined by ωds = 2piNs . Suppose that u(k)
is the process input, y(k) is the process output and v(k) is the disturbance signal. The
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output y(k) can be expressed in a linear regression form by defining the parameter
vector and the regressor vector as
θ = [T (ej0) T (ejωds) T (e−jωds)...T (ej
n−1
2
ωds) T (e−j
n−1
2
ωds)]T∗
and the regressor vector as
Φ(k) = [f(k)0 f(k)1 f(k)−1... f(k)
n−1
2 f(k)−
n−1
2 ]T∗
where
f(k)l =
1
N
1− z−N
1− ejlωdsz−1
for l = 0,±1,±2, ...,±n−1
2
and A∗ is defined as complex conjugate transpose of A.
This allows us express the output signal as
y(k) = Φ(k)∗θ + v(k) (5.2)
Figure 5.2 shows the system input-output relationship using frequency-sampling fil-
ter model. Given a set of sampled finite amount of data {y(1), y(2), y(3), ...} and
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Figure 5.2: Block diagram of frequency-sampling filter structure.
{u(1), u(2), u(3), ...}, we can obtain an estimate of the frequency-sampling filter model
using the same standard recursive least squares algorithm mentioned in chapter 4.
In order to obtain the estimated step response from the estimated frequency param-
eter vector θ, it can be easily verified [Wang and Cluett, 2000] that the step response
of the system at the sample m is in a linear relation to the frequency parameter vector
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θ via
gm = Q(m)
Tθ (5.3)
where
Q(m) =

m+1
N
2Re(S(1,m))
2Im(S(1,m))
...
2Re(S(n−1
2
,m))
2Im(S(n−1
2
,m))

S(l,m) = 1
N
1−ejlωds(m+1)
1−ejlωds , l = 1, 2, . . . ,
n−1
2
.
5.3 Quadrotor TC1.0 step Response Identification Ex-
perimental Results
5.3.1 Quadrotor TC1.0 Inner-loop Step Response Identification
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Figure 5.3: Quadrotor TC1.0 inner-loop data acquisition relay feedback system
The relay feedback system used for quadrotor inner-loop data acquisition is shown
in Figure 5.3. In the inner-loop relay feedback experiments, the relay device is set to
switch between −0.8 and 0.8. The hysteresis is chosen to be  = 0.2 to avoid possible
random switches due to the existence of measurement noise. The sampling interval ∆t
is 0.01s for the experiments.
The relay apparatus for x and y axis identification is shown in Figure 5.4(a), which
is the same as the one used in the auto-tuner. The z axis relay apparatus is shown
in Figure 5.4(b). Figure 5.5 shows the input signals generated by the relay apparatus
and responses of 3-axis inner-loop systems. The estimated quadrotor inner-loop step
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responses using the frequency sampling filter model are shown in Figure 5.6 with sta-
tistical confidence bounds. It is seen from this figure that the x−axis (φ˙(t)) and y−axis
(θ˙(t)) inner closed-loop responses are oscillating, but without steady-state error. The
z−axis response (φ˙(t)) is slightly faster with a smaller over-shoot. This is because
the x−axis and y−axis inner-loop control systems have a high gain feedback control,
which leads to the oscillation. Because all the inner-loop systems have an integrator in
the plant dynamics, the closed-loop responses have no steady-state error to reference
response. The statistical confidence bounds also indicate a high signal to noise ratio in
the experiment.
(a) Roll and pitch stand (b) Yaw stand
Figure 5.4: Quadrotor TC1.0 testbed
The estimated inner-loop output responses are compared with the experimental re-
sponses, shown in Figure 5.7. The estimated output responses are generated by using
the same relay input signals as the inputs to the estimated inner-loop frequency sam-
pling filter models. Again, it is seen that the estimated responses are almost identical
with the experimental responses.
Figure 5.8 shows the estimated inner-loop step responses with different controller
settings where the proportional controller gain is increased from Kp = 0.03 to 0.11. It
can be seen that, with higher controller gain, the closed-loop step response gradually
becomes more oscillatory. Increasing the controller gain even further would lead to
instability of the closed-loop control system. This set of estimated step responses
reveals the closed-loop control system performance with respect to the selection of the
proportional controller Kp.
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(a) Roll angler velocity relay experimental data
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(b) Pitch angler velocity relay experimental data
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(c) Yaw angler velocity relay experimental data
Figure 5.5: Quadrotor TC1.0 inner-loop step response identification experimental data.
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Figure 5.6: Estimated quadrotor TC1.0 inner-loop step responses. Key: solid lines step
response; dotted lines 2δ confidence bounds
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Figure 5.7: Actual and estimated quadrotor TC1.0 inner-loop responses under the same
relay signals. Key: solid lines estimated responses; dotted lines actual responses
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Figure 5.8: Estimated quadrotor TC1.0 inner-loop step responses with different con-
troller gains. Key: solid lines step response; dotted lines 2δ confidence bounds
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Figure 5.9: Quadrotor TC1.0 outer-loop data acquisition relay feedback system
5.3.2 Quadrotor TC1.0 Outer-loop Step Response Estimation
The relay feedback system used for quadrotor outer-loop data acquisition is shown in
Figure 5.9. Figure 5.10 shows the input signals generated by the relay apparatus and
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the responses of roll and pitch angles. In the outer-loop relay feedback control ex-
periments, the relay element is set to switch between −0.3 and 0.3. The hysteresis is
chosen to be 0.1 to avoid possible random switches caused by the measurement noise.
The sampling interval ∆t is 0.01s. The estimated outer-loop step responses with con-
fidence bounds using frequency sampling filter model are shown in Figure 5.11. From
this figure, it is seen that the quadrotor’s x−axis and y−axis outer-loops have almost
the identical dynamics, with roughly 2 second settling time. Also, it can seen that
the responses are not smooth on the transient dynamics and the closed-loop responses
are oscillatory. There is no steady-state error in the outer-loop closed-loop responses.
Overall, the control system performance may need improvement on the transient re-
sponse. Clearly, the characteristics of closed-loop control system can then be precisely
determined from the estimated step responses. Additionally, the measurement noise
level is quite low as it is evident from the relatively tight statistical confidence bound.
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Figure 5.10: Quadrotor outer-loop step response identification experimental data
To confirm the quality of the estimated model, the predicted output responses are
compared with the measured output responses, shown in Figure 5.12. Here, the pre-
dicted output responses are generated by using the same relay input signals as the input
signals to the estimated outer-loop frequency sampling filter models. It is seen that the
predicted responses are almost identical with the measured responses.
To further illustrate the importance of performance assessment, Figure 5.13 shows
the estimated outer closed-loop step responses with different controller settings with
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Figure 5.11: Estimated quadrotor outer-loop step responses. Key: solid lines step
response; dotted lines 2δ confidence bounds
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Figure 5.12: Actual and estimated quadrotor outer-loop responses under the same relay
signals. Key: solid lines estimated responses; dotted lines actual responses
a gradual increase in both proportional and integral control gains. It can be seen that,
with higher controller gain, the closed-loop step response speed becomes faster, how-
ever it exhibits more oscillatory behavior.
5.3.3 Quadrotor 3-axis Simulation Using Identified Models
In the previous section, comparisons have been made between the quadrotor experi-
mental responses and the predicted responses and they are almost identical when the
quadrotor is fixed on the test-bed. To evaluate the control performance in the realistic
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Figure 5.13: Estimated quadrotor inner-loop step responses with different controller
gains. Key: solid lines step response; dotted lines 2δ confidence bounds
condition, flying tests are conducted. The predicted responses are compared with the
actual responses from a flying test.
The flying test was performed on a quadrotor platform in an indoor environment.
This quadrotor platform equipped with 3-axis accelerometers and 3-axis gyroscopes
is capable of tracking roll and pitch angle references and yaw angular rate reference.
During the flying test, the reference signals φ∗, θ∗ and ψ˙∗ are manually changed using
a RC transmitter. These reference signals are then received by the RC receiver on the
quadrotor and sent to the on-board micro controller. The micro controller compares
the difference between the reference signals from the receiver and the actually feed-
back signals from the sensors and generates the manipulated variables to stabilize the
quadrotor system. The quadrotor’s data logger records the flying test data, including
reference signals, feedback signals, manipulated variables, sampling instance and the
controller parameters.
After the flying test, the recorded reference signals φ∗, θ∗ and ψ˙∗ were fed into
the previously identified models to get the estimation of the quadrotor responses under
such reference signals. As shown in Figure 5.14, the x−axis and y−axis predicted
outer-loop responses have similar characteristics to the experimental responses, but
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not identical. When the quadrotor is flying, there are disturbances due to air flow and
those disturbances are not captured by the dynamics models. It is interesting to note
that the predicted and actual responses of z−axis are almost identical. That is probably
because the disturbance acting on z−axis during the flying test is smaller than those
acting on the x−axis and y−axis.
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Figure 5.14: Estimated and actual quadrotor responses with the same reference signals.
Key: dotted line- measured angles; solid lines predicted angles
5.4 Comparisons of Common Dynamic Response Meth-
ods
The numerical simulation and step response experimental tests are two commonly used
means to analyse the quadrotor’s closed-loop dynamics. In this section, comparisons
are made among the step responses obtained from numerical simulations, the direct
step responses experiments, and those obtained by using the proposed model identifi-
cation method.
5.4.1 Comparisons with nonlinear simulations
As the quadrotor physical plant parameters can be measured, the nonlinear model of
the quadrotor is available and it is possible to assess the closed-loop control perfor-
mance by simulation of the closed-loop system. However, if the measured physical
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parameters contain error, the simulation results may not reveal the true dynamics of
the closed-loop system. In order to show the difference between the step responses
achieved from the proposed model identification method and those from numerical
simulation, the following comparisons are performed.
Table 5.1: Quadrotor actual and measured physical parameters
Parameter Actual Measured 1 error Measured 2 error unit
Ixx 3.2143× 10−4 3.8572× 10−4 +20% 2.8929× 10−4 −10% kg ·m2
Iyy 3.2143× 10−4 3.8572× 10−4 +20% 2.8929× 10−4 −10% kg ·m2
Izz 4.6087× 10−4 5.5304× 10−4 +20% 4.1478× 10−4 −10% kg ·m2
bt 9.6756× 10−7 7.7405× 10−7 −20% 1.0159× 10−6 +20% N/A
rwv 137.6571 123.8914 −10% 144.54 +5% rad/V s
kd 1.8336× 10−8 1.6502× 10−8 −10% 1.9253× 10−8 +5% N/A
dm 0.032 0.0256 −20% 0.0336 +5% s
m 0.072 0.0648 −10% 0.0756 +5% s
In Table 5.1, the first column lists all quadrotor parameters used in the comparisons.
As absolute accurate physical values are never available, the values in the second col-
umn are ’assumed’ to be the true values. And in the third column, some measurement
errors are intentionally added to the true values. The forth column shows the errors
in percentage. The errors vary from −20% to +20%. Another set of values with er-
rors are given in the fifth column, and the errors in percentage are shown in the sixth
column. The errors vary from −10% to +20%.
Unit step responses of the quadrotor outer-loop system are given in Figure 5.15. It
should be noted that even though all plots in 5.15 are from numerical simulations, they
are different in nature. Figure 5.15 (a) is assumed to be the true step response of the
quadrotor system as it is achieved by using the true physical parameters shown in the
second column of Table 5.1. The step response shown in Figure 5.15 (b) is obtained
by using the proposed model identification method. Obviously, it is closely matched
to Figure 5.15 (a). In contrast, Figure 5.15(c) is obtained from a simulation by using
the first set of parameters with errors. As it can be seen, the step response is quite
different from Figure 5.15 (a) with much less oscillation and slightly lower overshoot.
When using the second set of physical parameters with errors, the step response even
becomes unstable, which is shown in Figure 5.15 (d).
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Figure 5.15: Quadrotor outer-loop step responses.
5.4.2 Comparisons with step response experiments
The quadrotor TC1.0’s direct inner-loop step response experimental test is conducted
as shown in Figure 5.17. It can been seen from the figure, the step response is seriously
corrupted by disturbances. The step response parameters such as rise time, overshoot,
and settling time can hardly be determined. The characteristic of under-damped closed-
loop system was masked by the disturbance.
Additionally, a step response without the relay feedback control for the outer-loop
system (roll angle) is shown in Figure 5.16. Perhaps, one could say that the outer-loop
system’s time-domain specifications such as rise time, settling time could be roughly
read off from the figure and used to evaluate the designed controller. However, if we
carefully compare the positive and the negative step responses in Figure 5.16, it can be
seen that the overshoot and settling time are quite different, which are mainly caused
by the disturbance on the control signal. As a result, the result obtained from a normal
step response test may not be reliable as it is subject to the disturbance level when
conducting the test.
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Figure 5.16: Quadrotor TC1.0 outer closed-loop step response. Key: dotted line set
point signal; solid line output signal
0 5 10 15 20−1.5
−1
−0.5
0
0.5
1
1.5
φ˙
(r
a
d
/
s)
time (s)
Figure 5.17: Quadrotor TC1.0 inner-loop step response. Key: dotted line set point
signal; solid line output signal
As it has been discussed above, numerical simulations and step response exper-
iments may not provide satisfactory results to help control engineers understand the
true dynamics of the quadrotor closed-loop system and it thus becomes the motivation
of the proposed model identification method.
5.5 Conclusions
This chapter presents an approach to identify the quadrotor’s 3-axis closed-loop step
responses for controller performance evaluation. The first step in the proposed method
is data acquisition using relay feedback experiment and the second step is step response
identification using frequency sampling filters with recursive least squares method.
The proposed step response identification method is applied to quadrotor TC1.0’s
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inner-loop and outer-loop systems. The identification results show very clean step re-
sponse curves, which can be used to accurately determine the closed-loop systems’
time domain features. To validate the proposed identification method, the reference
signals recorded in the relay experiments are fed into the identified models. The iden-
tified models then generate very similar outputs as what is recorded in the relay tests.
Additionally, the reference signals generated in the flying tests are also fed into the
identified model. The identified models’ outputs are close to the flying test results,
but errors exist. It should be emphasized here that the proposed model identification
method is not to replace the actual flying test. Its advantages over the numerical sim-
ulation and the normal step response test make it a more reliable way to evaluate the
designed closed-loop system performance in a safe environment. With the implication
of the performance assessment on ground, early fault detection for quadrotor UAVs
could be performed.
Comparisons are made between the proposed identification method and numerical
simulations. As it has been shown, the step response achieved by using the identifica-
tion method is very close to the true step response, while numerical simulations give
inaccurate results due to uncertainty of plant physical parameters. It thus comes to the
conclusion that in the circumstance that the plant parameters are likely to be inaccu-
rate, the proposed identification method will provide better prediction of the system’s
performance.
Comparisons are also made between the estimated step responses and the direct
step response experimental tests conducted on the same test-bed. The results show that
the estimated step responses give a clearer and more intuitive presentation which can
be directly used by engineers to evaluate and improve the designed controllers, when
direct step response experimental results are seriously corrupted by disturbances.
101
Chapter 6
Model Predictive Control of
Quadrotor
6.1 Introduction
In previous chapters, cascade PID controllers have been deployed on the quadrotor
system to control its attitude. As the quadrotor is a Multiple-input, multiple-output
(MIMO) system, while the PID control is a Single-input, single-output (SISO) control
technique, the quadrotor system needs to be decoupled before the controller design.
Furthermore, because of the coupling on the control signals, constraints cannot be di-
rectly applied on the actual control signals to get the optimized solutions. To solve
these problems, model predictive control (MPC) is employed to control the quadro-
tor’s attitude and position. Two MPC control architectures, namely cascade MPC and
centralized MPC are compared. Due to the lack of position sensor on the quadrotor
platform, numerical simulations are conducted on the quadrotor mathematical model
to validate the proposed control algorithm.
This chapter is organized as follows. A discrete-time MPC algorithm based on
Laugerre functions is introduced first. Hildreth’s Quadratic Programming (QP) algo-
rithm is employed to deal with constraints. The constrained MPC algorithm is then
applied to the quadrotor position control problem. Centralized MPC control and cas-
cade MPC control structures are tested and compared in a quadrotor hovering scenario
simulation. There are two methods to deal with the constraints on the control signals.
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One is to use pure saturation to limit the control signals within a range (e.g. PID con-
trol). In comparison, the other one is to find the optimal solutions under constraints
(e.g. MPC). To analyze how constraints or actuator saturation affect the control per-
formance, several simulation studies of cascaded MPC quadrotor position control are
perform at the end of this chapter.
6.2 Model Predictive Control
6.2.1 Discrete-time Model Predictive Control
For completeness of the thesis, the mathematic expressions and derivations of Laguerre
MPC algorithm are briefly explained. For more details of Laguerre MPC, readers are
referred to [Wang, 2009].
The plant to be controlled is described by the discrete time model of the form as
xm(k + 1) = Amxm(k) +Bmu(k)
y(k) = Cmxm(k). (6.1)
Assume that the plant has p inputs, q outputs and n states. The difference of the state
variable is written as
∆xm(k + 1) = xm(k + 1)− xm(k), (6.2)
and the difference of the control variable by
∆u(k) = u(k)− u(k − 1). (6.3)
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Then we augment the original state space model (6.1) as
x(k+1)︷ ︸︸ ︷[
∆xm(k + 1)
y(k + 1)
]
=
A︷ ︸︸ ︷[
Am o
T
m
CmAm Iq×q
] x(k)︷ ︸︸ ︷[
∆xm(k)
y(k)
]
+
B︷ ︸︸ ︷[
Bm
CmBm
]
∆u(k)
y(k) =
C︷ ︸︸ ︷[
om Iq×q
] [∆xm(k)
y(k)
]
, (6.4)
where Iq×q is the identity matrix with dimensions q×q, which is the number of outputs;
and om is a q × n1 zero matrix. In (6.4), Am, Bm and Cm have dimension n1 × n1,
n1 ×m and q × n1, respectively. For notational simplicity, we denote (6.4) by
x(k + 1) = Ax(k) +Bu(k)
y(k + 1) = Cx(k). (6.5)
The triplet (A,B,C) is called the augmented model, which will be used in the design
of predictive control. In the following, the dimensionality of the augmented state-space
equation is taken to be n = n1 + q. Let us denote the vector
Y =

y(k + 1)
y(k + 2)
y(k + 3)
...
y(k +Np)

; ∆U =

∆u(k)
∆u(k + 1)
∆u(k + 2)
...
∆u(k +Nc − 1)

. (6.6)
Effectively, we have
Y = FMx(k) + ΦM∆U , (6.7)
where
FM =
[
CA CA2 CA3 ... CANp
]T
,
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ΦM =

CB 0 0 ... 0
CAB CB 0 ... 0
CA2B CAB CB ... 0
...
...
...
...
CANp−1B CANp−2B CANp−3B ... CANp−NcB

.
Iq×q is a q× q identity matrix,Rs is the set point vector,R is the weighting matrix for
control signal, Nc is control horizon, Np is prediction horizon.
The cost function of traditional MPC is expressed as
J = (Rs − FMx(k))T (Rs − FMx(k))− 2∆UTΦTM(Rs − FMx(k)+
∆UT (ΦTMΦM +R)∆U . (6.8)
Now we calculate derivation of the cost function J :
dJ
d∆U
= −2ΦTM(Rs − FMx(k)) + 2(ΦTMΦM +R)∆U . (6.9)
The necessary condition of the minimum J is obtained:
dJ
d∆U
= 0. (6.10)
The optimal solution for the control signal is
∆U = (ΦTMΦM +R)
−1(ΦTMRsr(k)−ΦTMFMx(k)), (6.11)
where matrix ΦTMΦM has dimensionmNc×mNc and ΦTMFM has dimensionmNc×n
and ΦTMRs equals the last q columns of Φ
T
MFM . The weight matrix R is a block
matrix with m blocks and has its dimension equal to dimension of ΦTMΦM . The set-
point signal is r(k) =
[
r1(k) r2(k) ... rq(k)
]T
as the q set-point signals to the
multi-output system.
Applying the receding horizon control principle, the first m elements in ∆U are
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taken to form the incremental optimal control:
∆u(k) =
[
Im om ... om
]
(ΦTMΦM +R)
−1(ΦTMRsr(k)−ΦTMFMx(k))
= Kyr(k)−Kmpcx(k)
(6.12)
Note that the characteristic polynomial equation of the augmented model is
det
[
λI −Am oTm
−CmAm (λ− 1)Iq×q
]
= (λ− 1)qdet(λI −Am) = 0, (6.13)
where we use the property that the determinant of a block lower triangular matrix
equals the product of the determinants of the matrices on the diagonal. Hence, the
eigenvalues of the augmented model are the union of the eigenvalues of the plant model
and the q eigenvalues, λ = 1. This means that there are q integrators embedded into
the augmented design model. This is the means that we use to obtain integral action
for the MPC systems.
6.2.2 Discrete-time MPC Using Laguerre Functions
Now we model the control signal with Laguerre functions. Laguerre functions are a
set of discrete orthonormal basis functions that can be expressed as
ΓN(z) = ΓN−1(z)(
z−1 − a
1− az−1 )
Γ1(z) =
√
1− a2
1− az−1 . (6.14)
Letting li(k) denote the inverse z-transform of Γi(z, a)
L(k) =
[
l1(k) l2(k) ... lN(k)
]T
,
the set of discrete-time Laguerre functions satisfies the following difference equation:
L(k + 1) = A1L(k), (6.15)
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where the initial condition is given by
L(0)T =
√
β
[
1 −a a2 −a3 ... (−1)N−1aN−1
]
,
a is the Laguerre scaling factor, β = (1− a2), and A1 is a N ×N matrix. For example
N = 5,
A1 =

a 0 0 0 0 0
β a 0 0 0
−aβ β a 0 0
a2β −aβ β a 0
−a3β a2β −aβ β a
 ,
L(0)T =
√
β
[
1 −a a2 −a3 a4
]T
.
Letting
∆u(k) =
[
∆u1(k) ∆u2(k)...∆um(k)
]T
, the input matrix can be partitioned toB =
[
B1 B2 ... Bp
]
.
we express the ith control signal ∆ui(k) by choosing a scaling factor ai and order
Ni where ai and Ni are selected for this particular input, such that
∆ui(k) = Li(k)
Tηi, (6.16)
where ηi andLi(k) are the Laguerre network description of the ith control, specifically
Li(k)
T =
[
li1(k) l
i
2(k) ...l
i
Ni
(k)
]
. (6.17)
Based on the partition of the input matrix and given state variable information at x(k),
the prediction of the future state at time m is written as
x(k +m) = Amx(k) +
m−1∑
j=0
Am−j−1
[
B1L1(J)
TB2L2(J)
T ...BmLm(J)
T
]
η
= Amx(ki) + Φ(m)
Tη, (6.18)
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where the parameter vector η and the data matrix φ(m)T consist of the individual
coefficient vectors given by
ηT =
[
ηT1 η
T
2 ... η
T
m
]
φ(m) =
[
B1L1(J)
TB2L2(J)
T ...BmLm(J)
T
]
.
The cost function is defined as
J = ηTΩη + 2ηTΨx(k) +
Np∑
m=1
x(k)T (A)mQAmx(ki), (6.19)
where the matrices Ω and Ψ are
Ω =
Np∑
m=1
Φ(m)QΦ(m)T +RL; Ψ =
Np∑
m=1
Φ(m)QAm.
Without constraints, the optimal solution of the cost function 6.19 is given by
η = −Ω−1Ψx(ki).
Upon obtaining the optimal parameter vector η, the receding horizon control law is
realised as
∆u(k) =

L1(0)
T oT2 ... o
T
m
oT1 L2(0)
T ... oT2
... ...
. . . ...
oT1 o
T
2 ... Lm(0)
T
η, (6.20)
where oTk , k = 1, 2, ...m represents a zero block row vector with identical dimension
to Lk(0)T . The control varialbe ∆u(k) can be written in the form of linear state
feedback control assuming that the future reference trajectories are constant within the
prediction horizon. Namely,
∆u(k) = −Kmpcx(k), (6.21)
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where the state feedback control gain matrixKmpc is
Kmpc =

L1(0)
T oT2 ... o
T
m
oT1 L2(0)
T ... oT2
... ...
. . . ...
oT1 o
T
2 ... Lm(0)
T
Ω−1Ψ.
With the definition of state feedback control gain matrix Kmpc, the closed-loop feed-
back control is
x(k + 1) = (A−BKmpc)x(k) (6.22)
and closed-loop stability and performance of the predictive control system can be
checked by examining the location of its eigenvalues.
6.2.3 Discrete-time MPC with Constraints
The object of model predictive control is to solve an optimization problem that takes
into account the constraints. Although model predictive control is able to deal with
many kinds of constraints either on control signals or on output signals, here we will
only focus on constraints on the amplitude of the control variables. Optimization in
MPC is realized by minimizing the object function subject to some constraints, which
can be considered as a quadratic programming problem[Wang, 2009].
We suppose the constraints are given for the upper limits as
umax =
[
umax1 u
max
2 ... u
max
m
]T
,
and lower limits as
umin =
[
umin1 u
min
2 ... u
min
m
]T
.
Then each control signal is required to satisfy the constraints:
umin1 6 u1 6 umax1
umin2 6 u2 6 umax2
...
uminm 6 u3 6 umaxm
. (6.23)
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Writing equation (6.23) in the vector form gives:
umin 6 u 6 umax
which can be expressed by two inequalities:
−u 6 −umin
u 6 umax
In a matrix form, this becomes [
−I
I
]
u 6
[
−umin
umax
]
(6.24)
We denote (6.24) by
Mu 6 γ, (6.25)
where M is a matrix reflecting the constraints, with its number of rows equal to the
number of constraints and number of columns equal to the number of input signals.
Since the cost function J is a quadratic, and the constraints are linear inequalities,
the problem of finding an optimal predictive control becomes one of finding an optimal
solution to a standard quadratic programming problem.
To be consistent with the literatures of quadratic programming [Wang, 2009], the
decision variable is denoted by x. The objective function J and the constraints are
expressed as
J = xTEx+ 2xTF
Mx ≤ γ, (6.26)
whereE, F ,M , and γ are compatible matrices and vectors in the quadratic program-
ming problem. Without loss of generality, E is assumed to be symmetric and positive
definite.
A simple algorithm called Hildreth’s Quadratic Programming was proposed to
solve quadratic programming problem [Hildreth, 1957]. The iteration expression of
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Hildreth’s Quadratic Programming Procedure is given in following equation:
λm+1i = max(0, w
m+1
i )
wm+1i = −
1
gii
[k +
i−1∑
j=1
gijλ
m+1
j +
n∑
j=i+1
gijλ
m
i ], (6.27)
where m means the mth iteration, the scalar gii is the ijth element in the matrix
G = ME−1MT and ki is the ith element in the vector K = γ +ME−1F , λ is a
column vector called Lagrange multiplier.
When the iteration is completed, the converged Lagrange multiplier λ? contains
either zero or positive values. The constrained minimization over x is given by
x = −E−1(F +MTλ∗). (6.28)
The constrained model predictive control requires real-time optimization using
quadratic programming. Assuming that state-variable information x(k) at the sam-
pling time k is given, and that the lower and upper limits on u are umin and umax, the
optimization procedure is to minimize the cost function J where
J = ηTΩη + 2ηTψx(k), (6.29)
while ensuring that
umin 6 u(k +m) 6 umax (6.30)
with m = 0, 1, 2, ...
Noting that the increment of the control signal is u(k) =
∑k−1
i=0 ∆u(i), then the
inequality becomes
umin 6

∑k−1
i=0 L1(i)
T oT2 ... o
T
m
oT1
∑k−1
i=0 L2(i)
T ... oT2
... ...
. . . ...
oT1 o
T
2 ...
∑k−1
i=0 Lm(i)
T
 6 ∆umax, (6.31)
where u(k1 − 1) is the previous control signal, and oTk is a zero row vector with the
same dimension as Lk(0)T .
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6.3 Quadrotor TC2.0 Centralized MPC Control
A centralized MPC controller is applied to the quadrotor to control its positions and
yaw angle subject to control signal constraints. The centralized MPC control block
diagram is given in Figure 6.1. The state variable is defined as
Centralized 
MPC Controller
+
-
Quadrotor
plant
𝑥𝑉  𝑦𝑉  𝑧𝑉  𝜓 𝑥
𝑉∗ 𝑦𝑉∗ 𝑧𝑉∗ 𝜓∗ 𝜔𝑚1,2,3,4
2  
Figure 6.1: Quadrotor centralized MPC control diagram
xm =
[
xV yV zV x˙V y˙V z˙V φ θ ψ φ˙ θ˙ ψ˙
]T
,
the output is the quadrotor’s positions and yaw angle:
y =
[
xV yV zV ψ
]T
,
the control signal is defined as the squared rotor speeds
u =
[
ω2m1 ω
2
m2
ω2m3 ω
2
m4
]T
,
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and the state-space realization of the quadrotor plant is
Am =

o3×3 I3×3 o3×6
o3×6 Am1 o3×6
o3×3 o3×6 I3×3
o3×3 o3×3 o3×3
 ,
Bm =

o5×4[
bt/m bt/m bt/m bt/m
]
Bm1
o3×4
 ,
Cm =
[
I3×3 o3×9
o1×8
[
1 0 0
]] ,
where
Am1 =
 0 g 0−g 0 0
0 0 0
 , Bm1 =
 0 −dmmbt/Ixx 0 dmmbt/Ixx−dmmbt/Iyy 0 dmmbt/Iyy 0
kd/Izz −kd/Izz kd/Izz −kd/Izz
 .
It should be noted that the control signals are the squared rotor speeds ω2m1,2,3,4 . As
each rotor can only rotate in one direction, only the positive square root of ω2m1,2,3,4 is
used as each rotor’s speed reference.
The nonlinear mathematical model of the quadrotor is implemented for simulation
in MATLAB and Simulink. The quadrotor model [Corke, 2011] used in this simulation
is named as TC2.0. It’s parameters are given in Table 6.1, which are different from
quadrotor TC1.0 or TC3.0.
The quadrotor TC2.0 centralized MPC parameters are listed in Table 6.2. The
weighting matrixQ andR are:
Q =
[
o12×12 I12×4
o4×12 1e5I4×4
]
R = I4×4
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Table 6.1: TC2.0 parameters
Parameter Value Unit
g 9.81 m/s2
m 0.4698 kg
dmm 0.3150 m
bt 1.31e
−5 N/A
kd 1.06e
−7 N/A
Ixx 0.082 kgm2
Iyy 0.082 kgm2
Izz 0.149 kgm2
.
As the quadrotor has a symmetrical structure, a, N , umin and umax for the four
control signals u1 to u4 are chosen to be the same. Constraints are applied on the
squared rotor speeds ω2m1 to ω
2
m4
. The upper bound is chosen as the motor’s maximum
squared speed, and the lower bound is chosen so that enough lift force is provided to
keep the quadrotor from descending too fast.
Table 6.2: Quadrotor TC2.0 centralized MPC control parameters
Parameter ∆t Np Nc a N umax umin
value 1ms 500 10 0.5 10 41× 104rad2/s2 7.34× 104rad2/s2
The Simulink model of the centralized quadrotor MPC control is shown in Fig-
ure6.2. The detailed settings of the Quadrotor Model block can be found in Appendix
C.
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Figure 6.2: Quadrotor TC2.0 centralised MPC control Simulink model
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Simulation results are given in Figure 6.3 and Figure 6.4. This simulation shows a
scenario that the quadrotor is trying to maintain its position under external disturbance.
The quadrotor’s hovering position or hovering references are: x∗ = 0, y∗ = 0, z∗ = 3
and ψ∗ = 0. As it can be seen in Figure 6.4(a), the external disturbances acting on the
quadrotor’s x and y axis are within±0.5 and the disturbance on z axis is within±0.3N .
In Figure 6.3, it is shown that the quadrotor’s positions slightly drift within ±0.2m
around it x, y and z hovering positions. The quadrotor’s yaw angle varies within
±0.02rad around its z−axis. Figure 6.4(b) shows that the speeds of the quadrotor’s
four rotors are limited within the constraints.
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Figure 6.3: Quadrotor TC2.0 positions and Euler angles under centralised MPC con-
trol. Key: dotted line-Euler angle constraints; solid line-Position and Euler outputs
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6.4 Quadrotor TC2.0 Cascade MPC Control
A cascade MPC controller is designed to control the quadrotor’s positions and yaw
angle. As it can be seen in Figure 6.5, the quadrotor plant is divided into the primary
and the secondary plant and two MPC controllers are designed accordingly.
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+
Figure 6.5: Quadrotor TC2.0 Cascade MPC Control diagram
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The primary plant’s state variable is
xm =
[
xV yV x˙V y˙V
]T
,
the output signal is
y =
[
xV yV
]T
,
the control signal is
u =
[
φ θ T
]T
,
and the primary plant’s state-space matrices are
Am =
[
o2×2 I2×2
o2×2 o2×2
]
, Bm =

0 0
0 0
0 g
−g 0
 , Cm =
[
1 0 0 0
0 1 0 0
]
The primary system’s output signals are the quadrotor’s x and y positions and the
control signals are roll and pitch angles. Constraints are applied on φ∗ and θ∗, which
are the control signals of the primary system and also the reference signals for the
secondary system.
The secondary plant’s state variable is
x =
[
φ θ ψ z φ˙ θ˙ ψ˙ z˙V
]T
,
the output signal is
y =
[
φ θ ψ zV
]T
,
the control signal is
u =
[
ω2m1 ω
2
m2
ω2m3 ω
2
m4
]T
,
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and the secondary plant’s state-space matrices are
Am =
[
o4×4 I4×4
o4×4 o4×4
]
, Bm =
[
o4×4
Bm1
]
Cm =
[
I4×4 o4×4
]
where
Bm1 =

0 −dmmbt/Ixx 0 dmmbt/Ixx
−dmmbt/Iyy 0 dmmbt/Iyy 0
kd/Izz −kd/Izz kd/Izz −kd/Izz
bt/m bt/m bt/m bt/m
 .
The secondary plant’s output signals φ and θ are fed into the primary plant as the
primary control signals. The other two output signals ψ and zV of the the secondary
plant are controlled by the secondary controller to follow the reference signals φ∗ and
θ∗. The quadrotor’s altitude zV is included in the secondary plant in order to achieve
an unique solution of ω2m1,2,3,4 . Constraints are exerted on the squared rotor speeds.
The Simulink model of the centralized quadrotor MPC control is shown in Figure
6.6. The MPC parameters in this simulation are summarized in Table 6.3 and Talbe
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Figure 6.6: Quadrotor TC2.0 centralised MPC control Simulink model
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6.4. The position-loop weighting matrixQ andR are:
Q =
[
o4×4 I4×2
o2×4 0.01I2×2
]
R = 1000I2×2
. The secondary-loop weighting matrixQ andR are:
Q =
[
o8×8 I8×4
o4×8 0.01I4×4
]
R = 10I4×4
. The quadrotor’s parameters are given in Table 6.1. In this simulation the sampling rate
for primary and secondary loops are set to be the same. In hardware implementation
the primary loop’s sampling interval can be larger than the secondary loop to reduce
computational burden. The constraints for the primary control signals are chosen to be
±0.2rad. It should be noted here the constants on the primary control signals can only
limit the Euler angle set points, the actually Euler angles can violate these constraints.
However, applying constraints on the Euler angle set points makes the quadrotor works
under small Euler angles at most of the time. For the secondary loop control signals,
the upper bound is chosen as the motor’s maximum squared speed, and the lower bound
is chosen so that enough lift force is provided to keep the quadrotor from descending
too fast.
Table 6.3: Quadrotor TC2.0 cascade MPC primary controller parameters
Parameter ∆t Np Nc a N umax umin
value 1ms 500 10 0.5 10 0.2rad −0.2rad
Table 6.4: Quadrotor TC2.0 cascade MPC secondary controller parameters
Parameter ∆t Np Nc a N umax umin
value 1ms 500 10 0.5 10 45× 104rad2/s2 7.3× 104rad2/s2
The simulation results are shown in Figure 6.7 and 6.8. This simulation shows the
same scenario as the centralized MPC control case. The external disturbances are the
same as the centralized MPC case. The quadrotor is trying to maintain its position
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under external disturbance. As shown in Figure 6.8(b), the external disturbance is
within ±2.6N on the quadrotor’s x and y axis and within ±1.4N on z axis. In Figure
6.7(a), it is shown that the quadrotor slightly drifts within ±0.1m around it x and y
hovering positions and within±0.02rad around its z−axis. The yaw angle is also kept
to be very small between ±0.01rad. It should be emphasized that the roll and pitch
angle, as shown in Figure 6.7(b), are limited within ±0.2rad.
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Figure 6.7: Quadrotor TC2.0 positions and Euler angles under cascade MPC control.
Key: dotted line-Euler angle constraints; solid line-Position and Euler outputs
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Figure 6.8: Quadrotor rotor TC2.0 speed under cascade MPC control and external
disturbance. Key: dotted line-motor speed constraints; solid line- actual motor speed
or disturbance
6.5 Comparison of Quadrotor MPC Control Architec-
tures
Several observations can be made from the above simulations on two quadrotor MPC
control architectures. Firstly, both MPC control architectures are capable of handling
the constrains on the inner-loop control signals, namely the rotor speeds. However,
only the cascade MPC is capable of handling the constraints of the outer-loop’s inter-
mediate control signals, namely the the roll and pitch angles. Secondly, the cascade
MPC shows better disturbance rejection capability than the centralized MPC. This can
be seen from the variations on the three axis positions and the yaw angle. In Table
6.5 , we compare the mean squared errors (MSE) of TC2.0’s three-axis position out-
puts. The MSE is calculated using (4.38). Additionally, the cascade PID controller
is also tested on TC2.0 to compare with the performance of MPC controllers. As it
can be seen, the cascade PID controller offers similar control results as cascade MPC.
However, when constraints are present, cascade MPC should be chosen.
Apparently, cascade MPC offers smaller position output MSE than centralized
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Table 6.5: TC2.0 Position Outputs MSE
Centralized MPC Cascade MPC Cascade PID
x 9.3e-3 1.4e-3 2.1e-3
y 2.5e-3 6.36e-4 7.4e-4
z 7.2e-4 3.9e-7 3.2e-7
MPC in all three axes. As the two simulations are conducted under the same dis-
turbance levels, it reveals that the cascade MPC possesses better disturbance rejection
capability than the centralized MPC. That is because in the cascade MPC control ar-
chitecture, before all disturbances enter the outer-loop to affect the output signals, they
are firstly handled and reduced by the inner-loop controller.
6.6 Constraints Analysis
In this section, we compare different constraint handling configurations in the cascade
MPC control architecture. In the cascade MPC, the constraints on the inner-loop con-
trol signals are used to limit the actuator outputs, so these constraints must be applied.
In additional to that, the cascade MPC control is capable of handling the outer-loop’s
control signals, which are also the intermediate reference signals for the inner-loop
system. As it has been discussed before, applying constraints on those intermediate
reference signals can help the system to work in its normal operation conditions and
avoid entering the nonlinear region. Other benefits of using the cascade MPC to handle
intermediate constraints are discussed in the following simulations. The rated motor
speed in this group of simulations is 1100 rad/s. In order to prevent the quadrotor
from descending dramatically, the minimum motor speed is set to be 600 rad/s. The
control signals in this group of simulations are the squared motor speeds, so the inner-
loop control signal constraints are 3.6e5 ≤ ω2i ≤ 12.1e5. The intermediate inner-loop
reference signals (outer-loop control signals) are the Euler angles roll and pitch. The
desired Euler angle constraints are −0.2 ≤ φ, θ ≤ 0.2 to ensure a good region. In
addition to QP, imposing pure saturation on the signals is another way to handle con-
straints. In the following simulations, we also compare the the difference between
using QP and pure saturation to handle constraints.
In the first simulation, no constraint is imposed on the angle control loop or position
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control loop. As it can be seen in Figure 6.9, position x and y reach the set-pints at 6s
and desired Euler angles vary between −0.6 rad to +0.6 rad. The motor speeds are
out of the range of the rated motor speed.
0 2 4 6 8 100
5
10
Time (seconds)
Po
si
tio
n 
(x,
y)
 
 
y
x
(a) x,y position
0 2 4 6 8 10
−0.4
−0.2
0
0.2
0.4
0.6
Time (seconds)
Eu
le
r a
ng
lu
e 
re
fe
re
nc
e
 
 
φ*
θ*
(b) Desired Euler angle θ∗ and φ∗
0 2 4 6 8 100
5
10
15
x 105
Time (seconds)M
ot
or
 s
pe
ed
 (s
qu
are
d)
 
 
ω42
ω12
ω32
ω22
(c) Desired squared motor velocities( horizonal dot-
ted lines the motor speed constraints)
Figure 6.9: Quadrotor TC2.0 position control without constraints.
In the second simulation, pure saturation is used to limit motor speed. As it can be
seen on Figure 6.10, the system becomes unstable.
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Figure 6.10: Quadrotor TC2.0 position control with pure saturation constraints on the
motor speed
In the third simulation, pure saturation is exerted on the desired motor speed and
the desired Euler angles. As it can be seen in Figure 6.11, the settling time of of the
position control is very long.
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Figure 6.11: Quadrotor TC2.0 position control with pure saturation constraints on the
motor speed and desired Euler angles
In the fourth simulation, the MPC angle controller uses QP to optimally deter-
mine the desired Euler angles under constraints. As it can be seen in Figure 6.12, the
quadrotor’s response is almost the same the the one without constraints. Also, the de-
sired Euler angles are very small and the desired motor speeds are within the motor
speed limits.
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Figure 6.12: Quadrotor TC2.0 position control without constraints
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6.7 Summary
In this chapter, two MPC control architectures are employed on the quadrotor system.
To compare their performances, two groups of simulations are performed. In the first
group of simulations, the cascade and centralized MPC controllers are tested in the sce-
nario that the quadrotor maintains its hovering position with little drifting under large
disturbances. Even though both MPC controllers can stabilize the system and handle
actuator constraints, the cascade MPC shows better disturbance rejection capability.
The mean squared errors of the output signals of cascade MPC are much smaller than
the centralized MPC controller.
The other group of simulations are conducted using the cascade MPC with different
constraint configurations. The key feature of cascade MPC is that constraints can be
applied on the intermediate variables, namely φ∗ and θ∗, to prevent these Euler angles
becoming too large. The simulation results show the performance of the cascade MPC
controller using QP to handle constraints is better than those one using pure saturation
constraints. They reveal that when the quadratic programming is applied to control
both the inner-loop and outer-loop systems with constraints, the quadrotor closed-loop
system has a fast response and small control signals.
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In the previous chapters, the quadrotor controller design is based on the linearized
model under the small angle assumption. In Chapter 6, it has shown that the cascade
MPC control structure can help to limit the Euler angle set points. However, under
large external disturbances, the actual Euler angle can still violate those constraints.
As it has been discussed before, if the Euler angles become too large, the controller
designed based on the linearized model may not work properly. Even though occa-
sionally violating the small angle assumption generally does not make the quadrotor
unstable, it still leads to undesired manurer and unexpected flying trajectory of the
quadrotor. To solve above problems, a controller designed based on the quadrotor’s
nonlinear model is required. In this chapter we will describe the design and appli-
cation of a novel nonlinear controller called discrete-time one-step-ahead predictive
control (DOPC). It will be shown that this nonlinear control technique has simple de-
sign procedures and can systematically handle constraints.
The chapter begins with the derivation of the original DOPC control law, followed
by the integral DOPC and cascade DOPC design. The robustness analysis is also
carried out on the DOPC control systems. Then the quadrotor DOPC controller design
is presented. In addition to the quadrotor Euler angle and angular velocity controller
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design, the position loop resonant controller design is presented in this chapter.
7.1 Discrete-Time One-step-ahead Predictive Control
(DOPC)
This section begins with the derivation of the DOPC control. To eliminate the steady-
state errors, integrators are proposed in the original DOPC structure. For system with
less inputs than output, the cascade DOPC is required. In the end, the robustness
analysis of DOPC is given.
7.1.1 DOPC Design for MIMO Systems
The nonlinear system equation is defined as
x˙m = FM(xm) +Bmu, (7.1)
where xm =
[
x1 x2 · · · xn
]T
is the state variable, n is the number of state vari-
ables, u =
[
u1 u2 · · · um
]T
is the control signal, m is the number of control
signals, FM(xm) is the nonlinear term. Here, we assume that the number of inputs is
larger or equal to the number of states. The discrete form of this nonlinear system is
x(tk+1)− x(tk)
∆t
≈ FM (x(tk)) +Bu(tk), (7.2)
where ∆t is the sampling interval, tk is the kth sampling instance. For notational
simplicity, in the following equations x(tk) and u(tk) will be written as x(k) and
u(k). FM (x(tk)) will be written as FM (k), but it is still a function of x(tk).
The objective function J is defined as
J = (x∗(k)− x(k + 1))TQ(x∗(k)− x(k + 1)) + u(k)TRu(k), (7.3)
where x∗(k) is the reference signal for x(k) at the ith sampling instance andQ andR
are weighting matrices for the state variable and control signal respectively. Substitut-
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ing equation (7.2) into the objective function yields
J = [x∗(k)− x(k)−∆t(FM (k) +Bu(k))]T∗
Q[(x∗(k)− x(k)−∆t(FM (k) +Bu(k))] + u(k)TRu(k).
LettingH(k) = x∗(k)− x(k)−∆tFM (k), the objective function J becomes
J = [H(k)−∆tBu(k)]TQ[H(k)−∆tBu(k)] + u(k)TRu(k),
which can be rearranged to be the quadratic objective function form:
J = H(k)TQH(k)−2u(k)T∆tBTQH(k)+∆t2u(k)TBTQBu(k)+u(k)TRu(k).
(7.4)
Now this becomes a least squares minimization problem. From the first derivative of
the objective function J:
∂J
∂u(k)
= −2∆tBTQH(k) + 2∆t2BTQBu(k) + 2Ru(k),
the necessary condition of the minimum J is obtained as
∂J
∂u(k)
= 0.
With the assumption that the Hessian matrix ∆t2BTQB +R is positive definite, the
optimal control signal that will minimize the objective function (7.4) is given by the
following solution:
u(k) = (∆t2BTQB +R)−1 ∗∆tBTQH(k). (7.5)
SubstitutingH(k) to equation (7.5) gives the expression:
u(k) = (∆t2BTQB +R)−1 ∗∆tBTQ(x∗(k)− x(k)−∆tFM (k)). (7.6)
When the weighting matrix R = 0, assuming that BTQB is positive definite,
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substituting the above control signal to equation (7.1) gives:
x(k + 1) = x(k)∗.
In terms of z-transfer function, for each state variable, a pure time-delay transfer func-
tion is used to describe the relationship between the reference and the state variable as:
X∗i (z)
Xi(z)
= z−1, (7.7)
whereXi(z) is the z transform of one of the state variables. The above equation reveals
that the the closed-loop dynamics of each state variable becomes a unit delay. When
the weighting matrix is not zero, substituting the control signal to equation (7.1) gives:
x(k + 1) = x(k) + ∆tFM (k)+
∆t2B(∆t2BTQB +R)−1BTQ[x(k)∗ − x(k)−∆tFM (k)] (7.8)
Assuming Λ = ∆t2B(∆t2BTQB +R)−1BTQ, the above equation becomes:
x(k + 1) = (I −Λ)x(k) + Λx(k)∗ + (I −Λ)(∆tFM (k)). (7.9)
When ∆t is small enough, the quantity ∆t(I−Λ)FM (k) is sufficiently small and the
closed-loop system becomes
x(k + 1) ≈ (I −Λ)x(k) + Λx(k)∗. (7.10)
The dynamic characteristics of this closed-loop system are all determined by the eigen-
values in matrix I −Λ. As Λ is a function of ∆t and the weighting matrix Q, R, we
can change the response speed of the closed-loop system by modifying Q and R and
∆t. Generally, increasingQ or decreasingR will make closed-loop eigenvalues move
towards the origin and thus offer the system a faster response but it also requires large
control signals.
Regarding to the choice of the sampling rate, the best engineering choice is the
slowest-possible sample rate that still meets all performance specifications such as
closed-loop bandwidth, disturbances rejection [Franklin et al., 1994]. Typically, the
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sampling rate 1
∆t
is chosen to be 5 to 10 times the closed-loop bandwidth. In reality,
this range of sampling rates will result in more or less performance degradation from
the desired closed-loop performance we aimed at. To make the sampling effect truly
negligible, the sampling rate should be 20 times the closed-loop bandwidth. For the
DOPC controller, once the sampling rate is chosen, we should tune Q and R to make
the closed-loop system meet the design specifications.
As DOPC is an optimization based control law, the quadratic programming intro-
duced in chapter6 can be employed to deal with constraints in DOPC control.
Comparing the corresponding coefficients in (6.26) and (7.4), we get
E = ∆t2BTQB +R, (7.11)
F = −∆tBTQH(i). (7.12)
Similarly, Hildreth’s Quadratic Programming can be utilized to solve the quadratic
programming problem.
7.1.2 Integral DOPC
In order to eliminate the steady-state errors, a discrete-time integral controller will
be added on the original DOPC controller. There are two mainstream approaches
to design a control system with integral action. The first approach is to embed the
integrator into the controller and the second approach is to estimate a constant input
disturbance using an observer followed by subtraction of this constant disturbance from
the control signal. The details of the latter approach can be found in [Goodwin et al.,
2001]. The first approach is the most widely used method in the applications. Among
them are PID controllers that have embedded the integral function in the controller and
the model predictive controllers with incremental models [Wang, 2009]. The integral
controller is given as Ki
1−z−1 . The DOPC controller with integral action is illustrated
in Figure 7.1. This controller is named as I-DOPC. The remaining problem is how to
design the integral gain Ki. The whole system in Figure 7.1 can be considered as a
cascade system with two control loops. The inner closed-loop system consists of the
nonlinear plant and the DOPC controller. The outer closed-loop system is the inner-
loop plus the integral controller. The inner-loop’s reference signal is the outer-loop’s
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Figure 7.1: DOPC control system with integrator
desired control signal. The inner-loop’s output signal is the outer-loop’s actual control
signal. For a cascade DOPC system, it has been shown before that if the weighting
factor R = 0, its inner closed-loop system becomes one sample delay. It is apparent
that the open-loop transfer function for the outer-loop system includes the integral
controller Ki
1−z−1 together with the time delay z
−1 from the inner closed-loop system.
Hence, the outer closed-loop system has the transfer function:
X(z)
X∗(z)
=
Kiz
−1
1− z−1 +Kiz−1 , (7.13)
, which can be rearranged to be
X(z)
X∗(z)
=
Ki
z − (1−Ki) , (7.14)
To determine Ki, firstly we choose the desired continuous-time closed-loop time con-
stant ss and hence the continuous-time closed-loop pole will be s = − 1ss . Secondly,
we calculate the discrete-time closed-loop pole as z = e−∆tacl . Thirdly, we calculate
Ki as
Ki = 1− e−
∆t
ss (7.15)
Another benefit of I-DOPC is that the closed-loop dynamics of each channel can be
tuned independently by choosing different Ki, as the inner-loop system is already de-
couple. It should be noted that when the weighting matrix R is not zero, the inner
closed-loop dynamics is not a unit delay so the pole location is not 1 −Ki any more.
However, using a non-zero weighing matrix R makes the I-DOPC design more com-
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plex without bringing in much benefits. As a result, it is proposed that in I-DOPC
controller design the inner-loop’s weighing matrix R should be chosen to be zero and
Q to should be an identity matrix.
7.1.3 Cascade DOPC
Outer-loop
Controller
Inner-loop
Controller
Outer-loop
subsystem
Inner-loop
subsystem
x∗out u xin
xout
+-+-
x∗in
Fig. 2. Cascaded DOPC Angle subsystem control structure
Equation (19) is called outer-loop system and Equation (20)
is called inner-loop system. The inner-loop control signal
is the external control signal u in the original system of
equation (1). The inner-loop system’s output signals become
the outer-loop system’s control signals. The block diagram
of cascade DOPC control is given in figure(2). The DOPC
controller can be used as the inner-loop controller to deal
with the nonlinearity and offer the inner closed-loop a fast
response. Integrator is not necessary for inner-loop system
as steady-state errors will not affect the outer-loop system
much. Another benefit of using DOPC as the inner-loop con-
troller is that constraints can be handled optimally by using
quadratic programming. As the inner-loop control signals are
normally the actual physical signals such as forces or torques
generated by the actuator, adding constraints are necessary.
For the outer-loop controller, if the out-loop system contains
strong nonlinearity, I-DOPC controller can be used to deal
with the nonlinearity and eliminate steady-state errors as
well. However, it is very common that a physical system’s
outer-loop dynamics is linear, where PI controllers can be
used. For the outer-loop system, constraints are not necessary
because the outer-loop control signals are the reference
signals of the inner-loop system instead of the actual control
signals generated by actuators.
To design a cascade DOPC control system, the inner-
loop system should be tuned first. It should be tuned as
fast as possible subject to the actuators’ limitation. In other
words, the DOPC controller gain should be tuned as high as
possible until the control signals start to exceed the actuators’
limitation. The outer-loop closed-loop system should be
tuned to be slower than the inner-loop closed-loop system
so that the inner-loop dynamics can be ignored. Then the
outer-loop controller is tuned by any traditionally control
system design methods to meet system specifications, such
as overshot, rise time and settling time.
VI. NUMERICAL SIMULATION
The design steps and the robustness of a MIMO DOPC
system will be illustrated in the following examples.
Example 1: Pendulum position control
The pendulum system equations are as follows [12]:
x˙1 = x2 (21)
x˙2 = −a sinx1 − bx2 + cu (22)
a =
g
l
, b =
k
mr
where x1 is the pendulum’s position, x2 is the pendulum’s
angular speed, u is the torque, g is the gravitational constant,
l denotes the length of the rod and mr denotes the mass of
the rod. x1 is the system’s output.
As the cascade control structure is employed, equation
(22) is referred as the inner-loop system and equation (21)
is referred as outer-loop system. As the inner-loop system
has a nonlinear term −a sinx1, DOPC controller will be
used to handle the nonlinearity. However, as the outer-loop
dynamics is a linear system, there is no need to use nonlinear
controller and thus a PI controller is employed to stabilize
the system and eliminate steady-state errors. The outer-loop
system’s input is the pendulum’s position reference signal,
the output signal of the DOPC controller will become the
desired angular speed, which becomes the reference signal of
the inner-loop system. Then the inner-loop PI controller will
generate the desired torque. The design principle of a cascade
control system is the the inner close-loop system dynamics
needs to be much faster the the outer closed-loop system so
that the inner closed-loop system dynamics can be ignored
and the outer-loop controller can be designed independently.
The inner-loop and outer-loop sampling intervals are ∆tin =
1ms and ∆tout = 10ms respectively.
Comparisons have been made between cascade DOPC
control and feedback linearization control. The latter one is
the control technique proposed in [12], where the feedback
linearization control signal is given as
u =
1
c
(a sinx1 + bx2 + x¨∗1 − k1e1 − k2e2)
e1 = x1 − x∗1, e2 = x2 − x˙∗1,
where x∗1 is a reference signal with bounded derivatives x˙∗1
and x¨∗1, a = c = 10, b = 1, k1 = 400 and k2 = 20.
As we can see from figure (3) and figure (4), compared
with feedback linearization system, cascade DOPC system
can achieve almost the same response speed with no overshot
and less control signal.
Example 2: Quadcopter angular velocity control
The quadcopter’s angular velocity system is described by
the following equations:
x˙︷︸︸︷p˙q˙
r˙
 =
F (x)︷ ︸︸ ︷(Iy − Iz)qr/Ix(Iz − Ix)pr/Iy
(Ix − Iy)pq/Iz
+
B︷ ︸︸ ︷1/Ix 0 00 1/Iy 0
0 0 1/Iz

u︷ ︸︸ ︷τxτy
τz
,
where p, q, r are 3-axis angular velocities, Ix, Iy, Iz are 3-
aixs moment of inertia, τx, τy, τz are 3-axis torques.
Figure 7.2: Cascade DOPC structure
The design of DOPC requires the nu ber of control sig als to be equal t or greater
than the state variables. However, it is very common to encounter systems with less
control signals than their state variables. For those systems, some state variables are ef-
fectively controlled by other state variables rather than the external control signals. For
example, a DC motor’s speed is controlled by its armature voltage, which is an external
control signal, whereas the motor’s position is controlled by the motor’s speed, which
is a stat variable. For those sy tems with less control signals tha state variables, a
cascaded control structur c n be used in DOPC controll r design. The basic idea of
cascade control is to break a system i to some subsystems and design controllers for
each subsystem separately. For each subsystem, their control signals need to be equal
to or greater than their state variables.
Normally, in a cascade control system, the inner closed-loop dynamics needs to
be much faster than the outer-loop dynamics so that the inner closed-loop dynamics
can be ignored when designing the outer-loop controller. For the cascade DOPC con-
trol system, as the closed-l op dynamics is mainly determined by the sampling interval
∆ , the in er-loop DOPC requ res a sho ter sampling interval to get a fast response and
outer-l op DOPC can use a longer sampling interval. Normally, the inner-loop sa -
pling interval should be ten times shorter th the uter-loop. By using dual sampling
rates, the computational cost for the entire control syst m is reduced.
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Assuming the nonlinear system is given as (7.1) and it can be divided into the
following two subsystems:
x˙out = Fout(x) +Boutxin (7.16)
x˙in = Fin(x) +Binu (7.17)
(7.16) is called outer-loop system and (7.17) is called inner-loop system. The inner-
loop control signal is the external control signal u in the original system of equation
(7.1). The inner-loop system’s output signals become the outer-loop system’s control
signals. The block diagram of cascade DOPC control is given in Figure 7.2. The
DOPC controller can be used as the inner-loop controller to deal with the nonlinearity
and offer the inner closed-loop a fast response. Integrator is not necessary for inner-
loop system as steady-state errors will not affect the outer-loop system much. Another
benefit of using DOPC as the inner-loop controller is that constraints can be handled
optimally by using quadratic programming. As the inner-loop control signals are nor-
mally the actual physical signals such as forces or torques generated by the actuator,
adding constraints is necessary. For the outer-loop controller, if the outer-loop system
contains strong nonlinearity, I-DOPC controller can be used to deal with the nonlin-
earity and eliminate steady-state errors as well. However, it is very common that a
physical system’s outer-loop dynamics is linear, where PI controllers can be used. For
the outer-loop system, constraints are not necessary because the outer-loop control
signals are the reference signals of the inner-loop system instead of the actual control
signals generated by actuators.
To design a cascade DOPC control system, the inner-loop system should be tuned
first. It should be tuned as fast as possible subject to the actuators’ limitation. In
other words, the DOPC controller gain should be tuned as high as possible until the
control signals start to exceed the actuators’ limitation. The outer-loop closed-loop
system should be tuned to be slower than the inner-loop closed-loop system so that
the inner-loop dynamics can be ignored. Then the outer-loop controller is tuned by
any traditionally control system design methods to meet system specifications, such as
overshot, rise time and settling time.
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7.1.4 DOPC Robustness Analysis
Let us consider a nonlinear system described by the following equation:x˙1x˙2
x˙3
 =
a1x2x3a2x1x3
a3x1x2
+
b1 0 00 b2 0
0 0 b3

u1u2
u3

where x1, x2, x3 are state variables, u1, u2, u3 are control signals. a1 = 27.5, a2 =
11.2500, a3 = −34.4828, b1 = 6400, b2 = 3200, b3 = 4414.
In this example we assume that there are unmodelled dynamics on control signals.
The unmodelled dynamics on each control signal is described as
G(s) =
ui
u∗i
=
Kss
ms+ 1
, (7.18)
where Kss is the steady-state gain, m is the time constant, ui and u∗i are the actual and
desired control signal for each channel.
By adding control signals’ dynamics to the original system, the dynamic model
becomes 
x˙1
x˙2
x˙3
u˙1
u˙2
u˙3

=

a1x2x3
a2x1x3
a3x1x2
−u1/m
−u2/m
−u3/m

+

b1 0 0
0 b2 0
0 0 b3
Kss
1
0 0
0 Kss
2
0
0 0 Kss
3

u1u2
u3
 .
In this simulation, the weighting matrix R = I3×3 and Q = I3×3. The integral gains
for all three channels are the same Ki = 0.01. Sampling interval is ∆t = 0.0001. We
assume the unmodelled actuator dynamics in three axes are identical and the steady-
state gain Kss varies between 0.5 to 5 and the time constant is m = 0.0001. Compar-
isons are made between the DOPC controller and the PI controller.
Figure 7.3 shows step responses of the DOPC system and the PI system without
any unmodelled dynamics. Figure 7.4 and Figure 7.5 show step responses of of DOPC
system and PI system with different levels of unmodelled dynamics. As we can see
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Figure 7.3: I-DOPC and PI robustness comparison without unmodelled actuator dy-
namics. Key: dotted lines reference signals; solid lines output signals.
.
from the simulations, when Kss changes from 0.5 to 5, there is no obvious change in
the output signals of DOPC system. In comparison, the PI system is more sensitive to
the unmodelled dynamics. When the unmodelled dynamics’s Kss is increased to 5, the
PI system’s response becomes faster with larger overshot and more oscillation. When
Kss is reduced to 0.5, the PI system’s performance degrades seriously.
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Figure 7.4: I-DOPC and PI robustness comparison with unmodelled actuator dynamics
m = 0.001 and Kss = 5. Key: dotted lines reference signals; solid lines output
signals.
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Figure 7.5: I-DOPC and PI robustness comparison with unmodelled actuator dynamics
m = 0.001 and Kss = 0.5. Key: dotted lines reference signals; solid lines output
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7.2 Quadrotor Nonlinear Flight Controller Design
To design the quadrotor DOPC controller, the quadrotor dynamics is divided into angle
and position subsystems, and the angle subsystem is further divided into angular ve-
locity subsystem and Euler angular subsystem. A cascade control structure is adopted
to stabilize those three subsystems, which is illustrated by Figure 7.6. The angular ve-
locity subsystem is controlled by a DOPC controller and is referred as the inner-loop.
The inner-loop controller’s inputs are the angular velocity feedback and the desired an-
gular velocities. The inner-loop controller’s outputs are the desired torques. The angle
subsystem is also controlled by a DOPC controller and referred as the middle-loop.
The middle-loop controller’s inputs are the angle feedback and the desired angles. The
middle-loop controller’s outputs are the desired angular velocities. The position sub-
system is controlled by a PI controller and referred to as the outer-loop. The outer-loop
controller’s inputs are the position reference and the actual position feedback. The
outer-loop controller’s outputs are the desired angles. The design of above controllers
will be given in the following sections.
Figure 7.6: Closed-loop control diagram of quadrotor UAV
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7.2.1 Angular Velocity Subsystem (Inner-loop) Controller Design
The dynamic equation of angular velocity subsystem is given as
x˙m︷︸︸︷p˙q˙
r˙
 =
F (xm)︷ ︸︸ ︷(Iyy − Izz)qr/Ixx(Izz − Ixx)pr/Iyy
(Ixx − Iyy)pq/Izz
+
Bm︷ ︸︸ ︷1/Ixx 0 00 1/Iyy 0
0 0 1/Izz

u︷ ︸︸ ︷τxτy
τz
. (7.19)
This is a nonlinear system with [p q r]T as its state variable and [τx τy τz]T as its
control signal. As the inner-loop (angular velocity)’s control signals are the torques
created by actuators, they need to be limited and hence constraints will be imposed
on the inner-loop controller. The optimal control signals with constraints need to be
solved iteratively on-line. The reference signals of the angular velocity subsystem are
the desired angular velocities p∗, q∗ and r∗, which are the control signals of the angle
subsystem.
7.2.2 Euler angle subsystem (Middle-loop) controller design
The dynamic equation of Euler angle subsystem is given as
x˙m︷︸︸︷φ˙θ˙
ψ˙
 =
Bm︷ ︸︸ ︷1 SφTθ CφTθ0 Cφ −Sφ
0 Sφ/Cθ Cφ/Cθ

u︷︸︸︷pq
r
. (7.20)
This is a nonlinear system with [φ θ ψ]T as the state variable and [p q r]T as the control
signal. As the middle-loop control signal will become the reference signal of the inner-
loop system instead of the actual control signal created by actuators, it is not necessary
to limit the middle-loop’s control signal. It is emphasized here that the matrix B is not
a constant matrix and needs to be updated at the beginning of each sampling instance.
For a cascade DOPC control system, the inner closed-loop dynamics need to be
much faster then the outer closed-loop dynamics so that the inner-loop dynamics can
be ignored. For the quadrotor cascade controller design, the sampling interval ∆t and
the weighting matrix Q and R can be tuned to make the angular velocity closed-loop
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system (Inner-loop) faster then the Euler angle closed-loop system (Middle-loop). The
position closed-loop system (Outer-loop) should have the slowest response speed.
7.2.3 Position subsystem resonant controller design
In the frame {V }, ψ is equal to zero as the frame is rotating with the quadrotor. The
translational dynamics of the quadrotor in {V } is give asx¨
V
y¨V
z¨V
 = 1
m
 −TSθCφTSφ
−TCθCφ +mg
 . (7.21)
Assuming
u =
uaub
uc
 =
 −TSθCφTSφ
−TCθCφ +mg
 , u¯ =
φθ
T
 , (7.22)
then equation (7.21) becomes x¨
V
y¨V
z¨V
 = 1
m
uaub
uc
 (7.23)
It is obvious that (7.23) is a linear system and thus the position subsystem controller
may be designed by using any traditional linear control techniques.
It is well known from the internal model control principle that in order to reject a
periodic disturbance, or follow a periodic reference signal with zero steady state er-
ror, the generator for the disturbance or the reference must be included in the stable
closed-loop control system [Francis and Wonham, 1976]. With the embedded mode,
the closed-loop feedback control system is designed to be stable, and at the steady-
state, the output of the control system will completely track the sinusoidal signal and/or
reject a sinusoidal disturbance signal without any steady-state errors. In the literature,
this type of controller is also called resonant controller[Liuping Wang, 2015]. How-
ever, when applying the resonant position controller on the quadrotor, the position loop
controller gain becomes very high, which leads to dramatic changing in Euler angles
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and the angle loop controllers need to constantly work in the nonlinear regions. In
this case, nonlinear angle loop controllers, such as DOPC control, is required. In the
remaining part of this section, the resonant position loop controller is developed and
applied on TC2.0, along with the angle loop DOPC controllers.
One of quadrotor applications that requires resonant controllers is quadrotor track-
ing a circular path wit a constant speed. In that case, the x− and y−axis position
references are both sinusoidal signals with the same frequency ωr. The resonant con-
troller is in this form:
k1 + k2z
−1 + k3z−2 + k4z−3
1− 2z−1cos(ωr∆t) + z−2 . (7.24)
All three channels in the position subsystem have the same dynamics as shown in
(7.25). x¨
V
y¨V
z¨V
 = 1
m
 −TSθCφTSφ
−TCθCφ +mg
 . (7.25)
The discrete transfer function for each channel is:
1
m
∆t2z−1
1− 2z−1 + z−2 . (7.26)
Hence the closed-loop characteristic equation is
(k1+k2z
−1+k3z−2+k4z−3)(
1
m
∆t2z−1)+(1−2z−1cos(ωr∆t)+z−2)(1−2z−1+z−2) = 0,
(7.27)
where k1, k2, k3, k4 are unknown controller parameters. Assuming the desired closed-
loop characteristic equation is in this form:
(1− δz−1)4 = 0, (7.28)
where δ determines the desired pole location, which should be smaller than 1. Com-
paring the corresponding coefficients in equation (7.27) and equation (7.28), we can
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determine k1, k2, k3, and k4:
k1 =
−4δ + 2cos(wf ∗∆t) + 2
1
m
T 2
k2 =
6δ2 − 4cos(wf ∗∆t)− 2
1
m
T 2
k3 =
−4δ3 + 2cos(wf ∗∆t) + 2
1
m
T 2
k4 =
δ4 − 1
1
m
T 2
.
Once the control signal [ua ub uc]T is achieved, it can be converted to [φ θ T ]T by
using Algorithm 1.
Algorithm 1 Algorithm of u to u¯ conversion
1: if uc > 12mg then
2: uc =
1
2
mg
3: end if
4: if (ua == 0)&&(ub == 0) then
5: θ = 0
6: φ = 0
7: T = mg − uc
8: else
9: if (ua) == 0)&&(ub 6= 0) then
10: θ = 0
11: φ = arctan(−ub/(uc −mg))
12: T = ub/sinφ
13: end if
14: else
15: if (ua 6= 0)&&(ub == 0) then
16: θ = arctan(ua/(uc −mg))
17: φ = 0
18: T = −(uc −mg)/cosθ
19: end if
20: else
21: θ = arctan(ua/(uc −mg))
22: φ = arctan(−ub/ua ∗ sinθ)
23: T = ub/sinφ
24: end if
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The position subsystem (Outer-loop) controller’s output signals φ∗, θ∗ becomes
the desired Euler angles and is sent to the Euler angle subsystem (Middle-loop). The
desired yaw angle ψ∗ is an external reference signal instead of the control signal gen-
erated by outer-loop controller. The thrust T ∗ is generated by the actuators directly.
The nonlinear mathematical model of the quadrotor is implemented for simulation
in MATLAB and Simulink. The simulation is conducted on quadrotor TC2.0 [Corke,
2011] with its parameters listed in Table 6.1. The position control loop has a longer
sampling interval 0.1s as it has the slowest desired closed-loop response, whereas the
angle control loop and angular velocity control loop have the same shorter sampling
interval 0.01s. Nevertheless, in order to make the angular velocity loop (inner-loop)
response faster than the Euler angle loop (middle-loop), the inner-loop’s R matrix is
tuned to be much smaller than that of the outer-loop. For the Q matrix, as we have
discussed before, increasingR has the same effect as decreasingQ, so we use the same
Q for the inner-loop and the middle-loop. Position subsystem (Outer-loop) controller
is a PI controller. Constraints are added on the torques only. The torque on each axis
is limited between −15Nm to 15Nm.
The x and y axis reference signals are set to be sinusoidal signals to test the sys-
tem’s capability of tracking fast changing reference signals. Another reason of using
sinusoidal signals is we want to test the control system’s performance when quadrotor
is constantly flying with large Euler angles. In other words, tracking sinusoidal signals
can test the control system’s performance under varying operating conditions. The z
axis is a ramp signal followed by a constant signal.
It can be seen from Figure 7.7 that the quadrotor follows the reference signals
with small errors, which shows the DOPC controller’s ability of controlling nonlinear
systems. In Figure 7.8, it can be seen that the Euler angle φ and θ are constantly varying
between−1rad to 1rad. Those simulation results show that DOPC controller can deal
with nonlinearity and make the quadrotor fly with large Euler angles. In Figure 7.9,
the torque on each axis is limited between −15Nm to 15Nm. The simulation results
also show that the quadrotor with DOPC controllers can chase a moving object with
high accuracy.
Figure 7.10 shows the simulation result of TC2.0 tracking a circular path. As we
can see, the tracking error only exists at the initial portion of the circular path. Figure
7.11(a) shows that, with resonant controller, the TC2.0’s circular path tracking error
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Figure 7.7: quadrotor 3-axis positions. Key: dotted lines reference signals; solid lines
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Figure 7.8: quadrotor 3-axis Euler angles
decreases to zero after s, while Figure 7.11(b) shows there is a steady state error when a
PI controller is used. Figure 7.12 shows the simulation result of TC2.0 with a resonant
controller following a complex trajectory. Tracking error also only exists at the first
two seconds and decays to zero afterwards.
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Figure 7.9: quadrotor 3-axis torques with constraints. Key: dotted lines con-
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Figure 7.10: TC2.0 circular path tracking with resonant controllers
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Figure 7.11: TC2.0 circular path tracking error comparison
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Figure 7.12: TC2.0 complex trajectory tracking
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7.3 Summary
In this chapter an optimization-based nonlinear control technique called DOPC is pro-
posed and applied on various nonlinear plants. It is shown in mathematical derivation
and numerical simulations that with the simple design procedures, DOPC controller
can deal with nonlinearity and actuator constraints. To design the quadrotor DOPC
controller, the quadrotor dynamics is divided into angular velocity, Euler angle and
position subsystems. A cascaded control structure is used to stabilize the whole sys-
tem. DOPC controllers are used in the angular velocity and the Euler angle subsystem
to deal with nonlinearity and actuator constraints. Constraints are only applied on the
angular velocity subsystem to limit the actual torques. Constraints could be imposed
on the angle subsystem to limit the desired angular velocity, but the actual angular
velocity might still violate the constraints. For the position subsystem, the nonlinear
system is converted to a linear system by defining three new control signals, and the
controller is designed based on the linear system. It is shown by the simulation that by
using the DOPC controller, the quadrotor can constantly fly with large Euler angles,
and thus get the ability of doing faster manoeuvre and working under a wider range of
operating conditions.
It should also be pointed that when the weighting matrix R = 0, DOPC is similar
to feedback linearisation control. However, with the presence ofQ andR, the closed-
loop control performance is modified by tuning Q and R, which makes DOPC differ
from feedback linearisation. Additionally, DOPC is an optimization based control law
and thus it can calculate sub-optimal control signals with constraints. For feedback
linearisation control, constraints can only be treated as saturations and thus control
signals achieved are not optimal. The application of DOPC on more nonlinear physical
systems can be found in Appendix A.
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Conclusions
The objective of this research is to develop a number of systemic approaches to de-
sign, implement and assess the quadrotor flight controller. The main contributions of
this research comprise three parts: (1)quadrotor PID control auto-tuner design, (2)con-
troller performance assessment, (3)linear and nonlinear quadrotor predictive controller
design. This chapter further consolidates the research findings given by the previous
chapters and highlights the contributions made by this research.
8.1 Conclusions on the Quadrotor PID Auto-Tuner
In Chapter 2, the quadrotor dynamic model is established, along with the hardware
design of two quadrotor test-beds TC1.0 and TC3.0. These two quadrotor test-beds
and their physical parameters are used throughout the thesis to compare and validate
different control algorithms.
The PID controller, due to its simple structure and robust control performance,
is widely used in quadrotor flight control applications. Among various PID design
methods, model-based design is often adopted to design the quadrotor controller. So
in Chapter 3, the traditional model-based quadrotor PID design method is critically
reviewed. The closed-loop frequency response simulations reveal that the commonly
used integrator model in quadrotor controller design is over-simplified. On the other
hand, using a high order transfer function in model-based design can complicate the
design process, and the resultant PID controller may still not perform as expected
due to model-mismatching. Those conclusions are also confirmed in the quadrotor
148
Chapter 8. Conclusion
experimental tests. The initial PID parameters calculated based on the quadrotor model
fails to stabilise the system, and those PID parameters have to be adjusted by trail and
error. The problems existed in the conventional model-based PID controller design
become the motivation to develop the PID auto-tuner.
In Chapter 4, a new PID control auto-tuner is developed. The key idea behind the
proposed auto-tuner is to fit the dominant dynamics of a physical plant into a simpli-
fied integrator plus delay model, which is then used to design the PID controller. The
proposed auto-tuner ensures a sound closed-loop control performance, without using a
complicated high order model. Besides, the auto-tuner is fully automated and it simpli-
fies the PID control tuning process, and in the meantime it provides control engineers
with reliable results. The four steps of the auto-tuner are: relay feedback control, re-
cursive estimation of the frequency response, estimation of the integrating plus delay
model and PID controller design. The first three steps are to fit the system’s dynamics
into a integrator plus delay model (i.e. model identification stage). The last step is to
calculate PID parameters based on the identified model (i.e. controller tuning stage).
Closed-loop frequency response results in Section 4.3 of Chapter 4 verify that the dom-
inant dynamics of physical systems with different levels of complexity can generally
be fitted in to the integrator plus delay model in the auto-tuner’s model identification
stage. The other group of simulations shows the whole auto-tuner process also applies
to high order integrating systems, because of the dominating effect of the integrator in
those plants. The auto-tuner is eventually tested on the quadrotors TC1.0 and TC3.0.
Both step response tests and flight test results show sound control performance. More
importantly, the whole tuning process on TC1.0 and TC3.0 is completed without any
human intervention.
Along with the auto-tuner verification experiments, the robustness of various PID
configurations are compared. It is shown in Chapter 4 that for both quadrotor inner-
loop and outer-loop, the PD controller offers the largest gain margin and phase margin.
So the PD controller should be used for the quadrotor inner-loop control. The quadro-
tor out-loop system, however, needs to use PID controller to ensure zero steady-state
error with maintaining large stability margins.
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8.2 Conclusions on the Quadrotor Performance Evalu-
ation
Although in Chapter 4 a PID auto-tuner is developed, in some circumstances control
engineers still need know the time domain features of a closed-loop system. It is well
known that a step response test can reveal whether a closed-loop system can achieve
the required settling time, under-damped modes and steady-state error. There are two
commonly used means to achieve a system’s closed-loop step responses: numerical
simulation and step response experiments. Nevertheless, as it is shown in Section 5.4,
the step responses achieved from numerical simulations may be inaccurate due to un-
certainty of plant physical parameters. Besides, in direct step responses experiments,
the system’s dynamics can be corrupted by disturbances, so that the time domain fea-
tures such as rise time, overshoot can hardly be determined. To overcome the draw-
backs of numerical simulations and step response experiments, we develop a model
identification method to assess the system’s step response performance. The first step
in the proposed method is data acquisition using relay feedback experiment and the
second step is step response identification using frequency sampling filters with gener-
alized least squares method. The proposed model identification method gives a clearer
and more intuitive presentation which can be directly used by engineers to evaluate
and improve the designed controllers. To validate the proposed identification method,
the reference signals recorded in the relay experiments are fed into the identified mod-
els. The identified models then generate very similar outputs as what is recorded in
the relay tests. Additionally, the reference signals generated in the flying tests are also
fed into the identified model. The identified models’ outputs are close to the flying test
results, but errors exist. It should be emphasized here that the proposed model identifi-
cation method is not to replace the actual flying test. Its advantages over the numerical
simulation and the normal step response test make it a more reliable way to evaluate
the designed closed-loop system performance in a safe environment.
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8.3 Conclusions on the Quadrotor Preictive Control
Chapter 6 and Chapter 7 cover the topic of linear and nonlinear predictive control of
quadrotor. Compared with the PID control, the predictive control, including MPC
and DOPC, can optimize the manipulated signals when constraints are present. Addi-
tionally, because both MPC and DOPC are MIMO control techniques, the quadrotor
controller design process is more straight forward and decoupling of the control signals
can be avoided. When a quadrotor at most of the time is required to hover or fly with
small Euler angles, liner model predictive control, including cascade and centralized
MPC control, can fulfil the control requirements.
In Chapter 6, linear MPC quadrotor control is presented. Even though it is not the
first time MPC has been utilized as the quadrotor controller, the thorough comparison
of centralized MPC and cascade MPC quadrotor controllers is new. The key findings
of this chapter is summarized as below.
• As an optimization-based MIMO control law, both cascade and centralized MPC
controllers can fulfil the quadrotor position control requirements and handle ac-
tuator constraints.
• The cascade MPC shows better disturbance rejection capability than the central-
ized MPC. The mean squared errors of cascade MPC are much smaller than the
centralized MPC controller in the quadrotor position control simulations.
• The key advantage of cascade MPC over centralized MPC in quadrotor con-
trol problem is all the intermediate control signals (Euler angles references in
quadrotor position control application), can be limited within a narrow range so
that the operational conditions of the linearized MPC controller can be main-
tained.
• For quadrotor cascade MPC controller, using the quadratic programming to han-
dle both inner-loop and outer-loop constraints provides better results than using
pure saturation constraints.
• As the quadrotor’s inner-loop and outer-loop dynamics possess different time
constants, tuning MPC controllers for a cascade system is much easier than that
in the centralized MPC design.
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In Chapter 7, a novel optimization based discrete-time nonlinear predictive con-
troller (DOPC) is developed and applied to the quadrotor system as well as several
other electromechanical systems. The advantages of DOPC are listed as follows.
• It can deal with the nonlinearity of wide range of MIMO systems with simple
design procedures.
• The use of one-step ahead prediction reduces the computational demand.
• Integrators can be included in the DOPC design so that steady-state errors due
to step changes in the reference signals and low frequency disturbances can be
eliminated.
• Weighting matrices Q and R are added to the cost function and as a result the
closed-loop response speed can be adjusted.
• For the systems with less input signals than their state variables, a cascade DOPC
control structure is adopted. By dividing the original plant into several sub-
systems with equal numbers of inputs and state variables, multiple DOPC con-
trollers can be design accordingly.
• Quadratic programming can be employed to deal with control signal constraints.
The proposed DOPC controller is tested on several plants by numerical simulations.
In the quadrotor control case, the use of DOPC enables the quadrotor constantly fly
under large Euler angles without degrading the control performance. Thanks to the
large Euler angle condition, DOPC angle control can be used along with the resonant
position controller to realize accurate tracking of periodic signals.
Several more applications of the DOPC can be found in the appendix of this the-
sis. In the AUV control application, the optimized torques obtained from the DOPC
controller results in the same depth control performance with less pitch variation. In
the pendulum control case, DOPC shows superior control performance than the feed-
back linearisation controller. Additionally, the comparison between DOPC and PI con-
trollers shows DOPC is more robust to unmodelled dynamics.
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Chapter 8. Conclusion
8.4 Future Research
• In order to perform quadrotor position control, the indoor (external cameras) or
outdoor (GPS) localization systems need to be added to the test platforms.
• The PID control auto-tuner can be extended to the quadrotor position control ap-
plication. However, to conduct the relay test on the position loop, a new quadro-
tor test-bed is required. That test-bed should be able to move along only one
axis with the other two axes locked. Additionally, the test-bed needs to have a
negligible friction to ensure the accuracy of the model identification stage.
• As the proposed auto-tuner is a general PID control tuning method, it has the
potential to be applied to any integrating systems. In this thesis, simulation
results show the PID tuner can work on some high order integrating systems.
This conclusion needs to be verified experimentally on the physical systems (e.g.
AC motors, fixed-wing aircraft) in addition to the quadrotor.
• The hardware implementation of linear MPC and DOPC need to be performed.
For Laguerre MPC, its main advantage is saving computational resource. So
in the future, comparisons need to be performed to quantify how much hard-
ware resource can be saved on a specific microprocessor. For both predictive
controllers, hardware implementation of quadratic programming to handle con-
straints can be done in the future.
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Appendix A
DOPC Applications on nonlinear
systems
A.1 Pendulum DOPC Control
The pendulum system equations are as follows [Khalil and Grizzle, 2002]:
x˙1 = x2 (A.1)
x˙2 = −a sinx1 − bx2 + cu (A.2)
a =
g
l
, b =
k
mr
where x1 is the pendulum’s position, x2 is the pendulum’s angular speed, u is the
torque, g is the gravitational constant, l denotes the length of the rod and mr denotes
the mass of the rod. x1 is the system’s output.
As the cascade control structure is employed, (A.2) is referred as the inner-loop
system and (A.1) is referred as outer-loop system. As the inner-loop system has a
nonlinear term −a sinx1, DOPC controller will be used to handle the nonlinearity.
However, as the outer-loop dynamics is a linear system, there is no need to use nonlin-
ear controller and thus a PI controller is employed to stabilize the system and eliminate
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steady-state errors. The outer-loop system’s input is the pendulum’s position reference
signal, the output signal of the DOPC controller will become the desired angular speed,
which becomes the reference signal of the inner-loop system. Then the inner-loop PI
controller will generate the desired torque. The design principle of a cascade control
system is the the inner close-loop system dynamics needs to be much faster the the
outer closed-loop system so that the inner closed-loop system dynamics can be ig-
nored and the outer-loop controller can be designed independently. The inner-loop and
outer-loop sampling intervals are ∆tin = 1ms and ∆tout = 10ms respectively.
Comparisons are made between cascade DOPC control and feedback linearization
control. The latter one is the control law proposed in [Khalil and Grizzle, 2002], where
the feedback linearization control signal is given as
u =
1
c
(a sinx1 + bx2 + x¨∗1 − k1e1 − k2e2)
e1 = x1 − x∗1, e2 = x2 − x˙∗1,
where x∗1 is a reference signal with bounded derivatives x˙∗1 and x¨∗1, a = c = 10, b =
1, k1 = 400 and k2 = 20.
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Figure A.1: Pendulum position tracking output signals
As we can see from Figure A.1 and Figure A.2, compared with feedback lineariza-
tion system, cascade DOPC system can achieve almost the same response speed with
no overshot and less control signal.
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Figure A.2: Pendulum position tracking control signals
A.2 Autonomous Underwater Vehicle (AUV) Depth and
Pitch DOPC Control
The pitch model of the AUV is given as
q˙v = − 1
Iy
[xTvfTvf + xTvrTvr − zgW sin θ +
1
2
ρV 2/3CDq |qv|qv]
qv =
∫ t
0
q˙vdt, θ =
∫ t
0
qvdt,
where qv is the angular velocity about the y−axis (pitch), Iy is the inertia term for the
y−axis, Tvf is the force generated by the front thruster acting along the x−axis, Tvr
is the force generated by the rear thruster acting along the x−axis, xTvf is the distance
along x axis between centre of gravity and front vertical thruster, xTvr is the distance
along x− axis between centre of gravity and rear vertical thruster, W is the weight of
AUV, CDq is the rotational drag coefficient, zg is the displacement from the centre of
gravity to centre of volume [Steenson et al., 2014].
The AUV’s depth model is given as
w˙v = − 1
mz
[Tvf cos θ + Tvr cos θ + (W −B)− 1
2
ρV 2/3CDw |wv|wv]
wv =
∫ t
0
w˙vdt, z =
∫ t
0
wvdt,
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where wv is the velocity in the z−direction, B is Buoyancy of AUV, CDw is the Drag
coefficient when the AUV is moving in z−axis, mz is the mass term for the z−axis, z
is the displacement in z−axis.
This is a 2-input, 2-output second order system. The whole system dynamics can
be divided into velocity-loop (inner-loop) system, described by (A.3), and position
loop (outer-loop) system, described by (A.4). Obviously, the inner-loop dynamics is
nonlinear and the outer-loop dynamics is linear. Also the inner-loop control signals Tvf
and Tvr are the forces created by the actuators, so they need to be constrained within
the physical limitation. The cascade control structure is used. The DOPC is used as
inner-loop controller to deal with nonliearity and constraints. Any linear controller can
be used to control the outer-loop and here we use PI controllers in order to eliminate
steady-state errors.
Table A.1: AUV parameters
Parameter Value Unit
ρ 1000 kg/m3
V 0.08 m3
mz 167.5 kg
Iy 70 kgm2
W 540 N
ρ 1000 kg/m3
xTvf 0.55 m
xTvr -0.49 m
zg -0.05 m
˙xm︷ ︸︸ ︷[
q˙v
w˙v
]
=
F (xm)︷ ︸︸ ︷[
zgW
Iy
sin θ − 1
2Iy
ρV 2/3CDq |qv|qv
W−B
mz
− 1
2mz
ρV 2/3CDw |wv|wv
]
+
B︷ ︸︸ ︷[
−xTvf
Iy
−xTvr
Iy
cos θ
mz
cos θ
mz
] u︷ ︸︸ ︷[
Tvf
Tvr
]
(A.3)
[
θ˙
z˙
]
=
[
qv
wv
]
(A.4)
The first two simulations are AUV inner-loop (velocity-loop) DOPC control. No
integrator is used because steady-state errors in the inner-loop system will not affect the
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Figure A.3: I-DOPC Quadcopter angular velocity control (R = 0). Key: dotted lines
reference signals; solid lines output signals or control signals.
outer-loop system’s performance much if the inner-loop system’s dynamics is faster.
Also, as normally in AUV pitch and depth control the pitch angle should be kept small,
we assume the pitch angle θ is small so we have sin θ ≈ 0 and cos θ ≈ 1. The sampling
interval ∆t is 1ms.
In the first simulation, the weighing matrix Q is an identity matrix and R is a
zero matrix, so it can be seen from Figure A.3 the closed-loop dynamics of each chan-
nel becomes one sample delay. Also the control signals Tvf and Tvr are very large.
In practice, such large control signals are not available and such fast response is not
necessary.
So in the second simulation, a non-zero weighting matrixR = 5× 10−9 × I2×2 is
used. As we can see from Figure A.4, the system’s response is much slower and the
control signals are much smaller. Also, steady-state errors exist as no integrator is used
in the DOPC controller.
Another two simulations are conducted to control the AUV’s pitch angle and depth.
Cascade control structure is used. For the inner-loop DOPC controller, weighting ma-
trices are chosen as Q = I2×2 and R = 5 × 10−9 × I2×2. For the control signals Tvf
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Figure A.4: I-DOPC Quadcopter angular velocity control (R 6= 0). Key: dotted lines
reference signals; solid lines output signals or control signals.
and Tvr, they have the following constants:
1.2 6 Tvf 6 10
1.2 6 Tvr 6 10.
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Figure A.5: DOPC AUV pitch angle and depth control (using saturation dealing with
constaints).
PI controllers are used as outer-loop controllers and the outer-loop closed system
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is tuned to be much slower than the inner closed-loop system.
In the first simulation of AUV pitch angle and depth control, saturations are exerted
on the control signals to deal with constants. As it can be seen from Figure A.5(b) that
the control signals Tvf and Tvr are saturated at the initial stage. From Figure A.5(a) it
can be seen that the pitch angle varies between −1.6 to 0.5 deg.
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Figure A.6: DOPC AUV pitch angle and depth control (using quadratic programming
dealing with constaints).
In the second simulation of AUV pitch angle and depth control, quadratic program-
ming is used to deal with constants. According to (7.11) and (7.12), we have:
E = 10−8 ×
[
0.5097 −0.0019
−0.0019 0.5085
]
, F = 10−5 ×
[
0.7857 −0.5970
−0.7000 −0.5970
]
.
As we can see from Figure A.6(a), the depth output has similar response as that in
the first simulation. However, the pitch angle in this case varies within the range of
−1.2 and 0.3 deg, which is much smaller than that in the first simulation. From Figure
A.6(b) we can see that by using quadratic programming, even in the initial stage the
control signal Tvf is less than 10N .
These simulations results show that by using quadratic programming with DOPC
controller, the closed-loop system’s performance can be optimized to have more accu-
rate control performance with less control efforts.
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A.3 Summary
The simulation results in this section show the superiority of DOPC in various as-
pects. In the pendulum example, compared with the feedback linearisation controller,
the DOPC controller offers an step response with similar settling time, less overshot
and less control effort. In the robustness analysis example, the DOPC controller shows
more consistent performance than the PI controller subject to model uncertainties. In
the AUV control example, the DOPC controller’s capability of handling constraints
is tested. Compared with the case using pure saturations, DOPC with quadratic pro-
gramming offers similar AUV depth control performance with less variance on its pitch
angle.
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Appendix B
TC1.0 and TC3.0 Data Acquisition
Original Data and Matlab Code
Figure B.1 is a screen-shot of the data recorded by the TC1.0 data logger.
Figure B.1: TC1.0 flight data file: TC-data.txt
The following Matlab script is to decode and plot the flight data.
% ====================================
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% FILE : p i c t u r e s .m
% DESCRIPTION : Mat lab s c r i p t t o decode and
% p l o t t h e TC1 . 0 and TC3 . 0 f l i g h t d a t a .
%
% Author : Xi Chen
% C r e a t e d : 29102014
% ====================================
c l e a r a l l ;
c l o s e a l l ;
f l i g h t D a t a = i m p o r t d a t a ( ’TC−d a t a . t x t ’ , ’ \ t ’ , 7 ) ;
d a t a = f l i g h t D a t a . d a t a ;
xLowerLimit =0 ;
%x U p p t e r L i m i t =max ( d a t a ( : , 1 ) ) ;
x U p p t e r L i m i t =50;
% ====================================
% R o l l a n g l e
% ====================================
f i g u r e ( 1 )
p l o t ( d a t a ( : , 1 ) , d a t a ( : ,2) , ’−−b ’ , . . .
d a t a ( : , 1 ) , d a t a ( : , 3 ) , ’ − r ’ , ’ LineWidth ’ , 2 )
y l im ([− p i / 3 p i / 3 ] )
x l im ( [ xLowerLimit x U p p t e r L i m i t ] )
x l a b e l ( ’ Time ’ , ’ Fon tS i ze ’ , 4 0 )
%t e x _ p h i = t e x l a b e l ( ’ p h i ( r a d ) ’ ) ;
y l a b e l ( ’ R o l l ang le ’ , ’ Fon tS i ze ’ , 4 0 )
s e t ( gca , ’ Fon tS i ze ’ , 4 0 )
l e g e n d ( ’ Refe rence ’ , ’ Output ’ )
% =====================================
% R o l l r a t e
% =====================================
f i g u r e ( 2 )
p l o t ( d a t a ( : , 1 ) , d a t a ( : ,4) , ’−−b ’ , . . .
d a t a ( : , 1 ) , d a t a ( : , 5 ) , ’ − r ’ , ’ LineWidth ’ , 2 )
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yl im ([−2 2 ] )
x l im ( [ xLowerLimit x U p p t e r L i m i t ] )
x l a b e l ( ’ Time ’ , ’ Fon tS i ze ’ , 4 0 )
%t e x _ p h i = t e x l a b e l ( ’ \ ( r a d ) ) ’ ) ;
y l a b e l ( ’ R o l l r a t e ’ , ’ Fon tS i ze ’ , 4 0 )
s e t ( gca , ’ Fon tS i ze ’ , 4 0 )
l e g e n d ( ’ Refe rence ’ , ’ Output ’ )
% =================================
% P i t c h a n g l e
% =================================
f i g u r e ( 3 )
p l o t ( d a t a ( : , 1 ) , d a t a ( : ,6) , ’−−b ’ , . . .
d a t a ( : , 1 ) , d a t a ( : , 7 ) , ’ − r ’ , ’ LineWidth ’ , 2 )
y l im ([− p i / 3 p i / 3 ] )
x l im ( [ xLowerLimit x U p p t e r L i m i t ] )
x l a b e l ( ’ Time ’ , ’ Fon tS i ze ’ , 4 0 )
%t e x _ p h i = t e x l a b e l ( ’ \ ( r a d ) ) ’ ) ;
y l a b e l ( ’ P i t c h ang le ’ , ’ Fon tS i ze ’ , 4 0 )
s e t ( gca , ’ Fon tS i ze ’ , 4 0 )
l e g e n d ( ’ Refe rence ’ , ’ Output ’ )
% ===============================
% P i t c h r a t e
% ===============================
f i g u r e ( 4 )
p l o t ( d a t a ( : , 1 ) , d a t a ( : ,8) , ’−−b ’ , . . .
d a t a ( : , 1 ) , d a t a ( : , 9 ) , ’ − r ’ , ’ LineWidth ’ , 2 )
y l im ([−2 2 ] )
x l im ( [ xLowerLimit x U p p t e r L i m i t ] )
x l a b e l ( ’ Time ’ , ’ Fon tS i ze ’ , 4 0 )
%t e x _ p h i = t e x l a b e l ( ’ \ ( r a d ) ) ’ ) ;
y l a b e l ( ’ P i t c h r a t e ’ , ’ Fon tS i ze ’ , 4 0 )
s e t ( gca , ’ Fon tS i ze ’ , 4 0 )
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l e g e n d ( ’ Refe rence ’ , ’ Output ’ )
% ==============================
% Yaw r a t e
% ==============================
f i g u r e ( 5 )
p l o t ( d a t a ( : , 1 ) , d a t a ( : ,10) , ’−−b ’ , . . .
d a t a ( : , 1 ) , d a t a ( : , 1 1 ) , ’ − r ’ , ’ LineWidth ’ , 2 )
y l im ([−2 2 ] )
x l im ( [ xLowerLimit x U p p t e r L i m i t ] )
x l a b e l ( ’ Time ’ , ’ Fon tS i ze ’ , 4 0 )
%t e x _ p h i = t e x l a b e l ( ’ \ ( r a d ) ) ’ ) ;
y l a b e l ( ’Yaw r a t e ’ , ’ Fon tS i ze ’ , 4 0 )
s e t ( gca , ’ Fon tS i ze ’ , 4 0 )
l e g e n d ( ’ Refe rence ’ , ’ Output ’ )
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Appendix C
Quadrotor Simulation Setup
The quadrotor open-loop Simulink model is shown in Figure C.1. The key component
in this model is the 6Dof equation of motion block as shown in Figure C.2(a). This
block implements Euler angle representation of six-degrees-of-freedom equations of
motion. The block’s output Ve andXe represents the translational velocity and position
in the inertial reference frame I. φ, θ and ψ represents the three Euler angles. DCMbe
is the coordinate transformation matrix from body reference frame {B} to {I}. The
other outputs of the block are not used in this simulator. The first input of the block
Fxyz is the force vector in B. The other input Mxyz is the moment vector in {B}. The
block parameters are given in Figure C.2(b).
In Figure C.1, input ports 1 to 4 are four squared rotor speed, which are converted to
moments by multiplying with TC.E matrix. Input 5 is the disturbance. The constant
block on the left represents the quadrotor’s weight force expressed in {I}, which is
transformed in B by multiplying with DCMbe.
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Figure C.1: Quadrotor open-loop simulator in Matlab Simulink
(a) Simulink block (b) Block parameters
Figure C.2: 6 DoF equation of motion block
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Appendix D
Implementation of PID in Velocity
Form
%%%%%% PID OBJECT %%%%%%%%%
t y p e d e f s t r u c t
{
f l o a t kp ;
f l o a t k i ;
f l o a t kd ;
f l o a t t a u f ;
f l o a t u P a s t ;
f l o a t u d P a s t ;
f l o a t y P a s t ;
f l o a t r P a s t ;
f l o a t d e l t a t ;
f l o a t l o w e r L i m i t ;
f l o a t u p p e r L i m i t ;
} P i d O b j e c t ;
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%%%%%% PID FUNCTION %%%%%%%%
f l o a t PID ( P i d O b j e c t ∗ pid , f l o a t r C u r r e n t , f l o a t y C u r r e n t )
{
/ / p i d : PID o b j e c t p o i n t e r
/ / r C u r r e n t : t h e c u r r e n t s e t p o i n t
/ / y C u r r e n t : t h e c u r r e n t s y s t e m o u t p u t / f e e d b a c k
f l o a t u C u r r e n t ; / / new c o n t r o l s i g n a l
f l o a t u d C u r r e n t ; / / new c o n t r o l s i g n a l
u d C u r r e n t =pid−> t a u f / ( pid−> t a u f +pid−> d e l t a t )∗
pid−>u d P a s t +pid−>kd / ( pid−> t a u f +pid−> d e l t a t ) ∗ ( yCur r en t−pid−>y P a s t ) ;
u C u r r e n t =pid−>u P a s t +pid−> kp∗
( r C u r r e n t−yCur r en t−pid−> r P a s t +pid−>y P a s t )+
( pid−>k i ∗ pid−> d e l t a t ) ∗ ( r C u r r e n t−y C u r r e n t )− u d C u r r e n t +pid−>u d P a s t ;
/ / v e l o c i t y form PID
i f ( uCur r en t >pid−>u p p e r L i m i t )
u C u r r e n t =pid−>u p p e r L i m i t ;
e l s e i f ( uCur r en t <pid−>l o w e r L i m i t )
u C u r r e n t =pid−>l o w e r L i m i t ;
/ / o u t p u t c o n s t r a i n t s
pid−>u P a s t = u C u r r e n t ;
p id−>y P a s t = y C u r r e n t ;
p id−> r P a s t = r C u r r e n t ;
p id−>u d P a s t = u d C u r r e n t ;
/ / s t o r e t h e p a s t v a l u e s
re turn u C u r r e n t ;
} ;
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