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Information loss for 2 × 2 tables with missing
cell counts: binomial case
Rob Eisinga
Department of Social Science Research Methods, Radboud University
Nijmegen, PO Box 9104, 6500 HE Nijmegen, The Netherlands
We formulate likelihood-based ecological inference for 2 × 2 tables
with missing cell counts as an incomplete data problem and study
Fisher information loss by comparing estimation from complete and
incomplete data. In so doing, we consider maximum-likelihood (ML)
estimators of probabilities governed by two independent binomial
distributions and obtain simplified expressions for their covariance.
These expressions reflect well the additional uncertainty arising from
the unobserved data compared to complete data tables. We also
discuss an approximation to the expected conditional variance of the
unobserved entries and ML parameter bias correction. An empirical
example is used to demonstrate the results.
Keywords and Phrases: ecological inference, Fisher information
loss, expectation–maximization algorithm, missing information prin-
ciple, parameter bias correction, 2 × 2 table.
1 Introduction
The ecological inference problem of estimating cell probabilities from the marginal
totals of a series of 2×2 contingency tables with missing cell counts has long been
attracting the attention of researchers from various disciplines, including political
science (King, 1997), sociology (King, Rosen and Tanner, 1999), epidemiology
(Salway and Wakeﬁeld, 2004), marketing (Böckenholt and Dillon, 2000), econo-
metrics (Golan, Judge and Miller, 1996), agriculture (Magnussen, 2004) and sta-
tistics (Plackett, 1977; Hamdan and Nasro, 1986; Haber, 1989; Kocherlakota
and Kocherlakota, 1992; McCullagh and Nelder, 1992; Rosen et al., 2001;
Wakeﬁeld, 2004). While considerable research activity has been directed towards the
development of parameter estimation models (see, e.g. King, Rosen and Tanner,
2004), little attention has been given to the key inferential issue of information loss
in the maximum-likelihood (ML) estimators relative to those in the complete data
setting. Steel, Beh and Chambers (2004) examined the loss of information in 2×2
ecological tables using the observed information matrix for inference and Imai, Lu
and Strauss (2007) recently discussed how to quantify information loss using the
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missing information principle (MIP) of Orchard and Woodbury (1972). The
present paper extends these studies by deriving an analytical expression for the loss
of Fisher (expected) information and, correspondingly, the decrement in estimator
precision, assuming binomial distributions for the unobserved cell counts. It also
discusses an approximation to the expected conditional variance of the missing cell
entries to speed up computation for large marginal totals and parameter bias
correction for sparse 2×2 ecological tables.
The paper is organized as follows. Section 2 considers the complete and incom-
plete data likelihoods involved in ecological inference for 2× 2 tables and section
3 discusses the application of the expectation–maximization (EM) algorithm and
the MIP. Fisher information loss is examined in section 4 and section 5 includes
the mean conditional variance approximation and parameter bias correction in ML
estimation. An empirical example is offered in section 6 and concluding remarks are
given in section 7.
2 Complete and incomplete data likelihoods
We ﬁrst consider the case in which the interior cells are observed. We assume that
the observed data are available in the form of 2× 2 contingency tables with com-
pletely classiﬁed observations from each of S independent units (e.g. groups, areas
or other aggregates). The data layout is given in Table 1. The entries, yjs, take non-
negative integer values and denote the number of observations in row j and column
1, with j =0, 1 and s=1, . . . ,S. For the sth table, the row-wise sum of the entries
is [(njs −yjs)+yjs =]njs, and the grand total is ns.
Table 1. Data for table s, s=1, . . . , S.
Y =0 Y =1 Total
X =0 y0s n0s
X =1 y1s n1s
Total ns −ys ys ns
The probability distribution of yjs obviously depends on the sampling scheme that
was used to generate the data. A common model is product binomial sampling,
where two independent random samples with ﬁxed njs separately provide estimates
of the underlying conditional probabilities 0s =P(Y =1|X =0, s) and 1s =P(Y =1|
X =1, s).
In the complete data setting, the unconditional complete data likelihood for table
s is the product of the mutually independent binomial random variables −B(y0s;n0s,













which, as y1s =ys −y0s and n1s =ns −n0s, equals
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with the parameter ′s =0s(1− 1s)/[1s(1− 0s)] being the odds ratio for table s.
The logarithm of the product binomial likelihood (1) is
lus(0s,1s;y0s, ys)=y0ss +n0s log(1−0s)+ys log[1s/(1−1s)]
+(ns −n0s) log(1−1s)+ logCs,










This expression shows that the complete data distribution belongs to the exponen-
tial family. The log likelihood is linear in s and y0s is the only sufﬁcient statistic of
the complete data that has to be estimated if the 2×2 cell counts are missing. We
also note that for S tables the overall unconditional complete data likelihood is the
product of the table-speciﬁc product binomial likelihoods, i.e.
















The ecological inference problem occurs when the row and column totals are
observed, but the individual cell entries are unavailable for some reason (e.g. sampling
design or data conﬁdentiality). If the row margins njs are ﬁxed, the observed or
incomplete data likelihood of the random column margin ys is the convolution of





where the integral consists of summing over all possible values of the index fre-
quency yl0s ≤ is ≤yu0s given the row and column margins, with lower bound yl0s =max
[0,ys − (ns −n0s)] and upper bound yu0s =min(n0s,ys) (McCullagh and Nelder, 1992).
Obviously, the convolution has a binomial distribution with parameters B(ys;ns,s),










the convolution log likelihood associated with the observed data for table s is










The conditional likelihood of the complete data for a single table s, conditioning

















Note that the complete and incomplete data log likelihoods are related such that
los(0s,1s;ys)= lus(0s,1s;y0s, ys)− lcs(0s,1s;y0s), (2)
where lus(·) and lcs(·) are the unconditional and the conditional complete data log
likelihood for table s, respectively, and los(·) is the log likelihood of the observed data
we wish to maximize in s or, equivalently, in the conventional parameters 0s and
1s. Computation of the ML estimates can be achieved using a variety of techniques
such as the Newton–Raphson procedure or the Fisher scoring method. We brieﬂy
describe the application of the EM algorithm (Dempster, Laird and Rubin, 1977)
as it facilitates the discussion of information loss. An obvious identiﬁcation prob-
lem here is that the observed data likelihood contains 2S parameters 0s and 1s, to
be estimated using only S observed marginal tables. To circumvent this problem, in
the remainder we assume – like many statistical procedures for analyzing 2×2×S
contingency tables – that the tables are uniformly homogeneous with respect to the
conditional probabilities, i.e. 0s =0 and 1s =1, for 1≤ s≤S.
3 Missing information and EM
3.1 Conditional and unconditional expectation
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The observed data log likelihood los(0,1;ys) does not depend on y0s. Therefore,
taking expectations of both sides of (3) over the conditional distribution P(y0s|ys,n0s,
ns,) or, equivalently, averaging over all possible values of y0s given ys at a ﬁxed

















































This equation expresses an important relationship in the MIP and EM framework
(Woodbury, 1971; Dempster et al., 1977). It states that the score of the observed
data log likelihood may be obtained by taking the conditional expectation of the
score of the complete data log likelihood given the observed data. Also, as noted
by Dempster et al. (1977), the ﬁrst-order derivative of the incomplete data log like-








The expectation for the ﬁrst term on the right is with respect to the complete data
given the observed data and the expectation for the second term is with respect to
















Hence, the total score of the observed data log likelihood is equal to the difference
between the conditional expectation of the complete data sufﬁcient statistic y0s given
the observed data and the unconditional expectation.
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3.2 Expectation–maximization
To specify the EM algorithm when the complete data are from the exponential fam-
ily distribution, note that if for a single table s we had observed y0s, the ML estimate
of , ˆ, would satisfy E(y0s|ˆ)=y0s. Conversely, given some value of , we may esti-
mate y0s by replacing it by its expected value given ys and . For the exponential
family density, this is implemented by estimating the complete data sufﬁcient statis-
tic y0s for  by setting it equal to its complete data conditional expectation given














The M-step then takes the estimated complete data and obtains (t+1) by ordinary
ML estimation acting as if the estimated data were the observed data. For distribu-
tions in the exponential family, actual maximization of the expected log likelihood
can be avoided. Instead, the M-step reduces to a simple closed form expression,




















as the solution to y(t)0s =E(y0s|). Thus, to obtain the next iterate, the conditional
expectation of the sufﬁcient statistic y0s computed in the exponential family E-step is
substituted for the expected sufﬁcient statistic that occurs in the closed form expres-
sion obtained for the complete data ML estimator of . The E- and M-steps have
a likelihood-climbing property and are repeated iteratively until the algorithm con-
verges to the ML estimate of , which satisﬁes E(y0s|ˆ)=E(y0s|ys, ˆ), as the total
score Uo()=0 at = ˆ. Hence, the ML estimate, based on ys, is the parameter
value under which the conditional expectation of y0s given ys is the same as the
unconditional expectation.
3.3 Missing information principle
On differentiating (2) twice with respect to  and multiplying the resulting Hessians










As the left-hand side is not a function of y0s, taking expectations of both sides over
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which, upon setting  to the ML value, is expressed as
ios()= ius()− ics(). (6)
The term on the left-hand side is the observed information in the observed data
and the ﬁrst term on the right-hand side is the conditional expected value of the
complete data information given the observed data. The second term on the right-
hand side can be thought of as the information in the unobserved data, conditional
on the observed. Thus, (6) gives the fundamental relationship, coined the MIP by
Orchard and Woodbury (1972), that the information in the observed data equals
the information in the complete data minus the information in the unobserved data.



































As ∂2lus/∂2 is not a function of y0s and ∂2lcs/∂2 is constant for the conditional
expectation, taking expectations over the conditional distribution P(y0s|ys,n0s,ns,)



























This result states, as pointed out by Louis (1982), that the observed data observed
information can be obtained using the expectations of the derivatives of the com-
plete data likelihood. Also, Dempster et al. (1977) have shown that the second-order






Hence, the observed data observed information can be written as the difference at
= ˆ between the unconditional variance and the conditional variance of the com-
plete data sufﬁcient statistic y0s.
To obtain the expected information, we average both sides of (5) over the marginal
distribution P(ys|n0s, ns,) of the observed data or, equivalently, over all possible
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values that 0≤ ys ≤ ns can take at a ﬁxed value of . We denote this expectation













Ios()= Ius()−Eys [Ius()]. (8)
The asymptotic variance–covariancematrix of theMLparameter estimates is obtained
from the inverse of the observed data total expected information Io(ˆ)=
∑
s Ios(ˆ).
4 Information loss for 0 and 1
This section compares the information about the conventional parameters 0 and
1 provided by the complete and observed data. If we denote =(0 1)T, the total












⎡⎣ y0+0 − n0+ −y0+1−0
y+ −y0+
1
− n1+ − (y+ −y0+)
1−1
⎤⎦,
where the + sign indicates summation over s. The complete data observed informa-























+ n1+ − (y+ −y0+)
(1−1)2
]
and zero off-diagonal elements as no terms in lus involves both 0 and 1, i.e. ∂2lus/
















where the expectation is taken over the distribution P(ys|n0s,ns,0,1). The large


















For the observed data, the score vector obtained using (4) is
© 2008 The Author. Journal compilation © 2008 VVS.





























where the expectation is taken over the conditional distributionP(y0s|ys,n0s,ns,0,1).
Using (5) and the identity var(y0s|ys, )=var(y1s|ys,)=−cov[(y0s,y1s)|ys,], the






















































As noted by Steel et al. (2004), compared to the observed information provided
by the complete data, the occurrence of missing cell entries reduces the diagonal
elements of the observed data observed information and introduces a positive (va-
riance) term in the off-diagonal elements.
As the expectation of the conditional mean of y0s over the observed data ys is
the expectation of y0s (i.e. Eys [E(y0s|ys, )]=E(y0s)=n0s0), the expected informa-




































To account for the difference in expected information in the complete and
observed data settings, the diagonal elements of the expected information matrix


























where var(yjs)=njsj(1−j), j =0, 1. The expectation of the conditional variance of
y0s is equal to the unconditional variance of y0s minus the variance of the condi-
tional mean of y0s i.e. Eys [var(y0s|ys, )]=var(y0s)− var[E(y0s|ys,)]. As nj +[j(1−
j)]−1 is the expected information regarding j in the complete data, the additional














Because varys[E(yjs|ys, )]≤var(yjs), the range of Rj(j ,nj +) is given by the interval
0≤Rj(j ,nj +)≤1. Hence, the expected information Io()j provided by the observed
data approaches the expected information Iu()j provided by the complete data, if∑
s varys[E(yjs|ys, )] approaches
∑
s var(yjs).
The elements of the large sample covariance of ˆ=(ˆ0ˆ1)T in the observed data
are



















































var(ˆ)0 =varo(ˆ)0 −varu(ˆ)0 and var(ˆ)1 =varo(ˆ)1 −varu(ˆ)1
are the variance loss for 0 and 1 respectively. Hence, the covariance of 0 and
1 is equal to the negative geometric mean of the two variance losses associated
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shows the relation between variance loss and parameter correlation. In the absence
of variance loss, the correlation is zero. Conversely, a strong negative correlation is
synonymous with large parameter variance increase. A simple measure of parameter





R0 +R1 −1 ,
with range 1 to inﬁnity.
5 Tables with large and small marginal totals
5.1 Expectation approximation


























isˆ(1− ˆ0)n0s ˆys1 (1− ˆ1)(ns−n0s−ys)
)
.
The nested summations make this expression cumbersome to compute analytically
if ns is large and the range of possible values for y0s is extensive. There are several
ways to speed up computation. One is to use the normal approximation to the bino-
mial convolutional likelihood (Wakeﬁeld, 2004) or a saddle point approximation
(Davison and Semadeni, 2004). Another option is to approximate the expected value
by summing over the distribution of ys in steps of w > 1. If ms is the integer part





where the constant w is used to re-normalize the probabilities so that they sum to
unity. One could also use a conditional sampling procedure to obtain samples from
the complete data posterior distribution, ﬁlled in via the inverse Bayes formulae
(IBF) sampler (Tian, Tan and Ng, 2007). Alternatively, the following approximate













This expression gives a close approximation to the mean conditional variance if yu0s −
yl0s is large and it is exact if ˆ0 = ˆ1 (i.e. ˆ′ =1). The latter occurs, for example, in
studies with a constant ratio, r, of n0s to (ns − n0s) cases, where the total for each
table is given by ns =n0s(1+ r). The right-hand side of (10) multiplied by ns(ns −1)−1
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corresponds to McCullagh’s (1984) approximation to the conditional cell variance
of the non-central hypergeometric distribution.
5.2 Parameter bias correction
Maximum-likelihood estimates are known to be biased when the total Fisher infor-
mation for the parameters is limited. While for tables with large or moderate-sized
counts the amount of bias does not seem to be serious compared to the standard
errors, parameter bias can be appreciable in the analysis of a few sparse tables. Let
b(ˆj) be the n−1 bias of ˆj . From the general expression for the biases to order n−1 of
the ML estimates given by Cox and Snell (1968), we obtain the following expres-
sion for the parameter bias in 2×2 ecological tables
b(ˆj)= 12 [(I
jj )2(Kjjj +2Jjj , j )+ Ij1−j I1−j1−j (K1−j1−j1−j +2J1−j1−j , 1−j )
+2(Ij1−j )2(Kj1−j1−j +Jj1−j , 1−j +J1−j1−j , j )
+ Ijj Ij1−j (3Kj1−jj +4Jj1−j , j +2Jjj , 1−j )
+ Ijj I1−j1−j (Kj1−j1−j +2Jj1−j , 1−j )], j =0, 1, (11)
where the superscripts denote matrix inversion of the observed data Fisher informa-














with the expectations taken over the marginal distribution P(ys|n0s,ns,0,1), and
the subscripts r, t and u being replaced by j =0, 1 when the derivatives are with
respect to this parameter.
Under mild regularity conditions the third-order derivatives of the observed data














































Eys (∂los/∂j)=Eys [E(∂lus/∂j |ys)]=0 at j = ˆj ,
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∂2los/∂j∂1−j =E(∂2lus/∂j∂1−j |ys)−E(∂lus/∂j |ys)E(∂lus/∂1−j |ys) and
∂2los/∂2j =E(∂2lus/∂2j |ys)+E(∂lus2/∂j |ys)−E(∂lus/∂j |ys)2,
with the expectations denoted Eys taken over the marginal distribution P(ys|n0s,ns,
0,1), and the expectations denoted E taken over the conditional distribution P(y0s|
ys,n0s,n1s,0,1). Once the biases are determined, the bias-corrected ML estimates
ˆcj can be obtained using ˆ
c
j = ˆj −b(ˆj), where ˆj are the uncorrected ML estimates.
Finally, it can be shown that the parameter biases are related to the parameter var-
iance loss by






The loss in parameter variance in 2×2 ecological tables is equal to the product of
the bias ratio and the two-parameter covariance. Hence, the expression states that
|b(ˆj)|> |b(ˆ1−j)|, if var(ˆ)j > |covo(ˆ)j1−j |.
6 Empirical example
We illustrate our results with a simple aggregate data example assessing the relation-
ship between student-reported course workload and teacher-awarded course grades.
The data available for analysis consist of the number of students (ns), the number
of students who reported nominal workload or less in an anonymous course evalu-
ation (n0s) and the number of students who received a mark of eight or higher (ys),
for S=6 courses. The cross-classiﬁed counts (e.g. the number of students with both
nominal workload or less and mark ≥ 8) are unavailable. The total and marginal
counts for the s= (1, . . . , 6) tables are n= (19, 20, 17, 18, 20, 20), n0 = (18, 18, 8, 9, 10, 2)
and y= (3, 6, 8, 9, 9, 14). Table 2 displays the history of the EM iterations.
The ML estimates — given by the EM algorithm as ˆ= (0.1395, 0.8014) — indi-
cate that the probability of obtaining a mark of eight or higher is much lower among
students who reported nominal workload or less, than among those who reported
above nominal workload.
The Fisher information matrix provided by the observed data and its inverse, eval-
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Table 2. Expectation-maximization iterates.
t (t) (t) − ˆ (t)0 (t)1 E(y0|y,(t)) E(y0|(t))
0 1.000000 4.213950 – – 4.420392
1 −0.143280 3.070670 0.414412 0.449553 3.571372 4.420392
2 −0.892954 2.320995 0.334816 0.551435 2.971272 3.571372
3 −1.455839 1.758111 0.278557 0.623447 2.535595 2.971272
4 −1.899475 1.314474 0.237712 0.675729 2.218411 2.535595
5 −2.251035 0.962915 0.207976 0.713791 1.990113 2.218411
10 −3.063948 0.150001 0.148943 0.789353 1.554416 1.588723
25 −3.213695 0.000255 0.139566 0.801356 1.488641 1.488699
50 −3.213950 0.000000 0.139550 0.801376 1.488533 1.488533
52 −3.213950 0.000000 0.139550 0.801376 1.488533 1.488533
The expected information and variance–covariance matrices one would have if the












The rate of increase in the asymptotic variance of the parameters due to the missing
cell counts can be summarized by the scalar
j = Io(ˆ)−1j [Iu(ˆ)−1j ]−1 = [R1−j(Rj +R1−j −1)−1],
with Rj deﬁned as in (9), j =0, 1. For ˆ0 and ˆ1, we ﬁnd an increase rate of 0 =1.8437
and 1 =1.8147 respectively. The parameter covariance is easily veriﬁed to equal the
geometric mean of the parameter variance losses multiplied by −1, i.e.
−[(0.0034591−0.0018762)× (0.0057769−0.0031835)]1/2 =−0.0020261.
The parameter correlation is estimated as −0.4533 and the variance inﬂation factor
as 1.2586, implying that in this particular data example collinearity is not severe.
The approximate expectation of the conditional variance of the missing cell entries
is given in Table 3.
Table 3. Estimated expected conditional variance of yjs and
its approximation.







Although the approximation (10) is not called for in this sparse data example, the
ﬁgures indicate that even for a small number of 2×2 tables with meagre marginal
totals it works reasonably well. The variance loss for ˆ0 is smaller than the absolute
parameter covariance; so, there is less absolute bias in ˆ0 than there is in ˆ1. Indeed,
the biases of ˆ0 and ˆ1 were estimated using (11) as b(ˆ) = (−0.0051, 0.0065), and the
bias-correctedMLestimateswere correspondingly determined as ˆc = (0.1446, 0.7949).
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The product of the ratio of the biases and the parameter covariance equals the
parameter variance loss. For ˆ0, we have
var(ˆ)0 =10−3(3.4591−1.8762) = (−0.0051÷0.0065)× (−0.0020261),
and an analogous result holds for ˆ1.
7 Discussion
This paper examined Fisher information loss in the ML estimators for a series of
2× 2 tables with missing interior cell counts, given that the row margins are ﬁxed
and that the random column observations are the sum of two independent binomi-
als. We obtained a simpliﬁed expression for the parameter covariance and showed
it to be equal to the negative geometric mean variance loss of the parameters. We
also presented an approximation to the expectation of the conditional variance of
the missing cell counts and an expression for the ML parameter bias in 2×2 eco-
logical tables.
Obviously, when using ML methodology for the analysis of incomplete tables,
some simpliﬁcations are required to make the analysis tractable. In this paper, we
assumed that the conditional probabilities are homogeneous across tables. An alter-
native that is straightforward to implement is to use a regression model where the
probabilities depend on a set of covariates. In addition, the analysis was accom-
plished by assuming that the observed data likelihood function is the convolution of
two binomial distributions. A valuable avenue of further inquiry would be to exam-
ine Fisher information loss in 2× 2 ecological tables using beta-binomial distribu-
tions for the unobserved cell counts.
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