Three-Dimensional Boundary Element Analysis of DElaminated Composite Structures with Attached Piezoelectric Patch by ORLANDO, CALOGERO
Universita` degli Studi di Pisa
Facolta` di Ingegneria
Corso di Dottorato in Ingegneria Aerospaziale
XXIII Ciclo
Tesi di Dottorato
Three-Dimensional Boundary Element Analysis of
Delaminated Composite Structures with Attached
Piezoelectric Patch
Tutori Candidato
Prof. Giorgio Cavallini Calogero Orlando
Prof. Giuseppe Dav´ı
Direttore del Corso di Dottorato
Prof. Giovanni Mengali
Dicembre 2011

Alla mia famiglia

Abstract
The high stiffness-to-weight and strength-to-weight ratios of composite materials
as well as the path-loads management capability make these materials very suit-
able in the framework of aerospace structures. The increasing interest in using
composite materials also finds its rationale on the advantages derived in manufac-
turing large size panels with less riveted joints, which leads to a reduction of the
overall structural complexity and of the manufacturing and inspection times and
costs. However, despite the aforementioned advantages, extreme caution must be
taken in employing composite materials in highly loaded structures, especially if
cutouts, holes or other geometric discontinuities are present, because these sites
are prone to delamination onset and show high notch sensitivity. The behavior
of such materials appears very complex, particularly in presence of damage, and
therefore accurate and efficient numerical modeling strategies are needed to catch
their structural response close to the discontinuities. It is to be stressed, in fact,
that unlike fracture problems in homogeneous material, delamination cracks in
laminate composites usually involve all three modes of fracture, and the crack
tip stress and strain fields also exhibits oscillatory singular behavior which leads
to complex stress and displacement fields representation as well as to complex
valued stress intensity factors (SIFs). The complex nature of the stress and dis-
placement fields close to the crack front is a mathematical artifact introduced by
the linear elastic fracture mechanics theory. Moreover, it gives rise to the problem
of the fracture mode phase angles Ψ and Φ estimation, since the stresses, displace-
ments and SIFs components based definition of the mode-mix generally lead to
non-converging results depending on the entity of the bi-material interface discon-
tinuity. This thesis deals with the modeling of three-dimensional fracture between
two anisotropic layers using the boundary element method. The multi-domain
technique is implemented to model the layered configuration and cracks occurring
at the bi-material interface. For the purpose of characterizing the fracture be-
havior of the delamination, the crack closure integral is implemented, taking full
advantage of the boundary element representation of the stress and displacement
fields close to the crack front. The fracture mechanics behavior of bi-material
cracks is characterized in terms of the total Strain Energy Release Rate G and
the phase angles Ψ and Φ, which provide information about the mix between the
opening and the sliding and tearing modes of fracture, respectively. The mode
mix phase angles are computed as the inverse tangent of the square root of the
energy release rates opening GI and shearing, GII and GIII , components ratio,
because the effect of the material discontinuity at the interface is considered neg-
ligible when it is only due to fibers orientation mismatch. A double cantilever
beam (DCB) specimen is then modeled and studied for various orthotropic ma-
terial and delamination length in order to validate the proposed approach and to
investigate the influence of interface lay-up on the three-dimensional distribution
of the fracture mechanic parameters. Last, a piezoelectric patch sensor bonded
on a drop-ply configuration, which is representative of a skin-stiffener debonding
ii
in a Global/Local fashion, is analyzed. The study has the aim of assessing the
piezoelectric device sensitiveness to delamination and its effectiveness for a typi-
cal aeronautical structural health monitoring system implementation. The main
objective of this thesis is to develop a new effective numerical tool for obtain-
ing a deeper insight in the fracture behavior of delaminated aircraft composite
structures. Moreover numerical studies in the framework of interface crack be-
tween dissimilar anisotropic materials have been mostly addressed by using the
finite element method. Contributions to this research using the boundary ele-
ment method remains rare, particularly in the area of three-dimensional problem
simulation. The BEM has been used to model 2D interface crack problems be-
tween distinct anisotropic material, whereas 3D BEM has been used to analyze
interface crack by distinct isotropic materials or transversely isotropic materials
. Thus, the present work is also developed to ’fill the gap’ in the BEM research
area on the subject of three-dimensional characterization of interface crack be-
tween distinct anisotropic materials. It is proved that the use of the Irwin’s
Crack Closure Integral in conjunction with the BEM solutions allows to model
the crack front in a homogeneous medium simply by means of regular elements,
since the product of stress and displacements represents energy which is finite
everywhere in the body including the region next to the crack front. Moreover,
the oscillatory behavior characterizing stress and displacements fields near the
front of an interface crack can be assumed to be negligible when interface ma-
terial mismatch is introduced by ply orientation only. Hence, another objective
of the work is to validate as effective the proposed regular 3D Crack Closure
BEM to compute fracture parameters for a delamination occurring in laminated
composite structures.
Sommario
Gli elevati valori di resistenza e rigidezza specifica unitamente alla possibilita` di
gestire i percorsi di carico rendono tali materiali particolarmente indicati nella
progettazione delle strutture aeronautiche. Il crescente interesse nell’uso dei ma-
teriali compositi trova anche la sua ragion d’essere nell’opportunita` di realiz-
zare pannelli di grandi dimensioni con un minor numero di giunzioni rivettate, il
che implica una semplificazione del componente da realizzare e da luogo ad una
riduzione sia dei tempi che dei costi di manifattura ed ispezione. Indipendente-
mente dai vantaggi visti, grande attenzione va posta nell’uso di tali materiali in
strutture molto caricate, specialmente in presenza di discontinuita` geometriche,
quali fori o cutout, poiche` in prossimita` di tali discontinuita` il materiale compos-
ito tende a delaminare. Il comportamento dei materiali compositi risulta quindi
molto complesso specialmente in presenza di danneggiamenti, per tale motivo
risulta necessario stabilire delle strategie di modellazione numerica per caratter-
izzare la risposta strutturale in prossimita` delle suddette discontinuita`. Va infatti
evidenziato che il comportamento a frattura per le delaminazioni, diversamente
da quanto avviene per cricche in mezzi omogenei, e` caratterizzato usualmente
da una compresenza dei tre modi elementari di frattura e che, inoltre, i campi
di tensione e deformazione al fronte di delaminazione sono caratterizzati da un
andamento oscillatorio, oltre che singolare, che si esplica, matematicamente, in
una rappresentazione complessa sia dei campi di tensione e deformazione che
dei fattori d’intensificazione delle tensioni (SIFs). La rappresentazione in ter-
mini di funzioni complesse dei campi al fronte di cricca e` in realta` un artefatto
matematico introdotto dall’ipotesi di meccanica della frattura elastico lineare.
Cio` causa anche delle difficolta` nel calcolare in modo univoco gli angoli di fase
tra i modi di frattura, poiche` tutte le possibili definizioni degli angoli di fase,
basati cioe` sui rapporti tra componenti di tensione, di campo di spostamenti o
dei SIFs, producono risultati non-convergenti e che dipendono dall’entita` della
discontinuita` elastica all’interfaccia. In questa tesi si e` sviluppato un approc-
cio agli elementi al contorno per l’analisi 3D di cricche all’interfaccia tra mezzi
anisotropi ricorrendo alla implementazione multi-dominio delle equazioni BEM
per modellare sia solidi non omogenei come i laminati sia le superfici di frattura
all’interfaccia tra le lamine. Per caratterizzare il comportamento a frattura delle
delaminazioni si e` implementato un metodo basato sull’integrale di chiusura della
cricca, cos`ı da sfruttare direttamente la rappresentazione al contorno dei campi
tensione e spostamento in prossimita` del fronte di cricca. La caratterizzazione a
frattura di una cricca all’interfaccia tra materiali diversi e` ottenuta intermini di
rateo di rilascio energetico totale G ed in termini degli angoli di fase Ψ e Φ che
caratterizzano il mix tra i modi di frattura e taglio e di apertura. In partico-
lare, ipotizzando che l’influenza della discontinuita` elastica all’interfaccia possa
essere ritenuta trascurabile quando introdotta solo da una diversa orientazione
delle fibre delle lamine contenenti la delaminazione, gli angoli di fase sono definiti
come la tangente inversa della radice dei rapporti tra le componenti di rateo di
iv
rilascio energetico GII e GIII rispetto a quella associata al modo di apertura GI .
L’analisi di una double cantilever beam (DCB) per varie lunghezze di delami-
nazione e diversi materiali ortotropi e` presentata per validare l’approccio BEM
e le ipotesi proposte e mostrare la versatilita` degli strumenti numerici proposti
studiando l’influenza della sequenza di laminazione sulla distribuzione tridimen-
sionale dei parametri di frattura. Infine, dopo aver derivato un modello per
sensori piezoelettrici prismatici, si studia una configurazione drop-ply, rappresen-
tativa di una analisi Global/Local di delaminazione tra skin e stiffener, con un
array di sensori incollati alla flangia dell’irrigidimento. L’obiettivo e` quello di
investigare la sensibilita` del sensore piezoelettrico alla delaminazione e quindi la
sua efficacia in un sistema aeronautico di monitoraggio della salute strutturale.
L’obiettivo di questa tesi e` quindi dare una approfondita conoscenza sull’efficacia
di un nuovo strumento di analisi numerica di strutture aeronautiche in composito
in presenza di delaminazioni. La ricerca bibliografica ha inoltre evidenziato come
lo studio numerico dei problemi di frattura all’interfaccia tra materiali anisotropi
sia condotto esclusivamente per mezzo del metodo degli elementi finiti, mentre il
metodo degli elementi al contorno e` usato solo per problemi piani e in ambito 3D
solo per cricche all’interfaccia tra materiali isotropi o trasversalmente isotropi.
Quindi, il presente lavoro e` anche sviluppato per ’colmare la lacuna’ nell’ambito
della ricerca BEM sulla caratterizzazione 3D di cricche all’interfaccia tra materi-
ali anisotropi. Inoltre, l’uso dell’integrale di chiusura di Irwin unitamente ad una
soluzione agli elementi al contorno permette di modellare i problemi di frattura
in mezzi omogenei usando semplicemente elemnti al contorno regolari, poiche` il
prodotto tra tensioni e spostamenti risulta finito anche al fronte di cricca. Quanto
detto, unitamente all’ipotesi che il carattere oscillatorio dei campi di tensione e
spostamento al fronte di cricca possa ritenersi trascurabile quando la discontinuita`
elastica e` solo dovuta al diverso orientamento delle fibre suggerisce la possiblita` di
usare elementi regolari anche per modellare le delaminazioni. Ulteriore obiettivo
del lavoro e` quindi quello di verificare l’attendibilita` dei risultati forniti usando il
BEM 3D ad elementi regolari congiuntamente all’integrale di Irwin per il calcolo
dei parametri di frattura per delaminazioni in strutture composite.
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Part I
Numerical Model

Chapter 1
The Boundary Element Method
In this chapter the basics of the Multi-Domain Boundary Element Method (MD-
BEM) for the analysis of 3D laminated composite structures are presented. First,
the Boundary Integral Equations (BIE) for anisotropic solids are derived. Then,
the Boundary Element Method (BEM) based on the Multi-Domain technique
implementation to numerically solve the boundary integral equations for non-
homogeneous problem is presented. Last, numerical integration approaches and
modeling strategies adopted to circumvent some difficulties related to the numer-
ical scheme are reported and discussed.
1.1 Introduction
The high stiffness to weight and strength to weight ratios of composite materi-
als as well as the path-loads management capability[1] make these materials very
suitable in the framework of aerospace structures. Moreover the advancing and
maturing of manufacturing technologies[2] has driven the aerospace industry and
market to consider the feasibility of all-composite small size aircraft and of the
construction of medium and large size civil aircraft with all-composite pressurized
fuselages. Application examples include the Boeing B787, composed of 50% of
composite materials, and the Airbus A380, which is composed of 25% of compos-
ites.[3]–[5] This increasing interest finds the rationale on the advantages derived in
manufacturing large size panels with less riveted joints, which leads to a reduc-
tion of the overall structural complexity and of the manufacturing and inspection
times and costs. Anyway, despite the aforementioned progress and advantages,
extreme caution must be taken in employing composite materials in highly loaded
structures, especially if cutouts, holes or other geometric discontinuities, which
are sites prone to delamination onset, are present. It must be pointed out, in
fact, that composite materials are susceptible to incur impact damage,[5] caused
by bird strikes, runway stones during take-off or tool drops during manufacturing
and servicing. In particular, delamination is a major failure mode in laminated
composites because it may engender up to 60% loss of compressive strength.[6]
The behavior of such materials appears very complex, particularly in presence of
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damage, and therefore accurate and efficient numerical modeling strategies are
needed to catch their structural response close to the discontinuities.[7] Among
numerical methods, the finite element method[8](FEM) and the boundary element
method[9](BEM) have been widely employed in structural simulation of compos-
ite materials and both the micromechanical and macromechanical behavior for
undamaged[10]–[13] and damaged[14]–[17] configurations have been studied by such
methods. The main difference between the finite element and the boundary el-
ement method is that a discretization of the entire domain is required to solve
a problem by means of the FEM while to obtain the problem solution via the
BEM the discretization of the domain boundary only is required. The BEM, in
fact, is based on the use and the numerical solution of integral equations on the
contrary of finite element method which is used to numerically solve differential
equations. As a direct result, it follows the main advantages of boundary ele-
ment techniques are the reduction in the degrees of freedom needed to model a
given physical system and an easy data preparation since the problem size has
been reduced by one dimension and only the boundary contour, in the case of
2D problem, or the boundary surface, in the case of 3D problem, have to be
meshed. Moreover, due to the boundary only nature of the computational grid,
the solution on boundary is computed first, while the solution at domain points is
computed as postprocessing job only if required and only at points of interest, in
opposite with FEM where the entire domain solution is computed. Other assets
that stem from the boundary only nature of the BEM solution is that only the
boundary conditions, and not the whole set of differential equations, are being
approximated and that both the displacement and traction fields at the boundary
are calculated with the same level of accuracy. The major drawback of boundary
element method is the fully populated nonsymmetric system of linear algebraic
equations generated which makes the solution more demanding in terms of mem-
ory storage and computational time with respect to a FEM analysis with the
same number of degrees of freedom, especially for large scale systems. However,
it must be stressed here that several numerical techniques have been presented by
the scientific communities, such the as the Fast Multipole Method[17]–[19] or the
Hierarchical Matrix Representation approach,[20]–[24] to address these drawbacks
of the boundary element method.
Nevertheless, despite the shortcoming related to the representation and solu-
tion of the BEM algebraic system of equations, the above mentioned advantages
make the boundary element method well tailored to analyze particular problems
where the interior domain meshing and solution are not needed, as for the contact
mechanic problems, or present some difficulties as is the case for fracture mechan-
ics problems. More particularly, in the case of delamination problems, where crack
discontinuities essentially occur at internal boundaries, the mentioned advantages
result much more stressed.
In this chapter the basic equations of 3D anisotropic elasticity are first intro-
duced. Then, the boundary integral equations are introduced and their numerical
solution by means of the multi-domain BEM is eventually presented.
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1.2 Basic Equations
The formulation is developed for a three-dimensional anisotropic elastic domain
Ω with boundary ∂Ω in the space defined by the right-hand coordinate system
xi (i = 1, 2, 3). The elastic state of the body is described in terms of displace-
ment components ui, elastic strain γij and elastic stress σij components, with
i, j = 1, 2, 3 for 3-D problems. By assuming the displacements to be infinitesi-
mal, the deformation state of the body is described in terms of displacements by
the Cauchy’s infinitesimal strain
γij =
1
2
(ui,j + uj,i) (1.1)
where the tensor notation has been used and the comma in the subscript indicates
derivation with respect to the variable that follows it. On the other hand, the
stress tensor components must satisfy the indefinite equilibrium equations at the
generic domain point P
σij,j + bi = 0 P ∈ Ω, (1.2)
where bi represents body forces, moreover the stress tensor must also satisfy the
Cauchy’s relationship at the boundary points
σijnj = ti P ∈ ∂Ω (1.3)
being ti the applied boundary traction.
For the case of anisotropic elastic material the most general linear relation
between the stress and the strain tensor components is represented by the gener-
alized Hooke’s law in the following form[25]
σij = Cijklγkl (1.4)
where Cijkl are the components of the elasticity tensor which satisfy the following
symmetry restraints
Cijkl = Cjikl = Cijlk (1.5)
Cijkl = Cklij . (1.6)
The symmetries relations of Eq. (1.5) stem from the symmetry of the stress and
strain tensors, while Eq. (1.6) follows from the strain energy considerations.
Eventually, by combining Eqs. (1.1), (1.2) and Eq. (1.4) the Navier governing
equations for anisotropic elastic body are obtained
Cijkluk,jl + bi = 0 (1.7)
which are completed by considering the essential and natural boundary conditions
ui = u¯i on ∂Ωu (1.8)
σijnj = t¯i on ∂Ωt (1.9)
being ∂Ωu the constrained boundary and ∂Ωt the part of the boundary where
tractions are known.
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1.3 Boundary Integral Formulation
In this section the boundary integral representation is derived starting from the
reciprocity theorem and the three-dimensional anisotropic fundamental solution
is presented. Last, the collocation process is used to write the displacement
boundary integral equations.
1.3.1 Boundary Integral Representation
Let (u∗i , b
∗
i ) and (ui, bi) be two systems of displacements and forces that satisfy
Eq. (1.7), and let t∗i and ti be the associated boundary tractions defined by
Eq. (1.3). By applying Betti’s Reciprocity theorem the following equation[26] can
be written ∫
∂Ω
(tiu∗i − t∗iui)d∂Ω =
∫
Ω
(b∗iui − biu∗i )dΩ (1.10)
If b∗i is a concentrated force applied at the point P0 acting in the i− th direction,
defined as
b∗i = δ (P, P0) ei, (1.11)
where δ (P, P0) is the Dirac delta function and ei the unit vector, then the as-
sociated displacements and tractions fields represent the problem fundamental
solution and can be rewritten as
u∗i = U
∗
ij (P, P0) ej (1.12)
t∗i = T
∗
ij (P, P0) ej (1.13)
The fundamental solution of the problem will be discussed in more detail in the
next section. In particular the kernel terms U∗ij and T
∗
ij are the j − th compo-
nents of the displacement and tractions, respectively, at the point P due to a
concentrated point load acting along the i− th direction at the point P0.
By using the fundamental property of the Delta function and by assuming
that no body forces bi act in the domain Ω, Eq. (1.10) can be rewritten as
ui (P0) +
∫
∂Ω
T ∗ij (P, P0)ujd∂Ω =
∫
∂Ω
U∗ij (P, P0) tjd∂Ω (1.14)
which is the Somigliana identity for elasticity[26] and expresses the displacement
at the domain point P0 in terms of the displacements and tractions at the body
boundary ∂Ω.
1.3.2 Anisotropic Fundamental Solution
As evidenced in the previous section, in order to take advantage of the boundary
integral representation of the problem at issue, it is crucial to have knowledge
about the existence of the fundamental solution, that is defined as the solution
of the Navier’s equation for a concentrated point force in an infinite domain.
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However, the complicated form of the anisotropic fundamental solution for 3D
problem and its computationally intensive implementation have motivated the
development of different approaches to deal with boundary integral equation for
three-dimensional anisotropic material simulation. Thus, for the solution of the
anisotropic problem, the dual reciprocity method,[27] domain discretization,[28]
the eigenfunction[29] and the series expansion[30] method have been proposed,
but the direct approach remains the most accurate method[26] and it will be used
in what follows.
Let us consider an infinite body, the Navier’s equation for a concentrated
point load reads as
CijklU
∗
km,jl + δ (P, P0) δim = 0. (1.15)
where U∗km has been defined in Eq. (1.12) and δim is the Kronecker delta. Schclar
[25]
solved Eq. (1.15) by using the Fourier Transform Method and presented the
anisotropic fundamental solution in the same fashion as Wilson and Cruse[31]
U∗ij =
1
8pi2r
∫ 2pi
0
M−1ij (φ) dφ. (1.16)
In Eq. (1.16) r is the distance between the collocation point P0 and the integration
point P , the integration is performed on a unity circle lying on a plane normal
to P − P0, see Fig. 1.1, and the integrand function is defined as
Mij(φ) = Cikjlzk(φ)zl(φ) (1.17)
where zk and zl are the components of a unit vector, representative of the vectors
that lie on the integration plane perpendicular to P − P0, and Cikjl are the elastic
constants of the material.
It is evident from Eq. (1.14) that in order to evaluate the boundary integral
equations the fundamental solution associated tractions T ∗ij are also needed. In
particular, the kernel T ∗ij is defined as
T ∗ij = Ckjmn
∂U∗mi
∂xn
nk (1.18)
where the derivative of U∗ij reads as
[25]
∂U∗ij
∂xp
=
1
4pi2r2
∫ pi
0
(
−bpM−1ij + zpFij
)
dφ (1.19)
being bp the components of the unit vector b = P − P0
/|P − P0| and the function
Fij defined as[25]
Fij = CmnpqM−1imM
−1
pj (znbp + zqbn) . (1.20)
It is worth pointing out that both the anisotropic fundamental solution and its
derivatives present a singular part, depending on r and r2 respectively, and a
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Figure 1.1: Anisotropic Green’s function reference system.
finite part which depends on material properties. Moreover, it must be stressed
here that the representation of the fundamental solution presented in Eq. (1.16)
can be evaluated in closed form only for the isotropic material, in this case it
reduces analytically to the Kelvin solution,[26] and for the transversely isotropic
material.[32] For general anisotropic material a numerical approximation of the
contour integrals in Eqs. (1.16) and (1.19) has been proposed by Wilson and
Cruse.[31]
1.3.3 Boundary Integral Equations
The Somigliana identity, as seen in previous section, allows to compute the dis-
placement at any point P0 of the domain Ω once the displacements and tractions
at the boundary ∂Ω are known. In order to compute the boundary displacement
and traction fields, Eq. (1.14) must be written for points P0 belonging to the
boundary itself obtaining, by so doing, a set of boundary integral equations. In
particular, a limiting procedure is considered to collocate the source point P0 to
the boundary and to take into account the singular behavior of the kernel funda-
mental solution U∗ij and T
∗
ij as the distance between the source and the integration
points r = |P − P0| tends to zero. In order to perform the integral in Eq. (1.14),
let us consider the domain boundary augmented by an hemisphere ∂Ω+² , of radius
², such that ∂Ω+ = (∂Ω − ∂Ω²) + ∂Ω+² , where ∂Ω² is the hemisphere projection
onto the boundary that has been subtracted to it, see Fig. 1.2. The behavior of
the singularities can be studied by taking the limit as ²→ 0, and thus ∂Ω+ → ∂Ω;
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Figure 1.2: Augmented boundary surface for integration purpose.
Eq. (1.14) becomes
ui (P0) + lim
ε→0
∫
∂Ω+
T ∗ij (P, P0)ujd∂Ω = lim
ε→0
∫
∂Ω+
U∗ij (P, P0) tjd∂Ω (1.21)
The integral on the right hand side of Eq. (1.21) can be written as
lim
ε→0
∫
∂Ω−∂Ω²
U∗ij (P, P0) tjd∂Ω+ lim
ε→0
∫
∂Ω+²
U∗ij (P, P0) tjd∂Ω (1.22)
in which the first integral can be evaluated as an improper integral, while the
second integral presents a singularity of order 1/r and tends to zero as ² → 0.
On the other hand, the integral on the left hand side of Eq. (1.21) is
lim
ε→0
∫
∂Ω−∂Ω²
T ∗ij (P, P0)ujd∂Ω+ lim
ε→0
∫
∂Ω+²
T ∗ij (P, P0)ujd∂Ω (1.23)
where both the limiting expressions contain a strongly singular integrand of order
1/r2. In particular, the integral over ∂Ω − ∂Ω² is treated in a Cauchy principal
value sense
lim
ε→0
∫
∂Ω−∂Ω²
T ∗ij (P, P0)ujd∂Ω = PV
∫
∂Ω
T ∗ij (P, P0)ujd∂Ω (1.24)
while the integral over ∂Ω+² is computed by expanding the displacement uj about
the source point P0 in a Taylor series and give rise to a jump term[26]
lim
ε→0
∫
∂Ω+²
T ∗ij (P, P0)ujd∂Ω = αij(P0)uj(P0) (1.25)
It follows that Eq. (1.21) can be written as
Cij(P0)uj (P0) + PV
∫
∂Ω
T ∗ij (P, P0)uj(P )d∂Ω =
∫
∂Ω
U∗ij (P, P0) tj(P )d∂Ω
(1.26)
that is the Displacement Boundary Integral Equation (DBIE). In Eq. (1.26)
Cij(P0) = (δij + αij(P0)) is the so called free term and can be computed for
smooth or non-smooth boundaries from consideration of rigid body motion[33] as
Cij = −
∫
∂Ω
T ∗ij (P, P0)d∂Ω (1.27)
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1.4 Boundary Element Method
In this section the numerical solution of the displacement boundary integral equa-
tions by means of the boundary element method[34] is first presented for an ho-
mogeneous problem. The multi-domain technique is then introduced to allow
the modeling and analysis of non-homogeneous media, such is the case of lam-
inated composite materials. Last, some particulars about numerical procedures
and modeling strategies adopted are briefly presented and discussed.
1.4.1 Numerical Discretization and System of Equations
The boundary integral equations Eq.(1.26) presented in the previous section can
be integrated analytically only for very simple problems. In general, the BEM
is used to solve numerically the boundary integral equations. It is based on the
discretization of the problem domain boundary ∂Ω into a finite number of non-
overlapping boundary elements. If M is the number of boundary elements ∂Ωm,
such that ∂Ω =
∑M
m=1 ∂Ωm, then the displacement integral equations Eq.(1.26)
are written as
Cij(P0)uj (P0) +
M∑
m=1
∫
∂Ωm
T ∗ij (P, P0)uj(P )d∂Ω =
M∑
m=1
∫
∂Ωm
U∗ij (P, P0) tj(P )d∂Ω
(1.28)
In order to approximate both the geometry parameters xj and the displacements
uj and tractions tj field parameters, the isoparametric elements formulation is
used.[26], [35] It follows that
xj =
Nn∑
α=1
Nα (ξ, η)xαj (1.29a)
uj =
Nn∑
α=1
Nα (ξ, η)uαj (1.29b)
tj =
Nn∑
α=1
Nα (ξ, η) tαj (1.29c)
where Nα is the α − th shape function defined in terms of the local coor-
dinate ξ and η (−1 ≤ ξ, η ≤ 1) for quadrilateral elements and Nn − 1 is the
degree of the polynomial interpolation functions. In Eqs.(1.29), xαj , u
α
j and t
α
j
are the j − th components of the coordinates, displacements and tractions of the
α − th local point. If xc is the coordinates vector of the collocation point Pc,
with (c = 1, 2, ..., N) being N the number of nodal points, feeding the boundary
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approximations Eqs. (1.29) into the integrals of Eqs. (1.28) produces
Nn∑
α=1
uαj
∫ 1
−1
∫ 1
−1
T ∗ij [xc,x (ξ, η)]Nα (ξ, η) Jα (ξ, η) dξdη =
Nn∑
α=1
Qmαij u
α
j (1.30)
Nn∑
α=1
tαj
∫ 1
−1
∫ 1
−1
U∗ij [xc,x (ξ, η)]Nα (ξ, η) Jα (ξ, η) dξdη =
Nn∑
α=1
Pmαij t
α
j (1.31)
where Jα (ξ, η) is the Jacobian stemming from the global xi to the local (ξ, η)
coordinates transformation,[26] and thus Eq. (1.28) becomes
Cij (xc)uj (xc) +
M∑
m=1
Nn∑
α=1
Qmαij u
α
j =
M∑
m=1
Nn∑
α=1
Pmαij t
α
j (1.32)
Collocating Eq. (1.32) at each nodal point, taking into account that displacements
can be uniquely defined for nodes belonging to contiguous elements while the
nodal tractions are unique at collocation point only if the boundary is smooth,
after some manipulations the following system of equation is obtained
N∑
n=1
Hcnij u
n
j =
M∑
m=1
Nn∑
α=1
Gcmαij t
α
j (1.33)
where the superscript c refers to the collocation point while the index n runs
over the nodal integration point. In Eq. (1.33) Gcmαij is equal to Q
mα
ij (xc) while
Hcnij = Cij(xc)δcn+P
mα
ij (xc) , being δcn the Kronecker delta function. The system
of equation Eq. (1.33) in a more compact matrix form becomes
Hu = Gt (1.34)
where u and t collect the nodal displacements and tractions, respectively, while
H and G are the problem influence matrices built from the different elements
contributions. Once the domain boundary is discretized, the natural and essential
boundary conditions Eqs. (1.8) and (1.9) are being applied in a discrete manner
too. Thus, if c is the number of constrained nodes and f is the number of nodes
where applied tractions are known, the system Eq. (1.34) can be written as follows[
Hf Hc
] [ uf
uc
]
=
[
Gf Gc
] [ tf
tc
]
(1.35)
and taking into account that the problem unknown uf and tc can be collected in
vector X, the previous system of equations can be rearranged as
AX = Y (1.36)
where A = [Hf −Gc] while the known term is
Y =
[
Gf −Hc
] [ tf
uc
]
(1.37)
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The solution of the system of algebraic equations Eq. (1.36) allows the determi-
nation of the whole set of the problem boundary variables uj and tj . Once the
displacement and traction boundary fields are know, the elastic response of the
structure in terms of displacements, strains or stresses at each domain point of
interest can be computed as a postprocess issue by using the discretized form of
the Somigliana’s identities for displacement, strain or stress.[26], [34], [36]
1.4.2 Multi-Domain BEM
When the investigated domain is made up of piece-wise different materials, as
is the case of composite laminated materials, or when cracks and/or inclusions
need to be modeled, as it will be shown in the next chapter, the problem can
be solved by using a multidomain approach.[34], [36] This technique is a straight
forward extension of the classical boundary element method to non-homogeneous
problem. The first step is the subdivision of the original domain into homogeneous
subregions, as shown in Fig.1.3
kk
i? ii??
j?k
?
ki??
jk?? ij
????
? jj?
Figure 1.3: Multi-Domain configuration.
In the case of composite materials, for example, each ply or set of plies, assumed
to behave homogeneously, can be modeled by one single region if the macrome-
chanical behavior of the laminate is being studied. On the other hand, if the
micromechanical behavior is to be analyzed, the multidomain technique can be
used to model the fiber-matrix interactions.
Let us consider that the original domain is subdivided into K sub-regions
and that the boundary of each sub-domain is discretized by using Mk boundary
elements. By using the BEM to numerically treat the boundary integral equations
of all the sub-domains, it follows that the system of linear algebraic equations
presented in Eq. (1.34) holds for each single region
H(k)u(k)= G(k)t(k) k = 1, 2, ...,K (1.38)
where the superscript (k) denotes quantities associated to the k− th sub-domain.
To obtain the final numerical model the domain integrity needs to be restored.
This is accomplished by enforcing the displacement continuity and equilibrium
condition, written in terms of tractions, at the interface between contiguous sub-
domains. Let us introduce a partition of the linear algebraic system Eq. (1.38)
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in such a way that the generic vector can be written as
z(k) =
[
z(k)∂Ωkk z
(k)
∂Ω1k
· · · z(k)∂Ωkk−1 z
(k)
∂Ωkk+1
· · · z(k)∂ΩkK
]T
(1.39)
where the vector z(k)∂Ωij collects the components of z
(k) associated with the nodes
belonging to the interfaces ∂Ωij between the i− th and j− th sub-domains, with
the convention that ∂Ωii denotes the external boundary of the i− th sub-domain,
as shown in Fig. 1.3. By so doing the interface compatibility and equilibrium
conditions, that is the interface continuity conditions, are given by
u(i)∂Ωij = u
(j)
∂Ωij
(i = 1, ...,K − 1; j = i+ 1, ...,K) (1.40a)
t(i)∂Ωij = −t
(j)
∂Ωij
(i = 1, ...,K − 1; j = i+ 1, ...,K) (1.40b)
It should be noted that, if the i − th and j − th sub-domains have no common
boundary, z(k)∂Ωij is a zero-order vector and Eqs. (1.40) are no longer valid. The
equations Eqs. (1.38) and the interface continuity conditions Eqs. (1.40) provide a
set of relationships which, together with the boundary conditions on the external
boundaries ∂Ωii, allow to write the resulting system of algebraic equations, that,
in a particular case where only two sub-regions are needed, reads as
[
A(1)∂Ω11 H
(1)
∂Ω12
−G(1)∂Ω12 0
0 −H(2)∂Ω12 −G
(2)
∂Ω12
A(2)∂Ω22
]
x(1)∂Ω11
u(1)∂Ω12
t(1)∂Ω12
x(2)∂Ω22
 =
[
y(1)∂Ω11
y(2)∂Ω22
]
(1.41)
where, without lack of generality, only the interface variables pertaining to the
first domain have been retained. The use of the multi-domain technique leads to
a system of algebraic equations whose overall system matrix is block-banded and
sparse even though it is still unsymmetrical. These characteristics make the mul-
tidomain BEM a useful tool not only in dealing with non-homogeneous problems,
but also to treat large or complex models where it becomes more economical, from
a modeling and computational point of view, to subdivide the original domain
into several smaller and simpler sub-regions.
1.5 Numerical Integration and Modeling Strategies
Some insights about numerical issues arising in dealing with the boundary element
formulation for non-homogeneous anisotropic solids and approach to cope with
are briefly presented in this section. A complete treatment of such topics can be
found in the specific literature.
1.5.1 Numerical Integration of The Modulation Function
As it has been pointed out in §.1.3.2 the representation of the fundamental solu-
tions Eqs (1.16) must be evaluated numerically. Wilson and Cruse[31] proposed
to evaluate the contour integral in Eq. (1.16) by using a numerical quadrature
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scheme just for some assigned directions of the unit vector b = P − P0/|P −P0|,
and, then, to use an interpolation technique to compute the fundamental solution
value at the requested direction of b within a BEM code. In order to do so, a
modulation function is defined as
Gij (ϑ1, ϑ2) =
∫ 2pi
0
M−1ij (ϕ) dϕ (1.42)
where ϑ1 (0 ≤ ϑ1 ≤ pi) and ϑ2 (0 ≤ ϑ2 ≤ 2pi) define the orientation of the vector
b as it appears from Fig. 1.4.
? ?
P
P0
r
b
x1
x2
x3
1
?
2
?
? ?1 2, ,z ? ? ? ?
Figure 1.4: Orientation of the collocation-observation direction.
It follows that the displacement fundamental solution kernel can be computed
from
U∗ij =
1
8pi2r
Gij (ϑ1, ϑ2) (1.43)
The singular behaviour of the fundamental solution occurs in the first term only,
while the modulation function Gij does not depend on r and it is continuously
differentiable. Recalling the definition of the integrand, Eq. (1.17), of the modu-
lation function Eq. (1.42), only the components of the vector z must be computed
and expressed in the plane z · b = 0. First, the components of b in the reference
frame xi, to which the elastic tensor terms Cijkl are referred to, are written in
terms of the orientation angles ϑ1 and ϑ2 as
b1 = sinϑ1 cosϑ2; b2 = sinϑ1 sinϑ2; b3 = cosϑ1; (1.44)
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then a unit vector a, lying on the z · b = 0 plane, is constructed such that it is
orthogonal to b
a1 = sinϑ2; a2 = − cosϑ2; a3 = 0; (1.45)
and, eventually, by using another unit vector c = b ∧ a, the components of the
vector z are given, in the z · b = 0 plane, by
zs = as cosϕ+ cs sinϕ. (1.46)
At this point, the path integral of Eq. (1.42) can be performed numerically by
using a suitable numerical quadrature formula.[9] Anyway, it must be stressed
that this integration should by performed for all values of the orientation angles ϑ1
and ϑ2, making the construction of the boundary integral equations a burdensome
computational process. To overcome this shortcoming it has been proposed[31]
to discretize the ϑ1 − ϑ2 space by setting an equal interval ∆ϑ1 = ∆ϑ2 = ∆ϑ
for both variables and to compute the modulation function at the grid point
only. Then, the value of the modulation function at the actual observation point
is obtained by taking advantage of an interpolation technique applied nearby
the observation point. The effects of the quadrature rules used to compute the
modulation function and of the ϑ1 − ϑ2 space discretization on the accuracy and
effectiveness of the computed quantities have been studied and are reported in
the specific literature[25], [31], [37]
1.5.2 Boundary Elements and Kernel Integration
As already seen in §1.4.1, the first step in the discretization process is the subdivi-
sion of the surface boundary, for three-dimensional problem, into a finite number
of triangular or quadrilateral boundary elements. In this work quadrilateral ele-
ments are used, thus the transformation reported in Eqs. (1.29a) is equivalent to
transform the boundary element into a local plane square as shown in Fig. 1.5
x1
x2
x3
ξ 
ξ 
η 
η 
Figure 1.5: Transformation of boundary elements from global to local system.
In particular, quadratic continuous and edge discontinuous boundary elements
belonging to the so called Serendipity Family[26] are used. For the continuous
boundary elements the geometry and functionality nodes coincide, and thus the
same shape functions are used to represent both the geometry and fields variables,
while different set of shape functions need to be used for edge discontinuous
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elements since functionality nodes are distinct from geometry nodes, see Fig. 1.6
where geometry nodes are black while functionality nodes are red.
?
? ?(a)                                             (b) 
Figure 1.6: Continuous (a) and edge discontinuous (b) boundary elements.
Thus, the shape functions used to represent the geometry for both the continuous
and discontinuous elements are
N1 (ξ, η) = (1− ξ) (η − 1) (ξ + η + 1) /4
N2 (ξ, η) =
(
1− ξ2) (1− η) /2
N3 (ξ, η) = (1 + ξ) (1− η) (ξ − η − 1) /4
N4 (ξ, η) = (1 + ξ)
(
1− η2) /2
N5 (ξ, η) = (1 + ξ) (η + 1) (ξ + η − 1) /4
N6 (ξ, η) =
(
1− ξ2) (1 + η) /2
N7 (ξ, η) = (1− ξ) (1 + η) (η − ξ − 1) /4
N8 (ξ, η) = (1− ξ)
(
1− η2) /2
(1.47)
On the other hand, the shape functions used to represent the fields variables for
the continuous elements coincide with Eqs. 1.47, due to the isoparametric repre-
sentation used, while the following shape functions are used for edge discontinuous
elements, being η = 1 the discontinuous edge.
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N1 (ξ, η) = 12(λ+1) (ξ − 1) (λ− η) (ξ + η + 1)
N2 (ξ, η) = 1(λ+1)
(
1− ξ2) (λ− η)
N3 (ξ, η) = 12(λ+1) (ξ + 1) (λ− η) (ξ − η − 1)
N4 (ξ, η) = 12λ (1 + ξ) (1 + η) (λ− η)
N5 (ξ, η) = 12λ(λ+1) (ξ + 1) (1 + η) (λξ + η − λ)
N6 (ξ, η) = 1(λ+1)
(
1− ξ2) (λ+ η)
N7 (ξ, η) = 12λ(λ+1) (ξ − 1) (1 + η) (λξ − η + λ)
N8 (ξ, η) = 12λ (1− ξ) (1 + η) (λ− η)
(1.48)
Once the shape functions are chosen, Eqs. 1.47 or Eqs. 1.48, and the funda-
mental solution kernels are computed, see §1.5.1, the integrands in Eqs. (1.30)
and (1.31) are completely defined and the integration can be performed. The
integrals Eqs. (1.30) and (1.31) can be written in a general form as∫ 1
−1
∫ 1
−1
F [xc,x (ξ, η)]Nα (ξ, η) Jα (ξ, η) dξdη, (1.49)
and are computed by using Gauss quadrature[9] for regular elements, while appro-
priate integration scheme must be considered to improve the accuracy of nearly
singular integrals.[38] On the other hand, to compute singular integrals a polar
coordinate transformation centered at the source point is considered by writing
ξ = ξc + ρ cos (θ)
η = ηc + ρ sin (θ)
(1.50)
by so doing the integral Eq. (1.49) becomes∫ ΘMax
0
∫ R(θ)
0
F [xc,x (ρ, θ)]Nα (ρ, θ) Jα (ρ, θ) ρdρdθ (1.51)
and the finite part integral with respect to ρ, for a given value of θ can be
computed by using the Kutt’s numerical quadrature[39] scheme that read as∫ R
0
f (ρ)
ρm
dρ ∼= 1
R
N∑
i=1
(wi + ci logR) f
(
i− 1
N
R
)
(1.52)
where m = 2 for strongly singular integrals, while wi and ci are the approximate
weights given by Kutt.[40], [41] Once the inner integral in Eq. (1.51) is performed,
the outer integral with respect to θ can be computed by means of the Gauss
quadrature rule since it is a regular integral and ΘMax depends on the fact that
the source point may coincide with corner or mid-side nodes of continuous or
edge discontinuous elements.
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Figure 1.7: Edge discontinuous elements at boundary corner.
1.5.3 The Corner Problem
In implementing a boundary element code or in the construction of the model
boundary mesh, particular attention must be devoted to the modeling of corners.
In fact, since the normal at the corner is not unique, it follows that the element
boundary tractions too is not uniquely defined at the shared nodes. A number of
procedures have been proposed to circumvent this problem, anyway the most used
approach is to employ discontinuous or edge discontinuous boundary elements.
By so doing, the functionality nodes are taken inside the element and thus the
normal results well defined. The major drawback is represented by the increased
number of degrees of freedom.
The use of edge discontinuous elements to model corner shared between the
interface boundary ∂Ωij and the external boundaries, ∂Ωii or ∂Ωjj , is here studied
to assess the numerical influence of the discontinuous parameter λ, see Fig. 1.7.
This is done by comparing the response, in terms of displacement components,
of an isotropic cube (1 × 1 × 1) analyzed by using a single domain model and a
multi-domain model. The Young’s modulus is E = 1.0 and the Poisson’s ratio is
ν = 0.3, one face of the cube is loaded with a unitary uniform normal stress while
the opposite one is fixed. A six elements and a 24 elements mesh have been used
to carry out the single domain analysis, results for the cube vertex of coordinate
(1, 1, 1) are reported in Tab. 1.1, where results of the multi-domain simulations are
also reported. In particular two equal sub-regions discretized with six elements
have been used and simulations are presented for four values of the discontinuous
parameter λ. It appears that the displacements components u1 and u2 result equal
in both the single domain analyses. On the other hand, this condition is retrieved
in the case of multi-domain analyses for the case λ = 0.9999. In Fig.1.8 the
deformed shape of two multi-region analyses are plotted in comparison with the
24 elements single domain one. It is worth noting that if the boundary elements
belonging to the external boundary and contiguous to the interface are traction
free, i.e. tαj = 0 with reference to Eq.(1.35), then their contribution to the nodal
traction value, i.e. Gcmαij t
α
j , is trivially zero. In this case continuous elements can
be used at the interface corners if only the contribution of the integration over the
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u1 u2 u3
single 6 BE -0.1503 -0.1503 0.9380
domain 24 BE -0.1512 -0.1512 0.9639
λ = 0.9000 -0.1025 -0.1878 0.9563
multi λ = 0.9900 -0.1493 -0.1561 0.9566
domain λ = 0.9990 -0.1539 -0.1543 0.9599
λ = 0.9999 -0.1542 -0.1542 0.9600
Table 1.1: Numerical influence of the discontinuous parameter.
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Figure 1.8: Numerical influence of the discontinuous parameter.
interface elements to the traction coefficients Gcmαij are taken into account. To
assess the soundness of the proposed scheme, three simulations have been carried
out using two, three and five sub-regions to model the unitary cube in traction.
Results reported in Tab.1.2 reveal the effectiveness of this modeling strategy.
u1 u2 u3
single domain 24 BE -0.1512 -0.1512 0.9639
continuous 2 domain -0.1541 -0.1541 0.9596
multi 3 domain -0.1545 -0.1545 0.9690
domain 5 domain -0.1539 -0.1539 0.9694
Table 1.2: Numerical influence of the discontinuous parameter.
Chapter 2
Crack Closure B.E.M. for Delamination
Problems
In this chapter the basics of linear elastic fracture mechanic are briefly introduced
at first. Then the theoretical foundation for the problem of a crack at bi-material
interface and the numerical approaches used to solve it are presented. The diffi-
culties arising in modeling crack discontinuities in solids by BEM are introduced
and the numerical approaches employed to address such problems are briefly
presented and, eventually, the Multi-Domain Boundary Element Method in con-
junction with the Crack Closure Integral Technique are presented as a powerful
numerical tools for characterizing the interlaminar fracture problem.
2.1 Delamination
In fiber reinforced composite laminates, initial flaws introduced during the pro-
duction process, such as voids or fibers breakage, and geometric or material dis-
continuities, such as free-edge, ply interface or cut-out, are regions characterized
by localized stress field intensification that, in some cases, give rise to initiation
and growth of cracks. Generally speaking, damages in composite materials can
be classified as intralaminar and interlaminar cracks. Intralaminar cracking is
primarily due to the in-plane stresses acting in a lamina of unidirectional fiber,
in which matrix cracks occur. On the other hand, interlaminar cracking mode,
i.e. the delamination crack, is mainly caused by the interlaminar stresses associ-
ated with the interactions of the various laminated plies[42] and is characterized
by plies debonding. Moreover, it has to be stressed that intralaminar and inter-
laminar cracks can often interact. An example is represented by the cross-ply
laminates where transverse cracks present in the 90◦ ply that reach the interface
tend to kink into delamination cracks along the 0/90 interface.[43] Nevertheless,
one of the most commonly recognized failure modes in composite materials is rep-
resented by the delamination. Its dangerousness is associated to the fact that it
may easily escape detection since delaminations are frequently embedded within
the structure and to the fact that it may be generated from low velocity im-
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pact damages, manufacturing defects, lightning and even bird strikes.[6] Besides,
unlike fracture problems in homogeneous material, delamination cracks usually
involve all three modes of fracture[44] and the crack tip stress and strain fields
also posses oscillatory singular behavior.[45] Moreover, although the basic cause
of interlaminar cracking is linked to the interlaminar stresses, the exact role these
stresses play in complex situations is not fully understood. Thus an accurate
characterization of the interlaminar stress and displacement fields is mandatory
in order to understand the behavior of delaminations.
Fracture Mechanics represents the most widely used method to characterize
delamination, but particular care must be devoted to its application for this
kind of problems. Delamination represents in fact an interlaminar crack at a
bi-material interface and for this reason, as will be discussed in the following, the
oscillatory singular behavior characterizing the stresses at the near tip region leads
to complex stress and displacement fields as well as to complex stress intensity
factors[45] definitions.
One of the major limits of the fracture mechanics approach is related to the
assumption of the existence of an initial delamination and for this reason this
method is well suited to predict the condition for delamination growth. Alterna-
tives to fracture mechanics are represented by the use of the cohesive and interface
models that are based on the cohesive zone approach.[46]–[48] These models use
failure criteria that combine aspects of strength-based analysis to predict the on-
set of the softening process at the interface and Fracture Mechanics to predict
delamination propagation. A main advantage of the de-cohesion models is then
the capability to predict both onset and propagation of delamination without
previous knowledge of the crack location and propagation direction, while the
principal drawback is the difficulty in characterization and determination of the
interface model parameters, since experiments can not be performed directly on
the interface.[49]
In this chapter, the basic theoretical foundations for modeling interface cracks
are presented first and the problems associated with the characterization and es-
timation of the mode-mix are also discussed. Then, the numerical techniques
used to simulate the fracture problem in the framework of the boundary ele-
ment method are introduced. Last, the BEM crack closure integral technique is
presented to compute the energy release rate and the associated mode-mix pa-
rameters used to characterize the fracture mechanical behavior of delaminated
composite materials.
2.2 Basic Fracture Mechanics
The evidence[50] that the traditional approaches to structural design and material
selection reveal in most practical case inadequate, since in general the material
is never flawless and the service life may have to be very long, has lead to the
development of the Fracture Mechanics approach,[51] which allows to model and
analyze the relationships among stresses, geometrical discontinuities and material
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Figure 2.1: Modes of fracture.
toughness. Moreover, when the plastic region next to the crack front due to the
high stress level is small enough with respect to the crack and structure sizes, it
is assumed that the crack process can be described by using the Linear Elastic
Fracture Mechanics (LEFM). Under such assumptions, the displacement, strain
and stress fields near the crack front are completely characterized by means of
certain parameters, such as the Stress Intensity Factors (SIFs) or the Energy
Release Rate (ERR). Generally speaking a crack can experience tensile mode of
fracture and shear mode of fracture, that can be characterized independently one
from another, in homogeneous and isotropic material, and can be schematically
represented as in Fig.2.1, where Mode I refers to the opening mode of fracture,
Mode II is the in-plane sliding mode while Mode III stands for the out-of-plane
tearing mode. In particular, Mode I is characterized by the fact that the two
crack surfaces are pulled apart under the action of tensile stress. In the shear
modes the two crack surfaces slide over each other, but in the case of Mode II the
shear forces are normal to the crack front, while in the Mode III case the shearing
action is parallel to the crack front. In order to characterize the entity of each one
of the three modes of fracture, three associated SIFs are defined, namely KI ,KII
andKIII , in such a way the stress and displacement fields near the crack front can
be uniquely determined once the SIFs values are known. Taking into account the
local spherical reference system {r, θ, φ} depicted in Fig.2.2, and defined through
t, which is the axis tangent to the crack front, b, the axis normal to the crack
surface, and n, the axis normal to t and b,
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Figure 2.2: 3D crack front local reference system.
the stress field component on the plane φ = 0 can be written as follows[26]
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while the displacement field components read as
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It is worth noting that the stress intensity factors in Eq. (2.1) and Eq. (2.2) vary
along the crack front with the curvilinear coordinate s and that the crack front
local fields only depend on SIFs values, thus different cracks will behave similarly
if the local fields show the same stress intensity factors. It follows that the
computation of such fracture parameters is the main goal of the LEFM analysis.
Moreover, it is important to evidence that Eq. (2.1) and Eq. (2.2) can be used
to calculate the SIFs once the stress or displacement field are computed by using
the FEM, the BEM or any other numerical technique capable of computing with
accuracy the crack tip local fields.
2.3 Crack at Bi-Material Interface
Bi-material interfaces are intrinsic in many engineering problems, from fiber-
reinforced laminated composite to adhesive joints to microelectronics. Experi-
mental and theoretical results ensure that cracks in brittle, isotropic and homo-
geneous materials propagate such that pure mode I are maintained at the crack
tip. Thus a crack subjected to mixed mode of fracture will propagate by kinking
in a direction where pure mode I at the crack tip will exist. On the other hand,
a crack in a bi-material interface, characterized by a fracture toughness which is
distinct from the toughness of the joined materials, can propagate maintaining a
mixed mode loading at the crack tip.[52] Thus the problem of interface bi-material
fracture toughness estimation has received much attention from the scientific com-
munity and its characterization has been addressed through experiments[53], [54]
and analytical[52] or numerical[55], [56] simulations. Moreover, layered structures
are prone to develop interfacial crack, undergoing complex failure modes,[57] and
if the crack will propagate straight ahead along the interface or will kink in the
layers depend not only on the fracture toughness of the layers and on that of the
shared interface, but also on the fracture mode mixing at the crack tip. Thus,
to obtain effective fracture mechanics characterization by means of a numeri-
cal analysis of a laminated structures in presence of delamination damage, it is
mandatory that the mechanics of interface crack is understood, in such a way to
develop a reliable numerical model of the delaminated interface.
2.3 Crack at Bi-Material Interface 25
The linear elastic fracture mechanics for interface crack has been the subject
of several scientific papers since the pioneering work of Williams,[58] who showed
that the near tip stress field possess a singularity of the type r−1/2+iε, where r
is the distance from the crack tip and ε is a constant characterizing the inter-
face bi-material elastic discontinuity. Successively, England[59] showed that the
oscillating singularity field proposed by Williams[58] violates the compatibility
condition because of the overlapping of the upper and lower crack surface next to
the crack tip. Rice and Sih[60] proposed a complex valued definition of the stress
intensity factor k = k1 + ik2, where k1 and k2 do not have the same physical
meaning as those for crack in homogeneous material. The problem of interface
crack between distinct isotropic material has been then reexamined by Rice[61]
who introduced a material length parameter rk to define stress intensity factors
of the classical type K = KI + iKII . The problem of crack at the interface of
anisotropic bi-material has been treated more recently by Bassani and Qu,[62]
where bicrystal interface problem is also addressed, and by Wu,[63] who also
focused attention on SIFs and ERR estimation. Hwu,[64] by using the Stroh for-
malism,[65] proposed an asymptotic solution for the stress problem around a crack
between dissimilar anisotropic materials and defined the stress intensity factors
of the interface crack. Suo[66] studied the singularity-interface and singularity-
crack interaction in dissimilar anisotropic materials emphasizing the equivalence
of the Lekhnitskii, Eshlby[67] and Stroh[65] formalism and derived the fracture
problem solution highlighting the differences between interface showing or not
the oscillatory behavior.
However, it is very difficult, by using analytical methods, to characterize the
fracture mechanics behavior of a crack at the interface between anisotropic ma-
terials arising in three dimensional nature, such as delaminations in composite
materials stemming from cut-out or from the panel-stringer junction. For such
reason, the use of numerical methods becomes mandatory more than useful. Nu-
merical schemes, such as the finite element[8] or the boundary element method,[26]
are widely used to model and solve the elastic problem in terms of stress and dis-
placements fields around the crack front. The obtained solution is then used to
compute the fracture parameters, such as the SIFs or the ERR and the phase
angles, as a postprocessing step usually based on the analytical solution of a
simplified elastic delamination problem or based on energy theorems.
Among others, Qian and Sun[45] used finite element analysis together with
modified crack closure method[68] to compute ERR for given finite crack extension
∆a, and developed numerical technique to infer SIFs from strain energy release
rate components. Ikeda et al.[69] used the superposition method with the near
interface crack tip displacement asymptotic solution proposed by Hwu[64] in con-
junction with the virtual crack extension method to develop a numerical method
for two-dimensional SIFs analyses of crack belonging to general anisotropic bi-
material interface. Three-dimensional and plate finite elements have also been
widely used together with crack closure methods as reported in the review work
of Krueger.[70] Boundary elements analyses have been proposed by Matsumoto
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et al.[71] in conjunction with an integral expression of the interaction of the en-
ergy release rate to compute SIFs for a crack between dissimilar plane isotropic
materials. Three-dimensional BE analyses have been proposed by Ortiz and
Cisilino[72], [73] for crack at isotropic bi-material interfaces and by Larrosa et al[74]
for transversely isotropic bi-material together with the energy domain integral
and the M1 integral.
Along with the aforementioned methods, another group of approaches is also
present in the framework of fracture parameters computation methods for crack at
bi-material interface which goes under the name of interleaving approach.[75]–[77]
In actual words, it represents, more than a solution to the problem, a way to
circumvent it; in particular, interlayer approaches are based on the observation
that thin interlayers naturally exist in some materials such as laminated compos-
ite and thus the crack occurring at a bi-material interface can be thought as a
crack in a homogeneous material.[78] It follows that interleaving technique con-
sists in modeling the thin interlayer between plies as it is. By so doing, crack is
modeled in a homogeneous domain and thus the associated SIFs are univocally
defined and not complex-valued as in the case of the bare interface model;[75]
moreover the stress and displacement fields do not longer exhibit the oscillatory
behavior.[61] The drawbacks arising in using the interleaving approach are of both
physical and numerical kind. In fact, from the elasticity point of view, it has been
demonstrated that by using the interleaving approach the toughness of the mod-
eled interface does not match well with the actual interface toughness;[79] this
problem arises from the fact that neither the elastic properties nor the thickness
of the interface can be accurately estimated experimentally. On the other hand,
from the numerical point of view the modeling of a third layer, i.e. the interface,
means an increasing of the model complexity and of the number of degrees of
freedom involved in the analysis. It must be stressed that this numerical draw-
backs become more important especially in three-dimensional analyses, in fact,
despite of the numerical method adopted to represent and solve the problem, an
higher order resolving algebraic system implies higher memory requirements for
storing the numerical data and longer time spent for computing the solution of
the problem.
2.3.1 Interface Fracture Mechanics
In the case of interface cracks between dissimilar anisotropic materials the three
mode of fracture are coupled. However, it is evidenced in the work of Qian and
Sun[45] that the interface stacking sequence in composite laminates influences the
nature of the modes of fracture coupling. In particular, for [0/90] interfaces the
inplane modes of fracture are coupled and exhibit the oscillatory behavior and
the tearing mode results uncoupled, while, for [θ/ − θ] interfaces the in-plane
sliding mode is decoupled from mode I and III and does not show the oscillatory
behavior. Moreover, in the case of three-dimensional crack problem, it is demon-
strated[80] that as the distance r from the crack front tends asymptotically to zero,
plane strain conditions prevail on the three-dimensional stress and displacement
2.3 Crack at Bi-Material Interface 27
x1
x2
crack 
Material 1 
Material 2 
Figure 2.3: Interface Crack between dissimilar material half-plane.
fields. Thus, the solution is presented for the case where only the in-plane mode
of fracture I and II are coupled while the third mode mode of fracture results
independent of the stress and displacement in-plane fields and can be defined
in a classical way.[81] Let us consider a stationary crack lying along a planar
bi-material interface between two dissimilar anisotropic and homogeneous mate-
rials and let us refer to the material occupying the upper half-plane as Material
1, while Material 2 is the material occupying the lower half plane, see Fig.2.3.
Following Eshelby et al[67] and Stroh,[82] Suo[66] showed that the parameter ε
characterizing anisotropic bi-material interface can be computed by solving the
eigenvalue problem associated to the homogeneous Hilbert problem stemming
from the traction-free condition written in terms of analytic functions. Moreover
he proved that the asymptotic fields associated with a traction-free semi-infinite
interface crack have a mathematical structure at the crack tip that can be de-
composed into two kinds of singular behavior, one shows the classical square root
singularity while the other shows an oscillatory singularity of order r−1/2+iε. In
particular, if t1(r) = σ22 + iσ12 is the in-plane traction and t3(r) = σ23 is the
anti-plane traction, it is found that the stress field at a fixed distance r along the
interface axis x1 read as
t (r) =
1√
2pir
[
kriεw + kr−iεw¯ + k3w3
]
(2.3)
where t = [t1, t1, t3] is the traction vector, the over-bar denotes complex con-
jugated quantities while w and w3 are the in-plane and out-of-plane eigenvec-
tors associated to the homogenous eigenvalue Hilbert problem. The complex
k = k1 + ik2 and the real k3, in Eq. (2.3) are representative of the stress sin-
gularities intensities but, with the exception of k3, they do not posses the same
physical meaning of SIFs defined for a crack in a homogeneous medium. On the
other hand, the displacement jump a distance r behind the crack tip writes as
δ (r) =
(
H +H
)√ r
2pi
[
kriεw
(1 + 2iε) coshpiε
+
kr−iεw¯
(1− 2iε) coshpiε + k3w3
]
(2.4)
where the vector δ contains the crack surfaces relative displacements components
andH is the bi-material matrix defined in reference.[66] The structure of the near-
tip fields around an interface crack is thus identified by Eq. (2.3) and Eq. (2.4)
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that can also be seen as SIFs definition relationships. The ERR can be computed
by the closure integral as defined by Irwin[83]
G = lim
∆→0
1
2∆
∫ ∆
0
tT (∆− r) δ (r)dr (2.5)
where ∆ is a small crack extension. In particular by using Eqs.(2.3,2.4) with the
crack closure definition the relationships between SIFs and ERR is found
G = w¯T
(
H +H
)
w
|k|2
4 cosh2 piε
+wT3
(
H +H
)
w3
k3
8
(2.6)
It is worth pointing out that different choices of normalization of the eigenvectors
w and w3 modify the SIFs definition by a real factor for the anti-plane mode of
fracture and by a complex quantity for the in-plane coupled SIFs k. Moreover
when the crack lies between dissimilar anisotropic media, it is impossible[66] to
find a specific normalization such that the introduced SIFs reduce to the classical
ones valid for crack in homogeneous anisotropic material, as it holds for the case
of crack at isotropic bi-material interface. In order to overcome this problem,
Rice,[61] based on dimensional considerations and by observing that the factor
kriε always appears in describing near tip in-plane stress field
t1 (r) =
kriε√
2pir
, (2.7)
proposed this quantity as the classical definition of stress intensity factor, namely
K = KI + iKII = kriε. By so doing the in-plane stress and displacements fields
representation have the same form as the ones for crack in homogeneous material.
It is to be stressed here that the SIFs definition of classical type is possible in the
case of small value of the material mismatch parameter ε and that it only holds
in the region, if present, where the product kriε shows to be sensibly independent
from the crack tip distance r. If rˆ is the extent from crack tip of the classical
type K−dominant region, then classical definition of SIFs writes as
KI + iKII = krˆiε, KIII = k3 (2.8)
However, as for the eigenvector normalization problem, a unique definition of such
reference length rˆ is not possible and any choice is objectional as it is a contrast to
the main motivation of elastic fracture mechanics, i.e. the definition of parameters
that fully and uniquely characterize loading, material and geometrical influences
on fracture mechanics behavior of a given crack. For such reason, it is common
to specify the reference length rˆ based on which SIFs of classical type are defined.
On the other hand, it is worth noting that even though conventional type SIFs
depend on rˆ, the ERR is independent of the reference length chosen.[84]
2.3.2 The Fracture Mode-Mix Phase Angles
The goal of interface fracture mechanics is to predict the resistance of the interface
for estimating the remaining life of a structure or the crack propagation path along
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with the conditions that will engender the propagation. In order to do so, the
computed energy release rate G is compared with the critical ERR Gc obtained
from toughness tests. In particular, the fracture criterion can be written as[66]
G = Gc (Ψ,Φ) (2.9)
which states that the interfacial toughness depends on the mode-mix phase an-
gles[6], [85] Ψ and Φ that measure the amount of sliding and tearing mode of
fracture with respect to the opening one, respectively, and are usually defined as
the solid angles in the space defined by the classical SIFs as sketched in Fig.(2.4)
KI 
KII 
Ψ
 
Φ’
Φ
 
KIII 
Figure 2.4: Mode-mixing as solid angles in the conventional SIFs space.
The in-plane mode-mix phase angle Ψ defined in terms of SIFs of the classical
type then read as[86], [87]
Ψ = tan−1
(
KII
KI
)
= tan−1
(
Re
[
krˆiε
]
Im [krˆiε]
)
(2.10)
while the anti-plane mode mix phase angle is defined as[73]
Φ′ = cos−1
 KIII√
K2I +K
2
II +K
2
III
 . (2.11)
Another common definition of the anti-plane phase angle usually found in litera-
ture[45], [88] is
Φ = tan−1
(
KIII
KI
)
(2.12)
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It stems that a proper computation of the mode-mix phase angles is as funda-
mental as the estimation of the total strain energy release rate in characterizing
the fracture behavior of the analyzed structure. Mode-mix can be defined by
means of different crack tip quantities, such as stress or relative displacements
components or SIFs.[87] Moreover, the components of the ERR for the three
distinct modes of fracture are also used to define the mode-mix phase angles,
but it is to be stressed that they do posses physical meaning only for cracks in
homogeneous solids. In fact, in the case of interface fracture between dissimilar
materials, the components of ERR exhibit dependency on the crack front mesh
size, due to the oscillatory behavior of stress and displacement fields, while the
total ERR is proved to converge as the mesh size becomes smaller.[6], [89] The
components of the ERR associated to the modes of fracture can be expressed,
with reference to the local three dimensional frame defined in Fig.(2.2), as
GI = lim
∆→0
1
2∆
∫ ∆
0 tb (∆− r) δb (r) dr
GII = lim
∆→0
1
2∆
∫ ∆
0 tn (∆− r) δn (r) dr
GIII = lim
∆→0
1
2∆
∫ ∆
0 tt (∆− r) δt (r) dr
(2.13)
where δi, i = {b, n, t}, are the displacement jumps components at a distance r
behind the crack front, along the opening, sliding and tearing directions, respec-
tively, while ti are the normal and shearing traction components defined on the
plane having b as normal. It follows that the total ERR can be defined as the
sum of its components
G = GI +GII +GIII (2.14)
In particular, since the ERR components can be computed straightforwardly from
numerical analyses without a very accurate modeling of the crack front stress and
displacements fields, it turns out that composite delamination characterization
has almost exclusively been addressed by means of the total ERR, Eq. (2.14), and
mode-mix phase angles defined in terms of strain energy components Eq. (2.13) for
given crack front mesh element size ∆.[87] It is worth noting, however, that the use
of the ratio between the components of ERR, namely GII/GI for designating the
in-plane problem phase angle Ψ, is equivalent to the use of the SIFs components
ratio, KII/KI , only for the case of crack in a homogeneous and isotropic medium
or for the case of crack at a bi-material interface characterized by ε = 0. In
such cases, in fact, a simple square root relationship is found between the ERR
components ratio and SIFs components ratio.[87]
KII
KI
=
√
GII
GI
(2.15)
On the other hand, when the oscillatory nature of the stress and displacement
fields close to the crack tip is to be taken into account, the following relationships
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between SIfs and ERR components ratio holds
GII
GI
= lim
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#
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A ∆ − independent ERR based in-plane phase angle has also been defined by
Beuth[55] by using a normalization length parameter lG and it has been shown
that if the SIFs reference length rˆ equals lG then the ∆ − independent phase
angle and the SIFs based phase angle are only shifted by a quantity depending
on the bimaterial parameter ε.[86] However, as evidenced in literature with ex-
perimental comparison among others by Xie et al[90] Mollo´n et al[91] or Brown
and Tong,[92] the oscillatory behavior of the stress and displacement fields can be
considered negligible when ε is small,[86] and, in such cases, the ERR components
defined in Eq. (2.13) virtually converge.[93] Moreover, in the case of interfacial
crack between two layers of the same fiber-reinforced material but with different
fiber orientation, the oscillatory character of the stress and displacement fields
is small[93] and can be assumed to be negligible, as proved by results found in
literature[87] for a drop-ply of 0◦ and 90◦ graphite-epoxy plies where the difference
between the in-plane phase angle Ψ computed under the assumption that ε = 0
and the actual one is 5◦ only.
It follows that, if delaminations in laminated structures whose layers are of the
same composite materials are considered, the assumption of negligible oscillatory
behavior ε ∼= 0 of the crack front stress and displacement fields is adequate.
The square root relationships between the SIFs of classical type ratio and ERR
components ratio Eq. (2.15) holds and the mode-mix phase angles are defined as
Ψ = tan−1
(√
GII
GI
)
, Φ = tan−1
(√
GIII
GI
)
(2.17)
It is to be stressed here that the numerically obtained[75] non-converging behavior
of the Irwin’s crack closure integrals Eq. (2.13) is present only if the numerical
model allows for overlap of the crack surfaces at the crack front, due to the oscil-
lating singular fields.[59] When the crack front mesh element size ∆ is smaller than
the contact zone extension rc[61], [94] the crack surfaces are in contact condition
and thus GI converges to zero and GII to the total ERR.[95] Moreover, despite
the virtual convergence of ERR components, when ∆ > rc the crack tip fields
oscillatory character, even though is small, influences the numerical computation
of the Irwin’s crack closure integrals and, for this reason, the mixed mode phase
angles computation by means of the ERR components is considered consistent
provided that the finite integration length is maintained constant and is clearly
declared.[96]
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2.4 Crack Closure B.E.M. for fracture parameters estima-
tion
The use of the ERR integral as defined by Irwin[83] to characterize the fracture
mechanics behavior in conjunction with numerical methods, such as FEM, em-
ployed to solve the linear elastic problem has been the topic of several research
works.[70] The limiting nature of Irwin’s relationship is ensured by providing that
the integration of the stress ahead the crack tip multiplied by the displacement
behind the crack tip is carried out over a vanishingly small length ∆.[97] Numer-
ical implementations of Irwin’s integral are generally classified as extension or
closure method, based on the fact the the energy required to close crack surfaces
by an amount ∆ is equal to the potential energy released when the crack prop-
agates by the same quantity ∆. Moreover, so called two − step and one − step
schemes for both Irwin’s integral implementation are reported in literature. In
short, if the finite crack extensionmethod is used, two numerical analyses are
needed to compute crack surfaces displacement jumps and corresponding trac-
tions distributions, providing that the crack is physically extended by a length ∆
in order to carry out the second simulation.[98] Analogously, the crack is phys-
ically closed before the second step analysis is carried out in the crack closure
method .[70] On the other hand, the virtual crack extensionmethod requires a sin-
gle stage analysis in order to compute the ERR since the effect of the virtual crack
extension is taken into account by appropriately modifying the stiffness matrix of
the element next to the crack tip.[99] Last, the FEM based Virtual Crack Closure
Technique (VCCT), also referred to as Modified Crack Closure Integral (MCCI),
relies upon the further assumption the crack extend in a self-similar manner, i.e.
that the stress field at the crack front is not significantly changed[70], [98] as the
crack propagates by the amount ∆, being ∆ small enough. In the remaining of
this section the approaches employed to deal with cracks in the framework of
the BEM are briefly addressed at first. Then the BEM based modified VCCT
employed in this work to fully characterize delaminations in layered composite
materials is presented.
2.4.1 The Boundary Element Method for Crack Analysis
The straightforward application of the boundary element method, as seen in
the Chap.(1), for modeling cracked configurations leads to a degeneracy of the
boundary element equations.[26], [100] The crack surfaces are in fact part of the
body external boundary, regardless of the traction-free or loading condition con-
sidered. Nevertheless, despite the fact that crack surfaces are physically indepen-
dent from one another, they are generally modeled as co-planar surfaces and, as
such, when the discretization process is invoked pairs of boundary elements with
opposite normal directions but with distinct boundary nodes that share the same
geometrical position are generated. Collocation of the DBIE Eq. (1.26) to both
crack surfaces boundary nodes result in two set of identical algebraic equations
which means that the system of algebraic equations Eq. (1.36) has fewer equations
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Figure 2.5: Crack Green’s function from superposition method
than unknowns. Four ways have been addressed in literature for overcoming the
degeneracy associated with crack problems in BIE,[100] namely the dual bound-
ary element method (DBEM),[26], [101] the multidomain BEM,[26], [102] the Green’s
function technique[26] and the displacement discontinuity (DD) method.[26]
The Green’s function method relies on the exact BIE representation of the
crack surface boundary conditions, the crack itself does not need to be mod-
eled since the crack Green’s function replaces the fundamental solution in the
Somigliana’s identity. It follows that accurate evaluation of fracture parameters
are obtained since the correct behaviors of stress and displacements fields are
embedded in the problem fundamental solution.[26] However, the exact determi-
nation of the Green’s function is restricted to plane and straight-crack configura-
tions while it can be numerically evaluated for the three-dimensional case[103] as
superposition of the Kelvin solution, where the crack is not modeled, and a com-
plementary solution, obtained by appropiately loading the crack surfaces with
the traction produced on the fictitious crack in the Kelvin problem, see Fig.2.5
The method of DD finds its rationale on the consideration that a crack is
the macroscopic counterpart of the microscopic crystalline dislocations[104] and
from the fact that stress generated by dislocation dipole can be represented by
means of Somigliana’s stress identity for a flat surface of constant displacement
discontinuity. The DD method is thus used to compute the stress field generated
by a straight crack characterized by constant displacement jump components
undergoing remote uniform tensile and shearing loads. A set of segments, each
one of which is represented by a constant DD relationship, are used to model non-
planar crack surfaces while superpositions methods are invoked to model finite
cracked domain loaded on the external surface.
The dual boundary element method circumvents the degeneracy problem as-
sociated to crack modeling by collocating the DBIE on the external boundary
and on one of the two crack surfaces. The traction boundary integral equations
(TBIE), obtained from the Somigliana’s identity for the stress field,[26] are col-
located on the other crack face obtaining, after the BEM is applied, a set of
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Figure 2.6: Schematic of DBEM approach
algebraic equations that are linearly independent from the crack DBIE based
algebraic equations, see Fig.2.6.
The last method used to model crack problems with the BEM[102] is the so
called sub-regions or multidomain technique. The domain containing the crack
is subdivided into two regions in such a way that distinct crack surfaces belong
to distinct domains and thus two independent systems of algebraic equations are
generated. The two sub-regions are then connected through continuity interface
conditions as reported in section §1.4.2 while the traction-free condition is applied
on the crack surfaces Fig.(2.7). The main drawback of such technique is the
introduction of artificial boundaries that makes the resolving system of algebraic
equations larger than actually needed. It is worth noting, however, that when
delaminations problem are to be addressed the multidomain method stems as
a natural way of dealing with the degeneracy problem since interface are to be
modeled despite interface crack are present or not.
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Figure 2.7: Sub-region BEM approach
2.4.2 B.E.M. based Modified Crack Closure Integral
In this section the methods usually adopted to compute the ERR or SIFs char-
acterizing a cracked structure in the framework of BEM modeling strategy are
briefly reported first, then, the Modified Crack Closure Integral (MCCI), which
is the one used in this work, is presented and discussed. Various methods indeed
exist for the estimation of fracture parameters and can be grouped as energy or
non-energy based. It is to be stressed that both the energy and the non-energy
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based methods show a dependence of the solution accuracy on the mesh elements
size close to the crack front, regardless of the finite or boundary nature of the
elements. The crack front mesh size should be small enough in order to catch
the singular oscillatory behavior of the stress and strain fields. Moreover, the
non-uniqueness of the classical type SIFs definition[61] affects both the methods.
It is evident for the stress or the crack displacement methods that rely upon SIFs
definition and thus in order to provide a physical meaningfully result they request
the use of a reference length rk, whose definition is not yet univocally given. On
the other hand, energy based approach are capable of producing results in terms
of total ERR which are independent of such reference length rk, but the ERR
components and then the mode-mix phase angle computation is influenced by the
mesh size,[75] which in turn represents another length to which results should be
referred to and, as well as the SIFs reference length, it is linked to the oscillatory
nature of the singularity.
The stress method and the crack opening method[43], [105] belong to the non-
energy based group and rely upon the asymptotic stress Eq. (2.3) and displace-
ment Eq. (2.4) fields representation to whom the numerical solution is correlated
to. In finite element analysis the displacement based methods appears as more ac-
curate with respect to the traction ones while no meaningful difference is expected
in applying the displacement or the stress formulas along with the BEM solution
since both traction and displacement fields are computed with the same accuracy.
Despite that, Dong et al.[105] employed both the stress and the displacement for-
mula in conjunction with an ad-hoc derived quarter-point boundary element for
plane crack problem and put in evidence discrepancies among formulas used for
the estimation of the mode II stress intensity factor, while the computation of
mode I SIF appeared to be good regardless of the employed method. Moreover
they also highlighted the dependencies of the results on the crack tip bound-
ary element length. Tan et al.[106] incorporated the oscillatory singularity in
a quadratic boundary element for interface crack between dissimilar anisotropic
materials and derived a formula to compute SIFs from the traction components
values at the crack tip once a reference length is defined. Wen and Aliabadi[81]
used both the stress and displacement methods with three-dimensional BEM so-
lution to compute SIFs for crack at isotropic bimaterial interface for rectangular
bar in tension and, last, they compared results with energy based formula. It is
worth noting, however, that both the displacements and traction formulas hold as
the distance from the crack front tends to zero. This implies that the accuracy of
both methods relies strongly on the mesh refinement close to the crack front.[100]
Moreover, these methods have proven to be very accurate for estimating fracture
parameters in the framework of LEFM in isotropic and homogeneous solids but
their effectiveness is reduced, with respect to the energy based ones, when dealing
with crack at the interface of dissimilar anisotropic materials.[69]
On the other hand, by using energy method, which are based upon the J-
integral,[107] the local crack tip fields can be modeled coarsely with respect to
stress or displacement based formula because the integration domain is defined
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over a relatively large portion of the mesh and an accurate modeling of the crack
front become unnecessary.[74]The energy domain integral[108] in conjunction with
the M1 integral methodology[109] are employed in three-dimensional analysis to
compute the J-integral and related SIFs, respectively. However, the disadvantage
of these methods, such as the actual J-integral in two-dimensional analysis, is
represented by the additional computation of stress and displacements at internal
points.[100]
In order to numerically evaluate the J-integral the virtual crack extension
methods[110] are also used with boundary[100] and finite element methods.[70] To
the best author’s knowledge, the use of crack closure method in conjunction with
3D BEM have been proposed only by Farris[111] for cracks in homogeneous and
isotropic domain, and by Wen and Aliabadi[81] for isotropic bimaterial interface
crack. On the other hand, the use of the virtual crack extension methods to-
gether with two-dimensional BEM have been reported by Hucker and Farris[112]
for constant shape functions boundary element, by Mukhopadhyay et al.[113], [114]
for linear, quadratic and quarter-point boundary element and by Chen and Far-
ris[115] for axisymmetric SIFs computation.
Since interfacial cracks are studied in this work by means of the BEM in
its multidomain implementation, it stems as natural to implement the MCCI to
characterize the crack behavior in terms of total ERR, Eq. (2.14), and of the
mode-mix phase angles, Eq. (2.17). By so doing, in fact, no further computations
of stress and displacements are required. In particular, for a given laminate show-
ing an initial delamination length a, the MCCI assumes that as the delamination
propagate by a length ∆ :
i) the energy released is identical to the work required to close the crack
ii) being ∆ small enough, the crack extends in a self-similar manner
The second assumption, in particular, implies that the stress field does not
change as the crack extends from a to a + ∆ and thus a single analysis suffices
all data needed for Irwin’s integral computation. As a consequence the boundary
element mesh is constructed in such a way to be symmetric across the crack front,
in order to numerically favor the self-similar extension assumption and the BE
mesh size is small enough to catch the limiting nature of Irwin’s integral in a finite
counterpart as well as possible. In Fig.2.8 it is shown that both the boundary
elements sharing the crack front , i.e. the one belonging to the crack surface and
that belonging to the interface, are chosen in such a way their lengths are equal
and represent the virtual crack extension ∆.
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Figure 2.8: Multidomain 3D BEM delamination model
It follows that the Irwin’s integral definition of the ERR components Eq. (2.13)
can be computed by neglecting their limiting nature and by using only one BEM
solution in terms of interface tractions and crack surface displacements nodal
values. In order to carry out the integrals defined in Eq. (2.13) the traction dis-
tributions over the interface crack front element are written in terms of the nodal
values via the element shape functions Eq. (1.29c) and, in light of the aforemen-
tioned assumptions, are multiplied by the displacement jump components on the
crack surface BE at the delamination front expressed in terms of nodal values and
corresponding shape functions Eq. (1.29b). By following Farris and Liu,[111] con-
ventional eight-nodes quadrilateral elements Eqs. (1.47) are used since, despite
the singular behavior of the stress field, the strain energy at the crack front must
be finite as it is everywhere. Using the local reference system defined in Fig.2.9,
the ERR components are defined as
GI(ξ) = 14
∫ 1
−1
8∑
α=1
Nα (ξ, η) δαb
8∑
α=1
Nα (ξ, η) tαb dη
GII(ξ) = 14
∫ 1
−1
8∑
α=1
Nα (ξ, η) δαn
8∑
α=1
Nα (ξ, η) tαndη
GIII(ξ) = 14
∫ 1
−1
8∑
α=1
Nα (ξ, η) δαt
8∑
α=1
Nα (ξ, η) tαt dη
(2.18)
where it has been evidenced that in three-dimensional analysis the ERR depends
on the position along the crack front, ξ in the BE local reference system. The
explicit results at the the three boundary nodes on the element crack front, namely
nodes 1 to 3, are then computed for the opening mode of fracture components of
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the total ERR and reads as
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(2.19)
where superscript i is used to denote quantities pertaining to i − th node of
the boundary element, as depicted in Fig.2.9. Since the shape functions used to
approximate the displacement and traction in the direction normal and tangential
to the crack front are identical to the ones used for the bi-normal traction and
displacement components, it follows that the explicit relationships in terms of
nodal values for the ERR components GII and GIII at the the three crack front
nodes of the BE are obtained by interchanging the subscript of the traction and
displacement jump nodal variables b, in Eq. (2.19), with n and t, respectively.
It is worth noting that BEM-based VCCT formulas for computing the ERR
components, as already evidenced in Farris and Liu,[111] are not explicit functions
of the crack front mesh size ∆, which represents the virtual crack extension chosen
to define Irwin’s integrals. However it is to be stressed that, in the case of crack
at bimaterial interfaces characterized by a non-zero ε, the crack front mesh size
∆ still affects the accuracy of the fracture parameters estimation because the
adequate modeling of the oscillating singular behavior of the stress fields relies
on it.
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Figure 2.9: Multidomain 3D BEM delamination model
Part II
Numerical Results

Chapter 3
Delamination Studies
In this chapter numerical results obtained by using the presented boundary el-
ement scheme are reported. First, the implemented boundary element code is
validated by studying a penny shaped crack in a homogeneous and isotropic solid
and by analyzing a cross-ply double cantilever beam for different materials com-
bination and different delamination length. The effects of stacking sequence on
the crack front Energy Release Rate and mode-mix angles are then analyzed.
3.1 Validation Analyses
In order to validate the implemented 3D BEM for non-homogeneous anisotropic
media, comparisons of the results obtained via the proposed approach with ana-
lytical and numerical solutions found in literature are at first presented showing
that a good agreement is met.
3.1.1 Penny Shaped Crack
As first validation analysis a penny shaped crack in an infinite homogeneous
domain under a remote tensile loading perpendicular to the crack surface is pre-
sented. For such configuration an analytical solution exists in term of mode I
stress intensity factor and read as
K0 = 2σ
√
a
pi
(3.1)
where σ is the remotely applied tensile stress while a is the crack radius. In
numerical analysis it is common to model the infinite domain as a large finite
domain, namely the representative dimension is 20a. The crack front is discretized
by using 8 BEs, whose dimension along the penny shaped crack radius direction
is ∆ = 0.1a. A sketch of the mesh around the crack front is reported in Fig.3.1
evidencing the chosen dimension for the BE elements at the crack front.
Results obtained in terms of ERR, by using the proposed VCCT BEM ap-
proach, are related to mode I SIF via the near crack front stress and displacement
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Figure 3.1: Penny Crack mesh.
θ 0 22.5 45 67.5 90
KI
K0
0.971 0.991 0.976 0.992 0.971
Table 3.1: SIF ratio for penny shaped crack.
relationships, Eq. 2.1 and 2.2 respectively, as
GI = K2I
(1− ν)
2µ
(3.2)
The deformed crack surfaces are plotted in Fig.3.2 while the ratio of the
computed mode I SIF with respect to the analytical one is reported in Tab.3.1
along a quarter of the crack front showing good agreement.
Figure 3.2: Penny crack openings.
3.1.2 Double Cantilever Beam
The study of fracture mechanics problems is particularly important in the field
of composite laminates. In fact, delamination is one of the most serious fracture
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Figure 3.3: Double cantilever beam configuration.
mechanism for laminated structures and, moreover, as delamination occurs be-
tween distinct materials, the mathematical representation of the associated crack
front stress and displacement fields introduces a non-unique definition of SIFs.
The fracture mechanics behavior, as discussed in Part I, is thus represented in
terms of total strain energy release rate and, for a three dimensional crack front,
in terms of two phase angles that characterize the mode mixing among the three
modes of fracture. For cracks at a bi-material interface, in fact, the computation
of the Energy Release Rate only is not enough to characterize the crack front
stress field since it has been observed that[87], [116] for this kind of problems, the
critical value of the energy release rate, Gc, depends on the ratio of the shearing
mode of fracture to mode I deformations. The double cantilever beam (DCB)
is a structural configuration widely used for evaluating the interlaminar fracture
toughness in mode I. It consists of two unidirectional laminae with a delamination
at the midplane near the loaded end, see Fig.3.3[117] where the dimensions of the
specimen are qualitatively reported.
However, despite the standard specimen is limited to unidirectional laminates,
it is common to use the DCB specimen for testing interface toughness between
distinct anisotropic materials too. The DCB specimen analyzed consists of two
orthotropic unidirectional lamina in cross-ply arrangement. The fibers of the bot-
tom layer lie along the structural x−axis while the upper lamina fiber inclination
is 90◦. Both layers have thickness h, are clamped at one hand and a shearing load
P is applied at the delaminated free ends. A through the width rectangular de-
laminations of length a is considered. By following Ang et al.,[118] the transversely
isotropic materials used are described by means of two parameters, namely η1 and
η2, that are defined in terms of longitudinal and transverse Young’s moduli, E1
and E2 respectively, and in terms of the in-plane shear modulus of elasticity µ12
and Poisson’ratio ν12 as
η1η2 =
√
E1
E2
η1 + η2 =
√
2
[√
E1
E2
+ E12µ12 − ν12
] (3.3)
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Figure 3.4: Adopted mesh for the DCB analyses.
Typical combinations of these material parameters are η1 = 0.8 and η2 = 2.2 for
E-Glass/epoxy composite materials or η1 = 0.9 and η2 = 5.4 for graphite/epoxy
combination, more details are reported in reference.[118]
Convergence analysis on the total ERR is at first carried out. The specimen
considered has a delamination length to layer thickness ratio a/h = 4 while lamina
materials properties are represented by η1 = 1 and η2 = 2 and the Poisson’s ratio
is taken to be ν12 = 0.3. The BE mesh used is reported in Fig.3.4 for the crack
front mesh size ∆/h = 1/4
The total strain energy release rate G is normalized with respect to ERR
asymptotic value G0 obtained as a/h→∞, which reads as[118]
G0 =
12P 2a2
E1H3
(3.4)
Convergence analysis results are reported in terms of total ERR G at y/b = 0.5 in
Fig.3.5 in comparison with the normalized ERR data reported in Ang et al.[118]
In particular, results recovered in literature have been computed under plane
stress assumption and by using a 2D boundary element approach taking advan-
tage of a special quarter point BE implementation at the crack tip which model
the stress field oscillation too. The error introduced by the finite delamination
length to width ratio a/b is considered by using the correction factor for the ERR
proposed by Davidson and Scharpery.[119] More particularly, since the 90◦ layer
is modeled as isotropic in the work of Ang et al.,[118]the correction factor Cf for
the plane stress ERR is extrapolated from the graphical results presented in the
work of Davidson and Scharpery[119] for isotropic plate. The correction factor
related to the delamination length to width aspect ratio a/b = 1 of the proposed
3D model is computed as Cf ≈ 0.95 and the modified plane stress normalized
ERR is shown in Fig.3.5 too. A percentage discrepancies of ≈ 0.4% between the
converged 3D BEM results and corrected plane stress ones is found. The Mode
II to Mode I phase angle computed at the centerline y/b = 0.5 under the as-
sumption of negligible oscillatory behavior of the stress and displacement fields,
namely by means of Eq. (2.17), is Ψ = 20.9◦. On the other hand, the phase
angle reported in literature[118] is Ψ = 19◦, which has been computed by means
of the complex SIF based definition, Eq. (2.10), i.e. by taking into account the
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Figure 3.5: Double cantilever beam configuration.
oscillatory characteristic of the stress field at the crack tip.
Modified Plane Stress 3DBEM
a/h G/G0 Ψ G/G0 Ψ %G ∆Ψ
2 4.20 15.4 4.30 17.4 −2.38 2.00
4 3.16 18.9 3.15 20.9 0.32 2.00
6 2.79 19.9 2.79 19.8 −0.04 −0.10
8 2.58 20.0 2.50 19.7 3.10 −0.30
Table 3.2: Results for the η1 = 1, η2 = 2 DCB.
Validation data are also presented in Tab.3.2−3.4. Three distinct material
parameters combination, namely η1 = {1, 0.8, 0.6} and η2 = 2, and four delam-
ination configuration a/h = {2, 4, 6, 8} are considered. The total ERR G and
mode-mix phase angle Ψ obtained using the proposed crack closure 3D BEM ap-
proach are compared with plane stress results reported in literature[118] and mod-
ified by means of the correction factor proposed by Davidson and Scharpery.[119]
Percentage discrepancies reported in Tab.3.2−3.4 show good agreement between
the 3D and corrected 2D ERR computations. Moreover, it is to be stressed that
assumption of negligible oscillatory behavior of the stress and displacement fields
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at the crack front for the mode-mix phase angle computation reveals adequate for
interfacial material mismatch introduced by fiber angle only in layered structures.
In fact, it stems from data collected in Tab.3.2−3.4 that the maximum difference
between the phase angle computed under the above mentioned assumption and
the one found in literature,[118] which is defined as the complex SIF phase an-
gle and has been computed by taking into account the stress oscillatory singular
behavior next to the crack tip, amounts to 2◦, proving the adequateness of the
assumption of ε ∼= 0 in modeling bimaterial interface discontinuity introduced by
fiber angle orientation.
Modified Plane Stress 3DBEM
a/h G/G0 Ψ G/G0 Ψ %G ∆Ψ
2 3.08 10.6 3.26 12.4 −5.84 1.80
4 2.28 13.1 2.32 13.4 −1.75 0.30
6 1.92 14.1 2.03 13.7 −5.73 −0.40
8 1.81 14.2 1.78 13.6 1.66 −0.60
Table 3.3: Results for the η1 = 0.8, η2 = 2 DCB.
Modified Plane Stress 3DBEM
a/h G/G0 Ψ G/G0 Ψ %G ∆Ψ
2 2.11 3.8 2.23 4.6 −5.69 0.80
4 1.55 4.9 1.48 5.2 4.56 0.30
6 1.41 5.0 1.42 5.3 −0.71 0.30
8 1.23 5.0 1.25 5.4 −1.63 0.40
Table 3.4: Results for the η1 = 0.6, η2 = 2 DCB.
3.2 Interface Lay-up Influences on DCB Fracture Me-
chanics Behavior
A delamination occurring at a DCB 0/θ interface is considered to investigate the
effect of lay-up on delamination fracture mechanic. The DCB specimen analyzed
presents a square delamination of length a/h = 4 being h the thickness of each
DCB arm. The specimen is realized with a transversely isotropic material charac-
terized by parameters η1 = 1 and η2 = 2, the bottom layer fiber direction is held
at 0◦ along the DCB length direction while the upper lamina fiber angle θ varies
from 0◦ to 90◦. The values of ERR mode of fracture components at the mid-point
of the crack front y/b = 0.5 are reported in Tab.3.5 in normalized unit, being G0
defined in Eq.3.4 for a crack front mesh size ∆/h = 0.25. It stems that as the
fiber angle of the upper layer increases the sliding ERR component increases too
while the tearing mode of fracture ERR shows a maximum at θ = 45◦.
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Interface GI/G0 GII/G0 GIII/G0
0/0 1.5833 0.00 0.00
0/15 1.6521 0.0013 0.0056
0/30 1.8458 0.0198 0.0175
0/45 2.1333 0.0864 0.0237
0/60 2.4438 0.2102 0.0177
0/75 2.6812 0.3435 0.0056
0/90 2.7687 0.4017 0.00
Table 3.5: Effects of interface layup on ERR mode of fracture components.
On the other hand, the influence of the lay-up on the fracture mechanic pa-
rameters at the DCB centerline is deducted from Fig.3.6. It appears that both the
total ERR and the Mode II to I phase angle Ψ vary almost monotonically with
θ while the mode-mix phase angle Φ, which is representative of the out-of-plane
fracture behavior, is zero for the homogeneous and cross-ply DCB configuration
only, and shows a maximum at θ = 45◦ in accordance with the third ERR com-
ponent.
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Figure 3.6: Fiber angle dependence of 0/θ DCB fracture parameters.
The total ERR distribution along the crack front is reported in Fig.3.7 for the
seven lay-up configurations analyzed. It is apparent that the ERR distribution is
not uniform, even for the homogeneous 0/0 DCB specimen, as assumed in plane
analyses and this is the reason why delaminations in DCB specimens tend to
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Figure 3.7: Interface layup effect on SEER distribution for a DCB specimen.
grow with curved fronts rather than with a straight front, as already reported in
literature.[117], [119] Moreover, the G/G0 distribution is symmetric with respect to
the DCB centerline for the 0/0 and 0/90 configuration while asymmetric distri-
butions are found for the rest of the analyzed specimens, as expected because of
the non-zero bending-to-twisting couplings. The effects of free edge at y/b = 0
and y/b = 1 are also evident in Fig.3.7 in the oscillations shown by the G/G0
curves.
The sliding to opening and tearing to opening mode of fracture phase angles
are shown in Fig.3.8 and Fig.3.9, respectively. From Fig.3.8 it is seen that the
mode-mix phase angle Ψ varies linearly with the normalized crack front coordinate
y/b far from the free edge and becomes nearly constant for the cross-ply DCB.
On the other hand, the distribution of the Mode III to I phase angle Φ shows
an almost linear distribution far from the free edge for all the material sequence
analyzed with the exception of the cross-ply 0/90 configuration. It is worth
noting, in fact, that in this case the plane condition are met only at the DCB
centerline while the fracture behavior stands three-dimensional along the entire
crack front for a square delamination.
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Figure 3.8: Interface layup effect on sliding mode phase angle distribution.
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Figure 3.9: Interface layup effect on tearing mode phase angle distribution.
Chapter 4
Delaminated structures with attached
piezoelectric patch
In this chapter, a skin-flange configuration representative of a skin stiffener debond
is analyzed. Piezoelectric patches attached on the stiffener flange are considered
and the piezoelectric sensing capability of the delamination is investigated. First
the Structural Health Monitoring (SHM) approach based on piezoelectric strain
sensing is introduced. Then, the model adopted to simulate piezoelectric patch
attached to the analyzed structures is discussed. Last, the damage sensing capa-
bility of the bonded piezoelectric sensors is investigated by means of the proposed
numerical approach.
4.1 Strain Sensing Structural Health Monitoring
The process of detecting damage in a structure generally goes under the name
of Structural Health Monitoring (SHM).[120] The reason of a SHM system imple-
mentation is to improve the safety and reliability of a structure and, in the case
of aircraft, it also serves to reduce the downtime cost needed to asses structure
soundness because automatic damage detection process can substitute qualita-
tive visual inspection and time-based maintenance procedures.[121] Moreover, in
dealing with fiber-reinforced laminated components, the use of SHM system is
important because composite materials are prone to incur impact damage, even
caused by low velocity impacts such as bird strikes.[5] In fact, although aircraft
structures are designed with fail-safe principles, it is to be stressed that damages
caused by fatigue or low velocity impacts in composite materials, such as delam-
inations, are usually barely visible and can easily escape visual inspections and
thus they can remain undetected and growth till catastrophic events.[5] The low
velocity impacts are the major causes of in-service damage to composite aircraft
structures, but the second most important damage case involving composite aero-
nautical structure is represented by disbonds between the stiffeners and the skin
undergoing dynamic or post-buckling loads.[122] In order to address the prob-
lem of barely visible damages detection, various built-in SHM systems have been
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proposed and tested. Generally speaking, SHM system includes i) diagnostics,
i.e. the process of detecting a change of state in the structure caused by damage
occurrence, ii) prognostic, i.e. the evaluation of the damage effects on the struc-
ture performance and its ability of carrying loads safely in the future, and iii)
decision making about maintenance and operations.[120] It follows that, effective
implementation of structural health monitoring systems relies on the synthesis of
nondestructive evaluation technique, fracture mechanics, sensor technology, data
acquisition and signal processing as well as life prediction modeling.[121] Sensor
technology, in particular, constitutes a crucial point in the effectiveness of an
SHM system because all the process of diagnostic, prognostic and remaining life
estimation rely upon the capability of the sensing devices of detecting changes
in the structure response due to damage presence with respect to the assumed
undamaged structure elastic response.
For such reason, the characterization of both the host structure − sensor cou-
pling and of the influence of the damage on the sensor response is fundamental
and has been the topic of several research activity.[121], [123]–[127] It follows that
various classification of SHM system hold basically dependent on the way sen-
sor devices couple with the structure to be monitored and furnish information
on its health status. SHM system can be generally classified as passive or ac-
tive and this leads to different choice of the sensor technology used to build up
the monitoring system. Optical fibers,[120], [128] strain gauges[129] and MEMS ac-
celerometer[130] are commonly used but the most versatile smart materials class
used for implementing a SHM is represented by the piezoelectric media.[131] In
fact, because of their inherent capability of converting energy between the elastic
and electric form,[132] they are used for realizing sensing and actuation devices
as well and thus both the passive and active SHM systems[121], [129] architecture
can be realized by taking full advantage of such smart materials. Moreover, it is
to be said that SHM system can also be grouped based on the working principle
invoked to sense the damage in the structure. There are in fact a variety of ap-
proaches used to monitor the health of a structure, which can be global or local
in nature[120] but among others, the most common are based on strain[133], [134] or
vibration[120], [135] measurements or on stress wave propagation.[120], [121] Among
the stress wave propagation methods, in particular, acoustic emission (AE) and
Lamb waves based SHM are the most common monitoring system implemented
for composite aerospace plate-like structures.[5], [121] The first one belongs to the
passive inspection group and, as such, it does not require any external energy
supply to interrogate the structure. The transient sound wave that is generated
by the elastic energy released as consequence of crack extension propagates in the
analyzed material long distance in all directions.[121] These acoustic waves are
then captured by appropriate transducers, usually realized by means of piezoelec-
tric media, that convert the mechanical energy possessed by the sound wave into
electrical current or voltage difference variation. The electrical signals generated
by the transducers are then processed for the extraction of features related to
defects propagation.[121] The active counterparts of AE method are referred to
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as Acousto-Ultrasonic (AU) methods. The sound wave is induced in the structure
by using a proper actuating device and it is sensed by transducers in other dif-
ferent locations. Usually piezoelectric materials are used both as sensors and as
actuators in implementing AU wave based SHM transducers network. The main
drawback is represented by the fact that AU waves are difficult to be analyzed
because they do not travel maintaining a simple longitudinal or shearing mode of
propagation, but result in a large number of mixed mode of wave propagation.[121]
A way to overcome such limitations is found in the use of Guided Wave Ultra-
sonics[121] and, in particular, by Lamb waves methods for aeronautical plate-like
structures which present a finite number of propagation modes dependent on the
plate thickness and excitation frequency. The first symmetric and antisymmetric
propagation modes are of particular interest in investigating shell structures for
defects because the first symmetric mode results sensitive to surface crack while
the antisymmetric propagation mode is used for delamination detection in com-
posite as it is sensitive to intralaminar defect.[120] They are used to detect the
defect by measuring the time-of-flight of reflected waves as well as the attenuation
and phase shift of waves encountering damaged area.[136] Moreover, Lamb waves
are capable of propagating over long distance and this fact influences the sensor
network architecture by reducing the number of needed transducers.
It can be concluded that Structural Health Monitoring have emerged in the
last years as a new technological strategy capable of reducing systems down-time
and of preventing potential failures during operations.[1], [121] The problem at
issue is then to be able to detect, locate and assess the extent of damage in a
structure with the aim of knowing its health state and remaining life. Despite
the progress attained in smart structures and data feature extraction, a critical
problem still exist in SHM systems, that is the optimal sensor/actuator location
for reducing the number of the so called SHM errors of type I, i.e. false posi-
tives, or type II, i.e. false negatives.[124] It follows that thorough studies and
characterizations of SHM systems components are mandatory, in particular for
the employed sensing devices. In particular, as already seen, SHM systems for
composite plate structures often take advantages of piezoelectric materials to re-
alize the monitoring network since piezoelectric media convert mechanical energy
into electrical energy and vice-versa, and thus they are used both as sensor or
actuator.[137] In particular, the general methodology for detecting damage in
structures is to extract meaningful features from the measured data in order to
analyze the changes in sensor output due to damage.[123] It is thus important
to obtain an accurate and reliable characterization of the effect of stress field
intensification generated by the crack on the piezoelectric output voltage. Lamb
waves, as already stated, can be used to obtain on-line monitoring of composite
plate structures but it is worth noting that the propagation complexity associ-
ated to their sensitivity to boundary and ambient condition represents a serious
disadvantage and often limits their application to laboratory test.[5], [133] For such
reason strain measurement via piezoelectric strain sensors is here presented as a
reliable monitoring method to passively extract information from structure elastic
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response on its health status. In particular, a composite skin-stiffener configu-
ration which present a delamination between the stiffener’s flange and the skin
is investigated. An array of piezoelectric sensors is assumed to be bonded on
the flange and the effect of advancing flange-skin de-bond on piezoelectric patch
response is studied.
4.2 The Piezoelectric Patch Model
The formulation will be developed for three-dimensional electro-elastic domains
Ω with boundary ∂Ω characterized by flat mid-surface and by constant thick-
ness h with the bottom surface laying in the local x1 − x2 plane. The elastic
state of the body is described in terms of displacements uT =
[
u1 u2 u3
]
,
elastic strains γT =
[
γ11 γ22 γ12 γ13 γ23 γ33
]
and elastic stresses σT =[
σ11 σ22 σ12 σ13 σ23 σ33
]
. The electric state is defined by the electric po-
tential ϕ, the electric field ET =
[
E1 E2 E3
]
and the electric displacement
field DT =
[
D1 D2 D3
]
. The above quantities are involved in the following
relationships
γ = Du, E = −Lϕ (4.1)
DTσ + f = 0, LTD− ρ = 0 (4.2)
The equations Eqs. (4.1) express the strain-displacement relations and the irro-
tational condition of the electric field. On the other hand, Eqs. (4.2) represent
the classical elastic indefinite equilibrium equations and the stationary Maxwell
equation for the electric displacement. In the above equations f is the body forces
vector and ρ is the free electric charge density and both of them are assumed to
be zero in developing the formulation. In the previous equations Eqs. (4.1) and
(4.2) the gradient operator L and the compatibility differential operator D read
as
D =
 ∂/∂x1 0 ∂/∂x2 ∂/∂x3 0 00 ∂/∂x2 ∂/∂x1 0 ∂/∂x3 0
0 0 0 ∂/∂x1 ∂/∂x2 ∂/∂x3
T (4.3)
L =
 ∂/∂x1∂/∂x2
∂/∂x3
 (4.4)
Moreover, the following constitutive equations hold for piezoelectric materials[
σ
D
]
=
[
C eT
e −ε
]
·
[
γ
−E
]
(4.5)
where C is the elasticity matrix, ε is the matrix of dielectric constants, while e
is the matrix of piezoelectric coupling constants. The equations Eqs. (4.1), (4.2)
and (4.5) should be completed by considering the suitable essential and natural
boundary conditions, which can be expressed in the form
u = u¯ on ∂Ωu1, ϕ = ϕ¯ on ∂Ωϕ1
t = t¯ on ∂Ωu2, Dn = D¯n on ∂Ωϕ2
(4.6)
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being ∂Ωu1 and ∂Ωϕ1 some portions of the boundary ∂Ω where displacements and
electric potential distributions are respectively known, ∂Ωu2 is the loaded part of
the boundary and ∂Ωϕ2 the regions where the free charge distribution is assigned.
At this point, by taking into account the Barnett and Lothe’s formalism for
piezoelectrics,[138] the electromechanical relationships involved in the analysis can
be expressed in terms of generalized quantities, namely generalized displacements
U, generalized strains Γ and generalized stresses Σ and, in particular, following
references,[139], [140] such quantities are defined in a way the in-plane and out-of-
plane piezoelectric problems can be formally decoupled in order to write down a
state-space formulation for the piezoelectric problem and, as such, they write
UT =
[
u1 u2 u3 ϕ
]
(4.7)
ΓTp =
[
γ11 γ22 γ12 −E1 −E2
]
(4.8)
ΓTz =
[
γ13 γ23 γ33 −E3
]
(4.9)
ΣTp =
[
σ11 σ22 σ12 D1 D2
]
(4.10)
ΣTz =
[
σ13 σ23 σ33 D3
]
(4.11)
where the subscript p refers to in-plane quantities while z labels out-of-plane
variables. Having this in mind, the piezoelectric constitutive relationships can be
recast as [
Σp
Σz
]
=
[
Rpp Rpz
Rzp Rzz
] [
Γp
Γz
]
(4.12)
being Rij , i, j = p, z, the generalized constitutive matrices evidencing in-plane,
out-of-plane and coupling piezoelectric behaviors. Last the generalized strain-
displacement relationship is written by pointing out the partial derivative terms
with respect to the thickness direction x3 as[
Γp
Γz
]
=
[ Dp
Dz + I ∂∂x3
]
U (4.13)
where the generalized compatibility operators Dp and Dz are opportunely defined
by taking into account Eqs. (4.1), the gradient operators Eqs. (4.3) and (4.4)
and the generalized quantities definitions Eqs. (4.7) - (4.9).
The use of the generalized variables Eqs (4.7) - (4.11) together with the gen-
eralized compatibility operator Eq. (4.13) allow to write piezoelectric problem in
a compact form which resembles the one for purely mechanic problem. Moreover,
following the work of Sheng and Ye[140] and Quing et al[141] a state-space equation
for the piezoelectric problem has been derived in terms of generalized variables
by imposing the stationarity of the hybrid generalized functional
Π =
∫
Ω
ω (Γp,Σz) dΩ−
∫
∂Ω
UT T¯dΓ−
∫
∂Ω
TT
(
U− U¯) dΓ (4.14)
where TT =
[
t1 t2 t3 Dn
]
is the generalized boundary traction vector as-
sociated to displacement U, the overbar depicts assigned quantities while the
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definition of the energy-like function ω (Γp,Σz) can be found in the cited liter-
ature. The stationarity condition for the hybrid functional Eq. (4.14) together
with the application of the divergence theorem leads to the following state-space
equation
d
dx3
[
U
Σz
]
= D12
[
U
Σz
]
(4.15)
where it is seen that the generalized displacement U and the generalized out-
of-plane stress Σz have been chosen as state variables while it is to put in light
that D12 is the differential operator governing the in-plane piezoelectric prob-
lem. In order to couple the piezoelectric patch model with the host structure BE
representation, at least the in-plane relationships of Eq. (4.15) need to written
in a discrete form and it is done by using the finite element method to treat
the in-plane operator D12. Once the in-plane patch behavior has been modeled
numerically, the obtained discrete state-space equation can be integrated ana-
lytically in x3 resulting in a semi-analytical model for the piezoelectric patch.
In particular, the patch area is considered to be divided into a finite number of
elements on each of which the state variablesY are approximated in terms of con-
tinuous quadratic shape functions Ni(x1, x2), see Eq. (1.47), and nodal variables
Y˜(x3) adopted to interface the piezoelectric model with the elastic BE model.
The state-space variables in the elemental local reference frame {ξ, η}, as defined
in Fig.1.5 and Fig.1.6, then write as
Y =
[
U
Σz
]
=
[
N(ξ, η) 0
0 N(ξ, η)
] [
U˜(x3)
Σ˜(x3)
]
= N(ξ, η)Y˜(x3) (4.16)
with N(ξ, η) being a 4 × 32 matrix of shape functions while the tilde symbol ∼
denotes nodal variables in the element reference frame. By using the state vari-
ables representation Eq. (4.16) into the hybrid functional Π Eq. (4.14), varying it
with respect to the nodal variables U˜ and Σ˜z to impose the stationarity condition
and applying the Gauss’ theorem, the discrete form of the state-space equation
for piezoelectric patch is obtained and read as
P
d Y˜(x3)
dx3
= QY˜(x3) (4.17)
where matrices P and Q are defined by the following relationships, respectively,
P =
∫
∂Ω0
N˜
T
(ξ, η)N˜(ξ, η)J(ξ, η)dξdη (4.18)
Q =
∫
∂Ω0
[
Q11 Q12
Q21 Q22
]
J(ξ, η)dξdη (4.19)
(4.20)
with ∂Ω0 being the lower base of the piezoelectric patch element while for the
explicit definition of sub-matrices Qij the interested reader is referred to ref-
erences.[139]–[142] By integrating the state equation Eq. (4.17) along the patch
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thickness direction, the relationships between the state variables at the patch top
and bottom surfaces is obtained via an exponential matrix and read as
Y˜(h) = exp{P−1Qh} Y˜(0) = A(h)Y˜(0) (4.21)
which can be explicitly written as
u˜h
ϕ˜h
σ˜h
D˜h
 =

Auu(h) Auϕ(h) Auσ(h) AuD(h)
Aϕu(h) Aϕϕ(h) Aϕσ(h) AϕD(h)
Aσu(h) Aσϕ(h) Aσσ(h) AσD(h)
ADu(h) ADϕ(h) ADσ(h) ADD(h)


u˜0
ϕ˜0
σ˜0
D˜0
 (4.22)
and along with the proper electro-mechanical boundary conditions constitute
the piezoelectric patch model. In this work, the piezoelectric patch attached
to the host structure will be exclusively considered as sensor device in order to
investigate the electric response to the presence of delamination. Since static
simulations only will be carried out in this section the electro-elastic boundary
conditions are chosen in such a way to model a piezoelectric sensor perfectly
bonded to the delaminated composite structure and electrically connected to a
perfect voltmeter. Strictly speaking, this last condition is modeled by choosing
an open-circuit electric arrangement for the piezoelectric transducer, that means
to impose that the total electric charge Q accumulated on the patch top surface
electrode ∂Ωh is zero and write as
Q =
∫
∂Ωh
D3d∂Ω = 0. (4.23)
The use of the approximated representation Eq. (4.16) for the electric displace-
ment component normal to the patch top surface D3 provides us with the follow-
ing numerical boundary condition
Q =
∫
∂Ωh
Ns(ξ, η)J(ξ, η)D˜h dξdη = bT D˜h = 0 (4.24)
where Ns is a row vector that collects the eight shape functions Eq. (1.47).
Along with the open circuit condition, the presence of the electrodes on the patch
top and bottom surfaces imposes the modeling of the equipotentiality condition.
Without lack of generality, it is here chosen to enforce the electric potential nodal
values at the bottom surface of the patch to zero, ϕ˜0 = 0, while the equipoten-
tiality on the top surface is modeled by imposing that the electric potential at
seven out of eight nodal points per element, say from node 2 to 8, equal the elec-
tric potential at the remaining independent node, the node 1 in this case. This
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condition can be written in matrix form as
Bϕ˜h =

−1 1 0 · · · 0
−1 0 1
−1 1
−1 ... 1 ...
−1 1
−1 1 0
−1 0 · · · 0 1


ϕ˜1h
ϕ˜2h
...
ϕ˜8h

= 0 (4.25)
Eq. (4.25) together with the condition ϕ˜0 = 0 and with Eq. (4.24), that for a
rectangular patch particularizes as
bTD˜h =
[ −13 43 −13 43 −13 43 −13 43 ]

D˜1h
D˜2h
...
D˜8h
 = 0, (4.26)
represent the implemented electrical boundary conditions, whose application to
the system of algebraic equations Eq. (4.22) leads to[
BAϕu
bTADu
]
u˜0 +
[
BAϕσ
bTADσ
]
σ˜0 +
[
BAϕD
bTADD
]
D˜0 = 0 (4.27)
The relationships in Eq. (4.27) allows to express the electric displacement com-
ponent normal to the patch lower face in terms of mechanical variables only and
thus to condense the system of equations Eq. (4.22) as[
ϕ˜h
σ˜h
]
=
[
A¯ϕu A¯ϕσ
A¯σu A¯σσ
] [
u˜0
σ˜0
]
(4.28)
For instance, the condensed matrix Aϕu is defined as follows
A¯ϕu = Aϕu −AϕD
[
BAϕD
bTADD
]−1 [ BAϕu
bTADu
]
(4.29)
In order to close the problem the mechanical boundary conditions are to be
imposed. In particular, the top surface of the patch is considered free of traction,
i.e. σ˜h =0, and the continuity of displacements and equilibrium of tractions
between the patch and the host structure are imposed at the patch bottom surface
since it represents a perfectly bonded interface. From the traction free conditions
it follows that both the electric potential at the higher electrodes and the stress
components at the patch lower base can be written in terms of u˜0 as
σ˜0 = −A¯−1σσA¯σuu˜0 (4.30)
ϕ˜h =
(
A¯ϕu − A¯ϕσA¯−1σσA¯σu
)
u˜0 (4.31)
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Now, in order to model the bonding of the patch to the host structure, previ-
ous equation Eq. (4.30) is rewritten in terms of traction values through classical
Cauchy’s relationships and is expressed in the reference system used for the host
structure by using a rotation matrix R which allows to express the elemental
displacement vector u0 in the global reference system as u0 = Ru˜0, and the
traction vector in the same fashion giving
t0= R−1A¯−1σσA¯σuRu˜0= Ψu0 (4.32)
By following the partition of the linear algebraic system Eq. (1.38) proposed
in the section §.1.4.2 for dealing with BEM representation of non-homogenous
solids via its multi-domain implementation, let us introduce a new partition of
the BEM nodal variables vectors, u and t, belonging to the external boundary of
each BEM sub-region, since in this work piezoelectric patch are considered to be
bonded only on the external surface of the damaged structure. Let us consider
that Nk piezoelectric patch elements belong to the external boundary of the sub-
region Ωk, see Fig.4.1 where the interface between the nk − th patch and the
region Ωk is labeled as ∂Ω
nk
0 ,
Ω
Ω
Ω
∂Ω
∂Ω
∂Ω
∂Ω
∂Ω
∂Ω
jn
0∂Ω 
kn
0∂Ω 
Figure 4.1: Multi-Domain configuration with bonded patch.
and let us introduce a partition of the generic vector z(k)∂Ωkk , representing vari-
ables pertaining the boundary ∂Ωkk, such that this generic vector can be written
as
z(k) =
[
z(k,0)∂Ωkk z
(k,1)
∂Ωkk
· · · z(k,nk)∂Ωkk · · · z
(k,Nk)
∂Ωkk
]T
(4.33)
where z(k,1)∂Ωkk collects variables belonging to external boundary ∂Ωkk where no
patch are attached, while z(k,nk)∂Ωkk is representative of boundary variables where the
nk−th piezoelectric patch is considered bonded. By using the proposed partition,
having in mind that if no piezoelectric patches are attached on a domain, say
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Ωii, thus z
(i,ni)
∂Ωii
are zero order vectors, the continuity and equilibrium condition
between piezoelectric sensors and the host structure write as
u(k,nk)∂Ωkk = u
nk
∂Ω0
t(k,nk)∂Ωkk = −t
nk
∂Ω0
{
k = 1, ...,K
nk = 1, ..., Nk
(4.34)
The equations Eqs. (1.38) in conjunction with the interface continuity conditions
Eqs. (1.40) and with the boundary conditions on the external boundaries ∂Ωii and
along with Eqs. (4.34) and the patch model traction representation Eq. (4.32),
allow to write the resulting system of algebraic equations, that, in a particular
case where only two sub-regions are modeled and just one piezoelectric patch is
present on the first sub-domain boundary, write as
[
A(1,0)∂Ω11 G
(1,1)
∂Ω11
Ψ(1,1)∂Ω11 H
(1)
∂Ω12
−G(1)∂Ω12 0
0 0 −H(2)∂Ω12 −G
(2)
∂Ω12
A(2)∂Ω22
]

x(1,0)∂Ω11
u(1,1)∂Ω11
u(1)∂Ω12
t(1)∂Ω12
x(2)∂Ω22
 =
[
y(1)∂Ω11
y(2)∂Ω22
]
(4.35)
where the same notation has been used for the piezoelectric traction-displacement
matrix Ψ of Eq. (4.32). Once the boundary element problem Eq. (4.36) is solved,
the displacement field on the boundaries can be used to compute the electric
potential induced in each piezoelectric patch by using Eq. (4.31) and the elemental
rotation matrix R.
4.2.1 Validation Analysis
In this section a two-layer plate with a square piezoelectric sensor is presented
and analyzed by using the proposed approach and results are compared with
data obtained by using a commercial FEM code for piezoelectric structure with
the aim of validating the semi-analytical piezoelectric sensor model. The plate is
50mm width and 50mm large and the thickness is t = 2mm for both the layers.
The plate is assumed to be clamped at x = 0 and loaded on the opposite face
by σxx = 1MPa. The piezoelectric patch is 1mm thick and its length is 10mm.
Three distinct lamination sequences are considered, namely 0/0, 0/45 and 0/90,
and the piezoelectric patch is located on the top surface as shown in Fig.4.2, where
the adopted BEM mesh is also reported. Material properties for the piezoelectric
patch and the layers are reported in Tab.4.1 and Tab.4.2, respectively. In Fig.4.3
a sketch of the mesh used for FEM calculations is shown.
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Figure 4.2: BEM model used for the validation of the piezoelectric patch.
C11 = 139 C22 = 139 E33 = 115
C12 = 77.8 C13 = 74.3 C23 = 74.3
C44 = 25.6 C55 = 25.6 C66 = 30.6
e31 = −5.2 e32 = −5.2 e33 = 15.1
e24 = 12.7 e15 = 12.7
ε11 = 13.06 ε22 = 13.06 ε33 = 11.51
Cij are in GPa, εij measured in nF/m while eij are in C/m
2
Table 4.1: PZT4[143] material constants.
E11 = 134 E22 = 13 E33 = 13
µ12 = 6.4 µ13 = 6.4 µ23 = 4.8
ν12 = 0.34 ν13 = 0.34 ν23 = 0.35
Young’s and shear moduli are expressed in GPa
Table 4.2: Graphite-epoxy[117] constants.
Results computed in terms of sensor voltage are reported in Tab.4.3 and a
maximum discrepancy of ≈ 2.3% is found showing good accordance between the
models.
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Figure 4.3: FEM model used for the validation of the piezoelectric patch.
V0/0 [V ] V0/45 [V ] V0/90 [V ]
Present 2.917 12.109 14.919
FEM 2.897 11.919 14.584
Table 4.3: Comparison between FEM and proposed output sensor models.
4.3 Piezoelectric Sensing of Skin-Flange Delamination
Aeronautical stiffened panels built up using fiber-reinforced composite materials
are usually realized by cocuring the skin and the stiffeners or by bonding precured
stringers to the skin.[144] The applied loads can engender the debonding of the
skin-stiffener assembly causing their separation and thus the structure to fail, as
skin-stiffener debonding represents a critical failure mode for composite stiffened
panels.[145] Fracture mechanics analyses allow to compute the fracture parame-
ters, in terms of SIFs or ERR, of a damaged composite stiffened panel and thus
allow to assess its service life, providing information for a safe design. However,
the increasing demand of lighter and high-performance composite structural ele-
ment implies that the structural component is required to be able to withstand
a higher stress level and this asks for more frequent inspection cycles, which let
the maintenance cost rise. This fact, along with the barely visible nature of
delaminations, implies that some kind of SHM system implementation becomes
mandatory in order to increase the safety of the composite stiffened panel.
In this section a simple drop-ply configuration representative of stiffener’s
flange-skin debonding,[87], [144], [145] that can also be seen as the local stage of a
more general global/local stress analysis,[146], [147] is studied. The internal pres-
sure load or the deformations associated with the post buckling behavior of a
stiffened panel can lead to severe bending and shear loads on the skin near the
flange termination line. These loads may induce large peel and shear stresses
at the interface between the stiffener flange and the skin which are sufficient
to cause stiffener debonding from the skin.[148] The drop-ply structure is then
considered to be monitored by an array of piezoelectric strain sensor patches per-
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Figure 4.4: Flange-skin delaminated assembly.
fectly bonded on the stringer’s flange with the aim of studying their sensitivity to
the delamination presence. The study and characterization of flange-skin assem-
bly is in fact fundamental in understanding skin-stiffener debonding because the
delamination that initiates at the tip of the flange in the simple laboratory size
flange-skin coupon specimens is identical to the failure observed in the full-scale
panels.[149] First, unidirectional flange-skin configuration without piezoelectric
patches is analyzed in order to carry out convergence analyses and compare re-
sults with the ones found in literature.[144] Then, a piezoelectric patch array is
assumed to be attached to the top surface of the flange and the influence of dis-
tinct lay-up configurations for several delamination length on the sensors output
is investigated.
In Fig.4.4 the analyzed flange-skin configurations is reported highlighting the
characteristic dimensions. In particular, the thickness of both the flange and the
skin are assumed to be equal t1 = t2 = 0.09 in, the length of the skin portion is
L1 = 2 in while L2 = 0.6, the structure width is L3 = 1 in while the through the
width delamination has length a = 0.4 in. The flange is assumed to undergo a
shearing load q = 60 lb/in applied on the face at x = L1 while both the flange
and the skin are clamped at x = 0 and have the displacement component along
the y − axis direction prescribed to zero at y = 0. In accordance with the
model proposed in reference,[144] both the flange and the skin are assumed to be
realized with 18 unidirectional plies of high strength graphite/epoxy stacked in
such a way the fiber direction lies along the x−axis. For the sake of completeness
material properties are reported in Tab.4.4 where Eij and µij (i, j = 1, 2, 3) are
Young’s moduli and shear moduli, respectively, νij the Poisson’s ratio while the
subscripts 1 refers to the fiber direction. In what follows, this flange and skin
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layup arrangements will be referred to as Configuration 1.
E11 = 19.5 E22 = 1.48 E33 = 1.48
µ12 = 0.8 µ13 = 0.8 µ23 = 0.497
ν12 = 0.3 ν13 = 0.3 ν23 = 0.49
Young’s and shear moduli are expressed in 106 psi
Table 4.4: Graphite-epoxy[144] constants.
The mesh constructed for implementing the numerical model is symmetric at
the crack front and three different numerical models were realized for convergence
study purpose. The models are characterized by different size ∆ of the BE next
to the delamination front, which are reported in normalized units with respect
to both the layer thickness h and the delamination length a in Tab.4.5. Results,
given in terms of total ERR and its components, are compared with 3D FEM
data recovered in literature[144] for debond front element size ∆/a = 0.05 and
good accordance is found by using a BE crack mesh ∆/a = 0.1237 coarser than
the FE one.
3DBEM 3DFEM
∆/h 2.22 1.11 0.55 0.22
∆/a 0.4995 0.2497 0.1237 0.05
G [lb/in] 1.453 1.578 1.604 1.62
GI [lb/in] 0.892 0.966 0.982 1.003
GII [lb/in] 0.606 0.619 0.621 0.617
Table 4.5: Convergence analysis of flange-skin BEM model.
The distributions of the total (Eqs.2.14) and fracture mode associated energy
release rate (Eqs.2.13) are shown in Fig.4.5. It appears that the total ERR G
is almost constant along the delamination front and it drops approaching the
free-edge. From Fig.4.5 it also emerges that this trend is governed by opening
fracture mode ERR GI since the sliding quote GII is nearly constant and it
slightly increases next to the free-edge at y/L3 = 1. The same behavior of ERR
components are also found by carrying out 3D FEM analyses,[144] evidencing the
effectiveness of the proposed three-dimensional multidomain BEM approach.
Once the elastic model of the flange-skin delaminated case has been set and
validated, three piezoelectric patches are assumed to be perfectly bonded on
the top surface of the flange in order to assess their sensitiveness to the damage
extent. Each piezoelectric patch covers 1 cm2 area and is considered to be realized
with PZT4 piezoelectric material, whose constitutive coefficients are reported in
Tab.4.1. In what follows the piezoelectric patch, and associated quantities, closest
to the clamped end will be referred to using subscript 1, while the subscript 3 will
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Figure 4.5: Distribution of ERR along the delamination front
be adopted for the patch which is bonded next to the free end of the flange, the
subscript 2 labels the remaining one, as depicted in Fig.4.6 where the BE mesh
used for analyses is also shown and BEs carrying piezoelectric patch are put in
evidence.
By observing that stiffeners prevalently carry axial loads while transverse
loads apply to the skin, it can be inferred that when a delamination between the
skin and the bonded stringer occurs, the strain induced in the foot of stiffener
by the skin deformation is lost and, as a consequence, a severe change in the
piezoelectric sensor voltage output is expected by virtue of the direct piezoelectric
effect.[125] A damage index is thus defined as the difference, referred to the
undamaged electric response, between the voltage output of the health structure,
namely V0, and the voltage output Vd of the delaminated one as
I = 1− Vd
V0
(4.36)
It is worth noting that the presence of stress fields generated by in-plane loads,
such as shearing or normal loads, influences the response of the sensor in such a
way it can be assumed to be negligible if the transverse loading q is predominant
but if the in-plane loads are large with respect to the transverse ones then, by
invoking the linear superposition property, the effect of each load case on the
sensor response in terms of damage index must be evaluated.
The response of the three piezoelectric patches are reported in Fig.4.7 in terms
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Figure 4.6: BE mesh of the flange-skin test and sensor patches location
of damage index I for six delamination lengths, represented in the figure by a red
solid line extending from the abscissa x = 1.4 in where the free edge of the flange
is. It stems that the damage index of each sensor is nearly zero when the flange
skin bonding is intact. As the delamination front approaches the patch, however,
the response of the sensor above the crack tip suddenly changes in such a way the
associated damage index tends to unity. It follows that when no delaminations
are present, all the sensors show a damage index that is almost zero. However,
immediately after the onset of a damage, the piezoelectric based strain sensing
SHM, triggered by the sensor damage index level which raise to unity, see Fig.4.6,
is able to provide information about the presence of defect maintaining a high
level of situation awareness.
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Figure 4.7: Damage Index for the Configuration 1 of the flange skin assembly
Two other flange and skin different stacking sequences are considered to as-
sess the strain sensing SHM system capability of detecting delamination occur-
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rence despite of materials properties. For such analysis the cross-ply configura-
tions suggested in reference[145] are selected. In particular, it will be referred to
as Configuration 2 the structure realized with [018] skin and a [09/909] flange
with stiffeners debonding at the 0/90 interface, while, Configuration3 presents
a [09/909] cross-ply sequence for both the flange and the skin layup. Results in
terms of damage index are reported in Fig.4.8 and Fig.4.9 for the second and
third stacking sequence configuration, respectively.
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Figure 4.8: Damage Index for the Configuration 2 of the flange skin assembly
It appears that the damage index for both the configurations 2 and 3 tends to
increase more slowly than in first case as emerges by results in Fig.4.8 and Fig.4.9
when the delamination length is about half the flange length. This effect appears
more evident in the last case suggesting a possible influence of the increasing
stiffness in the width direction, normal to that of the transverse load induced
bending stress. However, as stiffness in the x direction decreases the damage
index tends to increase above the unity as the delamination extends involving
the most of the skin stiffener bonding area.
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Figure 4.9: Damage Index for the Configuration 3 of the flange skin assembly
4.4 Dynamic Strain Sensing of Delamination using Piezo-
electric Array
The main issue of the SHM system is represented by the detection, location and
assessment of the extent of a damage in such a way the health state and the
remaining life of a structure can be estimated. The general methodology for de-
tecting damage in structures is to extract meaningful features from the measured
data in order to analyze the changes in sensor output due to damage. It is thus
important to obtain an accurate and reliable characterization of the effects on
the piezoelectric output voltage not only of the stress field intensification gener-
ated by the crack but also of other parameters such as inertia forces. In order to
assess the effectiveness of the strain based SHM approach proposed in the pre-
vious subsection § 4.3 for composite skin-stiffeners debonding, dynamic analyses
are carried out with the aim of estimating the effects of structure vibration on
the response of piezoelectric sensors. A boundary element approach based on the
Dual Reciprocity BEM[150] is used to model and analyze the transient response
of a piezoelectric patch bonded on a delaminated flange-skin structure. The BE
model is written for the piezoelectric problem employing generalized variables[36]
and takes advantage of the multidomain boundary element technique to address
non-homogeneous and cracked configuration. A total load trial and error pro-
cedure[151] in conjunction with a modified spring model[152] approach allows for
treating contact condition avoiding delamination surfaces overlap during tran-
sient behavior. The details of the dynamic formulation, here omitted for the sake
of conciseness, are reported in more extent in the Appendix A to this thesis. A
drop-ply delaminated structure previously employed by Beuth[55] and Narayan et
al.[87] to represent a bi-dimensional simplification of the adhesive joints between
composite aircraft fuselage skins and stiffeners is selected to investigate the influ-
ences of transient loads on piezoelectric voltage output in term of damage index.
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Figure 4.10: Flange-skin configuration
E11 = 134 E22 = 10.2 E33 = 10.2
µ12 = 5.2 µ13 = 5.2 µ23 = 3.43
ν12 = 0.3 ν13 = 0.3 ν23 = 0.3
Young’s and shear moduli are expressed in GPa
Table 4.6: Graphite-epoxy[87] constants.
The analyzed configuration is depicted in Fig.4.10 and consists of 0◦ and 90◦
graphite-epoxy plies while PZT4 material is used to arrange the sensing device.
The material constants of the unidirectional ply[87] are listed in Tab.4.6 while the
properties of piezoelectric material[143] are reported in Tab.4.1
The skin is realized with unidirectional graphite-epoxy plies for a total thick-
ness h1 = 5.08mm while its length is L1 = 50.8mm. The stringer’s foot length is
L2 = 35.6mm, the thickness of the 90◦ plies group is h2 = 3.18mm and the thick-
ness of the 0◦ plies group is h3 = 1.9mm. A delamination of length a = 10.2mm
is assumed to occur at the skin-flange 0/90 interfaces . The drop-ply assembly
deforms under plane strain conditions and it is clamped at the flange root. The
structure undergoes a transverse shear load per unit length F = 21 kN/m acting
on the free-edge of the skin that is modeled as a step load for dynamic analyses
purpose. A piezoelectric transducer of thickness h4 = 1.5mm is perfectly bonded
on the flange but the clamped conditions of the flange-skin assembly does not
apply to the piezoelectric patch. To realize gridding electrodes configuration,
both the top and bottom surfaces of the piezoelectric patch are supposed to be
metallized with a pattern of electrode strips of length LE = 2mm separated by
uniform gaps in such a way the distance between the midpoints of two consecutive
electrodes is dE = 3mm. Each couple of electrodes constitutes a probe of local
strain and will be referred to as the i− th sensor Ei being the first the one closest
to the flange root (d = 5.6mm) for a total of ten sensors. The piezoelectric sensor
Ei is modeled as a time varying charge source[127] Q(t) with a shunt capacitor Cp
and a resistor Rp connected to a charge amplifier, see Fig.4.11, in such a way the
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Figure 4.11: Piezoelectric sensor circuitry.
output voltage V (t) at the time instant t can be written as[126]
V (t) = G
dQ(t)
dt
(4.37)
being G the charge amplifier constant gain that relates the voltage output to the
electrical current dQ/dt, while the piezoelectric generated charge is computed as
the integral on the electrodes surface of the electric displacement normal compo-
nent Dn
Q(t) =
∫
LE
Dn(t)dx (4.38)
The charge amplifier constant gain G can be appropriately selected to modify
the piezoelectric frequency behavior[125] in such a way to let the output voltage
V be proportional to the strain rate or to the strain of the piezoelectric itself.
For this reason, only the charge time rate will be reported and analyzed in the
following studies. The mesh of the model is constructed in such a way the size
of the boundary elements across the crack tip is ∆/a = 0.05 and its effectiveness
is assessed by comparing the fracture mechanics parameters computed via the
BEM approach with the ones reported in literature[87] obtained by means of
finite element analysis. In particular, in order to compute the total strain energy
release rate and the associated phase angle, the MCCI for straight linear boundary
element is implemented following the work of Maiti et al.[153] and the phase angle
Ψ is computed under the assumption of ε ∼= 0. Results are reported in Tab.
showing good agreement between the present and the FEM analyses.
G[Pam] Ψ[deg]
BEM 143 22
FEM[87] 142 25
Table 4.7: Comparison of fracture mechanics parameters constants.
The dynamic response of the vertical displacements of the point where the
load F acts is firstly computed and compared to that obtained through a finite
element analysis and good agreement is found as evidenced by Fig.4.12. The
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Figure 4.12: BE and FE vertical displacement time history
electric current time response of electrode E1 and E6 are shown in Fig.4.13 for
undamaged and delaminated flange skin configurations. The presence of the
delamination is only evidenced, in the time domain, by a change in the natural
frequency of oscillation of the structures, as the crack induces an overall stiffness
reduction.
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Figure 4.13: Electrical current generated by the first (a) and sixth (b) sensors
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It is here stressed that the time response of all the electrodes are analogues
to the ones shown in Fig.4.13 and thus no information on crack location are
straightforwardly available from the time responses of the electrodes. However,
from the piezoelectric constitutive relationships it stems that the free charge Dn
is proportional to the local strain. It is then expected that the crack causes a local
strain change with respect to the undamaged case that originates from the stress
field intensification near the crack tip or it is simply due to a local discontinuity
in the beam deformation caused by the debonding.
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Figure 4.14: Top surface free charge distribution
By observing the electric displacement Dn distribution along the piezoelectric
patch top surface, as reported in Fig.4.14 for two distinct delamination length in
comparison with the undamaged configuration, the influences of strain variation
induced by the delamination is found and, thus, it is inferred that analogue
information can be extrapolated form electrical current time response of each
sensors. A damage index ID is then defined in order to catch the delamination
influence on the piezoelectric generated charge along the beam length. More
particularly, the damage index for each electrode is defined as
IEiD =
QEiD −QEiU
QEiU
(4.39)
where QEiU is representative of the charge generated at the electrode Ei when the
structure is undamaged and it is computed as the integral over half the natural
period of the current steady-state signal, evidenced in Fig.4.15 by the dotted area.
On the other hand, QEiD is the charge generated at the same electrode when the
skin-stiffener debond occurs and is represented in Fig.4.15 by the hatched area.
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Figure 4.15: Definition of charge generated by the sensor Ei for computing ID
Five delamination length are analyzed, namely a = {2.55, 10.2, 15.3, 20.4,
25.5} mm. The damage indices at each electrodes are computed for every de-
lamination front positions and are reported in Fig.4.16, where the delamination
extension is graphically evidenced by the red line that stems from the right side
of the plot representing the flange free edge.
It is worth noting that the damage index ID always shows a maximum at
the sensor Ei that is closest to the delamination front, moreover the value of the
damage index appears to increase as the delamination extends. It follows that
the through the length distribution of the proposed damage index allows to locate
the crack front and also gives information about the delamination length.
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Figure 4.16: Dynamic Damage Index for the delaminated flange skin structure
In contrast with the the damage index defined I in the previous subsection
using static analyses, the present results put in evidence that the inertia effect of
the flange, introduced by the step load F , lowers the values of the index ID that
never reaches the unity. However it can be concluded that the SHM strain based
approach still stands as effective. It is apparent in fact that as the delamination
propagates the damage indices of the sensors tend to increase and its distribution
along the flange length always shows a maximum at the electrodes that are closest
to the crack front.
Conclusions and Future Work
The main objective of this work was to develop of a numerical schemes capable
of analyzing three-dimensional anisotropic and laminated aeronautical structures
in presence of interface cracks and that were also able to deal with multi-field
electromechanical coupling in order to model piezoelectric sensors attached to
the host structure and give insight into the way a structural health monitoring
system, based on piezoelectric strain sensing technology, responds to the damage
induced strain fields modifications.
The 3D anisotropic elasticity problem has been solved numerically by develop-
ing a boundary element scheme for three-dimensional non-homogeneous solids. In
particular, the elastic behavior of composite layers has been taken into account by
implementing the 3D anisotropic fundamental solution associated to the Navier’s
equation of equilibrium for infinite domain undergoing a point-wise infinite load.
On the other hand, in order to model general laminating configurations, the classi-
cal displacement BEM equations have been implemented by taking full advantage
of the BEM Multi-Domain technique. It has been obtained by writing single do-
main BEM representations for each ply or ply-group and by implementing the
adequate set of continuity and equilibrium conditions at internal boundary in
such a way to ensure continuity of the analyzed stacking sequence. The modeling
of interface cracks has been accomplished by opportunely modifying the multi
domain BEM implementation allowing for a solution in terms of stress and rel-
ative crack faces displacements along the three-dimensional delamination front.
In order to characterize the fracture mechanics behavior of delaminated compos-
ite structures the modified, or virtual, implementation of Irwin’s crack closure
integrals has been used. The total strain energy release rate and phase angles
characterizing the sliding and tearing modes of fracture presence with respect the
Mode I have been computed along the 3D crack front. It was proved that the
use of the modified crack closure integral technique in conjunction with boundary
element problem representation leads to a numerical energy release rate definition
which is not explicitly dependent upon the crack front mesh, because of its defi-
nition in terms of nodal tractions in contrast to FEM based virtual crack closure
computations. However it was also seen the fracture parameters estimation still
depends on the delamination front mesh size because the oscillatory singular be-
havior of stress and strain fields close to the crack front influences the numerical
solution. A way to cope with this has been suggested in the case of delamination
occurring at fiber-reinforced laminate interfaces when bi-material mismatch is in-
troduced by ply orientation only. In order to model piezoelectric patch bonded
on the damaged structure, a semi-analytical finite element model based on state-
space equation has been selected in literature and rewritten for modeling a sensor
device and the link with the host structure BEM discretization. Starting from an
hybrid functional, the piezoelectric patch governing equations have been written
in such a way to decouple the in-plane and the out-of-plane behavior, modeling
the first by virtue of FEM and the second in light of state space formulation.
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The condition of open circuit was then implemented for each piezoelectric patch
taking into account the presence of metallic electrodes on piezoelectric patch top
surface while bottom surface was assumed to be grounded and perfectly bonded
to the host structure.
Convergence and validation analyses were carried out with the aim of assessing
the effectiveness and soundness of the proposed numerical approach for 3D stud-
ies of delaminated composite and characterization of electromechanical coupling
between piezoelectric patches and composite substrates. A three-dimensional
drop-ply configuration representative of the common sub-model used for study-
ing the initial stages of skin-stiffener debonding was also modeled and analyzed.
Different stacking sequences for the skin and the flange of the stiffeners has been
modeled and a piezoelectric strain sensors array has been assumed to be bonded
on the stringer foot to investigate piezoelectric sensitiveness to the flange-skin
debond.
A damage index has also been proposed as a way to look at the electrical
outputs of the sensors and it has numerically revealed as a good parameters
for an ad-hoc flange-skin structural health monitoring system based on strain
measurements for locating and estimating the extent of flange-skin delaminations.
The work developed in this thesis suggests further investigation about many
research topics. First, the implementation of the dual BEM for modeling the crack
in single homogeneous domain should be considered as it would allow to study
the interactions between delaminations and intra-laminar cracks as well as the
kinking crack cases. The implementation of non-linear cohesive interface model
can be looked at as another way to improve the proposed numerical approach in
what it will constitute a way of avoiding crack surfaces overlapping and dealing
with onset and delamination growth analysis. Finally, the generalization to 3D
dynamic delaminated composite structures problem along with the integration of
dynamic models for both piezoelectric sensor and actuator devices would give a
complete numerical tool for the analysis of piezoelectric based structural health
monitoring systems.

Appendix

Appendix A
Dual Reciprocity BEM for piezoelectrics
In this appendix the boundary integral formulation developed to analyze the
transient behavior of the piezoelectric strain based SHM system proposed for
delaminated skin-stiffeners structure is reported.
A.1 Boundary Integral Representation
The formulation is developed for two-dimensional anisotropic piezoelectric do-
main Ω, bounded by the contour ∂Ω in the x1x2 plane, under the assumption of
generalized plain strain elasticity and in-plane electrostatic. The problem is writ-
ten in terms of generalized displacements U = [u1 u2 u3 ϕ]T , that are mechanical
displacements and electric potential, and generalized tractions T = [t1 t2 t3Dn]T ,
that are mechanical tractions and the normal component of the electric displace-
ment.[36] By using four independent fundamental solutions,[36] the mechanical
displacements and the electric potential at point P0 can be expressed in terms of
the generalized displacements and tractions on the boundary of the body starting
from the boundary integral representation for piezoelectricity that is derived by
extending the reciprocity theorem to the electroelastic problem. In matrix form,
the boundary integral representation reads as
c∗U(P0) +
∫
∂Ω
(T∗U−U∗T)d∂Ω =
∫
Ω
U∗FdΩ (A.1)
where the U∗ and T∗ are the displacement and traction kernel fundamental so-
lutions whose definition, among with the one of the free term c∗, are reported in
reference.[36]
Having assumed that the electric field is quasi-static, the nonvanishing gen-
eralized body forces components are given by the inertial forces only. Therefore,
denoting by ρ the product of the material density by the 4× 4 identity matrix in
which the last diagonal term is replaced by zero, the generalized body forces are
written as
F =− ρU¨ (A.2)
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where the over dot indicates time derivatives. The integral in the right hand side
of Eq. (A.1) along with Eq. (A.2) represents the inertial term which contains the
unknown acceleration U¨ inside the domain. The domain integral is transformed
to boundary integral and computed by using the dual reciprocity technique.[154]
The generalized displacement components are approximated as the sum of spatial
functions F multiplied by time-dependent unknown functions α and, thus, the
acceleration vector is written as U¨ = F α¨. The spatial functions F are supposed
to satisfy a Navier-type equation
DTRDG + F= 0 (A.3)
in such a way that the domain integral related to the inertial terms in Eq. (A.1)
can be transformed to boundary integral by applying the reciprocity theorem. In
particular, Eq. (A.2) along with Eqs. (A.3) lead to∫
Ω
U∗FdΩ =
∫
Ω
U∗ρDTRDGdΩ α¨ (A.4)
and by using the kernel fundamental solutions U∗ and T∗ the boundary repre-
sentation is obtained∫
Ω
U∗FdΩ = c∗G (P0) +
∫
∂Ω
(T∗G −U∗H) d∂Ω ρα¨ (A.5)
where H are the boundary tractions associated to the auxiliary displacements G.
The boundary integral representation Eq. (A.1) is then used to write the
boundary integral equations by using a suitable limiting procedure.[26]
A.2 Numerical Model
The boundary integral equations are numerically implemented by using the Bound-
ary Element Method[26] and the Dual Reciprocity technique[154] which lead to the
following equations of motion
Mδ¨ +Hδ = GP (A.6)
where δ and P are the vectors of the generalized displacements and boundary
tractions nodal values, respectively, while M is the mass matrix and H and G
are influences matrices computed by integrating the kernel fundamental solutions
weighted by the shape functions Ni, linear in this implementation, employed to
express the generalized displacements and tractions on the boundary in term of
nodal quantities.
Since the inhomogeneous partial differential equations for the static electroe-
lasticity Eq. (A.3) are quite difficult to solve due the inherent anisotropy of such
materials, following the works of Dziatkiewicz and Fidelinski[155] and Ko¨gl and
Gaul,[156] it is assumed that the auxiliary function G is a-priori assigned. A typical
selection for the auxiliary function is given by the third order radial basis func-
tions depending on the distance between collocation and integration points.[157]
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If the auxiliary displacement function G and the associated boundary tractions
H are written in terms of their nodal values γ and η, respectively, by means of
the same shape functions Ni used to express the generalized displacements and
tractions on the boundary, Eq. (A.5) becomes∫
Ω
U∗FdΩ = ρ (Hγ −Gη) α¨ (A.7)
and the unknown time constants α¨ are then expressed in terms of the nodal
accelerations vector δ¨ as
α¨ = F¯−1∆¨ (A.8)
where F is a matrix obtained by collocationg the spatial function F at the bound-
ary nodes. Eventually, by substituting Eq. (A.8) into Eq. (A.7) the expression of
the mass matrix M involved in the BEM equations of motion for electro-elastic
domains Eq. (A.6) is written
M = ρ (Hγ −Gη) F¯−1. (A.9)
To model piezoelectric laminated and/or damaged configurations, the mul-
tidomain approach[26] is implemented by writing the equation of motion for each
homogeneous sub-region k
M(k)δ¨(k) +H(k)δ(k)= G(k)P(k) (A.10)
The equations of motion of each subregion are numerically integrated by using
the Houbolt’s scheme[158] which allows to approximate the acceleration term at
time t+∆t as
δ¨
(k)
t+∆t=
1
∆t2
(
2δ(k)t+∆t − 5δ(k)t + 4δ(k)t−∆t − δ(k)t−2∆t
)
(A.11)
where the subscript denotes the time at which the vector is evaluated and ∆t is
the time step employed in the integration scheme.
By substituting the acceleration approximation Eq. (A.11) into the equations
of motion of the k − th subregion Eq. (A.10), the following system of algebraic
equations is obtained for the solution at time t+∆t
H¯(k)δ(k)t+∆t = G
(k)P(k)t+∆t + h¯
(k) (A.12)
Where δt+∆t and Pt+∆t represent the displacements and tractions at the instant
t+∆t, the term h(k) takes into account inertial effects related to the displacement
history and is defined as
h¯(k)=
M(k)
∆t2
(
5δ(k)t − 4δ(k)t−∆t + δ(k)t−2∆t
)
(A.13)
while the influence matrix H(k) depends on the integration time step ∆t as
H¯(k)= H(k) +
2
∆t2
M(k) (A.14)
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The compatibility and equilibrium conditions along all the sub-region inter-
faces are then applied in such a way to ensure the continuity of the structure
and to avoid the crack surfaces overlap. This last point is achieved by enriching
the multidomain technique with a spring model[152] based iterative procedure.
In particular, the global system of equations representing the overall assembled
structure is obtained by applying the following continuity conditions along all the
sub-regions interfaces
δ
(i)
∂Ωij
− δ(j)∂Ωij = ∆δij i = 1, ..., N − 1
P(i)∂Ωij = −P
(j)
∂Ωij
j = i+ 1, ..., N
(A.15)
where a total of N subregion are assumed to be modeled and the subscript t+∆t
is omitted for the sake of clarity. The model allows to consider relative displace-
ments ∆δij between the bi-material contiguous surfaces whose components in
normal and tangential directions can be directly linked to the associated inter-
face tractions, PN and PT , by means of the compliance constants, kN and kT , as
∆δN = kNPN
∆δT = kTPT
(A.16)
The crack is then modeled as a zero thickness elastic layer by considering the
compliance coefficients kN and kT as penalty factors,[159] whose values character-
ize the opening or the contact conditions that the crack surfaces can experience.
More particularly, the first condition implies no peel and shear tractions at the in-
terface, corresponding to an elastic interface characterized by zero stiffness along
both the normal and tangential directions. On the contrary, the frictionless con-
tact involves no interpenetration between the crack surfaces, condition that can
be achieved through an infinite stiffness elastic interface. By using a total load
trial and error approach, the penalty factors are incrementally modified according
to the compatibility and equilibrium conditions characterizing both the opening
and the contact behaviors of the crack. For more details on the multidomain
dual reciprocity BEM for piezoelectric transient analysis the interested reader is
referred to references,[150]–[152] where validation analyses are also reported.
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