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Travel time is an important component of advanced traffic-management systems, and it plays a 
pivotal role for both road users and traffic operators. Road users need to have access to reliable 
travel time information to make trip decisions, such as departure time, travel mode, or route choice 
before and during trips. To reduce congestion as well as increase efficiency and safety of traffic in 
road networks, accurate travel time information is required for traffic operators and transportation 
agencies to better manage and control traffic. Traffic congestion, especially in large cities in the 
United States, has serious health and financial consequences. Congestion costs each American on 
average 97 hours, or $1,348 a year (INRIX 2019). For Chicago, these numbers are even worse: 138 
hours, or $1,920 a year. Providing accurate travel time information could help road users avoid 
congested roads, resulting in a better distribution of traffic on the road network. 
On most highways, Dynamic Message Signs report the travel time, which is estimated by employing 
naïve methods that use limited sources of data. While this travel time estimation utilizes only limited 
data sources, its prediction accuracy might be not acceptable because it essentially considers 
snapshots in time. Therefore, it is important to develop a method that utilizes available data sources 
and appropriate methodologies to predict travel time accurately yet immediately. The goal of this 
project was to investigate the effect of different factors, including traffic-related variables, road 
geometry, weather condition, roadway incidents, roadwork, special events, and sun glare, on travel 
time prediction of highways. This was conducted by combining multiple data sources, employing 
data-driven techniques, considering the dynamic nature of travel time, and developing an enhanced 
model to predict travel time accurately. 
This project was conducted in three steps. The first step was to prepare the main dataset. Datasets 
were extracted from different sources, including loop detectors, probe vehicles, weather condition, 
roadway incidents, roadwork, special events, and sun glare. Then, the datasets were analyzed, 
cleaned, and combined to prepare the main dataset for modeling. In the second step, different data-
driven methods were investigated to estimate and predict travel time using the combined dataset. 
The best model was selected for the next step. The third step was to develop a dynamic approach for 
short-term travel time prediction on highway corridors. 
A comparison of different techniques and variable sets showed that 15 min or shorter prediction 
horizons were more accurate when applying the random forest model, although the prediction 
accuracy of longer prediction horizons was still acceptable. We proposed an algorithm for dynamic 
prediction of travel time. In the algorithm, travel time of a corridor was calculated by adding the 
predicted travel time of each link of the corridor. Travel time was then predicted for the expected 
moment at which a vehicle arrives at that link. The proposed approach was tested and evaluated on 
highways and showed a significant improvement in the accuracy of predicted travel time in 
comparison to the snapshot approach. 
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CHAPTER 1: INTRODUCTION 
Having sufficient information about travel time is a key component of advanced traffic-management 
systems, and it plays a pivotal role for both road users and traffic operators. It is difficult for road 
users to make decisions (e.g., departure time, travel mode, or route choice) before and during their 
trips (Zhang and Rice 2003; Ben-Akiva et al. 2001), unless they have access to reliable information. 
Having access to accurate travel time will also enable traffic operators and transportation agencies to 
better manage and control traffic in order to reduce congestion as well as increase efficiency and 
safety of traffic in road networks. Providing accurate travel time information to road users could help 
drivers avoid congested roads, resulting in a better distribution of traffic and a less congested road 
network. Travel time can be defined as the total time required for a vehicle to pass a route from one 
point (origin) to another (destination) with respect to the delays that might be imposed on that 
vehicle. 
Traffic conditions of urban expressways are generally expected to follow patterns that do not vary 
significantly. Nonetheless, when the volume approaches road capacity, the relationship among time-
dependent traffic variables becomes complex and highly nonlinear. Several external factors such as 
weather condition, roadway incident occurrence, special events, roadwork, and sun glare can also 
dramatically affect recurrent traffic patterns in different times and circumstances. For instance, 
Nookala (2006) showed that inclement weather conditions could increase traffic congestion and 
travel time. Driver behavior, reduced sight distance, and increased following distance due to slippery 
conditions could cause speed reduction. 
On most highways, travel time reported on Dynamic Message Signs (DMS) is estimated by employing 
naïve methods that use limited sources of data (Huisken and van Berkum 2003). This could cause 
inaccurate travel time prediction and impose delays on travelers, making travel time reports on the 
DMS unreliable. Recurring congestion might be expected for a typical commuter. However, drivers 
who plan trips based on the travel times provided by the Department of Transportation might arrive 
early or late to their destination. Therefore, it is important to develop a method that could utilize 
available data sources and appropriate methodologies to predict travel time accurately yet 
immediately. 
Studies aimed at finding travel time can be divided into two groups: estimation and prediction. Travel 
time estimation studies focus on calculating travel times of trips that have completed with respect to 
the data captured during those trips. Travel time prediction studies concentrate on using historical 
and real-time data to forecast the travel time for future time intervals. There are several methods 
that are used to predict travel time. The difference between the methodologies stems from their 
complexity and accuracy, which makes each methodology suitable for specific conditions. Note that 
travel time has dynamic behavior, especially in long highway corridors, which consist of several 
consecutive links. It is more accurate to predict the travel time of each corridor link dynamically with 
respect to travel time of links upstream, rather than to predict travel time of the whole corridor at 
once. 
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An important and effective factor on choosing a method for estimating or predicting travel time is the 
available data. Although there are several methods, each of which has advantages and disadvantages, 
no method can be used unless adequate and related sources of data are available. There are several 
kinds of sensors used to obtain traffic data, and these sensors can be grouped by their ability to 
obtain travel time directly. The two groups are link-based and point-based sensors. Link-based 
sensors directly measure the travel time for a route or link by different methods such as using passive 
probe vehicles, active test vehicles, or license-plate matching. Point-based sensors measure travel 
time indirectly by using devices such as loop detectors, laser detectors, and video cameras. Data 
collected from link-based sensors are more accurate; however, point-based sensors are more 
available and could collect cost-effective, real-time data. 
In this study, data-driven methods with their effective, nonlinear modeling ability are selected to 
dynamically predict travel time. The goal of this study is to investigate factors on travel time of 
highways, including traffic peak hour, weather condition, roadway incidents, roadwork, special 
events, and sun glare. The study considered the dynamic nature of travel time, combined data 
sources, and employed data-driven techniques, including machine learning models. Figure 1 shows 
the framework of the project. 
 
Figure 1. Project framework. 
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PROJECT OBJECTIVES 
The main objectives of this project are defined in three parts: 
1. Prepare the data and investigate methods to estimate and predict travel time. 
2. Develop models for short-term travel time prediction considering the effects of all 
external factors. 
3. Develop a dynamic approach for short-term travel time prediction. 
In the first part, all datasets extracted from different sources, including loop detectors, probe 
vehicles, weather condition, roadway incidents, roadwork, special events, and sun glare, are 
analyzed, cleaned, and combined to prepare the main dataset for modeling. Different data-driven 
methods are investigated to estimate and predict travel time using the combined dataset. The best 
model is selected for use in the second and third steps. Then, a dynamic travel time prediction 
approach is proposed to accurately predict the experienced travel time on highway corridors.  
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CHAPTER 2: LITERATURE REVIEW 
Numerous studies use different sources of traffic data to calculate travel time, which can be 
categorized into two groups: estimation and prediction. Travel time estimation studies use historical 
data of completed trips. Travel time prediction studies calculate the travel time for future time 
intervals, utilizing historical and real-time data. Various models and data sources are used for travel 
time calculation techniques in which trade-off between simplicity and accuracy is always a challenge. 
In the following sections, traffic data sources, which are mainly used for travel time calculation, are 
introduced. Then, different travel time prediction methods used by other researchers are presented. 
DATA SOURCES 
An important and effective factor of choosing a method to estimate or predict travel time is the 
available data. Although there are several methods, each with advantages and disadvantages, no 
method can be used unless adequate and related sources of data are available. There are several 
kinds of sensors used to obtain traffic data, which could be categorized by their technique for 
capturing travel time. Based on the classification done by Wu et al. (2004), there are two main groups 
of sensors: point-based and link-based detectors. 
Point-based Detectors 
Point-based detectors are sensors located at a specific point of a road that can capture traffic data at 
that point. Single-loop and double-loop detectors are popular examples of point-based detectors 
(Soriguera and Robusté 2011; Chen et al. 2011). Single-loop detectors can capture flow and 
occupancy variables. Double-loop detectors can also obtain point speed of vehicles. In this case, time 
mean speed (i.e., the average speed of all vehicles passing the detector’s location) should be 
calculated first. Then, the time mean speed is used to calculate travel time. Note that the time mean 
speed cannot reflect the travel time of a corridor accurately because the point speed can vary across 
the route for each vehicle, especially when the road includes intersections, stop signs, on/off ramps, 
etc., which cause significant changes to the speed profile of vehicles (Soriguera and Robusté 2010). 
Link-based Detectors 
Link-based detectors can capture the space mean speed (i.e., distance traveled divided by average 
travel time), which could be an alternative to calculate more accurate travel time. Link-based 
detectors consist of two groups: floating and probe vehicles (Zheng and Van Zuylen 2013; Chen et al. 
2018) and automatic vehicle identification (AVI). A common characteristic of the two types is that 
they are both equipped with devices such as a cell phone and Global Positioning System (GPS), so 
they can use these facilities to send their position, direction, and speed continually. Floating and 
probe vehicles capture traffic data of a specific route by passing through it. Floating and probe 
vehicles consist of vehicles that are employed specifically for data collection, whereas AVI comprises 
of passive vehicles that travel on the road network for other reasons. AVI link-based detectors consist 
of fixed detectors located at the beginning and end of a route, and they detect and capture traffic-
related data of each vehicle at the two prespecified points of that route (Chen, Rakha, and McGhee 
2013). There are several types of AVI used to calculate travel time such as automatic toll collection (El 
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Faouzi, Klein, and De Mouzon 2009; Fan et al. 2018), plate-matching technique (van Hinsbergen, van 
Lint, and van Zuylen 2009; Sánchez-Cambronero et al. 2017), as well as Bluetooth- and Wi-Fi–based 
detection systems (Abbott-Jard, Shah, and Bhaskar 2013; Yuan, Faghri, and Partridge 2019). Although 
the benefits of link-based detectors may appear to outweigh point-based detectors, data from link-
based detectors are not available on all roads, whereas a relatively large number of roads are 
equipped with point-based detectors. 
Generally, estimation and prediction are used to calculate travel time. The main issue regarding 
prediction is that future travel data does not exist yet, so data from past and present travels should 
be used in prediction methods. The two concepts are explored in further detail below. 
TRAVEL TIME ESTIMATION 
Travel time estimation methods can be categorized into two groups regarding how the data has been 
collected, as follows. 
Point-based Detectors 
Travel time can be estimated given data collected by single-loop and double-loop detectors. The 
relation between flow and occupancy can be used to estimate the travel time when single-loop 
detector data is available. In this case, time mean speed (i.e., the average speed of all vehicles passing 
the detector’s location) should be calculated first. Then, the time mean speed is used to estimate the 
travel time. The point speed of each vehicle can be derived directly from double-loop detectors, so 
travel time is calculated based on the average of that speed for all vehicles. Time mean speed cannot 
reflect the travel time of a path segment accurately, because time mean speed of vehicles can vary 
across that segment. The only exception is a case in which a path segment has a steady condition 
regarding congestion and any other factors that are causing speed variation. It could be concluded 
that the more point-based detectors in a given path segment, the more accurate the travel time 
estimation. 
Link-based Detectors 
Time mean speed is not accurate enough to estimate travel time, because it can vary across the path 
segment. One solution to this problem is to use data from link-based detectors. If space mean speed 
can be driven directly, then the estimation of travel time would be more accurate. All link-based 
detectors could be used to capture space mean speed and, subsequently, estimate travel time. 
Two points should be considered regarding point- and link-based detectors when estimating travel 
time. Data from link-based detectors are more likely to be noisy and have missing values in 
comparison to data from point-based detectors. Moreover, link-based detectors are not available on 
all roads, whereas a relatively large number of roads are equipped with point-based detectors (Mori 
et al. 2015). 
Note that there are several methods and algorithms in the literature that are used to estimate travel 
time, using either point-based or link-based data. However, because the goal of this project is to 
predict travel time, exploring prediction methods and algorithms is essential. For more detailed 
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information, refer to the study conducted by Mori et al. (2015), which is a review of travel time 
estimation and prediction. 
TRAVEL TIME PREDICTION 
Travel time prediction is a prominent issue in transportation studies, and there are several methods 
that can be used to predict travel time. The difference between methodologies stems from their 
complexity and accuracy. Each method has unique characteristics that make it suitable for specific 
conditions. Models for travel time prediction can be categorized into three groups, as follows. 
Naïve Models 
Naïve models generally consist of very simple methods. These models have several assumptions in 
their nature that make them simple but less accurate. These models are generally used as the 
baseline for other methods or whenever a simple prediction is required. 
Instantaneous predictor is a famous naïve model that assumes traffic conditions remain consistent 
with time (van Hinsbergen, van Lint, and van Zuylen 2009). Based on this assumption, the most up-to-
date estimation of travel time is assumed to be constant and equal to travel time in the future. 
Expanding the prediction horizon will reduce the accuracy of this model. Historical predictor is 
another naïve model that has more accurate results for longer prediction horizons, unlike 
instantaneous predictor. This predictor uses historical travel time data to predict future travel time by 
regarding the similarity of traffic conditions in different periods of time (Schmitt and Jula 2007). This 
model works well when traffic conditions repeatedly occur in a specific path. Researchers may switch 
from the instantaneous model to the historical model for short- and long-term predictions, 
respectively. The combination of instantaneous and historical predictors is called hybrid predictor, 
which can be used for short- and long-term predictions. Wunderlich, Kaufman, and Smith (2000) use 
the weighted average of the two methods to come up with the hybrid predictor, whereas Schmitt and 
Jula (2007) switch between the two methods based on the required prediction horizon. 
Traffic-theory-based Models 
The basis of traffic-theory-based models is the relation between traffic variables such as speed, 
density, and occupancy. Because the prediction refers to travel time in the future, the first step in 
these models is to simulate traffic conditions of a network for a given time in the future. Travel time 
could then be predicted based on traffic condition of that network. Three kinds of simulation—
macroscopic (Papageorgiou et al. 2010), microscopic (Edara et al. 2017), and mesoscopic (Taylor 
2003)—are applied in various studies. 
Macroscopic simulation is an approach in which fluid flow theory equations are used to simulate 
aggregated traffic variables (Cremer 1995). Future travel time cannot be derived from macroscopic 
simulation models directly, and it can be calculated based on the relation between traffic variables. 
Microscopic simulation takes the origin-destination matrix as an input to simulate the condition of a 
network under the movement of individual vehicles and the interaction between them (van Lint 
2004). One of the main properties of microscopic simulation is that the travel time could be derived 
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directly. The last approach, which is a combination of macroscopic and microscopic simulations, is 
mesoscopic, which is mostly used for large networks (van Lint and van Hinsbergen 2012). 
The shortcoming of traffic-theory-based models is that they require an accurate simulation in order 
to result in a precise prediction of travel time. However, if this requirement is met, the output would 
be more reliable than other prediction methods. 
Data-based Models 
Data-based models require a large amount of data and use statistical methods to predict travel time. 
The more data is available, the more accurate the results. Data-based models can be divided into two 
groups: parametric and nonparametric models. 
Parametric Models 
Parametric models have a predefined function and only the parameters of the model need to be 
estimated. There are several parametric models, each of which has its own structure. Famous 
parametric models will be introduced below. 
The time-series model is a method in which the variation of past data in a system is used to forecast 
the future state of that system (Yang 2005a). It is assumed that at each time, the value of the series 
only depends on its previous values plus a random disturbance. If this relationship is linear, then the 
auto-regressive (AR) model is formed. However, the moving-average (MA) model assumes that the 
current value of the series has a linear relationship with disturbance terms. The combination of AR 
and MA forms the auto-regressive moving-average (ARMA) model. The auto-regressive integrated 
moving-average (ARIMA) model is used in cases where there is evidence of non-stationarity in the 
data. The “I” indicates that values of the data are replaced with the difference between their current 
and previous values. The ARIMA model is generally denoted as ARIMA(p,d,q) with non-negative 
parameters p, d, and q. The “p” is the order of the autoregressive model, “d” is the degree of 
differencing, and “q” is the order of the moving-average model. 
In a study in Toronto, Yang (2005a) used the time-series model and travel time data to accurately 
predict short-term travel time. This study was conducted in a 3.7-mi corridor on a highway, and the 
GPS probe vehicle method was used to collect the data. This study used the ARIMA model because 
the observed the data was nonstationary. 
Another study was conducted in the Bay Area of California on a 9-mi highway corridor (Xia, Chen, and 
Qian 2010). Incident data were collected from 1,613 incidents consisting of the starting time, 
duration, milepost, location description, and incident type. Under the incident condition, travel time 
should be predicted for three segments: origin to queue, queue to bottleneck, and bottleneck to 
destination. A weekly time series model, SARIMA, is used for traffic parameter prediction. The study 
showed that the proposed model can predict travel time more accurately than models that do not 
consider the effect of incidents. 
Kalman filtering is an optimal estimation algorithm in which the state of a system is estimated by 
minimizing the mean-squared error of an estimation (Yang 2005b). The prediction will be made based 
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on a recursive procedure by using the current step’s results to obtain the results of the next step. The 
parameters for the Kalman filtering method cannot be updated unless its trips are completed and 
accurate data is available. The main function of Kalman filtering is to estimate the current state of a 
system, but it can also predict future values for travel time or improve travel time estimation at 
earlier times. Prediction and correction steps are implementation steps in this method. 
In a study in Minnesota, Yang (2005b) used GPS test vehicles to predict travel time as well as a 
recursive, discrete-time Kalman filter. The study focused on a sudden traffic surge after a special 
event and its effect on travel times. Yang chose a graduation ceremony at the University of 
Minnesota Duluth as a case study. The study found that larger errors in travel time prediction 
occurred when a sudden dramatic change, either increasing or decreasing, happened. Generally, 
Yang’s predicted travel times followed the observed travel times. Yang also showed that the average 
error is smaller when traffic congestion lasts longer. 
There are other parametric models in the literature such as linear regression (Du, Peeta, and Kim 
2012) and Bayesian Network (Castillo et al. 2011), which are used to predict travel time. Please refer 
to Kwon, Coifman, and Bickel (2000) and Yu and Cho (2008) for further details. 
Nonparametric Models 
Nonparametric models are models in which the structure of the function should be defined based on 
the data as well as number and typology of parameters. A goal of nonparametric models is to utilize a 
large database to understand relationships, instead of using complex approaches, to predict travel 
time. Generally, to forecast the future state of a system, these methods search historical data for 
similar states with the current state of the system. Hence, the accuracy of these methods depends on 
sufficient data to detect a proper match for each state. A famous model of this group is the artificial 
neural network model, which has been widely used in transportation studies (Yildirimoglu and Ozbay 
2012; Dharia and Adeli 2003). Other nonparametric models that are employed for travel time 
prediction include K-nearest neighbors (Yu et al. 2016; Zhao et al. 2018; Qiao, Haghani, and Hamedi 
2013), regression trees (Nikovski et al. 2005), local regression (Simroth and Zahle 2010), support 
vector regression (Yildirimoglu and Ozbay 2012; Wu, Ho, and Lee 2004), and random forest (Leshem 
and Ritov 2007). 
In recent years, neural network models are frequently used to predict the traffic state. In most 
studies, backpropagation neural networks (Adeli 2001) are used. To improve prediction results, other 
methods like counterpropagation neural networks (Dharia and Adeli 2003) are also used. Neural 
network models are effective in dealing with nonlinear problems and pattern recognition. They can 
accomplish self-learning, but they require a large dataset and have a long training process. They may 
also face overfitting. 
In a study conducted in 2002 in the Netherlands, researchers implemented the state-space neural 
network model to predict freeway travel time using simulated data (van Lint, Hoogendoorn, and van 
Zuylen 2002). In this study, a state-space formulation was used to form a recurrent state-space neural 
network (SSNN) model that can deal efficiently with the spatiotemporal relationships between speed, 
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flow, and travel time. They tested the performance of several versions of SSNN and showed that 
neural network models can accurately predict experienced travel times. 
Dharia and Adeli (2003) presented a method to forecast freeway travel time using 
counterpropagation neural network (CPNN) and simulated data. For their case study, the CPNN 
method and learning coefficients worked faster and with the same accuracy than the 
backpropagation (BP) neural network approach. They also showed that when the time steps are 
smaller, or the resolution of the data is higher, the error is smaller. 
K-nearest neighbors is another algorithm that can be used for travel time prediction. Qiao, Haghani, 
and Hamedi (2013) predicted short-term travel time in a study conducted on a 1.18-mi segment of a 
freeway in Washington. They used Bluetooth travel time data, which could provide travel time and 
space mean speed directly. This study implemented four prediction models: historical average, 
ARIMA, Kalman filter, and K-nearest neighbors. They also proposed a modified K-nearest neighbors 
model, which considers traffic pattern features. The K-nearest neighbors model is implemented 
through the following steps: 
• Step 1: Prepare a historical database with past time interval travel times. 
• Step 2: Select T continuous previous intervals as a combined group, t = 1, ..., T. 
• Step 3: Calculate and rank neighborhood similarity to find nearest neighbors for next interval. 
• Step 4: Find a set of K-nearest neighbors. 
• Step 5: Predict targeted next interval travel time by taking the average of the nearest 
neighbors.  
The proposed model (KNN-T) uses a different formula to calculate neighborhood similarity and 
predict the next interval travel time. This is based on the weighted average of the next interval value 
of each nearest neighbor and the differential value of each nearest neighbor. In this case study, Qiao 
et al. showed that nonparametric models outperformed other methods. When it is possible to have 
access to sufficient historical data, nonparametric models can provide more accurate prediction 
without using complicated model calibration and computations. 
DYNAMIC TRAVEL TIME PREDICTION 
To predict travel time for a corridor, it is crucial to consider the dynamic nature of traffic variables. 
There are several studies that use various methods to increase the reliability and accuracy of travel 
time prediction techniques by accounting for the dynamic nature of traffic variables. Travel time 
prediction can be accomplished in a two-stage procedure of link-based prediction and corridor-based 
prediction. To investigate the traffic condition in a corridor, the snapshot and vehicle trajectory 
methods could be considered. This is based on the corresponding measures of snapshot travel time 
(i.e., adding up travel times of consecutive links at once) and experienced travel time (i.e., adding up 
travel times of consecutive links at the current time of each link starting from the origin) (Zeng 2011). 
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Because travel time has a smaller variance during peak hours, corridor-based travel time prediction is 
more accurate than link-based (Chien and Kuchipudi 2003). Chen and Chien (2001) used the Kalman 
filtering model to compare two link-based travel time prediction methods and one path-based one. 
They found that path-based prediction achieved the highest accuracy. In link-based prediction 
methods for a corridor, considering progressive addition of travel times on each link in current time 
period (from the origin) improves the prediction accuracy in comparison to adding travel times on all 
links at once. 
Data-driven methods can predict travel time for future time intervals by considering the transitional 
nature of traffic flow without strong assumptions (Yildirimoglu and Geroliminis 2013). One data-
driven method for dynamic travel time prediction is the dynamic neural network with short-term 
memory, which can store previous traffic information and combine it with current traffic data to 
predict the travel time for future time intervals (Shen 2008; Shen and Huang 2011). Yildirimoglu and 
Geroliminis (2013) proposed an incremental learning method to predict the experienced travel time 
using both historical and real-time traffic data. They clustered the dataset into homogeneous groups 
with similar traffic characteristics. By predicting congestion time and its evolution pattern, the 
expected experienced travel time for a given start time is then calculated. 
Furthermore, in other studies, researchers predicted travel time dynamically using approaches such 
as the particle-filter approach based on trip trajectory construction (Chen and Rakha 2012) and the 
three-stage approach for identifying current traffic conditions. Chen, Rakha, and McGhee (2013) also 
searched historical data for similar traffic patterns and predicted travel time. Wang and Ma (2014) 
proposed a method using traffic state simulation, while Fan et al. (2018) used an adaptive travel time 
prognosis approach based on a random forest model. 
SUMMARY AND CONCLUSION 
Because loop-detector data is available for this project as the main source of data, data-based 
methods are employed to predict travel time. In general, most studies in this area have considered 
only traffic-related variables in order to develop a model for travel time prediction. However, other 
variables such as weather condition could have a significant impact on travel time (Qiao, Haghani, 
and Hamedi 2012), which is infrequently investigated in travel time prediction studies. Therefore, the 
goal of this project is to predict travel time for highways in the Chicago region by using a combination 
of data sources, including loop detectors, probe vehicles, weather condition, road network, roadway 
incident occurrence, roadwork, and special events. 
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CHAPTER 3: DATA PROCESSING AND DESCRIPTIVE ANALYSIS 
Different data sources are used to predict travel time in this project. The main part of the dataset is 
the information captured by inductive loop detectors in the Chicago highway network. Other types of 
data such as incident reports, roadwork, special events, and weather condition are added to the 
dataset to gain more accurate results. 
First, the Eisenhower Expressway in Chicago, Illinois, is selected. It is a 29.84-mi interstate highway 
that connects Chicago loop to the northwest suburbs of Chicago, where it meets I-90 (Figure 2). All 
data-cleansing methods and procedures of travel time prediction are then applied to this highway. A 
similar procedure is applied to other Chicago highways as well.  
 
Figure 2. Eisenhower Expressway in Chicago, Illinois. 
Figure 3 shows the location of loop detectors on the Eisenhower Expressway. Red and green points 
represent loop detectors that are located eastbound and westbound of the highway, respectively. 
 




The main dataset used in this project is the information captured by inductive loop detectors in the 
Chicago highway network, which is collected by the Gateway Traveler Information System and 
provided by the Illinois Department of Transportation (IDOT). For each loop detector per lane of the 
highway, the number of vehicles, occupancy, and average speed are reported every 20 sec. These raw 
data points contain missing and erroneous records, which might be caused by malfunctioning 
detectors, deteriorating pavement, or other reasons. Table 1 shows the average speed, occupancy, 
and flow reported in September 2017 by loop detectors in the horizontal section of the westbound 
Eisenhower Expressway. Note that no data is reported from the first six loop detectors. 
Table 1. Average Values Reported in September 2017 by Sample Loop Detectors 
Detector ID Average Speed Average Occupancy Average Flow 
3101 0 0 0 
3102 0 0 0 
3103 0 0 0 
3104 0 0 0 
3105 0 0 0 
3106 0 0 0 
3107 114.23 8.25 6.06 
3108 86.03 10.76 6.17 
3109 98.45 10.44 6.28 
3110 108.01 10.86 6.21 
3111 100.62 12.12 5.84 
3112 107.59 12.26 6.44 
3113 86.13 18.92 5.93 
3114 86.12 15.22 6.33 
3115 81.03 15.92 5.51 
3116 89.51 16.64 6.06 
3117 100.75 17.95 6.53 
3118 80.15 18.64 6.55 
3119 90.28 15.55 6.93 
3120 68.63 19.30 6.71 
3121 91.75 15.84 7.36 
3122 87.54 14.49 8.23 
3123 109.19 12.15 7.69 
3124 88.24 13.69 7.56 
3125 101.51 12.34 7.52 
3126 90.85 12.94 7.96 
3127 102.63 11.91 7.72 
3128 95.33 11.74 7.66 
3129 95.60 11.26 7.25 
3130 105.23 10.63 6.37 
13 
Shortcomings of the raw dataset are introduced, including missing or duplicate data as well as 
erroneous records. By using the methods presented in the literature, it is possible to prepare the data 
for use in the travel time prediction procedure. Two types of single and combined thresholds are 
applied to the dataset as part of the data-cleaning procedure. 
Single Threshold 
There are several thresholds for the flow, occupancy, and speed values, which are used in similar 
studies. In this study, based on the characteristics of the selected highway, a value of 3,000 vehicles 
per hour per lane is set as the threshold for the count, which is almost equal to 17 vehicles per 20 sec 
per lane. If the value of count in a lane does not lie within the domain of (0, 17), it is labeled an 
erroneous data point. Moreover, extreme amounts for occupancy (i.e., more than 90% in 5 min) are 
assumed to be incorrect so that any data point with an occupancy value outside the domain (0, 90) is 
labeled as an erroneous data point. In addition, 80 mph is set as the upper threshold of speed, and 
any point with more than 80 mph or less than 0 mph speed is considered an outlier. 
Combined Threshold 
For the three variables (count, occupancy, and speed) reported by loop detectors, the first combined 
threshold is described as “only one zero variable out of three.” This means that if only one of the 
three variables is equal to zero, whereas the other two are non-zero, then that record is considered 
an erroneous record. The second combined threshold is “only one non-zero variable out of three.” If 
two of the variables are zero while the other one is non-zero, then this record is labeled an error. 
Finally, the last combined threshold is “all zero variables,” in which a record is considered an error if 
all three variables are zero. This threshold filters out the data points that could incorrectly impact the 
average speed of corridors. 
Data Imputation 
Missing and erroneous data points could negatively affect the results of prediction models. These 
points should either be eliminated from the dataset or imputed by new data points through one of 
three techniques: temporal, spatial, or historical estimation. Temporal estimation is used when a 
detector has a missing data point or reports a value that exceeds thresholds for a time interval. In this 
case, an appropriate way to impute the data point is by taking the average of values for previous and 
next time intervals, especially when the time intervals are short (i.e., 20 sec). Spatial estimation is 
used when missing or erroneous data points are imputed with the average of the values for previous 
and next loop detectors at the same time. This method is appropriate whenever loop detectors are 
close to each other or using the temporal estimation is not applicable. Historical estimation can be 
used whenever traffic condition is recurrent in a location in which missing or erroneous data is 
reported. In this case, erroneous data points are imputed using reported data points from the same 
location, time of day, and day of week in past records. 
Figure 4 shows a sample weekly pattern of the average flow after applying the data imputation 
process for the links of the eastbound and westbound Eisenhower Expressway. This figure displays 
seven daily traffic patterns, beginning Monday, September 11, 2017, and ending Sunday, September 
17, 2017. Weekdays have similar traffic patterns, although Saturday and Sunday are different. Figure 
5 shows a sample daily flow pattern for the eastbound and westbound Eisenhower Expressway. 
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Figure 6 demonstrates the distribution of flow per 20 sec on each lane of the eastbound and 





Figure 4. Weekly average flow per lane for Eisenhower Expressway links from cleaned  





Figure 5. Daily average flow per lane for Eisenhower Expressway links from cleaned  




Figure 6. Distribution of flow (per 20 sec per lane) for Eisenhower Expressway links from cleaned 
loop-detector dataset (a) eastbound and (b) westbound (September 2017). 
Similar plots are displayed in Figure 7, Figure 8, and Figure 9 for the average occupancy and 





Figure 7. Weekly average occupancy of Eisenhower Expressway links from cleaned loop-detector 






Figure 8. Daily average occupancy of Eisenhower Expressway links from cleaned loop-detector 
dataset (a) eastbound and (b) westbound (September 12, 2017). 
  
(a) (b) 
Figure 9. Distribution of occupancy for Eisenhower Expressway links from cleaned loop-detector 
dataset (a) eastbound and (b) westbound (September 2017). 
The speed values in the loop-detector dataset are time mean speeds. The time mean speed is 
calculated by averaging the point speeds of all vehicles passing a loop detector at that detector’s 
location. This speed could not reflect the travel time of a corridor accurately, because the speed of 
vehicles could vary across that corridor. Therefore, to consider the speed values, another source of 
data that is collected by probe vehicles is utilized. 
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Probe-Vehicle Data 
Because the speed values from the loop-detector data source are not accurate, the probe-vehicle 
data source is used for the speed values. This dataset is provided by the National Performance 
Management Research Data Set (NPMRDS) and includes various traffic variables, including harmonic 
average speed, free flow speed, historical speed, travel time, and annual average daily traffic (AADT) 
for each link of highways. INRIX is creating the NPMRDS dataset of average speeds and travel times 
for specific road links across the NPMRDS road network for every 5 min. INRIX uses its large data 
source to include millions of connected vehicles and trucks that are supplying location and movement 
data anonymously. They also implemented a path-processing algorithm to meet NPMRDS 
requirements using its existing source data. 
For this project, the value of travel time from this dataset is chosen to be the target variable. This 
variable is defined as the ratio between the length of each link and the harmonic average speed of 
vehicles passing the link. Because the travel time of each link is dependent on the length of the link, 
the harmonic average speed is selected as the target. By predicting the average speed, the value of 
travel time could be calculated using the length of each link. The missing values of this dataset are 
imputed by temporal, spatial, and historical estimation. 
Figure 10 shows a sample of the weekly average speed for the links of the eastbound and westbound 
Eisenhower Expressway. Daily traffic patterns, beginning Monday, September 11, 2017, to Sunday, 
September 17, 2017, are displayed. Weekdays have similar traffic patterns, although Saturday and 
Sunday are different. Figure 11 shows the daily speed for links of the eastbound and westbound 
Eisenhower Expressway. Figure 12 displays the distribution of speed on the eastbound and 
westbound Eisenhower Expressway for both links. Figure 13 shows a histogram of the average speed 





Figure 10. Weekly average speed of Eisenhower Expressway links from probe-vehicle dataset  






Figure 11. Daily average speed of Eisenhower Expressway links from probe-vehicle dataset  




Figure 12. Distribution of speed for Eisenhower Expressway links from probe-vehicle dataset  
(a) eastbound and (b) westbound (September 2017). 
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Figure 13. Average speed histogram from probe-vehicle dataset (September 2017). 
Weather-Condition Data 
Hourly weather-condition data, provided by the National Weather Service, is another source of data 
used in this study. This data is available for airport stations and based on the location of selected 
corridor data from Midway International Airport, which is the closest station utilized. In the dataset, 
weather condition is reported in 94 states. All states are grouped into four categories from fair to 
severe weather conditions. The first category contains weather conditions such as “fair” and “partly 
cloudy.” The second category is comprised of weather conditions such as “fair with light haze” and 
“light haze dust and windy.” Unfavorable weather conditions such as “light drizzle” and “light rain 
fog” constitute the third category. The fourth and most severe category includes weather conditions 
like “snow fog” and “thunderstorm heavy rain fog.” In addition to the weather condition, surface 
temperature is also available in the dataset used in this study. Like other data sources, there are 
missing values in this dataset, which are imputed using the information from previous and next time 
intervals. 
Roadway Incident Data 
Roadway incident data is also collected by the Gateway Traveler Information System, and details of 
roadway incidents occurring on highways are reported. Time of roadway incident, geographical 
location, and severity of roadway incident are among the variables in this dataset. 
Based on an analysis of the roadway incident data, when a roadway incident occurs on a highway, 
that link, previous links, and the next links on the highway are affected, on average, for half an hour 
after the roadway incident. This effect is considered as binary variables to show the affected links and 
time intervals in the model. Because the effect of a roadway incident is different upstream and 
downstream, two binary variables for previous links and next links are defined. Another variable in 
the model also demonstrates roadway incident severity in three levels: minor, medium, and major. 
Whenever roadway incident severity is not determined at the roadway incident detection time, the 
medium level is selected, which is the most common. Figure 14 shows the percentage of severe 
roadway incidents in the dataset. 
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Figure 14. Percentage of severe roadway incidents in the dataset. 
Roadwork Data 
Roadwork data, which is collected by the Gateway Traveler Information System, contains details of 
construction or maintenance operations on highways. Variables such as start time, end time, 
geographical location, and severity of roadwork are reported in this dataset. 
To consider the effect of this variable on the model, a binary variable is defined. When a roadwork 
project is executed on a link of a highway, that link, the previous link, and the next link are affected 
from start time to end time of the project. Also, if one of the lanes of the highway is blocked, then the 
variable “number of lanes” (which is from geometry data) considers its effect on the model. Figure 15 
displays the severity of roadwork in the dataset. 
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Special-Event Data 
The special-event dataset collected by the Gateway Traveler Information System provides 
information about events, including stadium events, parades, and road races. Several variables such 
as start time, end time, location, and type of event are reported in this dataset. Figure 16 shows the 
percentage of special-event types in the dataset. 
 
Figure 16. Percentage of special-event types in the dataset. 
When a special event occurs close to highway links, the links are affected by that event for one hour 
before or after that event. The traffic one hour before or after an event depends on the direction of 
extra traffic and the relative location of the event and each link. If a highway link is located toward 
the path of an event location, extra traffic passes that link before the event, so one hour before the 
event is considered an effective time for that link. For links that are in the path from the event 
location toward other parts of the city, one hour after the event is the affected time. 
Geometry Data 
The geometry dataset includes variables from the studied highway corridor, including number of 
lanes, number of entrances, number of exits, and length of each highway link. 
Sun-Glare Data 
Sun glare is an environmental hazard that can cause crashes and impact traffic flow by increasing 
congestion. There are several definitions for glare according to available sources. Cline, Hofstetter, 
and Griffin (1997) define sun glare as, “relatively bright light, or the dazzling sensation of relatively 
bright light, which produces unpleasantness or discomfort, or which interferes with optimal vision.” 
Every year, many people are involved in crashes caused by sun glare. To this end, predicting accurate 





Road race Other special events
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considering sun glare is provided. The exact time and locations influenced by sun glare are also 
specified, and the impact of sun glare on the travel time prediction model will be examined and 
discussed. 
Many drivers have been “blinded” for several seconds while driving because of the low position of 
the rising and setting sun. However, it is not accurately known when the sun starts and stops 
impacting drivers’ vision and traffic flow. The impact of sun glare also varies among drivers. Some 
drivers can drive more conveniently than others under the impact of sun glare, while other drivers 
cannot continue driving and brake or change their path. The condition of a vehicle’s windshield can 
also intensify the impact of sun glare. A dirty or pitted windshield causes the sun to refract within the 
glass. This condition can get worse with a cracked or chipped window. Several researchers showed 
that sun glare can slow down traffic flow (Auffray et al. 2008; Churchill, Tripodis, and Lovell 2012). 
Auffray et al. (2008) showed that sun glare can affect traffic flow regardless of traffic condition (i.e., 
congested/uncongested). Churchill et al. (2012) also displayed the connection between sun glare and 
congestion in freeways, and their results showed that sun glare could slow down traffic and lead to 
traffic congestion. Jurado-Piña et al. (2010) proved that sun glare can be predicted using a 
geometrical model between the driving vehicle and the position of sun. They also found that the 
direction of streets is important, as southeast and southwest directions have a larger chance of 
having sun glare in one day. In the summer, streets toward the northeast and northwest may have 
sun glare in the morning and afternoon, respectively. In the winter, the position of the sun is more 
southward, so streets toward the northeast and northwest have no sunrise and sunset sun glare (Li et 
al. 2019). 
The impact of sun glare on drivers’ vision and, consequently, on traffic flow have been investigated. 
The Federal Highway Administration (FHWA) indicated that 15% of traffic congestion found on 
highways is attributable to the weather (Cambridge Systematics 2005). Driver visibility is a key factor 
in the formation of traffic congestion, as lower visibility increases the travel time delay by +12% 
(Goodwin 2002). Main sources of low visibility include sun glare as well as rain, snow, or fog (Shepard 
1996). 
To determine the impact of sun glare on drivers, researchers provided different algorithms with 
respect to the position of sun (Reda and Andreas 2004; Blanco-Muriel et al. 2001; Michalsky 1988), 
some of which are available online (Giesen 2018; NOAA n.d.). Li et al. (2019) employed Google Street 
View panorama images to estimate and predict the occurrence of sun glare, which provided 
important tools for drivers and traffic planners. There are several factors that should be considered in 
these algorithms such as the sun’s angle in relation to cars, which is further influenced by solar 
declination, solar elevation, solar azimuth, driving direction, and slope. Solar declination is the angle 
between the rays of the sun and the plane of the earth’s equator. Solar elevation is measured 
vertically from the point on the horizon to the object, and solar azimuth is measured clockwise from 
true north to the point on the horizon directly below the object. Figure 17 represents solar geometry. 
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Figure 17. Solar azimuth and solar elevation. 
Several factors can affect the determination of the angles’ limits, including the height of drivers’ eyes. 
The American Association of State Highway and Transportation Officials (AASHTO) provides the 
height of a driver’s eye, which is 1080 mm above the road surface for passenger vehicles and 2330 
mm for trucks (AASHTO 2001). 
To find the locations and times that sun glare occurred on highways, the research team used 
SunEarthTools’s website (n.d.) and took the thresholds of ± 5 and (0, 15) degrees for azimuth and 
elevation angles, respectively. Figure 18 shows an example of a location on the Eisenhower 
Expressway that meets the requirement of having a sun glare on September 1, 2017, at 18:14. The 
position of the sun on the mentioned date and time is within the predefined thresholds (relative solar 
elevation is 12.06 degrees and relative solar azimuth is 0.12 degrees), so that drivers who are moving 
west on the Eisenhower Expressway are exposed to direct sunlight. 
 
Figure 18. Sun position in a sun glare occasion on the westbound Eisenhower Expressway. 
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To determine the range of time in which drivers experience sun glare, refer to Figure 19, where the 
location of the sun (i.e., azimuth angle and elevation angle) is calculated with respect to different 
months and times. For example, the brown point in Figure 19 displays September 1, 2017, at 18:14. 
Based on the location of this point in the figure, we can determine that the elevation and azimuth 
angles are 12.06 degrees and 269.88 degrees, respectively. Based on the direction of the specific 
highway link, sun glare occurs when azimuth is between 265 to 275 degrees. 
Finally, each link grade and direction are calculated, and then the azimuth and elevation angles are 
found using the “Pysolar” package in Python and NOAA’s solar calculator (NOAA n.d.). The research 
team determined the exact links and times in the dataset where drivers experienced sun glare. Figure 
20 presents a sample of data in which in each row of data an occurrence of sun glare is calculated as a 
binary variable. Therefore, Figure 20 shows that in the September 1, 2017, from 18:00 to 18:42 
drivers who are driving in a specific link of the westbound Eisenhower Expressway (Figure 18) have 




Figure 19. Sun position for a specific point on the Eisenhower Expressway. 
 
Figure 20. Sun-glare calculation using NOAA’s solar calculator. 
FINAL DATASET 
After applying the data-preparation process to each dataset, one of the most challenging parts is to 
combine the datasets properly. Each dataset has its own timestamp and location type. Because the 
goal is to analyze link-based data, locations from the probe-vehicle dataset (highway links) are used 
as base locations. Then, flow and occupancy data from the loop-detector dataset are added to the 
average speed values of the probe-vehicle dataset. For this purpose, the location of each loop 
detector on the highway is determined and compared to the location of highway links based on the 
probe-vehicle dataset. So, each loop detector located on a highway link is specified and the flow and 
occupancy of that loop detector are assigned to that link on each timestamp. In addition, flow and 
occupancy values of the loop-detector dataset are aggregated in 5 min intervals, which is like time 
intervals for average speed values reported in the probe-vehicle dataset. 
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The next step is to add the weather data to the dataset. The weather-condition dataset contains 
weather-related variables for the locations of airports. So, for each link of the highway, the distances 
of the link to airports are calculated, and the weather-condition variable for the closest airport is 
assigned to that link for each timestamp. Based on the location of the studied corridor, information 
from Midway International Airport is selected for all links in this study. 
Roadway incident cases are also added to the dataset based on their location and timestamp. First, 
the closest highway link is determined based on the geographical location reported for each roadway 
incident. Then, the roadway incident effect is considered for all timestamps based on the observation 
of different roadway incident reports and their effects on highway traffic. The roadway incident effect 
is the time of detection to half an hour after that time on the specified link as well as the five previous 
and five next links on the highway. 
The effects of roadwork in the model are considered based on their reported geographical location. 
All links located in the roadwork zone are determined, and the effect of roadwork is considered for all 
links on the timestamps from the roadwork’s start to end time. Information on network geometry 
that is assigned to each link of highways is generally constant over time. The only variable that is not 
constant over time is number of lanes, which might change during roadwork times. So, the geometry 
information for each link is added to the dataset. 
The effect of special events on highway traffic depends on the location of an event. To help improve 
the model’s accuracy, there is an important special-event variable to consider along with traffic-
related variables when driving westbound on the Eisenhower Expressway. This variable is the United 
Center. Events held at the United Center have significant impact on the traffic of the Eisenhower 
Expressway before they start and after they finish. Based on the location of the United Center and 
available routes, some highway links are located in routes toward the arena, which are affected 
before events. Figure 21 shows the location of these links with a blue arrow. However, some links 
located in routes from the arena are affected after events, which are shown by the orange arrow in 
Figure 21. So, the special-event data for all these links at their effective time is added to the main 
dataset. Note that the effect of all events on highway traffic are considered indirectly by traffic-
related variables in the model. 
 
Figure 21. Location of links on the Eisenhower Expressway affected by events at the United Center. 
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We specified the links that are impacted by special events through an analysis of special events and 
their impacts on traffic condition. Table 2 displays parts of highways in which different impacts of 
special events should be considered. 
Table 2. Location of Special Events and Affected Parts of Highways 
Location Highway 
Before Events After Events 
Direction Link Numbers* Direction Link Numbers 
Soldier Field, 
Northerly Island, 
Grand Park, and 
Navy Pier 
Dan Ryan E 65–78 W 20–31 
I-55 N 570–579 S 8–17 
I-290 E 60–69 - - 
Dan Ryan W 15–20 E 80–85 
Wrigley Field Kennedy E 26–33 W 66–72 Kennedy W 55–64 E 36–44 
United Center 
I-290 E 50–58 W 10–17 
Kennedy E 53–57 W 41–46 
I-290 W 1–12 E 57–69 
Guaranteed Rate Field 
Dan Ryan E 76–85 W 12–24 
I-55 N 569–572 S 13–16 
I-55 S 8–12 N 573–579 
Dan Ryan W 6–14 E 84–92 
* Link numbers are based on the definition of the probe-vehicle dataset. 
In the final dataset, each row of data contains information of a highway link at a 5-min time interval. 
Some variables such as number of exits or length of link are constant over time, some variables are 
reported every hour such as temperature, and traffic-related variables must be updated every time 
interval (5 min). Note that selecting 5 min for aggregation is reasonable because it is applied in similar 
studies (Yildirimoglu and Geroliminis 2013; Chen and Chien 2001; Chen, Rakha, and McGhee 2013; 
Hussein, Brown, and Herrmann 2019). A 5-min time period does not reflect unnecessary traffic 
fluctuations and is able to consider significant changes in traffic state. Table 3 shows variables of the 
final combined dataset, with more than 3 million records, used to develop travel time prediction 
models. 
Table 3. Description of Explanatory Variables for Travel Time Prediction Models 
Variable Description 
Timei 
i = 1, 2, …, 8 
1: if time ID equals i*, and 0: otherwise 
Friday 1: if the day of week is Friday, and 0: otherwise 
Saturday 1: if the day of week is Saturday, and 0: otherwise 







    1: Fair or a few clouds 
    2: Cloudy with haze or light fog 
    3: light rain or drizzling 
    4: Heavy rain, snow, thunderstorm or fog 
Temp_F Temperature (Fahrenheit) 
Occupancy 
 
Aggregated occupancy at location of loop detector which is closest to midpoint of the link 







Aggregated occupancy at location of previous loop detector on the road at the 5-min time 
interval 








Aggregated count of vehicles on loop detector which is closest to midpoint of the link at 
the 5-min time interval 
Aggregated count of vehicles on previous loop detector on the road at the 5-min time 
interval 
Aggregated count of vehicles on next loop detector on the road at the 5-min time interval 
AADT Annual average daily traffic of the link 
EntRamp Number of entrance ramps on the link 
ExtRamp Number of exit ramps on the link 
Miles Length of the link in miles 
Lanes Number of lanes on the link 
IsAcc_p 
 
1: if a roadway incident occurred on the link or previous links, at the 5-min time interval, 
and next half-an-hour time intervals after accident occurrence, and 0: otherwise 
IsAcc_n 
 
1: if a roadway incident occurred on the link or next links at the 5-min time interval, and 
next half-an-hour time intervals after accident occurrence, and 0: otherwise 
AccSeverityID Roadway incident severity: 
    1: Minor severity 
    2: Medium severity 
    3: Major severity 
IsRW 
 
1: if a roadwork project is executing on the link, previous link, or next link at the 5-min 
time interval, and 0: otherwise 
IsSE 
 
1: if a special event is occurring close to the link at the 5-min time interval, and either next 
one-hour, or previous one-hour time intervals**, and 0: otherwise 
IsSunGlare 1: if sun glare is occurred on the link at the 5-min time interval, and 0: otherwise 
Speed (target) Average speed of vehicles on a link at the 5-min time interval 
* Each 3-hr time interval of a day is considered a binary variable. For instance, Time1 represents an interval 
from midnight to 3 a.m., and Time8 represents an interval of 9 p.m. to 12 a.m. 
** Considering the next or previous hour depends on the direction of extra traffic and the relative locations of 
the event and link. For example, if a link is toward the path of an event, extra traffic passes this link before the 
event. In this case, we consider the previous hour as the effective time. 
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CHAPTER 4: MODELS AND TECHNIQUES 
Machine learning methods are compatible with the type of data used for this study to develop the 
travel time prediction model. K-nearest neighbors (KNN), backpropagation neural network (BPNN), 
and random forest (RF) models are selected based on their specific properties. In addition, K-means 
and fuzzy C-means clustering methods are selected to categorize data points in order to investigate 
whether clustering before applying prediction models could improve the accuracy of results. 
The goal was to cluster data points in order to locate all homogeneous data points in each cluster. 
Then, KNN, BPNN, and RF models are developed for each cluster. The appropriate cluster is first 
determined for each new cluster. Then, based on the model corresponding to that specific cluster, 
the speed value is predicted using the best model. If the fuzzy clustering method is used, then the 
speed values for all models of different clusters are predicted. The result would be the weighted 
average of the predicted speed values, in which the weights are the membership grades of the fuzzy 
clusters. Accuracy is expected to increase by developing a specific model for each cluster. 
TRAVEL TIME PREDICTION METHODS 
K-nearest Neighbors 
The K-nearest neighbors model only needs a large volume of data points without developing a 
mathematical model that could predict the target variable. There is also no need to define the 
parameters of the model in advance. The authenticity of the data is maintained because no 
smoothing procedure is done to the data. This method is an appropriate choice for the 
nonparametric problem of travel time prediction (Yu et al. 2016). 
K-nearest neighbors is a supervised machine learning technique that is widely used for regression and 
classification. The KNN method classifies a dataset by comparing similar records of a trained dataset 
(Han et al. 2011). The KNN regression algorithm is used in this study, because the target variable is 
speed, which is a continuous value rather than a predefined class. In general, the training dataset has 
n attributes, and each of its records could be presented in a n-dimensional variable space by the 
value of the n attributes. After that, to predict the target value for new records from the test dataset, 
each new record with its attribute values finds its location in the variable space. The algorithm looks 
for the k-nearest neighbors that are closest to the new record among the trained data points. In this 
study, the speed value for a new record would be predicted by taking the average of the speed values 
of K-nearest neighbors to that record. In other words, the method searches for nearest neighbors 
among all historical data points and uses them for the prediction. 
The Euclidean metric is used to calculate the distance between two points in the n-dimensional 
variable space. Between two points of 𝑋𝑋1 = (𝑥𝑥11, 𝑥𝑥12, . . . , 𝑥𝑥1𝑛𝑛) and 𝑋𝑋2 = (𝑥𝑥21, 𝑥𝑥22, . . . , 𝑥𝑥2𝑛𝑛), the 
Euclidean distance is defined in Equation 4-1: 
Euclidean distance (𝑋𝑋1,𝑋𝑋2) = �∑ (𝑥𝑥1𝑖𝑖 − 𝑥𝑥2𝑖𝑖)2𝑛𝑛𝑖𝑖=1  (4-1) 
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Before calculating the distance between points, the attributes’ values are normalized to prevent 
attributes with larger values, such as occupancy, from outweighing attributes with smaller values, 
such as binary attributes (Han, Pei, and Kamber 2011). Figure 22 demonstrates the schematic 
diagram of the KNN model. To predict the speed value of the red point in a two-dimensional variable 
space with k equal to 5, all points within the green circle are defined as neighbors of the red point. So, 
predicted speed value of the red point is calculated by getting the average of the neighbors’ speed 
values. 
 
Figure 22. Schematic diagram of the KNN model. 
Backpropagation Neural Network 
Backpropagation neural network (BPNN) is a popular supervised machine learning method that is 
inspired by the biological nervous system. Each neural network has three main layers: one input 
layer, one or more hidden layer(s), and one output layer. Each layer consists of one or more 
neuron(s). The neural network is trained to adjust weights to the connection between neurons of 
different layers in order to perform a specific function. A neural network is trained by training data 
points to find the weights of network connections in order to connect a specific input to a desired 
output. The value of each neuron p is multiplied by the connection weight w and added to a bias b, 
and the result is wp+b. This value, which is the input for the transfer function f, results in the f output 
f(wp+b). The values of w and b will be adjusted to find the desired output values. The 
backpropagation method, which recalculates and minimizes error values automatically, is utilized in 
this project. 
Random Forest 
Random forest is an ensemble supervised machine learning method that can be used as a classifier or 
regressor for categorical or numerical datasets (Han, Pei, and Kamber 2011). Several random decision 
trees (DT) are used in this method, so each DT votes to predict the value of the target variable. To 
combine DTs, bootstrap aggregation (or bagging) is used, which is a model averaging approach for 
combining machine learning methods to increase accuracy. To develop a random forest model, 
multiple random samples from the training dataset are selected with replacement in several 
iterations. A DT is trained for each random sample. Then, for a new record from the test dataset, 
each trained DTs returns the value of the target variable. The final result is calculated by taking the 
average of all predicted values for the target from DTs. Random forest is robust to noisy data and 
overfitting. It is expected to have higher accuracy than an individual DT, because it decreases variance 
(Han, Pei, and Kamber 2011). Random forest typically works accurately and quickly when a large 
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dataset is available. It can also manage as many variables as the model inputs. These characteristics 
make the random forest model an appropriate choice for predicting travel time (Fan et al. 2018). 
Clustering Methods 
K-means Clustering 
The K-means clustering method is a popular technique in data mining. It partitions data points into k 
clusters so that each data point is grouped into the cluster with the nearest mean. The objective 
function aims to maximize similarity of data points within each cluster, while it minimizes similarity of 
data points from different clusters. Generally, the quality of each cluster is measured by calculating 
the within-cluster variation, which is the sum of the squared error between all data points in cluster 
Ci and the centroid ci. Equation 4-2 demonstrates the sum of the squared error between all data 
points in the dataset, where p is a multidimensional data point. Because it is challenging to optimize 
this objective function, the K-means approach could be used. 
𝐸𝐸 =  ∑ ∑ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 (𝑝𝑝, 𝑐𝑐𝑖𝑖 )2 𝑝𝑝∈𝐶𝐶𝑖𝑖
𝑘𝑘
𝑖𝑖=1      (4-2) 
The K-means algorithm starts with k random points as initial clusters’ centers. Then, each data point 
is assigned to a similar cluster so that the distance from the cluster center to that data point is 
minimized. There are different distance metrics such as Euclidean distance (Equation 4-1), which is 
used to calculate the distance between two points. Next, the new mean value for each cluster is 
calculated by obtaining the average of all members. Continue assigning data points to clusters and 
updating the cluster means until the mean values do not change. Therefore, this algorithm clusters 
data points by iteratively improving the value of within-cluster variation (Han, Pei, and Kamber 2011). 
Fuzzy C-means Clustering 
Fuzzy clustering, or soft clustering, is a clustering method in which each data point is grouped into 
more than one cluster with different membership grades. The membership grade shows the degree 
to which each data point belongs to each cluster. So, data points that are on the edge of each cluster 
might be in that cluster to a lesser degree than points that are located in the center. For a dataset 
with l data points, uik represents the membership degree of point pk belonging to cluster Ci. This 
method aims to minimize the objective function, which is defined in Equation 4-3: 
𝑓𝑓 =  ∑ ∑ (𝑢𝑢𝑖𝑖𝑘𝑘)𝑚𝑚𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑(𝑝𝑝𝑘𝑘 , 𝑐𝑐𝑖𝑖)2𝑐𝑐𝑖𝑖=1𝑙𝑙𝑘𝑘=1      (4-3) 
Subject to: 𝑢𝑢𝑖𝑖𝑘𝑘 ∈  [0,1] 𝑎𝑎𝑎𝑎𝑑𝑑 ∑ 𝑢𝑢𝑖𝑖𝑘𝑘 = 1𝑐𝑐𝑖𝑖=1  for all k, where c is number of clusters, ci is center of 
cluster Ci, and m > 1 is a constant. 
The problem could be solved by iteratively improving Equations 4-4 and 4-5. 







     (4-4) 
𝑐𝑐𝑖𝑖 =  
∑ (𝑢𝑢𝑖𝑖𝑘𝑘)𝑚𝑚𝑝𝑝𝑘𝑘𝑙𝑙𝑘𝑘=1
∑ (𝑢𝑢𝑖𝑖𝑘𝑘)𝑚𝑚𝑙𝑙𝑘𝑘=1
      (4-5)  
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CHAPTER 5: RESULTS 
The methods explained in Chapter 4 are applied to the westbound Eisenhower Expressway, and the 
results are presented in this chapter. A similar procedure is applied for other highways in each 
direction, and the results are presented in this chapter as well. 
CLUSTERING MODELS 
After applying the data-cleaning process on different data sources and combining them to create the 
final dataset, 80% of the data points are randomly selected for model training. The remaining 20% are 
used as test data to evaluate the models. Then, K-means and fuzzy C-means clustering methods are 
applied based on the occupancy and flow variables. The best number of clusters is three for both 
methods. Figure 23 indicates the data points in three clusters based on the K-means method. 
 
Figure 23. Clustered data points using the K-means clustering method. 
Figure 24 shows data points that are clustered using the fuzzy C-means method and have 
membership grades more than 80% and 50% in the three defined clusters. In Figure 24-A, many data 
points on the edge of the clusters have membership grades less than 80%, so they are not shown in 
the figure. 
The clustered data points using the K-means and fuzzy C-means models are provided for use after 










Figure 24. Clustered data points using the fuzzy C-means clustering method:  
membership grades more than (a) 80% and (b) 50%. 
TRAVEL TIME PREDICTION MODELS 
We used harmonic speed as the target variable. However, because the objective is to predict travel 
time, we can divide the highway’s link length by predicted speed to determine travel time. 
Before starting the model-training process, input variables are normalized. The number of neighbors 
for the KNN model is assigned experimentally as 4. For the random forest model, 20 DTs in a forest 
with a max depth of 20 are set. The neural network model has a lower accuracy than KNN and 
random forest models, so the results focused on the two better models—KNN and random forest. 
Finally, the KNN and random forest models are trained for the entire dataset. Then, they are applied 
to clustering methods to predict and compare short-term average speed as a representative of travel 
time for 5-min prediction horizons one hour ahead. That is, a model is trained for each technique to 
predict travel time at 0 min, 5 min, 10 min, and 60 min ahead. 
Figure 25 displays and compares the prediction accuracy (i.e., R-squared score) of KNN and random 
forest models. The random forest model outperforms the KNN model in all 13 prediction time 
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intervals. However, the difference between their prediction accuracy is more negligible for short-
term prediction horizons. Both models perform well at 0 min ahead (i.e., at the prediction moment). 
However, random forest slightly outperforms KNN with prediction accuracies of 95.3% and 92.9%, 
respectively. Prediction accuracy decreases by increasing the prediction horizon. Prediction 
accuracies at 5 min and 10 min ahead for the random forest model are 93.9%, and 91.6%, 
respectively. Prediction accuracies at 5 min and 10 min for the KNN model are 91.1%, and 88.1%, 
respectively. Based on Figure 25, prediction accuracy of both models is decreasing at a faster rate 30 
min ahead of the horizon than 30 min to 60 min ahead. Despite the plateauing effect for prediction 
horizons above 30 min for both models, the performance of the random forest model is more robust. 
It achieves a prediction accuracy of 84% at 60 min ahead, while the KNN model achieves only 76.8%. 
 
Figure 25. Accuracy of KNN and random forest models for different prediction horizons. 
Based on Figure 25, both models, especially random forest, are well-suited to predict travel time in a 
short-term horizon (i.e., 15 min ahead). To better observe short-term prediction performance, true 
speed values versus predicted speed values of KNN and random forest models are plotted in Figure 
26. This figure confirms that the shorter the prediction horizon, the more accurate the prediction for 
both models. Note that random forest outperforms KNN regarding training time. 
Feature importance analysis is applied to the random forest model, and Table 4 shows the results. As 
expected, traffic variables most affect travel time. After traffic variables, temperature is found to be 
effective in the model, which shows the importance of weather conditions on traffic-related 
predictions. Unlike our expectation, roadway incidents, special events, and roadwork incidents have a 
relatively lower impact on the model. However, the low importance of these variables might stem 
from a small number of these incidents in the data. Note that because the effect of these incidents is 
highly correlated with traffic variables, which are important inputs of the model, their effects are 
considered indirectly through traffic variables in the model. Also, adding the sun glare variable to the 
models could not improve the accuracy significantly. Although sun glare occurrence could reduce 
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The feature importance analysis could only relatively rank the importance of variables in the model. 
Therefore, a sensitivity analysis is conducted as well to assess the potential impact of important 
variables on the target variable. The top three important variables in the list are selected: occupancy 
(Occupancy, Occupancy_p, and Occupancy_n), count (Count, Count_p, and Count_n), and AADT. 
Then, the final random forest model is run several times with changes to each variable by ±10%, 
±20%, ±30%, ±40%, and ±50%, while other variables remain the same. Figure 27 demonstrates the 
sensitivity of average speed for all links and time intervals to important variables. Based on the figure, 
increasing the occupancy reduces the average speed, and a linear relationship is expected. A 
nonlinear relationship is observed for the count variable. As mentioned, the average speed value is 
for all links and times under different conditions. On average, the speed increases by increasing the 
count from -25% to +50% and by decreasing the count from -25% to -50%. The effect of AADT on 
average speed is also nonlinear. By increasing AADT, the average speed also increases, but there is no 
significant change in average speed by increasing AADT from +10% to +50% and from -50% to -10%.  
For data points in each cluster, KNN and random forest models are developed to investigate the 
performance of models using clustered data points. Contrary to expectation, the accuracy of the new 
models decreased for all conditions. Higher accuracy is achieved for the models that are trained using 
the entire dataset before applying clustering methods. So, the random forest model without 
clustering is selected for travel time prediction. 
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Figure 27. Sensitivity analysis of important variables in the travel time prediction model. 
DYNAMIC TRAVEL TIME PREDICTION APPROACH 
Based on the achieved results, the random forest model is selected as the best method in this project 
to estimate and predict travel time. By utilizing the input variables for each link of a highway, we can 
estimate the travel time for the moment and predict travel time at 5-min intervals. A dynamic travel 
time prediction approach is employed to achieve the highest accuracy. 
In this approach, all links that form the route are defined to predict travel time for a specific route. 
Figure 28 shows a sample westbound route from the Eisenhower Expressway. Point A is the origin, 
and point B is the destination. The goal is to predict the specific travel time for this route, which is 
formed by 25 links. 
 
Figure 28. A sample route from the Eisenhower Expressway. 
For each link, travel time is predicted at 5-min intervals. Average travel time is around 15 min, so we 
predict travel time at four 5-min intervals, or 20 min ahead. We assume that the current time is 7:00 
a.m. We start at the first link and check travel time for the next 5-min time interval (from 7:00 a.m. to 
7:05 a.m.). If travel time is less than 5 min, then we use the same time interval for the next link. We 
continue for the next links until aggregated travel time from the origin is more than 5 min. Then, for 
the next links, we use the travel time of the next time interval (7:05 a.m. to 7:10 a.m.). This process 
will continue to the destination point. Table 5 shows the results of this calculation. Travel times that 
are selected are shown in bold font. The final travel time prediction at 7:00 a.m. is 16.56 min for this 































Table 5. Dynamic Travel Time Prediction Results for a Sample Route 
TMC Code 
Travel Time 
Estimation at  
7:00 a.m.  
Travel Time Prediction Aggregated Travel Time 
Prediction from the Origin 7:00–7:05 a.m. 7:05–7:10 a.m. 7:10–7:15 a.m. 7:15–7:20 a.m. 
107+04186 0.31 0.38 0.35 0.41 0.35 0.38 
107P04186 0.28 0.29 0.26 0.29 0.32 0.67 
107+04187 0.07 0.07 0.06 0.07 0.07 0.74 
107P04187 0.49 0.57 0.55 0.57 0.52 1.31 
107+04188 0.02 0.01 0.01 0.01 0.01 1.32 
107P04188 0.42 0.38 0.36 0.37 0.39 1.70 
107+04189 0.05 0.04 0.04 0.05 0.05 1.74 
107P04189 0.17 0.16 0.14 0.16 0.15 1.90 
107+04190 0.60 0.60 0.54 0.55 0.54 2.50 
107P04190 0.10 0.10 0.09 0.09 0.09 2.60 
107+04191 0.24 0.27 0.23 0.23 0.21 2.87 
107P04191 0.20 0.24 0.19 0.20 0.17 3.11 
107+04192 0.11 0.12 0.12 0.11 0.09 3.23 
107P04192 0.24 0.30 0.28 0.26 0.22 3.53 
107+04193 0.31 0.36 0.38 0.48 0.34 3.89 
107P04193 0.74 0.82 0.96 1.30 1.08 4.71 
107+04194 0.91 0.75 0.91 1.13 0.79 5.46 > 5 
107P04194 0.92 0.86 1.29 0.91 0.70 6.75 
107+04195 1.69 2.02 2.75 1.89 1.68 9.50 
107P04195 0.85 1.31 0.93 0.96 0.72 10.43 > 10 
107+04196 0.09 0.14 0.10 0.12 0.12 10.55 
107P04196 0.92 1.74 1.42 1.42 1.42 11.97 
107+04197 0.70 1.88 0.86 1.03 0.56 13.00 
107P04197 2.84 1.89 3.15 2.18 4.73 15.18 > 15 
107+04198 0.86 0.19 0.68 0.68 1.37 16.55 
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The dynamic approach is applied to data for the westbound Eisenhower Expressway to predict travel 
time for a corridor. Figure 29 compares the results of the dynamic and snapshot approaches to 
predict and calculate travel time for the 25 links of the sample route. Using the dynamic approach 
could achieve higher accuracy and points are much closer to the 45-degree line. The accuracy of 
predicting travel time for this corridor is 97.4% and 94.3% for the dynamic and snapshot approaches, 
respectively. 
 
Figure 29. Travel time prediction results for snapshot and dynamic approaches. 
FINAL RESULTS FOR ALL HIGHWAYS 
All data processing and modeling steps are applied to all highways using available data sources. The 
studied highways include Eisenhower (W & E), Kennedy 1 (W & E), Kennedy 2 (W & E), Edens (N & S), 
I-55 (N & S), I-57 (N & S), Bishop (W & E), I-80 (W & E), Dan Ryan 1 (N & S), Dan Ryan 2 (N & S), and 
Dan Ryan 3 (N & S). For each direction and highway, a model is developed to predict travel time 
dynamically. For some highways such as the Kennedy and Dan Ryan, more than one model is 
developed for each direction, because characteristics of the highways are different before and after 




Figure 30. Location of studied northeast Illinois highways. 
Table 6 displays the average prediction accuracy of all links in the studied highways. Prediction 
accuracy of most highways is in an acceptable range. However, prediction accuracy is relatively less in 
some highways, namely I-57, southbound of Dan Ryan 3, and westbound of I-80. In these highways, 
the analysis shows that unexpected results are caused by unreliable data sources, especially loop-
detector data. This is due to malfunctioning loop detectors and the uncertainty regarding the location 
of loop detectors, which could cause significant errors. Therefore, the results for these highways are 
not reliable and need to be further analyzed and studied. 
Note that the accuracies reported in Table 6 are the average of instantaneous prediction accuracies 
for the links of highways. However, in the end, the proposed dynamic approach will be used in 
practice to predict the travel time for defined corridors. This part significantly improves prediction 
accuracy of highways’ travel time. Each corridor could be defined based on the location of DMS, or 
any other needs. A sample corridor that has 25 links is investigated previously for the westbound 
Eisenhower Expressway. Based on Table 6, link-based accuracy for the westbound Eisenhower 
Expressway is 92%. However, prediction accuracy for the same corridor using the dynamic approach 
is 97.4%, so using the dynamic approach improves accuracy.  
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Table 6. Prediction Accuracy of Models for All Highways 
Highway Direction 
Average Model Accuracy 

























Dan Ryan 1 
N 89.5 
S 90.6 
Dan Ryan 2 
N 75.9 
S 77.3 





CHAPTER 6: SUMMARY AND CONCLUSIONS 
This study combined multiple data sources, including loop detectors, probe vehicles, weather 
condition, geometry, roadway incidents, roadwork, and special events. In addition, machine learning 
methods such as KNN and random forest are employed for short-term prediction of travel time for 
highways. Accordingly, a model is trained for each technique to predict travel time 5 min, 10 min, and 
60 min ahead. A comparison of techniques showed that applying the random forest model for 15 min 
or shorter prediction horizons is more reasonable, although the prediction accuracy of longer 
prediction horizons is still acceptable. 
Regarding dynamic prediction of travel time, we proposed an algorithm in which travel time of a 
corridor is calculated by adding up predicted travel time of each link of the corridor. Travel time of a 
link is predicted for the moment that we expect a vehicle that has entered the corridor to arrive at 
this link (using aggregated predicted travel time of previous links). The proposed approach is tested 
and evaluated on highways and showed a significant improvement in the predicted travel time in 
comparison to the snapshot approach. 
Traffic-related variables, especially occupancy, are found to be effective in short-term travel time 
prediction using loop-detector data. This suggests that among traffic variables collected by loop 
detectors, occupancy can capture traffic condition better than others. However, fusion of traffic data 
from different sources could increase prediction accuracy of the models. Weather condition is an 
important variable in the studies related to traffic condition. In this project, we utilized weather 
condition and temperature in our models and found them effective in predicting travel time. Finally, 
roadway incidents, special events, and roadwork are important variables that can have a considerable 
impact on travel time prediction. 
We also generated, analyzed, and inputted the sun glare variable to the models and found that this 
variable did not improve accuracy significantly. Our analysis shows that although sun glare 
occurrence could reduce speed, the main impact of sun glare is captured indirectly by other traffic-
related variables used in the model. Sun glares mostly occur during peak hours in which traffic speed 
is already low and, consequently, have less impact on traffic flow. 
FUTURE DIRECTIONS 
In this study, we tested different data-driven techniques. The best model is selected to predict the 
travel time of each direction of all studied highways based on the available sources of data. Handling 
missing data is an important issue that has a considerable impact on accuracy of models, especially 
data-driven models. Because the main source of data is collected in this study by loop detectors, 
which include missing and erroneous records, we applied different approaches for data imputation. 
As mentioned previously, the prediction accuracy for some highway links are not acceptable. This 
could be due to malfunctioning loop detectors and uncertainty about the exact location of some loop 
detectors. Therefore, there are two options that are suggested to achieve more accurate reliable 
models for travel time prediction in all segments.  
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First, it is suggested to perform comprehensive maintenance on loop detectors, and a clear and 
reliable resource for loop-detector locations should be provided. Then, developed models could be 
recalibrated using the new data. Second, a combination of the current approach with advanced deep-
learning techniques could be used to utilize traffic-image data and predict travel time with higher 
accuracy. To this end, a rich source of traffic-image data collected by traffic cameras and archived by 
IDOT can be analyzed and used through image-processing and supervised deep-learning approaches. 
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