Some new iterative algorithms with errors for approximating common zero point of an infinite family of m-accretive mappings in a real Banach space are presented. A path convergence theorem and some new weak and strong convergence theorems are proved by means of some new techniques, which extend the corresponding works by some authors. As applications, an infinite p-Laplacian-like differential system is investigated, from which we construct an infinite family of m-accretive mappings and discuss the connections between the equilibrium solution of the differential systems and the zero point of the m-accretive mappings.
Introduction
Let E be a real Banach space with norm · and let E * denote the dual space of E. We use '→' and ' ' (or 'w-lim') to denote strong and weak convergence, respectively. We denote the value of f ∈ E * at x ∈ E by x, f .
Define a function ρ E : [, +∞) → [, +∞) called the modulus of smoothness of E as follows:
ρ E (t) = sup x + y + x -y  - : x, y ∈ E, x = , y ≤ t .
A Banach space E is said to be uniformly smooth if
A Banach space E is said to be strictly convex if and only if x = y = ( -λ)x + λy for x, y ∈ E and  < λ <  implies that x = y. A Banach space E is said to be uniformly convex if for any ε ∈ (, ] there exists δ >  such that
It is well known that a uniformly convex Banach space is reflexive and strictly convex.
An operator B : E → E * is said to be monotone if u -v, Bu -Bv ≥ , for all u, v ∈ D(B).
The monotone operator B is said to be maximal monotone if the graph of B, G(B), is not contained properly in any other monotone subset of E × E * .
A single-valued mapping F : D(F) = E → E * is said to be hemi-continuous [] if w-lim t→ F(x + ty) = Fx, for any x, y ∈ E. A single-valued mapping F : D(F) = E → E * is said to be demi-continuous [] if w-lim n→∞ Fx n = Fx, for any sequence {x n } strongly convergent to x in E.
Following from [] or [] , the function h is said to be a proper convex function on E if h is defined from E onto (-∞, +∞], h is not identically +∞ such that h(( -λ)x + λy) ≤ ( -λ)h(x) + λh(y), whenever x, y ∈ E and  ≤ λ ≤ . h is said to be strictly convex if h(( -λ)x + λy) < ( -λ)h(x) + λh(y), for all  < λ <  and x, y ∈ E with x = y, h(x) < +∞ and h(y) < +∞. The function h : E → (-∞, +∞] is said to be lower-semi-continuous on E if 
It can be seen from [] that the duality mapping J ϕ has the following properties:
J ϕ (x), for ∀x ∈ E and k > ; (ii) if E * is uniformly convex, then J ϕ is uniformly continuous on each bounded subset in E; (iii) the reflexivity of E and strict convexity of E * imply that J ϕ is single-valued, monotone and demi-continuous. In the case ϕ(t) ≡ t, we call J ϕ the normalized duality mapping, which is usually denoted by J.
For the gauge function ϕ, the function : [, +∞) → [, +∞) defined by
is a continuous convex strictly increasing function on [, +∞). Following the result in [], a Banach space E is said to have a weakly continuous duality mapping if there is a gauge ϕ for which the duality mapping J ϕ (x) is single-valued and weak-to-weak * sequentially continuous (i.e., if {x n } is a sequence in E weakly convergent to a point x, then the sequence J ϕ (x n ) converges weakly * to J ϕ (x)). It is well known that l p has a weakly continuous duality mapping with a gauge function ϕ(t) = t p- for all  < p < +∞.
Let C be a nonempty, closed and convex subset of E and Q be a mapping of E onto C. Then Q is said to be sunny [] if Q(Q(x) + t(x -Q(x))) = Q(x), for all x ∈ E and t ≥ .
A mapping Q of E into E is said to be a retraction
A mapping T : C → C is said to be nonexpansive if Tx -Ty ≤ x -y , for ∀x, y ∈ C. We use Fix(T) to denote the fixed point set of T. That is, Fix(T) := {x ∈ C : Tx = x}. A mapping
x ∈ D(T) and Tx n → p then Tx = p. A subset C of E is said to be a sunny nonexpansive retract of E [, ] if there exists a sunny nonexpansive retraction of E onto C and it is called a nonexpansive retract of E if there exists a nonexpansive retraction of E onto C.
A mapping A : ). An accretive mapping A is said to be m-accretive if
It is well known that if A is an accretive mapping, then the solutions of the problem  ∈ Ax correspond to the equilibrium points of some evolution equations. Hence, the problem of finding a solution x ∈ E with  ∈ Ax has been studied by many researchers (see [-] and the references therein).
One classical method for studying the problem  ∈ Ax, where A is an m-accretive mapping, is the following so-called proximal method (cf.
[]), presented in a Hilbert space:
where J A r n := (I +r n A) - . It was shown that the sequence generated by (.) converges weakly or strongly to a zero point of A under some conditions. An explicit iterative process to approximate fixed point of a nonexpansive mapping T : C → C was introduced in  by Halpern [] in the frame of Hilbert spaces:
In , based on (.) and (.), Qin and Su [] presented the following iterative algorithm:
They showed that {x n } generated by (.) converges strongly to a zero point of an m-accretive mapping A.
Motivated by iterative algorithms (.) and (.), Zegeye and Shahzad extended their discussion to the case of finite m-accretive mappings {A i } l i= . They presented in [] the following iterative algorithm:
where 
where T : C → C is nonexpansive with Fix(T) = ∅. Suppose {α n } and {β n } are two real sequences in (, ) satisfying (a) 
Here Q C is the sunny nonexpansive retraction of E onto C. In , by modifying iterative algorithm (.) and employing new techniques, Wei and Tan [] presented and studied the following three-step iterative algorithm:
where Q C is the sunny nonexpansive retraction of E onto C, {e n } ⊂ E is the error sequence and {A i } 
where f is a contraction on
{β n }, and {γ n } are real number sequences in (, ). Some strong convergence theorems to approximate common zero point of A i (i = , , . . .) are obtained under some conditions. Inspired by the work in [, , -], we shall design a four-step iterative algorithm with errors in a Banach space in Section . Some weak and strong convergence theorems for approximating common zero point of an infinite family of m-accretive mappings are obtained. Some new proof techniques can be found. In Section , we shall present an example of infinite p-Laplacian-like differential systems, to highlight the significance of the studies on iterative construction for zero points of accretive mappings in applied mathematics and engineering. We demonstrate the applications of the main results in Section .
Our main contributions are: (i) a new four-step iterative algorithm is designed by combining the ideas of famous iterative algorithms such as proximal methods, Halpern methods, convex combination methods, and viscosity methods; (ii) three sequences constructed in the new iterative algorithm are proved to be weakly or strongly to the common zero point of an infinite family of m-accretive mappings; (iii) the characteristic of the weakly convergent point of the new iterative algorithm is pointed out; (iv) under the new assumptions, a path convergence theorem for nonexpansive mappings is proved; (v) some new techniques are employed, for example, the tool ·  for estimating the convergence of the iterative sequence {x n } in most of the existing related work is partly replaced by function defined by (.); (vi) the discussion is undertaken in the frame of a Banach space, which is more general than that in Hilbert space; the assumption that 'the normalized duality mapping J is weakly sequentially continuous' in most of the existing related work is weakened to 'J ϕ is weakly sequentially continuous for a given gauge function ϕ'; (vii) compared to (.), J r i is replaced by J r n,i ; compared to (.), a contraction f is considered; compared to the work in [, , -], an infinite family of m-accretive mappings is discussed; (viii) in Section , the applications of the main results in Section  on approximating the equilibrium solution of the nonlinear p-Laplacian-like differential systems are demonstrated.
Preliminaries
Now, we list some results we need in the sequel. 
(ii) Assume that a sequence {x n } in E converges weakly to a point x ∈ E. Then
Lemma . (see [] ) Let {a n } and {c n } be two sequences of nonnegative real numbers satisfying
where {t n } ⊂ (, ) and {b n } is a number sequence. Assume that (i) 
Lemma . (see []) Let {x n } and {y n } be two bounded sequences in a Banach space E such that x n+
where
Lemma . (see [] ) Let E be a real uniformly smooth and uniformly convex Banach space. Let C be a nonempty, closed, and convex sunny nonexpansive retract of E, and let Q C be the sunny nonexpansive retraction of E onto C. Let T : C → C be a nonexpansive mapping with Fix(T) = ∅. If for each t ∈ (, ), define T t : C → C by
Then T t is a contraction and has a fixed point z t , which satisfies z t -Tz t → , as t → . 
This completes the proof.
Theorem . Let E be a real strictly convex Banach space which has a weakly continuous duality mapping J ϕ . Let C be a nonempty, closed, and convex sunny nonexpansive retract of E, and Q C be the sunny nonexpansive retraction of E onto C. Let f : C → C be a contraction with contractive constant k ∈ (, ). Let
∞ i= a i =  and {e n } ⊂ E is the error sequence. Let {x n } be generated by the following iterative algorithm:
Further suppose that the following conditions are satisfied:
∞ n= e n < +∞. Then the three sequences {x n }, {u n }, and {w n } converge weakly to the unique element q  ∈ D, which satisfies, for ∀y ∈ D,
Proof We shall split the proof into five steps.
Step
r n,i u n }, {v n }, and {f (x n )} are all bounded.
We shall first show that ∀p ∈ D,
, p }. By using Lemma . and the induction method, we see that, for n = , ∀p ∈ D,
Suppose that (.) is true for n = k. Then, for n = k + ,
Thus (.) is true for all n ∈ N + . Since
∞ n= e n < +∞, (.) ensures that {x n } is bounded.
For
r n,i u n } and {x n } are bounded, {v n } is bounded. From the definition of a contraction, we can easily see that {f (x n )} is bounded.
Set
Step . lim n→∞ x n -w n =  and lim n→∞ x n+ -x n = . In fact, if r n,i ≤ r n+,i , then, using Lemma ., 
If r n+,i ≤ r n,i , then imitating the proof of (.), we have
Combining (.) and (.), we have
On the other hand, u n+ -u n ≤ x n+ -x n + α n+ x n+ + α n x n + α n+ e n+ -α n e n + e n+ -e n . (  .  )
In view of (.) and (.), we have
Thus in view of (.), we have
Using Lemma ., we have from (.) lim n→∞ x n -w n =  and then lim n→∞ x n+ -x n = .
Step . lim n→∞ x n -u n =  and lim n→∞ u n -(
r n,i )u n = . We compute the following:
Using the result of Step  and Lemma ., we have
u n and  < lim inf n→∞ β n ≤ lim sup n→∞ β n < , (.) implies that Step . ω(x n ) ⊂ D, where ω(x n ) is the set of all of the weak limit points of {x n }. Since {x n } is bounded, there exists a subsequence of {x n }, which is denoted by {x n k }, such that x n k q  , as k → ∞. From (.), we have u n k q  , as k → ∞. Then Lemma .(ii) implies that
Lemma ., Lemma .(i), and (.) imply that
From (.) and (.), we know that ( (
which implies that
Step . x n q  , as n → ∞, where q  ∈ D is the unique element which satisfies (.). Now, we define h(y) = lim sup n→∞ ( x n -y ), for y ∈ D. Then h(y) : D → R + is proper, strictly convex, lower-semi-continuous, and h(y) → +∞, as y → +∞. Therefore, there exists a unique element q  ∈ D such that h(q  ) = min y∈D h(y). That is, q  satisfies (.). Next, we shall show that x n q  , as n → ∞. In fact, suppose there exists a subsequence {x n m } of {x n } (for simplicity, we still denote it by {x n }) such that
, which implies that ( v  -q  ) = , and then v  = q  .
If there exists another subsequence {x n k } of {x n } such that x n k p  , as k → ∞. Then repeating the above process, we have p  = q  .
Since all of the weakly convergent subsequences of {x n } converge to the same element q  , the whole sequence {x n } converges weakly to q  . Combining the results of Steps  and , u n q  , w n q  , as n → ∞. This completes the proof. (i) T t is a contraction and has a fixed point z t , which satisfies z t -Tz t → , as t → ;
(ii) further suppose that E has a weakly continuous duality mapping J ϕ , then lim t→ z t = z  ∈ Fix(T).
Proof Lemma . ensures the result of (i).
To show that (ii) holds, it suffices to show that, for any sequence {t n } such that t n → , we have lim n→∞ z t n = z  ∈ Fix(T).
In fact, the result of (i) implies that there exists z t ∈ Fix(T) such that
{z t } is bounded. Without loss of generality, we may assume that z t n z  . Using (i) and Lemma ., we have z  ∈ Fix(T).
Using Lemma ., we have, for ∀p ∈ Fix(T),
which implies that
In particular,
Since E has a weakly continuous duality mapping J ϕ , (.) implies that z t n -z  -t n z t n → , as n → ∞.
From z t n -z  ≤ z t n -z  -t n z t n + t n z t n , we see that z t n → z  , as n → ∞.
Suppose there exists another sequence z t m x  , as t m →  and m → ∞. Then from (i) z t m -Tz t m →  and I -T being demi-closed at zero, we have x  ∈ Fix(T). Moreover, repeating the above proof, we have z t m → x  , as m → ∞. Next, we want to show that z  = x  .
Similar to (.), we have
Letting m → ∞,
Interchanging x  and z  in (.), we obtain
Then (.) and (.) ensure
This completes the proof. 
Theorem . Further suppose that E is real uniformly convex and uniformly smooth and
The other restrictions are the same as those in Theorem ., then the iterative sequence {x n } generated by (.) converges strongly to p  ∈ D.
Proof We shall split the proof into six steps. The proofs of Steps , , and  are the same as those in Theorem ..
From Lemma ., we know that there exists y t ∈ C such that
Since y t ≤ y t -p  + p  , {y t } is bounded. Using Lemma ., we have
where K  = sup{ϕ( y t -x n ) : n ≥ , t > } and from the result of Step  we know that K  is a positive constant.
r n,i )x n -x n . Noticing (.) and (.), we have
From the assumption on J ϕ and the following fact:
Step . defined by (.) satisfies (kt) ≤ k (t), for t ∈ [, +∞), where
Step . x n → p  , as n → +∞, where p  ∈ D is the same as that in Step .
Since is convex, we have
Using Lemma . and the result of Step , we have
Similarly, we have
From Lemma ., the assumptions (vii) and (viii), (.), and (.), we know that ( x n -p  ) → , which implies that x n → p  , as n → +∞. Combining the results in Steps  and , we can also know that w n → p  , u n → p  , as n → +∞.
Remark . Actually, the three sequences {x n }, {w n }, and {u n } are proved to be strongly convergent to the common zero point p  of an infinite family of m-accretive mappings.
The p  in Theorem . also satisfies (.).
Remark . The assumptions imposed on the real sequences in Theorem . are reason-
, and β n = 
We use · p i and · ,p i , to denote the norms in L p i ( ) and W ,p i ( ), respectively. Let 
Proposition . The mapping A i is m-accretive.
Proof First, for every λ > , the mapping T i,λ :
is maximal monotone and coercive. It follows from the fact that
This complete the proof. and differential everywhere except at t = . Since
for x ∈ , we have
So, to prove the lemma, it suffices to prove that
for every μ >  in view of the fact that ψ μ (t) ↑ ψ(t) for every t ∈ R and the monotone convergence theorem. Now, since Remark . Based on Theorem ., Theorems . and . can be applied to approximate the equilibrium solution of (.).
