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MIRROR SYMMETRY FOR K3 SURFACES
C.J. BOTT, PAOLA COMPARIN, AND NATHAN PRIDDIS
Abstract. For certain K3 surfaces, there are two constructions of mirror symmetry that are very different.
The first, known as BHK mirror symmetry, comes from the Landau–Ginzburg model for the K3 surface; the
other, known as LPK3 mirror symmetry, is based on a lattice polarization of the K3 surface in the sense
of Dolgachev’s definition. There is a large class of K3 surfaces for which both versions of mirror symmetry
apply. In this class we consider the K3 surfaces admitting a certain purely nonsymplectic automorphism of
order 4, 8, or 12, and we complete the proof that these two formulations of mirror symmetry agree for this
class of K3 surfaces.
Introduction
The phenomenon of mirror symmetry, first arising in physics in the context of string theory, started
interesting mathematicians in the 90’s, when a conjecture by a group of physicists [9] provided a method
for counting rational curves on the quintic threefold that was much more effective then all formerly known
methods. Since that time, mathematicians have expended much energy trying to formulate and understand
this phenomenon mathematically. There are several mathematical constructions of mirror symmetry in
various contexts.
The idea of mirror symmetry is a correspondence between families of Calabi-Yau varieties, which essen-
tially trades the information of complex structures on the first family with Ka¨hler structures on the second.
For example, a first prediction of mirror symmetry is a relationship between the Hodge diamonds of these
varieties. For general members X and X ′ of two mirror families of Calabi-Yau varieties F and F ′ we expect
the following relationship between the Hodge numbers.
hp,q(X) = hn−p,q(X ′)
where n is the dimension of X,X ′.
Various authors have found mathematical constructions for mirror symmetry in various contexts, including
Batyrev-Borisov [3], Givental [20], Hori-Vafa [22], and others. In this article we are interested in two
particular formulations of mirror symmetry, namely BHK mirror symmetry and mirror symmetry for lattice
polarized K3 surfaces, which we now describe.
BHK mirrror symmetry was proposed by Berglund–Hu¨bsch [6], Berglund–Henningson [5], and later
Krawitz [25]. This construction applies to Calabi-Yau varieties in any dimension, given as hypersurfaces
in weighted projective spaces P(w0, . . . , wm). In order to construct the Calabi-Yau variety XW,G, one needs
to choose a quasismooth invertible polynomial in P(w0, . . . , wm) of degree d =
∑m
i=0 wi and a subgroup G of
diagonal automorphisms of the vanishing locus ofW satisfying certain conditions (more details can be found
in Section 1.3). This version of mirror symmetry provides a rule for constructing a dual polynomialWT and
a dual group GT from which one can construct the BHK mirror XWT ,GT . This rule has been proven to be
mirror in the sense of Hodge numbers by Chiodo and Ruan in [13]. Others have use BHK mirror symmetry
to prove deeper relationships between the mirror manifolds, e.g. [10], [12], [14], [21], [29].
When passing to Calabi-Yau varieties of dimension 2, i.e. K3 surfaces, since the Hodge diamond of a
K3 surface is fixed, a specific definition of mirror symmetry specific to K3 surfaces has been introduced by
Dolgachev, Voisin and others, which we will call LPK3 mirror symmetry. This version of mirror symmetry
involves the behaviour of a lattice primitively embedded in the Picard group Pic(X). In other words, one
begins with a lattice polarization of a K3 surface, and defines the LPK3 mirror family as the family of
K3 surfaces polarized by a certain mirror lattice (see [19] and Section 1.2 for details). This is the second
formulation of mirror symmetry that we consider.
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A natural question that arises in this context is whether these two definitions of mirror symmetry agree,
i.e. if the mirror K3 surfaces obtained via the BHK construction belong to LPK3 mirror families or not.
This question has been partially answered; in the current paper we will complete the proof, by answering
the question in the affirmative for a class of K3 surfaces admitting a non–symplectic automorphism of order
n = 4, 8, 12.
More specifically, we begin with a K3 surface XW,G obtained from a pair (W,G) of a polynomial of the
form W = xn0 + f(x1, x2, x3) and a group satisfying certain conditions (see Section 1.3 for the construction).
This K3 surface naturally admits a non–symplectic automorphism σn(x0, x1, x2, x3) = (ζnx0, x1, x2, x3),
where ζn is a primitve n-th root of unity. The invariant lattice
S(σn) := {x ∈ H
2(XW,G,Z) : σ
∗
nx = x}
polarizes the K3 surface XW,G. The same happens in the dual context for the BHK mirror XWT ,GT with σ
T
n
and S(σTn ) defined in the same way. In order to show the equivalence of BHK and LPK3 mirror contructions,
we prove the following theorem (see Section 2).
Theorem. Given an invertible polynomial of the form W = xn0 + f(x1, x2, x3) quasihomogeneous with
respect to one of Reid and Yonemura’s 95 weight systems, and G a group of symmetries of W satisfying
JW ≤ G ≤ SLW . Then the K3 surface XW,G, polarized by S(σn), and its BHK mirror XWT ,GT polarized by
S(σTn ), form an LPK3 mirror pair.
This result has been proved for n = 2 by Artebani, Boissie`re and Sarti in [1] and for n prime by Comparin,
Lyons, Priddis and Suggs in [15], and for all other n, except for n = 4, 8, 12 in [16]. In all cases, the proof of
the theorem is done computing the invariant lattices S(σn) and S(σ
T
n ) for the K3 surfacesXW,G and XWT ,GT
and then comparing them, in order to show they are mirror lattices. In the first two papers the computations
rely heavily on the relations between topological invariants of the fixed locus of the automorphism σn and
the lattice invariants of S(σn), when n is prime.
Such relations are no longer avalaible when n is not prime, so that in [16] the authors introduce new
methods for computing S(σn) in order to prove the theorem for n composite and different from 4, 8, 12.
However, these methods we not sufficient for n = 4, 8, 12.
In the current paper we introduce new methods, in order to study the missing cases and complete the proof
of the theorem for any n. The new methods include using certain isomorphisms and deformations in order
to group K3 surfaces into equivalence classes with the property that every K3 surface in a given equivalence
class has the same invariant lattice S(σn). Then one can apply a modification of former methods to obtain
the required information about S(σn) needed to prove the theorem. In some cases, a deeper analysis is
needed, so we exploit knowledge of lines on certain Fermat surfaces in weighted projective space to complete
the analysis.
The paper is organized as follows: in Section 1 we recall some preliminary results on lattices and K3
surfaces and we present in Sections 1.2 and 1.3 the two definitions of LPK3 and BHK mirror symmetry. In
Section 2 we state the main theorem and show how isomorphisms and deformations can be used in the proof
of it. Section 3 is devoted to the calculations which prove the theorem, while in Section 4 we deal with the
exceptional cases that need special methods. Appendix A contains tables with the calculations proving the
theorem.
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1. Background
In this section, in order to set notation, we will give the necessary background material. As this can be
found in several other places, e.g. [1, 15, 28], we will be terse.
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1.1. K3 surfaces and lattices. A K3 surface X is a compact complex surface having trivial canonical
bundle and h1,0(X) = 0. Let ωX be the basis of the 1-dimensional space H
2,0(X). Given an automorphism
σ ∈ Aut(X), we call σ symplectic if σ∗ωX = ωX and non-symplectic otherwise. If σ has order n and
σ∗ωX = ζnωX with ζn a primitive n-th root of unity, σ is called purely non-symplectic of order n.
An (integral) lattice is defined to be a pair (L,B), where L is a free abelian group of finite rank and
B : L× L → Z is a non-degenerate symmetric bilinear form. A lattice is called even if B(x, x) ∈ 2Z for all
x ∈ L. We will denote the signature of the lattice (L,B) by (l+, l−). A lattice is hyperbolic if l+ = 1. From
now on, we denote a lattice (L,B) by L for convenience, making B explicit when required.
A sublattice (L′, B′) ⊆ (L,B) is a free abelian subgroup L′ ⊆ L, where B restricted to L′ is B′. A
sublattice L′ ⊆ L is primitively embedded if L/L′ is free. Furthermore L is called an overlattice of L′ if L/L′
is a finite abelian group.
The following are some lattices of particular interest:
(1) The rank 2 hyberbolic lattice whose bilinear form is given by the matrix
(
0 1
1 0
)
is called U .
(2) The lattices Al, Dm, and En (l ≥ 1,m ≥ 4, 6 ≤ n ≤ 8) are negative definite lattices whose bilinear
form is given by the adjacency matrices for the Dynkin diagrams of the classic ADE-singularities.
(3) The Tp,q,r lattice has rank p + q + r − 2 and is defined by the adjacency matrix for a graph in the
form of a T with p, q, r the respective lengths of the legs (see Figure 1 for T4,4,4).
(4) For n ∈ Z, the rank 1 lattice 〈n〉 is defined by multiplication by n, i.e. B(x, y) = xny for x, y ∈ L ∼= Z.
(5) If L is a lattice and n ∈ Z, we will write L(n) to express the lattice whose values are n times those
for L.
Figure 1. The graph for the lattice T4,4,4
Given a lattice L, we denote L∗ = Hom(L,Z), and define the discriminant group AL := L
∗/L, which is a
finite abelian group. In fact if we write B as a matrix, then |AL| = | det(B)|. If AL is trivial (i.e. L = L
∗),
we call the lattice L unimodular.
Given a finite abelian group A, a finite quadratic form is a map q : A → Q/2Z satisfying the following
two conditions:
(1) For all n ∈ Z and a ∈ A, q(na) = n2q(a), and
(2) There exists a symmetric, bilinear form b : A×A→ Q/Z such that for all a, a′ ∈ A,
q(a+ a′) ≡ q(a) + q(a′) + 2b(a, a′) mod 2Z.
If L is a lattice, we can extend the bilinear form B on L to L∗ (now taking values in Q). If L is even, we
get an induced finite quadratic from qL : AL → Q/2Z, which is called the discriminant quadratic form of L.
If M ⊆ L is a sublattice, we denote the orthogonal complement in L as
M⊥L := {l ∈ L : B(l,m) = 0 for all m ∈M}.
Two lattices M and K are said to be orthogonal if there exists an even, unimodular lattice L such that
M ⊆ L and M⊥L
∼= K. Orthogonality will be key in our later definition of LPK3 mirror symmetry and the
following lemma provides a useful criterium to check orthogonality.
Lemma 1.1. ([28, Corollary 1.6.2]) The lattices L and K are orthogonal if and only if qL ∼= −qK.
The set of all finite quadratic forms is a semi-group under direct sum. There are three classes of quadratic
forms which generate the semi-group of all finite quadratic forms under direct sum, which we present now
following [4, 28], :
(1) For p 6= 2 prime, k ∈ N, and ǫ ∈ {−1, 1}, let a be the smallest even integer that has ǫ as quadratic
residue modulo p. Then we define
wǫp,k : Z/p
kZ → Q/2Z by wǫp,k(1) =
a
pk
.
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(2) For k ∈ N, and ǫ ∈ {−1, 1,−5, 5}, we define
wǫ2,k : Z/2
kZ → Q/2Z by wǫ2,k(1) =
ǫ
2k
.
(3) For k ∈ N, we define the quadratic forms uk and vk on Z/2
kZ× Z/2kZ by
uk =
[
0 12k
1
2k 0
]
, vk =
1
2k
[
2 1
1 2
]
.
In Table 1 we list the lattices relevant to this work, together with their signatures and their associated
quadratic forms.
Lattice Signature Form
U (1,1) trivial
U(2) (1,1) u
A1 (0,1) w
−1
2,1
A2 (0,2) w
1
3,1
A3 (0,3) w
5
2,2
D4 (0,4) v
D5 (0,5) w
−5
2,2
D6 (0,6) (w
1
2,1)
2
D9 (0,9) w
−1
2,2
E6 (0,6) w
−1
3,1
E7 (0,7) w
1
2,1
E8 (0,8) trivial
T4,4,4 (1,9) v2
〈4〉 (1,0) w12,2
〈−4〉 (0,1) w−12,2
〈8〉 (1,0) w12,3
〈−8〉 (0,1) w−12,3
Table 1. Lattices and quadratic forms
An important question regarding integral lattices is to what extent are they determined by certain invari-
ants. The following result due to Nikulin answers this question.
Proposition 1.2 ([28, Cor. 1.13.3]). An even lattice with signature (l+, l−) and discriminant quadratic form
q exists and is unique if l+ ≥ 1, l− ≥ 1, l+ − l− ≡ sign q (mod 8), and l+ + l− ≥ 2 + l(Aq), where l(Aq)
denotes the minimum number of generators of Aq, and sign q denotes the signature of q.
In what follows we will be identifying lattices via their discriminant quadratic forms and signatures.
All but three lattices that we will consider satisfies the requirements of Proposition 1.2 and so are uniquely
determined by these invariants. Two of the three exceptions have rank 1, and so are also uniquely determined
by these invariants. The final exception is U(2), which is the unique even indefinite lattice of rank two with
discriminanat quadratic form u (e.g. because it is 2-elementary). A description in terms of the lattices listed
in Table 1 is easy to reconstruct.
1.2. LPK3 mirror symmetry. We now consider mirror symmetry specifically for K3 surfaces and recall
Dolgachev’s definition of lattice polarized K3 (LPK3) mirror symmetry, as in [19].
Let X be an algebraic K3 surface and let σ be a purely non-symplectic automorphism of X of order n. It is
well known that H2(X,Z) is an even, unimodular lattice of signature (3, 19) isomorphic to LK3 = U
3⊕(E8)
2.
We can then look at some interesting sublattices: the Picard lattice of X is Pic(X) = H2(X,Z)∩H1,1(X,C)
and the invariant lattice of σ is S(σ) ⊆ H2(X,Z) given by
S(σ) = {x ∈ H2(X,Z) : σ∗(x) = x}.
Observe that S(σ) is a primitive sublattice of Pic(X) and has signature (1, t) for some t ≤ 19 (see e.g.
[4, 15]).
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Let M be a lattice of signature (1, t), t ≤ 18. If there exists a primitive embedding j : M →֒ Pic(X), we
call X an M -polarizable K3 surface1. Observe that all lattice polarizable K3 surfaces are algebraic. For an
M -polarizable K3 surface X , the lattice M naturally embeds into LK3, leading to our final definition.
Definition 1.3. Let M be a primitive sublattice of LK3 of signature (1, t) with t ≤ 18 such that (M)
⊥
LK3
∼=
U ⊕M∨. We define M∨ (up to isometry) to be the mirror lattice to M . Given an M -polarizable K3 surface
X and an M ′-polarizable K3 surface X ′ with M ′ = M∨ (or equivalently M = (M ′)∨), we say X and X ′ are
LPK3 mirror K3 surfaces.
Note that there is a whole family of K3 surfaces dual to X , each of which is M∨-polarizable. As for
duality, if M is as in Definition 1.3 one can check that M∨ is also primitively embedded in LK3, has
signature (1, 18− t), and that (M∨)⊥LK3
∼= U ⊕M , so (M∨)∨ =M . Notice also that qM ∼= −qM∨ Hence our
notion of M -polarizable X and M∨-polarizable X ′ being mirror K3 surfaces is a duality.
1.3. BHK mirror symmetry. The second version of mirror symmetry that we will consider is called BHK
mirror symmetry. This was developed by Berglund–Hu¨bsch [6], Berglund–Henningson [5], and Krawitz [25].
Let W ∈ C[x0, . . . , xn] be a quasihomogeneous polynomial of degree d with weight system (q0, . . . , qn; d),
i.e. W (λq0x0, . . . , λ
qnxn) = λ
dW (x0, . . . , xn) for all λ ∈ C
∗. In this work, we take the convention that
q0, . . . , qn, d ∈ Z≥1 with the property that gcd(q0, . . . , qn) = 1.
The polynomial W ∈ C[x0, . . . , xn] is nondegenerate if it has a single critical point at the origin and the
weights are uniquely determined. Furthermore, we say a nondegenerate quasihomogeneous polynomial is
invertible if it has the same number of monomials and variables (this last condition is also known as the
Delsarte condition in the literature).
Given an invertible polynomial W =
∑n
i=0
∏n
j=0 x
aij
j ∈ C[x0, . . . , xn], we can construct the exponent
matrix AW := (aij). The rows represent the monomials of W and the columns represent the variables. The
condition that W be invertible, implies that AW is invertible.
There are three building blocks of invertible polynomials, given by the following definition.
Definition 1.4. The following types of quasihomogeneous polynomials are called atomic types :
(1) Fermat: W = xn
(2) Loop: W = x0x
a1
1 + x1x
a2
2 + . . .+ xn−1x
an
n + xnx
a0
0 where ai ≥ 2 for all i
(3) Chain: W = xa00 + x0x
a1
1 + x1x
a2
2 + . . .+ xn−1x
an
n where ai ≥ 2 for all i
As a consequence of [27, Theorem 1], a well known result for classsifying invertible polynomials is the
following.
Proposition 1.5. A nondegenerate quasihomogeneous polynomial W ∈ C[x0, . . . , xn] is invertible if and
only if it can be written as a finite sum of atomic types in disjoint sets of variables.
Let W ∈ C[x0, . . . , xn] be an invertible polynomial with weight system (q0, . . . , qn; d). We will assume
from now on that the degree of W equals the sum of the weights, i.e.
d =
n∑
i=0
qi
This is often referred to as the Calabi–Yau condition. This is because a quasihomogeneous polynomal of
degree d defines a hypersurface ZW of degree d in the weighted projective space P(q0, . . . , qn), and by [17],
the Calabi–Yau condition d =
∑n
i=0 qi ensures that the variety ZW is a Calabi-Yau variety.
Reid (unpublished) and Yonemura [32] each independently showed that there are exactly 95 distinct
weight systems such that the minimal resolution of ZW ⊆ P(q0, q1, q2, q3) yields a K3 surface.
We now consider some groups of automorphisms of W .
Definition 1.6. Let W be an invertible polynomial with weight system (q0, . . . , qn; d).
(1) The group of diagonal symmetries GmaxW of W is defined by
GmaxW = {(g0, . . . , gn) ∈ (C
∗)n+1 :W (g0x0, . . . , gnxn) = W (x0, . . . , xn).}
1If we also consider the primitive embedding as part of the data, then this is what Dolgachev calls an M -polarized K3
surface. Since we do not consider the embedding as the part of the data, we have a somewhat coarser version.
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(2) Viewing the elements of GmaxW as diagonal matrices, the special linear symmetry group for W is
SLW = G
max
W ∩ SLn+1(C).
(3) The exponential grading operator group, is denoted JW = 〈(e
2πiq0/d, . . . , e2πiqn/d)〉.
Observe that each of these groups can be represented by diagonal matrices, they all are abelian and the
entries of these matrices are all roots of unity, so (g0, . . . , gn)=(e
2πi·a0 , . . . , e2πi·an) for some a0, . . . , an ∈ Q/Z.
Since multiplication of roots of unity corresponds to addition of exponents, for convenience we will write
these groups additively (a0, . . . , an) ∈ (Q/Z)
n+1.
With this view in mind, the group SLW is the subgroup with entries that add up to an integer. Further-
more, if d =
∑n
i=0 qi, the group JW is a subgroup of SLW .
The following Proposition collects two results due to Kreuzer and Krawitz [26, 25]. It can be found also
in [1, Section 3.1].
Proposition 1.7 ([25, 26]). Let W be an invertible polynomial with exponent matrix AW and G
max
W its
maximal symmetry group, viewed additively.
(1) |GmaxW | = | det(AW )|. In particular, G
max
W is a finite abelian group.
(2) GmaxW is generated by the columns of A
−1
W .
Let (W,G) be a pair consisting of a quasihomogeneous polynomal W and a group of diagonal symmetries
G ≤ GmaxW . From this point of view we can consider the following geometry. In order for a subgroup
G ≤ GmaxW to act on the hypersurface ZW , we must have JW ≤ G. The equivalence relation defining points
in weighted projective space is just the action of JW , so JW acts trivially on ZW .
Set G˜ = G/JW , and we define the variety ZW,G = ZW /G˜. However, for the resulting quotient space to
be a Calabi-Yau manifold, the group must preserve the canonical bundle, which means that the subgroup
G must also be a subgroup of SLW . When G 6= JW , the group action may introduce new singularities in
addition to those coming from weighted projective space. However, all of the singularities of ZW,G will be
located on the so–called “coordinate curves.”
To summarize, let W be an invertible polynomial, quasihomogeneous with respect to one of Reid/Yone-
mura’s 95 weight systems, and G ≤ GmaxW satisfying JW ≤ G ≤ SLW . Then the minimal resolution of ZW,G
is a K3 surface. We denote it XW,G.
With this background, we can now give the BHK mirror symmetry construction. For each pair (W,G) as
defined above, BHK mirror symmetry produces another pair (WT , GT ). The dual polynomialWT is defined
as the polynomial associated to the transpose of AW , i.e. A
T
W = AWT . With the conditions above satisfied,
WT will also be an invertible polynomial (which again can be proven from the atomic type decomposition).
In fact, one can check that if W is quasihomogeneous with respect to one of the 95 weight systems, then
WT is as well.
Finding a dual group was a huge breakthrough in mirror symmetry, given by Berglund–Henningson [5]
and in the Ph.D. dissertation of Krawitz [25]. We give the definition and some important properties below.
Definition 1.8. For an invertible polynomial W with exponent matrix AW and subgroup G ≤ G
max
W , we
define the dual group to be GT = {g ∈ GmaxWT : gAWh
T ∈ Z for all h ∈ G}.
The definition of the dual group does in fact have some very nice properties:
Proposition 1.9 ( [1, Prop. 3]). Let W be an invertible polynomial and G1, G2 ≤ G
max
W .
(1) (GT1 )
T = G1;
(2) If G1 ≤ G2, then G
T
2 ≤ G
T
1 and G2/G1
∼= GT1 /G
T
2 ;
(3) (JW )
T = SLWT , and (SLW )
T = JWT .
In particular, if JW ≤ G ≤ SLW , we have that JWT ≤ G
T ≤ SLWT . So we can do the same geometric
construction for (WT , GT ) as we did for (W,G), producing a K3 surface XWT ,GT and we arrive at the
following definition of BHK mirror symmetry for K3 surfaces.
Definition 1.10. The BHK mirror (dual manifold) of the K3 surface XW,G, with JW ≤ G ≤ SLW , is
XWT ,GT .
2
2In fact this definition can be extended to CY orbifolds using the same construction, and to their crepant resolutions, if they
exist. But we want to avoid these technicalities here.
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2. Main Result and New Methods
We have introduced two forms of mirror symmetry for K3 surfaces, namely BHK mirror symmetry and
LPK3 mirror symmetry. The question is, if both versions of mirror symmetry apply to a given K3 surface,
do they agree?
We turn our attention specifically to K3 surfaces XW,G defined by the pair (W,G) with W an invertible
polynomial of the form
(1) W = xn0 + g(x1, x2, x3), n ≥ 2.
that is quasihomogeneous with respect to one of the 95 weight systems of Reid and Yonemura andG satisfying
JW ≤ G ≤ SLW . As previously mentioned, if W satisfies these two conditions, then W
T does as well. In
what follows, to ease notation, we fix a pair (W,G) and denote X = XW,G, and X
T = XWT ,GT , whenever
there is no possibility of confusion.
The natural question which arises is the following: are X and XT LPK3 mirror? In other words, can
we find an integral lattice M , which embeds primitively into Pic(X), such that M∨ also embeds primitively
into Pic(XT )? This is what we mean for the BHK and LPK3 mirror symmetry constructions “to agree”.
The answer to this question is given in the affirmative in the following theorem.
Theorem 2.1. Let W be an invertible polynomial of the form xn0 + g(x1, x2, x3) quasihomogeneous with
respect to one of Reid and Yonemura’s 95 weight systems, and G a group of symmetries of W satisfying
JW ≤ G ≤ SLW . Then the K3 surface XW,G and its BHK mirror XWT ,GT form an LPK3 mirror pair.
Theorem 2.1 has already been proven for n = 2 by Artebani-Boissie`re-Sarti [1], for the case when n is
prime (and not equal to 2) by Comparin-Lyon-Priddis-Suggs [15], and for n composite, except for n = 4, 8, 12
by Comparin-Priddis [16]. In the present work we complete the proof by looking at the remaining cases
n = 4, 8, 12.
In all cases, Theorem 2.1 is proven by finding an appropriate lattice polarization of X , determined by a
specific non-symplectic automorphism of X of order n. Indeed, we observe that when W is as in (1), the
surface X admits the purely non-symplectic automorphism of order n defined by
(2) σn(x0, x1, x2, x3) = (ζnx0, x1, x2, x3).
Here ζn denotes a primitive n-th root of unity. The invariant lattice S(σn) polarizes X , i.e. the inclusion
map S(σn) →֒ Pic(X) is a primitive embedding.
The defining polynomial WT of the BHK mirror K3 surface XT also has form (1), and so it admits a
non-symplectic automorphism σTn of the same form (2), and so the invariant lattice S(σ
T
n ) polarizes X
T .
This gives us two candidates for M and M∨, namely S(σn) and S(σ
T
n ).
The proof of Theorem 2.1 consists of verifying that S(σn)
∨ ∼= S(σTn ), i.e. S(σn) and S(σ
T
n ) are mirror
lattices in the sense of Definition 1.3. By Lemma 1.1 and Proposition 1.2, we can verify this fact by finding
the rank and quadratic form of the invariant lattices S(σn) and S(σ
T
n ). Indeed if we let rX = rankS(σn),
rXT = rankS(σ
T
n ) and let qX and qXT denote the respective discriminant quadratic forms, we know S(σn)
and S(σTn ) are mirror lattices if
rX = 20− rXT and qX = −qXT .
For n prime, rX and qX can be computed only from the topological data of the fixed locus (see [1], [15]).
Chiodo–Kalashnikov–Veniani [11] have an alternate proof that mirror symmetry holds in case n is prime,
which uses what they call semi–Calabi–Yau varieties. Both proofs rely on the fact that S(σn) has a certain
form (called p-elementary) when n is prime (see [16] for a discussion of the differences in these methods).
However, when n is composite, neither of these methods determine the lattice uniquely. In this case,
the authors of [16] determined S(σn) by actually finding generators of the lattice, which are certain special
divisors on X . Once the lattice is known, one can compute rX and qX directly to verify LPK3 mirror
symmetry. The main difficulty with n = 4, 8, 12 is showing that the proposed set of generators actually
generate S(σn). We will describe those generators now.
Recall ZW,G is defined as the quotient ZW /G˜; the generators of the invariant lattice come from the
resolution of singularities π : X → ZW,G. There are two important classes of curves on X . First of these
are what we call the “coordinate curves”. We denote by Cxi the (strict transforms of the) divisor defined
by xi = 0. Let K the set of smooth irreducible components of the coordinate curves Cxi for i = 0, 1, 2, 3 (if
8 C.J. BOTT, PAOLA COMPARIN, AND NATHAN PRIDDIS
any of the irreducible components are singular, we omit them). Clearly, σn leaves each of the divisors Cxi
invariant (but not necessarily pointwisely), so σn acts on K. For C ∈ K, we define GC as the isotropy group,
K/σn as the set of orbits, and
bC =
1
|GC |
n−1∑
i=0
σinC.
Notice that if C ∈ K is smooth, then bC = C. In general, bC is a sum of some irreducible components of one
of the Cxi .
Next, we look at the exceptional curves of π : X → ZW,G and define E as the set of exceptional curves of
π. Because W is nondegenerate, all of the singularities of ZW,G lie on the coordinate curves, and so σn acts
on the set E . Given E ∈ E , let GE denote the isotropy group of E and let E/σn denote the set of orbits of
this action. As with the coordinate curves, we set
bE =
1
|GE|
n−1∑
i=0
σinE.
This is the sum of all curves in the orbit of E. In particular, if E is invariant under σn, then bE = E.
The first step in determining S(σn) is to determine the rank rX . This is accomplished by the following
lemma:
Lemma 2.2 ([16, Lemma 3.5]). The rank rX of S(σ) is equal to 1 plus the number of orbits of exceptional
curves in the blow-up XW,G → ZW,G, i.e.
rankS(σn) = 1 + |E/σn|.
The second step in determining S(σn) is to find a minimal set of generators. It turns out the gener-
ators always come from the coordinate curves and the exceptional curves. Let B = {bE | E ∈ E/σn} ∪
{bC | C ∈ K/σn}, and let LB denote the lattice generated by B. By construction, LB is clearly a sublattice
of S(σn), and in general, B will have more than rX elements, so some of these generators are redundant and
we can omit them. In any case, since we have an explicit set of generators, one can easily compute that
rankLB = rX , hence S(σn) is an overlattice of LB. We can then compute the discriminant quadratic form
of LB.
The final step is to show that LB = S(σn). With n composite, this can often be done by considering the
possible overlattices of LB, which are characterised by isotropic groups of the discriminant group ALB (see
[28, Prop. 1.4.1]). In most cases, there are no such isotropic subgroups, and therefore no proper overlattices.
Hence in these cases, one knows that LB = S(σn) (see also [16, Method I]).
The trouble comes when the lattice LB has many overlattices, as is almost universally the case when
n = 4, 8, 12. In this case, we can show LB = S(σn) by showing that the inclusion LB →֒ S(σn) is a primitive
embedding. If this is true, then since they both have the same rank, we get equality, LB = S(σn).
The main method for showing LB →֒ S(σn) is a primitive embedding is to find some other lattice M
together with two primitive embeddings ιL : LB →֒ M and ισ : S(σn) →֒ M , such that the inclusion
ι : LB →֒ S(σn) satisfies ιL = ισ ◦ ι as in the following lemma.
Lemma 2.3. Let L, K and M be integral lattices with injective maps ι1 : L → M , ι2 : K →֒ M and
ι3 : L →֒ K such that ι1 = ι2 ◦ ι3 as in the following diagram:
L M
K
ι3
ι1
ι2
(1) If ι3 and ι2 are primitive embeddings, then ι1 is as well.
(2) If ι1 is a primitive embedding, then ι3 is as well.
Proof. This lemma follows essentially from the isomorphism theorems of abelian groups. In this proof, since
each map is an embedding, we will identify each lattice with its image under the embedding for the sake of
simplicity. Under the assumptions of the first statement, K/L is a free abelian group, and M/K is a free
abelian group. Therefore, since M/K ∼= (M/L)
/
(K/L), we see that M/L must also be free. For the second
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part, notice if ι1 is a primitive embedding, then M/L is a free abelian group, and K/L is a subgroup, and
so also free. Hence, ι3 is primitive. 
As was mentioned prior to Lemma 2.3, the main tool for showing that LB = S(σn) is to find a primitive
embedding from LB into some other lattice, which we know is primitively embedded into Pic(X). From the
first part of the lemma this ensures that LB is primitively embedded into Pic(X). Since we know S(σn)
is primitively embedded into Pic(X), the second part of the lemma then ensures that LB is primitively
embedded into S(σn), and therefore they must be equal,i.e. LB = S(σn).
For the three cases n = 4, 8, 12, the challenge is to find a primitive embedding into some lattice that we
know is primitively embedded into the Picard lattice for each possible choice of (W,G). In order to simplify
the task, we reduce the number of pairs (W,G) for which we need to to this. We describe this reduction in
the next sections.
2.1. Isomorphisms of K3 surfaces. Our first reduction is to make equivalence classes of the surfacesXW,G
based on certain isomorphisms, which preserve S(σn). To do this, we use a theorem proven independently
by Kelly [24] and Shoemaker [31] to find isomorphism classes within our desired list of K3 surfaces and to
show that these isomorphisms preserve the non-symplectic automorphism (i.e. the explicit form of σn).
Theorem 2.4 (Kelly [24], Shoemaker [31]). If W and W ′ are invertible polynomials and JWT ≤ G
T ≤
SLWT , J(W ′)T ≤ (G
′)T ≤ SL(W ′)T with G
T = (G′)T , then ZW,G and ZW ′,G′ are birationally equivalent.
In other words, if (W,G) and (W ′, G′) are two different pairs (even from different weight systems), but
they are both dual under BHK mirror construction to pairs satisfying GT = (G′)T , then the varieties ZW,G
and ZW ′,G′ are birational, and so by extension, the K3 surfaces XW,G and XW ′,G′ are birational.
Kelly proved Theorem 2.4 using Shioda maps, and provided an explicit birational map. We go into more
specifics about his arguments in our proof of Lemma 2.5 below.
Let X and X ′ be two of the K3 surfaces with non-symplectic automorphism we have introduced, and
φ : X → X ′ be Kelly’s birational map. Since our K3 surfaces have the additional structure of a purely non-
symplectic automorphism, we need to verify that the birational map of Kelly preserves the automorphism
σn. In this discussion, we will denote the automorphism of order n on X and the automorphism of order n
on X ′ both by σn. The condition we want then is for all x ∈ X , we have φ(σn · x) = σn · φ(x). A map that
preserves σn in this way will be called σn-equivariant.
Lemma 2.5. The birational equivalence given in Theorem 2.4 is σn-equivariant.
Proof. The proof of Theorem 2.4 uses what are called Shioda maps, which are rational maps. We introduce
the following notation. Let W be an invertible polynomial with exponent matrix AW , and let B = dA
−1
W ,
where d is any integer such that B has integer entries. Further, let XdI be the hypersurface in P
n cut out by
the Fermat polynomial xd0 + ... + x
d
n. Then, the Shioda map φB : ZdI → ZW is given by φB(y0 : ... : yn) =
(x0 : ... : xn), where xj =
∏n
k=0 y
bjk
k . We denote by φBT the Shioda map for W
T . Kelly proves that these
Shioda maps push forward any action by a symmetry group G via φB∗(g) = Bg, and similarly for W
T .
Now, Kelly’s proof shows that if G = G′, then both ZWT ,GT and ZW ′T ,G′T are birational to Zdd′I/H , for
some group H . Consider the automorphism σdd′ of Zdd′I given by
σdd′(x0 : · · · : xn) = (e
2πi/(dd′)x0 : x1 : · · · : xn),
which descends to an action on Zdd′I/H . Notice that σdd′ has order n in Zdd′I/H , and this translates to the
ation of σn on both ZW,G and ZWT ,GT . 
Thus in the situtation of Theorem 2.4, we also obtain a birational map X → X ′ which is σn-equivariant.
The following theorem is a standard result in the minimal model program in algebraic geometry and the
classification of compact complex surfaces in algebraic geometry. A proof can be found in [2].
Theorem 2.6. Every birational map between K3 surfaces is an isomorphism.
To summarize, if we have two pairs (W,G) and (W ′, G′) such that W and W ′ have the same weight
system, and GT = (G′)T , then the corresponding K3 surfacesX and X ′ are isomoprhic, and the isomorphism
preserves the action of σn. Thus we have reduced to finding a method for computing rX and qX for just one
representative in each isomorphism class. We will further reduce the problem using certain deformations of
our K3 surfaces.
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2.2. Deformations of K3 surfaces. In this section we describe a second reduction involving deformations
that preserve the invariant lattice. We begin with two pairs (W,G) and (W ′, G′) such that W = xn0 +
f(x1, x2, x3) and W
′ = xn0 + f
′(x1, x2, x3) with W and W
′ invertible polynomials with respect to the same
weight system system and with G = G′. We can then form a family of hypersurfaces Z ⊆WPn(q0, . . . , q3)×
A1 defined by
xn0 + tf(x1, x2, x3) + (1 − t)f
′(x1, x2, x3)
for t ∈ A1. On an open subset U ⊆ A1, these hypersurfaces will be quasismooth (see [16] for more discussion
on this condition). Furthermore, G˜ acts on this family, by acting in each fiber. We can then form the quotient
Z/G˜. On U , the singularities of each fiber will be in the coordinate curves, giving us sections U → Z, which
we can blow up to resolve the singularities in each fiber.
This yields a family X → U of K3 surfaces, such that the fiber X0 over 0 is XW,G, and the fiber X1 over
1 is the surface XW ′,G′ . Even more, in each fiber of this family, we can we can define the set B
′
t for t ∈ U
generated by the set E of exceptional curves and the set K of smooth coordinate curves of the blowup, as in
Section 2.3 Let LB′t be the lattice generated by the curves over t ∈ U .
We aim to show that if LB′
0
⊆ Pic(X0) is primitively embedded for the fiber X0, then the same is true for
LB′
1
⊆ Pic(X1) in the fiber X1 = XW ′,G′ .
Let us denote the general fiber of the family X → U by η, and the geometric fiber corresponding to η by
Xη¯. By Proposition 2.10 and Remark 2.13 in [23], we get a specialization map
sp : Pic(Xη¯)→ Pic(X0)
which is a primitive embedding. The same is true replacing X0 by X1.
By construction, we have the following commutative diagram:
LB0 Pic(X0)
LBη¯ Pic(Xη¯)
∼= sp
and a similar diagram replacing X0 by X1.
By the second part of Lemma 2.3, assuming we know that LB0 →֒ Pic(X0) is a primitive embedding,
we have LBη →֒ Pic(Xη¯) is a primitive embedding. Considering the similar diagram for X1, since sp :
Pic(Xη¯) → Pic(X1) is a primitive embedding, and LBη →֒ Pic(Xη¯) is a primitive embedding, we have that
LB1 →֒ Pic(X1) is a primitive embedding.
In this way, we again reduce the number of pairs (W,G) for which we must check LB = S(σn), since any
two pairs (W,G) and (W ′, G′) satisfying the conditions outlined above will yield two K3 surfaces X and X ′
with the same invariant lattice, as soon as we know that LB is primitively embedded into the Picard lattice
for one of them. Let us illustrate this process with the following example.
Example 2.7. Suppose we look at the two polynomials
W = x4 + y4 + z3w + zw3, W ′ = x4 + y4 + z3w + w4
and define the family of quartics in P3 defined by the equation
x4 + y4 + z3w + tzw3 + (1− t)w4.
Here x, y, z, w are coordinates on P3 and t is the coordinate on the base A1. We want the quotient Z of
these curves by the group G˜ ∼= Z/2Z, where the action is
(x, y, z, w, t)→ (−x,−y, z, w, t).
Each fiber in the quotient has singularities at the points defined by x = y = 0 and points defined by
z = w = 0. There are eight such points in each fiber, giving us eight sections U → Z. We blow them up to
obtain a family X → U , and a configuration of curves in each fiber that looks like in Figure 2.
3We use B′ = E ∪B instead of B here for simplicity. Clearly LB ⊂ LB′ is a primitive embedding. Lemma 2.3 will again yield
the desired primitive embedding for LB.
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Cx
Cy
Cw
Figure 2. Resolution of singularities for each fiber
Here Cx, Cy and Cw are the strict transforms of the curves defined by x = 0, y = 0 and z = 0, in each
fiber, resp. On each fiber over U , the curves Cx and Cy are smooth of genus one, but the curve Cw consists
of four rational curves meeting at a point. We have not depicted the interstection points between these
coordinate curves. In particular, Cw intersects one of the exceptional curves connecting Cx and Cy.
Every fiber of this family has the configuration of curves of Figure 2. Furthermore, the general fiber is a
K3 surface with this configuration of curves. Let LB′t be the lattice generated by this configuration in the
fiber Xt.
Suppose that we know LB0 is primitively embedded into Pic(X0) in the fiber over t = 0 (see the next
section for verification of this fact). By the discussion above this is true also for the configuration of curves
in the fiber over t = 1.
In summary, using isomorphisms and deformations, we can group the K3 surfaces XW,G into eqivalence
classes, where we know that each K3 surface in each equivalence class has the same invariant lattice. Thus
in order to prove Theorem 2.1, we need only compute S(σn) for one representative X in each class, and then
compare the invariants with the equivalence class containing XT .
3. Proof of main theorem
In the preceding section we have described the methods for grouping K3 surfaces XW,G into equivalence
classes based on isomorphism and deformation and we have shown that every K3 surface in a given equivalence
class has the same invariant lattice S(σn). The proof of Theorem 2.1 now relies on our being able to verify
that LB = S(σn) in each case. We summarize the process and give more specific details in Section 3.1,
outlining the computational part of the proof.
The process is as follows:
(1) For n = 4, 8, 12, we list all pairs (W,G), where W = xn0 + g(x1, x2, x3) is invertible and JW ≤ G ≤
SLW . For some polynomials, there are several choices of G, each giving rise to a different K3 surface.
This is shown in Tables 10, 11 and 12 in Appendix A.
(2) We group K3 surfaces according to the rank rX of their invariant lattice S(σn). These ranks are
computed using Lemma 2.2.
(3) In a given rank, we find isomorphism classes; in other words, we check whether GT = (G′)T for any
two pairs XW,G and XW ′G′ , and group these together.
(4) In a given rank, we look for K3 surfaces that have the same weights and group, and find deformations,
as described in Section 2.2 and group these together.
Together with the previous step, this grouping defines isomorphism/deformation classes of K3
surfaces, such that each member in a given class has the same invariant lattice.
(5) In each isomorphism/deformation class, choose an approprate representative and check that LB =
S(σn) for that representative (recall the definition of LB in Section 2). We will indicate in the Tables
10, 11, and 12, which representative we have chosen.
(6) Using the explicit description S(σn) = LB, we can compute rX and qX for each invariant lattice
S(σn).
(7) For each pair X,XT we can then check that S(σn)
∨ = S(σTn ) by comparing the ranks and discrimi-
nant quadratic forms, as described in Section 2.
Once this last step has been verified, the proof of Theorem 2.1 is complete.
There are a handful of cases where the lattice LB admits no proper overlattices. Since S(σn) is an
overlattice of LB, we obtain immediately that LB = S(σn). In particular this is true for most of the cases
with n = 12. We will make note of these specific cases later.
In step 5 the majority of equivalence classes have a representative such that G˜ is the trivial group. If this
is the case we have a primitive embedding LB ⊆ Pic(X) from a result of Belcastro [4], as we will describe in
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the Remark below. If, on the other hand, there is no representative with trivial group in a given equivalence
class, we call that class exceptional and the computation of the primitive embedding will be case specific.
There are three particular cases that require more work and we discuss these in Section 4.
3.0.1. Primitive Embeddings: Once we have the K3 surfaces sorted into classes, it suffices to show that LB
is primitively embedded into Pic(X) for only one of the representatives in each class. In most cases there
is representative of each class defined by a pair of the form (W,JW ); i.e. G = JW . For each of the 95
weight systems, Belcastro [4] computed the Picard lattice for a general member of the family of K3 surfaces
defined by nondegenerate quasihomogeneous polynomials with respect to that weight system. Each invertible
polynomial W with the same weight system yields a special member of this family, but often with bigger
Picard lattice. We can use the result of Belcastro to show that the embedding LB →֒ Pic(X) is primitive.
More specifically, given a K3 surface X = XW,JW , we let B
′ = K ∪ E denote the set of exceptional curves
and smooth irreducible components of the coordinate curves as in Section 2. We can construct a family
X → B of K3 surfaces defined by the nondegenerate polynomials that are quasihomogeneous with respect to
the same weight system as W , where B is some open subset of some affine space. Let Xη¯ denote the generic
(geometric) fiber.
Each fiber Xt over t ∈ B is the minimal resolution of a hypersurface Zt in weighted projective space
defined by one of the nondegenerate quasihomogeneous polynomials mentioned previously. One can check
via Yonemura’s calculations in [32] that the singularities of ZW are also singularities of Zt. Thus we have
an injective map LB′ →֒ Pic(Xη¯) fitting into the following commutative diagram.:
LB′ Pic(XW,G)
Pic(Xη¯)
sp
Recall sp : Pic(Xη¯) → Pic(X) is a primitive embedding. Using the explicit description of LB′ and
Belcastro’s computation of Pic(Xη¯) in [4], one can check that the map LB′ →֒ Pic(Xη¯) is an isomorphism
(see [8]). By Lemma 2.3, the lattice LB′ is a primitive sublattice of Pic(X). Furthermore, as before, since
LB is a primitive sublattice of LB′ , we have that LB is a primitive sublattice of Pic(X). Let us emphasize
that we require the group G = JW .
In [4], Belcastro listed the Picard lattices using a number assigned to each weight system by Yonemura
(see [32]). In Tables 10, 11, and 12 in the Appendix, we have indicated this number in the last column.
In order to explain the entire process, we give an ilustrative example for n = 4 and invariant lattice of
rank 4.
Example 3.1. For n = 4 and rX = 4 there are three pairs (W,G) satisfying the conditions we have outlined
in this work. These are shown in Table 2—a small excerpt from Table 10 in Appendix A. We have starred
line 12 in the table, to indicate that we will use this pair to compute S(σ4) for the entire equivalence class.
No Rk Dual Weights Polynomial G/JW Form Belcastro’s no
11 4 77 (4,2,1,1;8) x2 + y4 + z8 + w8 Z/2Z w12,2 + w
5
2,2
12∗ 4 78 (3,2,2,1;8) x2z + y4 + z4 + w8 trivial w12,2 + w
5
2,2 19
13 4 79 (3,2,2,1;8) x2z + y4 + z4 + xw5 trivial w12,2 + w
5
2,2
Table 2. Order 4, Rank 4 Example
Let (W11, G11) denote the pair for line 11 and, likewise, (W12, G12) for line 12 and (W13, G13) for line 13.
As G12 = JW12 , we can use the method described in Section 3.0.1 to first compute the invariant lattice for
line 12. We will then show that the three surfaces belong to the same isomorphism/deformation class, so
that the invariant lattice in lines 11 and 13 are the same as in line 12.
In P(3, 2, 2, 1), the hypersurface ZW12 has four A1 singularities at the points satisfying x = w = 0 and an
A2 singularity at the point satisfying y = w = 0. Blowing up these five points one obtains the configuration
of curves depicted in Figure 3. We have labelled the strict transform of the set {y = 0} as Cy, and similary
for Cw. The curve Cy has genus 2, and Cw has genus 0.
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Cw
Cy
Figure 3. Configuration of curves for W12
This configuration of curves has the incidence graph depicted in Figure 4. Let R1 and R2 denote the
exceptional curves coming from the A2 singularity and R3, . . . , R6 the other four exceptional curves (coming
from the A1 singuarities).
Cy
Cw
Figure 4. Graphs for the configuration of curves for W12
Define the set B′ = {Cy, Cw, R1, . . . , R6}. If one considers the adjacency matrix for the graph in Figure
4, one can quickly see that Cy is redundant, and that the curves in the configuration generate a lattice LB′
with rank 7, and discriminant quadratic form v ⊕ w12,3, whose graph is shown in Figure 5.
Figure 5. Generating set for LB′ .
In Belcastro’s computations [4], the weight system (3, 2, 2, 1; 8) corresponds to number 19, where we see
that the Picard lattice for a generic K3 surface from this weight system has rank 7 and discriminant quadratic
form v⊕w12,3. Thus LB′ is equal to this lattice, and by Lemma 2.3, we see that LB′ is primitively embedding
into Pic(X12). Now we consider the action of σ4. This acts on X12 by permuting R3, R4, R5, R6, and leaving
each of R1 and R2 invariant. Thus the lattice LB is generated by B = {C, R1, R2, R3 +R4 +R5 +R6}, and
clearly embeds primitively into LB′ , and hence embeds primitively into Pic(X12). Hence S(σ4) = LB.
From this explicit description, we can again use the adjacency matrix, whose graph is depicted in Figure 6,
to compute that LB has rank 4, and discriminant quadratic form ω
1
2,2 ⊕ ω
5
2,2. This is the lattice S(σ4) =
〈4〉 ⊕A3.
4
Figure 6. Generating set for LB. The square node represents the four permuted
exceptional curves, and has self-intersection -8.
Now we have determined S(σ4) for X12, we only need to show the other two representatives in this class
have the same invariant lattice and this is done showing isomorphism/deformation. Observe that the dual
polynomial for W11 above is itself, while the dual polynomial for W12 is W
T
12 = x
2 + y4 + xz4 +w8. Both of
these dual polynomials have the same weight system (4,2,1,1;8). From the definition of GT , one can easily
compute that the dual groups GT11 and G
T
12 for lines 11 and 12 are equal (e.g. as subgroups of GL4(C)).
Theorem 2.6, X11 and X12 are isomorphic, and so their invariant lattices are the same.
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Now observe that lines 12 and 13 have the same weight system and in both cases G/JW is the trivial group.
We can create the a family of hypersurfaces in P(3, 2, 2, 1) via the polynomial x2z+y4+z4+tw8+(1−t)xw5,
with t ∈ A1. On an open subest of A1, each fiber of this family has the same singularities computed for W12
and these five singularities in each fiber give us five sections of the family, which we can then blow up to
obtain the same configuration of curves depicted in Figure 3 in each fiber, whose incidence graph is depicted
in Figure 4. So by results above, lines 12 and 13 are deformations of one another that preserve the invariant
lattice.
In summary, lines 11 and 12 in Table 2 are connected via isomorphism, and lines 12 and 13 are connected by
deformation, so all three have the same invariant lattice S(σ4) = 〈4〉⊕A3, with quadratic form q = w
1
2,2+w
5
2,2.
To emphasize the utility of these equivalence classes, notice that for line 11 we would not have been able to
embed the lattice LB easily into some other lattice that we know.
From Table 10 in Appendix A, the BHK duals of lines 11, 12, and 13 are in lines 77, 78, and 79, resp. as
shown in Table 3. Again, we have starred line 79, since we use this example to compute S(σn).
No Rk Dual Weights Polynomial G/JW Form Belcastro’s no
77 16 11 (4,2,1,1;8) x2 + y4 + z8 + w8 Z/4Z w−12,2 + w
−5
2,2
78 16 12 (4,2,1,1;8) x2 + y4 + xz4 + w8 Z/4Z w−12,2 + w
−5
2,2
79* 16 13 (8,5,4,3;20) x2z + y4 + z5 + xw4 trivial w−12,2 + w
−5
2,2 62
Table 3. Order 4, Rank 16 Example
Via similar computations one sees that they belong to the same isomorphism/deformation class—lines 77
and 78 are isomorphic, and lines 78 and 79 are connected by deformation—and they have invariant lattice
S(σ4) = U ⊕D5 ⊕D9 with form q = w
−1
2,2 + w
−5
2,2. This shows that the two mirror symmetry constructions
agree for these K3 surfaces.
3.1. Computations. We list in tables in Appendix A all possibilities for an invertible polynomials W of
the formW = xn0 +g(x1, x2, x3), n = 4, n = 8 and n = 12—each case in a separate table—and the symmetry
groups G, that generate the K3 surfaces XW,G. In the table we make a change of variables from x0, . . . , x3
to x, y, z, w, to put the variables in order of descending weight.
We have numbered the possible pairs (W,G) to make referencing efficient. In each line of the table, we
include the number of the pair, the rank of the invariant lattice, the number of its BHK dual according to our
numbering, followed by the weight system, the polynomial, the group, and then the discriminant quadratic
form of the invariant lattice.
We have organized the numbering by rank, and have used double lines to separate the isomorphism/defor-
mation classes in the table, the details of which are summarized afterward. Furthermore, we have indicated
which representative in each class we have used to show that the embedding LB ⊆ Pic(XW,G) is primitive
with a ∗. The last column contains the number given to the weight system in [4] for comparison.
Finally, we have labelled with a superscript E those cases that are exceptional and we detail these compu-
tations in Section 4. Some equivalence classes in the table have neither ∗ nor E; in these cases, the invariant
lattice has no overlattices. This is also indicated in the last column.
We now describe how we obtain the isomorphism/deformation classes, using the methods described in
Section 2. Theorem 2.1 can be verified by checking the rank and quadratic forms for each K3 surface and
that of their BHK mirror.
3.1.1. Order 4 Computations. Table 10 in Appendix A contains all possibilitites for an invertible polynomials
W of the form W = x40 + g(x1, x2, x3) together with the symmetry groups G. We describe, according to rX ,
the isomorphisms and deformations that group our K3 surfaces into equivalence classes. We reference each
line in the table using the number we have assigned in the first column.
• Rank 1: Lines 1–5 are all connected by deformations. The lattice LB for each of these K3 surfaces is
〈4〉, which has no overlattices as described earlier (see also [16, Method I]). So we obtain S(σ4) = 〈4〉
with discriminant quadratic form w12,2.
• Rank 2: Lines 6–10 are related by deformation.
• Rank 4: Example 3.1 shows that lines 11 and 12 are isomorphic and that lines 12 and 13 are related
by deformation.
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• Rank 5: Lines 14–18 are related by deformation.
• Rank 6: There are two different equivalence classes in this rank.
Lines 19–21 are isomorphic and lines 21 and 22 are related via deformation and lines 19, 23, and
24 are related by deformation. Hence lines 19–24 all belong to the same class.
Similarly, lines 25 and 26, 27 and 28, and 29 and 30 are pairwise isomorphic. Lines 25, 27, and
29 are related by deformation, thus lines 25–30 belong to the same class.
• Rank 8: Lines 31 and 32 are related by deformation. This is an exceptional case, and we will
provide more details for line 31 in Section 4.3.
• Rank 9: Lines 33 and 34, and 35 and 36 are pairwise isomorphic. Furthermore, lines 34 and 36 are
related by deformation. Thus lines 33–36 belong to the same class.
• Rank 10: For rank 10, there are 4 classes.
Line 37 is by itself, it is an exceptional case and will be studied in detail in Section 4.2.
Lines 38–40 are isomorphic.
Lines 41–43 are related by deformation. The K3 surface in line 42 has a non-symplectic automor-
phism σ2 of order two generated by the set B (see [1]), hence LB = S(σ2) = S(σ4).
Lines 44 and 46–49 are isomorphic and 50–51 are isomorphic. Also, lines 45, 46, 52 and 53 are
related by deformations. Thus lines 44–53 all belong to the same equivalence class.
• Rank 11: Lines 54 and 55, and 56 and 57 are pairwise isomorphic and lines 55 and 56 are related
by deformation. So 54–57 belong to the same equivalence class.
• Rank 12: Lines 58 and 59 are isomorphic. As with line 42, the K3 surface in line 58 admits a non-
symplectic automorphism σ2 of order 2 whose invariant lattice S(σ2) is generated by the coordinate
curves and exceptional curves (see [1]). Hence LB embeds primitively into S(σ2), and S(σ2) embeds
primitively into Pic(X). Thus by Lemma 2.3, we know LB = S(σ4).
• Rank 14: There are two equivalence classes with this rank.
Lines 60–62 are isomorphic. Lines 60, 63 and 64 are related by deformations, as are 62 and 65.
Thus 60–65 belong to the same class. This is an exceptional case, and we will work with the K3
surface in line 63 in Section 4.1.
Lines 66–68 are isomorphic as are 69–71. Lines 66 and 69 are related by a deformation so that
66–71 belong to the same class.
• Rank 15: Lines 72–76 are isomorphic.
• Rank 16: Lines 77 and 78 are related by deformation and lines 78 and 79 are isomorphic. Thus
numbers 77–79 belong to the same class.
• Rank 18: Lines 80–84 are isomorphic.
• Rank 19: Lines 85–89 are isomorphic.
3.1.2. Order 8 Computations. Table 11 in Appendix A contains all possibilitites for an invertible polynomials
W of the formW = x80+g(x1, x2, x3) together with the symmetry groups G. Again in this section, organized
by rank, we describe the isomorphisms and deformations that group our K3 surfaces into equivalence classes.
As before, we reference each line in the table using the number we have assigned in the first column.
• Rank 3: Lines 1–4 and 6 are related by deformation and lines 4 and 5 are isomorphic. Thus lines
1–6 belong to the same equivalence class.
• Rank 6: Lines 7 and 8, 9 and 10, and 11 and 12 are pairwise isomorphic and lines 8, 10 and 12 are
related by deformation. Thus lines 7–12 belong to the same equivalence class.
• Rank 7: Lines 13 and 14 and lines 15 and 16 are pairwise isomorphic. Lines 14 and 16 are related
by deformation. Thus lines 13–16 belong to the same equivalence class.
• Rank 10: Lines 17, 18 and 21 are related by deformation and lines 18–20 are isomorphic. Thus
lines 17–21 belong to the same equivalence class. Moreover, the K3 surface in line 19 admits also a
non-symplectic automorphism σ2 of order 2 whose invariant lattice S(σ2) is generated by coordinate
curves and exceptional curves. Hence LB is a primitive sublattice of S(σ2), and therefore a primitive
sublattice of Pic(X) by Lemma 2.3. Hence LB = S(σ8).
• Rank 13: Lines 22 and 23, and lines 24 and 25 are pairwise isomorphic and lines 23 and 25 are
related by deformation. Thus numbers 22–25 belong to the same equivalence class.
• Rank 14: Lines 26–28, and lines 29–31 are isomorphic. Furthermore lines 27 and 29 are related by
deformation. Thus lines 26–31 belong to the same equivalence class.
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• Rank 17: Lines 32–36 are isomorphic and lines 32 and 37 are related by deformation. Thus lines
32–37 belong to the same equivalence class.
3.1.3. Order 12 Computations. Table 12 in Appendix A contains all possibilitites for an invertible polyno-
mials W of the form W = x120 + g(x1, x2, x3) together with the symmetry groups G.
Whenever the rank rX is equal to 2, 7, 8, 12, 13, or 18, the lattice LB has no overlattice. Thus in these
cases, as mentioned before, we know that LB = S(σ12). Although unnecessary, one can also check that there
is only one equivalence class for each of these ranks.
The only case remaining is when rX = 10. In Table 12, lines 12, 13 and 15, and lines 16 and 17 are related
by deformation, resp. and lines 14–16 are isomorphic. Thus lines 12–17 are all in the same equivalence class.
This is an exceptional case. However, the K3 surface in line 13 admits a purely nonsymplectic automorphism
σ4 of order 4, which we have dealt with already (see line 45 in Table 10). Furthermore, one can easily check
that S(σ12) = S(σ4) = LB as both lattices are generated by the coordinate curves and exceptional curves.
Since there are no further details needed in any of these cases to show that LB = S(σ12), we have omitted
the last column in Table 12.
4. Exceptional Calculations
According to what we have previously shown, the exceptional cases are the following ones:
(1) n = 4, rank 14, lines 60–65. We will show invariant lattice for line 63 (see Section 4.1).
(2) n = 4, rank 10, line 37. We will show its invariant lattice (see Section 4.2).
(3) n = 4, rank 8, lines 31–32. We will show the invariant lattice for line 31 (see Section 4.3).
4.1. Rank 14. We start with rank 14. For this rank, we use the pair (W,G) with W = x4 + y4 + z4 + w4
and the group G/JW ∼= Z4, which corresponds to line 63 in Table 10. There are actually six choices for such
a group, but they are all the same up to permutation of the variables. A generator of G/JW is
(
1
4 ,
3
4 , 0, 0
)
.
After blowing up AW,G at the singular points, we get the configuration of curves in Figure 7. The curve Cx
and Cy have genus zero and the other two have genus 1. Furthermore, Cx intersects with each of Cz and
Cw in a single point, not depicted here. The same is true for Cy.
The automorphism σ4 =
(
1
4 , 0, 0, 0
)
fixes the four A3’s, but permutes the two A1’s. We call τ the involution
τ = (σ4)
2. From Lemma 2.2, the invariant lattice S(τ) has rank 18 and is a 2-elementary lattice such that
its discriminant group admits 4 generators.
Observe that the set B consisting of coordinate curves and exceptional curves does not contain enough
curves to generate a lattice with rank 18. Instead, we need to add a few more curves to the generating set
and we do this by considering the set of lines on the Fermat quartic in P3. By [30], [18], the Picard lattice
of the Fermat quartic is generated by the 48 lines lying on the surface. Let ω = e2πi/8. For 0 ≤ j, k ≤ 3,
following [30] let us define the following sets of lines, with 16 in each group, making up the 48 lines on the
Fermat quartic:
ℓ1(j, k) :=
{
[s, ωijs, t, ωikt] : [s, t] ∈ P1
}
ℓ2(j, k) :=
{
[s, t, ωijs, ωikt] : [s, t] ∈ P1
}
ℓ3(j, k) :=
{
[s, t, ωikt, ωijs] : [s, t] ∈ P1
}
.
In what follows, we only need the lines ℓ1(j, k). Observe that they are invariant under τ , but they are
permuted pairwise by σ4.
Cy
Cx
Cz
Cw
Figure 7. Configuration of curves in the blow-up for W = x4 + y4 + z4 + w4
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Considering the group G/JW , one has(
1
4 ,
3
4 , 0, 0
)
· [s, ωijs, t, ωikt] = [is, ωij+3s, t, ωikt]
= [s′, ωij+2s′, t, ωikt]
where s′ is just a change of parametrization for P1. Thus the action of G/JW has 8 orbits among the set of
lines ℓ1(j, k) and we obtain 8 lines on the quotient XW,G.
We now need to know how these curves intersect in the configuration of curves given above. First observe
that they intersect x = 0 and y = 0 transversally: we show this by considering the chart w 6= 0 in P1. This
leaves us with the equation x4 + y4 + z4 + 1 = 0. The curve x = 0 intersects the curve y = 0 in four points.
Each of these points also lies on exactly four of the lines ℓ1(j, k), and no line contains two of these points.
Let us first consider ℓ(1, 1), and the rest of the intersections are very similar calculations. In this chart,
the line ℓ1(1, 1) has the parametrization (−iω
−1s, s,−iω−1), and this line intersects the curves x = 0 and
y = 0 in the point (0, 0, ω−1) (recall we are in the chart w 6= 0). Hence the tangent direction is (−iω−1, 1, 0).
Now if we consider how the curve defined by x = 0 on this surface (so in the x = 0 plane we are considering
the curve y4 + z4 + 1 = 0), we see this has tangent direction (0, 4y3, 4z3), which at the intersection point
becomes (0, 0, 4ω−3). Hence these two curves are transversal.
Without too much trouble, one can see that in the blowup (i.e. in the configuration of curves of Figure
7) in fact the lines ℓ1(j, k) intersect the middle curves on the A3 singularities, and don’t intersect any of
coordinate curves Cx, Cy, Cz, Cw. Furthermore there are 8 lines, and each line connects exactly one pair of
curves, one from the A3 singularity and one from the A1.
So now we can write down a generating set for S(τ). Let us first label the curves in the configuration in
Figure 7, and then the lines ℓ1(j, k) according to Table 4. Lines are described by which of the exceptional
curves they intersect. We do not specify which j, k belong to each one.
Curve number description Curve number description
1 Cy 19 line connecting 12, 17
2-3-4 A3 20 line connecting 12, 16
5-6-7 A3 21 line connecting 9, 16
8-9-10 A3 22 line connecting 9, 17
11-12-13 A3 23 line connecting 6, 16
14 Cx 24 line connecting 6, 17
15 Cz 25 line connecting 3, 16
16 A1 26 line connecting 3, 17
17 A1
18 Cw
Table 4. Labeling curves in S(τ)
Among these 26 curves, one possibility for the 18 generators of S(τ) are the curves whose label is
3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 19, 21, 23, which translates to Cx, Cz, 11 of the twelve A3 ex-
ceptional curves, both A1’s, and 3 of the lines ℓ1(j, k) (this is computed by MAGMA [7], see also [16,
Appendix A]).
In order to compute the lattice S(σ4) we show a set of curves giving a lattice of rank 14 and show a
primitive embedding of it into S(τ). Consider a new labeling of the curves as in Table 5.
These curves are the elemenst of B and therefore they generate the lattice LB with rank 14 contained in
S(σ4) (which also has rank 14). One can check that a minimum set of generators is given by curves 3–16.
Since those are also sums of the generators of S(τ), the embedding is primitive. Thus we can conclude that
S(σ4) is the lattice generated by these 14 curves and it has quadratic form v ⊕ v2.
4.2. Rank 10. We now consider the same polynomialW = x4+y4+z4+w4 and the group G/J ∼= Z2×Z2.
There is only one such group, and it is generated by
((
1
2 ,
1
2 , 0, 0
)
,
(
1
2 , 0,
1
2 , 0
))
. The automorphism σ4 is
σ4 : (x : y : z : w) 7→ (ix : y : z : w). After blowing up, we get the configuration of curves of Figure 8.
We consider again the lines ℓ1(j, k), 0 ≤ j, k ≤ 3. We know that these curves intersect each other
transversally and will meet the exceptional curves, because of the transversal intersection with the coordinate
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Curve number description
1 Cy
2-3-4 A3
5-6-7 A3
8-9-10 A3
11-12-13 A3
14 Cx
15 Cz
16 sum of the A1’s
17 Cw
Table 5. Labeling curves in S(σ4)
Cy
Cx
Cw
Cz
Figure 8. Configuration of curves in the blow-up
curves on the Fermat quartic as shown in the previous seciton. There are eight orbits of curves under the
action of G/J since: (
0, 12 , 0,
1
2
)
· [s, ωijs, t, ωikt] = [s, ωij+2s, t, ωik+2t]
(
0, 12 ,
1
2 , 0
)
· [s, ωijs, t, ωikt] = [s,−ωijs,−t, ωikt]
= [s, ωij+2s, t′, ωik+2t′].
Again, let τ = (σ4)
2. The action of τ on these lines is the following:(
1
2 , 0, 0, 0
)
· [s, ωijs, t, ωikt] = [−s, ωijs, t, ωikt]
= [s′, ωij+2s′, t, ωikt].
This shows us that τ permutes curves ℓ1(j, k) and ℓ1(j + 2, k), so that the sum ℓ1(j, k) + ℓ1(j + 2, k) is
invariant for τ .
As before, we label curves from Figure 8 and lines; we detail it in Table 6. The curves in the left side are
exceptional curves, and the curves on the right side are the lines ℓ1(j, k).
Curve number description Curve number description
1 Cx 17 ℓ(0, 0) + ℓ(0, 2)
2 Cy intersects curve 5 and 15
3 Cz 18 ℓ(0, 1) + ℓ(0, 3)
4 Cw intersects curve 5 and 16
5-6 curves intersecting Cx and Cy 19 ℓ(1, 1) + ℓ(1, 3)
7-8 curves intersecting Cx and Cz intersecting curve 6 and 16
9-10 curves intersecting Cx and Cw 20 ℓ(1, 0) + ℓ(3, 0)
11-12 curves intersecting Cy and Cz intersecting curves 6 and 15
13-14 curves intersecting Cy and Cw
15-16 curves intersecting Cz and Cw
Table 6. Labeling curves in S(τ)
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From Table 6 and Figure 8, one can construct the matrix of incidence for the bilinear form generated
by these curves. Notice the intersections in the right column will all have value 2 instead of 1, because the
divisors listed there are sums of two genus zero curves.
A computation with MAGMA [7] shows that these curves do indeed generate S(τ) and that the curves
indexed by the following set are a minimal set of generators: 1, 2, 3, 6, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17. That
corresponds to Cx, Cy, Cz , one of the curves between Cx and Cy, one between Cx and Cz, the lines
ℓ1(0, 0) + ℓ1(2, 0), and the rest of the exceptional curves.
We know how σ4 acts on the configuration of curves in Figure 8. We consider the same curves 1-10 as
before and curves 11–13 now represent the sums of the exceptional curves intersecting Cy and Cz , Cy and
Cw or Cw and Cz, respectively, as in Table 7.
Curve number description
1 Cx
2 Cy
3 Cz
4 Cw
5-6 curves intersecting Cx and Cy
7-8 curves intersecting Cx and Cz
9-10 curves intersecting Cx and Cw
11 sum of curves intersecting Cy and Cz
12 sum of curves intersecting Cy and Cw
13 sum of curves intersecting Cz and Cw
Table 7. Labeling curves in S(σ4)
We construct the incidence matrix of curves 1–13 and, by computations in MAGMA [7], we can see that
the lattice generated by the orbits of these curves has rank 10 and curves labeled by 1, 2, 3, 6, 8, 9, 10, 11, 12, 13
form a minimal set of generators for S(σ4). This is therefore a primitive embedding into S(τ) and so these
in fact generate S(σ4).
Thus the invariant lattice S(σ4) = 〈4〉 ⊕ (A3)
3 and its quadratic form is w12,2 ⊕ (w
5
2,2)
3.
4.3. Rank 8. The last one is a little subtle, because we work in weighted projective space instead of
projective space. For this rank, we use the pair (W,G) with W = x2 + y4 + z8 + w8 in P(4, 2, 1, 1) and the
group G˜ ∼= Z2 generated by (0,
1
2 ,
1
2 , 0). There are two other choices of group with G˜
∼= Z2 in lines 11 and 42
of Table 10, but these have invariant lattices with different rank. After blowing up we get the configuration
of curves of Figure 9. The curve Cz and Cw have genus zero, and Cy has genus 1. The curve Cx is not
depicted, but has genus 3.
The automorphism σ4 : (x : y : z : w) 7→ (x : iy : z : w) fixes Cy pointwisely, and therefore leaves all of the
A1’s invariant. It permutes the two A3’s. It is not difficult to check that τ = (σ4)
2 fixes all of the depicted
coordinate curves Cy, Cz , Cw, as well as the two central curves of the A3’s. From the formula in Lemma 2.2,
we learn that the invariant lattice S(τ) has rank 14, it is a 2-elementary lattice and its discriminant group
has 6 generators.
As before, the curves depicted in Figure 9 do not generate a lattice of rank 14, so we need to add a few
curves to generate the entire invariant lattice S(τ). Similar to what we have previously done, we describe
Cw
Cz
Cy
Figure 9. Configuration of curves in the blow-up
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some lines on the surface as follows. The subtlety here is that we can’t embed P1, but we can embed P(2, 1)
into this weighted projective space. Let ω = e2πi/16 and define the lines
ℓ(j, k) :=
{
[s2, ω2+4js, t, ω1+2kt] : [s, t] ∈ P(2, 1)
}
for 0 ≤ j ≤ 1 and 0 ≤ k ≤ 7. There are sixteen of these lines. Notice that this is a well-defined map into
P(4, 2, 1, 1). When we blow up the surface, the singularity on each line at z = w = 0 is resolved.
Now we look to the group G/JW to see what these curves look like on the quotient. The group G/JW is
generated by
(
0, 12 , 0,
1
2
)
and we see that(
0, 12 , 0,
1
2
)
· [s2, ω2+4js, t, ω1+2kt] = [s2,−ω2+4js, t,−ω1+2kt]
= [s2, ω2+4(j+2)s, t, ω1+2(k+4)t]
= [s2, ω2+4js, t, ω1+2(k+4)t]
The last equality holds because of the action on P(2, 1). Thus the action of G/JW has 8 orbits among the
set of lines ℓ(j, k) and we can just consider ℓ(j, k) for 0 ≤ j ≤ 1 and 0 ≤ k ≤ 3. Next we look at how these
curves intersect each other and the curves in the configuration depicted in Figure 9. As before, we can check
that these lines intersect each other, and the coordinate curves transversally.
Without too much trouble, one see that in the blowup (i.e. in the configuration of curves of Figure 9) in
fact the lines ℓ(j, k) intersect the middle curves on the A3 singularities and the curve Cy in the four points
of intersection with Cx.
Moreover, one can observe that ℓ(0, k) and ℓ(1, k) meet two different A3’s and intersect with multiplicity
2. So now we write down a generating set for S(τ). Let us first label the curves in Figure 9 and the lines
ℓ(j, k) according to Table 8.
Curve number description
1-2 A1’s intersecting Cz and Cy
3 Cz
4-5-6 A3
7 Cw
8-9 A1’s intersecting Cw and Cy
10-11-12 A3
13–16 ℓ(0, k)’s intersecting curve 11
17–20 ℓ(1, k)’s intersecting curve 5
21 Cy
Table 8. Labeling curves in S(τ)
Using MAGMA [7], we can find that the lattice generated by these 21 curves has rank 14 and a minimal
set of generators for S(τ) is formed by curves 2–15, which translates to Cz , Cw, 3 of the A1’s, both A3’s,
and 2 of the lines ℓ1(j, k), both intersecting curve number 5.
Now we look for a primitive embedding of S(σ4) into S(τ). Consider curves as in Table 9. Curves 4–6
each represents a sum of two curves permuted by σ4 (recall that the two A3’s are permuted by σ4).
Curve number description
1-2 A1’s intersecting Cz and Cy
3 Cz
4-5-6 sum of the A3’s
7 Cw
8-9 A1’s intersecting Cw and Cy
Table 9. Labeling curves in S(σ4)
These curves generate a lattice of rank 8 contained in S(σ4) (which also has rank 8). We can see from
the calculation that in fact, a minimum set of generators is curves 1–8. Since those are also generators of
S(τ), the embedding is primitive and we conclude that S(σ4) has quadratic form v ⊕ w
2
2,2 ⊕ w
5
2,2.
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Appendix A. Polynomials and forms
In tables below we list all possibilities for polynomialsW of the formW = xn0+g(x1, x2, x3), for n = 4, 8, 12,
and the group G, as explained in Section 3. We have numbered each of the K3 surfaces, and have organized
the numbering by rank. We have used double lines to separate the isomorphism/deformation classes in the
table. Details for determining the equivalence classes are in Sections 3.1.1, 3.1.2, 3.1.3.
We have indicated which representative in each class we have used to show that the embedding LB →֒
Pic(XW,G) is primitive with a ∗. We have labelled the exceptional cases with a superscript E.
In the last column of Tables 10 and 11 we list one of three things.
(1) If the lattice LB does not have any overlattices, as described previously, we write NOL.
(2) If a line in the table is starred, the lattice computed by Belcastro in [4] has been used to show
that LB primitively embeds into Pic(X) as described in Section 3.0.1. In this case, we indicate the
number of the weight system assigned in [4] for cross-referencing (see also [32]).
(3) Finally, for three of the exceptional equivalence classes (indicated by a superscript E on one of
the representatives) we have provided further details regarding the primitive embedding of LB into
Pic(X) in Sections 4.1, 4.2 and 4.3. In the last column of Table 10, we list the section where the
reader can find the details. The details on the other exceptional cases are in Section 3.1.1, 3.1.2, and
3.1.3, where we have described the grouping into equivalence classes.
Table 12 does not contain this last column, since for all but one of the equivalence classes the lattice LB
has no overlattices (see Section 3.1.3).
Observe that there are some cases where the group SLW /JW is not cyclic, namely x
4 + y4 + z4 + w4
with weights (1, 1, 1, 1; 4), x2 + y4 + z8 + w8 with weights (4, 2, 1, 1; 8) and x2 + y4 + z6 + w12 with weights
(6, 3, 2, 1; 12). In order to avoid confusion in recognizing the groups G/JW and doing the calculations, we
detail the generators for each group G/JW for these polynomials. The last line on each table has G = SLW .
• x4 + y4 + z4 + w4 with weights (1, 1, 1, 1; 4):
No. (order 4) G/JW Generators
3 trivial -
20 Z/4Z (14 ,
3
4 , 0, 0)
23 Z/2Z (12 ,
1
2 , 0, 0)
37 Z/2Z× Z/2Z ((12 , 0, 0,
1
2 ), (0,
1
2 , 0,
1
2 ))
61 Z/2Z× Z/4Z ((12 , 0, 0
1
2 ), (
1
4 ,
3
4 , 0, 0))
63 Z/4Z (14 , 0,
3
4 , 0)
87 Z/4Z× Z/4Z ((14 ,
3
4 , 0, 0), (
1
4 , 0,
3
4 , 0))
• x2 + y4 + z8 + w8 with weights (4, 2, 1, 1; 4):
No. (order 4) No. (order 8) G/JW Generators
7 6 trivial -
11 15 Z/2Z (12 , 0,
1
2 , 0)
31 21 Z/2Z (0, 12 ,
1
2 , 0)
39 37 Z/4Z (0, 0, 18 ,
7
8 )
42 5 Z/2Z (12 ,
1
2 , 0, 0)
58 19 Z/2Z× Z/2Z ((12 ,
1
2 , 0, 0), (0, 0,
1
4 ,
3
4 ))
77 24 Z/4Z (0, 14 ,
3
4 , 0)
83 33 Z/2Z× Z/4Z ((12 ,
1
2 , 0, 0), (0, 0,
1
8 ,
7
8 ))
• x2 + y4 + z6 + w12 with weights (6, 3, 2, 1; 12):
No. (order 4) No. (order 12) G/JW Generators
15 6 trivial -
33 25 Z/2Z (0, 12 ,
1
2 , 0)
51 17 Z/2Z (12 , 0,
1
2 , 0)
54 7 Z/2Z (12 ,
1
2 , 0, 0)
73 24 Z/2Z× Z/2Z ((12 , 0,
1
2 , 0), (
1
2 ,
1
2 , 0, 0))
The first column in the previous tables refers to the numbering of Table 10, and the second column of the
last two tables refers to the numbering of Table 11 and Table 12, respectively.
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Table 10. Table for n = 4
No. rX BHK Dual Weights Polynomial G/JW Form Note
1 1 85 (1,1,1,1;4) x4 + y3z + z3w + yw3 trivial w1
2,2 NOL
2 1 86 (1,1,1,1;4) x4 + y4 + z3w + zw3 trivial w1
2,2
3 1 87 (1,1,1,1;4) x4 + y4 + z4 +w4 trivial w1
2,2
4 1 89 (1,1,1,1;4) x3w + y4 + z4 + w4 trivial w1
2,2
5 1 88 (1,1,1,1;4) x3z + y4 + z3w +w4 trivial w1
2,2
6* 2 80 (4,2,1,1;8) x2 + y4 + z7w + zw7 trivial u 7
7 2 83 (4,2,1,1;8) x2 + y4 + z8 +w8 trivial u
8 2 81 (4,2,1,1;8) x2 + y4 + xz4 +w8 trivial u
9 2 84 (4,2,1,1;8) x2 + y4 + z7w + w8 trivial u
10 2 82 (4,2,1,1;8) x2 + y4 + xz4 + zw7 trivial u
11 4 77 (4,2,1,1;8) x2 + y4 + z8 +w8 Z/2Z w1
2,2 +w
5
2,2
12* 4 78 (3,2,2,1;8) x2z + y4 + z4 +w8 trivial w1
2,2 +w
5
2,2 19
13 4 79 (3,2,2,1;8) x2z + y4 + z4 + xw5 trivial w1
2,2 +w
5
2,2
14 5 72 (6,3,2,1;12) x2 + y4 + xz3 +w12 trivial u+ w5
2,2
15 5 73 (6,3,2,1;12) x2 + y4 + z6 +w12 trivial u+ w5
2,2
16* 5 74 (6,3,2,1;12) x2 + y4 + z6 + xw6 trivial u+ w5
2,2 8
17 5 75 (6,3,2,1;12) x2 + y4 + z6 + zw10 trivial u+ w5
2,2
18 5 76 (6,3,2,1;12) x2 + y4 + xz3 + zw10 trivial u+ w5
2,2
19 6 60 (1,1,1,1;4) x4 + y4 + z3w + zw3 Z/2Z v + v2
20 6 63 (1,1,1,1;4) x4 + y4 + z4 +w4 Z/4Z v + v2
21* 6 64 (4,3,3,2;12) x3 + y4 + z4 + xw4 trivial v + v2 2
22 6 65 (4,3,3,2;12) x3 + y4 + z4 +w6 trivial v + v2
23 6 61 (1,1,1,1;4) x4 + y4 + z4 +w4 Z/2Z v + v2
24 6 62 (1,1,1,1;4) x3w + y4 + z4 + w4 Z/2Z v + v2
25* 6 66 (10,5,4,1;20) x2 + y4 + z5 +w20 trivial u+ v 9
26 6 69 (8,4,3,1;16) x2 + y4 + z5w +w16 trivial u+ v
27 6 67 (10,5,4,1;20) x2 + y4 + z5 + xw10 trivial u+ v
28 6 71 (8,4,3,1;16) x2 + y4 + z5w + xw8 trivial u+ v
29 6 68 (10,5,4,1;20) x2 + y4 + z5 + zw16 trivial u+ v
30 6 70 (8,4,3,1;16) x2 + y4 + z5w + zw13 trivial u+ v
31E 8 58 (4,2,1,1;8) x2 + y4 + z8 +w8 Z/2Z v +w1
2,2 + w
5
2,2 S.4.3
32 8 59 (4,2,1,1;8) x2 + y4 + xz4 +w8 Z/2Z v +w1
2,2 + w
5
2,2
33 9 54 (6,3,2,1;12) x2 + y4 + z6 +w12 Z/2Z u+ v + w5
2,2
34* 9 57 (10,5,3,2;20) x2 + y4 + z6w +w10 trivial u+ v + w5
2,2 36
35 9 55 (6,3,2,1;12) x2 + y4 + z6 + xw6 Z/2Z u+ v + w5
2,2
36 9 56 (10,5,3,2;20) x2 + y4 + z6w + xw5 trivial u+ v + w5
2,2
37E 10 self (1,1,1,1;4) x4 + y4 + z4 +w4 Z/2Z × Z/2Z w1
2,2 ⊕ (w
5
2,2)
3 S.4.2
38 10 41 (4,2,1,1;8) x2 + y4 + z7w + zw7 Z/3Z u3
39 10 42 (4,2,1,1;8) x2 + y4 + z8 +w8 Z/4Z u3
40* 10 43 (14,7,4,3;28) x2 + y4 + z7 + zw8 trivial u3 35
41 10 38 (4,2,1,1;8) x2 + y4 + z7w + zw7 Z/2Z u3
42E 10 39 (4,2,1,1;8) x2 + y4 + z8 +w8 Z/2Z u3 S:3.1.1
43 10 40 (4,2,1,1;8) x2 + y4 + z7w + w8 Z/2Z u3
44* 10 52 (8,7,6,3;24) x3 + y3w + z4 + w8 trivial v2 16
45 10 49 (4,4,3,1;12) x3 + y3 + z4 +w12 trivial v2
46 10 self (4,4,3,1;12) x2y + xy2 + z4 + w12 trivial v2
47 10 50 (6,3,2,1;12) x2 + y4 + xz3 +w12 Z/2Z v2
48 10 53 (7,4,3,2;16) x2w + y4 + xz3 + w8 trivial v2
49 10 45 (4,4,3,1;12) x3 + y3 + z4 +w12 Z/3Z v2
50 10 47 (4,4,3,1;12) x2y + y3 + z4 + w12 trivial v2
51 10 self (6,3,2,1;12) x2 + y4 + z6 +w12 Z/2Z v2
52 10 44 (4,4,3,1;12) x3 + y3 + z4 + yw8 trivial v2
53 10 48 (4,4,3,1;12) x3 + xy2 + z4 + yw8 trivial v2
54 11 33 (6,3,2,1;12) x2 + y4 + z6 +w12 Z/2Z u+ v + w−5
2,2
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55* 11 35 (5,3,2,2;12) x2w + y4 + z6 + w6 trivial u+ v + w−5
2,2 23
56 11 36 (5,3,2,2;12) x2w + y4 + z6 + zw5 trivial u+ v + w−5
2,2
57 11 34 (6,3,2,1;12) x2 + y4 + z6 + zw10 Z/2Z u+ v + w−5
2,2
58E 12 31 (4,2,1,1;8) x2 + y4 + z8 +w8 Z/2Z × Z/2Z v + w−1
2,2 + w
−5
2,2 S:3.1.1
59 12 32 (3,2,1,1;8) x2z + y4 + z4 +w8 Z/2Z v + w−1
2,2 + w
−5
2,2
60 14 19 (1,1,1,1;4) x4 + y4 + z3w + zw3 Z/4Z v + v2
61 14 23 (1,1,1,1;4) x4 + y4 + z4 +w4 Z/2Z × Z/4Z v + v2
62 14 24 (4,3,3,2;12) x3 + y4 + z4 + xw4 Z/2Z v + v2
63E 14 20 (1,1,1,1;4) x4 + y4 + z4 +w4 Z/4Z v + v2 S.4.1
64 14 21 (1,1,1,1;4) x3w + y4 + z4 + w4 Z/4Z v + v2
65 14 22 (4,3,3,2;12) x3 + y4 + z4 +w6 Z/2Z v + v2
66 14 25 (10,5,4,1;20) x2 + y4 + z5 +w20 Z/2Z u+ v
67* 14 27 (9,5,4,2;20) x2w + y4 + z5 +w10 trivial u+ v 26
68 14 29 (8,4,3,1;16) x2 + y4 + z5w +w16 Z/2Z u+ v
69 14 26 (10,5,4,1;20) x2 + y4 + z5 + zw16 Z/2Z u+ v
70 14 30 (8,4,3,1;16) x2 + y4 + z5w + zw13 Z/2Z u+ v
71 14 28 (9,5,4,2;20) x2w + y4 + z5 + zw8 trivial u+ v
72 15 14 (4,4,3,1;12) x2y + y3 + z4 + w12 Z/2Z u+w−5
2,2
73 15 15 (6,3,2,1;12) x2 + y4 + z6 +w12 Z/2Z × Z/2Z u+w−5
2,2
74 15 16 (5,3,2,2;12) x2w + y4 + z6 + w6 Z/2Z u+w−5
2,2
75 15 17 (10,5,3,2;20) x2 + y4 + z6w +w10 Z/2Z u+w−5
2,2
76* 15 18 (7,6,5,2;20) x2y + y3w + z4 +w10 trivial u+w−5
2,2
55
77 16 11 (4,2,1,1;8) x2 + y4 + z8 +w8 Z/4Z w−1
2,2 +w
−5
2,2
78 16 12 (4,2,1,1;8) x2 + y4 + xz4 +w8 Z/4Z w−1
2,2 +w
−5
2,2
79* 16 13 (8,5,4,3;20) x2z + y4 + z5 + xw4 trivial w−1
2,2 +w
−5
2,2 62
80 18 6 (4,2,1,1;8) x2 + y4 + z7w + zw7 Z/6Z u
81 18 8 (3,2,2,1;8) x2z + y4 + z4 +w8 Z/4Z u
82* 18 10 (11,7,6,4;28) x2z + y4 + z4w +w7 trivial u 61
83 18 7 (4,2,1,1;8) x2 + y4 + z8 +w8 Z/2Z × Z/4Z u
84 18 9 (14,7,4,3;28) x2 + y4 + z7 + zw8 Z/2Z u
85 19 1 (1,1,1,1;4) x4 + y3z + z3w + yw3 Z/7Z w−1
2,2
86 19 2 (1,1,1,1;4) x4 + y4 + z3w + zw3 Z/8Z w−1
2,2
87 19 3 (1,1,1,1;4) x4 + y4 + z4 +w4 Z/4Z × Z/4Z w−1
2,2
88* 19 5 (12,9,8,7;36) x3 + y4 + xz3 + zw4 trivial w−1
2,2 52
89 19 4 (4,3,3,2;12) x3 + y4 + z4 + xw4 Z/4Z w−1
2,2
Table 11. Table for n = 8
No. rX BHK Dual Weights Polynomial G/JW Form Note
1* 3 36 (4,2,1,1;8) x2 + y4 + xz4 +w8 trivial w−1
2,2 7
2 3 34 (4,2,1,1;8) x2 + y4 + yz6 + w8 trivial w−1
2,2
3 3 35 (4,2,1,1;8) x2 + xy2 + yz6 + w8 trivial w−1
2,2
4 3 32 (4,2,1,1;8) x2 + xy2 + z8 +w8 trivial w−1
2,2
5 3 37 (4,2,1,1;8) x2 + y4 + z8 +w8 Z/2Z w−1
2,2
6 3 33 (4,2,1,1;8) x2 + y4 + z8 +w8 trivial w−1
2,2
7 6 29 (12,8,3,1;24) x2 + y3 + z8 + xw12 trivial v
8* 6 27 (8,5,2,1;16) x2 + y3w + z8 + xw8 trivial v 44
9 6 30 (12,8,3,1,24) x2 + y3 + z8 + yw16 trivial v
10 6 28 (8,5,2,1;16) x2 + y3w + z8 + yw11 trivial v
11 6 31 (12,8,3,1;24) x2 + y3 + z8 +w24 trivial v
12 6 26 (8,5,2,1;16) x2 + y3w + z8 +w16 trivial v
13 7 25 (4,2,1,1;8) x2 + y4 + yz6 + w8 Z/2Z v + w−1
2,3
14* 7 23 (3,2,2,1;8) x2z + y4 + yz3 + w8 trivial v + w−1
2,3
19
15 7 24 (4,2,1,1;8) x2 + y4 + z8 +w8 Z/2Z v + w−1
2,3
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16 7 22 (3,2,2,1;8) x2z + y4 + z4 +w8 trivial v + w−1
2,3
17 10 20 (4,2,1,1;8) x2 + y4 + xz4 +w8 Z/2Z w−1
2,2 +w
1
2,3
18 10 18 (4,2,1,1;8) x2 + xy2 + z8 +w8 Z/2Z w−1
2,2 +w
1
2,3
19E 10 21 (4,2,1,1;8) x2 + y4 + z8 +w8 Z/2Z × Z/2Z w−1
2,2 +w
1
2,3 S. 3.1.2
20 10 17 (3,2,2,1;8) x2z + y4 + z4 +w8 Z/2Z w−1
2,2 +w
1
2,3
21 10 19 (4,2,1,1;8) x2 + y4 + z8 +w8 Z/2Z w−1
2,2 +w
1
2,3
22 13 16 (4,2,1,1;8) x2 + y4 + xz4 +w8 Z/4Z v +w1
2,3
23* 13 14 (12,5,4,3;24) x2 + y4z + xz3 + w8 trivial v +w1
2,3 31
24 13 15 (4,2,1,1;8) x2 + y4 + z8 +w8 Z/4Z v +w1
2,3
25 13 13 (12,5,4,3;24) x2 + y4z + z6 +w8 trivial v +w1
2,3
26 14 12 (12,8,3,1;24) x2 + y3 + z8 + yw16 Z/2Z v
27* 14 8 (11,8,3,2;24) x2w + y3 + z8 + yw8 trivial v 27
28 14 10 (8,5,2,1;16) x2 + y3w + z8 + yw11 Z/2Z v
29 14 7 (11,8,3,2;24) x2w + y3 + z8 +w12 trivial v
30 14 9 (8,5,2,1;16) x2 + y3w + z8 +w16 Z/2Z v
31 14 11 (12,8,3,1;24) x2 + y3 + z8 +w24 Z/2Z v
32 17 4 (4,2,1,1;8) x2 + xy2 + z8 +w8 Z/4Z w1
2,2
33 17 6 (4,2,1,1;8) x2 + y4 + z8 +w8 Z/2Z × Z/4Z w1
2,2
34 17 2 (12,5,4,3;24) x2 + y4z + z6 +w8 Z/2Z w1
2,2
35* 17 3 (10,7,4,3;24) x2z + xy2 + z6 + w8 trivial w1
2,2 64
36 17 1 (3,2,2,1;8) x2z + y4 + z4 +w8 Z/4Z w1
2,2
37 17 5 (4,2,1,1;8) x2 + y4 + z8 +w8 Z/4Z w1
2,2
Table 12. Table for n = 12
No. rX BHK Dual Weights Polynomial G/JW Form
1 2 26 (6,4,1,1;12) x2 + y3 + xz6 +w12 trivial trivial
2 2 27 (6,4,1,1;12) x2 + y3 + yz8 + w12 trivial trivial
3 2 28 (6,4,1,1;12) x2 + y3 + z12 + w12 trivial trivial
4 7 22 (6,3,2,1;12) x2 + y4 + xz3 +w12 trivial w1
2,2 + w
−1
3,1
5 7 23 (6,3,2,1;12) x2 + xy2 + z6 +w12 trivial w1
2,2 + w
−1
3,1
6 7 24 (6,3,2,1;12) x2 + y4 + z6 +w12 trivial w1
2,2 + w
−1
3,1
7 7 25 (6,3,2,1;12) x2 + y4 + z6 +w12 Z/2Z w1
2,2 + w
−1
3,1
8 8 20 (5,4,2,1;12) x2z + y3 + z6 +w12 trivial v + w1
3,1
9 8 19 (5,4,2,1;12) x2z + y3 + yz4 + w12 trivial v + w1
3,1
10 8 18 (6,4,1,1;12) x2 + y3 + yz8 + w12 Z/2Z v + w1
3,1
11 8 21 (6,4,1,1;12) x2 + y3 + z12 + w12 Z/2Z v + w1
3,1
12 10 16 (4,4,3,1;12) x2y + y3 + z4 + w12 trivial v2
13E 10 14 (4,4,3,1;12) x3 + y3 + z4 +w12 trivial v2
14 10 13 (4,4,3,1;12) x3 + y3 + z4 +w12 Z/3Z v2
15 10 self (4,4,3,1;12) x2y + xy2 + z4 + w12 trivial v2
16 10 12 (6,3,2,1;12) x2 + y4 + xz3 +w12 Z/2Z v2
17 10 self (6,3,2,1;12) x2 + y4 + z6 +w12 Z/2Z v2
18 12 10 (12,7,3,2;24) x2 + y3z + z8 +w12 trivial v + w−1
3,1
19 12 9 (12,7,3,2;24) x2 + y3z + xz4 + w12 trivial v + w−1
3,1
20 12 8 (6,4,1,1;12) x2 + y3 + xz6 +w12 Z/3Z v + w−1
3,1
21 12 11 (6,4,1,1;12) x2 + y3 + z12 + w12 Z/3Z v + w−1
3,1
22 13 4 (4,4,3,1;12) x2y + y3 + z4 + w12 Z/2Z w−1
2,2 +w
1
3,1
23 13 5 (6,3,2,1;12) x2 + xy2 + z6 +w12 Z/2Z w−1
2,2 +w
1
3,1
24 13 6 (6,3,2,1;12) x2 + y4 + z6 +w12 Z/2Z × Z/2Z w−1
2,2 +w
1
3,1
25 13 7 (6,3,2,1;12) x2 + y4 + z6 +w12 Z/2Z w−1
2,2 +w
1
3,1
26 18 1 (5,4,2,1;12) x2z + y3 + z6 +w12 Z/3Z trivial
27 18 2 (12,7,3,2;24) x2 + y3z + z8 +w12 Z/2Z trivial
28 18 3 (6,4,1,1;12) x2 + y3 + z12 + w12 Z/6Z trivial
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