Radar constant false alarm rate (CFAR) detection is addressed in this correspondence. Motivated by the frequently encountered problem of clutter-edge heterogeneity, we model the secondary data as a probability mixture and impose a hierarchical model for the inference problem. A two-stage CFAR detector stucture is proposed. Empirical Bayesian inference is adopted in the first stage for training data selection followed by a CFAR processor using the identified homogeneous training set for target detection.
I. INTRODUCTION
Reliable radar constant false alarm rate (CFAR) detection is critical in dynamic clutter and jamming scenarios [2] . The existence of heterogeneities in practical operational environments renders the conventional cell averaging CFAR (CA-CFAR) ineffective. Heterogeneities arise due to the presence of multiple targets and clutter edges [3] . Alternative schemes have been developed to address this issue, including order statistic CFAR (OS-CFAR) and its variations [4] [5] [6] as well as various windowing techniques aimed to exclude heterogeneous regions. Nonetheless, each scheme is targeted toward a particular clutter/interfering target scenario. For example, a variation of CA-CFAR, called the greatest of CFAR (GO-CFAR), calculates the average of the leading and lagging windows, respectively, and selects the greater of the two as an estimate of the clutter strength. Clearly the underlying assumption is that the nonhomogeneity (e.g., clutter edge) appears in either the leading or lagging window, but not both. Systematic analysis of various CFAR detectors in nonhomogeneous background is given in [7] . Attempts have also been made to intelligently select a CFAR scheme based on some homogeneity test statistics [8] . Fig. 1 is a simple illustration of the CFAR problem under consideration. Our task is to decide if there is a target present in the test cell. For convenience, we assume that the reference cells (also called secondary data) are equally split on either side of the test cell. Here X n s and Y are the outputs of square law devices that process the in-phase (I) and quadrature (Q) data of the secondary and test cells, respectively. If the background is indeed homogeneous, a generalized likelihood ratio test (GLRT) receiver exists where the noise strength is calculated by simply averaging over all reference cells and a threshold for Y can be set that satisfies a certain false alarm constraint. In the presence of a heterogeneity, most CFAR schemes circumvent the direct estimation of the noise statistics. Instead, various nonparametric schemes are adopted for robust detection performance [2] .
In this correspondence, we propose a probabilistic mixture model to account for the nonhomogeneity of the secondary data in conjunction with Bayesian inference for parameter estimation [9] . We adopt a parametric approach in dealing with possible heterogeneities. A distinction between the proposed algorithm and several existing CFAR approaches is that the former is implemented in two stages. The first stage is a homogeneous region identification procedure, which is then followed by a standard CFAR method such as CA-CFAR applied to the selected homogeneous regions. Notice that [8] also adopts a similar approach, though substantial differences exist. In [8] , a homogeneity test statistic was applied to predetermined data windows (namely, leading, lagging, and the full window). The data window that appears to be the most homogeneous is selected for clutter statistic estimation. In this correspondence, homogeneous regions are identified adaptively and are not limited to any predetermined data window scenarios as in [8] .
The proposed approach is particularly suitable for the case of heterogeneities due to the presence of clutter edges. To illustrate the idea, consider the following simple case. Our reference cells consist of two groups corresponding to two different regions with clutter powers ¹ 0 and ¹ 1 , where ¹ 0 < ¹ 1 , and which are otherwise homogeneous within their occupied region. Thus, we have a clutter edge within the reference cells (see Fig. 2 for examples). The distribution properties derived from the square law processing of two independent Gaussian processes (in-phase and quadrature components) result in a Rayleigh envelope. For Rayleigh background, we have the following scenario: Those cells associated with the lower level clutter region have observations that follow an exponential distribution with parameter ¹ 0 , while the others follow an exponential distribution with parameter ¹ 1 . Notice that the test cell may belong to either one of the two regions. This mixture model is deterministic in the sense that every reference cell belongs to one of the two classes. To take advantage of many existing inference tools, we can convert this to a probabilistic mixture model where each cell is associated with one of the two families with a certain probability. Under this framework various inference tools can be used to estimate the mixture model parameters. Candidates include the expectation-maximization (EM) algorithm [10, 1] and various Bayesian inference approaches [11] .
In this work, we explore the application of empirical Bayesian inference for parameter estimation. Specifically, a hierarchical model is proposed for the characterization of the nonhomogeneous reference cells and the associated priors are estimated using the data rather than chosen a priori. A maximum likelihood (ML) estimation algorithm for the unknown parameters has been proposed in [1] where an EM algorithm was developed to iteratively solve the ML estimation problem. However, the inference goal here differs from that of [1] . In [1] , the goal is to make a binary decision on whether we have identically distributed exponential random variables, or a mixture of two different exponential random variables. In the current CFAR problem, the objective is to identify the homogeneous clutter region, along with the estimates for the clutter statistics assuming an exponential mixture model. Spatial continuity of each homogeneous clutter region in the presence of a clutter edge will be used to assist the identification process. The estimated clutter statistics will be used for the ensuing CFAR detection.
II. CFAR DETECTION USING BAYESIAN INFERENCE

A. Hierarchical Modeling of Clutter Edge Heterogeneity
In reference to Fig. 1 , our goal is to determine whether or not there is a target that dwells in the test cell. Under the Rayleigh clutter assumption, it can be easily established that the likelihood ratio test amounts to the simple thresholding of Y:
where H is the target absent hypothesis and K is the target present hypothesis. The choice of ¿ affects the false alarm level and for CFAR detection, it is desirable to choose ¿ such that the false alarm probability is maintained at a constant level. Assume that in the target absent case the observation follows an exp(¹) distribution, then a simple choice is to make ¿ = k¹ where k = ln P fa to achieve the desired false alarm probability value P fa . In practice, however, ¹ is usually unknown and needs to be estimated, possibly from the observations in the reference cells. For example, if we assume a homogeneous background, the observations in all reference cells follow the same distribution exp(¹), so that the CA-CFAR is clearly the optimal approach. Estimating ¹ is much more complicated in the presence of nonhomogeneity (e.g., a clutter edge) and extensions based on some heuristics have been developed that aim to utilize those reference cells that are considered homogeneous. These include GO-CFAR and smallest-of CFAR (SO-CFAR) and censored cell average CFAR (CCA-CFAR) [12, 13] . For example, in GO-CFAR [14, 15] , the average power of leading (R 1 ) and lagging (R 2 ) windows are computed and the larger one is used to estimate the clutter strength in the test cell. Another important CFAR scheme is the OS-CFAR. Rather than averaging over (part of) the reference window, a specific OS statistic is chosen as an estimate of the background strength. The OS is less sensitive to outliers and OS-CFAR tends to give more robust performance compared with other CFAR detectors. However, OS-CFAR suffers large CFAR loss in terms of signal-to-clutter power ratio if the background is indeed homogeneous.
In the presence of a clutter edge, the reference cells can be approximated as a mixture of two groups: those corresponding to either the lower or higher intensity clutter region. With Rayleigh clutter, the two groups of clutter regions have power variation according to exponential distributions such that
(1) where Z n = 0, 1 indicates whether cell n belongs to the clutter region with mean value ¹ 0 or ¹ 1 . The partitioning is deterministic, i.e., each cell belongs to either one of the two families. This deterministic partitioning is not convenient for inference purposes. Therefore, we adopt a probabilistic mixture model. Specifically, we assume that each Z n is a Bernoulli random variable with success probability µ, i.e., P[Z n = 1] = µ and P[Z n = 0] = 1 µ. For example, if there is only one clutter type present, ideally we should have all Z n 0, or equivalently, µ = 0. The prior probability µ is usually unknown. Under the strict Bayesian inference framework, we need to further assign a prior probability for µ. For example, we may assume that µ is uniformly distributed between 0 and 1, or adopt a more general prior in the form of a beta distribution. In this correspondence, we use the empirical Bayesian inference procedure: The prior is estimated from the observations. Empirical Bayesian inference provides a compromise between classical inference and Bayesian inference. While the Bayesian inference tools can be utilized in the inference problem, we avoid the choice of prior to prevent any bias introduced by the prior toward the inference goal. Empirical Bayesian is more suitable to scenarios where the inference result is determined to a large extent by the observations rather than the prior. Clearly, for the CFAR problem, when the number of reference cells is moderate to large, empirical Bayesian appears to be a good choice.
The above model is summarized in Fig. 3 . All observations, X n , n = 1,2,:::, N, follow an exponential mixture model as in (1) . The Bernoulli variable Z n s have success probability µ that is common for Z n . Our goal is to infer the noise/clutter statistics ¹ 0 and ¹ 1 as well as the posterior probability that each cell belongs to one of the exponential distributions, i.e., Fig. 3 . Hierarchical modeling for the CFAR parameter estimation problem where observations are connected through upper layer parameters. Each observation y n is assumed to be mixture of two exponential distributions with mean values ¹ 0 and ¹ 1 . Our goal here is to estimate ¹ 0 and ¹ 1 , respectively, as well as posterior probability that each Z n equals 1, i.e., P(Z n = 1 µ, X).
W n = P(Z n = 1 µ, X). Notice that µ serves as a prior, yet it is to be estimated from the data. The estimate of W n is necessary as it gives an indication as to which region the test cell belongs. Further, it can also be used to improve the CFAR detection performance by utilizing the spatial continuity of different clutter regions as we shall see later.
B. Training Data Selection Using Bayesian Inference
Given the hierarchical model specification in the previous section, we now estimate the clutter statistics ¹ 0 and ¹ 1 , as well as µ, the prior probability of Z n being 1. The posterior probability that Z n = 1, W n , as it turns out, can be derived directly from the EM algorithm.
The ML estimation for ¹ 0 , ¹ 1 , and µ aims to maximize
In [1] , an EM algorithm was developed for the ML estimation of the unknown parameters µ, ¹ 0 , and ¹ 1 .
Here, we briefly summarize the iterative procedure. 1) E-step and
The EM algorithm involves iteration between the E and M steps until convergence occurs. The estimation for the posterior probability W n is essentially the same as for ! 1 (n). Hence, it can be derived directly from the EM algorithm, i.e.,
A simple simulation is conducted to determine the effectiveness of the EM algorithm in estimating the parameters. In this example, N is chosen to be 32 and we assume that the first 8 samples correspond to clutter background with mean strength ¹ 1 = 15 while the rest of the cells follow an exponential distribution with ¹ 0 = 1 (see Fig. 2(a) for an illustration). The EM algorithm yields estimates for the mean valueŝ ¹ 0 = 0:8886 and1 1 = 13:0787. Further, we plot the estimates of the W n values versus the reference cell index n in Fig. 4 . We note that they roughly reflect the separation of different clutter regions, i.e., W n s with large values are mostly in the first 8 samples. However, it is also easy to see from the figure that due to the randomness of the data within each region, there will be some cells whose estimated posterior probability W n does not truly reflect its association. This, however, can be somewhat alleviated by taking advantage of the spatial continuity as presented in the next section.
C. Homogeneous Region Identification Using Spatial Continuity
An important by-product of the EM algorithm is the posterior probability W n which indicates the group to which each reference cell belongs. These estimates help determine the clutter region in which the test cell dwells and is important in obtaining robust detection performance. For example, if the test cell is in the region with higher clutter intensity (¹ 1 ) but the threshold is determined using ¹ 0 , we may experience excessive false alarms.
Clearly, once we identify the test cell clutter region location, the estimates of the clutter statistics ¹ 0 and ¹ 1 that are obtained from the EM algorithm can be used directly in the CFAR detector. An alternative approach is to reestimate the clutter statistics by utilizing the output parameters W n , n = 1, ::: , N. Notice that the W n values are the posterior probability estimates that the nth test cell is associated with one of the two groups. Therefore, quantizing the W n values using threshold 0:5 has the desired property of having minimum error probability for the reference classification. The clutter strengths ¹ 0 and ¹ 1 can be reestimated using the simple averages of the corresponding group of cells distinguished by thresholding the W n s. This amounts to converting the probabilistic mixture back to the deterministic mixture that is more consistent with the ground truth.
The above discussion also motivates further improvement by utilizing spatial continuity of the clutter regions. In this correspondence, a simple heuristic approach is adopted. The association of one particular cell, namely the nth cell within the reference window, to either one of the two distributions is determined not only by its posterior probability W n but also by its neighbors, i.e., W n n s , W n n s +1 , ::: , W n+n s where 2n s + 1 is the window size. A simple majority rule is implemented in this correspondence to determine the actual value for W n . If the majority of W i s within the window (including W n ) belong to exp(¹ 1 ) (i.e., they have value greater than 0:5), then we claim cell n also belongs to exp(¹ 1 ). Otherwise, it is assumed to belong to exp(¹ 0 ). Other heuristic rules, such as mean posterior probability within the sliding window, can also be proposed. More sophisticated probabilistic models that capture spatial continuity can also be developed. Examples include the spatial hidden Markov model.
The above idea is illustrated in Fig. 5 . Fig. 5(a) is the result of direct quantization of W n , while Fig. 5(b) gives the result after postprocessing using spatial continuity where n s = 2, i.e., the window size for the majority rule is 5. Clearly, Fig. 5(b) gives a more accurate account of the association of each cell. That is, it reflects more faithfully the ground truth where only the first 8 cells belong to the high intensity clutter region. Thus, estimation of the clutter statistics based on this approach tends to be more accurate. We note that while Fig. 5 (b) matches precisely with the ground truth, this may not always happen. However, the use of spatial continuity tends to improve the overall clutter region identification performance.
D. CFAR Detection
The training data selection procedure described in the previous section yields a set of data that are assumed to be homogeneous and are of the same clutter type as the test cell. We emphasize again that profiling of the cells using W n s along with the spatial continuity property allows us to determine the region in which the test cell lies. Based on this selected training data set, various CFAR procedures can be implemented.
Presumably, if the data set is indeed homogeneous, CA-CFAR clearly is the obvious choice due to its optimality for a homogeneous background. If, however, the training data set selected in the first stage still lacks homogeneity (though it should always appear more homogeneous than the original secondary data), more robust CFAR procedures can be implemented on the selected training data set. The proposed CFAR detection procedure is summarized in Fig. 6 , where the first stage is to identify the homogeneous region using Bayesian inference, followed by standard CFAR procedures applied only to the homogeneous region obtained from stage 1.
An important advantage of the proposed two-stage CFAR processor is its inherent adaptivity, hence enhanced robustness, with regard to the changing environment. This is especially true if the mixture is a good approximation of the real scenario hence the first stage yields a relatively homogeneous group of data. Its robustness results since the first stage training data selection can adaptively determine the homogeneous clutter region. Thus the threshold setting is relatively simple to determine-it amounts to the threshold setting for CA-CFAR under homogeneous background! This, however, is not the case for other CFAR processors. For example, to achieve a desired false alarm rate for OS-CFAR, the threshold is determined by a specific clutter edge scenario and may vary drastically from one case to another. This is addressed further in the next section using some simulation results. 
III. NUMERICAL EXAMPLES
In this section, we present numerical examples to demonstrate the performance of various CFAR detectors, including the EM-CFAR method proposed here. In particular, we consider algorithm performance in various scenarios with the clutter edge location/duration as the parameters. Primary consideration is given to the achievement of good detection performance with minimal variation in threshold to achieve a specified false alarm level. Throughout the simulations, a nonfluctuating target is used and the signal-to-noise ratio (SNR) is computed using the target power versus the average clutter power of the test cell. Also, the sliding window size for spatial continuity is set at 5 for all cases. We investigate a total of four different scenarios as illustrated in Fig. 2. Fig. 2(a) is an example where there is a clutter edge in the leading window while Fig. 2(b) shows the case of a clutter edge in the lagging window. The difference between the two is that the cell under test dwells in different clutter regions. Fig. 2(c) is an example where heterogeneity appears in the lagging window in the form of a high intensity clutter region of finite length. The last example from Fig. 2(d) is the case where the test cell dwells in a high power clutter region that sits in the middle of the reference cells. Throughout the examples, a total of 32 reference cells are used (excluding the test cell). The false alarm probability is fixed at 10 4 and we use 10 6 Monte Carlo runs to determine the detection probability for various SNR values. The powers for the two different clutter regions are 1 and 15, respectively, resulting in a power difference of approximately 12 dB. The SNR is calculated using the signal power over the power of the clutter region in which the test cell dwells. In the implementation for OS-CFAR, we choose the 20th OS as an estimate of the clutter power.
A. Detection Assessment
Example 1: In this example, the first 8 cells are assumed to belong to high power clutter and the test cell belongs to the low power clutter region. The results of the probability of detection as a function of SNR for various CFAR procedures are plotted in Fig. 7 . Clearly the detection probability of the EM-based CFAR is among the leading methods in this case.
Example 2: The second example differs from the first in that there is a clutter edge in the lagging window and the test cell now resides in the high power clutter region. The results are obtained in Fig. 8 . In this particular example, the detection probability of the EM-based CFAR is only slightly worse than the CA-CFAR while it is superior to all other CFAR schemes. The slight advantage of CA-CFAR in this case can be explained as follows. Cell averaging is sensitive to outliers in the sense that extremely large values (even if there are only a few of them) may significantly change the mean value. This is why CA-CFAR suffers in detection performance in Example 1 when the first 8 cells are considered outliers. However, in the second scenario, where the target resides in the high level clutter region, the last 8 cells are considered outliers. Yet, their values are lower bounded by zero and hence the performance for CA-CFAR is fairly good in this case.
Example 3: The third example is the presence of a high intensity clutter region in the lagging window as illustrated in Fig. 2(c) . In particular, cells 21 to 28 are assumed to belong to high power clutter. The test cell now resides in the low power clutter region. The probability of detection of the various CFAR schemes is obtained in Fig. 9 . The detection probability of the EM-based CFAR is again the best among all CFAR schemes.
Example 4: In the last example, high intensity clutter appears in the middle of the secondary cells and the test cell falls in the high power region. Notice here that nonhomogeneity appears in both the leading and lagging windows as in Fig. 2(d) . The detection performance for EM-CFAR is again fairly robust in this case as shown in Fig. 10 . From the above examples, we observe that even though the EM-CFAR does not necessarily yield the best detection performance for all clutter edge scenarios, it tends to compare favorably to the specific CFAR scheme that performs best for each scenario. Thus, it is very robust to the change of the clutter edge position/duration.
B. Threshold Assessment
Perhaps the most noteworthy conclusion from the above results is the inherent adaptivity of the EM-CFAR algorithm. We note that the background clutter not only lacks homogeneity, but is also temporally dynamic. For CFAR schemes such as GO-CFAR, threshold changes are required to maintain a constant false alarm probability. However, for EM-CFAR, the background statistics are estimated using a parametric model that itself adapts inherently to each particular scenario. This greatly alleviates the need for threshold adaptation.
To further understand this, we note that the test for various CFAR schemes, including the EM-CFAR, can be summarized as
where Y is the test cell observation and1 is the estimated clutter power for the test cell, e.g., in CA-CFAR, it is the average over secondary data. We observe in the simulations that the thresholds required for the EM-CFAR to maintain the same false alarm probability have far lower standard deviation than all the other schemes. Table I shows these results for the desired false alarm probability at P fa = 10 4 . The normalized standard deviation (¾´=´where´is the threshold) is given in the last column. Clearly, the variation of the threshold for the EM-based CFAR detector is the smallest among all of them. Further, we note that for a false alarm probability at 10 4 , if indeed the true clutter strength is known, then the desired threshold in (2) is´= ln P fa = 9:21. Clearly, the thresholds for EM-CFAR in all cases are close to this nominal value. This facilitates the choice of threshold for the CFAR property for a nonstationary environment. Notice, for example, the CA-CFAR applied to the entire secondary data set requires thresholds that vary drastically to maintain a constant false alarm rate for different heterogeneous scenarios.
IV. SUMMARY AND CONCLUSIONS
Training data selection for radar CFAR detection in the presence of clutter edges is addressed in this correspondence. An adaptive CFAR detection approach is developed where the heterogeneous secondary data are modeled as a mixture of two different distributions, each with different clutter strengths. Parameter estimation for the clutter statistics is carried out using the empirical Bayesian inference procedure where the priors are estimated using the observations. Spatial continuity of the clutter regions is utilized to improve the training data selection. The homogeneous region where the test cell dwells is determined and used for CFAR detection where various standard CFAR procedures can be subsequently applied. Numerical results show that the proposed method compares favorably with competing CFAR detectors. The proposed CFAR procedure is inherently adaptive and therefore suitable for nonstationary environments. Finally and perhaps most significantly, the threshold setting to maintain a certain false alarm rate is fairly insensitive to the nonstationary environment due to the inherent adaptivity in adjusting to different clutter levels. 
