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Abstract
Discontinuous Galerkin(DG) method has been successfully used in time dependent simulations. This paper will investigate DG
solvers for diﬀerent simulations. They are compressible ﬂow and electromagnetic wave simulations. The compressible ﬂow
simulation needs to solve the Euler equation, while electromagnetic wave simulation needs to solve the Maxwell’s equations. Two
solvers have been studied in deep separately. All solvers apply domain decomposition method for the parallelization, and they both
show the advantages of DG method: easy parallelization and good scalability. Veriﬁcations will be shown on simple geometries in
detail for both cases, and at last a wakeﬁeld simulation ha been shown with electromagnetic time domain solver.
c© 2013 The Authors. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Hunan University and
National Supercomputing Center in Changsha (NSCC).
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Nomenclature
u, v velocity in the x and y directions, (m/s)
E energy of the ﬂuid
ρ density of the ﬂuid
p pressure of the ﬂuid
E electric ﬁeld vector
B magnetic ﬁeld vector
Greek symbols
γ constant of ﬂuid, =1.4
 permittivity
μ permeability
Subscripts
h discretization
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1. Introduction
Time dependent simulations exist in many area of science and engineering. It is an important area in scientiﬁc
computing. Many numerical methods have been used for it so far, such as ﬁnite diﬀerence (FDM), ﬁnite volume
(FVM) and ﬁnite element methods (FEM). The most popular method for time domain simulation is Finite Diﬀerence
method (FDM). But, FDM and FVM are not easy to handle complex geometries which are common cases in the
applications. FEM has the advantage of handling complex geometries, therefore many eﬀorts have been made with
FEM. In order to achieve high-order accuracy, high-order numerical methods are preferred. There are two diﬀerent
numerical algorithms for time domain simulations based on FEM, basically continuous and discontinuous Galerkin
methods.
Continuous Galerkin (CG) method has been used ﬁrst, where errors are dependent mostly by discretization error in
space. The size if time stepping is also limited by some condition, called CFL number. If implicit scheme is used, CG
method leads to large global matrix which is prohibitive expensive for inversion, which can only use iterative method
to solve now. The scaling of the iterative method is not good as the increasing of the condition number for the global
mass matrix. This makes the scaling of time domain solver unacceptable. In the last decade, rapid improvement in
architecture of supercomputers has greatly enhanced the capability of simulations. This needs to develop scalable
solvers. In order to overcome the bottleneck of CG method, people try to develop other schemes. One of the great
advantages of DG method is good scalability, which will be studied carefully in this paper. More details on DG
method can be found in [1, 2, 3, 6]. This paper will compare the performance for these two types of EM solvers.
The paper is organized in the following way: the numerical method is explained in section 2, the parallel algorithm
is discussed in section 3. Then detailed benchmarks results are shown in section 4, and a comparison on wakeﬁeld
simulations is given in section 5. At last, the conclusion is drawn in section 6.
1.1. Euler equation
For compressible ﬂuid, Euler equation in two-dimensional can be written as:
∂ρ
∂t
+
∂ρu
∂x
+
∂ρv
∂y
= 0 (1)
∂ρu
∂t
+
∂ρu2 + p
∂x
+
∂ρuv
∂y
= 0 (2)
∂ρv
∂t
+
∂ρuv
∂x
+
∂ρv2 + p
∂y
= 0 (3)
∂E
∂t
+
∂u(E + p)
∂x
+
∂v(E + p)
∂y
= 0 (4)
(5)
where ρ is the density of the ﬂuid, (ρu, ρv) are the x- and y-components of the momentum, p is the internal pressure
of the ﬂuid, and E is the total energy of the ﬂuid. The relation between them is E = p
γ−1 +
ρ
2 (u
2 + v2), where γ = 1.4
for most cases.
1.2. Maxwell’s Equation
In 3D domain Ω, time dependent Maxwell’s equations can be written as:
∂B
∂t
= −∇ × E, ∂D
∂t
= ∇ ×H + J (6)
∇ · D = ρ, ∇ · B = 0, x ∈ Ω, (7)
nˆ × E = 0, nˆ ·H = 0 x ∈ ∂Ω, (8)
where, the electric ﬁeld E, electric ﬂux density D, as well as the magnetic ﬁeld H and the magnetic ﬂux density B are
related through the constitutive relations D = E,B = μH.
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Fig. 1. (1). Nodal Bases on 2D triangle; (2). Matching; (3). Mesh Partitions for circular domain on 16 processors; (4). Nodal matching
1.3. DG Method with Nodal Bases
1.3.1. Nodal Bases
We approximate general three dimensional domain Ω by computational domain ΩK .
On each element, we use nodal bases which is unity at one quadrature point and zero at all others as shown on the
ﬁrst of Fig. 1. Within each element Dk, the electric and magnetic ﬁelds can be expressed as
q(x, t)  qN(x, t) =
N∑
j=1
q j(t)L(x) (9)
where q j(t) is the electric or magnetic ﬁelds at N grid points, x j ∈ Pdn(Dk), and Lj(x) is the three-dimensional
Lagrange polynomial.
Detailed information about nodal base spectral element method can be found in [4, 5, 6].
1.3.2. DG Method
In 1973, Reed and Hill [8] introduced the ﬁrst DG method for hyperbolic equations; since that time there has
been an active development of DG methods for hyperbolic and nearly hyperbolic problems, resulting in a variety of
diﬀerent methods. The DG methods are locally conservative, stable and high-order accurate methods. Originally it
was realized with ﬁnite diﬀerence and ﬁnite volume methods, and later it was extended to ﬁnite element, hp-ﬁnite
element and spectral element methods. These make it easy to handle complex geometries, irregular meshes with
hanging nodes and approximations that have polynomials of diﬀerent degrees in diﬀerent elements. These properties
have brought the DG method into many disciplines of scientiﬁc computing, such as computational ﬂuid dynamics,
especially for compressible ﬂows, computational electromagnetics, etc. More details can be found in[1, 2, 3, 6].
1.3.3. DG Formulation for NS Equation
NS equation can be rewritten in following form:
∂q
∂t
+
∂F
∂x
+
∂G
∂y
= 0, q =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ρ
ρu
ρv
E
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ , F =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ρu
ρu+p
ρuv
u(E + p)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ , G =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ρv
ρuv
ρv2 + p
v(E + p)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
Then DG method requires following equation be satisﬁed:∫
D
(
∂qh
∂t
φh(x) − Fh ∂φh
∂x
−Gh ∂φh
∂y
)dx =
∫
∂D
φh(x)(nˆxFh + nˆyGh)dx (10)
where we have Lax-Friedriches ﬂux as (nˆxFh + nˆyGh)∗ = nˆx · Fh + nˆy ·Gh + λ2 · [qh].
161 Xiaohe Zhufu et al. /  Procedia Engineering  61 ( 2013 )  158 – 165 
1.3.4. DG Formulation for Maxwell’s Equation
Let us express Maxwell’s equations (6) in conservation form
Q
∂q
∂t
+ ∇ · F(q) = S (11)
where the material matrix Q, the state vector q, and the ﬂux F(q) are
Q =
[
r 0
0 μr
]
, q =
[
E
H
]
,Fi(q) =
[ −ei ×H
ei × E
]
(12)
with F(q)=[F1(q), F2(q), F3(q)]T . Here e1 signiﬁes the three Cartesian unit vectors and S=[S E , S H]T represents boby
forces.
Suppose q can be represented as
qN(x, t) =
N∑
j=0
qj(x, t)Lj(x) =
N∑
j=0
qj(t)Lj(x) (13)
Then DG method requires following equation be satisﬁed:∫
D
(Q
∂q
∂t
+ ∇ · F(q) − S)φi(x)dx =
∫
∂D
φi(x)nˆ · (FN − F∗N)dx (14)
where we have nˆ · FN = (−nˆ ×HN, nˆ × EN)T. F∗N is the ﬂux term, which can be upwind, central or Lax-Friedriches
ﬂux. Details can be found in [6]. The discrete form of DG is:
dEN
dt
= M−1S ×HN + SE +M−1F(nˆ × Z
+[HN] − nˆ × [EN]
Z+ + Z−
)
∣∣∣∣∣∣
∂D
(15)
(16)
dHN
dt
= M−1S × EN + SH +M−1F(nˆ × nˆ × [HN] + Y
+[EN]
Z+ + Z−
)
∣∣∣∣∣∣
∂D
(17)
where nˆ is the normal vector on boundary, φ is the test function in Ω. [EN] = E+N − E−N and [HN] = H+N − H−N for
the solutions E−N and H
−
N in the local domain and E
+
N and H
+
N in neighboring elements. M, S are mass and stiﬀness
matrixes respectively. We adopt low-storage ﬁve-stage fourth-order explicit Runge-Kutta (LSERK) scheme has been
used [6].
2. Parallel Algorithm
Both solvers adopt domain decomposition for parallelization. Due to diﬀerent algorithms, the communications are
diﬀerent for these solvers.
2.1. Parallel I/O
In order to use large supercomputer, parallel I/O has been developed. I/O Communicators have been created for
parallel input and output. Besides this, diﬀerent methods have been adopted for these solvers as they use diﬀerent
numerical methods which will be discussed in following.
2.2. Mesh Partition
Mesh partition is very important to reach good scaling using DG method, as the communications are depended on
the total number of surfaces shared by diﬀerent processors. For simple geometries we have partitioned the domain by
evenly distributing the total area. The square has been divided into small squares with same size. Partition for a circle
domain has been shown on the third of in Fig.1 by element location. When triangle element has been used and the
domain is not rectangle, the numbers on each processor are not same if we choose the element by its center, which is
the average of its 3 vertex coordinates. This problem will be discussed in following section.
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2.3. Load Balancing Problem
As can be expected, mesh partition by arbitrary distributing evenly can have good load balancing but the commu-
nication may be large, while mesh partition method based on center points location is diﬃcult to apply to domain
with complex geometry which makes the element numbers ﬂuctuate a lot on diﬀerent processors. This load balancing
problem will worsen the scalability of the solver when running on large scale supercomputer. In order to overcome
this, ParMetis will be used to partition the domain in the future.
2.4. Flux Computation
As shown in equations (15) and (17), time integration operation is performed on each element which removes the
most challenge of large global matrix. With the aﬀordable expense of exchanging information on the boundary. This
makes DG method especially suitable for parallel computing, only boundary face information need to be transferred
for ﬂux calculation. If the connected elements are located on same processor, there is no extra burden of data trans-
formation. If the connected elements are located on diﬀerent processors, the extra communications are needed. As
shown on the fourth of Fig. 1, each processor create array for real number pointers for all processors. Then real arrays
have been allocated according to the data which will be transferred. Based on these, MPI S endrecv replace has been
used to exchange information on two sides of the interfaces. The last terms in equations (15) and (17) are the ﬂux
terms in DG. We have used MPI S endrecv replace function to exchange information on two sides of the edges for
each element. It is easy to understand that the higher order of the bases been used, the more communications are
needed between diﬀerent processors. Since nodes order may be diﬀerent on two sides of the interface as shown on
the second of Fig. 1, the order information needs to be transferred as well.
3. Validation
In order to validate and verify the solver development, we will give several tests ﬁrst. These include the errors of
interpolation, derivative and curl operators.
3.1. Analytic solution
We use an isentropic vertex test for veriﬁcation of our compressible ﬂow solver. The exact solutions are as follows.
u = 1 − βe1−r2 y − y0
2π
; v = βe1−r
2 x − x0
2π
ρ = (1 − ( γ − 1
16γπ2
)β2e(1−r
2))
1
γ−1 ; p = ργ (18)
where r =
√
(x − t − x0)2 + (y − y0)2, x0 = 5, y + 0 = 0, β + 5, and γ = 1.4.
Table. 1 show the error decrease as mesh size decreases and polynomial order increases. The last three columns
show the rates of decreasing, which is approximately O(hN). This proves the accuracy of the ﬂuid solver. This is also
plotted on the third ﬁgure of Fig. 2.
For electromagnetic case, we use following analytic solution with periodic boundary condition in [−π, π]3 are:
Ex = 0.0
Ey = cos(x) · sin(y) · sin(z) · cos(
√
3t)
Ez = cos(x) · cos(y) · cos(z) · cos(
√
3t)
Hx = 2.0 · cos(x) · sin(y) · cos(z) · sin(
√
3t)/
√
3
Hy = −sin(x) · cos(y) · cos(z) · sin(
√
3t)/
√
3
Hz = sin(x) · sin(y) · sin(z) · sin(
√
3t)/
√
3
(19)
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Table 1. Error tests for ﬂuid solver
N h h/2 h/4 rate1 rate2 rate
2 1.498775E-001 6.820671E-002 3.803453E-002 1.136 0.843 0.99
3 1.077220E-001 2.358674E-002 2.645571E-003 2.191 3.156 2.67
4 4.721895E-002 3.352069E-003 4.391704E-004 3.816 2.932 3.37
5 1.926880E-002 1.242926E-003 3.527982E-005 3.954 5.139 4.55
6 1.283099E-002 3.767139E-004 3.987593E-006 5.090 6.562 5.83
7 4.178911E-003 6.631672E-005 8.240688E-007 5.978 6.330 6.15
8 5.913193E-003 4.629551E-005 4.177703E-007 6.997 6.792 6.89
The errors verses time have been plotted on the ﬁrst of in Fig. 2. As can be seen that the errors decrease as
polynomial order increases.
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Fig. 2. (1). Errors versus polynomial orders: Nodal base; (2). for t=0-10 for DG solver; (3). error decrease with polynomial order for diﬀerent
mesh sizes; (4). parallel eﬃciency for diﬀerent polynomial orders of ﬂuid solver.
Furthermore, we show another longer time error history plot on the second of Fig. 2. As it shows the errors of DG
solver can keep oscillating around a constant for this time period and decreases as polynomial order increases. This
proves the accuracy of the electromagnetic solver.
4. Benchmarks
We study these two diﬀerent DG solvers in following perspectives.
4.1. Speed and Scaling
The fourth ﬁgure in Fig. 2 shows the eﬀect of using diﬀerent polynomial bases on the parallel eﬃciency for the
ﬂuid solver, as it shows the parallel eﬃciency becomes better as the polynomial order increase. This is due the ratio of
surface freedom of internal freedom becomes smaller as polynomial order increases. The ﬁrst ﬁgure in Fig. 3 shows
the results of strong scaling on BG/P. As BG/P supercomputer has large number of processors, we also test the solver
up to 1024 processors on BG/P. The weak scaling result is shown on the second of Fig. 3. The number of tetrahedrons
on each processor is kept constant, which is 625. As can be seen, the times are nearly the same. This shows the solver
has good scalability. The test uses mesh with 188k tetrahedrons, and polynomial order is 9. This proves the solver
can use thousands of processors, and parallel eﬃciency is relatively good with 188k elements. The third ﬁgure in Fig.
3 compares running same test for the EM solver on BG/P and Inspur server, as it shows, the speed of Inspur server is
faster than that of BG/P, this is because BG/P use lower power chip.
4.2. Load balancing
The fourth ﬁgure in Fig. 3 shows the distribution of elements (red color) and boundary faces (green color) on 64
processors for a cylinder domain. As domain decomposition by physical location has been used, a cylinder region
cannot be divided evenly. The processors corresponding to the locations at the outer layer have less numbers of
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Fig. 3. (1). Strong and (2) weak scaling for DG solver with E=188k and P=9 on IBM BG/P; (3). Element numbers and boundary face numbers on
64 processors; (4). time versus polynomial orders for DG solver with nodal base;
elements and boundary faces. This explains the load balancing issue when partition more complicated geometry than
the cylinder through physical location. While using random partition can have balanced numbers of elements and
nodes, the boundary faces between diﬀerent processors are more than this algorithm by physical location.
4.3. Comparison of Wakeﬁeld Simulations
We have used these two solvers for a wakeﬁeld simulation. A Gaussan beam has been simulated in the device
shown on the left of Fig.4 . The density function ρ is deﬁned as:
J = cρ (20)
ρ(r, z) = ρ(r) · ρ(z − ct) (21)
ρ(r) =
1
σr
√
2π
exp(− r
2
2σ2r
) (22)
ρ(z − ct) = 1
σz
√
2π
exp(− (z − ct)
2
2σ2z
) (23)
We compute longitudinal wake potential as following
Wz(r, z, t) = −1q
∫ ∞
−∞
Ez(r = 1, z, t0)dz (24)
The longitudinal wake potential has been calculated at r=1 for diﬀerent beam bunch sizes, σz = 0.25, 0.5, 0.75, 1.0
and σr = 0.1. A 2D poisson equation has been solved to get the initial electric ﬁeld and current has been activated to
simulate the charged beam.
The right ﬁgure in Fig. 4 shows the wakepotential comparison. Solid line is the result using DG nodal base, and
dash line is the result for CG vector base. They are consistent, this means both solvers produce correct results and
they both can be used for the wake ﬁeld simulations. The low one shows the beam distribution function for diﬀerent
σz = 0.25, 0.5, 0.75, 1.0.
The left ﬁgure in Fig. 4 shows one quarter of the mesh been used for wake-ﬁeld simulations. The right ﬁgure in
Fig. 4 shows the electric ﬁeld contours from the simulation. Totally 561883 tetrahedral elements have been used, and
P=2.
5. Conclusion
In this paper, we studied two DG solvers for compressible ﬂow and electromagnetic wave simulations. Numerical
methods and parallel algorithms have been explained in detail. Domain decomposition has been used for both solvers.
Veriﬁcations and benchmarks have been done for both simulations. They have shown that for diﬀerent types of time
dependent PDEs, DG method has similar performance. They both can achieve relatively good parallel eﬃciency. At
last, results for a wakeﬁeld simulation have been shown using the electromagnetic time domain solver.
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Fig. 4. A quarter of mesh for wake-ﬁeld simulation (left) and contour of electric ﬁeld (right)
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