Abstract. A class of singularly perturbed boundary value problems is considered for viscosity tending to zero. From compactness arguments it is known that the solutions converge to a limit function characterized by an entropy inequality. We formulate an approximate entropy inequality (AEI) and use it to obtain the order of convergence. The AEI is also used to obtain the order of convergence for monotone difference schemes.
1. Introduction. In this paper we establish a minimal rate of convergence theorem for solutions to the singularly perturbed boundary value problem (1.1) It is well known that for positive e, condition (1.2) implies that the boundary value problem (1.1) has a unique smooth solution; see [8] , [9] for results in this direction.
As e tends to zero, solutions to (1.1) need not converge to a continuous function. Therefore, it is natural to seek a rate of convergence result in an integral sense o Some examples that demonstrate the sharpness of our rate result are presented at the end of this section.
The main contribution of this paper is to extend the techniques developed in [6] , [13] to include problems with Dirichlet boundary conditions. The notion of an "approximate entropy inequality (AEI)," first introduced in the study of single conservation laws, is suitably modified to include boundary value problems of the type studied here. Specifically, what we show is that if a parameterized family of functions, say {/)h}h>0, satisfies the uniform estimate var (Vh) <= const., together with an h-dependent AEI, then Vh satisfies (1.3) with h taking the place of e. We have intentionally been vague about the precise definition of the family {Vh)h> 0 since it is shown below that besides representing the family of solutions to (1.1) it can also represent a family of certain numerical approximations. In the application to numerical approximations Vh denotes an interpolation of grid values generated by a finite difference scheme, and h denotes a measure of grid refinement.
In 2 the characterizing "entropy inequality" for the limit of solutions to (1.1) is stated; see [2] , [3] , [5] , [14] for a thorough development of these ideas. The "approximate entropy inequality" is also defined in this section, and solutions of (1.1) are shown to satisfy it. The abstract rate of convergence theorem implied by the AEI is also stated in 2. In 3 the abstract rate of convergence theorem, stated in 2, is proved. Finally in 4 the rate of convergence theorem is applied to numerical approximations generated by certain types of finite difference schemes.
We should mention that most of the results of this paper can be routinely extended to quasilinear Dirichlet problems in many space dimensions. This will be the topic of future work; see [12] (Although this method is less general than the techniques we present in the following sections, it takes into account specific properties of f(x, u) and often leads to sharper results than ours; see [4] for applications of differential inequalities.) From our results below, we expect that limo u 0. The maximum principle together with integrating (1.9) gives us that (1.10) [u-0l dx=-xU(1)-xxU (0) By applying the shooting method, it is easy to conclude that for all e > 0 sufficiently small, we have although we recognize that weaker conditions are suflScient. The essential assumption is nevertheless condition (1.2), and it will be assumed throughout.
In the next proposition we state some known results concerning the second order boundary value problem (1.1); see [2] , [9] . These 
We now state what we call the approximate entropy inequality" (or AEI) for a parameterized family of BV functions {Vh}o<h. 
In 3 we prove the following theorem. 
by sgn (u-k), e C, integrate over O_-<x -< 1, apply integration by pas, use the estimate sgn(u-k)u dxO and let 0 to find with Lebesgue's dominated convergence theorem that 
<-P(6)+ P'h(6)+ P(6)+ P(6)+ P'(6)+ P(6), where (3.2) (3.3)
T(e, h, 6)= sgn (y-Vh(y)){f(y, u(y))--f(1, Vh(y))}qb(1 --y) dy
To(e, h, 6)= sgn (yo-vh(y)){f(y, u(y))-f(O, v(y))}4(y) dy To(e, h, )= {sgn (yo-Vh)--sgn (yo--U)}
Clearly, the second two terms above can be bounded above by C& The first term above is bounded above by lu'(y + s)l ds. -6 Integrating this inequality with respect to y and interchanging the order of integration makes the desired result obvious.
4. Application to difference schemes. In this section we give another application of the AEI. We show that certain finite ditterence schemes yield approximations that satisfy the AEI; hence, according to Theorem 2.1, they satisfy the x/L rate of convergence. We begin with a few preliminaries. 1) Lax-Friedrichs [7] : The following theorem is a straightforward extension of known results [1] , [8] .
Assumption F3 need only be valid in the a priori interval determined by the maximum principle. 
where vh is the piecewise constant interpolation of grid values generated by (4.1).
Using the explicit form of v and integration by parts we find that the integral term in (4.3) is given by
Rearranging terms and then adding and subtracting F(Xj+l, j+l, j) and F(x, u, u_) into this result we get that (4.4) equals 
Finally, using properties F2a and F2b shows us that this quantity is equal to zero. The final estimate is now obvious.
Continuing the proof of the theorem, it is clear with the result of Lemma 4.1 that the sums of terms I and II of (4.5) is bounded above by
Moreover, the sum of III and IV can be rewritten as
--(f(Xj+l, ul)-f(xj, uj))}(x2), and using Lemma 4.2 we see that term V of (4.5) can be bounded above by Y. sgn (uj-k) f(x2, u2)+b(x2, u2) Axj (161 + 161) dx j=0 x We estimate the first boundary term above only since the second can be estimated in a similar way. Sum (4.1) from j =jl to J 1 where jl is chosen so that x; fl < x;+l. Doing so, we substitute the result into the first term of (4.8) 
