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Introduction ge´ne´rale
Contexte
L’ope´rateur de de´rivation non entie`re comme outil de mode´lisation
De`s 1696, Leibniz e´voque le concept de la de´rivation non entie`re dans une lettre
ouverte a` l’Hospital. Mais lorsque ce dernier lui demande quelle pourrait bien eˆtre la
de´rive´e d’ordre un demi d’une fonction, Leibniz re´pond que cela me`ne a` un paradoxe dont
on tirera un jour d’utiles conse´quences [Ross, 1977]. Apre`s deux sie`cles de re´flexions de
plusieurs mathe´maticiens tels que Cauchy, Euler, Lagrange, Fourier, Abel, Laplace, Hardy,
Riemann et Liouville, la de´rivation et l’inte´gration d’ordre non entier sont analytiquement
de´finies.
Aujourd’hui, l’inte´reˆt pour la de´rivation non entie`re ne cesse de grandir. Cet inte´reˆt
est notamment explique´ par l’application re´ussie de ce concept dans les sciences physiques
et les sciences de l’inge´nieur. En automatique, la de´rivation non entie`re est principalement
utilise´e dans deux types d’applications :
— comme outil de synthe`se de lois de commande ;
— comme outil de mode´lisation.
Dans le premier cas, les caracte´ristiques fre´quentielles du de´rivateur non entier sont
mises a` profit pour synthe´tiser, avec un nombre de parame`tres re´duit, des lois de com-
mande robustes vis-a`-vis des variations parame´triques du mode`le du syste`me a` comman-
der (ce syste`me e´tant ge´ne´ralement mode´lise´ par des e´quations diffe´rentielles a` de´rive´es
entie`res). C’est notamment le cas des diffe´rentes ge´ne´rations de la commande crone
[Oustaloup, 1991, Oustaloup et Mathieu, 1999] dont la dernie`re fait intervenir des de´rive´es
d’ordre complexe.
Dans le second cas, c’est la proprie´te´ de me´moire longue de l’ope´rateur qui permet
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de mode´liser finement, et a` l’aide d’un nombre de parame`tres re´duit, une large gamme de
phe´nome`nes physiques dans des domaines applicatifs varie´s tels que :
— l’e´lectro-chimie ou` la diffusion des charges dans les batteries est re´gie notamment
par des mode`les de Randles [Rodrigues et al., 2000, Sabatier et al., 2006] ;
— la thermique ou` la solution exacte de l’e´quation de la chaleur dans un milieu
semi-infini lie le flux thermique a` la tempe´rature de surface par une de´rive´e
d’ordre 0.5 [Battaglia et al., 2001, Cois, 2002] ;
— la biologie avec le comportement du muscle de grenouille [Sommacal et al., 2005,
2006] et de salamandre [Sommacal et al., 2007] ;
— la me´canique avec les proprie´te´s dynamiques des mate´riaux visco-e´lastiques et
notamment les proble`mes de propagation d’ondes dans ces mate´riaux [Mainardi,
2010] mais e´galement la relaxation de l’eau sur une digue poreuse ou` le de´bit
est proportionnel a` la de´rive´e non entie`re de la pression dynamique a` l’interface
eau-digue [Oustaloup, 1991] ;
— l’acoustique ou` dans un instrument a` vent, la de´rive´e non entie`re est utilise´e pour
mode´liser les pertes visco-thermiques [Matignon et al., 1993] ;
— la robotique par la mode´lisation d’environnement [Orsoni, 2002] ;
— les re´seaux de distribution e´lectrique [Enacheanu, 2008].
Objectif de la the`se
Etendre la me´thodologie de commande H∞ aux mode`les non entiers
Si les mode`les non entiers s’ave`rent utiles pour analyser le comportement d’une
grande varie´te´ de syste`mes, il paraˆıt naturel de vouloir les mettre e´galement a` profit
pour de´terminer des lois de commande permettant d’ame´liorer ces syste`mes. Parmi les
diffe´rentes me´thodes de synthe`se de lois de commande, nous nous inte´ressons dans ce
me´moire a` la commande H∞ qui permet de :
— re´pondre a` un cahier des charges traduit sous la forme de contraintes impose´es
par des gabarits fre´quentiels a` diffe´rents transferts du syste`me boucle´ ;
— prendre en compte les approximations re´alise´es lors de l’e´tablissement du mode`le
sous la forme d’incertitudes parame´triques ou dynamiques.
Pour traiter le proble`me de commande H∞ impliquant un syste`me dynamique de´crit
par un mode`le non entier, une approche simple consiste a` l’approximer par un mode`le
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entier pour pouvoir utiliser les me´thodes de synthe`se de lois de commande existant
dans la litte´rature. Une telle approche pre´sente un inte´reˆt puisqu’elle ne ne´cessite pas
le de´veloppement de nouvelles me´thodes de synthe`se. Cependant, si l’erreur d’approxima-
tion n’est pas prise en compte, cette me´thode ne permet pas de garantir l’optimalite´ du
correcteur vis-a`-vis du mode`le non entier de de´part, ni meˆme de garantir un niveau de
performances souhaite´.
En suivant cette ide´e, et afin d’obtenir un niveau de performances garanti, la premie`re
approche propose´e dans ce me´moire passe par la re´e´criture du mode`le non entier comme
un mode`le entier affecte´ d’une incertitude dynamique. Le mode`le non entier initial est
alors vu comme une re´alisation possible du mode`le entier incertain pour une valeur parti-
culie`re de l’incertitude dynamique. Les me´thodes de commande robuste H∞ de´veloppe´es
dans le cas entier peuvent alors eˆtre utilise´es.
Selon le comportement dynamique du syste`me e´tudie´, le mode`le entier nominal peut
pre´senter un comportement dynamique sensiblement diffe´rent du mode`le non entier initial.
L’incertitude de mode`le est alors importante et peut ainsi conduire a` une de´gradation
notable des performances atteignables. Se pose alors la question du de´veloppement de
me´thodes de commandeH∞ spe´cifiques aux mode`les non entiers. C’est le cas des approches
de´veloppe´es dans la dernie`re partie du me´moire base´es sur le formalisme LMI (Ine´galite´s
Matricielles Line´aires).
Organisation du me´moire
Les travaux pre´sente´s dans ce me´moire sont organise´s selon cinq chapitres.
Le chapitre 1 rappelle les notions mathe´matiques autour des ope´rateurs de de´riva-
tion et d’inte´gration non entie`re. Les diffe´rentes de´finitions et proprie´te´s de ces ope´rateurs
sont d’abord aborde´es, ce qui permet notamment d’effectuer leur caracte´risation fre´quen-
tielle. L’utilisation de cet ope´rateur comme outil de mode´lisation des syste`mes dynamiques
est ensuite pre´sente´e. Diffe´rentes repre´sentations associe´es a` ces mode`les non entiers sont
ensuite de´taille´es dont la pseudo repre´sentation d’e´tat ainsi qu’une description du mode`le
non entier faisant intervenir des e´quations de diffusion (e´quations diffe´rentielles parabo-
liques) associe´es a` un mode`le line´aire (exponentiel) d’ordre entier classique. Une me´thode
de simulation des mode`les non entiers est pre´sente´e en fin de chapitre.
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Le chapitre 2 formalise la proble´matique de cette the`se, a` savoir l’e´laboration de
lois de commande selon des objectifs de performances spe´cifie´s en utilisant l’outil qu’est
la norme H∞. Pour ce faire, ce chapitre est divise´ en quatre parties. Les deux premie`res
pre´sentent respectivement les principaux re´sultats disponibles autour de la stabilite´ des
mode`les non entiers et l’utilisation de la norme H∞ pour e´valuer leurs performances. La
formalisation des proble`mes de commande H∞ est effectue´e dans la troisie`me partie tandis
que la dernie`re e´voque les diffe´rentes approches envisage´es pour re´soudre ces proble`mes,
approches de´taille´es dans la suite de ce me´moire.
Le chapitre 3 pre´sente la commande H∞ base´e sur un mode`le non entier e´crit
comme un mode`le entier incertain obtenu par de´composition de la re´ponse impulsionnelle
du mode`le non entier en une partie exponentielle et une partie ape´riodique. Il s’agit de
l’une des contributions principales de ce me´moire. Dans une premie`re partie, les e´tapes
de cette de´composition et de l’e´criture du mode`le entier incertain sont de´taille´es. Dans la
seconde partie, les me´thodes d’analyse de stabilite´ et de performances disponibles pour
les mode`les entiers sont utilise´es pour e´tudier les caracte´ristiques du mode`le non entier.
De meˆme, sa commande est ensuite effectue´e sur la base du mode`le entier incertain. Un
exemple acade´mique illustrant la me´thodologie propose´e cloˆture ce chapitre.
Le chapitre 4 pre´sente la commande H∞ base´e sur des mode`les non entiers de´crits
par leur pseudo repre´sentation d’e´tat. La similarite´ d’e´criture de cette pseudo repre´sen-
tation d’e´tat avec la repre´sentation d’e´tat des mode`les entiers permet d’envisager l’ex-
tension aux mode`les non entiers des me´thodes de synthe`se H∞ de´veloppe´es dans le cas
entier, notamment celles base´es sur des LMI. Pour ce faire, des conditions LMI d’analyse
en stabilite´ des mode`les non entiers sont d’abord pre´sente´es. Ensuite la norme H∞ des
mode`les non entiers est e´value´e a` l’aide de conditions LMI de´veloppe´es spe´cifiquement
pour ces mode`les. Enfin, des conditions LMI permettant d’effectuer la commande H∞ des
mode`les non entiers par retour d’e´tat et par retour de sortie sont pre´sente´es.
Le chapitre 5 permet d’appliquer les diffe´rentes contributions de ce me´moire a` la
commande H∞ d’un syste`me complexe : un pont monte´ sur des cales visco-e´lastiques,
mode´lise´ par un mode`le non entier et soumis a` des excitations sismiques. Apre`s une des-
cription du syste`me, un mode`le non entier est e´tabli. La commandeH∞ par retour de sortie
dynamique de ce mode`le non entier est d’abord effectue´e en utilisant la de´composition
en partie exponentielle et partie ape´riodique, de´veloppe´e dans le chapitre 3, pour l’e´crire
comme un mode`le entier incertain. Enfin, les conditions LMI de synthe`se de correcteurs
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H∞ par retour d’e´tat de´veloppe´es dans le chapitre 4 sont applique´es au mode`le. L’efficacite´
de l’ensemble des correcteurs obtenus est valide´e en simulation.
11

Notations
N ensemble des nombres entiers positifs
Nn ensemble des nombres entiers positifs de [0, n]
Z ensemble des nombres relatifs
Z− ensemble des nombres relatifs ne´gatifs
Q ensemble des nombres rationnels
R ensemble des nombres re´els
R∗− ensemble des nombres re´els ne´gatifs prive´ de 0
R∗+ ensemble des nombres re´els positifs prive´ de 0
C ensemble des nombres complexes
C+ demi-plan droit ouvert des nombres complexes s ∈ C tels que Re (s) > 0
⌈ν⌉ le plus petit entier majorant ν (ceil(ν))
⌊ν⌋ le plus grand entier minorant ν (floor(ν))
δ (t) impulsion de Dirac
∗ produit de convolution
AT transpose´e d’un vecteur ou d’une matrice A
A∗ transconjugue´e d’un vecteur ou d’une matrice A
Sn Ensemble des matrices syme´triques d’ordre n : A = A
T ∈ Rn×n
Hn Ensemble des matrices hermitiennes d’ordre n : A = A
∗ ∈ Cn×n
u(k) de´rive´e d’ordre k de u
/ tel que (symbole mathe´matique)
A\B A prive´ de B (symbole mathe´matique)
ν ordre commensurable
ω pulsation
BIBO entre´e borne´e sortie borne´e (Bounded Input Bounded Output)
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crone Commande Robuste d’Ordre Non Entier
deg degre´ d’un polynoˆme
I ope´rateur d’inte´gration
Iν ope´rateur d’inte´gration d’ordre ν ∈ R+
Im(a) partie imaginaire de a
L transforme´e de Laplace
L −1 transforme´e inverse de Laplace
Sym {X} X +X∗
‖G(s)‖L∞ norme L∞ de la matrice de transfert G(s)
‖G(s)‖H∞ norme H∞ de la matrice de transfert G(s)
LTI line´aire et invariant dans le temps (Linear Time-Invariant)
MIMO multi-variable (Multiple Input Multiple Output)
D ope´rateur de de´rivation d
dt
Dν de´rive´e d’ordre ν ∈ R+
Re(a) partie re´elle de a
resp respectivement
s variable de Laplace
sν de´rivateur d’ordre ν dans le domaine de Laplace
sgn(ν) fonction signe de´finie par sgn(ν) = ν|ν| et sgn(0) = 1
SISO mono-entre´e mono-sortie (Single Input Single Output)
sup borne supe´rieure
⊗ produit de Kronecker
σ(A) valeur singulie`re maximum de la matrice A
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Chapitre 1 – De´rivation non entie`re et mode`les non entiers
1.1 – Introduction
De`s 1696, Leibnitz e´voque le concept de de´rive´e d’ordre non entier dans une lettre
ouverte a` l’Hospital. Mais ce n’est qu’au XIXe`me sie`cle, avec les travaux de Liouville et
Riemann [Liouville, 1832, Riemann, 1876], que la notion d’ordre de de´rivation fut e´tendue
au corps des re´els et des complexes et qu’une interpre´tation physique lui fut trouve´e.
Si la de´finition mathe´matique de ce concept s’ave`re incontestable, sa de´nomination
reste plutoˆt confuse, prenant en effet dans la litte´rature des appelations diffe´rentes, parfois
inspire´es du terme anglais “fractional calculus” [Oldham et Spanier, 1974]. Il est vrai que
les appelations “de´rivation non entie`re”, “de´rivation fractionnaire” ou bien “de´rivation
ge´ne´ralise´e” de´signent toutes la meˆme notion. Dans un souci de clarte´ et afin de ne pas
alourdir la lecture de ce me´moire, les appelations ge´ne´riques “de´rivation non entie`re” et
“inte´gration non entie`re” sont retenues pour de´signer les ope´rateurs diffe´rentiels d’ordre
re´el, meˆme si ce choix reveˆt un caracte`re restrictif sachant que la qualification “non
entie`re” se veut couvrir des ordres de de´rivation entiers, non entiers, re´els ou complexes.
Lorsqu’une distinction entre ordre strictement re´el et ordre complexe me´ritera d’eˆtre sou-
ligne´e, ces appelations seront respectivement comple´te´es par les qualificatifs “re´elle” ou
“complexe”.
Comme annonce´ dans l’introduction ge´ne´rale, cet outil peut e´galement eˆtre utilise´
pour mode´liser finement, et a` l’aide d’un nombre de parame`tres re´duit, une large gamme
de phe´nome`nes physiques. Ainsi, les syste`mes conside´re´s dans ce manuscrit sont mode´lise´s
a` l’aide de la de´rivation non entie`re et nous verrons, dans les prochains chapitres, qu’une
partie des lois de commande de´veloppe´es pour ces syste`mes he´riteront de ce caracte`re non
entier.
Dans ce me´moire, nous nous limitons a` des de´rive´es non entie`res d’ordre re´el. En
effet, l’ope´rateur de de´rivation non entie`re est principalement utilise´ ici comme outil de
mode´lisation et les applications physiques font tre`s majoritairement intervenir des mode`les
non entiers a` de´rive´es re´elles.
L’objet de ce chapitre est tout d’abord de rappeler les de´finitions et les proprie´te´s
lie´es a` la de´rivation et a` l’inte´gration non entie`re. Une caracte´risation fre´quentielle des
ope´rateurs de de´rivation et d’inte´gration non entie`re est ensuite propose´e. Les syste`mes
non entiers, de´crits par des e´quations diffe´rentielles faisant intervenir des de´rive´es non
entie`res de la sortie et/ou de l’entre´e sont ensuite pre´sente´s. Enfin, diffe´rentes repre´senta-
tions de ces syste`mes et une me´thode de simulation en de´coulant sont examine´es.
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1.2 – De´finitions
1.2.1 – Inte´gration non entie`re
1.2.1.1 – De´finition
Soit f(t) une fonction temporelle de R dans C continue par morceaux sur ]t0,+∞[ et
inte´grable sur [t0, t[ pour tout t > t0. La formule de Cauchy permet d’exprimer l’inte´grale
entie`re d’ordre n ∈ N∗ de f(t) par :
Int0f(t) =
1
(n− 1)!
∫ t
t0
(t− τ)n−1f(τ)dτ (1.1)
En s’inspirant de la formule de Cauchy, Riemann a de´fini en 1847 l’expression
ge´ne´rale de l’inte´grale d’ordre ν ∈ R∗+ de f(t) sous la forme de l’expression suivante :
Iνt0f(t)
∆
=
1
Γ(ν)
∫ t
t0
(t− τ)ν−1f(τ)dτ , (1.2)
ou` Iνt0 est l’ope´rateur d’inte´gration non entie`re d’ordre ν et Γ(ν) est la fonction Gamma
de´finie par :
Γ(ν) =
∫ ∞
0
e−xxν−1dx. (1.3)
Remarque 1.2.1 Pour ν = n ∈ N∗, on montre que Γ(n) = (n − 1)! et la de´finition de
l’inte´gration a` un ordre entier (1.1) devient un cas particulier de l’inte´gration a` un ordre
non entier (1.2).
Peu d’ouvrages retracent l’historique de l’e´tablissement de cette de´finition issue de
correspondances scientifiques entre plusieurs mathe´maticiens ce´le`bres comme L’Hoˆpital,
Leibnitz, Euler, Lacroix, Fourier, Abel, Liouville, Riemann, Sonin, Laurent, Gru¨nwald ou
Leitnikov. Pour une description de´taille´e de ces correspondances, le lecteur pourra se
re´fe´rer aux ouvrages [Dugowson, 1994, Miller et Ross, 1993, Oldham et Spanier, 1974,
Ross, 1977, Samko et al., 1993].
1.2.1.2 – Proprie´te´s
Dans ce paragraphe sont rappele´es quelques proprie´te´s de l’ope´rateur d’inte´gration
non entie`re utilise´es dans ce me´moire. Le lecteur inte´resse´ pourra se re´fe´rer a` [Oldham et
Spanier, 1974] pour une liste plus comple`te.
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L’ope´rateur d’inte´gration non entie`re ve´rifie la proprie´te´ de semi-groupe, soit :
Iν1 ◦ Iν2 = Iν1+ν2 , avec
{
ν1 ≥ 0
ν2 ≥ 0
. (1.4)
La proprie´te´ de semi-groupe implique la proprie´te´ de commutativite´, soit :
Iν1 ◦ Iν2 = Iν2 ◦ Iν1 (1.5)
et l’effet de l’ope´rateur Iν sur les fonctions de puissance est [Samko et al., 1993] :
Iνt0t
α =
Γ(α + 1)
Γ(α + 1− ν)t
α+ν , avec

ν > 0
α > −1
t > t0
. (1.6)
1.2.1.3 – Sens ge´ome´trique et physique de l’inte´gration non entie`re
La difficulte´ d’attribuer un sens ge´ome´trique ou physique a` l’ope´rateur d’inte´gration
non entie`re n’est certainement pas e´trange`re au peu d’inte´reˆt que les physiciens lui ont
porte´ lorsqu’il a e´te´ initialement e´voque´.
Ne´anmoins, la de´finition (1.2) peut eˆtre interpre´te´e comme l’aire que de´finit la fonc-
tion f(t) ponde´re´e par un facteur d’oubli repre´sente´ par la fonction Oν sur l’intervalle
[t0, t] :
Itt0f(t) =
∫ t
t0
(t− τ)ν−1
Γ(ν)
f(τ)dτ =
∫ t
t0
Oν(t− τ)f(τ)dτ = (Oν ∗ f) (t) (1.7)
ou`
Oν(t− τ) = (t− τ)
ν−1
Γ(ν)
. (1.8)
D’apre`s la remarque 1.2.1, dans le cas ou` ν = 1, la fonction Oν vaut 1 et Iνt0f(t)
est une inte´grale classique (entie`re d’ordre 1), toutes les valeurs de f(t) ayant le meˆme
“poids” sur [t0, t]. Si ν est un re´el compris entre 0 et 1, les valeurs les plus re´centes ont
plus de “poids” que les valeurs les plus anciennes. La figure 1.1 repre´sente les variations
du facteur d’oubli pour des valeurs de ν comprises entre 0.1 et 1.
A travers cette interpre´tation ge´ome´trique, les diffe´rentes ponde´rations obtenues en
faisant varier l’ordre d’inte´gration ν mettent en e´vidence l’aptitude de cet ope´rateur a`
de´crire des phe´nome`nes physiques a` me´moire longue tels que les phe´nome`nes de diffusion.
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Figure 1.1 – Facteur d’oubli : Oν(t− τ) pour 0 < ν ≤ 1
1.2.1.4 – Transforme´e de Laplace de l’inte´grale non entie`re d’une fonction
L’e´criture de l’inte´gration non entie`re comme un produit de convolution (1.7) permet
de calculer la transforme´e de Laplace de l’inte´grale non entie`re d’une fonction temporelle
causale, soit [Oldham et Spanier, 1974] :
L {Iν0f(t)} = L
{
tν−1u(t)
Γ(ν)
∗ f(t)
}
= L
{
tν−1u(t)
Γ(ν)
}
L {f(t)} = 1
sν
F (s), (1.9)
ou` F (s) = L {f(t)}, s = σ + jω de´signant la variable de Laplace.
Cette relation traduit un re´sultat remarquable car elle ge´ne´ralise la formule bien
connue dans le cas entier :
L
{
Int0f(t)
}
=
1
sn
F (s), (1.10)
ou` n ∈ N∗ repre´sente l’ordre d’inte´gration entier.
Remarque 1.2.2 Il est important de noter que sν est une fonction multiforme de C. En
effet, en exprimant s = ρejθ, le de´veloppement de sν conduit a` :
sν =
(
ρejθ
)ν
= ρνejνθ, (1.11)
relation dans laquelle la multiformite´ apparaˆıt a` travers le terme ejνθ. Il est donc ne´cessaire
de limiter a` 2π la plage de variation de l’argument de la variable s par une coupure du
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plan complexe comme indique´ sur la figure 1.2. Cette coupure, de´finie par la demi-droite
d’origine O(0, 0) et d’angle oriente´ ϕ par rapport a` l’axe des abscisses, doit eˆtre choisie
de manie`re a` respecter deux contraintes :
— sν doit garder son sens classique lorsque ν est entier ;
— afin de pouvoir calculer la transforme´e inverse de Laplace d’une fonction, la
coupure ne doit pas croiser la droite verticale du demi-plan droit de´finie par les
bornes de l’inte´grale de Mellin-Fourier.
Ainsi en de´finissant l’argument de s comme l’angle oriente´ θ tel que θ ∈]ϕ− 2π, ϕ[,
l’angle ϕ de la coupure doit respecter l’ine´galite´ suivante :
π
2
< ϕ <
3π
2
. (1.12)
Re (s)
Im(s)
ϕ
Coupure du plan
complexe
Figure 1.2 – Repre´sentation de la coupure du plan ope´rationnel
1.2.2 – De´rivation non entie`re
Pour de´finir la de´rive´e non entie`re d’une fonction temporelle, les notations suivantes
sont adopte´es :
ν = ⌊ν⌋+ {ν} , (1.13)
ou` ν ∈ R∗+, ⌊ν⌋ est sa partie entie`re et {ν} sa partie non entie`re telle que 0 ≤ {ν} < 1.
1.2.2.1 – De´finition au sens de Riemann-Liouville
La de´rive´e d’ordre non entier ν ∈ R+ d’une fonction f(t) de R dans C au sens de
Riemann-Liouville est la de´rive´e d’ordre entier (⌊ν⌋+ 1) de l’inte´grale d’ordre non entier
(⌊ν⌋ − ν + 1), soit [Riemann, 1876] :
rD
ν
t0
f(t)
∆
=
d⌊ν⌋+1
dt⌊ν⌋+1
(
I
⌊ν⌋−ν+1
t0
f(t)
)
. (1.14)
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En utilisant la de´finition de l’inte´grale non entie`re (1.2), l’e´quation (1.14) devient :
rD
ν
t0
f(t) =
1
Γ (⌊ν⌋ − ν + 1)
d⌊ν⌋+1
dt⌊ν⌋+1
(∫ t
t0
f(τ)
(t− τ)ν−⌊ν⌋dτ
)
, avec
{
t > t0
ν > 0
. (1.15)
Remarque 1.2.3 Lorsque ν < 0, l’inte´grale d’ordre ν est de´finie par :
Iνt0f(t) = rD
−ν
t0
f(t), (1.16)
de meˆme que la de´rive´e d’ordre ν est de´finie par :
rD
ν
t0
f(t) = I−νt0 f(t) (1.17)
1.2.2.2 – De´finition au sens de Caputo
La de´rive´e non entie`re au sens de Caputo re´sulte de la permutation de la de´rive´e et
de l’inte´grale dans l’e´quation (1.14), soit [Caputo, 1967] :
cD
ν
t0
f(t)
∆
= I
⌊ν⌋−ν+1
t0
(
d⌊ν⌋+1
dt⌊ν⌋+1
f(t)
)
. (1.18)
En tenant compte de la de´finition de l’inte´grale non entie`re (1.2), l’e´quation (1.18)
devient :
cD
ν
t0
f(t) =
1
Γ (⌊ν⌋ − ν + 1)
∫ t
t0
f (⌊ν⌋+1)(τ)
(t− τ)ν−⌊ν⌋dτ. (1.19)
Cette de´finition introduite par Caputo a connu un succe`s certain, notamment car
elle permet de prendre en compte simplement les conditions initiales. Il a cependant e´te´
de´montre´ que l’utilisation de cette de´finition pour la mode´lisation des syste`mes dyna-
miques et la prise en compte des conditions initiales conduit a` des re´sultats incohe´rents
[Sabatier et al., 2010].
1.2.2.3 – De´finition au sens de Gru¨nwald
La de´finition de la de´rive´e non entie`re au sens de Gru¨nwald est issue de la ge´ne´ra-
lisation de la de´finition de Cauchy de la de´rive´e entie`re. En effet, la de´rive´e d’ordre n ∈ N
d’une fonction re´elle est de´finie par :
Dnf(t) = lim
h→0
1
hn
n∑
k=0
(−1)k
(
n
k
)
f(t− kh), (1.20)
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ou`
(
n
k
)
=
n!
k!(n− k)! de´signe le coefficient binomial de Newton.
En e´tendant cette relation a` l’ordre non entier, on obtient la de´finition de Gru¨nwald
[Gru¨nwald, 1867], soit :
gD
νf(t) = lim
h→0
1
hν
∞∑
k=0
(−1)k
(
ν
k
)
f(t− kh), ν ∈ R+, (1.21)
ou`
(
ν
k
)
=
Γ(ν + 1)
k!Γ(ν − k + 1) de´signe le coefficient binomial de Newton ge´ne´ralise´.
La de´rive´e non entie`re au sens de Gru¨nwald tient compte des valeurs de la fonction
f(t − kh), avec k = {0 . . .∞}, ce qui lui donne un caracte`re global. En effet, pour des
ordres non entiers, les coefficients de ponde´ration (−1)k
(
ν
k
)
ne s’annulent pas comme le
montrent leurs variations en fonction de ν sur la figure 1.3 dans le cas k = 8.
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−16
−14
−12
−10
−8
−6
−4
−2
0
2
4
x 10−3
ν
( ν 8)
Figure 1.3 – Variations des coefficients de ponde´ration en fonction de ν pour k = 8
Si la fonction f(t) est nulle pour tout t ≤ t0, la somme apparaissant dans l’e´quation
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(1.21) devient finie et s’e´crit :
gD
νf(t) = lim
h→0
1
hν
K∑
k=0
(−1)k
(
ν
k
)
f(t− kh), (1.22)
ou` K =
⌊
t− t0
h
⌋
.
Bien que l’e´quivalence des de´finitions de Riemann-Liouville (1.15) et de Gru¨nwald
(1.21) ne soit pas toujours ve´rifie´e, il a e´te´ de´montre´ dans [Oustaloup, 1995], que pour la
plupart des fonctions, la de´finition de Gru¨nwald converge vers celle de Riemann-Liouville.
1.2.2.4 – Condition d’existence
La de´finition des conditions d’existence de la de´rive´e non entie`re d’une fonction tem-
porelle f(t) passe par l’introduction d’une classe de fonctions particulie`res : les fonctions
de classe Cν .
De´finition 1.2.4 (Classe Cν) Une fonction f(t) (t > 0) est dite de classe Cν (ν ∈ R)
si elle s’e´crit sous la forme :
f(t) = tλg(t) , λ > ν (1.23)
ou` g(t) est continue dans [0,+∞[ et elle est de classe Cmν si en plus f (m) ∈ Cν, m ∈ N.
The´ore`me 1.2.5 (Weilbeer, 2005) Les de´rive´es non entie`res au sens de Riemann-
Liouville, au sens de Caputo et au sens de Gru¨nwald existent si et seulement si f est
(p − 1) fois diffe´rentiable au sens classique avec p = ⌈ν⌉. De plus, si les conditions ini-
tiales sont nulles (i.e. ∀t ≤ 0, f (k)(t) = 0, ∀k ∈ {0, 1, . . . , p− 1}) alors les trois de´rive´es
sont e´quivalentes.
Remarque 1.2.6 Compte tenu de l’e´quation 1.19, une condition d’existence supple´mentaire
est ne´cessaire pour la de´rive´e non entie`re au sens de Caputo : la fonction f (⌊ν⌋+1)(t) doit
eˆtre inte´grable sur tout l’intervalle [0, t].
1.2.2.5 – Proprie´te´s principales
Proprie´te´ 1.2.7 Inde´pendamment de la de´finition de la de´rive´e non entie`re utilise´e, il est
courant de parler indiffe´remment de l’inte´gration ou de la de´rivation non entie`re, puisque
seul le signe de l’ordre ν est de´terminant :{
Iνf(t)
∆
= D−νf(t)
I0f(t) = D0f(t) = f(t)
. (1.24)
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Proprie´te´ 1.2.8 La de´rive´e non entie`re au sens de Riemann-Liouville ve´rifie :
rD
ν ◦ Iνf(t) = f(t), ν > 0, (1.25)
rD
ν1 ◦ Iν2f(t) = Iν2−ν1f(t), ν2 > ν1 > 0. (1.26)
Proprie´te´ 1.2.9 Contrairement aux ope´rateurs d’inte´gration non entie`re, les ope´rateurs
de de´rivation non entie`re ne ve´rifient la proprie´te´ de semi-groupe que sous certaines condi-
tions. On montre en effet que si f(t) est de classe Cν alors [Samko et al., 1993] :
rD
ν1 ◦ rDν2f(t) = Dν1+ν2f(t), ν2 < ν1 + 1, ν1 > 0, (1.27)
rD
n ◦ rDνf(t) = Dn+νf(t), n ∈ N. (1.28)
Proprie´te´ 1.2.10 Pour 0 < ν ≤ 1 et f(t) ∈ Cν,(
Iνt0 ◦ cDνt0f
)
(t) =
∫
df
dt
dt = f(t)− f(t0). (1.29)
Preuve(
Iνt0 ◦ cDνt0f
)
(t) = Iνt0 ◦ I1−νt0
df
dt
= Iν+1−νt0
df
dt
=
∫ t
t0
df
dτ
dτ = f(t)− f(t0). (1.30)
1.2.2.6 – Transforme´e de Laplace de la de´rive´e non entie`re d’une fonction
temporelle
Du fait de la non unicite´ de la de´finition de la de´rive´e non entie`re, l’expression de sa
transforme´e de Laplace n’est pas unique et fait apparaˆıtre des diffe´rences dans la manie`re
de prendre en compte les conditions initiales.
La transforme´e de Laplace de la de´rive´e n-ie`me entie`re est donne´e par :
L {Dnf(t)} = snF (s)−
n−1∑
k=0
skDn−k−1f(t)
∣∣∣∣∣
t=0+
. (1.31)
Cette formule peut eˆtre ge´ne´ralise´e au cas d’une de´rive´e non entie`re d’ordre ν au
sens de Riemann-Liouville comme de´montre´ dans [Oldham et Spanier, 1974] :
L (rD
νf(t)) = sνF (s)−
⌊ν⌋∑
k=0
skrD
ν−k−1f(t)
∣∣∣∣∣∣
t=0+
. (1.32)
De la meˆme manie`re, il est possible de de´montrer que la transforme´e de Laplace de
la de´rive´e non entie`re d’ordre ν au sens de Caputo s’e´crit :
L (cD
νf(t)) = sνF (s)−
⌊ν⌋∑
k=0
sν−k−1rD
kf(t)
∣∣∣∣∣∣
t=0+
. (1.33)
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Il convient de mentionner que les conditions initiales de la transforme´e de Laplace au
sens de Riemann s’expriment en fonction des valeurs a` l’origine des de´rive´es non entie`res
alors que celles de la transforme´e de Laplace de la de´rive´e au sens de Caputo s’expriment
en fonction des valeurs a` l’origine des de´rive´es entie`res.
Les valeurs initiales des de´rive´es entie`res et non entie`res des syste`mes relaxe´s a` t = t0
sont nulles. En conse´quence, les expressions des transforme´es de Laplace des de´rive´es au
sens de Riemann et de Caputo sont identiques et se re´duisent a` :
L (Dνf(t)) = sνL (f(t)) . (1.34)
1.2.3 – Caracte´risation fre´quentielle d’un de´rivateur et d’un inte´-
grateur d’ordre non entier re´el
Un de´rivateur non entier re´el est tel que sa grandeur de sortie y(t) s’identifie a` un
facteur pre`s, a` la de´rive´e non entie`re de sa grandeur d’entre´e u(t), soit :
y(t) = τ νDνu(t), (1.35)
ou` τ de´signe la constante de temps de diffe´rentiation et ν ∈ R l’ordre de de´rivation re´el (ν
pouvant eˆtre positif ou ne´gatif, l’ope´rateur conside´re´ e´tant alors soit un de´rivateur, soit
un inte´grateur).
A l’aide de la relation (1.34) et en supposant que tout le passe´ de l’ope´rateur est nul,
la transforme´e de Laplace de la sortie y(t) s’e´crit :
Y (s) = (τs)νU(s), (1.36)
soit, en posant ωu = 1/τ , appele´e fre´quence au gain unite´ ou fre´quence de transition :
Y (s) =
(
s
ωu
)ν
U(s), (1.37)
d’ou` l’on tire la transmittance :
D(s) =
(
s
ωu
)ν
, (1.38)
dont la re´ponse en fre´quence est de´duite en remplac¸ant s par jω, soit :
D(jω) =
(
jω
ωu
)ν
. (1.39)
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De´finis comme le module et l’argument de D(jω), le gain et la phase du de´rivateur
admettent des expressions de la forme :
 |D(jω)| =
(
ω
ωu
)ν
arg(D(jω)) = ν
π
2
. (1.40)
Le syste`me d’e´quation (1.40) re´ve`le une proprie´te´ remarquable de ce type de de´rivateur :
— le diagramme de gain est caracte´rise´ par une droite oblique de pente 20ν dB par
de´cade ;
— le diagramme de phase est caracte´rise´ par une droite horizontale d’ordonne´e
ϕ = ν pi
2
rad.
La figure 1.4 repre´sente les diagrammes de Bode de de´rivateurs non entiers re´els
pour des ordres de de´rivation compris entre -1.5 et 1.5.
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Figure 1.4 – Diagrammes de Bode de de´rivateurs non entiers re´els
Le caracte`re non entier re´el de l’ordre de de´rivation ν, permet ainsi d’assurer, tant
au niveau du diagramme de gain que du diagramme de phase, une variation continue :
— de la pente de la droite de gain ;
— de l’ordonne´e de la droite de phase.
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1.3 – Mode`les non entiers
L’ope´rateur de de´rivation non entie`re est principalement utilise´ dans ce manuscript
comme outil de mode´lisation. En effet, comme de´taille´ dans l’introduction de ce chapitre,
le comportement de nombreux syste`mes physiques, notamment ceux faisant intervenir
des phe´nome`nes de diffusion, peut eˆtre fide`lement retranscrit par des mode`les utilisant
cet ope´rateur.
Ainsi ce paragraphe s’attachera a` pre´senter diffe´rents types de mode`les faisant in-
tervenir la de´rivation non entie`re ainsi qu’a` faire apparaˆıtre leurs inte´reˆts et limitations.
La me´thode nume´rique choisie dans ce manuscrit pour simuler ces mode`les sera pre´sente´e
en fin de paragraphe.
1.3.1 – Mode`les dynamiques, line´aires et invariants dans le temps
(LTI)
Dans cette premie`re partie sont rappele´es quelques de´finitions et proprie´te´s com-
munes aux diffe´rents types de mode`les pre´sente´s par la suite. Ces de´finitions et proprie´te´s
sont e´nonce´es de manie`re ge´ne´rale, sans faire appel a` un mode`le mathe´matique particulier.
Les diffe´rents mode`les e´tudie´s s’attacheront a` retranscrire notamment le comportement
entre´e-sortie du syste`me. Dans le cas ge´ne´ral, le mode`le pourra eˆtre multivariable, c’est-
a`-dire posse´der plusieurs variables d’entre´e, regroupe´es dans un vecteur e(t) ∈ Rne , et
plusieurs variables de sortie, regroupe´es dans un vecteur s(t) ∈ Rns . Les mode`les e´tudie´s
sont dynamiques et posse`dent ainsi la proprie´te´ de causalite´ : leur comportement a` un
instant t, caracte´rise´ par le vecteur s(t), de´pend des entre´es e(t) pre´sentes et passe´es. Ce
principe de causalite´ peut eˆtre associe´ a` la notion d’e´tat.
L’e´tat, note´ η(t), constitue´ d’un nombre fini ou infini de variables, contient les infor-
mations ne´cessaires pour de´crire l’effet de la totalite´ des entre´es e(t) passe´es sur le futur
comportement du mode`le caracte´rise´ par les sorties s(t).
De´finition 1.3.1 (Etat d’un mode`le) Un vecteur d’e´tat η(t) contient le nombre mini-
mal de variables telles que, si pour t = t0 η(t0) est connu, alors s(t1) et η(t1) peuvent eˆtre
de´termine´s de manie`re unique pour tout t1 ≥ t0 si e(t) est connu sur l’intervalle [t0, t1].
L’ensemble des variables e(t), s(t) et η(t) de´crivant le comportement dynamique du
mode`le sont repre´sente´es sur la figure 1.5.
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Figure 1.5 – Entre´es, sorties et e´tats d’un mode`le dynamique
Dans cette the`se, le comportement des syste`mes e´tudie´s sera approche´ par des
mode`les posse´dant les proprie´te´s de line´arite´ et d’invariance dans le temps.
De´finition 1.3.2 (Mode`le line´aire) Soit si(t) la sortie d’un mode`le en re´ponse a` une
entre´e ei(t). Le mode`le est dit line´aire si, pour une combinaison line´aire d’entre´es :
e(t) =
∑
i
αiei(t), αi ∈ R (1.41)
la re´ponse s(t) est une combinaison line´aire des re´ponses e´le´mentaires a` chacune des
entre´es applique´es individuellement :
s(t) =
∑
i
αisi(t). (1.42)
En pratique, la majorite´ des mode`les de´crivant des syste`mes physiques sont non
line´aires. Cependant, leur fonctionnement dans un domaine donne´ peut eˆtre conside´re´ en
premie`re approximation comme line´aire.
De´finition 1.3.3 (Mode`le invariant dans le temps) Soit s(t) la sortie d’un mode`le
en re´ponse a` une entre´e e(t). Ce mode`le est dit invariant dans le temps si, pour tout
T ≥ 0, la meˆme entre´e de´cale´e d’un temps T :
ed(t) = e(t+ T ) (1.43)
produit la meˆme sortie de´cale´e de T :
sd(t) = s(t+ T ). (1.44)
Diffe´rents types de mode`les dynamiques, line´aires et invariants dans le temps (LTI)
sont pre´sente´s dans les paragraphes suivants.
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1.3.2 – Equation diffe´rentielle d’ordres non entiers
Un premier type de mode`le faisant intervenir la de´rivation non entie`re prend la forme
d’un ensemble d’e´quations diffe´rentielles d’ordres non entiers de la forme :
p∑
i=0
QiD
νyiy(t) =
m∑
j=0
RjD
νuju(t), (1.45)
avec Qi ∈ Rp×p, Rj ∈ Rp×m. y(t) ∈ Rp et u(t) ∈ Rm de´signent respectivement la sortie et
l’entre´e du mode`le. Les ordres de de´rivation sont des re´els positifs tels que :
0 < νy0 < . . . < νyp et 0 < νu0 < . . . < νum . (1.46)
De plus, le fait que le mode`le soit propre implique que νum < νyp .
Dans ce manuscrit, seuls les mode`les non entiers commensurables, constituant une
sous classe de mode`les non entiers, sont e´tudie´s.
De´finition 1.3.4 (Mode`le LTI commensurable) Le mode`le LTI non entier de´crit par
le syste`me d’e´quations diffe´rentielles (1.45) est dit commensurable si et seulement si tous
les ordres de de´rivation apparaissant sont multiples d’un meˆme ordre ν = pgcd
(
νy1 , . . . , νyp ,
νu1 , . . . , νum) appele´ ordre commensurable du mode`le.
Dans ce cas et puisque les ope´rations de de´rivation non entie`re utilise´es pour mode´liser
un syste`me physique relaxe´ a` l’instant t = t0 ve´rifient la proprie´te´ de semi-groupe,
l’e´quation diffe´rentielle (1.45) peut eˆtre ree´crite sous la forme [Cois, 2002] :
p˜∑
i=0
Q˜i (D
ν)i y(t) =
m˜∑
j=0
R˜j (D
ν)j u(t), (1.47)
avec p˜ν = νyp et m˜ν = νum .
1.3.3 – Pseudo repre´sentation d’e´tat
A condition initiales nulles, le mode`le non entier commensurable de´fini par l’e´quation
diffe´rentielle (1.47), admet une pseudo repre´sentation d’e´tat de la forme :{
Dνx(t) = Ax(t) + Bu(t)
y(t) = Cx(t) +Du(t)
, (1.48)
ou` x(t) ∈ Rn est le pseudo vecteur d’e´tat, A ∈ Rn×n, B ∈ Rn×m, C ∈ Rp×n et D ∈ Rp×m
sont des matrices constantes, ν e´tant l’ordre commensurable qui, s’il est pre´sente´ comme
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dans la de´fnition 1.3.4, permet d’avoir une pseudo repre´sentation d’e´tat de dimension
minimale [Aoun, 2005]. En effet, la pseudo repre´sentation d’e´tat (1.48) n’est pas unique.
Des formes similaires aux formes canoniques observables ou commandables d’un mode`le
entier peuvent eˆtre obtenues.
Le sche´ma bloc associe´ a` la repre´sentation (1.48) est donne´ sur la figure 1.6. Ainsi,
+
+
u(t) x(t)
Iν
x(t)
B C
A
y(t)
Figure 1.6 – Sche´ma bloc associe´ a` la pseudo repre´sentation d’e´tat (1.48)
contrairement a` ce que pourrait laisser penser l’e´criture (1.48), la pseudo repre´sentation
d’e´tat ne fait pas appel explicitement a` l’ope´rateur de de´rivation non entie`re mais unique-
ment a` celui d’inte´gration non entie`re. Ainsi, il n’est pas ne´cessaire de pre´ciser a` quelle
de´finition particulie`re fait appel l’ope´rateur de de´rivation Dν dans l’e´quation (1.48). Par
ailleurs, meˆme si le syste`me est suppose´ a` conditions initiales nulles a` t = t0, c’est-a`-dire
que le syste`me est suppose´ au repos (u(t) = y(t) = x(t) = 0, ∀t > t0), il est important de
pre´ciser que x(t) ne joue pas le roˆle d’e´tat du mode`le non entier. Pour mieux comprendre
ce phe´nome`ne, conside´rons dans un premier temps le cas simple d’un inte´grateur pur
suppose´ au repos a` t = t0. Cet inte´grateur admet une pseudo repre´sentation d’e´tat de la
forme (1.48) ou` A = 0, B = 1, C = 1 et D = 0. Le sche´ma bloc associe´ est repre´sente´ sur
la figure 1.7.
u(t) = x(t) x(t) = y(t)
Iν
Figure 1.7 – Sche´ma bloc d’un inte´grateur pur d’ordre non entier ν
Dans le cas d’un inte´grateur d’ordre entier, ν = 1 et (1.48) est une repre´sentation
d’e´tat du mode`le. Plac¸ons-nous a` un instant t1 > t0. La valeur de x peut eˆtre calcule´e si
les entre´es applique´es entre t0 et t1 sont connues :
x(t1) =
∫ t1
t0
x(τ)dτ . (1.49)
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Les valeurs de x(t) aux instants poste´rieurs a` t1 sont donne´s par :
x(t) =
∫ t
t0
x(τ)dτ
=
∫ t1
t0
x(τ)dτ︸ ︷︷ ︸
x(t1)
+
∫ t
t1
x(τ)dτ , t > t1. (1.50)
Ainsi, x(t) peut eˆtre calcule´ en connaissant x(t1) ainsi que les entre´es x applique´es
entre t1 et t. La sortie de l’inte´grateur a` un instant t donne´ permet ainsi de re´sumer tout
le passe´ du syste`me. x(t) est bien l’e´tat du mode`le dynamique, en accord avec la de´finition
1.3.1.
Appliquons le meˆme raisonnement au cas d’un inte´grateur non entier d’ordre ν.
D’apre`s l’e´quation (1.2) de´finissant l’inte´gration non entie`re, la valeur de x a` un instant
t1 > t0 peut eˆtre calcule´e si les entre´es applique´es entre t0 et t1 sont connues :
x(t1) =
1
Γ(ν)
∫ t1
t0
(t1 − τ)ν−1x(τ)dτ = x1 = cste. (1.51)
La valeur de x a` tout instant t > t1 s’e´crit :
x(t) =
1
Γ(ν)
∫ t
t0
(t− τ)ν−1x(τ)dτ
=
1
Γ(ν)
∫ t1
t0
(t− τ)ν−1x(τ)dτ︸ ︷︷ ︸
α(t) 6=cste 6=x1
+
1
Γ(ν)
∫ t
t1
(t− τ)ν−1x(τ)dτ . (1.52)
Deux diffe´rences notables peuvent eˆtre souligne´es par rapport au cas entier. La
premie`re est que le terme α(t) dans l’e´quation (1.52) n’est pas une constante mais de´pend
de l’instant t conside´re´. De plus, la connaissance de x1 = x(t1) ne permet pas de calculer
α(t). La sortie x de l’inte´grateur n’est donc pas un e´tat pour le mode`le non entier.
Le meˆme raisonnement peut eˆtre tenu pour le cas ge´ne´ral d’une pseudo repre´sentation
d’e´tat de la forme (1.48) ou` A, B, C etD sont quelconques. Les sorties x(t) des inte´grateurs
du sche´ma bloc de la figure 1.6 ne peuvent ainsi eˆtre conside´re´es comme les variables d’e´tat
du mode`le.
Remarque 1.3.5 Pour calculer le terme α(t) pour un t quelconque, il est ainsi ne´cessaire
de connaˆıtre x(t), ∀t ∈ [t0; t1]. Les mode`les non entiers sont ainsi qualifie´s de mode`les de
dimension infinie car une infinite´ de valeurs sont ne´cessaires pour re´sumer leur passe´.
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Puisque x ne repre´sente pas l’e´tat re´el du mode`le non entier (qui est de dimension
infinie), il est appele´ pseudo e´tat. La repre´sentation (1.48) est a` utiliser avec certaines
pre´cautions, notamment lorsque des conditions initiales interviennent. Le lecteur inte´resse´
pourra consulter les re´fe´rences [Sabatier et al., 2013, 2010, Trigeassou et Maamri, 2009,
2010, 2011] pour des discussions plus de´taille´es sur l’utilisation de la pseudo repre´sentation
d’e´tat et les proble`mes lie´s aux conditions initiales. Cette repre´sentation est ne´anmoins
utilise´e dans ce me´moire, pour des conditions initiales nulles car sa structure, similaire
a` celle de la repre´sentation d’e´tat entie`re, permet d’e´tendre au cas non entier un certain
nombre de re´sultats de´veloppe´s pour des mode`les entiers.
1.3.4 – Matrice de transfert d’un mode`le non entier commensu-
rable
Pour des conditions initiales nulles, la transforme´e de Laplace de la pseudo repre´sentation
d’e´tat (1.48) s’e´crit : {
sνX(s) = AX(s) + BU(s)
Y (s) = CX(s) +DU(s)
. (1.53)
En de´duisant l’expression deX(s) de l’e´quation dynamique de la pseudo repre´sentation
d’e´tat (1.53) et en l’injectant dans l’expression de Y (s), on obtient :{
X(s) = (sνI − A)−1BU(s)
Y (s) =
(
C (sνI − A)−1B +D)U(s) . (1.54)
La matrice de transfert s’e´crit donc :
G(s) = C (sνI − A)−1B +D, (1.55)
ou` G(s) ∈ Cp×m. La matrice de re´ponse impulsionnelle associe´e a` G(s) est de´duite a`
l’aide de la transforme´e inverse de Laplace : g(t) = L −1 {G(s)} ou`, a` chaque instant t,
g(t) ∈ Rp×m.
La matrice de transfert G(s) fait apparaˆıtre des termes de la forme :
gij(s) =
N(s)
D(s)
=
C0
∏
k (s
νk − zk)∏
l (s
νl − pl) =
∑
p αps
νp∑
q βqs
νq
, νp, νq ∈ R, (1.56)
ou` αp, βq ∈ R, zk ∈ C et pl ∈ C sont respectivement les ze´ros et les poˆles du transfert
conside´re´ qui peuvent eˆtre re´els ou complexes conjugue´s. Par ailleurs, le mode`le e´tant
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commensurable, (1.56) s’e´crit aussi :
gij(s) =
N(s)
D(s)
=
∑
p αp(s
ν)p∑
q βq(s
ν)q
=
C0
∏
k
(
(sν)k − zk
)∏
l ((s
ν)l − pl) . (1.57)
Un changement de variable de la forme s = sν fait apparaˆıtre N(s) et D(s) dans
l’e´quation (1.57) comme des polynoˆmes. Les racines de ces polynoˆmes, note´es zk et pl, sont
respectivement appele´es sν ze´ros et sν poˆles du transfert. Sous hypothe`se de non com-
pensation des poˆles et des ze´ros lors de l’e´criture du transfert, les sν poˆles sont e´galement
les valeurs propres de la matrice A (ce re´sultat est imme´diatement de´duit de l’e´quation
(1.55) en posant s = sν).
Contrairement aux mode`les entiers, les poˆles pl, de´finis comme les racines du de´nomi-
nateur des diffe´rents transferts, ne correspondent pas aux valeurs propres de la matrice
dynamique A de la pseudo repre´sentation d’e´tat (dans le cas ge´ne´ral pl 6= pl et zk 6= zk).
1.3.5 – De´composition d’un mode`le non entier en un mode`le en-
tier et un mode`le parabolique
Cette partie pre´sente une repre´sentation des mode`les non entiers mettant en jeu un
mode`le line´aire entier classique et un mode`le de´crit par une e´quation parabolique. Cette
repre´sentation est base´e sur la de´composition de la re´ponse impulsionnelle d’un mode`le
non entier en une partie exponentielle et une partie ape´riodique. Cette de´composition de la
re´ponse impulsionnelle apparaˆıt dans la litte´rature pour la premie`re fois dans [Oustaloup,
1983]. Elle se rapproche de la repre´sentation diffusive introduite dans [Montseny, 1998],
mais ne correspond pas au sens strict a` une repre´sentation diffusive dans la mesure ou` la
partie exponentielle n’est pas de´crite par une repre´sentation diffusive. Cette repre´sentation
permet de faire apparaˆıtre le vrai e´tat du syste`me non entier, e´tat de dimension infinie.
Les de´veloppements pre´sente´s dans le cas multivariable dans cette partie sont issus de
[Sabatier et al., 2012].
1.3.5.1 – De´composition modale d’un mode`le non entier
Comme pour les mode`les entiers, la de´composition modale du syste`me diffe´rentiel
(1.48) est donne´e par : {
DνxJ(t) = JxJ(t) + BJu(t)
y(t) = CJxJ(t) +Du(t)
, (1.58)
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ou` J est une matrice de Jordan dont la diagonale est compose´e des valeurs propres de la
matrice A note´es λl, l ∈ {1, . . . , r} de multiplicite´ nl.
Si le syste`me e´tait au repos a` l’instant t0 et en utilisant la transforme´e inverse de
Laplace, la sortie y(t) est donne´e par :
y(t) = L −1
(
CJ (s
νI − J)−1BJ
) ∗ u(t) +Du(t) (1.59)
avec
(sνI − J)−1 = diag ((sνI − Jn1 (λ1))−1 , · · · , (sνI − Jnl (λl))−1 , · · · , (sνI − Jnr (λr))−1) ,
(1.60)
ou` l’on suppose que la variable de Laplace s appartient a` un sous-espace de C dans lequel
(sνI − J)−1 existe et chaque bloc de Jordan est donne´ par :
(sνI − Jnl (λl))−1 =

1
sν−λl
(
1
sν−λl
)2
· · ·
(
1
sν−λl
)nl
1
sν−λl
...
. . .
(
1
sν−λl
)2
1
sν−λl
 ,
r∑
l=1
nl = n. (1.61)
La sortie y(t) est donc une combinaison line´aire de n termes appele´s modes et de´finis
par :
hλl,q(t) = L −1
{(
1
sν − λl
)q}
, q ∈ {1, · · · , nl} , l ∈ {1, · · · , r} . (1.62)
1.3.5.2 – Calcul des modes
Les modes hλl,q(t) de´finis par la relation (1.62) peuvent tous eˆtre de´compose´s en
deux parties [Oustaloup, 1983] :
hλl,q(t) = hλl,qexp (t) + h
λl,q
ap (t), (1.63)
ou` hλl,qexp (t), similaire a` la re´ponse impulsionnelle d’un mode`le entier, est la partie expo-
nentielle du mode tandis que hλl,qap (t) est sa partie ape´riodique.
1.3.5.2.1 – Partie exponentielle
La partie exponentielle hλl,qexp (t) est de´duite du calcul des re´sidus des poˆles du mode
hλl,q(t). Contrairement aux mode`les entiers, ces poˆles ne correspondent pas aux valeurs
propres de la pseudo matrice d’e´tat A car ils sont solutions de l’e´quation :
sν − λl = 0. (1.64)
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Une valeur propre λl de la matrice A ne ge´ne`re de poˆles que si l’ensemble Kλl de´fini
par
Kλl =
{
k ∈ Z : −ν
2
− arg (λl)
2π
< k <
ν
2
− arg (λl)
2π
}
, (1.65)
n’est pas vide. Dans ce cas, nKλl = card (Kλl) poˆles p
λl
j , j ∈
{
1, · · · , nKλl
}
peuvent eˆtre
associe´s a` λl. Ces poˆles sont de´finis par :
pλlj =
∣∣∣pλlj ∣∣∣ ejθλlj , avec

∣∣∣pλlj ∣∣∣ = |λl| 1ν
θλlj =
1
ν
arg (λl) +
2kπ
ν
k ∈ Kλl
. (1.66)
hλl,qexp (t) est donc de´finie par :
hλl,qexp (t) =
nKλl∑
j=1
pλlj
λql
Qq−1
(
1
ν
, tpλlj
)
etp
λl
j , (1.67)
ou` Qk(α, β) est un polynoˆme de´fini par [Oustaloup, 1983] : Q0(α, β) = αQk(α, β) = (αβ + α− β)Qk−1(α, β) + αβ ∂
∂β
Qk−1(α, β)
. (1.68)
1.3.5.2.2 – Partie ape´riodique
Comme de´montre´ dans [Matignon, 1998, Oustaloup, 1983], hλlap(t) est de´finie par :
hλlap(t) =
∫ +∞
0
µλl,q(χ)e−tχdχ, (1.69)
avec
µλl,q(χ) =
1
π
q−1∑
j=0
(−1)j
(
q
j
)
(λl)
j χν(q−j) sin (νπ(q − j))(
χ2ν − 2λlχν cos(νπ) + λ2l
)q ,
(
q
j
)
=
q!
j!(q − j)! . (1.70)
1.3.5.3 – Repre´sentation d’un mode`le non entier par l’association d’un mode`le
parabolique et d’un mode`le LTI entier
Comme pour les modes, la re´ponse y(t) du syste`me (1.48) avec D = 0, peut eˆtre
repre´sente´e comme la somme :
y(t) = yexp(t) + yap(t) , yexp(t) ∈ Rp , yap(t) ∈ Rp (1.71)
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avec
yexp(t) =
∫ t
0
CJ

hλ1exp(τ)
. . .
hλrexp(τ)
BJu(t− τ)dτ (1.72)
yap(t) =
∫ t
0
CJ

hλ1ap(τ)
. . .
hλrap(τ)
BJu(t− τ)dτ , (1.73)
et
hλlexp(τ)=

hλl,1exp (τ) h
λl,2
exp (τ) · · · hλl,nlexp (τ)
hλl,1exp (τ)
...
. . . hλl,2exp (τ)
hλl,1exp (τ)
 hλlap(τ)=

hλl,1ap (τ) h
λl,2
ap (τ) · · · hλl,nlap (τ)
hλl,1ap (τ)
...
. . . hλl,2ap (τ)
hλl,1ap (τ)

(1.74)
En utilisant la relation (1.69) donnant l’expression de la partie ape´riodique d’un
mode, la relation (1.73) devient :
yap(t) = CJ
∫ +∞
0

µλ1(χ)
. . .
µλr(χ)
w(χ, t)dχ = CJ ∫ +∞
0
µ(χ)w(χ, t)dχ (1.75)
avec
µλl(χ)=

µλl,1(χ) µλl,2(χ) · · · µλl,nl(χ)
µλl,1(χ)
...
. . . µλl,2(χ)
µλl,1(χ)
 et w(χ, t)=
∫ t
0
e−τχBJu(t− τ)dτ
(1.76)
d’ou`
w˙(χ, t) = −χw(χ, t) + BJu(t), w(χ, t) ∈ Rm, χ ∈ R+ . (1.77)
Les relations (1.75) et (1.77) permettent de de´finir le syste`me diffe´rentiel suivant : w˙(χ, t) = −χw(χ, t) + BJu(t)yap(t) = CJ∫ +∞
0
µ(χ)w(χ, t)dχ
, (1.78)
ou` les conditions initiales sont de´finies par w(χ, 0) = ρ(χ).
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Le syste`me (1.78) peut eˆtre re´e´crit : w˙(χ, t) = −χw(χ, t) + BJu(t)yap(t) = 1
2
CJ
∫ +∞
0
µ(χ)w(χ, t)dχ+
1
2
CJ
∫ +∞
0
µ(χ)w(χ, t)dχ
. (1.79)
En faisant les changements de variables z =
√
χ
2pi
pour la premie`re inte´grale de la
relation (1.79) et z = −
√
χ
2pi
pour la seconde inte´grale, Ψ(z, t) = w (4π2z2, t) repre´sentant
la transforme´e de Fourier de la fonction Φ(ζ, t) avec Ψ(z, 0) = ρ (4π2z2), z ∈ R, il est
de´montre´ dans [Montseny, 1998, Sabatier et al., 2010] que pour un mode`le commensu-
rable, la relation (1.79) devient :
∂Ψ(z, t)
∂t
= (2iπz)2Ψ(z, t) +BJF {u(t)}
yap(t) = CJ
∫ +∞
−∞
(∫ +∞
−∞
4π2zµ
(
4π2z2
)
e−2ipizζdz
)
Φ(ζ, t)dζ
. (1.80)
En appliquant le changement de variable z˜ = −z au syste`me (1.80) et en prenant
sa transforme´e de Fourier inverse, celle-ci devient :
∂Φ(ζ, t)
∂t
=
∂2Φ(ζ, t)
∂ζ2
+BJu(t)δ(ζ)
yap(t) = CJ
∫ +∞
−∞
m(ζ)Φ(ζ, t)dζ
, (1.81)
avec
m(ζ) = F {−4π2z˜µ (4π2z˜2)} et Φ(ζ, 0) = F−1 {ρ (4π2z˜2)} , ζ ∈ R . (1.82)
Etant donne´e la relation (1.72), tout mode`le non entier peut s’e´crire :
y(t) = yexp(t) + yap(t) (1.83)
avec {
η˙(t) = Pη(t) + BPu(t)
yexp(t) = CPη(t)
(1.84)
et 
∂Φ(ζ, t)
∂t
=
∂2Φ(ζ, t)
∂ζ2
+BJu(t)δ(ζ)
yap(t) = CJ
∫ +∞
−∞
m(ζ)Φ(ζ, t)dζ
. (1.85)
La repre´sentation d’e´tat du mode`le de re´ponse impulsionnelle hλlexp(t) ge´ne´re´e par la
valeur propre λl est : {
η˙l(t) = Plηl(t) + Blu(t)
yl(t) = Clηl(t)
. (1.86)
38
Chapitre 1 – De´rivation non entie`re et mode`les non entiers
La transforme´e de Laplace de la relation (1.67) avec q = 1 permet de de´duire les
matrices du syste`me (1.86) :
Pl =

pλl1
· · ·
pλlnKλl
 , Bl =

p
λl
1
νλl
bl1 · · · p
λl
1
νλl
blm
...
...
p
λl
n
Kλl
νλl
bl1 · · ·
p
λl
n
Kλl
νλl
blm
 , Cl =

c1l · · · c1l
...
...
cpl · · · cpl

︸ ︷︷ ︸
nKλl
colonnes
(1.87)
Les matrices CP , P et BP sont de´duites de la mise en commun de toutes les
repre´sentations d’e´tat (1.86) :
CP =

c11 · · · c11
...
...
cp1 · · · cp1
∣∣∣∣∣∣∣∣︸ ︷︷ ︸
nKλ1
colonnes
· · ·
· · ·
∣∣∣∣∣∣∣∣
c1n c1n
...
...
cpn cpn

︸ ︷︷ ︸
nKλn
colonnes
(1.88)
P =

pλ11
. . .
pλ1nKλ1
. . .
pλn1
. . .
pλnnKλn

et BP =

p
λ1
1
νλ1
b11 · · · p
λ1
1
νλ1
b1m
...
...
p
λ1
n
Kλ1
νλ1
b11 · · ·
p
λ1
n
Kλ1
νλ1
b1m
...
...
p
λn
1
νλn
bn1 · · · p
λn
1
νλn
bnm
...
...
p
λn
n
Kλn
νλ1
bn1 · · ·
p
λn
n
Kλn
νλ1
bnm

.
(1.89)
Un mode`le non entier est donc un mode`le de dimension infinie de´crit par un en-
semble d’e´quations de diffusion (e´quations diffe´rentielles paraboliques [Weinberger, 1965])
associe´es a` un mode`le line´aire (exponentiel) d’ordre entier classique, comme repre´sente´
sur la figure 1.8.
La figure 1.9 illustre l’interpre´tation du sous-mode`le parabolique de sortie yap(t).
Φ(ζ, t) est le vrai vecteur d’e´tat du sous-syste`me qui est de dimension infinie par rapport
a` ζ. u(t) est le signal d’entre´e du mode`le line´aire entier et du mode`le de dimension infinie.
Notons que pour ce dernier, il est applique´ a` ζ = 0. L’interpre´tation de la figure 1.9 met
e´galement en e´vidence qu’un mode`le non entier est doublement infini : infini du fait du
caracte`re distribue´ de l’e´tat, mais e´galement sur un espace de dimension infinie.
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u(t)
yap(t)
yexp(t)
y(t)
Sous-mode`le parabolique (1.85 ;1.82) d’e´tat Φ(ζ, t)
∂Φ(ζ, t)
∂t
=
∂2Φ(ζ, t)
∂ζ2
+BJu(t)δ(ζ)
yap(t) = CJ
∫ +∞
−∞
m(ζ)Φ(ζ, t)dζ
Sous-mode`le entier (1.84 ;1.88-1.89) d’e´tat η(t){
η˙(t) = Pη(t) + BPu(t)
yexp(t) = CPη(t)
Mode`le non entier (1.58)
{
DνxJ(t) = JxJ(t) + BJu(t)
y(t) = CJxJ(t) +Du(t)
+
+
Figure 1.8 – Repre´sentation d’un mode`le non entier comme l’association d’un mode`le
entier classique et d’un mode`le parabolique
n
m
o
d
e`l
es
en
p
ar
al
le`
le
ζ = 0 ζ
∫ +∞
−∞ m(ζ)Φ1(ζ, t)dζ
∫ +∞
−∞ m(ζ)Φn(ζ, t)dζ
Φ1(ζ, t)
Φn(ζ, t)
v1(t)
vn(t)
yap(t)=CJ
∫ +∞
−∞ m(ζ)

Φ1(ζ, t)
...
Φn(ζ, t)
dζ
v(t)=

v1(t)
...
n(t)
=BJu(t)
Figure 1.9 – Repre´sentation du mode`le de sortie yap(t)
Remarque 1.3.6 Seule cette repre´sentation permet d’e´tudier de manie`re rigoureuse un
certain nombre de proprie´te´s du mode`le telles que la stabilite´ interne, la commandabi-
lite´, l’observabilite´ et l’initialisation car elle fait apparaˆıtre le ve´ritable e´tat du mode`le.
La pseudo repre´sentation d’e´tat sera ne´anmoins majoritairement utilise´e dans ce manus-
crit, sous hypothe`se de conditions initiales nulles, car sa structure proche de celle d’une
repre´sentation d’e´tat entie`re est adapte´e a` l’extension d’un certain nombre de me´thodes
de synthe`se de lois de commande.
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1.3.6 – Simulation d’un mode`le non entier en utilisant l’approxi-
mation par poˆles et zeros re´cursifs
Plusieurs me´thodes de simulation d’un mode`le non entier existent. La me´thode uti-
lise´e dans ce manuscrit, base´e sur la pseudo repre´sentation d’e´tat (1.48), repose sur l’ap-
proximation de l’ope´rateur d’inte´gration non entie`re apparaˆıssant dans le sche´ma bloc
de simulation de la figure 1.7 par un mode`le rationnel borne´ en fre´quences note´ Iν(s),
tel qu’indique´ sur la figure 1.10. La synthe`se de ce mode`le approxime´, base´e sur une ap-
proche fre´quentielle, est pre´sente´e dans les paragraphes qui suivent. Elle se de´roule en
deux temps. L’inte´grateur non entier est d’abord limite´ a` une bande de fre´quences. Son
comportement fre´quentiel est ensuite approxime´ sur cette bande de fre´quences par une
fonction de transfert faisant apparaˆıtre une distribution re´cursive de poˆles et de ze´ros.
u(t)u(t) y(t)y(t)
AA
BB CCIν I ν
+
+
+
+
≈
Simulation
Figure 1.10 – Sche´ma bloc de simulation d’une pseudo repre´sentation d’e´tat non entie`re
Soit
(
1
sν
)
[ωA,ωB ]
un ope´rateur d’inte´gration non entier d’ordre ν limite´ a` la bande
fre´quentielle [ωA, ωB] : (
1
sν
)
=

1
sν
, ∀ ω ∈ [ωA, ωB]
1
s
, sinon
(1.90)
L’approximation de l’ope´rateur borne´ en fre´quence
(
1
sν
)
[ωA,ωB ]
propose´e est inspire´e
de celle propose´e pour un de´rivateur non entier dans [Oustaloup, 1983, 1995] :(
1
sν
)
[ωA,ωB ]
≈ Iν(s) = C(ν)
(
1 + s
ωh
1 + s
ωb
)1−ν
· 1
s
, 0 < ν < 1, (1.91)
ou` ωb < ωh, C(ν) e´tant fixe´ de manie`re a` obtenir un gain unitaire a` la pulsation 1 rad.s
−1 :
C(ν) =
∣∣∣∣∣1 + j
1
ωh
1 + j 1
ωb
∣∣∣∣∣
ν−1
=
(
ωh
ωb
)1−ν (
1 + ω2b
1 + ω2h
) 1−ν
2
. (1.92)
Remarque 1.3.7 Le choix d’imposer un comportement inte´grateur en dehors de la bande
de fre´quence [ωA, ωB], plutoˆt qu’un gain constant par exemple, permet d’e´viter des proble`mes
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d’erreur statique lors des simulations et d’obtenir un meilleur conditionnement nume´rique
(comportement passe-bas en haute fre´quence).
La synthe`se de l’inte´grateur non entier apparaˆıssant dans (1.91) repose sur une
distribution re´cursive de ze´ros et de poˆles re´els :(
1 + s
ωh
1 + s
ωb
)1−ν
= lim
N→∞
DN (s) (1.93)
avec
DN (s) =
(
ωu
ωh
)1−ν N∏
k=1
1 + s
ω′
k
1 + s
ωk
, (1.94)
dans laquelle
ωu = (ωhωb)
1
2 (1.95)
et les fre´quences ωk et ω
′
k, correspondant respectivement aux ze´ros et poˆles de rang k,
sont de´termine´es par les relations re´cursives suivantes :(
ωu
ωh
)1−ν
=
(
ωb
ωu
)1−ν
=
1
αN+
1
2
ω′0 = α
− 1
2ωu, ω0 = α
1
2ωu
ω′k+1
ω′k
=
ωk+1
ωk
= αη > 1 (1.96)
ωk+1
ω′k
= α > 0,
ω′k+1
ωk
= η > 0
ν =
log (α)
log (αη)
.
Les rapports α et η, de´finis dans (1.96), sont appele´s facteurs re´cursifs. Pour obtenir
une approximation satisfaisante de
(
1
sν
)
dans la bande [ωA, ωB], les pulsations ωb et ωh
sont fixe´es de part et d’autre de [ωA, ωB] conforme´ment a` ωb = χ
−1ωA et ωh = χωB, χ
e´tant ge´ne´ralement fixe´ a` 10 ou 100 [Oustaloup, 1995].
La figure 1.12 montre les diagrammes de Bode de
(
1
sν
)
et de son approximation
Iν(s) dans la bande de fre´quences [ωb, ωh] qui est satisfaisante pour diffe´rentes valeurs de(
1
sν
)
; en revanche, l’approximation de la phase se de´grade au voisinage de ωA = 0.01 et
ωB = 100, de´gradation connue sous le nom d’effet de bord et pouvant eˆtre diminue´e en
e´largissant l’intervalle [ωb, ωh] par l’interme´diaire de la valeur de χ.
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ωbω′1 ω1 ω
′
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ω2 ω′3 ω3 ω
′
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ω4 ω′5 ω5 ω
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ω6 ωh ω
ω
α
η
αη
droite de lissage de phase
droite de lissage de gain
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20 ν dB/dec
pi
2
ν pi
2
0
Figure 1.11 – Diagrammes asymptotiques de Bode de D (s) et DN (s) pour ν ∈ ]0, 1[
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Figure 1.12 – Diagrammes de Bode de
(
1
sν
)
et de son approximation Iν(s) dans la bande
fre´quentielle [10−2, 102] pour ν = 0.2, 0.5 et 0.8.
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La simulation de la pseudo repre´sentation d’e´tat (1.48) pourra eˆtre re´alise´e a` l’aide
d’un logiciel de simulation nume´rique tel queMatlab/Simulink en se servant du sche´ma
bloc de la figure 1.10 faisant apparaˆıtre l’approximation Iν(s) donne´e par :
Iν(s) = C(ν)DN(s) · 1
s
, (1.97)
ou` C(ν) est donne´ par (1.92) et ou` DN(s) est donne´ par (1.94-1.96). Le nombre N de
poˆles et de ze´ros utilise´s re´sulte d’un compromis entre la pre´cision souhaite´e et le temps
de simulation. Il est ge´ne´ralement fixe´ a` N = 5 par de´cade apparaˆıssant dans la bande de
fre´quence [ωb, ωh]. Le choix de ωb s’effectue par rapport a` la dure´e ∆T du signal d’entre´e
tandis que ωh est choisi par rapport a` sa pe´riode d’e´chantillonnage Te, soient :
ωb =
2π
∆T
, ωh =
2π
Te
. (1.98)
Remarque 1.3.8 L’approximation de l’inte´grateur non entier par des poˆles et des zeros
re´cursifs n’est justifie´e que pour un ordre d’inte´gration 0 < ν < 1. En effet, un inte´grateur
d’ordre ν > 1 peut eˆtre approxime´ par la mise en cascade d’inte´grateurs entiers d’ordre 1
et d’un inte´grateur d’ordre non entier.
1.4 – Conclusion
Les paragraphes pre´ce´dents ont e´te´ consacre´s a` la description de l’ope´rateur de
de´rivation non entie`re et a` son utilisation en mode´lisation. Apre`s avoir introduit l’ope´rateur
d’inte´gration non entie`re et ses proprie´te´s, diffe´rentes de´finitions de la de´rivation non
entie`re ont e´te´ pre´sente´es. Les proprie´te´s inhe´rentes a` l’ope´rateur d’inte´gration non entie`re
ont permis de relever son aptitude a` de´crire des phe´nome`nes physiques a` me´moire longue
tels que les phe´nome`nes de diffusion.
Les mode`les non entiers et leurs proprie´te´s ont ensuite e´te´ pre´sente´s. Bien qu’il soit
toujours possible d’exprimer un mode`le LTI non entier sous forme d’un jeu d’e´quations
diffe´rentielles a` de´rive´es non entie`res, seuls les mode`les non entiers commensurables ad-
mettent une pseudo repre´sentation d’e´tat dont la forme est comparable a` celle des mode`les
entiers. S’ils sont utiles notamment en commande, ces mode`les sont a` manipuler avec
pre´caution lorsqu’il s’agit de calculer la re´ponse a` des conditions initiales ou d’e´tudier les
proprie´te´s lie´es a` l’e´tat telles que la stabilite´ interne, la commandabilite´ ou l’observabilite´.
Une autre repre´sentation des mode`les non entiers sur la base d’une de´composition en une
partie exponentielle et une partie ape´riodique a donc e´te´ pre´sente´e. Celle-ci a l’avantage
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de faire apparaˆıtre le ve´ritable e´tat d’un mode`le non entier et rend bien compte de sa
dimension doublement infinie. Cette pre´sentation des mode`les non entiers s’est acheve´e
par la me´thode utilise´e dans ce me´moire pour les simuler : l’approximation par poˆles et
ze´ros re´cursifs des inte´grateurs mis en jeu dans la pseudo repre´sentation d’e´tat.
Si les mode`les non entiers sont bien adapte´s pour rendre compte fide`lement et avec
un nombre de parame`tres re´duit du comportement de nombreux phe´nome`nes physiques,
l’e´tude de leurs proprie´te´s et leur utilisation pour la synthe`se de lois de commande ne´cessite
des outils spe´cifiques. Ainsi, les prochains chapitres s’attachent a` proposer de nouvelles
me´thodes d’analyse et de commande pour ces types de mode`les.
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Chapitre 2 – Formalisation des proble`mes
2.1 – Introduction
Initialement de´fini par John Doyle en 1983 [Doyle, 1983], le mode`le standard repre´-
sente´ sur la figure 2.1 et e´labore´ dans le cadre de la the´orie de la commande robuste a
permis de de´finir un paradigme formel pre´cis pour l’analyse et la synthe`se des syste`mes
de commande a` contre-re´action.
w z
u y
K
Σ
Σbf
∆
Figure 2.1 – Mode`le standard pour l’analyse des syste`mes de commande a` contre-re´action
Le mode`le standard propose ainsi de clairement se´parer les signaux exoge`nes d’entre´e
lie´s aux perturbations w ∈ Rmw et les signaux de commande u ∈ Rm. De meˆme, les
signaux de sortie sont se´pare´s en signaux de sortie mesure´s sur le syste`me y ∈ Rp et
signaux controˆle´s ou signaux de performances z ∈ Rpz .
Le transfert ainsi de´fini entre w et z doit permettre d’analyser les performances du
syste`me de commande en termes de normes syste`mes telles que les normes L∞ et H∞. La
de´finition mathe´matique de ces normes, ainsi que leur sens physique, sont de´crits dans la
suite de ce chapitre.
L’e´tude des caracte´ristiques du syste`me boucle´ Σbf pour un correcteur K donne´
porte le nom d’analyse. Celle-ci peut porter sur la stabilite´, proprie´te´ fondamentale
du syste`me boucle´, ou sur diffe´rents types de performances traduites sous formes de
contraintes portant sur le transfert entre w et z de Σbf .
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Si le mode`le du syste`me Σ est affecte´ par des incertitudes ∆, on parle alors d’analyse
robuste. Il s’agit donc de garantir les proprie´te´s du syste`me boucle´ quelle que soit la
valeur des incertitudes ∆ appartenant a` un certain domaine D. Le syste`me Σ est mode´lise´
dans ce chapitre, soit par une (pseudo) repre´sentation d’e´tat (§1.3.3), soit en utilisant la
repre´sentation diffusive des syte`mes non entiers (§1.3.5).
Le but de ce chapitre est de formuler les proble`mes de commande que nous souhai-
tons re´soudre dans cette the`se. Pour ce faire, diffe´rentes conditions d’analyse permettant
d’e´valuer la qualite´ des correcteurs sont pre´sente´es, dans le cadre d’une mode´lisation
entie`re dans un premier temps et non entie`re ensuite. Ces re´sultats servent de base au
de´veloppement des me´thodes de synthe`se pre´sente´es dans les chapitres suivants.
Dans les deux paragraphes suivants sont traite´s les proble`mes d’analyse de stabilite´
(§2.2) et de performances (§2.3) d’un mode`le LTI entier ou non entier. Dans le paragraphe
§2.4 sont pre´sente´s les proble`mes a` re´soudre dans cette the`se ainsi que le cadre de travail
de la commande H∞ dans lequel ils sont traite´s. Enfin, les approches de´veloppe´es dans
les chapitres 3 et 4 sont annonce´es dans le paragraphe §2.5.
2.2 – De´finition et caracte´risation de la stabilite´ des
mode`les non entiers
La stabilite´ est une notion dont l’importance pour la commande de syste`mes dyna-
miques est connue depuis les de´buts de l’automatique [Lyapunov, 1892, Remaud et Tri-
geassou, 2006] et qui peut eˆtre quantifie´e de diffe´rentes manie`res. Ce paragraphe s’articule
donc autour de la de´finition de la stabilite´ d’un syste`me dynamique et de la pre´sentation
des the´ore`mes importants pour l’e´valuer. Ces the´ore`mes sont classe´s en deux cate´gories :
ceux exprimant la stabilite´ entre´e-sortie d’un syste`me dynamique et ceux exprimant la
stabilite´ interne.
2.2.1 – Stabilite´ Entre´e-Sortie
2.2.1.1 – De´finition
La stabilite´ entre´e-sortie est e´galement appele´e stabilite´ externe. En effet, un syste`me
est dit stable du point de vue entre´e-sortie si lorsque ses entre´es sont borne´es, ses sorties le
sont aussi, ou encore, si lorsque l’e´nergie de ses entre´es est borne´e, l’e´nergie de ses sorties
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l’est aussi. Une interpre´tation mathe´matique de la stabilite´ entre´e-sortie, dans laquelle un
syste`me est caracte´rise´ par son gain dans l’espace Lq, est donne´e par la de´finition qui
suit.
De´finition 2.2.1 (Stabilite´ entre´e-sortie [Khalil, 2000]) Un syste`me Σ d’entre´e u
et de sortie y, associe´ a` une matrice de transfert G(s), est dit Lq-stable, 1 < q < ∞, si
et seulement si :
sup
u∈Lq ,u 6=0
‖g ∗ u‖p
‖u‖p <∞ , (2.1)
ou` g(t) repre´sente la matrice de re´ponse impulsionnelle du syste`me.
Lorsque la norme L∞ est utilise´e dans la de´finition pre´ce´dente, on parle alors de
stabilite´ BIBO (Bounded Input Bounded Output). Dans le cas des mode`les non entiers,
la stabilite´ BIBO a notamment e´te´ utilise´e dans les travaux de Matignon et sa de´finition
est rappele´e ici.
De´finition 2.2.2 (Stabilite´ BIBO [Matignon, 1996]) Un syste`me LTI non entier de
re´ponse impulsionnelle g est BIBO stable si et seulement si ∀u ∈ L∞ (R+,Rp), y = g∗u ∈
L∞ (R+,Rm).
2.2.1.2 – Caracte´risation a` partir de la matrice de transfert
Diffe´rentes me´thodes permettent d’e´valuer la stabilite´ entre´e-sortie d’un syste`me
dynamique selon la de´finition utilise´e (stabilite´ Lq ou stabilite´ BIBO).
Si l’on utilise la de´finition 2.2.2, il est bien connu qu’un mode`le entier est BIBO stable
si et seulement si tous ses poˆles sont a` partie re´elle strictement ne´gative. Ce re´sultat a
e´te´ e´tendu au cas des syste`mes non entiers comme rappele´ dans [Bonnet et Partington,
2000].
The´ore`me 2.2.3 (Caracte´risation de la stabilite´ BIBO a` partir de la fonction
de transfert [Bonnet et Partington, 2000]) Soit un mode`le non entier strictement
propre de´crit par sa fonction de transfert :
G(s) =
∑
i
ais
αi
∑
i
bis
βi
=
A(s)
B(s)
, (2.2)
ou` A(s) et B(s) n’ont aucune racine commune. Alors G est BIBO stable si et seulement
si G n’a pas de poˆle dans {Re(s) ≥ 0}, c’est-a`-dire si Re(si) < 0 ∀i ou` si de´signe la i-e`me
racine de B(s). 
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2.2.1.3 – Caracte´risation a` partir de la pseudo repre´sentation d’e´tat
Comme mentionne´ dans le chapitre 1, sous les hypothe`ses de non compensation de
poˆles et ze´ros, les sν poˆles d’un mode`le non entier commensurable sont e´galement les
valeurs propres de la matrice dynamique A de la pseudo repre´sentation d’e´tat. Ainsi la
pseudo repre´sentation d’e´tat peut eˆtre utilise´e pour e´tudier la stabilite´ entre´e-sortie.
The´ore`me 2.2.4 (Caracte´risation de la stabilite´ BIBO a` partir de la pseudo
repre´sentation d’e´tat [Matignon, 1998]) Un mode`le non entier commensurable d’ordre
0 < ν < 1 de´fini par la pseudo repre´sentation d’e´tat{
Dνx(t) = Ax(t) + Bu(t)
y(t) = Cx(t) +Du(t)
, (2.3)
est BIBO stable si :
|arg (eig(A))| > νπ
2
. (2.4)
Si le triplet (A,B,C) est minimal, alors la relation (2.4) est une condition ne´cessaire
et suffisante de stabilite´ BIBO. 
Ce the´ore`me est aussi valide pour 1 < ν < 2 [Sabatier et al., 2008b]. Le domaine
de stabilite´ d’un syste`me LTI non entier commensurable est donc de´fini par :
Ds =
{
z ∈ C : |arg(z)| > νπ
2
}
. (2.5)
Il est repre´sente´ sur la figure 2.2.
Re (z)
Im(z)
ν pi
2 Re (z)
Im(z)
ν pi
2 Re (z)
Im(z)
ν pi
2
a) ν < 1 b) ν = 1 c) ν > 1
Figure 2.2 – Re´gion de stabilite´ (domaine vert) d’un mode`le non entier commensurable
Pour un ordre de de´rivation entier (ν = 1), le domaine de stabilite´ d’un mode`le entier
est retrouve´, a` savoir le demi-plan gauche, comme indique´ sur la figure 2.2.b. Quand ν
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augmente, la re´gion de stabilite´ diminue jusqu’a` tendre vers le demi-axe R∗− quand l’ordre
commensurable tend vers 2. Pour un ordre ν > 2, la re´gion de stabilite´ est un ensemble
vide. Le syste`me est alors instable quels que soient les poˆles en sν de sa fonction de
transfert (ou les valeurs propres de la matrice A).
2.2.2 – Stabilite´ interne
La stabilite´ interne est classiquement e´tudie´e, pour les mode`les entiers, a` partir de
leur repre´sentation d’e´tat. Aussi nous rappelons, dans un premier temps, les de´finitions
et la caracte´risation de la stabilite´ au sens de Lyapunov dans le cas d’une repre´sentation
d’e´tat entie`re. Nous e´tudions, dans un second temps, comment peut s’exprimer la stabilite´
interne d’un mode`le non entier.
2.2.2.1 – Cas particulier des mode`les entiers
La stabilite´ interne s’inte´resse a` la convergence de l’e´tat du syste`me vers des points
(ou e´tats) d’e´quilibre. Par de´finition, un e´tat d’e´quilibre est un e´tat que le syste`me occupe
inde´finiment en l’absence de modification de ses entre´es. Analyser la stabilite´ interne d’un
syste`me dynamique revient ainsi a` e´tudier son re´gime libre en pre´sence de conditions
initiales proches d’un e´tat d’e´quilibre. Dans le cas d’un mode`le entier, ce re´gime libre est
re´gi par le syste`me diffe´rentiel homoge`ne :
x˙(t) = f(x, t), (2.6)
avec x(t) ∈ Rn et t > t0, t0 e´tant l’instant initial tel que x(t0) = x0.
De´finition 2.2.5 (Point d’e´quilibre [Narendra et Taylor, 1973]) Un point xe de l’es-
pace d’e´tat est un point d’e´quilibre (ou e´tat d’e´quilibre) du syste`me (2.6) si :
f(xe, t) = 0, ∀ t > t0. (2.7)
Puisque les syste`mes e´tudie´s sont line´aires, il sera conside´re´ par la suite un unique
point d’e´quilibre localise´ a` l’origine de l’espace d’e´tat : xe = 0, c’est-a`-dire :
f(0, t) = 0, ∀t > t0. (2.8)
Cette hypothe`se n’est pas restrictive puisque le point d’e´quilibre peut toujours eˆtre ramene´
a` l’origine par translation.
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Diffe´rentes formes de stabilite´ interne sont associe´es aux de´finitions pre´ce´dentes.
Elles se diffe´rencient notamment par les conditions initiales conside´re´es et le type de
convergence vers le point d’e´quilibre. La de´finition retenue dans ce me´moire est celle de
la stabilite´ asymptotique uniforme globale introduite par Lyapunov.
De´finition 2.2.6 (Stabilite´ asymptotique uniforme globale [Khalil, 2000]) Le
point d’e´quilibre xe = 0 est
— uniforme´ment stable si, ∀ε > 0, ∃δ = δ(ǫ) > 0, inde´pendant de t0, tel que :
‖x(t0)‖ < δ ⇒ ‖x(t)‖ < ε, ∀t ≥ t0 ≥ 0. (2.9)
— globalement uniforme´ment asymptotiquement stable s’il est uniforme´ment stable
et que, ∀ε > 0 et ∀α > 0, il existe τ = τ(ε, α) > 0 tel que :
‖x(t)‖ < ε, ∀t ≥ t0 + τ, ∀ ‖x(t0)‖ < α. (2.10)
On peut remarquer que la stabilite´ asymptotique globale garantit la convergence de
x(t) vers 0 quelle que soit sa valeur initiale x0.
Remarque 2.2.7 Par abus de langage, dans la suite de ce me´moire, un mode`le line´aire
sera dit stable au sens de Lyapunov lorsque le point d’e´quilibre xe = 0 est un point
d’e´quilibre globalement asymptotiquement stable.
Partant de l’e´tude des syste`mes me´caniques, Lyapunov de´veloppa une the´orie mathe´-
matique [Lyapunov, 1892] permettant de de´terminer la stabilite´ d’un point d’e´quilibre
sans pour autant devoir inte´grer les e´quations diffe´rentielles associe´es au syste`me. Cette
me´thode est base´e sur la constatation intuitive suivante : si l’e´nergie du syste`me est
dissipe´e au cours du temps, alors le syste`me tend vers un e´tat d’e´quilibre. Cette me´thode,
aussi connu sous le nom de seconde me´thode de Lyapunov, permet d’analyser la stabilite´
asymptotique uniforme globale d’un syste`me autonome de re´gime libre re´gi par le syste`me
diffe´rentiel :
x˙ = f(x). (2.11)
The´ore`me 2.2.8 (2nde me´thode de Lyapunov [Lyapunov, 1892]) Le mode`le (2.11)
est stable au sens de Lyapunov si et seulement s’il existe une fonction continuˆment
diffe´rentiable (ou diffe´rentiable par parties et a` sauts borne´s) V , a` valeurs dans R et
de´finie sur Rn, telle que :
— V (0) = 0
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— V (x) > 0, ∀x 6= 0
— V (x)→∞ quand ‖x‖ → ∞
— V˙ (x) < 0, ∀x 6= 0. 
Une fonction ve´rifiant les trois premie`res hypothe`ses du the´ore`me 2.2.8 est appele´e
“fonction candidate”. Elle devient une “fonction de Lyapunov” si elle ve´rifie e´galement la
dernie`re hypothe`se.
2.2.2.2 – Ge´ne´ralisation aux mode`les non entiers
La seconde me´thode de Lyapunov est un outil puissant pour l’analyse de la stabilite´
interne des mode`les entiers mais elle n’est pas applicable a` la pseudo repre´sentation d’e´tat
des syste`mes non entiers. En effet, comme il a e´te´ montre´ dans le chapitre 1 (§1.3.3), si
l’on conside`re un mode`le non entier commensurable Σ d’ordre ν, de´fini par la pseudo
repre´sentation d’e´tat : {
Dνx(t) = A x(t) + B u(t)
y(t) = C x(t) +D u(t)
, (2.12)
le vecteur x(t) n’est pas le ve´ritable e´tat du syste`me car la connaissance de x(t0) a` un
instant t0 n’est pas suffisante pour e´valuer x(t) a` un instant t > t0. Trouver une fonction
V (x) ve´rifiant les hypothe`ses du the´ore`me 2.2.8 ne garantit donc pas la stabilite´ interne
du syste`me G.
Il est ne´anmoins possible d’e´tudier la stabilite´ interne d’un mode`le non entier a`
l’aide de sa repre´sentation diffusive (§1.3.5). En effet, celle-ci fait apparaˆıtre le ve´ritable
e´tat du syste`me en combinant l’e´tat Φ(ζ, t) de la partie ape´riodique et l’e´tat η(t) de la
partie entie`re. Le the´ore`me 2.2.8 est donc applicable a` une telle repre´sentation. Le lecteur
inte´resse´ pourra se re´fe´rer notamment a` la re´fe´rence [Trigeassou et al., 2011] pour une
discussion de´taille´e autour de cette approche. Plus de de´tails concernant la repre´sentation
d’e´tat des mode`les non entiers et leur initialisation peuvent eˆtre trouve´s dans [Trigeassou
et Maamri, 2009].
2.3 – Performances des mode`les non entiers
La caracte´ristique e´le´mentaire attendue d’un syste`me est qu’il soit stable. Mais
au dela` de la stabilite´, le proble`me qui inte´resse l’automaticien, est de caracte´riser et
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d’ame´liorer les performances du syste`me e´tudie´. Ces performances peuvent eˆtre notam-
ment caracte´rise´es en termes d’atte´nuation des perturbations ou d’ame´lioration du suivi
de consigne. Ces diffe´rents proble`mes peuvent eˆtre traite´s dans le cadre de la commande
H∞ faisant appel a` l’e´criture du proble`me sous la forme standard du sche´ma 2.1. Les per-
formances du syste`me peuvent alors eˆtre e´tudie´es a` l’aide de crite`res de couˆt caracte´risant
l’influence des entre´es exoge`nes w sur les sorties de performances z. Dans ce me´moire, ces
couˆts sont exprime´s a` l’aide des normes syste`mes H∞ et L∞ de´finies dans les paragraphes
suivants.
2.3.1 – De´finitions des normes L∞ et H∞
Les performances du syste`me sont e´tudie´es a` l’aide des normes L∞ etH∞ du transfert
Tzw entre les entre´es et sorties exoge`nes. Ces normes se de´finissent de la meˆme manie`re
qu’il s’agisse d’un mode`le entier ou non entier.
De´finition 2.3.1 (Norme L∞ [Green et Limebeer, 1995]) La norme L∞ du trans-
fert Tzw est de´finie par :
‖Tzw(s)‖L∞ := sup
ω∈R
σ (Tzw(jω)) , (2.13)
ou` σ (Tzw (jω)) est la plus grande valeur singulie`re de Tzw (jω) a` la pulsation ω.
De´finition 2.3.2 (Norme H∞ [Green et Limebeer, 1995]) La norme H∞ du trans-
fert Tzw est de´finie par :
‖Tzw(s)‖H∞ := sup
Re(s)≥0
σ (Tzw(s)) . (2.14)
Il est important de noter que si ‖Tzw(s)‖H∞ est finie, alors le syste`me Σ est BIBO
stable.
The´ore`me 2.3.3 (Normes L∞ et H∞ d’un syste`me stable [Green et Limebeer,
1995]) Les normes L∞ et H∞ d’un syste`me Σ stable sont e´gales :
Σ stable ⇒ ‖Tzw(s)‖L∞ = ‖Tzw(s)‖H∞ . (2.15)

De ce fait, deux approches sont possibles en analyse pour calculer la norme H∞ d’un
syste`me. La premie`re approche se de´roule en deux temps. D’abord la stabilite´ du syste`me
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est e´value´e. Si le syste`me est stable, alors sa norme H∞ peut eˆtre calcule´e en utilisant la
de´finition 2.3.1 et le the´ore`me 2.3.3. Sinon, sa norme H∞ est infinie. La seconde approche
consiste a` calculer directement la norme H∞ du syste`me en utilisant la de´finition 2.3.2.
Nous verrons dans les chapitres qui suivent que les me´thodes de calcul de la norme
H∞ base´es sur ces deux approches peuvent pre´senter des degre´s de pessimisme diffe´rents
et conduire soit a` la valeur exacte de la norme H∞, soit a` des bornes supe´rieures sur sa
valeur.
2.3.2 – Interpre´tation physique
Conside´rons un syste`me Σ BIBO stable. D’apre`s le the´ore`me 2.3.3, on peut e´crire :
‖Tzw(s)‖H∞ = sup
Re(s)≥0
σ (Tzw(s)) = sup
ω∈R
σ (Tzw(jω)) . (2.16)
La re´ponse en re´gime permanent de la matrice de tranfert Tzw(s) au signal d’entre´e
sinuso¨ıdal w(jω) est donne´e par z(jω) = Tzw(jω)w(jω). A la pulsation ω, le plus grand
gain ‖z(jω)‖2 / ‖w(jω)‖2, fonction de l’orientation du vecteur w(jω), est donne´ par :
σ (Tzw (jω)) = max
w(jω) 6=0
‖z(jω)‖2
‖w(jω)‖2
. (2.17)
Dans le pire des cas, le plus grand gain sur l’ensemble des fre´quences est donne´ par
la norme H∞ du transfert Tzw, soit :
‖Tzw(s)‖H∞ = sup
ω∈R
max
w(jω) 6=0
‖z(jω)‖2
‖w(jω)‖2
. (2.18)
Dans le domaine temporel, l’e´quation (2.18) s’e´crit :
‖Tzw(t)‖H∞ = maxw(t) 6=0
‖z(t)‖2
‖w(t)‖2
= max
‖w(t)‖2=1
‖z(t)‖2 . (2.19)
Par conse´quent, dans le domaine temporel, la norme H∞ correspond a` l’e´nergie
la plus importante des signaux de sortie ge´ne´re´s par des entre´es d’e´nergie unitaire. L’in-
terpre´tation physique de la norme H∞ pour les syste`mes entiers et les syste`mes non entiers
est donc la meˆme tant du point de vue fre´quentiel que temporel.
2.4 – Formalisation des proble`mes
L’objectif de cette the`se est d’e´tendre le cadre de la commande H∞ aux mode`les
non entiers. Les correcteurs obtenus doivent permettre au syste`me boucle´ de ve´rifier des
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contraintes de stabilite´ et de performances exprime´es a` l’aide de crite`res base´s sur les
normes L∞ et H∞. Comme annonce´ dans la partie pre´ce´dente, ces crite`res font appel
a` l’e´criture du mode`le sous forme du sche´ma standard de la figure 2.1. Ce mode`le peut
s’e´crire comme une pseudo repre´sentation d’e´tat de la forme :
Σ

Dνx(t) = A x(t) + Bu u(t) + Bw w(t)
y(t) = Cy x(t) +Dyu u(t) +Dyw w(t)
z(t) = Cz x(t) +Dzu u(t) +Dzw w(t)
(2.20)
ou` x(t) est le pseudo vecteur d’e´tat, u(t) est le vecteur de commande, w(t) et z(t) les
vecteurs d’entre´es et sorties de performances et y(t) le vecteur de mesure.
Cette partie est organise´e comme suit. Les diffe´rents types de correcteurs conside´re´s
sont pre´sente´s dans un premier temps. Les proble`mes a` re´soudre sont ensuite e´nonce´s.
Enfin, les approches pour re´soudre ces proble`mes, de´veloppe´es dans les chapitres suivants,
sont annonce´es.
2.4.1 – Nature du correcteur
Deux natures de correcteurs sont conside´re´es dans ce me´moires : statique ou dyna-
mique.
2.4.1.1 – Retour d’e´tat
Lorsque toutes les pseudo variables d’e´tat xi sont mesure´es, une loi de commande
par retour d’e´tat peut eˆtre utilise´e. Dans ce cas particulier, le vecteur des sorties mesure´es
vaut y(t) = x(t).
De´finition 2.4.1 (Retour d’e´tat) Une loi de commande par retour d’e´tat est une loi
de commande de la forme :
u(t) = Krex(t) (2.21)
ou` Kre ∈ Rnu×ny est un gain matriciel constant.
La repre´sentation d’e´tat du mode`le (2.20) boucle´ par la loi de commande (2.21)
s’e´crit :
ΣBF (Kre)
{
Dνx(t) = (A+ BuKre)x(t) + Bww(t) = A(Kre)x(t) + Bw(t)
z(t) = (Cz +DzuKre)x(t) +Dzww(t) = C(Kre)x(t) +Dw(t)
.
(2.22)
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2.4.1.2 – Retour de sortie dynamique
Lorsque toutes les pseudo variables d’e´tat xi ne sont pas mesure´es, il est ne´cessaire
d’utiliser une loi de commande par retour de sortie. Dans ce cas, il convient de discuter
l’ordre du correcteur a` mettre en œuvre. En effet, alors qu’il est inutile dans le cas d’un
retour d’e´tat de conside´rer une loi de commande dynamique, l’ordre du correcteur uti-
lise´ dans un retour de sortie a une influence sur les performances atteignables. Dans ce
me´moire, nous nous limiterons aux correcteurs par retour de sortie dynamique d’ordre
plein, c’est-a`-dire d’ordre e´gal a` celui du mode`le. En effet, il n’existe pas de condition
ne´cessaire et suffisante pour l’existence et la synthe`se de correcteurs d’ordre re´duit dans
le cas des mode`les entiers.
Deux principales approches sont possibles pour la synthe`se d’un retour de sortie
d’ordre plein dans le cas d’un mode`le entier.
La premie`re consiste a` mettre en œuvre un observateur permettant de recons-
truire l’e´tat du syste`me. Or comme mentionne´ pre´ce´demment, le vecteur x(t) dans la
repre´sentation (2.20) n’est pas l’e´tat du syste`me. En re´alite´, comme montre´ a` l’aide de
la repre´sentation diffusive dans [Sabatier et al., 2012], l’e´tat du mode`le non entier n’est
pas exactement observable mais uniquement approximativement observable. Toutefois, il
est e´galement de´montre´ dans cet article qu’un estimateur du pseudo e´tat x(t) peut eˆtre
de´veloppe´ a` partir de la pseudo repre´sentation d’e´tat et que ce dernier peut eˆtre utilise´
dans le cadre d’une commande par retour de pseudo e´tat estime´. L’association du retour
d’e´tat estime´ et de l’estimateur constitue alors la loi de commande par retour de sortie
dynamique.
La seconde approche, qui est celle utilise´e dans ce me´moire, vise a` re´aliser la synthe`se
directe de la loi de commande par retour de sortie dynamique.
De´finition 2.4.2 (Retour de sortie dynamique) Un correcteur par retour de sortie
dynamique est un syste`me dynamique, interconnecte´ entre la sortie du syste`me a` com-
mander et son entre´e, de pseudo repre´sentation d’e´tat :
Krsd
{
DνKx
K
(t) = A
K
x
K
(t) +B
K
y(t)
u(t) = C
K
x
K
(t) +D
K
y(t)
(2.23)
ou` x
K
et ν
K
repre´sentent respectivement le pseudo vecteur d’e´tat et l’ordre du correcteur.
Dans la de´finition ci-dessus, un degre´ de liberte´ supple´mentaire apparaˆıt dans le
cas non entier : l’ordre non entier de la loi de commande ν
K
. Dans le cadre des travaux
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pre´sente´s dans ce me´moire, les me´thodes de´veloppe´es pourront conduire a` des correcteurs
d’ordre entier (ν
K
= 1) ou non entier, de meˆme ordre que celui du mode`le conside´re´
(ν
K
= ν). Dans ce dernier cas, la repre´sentation d’e´tat du mode`le (2.20) boucle´ par la loi
de commande (2.23) s’e´crit :
ΣBF (Krsd)
{
Dν x˜(t) = A(Krsd)x˜(t) + B(Krsd)w(t)
z(t) = C(Krsd)x˜(t) +D(Krsd)w(t)
(2.24)
ou` x˜(t) =
[
xT (t) xT
K
(t)
]T
est le pseudo vecteur d’e´tat du syste`me boucle´ et les matrices
de cette repre´sentation d’e´tat sont donne´es par :
A(Krsd) =
[
A+ BD
K
C BC
K
B
K
C A
K
]
, (2.25)
B(Krsd) =
[
Bw + BDKDw
B
K
Dw
]
, (2.26)
C(Krsd) =
[
Cz +DzDKC DzCK
]
(2.27)
et
D(Krsd) = Dzw +DzDKDw. (2.28)
2.4.2 – Proprie´te´s attendues pour le syste`me boucle´ et formula-
tion des proble`mes
Une fois le type de correcteur choisi, il convient de formuler les proprie´te´s que doit
confe´rer ce correcteur au syste`me boucle´ Les proprie´te´s attendues sont celles qui ont e´te´
e´tudie´es dans les parties pre´ce´dentes, a` savoir notamment la stabilite´ et les performances
temporelles et en rejet de perturbations. Dans cette partie sont formule´s les diffe´rents
proble`mes de synthe`se associe´s a` ces proprie´te´s. Les proble`mes sont e´nonce´s de manie`re
ge´ne´rique pour un correcteur K, qui peut eˆtre de nature statique (dans le cas d’un retour
d’e´tat) ou dynamique (dans le cas d’un retour de sortie).
2.4.2.1 – Stabilite´
La caracte´ristique minimale attendue d’un correcteur est d’assurer la stabilite´ de la
boucle ferme´e. Pour un type de loi de commande donne´, la stabilite´ de la boucle ferme´e
n’est pas ne´cessairement atteignable. Ainsi, la stabilisabilite´ est de´finie relativement a` la
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classe de correcteurs choisie. Notons K l’ensemble des correcteurs (stabilisants ou non)
pour une loi de commande donne´e.
De´finition 2.4.3 (Stabilisabilite´) Un syste`me Σ est stabilisable par une loi de com-
mande K si et seulement s’il existe une valeur des parame`tres du correcteur tel que le
syste`me boucle´ soit stable :
Σ stabilisable ⇔ ∃K ∈ K t.q. ΣBF (K) stable.
Dans le cadre ge´ne´ral de la commandeH∞ de´fini pour les syste`mes entiers, le syste`me
boucle´ doit eˆtre stable du point de vue de la stabilite´ interne. Dans le cadre de notre e´tude
base´e sur un mode`le du type pseudo-repre´sentation d’e´tat, ce type de stabilite´ ne peut
eˆtre garanti. Aussi, le correcteur ne doit pas ici assurer la stabilite´ interne du syste`me
boucle´ mais garantir la stabilite´ BIBO entre la re´fe´rence et la sortie mesure´e, sachant que
l’entre´e de re´fe´rence fait partie des entre´es de performances w dans le cadre des diffe´rents
proble`mes traite´s dans ce me´moire. La stabilite´ BIBO de ce transfert est alors assure´e
selon le re´sultat du the´ore`me 2.2.4 par la contrainte suivante sur la matrice dynamique
du syste`me boucle´ :
|arg(eig(A(K)))| > νπ
2
. (2.29)
De´finition 2.4.4 (Ensemble des correcteurs stabilisants) L’ensemble des correcteurs
stabilisants pour une loi de commande de type K est note´ Kst ⊂ K :
Kst = {K ∈ K t.q. Σ ∗K stable} (2.30)
ou`, d’apre`s le the´ore`me 2.2.4 :
Kst = {K ∈ K t.q. |arg(eig(A(K)))| > νπ
2
}. (2.31)
2.4.2.2 – Performances
Comme annonce´ dans la partie 2.3, les performances de la loi de commande sont
e´value´es via le calcul des normes L∞ et H∞ du transfert Tzw du syste`me boucle´ dont la
pseudo repre´sentation d’e´tat est donne´e par (2.22) dans le cas d’un retour d’e´tat ou (2.24)
dans le cas d’un retour de sortie.
Le choix des matrices de performances (Bw, Cz, Dzu et Dzw) de´pend du proble`me
conside´re´. Dans ce me´moire, le choix de ces matrices correspond a` des gabarits fre´quentiels
impose´s a` diffe´rents transfert du syste`me. Les lecteur inte´resse´ pourra se re´fe´rer par
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exemple a` [Duc et Font, 1999] pour le choix des formes de ces gabarits et leur impact
sur les performances du syste`me boucle´.
Une fois les gabarits choisis en fonction d’un cahier des charges donne´, il s’agit de
de´terminer une loi de commande K stabilisante et assurant :
‖Tzw(K, s)‖∞ < 1 , (2.32)
ou` Tzw(K, s) de´signe le transfert de performances du syste`me boucle´.
Si une telle loi de commande existe, alors les transferts du syste`me boucle´ ve´rifient
les contraintes impose´es par les gabarits.
De manie`re ge´ne´rale, la de´marche est ite´rative et consiste dans un premier temps a`
formuler un proble`me d’optimisation dont les variables sont les parame`tres du correcteur
et le crite`re a` minimiser est la norme H∞ du transfert Tzw. Si l’ine´galite´ (2.32) n’est pas
satisfaite, alors des contraintes sont relache´es en agissant sur la forme des gabarits et un
nouveau proble`me d’optimisation est lance´.
Ainsi, les diffe´rents proble`mes de performances formule´s dans cette the`se passeront
par la re´solution d’un proble`me d’optimisation de la forme suivante :
Proble`me 2.4.5 (Crite`res pour la synthe`se d’un correcteur par approche H∞)
De´terminer une loi de commande K, statique (2.21) ou dynamique (2.23) :
— assurant la stabilite´ BIBO du syste`me boucle´, c’est-a`-dire ve´rifiant :
|arg(eig(A(K)))| > νπ
2
(2.33)
— minimisant la norme H∞ du transfert Tzw du syste`me boucle´ :
min
K
‖Tzw(s,K)‖H∞ . (2.34)
A l’aide des notations introduites pre´ce´demment, le proble`me peut e´galement eˆtre
formule´ de manie`re plus compacte comme suit :
Proble`me 2.4.6 (Synthe`se d’un correcteur par approche H∞) De´terminer une loi
de commande K, statique (2.21) ou dynamique (2.23) telle que :
K = argmin
K∈K
‖Tzw(K, s)‖H∞ = arg min
K∈Kst
‖Tzw(K, s)‖L∞ . (2.35)
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2.5 – Approches propose´es
Deux approches sont utilise´es dans ce me´moire pour re´soudre les proble`mes de com-
mande H∞ par retour d’e´tat et par retour de sortie. Ces deux approches diffe`rent par la
repre´sentation des mode`les non entiers utilise´e.
Dans la premie`re approche, le syste`me Σ est mode´lise´ en utilisant la de´composition
d’un mode`le non entier en une partie exponentielle et une partie ape´riodique. Rappelons
que cette repre´sentation permet d’e´crire le mode`le non entier comme l’interconnexion d’un
mode`le entier et d’un mode`le parabolique. La partie ape´riodique est ici traite´e comme
une incertitude affectant la partie entie`re. Le proble`me de commande H∞ du mode`le non
entier est alors reformule´ comme un proble`me de commande robuste d’un mode`le entier
incertain. Ainsi, les me´thodes de commande robuste de´veloppe´es dans le cas des mode`les
entiers peuvent eˆtre re´utilise´es et conduisent a` la synthe`se de correcteurs d’ordre entier.
L’inconve´nient de cette approche est l’introduction d’un certain pessimisme conduisant a`
l’obtention de correcteurs sous optimaux.
La seconde approche fait appel a` la pseudo repre´sentation d’e´tat des mode`les non en-
tiers. Les me´thodes spe´cifiques de´veloppe´es en utilisant cette approche permettent d’ana-
lyser la stabilite´ du mode`le non entier et de de´terminer sans pessimisme sa norme H∞ car
aucune approximation de mode`le n’est utilise´e. Ces me´thodes d’analyse sont la base de
me´thodes de commande H∞ conduisant a` la synthe`se de correcteurs d’ordre non entier,
de meˆme ordre commensurable que celui du mode`le conside´re´.
Dans ces deux approches, la stabilite´ et les performances sont e´value´es en utilisant
des ine´galite´s matricielles line´aires (LMI) (cf. annexe A).
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3.1 – Introduction
Pour traiter un proble`me de commande impliquant un syste`me dynamique de´crit
par un mode`le non entier, une approche simple consiste a` l’approximer par un mode`le
entier, a` l’aide par exemple de l’approximation par poˆles et ze´ros re´cursifs de´crite au
paragraphe 1.3.6. Les me´thodes de synthe`se de correcteurs de´veloppe´es dans le cas entier,
par exemple la commande H∞, peuvent alors eˆtre utilise´es.
Une telle approche pre´sente un inte´reˆt puisqu’elle ne ne´cessite pas le de´veloppement
de nouvelles me´thodes de synthe`se. Cependant, si l’erreur d’approximation n’est pas prise
en compte, cette me´thode ne permet pas de garantir l’optimalite´ du correcteur vis-a`-vis
du mode`le non entier de de´part, ni meˆme de garantir un niveau de performances souhaite´.
Ainsi, comme annonce´ a` la fin du chapitre 2, nous proposons ici de de´crire le mode`le
non entier H(s) comme un mode`le entier H0(s) affecte´ d’une incertitude dynamique δ(s)
(figure 3.1). Le mode`le non entier initial est alors vu comme une re´alisation du mode`le
entier incertain H i(s) = Fu (H0(s), δ(s)) pour une valeur donne´e de δ(s).
u
u
y
y
wδ zδ
H0(s)
H i(s)
δ(s)
H(s)
Figure 3.1 – Description d’un mode`le non entier comme un mode`le entier incertain
Les techniques de commande robuste de´veloppe´es dans le cas entier peuvent alors
eˆtre utilise´es afin de de´terminer un correcteur permettant d’assurer un niveau de per-
formances garanti, quelle que soit la valeur de δ(s) ∈ D (ou` D repre´sente l’ensemble
incertain). Ce niveau de performances est ici mesure´ au travers de la norme H∞ du trans-
fert Tzw(s) du syste`me entier augmente´ des fonctions de ponde´ration, note´ H
aug
0 (s), selon
la me´thodologie de´crite au paragraphe 2.4.2.2 (figure 3.2).
w z
u y
wδ zδ
K(s)
Haug0 (s)
Haugi (s)
δ(s)
Figure 3.2 – Synthe`se du correcteur K(s) sur le mode`le entier incertain Haugi (s)
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Il est clair que plus l’ensemble incertain D sera re´duit, meilleur sera le niveau de
performances atteignable. Se pose donc la question de la de´termination du mode`le incer-
tain H i(s), et en particulier du mode`le nominal entier H0(s). Dans ce travail, notre choix
s’est porte´ sur la de´composition d’un mode`le non entier en une partie exponentielle et
une partie ape´riodique introduite dans le premier chapitre. En effet, cette dernie`re de´crit
naturellement le mode`le non entier comme l’interconnexion d’un mode`le entier et d’un
mode`le parabolique.
Dans une premie`re partie, cette de´composition est mise a` profit pour reformuler
un mode`le non entier comme un mode`le entier incertain. Dans une seconde partie, il est
de´montre´ que ce mode`le entier incertain peut eˆtre utilise´ pour l’analyse en stabilite´ et
performances ainsi que pour la commande H∞ du mode`le non entier. Un meˆme exemple
acade´mique est utilise´ dans chaque partie afin d’illustrer la me´thodologie propose´e.
3.2 – Approximation d’un mode`le non entier en le
de´composant en une partie exponentielle et une
partie ape´riodique
Ce paragraphe pre´sente une me´thodologie base´e sur l’approximation de la partie
ape´riodique permettant de re´e´crire un mode`le non entier comme un mode`le entier incer-
tain. Lors du de´veloppement du mode`le incertain, nous nous attacherons a` minimiser la
taille de l’incertitude qui caracte´rise l’erreur d’approximation.
Afin de ne pas alourdir inutilement les de´veloppements, seuls des mode`les mo-
novariables sont ici conside´re´s. L’extension de ces re´sultats au cas multivariable reste
ne´anmoins possible.
3.2.1 – Re´ponse impulsionnelle et repre´sentation d’un mode`le non
entier
Soit H(s) une fonction de transfert reliant l’entre´e u(t) et la sortie y(t) d’un mode`le
non entier et de´finie par :
H (s) =
Y (s)
U(s)
=
q∑
l=0
qls
βl
m∑
k=0
rks
αk
, (3.1)
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avec βl+1 ≥ βl ≥ 0 et αk+1 ≥ αk ≥ 0. La de´composition en e´le´ments simples de H(s) est
donne´e par la relation :
H(s) =
r∑
l=1
nl∑
q=1
(
1
(sν − λl)
)q
=
r∑
l=1
nl∑
q=1
Hλl,q(s). (3.2)
ou` λl, l ∈ {1 . . . r} sont les r sν-poˆles de H(s) de multiplicite´ q ∈ {1 . . . nl}.
Comme il a e´te´ montre´ dans le chapitre 1, chaque mode hλl,q(t) = L −1
{
Hλl,q(s)
}
se de´compose en une partie exponentielle et une partie ape´riodique, soit :
hλl,q(t) = hλl,qexp (t) + h
λl,q
ap (t). (3.3)
La partie exponentielle hλl,qexp (t) est donne´e par (1.66−1.67). La partie ape´riodique
hλl,qap (t) est quant a` elle donne´e par (1.69−1.70). La re´ponse impulsionnelle h(t) = L −1 {H(s)}
s’e´crit donc :
h(t) =
∑
l
∑
q
hλl,q(t)
=
∑
l
∑
q
(
hλl,qexp (t) + h
λl,q
ap (t)
)
=
∑
l
∑
q
hλl,qexp (t) +
∑
l
∑
q
hλl,qap (t) (3.4)
=
∑
l
∑
q
hλl,qexp (t) +
∑
l
∑
q
∫ +∞
0
µλl,q(χ)e−tχdχ
=
∑
l
∑
q
hλl,qexp (t) +
∫ +∞
0
∑
l
∑
q
µλl,q(χ)e−tχdχ
soit :
h(t) = hexp(t) + hap(t), (3.5)
ou` hexp(t) et hap(t) s’e´crivent comme la somme des re´ponses impulsionnelles associe´es a`
chaque mode, c’est-a`-dire :
hexp(t) =
∑
l
∑
q
hλl,qexp (t) (3.6)
et
hap(t) =
∫ +∞
0
µ(χ)e−tχdχ (3.7)
avec
µ (χ) =
∑
l
∑
q
µλl,q(χ). (3.8)
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Le sche´ma bloc associe´ au mode`le non entier
H(s) = L {h(t)} = L {hexp(t)}+ L {hap(t)} = Hexp(s) +Hap(s) (3.9)
est repre´sente´ sur la figure 3.3.
H(s)
Hap(s)
Hexp(s)
yap
yexp
H(s)
u u yy
Figure 3.3 – De´composition d’un mode`le non entier en une partie exponentielle et une
partie ape´riodique
3.2.2 – Traitement de la partie ape´riodique comme une incerti-
tude
Le sche´ma bloc de la figure 3.3 permet d’e´crire le mode`le non entier H(s) comme un
mode`le entier affecte´ d’une incertiude dynamique additive, comme repre´sente´ sur la figure
3.4 ou` γap = ‖Hap(s)‖H∞ et ou` le mode`le nominal H0(s) de´pend de γap et de Hexp(s). Une
telle approche est adopte´e dans [Hotzel et Fliess, 1998].
w
w
z
z
Hexp(s)
γap
H0(s)
H0(s)
δ(s)
δ(s)
uu y y
+ +
Figure 3.4 – Ecriture de H(s) comme un mode`le entier affecte´ d’une incertitude additive
Dans ce cas, l’ensemble de la partie ape´riodique est traite´e comme une incerti-
tude de mode`le. L’inconve´nient de cette approche est que la partie ape´riodique peut eˆtre
pre´ponde´rante devant la partie exponentielle. Cette dernie`re peut meˆme eˆtre nulle dans
certains cas, comme lorsque aucun sν-poˆle ne ge´ne`re de poˆle (c.f. section 1.3.5.2.1). C’est
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par exemple le cas du transfert suivant :
H(s) =
1
s0.2 + 1
. (3.10)
H(s) ne ge´ne`re pas de poˆle car pour ν = 0.2 et λl = −1, l’ensemble Kλl de´fini par la
relation (1.65) s’e´crit
K−1 = {k ∈ Z : −0.6 < k < −0.4} = ∅. (3.11)
C’est pourquoi nous proposons au paragraphe suivant d’inclure une partie du com-
portement ape´riodique dans le mode`le nominal.
3.2.3 – Re´duction de l’incertitude par inclusion d’une partie du
comportement ape´riodique dans le mode`le nominal
Le transfert Hap (s) associe´ a` la partie ape´riodique est donne´ par :
Hap (s) = L
{∫ +∞
0
µ(χ)e−tχdχ
}
=
∫ ∞
0
µ (χ)
s+ χ
dχ. (3.12)
En utilisant le changement de variable χ = e−z et donc dχ = −e−zdz, la relation
(3.12) devient :
Hap (s) =
∫ ∞
−∞
e−zµ
(
e−z
)
s+ e−z
dz, (3.13)
qui peut encore s’e´crire :
Hap (s) =
∫ zN
−∞
e−zµ
(
e−z
)
s+ e−z
dz︸ ︷︷ ︸
H1ap(s)
+
∫ zM
zN
e−zµ
(
e−z
)
s+ e−z
dz︸ ︷︷ ︸
H2ap(s)
+
∫ ∞
zM
e−zµ
(
e−z
)
s+ e−z
dz︸ ︷︷ ︸
H3ap(s)
. (3.14)
Les transferts H1ap(s), H
2
ap(s) et H
3
ap(s) sont maintenant e´tudie´s inde´pendamment
afin, pour chacun d’entre eux, de de´terminer un majorant. Dans le cas de la fonction
H2ap(s), ce majorant se pre´sentera sous la forme d’un transfert entier (rationnel) associe´ a`
une erreur dont une majoration sera donne´e.
3.2.3.1 – De´termination d’un majorant de H1ap
Les relations (3.8) et (1.70) permettent d’e´crire :
µ(e−z) =
∑
l
∑
q
1
π
q−1∑
j=0
(−1)j
(
q
j
)
(λl)
j e−zν(q−j) sin (νπ(q − j))(
e−2zν − 2λle−zν cos(νπ) + λ2l
)q . (3.15)
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Lorsque z tend vers −∞, µ (e−z) peut eˆtre approxime´ par le rapport des termes de
plus haut degre´ du nume´rateur et du de´nominateur de la relation (3.15) :
µ
(
e−z
) ≈
z→−∞
KN
e−τNz
(3.16)
ou` τN ∈ R+ est exprime´ en fonction de ν, q et KN ∈ R. Il existe donc une valeur zN telle
que : ∣∣µ (e−z)∣∣ ≤M1 |KN | eτNz, ∀z ∈ ]−∞, zN ] , (3.17)
ou` M1 est un re´el positif supe´rieur a` 1.
L’expression de H1ap(s) permet d’e´crire l’ine´galite´ suivante :
∣∣H1ap (jω)∣∣ =
∣∣∣∣∣∣∣
∫ zN
−∞
µ (e−z)
jω
e−z
+ 1
dz
∣∣∣∣∣∣∣ ≤
∫ zN
−∞
∣∣∣∣∣∣∣
µ (e−z)
jω
e−z
+ 1
∣∣∣∣∣∣∣ dz, ∀ω ∈ R+. (3.18)
Or d’apre`s la relation (3.17), on a :
∫ zN
−∞
∣∣∣∣∣∣∣
µ (e−z)
jω
e−z
+ 1
∣∣∣∣∣∣∣ dz ≤M1 |KN |
∫ zN
−∞
eτNz∣∣∣∣ jωe−z + 1
∣∣∣∣dz, ∀ω ∈ R+. (3.19)
Ainsi : ∣∣H1ap (jω)∣∣ ≤M1 |KN | ∫ zN
−∞
eτNz∣∣∣∣ jωe−z + 1
∣∣∣∣dz, ∀ω ∈ R+. (3.20)
Sachant que :
1∣∣∣∣ jωe−z + 1
∣∣∣∣ ≤ 1, ∀z ∈ ]−∞, zN ] , ∀ω ∈ R+, (3.21)
la relation (3.20) devient :
∣∣H1ap (jω)∣∣ ≤M1 |KN | ∫ zN
−∞
eτNzdz =M1 |KN | eτNzN︸ ︷︷ ︸
H1ap
, ∀ω ∈ R+. (3.22)
H1ap(s) peut donc eˆtre majore´e, en termes de gain, par une constante H
1
ap de´pendant
de M1, des s
ν-poˆles λl, de leur multiplicite´ q et de l’ordre commensurable ν.
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3.2.3.2 – De´termination d’un majorant de H3ap
Lorsque z tend vers +∞, µ (e−z) peut eˆtre approxime´ par le rapport des termes de
plus haut degre´ du nume´rateur et du de´nominateur de la relation (3.15) :
µ
(
e−z
) ≈
z→+∞
KMe
−τMz (3.23)
ou` τM ∈ R+ est fonction de ν, q et KM ∈ R. Il existe donc une valeur zM telle que :∣∣µ (e−z)∣∣ ≤M3 |KM | e−τMz, z ∈ [zM ,+∞[ (3.24)
ou` M3 est un re´el positif supe´rieur a` 1.
L’expression deH3ap(s), associe´e a` la relation (3.24), permettent d’e´crire que ∀ω ∈ R+
∣∣H3ap (jω)∣∣ =
∣∣∣∣∣∣∣
∫ ∞
zM
µ (e−z)
jω
e−z
+ 1
dz
∣∣∣∣∣∣∣ ≤
∫ ∞
zM
∣∣∣∣∣∣∣
µ (e−z)
jω
e−z
+ 1
∣∣∣∣∣∣∣ dz ≤M3 |KM |
∫ ∞
zM
e−τMz∣∣∣∣ jωe−z + 1
∣∣∣∣dz. (3.25)
Sachant que :
1∣∣∣∣ jωe−z + 1
∣∣∣∣ ≤
1∣∣∣∣ jωe−zM + 1
∣∣∣∣ , ∀z ∈ [zM ,+∞[ , ∀ω ∈ R+ , (3.26)
la relation (3.25) devient :
∣∣H3ap (jω)∣∣ ≤ M3 |KM |∣∣∣∣ jωe−zM + 1
∣∣∣∣
∫ ∞
zM
e−τMzdz =
M3 |KM |∣∣∣∣ jωe−zM + 1
∣∣∣∣ τM e
−τMzM
︸ ︷︷ ︸
∣
∣
∣
∣
H3ap(jω)
∣
∣
∣
∣
, ∀ω ∈ R+. (3.27)
H3ap (s) peut ainsi eˆtre majore´e, en termes de gain, par une fonction rationnelle
entie`re H3ap(s).
3.2.3.3 – De´termination d’un majorant de H2ap(s)
H1ap(s) et H
3
ap(s) ont e´te´ majore´s en prenant la limite de leurs expressions pour
z tendant vers −∞ et +∞ respectivement. Une telle proce´dure n’est pas possible pour
H2ap(s). L’approximation de H
2
ap(s) passe par la discre´tisation de l’inte´grale intervenant
dans son expression.
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En utilisant la me´thode des trape`zes, la fonction de transfert H2ap(s) admet l’ap-
proximation suivante :
H2ap (s) ≈ H˜2ap (s) =
(zM − zN)
N
(
e−zNµ (e−zN )
2 (s+ e−zN )
+
e−zMµ (e−zM )
2 (s+ e−zM )
)
+
(zM − zN)
N
N−1∑
k=1
e−zN−k
(zM−zN )
N µ
(
e−zN−k
(zM−zN )
N
)
(
s+ e−zN−k
(zM−zN )
N
)
 , (3.28)
ou` N repre´sente le nombre d’intervalles utilise´ pour calculer l’inte´grale. Plus pre´cise´ment,
on peut e´crire : ∣∣H2ap (jω)∣∣ = ∣∣∣H˜2ap (jω)∣∣∣+ E2ap(ω), ∀ω ∈ R+ (3.29)
ou` l’erreur d’approximation E2ap(ω) est telle que :
E2ap(ω) ≤ E2ap(ω) =
∣∣(zM − zN)3∣∣
12N2
max
z∈[zN ...zM ]
∣∣∣∣ d2dz2
(
e−zµ (e−z)
jω + e−z
)∣∣∣∣ , ∀ω ∈ R+. (3.30)
Selon le syste`me e´tudie´, la borne E2ap(ω) de l’erreur peut eˆtre grande pour les deux
raisons qui suivent.
— N peut eˆtre choisi suffisamment petit pour re´duire l’ordre de la fonction de
transfert obtenue. Cela introduira cependant une erreur plus importante dans le
calcul de l’inte´grale.
— L’intervalle [zM ; zN ] doit eˆtre suffisamment grand pour minimiser
∥∥H1ap∥∥H∞ et∥∥H3ap∥∥H∞ et donc assurer une bonne pre´cision.
Une telle borne ne permet pas d’assurer une incertitude raisonnable sur l’erreur
d’approximation. En se basant sur le calcul de bornes propose´ dans [He´leschewitz, 2000],
nous proposons d’approximer la fonction
F
(
e−z, s
)
=
e−z
s+ e−z
(3.31)
sur l’intervalle [zk; zk+1]. La transforme´e de Laplace inverse de F (e
−z, s) est donne´e par :
f
(
e−z, t
)
= e−zete
−z
. (3.32)
Une interpolation line´aire de la fonction f (e−z, t) sur l’intervalle [zk; zk+1] est donne´e
par :
f˜
(
e−z, t
)
= f
(
e−zk , t
)( zk+1 − z
zk+1 + zk
)
+ f
(
e−zk+1 , t
)( z − zk
zk+1 + zk
)
. (3.33)
La fonction f (e−z, t) peut donc s’e´crire [Fortin, 2001] :
f
(
e−z, t
)
= f
(
e−zk , t
)( zk+1 − z
zk+1 + zk
)
+ f
(
e−zk+1 , t
)( z − zk
zk+1 + zk
)
+ ef (z, t) (3.34)
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ou` le terme d’erreur ef (z, t) est de´fini par :
ef (z, t) =
1
2 (z − zk) (z − zk+1)
[
d2f
(
e−z, t
)
dz2
]
z=ξ
= 12 (z − zk) (z − zk+1)
[
e−ze−te
−z − 3 (e−z)2 te−te−z + (e−z)3 t2e−te−z
]
z=ξ
(3.35)
avec ξ ∈ [zk, zk+1]. La transforme´e de Laplace de la fonction f (e−z, t) peut donc s’e´crire :
F
(
e−z, s
)
= F
(
e−zk , s
)( zk+1 − z
zk+1 + zk
)
+ F
(
e−zk+1 , s
)( z − zk
zk+1 + zk
)
+ Ef (z, s) (3.36)
avec :
Ef (z, s) =
1
2
(z − zk) (z − zk+1)
[
e−zs (s− e−z)
(s+ e−z)3
]
z=ξ
, ξ ∈ [zk, zk+1] . (3.37)
Les relations (3.36) et (3.37) permettent d’e´crire H2apk(s)=
∫ zk+1
zk
e−zµ (e−z)
s+ e−z
dz sous la
forme :
H2apk(s) = H˜
2
apk
(s) + E2apk(s) (3.38)
avec :
H˜2apk(s)=
e−zk
s+ e−zk
∫ zk+1
zk
µ
(
e−z
)( zk+1 − z
zk+1 + zk
)
dz +
e−zk+1
s+ e−zk+1
∫ zk+1
zk
µ
(
e−z
)( z − zk
zk+1 + zk
)
dz
(3.39)
ou`, d’apre`s [Fortin, 2001], l’erreur d’approximation est de´finie par :
E2apk(s) =
1
2
∫ zk+1
zk
µ
(
e−z
)
(z − zk) (z − zk+1)
[
e−zs (s− e−z)
(s+ e−z)3
]
z=ξ
dz, ξ ∈ [zk, zk+1] .
(3.40)
En appliquant l’ine´galite´ de Cauchy-Shwartz au gain du transfert de la relation
(3.40), on obtient ∀ω ∈ R+,
∣∣∣E2apk(jω)∣∣∣< 12
√∫ zk+1
zk
(µ (e−z))2dz
√√√√∫ zk+1
zk
∣∣∣∣∣(z − zk)(z − zk+1)
[
e−zjω (jω − e−z)
(jω + e−z)3
]
z=ξ
∣∣∣∣∣
2
dz
(3.41)
d’ou` ∀ω ∈ R+,
∣∣∣E2apk(jω)∣∣∣< 12[∥∥µ (e−z)∥∥L2][zk,zk+1]
√∫ zk+1
zk
(
|(z−zk)(z−zk+1)| max
z∈[zk,zk+1]
∣∣∣∣e−zjω(jω−e−z)(jω+e−z)3
∣∣∣∣)2dz.
(3.42)
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Finalement un majorant de l’erreur d’approximation est obtenu apre`s le calcul de
l’inte´grale dans la relation (3.42), soit ∀ω ∈ R+,∣∣∣E2apk(jω)∣∣∣ < 12 [∥∥µ (e−z)∥∥L2][zk,zk+1] maxz∈[zk,zk+1]
∣∣∣∣e−zjω (jω − e−z)(jω + e−z)3
∣∣∣∣
√
1
30
∣∣∣(zk+1 − zk) 52 ∣∣∣ .
(3.43)
On peut remarquer que la fonction
∣∣∣∣e−zjω (jω − e−z)(jω + e−z)3
∣∣∣∣ = ∣∣∣∣ e−zjω(jω + e−z)2
∣∣∣∣ =
ω
e−z
ω2
e−2z
+ 1
(3.44)
atteint son maximum, e´gal a`
1
2
, a` la pulsation ω = e−z.
Le terme Iµ,k =
[‖µ (e−z)‖L2][zk,zk+1] peut, quant a` lui, eˆtre calcule´ avec une tre`s
grande pre´cision car le pas de discre´tisation utilise´ pour e´valuer cette inte´grale n’a au-
cune incidence sur la complexite´ de l’approximation de H2apk(s). Ne´anmoins, une erreur
d’approximation, note´e Eµ,k, peut aussi eˆtre prise en compte :
Iµ,k = I˜µ,k + Eµ,k. (3.45)
La valeur de l’erreur Eµ,k peut eˆtre controˆle´e et minimise´e autant que ne´cessaire en
choisissant un pas de discre´tisation adapte´ sur l’intervalle [zk, zk+1].
Il est e´galement a` noter qu’une expression analytique de I˜µ,k peut eˆtre donne´e en
utilisant un polynoˆme d’interpolation pour repre´senter la fonction µ (e−z) sur [zk, zk+1],
une expression analytique de µ (e−z) e´tant en effet disponible.
L’erreur re´sultant de l’approximation de la fonction
H2ap (s) =
∫ zM
zN
e−zµ (e−z)
s+ e−z
dz (3.46)
par la fonction
H˜2ap(s)=
e−zN
s+e−zN
∫ zN+h
zN
µ
(
e−z
)( zk+1−z
zk+1−zk
)
dz+
e−zN+Nh
s+e−zN+Nh
∫ z
N
+Nh
z
N
+(N−1)h
µ
(
e−z
)( z−zk
zk+1−zk
)
dz
N−1∑
k=1
e−zN−kh
s+ e−zN−kh
(∫ zN+kh
zN+(k−1)h
µ
(
e−z
)(z − zN − (k − 1)h
h
)
dz+
∫ zN+(k+1)h
zN+kh
µ
(
e−z
)(zN + (k + 1)h− z
h
)
dz
)
(3.47)
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est majore´e par :
N∑
k=1
∣∣∣E2apk(jω)∣∣∣ <N−1∑
k=0
1
2
[∥∥µ (e−z)∥∥
L2
]
[zN+kh,zN+(k+1)h]
max
z∈[zN+kh,zN+(k+1)h]
∣∣∣∣e−zjω (jω − e−z)(jω + e−z)3
∣∣∣∣
√
1
30
h
5
2 = E2ap(ω), ∀ω ∈ R+.
(3.48)
Soit apre`s simplification :
E2ap (ω) =
1
2
√
1
30
h
5
2
N−1∑
k=0
(
I˜µ,k + Eµ,k
)
max
z∈[zN+kh,zN+(k+1)h]
∣∣∣∣∣∣∣∣
ω
e−z(
ω2
e−2z
+ 1
)
∣∣∣∣∣∣∣∣ , ∀ω ∈ R+
(3.49)
avec :
h =
zM − zN
N
. (3.50)
Pour re´sumer, le transfert H2ap(s) peut eˆtre approxime´ par une fonction rationnelle
entie`re H˜2ap(s). L’e´cart, en termes de gain, entre H
2
ap(s) et son approximation H˜
2
ap(s) peut
eˆtre majore´ par E2ap(ω).
3.2.3.4 – De´finition du mode`le entier incertain
Les de´veloppements pre´ce´dents permettent de de´terminer un majorant Hap(s) de la
partie ape´riodique Hap(s) tel que :
|Hap(jω)| ≤
∣∣Hap(jω)∣∣ , ∀ω ∈ R+. (3.51)
Le gain de ce majorant est donne´ par :∣∣Hap(jω)∣∣ = ∣∣∣H˜2ap(jω)∣∣∣+ Eap (ω) (3.52)
ou` le majorant de l’erreur d’approximation Eap (ω) de la partie ape´riodique est obtenu en
conside´rant H1ap et
∣∣∣H3ap(jω)∣∣∣ comme des termes d’erreur en basses et hautes fre´quences
respectivement, soit :
Eap (ω) = E2ap (ω) +H
1
ap +
∣∣∣H3ap(jω)∣∣∣ . (3.53)
H1ap est une constante donne´e par (3.22), H˜
2
ap(s) et H
3
ap(s) sont des transferts entiers
respectivement donne´s par (3.27) et (3.29) et E2ap (ω) est une fonction de ω donne´e par
(3.49).
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Ayant de´fini un majorant de la partie ape´riodique, l’ensemble du mode`le non entier
(constitue´ d’une partie ape´riodique mais aussi d’une partie exponentielle) peut eˆtre majore´
par le transfert H(s) tel que :
|H(jω)| ≤ ∣∣H(jω)∣∣ , ∀ω. (3.54)
Le gain de ce transfert est donne´ par :∣∣H(jω)∣∣ = |H0(jω)|+ Eap (ω) (3.55)
ou` |H0(jω)| est le gain du transfert entier :
H0(s) = Hexp(s) + H˜
2
ap(s). (3.56)
H0(s) est une fonction de transfert entie`re puisqu’elle est la somme de transferts
entiers. Le mode`le non entier est ainsi majore´, en termes de gain, par un mode`le entier
H0(s) interconnecte´ avec une erreur dynamique Eap (ω) non rationnelle.
Plusieurs approches sont possibles pour e´crire le majorant H(s) comme un mode`le
entier incertain. L’une d’entre elles consiste a` e´crire la partie ape´riodique Hap(s) comme
un mode`le incertain H iap(s) en traitant l’erreur dynamique Eap(ω) comme une incerti-
tude multiplicative affectant H˜2ap(s) conside´re´ comme le mode`le nominal de la partie
ape´riodique. Soit Wap(s) un filtre entier mode´lisant l’erreur relative E
r
ap(ω) entre Hap(s)
et son approximation entie`re H˜2ap(s). Cette erreur relative peut s’e´crire :
Erap(ω) =
Eap(ω)∣∣∣H˜2ap(jω)∣∣∣ − 1, ∀ω ∈ R+. (3.57)
Erap(ω) n’e´tant pas une fonction rationnelle entie`re, un filtre Wap(s) ve´rifiant :∣∣Erap(ω)∣∣ ≤ |Wap(jω)| , ∀ω ∈ R, (3.58)
est introduit.
La relation pre´ce´dente permet de rede´finir la partie ape´riodique Hap(s) comme le
mode`le entier incertain
H iap(s) = H˜
2
ap(s) (1 +Wap(s)δ(s)) , (3.59)
repre´sente´ sur la figure 3.5 ou` δ(s) est une incertitude dynamique normalise´e telle que
‖δ(s)‖H∞ < 1.
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wδzδ
u yap
H˜2ap(s)
Wap(s)δ(s)
H iap(s)
+ +
Figure 3.5 – Repre´sentation de Hap(s) comme un mode`le entier H˜
2
ap(s) affecte´ par une
incertitude multiplicative δ(s)
wδ
wδ
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zδ
u uy
yHexp(s)
H˜2ap(s)
Wap(s)δ(s)
δ(s)
H iap(s)
H i1(s)
H i1(s)
H01 (s)
H01 (s)++
+ +
Figure 3.6 – Repre´sentation de H(s) comme un mode`le entier incertain en re´e´crivant
Hap(s) comme un mode`le incertain
Finalement, H(s) peut s’e´crire comme le mode`le entier incertain H i1(s) repre´sente´
sur la figure figure 3.6, ou` le mode`le entier nominal H01 (s) de´pend de Hexp(s), de H˜
2
ap(s)
et de Wap(s).
Une autre approche consiste a` entie`rement re´e´crire H(s) comme le mode`le entier
H0(s) de´fini par la relation (3.56), affecte´ par une incertitude multiplicative. L’erreur
relative Er(s) entre le mode`le non entier H(s) et le mode`le entier H0(s) s’e´crit alors :
Er(s) =
H(s)
H0(s)
− 1. (3.60)
Er(s) n’e´tant pas un transfert entier, on introduit comme pre´ce´demment un filtre Wm(s)
ve´rifiant :
|Er(jw)| ≤ |Wm(jω)| , ∀ω ∈ R, (3.61)
et permettant de rede´finir H(s) comme le mode`le entier incertain
H im(s) = H0(s) (1 +Wm(s)δ(s)) (3.62)
repre´sente´ sur la figure 3.7.
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H0(s)
Wm(s) δ(s)
δ(s)
H im(s)
H im(s)H0m(s)
H0m(s)
Figure 3.7 – Repre´sentation de H(s) comme un mode`le entier H0m(s) affecte´ par une
incertitude multiplicative
Afin d’illustrer la me´thodologie pre´sente´e dans les paragraphes pre´ce´dents, cette
dernie`re est a` pre´sent applique´e a` un exemple acade´mique.
3.2.3.5 – Exemple
Conside´rons le mode`le non entier commensurable d’ordre ν de´crit par la fonction de
transfert :
H (s) =
K
(
sν
z1
+ 1
)
(
sν
λ1
+ 1
)(
sν
λ2
+ 1
)(
sν
λ3
+ 1
) (3.63)
ou` ν = 0.5, z1 = 2, λ1 = −0.1 + 0.2j, λ2 = −0.1− 0.2j et λ3 = 100.
La de´composition en e´le´ments simples de H(s) permet d’e´crire :
H (s) =
k1(
sν
λ1
+ 1
) + k2(
sν
λ2
+ 1
) + k3(
sν
λ3
+ 1
) (3.64)
avec :
k1 =
−Kλ1λ2λ3(λ1−z1)
z1 (−λ2 + λ1) (−λ3 + λ1) ;
k2 =
Kλ1λ2λ3(λ2−z1)
z1 (−λ2 + λ1) (−λ3 + λ2) ;
k3 =
−Kλ1λ2λ3(λ3−z1)
z1 (−λ3 + λ1) (−λ3 + λ2) .
(3.65)
D’apre`s les relations (1.65) et (1.66), les sν-poˆles −λ1 et −λ2 ge´ne`rent deux poˆles
p1 = −0.03 + 0.04j et p2 = −0.03− 0.04j.
Les relations (3.9), (3.64) et (3.65) permettent de de´terminer la partie exponentielle
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de H(s) :
Hexp (s) =
k1
λ1ν
(
s
p1
− 1
) + k2
λ2ν
(
s
p2
− 1
) . (3.66)
La partie ape´riodique de H(s) vaut, quant a` elle :
Hap (s) =
∫ ∞
−∞
µ (e−z)
s
e−z
+ 1
dz (3.67)
ou` la fonction µ (e−z), repre´sente´e sur la figure 3.8, est de´finie par :
µ
(
e−z
)
=
sin (νπ)
π
3∑
i=1
kie
−νz
e−2νz − 2λie−νz cos (νπ) + λ2i
. (3.68)
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Figure 3.8 – Repre´sentation de la fonction µ (e−z)
Le trace´ de la figure 3.9.a, repre´sentant |µ (e−z)| et son approximation lorsque z tend
vers −∞, permet de ve´rifier que :∣∣µ (e−z)∣∣ ≤ |KN | eτNz, z ∈ ]−∞, zN ] (3.69)
avec
KN =
sin (νπ)
π
(
k1
(
λ22 + λ
2
3
)
+ k2
(
λ21 + λ
2
3
)
+ k3
(
λ21 + λ
2
2
))
, τN = 3ν, zN = −8 .
(3.70)
De meˆme, la figure 3.9.b permet de ve´rifier que :∣∣µ (e−z)∣∣ ≤M |KM | e−τMz, z ∈ [zM ,+∞[ (3.71)
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avec
KM =
sin (νπ)
π
(
k1
λ21
+
k2
λ22
+
k3
λ23
)
, τM = ν, zM = 9, M = 1.2 . (3.72)
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Figure 3.9 – Majorants de |µ (e−z)|, (a) lorsque z ∈ ]−∞, zN ], (b) lorsque z ∈ [zM ,+∞[
Les majorants de |µ (e−z)| pre´ce´dents permettent de de´terminer H1ap et H3ap(s) qui
majorent respectivement H1ap et H
3
ap en termes de gain. Ceci est confirme´ par la figure
3.10 repre´sentant ces diffe´rents transferts. Il est par ailleurs a` noter, comme explique´
pre´ce´demment, que H1ap est une constante et que H
3
ap(s) est un transfert entier.
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Figure 3.10 – Majorants de
∣∣H1ap∣∣ et ∣∣H3ap∣∣
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La fonction H˜2ap(s) et l’erreur d’approximation E
2
ap(ω) sont ensuite calcule´es en
de´coupant l’intervalle [zN , zM ] (zN = −8 et zM = 9) en N = 15 morceaux et en uti-
lisant les relations (3.47) et (3.49) respectivement. La fonction H˜2ap(s) ainsi obtenue ayant
48 poˆles, un plus petit nombre N de cellules sera utilise´ pour la synthe`se afin d’e´viter
d’obtenir des correcteurs d’ordre trop e´leve´s.
Une fois H1ap, H˜
2
ap(s), H
3
ap(s) et Eap(ω) calcule´s, le transfert Hap(s) est de´termine´ en
utilisant la relation (3.52). Sur la figure 3.11 sont repre´sente´s :
— l’erreur dynamique Eap(ω) ;
— le gain de la partie ape´riodique Hap(s) obtenu en calculant la diffe´rence entre le
mode`le non entier H(s) et la partie exponentielle Hexp(s) ;
— le gain de l’approximation de la partie ape´riodique H˜2ap(s) calcule´e par la me´thode
d’inte´gration des trape`zes ;
— le gain du majorant de la partie ape´riodique Hap(s).
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Figure 3.11 – Erreur Eap (ω) et approximation de Hap(s)
Afin de de´terminer le mode`le entier incertain associe´ a` H(s), l’erreur relative et le
filtre Wm(s) donne´s respectivement par les relation (3.60) et (3.61) sont repre´sente´s sur
la figure 3.12.
Le mode`le incertain H im(s) peut maintenant eˆtre de´termine´ en utilisant la relation
(3.62). La figure 3.13 fait apparaˆıtre les gains de la re´ponse fre´quentielle du mode`le non
entier H(s) et du mode`le nominal H0(s) ainsi que ceux du mode`le entier incertain H
i
m(s)
pour un tirage ale´atoire d’e´le´ments incertains δ(s) ve´rifiant ‖δ(s)‖H∞ < 1.
Cette figure permet de ve´rifier que la re´ponse fre´quentielle du mode`le non entierH(s)
est bien contenue dans le faisceau de re´ponses fre´quentielles du mode`le entier incertain
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Figure 3.12 – Erreur relative Er(s) et gain du filtre Wm(s)
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Figure 3.13 – Comparaison des gains du mode`le non entier H(s), du mode`le nominal
H0(s) et du mode`le entier incertain H
i
m(s)
H im(s). Ce mode`le entier incertain sera utilise´ pour la synthe`se de lois de commande H∞
dans la partie suivante.
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3.3 – Commande H∞ d’un mode`le non entier repre´sente´
a` partir de sa partie exponentielle et de sa partie
ape´riodique
Dans les paragraphes pre´ce´dents, nous avons de´veloppe´ une me´thodologie permet-
tant de reformuler un mode`le non entier comme un mode`le entier affecte´ d’une incertitude.
Cette me´thodologie, base´e sur la de´composition en une partie exponentielle et une partie
ape´riodique d’un mode`le non entier, a conduit a` l’obtention de deux mode`les incertains
H i1(s) et H
i
m(s), respectivement repre´sente´s sur les figures 3.6 et 3.7.
Ces mode`les incertains sont mis a` profit, dans le paragraphe suivant, pour e´valuer
la stabilite´ et les performances du mode`le non entier. Dans un second paragraphe, nous
e´tudierons comment synthe´tiser des lois de commande H∞ permettant de garantir un
certain niveau de performances vis-a`-vis du mode`le non entier initial.
3.3.1 – Analyse en stabilite´ et en performances
Les deux mode`les incertains H i1(s) et H
i
m(s) peuvent s’e´crire sous la forme d’une
interconnexion telle que celle de la figure 3.14 ou` le mode`le nominal H0δ (s) correspond,
selon le cas, a` H01 (s) ou H
0
m(s).
wδ zδ
u y
δ(s)
H i(s)
H0δ (s)
Figure 3.14 – Formulation d’un mode`le non entier H(s) comme un mode`le entier incer-
tain H i(s)
Une approche naturelle pour e´tudier la stabilite´ et les performances du mode`le non
entier est ainsi d’effectuer une analyse de stabilite´ et de performances robustes du mode`le
entier H0(s) interconnecte´ avec un e´le´ment incertain δ(s) tel que ‖δ(s)‖H∞ < 1. L’e´tude
du transfert Tyu(s) = Fu(H
0
δ (s), δ(s)) permet ainsi de garantir un niveau de performances
vis-a`-vis du mode`le de de´part. De meˆme, si le mode`le entier incertain est robustement
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stable, alors le mode`le non entier initial l’est aussi. Dans le cas contraire, il n’est pas
possible de conclure quant a` l’instabilite´ du mode`le non entier.
Cet inconve´nient peut ne´anmoins eˆtre leve´ en analyse. En effet, l’obtention du
mode`le incertain H i(s) est base´e sur l’interconnexion de la partie exponentielle et de
la partie ape´riodique du mode`le non entier. Or, comme nous le rappelons dans ce qui suit,
la partie ape´riodique est ne´cessairement stable et la seule partie exponentielle permet de
conclure sur la stabilite´ du mode`le non entier sans pessimisme.
D’apre`s les re´sultats du paragraphe 1.3.5.1 sur la de´composition modale d’un mode`le
non entier, la partie exponentielle hexp(t) s’exprime comme une combinaison line´aire
d’e´le´ments, appele´s modes propres, de re´ponses impulsionnelles donne´es par la relation
(1.67), soit :
hλl,qexp (t) =
nKλl∑
j=1
pλlj
λql
Qq−1
(
1
ν
, tpλlj
)
etp
λl
j . (3.73)
De meˆme, la partie ape´riodique s’e´crit comme la somme de termes modaux de´finis
par la relation (1.69), soit :
hλlap(t) =
∫ +∞
0
µλl,q(χ)e−tχdχ. (3.74)
Etant donne´ le comportement asymptotique de la fonction e−tχ lorsque t tend vers
+∞, il est assez aise´ de conclure que tous les modes ape´riodiques sont stables. Il en va
donc de meˆme pour la partie ape´riodique.
L’e´tude de la stabilite´ de mode`les non entiers de´crits par une de´composition en
partie exponentielle et partie ape´riodique se re´sume donc a` l’e´tude de la stabilite´ des
modes propres de la partie exponentielle. Ces modes propres correspondent aux poˆles pλlj
de l’e´quation (3.73). Si l’ensemble des poˆles est a` partie re´elle ne´gative, alors la partie
exponentielle est stable. Il en va alors de meˆme pour le mode`le non entier.
3.3.2 – Commande H∞
Le mode`le entier incertainH i(s) de la figure 3.14 est a` pre´sent utilise´ pour la synthe`se
de lois de commande H∞ selon la me´thodologie pre´sente´e dans le chapitre 2. Ce mode`le est
alors mis sous la forme standard de la figure 3.15 ou` H0aug(s) contient le mode`le nominal
H0δ (s) augmente´ de fonctions de ponde´rations. Ces fonctions de ponde´rations jouent le
roˆle de gabarits fre´quentiels impose´s a` diffe´rents transferts du syste`me boucle´.
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wδ zδ
wp zp
u y
δ(s)
K(s)
H0aug(s)
Figure 3.15 – Proble`me standard de synthe`se H∞
Le transfert Tzpwp(s) entre les entre´es et sorties de performances wp et zp permet
alors de ve´rifier si les contraintes fre´quentielles sont satisfaites. Le proble`me de synthe`se
consiste donc a` de´terminer une loi de commande K stabilisante telle que :
‖Tzpwp(K, δ, s)‖∞ < 1, ∀δ(s) t.q. ‖δ(s)‖H∞ < 1. (3.75)
La contrainte pre´ce´dente peut eˆtre prise en compte en introduisant un bloc incertain
fictif ∆p(s) selon le sche´ma de la figure 3.16.
w =
[
wδ
wp
]
z =
[
zδ
zp
]
u y
δ(s) 0
0 ∆p(s)
K(s)
H0aug(s)
H iaug(s)
Figure 3.16 – Proble`me de synthe`se H∞ faisant intervenir le bloc incertain fictif ∆p(s)
Le proble`me H∞ consiste alors a` de´terminer un correcteur K(s) ve´rifiant :
‖Fl(H0aug, K(s))‖∞ < 1. (3.76)
Si la relation (3.76) est satisfaite, le mode`le entier incertain ve´rifie les contraintes
fre´quentielles et donc le mode`le non entier e´galement. Dans le cas contraire, il n’est pas
possible de conclure et les contraintes doivent eˆtre relaˆche´es.
Le choix des fonctions de ponde´ration ainsi que l’obtention du mode`le augmente´
H0aug(s) peut eˆtre re´alise´ selon la me´thodologie classique du H∞ [Duc et Font, 1999].
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Ceci n’est donc pas traite´ ici dans le cas ge´ne´ral mais illustre´ dans l’exemple de la partie
suivante.
3.4 – Application
Soit le mode`le non entier commensurable d’ordre ν = 0.5 e´tudie´ dans la partie
pre´ce´dente et dont la fonction de transfert est rappele´e ci-dessous :
H (s) =
K
(
sν
z1
+ 1
)
(
sν
λ3
+ 1
)(
sν
λ2
+ 1
)(
sν
λ3
+ 1
) (3.77)
ou` ν = 0.5, z1 = 2, λ1 = −0.1 + 0.2j, λ2 = −0.1− 0.2j et λ3 = 100.
La de´composition du mode`le (3.77) en partie exponentielle et partie ape´riodique a
e´te´ effectue´e au paragraphe 3.2.3.5 et H(s) a e´te´ approxime´ par le mode`le entier incer-
tain H i(s) de´crit par la relation (3.62). Conforme´ment aux spe´cifications du paragraphe
3.3.2, le mode`le incertain Hi(s) est maintenant utilise´ pour calculer un correcteur dyna-
mique K(s) asservissant le mode`le non entier H(s) tout en ve´rifiant des contraintes de
performances.
δ(s)
wδ
ym
zδ
wp
zp1
zp2
H0(s)
Wm(s)
W1(s)
W2(s)
ε
u
y
K(s)
H i(s)
+ +
+−
Figure 3.17 – Asservissement du mode`le entier incertain H i(s)
Le sche´ma bloc du syste`me asservi est repre´sente´ sur la figure 3.17. Les performances
du syste`me asservi sont mesure´es a` l’aide de la fonction de sensibilite´ de l’entre´e Si(s)
entre wp et l’erreur ε :
Tεwp(s) = Si(s) =
1
1 +K(s)H i(s)
, (3.78)
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et de la fonction de sensibilite´ de la commandeKSi(s) entre la re´fe´rence wp et la commande
u :
Tuwp(s) = KSi(s) = K(s)Si(s). (3.79)
Afin d’imposer des contraintes sur ces transferts, des fonctions de ponde´rationW1(s)
et W2(s) sont introduites. Plus pre´cise´ment, W
−1
1 (s) et W
−1
2 (s) jouent le roˆle de gabarits
fre´quentiels sur les transferts Si(s) et KSi(s) respectivement : |Si(jω)| <
∣∣W−11 (jω)∣∣
|KSi(jω)| <
∣∣W−12 (jω)∣∣ , ∀ω ∈ R+, ∀δ(s) t.q. ‖δ(s)‖H∞ < 1. (3.80)
Les contraintes (3.80) sont satisfaites s’il existe K(s) tel que :∥∥∥∥∥ W1(s)Si(s)W2(s)KSi(s)
∥∥∥∥∥
∞
< 1, (3.81)
c’est-a`-dire s’il existe K(s) tel que :
‖Fl(H0aug, K(s))‖∞ < 1. (3.82)
En effet, si la contrainte (3.81) est satisfaite, alors les contraintes suivantes le sont
e´galement :  ‖W1(s)S(s)‖H∞ < 1‖W2(s)KS(s)‖H∞ < 1 . (3.83)
Les contraintes pre´ce´dentes sont e´quivalentes a` : ‖S(s)‖H∞ <
∥∥W−11 (s)∥∥H∞
‖KS(s)‖H∞ <
∥∥W−12 (s)∥∥H∞ . (3.84)
et donc a` (3.80).
Il faut noter que le filtre Wm(s) mode´lisant l’erreur relative peut e´galement eˆtre
perc¸u comme une contrainte sur le transfert KSi(s). Le filtre W2(s) n’a donc une utilite´
que s’il est plus contraignant, en termes de gain, que Wm(s) (et a minima sur une bande
de fre´quences). Pour cette application acade´mique, les fonctions de ponde´ration W1(s) et
W2(s) sont choisies comme suit :
W1(s) =
0.01 (s+ 0.1)
s+ 10−5
, (3.85)
W2(s) =
7.1 · 104 (s+ 0.1)
s+ 104
. (3.86)
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Le choix des ponde´rations pour remplir des contraintes de performances (rapidite´,
pre´cision, rejet de perturbations...) sera discute´ dans le chapitre 5.
Afin de synthe´tiser le correcteur K(s), il convient de de´terminer le mode`le augmente´
H0aug(s) prenant en compte le mode`le nominal H0(s), les contraintes de performances
W1(s) et W2(s) ainsi que le filtre Wm(s) utilise´ dans l’e´criture de l’incertitude multipli-
cative. Les repre´sentations d’e´tat associe´es a` ces diffe´rents transferts sont de´finies comme
suit :
H0
{
x0(t) = A0 x0(t) + B0 u(t)
y(t) = C0 x0(t) +D0 u(t)
, (3.87)
Wm
{
ηm(t) = Am ηm(t) + Bm wδ(t)
ym(t) = Cm ηm(t) +Dm wδ(t)
, (3.88)
W1
{
η1(t) = A1 η1(t) + B1 ε(t)
zp1(t) = C1 η1(t) +D1 ε(t)
(3.89)
et
W2
{
η2(t) = A2 η2(t) + B2 u(t)
zp2(t) = C2 η2(t) +D2 u(t)
. (3.90)
Le mode`le augmente´ est alors de´fini par la repre´sentation d’e´tat :
H0aug

x(t) = A x(t) + Bu u(t) + Bw w(t)
y(t) = Cy x(t) +Dyu u(t) +Dyw w(t)
z(t) = Cz x(t) +Dzu u(t) +Dzw w(t)
(3.91)
ou` w =
[
wδ w
T
p
]T
et :
A=

A0 0 B0Cm 0
−B1C0 A1 0 −B1D0Cm
0 0 A2 0
0 0 0 Am
 , Bw=

0 B0Dm
B1 −B1D0Dm
0 0
0 Bm
 , Bu=

B0
−B1D0
B2
0

Cz=

−D1C0 C1 0 −D1D0Cm
0 0 C2 0
0 0 0 0
 , Dzw=

D1 −D1D0Dm
0 0
0 0
 , Dzu=

−D1D0
D2
I

Cy=
[
C0 0 D0Cm
]
, Dyw=
[
0 D0Dm
]
et Dyu=−D0.
(3.92)
La boˆıte a` outils ≪ Robust Control ≫ du logiciel matlab est utilise´e pour re´soudre
le proble`me standard H∞, c’est-a`-dire de´terminer un correcteur stabilisant K(s) tel que
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‖Fl(H0aug, K(s))‖∞ < 1. Les figures 3.18 et 3.19 repre´sentent respectivement les fonctions
de sensibilite´ S(s) et KS(s) associe´es au mode`le nominal, au mode`le incertain et au
mode`le non entier, ainsi que les gabarits fre´quentiels associe´s.
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Figure 3.18 – Comparaison du filtre W−11 (s) aux fonctions de sensibilite´ de l’entre´e
du mode`le nominal note´e S0(s), du mode`le non entier note´e Sne(s) et du mode`le entier
incertain Si(s)
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Figure 3.19 – Comparaison du filtreW−12 (s) aux fonctions de sensibilite´ de la commande
du mode`le nominal note´eKS0(s), du mode`le non entier note´eKSne(s) et du mode`le entier
incertain KSi(s)
La contrainte ‖Fl(Haug0 , K(s))‖∞ < 1 ayant e´te´ respecte´e lors de la synthe`se du
correcteur, il est donc naturel de constater que les fonctions de sensibilite´ S(s) et KS(s)
respectent les gabarits fre´quentiels impose´s, aussi bien pour le mode`le nominal que pour
le mode`le entier incertain. Le mode`le non entier e´tant une re´alisation possible du mode`le
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entier incertain, il ve´rifie donc e´galement ces meˆmes contraintes de performances. En
outre, l’e´tude des poˆles de la fonction de transfert du mode`le non entier H(s) boucle´ par
le correcteur entier K(s) confirme sa stabilite´.
Les re´ponses temporelles du mode`le non entier initial H(s) et du mode`le boucle´
Hbf (s) (transfert entre wp et y) a` un e´chelon unitaire sont repre´sente´es sur la figure 3.20.
On constate que le mode`le boucle´ est plus stable (pas de de´passement) et plus rapide car
son temps de re´ponse a` 5% est d’environ 240 s contre plus de 2000 s pour le proce´de´ H(s).
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Figure 3.20 – Re´ponses temporelles a` un e´chelon unitaire du mode`le non entier initial
H(s) (gauche) et du mode`le boucle´ Hbf (s) (droite) par le correcteur par retour de sortie
K(s) calcule´ a` partir du mode`le entier incertain
L’approche pre´sente´e, base´e sur la de´composition d’un mode`le non entier en une
partie exponentielle et une partie ape´riodique (ou diffusive), permet donc bien de ge´ne´rer
des correcteurs H∞ stabilisants et re´pondant a` des contraintes de performances impose´es
au mode`le non entier.
3.5 – Conclusion
Dans ce chapitre, une me´thode de synthe`se H∞ pour des mode`les non entiers a
e´te´ propose´e. Cette me´thode est base´e sur l’approximation du mode`le non entier par un
mode`le entier incertain a` partir de sa de´composition en une partie exponentielle et une
partie ape´riodique.
Pour ce faire, la partie ape´riodique (ou partie diffusive) a e´te´ approxime´e en uti-
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lisant une proce´dure d’inte´gration nume´rique base´e sur la me´thode des trape`zes. Cette
me´thode ge´ne`re toutefois une erreur relative qui a e´te´ prise en compte sous la forme d’une
incertitude multiplicative affectant un mode`le nominal entier. Un exemple acade´mique a
permis d’illustrer cette de´composition.
Une fois le mode`le incertain de´fini, il a e´te´ montre´ qu’il pouvait eˆtre utilise´ pour
de´terminer la stabilite´ du mode`le non entier et e´valuer ses performances par le calcul de la
norme H∞ d’un mode`le augmente´. Ce meˆme mode`le augmente´ a ensuite e´te´ utilise´ afin de
calculer des correcteurs permettant d’atteindre un objectif de performances garanti, aussi
bien pour le mode`le entier incertain que pour le mode`le non entier de de´part. L’exemple
acade´mique pre´ce´dent a confirme´ que cette approche permet de de´terminer des correcteurs
entiers garantissant que le mode`le non entier respecte les contraintes H∞ spe´cifie´es.
Bien que l’approche propose´e dans ce chapitre utilise les me´thodes H∞ de´veloppe´es
pour les mode`les entiers, la de´composition du mode`le non entier en une partie expo-
nentielle et une partie ape´riodique et l’obtention du mode`le incertain associe´ peuvent
s’ave´rer fastidieuses. Nous proposerons donc, dans le chapitre suivant, des conditions LMI
de synthe`se H∞ directement applicables a` des mode`les non entiers.
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Chapitre 4 – Commande H∞ base´e sur des mode`les non entiers de´crits par leur pseudo
repre´sentation d’e´tat
4.1 – Introduction
Dans le chapitre 1, il a e´te´ montre´ qu’un syste`me non entier commensurable admet
une pseudo repre´sentation d’e´tat de forme similaire a` celle des syste`mes entiers. Dans
ce chapitre, cette similitude est mise a` profit pour e´tendre les me´thodes de commande
H∞, de´veloppe´es pour des mode`les entiers sous forme de repre´sentation d’e´tat, au cas des
mode`les non entiers.
Parmi les diffe´rentes me´thodes de synthe`se de correcteurs H∞ de´veloppe´es pour
des mode`les entiers, nous conside´rons ici celles formule´es a` l’aide d’ine´galite´s matricielles
line´aires (LMI). En effet, ces dernie`res peuvent eˆtre re´solues efficacement a` l’aide des outils
mathe´matiques de la programmation semi-de´finie positive (SDP). De plus, compare´es
aux me´thodes analytiques (comme les e´quations de Riccati par exemple), l’approche LMI
pre´sente une plus grande flexibilite´ lui permettant notamment d’aborder des proble`mes
de commande complexes [Boyd et al., 1994, Skelton et al., 1997].
Ce chapitre est divise´ en trois parties. D’abord des conditions LMI permettant l’ana-
lyse en stabilite´ des mode`les non entiers sont pre´sente´es. Ces conditions LMI sont base´es
sur des approches diffe´rentes (repre´sentation du domaine d’instabilite´, transformation
alge´brique...) mais ne font pas intervenir dans leur de´veloppement la notion d’e´tat et les
the´ories associe´es (notamment la the´orie de Lyapunov). Ensuite, l’outil LMI est utilise´
pour le calcul de la norme H∞ des mode`les non entiers. Enfin, les re´sultats pre´ce´dents
permettent de de´velopper des conditions LMI pour la commande H∞ a` base de mode`les
non entiers faisant intervenir des lois de commande de type retour d’e´tat et retour de
sortie dynamique.
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4.2 – Me´thodes LMI pour l’analyse en stabilite´ des
syste`mes dynamiques non entiers
La plupart des me´thodes LMI d’analyse de stabilite´ de syste`mes LTI d’ordre entier
de´rivent de la stabilite´ au sens de Lyapunov. Les paragraphes qui suivent, pre´sentent
brie`vement la the´orie de Lyapunov ainsi que les crite`res de stabilite´ associe´s, formule´s a`
l’aide de LMI. Leur extension aux mode`les non entiers est ensuite pre´sente´e.
4.2.1 – Le crite`re de Lyapunov
Conside´rons le syste`me LTI entier de´crit par la repre´sentation d’e´tat :{
Dx(t) = Ax(t) + Bu(t)
y(t) = Cx(t) +Du(t)
(4.1)
ou` u(t) est l’entre´e, y(t) la sortie et x(t) le vecteur d’e´tat du syste`me.
D’apre`s Lyapunov, la stabilite´ interne du syste`me (4.1) peut eˆtre e´tudie´e en analysant
le syste`me autonome
Dx(t) = Ax(t). (4.2)
Le syste`me (4.2) est globalement asymptotiquement stable si et seulement s’il existe
une fonction de Lyapunov ve´rifiant les hypothe`ses du the´ore`me 2.2.8. Soit P = P T ∈ Rn×n
de´finie positive, la fonction
V (x) = x(t)TPx(t) (4.3)
est une fonction candidate car elle ve´rifie les trois premie`res hypothe`ses du the´ore`me 2.2.8.
Pour qu’elle soit une fonction de Lyapunov, il est ne´cessaire que sa de´rive´e soit
ne´gative le long des trajectoires du syste`me, c’est-a`-dire :
V˙ (x) = x˙(t)TPx(t) + x(t)TPx˙(t) < 0. (4.4)
En remplac¸ant x˙(t) par son expression issue de (4.2), l’ine´galite´ (4.4) devient :
V˙ (x) = x(t)T
(
ATP + PA
)
x(t) < 0. (4.5)
L’analyse en stabilite´ interne du syste`me (4.1) se re´duit donc au proble`me de faisa-
bilite´ LMI suivant.
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The´ore`me 4.2.1 (Crite`re de stabilite´ d’un syste`me entier - formulation LMI)
Le syste`me (4.1) est stable si et seulement s’il existe une matrice P = P T ∈ Rn×n > 0
telle que :
ATP + PA < 0. (4.6)
Remarque 4.2.2 Dans le cas ge´ne´ral (non LTI), il n’existe aucune me´thode permettant
de de´terminer l’ensemble des fonctions candidates du the´ore`me 2.2.8. L’incapacite´ a` trou-
ver une fonction candidate V (x) n’implique pas l’instabilite´ du syste`me.
Remarque 4.2.3 Le the´ore`me 4.2.1 fournit une condition ne´cessaire et suffisante de
stabilite´ interne. Sachant par ailleurs qu’un syste`me entier est stable si et seulement si
toutes les valeurs propres de la matrice dynamique A appartiennent au demi-plan com-
plexe gauche (fig. 2.2.b), le the´ore`me 4.2.1 peut donc e´galement eˆtre vu comme un crite`re
permettant de tester l’appartenance des valeurs propres de la matrice A au domaine de
stabilite´ d’un syste`me entier.
4.2.2 – Me´thodes LMI pour l’analyse en stabilite´ des mode`les non
entiers
De´velopper un crite`re de stabilite´ similaire a` celui du the´ore`me 4.2.1 pour des
mode`les non entiers de´crits par une pseudo repre´sentation d’e´tat ne peut faire appel
a` la the´orie de Lyapunov. En effet, comme montre´ dans la partie 1.3.3, le vecteur x(t) de
la pseudo repre´sentation d’e´tat ne repre´sente pas l’e´tat du syste`me.
Cependant, comme indique´ dans la remarque 4.2.3, le proble`me LMI du the´ore`me
4.2.1 peut e´galement eˆtre vu comme un crite`re d’appartenance des valeurs propres de la
matrice A au demi-plan gauche. Tester l’appartenance des valeurs propres d’une matrice
a` une re´gion particulie`re du plan complexe peut eˆtre re´solu en utilisant le formalisme des
re´gions LMI introduit par Chilali [Chilali, 1996].
Ces re´sultats sont la base des crite`res LMI de stabilite´ des mode`les non entiers
pre´sente´s dans cette partie.
Dans un premier paragraphe, le cas d’un ordre 1 < ν < 2 est conside´re´. Le domaine
de stabilite´ associe´ est alors convexe et peut eˆtre de´crit a` l’aide de re´gions LMI.
Le cas 0 < ν < 1 est ensuite aborde´. Dans ce cas, le domaine de stabilite´ n’est plus
convexe et ne peut eˆtre de´crit par des re´gions LMI.
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4.2.2.1 – Cas 1 < ν < 2
La stabilite´ interne (et donc BIBO) d’un syste`me non entier commensurable d’ordre
1 < ν < 2 est de´termine´e par l’appartenance des valeurs propres de sa pseudo matrice
d’e´tat A au domaine de stabilite´ DM repre´sente´ sur la figure 2.2.c. Caracte´riser la stabilite´
revient donc a` caracte´riser le lieu des valeurs propres de A. Ce proble`me de localisation de
valeurs propres peut eˆtre re´solu en utilisant le formalisme des re´gions LMI introduit par
Chilali [Chilali, 1996] puis ge´ne´ralise´e par Peaucelle [Peaucelle, 2000] a` travers la notion
de DR stabilite´ dans le cas des syste`mes d’ordre entier. Selon ce formalisme, le syste`me
(4.1) est DR stable si et seulement si ses poˆles, ou les valeurs propres de la matrice A,
appartiennent a` la re´gion DR du plan complexe, caracte´rise´e par :
DR = {z ∈ C : R11 + zR12 + z∗R∗12 + zz∗R22 < 0} , (4.7)
auquel est associe´ la matrice syme´trique re´elle
R =
[
R11 R12
R∗12 R22
]
. (4.8)
Ces re´gions sont ne´cessairement convexes et syme´triques par rapport a` l’axe re´el du
plan complexe.
Le the´ore`me suivant fournit une LMI permettant l’analyse de la DR stabilite´ d’une
matrice re´elle.
The´ore`me 4.2.4 (DR stabilite´ [Peaucelle, 2000]) La matrice A ∈ Rn×n est DR stable
si et seulement s’il existe une matrice de´finie positive P ∈ Rn×n telle que :
R11 ⊗ P +R12 ⊗ (PA) +R∗12 ⊗ (ATP ) +R22 ⊗ (ATPA) < 0. (4.9)

En utilisant la notion de DR stabilite´ pour caracte´riser le sous domaine DM du plan
complexe, le the´ore`me 4.2.4 permet d’obtenir une LMI d’analyse de la BIBO stabilite´
d’un syste`me non entier.
The´ore`me 4.2.5 ([Moze et al., 2005]) Le mode`le non entier d’ordre 1 < ν < 2,
de´fini par la pseudo repre´sentation d’e´tat (2.20), est BIBO stable si et seulement si ∃P ∈
Rn×n > 0 tel que :[
(ATP + PA)sin
(
ν pi
2
)
(ATP − PA)cos (ν pi
2
)
(PA− ATP )cos (ν pi
2
)
(ATP + PA)sin
(
ν pi
2
)] < 0. (4.10)

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4.2.2.2 – Cas 0 < ν < 1
L’obtention de re´sultats concernant la stabilite´ des syste`mes non entiers d’ordre ν
compris entre 0 et 1 est plus de´licate. En effet, une partie du domaine de stabilite´ de´fini
par la relation (2.4) et repre´sente´ sur la figure 2.2.a est dans le demi-plan droit du plan
complexe. Cette partie est dans le domaine d’instabilite´ des mode`les d’ordre entier. Pour
cette raison, de tels domaines n’ont pas e´te´ conside´re´s lors de l’e´tude des mode`les entiers.
De plus, le domaine de stabilite´ dans le cas 0 < ν < 1 n’est pas convexe et ne peut donc
pas eˆtre caracte´rise´ directement a` l’aide des re´gions LMI pre´sente´es dans le paragraphe
pre´ce´dent.
Diffe´rentes me´thodes LMI d’analyse de stabilite´ spe´cifiques aux mode`les non entiers
ont ne´anmoins e´te´ propose´es dans la litte´rature. Ces re´sultats sont a` pre´sent rappele´s et
commente´s vis-a`-vis de leur pessimisme respectif ainsi que de leur capacite´ a` eˆtre re´utilise´s
dans le cadre du de´veloppement de me´thodes de synthe`se de correcteurs.
La premie`re me´thode propose´e repose sur une transformation alge´brique du syste`me
autonome (4.2) en conside´rant que l’ordre non entier ν est rationnel, ce qui permet d’abou-
tir au the´ore`me suivant.
The´ore`me 4.2.6 ([Momani et El-Khazali, 2001]) Le syste`me non entier (2.20) avec
0 < ν < 1 est BIBO stable si ∃P ∈ Rn×n > 0 telle que :(
A
1
ν
)T
P + P
(
A
1
ν
)
< 0. (4.11)

Cette premie`re me´thode relativement simple a` mettre en place, s’ave`re pessimiste
car le domaine de stabilite´ n’est pas entie`rement caracte´rise´ par la LMI (4.11). Ce n’est
donc qu’une condition suffisante [Moze et al., 2005].
Une condition ne´cessaire et suffisante a e´te´ obtenue dans [Moze et al., 2005] en
effectuant une transformation ge´ome´trique du domaine de stabilite´ dans le cas 0 < ν < 1.
The´ore`me 4.2.7 ([Moze et al., 2005]) Le syste`me non entier (2.20) avec 0 < ν < 1
est BIBO stable si et seulement si ∃P ∈ Rn×n > 0 telle que :(
−(−A) 12−ν
)T
P + P
(
−(−A) 12−ν
)
< 0. (4.12)

101
Chapitre 4 – Commande H∞ base´e sur des mode`les non entiers de´crits par leur pseudo
repre´sentation d’e´tat
Il est de´montre´ dans [Moze et al., 2005] que le domaine de stabilite´ d’un mode`le non
entier d’ordre 0 < ν < 1 est entie`rement caracte´rise´ par le the´ore`me 4.2.7, ce qui confirme
son caracte`re ne´cessaire et suffisant. Mais bien que ce re´sultat soit inte´ressant pour l’ana-
lyse de mode`les non entiers commensurables, en de´duire une LMI de synthe`se s’ave`re com-
plique´ du fait de la non line´arite´ en la matrice A. En effet, conside´rons l’exemple d’une loi
de commande par retour d’e´tat u(t) = r(t)−Krex(t) ou` r(t) repre´sente la consigne et Kre
est un gain matriciel constant. La matrice dynamique du syste`me boucle´ vaut (A−BKre).
Le crite`re de stabilite´ du the´ore`me 4.2.7 peut eˆtre utilise´ afin de caracte´riser la stabilite´
de ce dernier et conduit a` l’ine´galite´ matricielle :(
−(−A+ BKre)
1
2−ν
)T
P + P
(
−(−A+ BKre)
1
2−ν
)
< 0. (4.13)
L’e´le´vation de la matrice d’e´tat en boucle ferme´e a` la puissance 1
2−ν complique la
mise en place d’un changement de variable line´arisant permettant la synthe`se du gain Kre.
Une autre condition de stabilite´, base´e sur la caracte´risation du domaine d’instabilite´
est aussi issue de [Moze et al., 2005]. En effet, pour 0 < ν < 1, le domaine d’instabilite´
d’un mode`le non entier commensurable est convexe.
The´ore`me 4.2.8 ([Moze et al., 2005]) Le mode`le non entier (2.20) avec 0 < ν < 1
est BIBO stable si et seulement s’il n’existe aucune matrice hermitienne non ne´gative Q
telle que :
rAQ+ rQAT < 0 (4.14)
avec r = ej(1−ν)
pi
2 . 
Bien que le the´ore`me 4.2.8 fournisse une condition ne´cessaire et suffisante de stabi-
lite´, l’utilisateur devra ne´anmoins choisir avec soin l’algorithme utilise´ pour la re´solution
de la LMI (4.14). En effet, la non convergence de cette LMI vers une matrice Q implique
la stabilite´ du syste`me. Un de´faut de l’algorithme peut donc facilement entraˆıner de mau-
vaises conclusions. En outre, aucune LMI de synthe`se ne peut eˆtre de´duite du the´ore`me
4.2.8 car la LMI de stabilite´ est base´e sur la non existence d’une matrice.
La dernie`re me´thode pre´sente´e dans ce qui suit, contourne le proble`me de non
convexite´ du domaine de stabilite´ d’un syste`me non entier commensurable d’ordre 0 <
ν < 1 en utilisant le concept des re´gions LMI ge´ne´ralise´es (de l’anglais “Generalized LMI”
ou GLMI, introduit par Chilali [Chilali, 1996] et de´veloppe´ par Bachelier [Bachelier, 1998,
Bachelier et Pradin, 1999].
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De´finition 4.2.9 (Re´gion GLMI [Chilali, 1996]) Une re´gion D du plan complexe est
une re´gion GLMI d’ordre l si ∃ θk ∈ Cl×l, ψk ∈ Cl×l, Hk ∈ Cl×l et Jk ∈ Cl×l (∀ k ∈
{1, · · · ,m}), tels que
D =
{
z ∈ C : ∃w =
[
w1 · · ·wm
]′
∈ Cm t.q. fD(z, w) < 0, gD(w) = 0
}
, (4.15)
ou`
fD(z, w)=
m∑
k=1
(θkwk + θ
∗
kw¯k + ψkzwk + ψ
∗
kw¯kz¯) (4.16)
et
gD(w)=
m∑
k=1
(Hkwk + Jkw¯k) . (4.17)
Il est montre´ dans [Farges et al., 2010] que le domaine de stabilite´ Ds de la figure
2.2.a est une re´gion GLMI car il peut eˆtre repre´sente´ par l’union de deux re´gions GLMI.
Or, un lemme permettant de tester l’appartenance des valeurs propres d’une matrice a` une
re´gion GLMI du plan complexe a aussi e´te´ de´veloppe´ par Chilali au travers du concept
de D-stabilite´.
De´finition 4.2.10 (D-stabilite´ d’une matrice) Une matrice A est D-stable si et seule-
ment si ses valeurs propres sont strictement situe´es dans la re´gion D du plan complexe.
Lemme 4.2.11 ([Chilali, 1996]) Soient A ∈ Cn×n et D une re´gion GLMI. A est D-
stable si et seulement si ∃ m matrices Xk ∈ Cn×n telles que :
m∑
k=1
(θk ⊗Xk + θ∗k ⊗X∗k + ψk ⊗ (AXk) + ψ∗k ⊗ (AXk)∗) < 0 (4.18)
et
m∑
k=1
(Hk ⊗Xk + Jk ⊗X∗k) = 0nl×nl. (4.19)

Une condition LMI ne´cessaire et suffisante de stabilite´ d’un syste`me non entier
d’ordre 0 < ν < 1 peut donc s’obtenir en utilisant le lemme 4.2.11 sur la re´gion GLMI Ds
du plan complexe, de´finie par :
Ds =
{
z ∈ C : |arg(z)| > νπ
2
}
. (4.20)
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The´ore`me 4.2.12 ([Farges et al., 2010]) Le mode`le non entier (2.20) avec 0 < ν <
1 est stable si et seulement s’il existe une matrice X = X∗ ∈ Cn×n de´finie positive telle
que : (
rX + rX
)T
AT + A
(
rX + rX
)
< 0 (4.21)
ou` r = ej(1−ν)
pi
2 . 
La LMI (4.21) caracte´rise entie`rement le domaine de stabilite´ d’un mode`le non entier
d’ordre 0 < ν < 1. En outre, il est assez simple de de´duire une LMI de synthe`se a` partir
du the´ore`me 4.2.12. Il faut remarquer pour cela que bien que la matrice X de la LMI
(4.21) soit complexe,
(
rX + rX
)
est une matrice re´elle non syme´trique. Un retour d’e´tat
stabilisant pourra donc eˆtre de´veloppe´ en remplac¸ant A par A−BKre dans la LMI (4.21)
et en utilisant un changement de variable line´arisant similaire a` celui de´veloppe´ dans le
cas des mode`les entiers.
Apre`s cette analyse en stabilite´ des mode`les non entiers, une analyse en performances
est maintenant pre´sente´e.
4.3 – Me´thodes LMI pour l’e´valuation de la norme H∞
des mode`les non entiers
Comme annonce´ dans la partie 2.3.1 du chapitre 2, deux approches sont possibles en
analyse pour calculer la norme H∞ d’un syste`me. La premie`re approche consiste a` e´valuer
dans un premier temps sa stabilite´ (par exemple a` l’aide des me´thodes LMI pre´sente´es
dans la section pre´ce´dente). Si le syste`me est stable, sa norme L∞ est e´gale a` sa norme
H∞, sinon cette dernie`re est infinie. La seconde approche consiste a` calculer directement
la norme H∞ du syste`me.
Dans les parties 4.3.1 et 4.3.2 sont pre´sente´es diffe´rentes me´thodes LMI de calcul
de la norme H∞, base´es respectivement sur l’e´valuation des valeurs propres d’une pseudo
matrice Hamiltonienne et sur le lemme de Kalman-Yakubovicˇ-Popov (KYP) [Iwasaki
et Hara, 2005]. Certaines de ces me´thodes ne´cessitent de ve´rifier a priori la stabilite´ du
mode`le et d’autres non. Ensuite, le pessimisme associe´ a` chacune des me´thodes est discute´
dans la partie 4.3.3. Enfin, des exemples illustrant ce pessimisme sont pre´sente´s dans la
partie 4.3.4.
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4.3.1 – Me´thodes base´es sur l’utilisation d’une pseudo matrice
hamiltonienne
Dans le cas d’un mode`le entier, la norme H∞ du syste`me peut eˆtre calcule´e de
manie`re ite´rative en e´valuant a` chaque pas de l’algorithme la localisation des valeurs
propres d’une matrice hamiltonienne particulie`re. Cette me´thode est connue sous le nom
de gamma-ite´ration [Boyd et al., 1989]. Ce proble`me peut eˆtre e´galement formule´ a` l’aide
de LMI, conduisant au lemme borne´ re´el [Gahinet et Apkarian, 1994].
Cette approche a e´te´ re´cemment ge´ne´ralise´e au cas des mode`les non entiers [Moze,
2007, Moze et al., 2005, Sabatier et al., 2005] et fait intervenir une pseudo matrice
hamiltonienne. Le proble`me de localisation des valeurs propres de la pseudo matrice ha-
miltonienne peut ensuite eˆtre reformule´ comme une ine´galite´ de Riccati puis comme un
proble`me LMI. Ces re´sultats, de´veloppe´s dans [Moze, 2007], sont rappele´s ici et comple´te´s,
notamment en ce qui concerne la suffisance de la formulation LMI du calcul de la norme
L∞ lorsque 1 < ν < 2. Enfin, une formulation LMI originale, base´e sur l’utilisation des
re´gions GLMI, fournit une condition ne´cessaire et suffisante pour le calcul de la norme
L∞ quel que soit l’ordre ν.
4.3.1.1 – De´finition de la pseudo matrice hamiltonienne d’un mode`le non entier
Soit le syste`me Σ de´fini par la pseudo repre´sentation d’e´tat 2.20 et soit γ un re´el
positif. La relation (2.13) implique que la norme L∞ de la matrice de transfert Tzw(s) est
infe´rieure a` γ si et seulement si :
∀ω ∈ R, max
i={1···min(m,p)}
√
λi (Tzw(jω)∗Tzw(jω)) < γ. (4.22)
Le carre´ de l’ine´galite´ pre´ce´dente est :
∀ω ∈ R, max
i={1···min(m,p)}
λi (Tzw(jω)
∗Tzw(jω)) < γ2. (4.23)
Les proprie´te´s des valeurs propres permettent de re´e´crire la relation (4.23) comme
suit :
∀ω ∈ R, max
i={1···min(m,p)}
λi
(
γ2I−Tzw(jω)∗Tzw(jω)
)
>0. (4.24)
L’ine´galite´ (4.24) peut s’e´crire comme un proble`me de de´finie positivite´ :
∀ω ∈ R, (γ2I − Tzw(jω)∗Tzw(jω)) > 0. (4.25)
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L’ine´galite´ matricielle (4.25) est de dimension infinie car elle de´pend de ω ∈ R.
Pour s’affranchir de la pulsation ω, une pseudo repre´sentation d’e´tat de φ(s) = γ2I −
Tzw(s)
∗Tzw(s), dont un sche´ma bloc est donne´ sur la figure 4.1, est tout d’abord construite.
Tzw(s) Tzw(s)
∗
w(t) zφ(t)
w(t) z(t) = w˜(t) z˜(t)
γ2I
φ(s)
+
−
Figure 4.1 – Sche´ma bloc de φ(s)
Une pseudo repre´sentation du transfert Tzw(s) est donne´e par :{
Dνx(t) = A x(t) +Bw w(t)
z(t) = Cz x(t) +Dzw w(t)
. (4.26)
Comme pour les mode`les entiers, le conjugue´ de la fonction de transfert d’un syste`me
non entier commensurable a` coefficients re´els e´value´e a` la pulsation ω est e´gal a` cette
fonction de transfert e´value´e en −ω, soit :
Tzw(jω) = Tzw(−jω). (4.27)
La relation (4.27) permet donc de de´terminer la matrice de transfert associe´e a` la
pseudo repre´sentation d’e´tat (4.26) e´value´e a` la pulsation −jω, a` savoir :
Tzw(−jω) = Cz ((−jω)νI − A)−1Bw +Dzw, (4.28)
soit
Tzw(−jω)T = BTw
(
e−νjpi(jω)νI − AT )−1CTz +DTzw, (4.29)
ou encore
Tzw(−jω)T = eνjpiBTw
(
(jω)νI−eνjpiAT )−1CTz +DTzw. (4.30)
Tzw(s)
∗ admet donc la pseudo repre´sentation d’e´tat :Dν x˜ (t) = eνjpiAT x˜ (t) + eνjpiCTz w˜ (t)z˜ (t) = BTw x˜ (t) +DTzww˜ (t) . (4.31)
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Une pseudo repre´sentation d’e´tat de la mise en se´rie Tzw(s)
∗Tzw(s) est donc :
Dνxˆ (t)=
 A 0
eνjpiCTzCz e
νjpiAT
xˆ(t)+
 Bw
eνjpiCTzDzw
w (t)
z˜(t) =
[
DTzwCz B
T
w
]
xˆ(t) +DTzwDzw w (t)
(4.32)
ou` xˆ =
[
xT x˜T
]T
. A partir de la relation (4.32), une pseudo repre´sentation d’e´tat de
φ(s) est donc : Dνη (t) = Aφ η(t) + Bφ w (t)zφ(t) = Cφη(t) +Dφ w (t) , (4.33)
ou` :
Aφ =
[
A 0
eνjpiCTz Cz e
νjpiAT
]
Bφ =
[
Bw
eνjpiCTz Dzw
]
,
Cφ = −
[
DTzwCz B
T
w
]
Dφ =
(
γ2I −DTzwDzw
)
.
(4.34)
Compte tenu des calculs pre´ce´dents pour obtenir la matrice φ, la relation (4.22) peut
eˆtre utilise´e pour calculer la norme L∞ du transfert Tzw. Si par ailleurs le transfert Tzw
correspond a` un mode`le stable, alors la relation (4.22) permet de calculer la norme H∞
du mode`le, via le the´ore`me suivant.
The´ore`me 4.3.1 Soit une pseudo repre´sentation d’e´tat stable de la forme (4.26) et soit
un nombre re´el positif γ > σ(Dzw). ‖Tzw(s)‖H∞ < γ si et seulement si la pseudo matrice
hamiltonienne :
Hγ
∆
=
[
A+ BwRD
T
zwCz BwRB
T
w
eνjpiCTz
(
I +DzwRD
T
zw
)
Cz e
νjpi
(
AT + CTz DzwRB
T
w
)] (4.35)
ou` R =
(
γ2I −DTzwDzw
)−1
, n’a pas de valeur propre sur Cν0 =
{
(jω)ν = |ω|ν esign(ω)νj pi2 ,
ω ∈ R}. 
Preuve Soit φ(s) = γ2I − Tzw(−s)∗Tzw(s). La norme L∞ de Tzw(s) est borne´e par le
scalaire γ i.e. ‖Tzw(s)‖L∞ < γ si et seulement si φ(jω) > 0 pour tout ω ∈ R. Sachant que
la limite de Tzw(−jω)∗Tzw(jω) lorsque ω tend vers l’infini correspond au terme direct de
la pseudo repre´sentation d’e´tat (4.32), soit :
lim
ω→∞
Tzw(−jω)∗Tzw(jω) = DTzwDzw, (4.36)
et que γ > σ(Dzw) implique :
γ2 > σmax
(
DTzwDzw
)
, (4.37)
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on peut remarquer que :
lim
ω→∞
φ(jω) = γ2 − σmax
(
DTzwDzw
)
> 0. (4.38)
De plus, φ(jω) est une fonction continue en ω. Alors φ(jω) > 0 pour tout ω ∈
R si et seulement si φ(jω) est non singulie`re pour tout ω ∈ R ∪ {∞}. Cela implique
que φ(s) n’ait pas de ze´ro imaginaire pur ou que φ(s)−1 n’ait pas de poˆle imaginaire
pur. Etant donne´es les relations entre les valeurs propres et les poˆles d’un mode`le non
entier commensurable [Matignon, 1996], φ(s)−1 n’a aucun poˆle sur l’axe imaginaire si
et seulement si la pseudo matrice d’e´tat de φ(s)−1 n’a aucune valeur propre sur Cν0 ={
(jω)ν = |ω|ν esign(ω)νj pi2 , ω ∈ R}.
Inverser la pseudo repre´sentation d’e´tat (4.33) de φ(s) permet de de´terminer une
repre´sentation d’e´tat de φ(s)−1. Soient e(t) = zφ(t), g(t) = w(t) et α(t) = η(t), respecti-
vement l’entre´e, la sortie et le pseudo vecteur d’e´tat de φ(s)−1. Alors :
g(t) = w(t) = D−1φ (zφ(t)− Cφη(t)) , (4.39)
soit
g(t) = −D−1φ Cφα(t) +D−1φ e(t), (4.40)
l’e´quation d’e´tat de φ(s)−1 e´tant de´finie par :
Dνη(t) = Aφη(t) + Bφg(t). (4.41)
En utilisant la relation (4.40) dans la pseudo e´quation d’e´tat (4.41) donne :
Dνη(t) = Aφη(t) +Bφ
(−D−1φ Cφα(t) +D−1φ e(t)) , (4.42)
soit
Dνη(t) =
(
Aφ − BφD−1φ Cφ
)
η(t) + BφD
−1
φ e(t). (4.43)
Par conse´quent, φ(s)−1 admet comme repre´sentation d’e´tat :Dνα(t) = Hγα(t) + Bγe(t)g(t) = Cγα(t) +Dγe(t) (4.44)
ou`
Hγ=Aφ −BφD−1φ Cφ
=
[
A+ BwRD
T
zwCz BwRB
T
w
eνjpiCTz
(
I+DzwRD
T
zw
)
Cz e
νjpi
(
AT+CTzDzwRB
T
w
)] , (4.45)
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Bγ = BφD
−1
φ =
[
BwR
eνjpiCTz DzwR
]
, (4.46)
Cγ = −D−1φ Cφ =
[
RDTzwCz RB
T
w
]
, (4.47)
Dγ = D
−1
φ = R, (4.48)
avec R =
(
γ2I −DTzwDzw
)−1
.
φ(s) est donc non singulie`re si et seulement si les valeurs propres de la matrice Hγ
n’appartiennent pas a` Cν0. 
Remarque 4.3.2 Il est important de noter que la pseudo matrice hamiltonienne Hγ est
complexe et n’a pas les proprie´te´s d’une matrice hamiltonienne re´elle (son spectre n’est
par exemple pas syme´trique par rapport a` l’axe imaginaire). De plus, lorsque la norme
H∞ est supe´rieure a` γ, les valeurs propres de Hγ sont sur Cν0 et non sur l’axe imaginaire
comme pour les mode`les entiers.
Un algorithme d’optimisation dichotomique, appele´ “γ-ite´ration”, directement de´rive´
du the´ore`me 4.3.1, peut permettre d’e´valuer la norme H∞ d’un syste`me non entier. Les
diffe´rentes e´tapes de la γ-ite´ration sont les suivantes :
1. e´valuer la stabilite´ du mode`le e´tudie´.
2. choisir [γmin, γmax] tels que γmin > σ(Dzw).
3. pour γ = (γmin + γmax) /2, de´terminer les valeurs propres de Hγ.
– si ces valeurs propres ne sont pas sur Cν0, on re´duit γ en prenant comme
nouvel intervalle [γmin, γ].
– si elles sont sur Cν0, on augmente γ en prenant comme nouvel intervalle
[γ, γmax].
4. l’e´tape 2 est re´pe´te´e jusqu’a` ce que γ − γmin < δγ (le crite`re d’arreˆt δγ est choisi
en fonction de la pre´cision souhaite´e).
Des algorithmes similaires sont utilise´s pour des syste`mes entiers dans la bibliothe`que
Slicot [Benner et al., 1997] et dans plusieurs logiciels de calcul nume´rique comme
Matlab R©[Balas et al., 2007] et Scilab [Campbell et al., 2009]. Une version de cet
algorithme sera prochainement disponible pour les syste`mes non entiers dans la boˆıte a`
outils Crone [Malti et al., 2011].
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4.3.1.2 – Formulations LMI base´es sur une ine´galite´ de Riccati
Le the´ore`me 4.3.1 donne une borne supe´rieure de la norme H∞ de la matrice de
transfert Tzw(s) par l’analyse de la position des valeurs propres de la pseudo matrice
hamiltonienne Hγ dans le plan complexe, soit : ‖Tzw(s)‖H∞ < γ si et seulement si Hγ n’a
aucune valeur propre dans Cν0. En pratique, seule la demi-droite C
+
ν0 = {(jω)ν , ω ∈ R+}
importe vraiment : ‖Tzw(s)‖H∞ < γ si et seulement si Hγ n’a aucune valeur propre dans
C+ν0. En effet, les matrices de transfert des syste`mes dynamiques sont toujours e´crites pour
des pulsations positives ω ∈ R+, et Hγ a e´te´ e´crite en ne conside´rant que ces pulsations
positives. Pour des fre´quences ne´gatives, une pseudo matrice hamiltonienne H−γ peut eˆtre
de´finie comme suit :
H−γ =
[
A+BwRD
T
zwCz BwRB
T
w
e−νjpiCTz
(
I +DzwRD
T
zw
)
Cz e
−νjpi (AT +CTz DzwRBTw)
]
. (4.49)
Etant donne´ que le gain de Tzw(jω) est une fonction paire de ω (c’est-a`-dire que
|Tzw(jω)| est syme´trique par rapport a` la droite ω = 0), les valeurs propres de Hγ et de
H−γ sont conjugue´es. Hγ a donc une valeur propre sur le segment C
+
ν0 si et seulement si
H−γ a une valeur propre conjugue´e sur le segment C
−
ν0 = {(jω)ν , ω ∈ R−}.
Conside´rons maintenant le the´ore`me suivant permettant de tester l’existence de
valeurs propres d’une matrice hamiltonienne sur l’axe imaginaire en utilisant une ine´galite´
de Riccati.
The´ore`me 4.3.3 ([Scherer et Weiland, 2005]) La matrice hamiltonienne
H =
[
A˜ S
−Q −A˜∗
]
, (4.50)
A˜ = A˜∗ ∈ Cn×n, S = ST ≻ 0 ∈ Rn×n, Q = QT ∈ Rn×n, n’a aucune valeur propre sur l’axe
imaginaire si et seulement s’il existe une matrice hermitienne X = X∗ ∈ Cn×n ve´rifiant
l’ine´galite´ de Riccati
A˜∗X +XA˜+XSX +Q < 0. (4.51)

Effectuons maintenant une rotation d’angle θ = (1− ν)pi
2
de la matrice Hγ de sorte
que le segment C+ν0 co¨ıncide avec l’ensemble C
+
0 des imaginaires purs, ce qui conduit a`
introduire la matrice H ′γ telle que :
H ′γ = e
jθHγ, (4.52)
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soit :
H ′γ =
[
r
(
A+ BwRD
T
zwCz
)
rBwRB
T
w
−rCTz
(
I +DzwRD
T
zw
)
Cz −r
(
AT + CTz DzwRB
T
w
)] , (4.53)
ou` r = ejθ = e(1−ν)j
pi
2 . En utilisant cette nouvelle matrice, le the´ore`me 4.3.1 permet
d’affirmer que ‖Tzw(s)‖H∞ < γ si et seulement si la matrice H ′γ n’a aucune valeur propre
sur C+0 qui est une partie de l’axe imaginaire. La matrice H
′
γ n’e´tant pas hamiltonienne,
le the´ore`me 4.3.3 ne peut donc pas eˆtre applique´. Pour re´soudre ce proble`me, la matrice
H = UH ′γU
−1, (4.54)
est de´finie, avec U =
[
I 0
0 rI
]
.
La matrice H s’e´crit donc :
H =
[
r
(
A+ BwRD
T
zwCz
)
BwRB
T
w
−CTz
(
I +DzwRD
T
zw
)
Cz −r
(
AT + CTz DzwRB
T
w
)] . (4.55)
Les matrices H ′γ et H posse`dent les meˆmes valeurs propres car elles sont semblables.
De plus, H est une matrice hamiltonienne. Le the´ore`me 4.3.3 peut donc eˆtre applique´
avec :
A˜ = r
(
A+ BwRD
T
zwCz
)
, (4.56)
S = BwRB
T
w et Q = C
T
z
(
I +DzwRD
T
zw
)
Cz. (4.57)
Ainsi, il est possible d’e´crire que ‖Tzw(s)‖H∞ < γ si et seulement s’il existe une
matrice hermitienne X = X∗ ∈ Cn×n telle que :
r
(
AT + CTz DzwRB
T
w
)
X+Xr
(
A+ BwRD
T
zwC
)
+
XBwRB
T
wX + C
T
z
(
I +DzwRD
T
zw
)
Cz < 0, (4.58)
ou
rATX +XrA+ CTz Cz+(
XBw + rC
T
z Dzw
)
R
(
BTwX + rD
T
zwCz
)
< 0. (4.59)
En utilisant le comple´ment de Schur avec R =
(
γ2I −DTzwDzw
)−1
, l’ine´galite´ (4.59)
devient : [
rATX +XrA+ CTz Cz
(
XBw + rC
T
z Dzw
)(
BTwX + rD
T
zwCz
) − (γ2I −DTzwDzw)
]
< 0, (4.60)
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qui est encore e´quivalente a` :[
rATX +XrA XBw
BTwX −γ2I
]
+
[
rCTz
DTzw
] [
rCz Dzw
]
< 0. (4.61)
Le comple´ment de Schur peut a` nouveau eˆtre utilise´ afin de reformuler l’ine´galite´
(4.61) comme suit : 
rATX +XrA XBw rC
T
z
BTwX −γ2I DTzw
rCz Dzw −I
 < 0, (4.62)
ce qui conduit au the´ore`me suivant.
The´ore`me 4.3.4 Soit une pseudo repre´sentation d’e´tat stable de la forme (4.26). Soient
e´galement γ > σ(Dzw) un re´el positif et l’ine´galite´ suivante :
rATX +XrA XBw rC
T
z
BTwX −γ2I DTzw
rCz Dzw −I
 < 0, (4.63)
avec r = e(1−ν)j
pi
2 .
Cas 1 (1 < ν < 2) : La norme H∞ du transfert Tzw est borne´e par γ si et seulement s’il
existe une matrice X = X∗ ∈ Cn×n telle que (4.63).
Cas 2 (0 < ν < 1) : S’il existe une matrice X = X∗ ∈ Cn×n telle que (4.63), alors la
norme H∞ du transfert Tzw est borne´e par γ. 
La justification des deux cas pre´ce´dents est pre´sente´e a` la suite mais le the´ore`me
4.3.4 impose en premier lieu une remarque.
Remarque 4.3.5 Le fait que l’appartenance des valeurs propres de H a` tout l’axe ima-
ginaire (et non pas seulement a` C+0 ) soit e´tudie´e pourrait laisser penser que le the´ore`me
4.3.4 introduit un certain pessimisme, mais ce n’est pas le cas. En effet, conside´rons la
fraction rationnelle :
F (x) =
B(x)
A(x)
=
∏Nz
k=0 (x− bk)∏Np
k=0 (x− ak)
, (4.64)
ou` Nz < Np, ak < 0 avec ak = ρke
jθk , ρk > 0, ν
pi
2
< |θk| < π et 1 < ν < 2.
La fonction
f : C→ C
x 7→ F (x) (4.65)
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est une fonction holomorphe sur l’arc de disque
D =
{
ρejθ|ρ > 0, |θ| < νπ
2
}
(4.66)
car le polynoˆme A n’a aucune racine dans D. Comme le domaine D est non borne´,
plac¸ons-nous sur
DR =
{
ρejθ|0 < ρ < R, |θ| < νπ
2
}
. (4.67)
Comme la fonction f est holomorphe sur DR et continue sur l’adhe´rence de DR, f
atteint son maximum sur la frontie`re de DR. Donc ∀x ∈ DR,
|f(x)| ≤ max
{
sup
(∣∣f (ρe+jν pi2 )∣∣ , 0 < ρ < R) ,
sup
(∣∣f (ρe−jν pi2 )∣∣ , 0 < ρ < R) ,
sup
(∣∣f (Re−jθ)∣∣ ,−ν π
2
< θ < ν
π
2
)}
. (4.68)
Comme Nz < Np, sup
(∣∣f (Re−jθ)∣∣ ,−ν pi
2
< θ < ν pi
2
)
tend vers 0 quand R tend vers
l’infini. Donc quand R tend vers +∞, ∀x ∈ D
|f(x)| ≤ max{sup (∣∣f (ρe+jν pi2 )∣∣ , 0 < ρ < R) ,
sup
(∣∣f (ρe−jν pi2 )∣∣ , 0 < ρ < R)} (4.69)
et comme
∣∣f (ρe+jν pi2 )∣∣ = ∣∣f (ρe−jν pi2 )∣∣, alors ∀x ∈ D
|f(x)| ≤ max{sup (∣∣f (ρe+jν pi2 )∣∣ , 0 < ρ < R)} , (4.70)
soit
sup (f(x), x ∈ D) ≤ max{sup (∣∣f (ρe+jν pi2 )∣∣ , 0<ρ<R)} . (4.71)
Comme la droite
{−xejν pi2 , x ≥ 0} est incluse dans D, on peut conclure que∥∥f (−xejν pi2 )∥∥ ≤ ∥∥f (xejν pi2 )∥∥ , ∀x ≥ 0. (4.72)
Ce re´sultat implique qu’une valeur propre de Hγ apparaˆıtra toujours sur
{
xejν
pi
2 ,
x > 0}, c’est-a`-dire sur C+ν0, avant qu’une autre ne puisse apparaˆıtre sur
{−xejν pi2 , x > 0}.
Comme apre`s rotation, C+ν0 devient le demi-axe des imaginaires purs positifs, le the´ore`me
4.3.4 n’est donc en aucun cas pessimiste.
Nous allons maintenant montrer que la condition LMI du the´ore`me 4.3.4 est ne´cessaire
et suffisante dans le cas 1 < ν < 2 et uniquement suffisante dans le cas 0 < ν < 1.
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Pour servir de support a` cette discussion, les matrices A, Bw, Cz et Dzw d’une pseudo
repre´sentation d’e´tat stable de la forme (4.26) font l’objet d’un tirage ale´atoire. La loca-
lisation des valeurs propres des matrices A, Hγ et H
′
γ est ensuite e´tudie´e.
Dans le cas 1 < ν < 2, ces valeurs propres sont donne´es sur la figure 4.2 lorsque
‖Tzw‖H∞ < γ et sur la figure 4.3 lorsque ‖Tzw‖H∞ ≥ γ.
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Figure 4.2 – Valeurs propres des matrices A (a), Hγ (b) et H
′
γ (c) pour ν = 1.3 et
‖Tzw‖H∞ < γ
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Figure 4.3 – Valeurs propres des matrices A (a), Hγ (b) et H
′
γ (c) pour ν = 1.3 et
‖Tzw‖H∞ > γ
On remarque tout d’abord que les valeurs propres de la matrice A appartiennent
bien au domaine de stabilite´. De plus, lorsque ‖Tzw‖H∞ < γ, il n’y a aucune valeur propre
de Hγ sur C
+
ν0, soit aucune valeur propre de H
′
γ sur C
+
0 . Par ailleurs, lorsque ‖Tzw‖H∞ > γ,
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on remarque que certaines valeurs propres de Hγ sont situe´es sur C
+
ν0 (celles de H
′
γ e´tant
donc sur C+0 ). La discussion concernant la ne´cessite´ et suffisance du the´ore`me 4.3.4 est
maintenant mene´e dans le cas ou` ‖Tzw‖H∞ < γ. Dans ce cas, les valeurs propres de la
pseudo matrice hamiltonienne H ′γ (mate´rialise´es par des e´toiles rouges sur la figure 4.2.c)
sont localise´es dans un domaine Dνγ du plan complexe, syme´trique par rapport a` C+0 et
de´fini par :
Dνγ = {z ∈ C : −
3π
2
+ νπ < arg(z) <
5π
2
− νπ}. (4.73)
Il est donc impossible que des valeurs propres de la matrice H ′γ apparaissent sur l’axe
des imaginaires purs ne´gatifs C−0 . Le fait que le the´ore`me 4.3.4 teste tout l’axe imaginaire
n’introduit donc pas de pessimisme.
Dans le cas ou` 0 < ν < 1, les valeurs propres des matrices A, Hγ et H
′
γ sont
repre´sente´es sur la figure 4.4 lorsque ‖Tzw‖H∞ < γ et sur la figure 4.5 lorsque ‖Tzw‖H∞ > γ.
Comme dans le cas pre´ce´dent, les valeurs propres de la matrice A appartiennent aussi au
domaine de stabilite´. Par contre, les valeurs propres de la matrice Hγ peuvent apparaˆıtre
dans tout le plan complexe (cf. figure 4.4.b). De ce fait, H ′γ peut avoir des valeurs propres
sur l’axe des imaginaires purs ne´gatifs C−0 alors que ‖Tzw‖H∞ < γ (ce cas particulier est
illustre´ sur la figure 4.4.c). Ainsi, une absence de solution a` la LMI (4.63) du the´ore`me
4.3.4 ne permet donc pas d’affirmer que γ n’est pas un majorant de ‖Tzw‖H∞ .
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Figure 4.4 – Valeurs propres des matrices A (a), Hγ (b) et H
′
γ (c) pour ν = 0.6 et
‖Tzw‖H∞ < γ
Le terme γ2 apparaissant de manie`re line´aire dans la LMI (4.63), le the´ore`me 4.3.4
peut eˆtre modifie´ pour faire apparaitre un proble`me d’optimisation conduisant a` ‖Tzw‖H∞ ,
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Figure 4.5 – Valeurs propres des matrices A (a), Hγ (b) et H
′
γ (c) pour ν = 0.6 et
‖Tzw‖H∞ > γ
comme indique´ sur le the´ore`me qui suit.
The´ore`me 4.3.6 Soient une pseudo repre´sentation d’e´tat stable de la forme (4.26) et le
proble`me d’optimisation convexe suivant :
γopt = min
X=X∗∈Cn×n
γ, (4.74)
contraint par la LMI 
rATX +XrA XBw rC
T
z
BTwX −γI DTzw
rCz Dzw −I
 < 0, (4.75)
ou` r = e(1−ν)j
pi
2 .
Cas 1 Si 1 < ν < 2 alors ‖Tzw‖H∞ =
√
γopt.
Cas 2 Si 0 < ν < 1 alors ‖Tzw‖H∞ ≤
√
γopt. 
Pour un ordre non entier commensurable ν compris entre 1 et 2, le the´ore`me 4.3.6
fait apparaˆıtre que la minimisation du scalaire γ de la LMI (4.75) conduit a` la norme H∞
de Tzw. Par contre, lorsque ν est compris entre 0 et 1, le pessimisme du the´ore`me 4.3.4,
qui a e´te´ discute´ en de´tails pre´ce´demment, conduit a` un simple majorant de ‖Tzw‖H∞ .
Le the´ore`me 4.3.6 permet de calculer la norme H∞ du syste`me si sa stabilite´ a e´te´
ve´rifie´e dans un premier temps. Comme nous allons le montrer par la suite, ce the´ore`me
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peut eˆtre modifie´ pour e´valuer simultane´ment la stabilite´. Pour ce faire, il suffit de re-
marquer que la faisabilite´ de la LMI (4.75) implique qu’il existe X = X∗ ∈ Cn×n tel
que :
rATX +XrA < 0. (4.76)
Or la LMI (4.76) est similaire a` l’ine´galite´ (4.6) permettant de tester la stabilite´ d’un
mode`le entier en e´tudiant la position des valeurs propres de sa matrice d’e´tat. Le mode`le
n’est stable que si ses valeurs propres sont localise´es dans le demi-plan complexe gauche.
Par analogie, pour un mode`le non entier de pseudo matrice d’e´tat A, l’ine´galite´ (4.76)
permet donc de ve´rifier si les valeurs propres de la matrice complexe rA = e(1−ν)j
pi
2A sont
dans le demi-plan complexe gauche. Les figure 4.6 et 4.7 repre´sentent les valeurs propres
de matrices A et rA choisies ale´atoirement et correspondant a` des mode`les non entiers
commensurables stables d’ordre 1 < ν < 2 et d’ordre 0 < ν < 1.
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Figure 4.6 – Valeurs propres des matrices A (+) et rA (*) pour 1 < ν < 2
Les valeurs propres de la matrice rA sont issues de la rotation des valeurs propres
de la matrice A d’un angle θ = (1 − ν)pi
2
. Lorsque 1 < ν < 2, les valeurs propres de rA
appartiennent toutes au demi-plan gauche du plan complexe si et seulement si les valeurs
propres de A sont toutes dans le domaine de stabilite´ Ds =
{
z ∈ C : |arg(z)| > ν pi
2
}
. Par
contre, lorsque 0 < ν < 1, rA peut tre`s bien avoir des valeurs propres dans le demi-plan
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Figure 4.7 – Valeurs propres des matrices A (+) et rA (*) pour 0 < ν < 1
droit alors que toutes celles de A appartiennent a` Ds. On peut donc e´crire le the´ore`me
suivant.
The´ore`me 4.3.7 Soit une pseudo repre´sentation d’e´tat de la forme (4.26). Soient e´ga-
lement γ > σ(Dzw) un re´el positif et l’ine´galite´ suivante :
rATX +XrA XBw rC
T
z
BTwX −γ2I DTzw
rCz Dzw −I
 < 0, (4.77)
avec r = e(1−ν)j
pi
2 .
Cas 1 (1 < ν < 2) : Le syste`me est stable et ‖Tzw(s)‖H∞ < γ si et seulement s’il existe
une matrice X = X∗ ∈ Cn×n > 0 telle que (4.77).
Cas 2 (0 < ν < 1) : S’il existe X = X∗ ∈ Cn×n > 0 telle que (4.77) alors le syste`me est
stable et ‖Tzw(s)‖H∞ < γ. 
Le the´ore`me 4.3.7 offre une condition LMI permettant de calculer la norme H∞
de Tzw sans avoir a` ve´rifier a priori sa stabilite´ contrairement au the´ore`me 4.3.4. Pour
1 < ν < 2, la condition LMI (4.77) est ne´cessaire et suffisante. Pour 0 < ν < 1, elle n’est
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que suffisante et meˆme tre`s pessimiste. En effet, l’analyse du lieu des valeurs propres des
matrices A et rA repre´sente´ sur les figures 4.6 et 4.7 montre que la LMI (4.77) n’admet de
solution que si toutes les valeurs propres de la matrice rA sont dans le demi-plan complexe
gauche, ce qui pour 0 < ν < 1, n’est possible que si les valeurs propres de la matrice A
sont telles que :
|arg (eig(A)) | > π − νπ
2
. (4.78)
L’avantage du the´ore`me 4.3.7 est de proposer un crite`re tre`s semblable au lemme
borne´ re´el qui a pour avantage de pouvoir eˆtre e´tendu au proble`me de synthe`se d’un
correcteur stabilisant. Mais comme tous les the´ore`mes pre´ce´dents, il est pessimiste pour
des ordres non entiers tels que 0 < ν < 1. Dans le paragraphe suivant, le formalisme des
re´gions GLMI permet d’obtenir une condition LMI ne´cessaire et suffisante pour 0 < ν < 1
comme pour 1 < ν < 2.
4.3.1.3 – Formulations LMI base´es sur l’utilisation des re´gions GLMI
Il a e´te´ pre´ce´demment mentionne´ que la norme H∞ du mode`le stable Tzw(s), dont
une pseudo repre´sentation d’e´tat est donne´e par (4.26), est borne´e par le scalaire γ si
et seulement si la matrice Hγ n’a aucune valeur propre sur Cν0=
{
(jω)ν= |ω|νesign(ω)νj pi2 ,
ω ∈ R}. Cν0 peut eˆtre de´compose´ en deux demi-droites C+ν0 = {(jω)ν , ω ∈ R+} et C−ν0 =
{(jω)ν , ω ∈ R−}. L’ensemble C prive´ de C+ν0, note´ C\C+ν0, apparaˆıt comme l’union de trois
demi-plans, note´s Ds1, Ds2 et Ds3. Les demi-plans Ds1 et Ds2 s’obtiennent respectivement
par rotation du demi-plan gauche d’un angle ϕ1 = (ν − 1)pi2 et ϕ2 = (1 + ν)pi2 selon les
notations. Ds3 correspond au demi-plan droit pour 1 < ν < 2, soit ϕ3 = π comme on peut
le voir sur la figure 4.8.
Pour 0 < ν < 1, Ds3 correspond au demi-plan gauche, soit ϕ3 = 0. On a donc :
C \ C+ν0 = Ds1 ∪ Ds2 ∪ Ds3. (4.79)
De meˆme, l’ensemble C \ C−ν0 est l’union de Ds4, Ds5 et Ds3 avec ϕ4 = −ϕ1 et
ϕ5 = −ϕ2 comme pre´sente´ sur la figure 4.8, soit :
C \ C−ν0 = Ds4 ∪ Ds5 ∪ Ds3. (4.80)
Par conse´quent, montrer d’abord que les valeurs propres de Hγ sont toutes dans
C \ C+ν0 puis dans C \ C−ν0 e´quivaut a` montrer que ‖Tzw‖H∞ < γ.
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Im(z)Im(z)
Re(z)Re(z)
Ds1 Ds2 Ds3 Ds4 Ds5
Figure 4.8 – C \C+ν0 (gauche) et C \C−ν0 (droite) vu comme l’union de trois demi-plans
pour 1 < ν < 2
Sachant que tous les domaines Dsi = {z ∈ C : Re (ze−jϕi) < 0} , ∀i ∈ {1 · · · 5}
s’e´crivent aussi
Dsi=
{
z∈C : ∃wi∈R+ tels que e−jϕizwi+ejϕiz¯w¯i<0
}
, (4.81)
ce sont des re´gions GLMI de la forme (4.15) avec m = 1, θ1 =
[
0 0
0 −1
]
, ψ1 =
[
e−jϕi 0
0 0
]
,
H1 = 1 et J1 = −1.
Dans [Bachelier, 1998], il est montre´ que l’union de m re´gions GLMI note´es
Dk={z∈C :fk(z)=αk+βkz+β∗k z¯ <0} , ∀k∈{1 · · ·m} , (4.82)
est une re´gion GLMI de la forme (4.15), d’ordre l=m+1 et
θk =
1
2
[
Θk 01×m
0m×1 −εmk
]
, (4.83)
ψk =
[
Ψk 01×m
0m×1 0m
]
; Hk = −Jk = εm+1k+1 , (4.84)
ou` εji sont des matrices carre´es de taille j de´finies par : ε
j
i (ρ, σ) = 1 si ρ = σ = i, et par
εji (ρ, σ) = 0 sinon, et :
Θk=

αk · · · 0
...
. . .
...
0 · · · 0
 ; Ψk=

βk · · · 0
...
. . .
...
0 · · · 0
 ; ∀k∈{1, . . . ,m}. (4.85)
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Chacune des re´gions Dsi peut eˆtre de´crite par la relation (4.82) avec αk = 0 et
βk = e
−jϕk . Les domaines C \ C+ν0 et C \ C−ν0 sont donc des re´gions GLMI de la forme
(4.15).
En e´tendant la de´finition de la D-stabilite´ aux re´gions GLMI graˆce au lemme 4.2.11
[Chilali, 1996] avec D = C \ C+ν0 puis D = C \ C−ν0, on obtient le the´ore`me suivant.
The´ore`me 4.3.8 Soit γ > σ(Dzw) un re´el positif. La norme H∞ du mode`le non entier
commensurable stable Tzw(s), de pseudo repre´sentation d’e´tat (4.26), est borne´e par γ si
et seulement s’il existe X1 = X
∗
1 , X2 = X
∗
2 et X3 = X
∗
3 ∈ C2n×2n telles que :
r1HγX1 + r¯1X1H
∗
γ + r2HγX2 + r¯2X2H
∗
γ − sgn(ν−1)HγX3 − sgn(ν−1)X3H∗γ < 0 (4.86)
et X4 = X
∗
4 , X5 = X
∗
5 et X6 = X
∗
6 ∈ C2n×2n telles que
r¯1HγX4 + r1X4H
∗
γ + r¯2HγX5 + r2X5H
∗
γ − sgn(ν−1)HγX6 − sgn(ν−1)X6H∗γ < 0 (4.87)
ou` r1 = e
j(1−ν)pi
2 , r2 = e
−j(1+ν)pi
2 , la matrice Hγ e´tant de´finie par (4.35). 
Dans le the´ore`me 4.3.8, deux LMI faisant chacune intervenir trois variables matri-
cielles sont utilise´es. La LMI (4.86) permet de ve´rifier que Hγ n’a aucune valeur propre
sur C+ν0 tandis que la LMI (4.87) permet de ve´rifier que Hγ n’a aucune valeur propre sur
C−ν0. Bien qu’il ne´cessite plus de variables matricielles que les the´ore`mes pre´ce´dents, le
the´ore`me 4.3.8 a l’avantage de tester directement Cν0, ce qui enle`ve le pessimisme duˆ aux
transformations de la matrice Hγ. Il fournit donc une condition ne´cessaire et suffisante
quel que soit l’ordre commensurable ν.
Bien que les LMI (4.86) et (4.87) permettent d’e´valuer efficacement la norme H∞
d’un syste`me non entier commensurable stable, leur extension au proble`me de synthe`se
est de´licate pour les raisons suivantes :
— elles font apparaˆıtre des variables complexes alors que les parame`tres d’un cor-
recteur sont re´els ;
— plusieurs variables sont utilise´es alors qu’un seul correcteur doit eˆtre calcule´ ;
— ces conditions n’assureront pas la stabilite´ du syste`me boucle´.
4.3.2 – Me´thodes base´es sur l’utilisation du lemme KYP ge´ne´ralise´
Les me´thodes propose´es dans ce paragraphe font suite aux travaux de [Liang et al.,
2013]. Elles font appel au lemme de Kalman-Yakubovicˇ-Popov (KYP) ge´ne´ralise´ [Iwasaki
et Hara, 2005] pour caracte´riser le domaine Cν0.
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Deux me´thodes sont propose´es. Dans la premie`re, la norme H∞ est calcule´e en
utilisant la de´finition de la norme L∞ d’un mode`le stable. Dans la seconde me´thode, la
de´finition de la norme H∞ est utilise´e.
4.3.2.1 – Me´thode base´e sur la de´finition de la norme L∞
Dans cette premie`re partie, la de´finition de la norme L∞ est utilise´e. Les re´sultats
de´veloppe´s ici ne s’appliquent donc qu’a` des syste`mes dont la stabilite´ a e´te´ ve´rifie´e a
priori.
Commenc¸ons par rappeler le lemme de Kalman-Yakubovicˇ-Popov (KYP). Soit Hn
l’ensemble des matrices hermitiennes de dimension n.
Lemme 4.3.9 (Kalman-Yakubovicˇ-Popov (KYP) [Iwasaki et Hara, 2005])
Soient les matrices A ∈ Rn×n, B ∈ Rn×nu, Θ ∈ Hnu, Φ ∈ H2 et Ψ ∈ H2. Soit l’ensemble
Λ de´fini par
Λ(Φ,Ψ) :=
{
λ ∈ C :
[
λ
1
]∗
Φ
[
λ
1
]
= 0,
[
λ
1
]∗
Ψ
[
λ
1
]
≥ 0
}
. (4.88)
Conside´rons les hypothe`ses suivantes :
1. si H(λ) = (λIn − A)−1B, alors[
H(λ)
Inu
]∗
Θ
[
H(λ)
Inu
]
< 0, ∀λ ∈ Λ ; (4.89)
2. il existe P,Q ∈ Hn, Q > 0 telles que[
A B
In 0
]∗
(Φ⊗ P +Ψ⊗Q)
[
A B
In 0
]
+Θ < 0. (4.90)
(2) ⇒ (1) est toujours vrai. Si de plus, Λ repre´sente une courbe dans le plan complexe,
alors (2) ⇔ (1). 
Avant d’utiliser le lemme 4.3.9, montrons que la de´finition 2.3.1 peut eˆtre limite´e
aux fre´quences positives, soit :
‖Tzw(s)‖L∞ = sup
ω≥0
σ(Tzw(jω)). (4.91)
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Sachant qu’une matrice et sa transconjugue´e ont les meˆmes valeurs propres, on peut
e´crire :
σ(Tzw(s)) = σ(T
∗
zw(s)) , ∀s ∈ C. (4.92)
De plus T ∗zw(s) = Tzw(s
∗) car Tzw(s) est une matrice de transfert a` coefficients re´els.
Ainsi :
sup
ω≥0
σ(Tzw(jω)) = sup
ω≥0
σ(Tzw(−jω)) = sup
ω≤0
σ(Tzw(jω)) (4.93)
ce qui implique que :
sup
ω≥0
σ(Tzw(jω)) = sup
ω∈R
σ(Tzw(−jω)) = ‖Tzw(s)‖L∞ . (4.94)
Selon l’e´quation (4.91), on a :
‖Tzw(s)‖L∞ = sup
ω≥0
[
Cz (λ(ω)I − A)−1Bw +Dzw
]
(4.95)
avec λ(ω) = ejν
pi
2ων , ω ≥ 0. λ(ω) est une demi-droite du plan complexe, pouvant aussi eˆtre
repre´sente´e par un ensemble Λ de´fini comme dans la relation (4.88) avec Φ =
[
0 ejθ
e−jθ 0
]
et Ψ =
[
0 1− ν
1− ν 0
]
. On a aussi :
‖Tzw(s)‖L∞ < γ ⇔ Tzw(jω)T ∗zw(jω)− γ2I < 0, ∀ω ≥ 0
⇔
[
H(λ)
Inu
]∗
Θ
[
H(λ)
Inu
]
< 0, ∀λ ∈ Λ (4.96)
ou` H(λ) =
(
λIn − AT
)−1
CTz et Θ =
[
BwB
T
w BwD
T
zw
DzwB
T
w DzwD
T
zw − γ2In
]
. D’apre`s le lemme 4.3.9,
la relation (4.96) est e´quivalente a` : ∃P,Q ∈ Hn, Q > 0 telles que[
AT CTz
In 0
]T ([
0 ejθ
e−jθ 0
]
⊗ P +
[
0 1− ν
1− ν 0
]
⊗Q
)[
AT CTz
In 0
]
+
[
BwB
T
w BwD
T
zw
DzwB
T
w DzwD
T
zw − γ2In
]
< 0 (4.97)
qui peut aussi s’e´crire[
Sym
{
A
(
ejθP + (1− ν)Q)} (Cz (ejθP + (1− ν)Q))∗
Cz
(
ejθP + (1− ν)Q) −γ2I
]
+
[
Bw
Dzw
][
Bw
Dzw
]T
< 0. (4.98)
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En utilisant le comple´ment de Schur, (4.98) devient :
Sym
{
A
(
ejθP + (1− ν)Q)} ∗ ∗
Cz
(
ejθP + (1− ν)Q) −γI ∗
BTw D
T
zw −γI
 < 0. (4.99)
La LMI (4.99) permet d’e´valuer la norme L∞ de la matrice de transfert Tzw(s) quel
que soit l’ordre commensurable (0 < ν < 1 ou 1 < ν < 2). Il est toutefois possible
d’ame´liorer cette LMI issue de [Liang et al., 2013] en prenant en compte le the´ore`me
4.3.4. En effet, deux variables matricielles P et Q sont requises dans la LMI (4.99). Or
la de´monstration du the´ore`me 4.3.4 prouve que pour 1 < ν < 2, on peut prendre Q = 0
sans rajouter de pessimisme. En partant de [Liang et al., 2013], le the´ore`me suivant est
obtenu.
The´ore`me 4.3.10 Soit γ > σ(Dzw) un re´el positif. Alors la norme H∞ du mode`le stable
Tzw est borne´e par γ si et seulement si les conditions LMI suivantes sont ve´rifie´es.
Cas 1 (1 < ν < 2) : ∃P ∈ Hn telle que
Sym
{
AejθP
} ∗ ∗
Cze
jθP −γI ∗
BTw D
T
zw −γI
 < 0 (4.100)
avec θ = pi
2
(1− ν).
Cas 2 (0 < ν < 1) : ∃P,Q ∈ Hn, Q > 0 telles que
Sym
{
A
(
ejθP + (1− ν)Q)} ∗ ∗
Cz
(
ejθP + (1− ν)Q) −γI ∗
BTw D
T
zw −γI
 < 0 (4.101)
avec θ = pi
2
(1− ν). 
Le the´ore`me 4.3.10 fournit une condition ne´cessaire et suffisante permettant de
ve´rifier que ‖Tzw‖H∞ < γ pour 1 < ν < 2 et pour 0 < ν < 1. Comme le terme γ
apparait de manie`re line´aire dans les LMI (4.100) et (4.101), il peut eˆtre minimise´ afin de
calculer ‖Tzw‖H∞ .
The´ore`me 4.3.11 Soit Tzw un transfert non entier commensurable stable associe´ a` la
pseudo repre´sentation d’e´tat (4.26).
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Cas 1 (1 < ν < 2) : soit le proble`me d’optimisation convexe
γopt = min
P∈Hn
γ (4.102)
contraint par la LMI 
Sym
{
AejθP
} ∗ ∗
Cze
jθP −γI ∗
BTw D
T
zw −γI
 < 0 (4.103)
avec θ = pi
2
(1− ν).
Alors ‖Tzw‖H∞ = γopt.
Cas 2 (0 < ν < 1) : soit le proble`me d’optimisation convexe
γopt = min
P,Q∈Hn, Q>0
γ (4.104)
contraint par la LMI
Sym
{
A
(
ejθP + (1− ν)Q)} ∗ ∗
Cz
(
ejθP + (1− ν)Q) −γI ∗
BTw D
T
zw −γI
 < 0 (4.105)
avec θ = pi
2
(1− ν).
Alors ‖Tzw‖H∞ = γopt. 
4.3.2.2 – Me´thodes base´es sur la de´finition de la norme H∞
Les conditions LMI pre´ce´dentes ne´cessitent de ve´rifier la stabilite´ du mode`le avant
d’eˆtre utilise´es car elles sont base´es sur la de´finition de la norme L∞. Nous pre´sentons
maintenant une me´thode de calcul de la norme H∞ toujours inspire´e de [Liang et al.,
2013] et utilisant une version modifie´e du lemme KYP ge´ne´ralise´.
Lemme 4.3.12 ([Liang et al., 2013]) Si l’ensemble Λ(Φ,Ψ) du lemme 4.3.9 est rem-
place´ par l’ensemble Υ(Φ,Ψ) de´fini par
Υ(Φ,Ψ) :=
{
λ ∈ C :
[
λ
1
]∗
Φ
[
λ
1
]
≥ 0,
[
λ
1
]∗
Ψ
[
λ
1
]
≥ 0
}
(4.106)
alors la condition (4.89) est vraie ∀λ ∈ Υ s’il existe des matrices P,Q > 0 ve´rifiant la
condition LMI (4.90). 
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La preuve du lemme 4.3.12 est donne´e en annexe B. Ce lemme, moins contraignant
que le lemme (4.3.9), ne fournit qu’une condition suffisante permettant de passer de (4.90)
a` (4.89). Le the´ore`me suivant, issu de [Liang et al., 2013] et de´rive´ du lemme 4.3.12,
permet d’e´valuer la norme H∞ d’un syste`me non entier d’ordre ν.
The´ore`me 4.3.13 ([Liang et al., 2013]) Soient le triplet minimal (A ∈ Rn×n, B ∈
Rn×nu, C ∈ Rnu×n), D ∈ Rnu×nu, γ > 0 et la matrice de transfert G(s) = C (sνI − A)−1B+
D. Alors ‖G(s)‖H∞ < γ si les conditions LMI suivantes sont ve´rifie´es.
Cas 1 (1 < ν < 2) : ∃P ∈ Hn, P > 0 telle que
Sym
{
AejθP
} ∗ ∗
CejθP −γI ∗
BT DT −γI
 < 0. (4.107)
Cas 2 (0 < ν < 1) : ∃P, Q ∈ Hn, P, Q > 0 telles que
Sym
{
A
(
ejθP + e−jθQ
)} ∗ ∗
C
(
ejθP + e−jθQ
) −γI ∗
BT DT −γI
 < 0. (4.108)
De plus, dans le 1er cas, la condition LMI (4.107) est aussi ne´cessaire. 
Preuve
‖G(s)‖H∞ = sup
Re(s)≥0
σ(G(s))
= sup
Re(s)≥0
[
C (sνI − A)−1B +D] . (4.109)
L’ensemble {sν : Re(s) ≥ 0} peut eˆtre repre´sente´ par Λ
(
0,
[
0 ejθ
e−jθ 0
])
comme
dans la relation (4.88) quand 1 < ν < 2 et par Υ
([
0 ejθ
e−jθ 0
]
,
[
0 e−jθ
ejθ 0
])
comme
dans la relation (4.106) quand 0 < ν < 1. La preuve de suffisance du the´ore`me 4.3.13
est similaire aux de´veloppements du paragraphe 4.3.2.1 en utilisant le lemme 4.3.9 pour
1 < ν < 2 et le lemme 4.3.12 pour 0 < ν < 1.
Pour montrer la ne´cessite´ du the´ore`me 4.3.13 quand 1 < ν < 2, on suppose
que ‖G(s)‖H∞ < γ et on conside`re la courbe Λ1
([
0 ejθ
e−jθ 0
]
, 0
)
. Comme Λ1 ⊂
{sν : Re(s) ≥ 0}, on a :
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γ > ‖G(s)‖H∞ = sup
Re(s)≥0
[
C (sνI − A)−1B +D]
≥ sup
λ∈Λ1
[
C (λI − A)−1B +D]. (4.110)
Selon le lemme 4.3.9, ∃P ∈ Hn telle que :[
AT CT
I 0
]T ([
0 ejθ
e−jθ 0
]
⊗ P
)[
AT CT
I 0
]
+
[
BBT BDT
DBT DDT − γ2I
]
< 0. (4.111)
En utilisant le comple´ment de Schur, (4.111) est e´quivalente a` (4.107).
Comme Sym
{
ejθAP
}
< 0, on pose Sym
{
ejθAP
}
= −M , M > 0 et A˜ = ejθA.
Etant donne´ que ‖G(s)‖H∞ < γ, le syste`me G(s) est stable, i.e. les valeurs propres de A
sont dans l’ensemble
{
s : |arg(s)| > ν pi
2
}
. Les valeurs propres de A˜ sont donc toutes dans
le demi-plan gauche du plan complexe. Comme Sym
{
A˜P
}
= −M , on peut en de´duire
que P =
∫ +∞
0
eA˜tMeA˜
∗tdt > 0, ce qui prouve que la condition LMI (4.107) est ne´cessaire
pour 1 < ν < 2. 
Comme pre´ce´demment, le the´ore`me 4.3.13 a pu eˆtre ame´liore´ en re´duisant le nombre
de variables matricielles ne´cessaires quand 0 < ν < 1, ce qui permet d’aboutir au the´ore`me
suivant.
The´ore`me 4.3.14 Soient Tzw un transfert non entier commensurable associe´ a` la pseudo
repre´sentation d’e´tat (4.26) et γ > σ(Dzw) un re´el positif.
Cas 1 (1 < ν < 2) : Tzw est stable et ‖Tzw(s)‖H∞ < γ si et seulement si ∃P ∈ Hn > 0
telle que 
Sym
{
AejθP
} ∗ ∗
Cze
jθP −γI ∗
BTw D
T
zw −γI
 < 0 (4.112)
avec θ = pi
2
(1− ν).
Cas 2 (0 < ν < 1) : Si ∃X,Hn > 0 telle que
Sym
{
A
(
ejθX + e−jθX
)} ∗ ∗
Cz
(
ejθX + e−jθX
) −γI ∗
BTw D
T
zw −γI
 < 0 (4.113)
avec θ = pi
2
(1− ν), alors Tzw est stable et ‖Tzw(s)‖H∞ < γ. 
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Preuve Le premier cas est identique a` celui du the´ore`me 4.3.13. Mais dans le second
cas, la LMI (4.108) du the´ore`me 4.3.13 ne´cessitait deux variables P and Q alors qu’une
seule variable X est utilise´e dans la LMI (4.113) du the´ore`me 4.3.14. Montrons que ces
deux conditions sont e´quivalentes. Pour ce faire, on note :
L1(P ) =

Sym
{
ejθAP
} ∗ ∗
ejθCzP −γI ∗
BTw D
T
zw −γI
 (4.114)
et
L2(Q) =

Sym
{
e−jθAQ
} ∗ ∗
e−jθCzQ 0 ∗
0 0 0
 . (4.115)
La LMI (4.108) peut donc s’e´crire
L1(P ) + L2(Q) < 0 (4.116)
tandis que la LMI (4.113) devient
L1(X) + L2(X) < 0. (4.117)
On veut donc montrer que
∃P > 0, Q > 0 telles que L1(P ) + L2(Q) < 0 (4.118)
est e´quivalente a` :
∃X > 0 telle que L1(X) + L2(X) < 0. (4.119)
L’implication (4.119) ⇒ (4.118) est e´vidente en prenant Q = P .
La preuve pour l’implication (4.118) ⇒ (4.119) est la suivante :
∃P, Q ∈ Hn > 0 telles que L1(P ) + L2(Q) < 0 (4.120)
e´quivaut a`
∃P, Q ∈ Hn > 0 telles que L1(P ) + L2(Q) < 0 . (4.121)
Cela implique que :
∃P, Q ∈ Hn > 0 telles que L1(P ) + L2(Q) + L1(P ) + L2(Q) < 0 (4.122)
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qui peut encore s’e´crire
∃P, Q ∈ Hn > 0 telles que L1(P ) + L2(Q) + L1(Q) + L2(P ) < 0 . (4.123)
Cette dernie`re relation peut s’e´crire
∃P, Q ∈ Hn > 0 telles que L1(P +Q) + L2(P +Q) < 0 (4.124)
e´quivalente au second cas du the´ore`me 4.3.14 en prenant X = P +Q. 
Remarquons que dans le cas 0 < ν < 1, le the´ore`me 4.3.14 a deux fois moins de
variables que le the´ore`me 4.3.13 et l’ine´galite´ (4.113) devient re´elle, ce qui est un avantage
pour la synthe`se de correcteurs. En outre, pour 1 < ν < 2, la LMI (4.112) est identique a`
la LMI (4.100) du the´ore`me 4.3.10 qui est base´ sur la de´finition de la norme L∞, a` la seule
diffe´rence que la variable matricielle P est de´finie positive dans l’ine´galite´ (4.112). C’est
cette contrainte qui permet de garantir la stabilite´ et d’aboutir directement a` la norme
H∞. Par contre, lorsque 0 < ν < 1, la stabilite´ est assure´e par la de´finie positivite´ de
la matrice
(
ejθX + e−jθX
)
. En outre, la condition LMI (4.113) est seulement suffisante
car elle de´coule du lemme 4.3.12, qui comme dit pre´ce´demment, n’offre qu’une condition
suffisante.
Comme pour le the´ore`me 4.3.10, le scalaire γ apparait de manie`re line´aire dans les
LMI (4.112) et (4.113). Il peut donc eˆtre minimise´ pour le calcul direct de la norme H∞
en utilisant le the´ore`me suivant.
The´ore`me 4.3.15 Soit Tzw un transfert non entier commensurable stable de pseudo
repre´sentation d’e´tat (4.26).
Cas 1 (1 < ν < 2) : soit le proble`me d’optimisation convexe suivant :
γopt = min
P∈Hn>0
γ (4.125)
contraint par la LMI 
Sym
{
AejθP
} ∗ ∗
Cze
jθP −γI ∗
BTw D
T
zw −γI
 < 0 (4.126)
avec θ = pi
2
(1− ν).
Alors ‖Tzw‖H∞ = γopt.
Cas 2 (0 < ν < 1) : soit le proble`me d’optimisation convexe suivant :
γopt = min
X∈Hn>0
γ (4.127)
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contraint par la LMI 
Sym
{
A
(
ejθX + e−jθX
)} ∗ ∗
Cz
(
ejθX + e−jθX
) −γI ∗
BTw D
T
zw −γI
 < 0 (4.128)
avec θ = pi
2
(1− ν).
Alors ‖Tzw‖H∞ ≤ γopt. 
4.3.3 – Comparaison des conditions LMI propose´es
Plusieurs conditions LMI permettant le calcul de la norme H∞ d’un mode`le non
entier ont e´te´ pre´sente´es dans les paragraphes pre´ce´dents. Ces conditions, base´es soit sur
la pseudo matrice hamiltonienne Hγ, soit sur le lemme de KYP, pre´sentent des degre´s de
pessimisme diffe´rents. En outre, certaines ne peuvent eˆtre applique´es qu’a` des mode`les
non entiers stables. Afin d’avoir une vision synthe´tique des conditions LMI d’analyse de la
normeH∞ propose´es dans cette partie, un tableau re´capitulatif est propose´. Les the´ore`mes
pre´ce´dents y seront classe´s selon le degre´ de pessimisme pour un ordre ν et le fait qu’ils
permettent ou non de tester la stabilite´.
Me´thodes Re´sultats
Stabilite´ teste´e Stabilite´ non teste´e
0 < ν < 1 1 < ν < 2 0 < ν < 1 1 < ν < 2
base´es sur la
pseudo matrice
Hamiltonienne
The´ore`me 4.3.4 CS (⋆⋆) CNS X X
The´ore`me 4.3.7 CS (⋆ ⋆ ⋆) CNS CS (⋆ ⋆ ⋆) CNS
The´ore`me 4.3.8 CNS CNS X X
base´es sur le
lemme de KYP
The´ore`me 4.3.10 CNS CNS X X
The´ore`me 4.3.13 CS (⋆) CNS CS (⋆⋆) CNS
The´ore`me 4.3.14 CS (⋆) CNS CS (⋆⋆) CNS
Table 4.1 – Comparaison des conditions LMI pour la norme H∞
Le tableau 4.1 pre´cise si les conditions LMI d’analyse de la norme H∞ sont des
conditions ne´cessaires et suffisantes (CNS) ou seulement des conditions suffisantes (CS).
De plus, le pessimisme des me´thodes est e´value´ qualitativement par le nombre d’e´toiles :
— (⋆) : peu pessimiste ;
— (⋆⋆) : moyennement pessimiste ;
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— (⋆ ⋆ ⋆) : tre`s pessimiste.
La tendance ge´ne´rale qui se de´gage du tableau 4.1 est que les conditions LMI pro-
pose´es sont toujours ne´cessaires et suffisantes pour 1 < ν < 2. Cela est principalement
duˆ a` la convexite´ du domaine de stabilite´, entie`rement inclus dans le demi-plan complexe
gauche. Seuls le the´ore`me 4.3.8, base´ sur le formalisme des re´gions GLMI, et les the´ore`mes
base´s sur le lemme de KYP, permettent d’obtenir des conditions ne´cessaires et suffisantes
pour des mode`les stables lorsque 0 < ν < 1. Par ailleurs, les conditions LMI permettant
a` la fois de tester la stabilite´ et de calculer la norme H∞ sont ge´ne´ralement plus pessi-
mistes. Au pessimisme duˆ a` la non convexite´ du domaine de stabilite´ pour 0 < ν < 1
s’ajoutent, en effet, soit le pessimisme duˆ a` la position des valeurs propres de la pseudo
matrice hamiltonienne, soit le pessimisme duˆ au fait que le lemme 4.3.12 n’offre qu’une
condition suffisante.
Afin d’illustrer ces conjectures sur le pessimisme des me´thodes propose´es, les bornes
supe´rieures obtenues a` l’aide des diffe´rents the´ore`mes sont calcule´es sur des exemples dans
la partie 4.3.4.
4.3.4 – Exemples
Les exemples ci-dessous ont pour but de montrer des utilisations possibles des condi-
tions LMI pre´ce´demment de´crites pour le calcul de la norme H∞ des mode`les non entiers
et d’e´valuer leur pessimisme. Le premier syste`me e´tudie´ est un syste`me thermique admet-
tant un mode`le non entier d’ordre 0.5. Le second syste`me est une suspension automobile
de type crone qui, associe´e a` la caisse du ve´hicule, ge´ne`re un mode`le d’ordre 1.5.
4.3.4.1 – Exemple 1 : de´termination du gain maximal (0 < ν < 1)
Soit un syste`me thermique compose´ de deux barreaux en aluminium colle´s sur leur
longueur, comme de´crit dans [Sabatier et al., 2012] et repre´sente´ sur la figure fig. 4.9.
Le premier barreau est chauffe´ par une re´sistance thermique, a` travers un amplificateur
qui compense la non line´arite´ entre la tension a` laquelle est soumise a re´sistance et le
flux thermique en re´sultant. La tempe´rature est mesure´e sur le premier barreau, a` une
distance de 0.5 cm de l’extre´mite´ chauffe´e par des sondes PT100 en platine et un ampli-
ficateur. Toute la surface des barreaux est isole´e afin que les transferts de chaleur soient
unidirectionnels. Il a e´te´ montre´ dans [Sabatier et al., 2012] que le syste`me peut eˆtre
conside´re´ comme un syste`me thermique semi-infini, ce qui permet sa description par un
131
Chapitre 4 – Commande H∞ base´e sur des mode`les non entiers de´crits par leur pseudo
repre´sentation d’e´tat
Barr
eau 1
Barr
eau 2
θ
Figure 4.9 – Barreaux thermiques (Re´sistances thermiques de 0 − 12W, orifices des
sondes de mesure de tempe´rature)
mode`le non entier [Sabatier et al., 2008a].
Le signal d’entre´e du mode`le est la tension Vr(t) applique´e a` la re´sistance chauffant le
premier barreau. Le signal de sortie est la tempe´rature θ(t) mesure´e a` 0.5 cm de l’extre´mite´
chauffe´e. La fonction de transfert G(s) reliant Vr(t) et θ(t) est de´finie par :
G(s) =
−348.5s0.5 + 319.9
1840s1.5 − 130s+ 485.7s0.5 + 1 . (4.129)
Les conditions LMI de´veloppe´es pour des mode`les non entiers stables d’ordre ν
compris entre 0 et 1 sont utilise´es pour e´valuer la norme H∞ de G(s), correspondant a`
son gain maximum. Pour ce faire, une pseudo repre´sentation d’e´tat du mode`le est d’abord
e´crite, soit :
G
{
Dνxs(t) = As xs(t) + Bs u(t)
y(t) = Cs xs(t)
(4.130)
avec xs(t) =

ξ1(t)
ξ2(t)
θ(t)
, As =

0 0 −0.0005
1 0 −0.2639
0 1 0.0707
, Bs =

0.1738
−0.1894
0
, Cs = [0 0 1] et
ν = 0.5.
Remarquons tout d’abord que le mode`le (4.130) est stable. L’ensemble des the´ore`mes
apparaissant dans le tableau 4.1 peut donc eˆtre applique´.
Afin d’e´valuer le gain maximum du syste`me, ces the´ore`mes sont reformule´s comme
des proble`mes d’optimisation puis applique´s au mode`le (4.130). Les bornes supe´rieures
γopt obtenues sur la norme H∞ de G(s) sont re´capitule´es dans le tableau 4.2. A titre de
comparaison, la valeur the´orique du gain maximal obtenue nume´riquement a` l’aide de la
re´ponse fre´quentielle est e´galement indique´e.
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Me´thodes γopt
Valeur the´orique 347.536
The´ore`me 4.3.4 491.960
The´ore`me 4.3.7 Infaisable
The´ore`me 4.3.8 347.600
The´ore`me 4.3.10 347.600
The´ore`me 4.3.13 347.600
The´ore`me 4.3.14 347.600
Table 4.2 – Bornes supe´rieures sur le gain maximal en ◦C.V−1, de´termine´es a` l’aide des
diffe´rentes conditions LMI
On constate que les bornes supe´rieures de la norme H∞ de G(s) de´termine´es a`
l’aide des the´ore`mes 4.3.8, 4.3.10, 4.3.13 et 4.3.14 sont tre`s proches de la valeur the´orique
du gain maximal du mode`le. Il s’agit d’un cas particulier sur cet exemple puisque seuls
les the´ore`mes 4.3.8 et 4.3.10 fournissent des conditions ne´cessaires et suffisantes lorsque
0 < ν < 1. Le pessimisme des the´ore`mes 4.3.13 et 4.3.14 apparait tre`s limite´ sur cet
exemple, ce qui est un point positif e´tant donne´ que ces the´ore`mes garantissent e´galement
la stabilite´. Au contraire, le pessimisme du the´ore`me 4.3.6 est flagrant car la valeur de
‖G(s)‖H∞ obtenue est tre`s grande compare´e au gain maximal du mode`le.
4.3.4.2 – Exemple 2 : de´termination de la marge de module (1 < ν < 2)
Soit le mode`le ge´ne´ral a` un degre´ de liberte´ d’une suspension automobile passive
repre´sente´ par la figure 4.10 ou` M = 300 kg est le quart de la masse du ve´hicule.
M
f0(t)
f1(t) z0(t)
z1(t)Syste`me isole´
Suspension
Figure 4.10 – Mode´le ge´ne´ral a` un degre´ de liberte´ d’une suspension automobile
Le profil de la route z0(t) et la force f0(t) applique´e a` la suspension sont respec-
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tivement conside´re´s comme des perturbations en sortie et en entre´e du syste`me dont la
fonction de transfert est :
G(s) =
1
Ms2
. (4.131)
f1(t) est la force ge´ne´re´e par la suspension et z1(t) est le de´placement vertical de la
caisse. La de´flexion de la suspension note´e z10(t) = z1(t) − z0(t) est ainsi re´gule´e autour
du point d’e´quilibre nul comme on peut le voir sur la figure 4.11.
C(s)
F0(s)
F1(s)
Z0(s)
Z1(s) Z10(s)
G(s)
U(s)
−
− ++
+
Figure 4.11 – Sche´ma bloc du mode´le ge´ne´ral a` 1 degre´ de liberte´ d’une suspension
automobile
Le correcteur C(s) est de´fini par la fonction de transfert :
C(s) = C0
1 +
(
s
ωb
)1.5
s
ωb
(
1 +
(
s
ωh
)1.5) (4.132)
ou` C0 = 100 N.m
−1, et ou` ωb = 0.08 rad.s
−1 et ωh = 20 rad.s
−1 sont respectivement
les fre´quences de coupure basse et haute du correcteur. Celui-ci a e´te´ synthe´tise´ dans le
domaine fre´quentiel afin de minimiser les effets des perturbations sur la boucle ferme´e et
d’assurer une marge de phase d’environ 45◦. Un tel correcteur est utilise´ dans la suspension
Crone pour assurer la robustesse de la suspension (et pre´cise´ment l’invariance de la marge
de phase) a` des variations de la masse M [Oustaloup et al., 1996].
Le the´ore`me 4.3.8 permet ici de calculer la marge de module du syste`me en boucle
ferme´e de la figure 4.11. La marge de module ζ d’un mode`le LTI a` une entre´e et une
sortie est la plus petite distance entre la courbe de Nyquist en boucle ouverte et le point
critique −1. Dans cette application, G(s)C(s) est un syste`me non entier commensurable
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Figure 4.12 – Intersection de la courbe de Nyquist de G(s)C(s) (trait plein) et du cercle
de centre −1 et de rayon ζ (pointille´s).
d’ordre ν = 1.5 ayant pour matrices de pseudo repre´sentation d’e´tat :
Ag =

0 1 0
0 0 1
0 0 −ω1.5h
 Bg =

0
0
1
 ,
Cg =
C0ωbω
1.5
h
M
[
1 1
ω1.5b
0
]
Dg = 0,
(4.133)
et pour pseudo vecteur d’e´tat x =
[
z10
(
z
(1.5)
10
) (
z
(3)
10
)]T
.
La plus petite distance entre la courbe de Nyquist de G(s)C(s) et le point critique
est repre´sente´e sur la figure 4.12 et vaut ζ = 0.69.
La marge de module peut eˆtre calcule´e autrement en de´terminant la plus importante
perturbation additive ∆(jω) parmi toutes les perturbations ∆(jω) qui garantissent la
stabilite´ de la boucle ferme´e de la figure 4.13. Elle est donc donne´e par ζ =
∥∥∆(jω)∥∥
H∞
.
Le the´ore`me du petit gain [Desoer et Vidyasagar, 1975] permet ainsi d’affirmer que la
marge de module est l’inverse de la norme H∞ du transfert stable Tzw :
ζ =
1
‖Tzw‖H∞
. (4.134)
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z w
C(s) G(s)
∆(s)
u z10
− +
+
Figure 4.13 – Boucle ferme´e avec une perturbation additive ∆
La pseudo repre´sentation d’e´tat du syste`me Tzw est donne´e par la relation (2.20)
avec :
A = A−BC
Bw = −B
Cz = −C
Dzw = −1
. (4.135)
L’utilisation conjointe de la γ-ite´ration et du the´ore`me 4.3.8 donne :
‖Tzw‖H∞ = 1.4479. (4.136)
Cette meˆme valeur de ‖Tzw‖H∞ a aussi e´te´ retrouve´e en utilisant les autres the´ore`mes
du tableau, puisque lorsque 1 < ν < 2, tous les the´ore`mes fournissent des conditions
ne´cessaires et suffisantes. La marge de module
ζ =
1
1.4479
= 0.6907 (4.137)
est donc pre´cise´ment retrouve´e.
Sur la figure 4.14, sont repre´sente´es Cν0 et des valeurs propres de Hγ pour γ =
1.45 > ‖Tzw‖H∞ et γ = 1.4478 < ‖Tzw‖H∞ . Pour γ > ‖Tzw‖H∞ , il n’y a aucune valeur
propre sur Cν0. Pour γ < ‖Tzw‖H∞ , les valeurs propres autour de −1.1+1.1i appartiennent
maintenant a` Cν0. Les re´sultats du the´ore`me 4.3.8 sont bien ve´rifie´s.
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Figure 4.14 – Valeurs propres (×) de Hγ pour γ = 1.45 (gauche) et γ = 1.4478 (droite).
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4.4 – Commande H∞ des syste`mes non entiers com-
mensurables
Dans cette partie, les conditions LMI de´veloppe´es dans les paragraphes pre´ce´dents,
permettant d’analyser la stabilite´ et les performances des mode`les non entiers, vont per-
mettre d’aborder le proble`me de synthe`se de correcteurs H∞ conforme´ment aux proble´ma-
tiques du paragraphe 2.4. L’ide´e est d’appliquer ces conditions LMI d’analyse au syste`me
boucle´. Les parame`tres du correcteur e´tant e´galement des variables, les ine´galite´s ma-
tricielles obtenues ne sont plus line´aires. Il s’agit alors d’appliquer des changements de
variables line´arisants afin d’obtenir des conditions LMI de synthe`se.
Le but d’un asservissement e´tant de garantir des objectifs de performances tout en
assurant la stabilite´ du syste`me boucle´, seules les conditions LMI pouvant eˆtre applique´es
a` des syste`mes dont la stabilite´ est inconnue peuvent eˆtre e´tendues pour la synthe`se.
Comme on peut le voir dans le tableau 4.1, c’est le cas des conditions LMI des the´ore`mes
4.3.7, 4.3.13 et 4.3.14.
4.4.1 – Retour de pseudo e´tat
Selon le the´ore`me 4.3.4, similaire au Lemme Borne´ Re´el pour les syste`mes entiers,
la norme H∞ de la matrice de transfert stable Tzw(s) est borne´e par le re´el positif γ s’il
existe X = X∗ ∈ Cn×n telle que la LMI (4.63) soit faisable, soit :
rATX +XrA XBw rC
T
z
BTwX −γ2I DTzw
rCz Dzw −I
 < 0. (4.138)
En multipliant, a` gauche et a` droite, la relation pre´ce´dente par la matrice
X−1 0 0
0 I 0
0 0 I
 , (4.139)
on obtient la LMI 
rX−1AT + rAX−1 Bw rX−1CTz
BTw −γ2I DTzw
rCzX
−1 Dzw −I
 < 0. (4.140)
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En posant P = X−1, la relation (4.140) devient :
rPAT + rAP Bw rPC
T
z
BTw −γ2I DTzw
rCzP Dzw −I
 < 0. (4.141)
Si on remplace maintenant la matrice A par la pseudo matrice d’e´tat A+BKre issue
d’un syste`me boucle´ par retour de pseudo e´tat, et la matrice Cz par Cz + DzKre dans
la relation (4.141), puis en posant Q = KreP , on obtient la LMI (4.142) du the´ore`me
suivant.
The´ore`me 4.4.1 (Retour d’e´tat base´ sur une ine´galite´ de Riccati) Le mode`le non
entier de pseudo repre´sentation d’e´tat (2.20) est BIBO stabilisable par la loi de commande
par retour de pseudo e´tat u = Krex s’il existe P = P
∗ ∈ Rn×n > 0 et Q ∈ Rnu×n telles
que : 
r¯PAT+r¯QTBTu+rAP+rBuQ Bw r¯PC
T
z+r¯Q
TDTz
BTw −γ2I DTzw
rCzP + rDzuQ Dzw −I
< 0, (4.142)
avec r = ej(1−ν)
pi
2 .
Kre = QP
−1 est le gain d’un retour de pseudo e´tat stabilisant et garantissant
‖Tzw‖H∞ < γ. 
Il est important de noter que les variables matricielles P et Q du the´ore`me 4.4.1
sont re´elles bien que la LMI (4.142) soit de´duite de la LMI complexe (4.63). Ce choix
permet de synthe´tiser des correcteurs re´els mais introduit un certain pessimisme lors de
l’utilisation de la condition LMI (4.142). On remarque en effet, que la condition LMI
(4.63) e´tait une condition d’analyse ne´cessaire et suffisante pour 1 < ν < 2 alors que la
condition de synthe`se (4.142) n’est que suffisante. Il faut aussi noter que pour 0 < ν < 1,
le pessimisme duˆ au choix des variables matricielles re´elles pour la synthe`se vient s’ajouter
au pessimisme, e´voque´ dans le paragraphe 4.3.1.2, duˆ a` la position des valeurs propres de
la pseudo matrice hamiltonienne Hγ.
Le the´ore`me 4.4.1 propose une LMI de synthe`se issue des me´thodes d’analyse base´es
sur l’ine´galite´ de Riccati et utilisable quel que soit l’ordre ν du mode`le non entier. Des
LMI de synthe`se diffe´rentes peuvent eˆtre obtenues a` partir des the´ore`mes base´s sur le
lemme de KYP. Le the´ore`me suivant a ainsi e´te´ obtenu par [Liang et al., 2013] a` partir
du the´ore`me 4.3.13.
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The´ore`me 4.4.2 Le mode`le non entier de pseudo repre´sentation d’e´tat (2.20) est BIBO
stabilisable par la loi de commande par retour de pseudo e´tat u = Krex telle que ‖Tzw‖H∞ <
γ si les conditions LMI suivantes sont faisables.
Cas 1 (1 < ν < 2) : il existe des matrices P ∈ Rn×n > 0 et Q ∈ Rnu×n telles que
Sym
{
AejθP +Bue
jθQ
} ∗ ∗
Cze
jθP +Dzue
jθQ −γI ∗
BTw D
T
zw −γ
 < 0. (4.143)
Kre = QP
−1 est un correcteur statique stabilisant garantissant ‖Tzw(s)‖H∞ < γ.
Cas 2 (0 < ν < 1) : il existe des matrices P, Q ∈ Sn, Y ∈ Rnu×n, P + jQ > 0
telles que X = cos θP + sin θQ ve´rifie la LMI
Sym {AX + BuY } ∗ ∗
CzX −γI ∗
BTw D
T
zw −γI
 < 0. (4.144)
Kre = Y X
−1 est un correcteur statique stabilisant garantissant ‖Tzw(s)‖H∞ < γ.

Ce the´ore`me a e´te´ obtenu en remplac¸ant A par A + BuKre et Cz par Cz + DzKre
dans les LMI (4.107) et (4.108) du the´ore`me 4.3.13 et en utilisant respectivement les
changements de variables line´arisants Q = KreP et Y = KreX dans les cas 1 et 2. Il est
important de noter que les variables matricielles des LMI du the´ore`me 4.4.2 sont re´elles
bien qu’elles soient de´duites des LMI complexes (4.107) et (4.108). Ce choix permet de
synthe´tiser des correcteurs re´els mais introduit un certain pessimisme lors de leur utili-
sation. On remarque en effet que la condition LMI (4.107) e´tait une condition d’analyse
ne´cessaire et suffisante pour 1 < ν < 2 alors que la condition de synthe`se (4.143) n’est que
suffisante. Il faut aussi noter que pour 0 < ν < 1, le pessimisme introduit est important
puisque d’une part la matrice X doit s’e´crire cos θP + sin θQ et d’autre part les variables
P et Q sont choisies re´elles. Le the´ore`me suivant, base´ sur le the´ore`me 4.3.14, permet de
re´duire ce pessimisme.
The´ore`me 4.4.3 (Retour de pseudo e´tat base´ sur le lemme KYP) Le mode`le non
entier de pseudo repre´sentation d’e´tat (2.20) est BIBO stabilisable par la loi de commande
par retour de pseudo e´tat u = Krex telle que
∥∥T clzw∥∥H∞ < γ si les conditions LMI suivantes
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sont faisables.
Cas 1 (1 < ν < 2) : il existe des matrices P ∈ Rn×n > 0 et Q ∈ Rnu×n telles que
Sym
{
AejθP + Bue
jθQ
} ∗ ∗
Cze
jθP +Dzue
jθQ −γI ∗
BTw D
T
zw −γ
 < 0. (4.145)
Kre = QP
−1 est un correcteur statique stabilisant garantissant ‖Tzw(s)‖H∞ < γ.
Cas 2 (0 < ν < 1) : il existe des matrices X ∈ Cn×n > 0 et Y ∈ Rnu×n telles que
Sym
{
A
(
ejθX + e−jθX
)
+ BuY
} ∗ ∗
Cz
(
ejθX + e−jθX
)
+DzuY −γI ∗
BTw D
T
zw −γI
 < 0. (4.146)
Kre = Y
(
ejθX + e−jθX
)−1
est un correcteur statique stabilisant garantissant que
‖Tzw(s)‖H∞ < γ. 
Ce the´ore`me a e´te´ obtenu en remplac¸ant A par A + BuKre et Cz par Cz + DzKre
dans les LMI (4.112) et (4.113) du the´ore`me 4.3.14 et en utilisant respectivement les
changements de variables line´arisants Q = KreP et Y = Kre
(
ejθX + e−jθX
)
dans les cas
1 et 2. Dans le cas 1 < ν < 2, la LMI du the´ore`me 4.4.3 est identique a` celle du the´ore`me
4.4.2 et le pessimisme associe´ est donc le meˆme. Dans le cas 0 < ν < 1, le re´sultat du
the´ore`me 4.4.3 est moins pessimiste. En effet, bien que la variable X de la LMI (4.146)
soit complexe, cette LMI permet de synthe´tiser des correcteurs re´els car les matrices
ejθX+ e−jθX et Y sont toutes deux re´elles. Aucun pessimisme n’est donc introduit par le
choix des variables. La LMI de synthe`se reste ne´anmoins suffisante car il en va de meˆme
pour la LMI d’analyse dont elle est issue.
Les re´sultats pre´ce´dents permettent d’effectuer la commande H∞ de syste`mes non
entiers par retour de pseudo e´tat, ce qui, comme mentionne´ au paragraphe 2.4.1.2, suppose
que toutes les pseudo variables d’e´tat du mode`le soient mesurables. Dans le cas contraire,
un retour de sortie dynamique peut eˆtre utilise´.
4.4.2 – Retour de sortie dynamique
Le principe du retour de sortie dynamique est de trouver une loi de commande de
la forme :
U(s) = Krsd(s)Y (s) (4.147)
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ou` U(s) = L {u(t)}, Y (s) = L {y(t)} et Krsd est donne´ par (2.4.2), minimisant une
contrainte H∞. Le the´ore`me suivant, issu du the´ore`me 4.3.4, permet de trouver une telle
loi de commande.
The´ore`me 4.4.4 (Retour de sortie dynamique) Le mode`le non entier Σ de pseudo
repre´sentation d’e´tat (2.20) est BIBO stabilisable par le retour de sortie dynamique U(s) =
Krsd(s)Y (s) avec ‖Tzw‖H∞ < γ s’il existe Z = ZT ∈ Rn×n, Y = Y T ∈ Rn×n, Aˆ ∈ Rn×n,
Bˆ ∈ Rn×ny , Cˆ ∈ Rnu×n et Dˆ ∈ Rnu×ny telles que :
r
(
AZ+BuCˆ
)
+r
(
ZAT+CˆTBTu
)
r
(
A+ BuDˆCy
)
+ rAˆT ⋆ ⋆
rAˆ+ r
(
A+BuDˆCy
)T
r
(
YA+BˆCy
)
+r
(
ATY+CTy Bˆ
T
)
⋆ ⋆(
Bw +BuDˆDyw
)T (
Y Bw + BˆDyw
)T
−γ2I ⋆
r
(
CzZ +DzuCˆ
)
r
(
Cz +DzuDˆCy
)
Dzw+DzuDˆDyw −I
<0
(4.148)
et [
Z I
I Y
]
> 0. (4.149)
Une solution de la LMI (4.148) ayant e´te´ trouve´e, des matrices non singulie`res M et
N telles que MNT = I − ZY sont recherche´es. Les matrices de la pseudo repre´sentation
d’e´tat du correcteur dynamique Krsd sont alors de´finies par :
D
K
:= Dˆ
C
K
:=
(
Cˆ −D
K
CyX
)
M−T
B
K
:= N−1
(
Bˆ − Y BuDK
)
A
K
:= N−1
(
Aˆ−NB
K
CyX − Y BuCKMT
−Y (A+ BuDKCy)X)M−T
. (4.150)

Preuve Selon le the´ore`me 4.3.4, ‖Tzw(s)‖H∞ est infe´rieur a` γ s’il existe des matrices
A
K
, B
K
, C
K
, D
K
et X = X∗ garantissant la faisabilite´ de la LMI (4.63) pour le syste`me
boucle´ (2.24). Inse´rer directement les matrices de la pseudo repre´sentation d’e´tat (2.24)
dans la LMI (4.63) conduit a` une ine´galite´ matricielle non line´aire. Le changement de
variable line´arisant propose´ par [Scherer et al., 1997] pour des mode`les entiers est ici
e´tendu au cas des mode`les non entiers.
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Soit X = X∗ ∈ R2n×2n une solution de la LMI d’analyse (4.63). On partitionne X
et X−1 comme suit :
X =
[
Y N
NT ⋆
]
, X−1 =
[
Z M
MT ⋆
]
, (4.151)
avec Z et Y des matrices syme´triques re´elles de taille n.
Sachant que XX−1 = I, on pose X
[
Z
MT
]
=
[
I
0
]
, ce qui conduit a` :
XΠ1 = Π2 (4.152)
avec
Π1 :=
[
Z I
MT 0
]
, Π2 :=
[
I Y
0 NT
]
. (4.153)
Le changement de variables line´arisant est donc de´fini par :
Aˆ := NA
K
MT +NB
K
CyZ + Y BuCKM
T
+Y (A+ BuDKCy)Z
Bˆ := NB
K
+ Y BuDK
Cˆ := C
K
MT +D
K
CyZ
Dˆ := D
K
(4.154)
ou` Aˆ, Bˆ et Cˆ appartiennent respectivement a` ,Rn×n, Rn×nu et Rny×n.
Comme les matrices M et N peuvent toujours eˆtre choisies de rang plein, les ma-
trices A
K
, B
K
, C
K
et D
K
peuvent toujours eˆtre de´termine´es a` partir de Aˆ, Bˆ, Cˆ, Dˆ, Z
et Y .
Ce changement de variables est motive´ par les e´galite´s suivantes, de´duites de (4.152),
(4.153) et (4.154) :
rΠT1XA(Krsd)Π1 = rΠT2A(Krsd)Π1 = r
[
AZ + BuCˆ A+ BuDˆCy
Aˆ Y A+ BˆCy
]
, (4.155)
ΠT1XB(Krsd) = ΠT2 B(Krsd) =
[
Bw + BuDˆDw
Y Bw + BˆDw
]
, (4.156)
rC(Krsd)Π1 =
[
CzZ +DzuCˆ Cz +DzuDˆCy
]
, (4.157)
ΠT1XΠ1 = Π
T
1Π2 =
[
Z I
I Y
]
, (4.158)
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ou` A(Krsd), B(Krsd) et C(Krsd) sont les matrices de la pseudo repre´sentation d’e´tat du
syste`me boucle´ comme de´finie au paragraphe 2.4.1.2.
L’existence d’un correcteur dynamique stabilisant Krsd tel que ‖Tzw‖H∞ < γ est
de´termine´e par l’existence d’une solution X = X∗ > 0 a` la LMI (4.63). Si on multiplie la
relation (4.63) par diag
(
ΠT1 , I, I
)
a` gauche et par diag (Π1, I, I) a` droite, on obtient :
rΠT1A(Krsd)TXΠ1 +ΠT1XrA(Krsd)Π1 ΠT1XB(Krsd) rΠT1 C(Krsd)T
B(Krsd)TXΠ1 −γ2I D(Krsd)T
rC(Krsd)Π1 D(Krsd) −I
 < 0. (4.159)
La LMI (4.148) est obtenue en remplac¸ant rΠT1XA(Krsd)Π1, ΠT1XB(Krsd) et
rC(Krsd)Π1 par leurs expressions explicites respectives (4.155), (4.156) et (4.157).
On suppose maintenant que des matrices solutions des LMI (4.148) et (4.149) ont
e´te´ trouve´es. Les matrices M et N doivent eˆtre choisies telles que :
MNT = I − ZY . (4.160)
Comme Z et Y ve´rifient la relation (4.149), on peut toujours trouver des matrices
carre´es non singulie`res M et N ve´rifiant la relation (4.160).
Les matrices de la pseudo repre´sentation d’e´tat du correcteur dynamique Krsd sont
de´termine´es par la relation (4.150) qui n’est autre que l’inverse du changement de variables
line´arisant (4.154). Cette inversion est possible car les matrices Π1 et Π2, de´pendant de M
et N sont des matrices carre´es et non singulie`res. Le correcteur dynamique Krsd garantit
donc bien que ‖Tzw‖H∞ < γ. 
Etant issu du the´ore`me 4.3.4, le the´ore`me 4.4.4 souffre donc du meˆme pessimisme
lorsque 0 < ν < 1. Par ailleurs, comme pour le retour d’e´tat, les variables matricielles des
LMI 4.148 et 4.149 ont duˆ eˆtre choisie re´elles afin d’obtenir un correcteur dynamique re´el.
Remarque 4.4.5 Le the´ore`me 4.3.14, base´ sur le lemme KYP, offre une LMI d’analyse
re´elle et peu pessimiste lorsque 0 < ν < 1. Mais celle-ci est difficilement extensible a` la
synthe`se par retour de sortie car le changement de variable line´arisant utilise´ n’est plus
applicable. Il faudrait, en effet, de´terminer des matrices de passage Π1 et Π2 spe´cifiques
a` X et a` X. Il en va donc de meˆme pour les variables Aˆ, Bˆ, Cˆ, Dˆ, Z et Y de la LMI de
synthe`se apre`s le changement de variable. Il parait donc de´licat d’inverser ce changement
de variable pour de´terminer les matrices du correcteur.
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4.5 – Conclusion
Ce chapitre est de´die´ a` la formulation de conditions LMI pour la commande H∞ de
mode`les non entiers de´crits par une pseudo repre´sentation d’e´tat.
Pour ce faire, des conditions LMI permettant d’analyser la BIBO stabilite´ de ces
mode`les ont d’abord e´te´ propose´es. La premie`re condition repose sur une analyse alge´brique
du syste`me tandis que les suivantes sont base´es sur une caracte´risation ge´ome´trique du
domaine de stabilite´ ou du domaine d’instabilite´. Dans la dernie`re condition LMI, le for-
malisme des re´gions LMI ge´ne´ralise´es (GLMI) a permis de contourner le proble`me de non
convexite´ du domaine de stabilite´ pour un ordre commensurable ν tel que 0 < ν < 1.
Des conditions LMI permettant d’e´valuer les performances des mode`les non entiers
graˆce a` la norme H∞ de certains transferts ont ensuite e´te´ propose´es. Celles-ci reposent
principalement sur l’e´tude de la pseudo matrice hamiltonnienne Hγ d’un mode`le non
entier. Le lemme KYP ge´ne´ralise´ s’est enfin ave´re´ eˆtre un outil puissant pour la formulation
de conditions LMI pour le calcul de la norme H∞.
Ces analyses en stabilite´ et en performances des syste`mes non entiers ont finalement
permis de de´velopper des conditions LMI pour la commande H∞ des syste`mes non entiers
par retour de pseudo e´tat et par retour de sortie dynamique. L’avantage de ces conditions
LMI par rapport a` celles propose´es dans le chapitre 3 est que la norme H∞ y est calcule´e
directement a` partir des matrices de la pseudo repre´sentation d’e´tat, alors qu’un majorant
de la norme H∞ de la partie ape´riodique de la re´ponse impulsionnelle devait eˆtre trouve´
au chapitre 3.
En revanche, dans le cas d’un retour de sortie, l’avantage de la me´thode du cha-
pitre 3 est de produire des correcteurs entiers directement implantables (pas de phase
d’approximation ne´cessaire).
La plupart des re´sultats obtenus dans ce chapitre et dans les chapitres pre´ce´dents
sont a` pre´sent utilise´s dans le chapitre 5 pour l’isolation sismique d’un prototype de pont
de´crit par un mode`le non entier.
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Chapitre 5 – Application : Isolation sismique d’un pont
5.1 – Introduction
Dans ce chapitre, les de´veloppements the´oriques de ce me´moire sont applique´s au
proble`me d’isolation sismique d’une maquette de pont.
La maquette, repre´sente´e sur la figure 5.1, est un prototype a` l’e´chelle 1 : 4 de´crit
dans [Tsopelas et al., 1996]. Elle comprend une unique trave´e avec un plateau rigide et
deux piliers flexibles. Son syste`me d’isolation vibratoire est hybride. La partie passive se
compose de deux cales visco-e´lastiques circulaires situe´es au sommet de chaque pilier. La
partie active fait appel a` deux amortisseurs a` fluide lie´s d’une part au plateau du pont et
d’autre part au sommet de chaque pilier.
L’objectif est de de´terminer une loi de commande re´gissant la force que doivent
appliquer les amortisseurs pour minimiser les de´placements du plateau. Une premie`re
approche, base´e sur de la logique floue, est propose´e dans [Symans et Kelly, 1999].
Ici, le comportement dynamique des cales est mode´lise´ a` l’aide d’e´quations diffe´ren-
tielles non entie`res. Le de´placement du plateau du fait de l’acce´le´ration du sol est alors
de´crit a` l’aide d’un mode`le non entier, comme de´taille´ dans la partie 5.2.
Ce mode`le non entier est ensuite mis a` profit dans les parties 5.3 et 5.4, pour calculer
diffe´rentes lois de commande base´es respectivement sur les approches pre´sente´es dans les
chapitres 3 et 4.
+ +
ud
mdmp1
Ip1
mp2
Ip2
hh
h1 h2
up1
up2
φp1 φp2
L1 L2
E1 I1 E2 I2
u¨g
Cale
visco-e´lastique
Amortisseur fluide
Figure 5.1 – Maquette du pont
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5.2 – Mode`le non entier du pont
Les degre´s de liberte´ retenus pour e´crire les e´quations du mouvement de la maquette
du pont sont les de´placements longitudinaux relatifs du plateau et des piliers, respecti-
vement ud(t) et upi(t), et les mouvements de rotation φpi(t) du sommet des piliers, ou`
i ∈ {1, 2} fait re´fe´rence a` un pilier particulier.
Il est a` noter que les piliers flexibles sont suppose´s fixes a` leur base mais peuvent
effectuer des rotations a` leur sommet [Tsopelas et al., 1996]. Les sommets des piliers
sont mode´lise´s par des masses compactes de hauteur h et de centre de masse situe´ a` une
distance hi de la base de la masse compacte.
Seule la moitie´ du pont est mode´lise´e, soit le premier pilier (i = 1) et la moitie´ de
la masse du plateau car chaque pilier supporte la meˆme masse et se comporte donc de la
meˆme manie`re. Les e´quations du mouvement sont donc :
md
2
(u¨d(t) + u¨g(t))− Fl1(t) = 0, (5.1)
mp1
(
u¨p1(t) + u¨g(t)− h1φ¨p1(t)
)
+ Fp1(t) + Fl1(t) = 0, (5.2)
Ip1φ¨p1(t) +Mp1(t) + Fp1(t)h1 + Fl1(t) (h− h1) = 0, (5.3)
ou` ug(t) de´signe le de´placement du sol et Fl1(t) est la force late´rale du syste`me d’isolation.
Fp1(t) et Mp1(t) sont respectivement la force de frottement et le moment de torsion au
sommet du pilier. La force late´rale Fl1(t) s’e´crit :
Fl1(t) = Fb1(t) + Fd1(t), (5.4)
ou` Fb1(t) est la force exerce´e par les cales visco-e´lastiques du premier pilier et Fd1(t) est
la force de l’amortisseur correspondant.
Les cales visco-e´lastiques sont mode´lise´es par une e´quation diffe´rentielle de Zener a`
quatre parame`tres [Dinzart et Lipin´ski, 2009][Sasso et al., 2011] :
Fb1(t) + λ
αF
(α)
b1 (t) = G∞ub1(t) +G0λ
αu
(α)
b1 (t). (5.5)
Les valeurs nume´riques des parame`tres G0, G∞, λ et α sont donne´es dans le tableau
5.1. ub1(t) = up1(t)− ud(t) est le de´placement des cales visco-e´lastiques. La force late´rale
et le moment de torsion a` la jonction du sommet du pilier a` sa colonne s’e´crivent :
Fp1(t) =
12E1I1
L31
up1(t) +
6E1I1
L21
φp1(t) + C
1
p1u˙p1(t), (5.6)
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Mp1(t) =
6E1I1
L21
up1(t) +
4E1I1
L1
φp1(t) + C
2
p1φ˙p1(t), (5.7)
ou` C1p1 est le coefficient d’amortissement propre des colonnes, duˆ aux mouvements late´raux
tandis que C2p1 est le coefficient d’amortissement propre duˆ a` la rotation des piliers. C
1
p1
est choisi de telle sorte que le ratio d’amortissement dans le mode vibratoire fondamental
des piliers soit de 5%. C2p1 est, quant a` lui, ne´gligeable. Les valeurs nume´riques de tous
les autres parame`tres qui apparaissent dans les e´quations (5.1 - 5.7) sont donne´es dans le
tableau 5.1.
Parame`tres Valeurs nume´riques
Masse du plateau (md) 233.23 kN s2 m−1
Masse du pilier (mp1, mp2) 14.52 kN s
2 m−1
Longueur du pilier (L1, L2) 6.4 m
Distance au centre de masse du pilier (h1, h2) 0.392 m
Hauteur du sommet du pilier (h) 1.652 m
Moment d’inertie du sommet du pilier (Ip1, Ip2) 9.78 kN s
2 m
Module d’e´lasticite´ de la colonne du pilier (E1, E2) 200 000 MPa
Moment d’inertie de la colonne du pilier (I1, I2) 0.007736 m
4
Parame`tres caracte´ristiques du mode`le non entier de Zener :
λ 1.069 s
G∞ 7.926 MPa
G0 26.42 MPa
α 0.25
Table 5.1 – Valeurs nume´riques des parame`tres de la maquette de pont
Graˆce aux relations (5.1 - 5.7), la dynamique de la premie`re moitie´ du pont peut
eˆtre de´crite a` l’aide d’un mode`le non entier commensurable d’ordre ν = 0.25 et de pseudo
repre´sentation d’e´tat :
H
{
Dνxs(t) = As xs(t) +Bs1 u¨g(t) +Bs2 Fd1(t)
ud(t) = Cs xs(t)
, (5.8)
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avec
xs =
[
xTd x
T
u x
T
φ F
T
b1
]T
∈ R25,
xd =
[
ud u
(ν)
d u
(2ν)
d u
(3ν)
d u
(4ν)
d u
(5ν)
d u
(6ν)
d u
(7ν)
d
]T
,
xu =
[
up1 u
(ν)
p1 u
(2ν)
p1 u
(3ν)
p1 u
(4ν)
p1 u
(5ν)
p1 u
(6ν)
p1 u
(7ν)
p1
]T
,
xφ =
[
φp1 φ
(ν)
p1 φ
(2ν)
p1 φ
(3ν)
p1 φ
(4ν)
p1 φ
(5ν)
p1 φ
(6ν)
p1 φ
(7ν)
p1
]T
.
(5.9)
Le signal de commande est la force Fd1(t) dans le premier pilier (i = 1). L’acce´le´ration
u¨g(t) du sol est, quant a` elle, conside´re´e comme une perturbation a` rejeter.
Afin de tester l’efficacite´ des me´thodes de´veloppe´es dans les chapitres pre´ce´dents,
la me´thode de synthe`se utilisant la de´composition d’un mode`le non entier en une partie
exponentielle et une partie ape´riodique de´veloppe´e dans le chapitre 3 est d’abord applique´e
a` ce mode`le. Les conditions LMI de´veloppe´es dans le chapitre 4 et base´es sur la pseudo
repre´sentation d’e´tat sont ensuite applique´es.
5.3 – Commande H∞ base´e sur la de´composition d’un
mode`le non entier en un mode`le entier et un
mode`le parabolique
La me´thodologie de´veloppe´e dans le chapitre 3 permet d’e´crire le mode`le non entier
du pont comme un mode`le entier affecte´ d’une incertitude multiplicative.
Le proce´de´ H ayant deux entre´es, u¨g(t) et Fd1(t) et une sortie ud(t), un mode`le
entier incertain doit eˆtre de´termine´ pour chacun des transferts H1(s) et H2(s) reliant
respectivement l’acce´le´ration u¨g(t) et la force Fd1(t) des amortisseurs aux mouvements
longitudinaux ud(t) du plateau du pont :
Ud(s) = H1(s)U¨g(s) +H2(s)Fd1(s) (5.10)
avec :
H1(s) = Cs(s
νI − As)−1Bs1 (5.11)
et
H2(s) = Cs(s
νI − As)−1Bs2. (5.12)
Ces deux transferts d’ordre commensurable ν = 0.25 ont dix-sept sν-ze´ros note´s
zi, i ∈ {1 . . . 17} et vingt-cinq sν-poˆles note´s λj, j ∈ {1 . . . 25}. Les relations (1.65) et
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(1.66) permettent de calculer les six poˆles ge´ne´re´s par ces sν-poˆles :
p1,2 = −0.46± 335.01j
p3,4 = −3.82± 46.91j
p5,6 = −0.32± 9.30j.
(5.13)
Ces poˆles permettent d’e´crire les transferts H1(s) et H2(s) sous la forme de la somme
d’un transfert entier correspondant a` la partie exponentielle des diffe´rents modes et d’un
autre transfert correspondant a` la partie ape´riodique des modes :
H1(s) = Hexp1(s) +Hap1(s) (5.14)
et
H2(s) = Hexp2(s) +Hap2(s). (5.15)
Hexp1(s) et Hexp2(s) sont obtenus en sommant la contribution des poˆles associe´s a`
chaque sν-poˆle des deux transferts selon les transforme´es de Laplace des e´quations (3.6)
et (1.66-1.67), soient :
Hexp1(s) =
0.0027(s− 373.8)(s2 + 8.118s+ 2297)(s2 + 0.928s+ 1.122 · 105)
(s2 + 0.6473s+ 86.550)(s2 + 7.634s+ 2215)(s2 + 0.917s+ 1.122 · 105)
(5.16)
et
Hexp2(s) =
−3.141 · 10−8(s− 276.4)(s2 + 3.049s+ 1120)(s2 + 0.190s+ 1.121 · 105)
(s2 + 0.647s+ 86.550)(s2 + 7.634s+ 2215)(s2 + 0.917s+ 1.122 · 105) .
(5.17)
De meˆme, Hap1(s) et Hap2(s) peuvent s’e´crire a` l’aide de la transforme´e de Laplace
des e´quations (3.7-3.8) et (1.70).
Les parties ape´riodiques Hap1(s) et Hap2(s) sont ensuite majore´es en termes de gain
respectivement par Hap1(s) et Hap2(s) avec :∣∣Hap1(jω)∣∣ = |H˜2ap1(jω)|+ Eap1(ω) (5.18)
et ∣∣Hap2(jω)∣∣ = |H˜2ap2(jω)|+ Eap2(ω), (5.19)
ou` H˜2ap1(s) et H˜
2
ap2(s) sont calcule´es a` l’aide de la relation (3.47) en choisissant N = 10,
zN = −5 et zM = 20, soient :
H˜2ap1(s) =
−0.0024(s+ 148.4)(s+ 6.662)(s+ 0.174)(s+ 0.0107)(s+ 7.343 · 10−4)
(s+ 148.4)(s+ 12.18)(s+ 1)(s+ 0.082)(s+ 0.0067)(s+ 5.531 · 10−4)
(s+ 5.361 · 10−5)(s+ 4.093 · 10−6)(s+ 3.221 · 10−7)(s+ 2.582 · 10−8)
(s+ 4.54 · 10−5)(s+ 3.727 · 10−6)(s+ 3.059 · 10−7)(s+ 2.511 · 10−8)
(5.20)
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et
H˜2ap2(s) =
3.118 · 10−8(s+ 147.8)(s+ 4.82)(s+ 0.168)(s+ 0.0106)(s+ 7.304 · 10−4)
(s+ 148.4)(s+ 12.18)(s+ 1)(s+ 0.082)(s+ 0.0067)(s+ 5.531 · 10−4)
(s+ 5.347 · 10−5)(s+ 4.088 · 10−6)(s+ 3.219 · 10−7)(s+ 2.582 · 10−8)
(s+ 4.54 · 10−5)(s+ 3.727 · 10−6)(s+ 3.059 · 10−7)(s+ 2.511 · 10−8)
(5.21)
et ou` les erreurs d’approximation Eap1(ω) et Eap2(ω) sont calcule´es a` l’aide de la relation
(3.49).
Finalement, le mode`le non entier associe´ a` chaque transfert peut s’e´crire comme un
mode`le entier incertain dont le mode`le nominal est donne´ par :
H10(s) = Hexp1(s) + H˜
2
ap1(s) (5.22)
et
H20(s) = Hexp2(s) + H˜
2
ap2(s). (5.23)
Afin d’e´crire l’incertitude multiplicative associe´e a` chaque transfert, les erreurs re-
latives suivantes sont calcule´es :
Er1(s) =
H1(s)
H10(s)
− 1, (5.24)
Er2(s) =
H2(s)
H20(s)
− 1. (5.25)
Ces erreurs sont ensuite majore´es en termes de gain par des filtresWu¨g(s) etWFd1(s).
Chaque transfert s’e´crit alors :
H i1(s) = H10(s)
(
1 +Wu¨g(s)δ1(s)
)
, (5.26)
H i2(s) = H20(s) (1 +WFd1(s)δ2(s)) . (5.27)
Le mode`le entier incertain H im(s) de sortie ud et d’entre´es u¨g et Fd1, dont une
re´alisation possible est le mode`le non entier H(s), est repre´sente´ sur la figure 5.2.
Des pseudo repre´sentations d’e´tat associe´es a`H0m(s),Wu¨g(s) etWFd1(s) sont donne´es
par les e´quations suivantes :
H0m
{
η˙0(t) = A0η0(t) +B01u¨g(t) + B02Fd1(t)
u0d(t) = C0η(t) +D01u¨g(t)
, (5.28)
Wu¨g
{
η˙u(t) = Auηu(t) +Buwu
yu(t) = Cuηu(t) +Duwu(t)
, (5.29)
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wFzF
wuzu
u¨g
Fd1 ud
yu
yF
H10(s)
H20(s)
WFd1(s)
Wu¨g(s)δ1(s)
δ2(s)
H im(s)
H0m(s)
++++
+ +
Figure 5.2 – Repre´sentation de G(s) comme un mode`le entier H0m(s) affecte´ par des
incertitudes multiplicatives
WFd1
{
η˙F (t) = AFηF (t) + BFwF
yF (t) = CFηF (t) +DFwF (t)
. (5.30)
La figure 5.3 fait apparaˆıtre les gains des re´ponses fre´quentielles des transferts H1(s)
et H2(s), ainsi que ceux des mode`les entiers nominaux et incertains associe´s. On constate
que les mode`les nominaux et non entiers sont bien inclus dans le faisceau de mode`les
incertains pour les deux transferts.
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Figure 5.3 – Comparaison des re´ponses fre´quentielles de H1(s) et H2(s) a` celles des
mode`les nominaux (H10(s) et H20(s)) et incertains associe´s (H
i
1(s) et H
i
2(s))
Un correcteurKrsd ve´rifiant des performances mesure´es a` l’aide de la normeH∞ peut
maintenant eˆtre calcule´ pour le mode`le entier incertain H im(s). Les performances seront
impose´es a` l’aide de fonctions de ponde´rations W1(s) et W2(s) imposant des contraintes
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a` la boucle ferme´e conforme´ment au sche´ma bloc de la figure 5.4.
ε
w2z2
zp1
zp2
w1z1
u¨g
Fd1 ud
yu
yF
H10(s)
H20(s)
WFd1(s)
Wu¨g(s)
W1(s)
W2(s)
δ1(s)
δ2(s)
−
H im(s)
H0m(s)
Krsd(s)
Haug(s)
Figure 5.4 – Mode`le entier incertain du pont H im(s) augmente´ des filtres de ponde´ration
et boucle de commande associe´e
Le filtre W1(s) permet de mettre en forme la fonction de sensibilite´ de l’entre´e Si(s)
entre l’acce´le´ration u¨g et l’erreur ε :
Tεu¨g(s) = Si(s) =
T iudu¨g(s)
1 +Krsd(s)T iudFd1(s)
. (5.31)
Il permet d’imposer la bande passante de l’asservissement a` travers sa pulsation
au gain unite´ et d’atte´nuer les de´passements de la re´ponse temporelle en fixant son gain
de fac¸on a` limiter la re´sonance de Si(s). Le filtre W2(s) permet quant a` lui d’atte´nuer
les effets des bruits de mesures et d’e´viter d’avoir des commandes trop importantes. Il
contraint la fonction de sensibilite´ de la commande KSi(s) entre l’acce´le´ration u¨g et la
commande Fd1 :
TFd1u¨g(s) = KSi(s) = Krsd(s)Si(s). (5.32)
Pour que les gains des transferts Si(s) et KSi(s) soient respectivement sous les gains
des ponde´rations W−11 (s) et W
−1
2 (s) quelles que soient les incertitudes δ1 et δ2 telles que
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‖δ1‖H∞ < 1 et ‖δ2‖H∞ < 1, le correcteur Krsd doit ve´rifier :
‖Fl(Haug, Krsd(s))‖∞ < 1, (5.33)
ou` Haug est le mode`le augmente´, contenant H10(s), H20(s), Wu¨g(s), WFd1(s), W1(s) et
W2(s), encadre´ sur la figure 5.4.
Si la relation (5.33) est ve´rifie´e, alors : |Si(jω)| <
∣∣W−11 (jω)∣∣
|KSi(jω)| <
∣∣W−12 (jω)∣∣ , ∀ω ∈ R+, ∀ (δ1(s), δ2(s)) t.q.
 ‖δ1(s)‖H∞ < 1‖δ2(s)‖H∞ < 1 .
(5.34)
Pour cette application, W1(s) et W2(s) ont e´te´ choisis de manie`re a` re´duire le
de´placement maximum du plateau du pont de moitie´ par rapport au comportement du
proce´de´ non corrige´, tout en minimisant la force Fd1 ge´ne´re´e par l’amortisseur.
Soit ud le de´placement maximal du plateau du pont suite a` une sollicitation sismique
d’acce´le´ration maximale u¨g. Afin de re´duire le de´placement du pont de moitie´, le gain du
filtre W−11 (s) doit eˆtre au maximum de
ud
2u¨g
dans la bande de fre´quence des excitations
sismiques, soit entre 3 Hz et 10 Hz.
Minimiser la force Fd1 ge´ne´re´e par l’amortisseur revient a` minimiser le gain du filtre
W2(s)
−1 dans la bande de fre´quence des excitations sismiques.
Cette mise en forme ide´ale du proble`me n’a malheureusement pas permis d’obtenir
de solution re´pondant au cahier des charges lors de plusieurs tentatives de re´solution. Les
filtres Wu¨g(s) et WFd1(s) semblent en effet tre`s contraignants vis-a`-vis des incertitudes du
mode`le et la complexite´ calculatoire lie´e a` la grande dimension des mode`les manipule´s n’a
pas favoriser la convergence des me´thodes nume´riques de re´solution.
Pour re´pondre au cahier des charges, la de´finition d’un mode`le augmente´ plus simple
H0aug(s) a e´te´ ne´cessaire. Il est obtenu en ne conside´rant que les transferts nominaux
H10(s), H20(s) et les filtres W1(s) et W2(s). La synthe`se est alors d’abord effectue´e sur
le mode`le nominal augmente´ H0aug(s), puis on ve´rifie a posteriori (par un tirage ale´atoire
au niveau des incertitudes) que le mode`le incertain respecte les contraintes fre´quentielles
impose´es parW1(s) etW2(s). Le proble`me de synthe`seH∞ associe´ a`H0aug(s) est repre´sente´
sur la figure 5.5.
W1(s) et W2(s) sont des filtres du second ordre dont les pseudo repre´sentations
d’e´tat sont de´finies par :
W1 :
{
η1(t) = A1 η1(t) + B1 ε(t)
zp1(t) = C1 η1(t) +D1 ε(t)
(5.35)
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w = u¨g z =
[
zp1
zp2
]
Fd1 ε
[
∆p1(s) ∆p2(s)
]
K(s)
H0aug(s)
H iaug(s)
Figure 5.5 – Proble`me de synthe`se H∞ associe´ a` H0aug(s)
et
W2 :
{
η2(t) = A2 η2(t) + B2 Fd1(t)
zp2(t) = C2 η2(t) +D2 Fd1(t)
. (5.36)
Le mode`le augmente´ H0aug peut alors s’e´crire :
H0aug

x(t) = A x(t) + Bu u(t) + Bw w(t)
y(t) = Cy x(t) +Dyu u(t) +Dyw w(t)
z(t) = Cz x(t) +Dzu u(t) +Dzw w(t)
(5.37)
ou` x =
[
xTs η
T
1 η
T
2
]T
, w = u¨g, z =
[
zp1 zp2
]T
et :
A =

A0 0 0
−B1C0 A1 0
0 0 A2
 , Bw =

B01
−B1D01
0

Bu=

B02
0
B2
 , Cz=
[
−D1C0 C1 0
0 0 C2
] (5.38)
Dzw =
[
−D1D01
0
]
, Dzu =
[
0
D2
]
Cy =
[
−C0 0 0
]
, Dyw = −D01
Dyu = 0.
(5.39)
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La boˆıte a` outils ≪ Robust Control ≫ du logiciel matlab est utilise´e pour trouver le
correcteur entier stabilisant Krsd(s) par retour de sortie dynamique garantissant (5.33).
Ayant 30 poˆles et 29 ze´ros, la fonction de transfert de ce correcteur ne sera pas donne´e
dans ce manuscrit. Sur les figures 5.6 et 5.7 sont respectivement repre´sente´es les fonctions
de sensibilite´ de l’entre´e et de la commande associe´es au mode`le nominal, au mode`le
incertain et au mode`le non entier du syste`me en boucle ferme´e note´ Hbf (s), ainsi que les
gabarits fre´quentiels associe´s.
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Figure 5.6 – Comparaison du filtre W−11 (s) aux fonctions de sensibilite´ de l’entre´e du
mode`le nominal note´e S0(s), du mode`le non entier note´e Sne(s) et du mode`le entier
incertain Si(s)
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Figure 5.7 – Comparaison du filtre W−12 (s) aux fonctions de sensibilite´ de la commande
du mode`le nominal note´eKS0(s), du mode`le non entier note´eKSne(s) et du mode`le entier
incertain KSi(s)
Comme on peut le voir sur les figures 5.6 et 5.7, les contraintes fre´quentielles ont
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bien e´te´ respecte´es vu que les gains des mode`les nominaux, incertains et non entiers sont
sous les contraintes ∀ω ∈ R+.
La re´ponse temporelle du syste`me en boucle ferme´e a ensuite e´te´ compare´e a` celle
du syste`me en boucle ouverte. Pour ce faire, des sismogrammes issus de mesures re´elles
provenant de la base de donne´es en ligne de l’Iris (Incorporated Research Institutions
for Seismology) [Iri], ont e´te´ utilise´s comme signaux d’entre´e. Le profil d’acce´le´ration du
se´isme du 17 janvier 1994 a` Northridge (Sud de la Californie, USA) et enregistre´ par la
station sismique de Pasadena (Californie), est repre´sente´ sur la figure 5.8.
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Figure 5.8 – Profil d’acce´le´ration du se´isme de Northridge (17 janvier 1994) en m.s−2
L’analyse spectrale de ce profil d’acce´le´ration montre, comme on peut le voir sur la
figure 5.9, que l’essentiel de l’e´nergie du signal est bien contenu dans la plage fre´quentielle
3− 10 Hz.
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Figure 5.9 – Analyse spectrale du profil d’acce´le´ration du se´isme de Northridge
Le de´placement ud(t) du plateau du pont et la force de commande Fd1(t) corres-
pondant sont respectivement repre´sente´s sur les figures 5.10 et 5.11. Ces courbes ont e´te´
obtenues en bouclant le mode`le non entier initial H(s) par le correcteur Krsd(s). Comme
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on peut le voir, le de´battement a e´te´ re´duit de moitie´. Le de´placement maximum en boucle
ouverte est d’environ 7 cm en boucle ouverte alors qu’il n’est que de 3.4 cm en boucle
ferme´e.
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Figure 5.10 – De´placement du plateau (en m), en boucle ouverte (re´ponse de H(s)), et
en boucle ferme´e avec le correcteur Krsd(s) (re´ponse de Hbf (s))
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Figure 5.11 – Force Fd1 (en N) ge´ne´re´e par l’amortisseur en boucle ferme´e avec le cor-
recteur Krsd(s)
De plus, l’e´nergie ge´ne´re´e par les de´placements du pont en boucle ferme´e a e´te´ re´duite
de 67% par rapport a` celle du mode`le initial qui ne comportait qu’un amortissement passif,
pour une commande Fd1 valant au maximum 680 kN environ.
Le correcteur entier Krsd(s) de´termine´ a` partir du mode`le entier incertain a donc
permis d’imposer des contraintes fre´quentielles au mode`le non entier initial pour une force
de commande Fd1 d’ordre de grandeur raisonnable [Symans et Kelly, 1999].
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Des proble`mes de conditionnement nume´rique ont cependant e´te´ rencontre´s lors de
la synthe`se de ce correcteur. En effet, afin de re´duire les incertitudes de mode`le intervenant
dans l’e´criture du mode`le entier incertain, l’approximation de la partie ape´riodique Hap(s)
du mode`le non entier initial H(s) doit eˆtre suffisamment pre´cise. Cette pre´cision est
obtenue en augmentant le nombre d’intervalles N sur lesquels la me´thodes des trape`zes
est effectue´e, augmentant par la meˆme occasion l’ordre du mode`le entier nominal obtenu
(somme de la partie exponentielle et de la partie ape´riodique). Des ordres trop e´leve´s
entraˆınent un mauvais conditionnement des matrices de la repre´sentation d’e´tat du mode`le
nominal, impactant ne´gativement la faisabilite´ des LMI de synthe`se de correcteurs par la
me´thodeH∞. Des LMI de synthe`se adapte´es aux mode`les non entiers pourraient permettre
d’e´viter ces proble`mes dus aux approximations. L’une des conditions LMI de´veloppe´es
dans le chapitre 4 est donc maintenant applique´e au mode`le non entier H(s).
162
Chapitre 5 – Application : Isolation sismique d’un pont
5.4 – Commande H∞ base´e sur la pseudo repre´sentation
d’e´tat
Les me´thodes de synthe`se de´veloppe´es dans le chapitre 4 peuvent eˆtre utilise´es pour
calculer des correcteurs directement a` partir de la pseudo repre´sentation d’e´tat du pont
(5.8) d’ordre ν = 0.25.
Notre choix s’est porte´ sur une loi de commande par retour d’e´tat calcule´e a` l’aide
de la me´thode de synthe`se base´e sur le lemme KYP. En effet, cette dernie`re me´thode est
celle qui pre´sente le moins de pessimisme dans le cas d’un mode`le d’ordre commensurable
infe´rieur a` 1.
La loi de commande conside´re´e est ainsi de la forme :
Fd1(t) = Kre x(t), (5.40)
ou` x(t) est un vecteur contenant le pseudo e´tat du mode`le du pont xs(t) ainsi que les
pseudo e´tats des ponde´rations W1(s) et W2(s) qui apparaissent sur la figure 5.12.
W ′1(s)
[
1 0 · · · 0
]
W1(s)
W2(s)
ud
z1
z2
G(s)
u¨g
xs
Kre
x2
x1
x
Fd1
Σ
Figure 5.12 – Sche´ma bloc du syste`me en boucle ferme´e
Le correcteur par retour d’e´tat Kre est choisi de sorte a` ce que le syste`me boucle´
ve´rifie la contrainte H∞ suivante :∥∥∥∥∥ W1(s)Txsu¨g(s)W2(s)TFd1u¨g(s)
∥∥∥∥∥
H∞
< 1. (5.41)
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Si la relation (5.41) est ve´rifie´e, alors :
|TFd1u¨g(jω)| < |W−12 (jω)|, ∀ω ∈ R+. (5.42)
W−12 impose donc une contrainte sur la force exerce´e par l’amortisseur du premier pilier
Fd1 suite a` une sollicitation du sol u¨g. Ici, W2(s) = 3.8 · 10−6.
Si la relation (5.41) est ve´rifie´e, on a e´galement :∥∥W1(s)Txsu¨g(s)∥∥H∞ < 1 (5.43)
soit : ∥∥∥W ′1(s) [1 01×24]Txsu¨g(s)∥∥∥
H∞
< 1 (5.44)
ou encore : ∥∥W ′1(s)Tudu¨g(s)∥∥H∞ < 1. (5.45)
Si la relation (5.45) est ve´rifie´e, alors :
|Tudu¨g(jω)| < |W
′−1
1 (jω)|, ∀ω ∈ R+. (5.46)
W
′−1
1 impose donc une contrainte sur le de´placement du plateau ud suite a` une solli-
citation du sol u¨g. Comme pre´ce´demment, le gain du filtreW
′−1
1 (s) est choisi suffisamment
bas pour au minimum re´duire de moitie´ les de´placements du plateau du pont. W
′−1
1 (s)
est ainsi de´fini par :
W
′−1
1 (s) =
12.6 (s0.25 + 1.5)
s0.25 + 2.6
. (5.47)
W1 admet une pseudo repre´sentation d’e´tat
W1
{
Dνx1(t) = A1 x1(t) + B1 xs(t)
z1(t) = C1 x1(t) +D1 xs(t)
(5.48)
avec A1 = −2.6, B1 =
[
4 01×24
]
, C1 = −3.7 et D1 =
[
12.6 01×24
]
.
Le mode`le augmente´ Σ, tel qu’indique´ sur la figure 5.12, admet la pseudo repre´sentation
d’e´tat
Σ
{
Dνx(t) = A x(t) + Bu u(t) +Bw w(t)
z(t) = Cz x(t) +Dzu u(t) +Dzw w(t)
(5.49)
ou` w = u¨g, z =
[
z1 z2
]T
, x =
[
xTs x1
]T
et :
A =
[
As 0
B1 A1
]
, Bu =
[
Bs2
0
]
, Bw =
[
Bs1
0
]
,
Cz =
[
0 0
D1 C1
]
, Dzu = W2 et Dzw = 0.
(5.50)
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Ce mode`le augmente´ permet de de´finir le proble`me standard de la figure 5.13.
w z
u x
Σ
Kre
Figure 5.13 – Proble`me standard de synthe`se d’un retour d’e´tat H∞
Le the´ore`me 4.4.3, permettant la synthe`se de lois de commandeH∞ par retour d’e´tat
statique, est maintenant applique´ au mode`le Σ de sorte a` trouver un gain Kre de retour
d’e´tat ve´rifiant la contrainte :
‖Fl(Σ, Kre)‖∞ < 1. (5.51)
En utilisant le solveur Sdpt3 [Toh et al., 1998] pour re´soudre la LMI (4.146), le
correcteur suivant est obtenu :
Kre =1 · 106 [−2.3047 − 6.0612 − 2.7170 − 1.5440 − 0.9488 − 0.5722
− 0.3164 − 0.1378 6.8746 8.0101 2.8628 0.9726 0.3182 0.0782
0.0082 − 0.0059 − 2.2685 − 1.0738 − 0.4342 − 0.1555
− 0.0483 − 0.0117 − 0.0012 0.0009 0.0000 0.1007 ] . (5.52)
Le lieu des valeurs propres de la matrice de pseudo e´tat en boucle ferme´e A+BKre,
repre´sente´ sur la figure 5.14, confirme que le syste`me boucle´ Σbf est stable. En effet, toutes
les valeurs propres appartiennent au domaine de stabilite´ de´fini par l’e´quation (2.4).
De plus, on peut constater sur la figure 5.15 que les contraintes (5.42) et (5.46) sont
bien ve´rifie´es sur toute la plage fre´quentielle.
La re´ponse temporelle du syste`me en boucle ferme´e a ensuite e´te´ compare´e a` celle
du syste`me en boucle ouverte en utilisant de nouveau le profil d’acce´le´ration du se´isme
du 17 janvier 1994 a` Northridge (Sud de la Californie, USA), enregistre´ par la station
sismique de Pasadena (Californie), et repre´sente´ sur la figure 5.8. Les figures 5.16 et 5.17,
quant a` elles, montrent respectivement le de´placement correspondant du plateau du pont
ud et la force Fd1 ge´ne´re´e par l’amortisseur.
Comme on peut le voir sur la figure 5.16, l’amplitude des de´placements du plateau
a e´te´ re´duite de plus de la moitie´. En effet, le de´placement maximum en boucle ouverte
est d’environ 7 cm, tandis qu’en boucle ferme´e, le plateau ne se de´place que de 2.5 cm
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Figure 5.14 – Valeur propres (×) de la matrice A + BKre et limites du domaine de
stabilite´ (demi-droites)
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Figure 5.15 – Gains des fonctions de sensibilite´ TFd1u¨g(s) et Tudu¨g(s) et ponde´rations
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maximum. De plus, l’e´nergie ge´ne´re´e par les de´placements du pont avec le correcteur
H∞ a e´te´ re´duite de 64% par rapport a` celle du syste`me initial qui ne comportait qu’un
amortissement passif.
Enfin, la force Fd1 ge´ne´re´e par l’amortisseur a` fluide vaut au maximum 210 kN. Le
de´placement ud a donc e´te´ re´duit de plus de la moitie´ avec une commande Fd1 infe´rieure
a` celle obtenue dans le paragraphe 5.3 en e´crivant le mode`le non entier H(s) comme un
mode`le entier incertain.
166
Chapitre 5 – Application : Isolation sismique d’un pont
20 25 30 35 40 45
−0.04
−0.02
0
0.02
0.04
0.06
0.08
 
 
temps (s)
u
d
(m
)
H(s)
Σbf (s)
Figure 5.16 – De´placement du plateau (en m), en boucle ouverte (re´ponse de H(s)), et
en boucle ferme´e avec le correcteur Kre (re´ponse de Σbf (s))
20 25 30 35 40 45
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
x 105
temps (s)
F
d
1
(N
)
Figure 5.17 – Force Fd1 (en N), ge´ne´re´e par l’amortisseur en boucle ferme´e avec le
correcteur Kre
5.5 – Conclusion
Dans ce chapitre, les approches pre´sente´es dans les chapitres 3 et 4 ont e´te´ applique´es
a` un syste`me complexe : un pont monte´ sur des cales visco-e´lastiques, mode´lise´ par un
mode`le non entier et soumis a` des excitations sismiques.
La commande du syste`me par retour de sortie dynamique a d’abord e´te´ effectue´e en
e´crivant le mode`le non entier comme un mode`le entier incertain, a` l’image des de´veloppements
pre´sente´s au chapitre 3. Une commande par retour d’e´tat du syste`me a ensuite e´te´ ef-
fectue´e en utilisant une des conditions LMI de synthe`se adapte´es aux mode`les non entiers
et propose´es au chapitre 4.
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Bien que le cahier des charges a e´te´ respecte´ dans les deux cas, de meilleurs perfor-
mances ont e´te´ obtenues en utilisant les conditions LMI de´veloppe´es pour les mode`les non
entiers. En effet, l’ordre e´leve´ du mode`le nominal issu de la de´composition du mode`le non
entier en une partie exponentielle et une partie ape´riodique entraˆıne un mauvais condi-
tionnement nume´rique des matrices de la repre´sentation d’e´tat du mode`le augmente´. De
ce fait, les performances des algorithmes de re´solution des LMI ont donc e´te´ de´grade´es. Le
de´veloppement de me´thodes de synthe`se H∞ adapte´es aux mode`les non entiers est donc
bien justifie´.
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Conclusion ge´ne´rale
Le chapitre 1 a e´te´ consacre´ a` la description des ope´rateurs de de´rivation et d’inte´-
gration non entie`re et a` leur utilisation pour la mode´lisation de syste`mes dynamiques. Il a
e´te´ montre´ que les proprie´te´s inhe´rentes a` ces ope´rateurs les rendent particulie`rement aptes
a` de´crire des phe´nome`nes physiques a` me´moire longue tels que les phe´nome`nes de diffusion.
L’analyse des proprie´te´s des mode`les non entiers a ensuite re´ve´le´ que seuls les mode`les
non entiers commensurables peuvent eˆtre de´crits par une pseudo repre´sentation d’e´tat.
Cette repre´sentation est similaire en e´criture a` celle des mode`les entiers mais doit eˆtre
manipule´e avec pre´caution lorsqu’il s’agit de calculer la re´ponse a` des conditions initiales
ou d’e´tudier les proprie´te´s lie´es a` l’e´tat telles que la stabilite´ interne, la commandabilite´ ou
l’observabilite´. Le pseudo vecteur d’e´tat n’a en effet pas les proprie´te´s d’un vecteur d’e´tat
au sens des mode`les entiers. La de´composition des mode`les non entiers en leur partie
exponentielle et leur partie ape´riodique, pre´sente´e ensuite, a permis de faire apparaˆıtre
leur ve´ritable vecteur d’e´tat qui est de dimension infinie. Ce chapitre s’est acheve´ sur
l’approximation par poˆles et ze´ros re´cursifs des mode`les non entiers, approximation qui
est utilise´e dans ce travail pour effectuer des simulations temporelles.
Le chapitre 2 de´bute par la de´finition et la caracte´risation de la stabilite´ des mode`les
non entiers. Il rappelle en particulier que la stabilite´ interne d’un mode`le non entier com-
mensurable peut eˆtre e´value´e par la position dans le plan complexe des valeurs propres de
sa pseudo matrice d’e´tat. L’utilisation de la norme H∞ pour e´valuer les performances des
mode`les non entiers a ensuite e´te´ pre´sente´e. Cette partie a aussi permis de montrer que l’in-
terpre´tation physique de la norme H∞ est la meˆme pour les mode`les entiers et les mode`les
non entiers. Apre`s la formalisation des proble`mes a` re´soudre lors de la synthe`se H∞ pour
des mode`les non entiers, les deux approches propose´es dans ce me´moire ont e´te´ pre´sente´es.
La premie`re approche consiste a` approximer le mode`le non entier par un mode`le entier
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incertain issu de sa de´composition en partie exponentielle et partie ape´riodique. La se-
conde approche repose sur l’utilisation de la pseudo repre´sentation d’e´tat pour e´tendre aux
mode`les non entiers, diffe´rentes me´thodes de synthe`se H∞ de´veloppe´es pour les mode`les
entiers.
Dans le chapitre 3, la me´thode de synthe`se H∞ base´e sur l’approximation du mode`le
non entier par un mode`le entier incertain a` partir de sa de´composition en une partie
exponentielle et une partie ape´riodique a e´te´ pre´sente´e. Pour re´aliser cette approximation,
la partie ape´riodique a e´te´ approxime´e en utilisant une proce´dure d’inte´gration nume´rique
base´e sur la me´thode des trape`zes. L’erreur relative ge´ne´re´e par cette me´thode a e´te´ prise
en compte sous la forme d’une incertitude multiplicative affectant un mode`le nominal
entier. Il a ensuite e´te´ montre´ que le mode`le incertain permet d’e´valuer la stabilite´ du
mode`le non entier et ses performances par le calcul de la normeH∞ d’un mode`le augmente´.
Ce mode`le augmente´ est ensuite utilise´ pour calculer des correcteurs permettant au mode`le
non entier d’atteindre des objectifs de performances. Un exemple acade´mique a finalement
montre´ l’efficacite´ de la me´thode propose´e.
Le chapitre 4 est de´die´ a` la formulation de conditions LMI pour la commande H∞
de mode`les non entiers de´crits par une pseudo repre´sentation d’e´tat. Pour ce faire, des
conditions LMI permettant d’analyser la BIBO stabilite´ de ces mode`les ont d’abord e´te´
propose´es. Ces conditions reposent sur une analyse alge´brique de ces mode`les, une ca-
racte´risation ge´ome´trique du domaine de stabilite´ ou du domaine d’instabilite´ ou enfin
sur l’utilisation du formalisme des re´gions LMI ge´ne´ralise´es (GLMI) pour contourner le
proble`me de non convexite´ du domaine de stabilite´ pour un ordre commensurable ν com-
pris entre 0 et 1. Des conditions LMI permettant d’e´valuer les performances des mode`les
non entiers graˆce a` la norme H∞ de certains transferts ont ensuite e´te´ de´veloppe´es.
Celles-ci reposent principalement sur l’e´tude de la pseudo matrice hamiltonnienne Hγ
d’un mode`le non entier et sur l’utilisation du lemme KYP ge´ne´ralise´. Ces analyses en
stabilite´ et en performances des mode`les non entiers ont finalement permis de de´velopper
des conditions LMI de synthe`se H∞ par retour de pseudo e´tat et par retour de sor-
tie dynamique. Contrairement a` la me´thode propose´e dans le chapitre 3, ces conditions
LMI permettent de calculer directement la norme H∞ a` partir des matrices de la pseudo
repre´sentation d’e´tat.
Enfin, le dernier chapitre a consiste´ a` appliquer les diffe´rentes me´thodes de´veloppe´es
dans ce me´moire a` la commande H∞ d’une maquette de pont mode´lise´e par un mode`le
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non entier et soumise a` des excitations sismiques. Apre`s l’e´tablissement du mode`le, des
correcteurs H∞ par retour de sortie dynamique ont e´te´ calcule´s sur la base d’un mode`le
entier incertain de´termine´ a` l’aide de la me´thodologie pre´sente´e dans le chapitre 3. Les
conditions LMI de synthe`se de correcteurs H∞ par retour d’e´tat de´veloppe´es dans le
chapitre 4 ont e´galement e´te´ applique´es directement au mode`le non entier du pont de´crit
par sa pseudo repre´sentation d’e´tat. Ces deux me´thodes ont permis au syste`me boucle´ de
remplir le cahier des charges impose´, ce qui a e´te´ valide´ en simulation a` l’aide de donne´es
sismiques re´elles.
Perspectives
Cette the`se a permis d’e´laborer une me´thodologie de synthe`se H∞ adapte´e aux
mode`les non entiers commensurables. Les deux approches propose´es ont permis de re´-
pondre a` la proble´matique, mais elles pre´sentent tout de meˆme certaines limitations qui
conduisent a` proposer des perspectives.
En effet, la me´thode base´e sur l’e´criture d’un mode`le incertain a` l’aide de la de´com-
position d’un mode`le non entier en une partie exponentielle et une partie ape´riodique
est une approche essentiellement nume´rique dans le cadre de cette the`se. Elle ne´cessite en
effet le calcul manuel des majorants au niveau des deux bornes de l’inte´grale de´finissant la
partie ape´riodique. Elle ne´cessite aussi d’e´valuer nume´riquement l’erreur relative issue de
la me´thode des trape`zes, bien qu’une expression analytique d’un majorant soit possible.
Par ailleurs, le majorant de l’erreur relative est lui-meˆme majore´ par un filtre utilise´ pour
repre´senter l’incertitude dynamique, introduisant a` nouveau un certain pessimisme. Outre
ces diffe´rentes majorations lie´es a` la me´thode d’approximation propose´e, une telle ap-
proche base´e sur la reformulation du mode`le non entier comme un mode`le entier incertain
conduit ne´cessairement a` une de´gradation des performances atteignables puisqu’une par-
tie de la dynamique intrinse`que du mode`le non entier initial, bien que connue, est traite´e
comme une incertitude. Un compromis apparaˆıt ainsi entre performances atteignables et
complexite´ du mode`le entier nominal. En effet, plus le mode`le entier nominal est d’ordre
e´leve´, plus l’incertitude de mode`le sera re´duite et meilleures seront les performances at-
teignables. Cependant, le couˆt calculatoire pour la me´thode de synthe`se du correcteur
sera d’autant plus important, ainsi que l’ordre du correcteur trouve´. Au contraire, plus le
mode`le entier nominal sera d’ordre faible, plus l’incertitude sera importante et les perfor-
mances atteignables de´grade´es. La de´termination de crite`res quantitatifs permettant de
ge´rer ce compromis est donc une premie`re perspective pour ce travail, la seconde e´tant la
re´duction du pessimisme introduit par les majorations successives.
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Les conditions LMI de synthe`seH∞ de´veloppe´es pour les mode`les non entiers souffrent
quasiment toutes d’un certain pessimisme lorsque l’ordre non entier est compris entre 0
et 1. Les conditions d’analyse les moins pessimistes, obtenues graˆce au lemme de KYP,
ont fourni des conditions LMI de synthe`se uniquement dans le cas d’un retour d’e´tat.
Des recherches supple´mentaires sont en cours pour trouver un changement de variables
line´arisant permettant de formuler le proble`me de synthe`se d’un retour de sortie dyna-
mique a` l’aide de LMI. Il s’agit la` d’une perspective importante a` ce travail.
L’un des inconve´nients de la commande H∞ est le fait que le bloc d’incertitudes
associe´ aux contraintes de performances est toujours conside´re´ plein, ce qui introduit un
certain pessimisme. La µ-analyse me´riterait donc d’eˆtre e´tendue aux mode`les non entiers
pour permettre d’alterner des phases de synthe`se H∞ et de µ-analyse afin d’optimiser
davantage le re´glage de la loi de commande.
Enfin, les me´thodes de synthe`se H∞ propose´es dans ce me´moire ont uniquement
e´te´ teste´es en simulation. Il serait donc inte´ressant d’e´valuer leurs performances sur des
syste`mes re´els jusqu’a` implantation finale.
172
Annexe A
Ine´galite´s Matricielles
Une grande partie des re´sultats pre´sente´s dans cette the`se sont formule´s a` l’aide
d’ine´galite´s matricielles. Les ine´galite´s matricielles permettent de de´crire diffe´rents proble`mes
d’optimisation, et comme le montre l’ouvrage de re´fe´rence [Boyd et al., 1994], un bon
nombre de proble`mes d’Automatique se formulent naturellement dans ce cadre. Cet an-
nexe est consacre´ a` la description de ce formalisme mathe´matique.
A.1 – Ine´galite´s Matricielles
Les ine´galite´s matricielles reposent essentiellement sur les notions de de´finie positi-
vite´ et semi-de´finie positivite´.
De´finition A.1.1 (De´finie Positivite´)
Une matrice syme´triqueM ∈ Sn est de´finie positive (semi-de´finie positive) si, et seulement
si, elle ve´rifie l’une des proprie´te´s e´quivalentes suivantes :
1. ∀ x ∈ Rn − {0} , xTAx > (≥) 0
2. toutes les valeurs propres λi de M sont positives (supe´rieures ou e´gales a` ze´ro) :
λi(A) > (≥) 0 ∀ i = 1 · · ·n
Bien qu’existant pour des matrices quelconques, cette de´finition a volontairement
e´te´ re´duite au cas des matrices syme´triques. Si les matrices sont quelconques, la de´finition
s’applique uniquement a` leur partie syme´trique.
Les ine´galite´s matricielles sont de´finies a` l’aide de la relation d’ordre partiel de
Lo¨ewner.
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De´finition A.1.2 (Ine´galite´ Ge´ne´ralise´e)
Une matrice A ∈ Sn est supe´rieure (supe´rieure ou e´gale) a` une matrice B ∈ Sn si, et
seulement si, la matrice A−B est de´finie (semi-de´finie) positive :
A > (≥) B ⇐⇒ A− B > (≥) 0 (A.1)
De´finition A.1.3 (Ine´galite´ Matricielle)
Une ine´galite´ matricielle de´signe une contrainte sur une variable x ∈ Rm de la forme :
MI(x) > (≥) 0 (A.2)
Selon que la matrice MI(x) est de´finie positive ou semi-de´finie positive, l’ine´galite´
matricielle sera dite stricte ou non stricte. L’ensemble des variables x satisfaisant une
ine´galite´ matricielle est appele´ l’ensemble faisable. Selon que cet ensemble est vide ou non
vide, l’ine´galite´ matricielle sera dite faisable ou non faisable.
Si la matrice MI(x) est affine en les variables x, l’ine´galite´ matricielle est line´aire et
sera note´e LMI(x).
De´finition A.1.4 (Ine´galite´ Matricielle Line´aire - LMI)
Une ine´galite´ matricielle line´aire est une ine´galite´ matricielle de la forme :
LMI(x) = F0 +
m∑
i=1
Fixi > (≥) 0 (A.3)
ou` x =
[
x1 · · · xm
]T
∈ Rm est la variable et les matrices Fi ∈ Sn, i = 0 · · ·m sont des
matrices syme´triques connues.
Un autre type d’ine´galite´ matricielle connue sont les ine´galite´s matricielles biline´aires,
note´es BMI(x).
De´finition A.1.5 (Ine´galite´ Matricielle Biline´aire - BMI)
Une ine´galite´ matricielle biline´aire est une ine´galite´ matricielle de la forme :
BMI(x) = F0 +
m∑
i=1
Fixi +
m∑
i=1
m∑
j=i
Gijxixj > (≥) 0 (A.4)
ou` x =
[
x1 · · · xm
]T
∈ Rm est la variable et les matrices Fi ∈ Sn, i = 0 · · ·m et
Gij ∈ Sn, i = 1 · · ·m, j = 1 · · ·m sont des matrices syme´triques connues.
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Les relations (A.3) et (A.4) utilise´es pour de´crire la forme ge´ne´rale des LMI et BMI
font intervenir des variables regroupe´es au sein d’un vecteur unique x. Cette notation est
habituellement utilise´e par la communaute´ de l’optimisation.
Les Automatiens pre´fe`rent ge´ne´ralement utiliser des variables matricielles Xi. Les
proble`mes LMI et BMI sont alors note´s LMI(X1, · · · ,Xk) et BMI(X1, · · · ,Xk). Il est
toujours possible de reformuler ces proble`mes sous la forme (A.3) ou (A.4), les e´le´ments
des matrices Xi e´tant alors range´s dans le vecteur x.
A.2 – Proble`mes a` base d’ine´galite´s matricielles
Deux proble`mes a` base d’ine´galite´s matricielles sont rencontre´s dans ce me´moire :
les proble`mes de faisabilite´ et d’optimisation sous contraintes d’ine´galite´s matricielles.
De´finition A.2.1 (Proble`me de faisabilite´)
Trouver x ∈ Rm satisfaisant l’ine´galite´ matricielle :
MI(x) > (≥) 0
De´finition A.2.2 (Proble`me d’optimisation)
Minimiser un objectif line´aire sous des contraintes d’ine´galite´s matricielles :
min
x∈Rm
c′x
sous :
MI(x) > (≥) 0
(A.5)
L’ensemble faisable d’une LMI e´tant convexe, les proble`mes de faisabilite´ et d’optimi-
sation sous contraintes LMI entrent dans la classe des proble`mes d’optimisation convexe.
Un des inte´reˆts majeurs de ce type de proble`me d’optimisation est qu’il existe des algo-
rithmes de re´solution tre`s efficaces permettant de calculer l’optimum global en temps
polynomial (le proble`me est re´solu avec une pre´cision donne´e a` l’aide d’un nombre
d’ope´rations n’exce´dant pas un polynoˆme des dimensions du proble`me). Nous citons en
particulier les algorithmes base´s sur des me´thodes de point inte´rieur et leurs solveurs as-
socie´s (SeDuMi, LMILab, SDPT3, SDPA, CSDP, DSDP... [Arzelier, 2002]) permettant
de traiter des proble`mes de taille relativement importante. Il existe diffe´rentes boˆıtes a`
outils assurant l’interface de ces solveurs avec Matlab R©. Parmi elles, nous citerons en
particulier YALMIP [Lo¨fberg, 2004] qui pre´sente l’avantage de pouvoir programmer la
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plupart des ope´rateurs line´aires deMatlab R© (trace, addition, indexation, concate´nation,
...) et d’eˆtre compatible la plupart des solveurs LMI.
Contrairement aux proble`mes LMI, il n’existe pas d’algorithme permettant de calcu-
ler syste´matiquement la solution globale a` un proble`me BMI. Il est meˆme prouve´ [Toker et
Ozbay, 1995] que le proble`me de faisabilite´ associe´ a` un ensemble de contraintes BMI est
NP-difficile. Il existe cependant diffe´rents algorithmes permettant de traiter les proble`mes
BMI de faible taille. Ces algorithmes, bien que ne garantissant pas une convergence vers
une solution (locale ou globale), peuvent en pratique fournir de bons re´sultats.
Il apparaˆıt donc pre´fe´rable, lorsque cela est possible, de formuler les proble`mes de
manie`re LMI.
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Kalman-Yakubovicˇ-Popov (KYP)
Le lemme ge´ne´ralise´ de Kalman-Yakubovicˇ-Popov (KYP) [Iwasaki et Hara, 2005]
est un re´sultat tre`s important pour l’e´tude et la commande des syste`mes dynamiques et en
traitement du signal. En effet, diffe´rentes proprie´te´s des syste`mes dynamiques peuvent eˆtre
caracte´rise´es par des contraintes ine´galitaires dans le domaine fre´quentiel. Le lemme KYP
ge´ne´ralise´ permet de relier de telles contraintes ine´galitaires a` des ine´galite´s matricielles
line´aires (LMI). Les paragraphes suivants pre´sentent le lemme KYP ge´ne´ralise´ ainsi qu’une
version modifie´e.
B.1 – Lemme KYP ge´ne´ralise´
Lemme B.1.1 (Kalman-Yakubovicˇ-Popov (KYP) [Iwasaki et Hara, 2005])
Soient les matrices A ∈ Rn×n, B ∈ Rn×nu, Θ ∈ Hnu, Φ ∈ H2 et Ψ ∈ H2. Soit l’ensemble
Λ de´fini par
Λ(Φ,Ψ) :=
{
λ ∈ C :
[
λ
1
]∗
Φ
[
λ
1
]
= 0,
[
λ
1
]∗
Ψ
[
λ
1
]
≥ 0
}
. (B.1)
Conside´rons les hypothe`ses suivantes :
1. si H(λ) = (λIn − A)−1B, alors[
H(λ)
Inu
]∗
Θ
[
H(λ)
Inu
]
< 0, ∀λ ∈ Λ ; (B.2)
2. il existe P,Q ∈ Hn, Q > 0 telles que[
A B
In 0
]∗
(Φ⊗ P +Ψ⊗Q)
[
A B
In 0
]
+Θ < 0. (B.3)
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(2) ⇒ (1) est toujours vrai. Si de plus, Λ repre´sente une courbe dans le plan complexe,
alors (2) ⇔ (1). 
B.2 – Modification du lemme KYP ge´ne´ralise´
Cette modification a e´te´ propose´ dans [Liang et al., 2013].
Lemme B.2.1 ([Liang et al., 2013]) Si l’ensemble Λ(Φ,Ψ) du lemme 4.3.9 est rem-
place´ par l’ensemble Υ(Φ,Ψ) de´fini par
Υ(Φ,Ψ) :=
{
λ ∈ C :
[
λ
1
]∗
Φ
[
λ
1
]
≥ 0,
[
λ
1
]∗
Ψ
[
λ
1
]
≥ 0
}
(B.4)
alors la condition (B.2) est vraie ∀λ ∈ Υ s’il existe des matrices P,Q > 0 ve´rifiant la
condition LMI (B.3). 
Preuve Supposons qu’il existe des matrices P et Q > 0 ve´rifiant la LMI (B.3). Alors :[
H(λ)
Inu
]∗ [
A B
In 0
]∗
(Φ⊗ P +Ψ⊗Q)
[
A B
In 0
][
H(λ)
Inu
]
+
[
H(λ)
Inu
]∗
Θ
[
H(λ)
Inu
]
< 0 (B.5)
est e´quivalent a` : ([
λ
1
]
⊗H(λ)
)∗
(Φ⊗ P +Ψ⊗Q)
([
λ
1
]
⊗H(λ)
)
+
[
H(λ)
Inu
]∗
Θ
[
H(λ)
Inu
]
< 0 (B.6)
qui peut aussi s’e´crire :([
λ
1
]∗
Φ
[
λ
1
])
H∗(λ)PH(λ) +
([
λ
1
]∗
Ψ
[
λ
1
])
H∗(λ)QH(λ)
+
[
H(λ)
Inu
]∗
Θ
[
H(λ)
Inu
]
< 0. (B.7)
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Tous les λ ∈ Υ ve´rifient : [
λ
1
]∗
Φ
[
λ
1
]
≥ 0 (B.8)
et [
λ
1
]∗
Ψ
[
λ
1
]
≥ 0. (B.9)
Ainsi, sachant que P et Q sont de´finies positives, on a :([
λ
1
]∗
Φ
[
λ
1
])
H∗(λ)PH(λ) +
([
λ
1
]∗
Ψ
[
λ
1
])
H∗(λ)QH(λ) > 0. (B.10)
On conclut que la relation (B.2) est vraie ∀λ ∈ Υ en combinant les LMI (B.7) et
(B.10).
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Re´sume´
Les e´tudes mene´es permettent d’e´tendre la me´thodologie de commande H∞ aux mode`les
de´crits par des e´quations diffe´rentielles faisant intervenir des ordres de de´rivation non entiers.
Deux approches sont propose´es. La premie`re consiste a` re´e´crire le mode`le non entier comme
un mode`le entier incertain afin de pouvoir utiliser les me´thodes de commande H∞ de´veloppe´es
pour les mode`les entiers. La seconde approche consiste a` de´velopper des me´thodes spe´cifiques
aux mode`les non entiers a` partir de leur pseudo repre´sentation d’e´tat.
Le chapitre 1 rappelle les de´finitions et les proprie´te´s des ope´rateurs de de´rivation
et d’inte´gration non entie`re. Diffe´rentes repre´sentations des mode`les non entiers sont ensuite
de´taille´es puis l’approximation par poˆles et ze´ros re´cursifs, utilise´e pour les simulations tempo-
relles, est pre´sente´e.
Le chapitre 2 formalise la proble´matique de la the`se, a` savoir l’e´laboration de lois de
commande selon des objectifs de performances spe´cifie´s en utilisant la norme H∞ pour des
mode`les non entiers. Pour ce faire, un e´tat de l’art des me´thodes d’e´valuation de la stabilite´ et
des performances des mode`les non entiers est d’abord effectue´. Puis, apre`s la formalisation des
proble`mes de commande H∞, les approches envisage´es pour les re´soudre sont e´voque´es.
Le chapitre 3 pre´sente la commande H∞ base´e sur l’e´criture d’un mode`le non entier
comme un mode`le entier incertain. Ce mode`le entier incertain est obtenu par la de´composition
de la re´ponse impulsionnelle du mode`le non entier en une partie exponentielle et une partie
ape´riodique. La commande H∞ du mode`le entier incertain est ensuite effectue´e, puis un exemple
acade´mique illustrant la me´thodologie propose´e cloˆture le chapitre.
Le chapitre 4 pre´sente la commande H∞ base´e sur des mode`les non entiers de´crits par
leur pseudo repre´sentation d’e´tat. Des conditions LMI d’analyse en stabilite´ et en performance
spe´cifiques aux mode`les non entiers sont d’abord propose´es. Puis, des conditions LMI de synthe`se
de correcteurs H∞ par retour de pseudo e´tat et par retour de sortie sont pre´sente´es.
Enfin, le chapitre 5 est consacre´ a` la validation des me´thodes propose´es a` travers l’iso-
lation vibratoire d’un pont monte´ sur des cales visco-e´lastiques et de´crit par un mode`le non
entier.
Mots cle´s
De´rivation non entie`re, Commande H∞, Pseudo repre´sentation d’e´tat, Ine´galite´s matri-
cielles line´aires, Ine´galite´s de Riccati, Lemme de Kalman-Yakubovicˇ-Popov, Repre´sentation dif-
fusive, Mode`les entiers incertains.
Abstract
The general theme of the work enables to extend H∞ control methodology to fractional
order models. Two approaches are proposed. The first one consists in rewriting the fractional
order model as an uncertain integer order model in order to use existing H∞ control methods for
integer order models. The second approach consists in developing specific methods for fractional
order models based on their pseudo state space representation.
Chapter 1 recalls the definitions and properties of the fractional differentiation and in-
tegration operators. Different representations of fractional order models are then presented and
the recursive poles and zeros approximation is explained.
Chapter 2 formalizes the thesis topic, namely the development of H∞ control laws for
fractional order models. To do so, a state of the art of fractional order models stability and per-
formance evaluation methods is first made. Then, after formalizing the problems, the considered
approaches are evoked.
Chapter 3 is devoted to the H∞ control based on an uncertain integer order model
obtained by decomposing the fractional order model impulse response in an exponential part
and an aperiodic part. An academic example closes the chapter.
Chapter 4 presents the H∞ control based on the pseudo state space representation of a
fractional order model. After proposing specific stability and performance LMI conditions for
fractional order models, pseudo state feedback and output feedback LMI conditions are derived.
At last, Chapter 5 is devoted to the validation of the proposed methods through the
vibratory isolation of a bridge using elastomeric bearings and described by a fractional order
model.
Keywords
Fractional differentiation, H∞ control, Pseudo state space representation, Linear matrix
inequalities, Riccati’s inequalities, Kalman-Yakubovicˇ-Popov lemma, Diffusive representation,
Uncertain integer order models.
