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Abstract 
Interest in the relative roles of wages and demand in determining employment can be 
traced to Keynes' General Theory. This gave rise to research into the cyclic relationship 
between employment and wages, and also into the role of wages and demand variables 
as determinants of the demand for labour. This thesis pursues the second line of inquiry 
which can be categorised as a comparison of neoclassical and Keynesian explanations 
of the demand for labour in which the former stresses the role of wages and the latter 
the role of demand variables. There is no consensus in the literature about the relative 
imponance of wage and aggregate demand variables in labour demand models. 
The Australian manufacturing sector forms the data for this study. The demand 
for labour in Australian manufacturing rose from the mid-1950s to 1973-74. During this 
time employment in manufacturing behaved in much the same way as it did in the rest 
of the economy. From the mid 1970s employment in manufacturing began a sustained 
decline while that of the rest of the economy grew. 
There are four main features of the thesis. The first is that it analyses the demand 
for labour in Australian manufacturing over a long time period (30 years). Second, 
alternative specifications of the demand for labour are systematically compared, which 
includes testing the importance of appropriately modelling the capital stock and 
technical progress. Third, the role of aggregation in identifying an appropriate labour 
demand function is investigated. An integrated approach to investigating the relative 
importance of wage and demand variables, which includes testing the robustness of the 
specifications, forms the fourth feature of the thesis. 
The conclusions derived from a systematic study of the Australian 
manufacturing sector using a long time series of disaggregated data are that: 
- if technical progress and investment are jointly modelled as time trends, then 
the real wage is a highly significant determinant of labour demand (this result is 
very sensitive to the specification chosen); 
- the importance of the demand effects in the labour demand function are 
sensitive to the level of aggregation chosen: and, 
- if the method of modelling MFP and investment is accepted and the level of 
aggregation chosen appropriate, then both real wages and aggregate demand 
have significant effects on labour demand over the period studied. 
Table of Contents 
Chapter One 
Real Wages, Employment and Demand in the Australian Economy 1 
1.1 Introduction 1 
1.2 Employment, Real Wages and the Australian Economy 2 
1.3 Employment and Output in Manufacturing 5 
1.4 The Plan of the Thesis 6 
Chapter Two 
The Demand for Labour 10 
2.1 Introduction 10 
2.2 Demand for Labour from the Production Function 16 
2.3 Demand for Labour from Cost iMinimisation 18 
2.4 Demand for Labour under Profit Maximisation 25 
2.5 Demand for Labour and ^Effecdve Demand' 28 
2.6 Empirical Evidence 31 
2.6.1 The Debate on Real Wages and Employment 32 
2.6.2 The Labour Demand Funcdon 36 
2.6.2.1 International Studies 36 
2.6.2.2 Studies Using Australian Data 38 
2.6.3 Policy and the Demand for Labour 41 
2.7 Summary 45 
Chapter Three 
The Supply of Manufacturing Output 47 
3.1 Introduction 47 
3.2 The Data 47 
3.3 Producdvity in Manufacturing 52 
3.3.1 Muki-Factor Productivity 52 
3.3.2 Average Labour Productivity 59 
3.4 The Producdon Function 61 
3.4.1 Results of Esdmanon 61 
3.4.2 Measurement Problems 65 
3.4.3 Specificadon of the Funcdonal Form 71 
3.5 Evaluation 75 
Chapter Four 
Aggregate Demand for Labour in Australian Manufacturing 77 
4.1 Introducdon 77 
4.2 The Wage and Quandty Model 78 
4.3 The Neoclassical Model 84 
4.3.1 Joindy Modelling Capital Stock 
and Technical Progress 85 
4.3.2 Direct Esdmates of Capital Stock 90 
4.4 Modelling the Labour/Capital Ratio 94 
4.5 Conclusion 95 
Chapter Five 
Reduced Form Specificadons of the Demand for Labour 100 
5.1 Introducdon 100 
5.2 Demand for Labour When Markets are Imperfect 102 
5.2.1 The Model 102 
5.2.2 Empirical Results 105 
5.3 Assessing the Significance of Demand Variables 113 
5.4 Demand for Labour - Aggregate Absorption 120 
5.5 Demand for Labour and Compeddveness 123 
5.6 Conclusion 129 
Chapter Six 
Disaggregated Output in Manufacturing 132 
6.1 Introduction 132 
6.2 Employment, Output and Productivity 133 
6.3 Price Variables ' 140 
6.4 The Relationship between Employment and the Product Wage 143 
6.5 Summary 146 
Chapter Seven 
The Disaggregated Demand for Labour 148 
7.1 Introduction 148 
7.2 The Wage and Quantity Model 149 
7.3 Neoclassical Demand for Labour 151 
7.3.1 Joint Measurement of Technical Progress 
and Capital Stoeic 156 
7.3.2 Direct Measures of the Capital Stock 157 
7.3.3 Constant Returns to Scale 161 
7.3.4 Summarv 165 
ml 
7.4 A Formal Test of Aggregation Bias 166 
7.5 Conclusions 169 
Chapter Eight 
Reduced Form Specifications of the Disaggregated Demand for Labour 172 
8.1 Introduction " 172 
8.2 The Significance of Demand Variables in the 
Demand for Labour 173 
8.3 Robustness of the Results 178 
8.4 The Role of Demand Variables in Labour Demand 185 
8.5 Conclusions 188 
Chapter Nine 
Summary and Conclusions 190 
9.1 Summary 190 
9.2 Conclusions 195 
Appendices 
Appendix A 
The Data 198 
Appendix B 
Approach to Estimation 222 
B.l Introduction 222 
B.2 Selection of the General Models 223 
B.3 Simplifying the Preferred Model 224 
B.4 Quality Control of Models 225 
B.4.1 Indexes of Inadequacy 228 
B.4.2 Fragility of the Model 232 
B.4.3 Encompassing 232 
Appendix C 
Reduced Form Specifications of the Demand for Labour 
- Modelling with the Labour/Capital Ratio 233 
Appendix D 
Disaggregated Shares of Employment, Output and Capital 
and Total Factor Productivity in Australian Manufacturing 242 
Appendix E 
Exogneous Variables and the Disaggregated Demand for Labour 247 
E. l Summary Tables of Disaggregated Regressions 
Including Demand Variables 249 
E . l Demand for Labour Using Demand Variables - Modelling 
Technical Progress and Capital Stock Jointly 251 
E.3 First Difference Specifications of the Demand 
for Labour Including Demand Variables 269 
E.4 Disaggregated Labour Demand Including Demand Variables 
Based on Bean et a/ (1987) ^ 277 
E.5 Demand Variables Modelling With Direct Measures 
of Capital Stock 278 
E.6 Demand Variables and Modelling the Labour/Capital Ratio 279 
Appendix F 
A Formal Test for Aggregation Bias in the Demand for Labour 285 
F.l Introductfon 285 
F.2 A Test of Aggregation Bias 286 
Bibliography 291 
Tables 
2.1 Regression Results using Variables Idennfied by Michie 44 
2.2 Relationship between product wages and output 44 
3.1 Labour Shares in Australian Manufacturing 55 
3.2 Multifactor Productivity in Manufacturing 56 
3.3 Decomposition of Average Product of Labour For Manufacturing 60 
3.4 Australian Manufacturing 
- Inverted Production^'Function 1957-58 to 1984-85 63 
3.5 Inverted Production Function - Test of Gross Output and 
Double Deflated Value Added 1968-69 to 1985-85 68 
3.6 Inverted Production Function - Comparison of Effects of Capital Stock 70 
3.7 Inverted Production Function - translog approximadon 73 
4.1 Comparison of Results of Russell and Tease (1988) 
with Aggregate Manufacturing 81 
4.2 Aggregate iTabour Demand - Wage and Quandty Model 82 
4.3 Demand for Labour in Australian Manufacturing Based on Estimating 
the Effects of Capital Stock and Technical Progress Jointly 88 
4.4 Labour Demand Based on Direct Estimates of Capital Stock 92 
4.5 Esnmates of Labour Demand - Neoclassical Profit Maximisation 96 
5.1 Labour Demand Under Imperfect Compention 106 
5.2 Labour Demand - Net Effect of Demand Variables 111 
5.3 Demand for Labour in First Difference of Logarithms 114 
5.4 Demand Variables Derived Using Bean et al Methodology 116 
5.5 Demand for Labour Using Bean et al Specification 119 
5.6 Labour Demand - Aggregate Absorption 122 
5.7 Labour Demand - Compedtiveness Variables 127 
5.8 Long-Run Elasticities of Labour Demand with respect to 
Product Wages and Demand Variables 130 
6.1 Trend Changes in Quantities in Manufacturing 134 
6.2a Shares of Labour Hours in Total Manufacturins 136 
6.2b Shares of Nominal Output in Manufacturing 136 
6.2c Shares of Capital in Total Manufacturing 136 
6.3 Trend Changes in Multi-factor Productivity by xManufacturing Industr\' 138 
6.4 Deviauons from Aggregate Trend Changes ' ^ ' 139 
6.5 Correlations Between Deviations in MFP from Average and 
Components of MFP ^ 140 
6.6 Trend Growth in Prices in Manufacturing 141 
7.1 Disaggregated Labour Demand - Wage and Quantity Model 152 
7.2 Disaggregated Labour Demand - Joint Estimation 
of Technical Progress and Capital Stock 154 
7.3 Disaggregated Labour Demand - Profit Maximisadon Using 
Direct Esnmates of Capital Stock 158 
7.4 Disaggregated labour Demand - Constant Returns to Scale 163 
7.5 Aggregation Bias - Test of Whole Model 168 
7.6 Standard Errors of Esnmadon 169 
7.7 Long-Run Wage Elasricities for Three Specifications of 
Profit Maximisation Model 169 
8.1a Long-Run Elasnciries of Demand Variables Jointly Modelling 
Technical Progress and Capital Stock 175 
8.1b Long-Run Elasnciries of Product Wages Joinriy Modelling 
Technical Progress and Capital Stock 175 
8.1c: Difference in Lons-run Elasricities Between Profit Maximisarion 
and Adding ONE, M L OECD Trade. 175 
8.2 Long-Run Elasticities of Demand Variables Jointly Modelling 
Technical Progress and Capital Stock 176 
8.3a Long-Run Elasriciries of Demand Variables in First 
Differences Specification 179 
8.3b Long-Run Elasriciries of Demand Variables Using 
Xfethodology of Bean et al 179 
8.4 Long-Run Demand Elasriciries Modelling Labour/Capital Ratio 181 
8.5 Pooled Time Series Cross Secrional Estimarion 
of the Demand for Labour 182 
8.6 Test of Aggregarion Bias - Esrimaring the Effects of Capital 
Stock and Technical Progress Jointly Using Trends 183 
8.7 Long-Run Elasticiries of Labour Demand 184 
8.8 Cornparison of Trend Rates of Growth of Disaggregated Employment 
with Predicted Long-Run Effects of Change in Product Wages 
and Demand Variables 186 
Figures 
1.1 Employment in the Australian Economy and Manufacturing 6 
1.2 Output'of the Australian Economy and Australian Manufacturing 6 
3.1a Manufactunng Employment 48 
3.1b Gross Output 
3.1c Averase Product of Labour 48 
3.Id Net Capital Stock 48 
3.1e Average Product of Capital 48 
3.If Product Wage 48 
3.12 Nominal Wages and Prices 48 
3.1h Real Material Prices 48 
3.2 Gross Output and Double Deflation Estimates of Producrion 66 
4.1 Labour/Output and the Product Wage 79 
4.2 Labour/Capital and the Product Wage 85 
6.1 Labour/Output and Product Wages 144 
6.1 Labour/Capital and Product Wages 145 
Chapter 1: Real Wages, Employment and Demand in the Australian Economy 
1.1 Introduction 
In this thesis the separate role of real wages and Keynesian aggregate demand factors as 
determinants of employment in the Australian manufacturing sector will be examined. 
This chapter introduces the problems in the thesis by considering the issues which have 
been raised in the debate on the causes of employment growth in Australia. 
This thesis investigates the relative role of wages and demand variables in 
explaining the demand for labour in Australian manufacturing between 1954-55 and 
1984-85. In the neoclassical framework prices, wages and measures of capital stock and 
technical progress explain the demand for labour and aggregate demand variables do 
not add significant additional information to the model. This framework contrasts with 
the Keynesian one in which demand is the primary determinant of the demand for 
labour and prices play little or no role.^ The study proceeds by a systematic examination 
of models of labour demand using both aggregated and disaggregated data for the 
manufacturing sector. 
Section 1.2 outlines the debate between competing frameworks on explanations 
of the demand for labour. Section 1.3 surveys the results of international and Australian 
applied studies examining the demand for labour and section 1.4 contrasts the behaviour 
of aggregate economic variables with that of the manufacturing sector. Section 1.5 
concludes the chapter by outlining topics addressed in the following eight chapters. 
1. The term "Keynesian' is used here to denote models that emphasise the role of demand as opposed to 
prices in the demand for labour and identify Keynes' General Theory as a basis for such an approach -
often referred to as Neo-Keynesians. This is to be distmguished from what Keynes argued. Such issues 
are discussed in detail in Leijonhufvud (1968) and Coddington (1976). A textbook discussion of the 
differences between the Keynesian and neoclassical frameworks is presented in Levacic and Rebman 
(1985). 
1-2 Employment. Real Wages and the Australian Economy 
The issue of the respectiye role of real wages and demand factors as determinants of 
employment was raised by the eyents of the 1970s. In 1974-75 Australia experienced a 
fall in both GDP and employment. This fall marked the end of what Pagan (1987) 
described as "The Long Boom".2 The eyents are surveyed by Dombusch and Fischer 
(1984) and Mitchell (1984), and are summarised Russell and Tease (1988, p. 2): 
After growing steadily in the early 1970s, total employment peaked in June 
1974 and then fell sharply oyer the next three quarters. From peak to trough, the 
fall was 78,000 or 1.25 per cent. Full-time employment fell more sharply oyer 
this period - by 137,000 or 2.5 per cent. The fall in employment in 1974/75 was, 
at the time, the largest since the 1930s. 
In 1977 there was another milder recession when employment fell by some 0.5 
percent. Howeyer, between 1975 and 1981 total employment growth continued until 
the 1982-83 recession when, again from peak to trough, employment fell by 3 per cent 
(Russell and Tease, 1988). Thus, the period since 1974 saw two large falls in aggregate 
employment which stood in stark contrast to the preyious 25 years of sustained and 
rapid growth. Unemployment rates of less that 2 per cent were replaced by ones of 
greater than 6 per cent. 
Two possible causes of the problem were extensively discussed. The first was 
the slower growth in demand.^ The second was the large rises in real wages that 
occurred in both 1974-75 and 1981-82. In summary, the debate was divided between 
those who saw the problem in "Keynesian" terms as being a problem of appropriate 
demand management and those who saw the problem in "Classical" terms: that with 
real wages too high employment growth could only be assured by real wage falls. 
2. Norton and McDonald (1981) provide a statistical comparison of the Australian economy over this 
period with other countries. 
3. The role of investment behaviour and its relationship with wages and demand is discussed in 
Carmichael and Dews (1987). 
It has been argued that this way of viewing the debate is unhelpful: 
The labour demand function that we use cuts through the fruitless debate now 
raging (especially in Europe) as to whether current unemployment is "classical" 
or "Keynesian". According to the "classical" view, unemployment is too high 
because real wages are too high. According to the "Keynesian" view, real wages 
are not binding, and unemployment is high because the product market does not 
clear - with prices too high relative to nominal demand. The whole debate is set 
in the framework of perfect competition. Yet in perfect competition prices are 
set by impersonal forces, and it is not clear what could possibly stop prices 
clearing the market. It is much more reasonable to think of prices as being set by 
imperfectly competitive firms, existing prices being the best they can think of, 
given the demand they face. In this context, firms' demand for labour will 
depend on both the real product wage and the level of real aggregate demand. 
This is the demand function we estimate, and it conforms both to common sense 
and the data (Layard and Nickell, 1986). 
Attempts to resolve the relative importance of the two factors by empirical 
estimates of a labour demand function adopt two different approaches. One method 
estimates a condidonal labour demand function in which both output and real wages are 
explanatory variables. Using this approach, output is assumed to proxy demand; 
however, given the direct link between the demand for labour and output through the 
production function, it is difficult to see how such a model can distinguish between the 
relative importance of demand and price variables, as there is no account of how the 
level of output is determined (See Fane, 1990). 
The findings of Australian studies using this approach are mixed. Gregory and 
Duncan (1979) concluded "... whichever way the data [for Australia during the 1970s] 
are examined, the most important factor which has affected employment during the 
recession is the depressed rate of growth of output" (p. 286) and "... it appears to be very 
difficult to demonstrate convincingly that the wage increases [of the 1970s] led to 
substantially depressed employment" (p. 295). These conclusions were in contrast to the 
conclusions of Johnson et al (1978), Blandy (1979), Gruen (1979) and Higgins (1979). 
In later studies, the conditional demand for labour was also estimated by Phipps (1983) 
and Russell and Tease (1988) who both found significant wage and output effects; 
however, the condiuonal demand for labour is still used as the basis for discussion of 
the reladve roles of demand and prices (see Chapman, 1990). 
The second approach adopts the demand function for labour with capital stock 
and real wages (and possibly material prices) as the independent variables. The 
significance of demand variables using this approach is tested by including them in the 
specification. The theoretical justification for the inclusion of demand side variables is 
generally based on assuming either imperfect comperidon in the output market or sticky 
wages or prices. Versions of these approaches are found in Nickell (1984), Bean et al 
(1987) and Dimsdale et al (1990). 
For Australia this approach can be found in Symons (1985b) and for several 
OECD countries, including Australia, in Newell and Symons (1985) and Bean et al 
(1987) who found significant real wage effects in the demand for labour for Australia. 
Pissarides (1987), using Australian data, found significant demand and wage effects, 
while Bean et al (1987), Drobny (1988), Dimsdale et al (1989) have identified 
significant demand side effects for other countries. More generally. Bean et a/ (1987) 
did not find demand to be significant for Australia. Newell and Symons (1985) did not 
find any strong support for including demand variables in their models of labour 
demand. 
One feature of these studies is that they have tended to use highly aggregated 
data and not to explore the effect of aggreganon on the results, with international 
studies concentradng on inter-country differences. This aspect of the debate has been 
developed by Pesaran et a/ (1988) and Lee et al (1989) who demonstrated, using UK 
Figure 1.1: Employment in the Australian Economy and Manufacturing 
(1954-55=100) 
180 
- . 
ISO . . 
150 
90 
Economy 
\ M a n u f a c t u r i n g 
H—I—I—I—I—I—I—I—I—I—I—I—I—I—I—I—I—I—I—I—I—I—\—I—\—I—I—I—I—I 
1959.6 1964.65 1969.7 1974.75 1979.8 1984.85 
Source: Appendix A; .ABS .Xalional .Accounts. 
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data, that aggregation can bias the results of studies of labour demand. The possible 
effect of aggregation on labour demand is a major reason for this thesis focussing on 
labour demand in Australian manufacturing. 
O 
1-3 Employment and Output in Manufacturing 
In the last section the macroeconomic debate about the role of real wages and 
employment growth was outlined. As many of the authors involved in this debate were 
aware, the prospect of identifying the labour demand funcnon would be improved if 
better estimates of the capital stock could be obtained (see Symons and Layard, 1984). 
One method of improving models of labour demand is to disaggregate the data so that 
the behaviour of different sectors can be reviewed. For Australia, this is particularly 
important because the behaviour of both employment and output at the sectoral level is 
very different from that of the economy as a whole. 
Figures 1.1 and 1.2 present comparisons of employment and output behaviour 
for the manufacturing sector with the total economy. For manufacturing 1974-75 marks 
a larger break than for the economy as a whole. In 1973-74 employment in 
manufacturing was 23.5 per cent of the civilian workforce and accounted for 21.1 per 
cent of gross domestic product. By 1984-85 the respective shares had fallen to 16.7 and 
17.0 per cent. It is apparent from the two figures that the relationship between 
manufacturing employment and that for the rest of the economy changes dramatically 
over the sample, while the pattern of growth of output in manufacturing and the 
economy are less different. 
Thus, any explanation of aggregate employment hides the acceleration of 
growth in the non-manufacturing sector and the declines in employment within 
manufacturing. Not only may disaggregation give better estimates of the capital stock 
but as the components of GDP behave so differently it may give additional information 
as to the roles of real wages and demand as factors in the determination of employment. 
As is explored in more detail in Chapter Six, variation between industries comprising 
the manufactur ing sector also offers scope to provide more informarion. 
1.4 The Plan of the Thesis 
In Chapter T w o the theoretical f rameworks for the alternative explananons of the 
demand for labour are outlined. In doing so. it presents models of demand for labour 
based on the inverted production function, cost minimisation and profit maximisation. 
In the chapter it is demonstrated that while differing in underlying assumptions, it is 
possible to derive specifications of the demand for labour that are made up of the same 
explanator) ' variables and differ only in interpretation. It is also argued in Chapter Two 
that specifications of the demand for labour making use of output do not form an 
adequate basis for testing the Keynesian and neoclassical approaches. Further, the 
successful estimation of specifications of labour demand derived under short-run profit 
maximisation, which include price variables, are not a sufficient basis for concluding 
that demand variables are not significant addidonal explanators of the demand for 
labour. A test of the f rameworks requires both price and demand variables. 
In sur\ 'eying empirical work estimating the demand for labour Chapter Two 
traces the debates concerning the short-run relationships between economic cycles and 
wages and how the discussion evolved into a debate on the determinants of the demand 
for labour. The chapter also briefly examines alternative views on the appropriate 
analysis of the relanonship between wages, output and employment. 
The data for the estimation of the demand for labour in manufacturing at the 
aggregate level is presented in Chapter Three. Estimates of productivity are presented as 
a prelude to considering the demand for labour as an inverted production function. The 
results obtained for the productivity measure are reconciled with other published 
estimates for Australian manufac tunng , such as those presented in BIE (1985) and 
Latnmore (1990). and the sensitiveness of the results for the demand for labour 
specification to measures of capital stock and output is considered. 
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The wage and quantity specification of the demand for labour and three 
specifications of the demand for labour derived under profit maximisation are presented 
in Chapter Four. The results of esnmat ing the demand for labour under profit 
maximisation range f rom being strongly consistent with the predicdons of the 
neoclassical model in terms of the sign and significance of coefficients to exhibinng 
insignificantly and wrongly signed coefficients, although the inverse relationship 
between labour demand and product wages snll persists. It is argued that it is not 
possible to separately identify the effects of technical progress and capital stock. One 
possible explanation for the instability present in the specificanon most consistent with 
neoclassical predictions is omitted demand variables or problems related to aggregation 
of data. 
In Chapter Five demand variables are incorporated in models of the demand for 
labour in aggregate manufacturing. The demand variables used are those suggested by 
previous work on the demand for labour (eg. Dimsdale et al, 1989; Pissarides, 1987). 
The results of estimation provide evidence that Keynesian demand variables are 
significant explanators of the demand for labour in addinon to their effects on labour 
demand through the level of real wages; however, the sensitivity of the results to the 
specification of the demand variable suggests that the results are not robust. The lack of 
robustness and the instability of the model provide the modvation to consider the affect 
of aggregation on the results, in addinon to that provided by the results presented in 
Pesaran er al {\999) and LCQ et al (l990). 
Chapter Six explores the behaviour of disaggregated price and quandty data for 
the manufactur ing sector. It is shown that there are substantial differences between 
industries which are hidden by the aggregated data. This takes the form of changes in 
shares of output and employment , along with changes in the trend growth rates of the 
average product of labour and the capital/labour ratio prior to and after 1974-75. These 
differences are reflected in the diversity of productivity growth. 
The labour demand specifications based on profit maximisation for the 
disaggregated data is set out in Chapter Seven. The results indicate that there are large 
differences in the significance and magnitude of coefficients between industries. 
However, averages of the coefficients obtained using disaggregated data appear to be 
consistent with those obtained using aggregated data. A formal test, proposed by Lee et 
al (1990), is used to assess whether aggregation leads to a significant loss of 
information. 
The significance of demand variables in the demand for labour at the 
disaggregated level is examined in Chapter Eight. Variables are found to be consistently 
significant across industries. Tests of robustness of the specificadons support this result. 
Chapter Nine provides an overview of the findings of the dissertation. 
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Chapter 2: The Demand for Labour 
2.1 Introduction 
There are two broad traditions in explaining the demand for labour which may be 
identified with neoclassical and Keynesian models.^ A major distinction between them 
is that, in the former, prices play the central role in adjusting to economic and other 
shocks while in the Keynesian framework adjustments are to quantities rather than 
prices. The development of the new classical school in macroeconomics has meant a 
renewal of interest in the proposirion that only prices matter for the determination of the 
demand for labour in contrast to the new (and old) Keynesian theories which imply that 
only aggregate demand enters the demand function for labour. Within this spectrum can 
be found theories which imply an imponant role for both aggregate demand and relative 
factor prices in the demand for labour. The matters in dispute are both theoretical - what 
is meant by a theory of employment - and empirical - how significant are demand 
factors relative to price variables in the demand for labour? In this section the 
development of theories of the demand for labour will be sketched as a preliminar>' to 
setting out the empirical implications of the different hypotheses in the following 
sections. 
It is useful to begin with Keynes' discussion of these issues. The assumption of a 
fixed money wage played a central role in the General Theory and it has been a matter 
of dispute whether this was a simplifying assumption or one essential to the analysis 
(Drobny, 1988).-
Nominal wage rigidity is assumed by Keynes early in the exposition of his 
General Theory. "... It may be the case that within a certain range the demand for labour 
is for a minimum monev-wase and not for a minimum real wage" (p. 8). Later in his 
1. .As noted in Chapter One, a disunction is made between interpretations of Keynes' General Theory 
(Keynesian economics) and what Keynes argued, with the term "Keynesian' including those theories 
assigning a major role to demand variables in determining the demand for labour. 
2. Drobny (1988) presents a detailed discussion of this aspect of the General Theory. 
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exposition Keynes appears to base the assumption of rigid nominal wages on an 
argument concerning relative wages: 
Since there is imperfect mobility of labour, and wages do not tend to an exact 
equality of net advantage in different occupations, any individual or group of 
individuals, who consent to a reduction of money-wages reladve to others, will 
suffer a relative reducnon in real wages, which is sufficient jusnficarion for 
them to resist it. (Keynes, 1936, p. 14) 
While there is a certain ambiguity in the General Theor\' as to whether rigid 
nominal wages is a simplifying, or an essential assumption there is no doubt that 
Keynes in the General Theory was unambiguous in accepting the classical demand for 
labour function where declines in real wages^ are necessary to effect a rise in 
employment, given the capital stock: 
... with a given organisation, equipment and technique, real wages and the 
volume of output (and hence of employment) are uniquely correlated ... an 
increase in employment can only occur to the accompaniment of a decline in the 
rate of real wages. Thus, I am not disputing [that] ... the real wage earned by a 
unit of labour has a unique inverse correlation with the volume of employment. 
(Keynes, 1936, p. 17) 
Later in the General Theorv the view normally associated with the Keynesian 
framework is to be found. In answer to the question whether a reduction in money-
wages has a tendency, ceteris paribus, to increase employment Keynes argues that: 
... the volume of employment is uniquely correlated with the volume of effective 
demand measured in wage units and that effective demand being the sum of the 
expected consumption and the expected investment, cannot change if the 
3. Defined as nominal wages deflated by a consumer price index. As such real wages reflect the 
purchasing power of wages for the employee, rather than the cost of labour to the employer: however, in 
the literature the distinction is not always clear. 
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propensity to consume, the schedule of the marginal efficiency of capital and the 
rate of interest are all unchanged. If without any change in these factors, the 
entrepreneurs were to increase employment as a whole, their proceeds will 
necessarily fall shon of their supply price (Keynes, 1936, pp. 260-261). 
These remarks and those made later by Keynes (1939) when commenting on the 
work of Dunlop (1938) and Tarshis (1939), can be read to suggest that the demand for 
labour is a function of output and that real wages are incidental to the determinants of 
the level of employment. In Keynes' expositions it is unclear how the acceptance of the 
demand for labour as a funcrion of the real wage is to be reconciled with the assertions 
that labour demand is determined by output. It will be argued below that this ambiguity 
has been a continuing feature of empirical work attempting to distinguish the 
neoclassical from the Keynesian approach to the determinants of the demand for labour. 
In a recent review of the literature on real wages and employment emanating 
from the empirical work following the General Theorv. Drobny (1988) distinguished 
between two types of Keynesian models, one a "strong" version in which prices play no 
role and the second "weaker" Keynesian model in which some price effects are allowed. 
An early version of the strong model can be seen in Barro and Grossman (1971) which 
eschews the market equilibrium framework in terms of price adjustment."^ As Mankiw 
(1990) notes, Barro and Grossman's model begged the question of what caused prices 
and wages to be inflexible - a question that has been taken up within the New 
Keynesian framework. 
In the strong model, prices are constant and a distinction is made between 
effective (or actual) demand and notional demand (the conventional downward sloping 
demand schedule) in product markets. If effective demand m the product market is less 
than that determined by the intersection of the notional demand and supply schedules, 
then output and the demand for labour falls and the equality between the marginal 
4. Barro and Grossman attribute ihe origin of their model to that of Paimkin (1949). Developments of 
this approach are presented in Malinvaud (1977). Muelibauer and Portes (1978) and Benassy (1982). 
13 
product of labour and wages need not hold. For a given product price and nominal 
wage, the marginal product of labour is now greater than its marginal cost. The major 
implication of this model is that the inverse relation between the product wage and the 
demand for labour does not hold and that reducing real wages (by changing nominal 
wages in this model) will not increase the demand for labour, as additional output 
cannot be sold in the product market given the fixed price of output. As a result, Barro 
and Grossman (1971) suggest that it is possible real wages may move procyclically with 
demand and employment. 
A feature of the "weak" Keynesian models of labour demand as identified by 
Drobny (1988) is that both real wages and output determine the demand for labour, but 
the wage effect is either unclear or indirect. The Drobny specification is derived from a 
constrained profit maximisation model in which output can be below its full 
employment level. The model is: 
n^ = (3 (w-p)j - y + 5 k^ + (]) yOj + Ti t 
where lower case denotes natural logarithms, n^ is labour demand, w is the nominal 
wage, p is product price, p ^ is the price of other inputs, k is capital stock, y ° is the 
effecdve level of demand and t is a measure of technical progress. 
The model allows for wage effects through the possibility of substitution effects 
between labour and other variable inputs, treating capital, k, as fixed. Where output is 
constrained by demand, real wages only determine the level of labour demand via 
induced subsntution of labour and the other variable inputs. The "strong" model is 
where |3 and y are both equal to 0, reflecting the direct role of the production function 
common to all models. The limited role of real wages in not clear in this model. 
Demand constraint in the product market suggests fixed output prices,^ so that the only 
5. Explanations of prices rigidities in product markets are presented by Mankiw (1985), Akerlof and 
Yellen (1985), Blanchard and Nobuhiro (1987) and Ball ei al (1989) 
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way that real wages could vary to yield substitution effects would be through changes in 
the nominal wage. 
A second version of the ' 'weak" Keynesian demand for labour model is 
presented in Simes (1988), in which labour demand is based on an inverted production 
function. As such, the demand for labour is directly determined by output and capital 
stock as in the "strong" Keynesian model. Real wages enter the model as they are used 
to model utilisation of the capital stock. 
A third group of models that may be included in the "weak" Keynesian group 
are often referred to as mark-up models of labour demand. Such models, as presented 
by Anyadike-Danes and Godley (1989) and discussed further in section 2.5, assume that 
producers set the price of output as some rario of the cost of production and based on 
expected demand. Real wages enter as a determinant of the cost of production but not as 
a direct determinant of the demand for labour. The mark-up model and that presented in 
Simes (1988) are observationally equivalent to the wage and quantity specification 
discussed below in section 2.3. 
In contrast to these "strong" and "weak" versions of the Keynesian hypothesis 
can be seen the development of the neoclassical synthesis in which both demand and 
prices are important. The origins of the neoclassical synthesis, which followed the 
publicarion of the General Theorw can be traced to Modigliani (1944) who developed a 
supply side model based on the rigidity of money wages, rather than prices. In other 
words, the fixed nature of the money wage, which was one possible interpretation of 
Keynes' own views, was firmly adopted as the essennal characteristic of a Keynesian as 
distinct f rom classical (or pre-Keynesian) view of the world. 
In this model, fluctuations in aggregate demand are transmitted to fluctuations in 
the demand for labour via countercyclical movements in the real wage induced by 
nominal wage stickiness. This model represents a development of the pre-Keynesian 
classical model in that deviations from the full employment level of output can arise 
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from failures in the level of aggregate demand. Modigliani (1944) describes a process in 
which falling demand and rigid nominal wages lead to increases in real wages, falling 
employment (initially in the investment goods sector), reduced consumption and further 
declines in employment. The result of this process is that equilibrium is reached in 
which employment is less than the full employment level. Real wages have increased 
due to the inflexibility of nominal wages, the employer is operating on the labour 
demand cur\'e which is the marginal product of labour, labour market equilibrium does 
not hold and there is an excess supply of labour; that is, involuntary unemployment. 
It is possible to regard the new classical model as a version of the neoclassical 
model in which prices are flexible and money wages are set in advance at the level 
expected to clear labour markets.^ This model, therefore, has classical responses to 
anticipated change, but responds to unanticipated shocks like Modigliani's version of 
the Keynesian model. Thus, in the new classical model the demand for labour is set by 
the equality of the marginal product of labour to the real wage where prices, in both 
products and factor markets, are set to clear all markets. In this context the labour 
market is modelled as a market clearing outcome (Lucas and Rapping, 1969). The 
demand for labour is a derived demand from the assumptions of profit maximisation 
and perfect competition, and is a function of all prices in the economy.^ 
One way to summarise the testable implications of altemadve models of the 
demand for labour is to use the sequence of assumpdons which lead to the new classical 
specification. There are essentially four elements to the derivation of the new classical 
demand for labour: the production function, cost minimisation, profit maximisation and, 
finally, market clearing. The flrst three of these assumptions can be regarded as part of 
the neoclassical svnthesis while market clearing is assumed by the new classical writers. 
6. There are further aspects of the new classical framework, in particular the role of rational expectations 
and unanticipated chanses in demand, which will not be considered in ihis thesis. 
7. The interpretation of'the specificauon esumated is somewhat problematic and is discussed in section 
16 
It will be shown in the following sections that much of the empirical work 
estimating the demand for labour can be interpreted as stopping at different stages in the 
procedure for the derivation of the full new classical model. In the next section the 
specification of the production function will be considered, the implications of cost 
minimisation will be set out in section 2.3 and profit maximisation in section 2.4. The 
empirical evidence will be reviewed in section 2.5. The issues raised by the founh 
assumption, the market clearing paradigm, will be taken up in Chapter 5. 
2.2 Demand for Labour from the Production Function 
In the last section it was noted that the neoclassical theor\' underlying the demand for 
labour was based on three steps; the production funcrion, the cost minimisarion 
behaviour of the producer and. finally, profit maximisation. The founh assumption, 
market clearing, yielded the new classical model. The first of these stages, a production 
funcnon, is common to all theories of the demand for labour. 
A simple form of the production function which underlies much of the early 
empirical work on the demand for labour can be written:^ 
Q, = A, K^P [Eh],cc (2.1) 
where Q is output, K is the capital stock, E is the number of employees, h is hours 
worked per employee, A is a shift variable indicating the state of technology and t is the 
time period and can be modelled in a number of ways.^ This functional form is based on 
value added and implicitly assumes separability where material inputs have a fixed 
relationship with capital and labour. .A more general form of the production funcnon is: 
Q^ = (Aj, K^. [Eh],, M) (2.la) 
where M is material, or other, inputs. 
8. Feldstein (1967) uses a similar funcuonal form to demonstrate the sensitivity of the elasticity of output 
with respect to the specification of labour input. The elasticity specified in hours worked was larger than 
that when specified in terms of persons employed. 
9. The Cobb-Douglas Production function is: 
Q .AL^K''. For constant returns to scale a b = 1. 
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Ireland and Smyth ( 1 9 7 0 . p. 2 8 1 ) interpret the early empirical studies of the 
demand for labour (Brechling ( 1 9 6 5 ) . Brechling and O'Brien ( 1 9 6 7 ) . Ball and St. C \ T 
( 1 9 6 6 ) . Solow ( 1 9 6 4 ) , O'Bnen ( 1 9 6 7 ) and Smyth and Ireland ( 1 9 6 7 ) ) as making the 
following operational assumptions:^^ 
(i) Employment is demand determined - supply constraints are not effective; 
(ii) Output, capital stock, and techniques of production are exogenous in the 
shon-run: 
(iii) Normal hours and the ratio of ovenime to standard pay are either constant 
or vary smoothly over rime so that desired empIo>-ment (,E*) can be used instead 
of Eh: 
(iv) Because of data problems, capital stock and technology are approximated by 
an exponential rime trend, e^. so that if the number of hours is held constant 
output grows over rime at a constant rate.T-
With these assumprions. the demand for labour can be wxitten as an invened 
producrion funcrion. assuming that there are no utilisarion constraints with the capital 
stock. In empirical work it was invariably found that lagged values of the dependent 
variable were imponant explanator>- variables. These were rarionalised (eg Ireland and 
Smyth, 1970, p. 281) by assuming that desired employment differed from actual 
employment entailing an adjustment process. To derive an empirical specificarion two 
additional assumprions were made. The first was that the invened producrion function 
gave the desired demand for labour: ^^  
10. Peterson (19~8) and W ilson (1980) are two more recent studies to estimate an inverse production 
function. , 
11. 3 is not included in ( e " ^ ' as the substitution Smyth and Ireland make is e^A^RP. 
18 
where E is the desired level of employment. The second assumption was that the link 
between desired and actual employment was via the partial adjustment hypothesis: 
= (2.3) 
With these two assumptions the demand for labour could be written: 
e^ = ao + a^t + a j q^ ^ a3 e^.j (2.4) 
where lower case denotes natural logs and 
a I = - r V a , a2 = 1/a, a3 = l-X 
Equations of the form of (2.4) for Australian data can be found in Higgins and 
Fitzgerald (1973), Burley (1973) and Johnston et al (1978), with discussion of them in 
Gregor}' and Duncan (1979). 
2.3 Demand for Labour from Cost Minimisation 
The labour demand function given by equation (2.4) can be derived by rather different 
assumptions than those used in the last section. It is possible to interpret (2.4) as the 
result of cost minimisation by the representative firm subject to adjustment costs. The 
original formulation of the demand for labour function in this form seems to be due to 
Tinsley (1971) and developments of the approach can be found in Nickell (1984) and 
Harvey et al (1986). At its simplest, the derivation of the model specification proceeds 
as follows (taken from Harvey et al, 1986). 
The representanve firm in the economy faces a cost function of the form: 
C^ = W H(N\, Qt) (2.5) 
where q is total costs. W is hourly wages. X^ is man hours (=Eh^). and Q^ is output as 
alreadv defined and H is assumed to have a quadratic form: 
12. H a n ey et al (1986)" . . . abstract from movemenis in other factors of production such as capital, and 
the possibility of factor substiiuiion due to changing relative prices" (p. 976). 
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H(.) = -Uo + \) iN + -U2Q + '^4Q^ + ^5QN (2-6) 
The firm is assumed to choose its employment to minimise costs over time: 
Min i [ Q + W 0 ( A N.)] (2.7) 
where 5 is the discount factor, adjustment costs are assumed to be proportional to the 
wage rate, and 0 ( . ) has the quadradc form: 
0( . ) = Lo + Li ANt + L2(ANj)2 (2.8) 
where L^ < 0 and L2 > 0. 
The solution to the decision rule for employment at time T is of the form: 
= + k I ( W ' ^ Q t (2-9) 
i = T 
where 0 < X < \ and k is a constant. Equation (2.9) shows that it is expected future 
output that is the determinant of current labour demand. If it is assumed that 
expectations about output are generated by a Markov process: 
E(Q,^i;W^) = ao + I a A + l - i (2-10) 
and that technical progress can be represented by a time trend, t, then the esdmating 
equation is of the form: 
m 
N j = a + (3t + ^Nt.i + l 5 i Q t . i + Vj (2.11) 
1=0 
Equation (2.11) is exactly of the same form as equation (2.4), the disdnction 
between labour hours in the latter and employees m the former not being essential to the 
derivadon. If wages are assumed constant, then the costs of adjustment are one radonale 
for the lag structure that is usually esdmated. While equadon (2.11) is derived from cost 
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minimisation, the role of real wages as a cost is suppressed in the estimation leaving 
simply an equation which is observationally equivalent to an inverted production 
function specification. 
There have been several developments in the analysis of labour demand 
equations of this form. The paper by Har\'ey et al (1986) considered the modelling of 
technical progress by a linear time trend and finds evidence for the UK that such an 
assumption is m i s l e a d i n g . ^ ^ xickell (1984) considered a more sophisticated version of 
factor inputs and develops an explicit modelling of expected output. Hammermesh 
(1989) questioned whether adjustment costs actually are quadratic as the standard 
theor\' assumes and found evidence to the contrar\' using cross-sectional data. 
The assumptions that have been used so far in this section are not the only ones 
that have been made adopting the cost minimisation approach to the derivation for the 
demand for labour. It is possible to proceed with a more general form of equation (2.5): 
C = aX,Q) (2.12) 
w here X is input prices, the cost, C, is defined as the minimum value of cost, subject to 
the production constraint. Using Shepherd's lemma, the derivative of the cost function 
with respect to W gives the demand for labour as a function of X and Q: 
C^. = N = N ( X , Q ) (2.13) 
where homogeneity with respect to prices is usually imposed by expressing input prices 
as ratios, w^/xj, where one input price, Xj, acts as a numeraire. As in the case of the 
production function, a value added specification is often assumed and only the prices of 
capital and labour included.^-
13. A discussion of ihe difficulties of interpreting the coefficient on time trends can also be found in 
Nelson and Kang (1984) who warn of the possibility of spurious correlation. 
14. Given the coll function C(X, Q), the conditional factor demand for input i is derived as:3C(X,Q)/9w^. 
For proof see Varian (1984, p. 54). It is possible that this approach can yield the inverse production 
function, such as where the technology is Cobb-Douglas and there is only one variable input, In 
such a case C=w(Q/A)^/^ and aC/aw=L=(Q/A)l /3 
15. See Nerlove (1967) for a discussion of this functional form. For examples of the value added 
specification see VVhiteman (1988: 1986). 
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Equations of this general form involve, implicitly, the addition of terms in real 
wages (and other factor prices) to the specification already considered in equation 
(2.11). However, in this form the equation cannot, of course, be interpreted as an 
inverted production function. 
A general form of the cost function is the translog which takes the form: 
m m - m 
c= ttQ + l a jWi +0.5IPijWiWj +Yjq +0.572q^+ IcOiWjq (2.14) 
1=1 ^ 1=1 
where c, x, and q are the logs of total costs, input prices and output respectively and there 
are m inputs. In this specification the logs of explanatory variables are squared and 
cross multiplied and the function can be viewed as a second order Taylor expansion of 
the general cost function in (2.12).^6 JYIQ advantage of the translog specification is that 
it is a flexible functional form and the specification of the cost function allows the 
elasticity of substitution to vary, unlike Cobb-Douglas technology where the elasticity 
of substitution is constrained to be unity. A specification of the shares of input 1 of 
total costs is derived as: 
m 
ac/awi= a i + Ip,Wi +C0iq (2.15) 
1=2 
making use of Shephard's lemma. 
Work using the translog specification of the cost function and Australian data is 
presented in Tumovsky et (1982), H a m s (1986) and Whiteman (1986a; 1986b; 
1988).^^ Modelling Australian manufacturing factor demands, with emphasis on energy 
requirements, using data from 1946-47 to 1974-75 Turnovsky et al (1982) found that 
labour and energy were complements and that linear trends (as opposed to logarithmic 
trends) are suitable for modelling technical progress. Harris (1986) and Whiteman 
16. A thorough discussion of this functional form is presented in Blackorby et al (1977) and Harris 
(1986). Aspects of elasticity estimation are discussed in Anderson and Thursby (1986). 
17. Studies estimating wiih the translog functional form for British and American data are presented in 
Hunt (1984), Westoby and Mcguire (1984) and Humphrey and Moroney (1975). 
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(1986a; 1986b; 1988) investigated estimating productivity in Australian manufacturing 
between 1954-55 and 1981-82, using cost functions. 
Cobb-Douglas technology can be viewed as a restricted version of the translog 
specification in the sense that the interaction terms in the cost function are omitted. ^^ A 
specification of the cost minimisation model can be derived using Cobb-Douglas 
technology to give the log linear functional form: 
n = Constant - a In (w-r) (3 q - r t (2.16) 
where r is the logarithm of the price of other inputs. 
Lucas and Rapping (1969a) test their market clearing model of the labour 
market using a demand for labour function similar to that derived f rom cost 
minimisation with the difference being that in their model nominal wages are deflated 
using product prices. They consider the CES production function, which is a more 
general production function than that used to derive (2.16), and allows the elasticity of 
substitution between labour and capital to vary from unity (their notation has been 
adapted to keep the notation in this chapter consistent): 
Qt = [ a ( S N ) f b + c(Kj)- '^]-n/b) (2.17) 
where variables are as defined above and S is an index of labour quality which is 
modelled by Lucas and Rapping (1969a) as an index of years of schooling completed. 
The marginal productivity condition derived from the profit function can be written in 
the form: 
= (2.18) 
where the elasticity of substitution a = l / ( l+b) . Re-arranging and taking logs implies 
In(N^) + In(S^) - In(Qt) = a ln(a) + c[ ln(W/Pj) - In(S^)] (2.19) 
18. See Vanan (1984) for derivauon. 
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Recognising that labour is not a freely variable input Lucas and Rapping (1969) adapt 
their equation to be of the fol lowing form: 
In(S^N^) = CQ - c i l n ( W / P S \ + C2ln(Qj) + C3ln(Qj. i ) + C4 ln (SNVi (2.20) 
where CQ, c^, C2, C3 and C4 satisfy: 
CQ =(1-C4)S ln(a), c i= ( l -C4)o , C2+C3=l-C4. 
Using the last equality, equation (2.18) can be written: 
ln(SN/Q)^ = CO - c i ln(W/PS)j + C4 + (c2- l ) ln(Qt/Qt . i ) (2 .21) 
We refer to the general form of this specification as the wage and quantity specification 
which is written more generally (omitting lags) as: 
n^ = a g + a^ (w-p)j + a 2 qt + A (2.21a) 
where the variables are defined as previously and A is some measure of technical 
progress 
Specification (2.21a) does not rely on assuming CES technology for its 
derivarion. The same specification, in terms of the variables included, can be derived 
using Cobb-Douglas technology and the marginal productivity condition under profit 
maximisation. The major difference is that assuming Cobb-Douglas technology imposes 
the condirion that the coefficients on the wage terms will be -1. 
Equation (2.21) is the equation estimated by Lucas and Rapping (1969a) and is 
similar to the general specification of the demand for labour f rom cost minimisadon. In 
their interpretanon of the model, output is treated as an exogenous variable, although 
they acknowledge that in the f ramework they use, output is determined simultaneously 
with wages and labour d e m a n d . T h e y argue that in their model labour demand does 
not respond to an exogenous shift in demand, as a shift in the demand for output will be 
19. A discussion of this aspect of the wage and quantity specification is presented in Quandt and Rosen 
(1989). 
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reflected in a change in output prices. That is, markets will clear. Given this, it is not 
clear how output is to be interpreted in the operational model used by Lucas and 
Rapping (1969a). They implicitly acknowledge this problem; however, they do not 
discuss the role that the choice of the underlying production function has played in 
determining the functional form that they estimate. Lucas and Rapping conclude: 
... this difficulty cannot be resolved by obtaining labour demand as function of 
capital stock, wages and the price level. It is true that such an equation is entitled 
to be called a demand function for labour, as ... [equation (2.21)] ... is not, but 
since the price level is no more exogenous than is the level of real output a 
simultaneity problem would persist. In short, there is in our view, no way to set 
up an aggregate labour-market model in which employment and wages are 
affected by other variables in the economy but do not in turn affect them (p. 
735). 
Equations of this form have been used by: Lewis and Makepeace (1981) for 
aggregate British data; by Smyth (1985, 1986), Chung (1987) and Hsing (1989) using 
data for American manufacturing; and, more generally by Hammermesh (1976) and 
Behrman (1982) to analyse the effects of output and wages on the demand for labour. 
The specification has also been used in Australian empirical work by Phipps (1983) and 
most recently in Russell and Tease (1988) who review earlier empirical work. 
As is noted by Fane (1990), the interpretation of equations of this form is 
problematic. They are not a test of the Keynesian versus the neoclassical hypothesis, as 
the equation can be interpreted as a neoclassical restricted cost function, or as a quantity 
constrained Keynesian model where real wages are allowed some effect on the demand 
for labour. 
20. This funcuonal form has also been used extensively in development economics. See for example 
Corbo and Meller(1982) 
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A negative and significant sign on real wages would not discriminate between 
the weaker Keynesian model noted above and the neoclassical model, as the Keynesian 
model makes no firm prediction on its sign. At the same time, while a positive sign 
offers evidence in suppon of the Keynesian interpretation in the neoclassical framework 
the model is misspecified and therefore the coefficients potentially biased. In order to 
clarify the relationship of equations of this form to the complete neoclassical model it is 
necessar}- to go to the next stage and write down the full profit maximisation derivation 
of the demand for labour. 
2.4 Demand for Labour under Profit Maximisation 
Anyadike-Danes and Godley (1989) note : 
since the late seventies there has been quite an explosion of empirical work ... 
which attempts to explore whether, in the words of Symons and Layard (1984, 
p. 788), "real factor prices, and in particular the real wage, [can] explain the 
level of employment over the business cycle ... the question [being] of 
fundamental imponance for macroeconomic policy" (p. 172). 
The theor}' underlying these empirical results has been the simplest version of 
the neoclassical model. Symons (1985a) argues that: 
the existence of an aggregate demand for labour schedule, derived from profit 
maximisation of the individual tlrm and giving a negative relationship between 
the labour-capital ratio and the real wage, is central to most traditional 
theoretical macroeconomics, even though such a relationship is not embodied in 
macroeconomic models, (p. 37) 
A price-taking profit maximising producer with fixed capital and costless 
adjustment for the demand for labour will have a labour demand function of the general 
form (assuming a value added specification): 
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N = N( W/P, K) (2.22) 
where variables are as already defined. If the Cobb-Douglas form of the production 
function is assumed, then it is possible to derive an explicit form of the equation (2.22): 
n^ = Constant - ( l / ( l -a) ) (w-p))^ + ((3/(l-a)) k^  + ( a / ( l - a ) ) r t (2.23) 
where variables are natural logarithms and technical progress is assumed to be linear 
and enters the production function as e '^'-.^ ^ 
Three features of this equation are important. The first is that the coefficient on 
the capital term in the regression will be unity under constant returns to scale (a+(3=l); 
and second, is that the absolute value of the coefficient on the real wage will be greater 
than unity. The third prediction is that the trend term proxying technical progress (r) 
will enter the equation with a positive coefficient. It should also be noted that a 
generalised version of equation (2.21) can be obtained by substituting capital out of 
equation (2.22) using the generalised production function Q=Q(K, L). 
If the technology is not Cobb-Douglas, then the restrictions of unitarv' and 
constant elasticity of substitution between variables imposed by Cobb-Douglas 
technology may be rejected by the data, and the form of the function will be more 
complicated than equation (2.23), and a closed form function may not exist. The 
translog specification offers a more general alternative; however, little use has been 
made of this specification in applied work for models based on profit maximisation. 
Another aspect of the underlying production function affecting the specification 
of the demand for labour under profit maximisation is the appropriate measure of 
output. A value added specification is often assumed as in equation (2.22), implying 
that labour and capital are the inputs of interest. However, in empirical applications of 
21. In implementaiion, this assumes that technical progress is consiant. This has been dealt with in the 
literature bv using flexible or stochastic trends (Harvey et al, 1986), using the residuals of an estimated 
production'function (Newell and Symons. 1985). or basing the index on measures ot capital stock (Lee er 
al, 1988). 
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this approach it has been found that the price of material inputs can be an important 
factor affecting the labour demand function (Svmons and Lavard, 1984; Svmons, 
1985a, 1985b). This can arise where there have been substantial movements in material 
prices during the period over which estimation takes place. As is shown in Chapter 
Three, real material input prices have changed markedly during the period 1954-55 to 
1984-85. As a result they are included in esnmation of the demand for labour under 
profit maximisation and equation (2.22) becomes:--
N = N(W/P, M. K) (2.22a) 
where material prices and nominal wages are deflated by product prices (which is now 
the appropriate deflator), rather than a deflator of value added. 
A feature of equation (2.23) is that it suggests that adjustment is instantantaneous. 
Empirical work has found that lags of variables are also significant. The rationalisation 
of this is that, as discussed in connection with the work of Ireland and Smyth (1970) 
concerning estimating an invened production function, there is a desired and actual 
level of employment. To move to the desired level entails adjustment costs. In empirical 
applications the costs of adjustments are allowed for by a general distributed lag giving 
an esnmating equation of the form: 
aOO nj = P(A) (w-p)t - ^/(A)(p'^/p)t + 5(^)kt + Tit (2.24) 
where /v is the lag operator, a , (3 and y are lag polynomials, and p"^ is the price of 
material inputs. 
The las structure of (2.24) is a general one for which several rationalisations 
have been offered. First, there are delays in firms' responses to price signals; second, if 
adjustment of labour is cosdy, then the specificarion implies the inclusion of lagged 
dependent variables and expected future prices on the right hand side, the latter of 
Svmons (1989), in reference lo models of the demand for labour, notes that he has found the value 
added specification to be sausfactor> : however, given the evidence of the data over the sample period for 
Australia, it is prudent to include material prices initially. 
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which may be approximated by a univariate representation of past prices; and third, lags 
may arise as a result of a g g r e g a t i o n . S a r g e n t offered the rationale that, rather than 
maximising current profits, the firm maximises its expected future stream of profits. 
This required comparing the expected revenue stream to the expected costs of inputs 
and costs of adjusting inputs. Such costs included: the costs of training labour and 
laying off labour due to severance payments, and the potential costs of lost production 
or inventor)- build up from making incorrect employment and production decisions. 
Labour is thus regarded as a quasi-fixed factor of production (Oi, 1962).-"^ 
In Symons and Layard (1984) a cubic time trend is used to proxy capital stock 
and technical change. They note that a cubic trend proxying capital allows it to be non-
monotonic and "will also measure both labour and capital augmenting technical 
change" (p. 790). This is consistent with a view that the effects of increased capital 
stock (which proxies the capital services available for production) and technical 
progress are similar. That is, technical progress is similar to having more capital, in that 
a greater level of output can be achieved for a given level of employment. As such, it 
may not be possible to separately identify the two effects. 
2.5 Demand for Labour and ^Effective Demand' 
The assumptions in neoclassical models lead to an interpretadon in which prices form a 
complete specification of the demand for labour. Producers are assumed to be on their 
marginal product cur\'es and there is an inverse relationship between the demand for 
labour and the product wage. Demand variables should not be significant, as opposed to 
output which IS pan of the production function and should be significant. This suggests 
a basis for discriminating between the Keynesian and neoclassical explanarions of the 
23. Sargent (1978) is credited by Symons and Layard (1984) amongst others with developing a 
neoclassical specification of the demand for labour which makes use of forward looking price 
e.xpectations of firms. 
24. Labour hoarding discussed by Oi (1962) and implicit contract theory address the lags associated with 
employment adjusting to changes in the level of economic activity. 
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demand for labour. Demand variables should not be significant if the neoclassical 
explanation is complete. 
The findings reported by Symons (1985a: 1985b) and Layard and Symons 
(1984) that aggregate demand variables are not important in the demand for labour are 
not reproduced by other studies for UK data (Layard and Nickell, 1985; Drobny 1988; 
Bean and Tumbull , 1988; Dimsdale et al, 1989; Nickell, 1989).26 An inverse 
relanonship between the demand for labour and real wages is found, but the 
significance of demand variables indicates that price based models are not adequate. 
The issue of how aggregate demand should enter the specification is a very important 
one to which we return in Chapter Five. 
It is not only the role of demand variables that is a matter of dispute but also the 
interpretation of the labour demand function. The interpretation of the equations 
advanced by Symons and Layard (1985) "... that there is little in aggregate quanerly 
data to refute the proposition that the level of employment is determined by real factor 
prices" (p. 797) is challenged by Anyadike-Danes and Godley (A-G) (1989). They 
argue on conceptual rather than empirical grounds that the observations of an inverse 
relationship between real wages and employment may be derived by very different 
models than those that underlie the neoclassical model. They illustrate this by setting 
out three models of the demand for labour in which there is no structural relationship 
between the demand for labour and product wages^^, although a significant negative 
coefficient is estimated on the product wage. The data sets used are constructed using 
the assumptions of the alternative models, which are versions of price mark-up models. 
For the price mark-up models presented by A-G, they assume that employment 
is determined by: 
25. This differs to some empirical work, sucii as that undertaken by Jenkinson (1986) emphasises 
successfully estimaung the neoclassical specification of the demand for labour. 
26. Drobny (1988) used direct measures of output in his tests of Granger causality between employment 
wages and ou tpu t This renders the test result mvalid in terms of the above discussion. 
27 r Product waaes are defined as hourly nominal labour costs dellated by product prices. 
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(2.26) 
where n is emplo\-ment. y is output and z a long-run exogenous productivity level. In 
(2.26) output is determined by an invened production function. Prices are determined as 
a mark-up on current and lagged normal unit costs, such as: 
Pt + ( l -a ) (w-z ' ) j . i (2.27) 
where p and w are the logs of prices and wages. The only variable common to the two 
equations is z . Combining (2.26) and (2.27) making use of z*, and rearranging yields: 
n^  = a + /vyi-/.(w-p)j - ^(( l -a) /a)(w-p)^. i + A(a/( l-a))(pj-pt . i ) 
^ ( o c / ( l - a ) ) z V i + (l-/On^.i (2.28) 
Both current and lagged values of real wages are inversely correlated with the 
demand for labour by vinue of rearranging the price equation. A-G argue that if (2.26) 
and (2.27) accurately capture the way that employment and prices are set and that z* 
cannot be measured directlv or accuratelv. then the variables in (2.28) will be 
significant. The assumed market conditions supponing these models are not 
neoclassical and thus make the point that a negative coefficient on the product wage is 
not a confirmation of the neoclassical model, nor of a causal relationship. At the same 
rime, the mark-up model is not inconsistent with the neoclassical model of the demand 
for labour.-^ 
The reduced form models of labour demand estimated by A-G contain both 
product wages and output and are obser\-ationally equivalent to the wage and quantity 
specification presented in (2.21a). .A-G conclude that: 
28 . It should also be noied that the neoclassical model can rewrite price as a mark-up on unit labour 
costs. Given a Cobb-Douglas production funcuon (Q = .^L^K^) , the marginal conditions under profit 
maximisation (3Q/oL = a [ Q / L j = [W/P]) can be rewritten P = [W.L/Q][ l /a] . To this extent, the model 
proposed by A-G does not constitute a ~test' of the neoclassical framework. 
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... the negative and significant coefficients on real wages which often turn up in 
employment equations may be generated by at least three mechanisms which 
have nothing to do with [real wages affecting the demand for labour]... (p. 186). 
It seems useful to conclude this section by summarising the points in dispute in 
the empirical estimation of demand for labour functions. The use of the restricted profit 
function to generate a demand for labour function represents an important innovation in 
the empirical testing of the demand for labour. Within this framework there is dispute 
as to the role and significance of demand effects. However, those working in a 
traditional Keynesian framework argue that alternative specifications can produce 
empirical results identical to those found by the researchers using the neoclassical 
approach. 
In the next section the state of the empirical literature is reviewed. 
2.6 Empirical Evidence 
The form of the empirical reladonship between the level of employment and the real 
wage has been a matter of dispute since the late 1930s and has given rise to a large 
literature. This section sur\'eys the empirical literature that has directly addressed the 
relationship between the real or product wage and employment. The first pan of the 
secnon, 2.6.1, reports the development of the debate regarding whether wages move 
pro-cyclically or contra-cyclically, while the second part, 2.6.2, examines the empirical 
work on the demand for labour function. A final sub-section, 2.6.3, considers whether 
the two issues, the relationship of wages to employment and the demand for labour, are 
the same and which is of primary interest for policy purposes. 
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2.6.1 The Debate on Real Wages and Employment 
Vlichie (1987) suggests that Keynes (1936) and (1939) represents two different views of 
the labour market. The first of the views proposed an inverse relationship between 
employment and the real wage. Keynes (1936) argued that: 
... in the case of changes in the general level of wages, it will be found, I think, 
that the change in real wages associated with a change in money wages ... is 
almost always in the opposite direction ... This is because, in the shon period, 
falling money wages and rising real wages are each, for independent reasons, 
likely to accompany decreasing employment... real wages inevitably nsing ... 
on account of the increasing marginal returns to a given capital equipment when 
output is diminished (Keynes, 1939, p. 34 citing Keynes 1936, pp. 9-10) 
Initial empirical work by Dunlop (1938)-9 and Tarshis (1939)^0 tested the 
money-real wage relationship proposed by Keynes (1936); their work suggested a 
positive correlation. The empirical approach adopted was to compare the cyclical 
movement of wage and employment variables (including unemployment) rather than 
estimating models of the demand for labour. 
Keynes (1939) presented a second view when he responded to the results 
presented by Tarshis and Dunlop indicating that his previously held view needed to be 
reconsidered and concluded that: "... we should not be hasty in our revisions [of theory], 
and that funher statistical enquir)' is necessary" (p. 51). He suggested five areas of 
investigation: the accuracy of the data; the calculation of the product wage (nominal 
29. Estimated on British data 1860 to 1937. Dunlop examined the cyclical behaviour of nominal and real 
wages and found a positive correlation between the two variables. His results cast doubt on Keynes 
(1936) assertion that"... a change in real wages associated with a change in money wages ... is almost 
always m the opposite direction...". Nominal wages were assumed by Keynes to be a proxy variable for 
the level of activity in the economy, rising and falling with output. Keynes was arguing that output and 
thus employment can only rise if real wages fall (see Keynes' (1939) p. 35). 
30. Based on monthly United States data January 1932 to March 1938. Tarshis compared real and 
nominal wage movements in the same manner as Dunlop and also obtained a positive correlation between 
the 2 variables. In a short postscript to the article Tarshis notes that when movements of real wages and 
employment are compared a negative association is found. This latter result appears to have been 
generally discounted in the literature that followed. 
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wage deflated by an output pnce index) as opposed to the real wage (nominal wages 
deflated by an index of consumer prices): the relationship between the marginal cost of 
labour and the wage: the shape of marginal cost curves: and, the relationship between 
marginal cost of production and output price over the cycle. 
Richardson (1939)^^ undertook similar work to that of Dunlop and Tarshis and 
focussed on movements in the deflator of money wages as a proxy of the business cycle 
and thus of employment. He concluded that "in the short period real wage rates tend to 
fall when the cost of living nses and rise when the cost of living falls" (p. 440).^^ In 
other words, there is countercyclical behaviour of real wages, or an inverse relationship 
between the demand for labour and real wages. 
Ruggles (1940) undenook a review of the empirical work in which he 
questioned the methods used and the appropriateness of the variables in the analysis, 
and thus the strength of the results. He concluded "... that the statistical studies to date 
have not produced any convincing evidence concerning the interrelations between 
money wage rates, wage costs and welfare" (p. 149). In reviewing the debate Tobin 
(1947) also argued that the results were statistically inconclusive. 
The relationship between the utilization of the labour force and wages was 
reexamined by Bodkin ( 1 9 6 9 ) . T h i s followed previous work (Bodkin era / , 1967) in 
which it was found "... that the partial effect of a higher rate of increase of consumer 
prices is a less than proponionate increase in the money rate of w age payments" (p. 
354). Real wages appeared to move countercyclically. .An inference drawn on the 
assumption that consumer price movements reflected economic cycles, thus increasing 
consumer prices indicated increased demand/output and increased employment. 
31. Based on dam for Britain 1860 to 1899. 1924 to 1938; Australia 1920 to 1936, New Zealand 1929 to 
1936. The method of comparison is similar to that used by Dunlop and Tarshis. 
32. Using data for .Australia he concluded that "in eleven of the sixteen years the changes in the cost of 
living were associated with changes of real wages in the opposite direction ... the statistics thus support 
the traditional conclusion that wages are stickier than prices" (p. 434). 
33. Estimated on Canadian and United States data for manufacturing and the economy in both countnes. 
Quarterly data was used for both countries for manufacturing for 1949(n - 1965(4) and US economy for 
the same period. .Annual data w as covered the period from the 1900s to 1965. 
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Bodkin (1969) examined the relationship between wages and employment. The 
measure of labour force utilization in this study was unemployment and a number of 
price indices were used as a deflator of money wages for the economy and 
manufacturing for Canada and the United States. Unemployment was selected as the 
labour force variable: 
... because this variable has an almost automatic correction for the varying scale 
of the economy, whereas an employment measure... needs some correction for 
the changing capacity of the economy (or some panicular sector) to produce 
over time (Bodkin, p. 356). 
A consumer price index was held to be "... the appropriate deflator [of the money wage] 
if one looks at the matter from the viewpoint of the welfare of the typical worker" 
(Bodkin, p. 359). While such a deflator is appropriate for estimating labour supply, it is 
clearly inappropriate for estimating the demand for labour. 
The wage and price variables used were detrended in a number of ways in order 
to isolate any short run cyclical behaviour from long run movements and to correct for 
the possibility that".. . in a growing economy real wages must be measured relative to 
the trend in real wages ... [and any decline] ... may merely be a retardation in the rate of 
growth" (p. 354). The analysis was based on contemporaneous correlations between 
variables. Bodkin concluded that the view "... that real wages are inversely related to the 
cyclical utilisation of the labour force receives little support from the data examined in 
this paper" (p. 370).^'^ The positive coefficients on unemployment, expected under the 
assumption of an inverse relationship with employment, were found only twice, when a 
wholesale price index was used. In these two cases Bodkin argued that the significance 
of the results was questionable. 
34. The closest regression to a labour demand model estimated by Bodkin was the real wage (dellated 
using consumer price mdex) regressed on employment for American quarterly data. This yielded a 
posiuve coefficient significant at the five per cent level. 
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There are three issues raised by this work. First the inverse wage/employment 
relationship is a hypothesis regarding the demand for labour which will not necessarily 
be related to unemployment. The level of unemployment used by Bodkin not only 
captures the effects of changes in the demand for labour, it can also be affected by 
changing patterns of participation and hidden employment.^^ A second issue raised by 
Bodkin's study, and one explored at length by Nickell and Symons (1990), is whether 
the deflators used are appropriate. The deflators used for the manufacturing sector and 
the economy were mainly aggregate consumption deflators. The only hint of a result 
supporting the inverse real wage/employment theory came when the wholesale price 
index was used. As Bodkin noted: 
if one's interest is in tesnng the theoretical proposition that the own-product real 
wage declines in the short run with increasing intensity of use of the fixed 
factors, then it is better to use a price index whose sectoral coverage is closest to 
the wage series utilised (p. 371). 
A third aspect of the work by Bodkin (1969) is that the reladonship between 
wages and labour demand only allowed for a contemporaneous reladonship. The 
statistical model used only allowed for a response within the same quarter for a majority 
of the estimations. Given that theor)' does not specify the rime period in which the 
economy should react, the model used by Bodkin may not be sufficiently general to 
assess the relationship between wages and employment. 
The empirical literature on the relationship of wages and employment from the 
late 1970s has included a more direct focus on the demand for labour schedule of 
neoclassical theor\' as a means of testing the inverse relationship and has moved away 
from testing the cyclical relationship of the two v a r i a b l e s . ^ ^ Such changes are argued by 
35. Gregor>' (1988) explores this empirical phenomenon using Ausu-aJian data for the Depression and the 
recession of ihe mid 1970s. He finds that there was a change in participalion behaviour in the 1970s. The 
point here is that in the case of the work by Bodkin there is no certainty that participation behaviour was 
stable over the data set used. 
36. A similar interpretation of the debate is presented in Alogoskoufis (1982). 
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Michie (1987) to be a misinterpretation of the debate; however, Sargent (1978), Otani 
(1978) and Nickell and Symons (1986) regard their work as an extension of the debate 
that began with Keynes (1936) and empirical work on labour demand functions will 
now be reviewed. 
2.6.2 The Labour Demand Function 
2.6.2.1 International Studies 
One of the early studies focusing on the demand for labour schedule, rather than the 
correlarion of real wages with employment, was the study of Neftci (1978) who found, 
using long distributed lags on wages and employment, support for causality from real 
wages to the level of labour demand and a negative correlation between the two using a 
sample of American manufacturing data from 1948 to 1971, which encompasses the 
data period used by Bodkin (1969). Several series of employment were tried and the 
successful real wage series was obtained using a consumer price index as a deflator of 
nominal wages. Neftci argued that models of real world behaviour should include the 
possibility of lags between events and responses. The results of the tests for causality 
provided support for the neoclassical model in which wages determined labour demand. 
The result obtained by Neftci (1978) was developed by Sargent (1978) using a 
similar data set. He imposed a stronger theoretical structure, modelling the labour 
demand decision of the firm, making use of cost adjustment models proposed by Lucas 
(1967), Treadway (1969) and Gould (1968) and models of overtime work and capacity 
in Lucas (1970). Sargent argued that the results he obtained using post war data for the 
United States supported "... the view that the employment-real-wage observations lie 
along a demand schedule for employment" (Sargent, 1978, p. 1041). 
The results of both Neftci and Sargent (1978) were disputed by Geary and 
Kennan (1982). They tested the relationship between wages and the level of 
employment for 12 OECD countries, (although Australia was not included). The models 
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estimated were regressions of detrended real wages and employment with lags. They 
could not reject the hypothesis of independence between employment and the real wage 
in most cases. They argued that the difference in their results f rom those of Neftci and 
Sargent can be accounted for by different wage deflators, measures of employment and 
the sample period. As a result of the sensidvity of the results to the sample period Geary 
and Kennan concluded that what relationship there was between wages and 
employment was not stable. 
The conclusions of Geary and Kennan (1982) were challenged by the empirical 
results of Andrews and Nickell (1982; cited in Symons and Layard (1984)), Symons 
and Layard (1984) and Symons (1985a; 1985b) with significant inverse relationships 
between employment and product wages for a range of countries. A feature of these 
results was that there was variation in the significance and magnitude of the inverse 
relationship between countries. 
Symons and Layard (1984) found evidence of an inverse reladonship between 
the demand for labour and the product wage using data for Germany, France, Japan, 
Canada and the United States for 1956(1) to 1980(4), using the specification in (2.22) 
with a trend squared and trend cubed proxying capital stock. Symons and Layard 
concluded that" . . . the level of employment is determined by and large by real factor 
prices" (p. 797). They also argued that Geary and Kennan (1982) failed to allow for the 
effect of the real price of raw materials. 
The conflict for the United States data over the results obtained for labour 
demand models was addressed by Nickell and Symons (1990), who modelled the labour 
demand decision of the prot'it maximising firm, taking account of capital stock and 
technical progress either directly or using trend terms. This study differed f rom most 
earUer studies of the wage employment relarionship with the explicit inclusion of the 
capital stock and technical progress and for the USA produced a conclusion consistent 
37 Mvatt (1985) presents a discussion of the meihodology used by Geary and Kennan (1982). Myatt 
argues that their results arc sensitive to the choice of deflator and the type of causality test. 
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with that of Neftci (1978) and Sargent (1978) rather than with that of Gearv' and Kennan 
(1982). 
Nickell and Symons (1990) estimated the same model using different deflators 
for the nominal wage and alternated between cubic trends and direct measures of capital 
stock and technical progress.^^ They obtained significant and negative wage 
coefficients only when a wholesale price index was used. Further, they argued that the 
inverse relanonship was identifiable if the trend terms in the equation were "... flexible 
enough to track accurately the joint path of the capital stock and technical progress" (p. 
11). 
2.6.2.2 Studies Using Australian Data 
The results of estimating models of the demand for labour have not been conclusive in 
determining the form and significance of the relationship between the demand for 
labour and wages. A similar debate continues in studies of the .Australian economy. 
The role of wages in determining the demand for labour in Australia has tended 
to be addressed at the level of the aggregate economy, in the context of the relative role 
of wages compared with demand shocks and often without estimating the demand for 
labour (Gregor>' and Duncan, 1979; Chapman. 1990). Other work concentrated on 
analysis of underlying producdon functions (Burley, 1973) and others on esdmadng the 
demand for labour in the context of macro-models (Johnston e: aL 1978; Simes, 1988). 
The focus of Gregor\- and Duncan (1979) was on explaining increased 
unemployment for the aggregate economy from the mid 1970s. Their explanadon 
concentrated on changes in labour supply behaviour. However, in examining the role of 
labour demand they argued that while the extent of real wage changes is likely to have 
affected the demand for labour, the neoclassical model and its emphasis on wages did 
not provide a full explanation of the changes in employment. Evidence suppordng their 
38. Technical progress was calculated as ihe fined values of a total factor producin-ity senes regressed 
against a time pohnomia l of degree 6. 
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argument was that productivity movements were not consistent witli real wage 
movements, and that the price of labour relative to capital fell at times when the 
demand for labour fell. This was argued to suggest that the emphasis on labour-capital 
substitution, resulting from increased real wages, by Jonson et al (1978), Gruen (1978), 
Snape (1979) and Holmes (1979) was misplaced. Funher, the relation between output 
and productivity movements were contrarN- to those implied by the existence of a 
downward sloping marginal product curve for labour. Critiques of Gregory and Duncan 
by Andersen (1979), Blandy (1979). Gruen (1979), Higgins (1979) and Snape (1979) 
argued that issues of aggreganon. interpretation of the data and the appropriate implicit 
labour demand specificanon meant that Gregor>' and Duncan's (1979) conclusions were 
not clear cut. 
Phipps (1983) undertook a disaggregated study of labour demand for the 
Australian economy and found differences between models of the demand for labour at 
the aggregate level and for component sectors, including manufacturing. Using a 
sample from 1962-63 to 1976-77 with the wage and quandty specification, Phipps 
(1983) found that while the coefficient on the real wage was not well determined at the 
aggregate level, there were significant and negative coefficients on real wages for 
manufacturing, mining, construcnon, and electricity and gas. The wage elasdcity of 
labour demand for manufacturing, conditional on output, was -0.52, while the elasticity 
with respect to output was 0.98. The differences in the results between the two levels of 
aggregation suggest that there is information to be gained from disaggregation. This 
result was similar to that of Johnston e: al (1978) who. estimating over the whole 
economy, found that wages were not significant in a specification that included output 
of the economy. 
Newell and Symons (1985) in their sur\'ey of labour demand in OECD countries 
obtained a significant inverse relationship between the demand for labour and the 
product wase for aggregated Australian data, as did Bean ei al (1987) in a multi-countr}-
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Study including Australia.^^ Recent work in this area has been by Russell and Tease 
(1988) who made use of the wage and quantity specification for the aggregate economy 
for 1969(3) to 1987(4). They found a significant inverse reladonship between the 
demand for labour and the product wage, with a long run elasdcity of labour demand of 
-0.61, condidonal on the level of output. In explaining the recessions of 1974-75 and 
1982-83 they found that "... the large rise in real wages ... had an imponant bearing on 
the fall of employment in those years" (p. 16). They also argue that falls in real wages 
since 1983 have been imponant to the growth of employment in the aggregate 
economy. 
Symons (1985b) estimated the demand for labour for Australian manufacturing 
between 1969(3) and 1981(3), based on the short-run model of profit maximising labour 
demand presented in (2.22) and imposing constant returns to scale. Significant and 
negative coefficients were obtained for the product wage and material prices. The long-
run elasticity of labour demand with respect to the product wage was -0.91, and the 
elasticity for material prices was -0.48. The wage elasticity was not significandy 
different when estimated over sub-samples and the model passed tests of stability. 
Analysis with the model indicated that between 1970 and 1981 the negative impact on 
employment of increases in the product wage were not offset by the positive effect on 
labour demand of increases in the capital stock. Material price declines had a small 
positive effect on the demand for labour. 
Rimmer (1989) estimated the demand for labour in Australian manufacturing, 
specifically addressing specifically the role of the wage explosions of 1973-74 and 
1981-82. A specification of labour demand based on CES technology is used for a 
sample from 1962-63 to 1985-86. The parameters determining capital intensity and the 
degree of substitution were allowed to vary over the sample period. It was postulated 
that the wage explosions were the major cause of changes in the sector and expected 
39. Bean et al (1987) estimated the demand for labour using a specification ihat included demand 
variables. The results are discussed in Chapter Five. 
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that they would reduce the level of labour intensity in production, and increase the 
degree of substitution between capital and labour. The share of labour in value added 
was the dependent variable and the technical progress was modelled as a function of a 
linear trend, deviations of actual around potential output and a constant. The other 
major explanatory variable was product wages. 
The results of estimation indicated that contrary to expectations labour intensity 
increased over the sample period and the degree of substitution between labour and 
capital fell. This result held when allowance for disequilibrium adjustment was made 
using dummy variables for 1974-75 and 1982-83. Explanations of the unexpected 
results were based on the effects of compositional changes in the Textiles, Clothing and 
Footwear and Transport equipment industries arising from increased border protection 
in these industries increasing increasing labour intensity at the disaggregate level being 
large enough to also do so to a significant extent at the aggregate level. 
2.6.3 Policy and the Demand for Labour 
The last two sub-sections have reviewed an empirical debate that, while having taken at 
least two distinct forms, has lasted since the publication of Keynes' General Theorv. 
The issue appeared initially to be a simple one: whether real wages rose or fell with 
employment. In this section, discusses this aspect of the debate and reviews the 
empirical evidence following the cyclical approach. 
Drobny (1988) and Michie (1987) are recent examples of the interpretation of 
Keynes' work which concentrate on the relationship between wages and the business 
c y c l e . a p p r o a c h is to test for contemporaneous correlations between real or 
product wages and proxies of the business cycle (usually output or employment). 
Michie arsued that: 
40. Bils (1987) concentrates on the relation between marginal cost and prices over the business cycle. 
Sheen (1990) an interpretation of Australian data following this methodology. 
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the cyclical wage literature is concerned not with a full causal system of 
wages and product prices via a simultaneous system, but simply with the net 
result of forces which are at work on the direction of movement of these 
variables, and with the resulting cyclical behaviour of product wages ... the 
issue in question is how the wage moves in relation to cyclical output (p. 39) 
Michie (1987) examined the cyclical relationship between output and the 
product wage between 1950 and 1980 for the UK, USA, France, Canada, Germany and 
Japan. The data is transformed as deviations from a 5 year moving average. The 
(detrended) product wage is then regressed on (detrended) output. Michie (1987) argued 
that the disparate nature of the results, including a sensitiveness to the inclusion of 
additional variables and lags, indicated no clear pattern between countries of an inverse 
relationship between real wages and output."^^ Michie (1987) also used hours worked as 
a proxy variable for the business cycle. This specification was close to a simple labour 
demand schedule - although product wages were the dependent variable (in a staristical 
sense). 
As part of the study and to demonstrate the fragility of the coefficient signs in 
the regression Michie (1987) estimated a model with (detrended) output and (detrended) 
employment as the explanatory variables of (detrended) real wages. This yielded an 
inverse relationship between employment and wages for all six countries, with the 
coefficient on hours worked significant at the 5 per cent level for four countries; 
however, the sign on output variables changed to be positive and declined in 
significance when jointly estimated with employment and real wages as the dependent 
variable. The model estimated is a rewritten version of the wage and quantity 
specification, presented in equation (2.21a). Michie's results are in fact consistent with 
those that would be expected under the neoclassical framework. 
41. There is some ambivalence in the interpretation of ihe results obtained by Michie. Negative 
coefficients were obiained for 5 of the 6 countries when employed persons was used as the dependent 
variable (including the most significant of the regressions), and all but the USA exhibited an inverse 
relationship between product wages and hours worked (3 of the 5 countnes were significant at the 5 per 
cent level while the USA was not). This is also noted in Symons (1989). 
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Models similar to that estimated by Michie (1987) were estimated using output, 
hours worked and nominal wages deflated by product prices for Australian 
manufacturing for 1960-61 to 1984-85 and are presented in Table 2.1.^2 y^g ^^gd 
in esnmanon are detrended as devianons from five year moving averages. 
The results indicate an inverse relanonship between the product wages and both 
output (column (1)) and employment (column (2)). The results are sensitive to the 
specificanon of the model. Output is significant and negarively signed in column (1), as 
is employment in column (2). The joint estimation of employment and output presented 
in column (3) affects the sign and significance of output and employment, with the 
significance of output in column (3) lower than that obtained in column (1). 
An altemanve method of examining the correlarion between real wages and 
economic activity (using output as the measure of activity) is to take first differences of 
the logs of the variables and to regress one on the other, including a trend variable as a 
second explanator)' variable to take account of any trend behaviour remaining after 
differencing. The results of estimating such a model using manufacturing data for 1954-
55 to 1984-85 are presented in Table 2.2. They indicate a significant inverse 
relationship between output and product wages. 
The other form of the empirical debate has been to determine the role of real 
wages in determining the demand for labour. As is pointed out by Symons (1989) in his 
review of the book on the subject by Michie (1987), it is not clear that the question as to 
whether real wages do or do not move with the trade cycle is an interesting one. The 
sign of the wage/employment relationship depends on the source of shocks to the 
economy, and policy is really interested in the size of the wage effect on employment. 
The later policy question can only be answered by a consideration of the existence and 
stabilitv of a labour demand function. 
42. Esumauon reproduced the techniques applied by Michie as closely as possible. Estimation was 
undertaken using natural numbers as opposed to logarithms. 
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Table 2.1; Regression Results using Variables Identified by Michie 
Dependent variable - deviations of product wage from 5 year moving average 
Lag (1) (2) (3) 
Output t+1 -0.63 
[-2.81* 
-0.42 
[-0.9] 
t -0.62 
[ -2 .4] ' 
0.08 
[0.2] 
t-1 0.25 
[1.1] 
-0.22 
[-0.5] 
Employment t+1 -0.30 
[-1.6] 
0.09 
[0.2] 
t -0.75 
[-3.9]* 
-0.89 
[-1.2] 
t-1 0.37 
[1.9] 
0.56 
[1.3] 
Trend -0.007 
[-4.0]^ 
-0.004 
[-1.4] 
-0.006 
[-2.0]* 
Constant 0.27 
[5.0]" 
0.14 
[2.1]* 
0.2 
[1.9] 
0.6 0.8 0.8 
Source: Appendix A. 
" significant at five per cent. 
Table 2.2: Relationship between product wages and output 
Dependent variable - first difference of log of product wages 
Output -0.51 
[ -2 .9] ' 
Trend -0.002 
[-2.0]* 
Constant 0.08 
[3.7]* 
R2 0.26 
Autocorrelation 
Durbm-Watson 1.75 
LMx'( l ) 0.2 
Normality 
Jarque-Bera x~(2) 0.15 
Source: Appendix A. 
* significant at five per cent. 
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Symons (1989) made four further observations concerning estimating the 
demand for labour. First, genuine measures of capital stock and technical progress 
should be used, as simple trend terms are not sufficient to capture their effects. This 
point was illustrated in Symons and Layard (1984). Second, the product wage should be 
correctly measured, using the appropriate deflator. If a gross measure of output prices is 
used, the price of materials should be included in the model. The relevance of deflators 
of the nominal wage was illustrated in Nickell and Symons (1990). Third, the dynamic 
structure of the model should be taken into account, suggesdng that lagged variables 
should be at least included in inidal specification. As Symons (1989) shows, a 
contemporaneous correlation between the demand for labour and wages can be either 
positive or negadve, and srill be consistent with an underlying inverse relationship 
between the demand for labour and wages. Fourth, a relationship between the demand 
for labour can be idennfied in esnmation when there is sufficient variability in the data. 
Thus, many of the difficulties of idennfying an inverse relationship using data prior to 
the late 1960s can be attributed to the trend like growth of employment and wages up to 
that period. 
2.7 Summary 
This chapter has presented a range of models of the demand for labour within by the 
Keynesian and neoclassical frameworks. The models range from the "strong" Keynesian 
model, in which markets are in disequilibrium and prices play no direct pan in the 
labour market, to the neoclassical model in which Keynesian aggregate demand has no 
role. 
Three basic models of labour demand were presented in the chapter. First, the 
invened production funcnon, in which output, conditioned by the capital stock (or a 
trend variable) determines the demand for labour. This model is common to all 
frameworks. The second was the wage and quandty model which could be interpreted 
in a number of wavs and in which labour demand was determined by output and 
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product wages. The third model was of labour demand derived f rom neoclassical profit 
maximisation, in which demand played no part, and the demand for labour was 
determined by the product wage (and material prices) and conditioned on the capital 
stock. 
In addressing the empirical debate, the chapter described two approaches to the 
relationship between wages and employment. The first was concerned with the 
relationship between contemporaneous movements in wages and employment. The 
second involved estimating the demand for labour and the role of demand factors and 
the real wage. 
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Chapter 3: The Supply of Manufacturing Output 
3.1 Introduciion 
It was noted in the last chapter that the one common element underlying all the theories of 
the demand for labour was the production function. In this chapter the production function 
for the manufacturing sector will be investigated as a prelude to discussing price and 
demand based specifications of the labour demand functions in Chapters Four and Five. In 
this and the following two chapters the focus will be on the manufacturing sector in 
aggregate. The specification of a disaggregate model and the interpretanon of this 
aggregate specification as the sum of the components of the disaggregate model will be the 
subject of chapters Six to Eight. 
In the next section the data underlying the production function and the demand for 
labour is set out in a way which can be regarded as one way of summarising salient features 
of the production function. The fol lowing secnon. 3.3, considers the movements of 
productivity in manufacturing. In secnon 3.4 the results of esdmating the demand for 
labour as an invened production funcdon are presented, and the problems posed by 
measurement error in the data and the specifications of functional form are fully discussed. 
Section 3.5 concludes the chapter. 
3.2 The Data 
In Figure 3.1 the following data for output and employment in the Australian 
manufacturing sector are presented: aggregate weekly employment (3.1a), gross output 
(3.1b). average product of labour (3.1c). real net capital stock (3. Id), average product of 
capital (3.1e). hourly product wages (3.It"), the percentage change in product prices and 
nominal hourly wages (3.1g). and real material prices (3.1h). All the data is presented in 
logarithms of levels of the variables except for 3.1g which is in percentage changes. 
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Figure 3.1a: Employment 
(log of hours) 
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Figure 3.1b: Gross Output 
(log, S79-80 million) 
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Figure 3.1c: .Average Product of 
Labour 
(log, 54-55=100) 
Figure 3.Id: Net Capital Stock 
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Figure 3.1e: Average Product of 
Capital 
(log, 54-55=100) 
Figure 3.If: Product Wage 
(log, 79-80 cents/hour) 
Figure 3.1g: Nominal Wages and Prices 
(Percentage Change) 
Figure 3.1h: Real Material Prices 
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The emplo\ 'ment series, measured as aggregate weekly hours worked in 
manufaciuring. is presented in Figure 3. la. The major feature of the series is the change 
in the trend behaviour in the early 1970s: between 1954-55 and 1973-74 employment 
giew at a trend rate of 1.5 per cent per annum, while between 1974-75 and 1984-85 
employment declined by a trend rate of 1.9 per cent per annum. The change in 
employment is such that by 1984-85 the level of labour input measured in total hours 
per week is less than in 1954-55. Within the overall pattern of trend growth and decline 
there are two major episodes of rapid fall in employment; between 1974-75 and 1977-
78 employment fell by around 20 per cent and between 1982-83 and 1983-84 it fell by 
some 15 per cent. As was noted in Chapter One, this pattern for the manufacturing 
sector is quite different f rom that of the economy as a whole. 
Figure 3.1b presents the gross output series for the sector measured as the real 
value of output (not value added) of manufacturing per annum. The annual average 
aend rate of growth of output for 1954-55 to 1973-74 (when employment peaked) is 5.5 
per cent, while for 1974-75 (the year in which employment begins to fall) to 1984-85 it 
is 1.6 per cent. While the level of output declines in both 1974-75 and 1981-82 it is 
apparent that the fall in output is modest compared to that in employment. 
Figure 3.1c presents the a\ erage product of labour which rises connnuously over 
the whole period. The only two years in which growth falls below 1 per cent per annum 
are 1965-66 and 1971-72. A regression of the average product of labour against a trend 
and trend squared (which allow s non-linear behaviour) indicates that the trend rate of 
increase in the average product of labour declines over the sample. ^ At the mid point of 
the sample the annual trend rate of increase in the average product of labour is 4.1 per 
cent with the rate of change declining by 0.2 percentage points per annum. An 
estimation for sub-periods of the sample also suggests that the rate of increase in the 
1. The model measunns ihe trend rate of growth was: 
.APL=aQ-a2t-a2t-
where APL is log of a\ eraee product and t is the trend. 
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average product of labour declined: between 1957-58 to 1973-74 the growth rate was 
4.0 per cent per annum while between 1974-75 to 1984-85 the growth rate fell to 3.5 per 
cent per annum. 
The estimate of the real capital stock, measured as the sum of the depreciated 
constant price value of owned and leased plant, equipment, buildings and structures, is 
presented in Figure 3. Id. Capital growth changes trend around 1973-74 with a ver\' 
marked slowing in growth. The overall increase of the level of measured capital stock 
available to the manufacturing sector increases by 6.2 per cent per annum between 
1953-54 and 1973-74 compared to an increase of 0.7 per cent per annum for 1974-75 to 
1984-85. This rate of change is consistent with the estimates of net capital stock for the 
aggregate manufacturing sector presented in B I E (1985) which exhibited annual growth 
of 6.75 per cent for 1953-54 to 1973-74 and then slowed to 3.12 per cent between 1974-
75 and 1981-82. 
The average product of capital is presented in Figure 3.1e. It trended down at 0.7 
per cent per annum between 1954-55 and then increased from 1973-74 to 1984-85 at 
0.9 per cent per annum. These trends mask the volarility in this variable over the sample 
and within the sub-samples. 
Price behaviour also changes over the sample period. The series of product 
wages (noininal hourly labour costs- deflated by product prices) is presented in figure 
3. If . The annual trend rate of grow th of product wages for 1954-55 to 1973-74 is 3.1 
per cent, and for 1974-75 to 1984-85 the trend rate is 1.2 per cent. These trends hide the 
major rise in real product wages that occurred in 1975 when product wages rose by 15.9 
per cent. There follow ed a period of falling product wages and then another sharp rise in 
1981. However, in 1984-85 product w ages were only some 6 per cent above their level 
of 1977-78. a rise of about 1 per cent per annum, which represents a dramatic contrast 
2. Hourly labour costs consist of the costs of "... employees' award, standard or agreed hours of work ... 
[including! ... stand-by and reporting time .... and that pari o f annual leave, paid sick leave and long 
ser\ ice leave taken dunng the reference period" (.ABS, Cat. No. 6304 .0 ) . It does not include other costs of 
hinng labour such as pa> -roll tax or insurance. 
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with the period from 1954-55 to 1977-78 when they had nsen by around 3.0 per cent 
per annum. 
The change in the rate of growth of product wages can be decomposed into 
changes in the behaviour of its components, nominal hourly wages and product prices. 
The percentage changes in nominal wages and product prices are presented in Figure 
3.1g. It is apparent that the sharp rises in real product wages in 1975 and 1981 are the 
result of rapid acceleration in nominal wage settlements and not unusual changes in 
product prices; however, Figure 3.1g indicates that the slow-down in the growth of the 
product wage after 1974-75 (evident in Figure 3.If) is the result of an increase in the 
rate of growth of product prices, not a slowing of the growth of nominal wage growth. 
Between 1954-55 and 1974-75 nominal wages exhibited a trend increase of 5.3 per cent 
per annum which increased to 10.7 per cent for 1974-75 to 1984-85. The corresponding 
rates of trend increase in product prices display a larger increase in trend rates of growth 
from 2.2 per cent to 9.5 per cent per annum. 
The series of aggregate material price deflated by product price is presented in 
Figure 3.1h. Real material prices display much greater variation from the late 1960s. 
The fall and rise in material prices between 1969-70 and 1973-74 precedes the decline 
in labour demand. 
In summar>', the three decades from 1954-84 saw major changes in employment, 
real wages and investment in the Australian manufacturing sector. Over the period 
output grew by some 250 per cent (or some 4 per cent per annum) while labour input 
fell. In the period undl the mid 1970s output growth was associated with high 
investment while in the last decade measured capital stock grew much more slowly. 
Over the same period real wage growth slowed after the mid 1970s, more a result of an 
increase in the rate of growth of output prices than of a slowing in the growth of 
nominal wases. 
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Can the theories of the relationship between wages and employment outlined in 
the previous chapter explain this pattern of output, employment, investment and prices? 
Before turning to that question the remaining sections of this chapter examine the data 
on productivit}' and the production function in more detail. 
3-3 Productivity in Aggregate Manufacturing 
This secnon examines the productivity behaviour of manufacturing from 1957-58 to 
1984-85: first total or multi-factor productivity (MFP)^ and then average labour 
productivity. 
3.3.1 Multi-Factor Producti\ ity 
There are a number of ways of estimating MFP.'^ The method used here is non-
stochastic, so that MFP is derived as the residual between the growth of output and the 
weighted growth of inputs. Thus, MFP is a measure of the change in output growth that 
cannot be explained by the growth of measured inputs. 
The origin of MFP analysis is in the work of Divisia (1952), Solow (1957), 
Jorgenson and Gnliches (1967) and Denison (1967; 1979). Muellbauer (1987) provided 
a summary- of the relationship between MFP and the production function, and of 
problems of estimating MFP, emphasising accounting for variation in capacity 
utilisation, measuring capital stock and labour inputs and accurately measuring of 
output. He argued that biases can arise in aggregate MFP series due to variations in the 
growth of factor shares of component industries. Unless these factors are accounted for 
in calculations, MFP will reflect the effects of these factors. 
3. ABS (1989) uses the disuncuon between the two measures on ihe basis that total factor productivity is 
only measured when all inputs arc included. 
4. The most commonly used method is to directly use the production function and measure NIFP as the 
difference in the relative growth rates of output and the weighted growth of inputs. The second is to make 
use of the cost function as the dual of the production funcuon and to estimate MFP through the cost 
diminution that arises from increased efficiency. 
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Estimates of MFP for the whole Australian economy have been presented in 
ABS (1989), while BIE (1985; 1986), Latt imore (1988; 1989) and Hughes (1988) have 
presented estimates for manufactur ing. 
The model used to estimate the change in VIFP at time t is commonly presented 
as:^ 
AMFPj =Aqt - S^Al^ - (1-SL) Ak^ (3.1) 
where A denotes a first difference, q is the natural logarithm of output, 1 the natural 
logarithm of labour, k the natural logarithm of capital services used in production and 
S l cost share of labour in production.^ Equarion (3.1) is in value added form and can be 
rewritten for any number of inputs and outputs. Where there is more than one input, 
they are aggregated using cost shares and multiple outputs are aggregated using revenue 
based weights. 
The factor share weights are an important part of the MFP calculation. A series 
of labour's share of value added given in Whiteman (1986) and Lattimore (1989a) is 
presented in Table 3.1 as well as the labour input share implicit in the data used in this 
study (column (3)). Between 1954-55 and 1984-85 the factor share of labour in 
manufacturing presented in column (1) moved in a range of six percentage points. In 
1954-55 the share of labour in costs was 0.58 and in 1984-85 it was 0.5. Labour's share 
peaked in 1974-75 and 1975-76 at 0.56. The series suggest that labour's share has 
tended to fluctuate around a mean of just over half of value added. These shares are 
5. See B m (1985), p. 4. 
6. The specification of the model can be derived assuming Cobb-Douglas technology, such as in Solow 
(1957) or from the translog specification of the production function as in BIE (1985). Both yield 
obsen-ationally idendcal models. Following BIE (1985) for a model based on value added: 
Given the profit function n=PQ-\V'N-CK the marginal conditions are W/P=aQ/3L a n d C /P=aQ/aP. 
Totally differentiaung the translog production function with respect to time: 
3v/3t=3q/3l d n / d i + 3q/3k 3k/9t + 3q/3t. 
Making use of the marginal conditions and rewnung: 
AMFPt = Aq^ "- S l ^ l - i + (1-SL) ^ t 
Changes in MFP and factor shares are often 'smoothed' using 
AMFPj=0.5(MFP^ + MFP^.j) 
See BIE (1985) pp. 56-57. 
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lower than those obtained from the Australian National Accounts presented in column 
(2), which for the purposes of benchmarking the data, attributed the share of wages, 
salaries and supplements to labour at 70 per cent in 1984-85. They reflect similar 
movements to the BIE series. 
The difference between the estimates of shares of value added presented in 
columns (1) and (2) arise from different definitions of value added. Labour's share of 
value added in column (1) includes, in addition to wages and salaries additional factors 
such as workers' compensation insurance and pay roll tax. Other factors included in 
value added in column (1) include profit, income tax, municipal rates, interest on 
borrowed funds and bad debts. The calculations derived from the National Accounts 
exclude the additional factors from value added along with some administrative and 
sundry expenses. This has the effect of raising the share of labour in the latter measure."^ 
Labour's share in gross output is presented in column (3), derived from the data 
set used in this study. It exhibits similar behaviour to the value added series and 
indicates that the share fell slowly until the early 1970s and then rose to peak in 1974-
75, and has fallen slowly until the end of the sample with the exception of 1982-83. The 
series is consistent with that presented in Lattimore (1989a) in which he calculates the 
share of labour in manufacturing costs based on a gross output measure. Labour is a 
smaller share in this series as the value of material inputs is included. 
The results of estimating MFP are presented in Table 3.2. Column (1) is the 
index derived from using the data used in the study and equation (3.1), and column (2) 
presents the implied percentage changes. Estimates of MFP presented in BIE (1985) 
and Lattimore (1989a) are reproduced in columns (3) to (8). 
7. See explanator\' notes in Manufacturine Establishmcnls: Details of Operations bv Industn Class, (.ABS 
Cat. No. 8203.0) ' 
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Table 3.1: Labour Shares in Australian Manufacturing - 1954-55 to 1984-85 
Labour Share in: 
Value Vlanufacturing Gross 
Added^ GDPb Output 
Year (1) (2) (3) 
1954-55 0.58 0.25 
1955-66 0.58 0.24 
1956-57 0.55 0.24 
1957-58 0.54 0.22 
1958-59 0.53 0.22 
1959-60 0.53 0.22 
1960-61 0.53 0.22 
1961-62 0.53 0.22 
1962-63 0.52 0.20 
1963-64 0.51 0.20 
1964-65 0.52 0.20 
1965-66 0.52 0.19 
1966-67 0.50 0.66 0.19 
1967-68 0.50 0.66 0.20 
1968-69 0.52 0.66 0.19 
1969-70 0.52 0.66 0.19 
1970-71 0.53 0.67 0.19 
1971-72 0.54 0.69 0.20 
1972-73 0.54 0.69 0.20 
1973-74 0.54 0.71 0.20 
1974-75 0.56 0.74 0.23 
1975-76 0.56 0.74 0.22 
1976-77 0.55 0.73 0.21 
1977-78 0.55 0.74 0.21 
1978-79 0.52 0.73 0.19 
1979-80 0.50 0.72 0.18 
1980-81 0.50 0.72 0.18 
1981-82 0.52 0.75 0.18 
1982-83 0.55 0.77 0.19 
1983-84 0.51 0.70 0.18 
1984-85 0.50 0.70 0.18 
Source: (a) Whiteman (1986) p. 10; LaUimore (1989a) p. 34 
(b) ABS, Cat No. 5204.0. 
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Tab le 3.2; M u l t i - F a c t o r Product iv i ty in M a n u f a c t u r i n g 
Year 
(1) (2) (3) 
NIFP NIFP Gross 
Output^ 
(4) (5) 
Double 
Deflated 
%Value Added'^ 
(6) (7) 
Gross 
Output^ 
Cir ic 
(8) 
% 
(index) (change) (index) (change) (index) (change) (index) (change) 
1954-55 100.00 100 
1955-56 100.32 0.32 101 1.0 
1956-57 98.99 -1.33 100 -1.0 
1957-58 102.50 3.55 104 4.0 
1958-59 104.16 1.62 107 2.8 
1959-60 110.54 6.13 113 5.6 
1960-61 110.26 -0.26 113 0.0 
1961-62 107.81 111 -1.7 
1962-63 114.33 6.05 117 5.4 
1963-W 119.14 4.21 123 5.1 
1964-65 124.35 4.37 127 3.2 
1965-66 122.65 -1.37 126 -0.7 
1966-67 125.00 1.92 128 1.5 
1967-68 126.21 0.97 130 1.5 
1968-69 127.97 1.39 132 1.5 
1969-70 131.03 2.39 135 100.0 100.0 
1970-71 129.92 -0.84 133 -1.4 92.4 -7.6 97.2 -2.8 
1971-72 127.70 -1.71 132 -0.7 89.8 -2.8 96.2 -1.0 
1972-73 129.40 1.33 134 1.5 96.3 7.2 98.6 2.4 
1973-74 136.01 5.11 140 4.4 109.6 13.8 103.7 5.1 
1974-75 135.97 -0.03 139 -0.7 104.5 -4.6 101.9 -1.7 
1975-76 134.19 -1.31 139 0.0 102.8 -1.6 101.3 -0.5 
1976-77 143.66 7.05 148 6.4 112.6 9.5 105.0 3.6 
1977-78 144.37 0.5 149 0.6 110.8 -1.6 104.4 -0.5 
1978-79 149.13 J .J 154 -» -» J .J 1244 12.2 109.3 4.6 
1979-80 155.83 4.49 161 4.5 139.7 12.3 115.1 5.3 
1980-81 158.34 1.61 163 1.2 137.4 -1.6 114.2 -0.7 
1981-82 162.88 2.87 166 1.8 129.8 -5.5 111.2 -2.6 
1982-83 156.32 -4.03 120.7 -7.0 108.0 -2.8 
1983-84 162.09 3.69 125.2 3.7 109.4 1.3 
1984-85 168.72 4.09 131.1 4.7 111.4 1.8 
Source: AppendLX A. 
3BIE(1985) . 
b U m m o r e (19893). 
In contrast to the rate of change of the a\-erage product of labour, the average 
annual rate of change in MFP was higher after 1974-75 than the earlier part of the 
sample. The average annual change in MFP for 1954-55 to 1984-85 was 2.22 per cent. 
For 1954-55 to 1973-74 the annual a\ erage rate of change was 1.89 per cent and for 
1974-75 to 1984-85 the ax erase annual rate of change was 2.98 per cent. 
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A comparison of the MFP series in columns (1) and (2), calculated from the data 
used in this thesis with three other published estimates for the manufacturing sector 
indicates the sensitivity of MFP calculations to differences in the measurement of 
variables. The series published in BIE (1985, p. 113) (presented in columns (3) and (4) 
of Table 3.2) shows a rise of 66 per cent in MFP between 1954-55 and 1981-82, while 
column (1) shows a rise of just under 63 per cent. 
The series presented in column (1) and column (3) differ only in the measure of 
the capital stock and labour input used in the calculanons and the weights applied to the 
inputs, as the measure of output is the same. The capital stock series used in the 
calculation of the MFP series in column (3) is based on the investment data used in BIE 
(1985) and there are some small differences in that data series used and the method of 
calculation of the stock measure used in this thesis and reponed in more detail in 
Appendix A. In the case of labour inputs, the data sources and methodology followed in 
deriving the series are the same.^ 
The figures in columns (1) and (3) also differ slighdy as BIE (1985) makes use 
of smoothing techniques for nme series data in presennng their results. This may also 
have contributed to small differences in results as the series presented in column (1) is 
the year on year series for MFP. Funher, BIE (1985) used the weights presented in 
column (1) of Table 3.1, whereas the series presented in column (1) of Table 3.2 is 
calculated assuming constant shares of 0.5 over the sample. 
The magnitude of the measured change in MFP presented in columns (5) and (7) 
of Table 3.2 for 1969-70 to 1984-85 conflict with those presented in columns (1) and 
(3). Column (5) is calculated using a measure of value added derived using double 
deflarion. The esnmates of MFP presented in columns (1) to (4) are based on value 
added derived by extrapolating a base year measure of value added using a gross output 
series on the assumprion that the two measures have a constant relationship. Column (7) 
8. See .Appendix .A and BIE (1985). 
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is calculated using a gross output production function rather than a value added 
specification. MFP is the difference between the growth of gross output and the 
weighted growth of labour, capital and other inputs. 
The series in column (5) measures a similar extent of technical change between 
1968-69 and 1984-85 (31.1 percent) compared to the series presented in column (1) 
(28.8 per cent), while the estimates of the MFP presented in column (7) give a total 
change in MFP of less than a half of that in the other estimates (11.4 per cent). At the 
same time, while the signs of annual change in MFP for the series presented in columns 
(5) and (7) are similar, they are both ver>' different from those presented in columns (2) 
and column (4) where the series overlap. The major sources of MFP growth in the series 
in columns (5) and (7) derive from changes in 1978-79 and 1979-80. 
The differences between the series presented in column (1) and columns (5) and 
(7) arise from three sources. First, the capital series used in the calculations differ. 
Lattimore (1989a) demonstrated the sensitivity of his own esdmates to different 
measures of capital. He compared MFP estimates derived using gross and net measures 
of capital stock published by the ABS with those using the BEE esdmates of net capital 
stock. For 1968-70 to 1986-87 the annual average rate of change in the measure for 
\1FP derived using gross capital stock was lower at 1.2 per cent compared with the 
annual averages for the series derived using BIF and ABS measures of net capital stock 
of 1.62 and 1.66 per cent. The lower growth of the measure of MFP using gross capital 
stock is attributable to the higher growth of the gross stock series. 
Second, both columns (5) and (7) are derived using employed persons as the 
labour input measure as opposed to hours worked in column (1). Persons employed was 
substituted for hours worked and the series in column (2) recalculated for 1969-70 to 
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1984-85. This produced a series with all the same signs as in columns (6) and (8), and 
lowered the total growth of MFP by 28 per cent over the sample 
The third difference between the series in columns (1) and columns (5) and (7) 
is that the series produced by Lattimore incorporates material inputs directly into the 
calculations. In column (5) the output measure is derived using double deflation as 
opposed to the gross output method used in columns (1) and (7). In column (7) material 
inputs are incorporated into the calculanon of MFP as a third input with its appropriate 
cost share weights. ^^  
3.3.2 Average Labour Productivitv 
Using (3.1) it is possible to decompose the changes in the average product of labour 
presented in section 3.2.^2 j ^ g growth of average product can be rewritten as: 
A(q-l) = AMFP + ( 1 - g ) A(k-l) (3.2) 
where the variables have been defined previously. Thus, the average product of labour 
is arithmetically determined by MFP and the capital-labour ratio weighted by the share 
of capital. Changes in MFP and the weighted change in the capital-labour ratio sum to 
the change in the average product and this fact is used in Table 3.3 to show how the 
growth in labour productivity decomposes into changes in total factor productivity and 
changes in the capitalAabour ratio. The change in the average product of labour in 
column (2) is calculated as the sum of column (3) and 0.5 multiplied by column(6). A 
similar exercise is presented in Hughes (1988) in a repon to the Economic Planning and 
Advisopv' Council (EPAC). 
9. Feldstein (1967) found that labour demand measured by persons employed is less elastic than when 
measured by hours worked, This is also discussed in the context of .Australian data by Gregory and 
Duncan (1979). 
10. The value added series using double deflation is derived by calculating first the real senes of gross 
output and then subtracting real matenal inputs derived by applying the appropriate deflators. More detail 
on the output senes used in estimation is presented in Appendix A. 
11. MFP in column (7) is calculated as the difference between gross output growth and the growth of 
labour, capital and material inputs weighted by their respective cost shares. 
12. Detailed exercises of this type have been presented in Wenban-Smith (1981; 1982) for the United 
Kingdom and by Dowrick (1990) for Ausu-alian data. 
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Table 3.3: Decomposition of the Average Product of Labour For Manufacturing 
(1) (2) (3) (4) (5) (6) 
Year Average 
Product 
Muld 
Factor 
Capital/ 
Labour 
Labour Productivity Ratio % change 
(Index) (% change) (Index) (% change) (Index) 
1954.55 100.00 100.00 100.00 
1955.56 104.90 4.90 100.32 0.32 109.35 9.35 
1956.57 107.84 2.80 98.99 -1.33 118.70 8.55 
1957.58 114.56 6.23 102.50 3.55 124.92 5.25 
1958.59 120.19 4.91 104.16 1.62 133.15 6.58 
1959.6 127.52 6.10 110.54 6.13 133.08 -0.05 
1960.61 130.00 1.94 110.26 -0.26 139.02 4.46 
1961.62 134.58 3.52 107.81 7 in 155.83 12.09 
1962.63 145.45 8.08 114.33 6.05 161.85 3.87 
1963.64 153.51 5.54 119.14 4.21 166.01 2.57 
1964.65 161.35 5.10 124.35 4.37 168.36 1.41 
1965.66 162.81 0.91 122.65 -1.37 176.21 4.66 
1966.67 172.13 5.73 125.00 1.92 189.63 7.61 
1967.68 177.60 3.18 126.21 0.97 198.02 4.43 
1968.69 183.47 3.30 127.97 1.39 205.54 3.80 
1969.7 192.25 4.79 131.03 2.39 215.29 4.74 
1970.71 195.35 1.61 129.92 -0.84 226.08 5.01 
1971.72 196.92 0.81 127.70 -1.71 237.79 5.18 
1972.73 206.20 4.71 129.40 1.33 253.92 6.78 
1973.74 214.18 3.87 136.01 5.11 247.98 -2.34 
1974.75 222.95 4.10 135.97 -0.03 268.86 8.42 
1975.76 229.31 2.85 134.19 -1.31 292.00 8.61 
1976.77 247.75 8.04 143.66 7.05 297.42 1.86 
1977.78 253.27 2.23 144.37 0.50 307.76 3.48 
1978.79 259.64 2.51 149.13 3.30 303.10 -1.51 
1979.8 270.00 3.99 155.83 4.49 300.20 -0.96 
1980.81 276.36 2.36 158.34 1.61 304.65 1.48 
1981.82 287.58 4.06 162.88 2.87 311.72 2.32 
1982.83 296.78 3.20 156.32 -4.03 360.44 15.63 
1983.84 313.50 5.63 162.09 3.69 374.07 3.78 
1984.85 320.18 2.13 168.72 4.09 360.14 -3.72 
Note: Errors in summing due to rounding 
Source: Appendix A. 
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The relatively steady growth of the average product of labour between 1954-55 
and 1984-85 disguises a change in the sources of growth. Up until the mid 1970s, the 
major source of growth in the average product of labour was from increases in the 
capital-labour ratio. From the mid 1970s, the contribution of the capital-labour ratio fell 
and that of MFP increased. 
3.4 The Production Function 
In this section the investigation of the data presented in section 3.2 is extended by 
examining the inverted production function which, as discussed in Chapter 2, has been 
used as the basis for a demand for labour function. Secdon 3.4.1 presents the results of 
estimating an inverted production function. Section 3.4.2 examines the effect of 
measurement error on the results, while section 3.4.3 analyses the effect of different 
specificadon on the results obtained in section 3.4.1. Details of the approach to 
esdmanon are presented in Appendix B. 
3.4.1 Results of Estimation 
The general specification of the inverted production function in logs is: 
(?L)nj=a^-ha2(^)q[+a3(X)k[-Ha4t-(-a5t2 (3.3) 
where natural logarithms of variables are denoted by lower case letters and X i s a. lag 
operator. The inirial esdmation of the demand for labour is presented in column (1) of 
Table 3.4a. The model is esnmated on aggregate data for the period 1957-58 to 1984-
85. Following the procedure of restricting variables to zero where the t statistic on the 
coefficient is less than one in the ininal estimation, the restricted form model is 
presented in column (2). 
The long-run elasncity of labour demand with respect to output is significant, 
positive and greater than unity, however, the long run elasticity of demand with respect 
to capital is also positive. 
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As indicated by the diagnostics in Table 3.4,^3 puij hypothesis that the error 
terms have zero autocorrelation is accepted using the LM test with a test value of 1.6 
against a §4 ^^  ^^ IQ five per cent level of significance. A comparison of White's t 
statistics with those generated using ordinary least squares (OLS) do not indicate 
heteroscedasticity of a significant form. ^^  The specification of the model is accepted 
using the RESET(2) test with a test value of 0.19 against a critical value of 
F( l ,17)=4.45 at the five per cent level. Durbin-Hausman tests accepted the null of no 
simultaneity bias arising from current output in both models.^^ Stability tests indicate 
significant structural breaks at the one per cent level of significance in 1969-70, 1970-
71 and 1973-74 implying that the model is unstable over the sample period. 
The model was re-estimated using dummy variables to gain some insight into 
the extent of instability in the model. ^^ The results of this re-estimation are presented in 
columns (3), (4) and (5) of table 3 . 4 . T h e results of the model split at 1970-71 suggest 
that there is a significant structural change in the aggregate production function. This is 
evident in the significant interacted terms for output and capital as well as a significant 
shift in the constant. 
The long-run elasticity of labour demand with respect to output is effectively the 
same between the two sub-periods, at 1.2, while the short-run elasticities are 
significantly different, denoted by the significant t statistics in column (4). Prior to 
1971-72 the short-run elasticity of labour demand with respect to output is 0.46 and 
between 1971-72 and 1984-85 it is 1.1. 
13. The diagnostic tests used in estimation are described in detail in Appendix B. 
14. See White (1980) and Appendix B for a description of the White's t statistics. 
15. The instruments used in the test were OECD Trade and real M l . 
16. The model was re-estimated as N = p X + a X d where (3 and a are the coefficients on the variables, X is 
observations over the whole sample (including a constant) and X^ are observations on the variables 
multiplied by a dummy variable that is 0 for 1957-58 to 1970-71 and 1 for 1971-72 to 1984-85. 
17. A similar estimation was made splitting the sample at 1973-74, the year prior to the first of the large 
declines in labour demand. The coefficients obtained from this estimation were essentially the same as 
the split at 1970-71. 
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Table 3.4a: Australian Manufacturing - Inverted Production Function 1957-58 to 
1984-85 
Dependent Variable Logarithm(Hours worked) 
Lag (1) (2) (3) (4) (5) 
Variable Model Split dummied Implied 
1957-58 to variables (3)+(4) 
1970-71 1971-72 to 
1984-85 
Hours 1 0.59 0.57 -0.04 0.16 0.12 
Worked [3.01* [3.0]* [0.04] [0.7] 
2 -0.25 0.14 0.4 -0.46 -0.06 
[-1.0] [-1.0] [6.0]* [-5.4]* 
Output 0 0.91 0.91 0.46 0.64 1.1 
[8.7]* [9.0]* [21.1]* [14.1]* 
1 -0.38 -0.35 0.32 -0.36 -0.04 
[-2.0]* [-2.0]* [7.2]* [-1.7] 
7 0.11 
[0.5] 
Capital 0 0.36 0.38 -0.43 0.95 .52 
Stock [1.86] [2.1]* [-13.4]* [8.5]* 
1 -0.54 -0.57 0.53 -1.16 -0.63 
[-2.19]* [-2.4]* [7.2]* [-9.46]* 
0.44 0.43 0.25 0.07 0.32 
[2.7]* [2.7]* [4.9]* [1.02] 
Trend -0.05 -0.05 -0.06 0.002 -0.058 
[-3.1]* [-3.4*] [11.7]* [0.3] 
Trend 0.001 0.001 0.0001 0.0003 0.0004 
Squared [2.7]* [2.7]* [2.1]* [2.9]* 
Constant 1.85 1.34 -1.13 4.46 3.33 
[2.9]* [2.9]* [-0.5] [1.8] 
significant ai f ive pe r cent. 
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Table 3.4b: Australian Manufacturing - Inverted Production Function 1957-58 to 1984-85 
Standard Error 0.0124 0.0121 
Log Likelihood -403439 -403.692 r 2 0.99 0.98 
RESET(2) F( l ,16)=045 F(l,17)=0.19 
Autocorrelation 
Durbin-Watson 2.4 2.3 
LM 2.1 1.6 
Normality 
Jarque-Bera 0.61 0.85 
Exogeneity 
Durbin-Hausman 0.11 1.99 
Stability tests 
Test Degrees 
Value of Freedom 
Column (1) 
1968-69 40.53 (16,1) 
1969-70 50.22* (15,2) 
1970-71 80.54** (14,3) 
1971-72 3.81 (13,4) 
1972-73 5.10* (12,5) 
1973-74 6.64* (11,6) 
1974-75 0.64 (10,7) 
1975-76 0.78 (9,8) 
1976-77 0.99 (8,9) 
1977-78 1.06 (7,10) 
1978-79 0.57 (6,11) 
1979-80 0.75 (5,12) 
1980-81 1.01 (4,13) 
1981-82 1.21 (3,14) 
1982-83 0.09 (2,15) 
1983-84 0.07 (1,16) 
Column (2) 
1968-69 81.66* (16,2) 
1969-70 44.29** (15,3) 
1970-71 63.28** (14,4) 
1971-72 4 4 7 (13,5) 
1972-73 5.81* (12,6) 
1973-74 6.93** (11,7) 
1974-75 0.74 (10,8) 
1975-76 0.90 (9,9) 
1976-77 1.13 (8,10) 
1977-78 1.21 (7,11) 
1978-79 0.67 (6,12) 
1979-80 0.87 (5,13) 
1980-81 1.16 (4,14) 
1981-82 1.37 (3,15) 
1982-83 0.03 (2,16) 
1983-84 0.04 (1,17) 
Note: * s ignif icant at 5 per cent; ** s ignif icant at 1 per cent. 
White 's t su t i s t i c s used in the split sample. 
Source: .Appendix .A. 
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The relationship between capital and labour demand changes significantly 
between the two parts of the sample. The long-run elasticity of labour demand with 
respect to capital pnor to 1971-72 is 0.55 and 0.22 for 1971-72 to 1984-85. Capital 
stock is not correctly signed in either part of the sample. In striking contrast to the large 
changes in the signs on capital and output, technological change, captured by the trend 
and trend squared is approximately the same over both parts of the sample. The base 
rate of change is approximately 6 per cent, declining by 0.01 percentage points per year. 
This is consistent with the results obtained for the model estimated over the whole 
sample; however, it is much higher than the rate of technical progress estimated for 
MFP in the previous section of some 2.0 per cent per annum. 
There are three possible groups of explanations of the instability of the inverted 
production function estimated in Table 3.4: the first is that measurement problems have 
led to errors in variables; second, problems of specification of the model involving an 
incorrect functional form; and third, a violation of the conditions of aggregation. The 
first two problems are explored in the remainder of the chapter. The role of aggregation 
is examined in chapters Six to Eight. 
3.4.2 Measurement Problems 
This sub-section examines the possibility of structural instability of the inverted 
production function arising f rom errors in the measurement of output and capital stock. 
The output term used for esnmation in Table 3.4 is gross output while the theorerically 
correct variable is value added. The most accurate method of calculating value added is 
by double deflation which involves deflating gross output and material inputs 
separately. Such a series for the whole sample period is not available; however, one 
such series for the period 1968-69 to 1986-87 for the manufacturing sector is available 
in Lattimore ( 1 9 8 9 a ) . ^ 8 
18. The value added series calculated by double deHauon presented in Lattimore (1989a) used a material 
price mdex for manufacturing and its component indusu-ies derived as part of this current study. While 
the price series was from 1954-55 to 1986-87, suitable measures of nominal material inputs were 
available onlv from 1968-69. 
66 
Figure 3.2: Gross Output and Double Deflation Estimates of Production 
150 
90 
Doub le D e f l a t i o n 
G r o s s O u t p u t 
H h H H H ^ 1 ^ h 
1969.7 1972.73 1975.76 1978.79 1981.82 1984.85 
Source : Laitimore (1989a) 
: Appendix A 
A comparison of the gross output and double detlation estimates of output for 
1968-69 to 1984-85 is presented in Figure 3.2. The series derived using double detlation 
displays far greater variation than the gross output series. The two series both increase 
over the sample; however the series move in opposite directions in a number of years. 
The largest differences occur in the mid-1970s and from 1978-79 to 1983-84, when 
double deflated value added increases its growth substantially reladve to gross output. 
This increase coincides with the large increase in real material prices presented in 
Figure 3.1h, reflecnng large increases in nominal material prices. The effect on 
calculanng double deflated value added of the sharp increase in prices measured by the 
material price index is to substantially deflate the nominal cost of material inputs 
relative to real gross output, yielding large increases in value added. The nominal value 
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of material inputs increases sharply in 1978-79, consistent with a large increase in 
prices. ^ ^ 
Gross output is a reasonable approximation of the behaviour of value added 
where the relationship between intermediate inputs and value added is fairly constant. 
One of the features of the 1970s was a major change in the price of energy, specifically 
oil. Large increases in the price of oil may have changed the relationship between value 
added and material inputs (shown in Figure (3.1h) above). If a change in the 
relationship between material inputs and value added provides an explanation of the 
instability of the production function, then a measure of value added calculated by 
double deflation should perform better than one using gross product when estimating an 
inverted production function. This is tested in Table 3.5 where the results of 
specifications which differ only in the output measure are presented. The diagnostic 
tests accept the nulls of no autocorrelation for both models. 
The double deflation measure of value added used in column (2) is not 
significant, whereas the gross output measure (column (1)) is highly significant. This 
suggests that, at the aggregate level, a measure of value added derived using double 
deflation with the available data does not reduce the instability of the inverted 
production function to the extent that the gross output specification of value added is 
more significant than that derived using double deflation. Further, the results suggest 
that a change in the relationship between value added and material inputs does not 
provide an explanation of the structural break. 
19. The data series for material inputs is presented in Lattimore (1989) Table 5, page 31. 
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T a b l e 3.5: I n v e r t e d P r o d u c t i o n F u n c t i o n - Test of G r o s s O u t p u t a n d D o u b l e 
D e f l a t e d \ a lue A d d e d 1 9 6 8 - 6 9 to 1 9 8 4 - 8 5 
D e p e n d e n t V a r i a b l e L o g a r i t h m i H o u r s w o r k e d ) 
(1) (2) 
Gross Value 
Lag Output Added 
Hours 1 -0.245 0.293 
Worked [-0.70] [0.81] 
-) -0.077 -0.504 
[-0.63] [-0.68] 
Output Measure 0 1.102 -0.016 
[10.69] * [-0.64] 
1 0.353 -0.211] 
[1.01] [-0.99] 
Capital 0 0.694 0.759 
Stock [3.54]* [0.87] 
1 -0.438 0.339 
[-1.87] [0.43] 
0.161 -0.840 
[0.84] [-0.81] 
Trend -0.067 0.076 
[-3.83]'^ [0.59] 
Trend 0.000288 -0.0020708 
Squared [1.15] [-0.94] 
Constant 3.242 17.477 
[1.49] [2.21]^ 
R- 0.997 0.958 
SE Esumate 0.00982 0 . 0 3 ^ 
Mean Dep Variable 17.631 17.631 
Log Likelihood -222.986 -243.968 
Autocorrelation 
LM 0.95 2.946 
Durbin-Watson 2.19 2.814 
' signilicani at 5 per csnu " significant at 1 per cent. 
69 
A second source of possible measurement error is capital stock. It is possible to 
distinguish both between the stock of plant and equipment and the stock of structures, 
and between gross and net measures of capital stock.^O The results of estimating the 
inverted production function using three different measures of capital stock are 
presented in Table 3.6. Column (1) presents the specification using a measure of plant 
and equipment only for the sample 1957-58 to 1984-85. This should be compared with 
column (1) of Table 3.4. Column (2) presents the results of the original specification 
estimated over the truncated sample, while columns (3) and (4) present the results of 
estimating with gross and net measures of total capital stock for 1968-69 to 1984-85.^^ 
A common feature of the results is the similarity of the size of the significant 
coefficients between models. The terms on output and the trend are not significantly 
different. The results of column (1) indicate that using total capital stock instead of 
plant and equipment does not overcome the structural break. Further, the coefficients in 
the model presented in column (1) are not significantly different f rom those obtained in 
Table 3.4. A comparison of the results in columns (3) and (4) of Table 3.6 with column 
(3) indicates that the alternative measures of capital stock contribute less to explaining 
the demand for labour than the original measure used. The coefficients on the variables 
in all three models are broadly consistent. The alternative measures of capital in 
columns (3) and (4) are neither individually nor jointly significant and in both columns 
sum to a positive number. Capital stock used in column (2) makes a greater contribution 
to the stability of the model than the measures used in columns (3) and (4), both of 
which are unstable. Further, the likelihood ratios presented in the table suggest that 
model (4) is superior in a statistical sense; however, the problem still remains that the 
sum of the coefficients on capital stock in column (2) is positive. 
20. Gross capital stock is the value of assets prior to making deduct ions for consumpt ion of capital in 
product ion, while net capital stock a l lows for the consumpt ion of capital . 
21. Publ ished in Austral ian National Accounts : Est imates of Capital Stock. A B S , Ca ta logue N u m b e r 
5221.0. 
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Table 3.6: Inverted Production Function - Comparison of Effects of Capital Stock 
Dependent Variable - Loganthm(Hours worked) 
1969-70 to 1984-85 
Lag (1) (2) (3) (4) 
Plant & Total ABS ABS 
Equipment Capital Gross Net 
1957-59 Stock Capital Capital 
to 1984-85 Stock Stock 
Hours 1 0.43 0.12 -0.29 -0.25 
Worked [2.12]* [0.32] [-0.50] [-0.42] 
2 -0.05 -0.06 0.03 0.03 
[-0.32] [-0.51] [0.17] [0.15] 
Output 0 0.87 1.11 1.18 1.14 
[9.19]* [12.13]* [4.82]* [4.47]* 
1 -0.24 -0.04 0.31 0.29 
[-1.32] [-0.10] [0.60] [0.55] 
Capital 0 0.41 0.52 0.02 0.10 
Stock [1.76] [2.52]* [0.02] [0.11] 
1 -0.68 -0.63 0.01 0.00 
[-2.05]* [-2.65]* [0.53] [0.35] 
2 0.43 0.33 -0.01 -0.01 
[2.35]* [1.66] [-0.66] [-0.40] 
Trend -0.05 -0.06 -0.06 -0.05 
[-3.38]* [-3.59]* [-1.20] [-2.04]^ 
Trend 0.0005 0.0004 0.0001 0.0001 
Squared [2.49]* [1.81] [0.21] [0.10] 
Constant 2.73 3.33 8.22 7.94 
[1.61] [1.74] [1.66] [1.69] 
significant ai 5 per cent. 
71 
Table 3.6: continued 
R Squared 0.99 0.99 0.99 0.99 
SE of Estimate 0.012909 0.0086843 0.015732 0.016078 
Mean Dep Var 17.62 
Log Likelihood -405.417 -206.194 -215.107 -215.433 
Autocorrelation 
LM 1.58 3.09 2.88 3.09 
Durbin-Watson 2.29 2.85 2.53 2.51 
Stability 
1971-72 F(13,5) 8.09* n.a. n.a. n.a. 
1972-73 F(12,6) 8.89*^ n.a. n.a. n.a. 
1973-74 F ( l l , 7 ) 8.81* n.a. n.a. n.a. 
1980-81 F(4,14) 1.05 6.60** 255.1** 8.48** 
1981-82 F(3,15) 0.87 3.07 55.13** 0.51 
1982-83 F(2,16) 0.05 2,58 18.32** 0.56 
1983-84 F(l ,17) 0.08 0.56 15.55** 0.84 
• significant at 5 per cent; ** significanl at I per cent. 
Source: Appendix .A; ABS Cat No. 5221.0. 
In summary, different defmitions of output and capital stock do not account for 
the structural break found in the model presented in Table 3.4. Output calculated using 
double deflation does not provide additional information in estimating an augmented 
specification of the inverted production function to that provided by output calculated 
using the gross output method. Different definitions of capital stock available to the 
manufacturing sector did not overcome the structural break. Using plant and equipment 
only as the capital stock variable in estimating the inverted production function 
provided essentially the same results as that obtained with the measure of total capital 
stock. Alternative estimates of the net and gross estimates of manufacturing capital 
stock published by the ABS did not add to a statistical understanding of the production 
function. 
3.4.3 Specitlcation of the Functional Form 
This sub-section examines the possibilitv' that the structural break found in the model 
presented in Table 3.4 is the result of a misspecification of the functional form by 
estimating a translog approximation of the invened production function. The translog 
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model of labour demand is a second order Taylor series approximation, being an 
expansion around a point. The model estimated for the inverted production function is: 
n^ = aQ + a^n^. i + a2n^.2 + a3k^ + a 4 q j 
+ (0.5)[a5(k^)-+a6(qt)2] + a7(q^k^)+ agt + a9t2 (3.4) 
where the variables defined as before are entered as natural logarithms of the series 
convened to index form.22 The dynamics of the model include two lags on the 
dependent variable. This provides sufficient degrees of freedom to conduct Chow tests 
for stability. Equation (3.4) allows for variation in elasticities of labour demand over the 
sample period. For the estimated model to be adequate, it must satisfy the restrictions on 
the elasticines at the mean (locally) and over the sample (globally). Here the restrictions 
are that the elasncity of labour demand with respect to output must be positive, and with 
respect to capital must be negative. 
The results of estimation using current and lagged capital stock are presented in 
Table 3.9. They indicate that the more flexible functional form panially overcomes the 
structural break identified at 1970-71. Stability tests on the model using current capital 
stocks in column (1) indicate structural breaks significant at the five per cent level for 
1971-72 to 1973-74 and 1976-77, while the model estimated using lagged capital stock 
has significant structural breaks, spread over the sample with breaks significant at the 
one per cent level for 1980-81 to 1983-84. 
Both estimates of the cranslog model of the labour demand in columns (1) and 
(2) have empirical and theoretical problems. Estimation of the implied elasticities of the 
model over the whole sample period show that the models do not satisfy the local or 
global requirements on the elasticities. In the case of column (1) the elasticity of 
demand for labour with respect to output is negative at the mean and over the latter half 
22. The vanables are converted to index form before logs are taken to be consistent with the translog 
being an expansion around a point. Easter (1988) provides a discussion of issues arising from estimating 
translos models. 
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Table 3.7a: Inverted Production Function - Transiog Approximation - (All 
Variables Indexed, Base Year 1957-58) 
Dependent Variable - Logari thm(Hours worked) 
Split model Current Capital (cols (3),(4)) 
Variable Lag (1) (2) (3) (4) (5) 
Current Lagged 1957-58 to Dummies Implied 
capital capital 1969-70 1970-71 Model 
to 1984-85=1 1970-71 
to 1984-85 
Hours 1 0.21 0.19 0.47 -0.29 0.18 
Worked [2.3]* [2.3]* [6.8]* [-2.7]* 
2 -0.17 0.1 -0.05 -0.32 -0.37 
[-1.36] [1.0] [-0.7] [-2.3]* 
Output 0.44 1.19 0.8 0.99 1.79 
[2.5]* [2.9]* [8.9]* [0.7] 
Capital 0.35 -0.67 -0.29 26.2 25.91 
[1.55] [-1.4] [-2.4]* [2.0]* 
Output^ 1.93 -3.32 -0.18 1.02 0.84 
[1.45] [-2.3]* [-0.5] [1.6] 
Capital- 1.39 -2.61 0.54 12.3 12.84 
[1.25] [-2.8]* [1.3] [1.6] 
Capital =^Output -3.12 6.11 -0.33 -2.17 -2.5 
[-1.28] [2.6]* [-0.4] [-0.7] 
Trend -0.04 -0.02 -0.02 -0.02 -0.04 
[4.5]* [-1.6] [-1.8] [-1.6] 
Trend^ 0.0002 -1.0002 
[0.9] [0.8] 
Constant 0.18 0.06 0.09 -13.067 
[4.8]* [0.9] [1.9] [-2.1]* 
significant ai 5 per cent. 
Table 3.7b: continued 
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Mean of: Employment 
Output 
Current Capital 
Lagged Capital 
Log Likelihood 
0.99 0.99 
SE Estimate 0.0114 0.0103 
Autocorrelation 
Durbin-Watson 2.09 1,9 
LM 0.42 0.2 
RESET(2) F(l ,17)=0.25 1.09 
Stability 
Test Degrees of 
Value Freedom 
Column (1) 
1968-69 3.84 (16,2) 
1969-70 4.59 (15,3) 
1970-71 5.78 (14,4) 
1971-72 6.49* (13,5) 
1972-73 4.20* (12,6) 
1973-74 5.11* (11,7) 
1974-75 2.36 (10,8) 
1975-76 2.93 (9,9) 
1976-77 3.65* (8,10) 
1977-78 1.99 (7,11) 
1978-79 0.31 (6,12) 
1979-80 0.27 (5,13) 
1980-81 0.22 (4,14) 
1981-82 0.28 (3,15) 
1982-83 0.32 (2,16) 
1983-84 0.46 (1,17) 
Column (2) 
1968-69 33.34* (16,2) 
1969-70 7.01 (15,3) 
1970-71 9.91* (14,4) 
1971-72 6.10* (13,5) 
1972-73 3.92 (12,6) 
1973-74 3.67* ( I I J ) 
1974-75 3.63 (10,8) 
1975-76 2.96 (9,9) 
1976-77 3.61* (8,10) 
1977-78 3.15* (7,11) 
1978-79 3.90* (6,12) 
1979-80 4.95* (5,13) 
1980-81 5.75** (4,14) 
1981-82 6.58** (3,15) 
1982-83 6.75** (2,16) 
1983-84 11.50** (1,17) 
4.7066 
5.2486 
5.2909 
5.2531 
• significant at 5 per cent; ** significant at 1 per cent. 
Source: .Appendix .A. 
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of the sample. This violates the assumption of a positive monotonia relationship 
between inputs and output underlying the production function. In the case of the model 
presented in column (2) of Table 3.7, the elasticity of labour demand with respect to 
capital is positive at the mean and over three quarters of the observations. 
The translog model in column (1) was re-estimated including a set of variables 
generated by interacting a dummy variable,23 which is equal to one for 1972-73 to 
1984-85, with the explanatory variables of the translog model. The results are presented 
in columns (3) and (4) of Table 3.7. 
The results of the model allowing for structural split are not clear. There appears 
to be significant changes in the dynamics of the demand for labour, evidenced by the 
changes in the lagged employment terms between the two periods. The other significant 
change occurs in the coefficient on the capital term, which changes from being a 
substitute to a significant complement. The trend term loses its significance when the 
sample period is split. 
3.5 Evaluation 
In the last section the inverted production function was used as the basis for a labour 
demand function. As was noted in Chapter 2 this specification of the labour demand 
equation has been proposed on the basis of the "strong" Keynesian theories in which 
real wages do not affect labour demand. It proved impossible to derive an inverted 
production function which was stable over the sample period and with coefficients 
whose signs were consistent with the underlying theoretical framework. 
The imposed production function used to estimate multi-factor productivity was 
of the empirical form: 
Q - A e 0 . 0 1 5 i K 0.45 N,-0.55 (3 .5 ) 
23. The t- was dropped in ihe re-estimation as the t statistic was less than 1. 
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Equation (3.5) implies a labour demand equation modelled using an inverted production 
function as follows: 
n^= l . gq^ -0 .8k^-0 .015 t (3.6) 
whereas the long-run parameter estimates from Table 3.4 were: 
n j = 1.6qj + 0 .4k^-0.05t (3.7) 
In equation (3.7) the capital coefficient is incorrecdy signed and the estimated 
value of MFP of 5 per cent per annum is far greater than the calculated value of 1.5 per 
cent per annum from section 3.3. However, the trend growth of the capital stock is 
about 3.7 per cent per annum over the sample period. It is therefore true that: 
k j ~0 .037t (3.8) 
Using (3.8), (3.6) and (3.7) can be written : 
n^= 1 .8q j -0 .04 t (3.9) 
n t = 1.6qt- 0.035t (3.10) 
The standard errors for the equations given in table 3.4 indicate that the parameter 
estimates in (3.9) and (3.10) are not significantly different. 
The problem to which we will return in later chapters is why it has not proved 
possible to replicate from a freely esdmated invened producnon function a measure of 
technical progress consistent with the measures derived above from imposing a 
producnon funcdon on the data. 
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Chapter 4: Aggregate Demand For Labour In Australian Manufacturing 
4.1 Introduction 
In Chapter Three, the demand for labour from the production function was investigated. 
This specification is one common to all the approaches to modelling the demand for 
labour set out in Chapter Two. However, as noted there, the role of factor prices, 
panicularly wages, in determining employment has been a major issue in both 
Australian studies and those of other OECD countries. In this chapter, as a first step in 
investigating the role of wages in determining the demand for labour, two models are 
considered. First, the model in which labour demand is a function of wage and output. 
Second, the model derived from the restricted neoclassical profit function in which the 
arguments for the demand for labour function are the capital stoclc, wages and other 
input prices. Both these specifications are open to various interpretations and neither 
include demand factors. Their role will be considered in the next chapter. 
The wage and quantity specification has a number of derivations, related to both 
the Keynesian and neoclassical frameworks discussed in Chapter Two (see: Lucas and 
Rapping, 1969a; Phipps, 1983; Russell and Tease, 1988). Estimation of this 
specification in which labour demand is regressed on output and real wages could be 
regarded as the basis of a test of whether the Keynesian or neoclassical framework is 
appropriate. Such a test would rely on the sign and significance of the product wage. In 
both the Keynesian and neoclassical models of the demand for labour using the wage 
and quantity specification output must be significant and positive. The difference is in 
the expectation of the sign of the coefficient on product wages. The Keynesian 
framework places no restrictions on the sign or significance of the variable, whereas the 
prediction of the neoclassical framework is that the coefficient on the product wage is 
sisnificantlv nesative. 
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Estimation of the neoclassical model under short-run profit maximisation tests 
whether it is possible to obtam the full neoclassical demand for labour function from the 
data. The prediction on the model in which labour demand is a function of product 
wages and the capital stock is that the coefficient on product wages should be 
significantly negative while that of capital stock should be positive and, if constant 
returns to scale exist, the elasticity of capital stock with respect to labour demand 
should be unity. 
Section 4.2 presents the results of estimating the wage and quantity specification 
of the demand for labour. In sections 4.3 and 4.4 the neoclassical model of the demand 
for labour under short-run profit maximisation is considered, while section 4.5 
concludes the chapter. 
4.2 The Wage and Ouantitv Model 
The general specification of the wage and quantity model initially estimated is: 
a^ n = a o + a2 ( w - p ) + a 3 (?i) q + a 4 t + a 5 t 2 ( 4 . 1 ) 
where variables are in logs, n is employment, w is hourly wages, p is the product price, 
q is output and t is a trend variable. (A.) denotes the lags on variables in estimation. In 
initial estimation the current and two lags of the variable are included. The 
methodology of estimation is discussed in Appendix B . 
There are three major interpretations of the above model. The first is the strong 
Keynesian model described in section 2.1 in which prices play no significant role in 
determining labour demand. The second is the weak Keynesian model in which prices 
affect the demand for labour through a variety of possible channels presented in section 
2.1, and the third is the model of labour demand based on neoclassical cost 
minimisation presented in section 2.3. 
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The data showing the relationship between the real wage and the labour demand 
IS presented in Figure 4.1. It shows an inverse hnear relationship between the product 
wage and the labour/output ratio. The major disturbance in the continuity of the 
relationship occurs in the upper left of the figure where there is a shift to the right. The 
data points associated with this disturbance are for the mid to late 1970s. 
Figure 4.1 Labour Output and the Product Wage 
(variables in logs) 
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Source: Appendix A. 
The data shows that real wages are generally posinvely associated with output 
per unit of labour. In the neoclassical models this relationship arises from the 
interaction of technical progress and investment leading to rising capital/labour ratios 
and rising product wages. Both wages and output are endogenously determined within 
a framework of market clearing. In the Keynesian approaches to modelling labour 
demand, product wage growth is set exogenously, by insntutional or other factors and 
output per unit of labour grows exogenously at the rate of underlying technical progress. 
In this framework there is no causal link between product wages and output or labour 
demand. 
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As a preliminary to showing tlie estimation for the full sample period, the results 
of estimation over the sample period chosen by Russell and Tease (1988) are presented 
in Table 4.1. The equation estimated by Russell and Tease (1988) is for the whole 
economy using quarterly data. The differences between the equations are striking. 
Whereas at the aggregate level, Russell and Tease (1988) find a significant negative 
coefficient on wages with a long-run elasticity of -0.78, the coefficient on real wages 
for manufacturing using the data set in this study is not significantly different from zero 
and the long-run esrimate of the elasticity is only -0.18. In both equations the long-run 
elasticines of labour demand with respect to output are not significantly different from 
unity. The sum of the coefficients on the product wage for the parsimonious model 
presented in column (2) suggests that wages have little long-run effect on the demand 
for labour and if anything the elasticity is positive. In assessing the consequences of 
product wages and output on the demand for labour function the level of aggregation is 
clearly imponant. 
The results of estimating the wage and quantity model of the demand for labour 
for 1954-55 to 1984-85 are presented in Table 4.2. The parsimonious version of the 
model is presented in column (2) of 4.2. The diagnostics accept the null hypotheses of 
no autocorrelation, correct specification and normality of the residuals. The Durbin-
Hausman test accepts the null of no simultaneity arising from current output and 
wages. ^ 
The stability tests shown in Table 4.2b indicate that the model is unstable. They 
identify a structural break at 1970-71 significant at the one per cent level. Instability is 
apparent up until 1973-74. After 1974-75, the models pass stability tests at the five per 
cent level. 
The results of re-estimating the model, accounting for the split at 1970-71 using 
dummy variables in the way described in Chapter Three show that the change in the 
1. See .Appendix B for details of test. Instruments used were OECD GDP and real M l . 
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demand for labour is a significant change in the slope and constant terms of the model. 
The results are presented m columns (3). (4) and (5) of Table 4.2. The short-run 
elasticity of demand for labour with respect to output increases significantly in the latter 
half of the sample; however, a long run elasticity of unity applies to both periods. 
Table 4.1: Comparison of Results of Russell and Tease (1988) with Aggregate 
Manufacturing 
(1) (2) 
•Aggregate Economy Manufacturing 
r969(3) - 1987(4)' 1969-70 - 1984-85 
Consiani 0.86 5.64 
P.Sj'^ [2.4]* 
Output 0.12 0.88 
14.0]" [4.31* 
Real Wage -0.11 -0.13 
1-5.51' [-1.3] 
Hours. 1 0.82 0.26 
[20.5]' [1.6] 
Trend -0.0005 -0.025 
[-2.5]" [-3.5]* 
R- 0.99 0.97 
SE of Esiimate 0.(M5 0.02 
Durbin s H 0.17 
LM Autocorrelation 2.63 
" ngniiicani ai ti% e per cent 
Source: Russell and Tease (19S8) 
: Appendix A 
Table 4.2a: Aggregate Labour Demand - Wage and Quantity Model 
Dependent Vanable - Logarithm! Hours worked) 
Lag (1) (2) (3) (4) (5) 
Variable 
1957-58 to 1957-58 to interacted Implied 
1984-85 1970-71 dummy 1971-72 to 
variables 1984-85 
Hours 1 0.65 0.47 0.4 -0.21 0.19 
Worked [2.6]' [4.9]* [7.9]* [-1.6] 
0.01 
[0.04] 
Wages 0 -0.19 -0.18 0.08 -0.21 -0.13 
[-1.7] [-1.9] [0.9] [-1.7] 
1 0.2 0.23 0.31 -0.26 0.05 
[1.4] [2.3]* [3.5]* [-1.9] 
2 0.01 
[0.1] 
Output 0 0.81 0.81 0.66 0.26 0.92 
[7.1]" [8.0]* [17.2]* [3.3]* 
1 -0.19 
[-0.8] 
1 0.06 
[0.3] 
Trend -0.03 -0.05 -0.05 0.002 -0.048 
[-1.6] [-4.6]* [8.96]* [0.15] 
Trend 0.0004 0.0006 0.0005 -0.0001 0.0004 
Squared [1.4] [3.0]* [5.8]* [-04] 
Constant 0.94 1.87 2.52 4.1 6.62 
[0.4] [1.1] [2.5]* [2.1]* 
R- 0.98 0.98 0.99 
Standard Error 0.0139 0.0132 
Log Likelihood -406.737 ^07 .818 -389.386 
Mean Dep \ 'ar 17.631 
Standard Error 0.013021 0.013924 0.0082567 
Durbin-Watson 1.97 1.57 2.848 
LM 0.5 1.13 2.76 
Specificauon 
RESETS) F(l,16)=0.05 F(1.20)=0.5 F(1,13)=0.97 
Normality 
Jarque-Bera x^C-) 2.71 2.78 
Exogeneity 
Durbin-Hausman x~(-) 0.99 1.01 
Source: Appends A. 
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Table 4.2b: Stability tests of Wage and Quantity Models 
Stabili ty Critical Test 
Va lues Va lues 
d f = 5 % / 1 % 
Genera l Model (column (1)) 
1968-69 F(16, l ) = 2 4 6 3 8 . 0 8 
1969-70 F(15.2) = 1 9 . 4 3 / 9 9 . 4 4 22 .87 
1970-71 F(14.3) = 8 . 7 1 / 2 6 . 9 2 12.56 
1971-72 F(13.4) = 5 . 9 1 / 1 4 . 3 7 17.22 
1972-73 F(12,5) = 4 . 6 8 / 9 . 8 9 8 .78 
1973-74 F ( l l , 6 ) = 4 . 0 3 / 7 . 7 9 10.53** 
1974-75 F(10.7) = 3 . 6 3 / 6 . 6 2 1.46 
1975-76 F(9.8) = 3 . 3 9 / 5 . 9 1 1.41 
1976-77 F(8.9) = 3 . 2 3 / 5 . 4 7 1.79 
1977-78 F(7,10) = 3 . 1 4 / 5 . 2 1 2 .27 
1978-79 F(6.11) = 3 . 0 9 / 5 . 0 7 2 .90 
1979-80 F(5,12) = 3 . 1 1 / 5 . 0 6 2 .68 
1980-81 F(4.13) = 3 . 1 8 / 5 . 2 0 2 .90 
1981-82 F(3.14) = 3 . 3 4 / 5 . 5 6 2 .20 
1982-83 F(2,15) = 3 . 6 8 / 6 . 3 6 1.42 
1983-84 F( l .16) = 4 . 4 9 / 8 . 5 3 1.60 
P a r s i m o n i o u s Model (column (2)) 
* 
* 
** 
* 
1968-69 F(16,5) = 4 . 6 / 9 . 6 8 3 0 . 1 0 
1969-70 F(15,6) = 3 . 9 2 / 7 . 5 2 31 .39 
1970-71 F(14,7) = 3 . 5 2 / 3 . 4 9 15.09 
1971-72 F(13.8) = 3 . 2 3 / 5 . 5 6 11.52 
1972-73 F(12.9) = 3 . 0 7 / 5 . 1 1 6 . 7 6 
1973-74 F ( l l , 1 0 ) = 2 . 9 4 / 4 . 7 8 7 .74 
1974-75 F(10.11)= 2 . 9 6 / 4 . 5 4 1.56 
1975-76 F(9,12) = 2 . 8 0 / 4 . 3 9 1.58 
1976-77 F(8.13) = 2 . 8 4 / 4 . 3 0 1.05 
1977-78 F(7.14) = 2 . 7 7 / 4 . 2 6 1.29 
1978-79 F(6,15) = 2 . 7 9 / 4 . 3 2 1.50 
1979-80 F(5,16) = 2 . 8 5 / 4 . 4 4 1.41 
1980-81 F(4,17) = 2 . 9 6 / 4 . 6 7 1.87 
1981-82 F(3,18) = 3 . 1 6 / 5 . 0 9 2 .36 
1982-83 F(2.19) = 3 . 5 2 / 5 . 9 3 1.42 
1983-84 F( l ,20) = 4 . 3 5 / 8 . 1 0 0 .95 
* * 
* * 
* * 
* 
* 
* significant at five per cent; significant at one per cent. 
Source: .Appendix A. 
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There is a reversal of signs of tlie coefficients on the product wage between the 
two sub-samples. The wage elasticity in the model is strongly positive in the period 
prior to 1970-71 and shows a significant negative shift after 1971-72. It is the behaviour 
of product wages in the first half of the sample that dominates the aggregate (positive) 
estimate of wage elasticity' when estimated over the whole sample. 
It is arguable that this specification is not an adequate basis for distinguishing 
between the neoclassical and Keynesian demand for labour. Given the direct link 
between the demand for labour and output, which is common to both frameworks 
through the assumption of the production function, the significance of output in the 
results does not discriminate between the two approaches. The distinction between the 
two framew orks rests on the role of demand variables and neither framework can regard 
output as an exogenous variable. 
Two steps are necessan' to provide an adequate test between the two 
frameworks. The first step is to test whether the data is consistent with the neoclassical 
demand specification. The second step is to test for demand variables which are 
exogenous or control variables. It is to the first step, the estimate of the neoclassical 
model that we turn in the next section. 
4.3 The Neoclassical Model 
In this section the results of estimating the standard neoclassical model of the demand 
for labour under shon-run profit maximisation are presented. The model estimated 
makes use of a gross output specification of the production function with the inclusion 
of material prices. The pnors for the results are that the coefficients on product wages 
and capital should be negative and positive respectively. Derivation of the specification 
indicates that the coefficient on material pnces should be negative (ie aggregate 
matenals and labour should be complementary). The coefficient on the trend term 
should be positive as discussed in Chapter Two. The specification estimated is: 
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= a o ^ a j (A.) (w-p)^ +a2 (a) (p^ ^-p)! +a3(X)k^ 
+a4t + a 5 t - (4.2) 
where the vanables enter in logs. The definitions of the variables are those used in 
previous sections. 
Figure 4.2 presents a plot of the labour/capital ratio against the product wage for 
1954-55 to 1984-85. It shows an inverse relationship between the two variables as 
found by Layard and Nickell (1986) for their data for the UK for 1955 to 1983. As in 
Figure 4.1 there is a disturbance in the Unearity of the relationship in the top left of 
Figure 4.2. relating to data points for the mid to late 1970s. 
Product 
Waqe 
Figure 4.2: Labour/Capital and the Product Wage 
(Variables in logs) 
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Source: Appendix A. 
4.3.1 Jointly Modelling Capital Stock and Technical Progress 
The specification used in equation (4.2) is very similar to that of Symons and 
Layard (1984). The major difference is that in their specification, capital stock and 
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technical progress are proxied jointly by a linear trend, trend squared and trend cubed. ^  
Symons and Layard (1984) estimated the specification for manufacturing in Germany, 
France, Japan, Canada and the USA over a sample 1956(1) to 1980(4). The primary 
interest of the study was to estimate the elasticity of the demand for labour with respect 
to wages. They estimated the equations by instrumental variables (IV) to take account 
of simultaneity between labour demand and wages. ^ The long-run wage elasricities 
obtained from estimation supported the hypothesized inverse relationship between 
employment and the demand for labour, ranging from -2.6 for Canada to -0.4 for 
Germany. The long-run elasticities for material prices ranged from -4.6 for the USA to 
0 for France (Symons and Layard, 1984, Table 2, p. 792). Estimation of the 
parsimonious specifications of the model yielded more significant negative wage 
elasticities in Germany and France, while the other countries yielded results not 
significantly different from those obtained using the more general specification. 
The results obtained by Symons and Layard (1984) for the trend variables 
proxying capital stock and technological progress indicate that they are generally not 
significant. The linear trend is not significant for any country, while the squared trend is 
only significant at the five per cent level of significance for Canada along with the 
cubed trend. The cubed trend was also significant at the ten per cent level of 
significance for France. 
The results of estimating the specification proposed by Symons and Layard for 
-Australian manufacturing are presented in Table 4.3. They are estimated using OLS, on 
the assumption that the manufacturing sector faces an elastic supply of labour and 
wages and prices are set exogenously; however, Durbin-Hausman test results are also 
presented as a check on the presence of simultaneity bias. The null hypothesis of no 
2. Lee et al (1988) exploit the link between technical progress and capital stock to generate a measure of 
technical progress based on capital stock. 
3. Simultaneity bias was argued to be possible via a shock to labour demand, which could increase both 
employment and real wages via the labour supply schedule. The issue is dealt with in this thesis using the 
Durbin-Hausman test. 
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simultaneity bias from current product wages is accepted at the five per cent level of 
significance. 
The diagnostics of the results for the general (column 1) and parsimonious 
model (column 2) presented in Table 4.3a accept the hypotheses of no autocorrelation, 
the specification is accepted using the RESET(2) test and the residuals are normally 
distributed. Both models exhibit instability over the sample, with the general model 
exhibiting structural breaks significant at the five and ten per cent levels of significance 
from 1976-77 to 1983-84. The parsimonious model exhibits instability too over the 
same period, although generally less significant. 
The signs and size of coefficients on wages and material prices are consistent 
with the neoclassical specification. The long-run elasticity of labour demand with 
respect to product wages is -2.0. The coefficient on material prices is also signed in 
accordance with expectations, with a long-run elasticity of labour demand with respect 
to material input prices of -0.84 for the parsimonious model. The linear trend is 
significant at the five per cent level in both of the models estimated which implies a rate 
of technical progress (MFP -(- capital accumuladon) of 2 per cent per annum. 
The magnitude of the elasticities are within the range found by Symons and 
Layard (1984), with a wage elasticity similar to that for Canada (-2.6) when esdmated 
using IV techniques, and slighdy higher than the reported long-run elasticity reported 
for Britain in the same article (-1.8). The elasdcity of material prices is also consistent 
with the range found in Symons and Layard when estimated using IV techniques, 
although the insignificant and zero elasticity found for France is the only lower 
elasdcity, with the next highest elasticity that of Germany (-1.2). 
88 
Table 4.3a: Demand for Labour in Australian Manufacturing Based on Estimating 
the Effects of Capital Stock and Technical Progress Jointly Using Trends 
Dependent Variable - Logarithm (hours worked) 
Lag 
(1) (2) 
Hours 1 0.56 0.75 
Worked [L72] [5.131* 
2 0.07 
[0.231 
Product 0 -0.50 -0.51 
Wages [-2.281* [-4.591* 
1 -0.17 
[-0.601 
2 -0.07 
[-0.251 
Material 0 -0.01 
Prices [-0.061 
1 -0.12 
[-0.561 
2 -0.20 -0.21 
[-1.011 [-L721 
Trend 0.03 0.02 
[2.08f [2.421* 
Trend 0.0002 -0.0003 
Squared [0.221 [-0.381 
Trend -0.00001 -0.000002 
Cubed [-0.571 [-0.111 
Constant 12.04 8.11 
[1.731 [3.481* 
R2 0.95 0.95 
Standard Eiror 0.03 0.02 
Mean of Dep Var 17.63 
Log Lik'd -423.96 -425.14 
Normality 
Jarque-Bera 0.08 0.10 
Specification 
RESET(2) F(l,15)=1.92 F(l,20)=2.73 
Autocorrelation 
LM 3.03 1.57 
Durbin-Watson 2.16 2.31 
Simultaneity 
0.31 Durbin-Hausman -/}{\) 0.16 
significant at five per cent. 
Table 4.3b: Stability 
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Stability 
General Model 
1969-70 
1970-71 
1971-72 
1972-73 
1973-74 
1974-75 
1975-76 
1976-77 
1977-78 
1978-79 
1979-80 
1980-81 
1981-82 
1982-83 
1983-84 
Parsimonious Model 
1968-69 
1969-70 
1970-71 
1971-72 
1972-73 
1973-74 
1974-75 
1975-76 
1976-77 
1977-78 
1978-79 
1979-80 
1980-81 
1981-82 
1982-83 
1983-84 
Test 
Value 
4.33 
9.22 
4.09 
3.59 
4.43 
2.75 
3.57 
3.35 
3.76* 
4.86* 
6.33*= 
7.49*= 
9.26 
9.55 
16.00 
* * 
* * 
1.30 
1.65 
1.97 
2.41 
2.92 
2.26 
2.05 
2.47 
2.lf 
3.33 
2.45 
3.14^ 
3.36^ 
3.67^ 
4.61^ 
8.19' 
Critical 
Value 
5%/l% 
F(15,l): 
F(14,2): 
F(13,3> 
F(12,4): 
F(ll,5): 
F(10,6): 
F(9,7)= 
F(8,8)= 
F(7,9)= 
F(6,10): 
F(5,ll): 
F(4,12> 
F(3,13> 
F(2,14)= 
F(l,15): 
= 241/6169 
= 19.42/99.43 
= 8.74/27.05 
= 5.91/14.37 
= 7.0/9.96 
= 4.06/7.87 
3.68/6.71 
3.44/6.03 
3.29/5.62 
= 3.22/5.39 
= 3.2/5.32 
= 3.26/5.41 
= 3.41/5.74 
= 3.74/6.51 
= 4.54/8.68 
F(16,5)= 
F(15,6)= 
F(14,7)= 
F(13,8)= 
F(12,9)= 
F(ll,10> 
F(10,ll> 
F(9,12)= 
F(8,13)= 
F(7,14)= 
F(6,15)= 
F(5,16)= 
F(4,17)= 
F(3,18)= 
F(2,19)= 
F(l,20)= 
4.60/9.68 
3.92/7.52 
3.52/6.35 
3.235.56 
3.07/5.11 
= 2.94/4.78 
= 2.96/4.54 
2.80/4.39 
2.77/4.30 
2.77/4.28 
2.79/4.32 
2.85/4.44 
2.96/4.67 
3.16/5.09 
3.52/5.93 
4.35/8.1 
significant at five per cent; ** significant at one per cent. 
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4.3.2 Direct Estimates of Capital Stock 
The value of the Symons and Layard (1984) specification is that measures of capital 
stock are not required. However, one is available for this study so the next step is to 
mm to the specification which includes a direct measure of capital. The results of 
estimation of this model over the whole sample period are presented in columns (1) and 
(2) of Table 4.4. The general model is present in column (1) and the parsimonious 
model in column (2). The diagnostics of the equations accept the null hypotheses of no 
autocorrelation, the specification is accepted using the RESET(2) test and the residuals 
are normally distributed. Durbin-Hausman tests accept the null of no simultaneity bias 
arising from current product wages in both the general and the parsimonious models. 
The fall in the size of the log of the likelihood function relative to the specification 
proposed by Symons and Layard (1984) suggests that the direct measure of the capital 
stock adds to the explanation of the demand for labour. 
The results of estimanng the equanon over the whole sample suggest that the 
underiying technology is constant returns to scale with the coefficients on capital 
summing to 1.14. The resuhs indicate that changes to the capital stock have little net 
effect on the demand for labour in the first two years as the long-run effects of changes 
in the capital stock are not present until the third year. 
The elasticity of labour demand with respect to the product wage is -0.95. This 
represents a halving of the elasncity calculated using the Symons and Layard (1984) 
specification. Funher, the long-run elasticity of material prices has changed signs with 
the addition of the capital stock. The coefficients on material prices are now significant 
and sum to around 0.44. 
The coefficient on the trend has also changed sign and is incorrectly signed as a 
measure of technical progress, but is not quite significant at the 10 per cent level. This 
funher indicates that the inclusion of the direct measure of capital stock has a 
substannal effect on the coefficients of the model. It is possible that technical progress 
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(captured by the trend) and embodied technical change are related, and that it may not 
be possible to separately identify the effects of technical progress and capital on the 
demand for labour. 
While the signs of the coefficients on product wages and capital stock are 
consistent with the Neoclassical model, the diagnostics indicate significant instability. 
Sequential tests between 1969-70 and 1983-84 for the parsimonious model indicated 
instability significant at the one per cent level for 8 of the 15 years, and significant at 
the five per cent level for an additional 3 years. The instability using direct measures of 
capital is greater than in the model esdmated using the specificanon proposed by 
Symons and Layard (1984). 
The model was re-estimated, taking account of the structural break at 1970-71 
using dummy variables. The results of the estimation are presented in columns (3), (4) 
and (5) of Table 4.4. A comparison of columns (3) and (4) indicates that there are 
significant changes in the relationship of the explanatory variables and the level of 
labour demand between the two halves of the sample. 
The inverse relationship between labour demand and product wages is stronger 
in the second half of the sample. The long-run elasticity of labour demand increases 
from -0.42 for 1957-58 to 1970-71 to -2.62 for 1971-72 to 1984-85. The role of material 
prices also changes between periods. Materials are significant gross substitutes for 
1957-58 to 1970-71, while in the latter half they are gross complements. 
The role of capital changes dramatically between the two sample periods. 
Capital is highly significant in the first part of the sample but with a long-run coefficient 
close to 0. The elasticity of labour demand with respect to capital stock is positive, and 
over 2, in the latter part of the sample, although the strong negative ininal impact 
remains. 
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Table 4.4a: Labour Demand Based on Direct Estimates of Capital Stock 
Dependent Variable - Logarithm(Hours Worked) 
Variable 
Hours 
Worked 
Lag 
1 
(1) 
-0.067 
[-0.26] 
(2) (3) (4) (5) 
1957-58 - interacted Implied 
1970-71 dummies Model 
71-72/84-85=1 71-72/84-85 
Based on split sample (cols 3,4,5) 
2 0.068 
[0.23] 
Wages 0 -0.388 
[-2.4]* 
-0.396 
[-3.2]* 
0.198 
[18.69]* 
-1.440 
[-46.8]* 
-1.252 
1 -0.423 
[-1.8] 
-0.369 
[-2.6]* 
-0.354 
[-16.6]* 
-0.575 
[-12.9]* 
-0.929 
2 -0.189 
[-1.2] 
-0.185 
[-1.2] 
-0.268 
[-10.9]* 
-0.199 
[-3.1]* 
-0.466 
Material 
Prices 
0 0.504 
[2.9]* 
0.478 
[3.4]* 
0.518 
[26.2]* 
-0.346 
[-7.4]* 
0.173 
1 -0.320 
[-1.6] 
-0.304 
[-1.8] 
-0.015 
[-0.5] 
-0.913 
[-10.9]* 
-0.927 
2 0.275 
[1.7] 
0.2727 
[1.8] 
0.214 
[6.3]* 
0.297 
[-7.5]* 
0.511 
Capital 
Stock 
0 -0.556 
[-1.23] 
-0.509 
[-1.6] 
-1.057 
[-16.4]* 
-0.318 
[-2.1]* 
-1.375 
1 0.498 
[1.52] 
0.5125 
[1.7] 
0.611 
[26.7]* 
0.419 
[6.9]* 
1.031 
2 1.203 
[3.3]* 
1.137 
[4.2]* 
0.489 
[14.9]* 
1.597 
[19.9]* 
2.086 
Trend -0.026 
[1.0] 
-0.028 
[-1.68] 
0.030 
[4.7]* 
0.102 
[7.8]* 
0.132 
Trend 
Squared 
0.0001 
[0.3] 
0.0001 
[0.4] 
0.00004 
[1.1] 
-0.002 
[-13.9]* 
-0.002 
Constant 3.225 
[0.9] 
3.070 
[0.9] 
15.965 
[13.7]* 
-11.640 
[-7.7]* 
4.325 
significant at five per cent. 
Source: Appendix A. 
Table 4.4b; Diagnostics for Model of Demand for Labour Based on Direct 
Estimates of Capital Stoci< 
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r 2 
Mean Dep Var 
SE Estimate 
Durbin Watson 
LM 
Log Likelihood 
RESET(2) 
Stability 
Jarque-Bera 
Exogeneity 
Durbin-Hausman ^^( l ) 
Stability 
(1) 
0.98 
17.631 
0.017372 
2.29 
1.69 
-410.214 
F(l,13)=1.75 
1.03 
1.09 
Degrees Critical 
(2) 
0.98 
0.16304 
2.3 
1.3 
-410.306 
F(l,15)=2.02 
0.6 
1.29 
(3) 
0.99 
0,0042705 
3.48 
5.23 
-353.3877 
F(l,3)=0.28073 
of 
Freedom 
Value 
5%/l% 
Test 
Value 
General Model (column (1)) 
1971-72 F(13,l)= 245/6142 
1972-73 F(12,2)= 19.41/99.42 
1973-74 F(11,3)= 8.76/27.13 
1974-75 F(10,4)= 5.96/14.54 
1975-76 F(9,5)= 4.78/10.15 
1976-77 F(8,6)= 4.15/8.10 
1977-78 F(7,7)= 3.79/7.00 
1978-79 F(6,8)= 3.58/6.37 
1979-80 F(5,9)= 3.48/6.06 
1980-81 F(4,10)= 3.48/5.99 
1981-82 F(3,l l)= 3.59/6.22 
1982-83 F(2,12)= 3.88/6.93 
1983-84 F(l,13)= 4.67/9.07 
95.42 
135.80' 
72.91* 
15.66* 
8.31* 
4.83* 
6.44* 
6.92*=* 
7.60*=* 
10.48* 
13.63* 
5.39*' 
1.49 
Parsimonious 
1970-71 
1971-72 
1972-73 
1973-74 
1974-75 
1975-76 
1976-77 
1977-78 
1978-79 
1979-80 
1980-81 
1981-82 
1982-83 
1983-84 
Model (column (2)) 
F(14,2)= 
F(13,3)= 
F(12,4)= 
F(ll,5)= 
F(10,6)= 
F(9,7)= 
F(8,8)= 
F(7,9)= 
F(6,10)= 
F(5,l l) : 
F(4,12)= 
F(3,13)= 
F(2,14)= 
F(l,15)= 
: 19.42/99.43 
: 8.74/27.05 
: 5.91/14.37 
: 7.00/9.96 
: 4.06/7.87 
3.68/6.71 
3.44/6.03 
3.29/5.62 
: 3.22/5.39 
: 3.20/5.32 
: 3.26/5.41 
: 3.41/5.74 
: 3.74/6.51 
: 4.54/8.68 
144.83 
138.31' 
149.28' 
16.96* 
3.53 
3.11 
3.89* 
4.77* 
5.38* 
6.59*' 
8.57*' 
11.81* 
2.72 
1.07 
significant at the f ive per cent; significant at one per cent. 
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In summar\\ the neoclassical demand for labour is consistent with expectations 
to the extent that estimation yields significant negative coefficients on the product 
wage, and positive coefficients on capital stock. The posinve sign on matenal prices 
and negative sign on technical progress is contrar}' to expectanons, although the 
technical progress captured by trend terms is insignificant. A major problem with the 
results estimated using the neoclassical specification is that it is unstable during the 
1970s and 1980s. An alternative approach to estimation has been to model the 
labour/capital ratio, and that procedure is adopted in the next section. 
4.4 Modelling the Labour/Capital Ratio 
This section estimates the demand for labour using the log of labour/capital ratio as the 
dependent variable, which is the specification of the dependent variable chosen by 
Symons (1985a: 1985b), Bean et al (1987a) and Layard and Nickell (1987), amongst 
others, in their demand for labour functions. 
Symons (1985b) estimated the demand for labour for Australian manufacturing 
for 1969(3) to 1981(3) using the labour capital/ratio as the dependent variable. A long-
run wage elasticity of labour demand of -0.91 was obtained, similar to that obtained for 
Australian manufacturing data using the unrestricted specification utilising direct 
estimates of capital stock. 
The results of estimating the model over the whole sample period are presented 
in Table 4.5. The absolute values of the elasticity and significance of product wages 
declines relative to the unrestricted model as does material prices. Neither product 
wages or material prices are significant at the ten per cent level in either the general or 
parsimonious model. The trend is now highly significant and negative, which is 
contrar\- to expectations for the model. The stability of the model has improved 
compared to the unrestricted model in Table 4.4. The instability present in the eariy 
1970s disappears with the restriction on capital stock, and the model is stable at the five 
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per cent level over the 1970s, with some structural instability in 1981-82 and 1982-83 
significant at the five but not at the one per cent level. 
Column (3) presents the results of estimating the labour/capital specification 
omitting the trend terms. The significance of current product wages does increase, but 
the second lag of product wages becomes significant at the ten per cent level and the 
long-run elasticity of labour demand with respect to the demand for labour falls to -
0.84. In addition, the second lag of material prices becomes significant at the five per 
cent level and negative, with a long-run elasticity of -0.4. 
The diagnostics for the models in Table 4.5 accept the hypotheses of no 
autocorrelation, the specification is accepted and the residuals are normally distributed. 
The Durbin-Hausman tests for the models presented in columns (1), (2) and (3) accept 
the null of no simultaneity bias arising from current wages. 
4.5 Conclusion 
The chapter estimated two models of the demand for labour: the wage and 
quantity model; and, the neoclassical short-run demand for labour. While not a 
definitive test between the neoclassical and Keynesian explanations of the demand for 
labour the wage and quantity model did not yield a significant long-run elasticity on the 
product wage, consistent with the Keynesian model, and was unstable over the latter 
half of the sample period. 
Section 4.3 presented the results of estimating the neoclassical model of labour 
demand which indicated a significant inverse relationship between the demand for 
labour and the product wage for Australian manufacturing for 1957-58 to 1984-85. The 
specification was based on that proposed by Symons and Layard (1984) who employed 
linear, squared and cubic time trends to jointly proxy technical change and the capital 
stock. This produced a highly significant and negative correlation between the demand 
for labour and product wages, consistent with the predictions of labour demand derived 
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Table 4.5a: Estimate of Demand for Labour - Neoclassical Profit Maximisation 
1957-58 to 1984-85 
Dependent Variable - Logarithm(Hours worked/capital) 
Lag 
(1) 
General 
Model 
(2) 
Parsimonious 
Model 
(3) 
Less Trend 
Terms 
Hours/capital 1 0.429 
[1.58] 
0.373 
[1.97] 
-0.167 
[-0.45] 
2 -0.475 
[-1.79] 
-0.575 
[-3.12]* 
-0.333 
[-0.76] 
Product 
Wage 
0 -0.266 
[-1.31] 
-0.181 
[-1.5] 
-0.374 
[1.26] 
1 0.075 
[0.28] 
-0.368 
[-0.88] 
2 0.067 
[0.31] 
-0.524 
[-1.71] 
Material 
Prices 
0 0.051 
[0.27] 
-0.149 
[-0.49] 
1 0.184 
[0.87] 
0.130 
[1.08] 
0.237 
[0.69] 
2 -0.072 
[-0.39] 
-0.692 
[-2.79]* 
Trend - -0.046 
[-3.92]* 
-0.038 
[-5.15]* 
Trend 
Squared 
- 0.0003 
[1.09] 
0.0001 
[0.5] 
Constant - 2.63 
[0.61] 
5.792 
[2.65]* 
20.176 
[5.94]* 
R2 
Standard Error 
Mean Dep Variable 
Log Likelihood 
Specification 
RESET(2) 
Autocorrelation 
LM 
Durbin-Watson 
Normality 
Jarque-Bera 
Exogeneity 
Durbin-Hausman 
0.99 
0.02467 
1.0904 
40.387 
F(l,16)=0.021 
2.93 
2.54 
0.54 
0.02 
0.99 
0.02335 
38.964 
F(l,20)=0.52 
1.62 
2.34 
0.24 
0.38 
0.99 
0.0413 
24.419 
F(l,18)=8.62 
2.2 
1.16 
0.09 
F(l,18)=31.36 
significant at five per cent. 
Source: Appendix A. 
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Table 4.5b: Stability 
Degrees of Critical Test 
Freedom Value 
5%/l% 
Value 
General Model (column (1)) 
1968-69 F(16,l)= 246/6169 36.2 
1969-70 F(15,2)= 19.43/99.44 2.71 
1970-71 F(14,3)= 8.71/26.92 4.20 
1971-72 F(13,4)= 5.87/14.24 1.70 
1972-73 F(12,5)= 4.68/9.89 1.53 
1973-74 F(ll,6)= 4.03/7.79 1.36 
1974-75 F(10,7)= 3.63/6.62 1.31 
1975-76 F(9,8)= 3.39/5.91 1.38 
1976-77 F(8,9)= 3.23/5.47 1.52 
1977-78 F(7,10)= 3.14/5.21 1.77 
1978-79 F(6,ll)= 3.09/5.07 2.21 
1979-80 F(5,12)= 3.11/5.06 2.82 
1980-81 F(4,13)= 3.18/5.20 3.76* 
1981-82 F(3,14)= 3.34/5.56 5.28* 
1982-83 F(2,15)= 3.68/6.36 0.58 
1983-84 F(l,16)= 4.49/8.53 0.71 
Parsimonious Model (column (2)) 
1968-69 F(16,5)= 4.60/9.68 1.39 
1969-70 F(15,6)= 3.92/7.52 1.74 
1970-71 F(14,7)= 3.52/6.35 2.01 
1971-72 F(13,8)= 3.23/5.56 2.25 
1972-73 F(12,9)= 3.07/5.11 2.02 
1973-74 F(ll,10)= 2.94/4.78 2.08 
1974-75 F(10,11)= 2.96/4.54 1.21 
1975-76 F(9,12)= 2.80/4.39 1.46 
1976-77 F(8,13)= 2.77/4.3 1.56 
1977-78 F(7,14)= 2.77/4.28 1.82 
1978-79 F(6,15)= 2.79/4.32 2.07 
1979-80 F(5,16)= 2.85/4.44 2.65 
1980-81 F(4,17)= 2.96/4.67 3.46* 
1981-82 F(3,18)= 3.16/5.09 4.58 
1982-83 F(2,19)= 3.52/5.93 0.43 
1983-84 F(l,20)= 4.35/8.1 0.12 
Model less trend terms (column (3)) 
1968-69 F(16,3)= 8.69/26.83 2.93 
1969-70 F(15,4)= 5.84/14.15 3.60 
1970-71 F(14,5)= 4.64/9.77 4.50 * 
1971-72 F(13,6)= 3.96/7.60 5.65 
1972-73 F(12,7)= 3.57/6.47 7.05 
1973-74 F(ll,8)= 3.31/5.74 3.18 
1974-75 F(10,9)= 3.13/5.26 3.88 * 
1975-76 F(9,10)= 3.02/4.95 4.17 * * 
1976-77 F(8,ll)= 2.95/4.74 5.13 * 
1977-78 F(7,12)= 2.92/4.65 3.90 
1978-79 F(6,13)= 2.92/4.62 4.14 
1979-80 F(5,14)= 2.96/4.69 4.88 * * 
1980-81 F(4,15)= 3.06/4.89 5.03 
1981-82 F(3,16)= 3.24/5.29 6.60 * 
1982-83 F(2,17)= 3.59/6.11 5.65 
1983-84 F(l,18)= 4.41/8.28 0.79 
significanl at the five per cent; significant at one per cent. 
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under profit maximisation assuming Cobb-Douglas technology. Both material prices 
and the linear trend were significant and signed consistent with theory. The major 
problem with the results of estimating the specification was that it exhibited structural 
instability during the late 1970s and early 1980s. 
The second specification employed in section 4.3 dropped the cubic trend and 
employed direct measures of the capital stock which was found to be highly significant, 
with a coefficient consistent with constant returns to scale. The main additional effects 
of the change between the specificanons were that the long-run elasticity of labour 
demand with respect to product wages was halved, the sign on material prices became 
significantly positive and the linear trend became significantly negative. The model 
remained unstable. 
In section 4.4, the labour/capital ratio was modelled, using a specificadon 
proposed in Symons. With the addidonal restriction of constant returns to scale, the 
absolute value of the point esdmate of the long-run elasticity of the demand for labour 
with respect to product wages fell, and along with that of material prices, became 
insignificant. However, much of the instability in the previous specificanons was no 
longer present. 
The magnitude and significance of the change in the coefficient on product 
wages that occurred with successive specificanons in secnons 4.3 and 4.4 suggested that 
capital stock and the linear trend could not be used jointly to separately idennfy 
technical change and the role of capital. Deledng the trend variable from modelling the 
labour/capital rano, a restriction which was rejected by the model, led to the elasticity 
of the product wage rising to over unity, and material prices being significant and 
signed consistent with expectanons. The effect of this on the diagnostics of the model 
was a fall in the log of the likelihood ratio and increase in the instability of the model 
over the latter half of the sample. 
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Two questions that arise from these results are whether the neoclassical model is 
adequate as an explanation of the demand for labour and whether the difficulties of 
separately identifying technical progress and the role of capital extends to sectors within 
disaggregated manufacturing. The first of these questions is considered in Chapter Five, 
while the second is considered in Chapters Six to Eight. 
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Chapter 5: Reduced Form Specifications of the Demand for Labour 
5.1 Introduction 
In Chapters Three and Four the structural specification of the labour demand function 
was considered. It was argued that the wage and quantity specification, which includes 
output and wages, is not a satisfactory basis for distinguishing between the neoclassical 
and Keynesian frameworks set out in Chapter Two. The neoclassical specification 
omitted the output variable as a determinant of the demand for labour and included 
capital. In the last chapter it was shown that once capital stock, or its proxy, was 
included and output omitted from the regression, the size of the coefficient on real 
wages greatly increased. It was also noted that while the regressions were in certain 
econometric respects well specified, nevertheless stability tests showed clear evidence 
of parameter instability in the model over the sample period. Instability was reduced by 
imposing constant returns to scale on the technology underlying the model; however, 
this implied a significant reduction in the wage elasticity. 
The neoclassical model further assumed perfect competition in the product 
market with prices reflecting changes in demand. Thus, prices were given to the 
producer and demand variables were assumed unimportant in the model by the device 
of omitting them from the regression. In this chapter the validity of the assumptions of 
perfect competition and price flexibility of the last chapter are considered. 
Tests of the significance of demand variables in explanations of the demand for 
labour using Australian data have had mixed results. Mangan and Stokes (1984) found 
significant demand and competitiveness effects in Australian manufacturing between 
1974 and 1978 using quarteriy data. However, Newell and Symons (1985) found that 
demand and competitiveness variables did not add significant new information to price 
based explanations of the demand for labour in most OECD countries, including 
1 0 1 
Australia.! This result was supponed by Trivedi and Alexander (1985) for Australian 
aggregate and manufacturing data. Symons (1985b) reponed that the addirion of 
deviations of GDP from a cubic trend as a demand variable to neoclassical model of 
labour demand was not significant at the five per cent level.^ It was noted that the test 
was not conclusive and that the lack of significance may reflect the inadequacy of the 
variables. In their multi-country study of the demand for labour Bean et a/ (1987) 
esdmated the demand for labour for the Australian economy for 1953 to 1983. They 
found that a demand variable was not significant at the five per cent level for Australia, 
but significant for a number of countries.^ In contrast, Pissarides (1987) reported 
persistent demand effects when estimating the demand for labour for the Australian 
non-farm sector. Pissarides found that real government expenditure, real M3,'^ a 
competitiveness variable^ and real long-run interest rates^ were all significant 
explanators. At the sectoral level. Bean and Tumbull (1988) found evidence that 
variables additional to those identified by the neoclassical model of labour demand were 
significant in models of labour demand for the British coal industry."^ 
A model which allows for both imperfect competition in both product and factor 
markets and for the presence of demand factors in the model is presented by Dimsdale 
et a/ (1989). This model will be used in the section 5.2 to show how demand factors 
enter the specification of labour demand. The results of estimating their specification 
for labour demand in Australian manufacturing for 1957-58 to 1984-85 are reported. 
In section 5.3, an assessment is made of the significance of demand variables, 
while section 5.4 considers the role of aggregate absorption as a demand variable. In 
1. The variables used included government deficits, world trade vanables and competitiveness variables 
expressed as the ratio of foreign to domestic prices. 
2. In some regressions the demand variables were significant at the ten per cent level. 
3. The demand variable was calculated as an index based on the fitted values from the regression of the 
logarithm of GDP on the logarithms of government spending, foreign output, competitiveness and the tax 
wedge between wage costs and wages received. 
4. Both expenditure and real M3 were standardised by the capital stock. 
5. Defined as the ratio of e.xport prices to an aggregate deflator of value added. 
6. Defined as the long-run bond rate minus the rate of inflation. 
7. This study focussed on the role of wage bargaining models on labour demand. However, the results are 
consistent with an argument that a standard neoclassical model of labour demand may not be adequate. 
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section 5.5, a more ad hoc approach to considering certain variables like 
competitiveness such as that addressed in Trivedi and Alexander (1985). Section 5.6 
concludes the chapter. 
5.2 Demand for Labour when Markets are Imperfect 
A model which comprehensively treats the problems posed by imperfect competition 
and demand factors is that of Dimsdale et al (1989). Their model will be used as an 
example of current practice econometric modelling of labour demand in a 
macroeconomic framework. While the model presented by Dimsdale et al (1989) is 
atypical of macro models in that its three equation structure is small by comparison with 
most macro models, its value for the purposes of this thesis is that it focuses clearly on 
the implications for the demand for labour, whereas in most macro applications this 
relationship is incidental. 
In this section the Dimsdale et al (1989) model is set out and its applicability to 
the Australian economy demonstrated. The three components of the model are (a) a 
supply and demand function for output, (b) a price setting equation and (c) a wage 
setting equation. In this thesis, we are primarily concerned with the first two elements. 
The model is developed for the whole economy rather than a sector, but the approach is 
readily adapted to a sectoral specification. 
5.2.1 The Model 
A demand for labour function which allows for imperfect competition in the product 
market and for the influence of demand factors can be derived by simply relaxing the 
restrictive assumptions of previous chapters. Assume a constant returns to scale 
technology described by: 
Q, = F(A,Ni/Ki, K, (5-1) 
1 0 3 
where Q, N, K, A, W and P ^ are output, employment, capital, labour augmenting 
technical progress, wage rates and import prices respectively. 
Equation (5.1) describes production technology for the /th firm in the manufacturing 
sector. If it is assumed that the ratio of other inputs to labour satisfies the minimum cost 
condition then other inputs can be substituted out and replaced by the price term. This is 
the procedure used by Dimsdale et a/ (1989, p. 278). From (5.1) a marginal cost 
function imposing constant returns to scale can be written: 
M q = MC(W,/A^, P^,,, Q,/Kj) (5.2) 
If the firm is assumed to be a monopolist and that monopoly power is inversely related 
to the phase of the trade cycle then pricing decisions of the firm will be made according 
to: 
P, = f ( D ) ( e / ( l - 0 ) ) M q (5.3) 
where 9 is the elasdcity of the demand curve facing the firm, and D is a vector of 
"demand" variables that may shift the demand curve facing the firm. 
To derive an equadon for estimation, the production function is subsdtuted into 
the pricing equation, giving an equation of the form: 
n-k = ao - ai(w-p) - a2(Pm-p) + + 
where, as above, lower case letters denote logarithms. This is the equation derived by 
Dimsdale et al (1989), who remark that it". . . is the standard marginal revenue product 
condition ... If the product market is perfectly compedtive, price equals marginal cost 
and the mark-up on marginal cost is thus independent of demand." In the perfecdy 
compennve case will be zero as producers are on their marginal cost schedules and 
structural price variables (wages, prices, capital stock and input prices) fully explain the 
demand for labour. Thus, the significance of 34 is a test of the importance of demand 
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factors and imperfectly competitive markets in the labour demand function. If markets 
are imperfect so that a4 is positive then: 
it is important to recognise that under these circumstances, the marginal revenue 
product condition no longer reflects a causal relationship between employment 
and real wages because firms are setting both employment and prices. It is 
simply a reladonship between them which arises from profit maximising price 
setnng behaviour. (Dimsdale et al, 1989, p. 280). 
There are three features of the Dimsdale et al (1989) specificadon. First, the 
variables identified by Dimsdale et al as significant demand variables are the volume of 
OECD Trade,^ real M l ^ and the terms of trade. Second, impon prices are included in 
the model, affecting the demand for labour via price and wage setting behaviour. The 
authors argue that an improvement in the terms of trade can lead to a decline in the 
level of activity. The supporting argument assumes that imports are intermediate goods. 
Thus, a fall in impon prices raises profits for a given level of activity as, at least in the 
short-run, unit costs of production fall. Given a fixed output price, the resulting increase 
in profits is distributed between employers and labour through wage bargaining. The 
conflict between employers and employees over the distribution of additional benefits 
arising from the fall in import prices can lead to 'bids' for more than 100 per cent of the 
benefits, and is resolved by a fall in the level of activity which lowers the marginal costs 
(raises the marginal product) of labour and finances the demands additional to those 
derived from the terms of trade improvement. The third feature of the model is that it 
has the natural rate properties of the neoclassical model. Demand shocks are 
constrained to cause only short-run effects on the level of activity, being entered as first 
differences of logarithms. 
The variables selected by Dimsdale et al (1989) to capture demand effects are 
also referted to as reduced form variables. In other words, they are exogenous. OECD 
8. Defined as aggregate of OECD Trade flows. 
9. Nominal Ml deflated by the consumer price index. 
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Trade is determined outside of Australia, while nominal Ml is determmed by monetary 
authorities. 
5.2.2 Empirical Results 
This sub-section discusses the results of estimating the demand for labour function set 
out above. The first question to be considered is the appropriate demand variables to 
enter the specification. The approach adopted is to include all those suggested by macro 
models, including those used by Dimsdale et al (1989). They are real Ml , real M3, 
OECD Trade volume, OECD GDP, real import prices^^ and the terms of trade. 
Estimation uses a flexible specification, similar to that proposed in Symons and 
Layard (1984). This specification, using trend variables to jointly measure capital and 
technical progress, yielded the neoclassical labour demand function with the highest and 
most significant wage elasticity in Chapter Four, although the equation exhibited 
instability. The procedure followed to test the importance of demand variables is to 
estimate equation (5.4) for each of the identified demand variables, entering the current 
and lagged term in levels. The long-run properties of the variables are considered 
subsequently rather than simply imposing only short-run effects by entering the 
variables as first differences only. If a short-run effect is accepted by the model then 
the coefficients on the current and lagged variables in estimation should not be 
significantly different from each other in absolute terms and opposite in sign. 
10. Defined as aggregate import prices deflated by manufacturing output prices. 
11. Two measures of the terms of trade are used in the following analysis. The first is the aggregate terms 
of trade defined using average import and export prices. The second is defined using aggregate import 
prices and the average of export prices received for mineral exports. Such a measure may better capture 
the influences of trade on the manufacturing sector, given the links between the growth in mineral 
exports, its related investment and the consequent demand for manufactures, especially from the metal 
manufacturing industries. 
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Table 5.1a: Labour Demand Under Imperfect Competition 
Dependent Variable - Logarithm (Hours worked) 
(1) (2) 
Profit Real 
Maximisation Ml 
(3) 
Real 
M3 
(4) 
OECD 
Trade 
(5) 
OECD 
GDP 
(6) 
Import 
Prices 
(7) 
Terms of 
Trade(2) 
(8) 
Terms of 
Trade(b) 
Hours 
Worked 
1 0.564 
[1.72] 
0.415 
[1.72] 
0.199 
[0.77] 
-0.185 
[-0.80] 
0.288 
[1.00] 
0.186 
0.50] 
0.398 
1.26] 
0.382 
[1.18] 
2 0.067 
[0.23] 
-0.171 
[-0.77] 
-0.145 
[-0.65] 
-0.079 
[-0.43] 
-0.101 
[-0.40] 
-0.277 
[-0.87] 
-0.097 
[-0.34] 
0.121 
[0.45] 
Product 
Wages 
0 -0.496 
[-2.28]* 
-0.366 
[-2.22]* 
-0.452 
[-2.77]* 
0.057 
[0.30] 
-0.223 
[-0.96] 
-0.241 
[-0.98] 
-0.587 
[-2.85]* 
-0.549 
[-2.66]* 
1 -0.173 
[-0.60] 
-0.151 
[-0.72] 
-0.228 
[-1.08] 
0.097 
[0.55] 
-0.021 
[-0.08] 
-0.016 
[-0.06] 
-0.205 
[-0.76] 
-0.217 
[-0.81] 
2 -0.068 
[-0.25] 
-0.049 
[-0.24] 
-0.184 
[-0.90] 
-0.323 
[-1.92] 
-0.203 
[-0.85] 
-0.011 
[-0.04] 
-0.011 
[-0.04] 
-0.077 
[-0.31] 
Material 
Prices 
0 -0.012 
[-0.06] 
-0.072 
[-0.49] 
-0.006 
[-0.04] 
0.236 
[1.93] 
-0.005 
[-0.03] 
0.045 
[0.23] 
-0.114 
[-0.53] 
-0.152 
[-0.77] 
1 -0.124 
[-0.56] 
-0.126 
[-0.75] 
-0.157 
[-0.92] 
0.054 
[0.34] 
-0.129 
[-0.63] 
0.141 
[0.53] 
-0.209 
[-0.81] 
0.059 
0.26] 
2 -0.197 
[-1.01] 
0.002 
[0.02] 
-0.033 
[-0.22] 
0.529 
[3.21]* 
0.126 
[0.63] 
0.135 
[0.52] 
0.078 
[0.35] 
-0.233 
[-1.27] 
Trend - 0.027 
[2.08]* 
0.053 
[4.48]* 
0.012 
[1.12] 
-0.018 
[-1.54] 
-0.037 
[-0.98] 
0.030 
[2.34]* 
0.029 
[2.18]* 
0.022 
[1.47] 
Trend 
Squared 
- 0.0002 
[0.22] 
-0.002 
[-1.63] 
0.001 
[0.87] 
-0.004 
[-4.38]* 
-0.0002 
[-0.14] 
0.001 
[0.60] 
0.001 
[0.93] 
0.001 
[0.71] 
Trend 
Cubed 
- -0.00001 
[-0.57] 
0.00001 
[0.64] 
-0.00003 
[-1.55] 
0.0001-0.000001 
[3.21]* [-0.04] 
-0.00004 
[-1.37] 
-0.00003 
[-1.35] 
-0.00002 
[-0.96] 
Demand 
Variable 
0 -0.02 
[-0.16] 
0.152 
[1.21] 
0.441 
[1.96] 
-0.060 
[-0.11] 
-0.260 
[-1.22] 
0.101 
[1.02] 
0.200 
[2.38]* 
1 0.379 
[4.09]* 
0.375 
[2.52]* 
1.050 
[4.38]* 
1.486 
[2.86]* 
-0.244 
[-1.17] 
0.119 
[1.32] 
-0.078 
[-1.05] 
Constant - 12.037 
[1.73] 
15.362 
[2.96]* 
19.473 
[3.52]* 
10.795 
[2.63]* 
5.539 
[0.67] 
21.058 
[2.56]* 
17.511 
[2.47*] 
14.778 
[2.12]* 
* significant at 5 per cent 
Source: Appendix A 
(a) The ratio of aggregate export prices to aggregate import pnces. 
(b) The ratio of mineral export pnces to aggregate import prices. 
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Table 5.1b: Labour Demand Under Imperfect Competition 
^^ ^ (3) (4) (5) (6) (7) (8) 
^ 0.95 0.98 0.98 0.99 0.97 0.97 0.97 0.97 
Standard Error 0.03 0.0191 0.0194 0.015 0.0221 0.0247 0.0245 0.0239 
Mean Dep Var 17.63 
LogLik'd -423.96 -412.967 -413.328 -406.143 -416.898 420.02 -419.853 -419.09 
Normality of Residuals 
Jarque-Bera 0.08 1.54 0.96 2.06 1.10 0.54 0.26 0.68 
Specification 
RESET(2)=F(1,13) 0.98 0.23 0.16 0.13 0.20 0.79 0.00 
Autocorrelation 
LM 3.03 0.93 0.34 1.45 0.12 0.89 0.35 1.77 
Durbin-Waison 2.16 2.04 1.84 2.21 1.87 2.00 1.92 2.13 
Stability 
Degrees Critical 
of Value (2) (3) (4) (5) (6) (7) (8) 
Freedom 5%/l% 
1971-72 F(13,l)= 245/6142 2.01 13.96 13.10 20.02 2.93 2.49 179.62 
1972-73 F(12,2)= 19.41/99.42 3.01 1.65 4.56 42.73* 5.65 4.17 2.11 
1973-74 F(ll ,3)= 8.76/27.13 2.87 2.33 5.08 16.06** 7.62 3.51 3.34 
1974-75 F(10,4)= 5.96/14.54 3.71 2.31 1.43 1.49 10.88* 3.45 1.85 
1975-76 F(9,5)= 4.78/10.15 2.64 2.59 0.88 2.03 3.17 4.54 2.53 
1976-77 F(8,6)= 4.15/8.10 3.45 2.76 1.18 2.39 3.92 1.87 3.42 
1977-78 F(7,7)= 3.79/7.00 4.53* 3.23 1.49 2.90 3.70 2.33 4.56* 
1978-79 F(6,8)= 3.58/6.37 5.93* 4.23* 1.90 3.11 4.31* 2.98 5.99* 
1979-80 F(5,9)= 3.48/6.06 7.51** 5.71* 1.88 3.92* 5.37* 3.93* 8.04** 
1980-81 F(4,10)= 3.48/5.99 9.86** 7.68** 2.23 2.99 5.91* 4.89* 10.04** 
1981-82 F(3,ll)= 3.59/6.22 12.75** 11.18** 2.39 4.31* 8.66** 7.09** 14.72** 
1982-83 F(2,12)= 3.88/6.93 18.32* 4.78* 3.46 4.98* 6.40* 6.02* 12.80** 
1983-84 F(l,13)= 4.67/9.07 15.94** 9.30** 6.76* 6.57* 12.25** 9.55** 24.66** 
* Significant al five per cent; ** significant at one per cent. 
Source: Appendix A. 
Table 5.1 presents the results of estimating the Symons and Layard (1984) 
specification of the demand for labour presented in Chapter Four, including the current 
and lagged values of demand variables, one at a time. Thus, each column represents a 
single estimation. Column (1) reproduces, for the purposes of comparison, the results of 
estimadng the most general version of the Symons and Layard specificadon presented 
in Chapter Four. 
The diagnostics of the models accept the nulls of no autocorrelation, correct 
specification and normality of the residuals in all cases. The diagnosdcs also indicate 
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that OECD Trade made the largest contribution to the model in terms of reducing the 
standard error of estimation and increasing the log of the likelihood ratio relative to the 
results obtained for the profit maximisation model. In addition, the model estimated 
with OECD Trade also reduced the structural instability of the model, with only a break 
for 1983-84, significant at the five per cent level, compared with several breaks 
significant at the one per cent level using the profit maximisation specification in 
Chapter Four and presented in column (1) of Table 5.1. 
The results indicate that demand variables are significant explanators of the 
demand for labour in manufacturing if the Symons and Layard (1984) specification is 
chosen. Of the variables identified in the macro models of the demand for labour 
presented in Table 5.1, all but the terms of trade (defined using aggregate export prices) 
and real import prices are significant at the five per cent level. These are real M l and 
M3, OECD Trade, OECD GDP and the terms of trade (defined as the ratio of mineral 
export prices.to aggregate impon prices). All significant variables, apart from the terms 
of trade, are signed according to expectations. The current variable of the terms of trade 
is significant and positively signed, contrary to the results of Dimsdale et a/ (1989). 
That is, a terms of trade improvement increases the demand for labour in the 
manufacturing sector. 
The implied elasticities of the demand variables range from 1.486 for OECD 
Trade to 0.2 for the terms of trade. The elasticities of the demand for labour with respect 
to real M l and real M3 are consistent with each other with elasticities of 0.379 and 
0.375 respectively. This is also the case for OECD Trade and OECD GDP, with OECD 
Trade the most significant of the two foreign variables, and OECD GDP returning an 
elasticity not significandy different from that of OECD Trade. 
Except for the terms of trade, it is the lagged variable of the demand vanables 
that is significant. The delay between changes in the exogenous demand variables and 
chanses in the level of demand for labour supports the assumption that the demand 
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variables are in fact exogenous, as the lag excludes the possibility of simultaneity bias. 
Thus, such a lag is consistent with arguing causality from the demand variables to the 
demand for labour. Under the neoclassical framework, such variables would influence 
the demand for labour through the prices of labour output and other inputs. The results 
in Table 5.1 indicate that the variables add significant new information. 
The demand variables have varying effects on the significance and magnitude of 
the coefficients on the price variables associated with the neoclassical specification. 
Real M l , real M3 and both terms of trade variables do not significandy reduce the 
significance of product wages, although in all cases the absolute value of the elasticity 
of labour demand with respect to product wages is reduced. The significance of material 
prices is generally reduced reladve to the results of the profit maximisadon model in 
column (1); however, in the case of OECD Trade the sign of material prices changes to 
be positive and significant. The sign and significance of the coefficients on the trend 
terms also changes with the addition of different demand side variables. 
The sign and significance of the linear trend is positive in the models using real 
M l , real M3, real import prices and both terms of trade variables. The coefficients are 
not significantly different to those obtained using the profit maximisation model. The 
coefficients are negative for both of the OECD variables. The interpretation of the trend 
coefficients is problematic, given that they are jointly capturing technical change and 
capital stock. 
The terms of trade, defined using mineral export prices, indicate a positive 
elasncity of 0.25. It does not make a significant contribution to increasing the log of the 
likelihood ratio, nor reducing the standard error of the estimate. The stability of the 
model is not improved with the addidon of the terms of trade, relative to the result 
achieved for the neoclassical model presented in column (1). 
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The effect of the terms of trade defined using mineral expon prices is consistent 
with the increasing importance of mineral expons^^ ^nd the argument of Gregory 
(1976) that mineral expons can affect the relative prices of imports and exports. This 
suggests that the behaviour of export prices for minerals exerts a significant effect on 
the behaviour of the economy, including manufacturing which is linked to mining 
through the basic and fabricated metal product and transport equipment industries, as 
well as the general level of activity. 
Two quesnons arise from the Dimsdale et al specification and the results 
presented in Table 5.1. First, are the demand side effects observed in the resuhs short-
run or long-run? Second, what is the net impact of the demand variables on the demand 
for labour? 
The results presented in Table 5.1 reject constraining the effects of the demand 
variables to the shon-run by entering them in first differences. As a further test of this, 
the models were re-estimated entering the demand variables in first differences of 
logarithms lagged once for all variables, except terms of trade (calculated using mineral 
export prices) where the curtent value was used, and the second lag of the variable in 
levels (first lag for terms of trade). In all cases, the results had significant values in 
levels of the same magnitude as the results estimated in Table 5.1, indicating a long-run 
effect. 
While the above variables are individually significant, they are likely to be 
interrelated in their effects upon the economy. The volume of Ml and M3 are related, as 
are the two OECD variables, and both the money supply and behaviour of the world 
economv can affect the behaviour of the terms of trade. One approach to examining the 
net effects of the significant vanables is to jointly estimate models of the demand for 
labour, as in the format of the model estimated by Dimsdale et al (1989). 
12. Gregor}' (1976) notes that e x p o m of minerals grew from 9 to 26 per cent of total between 1964-65 
and 1970-71. 
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Table 5.2a: Labour Demand - Net Effect of Demand Variables 
Dependent Vanable - Logarithm(Hours worked) 
Lag (1) 
Hours 
Worked 
-0.109 
[-0.48] 
-0.054 
[-0.33] 
Product 
Wages 
0 -0.232 
[-1.84] 
0.029 
[0.16] 
-0.295 
[-1.85] 
Material 
Prices 
0.089 
[0.71] 
-0.101 
[-0.83] 
0.350 
[2.20]* 
Trend 0.022 
[1.75] 
Trend 
Squared 
-0.003 
[-3.65]* 
Trend 
Cubed 
0.00004 
[2.30]* 
Terms of 
Trade(a) 
0.060 
[1.16] 
Real 
Ml 
0.191 
[2.23]* 
OECD 
Trade 
0.804 
[3.08]* 
Constant 15.940 
[4.03]* 
* significant al five per cenL 
(a) The rauo of mineral export prices lo aggregate import pnces. 
Source: Appendix A. 
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Table 5.2b: Labour Demand - Net Effect of Demand Variables 
Standard Error 
Mean Dep Var 
Log Like^d 
Normality of Residuals 
Jarque-Bera 
Specificauon 
RESET(2)=F(1,14) 
0.99 
0.014057 
17.631 
-403.248 
1.69 
0.01 
.A.utocorrelation 
L M 0.26 
Durbin-W atson 1.90 
Stability 
Degrees Critical 
of Value 
Freedom 5%/l% 
1972-73 F(12,l)= 244/6169 2.29 
1973-74 F(l l ,2)= 19.40/99.41 3.10 
1974-75 F(10,3)= 8.78/27.23 0.73 
1975-76 F(9,4)= 6.00/14,66 0.92 
1976-77 F(8,5)= 4.82/10.27 1.19 
1977-78 F(7,6)= 4.21/8.26 1.63 
1978-79 F(6,7)= 3.87/7.19 2.08 
1979-80 F(5,8)= 3.69/6.63 2.84 
1980-81 F(4,9)= 3.63/6.42 3.86* 
1981-82 F(3,10)= 3.71/6.55 4.81* 
1982-83 F(2,11)= 3.98/7.20 7.06* 
1983-84 F(l,12)= 4.75/9.33 12.91*^ 
* signif icant at five per cenu " significanc at ten per cent. 
The results of entering real M l , OECD Trade and terms of trade (calculated 
using mineral expon prices) are presented in Table 5.2. Given the rejection of the short-
run constraint implied by first differences, the most significant lag of each variable is 
used. 
The results presented in Table 5.2 suggest that there is a degree of collinearity 
between the variables, given that the elasdcities indicated by the results are smaller than 
those obtained when estimated singly. The elasticity of terms of trade, real Ml and 
OECD Trade fall to 0.06, 0.191 and 0.804 respectively, compared to the results 
presented in Table 5.1. Real Ml and OECD Trade are significant at the five per cent 
level while the terms of trade variable is not significant. Further, the log of the 
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likelihood ratio and standard error of the model indicate increases and reductions 
respectively relative to estimating just with OECD Trade. 
Joint estimation of the demand side variables yields a model that is less stable 
than that achieved in Table 5.1 using OECD Trade. The model exhibits instability 
significant at the one per cent level in 1983-84 and significant at the five per cent level 
between 1980-81 and 1982-83. 
In summary, demand side variables identified by macro-models are significant 
explanators of the demand for labour for Australian manufacturing when entered in 
levels using the specification suggested by Symons and Layard (1984). 13 The results of 
estimation suggest that the demand variables have significant long-run effects, in 
contrast to the model presented by Dimsdale et al (1989). 
The results obtained in this section, especially that obtained with OECD Trade, 
conflict with those presented in international studies of the demand for labour and those 
using Australian data. Bean et al (1987) and Newell and Symons (1985) did not find 
significant demand variables. The issues raised by this result are addressed in section 
5.5, after the role of other exogenous variables is addressed. 
5.3 Assessing the Significance of Demand Variables 
The significant coefficients on the demand variables obtained estimating the demand for 
labour contrasts both with international results (Bean et al, 1987; Newell and Symons, 
1985) and those obtained for Australia (Bean etal, 1987; Symons, 1985b), although it 
should be noted that none of these studies claimed to have made an exhaustive study of 
the role of demand variables. The strongest of the results was obtained using the 
logarithm of OECD Trade flows as a demand variable. It was highly significant and 
rendered product wages insignificant - a surprising result considering the significance of 
the product wages in the Symons and Layard (1984) specification of labour demand 
13. Real long-run interest rates and public sector expenditure both suggested by Pissarides (1987) were 
also tested and neither was significant at the five per cent level. 
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Table Demand for Labour in First Differences of Logarithms 
Dependent Vanable First difference of loganthm (hours worked) 
Hours 
Worked 
Product 
Wages 
Material 
Prices 
Lag 
1 
0 
0.143 
[0.57] 
-.332 
[-1.34] 
-0.379 
[-1.74] 
0.010 
[0.05] 
OECD Trade 
Trend 
Trend 
Squared 
Constant 
0.029 
[0.14] 
0.385 
[1.27] 
-0.001 
[-0.29] 
-0.00001 
[-0.08] 
0.0203 
[0.61] 
r 2 
Standard Error Est 
Mean Dep Var 
Log Lik'd 
Normality of Residuals 
Jarque-Bera x \ 2 ) = 
Specification 
RESET(2) F(l ,18)= 
Autocorrelation 
LM x2( l )= 
Durbin-Watson 
0.58 
0.03 
-0.001825 
63.916 
0.06 
3.48 
2.31 
Source Appendix A. 
* significant at five per cent. 
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under profit maximisation estimated in Chapter Four (reproduced in Table 5.1). How 
can such a result for a demand variable be explained? 
At least part of the answer lies in the collinearity between O E C D Trade and 
product wages, with a correlation coefficient of 0.98. The effect of this is to make it 
impossible to separate the effects of the two variables on the demand for labour. A 
conventional approach to this problem is to re-esdmate the specification in first 
differences of the variables. The results of estimating in first differences is presented in 
Table 5.3. Product wages are now significant, although at the ten per cent level, with a 
long-run elasdcity of -0.829. O E C D Trade in first differences of logarithms is no longer 
significant with a long-run elasticity of 0.449, which is substandally smaller than the 
implied elasticities in the model estimated in levels. 
A second approach to this problem is to make use of the techniques used in a 
multi-country study of the demand for labour by Bean et al (1987), who estimated the 
following specification of the demand for labour: 
An^= ttQ +ai(n.|-kj) -KX2(w-p)j +a3a +a4An.i -Ha5t (5.17) 
where a was a vector of demand variables, one of which was the flow of OECD Trade. 
The variables included in equation (5.17) are similar to those included in the wage and 
quantity specifications presented in Chapter Four. Bean et al estimated the demand for 
labour for the aggregate economy and the demand variable was the fitted value 
generated by regressing (the logarithm of) GDP on the current and lagged values of (the 
logarithms of) O E C D Trade flows, a competitiveness variable, government expenditure 
and the tax wedge between labour costs and wages received. OECD Trade, GDP and 
government spending were all normalised using the capital stock. The method of 
generating the demand variables, apart from reducing the degrees of freedom used in 
the main equation by estimating an auxiliary model, sought to capture the effects of the 
exogenous variables through demand side effects, distinct from the effects that these 
variables have on price effects and the demand for labour. The approach also is similar 
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Table 5.4a: Demand Variables Derived Using Bean et al Methodology^ 
Dependent Variable: Logan thm (Hours worked) 
Lag 
(1) 
OECD 
Trade 
(Fitted) 
(2) 
Demand 
Variables'' 
. (Fitted) 
Hours 
Worked 
0.353 
[0.93] 
0.182 
[0.45] 
0.137 
[0.46] 
0.261 
[0.83] 
Product 
Wage 
0 -0.438 
[-2.03]* 
-0.449 
[ -2 .11]* 
-0.251 
[-0.85] 
-0.247 
[-0.87] 
-0.024 
[-0.09] 
0.057 
[0.21] 
Material 
Prices 
0.036 
[0.16] 
-0.018 
[-0.09] 
-0.133 
[-0.59] 
-0.004 
[-0.01] 
-0.202 
[-1.04] 
-0.267 
-[1.38] 
Trend 0.008 
[0.35] 
-0.016 
[-0.51] 
Trend 
Squared 
0.0005 
[0.55] 
0.001 
[0.99] 
Trend 
Cubed 
-0.00002 
[-0.71] 
-0.00002 
[-0.91] 
Demand 
Variable 
0.2509 
[0.84] 
0.476 
[1.52] 
Constant 11.996 
[1.69] 
10.410 
[1.53] 
Source: Appendix A. 
a Asymptotic standard errors used to obtain t statistics. 
b Demand variables mclude OECD Trade, terms of trade and public sector expenditure. 
* significant at five per cent. 
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Table 5.4b: continued 
r 2 0.95 0.96 
Standard Error 0.027046 0.025521 
Mean Dep Var 17.631 17.631 
Log Lik'd -423.574 -421.95 
Normality of Residuals 
Jarque-Bera y}{l) 0.08 0.06 
Specification 
RESET(2)= F(l,14) 2.27 1.32 
Autocorrelation 
LM = x^( l ) 3.23 2.77 
Durbin-Watson 2.21 2.23 
* significant at five per cent. 
to instrumenting GDP, given that in a model of labour demand for the economy GDP 
would be endogenous and simultaneous bias a possibility. 
Bean et al's (1987) results of estimation for Australia between 1953 and 1983 
produced a long-run wage elasticity of -0.31, significant at the five per cent level. The 
demand variable was insignificant, even at the ten per cent level. 
It is not possible to directly compare the results obtained in this Chapter with 
those obtained by Bean et al (1987), given the differences in the level of aggregation of 
the two studies. Nevertheless, it is possible to compare the results of estimating with 
demand variables generated in the manner described by Bean et al (1987) and the 
specification used by Bean et al (1987). Two demand variables are generated: the first 
by taking the fitted value obtained by regressing manufacturing output on OECD Trade; 
and the second, in addition to OECD Trade using the terms of trade defined using 
mineral export prices (which was a significant variable) and public sector expenditure 
(which was not found to be significant). 
The results of using the generated regressors in the Symons and Layard (1984) 
specification for 1957-58 to 1984-85 are presented in Table 5.4. The demand variables 
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are not significant in both cases. Funher, product wages are significant at the five per 
cent level, with long-run elasticities o f - 1 . 3 9 and -1.25 compared to -1.997 obtained 
using the profit maximising model. The other major effect of including the demand 
variables was to reduce the significance of the trend terms. 
The results of estimation using the Bean et al (1987) specification are presented 
in Table 5.5. Using the fitted value derived using OECD Trade by itself (in column (1)), 
the demand variable is significant at the ten per cent level; however, it is negatively 
signed, contrary to the expected sign. Using additional demand variables to generate the 
fitted values of demand does not increase the significance of the variables, as shown in 
column (3). The results of estimating the Bean et al (1987) specification using the 
current and lagged values of the logarithm of OECD Trade is presented in column (2) of 
Table 5.5. The lagged value of OECD Trade is positive and significant at the five per 
cent level, while the current value is negatively signed and significant at the ten per cent 
level. This yields a long-run coefficient of the demand for labour with respect to the 
demand variable of 0.096 - substantially smaller than that obtained using the levels 
specification. Product wages are significant at the five per cent level in both columns 
(1) (2) and (3) with elasticities o f -0 .453 , -0.513 and -0.438 respectively. These results 
are consistent with the wage elasticities obtained at the aggregate level by Bean et al 
(1987) for Australia. 
Thus, using fitted values of output derived from exogenous variables it is 
possible to obtain the same qualitative result as Bean et al (1987), with demand 
insignificant in the Symons and Layard (1984) specification and a similar long-run 
wage elasticity. One interpretation of the results presented in Tables 5.4 and 5.5 is that, 
if the effects of the exogenous variables on demand are isolated using the method 
outlined by Bean et al (1987), then the role of demand in separately determining the 
demand for labour is not sianificant. However, entering demand variables directly into 
14. The t statisucs for the regressions using generated regrcssors are derived using asymptotic standard 
errors obtained by bootstrapping the model 1,000 times. See Pagan (1984) for a discussion of the use of 
generated regressors. 
1 1 9 
Table 5.5: Demand for Labour Using Bean et al Specification 
Dependent Variable: First difference of logarithm(Hours worked) 
(l)a (2) (3) 
Lag OECD OECD Demand 
Trade Trade Variables 
(Fitted) (Logarithm) (Fitted) 
Differenced 1 0.419 0.138 0.441 
Hours [1.98] [0.53] [1.71] 
Normalised 0 -0.737 -0.951 -0.785 
Employment [-3.57]* [-3.28]* [-3.19]* 
Product 0 -0.334 -0.488 -0.344 
Wage [-3.42]* [-3.92] [-3.14]* 
Trend _ -0.007 -0.043 -0.016 
[-0.33] [-2.57]* [-0.72] 
Trend _ -0.0001 0.0004 0.001 
Squared [-0.31 [2.11]* [0.16] 
Demand 0 -0.251 -0.392 -0.177 
[-1.75] [-1.58] [-1.13] 
1 0.483 
[2.16]* 
Constant 5.433 4.015 4.933 
[3.92]* [3.93]* [3.23]* 
R2 0.72 0.75 0.71 
Standard Error 0.023127 0.022359 0.023757 
Mean Dep Var -0.0018249 
Log Lik'd 69.817 71.445 69.065 
Normality of Residuals 
Jarque-Bera ^/^{l) 0.58 1.14 
Specification 
3.13 RESET(2)= F(l,20) 2.73 
RESET(2)= F(l,19) 6.95 
Autocorrelation 
LM = x - ( l ) 1.71 0.34 2.00 
Durbin-Watson 2.33 2.06 2.37 
Source : Appendbt A. 
: Bean el al (1987). 
a Asymptotic standard errors used to obtain t statistics. 
* significant at five per cent. 
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the Bean e: al (1987) specification suggests some small effect of demand variables on 
the demand for labour. 
As a check on the results obtained using OECD Trade, similar procedures were 
applied to OECD GDP, real M l , real M3 and the terms of trade calculated (using 
mineral export prices) - variables that had been significant when entered in logarithms 
of levels. In all cases it was found that either estimating the first difference 
specification, or using the methodology proposed by Bean et al (1987) reduced the 
significance of the exogenous variables, so that they were not significant at the ten per 
cent level. Respecifying the variable, or the model, significantly reduced the effect of 
adding the variables on the long-run elasticity of the demand for labour with respect to 
wages. Multicollinearity appears to have been at a significant level in the models 
estimated in levels that included exogenous variables.^^ This suggests that the apparent 
significance of the exogenous variables is a result of the cotrending nature of the 
variables, rather than a causal link with the demand for labour. 
5.4 Demand for Labour - Aggregate Absorption 
In analysing the role of demand variables in determining the demand for labour, 
Symons (1985b) and Bean et al (1987) used gross domestic product (GDP) to proxy 
demand. In the latter case, this was done by using predicted GDP, as noted in section 
5.3. GDP IS clearly an endogenous variable as an explanator when estimating the 
demand for labour of the whole economy, given that it is effectively the output measure 
for an aggregate production function for the economy. It is less clear that this is the case 
when esrimaung labour demand for manufacturing, as in the case of Symons (1985b) 
who found weak evidence that demand proxied by deviations of GDP from trend was a 
significant additional explanator of the demand for labour in manufacturing. 
15. The correlauon coefficients between product wages and OECD GDP, real .Ml, real M3 and real GNE 
are 0.86, 0.85, 0.96 and 0.97 respectively. 
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The role of predicted GDP (the ^ Bean' vanable) in the demand for labour was 
addressed in section 5.3. Another approach is to use Gross National Expenditure for the 
economy (GNE) as a demand variable. Such a demand variable is less likely to be 
endogenous (in a statistical sense), as it includes demand for both domestic production 
and imports. Table 5.6 presents the results of testing the role of aggregate absorption. 
The addition of real GNE in levels, presented in column (1), does not overcome 
instability present in the neoclassical model, although it makes a significant 
contribution to the explanation of the demand for labour. The diagnostics accept the 
hypotheses of no autocorrelation, correct specification and normality of the residuals at 
the five per cent level of significance. 
GNT had a posidve effect on the demand for labour, with an elasticity of 0.783 
for the highly significant current value of the variable. The addition of GNE to the 
specificanon reduces the elasticity of the demand for labour with respect to product 
wages, although the current value of wages remains significant at the five per cent level. 
The second main effect of the addition of GNE is to reduce the significance of the trend 
terms. The linear trend is no longer significant and is small negative. 
The results of using deviations of real GNE from a cubic trend, 
following the method proposed by Symons (1985b),^^ are presented in column (2). 
Such a measure can be viewed as capturing demand shocks. The results are 
substantially the same as those reported in column (1). The main difference arises in the 
trend terms, where the linear trend is now significant. This is explained by the 
construction of the deviations variable, which was derived as the residuals of regressing 
the logarithm of real GNE on a linear, squared and cubed trends, so that the variable 
16. A Durbin-Hausman test of the hypothesis that real G N E was an exogenous variable was accepted at 
the one per cent level of significance, with a test result of 7.78, distributed as x2(2) against critical values 
of 5.99 at the five per cent levels of significance. The instrument used in the test was lagged GNE. A 
description of the Durbin-Hausman test is present in Appendix B. 
17. Symons (1985b) suggests the use of deviations of G D P from a cubic trend as an appropriate demand 
variable. GNT is used in this regression as it is argued to be a more appropriate measure of demand. 
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Table 5.6a: Labour Demand - Aggregate Absorption 
Dependent Variable - Log(Hours worked) 
(1) 
Gross 
National 
(2) 
Deviations 
o f G N E from 
Expenditure Trend 
Hours 1 0.154 0.155 
Worked [0.49] [0.49] 
2 0.0781 0.078 
[0.41] [0.41] 
Product 0 -0.322 -0.323 
Wages [-2.51]* [-2.51]* 
1 -0.2311 -0.231 
[-1.23] [-1.23] 
2 -0.171 -0.172 
[-1.11] [-1.11] 
Material 0 0.124 0.125 
Prices [1.01] [1.01] 
1 -0.139 -0.13947 
[-1.13] [-1.13] 
2 -0.133 -0.133 
[-1.19] [-1.19] 
Trend _ -0.009 0.037 
[-0.86] [3.59]* 
Trend -0.00008 0.0004 
Squared [-0.14] [0.66] 
Trend -0.00001 -0.00002 
Cubed [-0.47] [-2.01]* 
Exogenous 0 0.783 0.784 
Variable [6.23]* [6.23]* 
1 0.134 0.134 
[0.53] [0.53] 
Constant 8.3M 18.046 
[2.14]* [3.58] 
* significani at five per cent. 
Source: Appendix .-k. 
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Table 5.6b: Labour Demand - Aggregate Absorption 
r 2 
Standard Error 
Mean Dep Var 
Log Lik'd 
Normality of Residuals 
Jarque-Bera 
Autocorrelation 
RESET(2) 
Autocorrelation 
LM 
Durbin-Watson 
Stability 
1971-72 
1972-73 
1973-74 
1974-75 
1975-76 
1976-77 
1977-78 
1978-79 
1979-80 
1980-81 
1981-82 
1982-83 
1983-84 
Degrees Critical 
of Value 
Freedom 5 % / l % 
F(13, l )= 245/6142 
F(12,2)= 19.41/99.42 
F(11,3)= 8.76/27.13 
F(10,4)= 5.96/14.54 
F(9,5)= 4.78/10.15 
F(8,6)= 4.15/8.10 
F(7,7)= 3.79/7.00 
F(6,8)= 3.58/6.37 
F(5,9)= 3.48/6.06 
F(4,10)= 3.48/5.99 
F ( 3 , l l ) = 3.59/6.22 
F(2,12)= 3.88/6.93 
F( l ,13)= 4.67/9.07 
(1) 
0.99 
0.014605 
-405.355 
0.64 
1.69 
2.89 
2.19 
11.88 
14.32 
13.06' 
3.06 
2.55 
3.44 
3.82"^ 
4.99* 
6.61 
9.14 
12.76' 
7.63* 
13.78' 
** 
** 
* significant at five per cent; ** significant at one per cent. 
Source: Appendix A . 
(2) 
0.99 
0.014605 
17.631 
-405.355 
0.64 
1.69 
2.89 
2.19 
11.88 
14.32 
13.06' 
3.06 
2.55 
3.44 
3.82* 
4.99* 
6.61* 
9.14* 
12.76 
7.63' 
13.78 
** 
** 
included in column (3) is purged of trend behaviour. Its addition to a specification 
containing trend terms is thus the same as adding real GNE (with its trend component). 
5.5 Demand for Labour and Competitiveness 
In this section estimates of the demand for labour, taking into account the possible 
additional explanatory power of variables measuring the relative price of Australian and 
foreign goods. The effects of deviadons from a direct and proportionate link between 
foreign and domestic prices are often excluded from macroeconomic 
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models by assuming a fixed exchange rate.^S While it is possible to derive models that 
clearly specify the relevant competitiveness variable, there are often problems in 
obtaining the specified measure. The following approach is to some extent ad hoc and 
attempts to account for measurement error by considering a range of variables that may 
measure competitiveness. 
Trivedi and Alexander (1988) include demand and competitiveness variables in 
modelling the demand for labour for the aggregate economy and the manufacturing 
sector. They find that explanations of the demand for labour based on real wage and 
competitiveness variables are inadequate and that the money supply plays a significant 
role. This suggests both Keynesian and Classical mechanisms are inadequate by 
themselves as explanations of the demand for l a b o u r . 
The focus in Trivedi and Alexander (1988) is on incorporadng competitiveness 
variables into the demand for labour and the appropriate variable to be used in empirical 
work. The basis of the model is a two sector economy of traded and non-traded goods. 
Capital is immobile and constant returns to scale are assumed to hold in both sectors. 
Labour demand in each sector is determined by the product wage and capital stock, 
giving the total demand for labour in the economy as: 
L=Lt(W,PT;KT) + Ln(W,PN;KN) (5.13) 
with the subscripts T and N referring to the traded and non-traded sectors, L labour 
demand, W the nominal wage, P prices and K capital stock. Measures of internadonal 
compeddveness are introduced by assuming that money wages are a funcdon of traded 
and non-traded prices, and secondly, by assuming a general price index P=g(Pj,PN), 
which can then used to eliminate the non-traded price from the aggregate demand for 
labour. It is then possible to obtain either: 
18. See for example discussion of the ORANI model of the Australian economy in Dixon et al (1982) and 
Pagan and Shannon (1985). 
19. This is consistent with the results obtained by Branson and Love (1986; 1987; 1988) from reduccd 
form models, who found significant effects of competitiveness variables on the level of employment m 
United States manufacturing and Japan. 
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L=L(W/P, P-p/P; Kt (5.14) 
or: 
L=L(W/PN, PJ/PN; KT, KN) (5.15) 
The empirical problem is to decide which one of the empirical measures of 
competit iveness is appropriate. 
Trivedi and Alexander (1988) resolve the question of the appropriate variable by 
experimentation. The specification they use (dropping time subscripts) is: 
1 = aQ + a|lj .2 + a2rulc + a3rucc + a4Comp + a5lc + a^demand (5.16) 
where lower case denotes logs, rule is real unit labour costs, rucc are real unit capital 
costs, k is an index of technology or capital, comp is the proxy for PJ /PN and demand is 
the demand proxy. 
Demand is included in the specification as the authors wish to empirically 
distinguish between the operation of Keynesian (demand) and Classical (relative price) 
mechanisms. The authors first estimate the models for the aggregate economy and then 
for the manufacturing sector. The sample period is 1971(2) to 1983(1). 
The demand variables included in the specifications are real M3 and real public 
sector capital expenditure and Commonwealth government deficit as a proportion of 
GDP (referred to by the authors as the structural deficit variable). In the estimates for 
the aggregate economy, real M3 tends to be significant at the five per cent level,20 
while expenditure is generally significant and negadvely signed at the ten per cent level. 
The structural deficit is not significant. In the case of manufacturing, none of the 
demand variables are significant. This contrasts with the results presented in section 5.2 
in which real M l and real M3 were significant at the five per cent level. 
20. Tnvedi and Alexander (1988) esumaie several specifications using real M3. 
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The results presented by Trivedi and Alexander (1988) indicated that the 
aggregate demand for labour was affected by competitiveness. The most significant of 
the competitiveness variables for the economy model were the ratio of aggregate export 
prices to the CPI and the rado of aggregate export prices to the GDP deflator. They 
were significant at the five per cent level. In the case of the manufacturing sector, none 
of the competidveness variables were significant. 
The real wage variables of the manufacturing and aggregate models of labour 
demand were significant at the five per cent level. The implied long-run elasdcity of 
demand for labour for manufacturing was not significandy different from unity in all 
four results presented and capital costs were not significant. 
The results of Alexander and Trivedi (1988) suggest there is a possible role for 
reduced form approaches to the demand for labour; however, the results of esdmation 
appear to be sensidve to the choice of variables and the level of aggregation. The 
compedtiveness variables idendfied by their work are export prices deflated by the GDP 
deflator and the CPI, import prices deflated by the GDP deflator. The demand variables 
identified were real M3 and public sector expenditure. 
The role of import and export prices was addressed in section 5.2 of the chapter 
in two general foims. Of them, only terms of trade, using mineral export prices were 
significant. Trivedi and Alexander (1988) argued that, given the imperfections of the 
measures of relative prices, different measures may be more significant than others in 
capturing their effects on the demand for labour. 
Table 5.7a: Labour Demand - Competitiveness Variables 
Dependent Vanable - Loganthm(Hours worked) 
1 2 7 
Lag 
(1) 
Export/GDP 
(2) 
ExporiyCPI 
(3) 
Import/GDP 
(4) 
Import/CPI 
Hours 
Worked 
0.426 
[1.25] 
0.393 
[1.16] 
0.286 
[0.80] 
0.385 
[0.99] 
0.198 
[0.65] 
0.194 
[0.66] 
-0.293 
[-0.96] 
-0.139 
[-0.43] 
Product 
Pnces 
-0.610 
[-2.71]* 
-0.598 
[-2.73]* 
-0.353 
[-1.72] 
-0.385 
[-1.67] 
-0.174 
[-0.58] 
-0.215 
[-0.73] 
-0.1071 
[-0.41] 
-0.108 
[-0.37] 
-0.122 
[-0.45] 
-0.140 
[-0.51] 
0.001 
[0.01] 
-0.009 
[-0.03] 
Material 
Prices 
0 -0.1163 
[-0.56] 
-0.116 
[-0.56] 
0.015 
[0.08] 
-0.002 
[-0.01] 
-0.047 
[-0.20] 
-0.077 
[-0.32] 
0.152 
[0.62] 
0.068 
[0.25] 
-0.216 
[-1.11] 
-0.210 
[-1.10] 
0.093 
[0.39] 
-0.002 
[-0.01] 
Trend 0.022 
[1.31] 
0.025 
[1.46] 
0.013 
[0.98] 
0.016 
[1.05] 
Trend 
Squared 
0.0008 
[0.71] 
0.0007 
[0.65] 
0.001 
[1.30] 
0.001 
[0.88] 
Trend 
Cubed 
-0.00002 
[-0.92] 
-0.00002 
[-0.91] 
-0.00004 
[-1.66] 
-0.00003 
[-1.16] 
Exogenous 
Vanable 
0.133 
[1.33] 
0.145 
[1.58] 
-0.303 
[-1.77] 
-0.176 
[-0.98] 
-0.097 
[-1.26] 
-0.084 
[-1.16] 
-0.152 
[-0.90] 
-0.122 
[-0.69] 
Constant 13.334 
[1.89] 
14.329 
[2.02]* 
18.873 
[2.531* 
15.571 
[1.96] 
* sigmficani at five per cenL 
a. Export pnces are for mineral exports. 
Source: AppendLX A. 
Table 5.7b: Labour Demand - Competitiveness Variables 
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• 2 (1) (2) (3) (4) 
0.96 0.96 0.97 . 0.96 
Standard Error 0.025974 0.02564 0.023837 0.026373 
Mean Dep Var 17.631 17.631 17.631 17.631 
Log Like'd -421.476 -421.113 -419.071 -421.902 
Normality of Residuals 
Jarque-Bera 0.51 0.51 0.38 0.2195 
Specification 
RESET(2)=F(1,13) 1.35 0.83472 0.38 0.22297 
Autocorrelation 
LM 2.14 2.09 1.31 2.17 
Durbin-Watson 2.14 2.14 2.04 2.08 
Stability 
Degrees Critical 
of Value 
Freedom 5%/l% 
1971-72 F(13,l)= 245/6142 237.93 20.41 2.70 3.80 
1972-73 F(12,2)= 19.41/99.42 2.41 2.11 2.01 7.90 
1973-74 F(11,3)= 8.76/27.13 3.76 3.44 3.26 12.62 
1974-75 F(10,4)= 5.96/14.54 2.40 2.03 4.60 12.89* 
1975-76 F(9,5)= 4.78/10.15 3.15 2.65 3.02 3.54 
1976-77 F(8,6)= 4.15/8.10 4.16* 3.52 3.87 3.49 
1977-78 F(7,7)= 3.79/7.00 5.55* 4.64* 3.92* 3.04 
1978-79 F(6,8)= 3.58/6.37 7 . 4 0 " 6.17* 4.39* 3.94* 
1979-80 F(5,9)= 3.48/6.06 9 . 9 6 " 8.30** 4.72* 4.82* 
1980-81 F(4,10)= 3.48/5.99 8 . 2 9 " 7.49** 6.30** 5.83* 
1981-82 F(3 , l l )= 3.59/6.22 11 .55" 10.11** 8.60** 8.50* 
1982-83 F(2,12)= 3.88/6.93 11 .05" 9.86** 6.25* 7.49* 
1983-84 F(l,13)= 4.67/9.07 21 .07" 18.62** 11.17" 13.20* 
* significant at five per cent; ** significant at one per cent. 
Source: Appendix A 
The results of estimating the demand for labour using export^l and import prices 
deflated by GDP and the CPI are presented in Table 5.7. They indicate that none of the 
additional measures of competitiveness they proposed are significant as explanators of 
the demand for labour. Neither the current not lagged values of import and export prices 
are significant at the five per cent level and the standard error of estimation and the log 
of the likelihood ratios are not significantly different from those obtained using the 
21. Mineral export prices are used in this calculauon, given that this provided the most significant version 
of the terms of trade variable in section 5.2. 
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neoclassical specification. Impon pnces deflated by the GDP deflator is significant at 
the ten per cent level and are negatively signed. 
Competitiveness variables are generally not significant explanators of the 
demand for labour in manufacturing. The most significant of the compedtiveness 
variables was the terms of trade, defined using mineral export prices, in secdon 5.2. 
5.6 Conclusion 
This chapter has found weak evidence that demand variables are significant explanators 
of the demand for labour in aggregate manufacturing in addition to prices. Exogenous 
variables were found to be significant when included in a profit maximising 
specification of the demand for labour which jointly proxied the role of capital stock 
and technical progress. However, tests of the robustness of the findings indicated that 
much of the significance of the results was related to the form in which the demand 
variables were entered into the model of the demand for labour. 
The results were estimated using the neoclassical profit maximisation 
specification which was suggested by Symons and Layard (1984) and which joindy 
estimated the effects of capital stock and technical progress. This specification produced 
the results most consistent with the neoclassical framework in Chapter Four and thus 
was the most appropriate for analysing the effect of demand variables. Appropriate 
demand variables were selected for testing on the basis of studies by Dimsdale et al 
(1989), Trivedi and Alexander (1985), Pissarides (1987) and Pagan and Shannon 
(1987). 
Exogenous variables found to be significant were real M l , real M3, OECD 
GDP, OECD Trade flows, the terms of trade (defined using mineral export prices) and 
real GNE. The long-run elasucides of wages and the exogenous variables with respect 
to the demand for labour are presented in Table 5.8. 
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Table 5.8: Long-Run Elasticities of Labour Demand with respect to Product Wages 
and Exogenous Variables 
Dependent variables - loganthm(Hours worked) 
Profit Real Real OECD OECD Terms of Gross 
Maximisation Ml M3 Trade GDP Trade National Exp. 
Product 
Wages -1.997 -0.749 -0.913 -0.209 -0.550 -1.696 -0.947 
Exogenous 
Variable 0.498 0.412 1.833 1.820 0.245 1.197 
Source: Chapter Five. 
As a test of the sensitiveness of the results in Chapter Five to the specification, 
demand and competitiveness variables were jointly estimated with the labour-capital 
specification presented in Chapter Four. This provided results (presented in Appendix 
C) that are consistent with those presented in this chapter. Monetary and foreign 
demand variables were significant at the five per cent level, while the terms of trade 
(calculated using mineral export prices) were significant at the ten per cent level. 
The two main features of the effects of the significant exogenous variables are 
large long-run elasticities and the effect that they have on reducing (in absolute terms) 
the long-run elasticities of wages relative to that obtained in the profit maximising 
specification. The largest effect is associated with the inclusion of OECD Trade. This 
has an elasticity of 1.833 and renders product wages insignificant. Analysis of the 
variables indicated significant collinearity between product wages and some of the 
exogenous variables suggesting a source of the variadon in the wage coefficients. 
Three strategies were used to test the robustness of the results. First, the levels 
specification was respecified in first differences and estimated using OECD Trade as 
the exogenous variable. OECD Trade was not significant at the ten per cent level when 
estimated. The second strategy was to generate a demand variable using the method 
presented in Bean et «/ (1987). Using this approach, neither the demand variable 
generated using OECD Trade, nor a larger range of variables, was significant when 
entered into the levels specification. The third approach was to make use of the 
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specification proposed in Bean et al (1987) and to test the significance of the variables 
derived using the Bean et al (1987) method and of OECD Trade entered in levels. The 
Bean et al demand variables were not significant at the ten per cent level - a result 
consistent with that obtained by Bean et al (1987) for aggregate Australian data. 
However, OECD Trade was significant at the five per cent level, but yielded a long-run 
elasticity of 0.096 compared to 1.833 obtained using the levels specification. 
One of the features of the results is that of the significant variables; only the 
inclusion of OECD Trade comes close to producing a stable model over the latter half 
of the sample period when the specification jointly proxying the effects of capital stock 
and technical progress is used. Modelling the labour-capital ratio reduced the instability 
of the model at the expense of producing a coherent neoclassical model of the demand 
for labour, a result supported by including demand variables in the labour-capital 
specification. Alternadvely, it is possible that aggregadon may contribute to the 
instability of the demand for labour. That is, while the demand variables were 
significant in terms of t statistics and their contribution to reducing the standard error of 
esdmauon, the underlying model may be inadequate due to aggregation of industries 
comprising the manufacturing sector. The next three chapters examine this issue. 
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Chapter 6: Disaggregated Output in Manufacturing 
6.1 Introduction 
Chapters Three to Five examined the demand for labour in the manufacturing sector and 
the relative imponance of product wages and demand variables in the demand for 
labour. The empirical work reported found a significant inverse relationship between 
the product wage and the demand for labour using a specification that modelled the 
effects of capital stock and technical progress jointly using trends. The progressive 
addition of restrictions to the demand for labour reduced the size and significance of 
long-run wage elasticities. The results of estimating the demand for labour including 
demand variables indicated highly significant demand variables; however, the results 
did not appear to be robust, as they were sensitive to the specification of the variable 
and model. In addition, the standard specifications of the demand for labour exhibited 
instability over the 1970s and the 1980s. Given the ambiguity of the results at the 
aggregate level, it is important to consider how aggregation affects the results and 
whether the results achieved at the aggregate level can be replicated at the disaggregate 
level. In this and the following two chapters the importance of aggregation in affecting 
the conclusions will be examined. 
The disaggregated data that will be used is for eight industry groups which 
follow a standard two digit Australian Standard Industrial Classification (ASIC) 
classification of the manufacturing sector, also followed in Lattimore (1989). The 
industry groups are: 
1. FBT - Food, Beverages and Tobacco (ASIC 21) 
2. TCF - Textiles, Clothing and Footwear (ASIC 23-24) 
3. PPP - Paper, Paper Products and Printing (ASIC 26) 
4. CHEM - Chemical Products (ASIC 27) ' 
5. BMP - Basic Metal Products (ASIC 29)2 
1. Includes basic chemicals, industrial chemicals and petroleum p roduce . 
2. Includes smelling of basic iron and steel, a luminium, copper, nickel and silver, as well as cast, rolled 
and forged products. 
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6. F M P - Fabncated Metal Products (ASIC 31, 33)3 
7. TE - Transport Equipment (ASIC 32)^ 
8. MISC - Other Manufacturing (ASIC 25, 28, 34)5 
This level of disaggregation in the data represents a compromise between the need for 
detail and the limitations of data availability, given that a sample covering a significant 
period prior to the decline in employment in the sector was desired (see Appendix A). 
Section 6.2 describes changes that have occurred in employment, output and 
productivity for the components of the manufacturing sector. Section 6.3 considers 
relative prices and section 6.4 presents a description of the contemporaneous correlation 
between employment, output and product wages for each sector. Section 6.5 concludes 
the chapter. 
6.2 Employment. Output and Productivity 
Table 6.1 presents the trend rates of change for employment, factor inputs and 
productivity f rom 1954-55 to 1973-74 and from 1974-75 to 1984-85 for each industry 
within the manufacturing sector. The sample is broken at 1974-75 as this is the peak 
year for aggregate employment in manufacturing. 
The annualised growth rates between the two periods show large changes. 
Between 1954-55 and 1973-74 employment grew in all industries except TCP, while 
after 1974-75 employment fell in all industries except PPP. The largest declines were 
for TCP and TE, the average rate of decline being -1.9 per cent per annum. 
3. Includes structural and sheet metal products along wiih agricultural, consu-ucuon and indusu-ial 
machinerv'. 
4. Includes motor vehicles and parts, ships, railway rolling stock and aircraft. 
5. Includes wood products and furniture, cement products, bricks, leather and rubber products, plasuc and 
related products, jewellery- and sporting equipment. 
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Table 6.1: Trend Changes in Quantities in Manufacturing 
1954-55 1974-75 
Food, Beverages and Tobacco 
to 1973-74 to 1984-85 
Employment 0.9 -1.9 
Output 3.1 1.2 
Capital 4.7 1.8 
Average Product of Labour 2.2 3.1 
Capital Labour Ratio 3.7 3.7 
Textiles, Clothing and Footwear 
Employment -0.3 -2.4 
Output 3.6 0.9 
Capital 3.7 -2.8 
Average Product of Labour 3.9 3.3 
Capital Labour Ratio 4.1 -0.5 
Paper, Paper Products and Printing 
Employment 2.0 0.2 
Output 5.8 3.7 
Capital 5.7 1.2 
Average Product of Labour 3.7 3.6 
Capital Labour Ratio 3.7 1.0 
Chemicals and Chemical Products 
Employment 1.9 -0.1 
Output 5.9 2.1 
Capital 4.1 1.4 
Average Product of Labour 4.0 3.4 
Capital Labour Ratio 2.2 2.6 
Basic Metal Products 
Employment 3.3 -1.8 
Output 6.7 4.1 
Capital 11.3 3.1 
Average Product of Labour 3.4 5.9 
Capital Labour Ratio 8.0 4.9 
Fabricated Metal Products 
Employment 1.6 -2.2 
Output 5.5 0.1 
Capital 5.3 -1.6 
Average Product of Labour 3.9 2.3 
Capital Labour Ratio 3.7 0.6 
Transport Equipment 
Employment 2.3 -2.4 
Output 6.2 0.9 
Capital 7.3 1.3 
Average Product of Labour 3.9 3.3 
Capital Labour Ratio 5.3 3.7 
Miscellaneous Manufacturing 
Employment 1.2 -L6 
Output 4.9 l . I 
Capital 6.8 0.3 
Average Product of Labour 3.7 2.7 
Capital Labour Ratio 5.6 1.2 
Aggregate Manufacturing 
Employment 1.5 -1.9 
Output 5.5 1.6 
Capital 6.2 0.7 
Average Product of Labour 4.0 3.5 
Capital Labour Ratio 4.7 2.6 
Source: Appendix A. 
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Output growth slows markedly after 1973-74. In the first part of the sample 
growth in output ranged between 6.7 per cent in BMP and 0.9 per cent in FBT. PPP and 
TE had similar growth rates of output to CHEM at 5.8 and 6.2 per cent respectively. 
Between 1974-75 and 1984-85 output grew in the range of 4.1 per cent for BMP to 0.1 
per cent for FMP. PPP and CHEM also display higher than average growth of output 
between 1974-75 and 1984-85 with rates of 3.7 and 2.1 per cent respectively. The net 
changes in growth rates of output between sub-samples averaged around 4 percentage 
points. The largest changes occurred in FMP and TE with changes in trend growth of 
5.4 and 5.3 percentage points respectively. 
The average product of labour summarises the relationship between output and 
employment over the sample. While the aggregate data indicates a decline in trend 
growth in 1974-75 and 1984-85 compared to 1954-55 and 1973-74, there is a range of 
changes in the disaggregate data. Trend rates increased in FBT and BMP, while PPP 
virtually remained the same between the sub-periods (a decline of 0.1 percentage 
points). However, where declines occurred they were small. The largest decline 
occurred in FMP, with a net decline in trend growth of 1.6 percentage points. 
Declines in the trend rate of growth of the capital stock are larger than either 
output or employment changes. The largest decline was in BMP, where the rate of 
growth of the capital stock fell from 11.3 per cent per annum to 3.1 per cent. Large falls 
in the rate of growth of capital stock were also experienced by TCF, TE and MISC. 
The differences in the relative growth rates of employment, output and capital in 
the manufacturing industries led to changes in the composidon of aggregates for the 
sector. The shares of the industries in aggregate employment, output and capital are 
presented in Table 6.2 for 1954-55, 1974-75 and 1984-85. The complete series is 
presented in Appendix D. 
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Table 6.2a: Share of Labour Hours in Total Manufacturing 
per cent 
Year FBT TCF PPP CHEM BMP FMP TE MISC 
1954-55 
1974-75 
1984-85 
17.38 
16.22 
16.39 
17.27 
10.51 
10,60 
7.29 
8.46 
10.0 
4.42 
5.09 
5.40 
4.51 
7.56 
7.52 
21.98 
23.27 
21.59 
10.58 
11.76 
11.74 
16.54 
15.62 
16.69 
Table 6.2b: Share of Nominal Output in Total Manufacturing 
per cent 
YEAR FBT TCF PPP CHEM BMP FMP TE MISC 
1954-55 
1974-75 
1984-85 
24.58 
20.80 
19.77 
12.34 
7.77 
6.84 
7.32 
8.79 
10.61 
4.31 
5.21 
7.67 
5.25 
9.80 
11.60 
19.90 
21.67 
17.58 
10.11 
10.75 
10.10 
16,16 
15.17 
15.80 
Table 6.2c: Share of Capital in Total Manufacturing 
per cent 
YEAR FBT TCF PPP CHEM BMP FMP TE MISC 
1954-55 
1974-75 
1984-85 
17.86 
13.17 
15.18 
8.91 
4.77 
3.64 
7.10 
5.68 
5.65 
15.40 
11.37 
11.62 
10.09 
24.58 
27.97 
18.31 
14.61 
12.25 
8.03 
10.12 
11.00 
14.26 
14.97 
14.54 
Source: Appendix D. 
FMP is the single largest employer in terms of hours worked in the 
manufacturing sector, while CHEM is the smallest. Between 1954-55 and 1984-85 the 
ranking of the industries changed, with MISC increasing to become the second largest 
employer, and TCF falling from third largest to fifth position. FMP and CHEM 
maintained their shares over the sample, along with the ranking, while PPP, BMP and 
TE increased their shares. The major fall in the share of aggregate hours worked in the 
manufacturing sector is in TCF and occurs between 1954-55 and 1973-74. Shares of 
employment for TCF remained stable between 1974-75 and 1984-85. 
Shares of aggregate nominal output are summarised and presented in Table 6.2b 
See Appendix D for details). FBT has the largest share of output, followed by FMP and 
MISC, at both the beginnings and end of the sample. The ranking by output share is 
similar to the ranking by employment, while the shares themselves are different, 
reflecting differences in the labour intensity of production. The major changes in the 
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ranking are that BMP increases to the fourth largest share of nominal output and TCF 
falls from the fourth to the smallest share. 
A comparison of the changes in the shares of output over the sample with 
changes in shares of employment suggests that relative to the average, FBT, TCF, FMP 
and TE have become more labour intensive. CHEM and BMP have become relatively 
less labour intensive. This is also supported in Table 6.1 which indicates that for 
aggregate manufacturing, the trend annual growth of the average product of labour fell 
by 0.5 percentage points between the periods 1954-55 to 1973-74 and 1974-75 to 1984-
85. The average decline in trend growth of labour intensity understates its range across 
industries, ranging from annual trend decline of 1.6 percentage points for FMP to an 
increase of 2.5 percentage points for BMP. 
The composition of aggregate capital stock is dominated by the increase in the 
share of BMP, which more than doubles between 1954-55 and 1984-85 (see Table 6.2c) 
from around 10 per cent to just under 28 per cent of total capital stock. TE increases its 
share of the aggregate by around 2 percentage points. The largest falls in share occur for 
FMP, TCF and CHEM, with falls of around 6, 5 and 4 percentage points respectively. 
Smaller falls occur in FBT and PPP. As a result of the changes in shares, BMP 
increased from the fifth largest share of aggregate capital stock in 1954-55 to the largest 
in 1984-85. 
It was noted in Chapter Three that while the average product of labour grew at 
an approximately constant rate over the whole of the period, the rate of growth of multi-
factor productivity accelerated. We now consider whether this pattern can be observed 
in the disaggregated data. 
Table 6.3 presents estimates of trend growth of MFP for each category within 
manufacturing on the same basis as the calculations presented in Chapter Three. It was 
apparent from Table 6.2 that over the whole of the thirty year sample period the most 
imponant change within the manufacturing sector was the contraction of TCF and the 
expansion of BMP. Over the whole period the sector with the most rapid trend growth 
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Table 6.3: Trend Changes in Multi-factor Productivity by Manufacturing Industry 
1954-55 to 1973-74 1974-75 to 1984-85 
FBT 0.17 1.07 
TCF 2.26 3.50 
PPP 2.04 3.20 
CHEM 2.68 1.84 
BMP -0.60 3.45 
F \ IP 2.24 2.03 
TE 2.00 1.97 
MISC 0.90 2.10 
Total 1.65 2.20 
f 
Source: Table D.4. 
of MFP was TCP, while BMP was among the sectors with the lowest rate of MFP 
growth (see Table D.4 f rom which figures derived). 
A second point to emerge from Table 6.3 is that the sectors with the lowest rates 
of growth of MFP in the first sub-period. 1954-55 to 1973-74, which are FBT, BMP and 
MISC record the largest improvements in the second sub-period, 1974-75 to 1984-85. 
Of these sectors, the most dramatic change is in BMP which experiences negative MFP 
growth for the first period and in the second period experiences the second highest rate 
of \1FP growth and the largest absolute improvement. 
It was noted in Chapter Three at the level of aggregate manufacturing that the 
marked slow-down in investment and therefore capital stock growth was not matched 
by a commensurate slowing in the average product of labour. The (arithmetical) 
explanation of this result was that the slow-down in the growth of the capital-labour 
ratio was offset by a rise in MFP growth. It was also noted in Chapter Three that a 
common feature of all the estimated production functions was that freely estimated 
MFP was much higher than that derived by the (usual) method of imposing the 
production function on the data. It was also suggested in Chapter Three that if capital 
growth and MFP are negatively related, (ie growth in measured capital stock is used as 
a substitute for improved work practices that underlie MFP growth) then such a 
correlation might explain the inability of the data to separate the effects of investment 
from underlying productivity change. 
Using the disaggregated data of this chapter it is possible to present a more 
formal test of this hypothesis. If investment in physical capital is used as a substitute for 
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improvements in work practices and other intangibles which underlie the measurement 
of VIFP change, then we should observe that sectors with relatively high rates of capital 
growth have relatively low rates of MFP growth. It might also be hypothesized that 
sectors with relatively rapid output growth would experience relatively rapid rates of 
growth of both MFP and the average product of labour. Such a hypothesis would be 
implied by the view, for example of Simes (1987), that labour hoarding is an important 
aspect of the firm's responses in the face of unpredictable fluctuadons in demand for 
their products. The imponance of output as an explanator of productivity changes at the 
level of aggregate output can be found in Do wrick (1990). 
With disaggregate data it is possible to abstract from the highly trended nature 
of the aggregate data. To test the two hypotheses suggested, Table 6.4 shows deviations 
in trend rate of growth from the average for MFP, output and capital for both sub-
periods, which have been the focus of analysis of this thesis. Thus, Table 6.4 shows that 
in the period 1954-55 to 1973-74 TCF experiences a trend growth in MFP of 0.65 per 
cent more than the average for manufactures as a whole. 
Table 6.4: Deviations from Aggregate Trend Changes 
AMFP AOutput ^Employment ACapital 
1954-55 to 1973-74 
F B I -1.5 -2.4 -0.6 -1.5 
TCF 0.65 -1.9 -1.8 -2.5 
PPP 0.48 0.3 0.5 -0.5 
CCP 1.03 0.4 0.4 -2.1 
BMP -2.25 1.2 1.8 5.1 
F \ IP 0.59 0 0.1 -0.9 
I t 0.45 0.7 0.8 1.1 
MISC -0.75 -0.6 -0.3 0.6 
1974-75 to 1984-85 
FBT -1.14 -0.4 0 1.1 
TCF 1.3 -0.7 -0.5 -3.5 
PPP 0.85 2.1 2.1 0.5 
CCP -0.9 0.5 1.8 0.7 
BMP 1.25 2.5 +0.1 2.4 
FMP -0.17 -1.5 -0.3 -2.3 
TE 0.24 -0.7 -0.5 0.6 
MISC -0.45 -0.5 0.3 -0.4 
Source: Appendix A, Appendix D. 
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S w P ^ ' Between Deviations in MFP from Average and Components 
1954-55 to 1974-75 to 1954-55 to 
1973-74 1984-85 1984-85 
Output 0.0908 0.3216 0.2178 
[0.26] [1.48] [1.11] 
Employment -0.3755 -0.0365 -0.2023 
[0.9] [0.11] [-0.79] 
Capital Stock -0.3292 -0.0945 -0.2394 
[-2.34] [-0.52] [-2.14] 
Source: Table 6.4. 
An analysis of the correlation between deviations of MFP and it components 
f rom the averages across industries is presented in Table 6.5 and indicates that there is a 
negative correlation between MFP and capital stock. It is most significant for the period 
1954-55 to 1973-74 and significant for the whole sample.^ The correlations between 
deviations from average of MFP and output and employment are positive but not 
significant. 
This cross-sectional study adds support to the argument that capital and MFP 
growth are inter-related, suggesting that it is difficult to distinguish between the effects 
of the two explanators of labour demand, as one variable is moving inversely to the 
other. Such results support the use of the neoclassical specification of the demand for 
labour based on estimating technical progress jointly using trends, as such an approach 
does not require the two effects be distinguished. 
6.3 Price variables 
The second set of variables examined at the aggregate level in estimating the demand 
for labour is price variables. In this sub-section data for product wages and prices for 
the components of manufacturing are presented. Trend annual changes in prices in 
manufacturing are given in Table 6.6, divided into the same sub-periods as before, 
1954-55 to 1973-74 and 1974-75 and 1984-85.^ 
6. The correlations are calculated from ihe univariate regressions MFP=f(X) where MFP is the deviation 
from trend of MFP and X is either the deviation of output employment or capital growth from average. 
7. Product wages are defined as the nominal wage deflated by the product price. 
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Table 6.6: Trend Growth in Prices in Manufacturing 
(per cent) 
1954-55 1974-75 
to 1973-74 to 1984-85 
Food, Beverages and Tobacco 
Product Wage 1.6 0.8 
Wage 5.5 10.3 
Product Price 3.9 9.5 
Material Price 1.6 11.1 
Textiles, Clothing and Footwear 
Product Wage 3.1 2.1 
Wage 5.3 9.4 
Product Price 2.2 7.3 
Material Price 1.6 11.2 
Paper, Paper Products and Printing 
Product Wage 3.0 0.9 
Wage 5.2 10.5 
Product Price 2.2 9.6 
Material Price 1.6 11.4 
Chemicals and Chemical Products 
Product Wage 3.9 -2.8 
Wage 5.6 10.3 
Product Price 1.6 13.1 
Material Price 1.6 11.2 
Basic Metal Products 
Product Wage 2.3 1.7 
Wage 5.6 10.5 
Product Price 3.3 8.8 
Material Price 1.6 11.4 
Fabricated Metal Products 
Product Wage 2.9 1.5 
Wage 5.3 10.6 
Product Price 2.4 9.1 
Material Price 2.1 10.4 
Transport Equipment 
Product Wage 3.1 1.4 
Wage 5.4 10.1 
Product Price 2.3 8.7 
Material Price 2.0 10.5 
Miscellaneous Manufacturing 
Product Wage 2.8 0.5 
Wage 5.4 9.6 
Product Price 2.6 9.1 
Material Price 1.7 11.3 
Aggregate Manufacturing 
1.2 Product Wage 3.1 
Wage 5.3 10.7 
Product Price 2.2 9.5 
Material Price 1.6 11.4 
Source: Appendix A. 
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While the trend rate of increase in nominal wages, material and product prices 
all increased between the sub-penods 1954-55 to 1973-74 and 1974-75 to 1984-85, the 
rate of growth of product wages fell markedly. Between 1954-55 and 1973-74 the 
annual growth of product wages ranged between 3.9 per cent in CHEM to 1.6 per cent 
in FBT with an average of 3.1 per cent. Between 1974-75 and 1984-85 the rate of 
growth ranged between 2.1 per cent for TCF and -2.8 per cent for CHEM, with an 
average of 1.2 per cent. 
The disaggregate data shows that the range in the growth rates in the product 
wages derives f rom differences in the growth rates of product prices. Nominal wage 
growth is similar across industries within both sub-periods. Between 1954-55 and 1973-
74 the trend rate of growth was 5.3 per cent, while for 1974-75 to 1984-85 it was 
between 10 and 11 per cent.^ Product price growth has a small range for the sub-period 
1954-55 to 1973-74 of 1.6 to 3.3 percent ; however, for 1974-75 to 1984-85 the range 
increases to 5.8 percentage points with the lowest growth being 7.3 per cent for TCF 
* 
and the highest 13.1 per cent for CHEM. 
Nominal material price growth increased in all industries between the two sub-
periods. Trend increases in material prices between 1954-55 and 1973-74 were around 
1.6 per cent per annum for all industries. This was slower than the average rate of 
growth of product prices for all industries, apart from CHEM. Thus, real material prices 
fell in the early sub-sample. The trend growth of material prices between 1974-74 and 
1984-85 ranges between 10.4 for FMP and 11.4 per cent for PPP and BMP. Apart f rom 
CHEM, real material prices rose in the latter sub-sample as material prices increased 
faster than product prices. 
In summary, the trend growth of product wages slowed in all industries in 
manufacturing for 1974-75 to 1984-85, compared to the sub-penod 1954-55 to 1973-74. 
Disaggregate data indicates that there is a range of real wage growth between industries. 
Further, the disaggregate data indicates that while nominal wage growth was similar 
8. This result is not unexpcctcd, given thai rates of pay in Australian manufac tunng arc determined by a 
centralised wage fixing system that sets awards in many cases by craft rather than by industry. 
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between industries, the diversity in the product wage growth derives from a range of 
product price growth in the latter sub-period. 
The relationship between employment and the product wage 
The relationship between labour demand and the product wages can be summarised and 
the diversity of the relationships demonstrated by plotting the product wages against the 
labour-output ratio, and the product wage against the labour-capital ratio as presented in 
Chapter Five. These plots are presented for disaggregated manufacturing in Figures 6.1 
and 6.2 respectively. The first summarises the relationship expressed in the wage and 
quantity model of the demand for labour, while the second captures the fundamental 
relationship of the neoclassical model of the demand for labour. While both Figures 6.1 
and 6.2 are scatter diagrams, the observations ordered in the figures also tend to occur 
sequentially in time. Early observations in Figure 6.1 are associated with low product 
wages and high labour-output ratios, while in Figure 6.2 early observations are 
associated with low product wages and high labour-capital ratios. 
The linearity of the relationship between the product wage and the labour-output 
ratio varies between industries. All are consistent with an inverse reladonship between 
the demand for labour and the product wage, although with varying degrees of linearity. 
In general, the relationship is more strongly linear in the latter part of the sample (ie the 
left hand side of the figures). The relationship appears to be strongest in TCF, PPP, 
FMP and MISC. In these plots the observations are strongly linear, with very little 
apparent disturbance. Linearity is less strong for FBT, BMP and TE, while CHEM 
appears to have the weakest relationship. There are significant breaks in the 
relationship. In FBT the observations tend to be clustered, while in BMP and FMP there 
appears to be a shift in the labour-output ratio. The plot for CHEM in Figure 6.Id 
suggests a large deviation from an underlying linear relationship and reflects 
disturbances occurring in the latter part of the sample. 
Figure 6.2 presents the plots of the product wage and the labour-capital ratio. All 
are consistent with an inverse relationship between the demand for labour and the 
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product wage. An inverse relationship appears to be strongest in the same industries as 
in Figure 6.1, with the addition of TE. The disturbances apparent in Figure 6.1 for FBT, 
CHEM and BMP are also present in Figure 6.2. Again, a strong linear relationship is 
apparent in the latter pans of the sample in Figure 6.2, with the disturbances occurring 
in the earlier part of the sample. 
6.5 Summary 
This chapter has presented disaggregated price and quantity data for variables identified 
by Keynesian and neoclassical models as arguments of the demand for labour for the 
Australian manufacturing sector for 1954-55 to 1984-85. The disaggregate data shows 
that there are some substantial differences between industries. 
The trend growth of employment in all industries declined in the latter sub-
period and in all but CHEM exhibited negative growth for 1974-75 to 1984-85. Both 
output and capital stock exhibited a marked slowing of growth in the later sub-period. 
The effect of these changes was that for 1974-75 to 1984-85 there was an increase in the 
growth of the average product of labour relative to the growth of the capital-labour 
ratio. This effect was most pronounced in TCF, PPP, BMP, FMP and MISC. 
Another feature of the quantity data was that cross-sectional analysis of 
devianons of disaggregated data from aggregate MFP, output, employment and capital 
stock suggested that capital investment and MFP were significantly inversely related. 
This suggests that it may be difficult to separate the effects of the two explanators of the 
demand for labour as they are interdependent. 
Disaggregated price data presented in the chapter show that while the trend rates 
of growth of nominal wages and pnces increased between 1954-55 to 1973-74 and 
1974-75 and 1984-85 the trend rate of growth of product wages fell. The range in the 
trend rate of growth of the product wages was generated primarily by differences in 
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product price growth, with nominal wage growth similar between industries in both 
periods. 
Plots of the product wage for the disaggregated manufacturing industries against 
labour/output and labour/capital ratios for each industry both indicates that while the 
data is broadly consistent with an inverse relationship between labour demand and 
product wages at the disaggregated level, there are substantial differences across 
sectors. 
148 
Chapter 7: The Disaggregated Demand for Labour 
7.1 Introduction 
This chapter presents disaggregated estimates of the demand for labour, using the same 
framework as in Chapter Four. The chapter investigates the relationship between the 
demand for labour and the product wage, and the significance of demand variables for 
disaggregated data using the approach presented in Chapter Five. Studies of the demand 
for labour, such as Symons (1985), Drobny (1988) Michie (1987) and Dimsdale et al 
(1989), generally have confined investigation to the aggregate economy or the 
aggregate manufacturing sector. This chapter extends their work and examines the roles 
of prices and demand variables in disaggregated models of labour demand in 
manufacturing. 
Chapter Five presented results indicating that some demand side variables were 
significant at the aggregate level, suggesting that the price taking neoclassical 
specification is an incomplete model of labour demand. These were based on a 
specification in which time trends proxied the effects of technical progress and capital 
stock. There were two features of the results. First, the significance of demand variables 
was shown to be related to collinearity of the demand variables with product wages, 
casting doubt on the real importance of demand variables. Second, the inclusion of 
demand side variables generally did not overcome the instability of the neoclassical 
profit maximisation models of labour demand found at the aggregate level and 
presented in Chapter Four. The question posed in this chapter is whether the results 
found for aggregate manufacturing are supported by the results of disaggregate 
estimation. 
Chapter Six indicated that there were substantial differences between 
components of the manufactunng sector, suggesting that aggregation of industries with 
different behaviour could be a cause of the behaviour of the aggregate models of the 
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demand for labour. Estimation of the demand for labour using disaggregated data 
provides a means of assessing whether the instability of the models encountered at the 
aggregate level and the significance of demand variables are a function of the level of 
aggregation or reflects the relevance of the Keynesian model of the demand for labour 
to Australian manufacturing between 1954-55 and 1984-85. 
Section 7.2 presents estimates of the demand for labour at the disaggregated 
level using the wage and quantity model, while section 7.3 presents the results of 
estimating labour demand using three specifications of the neoclassical profit 
maximisation model: joindy modelling capital and technical progress using time trends; 
including direct measures of capital stock and time trends; and modelling the 
labour/capital ratio. Section 7.4 presents a test of aggregation bias of models of labour 
demand for Australian manufacturing. Section 7.5 concludes the chapter. 
7.2 The Wage and Ouantitv Model 
Three features of the aggregate results of estimating the wage and quantity model 
(presented in Table 4.2) did not support the neoclassical explanation of the demand for 
labour. First, the wage coefficients were insignificant and incorrectly signed according 
to the neoclassical model. Second, the resulting models exhibited significant structural 
instability. Third, Durbin-Hausman tests accepted the assumption of the Keynesian 
model that output was exogenous, as opposed to the neoclassical assumption that labour 
demand and output are determined simultaneously. The question addressed in this 
section is whether the results obtained using disaggregated data are consistent with 
those obtained at the aggregate level? 
The estimation of the wage and quandty specification is presented in Table 7.1. 
The diagnostics accept the nulls of no autocorrelation and correct specification. The 
Jarque-Bera test indicates the possibility of non-normality of the residuals for FMP 
presented in column (6); however, bootstrapping produced coefficients and standard 
errors the same as those obtained using ordinary least squares to two decimal places. 
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Durbin-Hausman tests of output in the specifications indicated the possibihty of 
simultaneous equation bias for FBT, PPP, CHEM, BMP, FiMP and TE. While this lends 
support to the neoclassical model, output is significant in neither FBT nor CHEM. 
Estimation of these models using instrumental variables obtained coefficients within 
one standard error of those obtained using ordinary least squares, indicating that any 
bias present was small. 
Output is a significant and statistically exogenous explanator of the demand for 
labour for the other six industries. The long-run elasticities of labour demand with 
respect to output ranges from 1.28 for MISC to -0.33 for CHEM, with an unweighted 
average of 0.57 which is lower than the elasticity of 2 obtained at the aggregate level. 
Only CHEM retums a negative (and insignificant) elasticity. 
At the aggregate level, the product wage was poorly identified and positive. In 
general, with disaggregation, the inverse relationship between the product wage and the 
demand for labour is better identified and negative. The long-run elasticities of labour 
demand with respect to the product wage range from 0.11 (FMP) to -1.06 (PPP), with 
an unweighted average of -0.27. Product wages are jointly significant at the five per 
cent level only for TCF and MISC, while individual wage variables are significant at 
the five per cent level for TCF and at the ten per cent level for PPP. Only FMP exhibits 
a positive wage elasticity. 
The trend terms are generally not well defined in the disaggregated results, 
although the coefficients for BxMP, FMP and MISC are significant at the five per cent 
level. The coefficients on the trend for FBT, PPP, CHEM and BMP are positively 
signed and not consistent with the expectations of the effects of technical progress in 
the wage and quantity model. 
The general stability of models of labour demand using the wage and quantity 
specification increases with disaggregation to the extent that the instability present in 
the early 1970s at the ass resa te level (as measured by the stability tests presented in 
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Table 4.2) is mainly present in PPP and CHEM and at the five per cent level. Only 
FMP passes stability tests for all years. Instability significant at the five per cent level 
occurs in TCF, CHEM and TE and MISC. FBT, PPP and BMP exhibit structural 
instability significant at the one per cent level. 
A comparison of the results of aggregate and disaggregate estimation of the 
demand for labour using the wage and quantity specification indicates that an inverse 
relationship using disaggregated data is more apparent than using aggregated data. This 
further supports an argument that the level of aggregation affects analysis aimed at 
comparing empirical support for the Keynesian and neoclassical frameworks. 
7.3 Neoclassical Demand for Labour 
Aggregate estimation of the neoclassical model of labour demand in Chapter Four 
indicated that a model consistent with the neoclassical demand for labour could be 
obtained, with a highly significant inverse relationship between the demand for labour 
and the product wage. This specification, suggested by Symons and Layard (1984), 
measured the joint effects of capital stock and technical progress using trend variables; 
however, the model was unstable over the latter half of the 1970s and the first half of 
the 1980s. The two additional specifications estimated used direct measures of capital 
stock and modelled the labour/capital ratio. The significance of the product wage and 
the absolute values of the wage elasticities fell as more restrictions were placed on the 
model. Given that this section is investigating the effect of aggregation on the results of 
estimating the demand for labour under profit maximisation and given the sensitiveness 
of results to the specification, the three specificadons used in Chapter Five are also 
estimated. 
152 
Table 7.1a: Disaggregated Labour Demand - Wage and Quantity Model 
Dependent Variable - Log(Hours worked) 
(1) 
FBT 
(2) 
TCF 
(3) 
PPP 
(4) 
CHEM 
(5) 
BMP 
(6) 
FMP 
(7) 
TE 
(8) 
MISC 
Hours 
Worked 
Lag 
1 0.097 
[0.33] 
0.249 
[0.86] 
0.943 
[4.41]* 
0.886 
[3.73]* 
1.159 
[7.20]* 
0.362 
[1.76] 
0.365 
[1.77] 
0.040 
[0.15] 
2 0.251 
[1.49] 
0.112 
[0.42] 
-0.316 
[-1.53] 
-0.234 
[-0.88] 
-0.887 
[-3.18]* 
-0.330 
[-1.91] 
-0.081 
[-0.38] 
-0.002 
[-0.01] 
Product 
Wage 
1 -0.025 
[-0.238] 
-0.352 
[-2.94]* 
-0.193 
[-1.70] 
0.049 
[0.32] 
0.169 
[1.30] 
-0.003 
[-0.03] 
-0.064 
[-0.39] 
-0.121 
[-1.02] 
1 -0.179 
[-1.24] 
-0.050 
[-0.39] 
-0.098 
[-0.97] 
-0.226 
[-1.07] 
-0.022 
[-0.16] 
0.005 
[0.04] 
-0.083 
[-0.45] 
-0.159 
[-1.22] 
2 0.065 
[0.66] 
0.102 
[0.71] 
-0.105 
[-0.87] 
0.105 
[0.81] 
-0.093 
[-0.85] 
0.106 
[0.97] 
0.105 
[0.83] 
-0.122 
[-1.09] 
Gross 
Product 
0 -0.535 
[-1.56] 
0.898 
[8.61]* 
0.349 
[5.21]* 
-0.050 
[-0.37] 
0.343 
[3.23]* 
0.916 
[10.31]* 
0.569 
[8.57]* 
0.800 
[8.51]* 
1 0.399 
[1.02] 
-0.088 
[-0.33] 
-0.212 
[-1.99] 
0.048 
[0.34] 
-0.400 
[-3.01]* 
-0.139 
[-0.67] 
-0.275 
[-2.04]* 
0.218 
[1.12] 
2 0.259 
[0.71] 
-0.039 
[-0.16] 
0.012 
[0.11] 
-0.114 
[-0.86] 
0.085 
[0.56] 
0.260 
[1.42] 
0.228 
[1.68] 
0.172 
[1.01] 
Trend - 0.023 
[1.44] 
-0.027 
[-1.50] 
0.018 
[1.72] 
0.033 
[1.26] 
0.046 
[2.31]* 
-0.058 
[-2.60]* 
-0.006 -0.046 
[-0.62] [-2.83]* 
Trend 
Squared 
- -0.001 
[-2.34]* 
0.0002 
[1.33] 
-0.0003 
[-1.84] 
-0.001 
[-1.53] 
-0.001 
[-3.14]* 
0.001 
[1.92] 
0.0001 
[-2.25] 
0.0001 
[1.88] 
Constant - 9.991 
[2.78]* 
6.478 
[2.11]* 
6.790 
[2.52]* 
6.035 
[1.64] 
9.909 
[3.02]* 
7.343 
[3.22]* 
7.661 
[4.01]* 
8.974 
[3.58]* 
Tests of Joint Restrictions 
F(3,17) = 3.59 5% critical value 
Product 
Wage = 0 1.81 4.32* 2.94 0.88 0.75 0.37 0.37 4.01* 
Gross 
Output = 0 1.54 28.15* 10.77* 0.27 5.39 106.76* 28.88* 27.11* 
* significant at five per cent. 
Source: Appendix A. 
153 
Table 7.1b: Disaggregated Labour Demand - Wage and Quantity Model 
(1) ( 2 ) (3) (4) (5) (6) (7) (8 ) 
FBT TCF PPP CHEM BMP FMP TE MISC 
R2 0.94 0.99 0.98 0.93 0.98 0.99 0.99 0.97 
Standard Error 0.02211 0.01407 0.0148 0.0288 0.023 0.0157 0.0210 0.0186 
Mean Dep Var 15.787 15.554 15.175 14.633 14.957 16.179 15.412 15.786 
Log Likelihood -368.04 -348.88 -339.83 -343.21 -346.36 -369.45 -356.15 -363.29 
RESET(2)=F(1,16) 0.01 0.12 9.20 4.35 3.61 1.00 0.01 0.01 
Autocorrelation 
LM=3.84 0.86 0.55 1.87 0.34 1.58 1.43 0.12 1.90 
Durbin-Watson 2.08 1.86 2.02 1.85 2.43 2.25 2.00 2.14 
Normality Critical Value 
Jarque-Bera 5%=5.99 
1%=9.21 0.11 0.48 0.83 0.68 0.44 9.18* 1.78 2.45 
Exogeneity Critical Value 
Durbin-Hausman (2) 20.37** 1.24 8.55* 10.12** 6.18* 10.62** 7.09* 1.59 
Stability 
Degrees Critical 
of Value (1) (2) (3) (4) (5) (6) (7) (8) 
Freedom 5%/l% 
1968.69 F(16,l) 246/6169 6.57 5.01 6.25 220.20 630.25* 1.26 13.42 5.15 
1969.70 F(15,2) 19.43/99.4 8.04 6.60 6.30 19.50 5.80 2.32 1.53 10.82* 
1970.71 F(14,3) 8.71/26.92 4.46 4.52 8.88* 9.33* 2.67 0.40 1.94 10.17* 
1971.72 F(13,4) 5.87/14.24 2.98 5.53 10.74* 13.34* 1.91 0.51 2.39 5.46 
1972.73 F(12,5) 4.68/9.89 3.97 6.35* 8.86* 17.86* 2.49 0.60 3.23 6.51* 
1973.74 F(l l ,6) 4.03/7.79 5.12* 5.86* 10.38** 9.89* 2.75 0.60 4.23* 5.67* 
1974.75 F(10,7) 3.63/6.62 6.06* 1.06 3.56 3.73* 2.83 0.58 1.82 3.76 
1975.76 F(9,8) 3.39/5.91 7.30** 1.02 2.31 1.64 2.71 0.42 1.01 0.88 
1976.77 F(10,9) 3.23/5.47 5.56** 1.26 2.92 1.48 3.41* 0.09 1.18 1.10 
1977.78 F(7,10) 3.14/5.21 2.89 1.59 2.46 1.82 2.92 0.10 1.47 1.40 
1978.79 F(6,ll) 3.09/5.07 1.17 1.60 3.07 2.34 3.18 0.12 1.06 1.73 
1979.80 F(5,12) 3.11/5.06 1.20 1.96 3.62* 1.29 4.14* 0.15 0.94 2.26 
1980.81 F(4,13) 3.18/5.20 1.48 2.18 4.28* 1.13 5.61** 0.18 1.25 2.74 
1981.82 F(3,14) 3.34/5.56 1.25 2.43 3.90* 1.61 4.99* 0.11 1.32 3.93 
1982.83 F(2,15) 3.68/6.36 1.04 3.83 6.11* 1.30 0.16 0.17 0.27 2.55 
1983.84 F(l,16) 4.49/8.53 1.19 7.14* 11.66** 2.39 0.34 0.05 0.33 4.00 
* significant at five per cent; ** significant at one per cent 
Source: Appendix A. 
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Table 7.2a: Disaggregated Labour Demand - Joint Estimation of Technical 
Progress and Capital Stock 
Dependent Vanable - Loganthin( Hours worked) 
Lag 
(1) 
FBT 
(2) 
TCF 
(3) 
PPP 
(4) 
CHEM 
(5) 
BMP 
(6) 
FMP 
(7) 
TE 
(8) 
MISC 
Hours 
Worked 
1 0.058 
[0.24] 
0.042 
[0.23] 
0.653 
[2.12]* 
0.570 
[1.84]** 
0.440 0.460 
[1.92] [1.79]** 
0.494 
[1.77]** 
0.646 
[2.01]* 
2 0.176 
[0.83] 
0.778 
[4.68]* 
-0.032 
[-0.11] 
-0.067 
[-0.26] 
-0.545 
[-2.65]* 
-0.257 
[-1.21] 
0.255 
[0.91] 
-0.178 
[-0.52] 
Product 
Wage 
0 -0.108 
[-1.18] 
-1.268 
[-9.42]* 
-0.108 
[-0.59] 
-0.075 
[-0.56] 
0.127 
[1.02] 
-0.295 
[-0.98] 
-0.177 
[-0.47] 
-0.183 
[-0.69] 
1 -0.094 
[-0.75] 
-0.425 
[-1.66] 
-0.343 
[-1.96]** 
-0.074 
[-0.39] 
-0.071 
[-0.50] 
-0.278 
[-0.90] 
-0.467 
[-1.07] 
-0.101 
[-0.36] 
2 -0.134 
[-1.28] 
0.479 
[2.28]* 
-0.213 
[-1.07] 
-0.105 
[-0.56] 
-0.208 
[-1.65] 
0.184 
[0.61] 
-0.140 
[-0.34] [• 
-0.510 
1.71]** 
Material 
Prices 
0 0.250 
[1.06] 
0.177 
[1.08] 
0.198 
[1.87]** 
0.228 
[1.52] 
0.085 
[0.55] 
0.095 
[0.30] 
0.053 
[0.13] 
0.376 
[0.98] 
1 -0.299 
[-1.03] 
-0.454 
[-2.58]* 
0.007 
[0.04] 
-0.074 
[-0.48] 
0.351 
[1.61] 
0.134 
[0.35] 
-0.461 
[-1.07] 
-0.550 
[-1.08] 
2 -0.129 
[-0.58] 
-0.317 
[-1.78]** 
-0.037 
[-0.28] 
-0.082 
[-0.50] 
-0.267 
[-1.40] 
0.060 
[0.19] 
-0.079 
[-0.22] 
-0.007 
[-0.02] 
Trend - -0.009 
[-0.51] 
0.040 
[3.16]* 
0.038 
[1.96]** 
0.001 
[0.09] 
0.045 
[3.00]* 
0.068 
[2.45]* 
0.038 
[1.28] 
0.012 
[0.56] 
Trend 
Squared 
- 0.001 
[1.15] 
-0.001 
[-1.42] 
-0.001 
[-0.67] 
0.002 
[1.26] 
0.001 
[0.64] 
-0.002 
[-1.47] 
0.0001 
[-0.07] 
0.001 
[0.66] 
Trend 
Cubed 
- -0.00003 
[-1.33] 
0.00003 
[2.21]* 
0.000001 
[0.033] 
-0.0001 
[-1.57] 
-0.0001 
[-1.81]** 
0.00001 
[0.45] 
-0.00001-0.00004 
[-0.12] [-0.82] 
Constant - 14.849 
[3.06]* 
11.829 
[1.98]** 
8.592 
[2.28]* 
8.308 
[2.07]* 
16.070 
[5.10]* 
13.452 
[2.46]* 
10.274 13.603 
[1.53] [1.90] 
Test of Joint Restrictions - Long-run elasticity of employment with respect to product wage = -1 
F(l,16)= 13.65* 0.70 0.71 4.09 75.41* 1.43 0.37 0.19 
• significant ai five per cent, ** significant at ten per cent, * significant at one per cent. 
Source: .Appendix A. 
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Table 7.2b: Disaggregated Labour Demand - Joint Estimation of Technical 
Progress and Capital Stock 
(1) (2) (3) (4) (5) (6) (7) (8) 
FBT TCF PPP CHEM BMP FMP TE MISC 
Specification 
RESET(2)=F(1,15) 4.75 1.07 2.94 9.31 1.93 0.18 1.09 10,01 
R2 0.95 0.99 0.96 0.95 0.98 0.92 0.93 0.87 
Standard Error 0.0205 0.0211 0.0217 0.0251 0.0246 0.0426 0.0492 0.0382 
Mean Dep Vanable 15.787 15.554 15.175 14.633 14.957 16.179 15.412 15.786 
Log LakeUhood -365.14 -359.36 -349.60 -338.50 -346.93 -396.57 -379.03 -382.46 
.Autocorrelation 
LM=3.84 1.74 2.47 0.47 0.89 1.97 0.27 1.80 4.04 
Durbin-Watson 2.22 2.72 1.91 1.86 2.41 2.01 2.09 2.46 
Normality 
Jarque-Bera X^(2) 5%=5.99 
1%=9.21 74.31** 0.75 0.65 2.15 1.86 1.01 6.52* 3.95 
Exogeneity 
Durbm-Hausman X~(l) 0.25 0.04 0.25 0.08 0.09 2.3 1.2 0.49 
Stability 
Degrees 
of 
Freedom 
Critical 
Value 
5%/l% 
(1) (2) (3) (4) (5) (6) (7) (8) 
1969.70 F(15,l) 246/6169 2.64 15.04 0.57 45.68 2.45 0.48 16.21 
1970.71 F(14,2) 19.42/99.43 4.32 22.06* 1.17 66.89* 4.61 0.61 2.08 
1971.72 F(13,3) 8.71/26.92 1.84 33.96** 0.57 10.54* 1.88 0.44 0.91 
1972.73 F(12,4) 5.91/14.37 1.41 48.87** 0.75 13.68* 2.66 0.63 1.25 
1973.74 F(l l ,5) 4.70/9.96 1.30 14.23** 1.00 2.87 3.47 0.63 1.29 
1974.75 F(10,6) 4.06/7.87 1.57 3.78 1.22 3.34 2.56 0.73 1.47 
1975.76 F(9,7) 3.68/6.71 1.38 4.85* 1.58 2.54 2.52 0.94 1.90 
1976.77 F(8,8) 3.44/6.03 1.55 4.88* 1.75 2.44 3.24 1.12 1.52 
1977.78 F(7,9) 3.29/5.62 1.78 2.87 2.23 3.13 2.69 1.14 1.66 
1978.79 F(6,10) 3.22/5.39 2.30 1.63 2.70 3.82* 2.31 1.45 1.81 
1979.80 F(5, l l ) 3.20/5.32 2.98 1.23 3.28 3.80* 3.04 1.88 2.39 
1980.81 F(4,12) 3.26/5.41 2.59 0.57 3.09 4.93* 3.84* 1.17 3.20 
1981.82 F(3,13) 3.41/5.74 2.58 0.48 2.55 7.01** 5.54* 1.02 3.78* 
1982.83 F(2,14) 3.74/6.51 3.67 0.64 4.12 11.19** 1.87 1.08 5.58* 
1983.84 F(l,15) 4.54/8.68 2.45 1.04 7.66* 18.14** 3.14 0.86 6.52* 
49.19 
24.48* 
8.15 
11.62* 
14.23** 
4.88* 
5.75* 
5.28** 
6.70** 
8.48** 
10.38** 
10.66** 
6.32** 
9.35** 
10.52** 
* significant at five per cent; ** significant at one per cent. 
Source: .Appendix 
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7.3.1 Joint Measurement of Technical Progress and Capital Stock 
The results of estimating the specification, jointly proxying technical progress and 
capital stock by time trends at the disaggregated level are presented in Table 7.2 and 
compare with the results of aggregate estimation presented in Table 4.3. The 
diagnostics accept the nulls of no autocorrelation and exogeneity of the wage terms. 
RESET(2) tests reject the specification for FBT and CHEM at the five per cent level. 
They also indicate the possibility of non-normality of the residuals for FBT and TE. 
The t statistics for these variables are calculated from the asymptotic standard errors 
generated from bootstrapping the original standard errors 1,000 times. 
The product wage is better defined at the aggregate level with the product wage 
jointly significant for only FBT and TCF at the five per cent level. The long-run 
elasticities of demand for labour with respect to the product wage are negative in all 
cases, with a range of elasticities around -0.138 for BMP to -6.744 for TCF (see Table 
7.2). The simple average for the long-run elasticities is -1.881 compared to -1.997 
obtained from the aggregate specification. Weighting the disaggregate elasticities by 
employment shares in 1974-75 yields a lower estimate of-1.531. 
The long-run elasticities of the demand for labour with respect to the product 
wage are consistent with Cobb-Douglas technology which predicts elasticities of less 
than -1. In six of the eight industries the models accept the restriction that the long-run 
elasticity of labour demand with respect to the product wage is equal to -1. The 
exceptions to this are FBT and BMP which return F statistics significant at the one per 
cent level. 
The coefficient on material prices is also less well defined than at the aggregate 
level, being either insignificant, or summing to have negative coefficients. Material 
prices are significant at the five per cent level and negative for TCF. The other 
exception to this is BMP, where the current value of the coefficient on material prices is 
significant at the ten per cent level and positive. 
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The trend terms in the model, assumed to capture technical progress and capital 
stock are correctly signed, although insignificant in some cases. The exception to this is 
FBT, where the trend is negative but not significant at the ten per cent level. None of 
the squared trends is significant at the five per cent level, while the cubed trend term is 
positive and significant at the five per cent level of significance for TCF, and 
significant and negative at the ten per cent level for BMP. 
The models for FBT and FMP are stable at the five per cent level, while PPP, 
BMP and TE are stable at the one per cent level for all years from 1969-70 to 1983-84. 
FBT is unstable at the 1 per cent level in the early 1970s, while CHEM and MISC are 
unstable over the latter half of the sample. 
The results of estimating this specification using disaggregate data indicate a 
loss of significance of product wages as an explanator, although the average of the 
disaggregate wage coefficients is not significantly different from that obtained using 
aggregate data. In addition the flexible trends have captured differences in the 
contribution of capital and technical progress to the demand for labour. Estimation at 
this level has also indicated that some industries, such as FBT, may not be appropriately 
modelled with this specification. The next step is to include a direct measure of capital 
stock, and estimate the conventional neoclassical demand for labour under profit 
maximisation. 
7.3.2 Direct Measures of the Capital Stock 
The results of estimating the standard neoclassical model of labour demand under profit 
maximisation are presented in Table 7.3 and compared to the aggregate results 
presented in Table 4.4. The diagnostics accept the nulls of no autocorrelation and 
exogeneity of the product wage. The specification is rejected for CHEM, BMP and 
MISC at the five per cent level. The Jarque-Bera statistic indicates non-normality of the 
residuals at the 5 per cent level for FBT. T statistics were calculated using asymptotic 
standard errors for the models generated by bootstrapping. 
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Table 7.3a: Disaggregated Labour Demand - Profit Maximisation Using Direct 
Estimates of Capital Stock 
Dependent Variable - Log(Hours worked) 
Lag 
(1) 
FBT 
(2) 
TCF 
(3) 
PPP 
(4) 
CHEM 
(5) 
BMP 
(6) 
FMP 
(7) 
TE 
(8) 
MISC 
Hours 
Worked 
1 -0.183 
[-0.68] 
-0.203 
[-0.70] 
0.623 
[2.01]* 
0.878 
[3.06]* 
0.773 
[3.93]* 
0.521 
[1.70] 
-0.101 
[-0.33] 
0.704 
[2.38]* 
2 0.125 
[0.68] 
0,456 
[1.44] 
-0.056 
[-0.19] 
-0.050 
[-0.14] 
-0.429 
[-1.72] 
-0.233 
[-0.88] 
-0.636 
[-1.64] 
-0.407 
[-1.03] 
Product 
Wage 
0 -0.023 
[-0.24] 
-1.160 
[-6.02]* 
-0.078 
[-0.38] 
-0.080 
[-0.32] 
0.073 
[0.46] 
-0.473 
[-1.21] 
-0.190 
[-0.54] 
-0.308 
[-1.02] 
1 -0.124 
[-0.98] 
-0.671 
[-2.02]* 
-0.348 
[-2.27]* 
-0.114 
[-0.44] 
-0.139 
[-0.88] 
-0.220 
[-0.57] 
-1.338 
[-2.75]* 
-0.143 
[-0.49] 
2 -0.166 
[-1.41] 
0.178 
[0.58] 
-0.302 
[-1.31] 
0.043 
[0.18] 
-0.133 
[-0.98] 
0.176 
[0.47] 
0.263 
[0.74] 
-0.491 
[-1.53] 
Material 
Prices 
0 0.272 
[1.27] 
0.074 
[0.39] 
0.328 
[2.47]* 
0.227 
[1.15] 
0.141 
[0.64] 
0.192 
[0.462] 
-0.331 
[-0.95] 
0.298 
[0.64] 
1 -0.259 
[-0.98] 
-0.292 
[-1.31] 
-0.066 
[-0.38] 
-0.106 
[-0.59] 
0.203 
[0.77] 
-0.020 
[-0.04] 
0.153 
[0.34] 
-0.501 
[-0.83] 
2 -0.324 
[-1.48] 
-0.258 
[-1.33] 
0.049 
[0.31] 
-0.082 
[-0.40] 
-0.347 
[-1.80] 
0.252 
[0.62] 
0.228 
[0.71] 
0.010 
[0.02] 
Capital 
Stock 
0 0.198 
[0.45] 
0.283 
[1.26] 
-0.167 
[-0.56] 
-0.110 
[-0.28] 
-0.107 
[-0.46] 
-0.384 
[-0.59] 
2.051 
[2.39]* 
0.818 
[1.14] 
1 0.240 
[0.40] 
0.121 
[0.50] 
0.039 
[0.13] 
0.076 
[0.17] 
-0.065 
[-0.18] 
0.301 
[0.43] 
-1.017 
[-1.33] 
0.377 
[0.78] 
2 0.235 
[0.78] 
-0.164 
[-0.69] 
0.201 
[1.00] 
-0.124 
[-0.28] 
0.235 
[0.85] 
0.256 
[0.34] 
0.997 
[2.04]* 
-0.013 
[-0.03] 
Trend - -0.027 
[-1.40] 
0.026 
[2.06]* 
0.037 
[1.16] 
0.029 
[0.61] 
0.028 
[0.70] 
0.040 
[0.56] 
-0.065 
[-1.64] 
-0.094 
[-1.10] 
Trend 
Squared 
- 0.0001 
[0.46] 
0.0004 
[1.46] 
-0.001 
[-1.11] 
-0.001 
[-0.75] 
-0.001 
[-0.76] 
-0.001 
[-0.72] 
0.000 
[0.16] 
0.002 
[1.20] 
Constant - 10.612 
[3.42]* 
19.378 
[2.66]* 
8.215 
[1.88] 
5.304 
[0.69] 
9.887 
[2.00]* 
9.928 
[0.77] 
6.713 
[1.76] 
1.352 
[0.19] 
* significant at five per cent. 
Source: Afjpendix A. 
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(1) (2) (3) (4) (5) (6) (7) (8) 
FBT TCF PPP CHE-M BMP FMP TE MISC 
Test of Joint Restncuons 
F(1,14) 
Product 
Wage = -1 51 .32" 2.28 0.34 0.003 5.27* 0.19 0.69 0.20 
Material 
Pnce = 0 3.97 176 196 0.88 111 0.21 0.75 0.68 
Capital 
Slock = 0 2.38 1.25 0.75 0.04 0.74 0.13 195 0.69 
R- 0.97 0.99 0.97 0.95 0.98 0.93 0.95 0.88 
Standard error 0.01884 0.02289 0.02155 0.02876 0.02679 0.04523 0.04109 0.03889 
Mean Dep Vanable 15.^87 15.554 15.175 14,633 14.957 16.179 15.412 15.786 
Log Likelihood 360.854 -359.784 -347.492 -340.395 -347.476 -396.349 -371181 -381.11 
RESET(2>F(1,13) 2.21 1.29 0.00 7.21 4.89 0.96 128 5.31 
Autocorrelation 
LM 3.68 0.17 1.51 1.50 3.06 0.08 1.18 3.32 
EhjriDin-Watscxi 2.62 1.86 115 100 179 1.94 115 150 
XormalitN' 
Jarque-Bera 6.39" 0.78 1.92 0.64 0.37 1.02 0.67 106 
Lxogeneity 
Durbm-Hausman X^Cl) 0.64 0.4 0.04 0.04 1.2 0.81 0.09 0.64 
Siabilits-
Etegrees Critical 
of Value (1) (2) (3) (4) (5) (6) (7) (8) 
Freedom 5%i\% 
1971.72 F(13,l) 245,6142 51.82 51.18 3.02 8.44 20.05 2.25 174 36.72 
1972.73 F(12;;) 19.41/99.42 7.15 69.03' 1.36 10.47 11.44 1.39 171 76.58* 
1973.74 F(ll,3) S.''6^'14.45 3.10 25.37" 0.91 174 12.40' 110 4.28 14.58* 
19':^ 4.75 F(10,4) 5.96/14.54 3.55 2.85 0.81 197 11.04' 113 3.50 5.48 
19''5.76 F(9,5) 4.78/10.15 0.73 3.91 0.98 163 6.87' 1.35 3.65 4.23 
1976.7'7 F(8,6) 4.15/"8.10 0.89 5.16- 0.94 3.52 3.87 0.85 4.88' 5.57* 
i9-r'.-8 F(7,7) 3.79/7.00 0.94 2.83 0.79 4.68 5.12' 0.90 1.38 6.72* 
1978.79 F(6,8) 3.58/6.37 0.51 3.25 0.93 3.06 2.20 1.19 1.70 8.95** 
1979.S0 F(5,9) 3.33/6.06 0.61 4.37" 1.18 0.92 2.96 1.61 108 9.02** 
1980.81 F(4,10) 3.48/5.99 0.44 5.64' 1.49 1.27 3.68' 1.16 150 5.56* 
1981.S2 F(3,ll) 3.59/6.22 0.61 - . 7 9 " 101 1.86 5.39' 1.67 3.59* 5.74* 
1982.S3 F(2,12) 3.SS/6.93 0.45 11.02" 190 1.40 0.30 0.96 4.92* 2.56 
1983.84 F(1.13) 4.67/9.07 0.87 22.54" 6.25' 187 0.01 1.55 8.99* 5.55* 
* signilicant ai tive per cent; " sigmficani at one per cenL 
Source: ApoendLX A. 
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In general there are no large gains in the explanatory power of the models 
relative to jointly estimating the effects of capital and technical progress. The log of the 
likelihood ratios and standard errors of estimation are not significantly different for the 
corresponding industries. 
Product wages sum to be neganve in all cases, but are not as well identified as 
in the aggregate results presented in Chapter Four. Joint tests of significance of the 
product wage accept the restricdon of constraining the elasticity of the product wage to 
-1 in all industries except for FBT and BMP with rejecdons at the one and five per cent 
levels of significance respectively. The long-run elasticities of labour demand with 
respect to the product wage are consistent with those estimated capital stock and 
technical progress using trends (see Table 7.2). 
The wage elasdcity for TCF is lower using both the capital stock and trends in 
the specificanon of the demand for labour compared to estimadng with just trends, 
although they are not significantly different. The elasticities range from -0.3 for FBT to 
around -2.2 for TCF. The simple average of elasticines is -1.01 and the weighted 
average is -0.947, both of which are consistent with the aggregate long-run wage 
elasdcity of -0.949 (see Table 4.4). 
The results for material prices are similar to those obtained for Symons' 
specificanon, with PPP again having a positive coefficient significant at the five per 
cent level. Joint tests of the significance of material prices accept the restriction of the 
elasticity of labour demand to zero for all industries except for TCF. 
The addidon of capital stock to the model generally adds litde to the 
specificanon of the demand for labour compared to the results of aggregate and Symons 
specificanon except to better idendfy product wages in TE. In all industries but TE the 
capital stock variables are neither individually nor jointly significant. The results for TE 
esnmate a long-run elasticity of labour demand with respect to capital stock of about 1, 
significant at the five per cent level. The low level of significance of the capital stock in 
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disaggregated estimation indicates that individual industry estimates are not captunng 
tiie role of capital services in production. As noted earlier, the behaviour of the 
aggregated capital stock series is dominated bv the stock for BMP. The agsregate 
model of labour demand accepts constant returns to scale, as does TE in which it is 
significant. The demand for labour is next estimated imposing constant returns to scale. 
The addition of the capital stock variables reduces the significance of the trends 
in PPP, BMP and FMP. This suggests that trends capture the role of the capital stock at 
the disaggregate level reasonably well. The trend variables are insignificant, apart from 
TCP which indicates a rate of technical change of 2.6 per cent per annum over the 
sample. However, the addition of capital stock has changed the signs of the coefficients 
on the trend terms in TE and MISC to negative, compared to modelling technical 
progress and capital stock joindy. 
Including a direct measure of the capital stock in the specificadon leads to 
models that are generally more stable across industries than jointly modelling capital 
stock with technical progress. FBT, CHEM and FMP pass stability tests at the five per 
cent level of significance for all years, while PPP, BMP and TE pass stability tests at 
the one per cent level. The main improvements in stability compared to the Symons 
model are in FBT, PPP, CHEM and BMP while instability in TCF and MISC appears to 
be more significant. Compared to the tests of stability at the aggregate level, the 
disaggregate results represent an improvement (see Table 4.4b) which exhibited 
significant instability from the early 1970s through to 1983-84. 
7.3.3 Constant Returns to Scale 
The results of restricting the underlying technology to constant returns to scale are 
present in Table 7.3. The diagnosrics accept the nulls of no autocorrelation, correct 
specification and normality of the residuals. The nulls of no simultaneity bias arising 
from prices and wages are accepted for all industries apan from TCF and FMP which 
are significant at the one and five per cent levels respectively. Reestimation of these 
1 6 2 
industries using instrumental variable techniques led to long-run elasticities not 
significantly different from those calculated from Table 7.4 (not reponed), suggesting 
that the extent of the bias was small. The results indicate that the restriction to constant 
returns to scale improves the stability of the models; however, this is at the expense of 
increases in the standard errors of estimation and coefficient estimates less consistent 
with the neoclassical model. FBT, TCF, CHEM, FMP and TE are all stable at the five 
per cent level f rom the early 1970s. In addition, PPP and BMP are stable at the one per 
cent level. This represents an improvement on the specification in which returns to 
scale were not constrained. 
The sums of the coefficients on the product wage are negative for FBT, TCF, 
PPP, FMP, TE and MISC, while the restriction to constant returns to scale leads to 
positive coefficients on CHEM and BMP, the former being significant at the five per 
cent level. The results of estimating the parsimonious specifications for each industry 
confirm this result (see Table 7.4). 
The elasticities of labour demand with respect to the product wages range f rom 
3.53 for CHEM to -1.236 for TCF, yielding an unweighted average of 0.03 and -0.51 
when weighted by employment shares, compared with the aggregate result o f -0 .51 
which was not significant at five per cent. The positive elasticity for the simple average 
is the result of the high positive long-run elasticity obtained for CHEM. In all cases the 
wage elasticities of labour demand have fallen in absolute terms compared with 
estimations using unrestricted technology. This was the pattern observed at the 
aggregate level. Restricting the long-run elasticity of the demand for labour to -1 is 
accepted in all industries except BMP, with a rejection at the one per cent level of 
significance. 
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Table 7.4a: Disaggregated Labour Demand - Constant Returns to Scale 
Dependent Variable - Logarithm(Hours worked/Capital) 
Lag 
(1) 
FBT 
(2) 
TCF 
(3) 
PPP 
(4) 
CHEM 
(5) 
BMP 
(6) 
FMP 
(7) 
TE 
(8) 
MISC 
Hours/Capital 1 0.206 
[0.82] 
0.354 
[1.29] 
0.419 
[1.70] 
0.618 
[2.53]* 
1.234 
[8.03]* 
0.546 
[2.48]* 
0.163 
[0.75] 
0.438 
[1.78] 
2 -0.193 
[-1.21] 
0.079 
[0.28] 
-0.259 
[-1.32] 
-0.074 
[-0.32] 
-0.757 
[-3.67]* 
-0.207 
[-1.04] 
-0.352 
[-1.97] 
-0.108 
[-0.40] 
Product 
Wage 
0 -0.013 
[-0.14] 
-0.897 
[-4.28]* 
-0.123 
[-0.46] 
0.412 
[2.46]* 
-0.119 
[-0.62] 
-0.290 
[-0.91] 
-0.197 
[-0.77] 
-0.260 
[-0.91] 
1 -0.154 
[-1.22] 
-0.131 
[-0.48] 
-0.241 
[-1.41] 
-0.491 
[-1.97] 
0.047 
[0.19] 
-0.436 
[-1.26] 
-0.881 
[-2.38]* 
-0.284 
[-1.11] 
2 -0.061 
[-0.54] 
0.327 
[1.13] 
0.138 
[0.61] 
0.208 
[1.17] 
0.186 
[0.96] 
0.592 
[1.86] 
0.061 
[0.21] 
-0.260 
[-0.85] 
Material 
Prices 
0 0.025 
[0.12] 
0.197 
[0.99] 
0.103 
[0.68] 
0.058 
[0.28] 
0.535 
[1.79] 
0.216 
[0.59] 
-0.221 
[-0.68] 
-0.026 
[-0.06] 
1 -0.187 
[-0.63] 
-0.187 
[-0.76] 
0.143 
[0.76] 
-0.024 
[-0.12] 
-0.212 
[-0.52] 
0.172 
[0.40] 
-0.065 
[-0.18] 
0.096 
[0.18] 
2 -0.287 
[-1.19] 
0.024 
[0.10] 
-0.197 
[-1.19] 
-0.038 
[-0.18] 
-0.463 
[-1.45] 
0.132 
[0.38] 
0.075 
[0.26] 
-0.400 
[-1.09] 
Trend - -0.061 
[-3.65]* 
-0.015 
[-2.04]* 
-0.043 
[-2.68]* 
-0.013 
[-0.98] 
-0.075 
[-4.34]* 
-0.021 
[-1.95] 
-0.019 
[-1.80] 
-0.039 
[-1.53] 
Trend 
Squared 
- 0.001 
[2.75]* 
0.001 
[1.69] 
0.001 
[3.33]* 
0.0001 
[0.30] 
0.001 
[3.21]* 
0.0001 
[0.50] 
-0.0003 
[-1.11] 
0.001 
[2.44]* 
Constant - 5.392 
[4.03]* 
5.068 
[1.43] 
2.911 
[2.01]* 
-0.565 
[-0.45] 
0.831 
[0.49] 
-0.184 
[-0.04] 
9.098 
[2.86]* 
7.460 
[2.55]* 
Test of Joint Restrictions - Long-run elasticity = -1 
F(l,17) 
Product 
Wase 2.89 2.89 0.96 0.46 51.85** 1.28 0.66 0.35 
* significant at five per cent, ** significant at one per cent. 
Source: .Appendix A. 
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Table 7.4b: Disaggregated Labour Demand - Constant Returns to Scale 
(1) (2) (3) (4) (5) (6) (7) (8) 
FBT TCF PPP CHEM BMP FMP TE MISC 
R2 0.99 0.99 0.99 0.96 0.99 0.98 0.99 0.99 
Standard Error 0.0218 0.0318 0.0288 0.0340 0.0446 0.0490 0.0404 0.0399 
Mean Dep Variable 1.198 1.966 1.460 0.0862 0.0153 1.514 1.292 1.172 
Log Likelihood 40.77 8.75 25.64 59.50 53.91 9.30 20.96 24.65 
RESET(2)=F(1,16)=4.49 0.01 0.45 0.65 2.40 0.19 0.52 0.25 1.65 
Autocorrelation 
LM-3.84 2.24 0.08 0.21 1.16 2.59 0.25 1.09 2.83 
Durbin-Watson 2.32 1.92 1.90 2.09 2.58 1.94 2.15 2.39 
Normality 
Jarque-Bera 0.42 1.36 0.98 0.69 0.04 0.61 2.08 3.67 
Exogeneity 
Durbin-Hausman X (1) 0.09 12.78** 3.79 0.05 0.07 4.01* 0.44 1.60 
Stability 
Degrees Critical 
of Value (1) (2) (3) (4) (5) (6) (7) (8) 
Freedom 5%/l% 
1968.69 F(16,l) 246/6169 11.35 16.69 2.21 92.92 6.38 0.57 24.92 610.16 
1969.70 F(15,2) 19.43/99.40 1.24 1.77 0.60 11.50 8.46 0.67 0.98 5.64 
1970.71 F(14,3) ; 8.71/26.92 1.23 2.42 0.54 2.57 3.16 0.40 0.31 3.02 
1971.72 F(13,4) : 5.87/14.24 0.80 2.07 0.57 1.01 3.84 0.48 0.40 4.03 
1972.73 F(12,5) 4.68/9.89 0.61 2.80 0.74 1.36 3.50 0.62 0.53 5.43* 
1973.74 F(l l ,6) 4.03/7.79 0.36 1.79 0.84 1.54 1.64 0.65 0.54 4.74* 
1974.75 F(10,7) 3.63/6.62 0.25 2.29 1.06 1.97 2.08 0.73 0.69 5.07* 
1975.76 F(9,8) 3.39/5.91 0.29 1.87 1.27 2.48 2.59 0.90 0.82 5.48* 
1976.77 F(10,9) 3.23/5.47 0.35 1.21 1.56 2.89 1.79 1.11 0.73 5.60** 
1977.78 F(7,10) 3.14/5.21 0.43 1.21 1.54 1.44 1.99 1.35 0.45 5.59** 
1978.79 F(6, l l ) 3.09/5.07 0.54 1.55 1.97 0.82 2.41 1.73 0.58 6.94** 
1979.80 F(5,12) 3.11/5.06 0.63 1.24 2.58 0.45 3.14* 2.08 0.53 6.70** 
1980.81 F(4,13) 3.18/5.20 0.33 1.68 3.40 0.60 3.96* 1.97 0.71 5.57** 
1981.82 F(3,14) 3.34/5.56 0.46 2.25 2.09 0.81 5.44* 1.25 1.02 3.59* 
1982.83 F(2,15) 3.68/6.36 0.31 3.62 2.92 0.16 1.76 1.20 0.56 0.27 
1983.84 F(l,16) 4.49/8.53 0.60 1.87 2.28 0.32 2.39 0.43 1.18 0.52 
* significant at five per cent; ** significant at one per cent. 
Source: Appendix A. 
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Another feature of restricting the elasticity to constant returns to scale is that the 
trends become more significant and negative - a feature also observed at the aggregate 
level - whereas theory predicts the trends should have a positive coefficient. There are 
large changes in coefficients on the trends between the general and parsimonious 
models presented in Tables 7.4 and 7.5 respecdvely. This occurs in F B T , PPP, B M P 
and T E . In the first three industries the trend rate increased, while in T E it declined. It is 
possible that the trend is capturing the behaviour of the labour/capital ratio better than 
the product wage. This would appear to be a possibility given the observadons in the 
plots presented in Figure 6.2. The excepdons to this appear to be CHEM and F M P in 
which the trend is not significant. 
Material prices are only significant in TCP and FMP, with posidve elasticides 
of 0 .28 and 0 .65 respectively. They are insignificant in other industries. This suggests 
that the significance of material prices observed at the aggregate level was either driven 
by these two industries, or was spurious. 
7 .3.4 Summary 
Esdmates of the demand for labour based on profit maximisanon indicate that there is a 
range of wage elasnciues across industries which do not appear to be inconsistent with 
the aggregate results when averaged. However, the results do suggest that there is 
informadon to be gained from disaggregadon. 
The next secdon considers whether the apparent consistency between the 
aggregate long-run wage elasdcities of the neoclassical specificadons and the 
disaggregated results is reflected in a formal comparison of the effects of aggregation 
on models of labour demand. 
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7.4 A Formal Test of Aggregation Rias in Models of Australian Manufacturing 
Employment 
As has been noted in previous sections, the range of price elasticities within the 
manufacturing sector was large. At the same time, averages of the disaggregate 
elasticities obtained under profit maximisation were not inconsistent with those 
obtained using aggregate data. It is therefore cleariy important to consider whether the 
aggregate equation estimated in Chapter Four is subject to aggregation bias. A formal 
test is presented in Lee et a/ (1990) and summarised in Appendix F. Tests of 
aggregation bias are based on whether: 
b - d / m ) l p i = 0 (7.1) 
i=l 
where b is the vector of aggregate coefficients, there are m industries and is the 
corresponding vector of coefficients for industry i. As Lee et al (1990) note, there are 
two interpretations of bias embedded in the above equation. First, "... the prediction 
problem of whether to use macro or micro equations to predict aggregate variables" 
(Lee et al, 1990, p. 137) which is dealt with in detail in Pesaran et al (1989). 
The second interpretation defines aggregation bias as "... deviations of the 
macro-parameters from the average of the corresponding micro parameters" (Lee et al, 
1990, p. 137). The test is an extension of the attempts to deal with the problems of 
aggregation of micro-data raised by Theil (1954) - principally that aggregation can bias 
coefficients to the extent that the predictions made by a model estimated on aggregated 
data are significantly different from the predictions derived from appropriately 
weighting the sum of predictions made by models which are estimated on disaggregated 
data. 
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The test is based on the null hypothesis that the difference between the weighted 
deviations of the disaggregate coefficients from the aggregate is not significandy 
different from 0. That is: 
m 
Hq: I ( q - ( l / m ) I i . ) ( 3 , = 0 (7.2) 
w h e r e q i = l , 2 , . . . , m. 
is an identity matrix of order k and follows from when H^ ^ is true, then b (the 
aggregate coefficient) is given by 
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b = p l i m ( b l H d ) = I C , P i (7.3) 
n ^ o o 1=1 
When the specification (H^:) is correct, then the weighted sum of yields the 
aggregate coefficient. 
As noted in Appendix F, the tests for aggregation bias are designed to apply to a 
specificadon common to the aggregate and disaggregate levels. As such, the preferred 
parsimonious specificadon for each industry is inappropriate and so the most general 
form of each of the specificadons was used with lags on all variables. 
The results of the tests are presented in Table 7.6 and indicate that aggregation 
leads to a significant loss of informanon relative to the disaggregate models for both the 
wage and quantity and Symons specifications. The rejections of aggregation are highly 
significant for both of these specifications, while the test (just) accepts the profit 
specification based on direct measures of capital stock at the five per cent level of 
significance and easily accepts the specification based on modeUing the labour/capital 
ratio. 
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Table 7.5: Aggregation Bias - Test of Whole Model 
Degrees Critical 
Test of Value 
Statistic Freedom (5%) 
Wage& 
(=k) X2(k) 
Quantity 110.43** 11 19.68 
Profit Maximisation 
Joint Capital & 
Technical Progress 215.66** 12 21.03 
Direct measures of 
Capital Stock 22.38 14 23.69 
Labour/Capital 7.88 11 19.68 
Source: Appendix A. 
* significani at five per cent; ** significant at one per cent. 
The two major features of the results are that if one is to use the wage and 
quantity specification to model the demand for labour, then significant information is 
lost in aggregation and thus the aggregate model is clearly inappropriate. The second 
feature is that, among the specifications based on profit maximisation, imposing more 
restrictions on the model (moving from estimating the effects of capital stock and 
technical progress jointly to modelling the labour/capital ratio) leads to greater 
acceptance of the aggregate specification as an adequate representation of the 
disaggregate results. This coincides with a decline in the magnitude and significance of 
price elasticities as explanators of the demand for labour. It also coincides with a 
decline in the precision of the estimates of the respective models, reflected in the 
standard errors of estimation reproduced in Table 7.6. That is, the larger the standard 
error, the less inconsistent the aggregate with the disaggregate models. 
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Table 7.6: Standard Errors of Estimation 
FBT TCF PPP CHEM BMP FMP TE MISC 
Joint Capital & 
Technical Progress 0.0205 0.0211 0.0217 0.0251 0.0246 0.0426 0.0492 0.0382 
Direct Estimates of 
Capital Stock 0.0188 0.0229 0.0216 0.0288 0.0268 0.0452 0.0411 0.0389 
Ubour/Capital 0.0218 0.0318 0.0288 0.0340 0.0446 0.0490 0.0404 0.0399 
Source: Tables 7.2, 7.3, 7.4. 
7.5 Conclusion 
Estimates of the models of the demand for labour under profit maximisadon indicate 
that there is evidence that addidonal informadon is to be obtained from disaggregadon. 
At the same dme, the results obtained in secdon 7.3 exhibit similarides to those 
obtained for profit maximisadon at the aggregate level. Further, the results provide 
additional evidence that modelling the capital stock and technical progress jointly using 
trends is the most appropriate specification if a neoclassical model is assumed. A 
summary of the long-run product wage elasdcides obtained from esdmadon are 
contained in Table 7.7. 
Table 7.7: Long-Run Wage Elasticities for Three Specifications of Profit 
Maximisation Model 
FBT TCF PPP CHEM BMP Rvip TE MISC SLMPLE WEIGHTED 
Specification AVERAGE AVERAGE 
Joint Capital and Technical 
Progress -0.439 -6.744 -2.108 -0.511 -0.138 -0.488 -3.124 -1.492 -1.881 -1.531 
Direct Estimates of Capital 
Stock -0.296 -2.213 -1.681 -0.878 -0,303 -0.726 -0.728 -1.330 -1.010 -0.947 
Labour/Capital -0.231 -1.236 -0.269 3.530 0.218 -0.203 -0.855 -1.200 0.030 -0.510 
Source: Appendix D. 
Disaggregated estimates of the demand for labour using the neoclassical 
specifications of the demand for labour provide estimates of wage elasticities consistent 
with those obtained at the aggregate level. Averages of the disaggregate elasticities are 
not significantly different from those obtained using aggregate data. However, the 
disaggregate results suggest that there are significant differences in the role of product 
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wages between industries. This arises from differences in the dynamics in the 
component industries and the sign, significance and magnitude of the coefficients on 
product wages. Disaggregation of the data indicates that an inverse relationship 
between the demand for labour and the product wage is not easily identified for BMP 
and CHEM and that specifications of labour demand based on neoclassical short-run 
profit maximisation may be rejected by the data for some industries, such as F B I . 
The results of estimating the demand for labour using disaggregated data exhibit 
similar patterns to those observed in aggregate estimation, and indicate that modelling 
capital stock and technical progress jointly provides the results most consistent with the 
neoclassical framework. First, the size and significance of the wage coefficients 
followed a similar pattern between specifications to that found at the aggregate level. 
The specification based on jointly estimating the effects of technical progress and 
capital stock using trends yielded the largest elasticities (in absolute terms) and most 
significant wage coefficients, while specifications using direct estimates of capital stock 
and modelling the labour/capital ratio (which imposed constant returns to scale) yielded 
successively smaller and less significant wage coefficients. 
A second feature of the results, similar to that obtained using aggregate data, is 
that the stability of the models increases moving from the most flexible form in which 
technical progress and capital are modelled jointly to modeUing the labour/capital ratio 
with the consequent increase in restrictions. However, disaggregation improves the 
stability of the models relative to the results obtained at the aggregate level. This is 
most pronounced for the specification jointly modelling capital stock and technical 
progress. 
A feature of the results not consistent with the neoclassical framework is that 
the individual long-run elasticities with respect to product wages are greater than -1.0. 
If Cobb-Douglas technology is assumed to be the underiying technology, then the long-
run coefficients should be less than -1.0. There are three explanations for the result. 
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First, measurement errors are sufficient to bias the coefficients towards zero. Second, 
Cobb-Douglas technology is not the appropriate technology; and third, the neoclassical 
specification is inappropriate and demand variables should be included. This latter 
possibility is explored in the next chapter. 
A formal test of aggregation bias, defined as the deviation of macro from micro 
parameters presented in section 7.4, indicated that there was significant additional 
information to be gained in disaggregation, especially if the specification based on 
estimating the effects of technical progress and capital stock jointly using trends is 
preferred. Given that this is the specification that produced results most consistent with 
the neoclassical framework and is thus most appropriate to be compared with the 
Keynesian model, disaggregation will provide a more powerful tests of the demand 
variables to be considered in the next chapter. 
Chapter 8: Reduced Form Specifications of the Disaggregated Demand for Labour 
8.1 Introduction 
This is the last empirical chapter in a sequence that has examined the significance of 
wage and demand variables in explaining the demand for labour in Australian 
manufacturing between 1954-55 and 1984-85. Chapter Four demonstrated that using 
aggregate data a specification of the demand for labour based on the neoclassical profit 
maximisation model could be obtained. Chapter Five presented results indicating that 
demand variables made significant contributions to the demand for labour; however, the 
results were not robust to changes in the specification of the demand variables. It was 
argued that disaggregated models of the demand for labour could provide additional 
information on the significance of the demand variables. Chapter Seven demonstrated 
differences between manufacturing industries in the relative importance of explanatory 
variables in the profit maximising models of the demand for labour. The question of 
whether these differences were statistically significant was also addressed with a formal 
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test of aggregation bias indicating that there was additional information to be gained 
from disaggregation. 
In this chapter, the role of demand variables is examined, based on modelling 
technical progress and capital stock joindy using trends. This follows the argument, 
presented in Chapter Five, that the specification yielding the results most consistent 
with the neoclassical model is the most appropriate to test the importance of demand 
variables. Such an approach is also supponed by the results obtained in Chapter Six 
which indicated an inverse correlation between technical progress and investment. This 
result suggests that it may not be possible to adequately model technical progress and 
capital stock separately. 
In terms of the focus of the thesis, the question arises as to whether demand 
variables are significant at the disaggregated level and whether the effects are short- or 
long-run. Using aggregate data in Chapter Five it was shown that the apparent 
significance of six demand variables (OECD Trade, OECD GDP, real M l , real M3, 
terms of trade ^ and GNE) could be explained by multicollinearity with product wages, 
the specification and the transformation of the demand variables used in estimation. 
The approach taken in this chapter has three parts. First, the question whether 
the same variables found to be significant at the aggregate level (in Chapter Five) are 
also significant using disaggregated data is examined. Second, the issue of whether the 
aggregate results are an adequate representation of those obtained at the disaggregate 
level is addressed in section 8.2. Thirdly, we assess the robustness of the results with 
regard to different specificadons and formulations of demand variables. Section 8.5 
concludes the chapter. 
8.2 The Significance of Demand Variables in the Demand for Labour 
1. Defined using mineral export prices. 
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The significance of demand variables is analysed using the profit based specification in 
which capital stock and technical progress are modelled jointly using trends. Demand 
variables are included along with the price variables as explanatory variables. The 
detailed results of estimation are presented in Appendix E (Tables E.6 to E.14), along 
with results of estimation using demand variables in the profit maximisation 
specifications based on using direct estimates of capital stock and modelling the 
labour/capital ratio. A summary of elasticities of the wage and demand variables using 
the specification in which capital stock and technical progress are modelled jointly 
using trends is presented in Tables 8.1 and 8.2, with the former table presenting the 
results for demand variables that were consistently significant. 
The models of the disaggregate demand for labour were adequate to the extent 
that the diagnostics accepted the null hypotheses of no autocorrelation using the LM 
test and normality of the residuals using the Jarque-Bera test. The specification was 
rejected using the RESET(2) test for a number of the models using specific demand 
variables, including the specification using GNE for FMP and OECD Trade for TCP. 
However, the specification was accepted generally. The models exhibited some 
instability, although this was no worse than that found in disaggregated estimation of 
labour demand under profit maximisanon. 
Estimates of the disaggregated demand for labour, using specifications 
including demand variables, support the view that demand variables are significant 
explanators of the demand for labour. While 14 of the demand variables tested 
exhibited t statistics over 1.0 in at least one industry, the two most consistently 
significant variables were OECD Trade and real GNE presented in Table 8.1. In 
addition. Real M l also exhibited t statistics above unity in seven of the eight industries. 
In summary, three of the significant variables at the aggregate level were also 
significant using disaggregated data. The long-run demand elasticities for GNE, OECD 
Trade and real M l are presented in Table 8. la. The other variables found to be 
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significant at the aggregate level in Chapter Five (real M3, OECD GDP, Terms of 
Trade) were not consistently significant at the disaggregate level. 
As noted in Chapter Five, real GNE (for the economy) can be viewed as an 
endogenous variable in modelling (disaggregated) manufacturing labour demand, 
similar to output. This reduces the importance of significant results using real GNE as 
evidence in support of an argument that demand variables are significant additional 
explanators of labour demand. However, Durbin-Hausman tests for endogeneity at the 
disaggregate accepted the null hypothesis that real GNE was statistically exogenous at 
the disaggregate level for the eight industries at the five per cent level of significance.^ 
While the empirical test does not accept the proposition of endogeneity, significant 
results using real GNE should be treated with caution. 
The significance and size of the elasticities of the demand variables indicate 
significant long-run effects on the demand for labour. The results do not generally 
accept differencing in the levels model. If they did, it would support an argument that 
demand variables may effect the demand for labour as short-run shocks, given prices 
take time to adjust. 
Simple averages of the demand elasticities are consistent with those obtained for 
aggregate manufacturing. The simple average of the results for real GNE, OECD Trade 
and Real M l (Table 8.1a) were 1.179, 1.162 and 0.592 respectively, compared to the 
long-run elasticities obtained using aggregate data of 1.194, 1.17 and 0.475. This 
2. Test statistics for the Durbin-Hausman test for endogeneity using disaggregated labour demand were 
FBT (0.04), TCF (.028), PPP (0.26), CHEM (0.25), BMP (0.46), FMP (0.09), TE (0.32) and MISC (0.25) 
disu-ibuted as a xH2>5.99 critical value at the five per cent level of significance. The instrumental 
variable was lagged GNE. A description of the Durbin-Hausman lest is presented in Appendix B. 
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Table 8.1a : Long-Run Elasticities of Emplovment with Respect to Demand 
Variables Jointly Modelling Technical Progress and Capital Stock - Consistently 
Significant Variables 
FBT TCP PPP CHEM BMP EMP TE MISC AVERAGE AGGREGATE 
GXE 0.583* 1.5740* 0.998* 1.117* 0.530* 1.126* 2.227* 1.280* 1.179 1.194 
Ml - 0.670* 0.355 0.398* 0.102* 0.358* 0.884* 0.592* 0.592 0.475 
OECD TRADE 1.152* 1.280* 1.257* 0.844* 0.305 1.034 2.029* 1.389* 1.162 1.17 
Table 8.1b : Long-Run Elasticities of Employment with Respect to Product Wages 
Jointly Modelling Technical Progress and Capital Stock - Consistently Significant 
Variables 
EBT TCP PPP CHEM BMP EMP TE MISC AVERAGE AGGREGATE 
Profit Max'n -0.439 -6.744* -2.108 -0.511 -0.138 -0.488 -3.124 -1.492 -1.881 -1.997 
GXE -0.275 -4.059* -0.947 -0.389 -0.125 -0.038 -1.505 -0.591* -0.979 -0.943 
Real Ml - -2.730* -0.910 -0.234 -0.164 -0.431 -1.032 -0.675 -0.675 -1.522 
OECD TRADE -0.257* -1.454* -0.240 -0.297* -0.210 -0.305 -0.467 0.194 -0.379 -0.133 
Table 8.1c: Difference in Long-run Elasticities Between Profit Maximisation and 
Adding GNE, M l , OECD Trade. 
EBT TCP PPP CHEM BMP FMP TE MISC 
t statistic (14 df) 
GXE 1.84 1.23 2.52* 1.05 0.09 1.01 1.61 1.99 
* * * * * 
Ml 1.00 2.65 2.29 2.67 1.42 0.44 4.74 3.96 
* * * * * * 
OECD Trade 3.37 5.67 6.02 6.01 1.70 0.64 12.00 10.28 
Source: Table E.l, Table E.4, Table E.6 to E.14 in Appendix E. 
* significant at five per cent. 
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suggests that the results obtained using the aggregate data are reasonable 
approximations of the combined demand for labour. 
While three of the demand variables appear to be consistently significant in 
determining the demand for labour at the disaggregated level and provide results 
consistent with the aggregate elasticity with respect to the demand variable, it is also 
apparent that if the elasticities are accepted, then the average result can be a poor 
indicator of the response of a particular industry to a particular demand shock. The 
elasticities for OECD Trade range from 2.029 (significant at five per cent level) to 
0.305 (not significant). For real GNE and Real M l the range is 2.227 to 0.530 and 
0.884 to 0 respectively. The diversity of the results using disaggregated data is also 
apparent when the results for the other demand and competidveness variables are 
examined. Table 8.2 presents the demand elasdcities of the demand and 
competitiveness variables that were not consistently significant across industries, but 
nevertheless obtained t statisdcs over (absolute) unity for one or more industries. They 
indicate that other variables have an effect on a small number of industries. 
In terms of contrasting Keynesian and neoclassical approaches to the demand 
for labour, these results also serve to indicate that a purely aggregate approach to the 
demand for labour may suppress important information. Referring to Table 8.2, demand 
variables, not significant in aggregate may be important at the disaggregate level. For 
example export and import prices consistently register t statistics over unity for TE, 
while import prices are important in explaining the demand for labour in PPP, CHEM 
and MISC. 
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Table 8.2: Long-Run Elasticities of Demand Variables Jointly Modelling Technical 
Progress and Capital Stock - Variables not consistently significant. 
FBT TCP PPP CHEM BMP FMP TE .vnsc AVERAGE 
M3 0.457 0.530 0.665 0.551 
OECD GDP - 1.826 2.52 - 3.843 3.594 2.221 2.801 
Pub Sector Exp - 0.503 - _ 0.503 
TOT(minerals) - - 0.27 0.289 1.588 0.716 
EXPORT/CPI - 0.397 - -0.427 -0.015 
EXPORT/GDP - - - 0.774 -0.802 -0.014 
LMPORT/CPI - -0.391 -0.729 - - -1.065 -0.471 -0.664 
m P O R T / G D P - -0.428 -0.673 - -1.026 -0.480 -0.652 
LMPORT/PRODL'CT PRICE - - 1.007 - 1.007 
AWE - 2.600 1.011 1.200 2.494 - 3.023 2.066 
Real Interest Rates - - - -1.973 - - -1.973 
Source: Table E . l , Table E.4, Table E.6 to E.14 m Appendix E. 
n.s. Demand vanables not significant in regression for aggregate manufacturing. 
The addition of the demand variables to the profit model using aggregate data 
had the effect of lowering (in absolute terms) the long-run elasdcities of the demand for 
labour with respect to product wages. As is shown in Table 8.1b, this also occurs using 
disaggregate data. The addition of the demand variables to the specification lowers (in 
absolute terms) the long-run wage elasticities of the demand for labour compared with 
those obtained by estimating the profit maximisation specification. A comparison of the 
simple average for the disaggregate elasticides with those obtained using aggregate data 
in Table 8.1b indicates that they are similar for real GNE, but for real Ml and OECD 
Trade the differences are large. 
As a test of the significance of the effects on the long-run wage elasticities of 
adding the demand variables, the difference between the two wage elasticities obtained 
from the profit maximisation model and that obtained from the specification including 
the demand variables in each industry was tested for the three demand variables 
presented in Table 8.1c. This consisted of testing the restriction that the long-run wage 
elasticity obtained when estimating with demand variables was the same as that 
obtained under profit maximisation for the corresponding industry. As indicated in 
Table 8.1c, the difference between the wage elasticities are generally significant at the 
five per cent level for disaggregate models estimated with real Ml and OECD Trade. 
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When modelling the demand for labour using real G>iE, the difference is only 
significant for PPP. This provides evidence that demand variables have a significant 
impact on wage elasticities of models of labour demand when real M l and OECD 
Trade are used and that the collinearity problem encountered in Chapter Five may also 
exist at the disaggregated level. However, it also suggests that while real GNE adds to 
the explanation of labour demand, it does not do so at the expense of the explanatory 
power of wages. 
In summary, the evidence presented in this section suggests that demand 
variables are significant additional explanators of the demand for labour using 
disaggregate models. A feature of the results is that the significance of the demand 
varies between industries, with some variables not significant at the aggregate level 
significant at the five per cent level in some disaggregated labour demand models. An 
important issue is the robustness of the results, especially given the apparent 
significance of real GNE as a demand variable which can be argued to be endogenous. 
8.3 Robustness of the Resuhs 
Given that the results of adding demand variables using disaggregate data are similar to 
the aggregate results in terms of the average long-run elasticities of demand variables 
with respect to labour demand and the effects of demand variables on wage elasticities, 
the question arises of whether the explanations for these effects at the aggregate level, 
noted in Chapter Five, apply at the disaggregate level. That is, how robust is the 
significance of the demand variables and what is the interpretation of these variables? 
The significance of OECD Trade and real GNE at the aggregate level could be 
accounted for by collinearity of the demand variables and product wages, and the 
trending nature of variables. The apparent significance of these results could be 
reconciled with the lack of significance of demand variables found by Bean et al (1987) 
and Symons (1985b) because of these factors, and the different level of aggregation at 
which the investigation was undertaken in the case of Bean et a/ (1987). Re-estimation 
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of the aggregate models in first differences, using demand variables estimated 
following the methodology proposed by Bean et a/ (1987) yielded results in which the 
demand variables were not significant. This lent support to a neoclassical explanation 
given estimates of neoclassical models that were strongly consistent with expectations, 
and cast doubt on the result at the aggregate level that demand variables were 
significant explanators of the demand for labour. 
The results obtained at the aggregate level suggesting that demand variables 
were not significant cannot be duplicated using disaggregate data. Demand variables 
are significant using a range of specifications and transformations of the variables. The 
specificadon jointly modelling capital stock and technical progress and including 
demand variables was estimated in first differences using disaggregate data. Table 8.3a 
presents a summary of the results obtained for OECD Trade, real GNE and real M l . 
GNE was significant at the five per cent level in six of the eight industries (TCP, 
CHEiM, BMP, FMP, TE, MISC), while OECD Trade was significant at the five per cent 
level in two of the industries (TCP, MISC), with another three industries (PPP, CHEM, 
TE) with t statistics with absolute values over one. Real Ml returned a t stadstic over 
one in one industry (MISC), suggesdng the possibility that its significance when labour 
demand was estimated in levels was related to co-trending of those variables. 
Table 8.3a: Long-Run Elasticities of Demand Variables in First Difference 
Specification 
FBT TCP PPP CHE.M BMP FMP TE .vnsc AVERAGE 
GXE 
Ml 
OECD TRADE 
0.260 0.410* 0.400 0.660* 0.890* 
- 0.680* 0.370 0.400 
0.720* 1.710* 
0.640 
1.020* 
-0.210 
0.930* 
0.759 
-0.210 
0.604 
Source: Table E.5, Tables E. 15 to E.22 in Appendix E. 
Table 8.3b: Long-Run Elasticities of Demand Variables Using Methodology of 
Bean et al 
FBT TCP PPP CHEM BMP F.MP TE .MISC 
Bean Vanable 0.286 1.341* 0.859* 0.767 0.29** 0.516* 0.745* 0.906* — 
Source: Table E.3, E.23 in Appendix E. 
* significant at five per cent; ** significant at ten per cent. 
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The results of estimating the demand for labour using demand variables derived 
following the method proposed by Bean et a/ (1987) are presented in Table 8.3b.3 This 
approach provides a composite demand variable that is not endogenous as it is 
generated using what are clearly exogenous variables. In five of the eight industries 
(TCF, PPP, FMP, TE, MISC) demand variables are significant at the five per cent level 
using t statistics calculated from asymptotic standard errors and one industry (BMP) 
was significant at the ten per cent level of significance."^ This provides additional 
evidence that demand variables are significant explanators of the demand for labour 
and that the conclusion does not rest on the significance of real GNE as a demand 
variable. 
As a further test of the robustness of the significance of the demand variables in 
the demand for labour, the disaggregated demand for labour including demand 
variables was estimated using specifications that included direct estimates of the capital 
stock (see section E.5 in Appendix E) and the specification modelling the labour/capital 
ratio (see section E.6 in Appendix E). 
In estimating the demand for labour using direct estimates of capital stock, GNE 
was significant at the five per cent level in six industries (FBT, CHEM, BMP, FMP, 
TE, MISC), while OECD Trade was significant in four industries (CHEM, BMP, FMP, 
TE) at the five per cent level. Real M l was significant at the five per cent level in six 
industries (TCF, CHEM, BMP, FMP, TE, MISC). 
A summary of the results obtained from modelling the labour/capital ratio and 
including demand variables is presented in Table 8.4. It presents the long-run demand 
elasticities with respect to the demand variables. GNE consistently obtains t statistics 
3. The ^ Bean' variable is generated by using exogenous demand variables to predict output. Predicted 
output is then used as a demand variable in estimating the demand for labour. Predicted output for each 
industry' was estimated using demand variables (excluding real GNE) that returned t statistics with 
absolute values over unity in disaggregate estimation using the specification in which technical progress 
and technical change were jointly estimated (see Appendix E). 
4. This IS necessary as the variables using the Bean methodology are generated regressors. It was also 
discussed in detail in section 5.3. 
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over one and is significant at the five per cent level in six industries (TCF, CHEM, 
BMP, FMP, TE, MISC), although the coefficient on TCF is negatively signed. OECD 
Trade and real M l are not generally significant using this specification and have 
coefficients incorrectly signed in three of the industries in which they have t statistics 
over (absolute) unity. 
Table 8.4: Long-Run Demand Elasticities Modelling the Labour/Capital Ratio 
FBT TCF PPP CHEM BMP FMP TE MISC 
GNE -0.181 0.292* 0.022 1.734* 0.730* 0.350* 0.469* 1.109 
Ml - -0.242* 0.159* 0.516* - - - 0.393* 
OECD 
Trade - -0.756 - 0.796 - -0.505 - 0.677* 
Source: Table E.25 in Appendix E. 
significant at five per cent. 
The results presented in Table 8.4 further support the results obtained earlier in 
the section that real ONE is a consistently significant demand variable explaining the 
demand for labour. A comparison of the long-run demand elasticities presented in 
Table 8.1b with the corresponding elasticities obtained modelling the labour/capital 
ratio also indicates that modelling the labour/capital ratio has mixed effects on the 
demand elasticities, lowering them in a majority of cases, but not so for CHEM and 
BMP. 
A test of robustness not available at the aggregate level is to pool the data for 
the eight manufacturing industries and estimate a model of the demand for labour. ^  
Such a model imposes common coefficients on price and demand variables across 
industries, while allowing the constant to vary. While results presented so far in this 
chapter and in section 7.4 do not support constraining the coefficients to be the same 
across industries, pooled estimation provides another way of examining the robustness 
of the significance of demand variables in labour demand. Pooled data models of the 
5. A description of the various approaches to estimating models with pooled time series data is presented 
in Johnston (1984). Estimation here uses model 11(a) referred to on page 397, in which the constant terms 
are allowed to vary across industries. 
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demand for labour were estimated using real GNE, OECD Trade and real Ml . The 
profit maximising specification in which the effects of technical progress and capital 
stock are estimated jointly was used as a benchmark. 
The long-run product wage and demand elasticities obtained from estimating 
with pooled data are presented in Table 8.5 and support the disaggregated results with 
both wage and demand elasticities significant at the five per cent level. They indicate 
that the elasticity of labour demand with respect to pooled product wages is consistent 
with those obtained using the profit maximisation model as a benchmark. However, the 
wage elasticities are lower (in absolute terms) than those obtained estimating the 
aggregate and separate industry models of labour demand. Demand variables are all 
significant with elasticities that are consistent with the average of those obtained for the 
industry models estimated separately. The next question to be addressed is whether 
significant information is lost through aggregation, or in terms of the pooled model, 
whether imposing the same coefficients on the different industries is accepted by the 
data. 
Table 8.5: Pooled Time Series Cross Sectional Estimation of the Demand for 
Labour 
Wage Elasticity 
Demand Elasticity 
Profit GNE OECD Real 
Maximisation Trade Ml 
-0.405* -0.342* -0.395* -0.338* 
0.875* 1.045* 0.355* 
* significant at five per cent. 
The test proposed by Lee et a/ (1990) was used to assess the significance of the 
differences between the aggregate and disaggregate models of labour demand and 
applied to the specification modelling the effects of technical progress and capital stock 
jointly using trends. As discussed in section 7.4 and Appendix F, the interpretation of 
aggregation bias assessed using this test is whether the aggregate model is significantly 
different from those obtained for component industries and whether information is lost 
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through aggregation. The results are presented in Table 8.6. The three most significant 
demand variables, real GNE, OECD Trade and real Ml were used to formulate the 
models of labour demand for the tests. They returned results that were consistent with 
those found for the profit maximisation specificauon presented in Chapter Seven. All 
three tests indicated that there was a significant (at the one per cent level) loss of 
information in aggregating the models of labour demand. 
Table 8.6: Test of Aggregation Bias - Estimating the Effects of Capital Stock and 
Technical Progress Jointly Using Trends 
Test Critical 
Value Value x^(14) 
GNE 92.05*" 5% = 23.685 
OECD Trade 250.97** 1% = 29.141 
Real Ml 189.31** 
Source: Appendix A; Appendix F. 
* significant at five per cent; ** significant at one per cent. 
A further issue to consider in assessing the robustness of the results is that it is 
possible that the demand variables are proxying the effects of price variables that are 
not included in the specification, such as the price of domestic manufacturing industry 
relative to the prices of other goods and services in the economy. That is, the price of 
manufacturing output relative to other goods has changed substantially, leading to 
substitution effects. Such a model is consistent with the neoclassical framework. 
This explanation is not supported by the results of earlier regressions. The price 
of aggregate imports relative to product prices of manufacturing outputs were not 
significant at the five per cent level. However, real average weekly eamings, which 
might be considered as a measure of relative purchasing power, returned t statistics over 
unity in five industries. 
As a further test, the demand for labour is estimated using the profit 
maximisation specification and including the ratio of CPI to the respective 
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manufacturing product prices. This measure is intended to directly capture any 
substitution effects arising from changes in the price of manufacturing outputs relative 
to the rest of the economy. Table 8.7 presents the long-run elasticities of labour demand 
with respect to the ratio of the CP! to manufacturing product prices. The results indicate 
that of the eight industries, in six the CPI variables retumed t statistics over (absolute) 
unity and of these three of the coefficients were incorrectly signed. Further, only in the 
model for CHEM is the CPI variable significant at the five per cent level. Such a set of 
results does not lend strong support to the relative price explanation. 
Table 8.7: Long-Run Elasticities of Labour Demand - Ratio of CPI to Industry 
Product Price 
FBT TCF PPP CHEM BMP FMP TE MISC 
CPI/ 
Prod Price 1.022 -11.859 1.585 2.502* -1.163 -0.914 -4.690^ 
Source: .'Appendix A. 
* sigmficam at five per cent, 
a t statistic less than one. 
b Xo long-run solution to this model. 
In summary, tests of robustness provide support for the results indicating that 
demand variables are significant explanators of the demand for labour in addition to 
product wages. Further, if real ONE is accepted as an exogenous demand variable, it 
appears to be the more significant of the demand variables across industries, being 
significant in a large number of industries in a variety of specifications. However, the 
significance of demand variables does not depend on the results obtained for real ONE 
as the consistent significance of real M l , OECD Trade and the "Bean" demand variable 
across industries provides additional evidence that demand variables are significant 
additional explanators of the demand for labour. In addition, different demand variables 
are significant at the disaggregate industry level, although not necessarily across all 
industries in the manufacturing sector. 
In addition to supporting the significance of demand variables, the results also 
indicate that while models of labour demand in manufacturing return wage and demand 
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elasticities consistent with the simple averages of those using disaggregate data, there is 
a significant loss of information by aggregating the data. That is, the aggregate model 
does not provide estimates of labour demand consistent with individual industry 
estimates. An interpretation of the significance of demand variables in explanations of 
the demand for labour is taken up in the next section. 
The Role of Demand Variables and Real Wages in Labour Demand 
An issue that arises is how demand variables and product wages combined to determine 
the demand for labour in Australian manufacturing between 1954-55 and 1984-85, 
given that both variables appear to be significant determinants of the demand for 
labour. Table 8.7 presents the long-run predicted effects of trend behaviour of GNE, 
real Ml and OECD Trade^ over two sub-periods of the sample, along with the 
estimated joint effects of technical progress and capital stock (derived from the profit 
maximisation model) and the predicted effects of trend behaviour of product wages. ^  
These variables are compared with the trend rates of employment growth over the 
sample.^ The sample is split at 1973-74, the same year as the analysis of the price and 
quantity data presented in Chapters Three and Six. 
As noted in Chapter Six, the trend rate of growth in employment falls in all 
manufacturing industries between the two sub-periods. This is matched by the fall in 
the trend rates of the demand variables and the product wage. One interpretation of the 
information presented in Table 8.5 is that during the first sub-period 1954-55 to 197374 
the negative effect of product wage increases was to a large extent offset by demand 
and the growth of the capital stock. In the latter sub-period, 1974-75 to 1984-85, 
6. These were calculated by multiplying trend rates of growth in the demand variables by the long-run 
elasticities for those variables derived using the specification in which the effects of technical progress 
and capital stock are estimated jointly using trends. 
7. This is calculated as the trend rate of increase in the product wage multiplied by the long-run wage 
elasticity of labour demand for the relevant industry derived estimating the profit maximisation model of 
labour demand in which the effects of technical progress and capital stock are modelled jointly using 
trends. 
8. The sum of the predicted effects of trend wage growth and GNE growth will not necessarily sum to the 
trend rate of growth of employment , as the full specification of the industry models are not presented in 
the table and the estimates are of long-run effects as opposed to effects within a particular period. 
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S-^ft of Growth of Disaggregated Employment VaHabks ^ong-Run Effects of Change in Product Wages and Demahd 
FBT 
TCF 
PPP 
CHEM 
BMP 
FMP 
TE 
MISC 
Aggregate 
(1) (2) (3) 
1954-55 to 1973-74 to Joint 
1973-74 1984-85 Capital and 
(per cent) (per cent) Technical 
(per cent) OECD Trade* 8.52 4.43 Real Ml .a .a 
GNE* 2.86 1.46 Product Wage -0.44 -1.04 -0.9 
Employment 0.9 -2.22 
OECD Trade* 9.47 4.93 Real Ml* 1.01 -0.09 
GNE* 7.71 3.94 
Product Wage -12.58 -8.52 4.0 
Employment -0.3 -3.47 
OECD Trade* 9.3 4.84 
Real Ml 0.98 -0.05 
GNE* 4.89 2.50 
Product Wage -2.84 -2.40 3.8 
Employment 2 -0.76 
OECD Trade* 6.25 3.25 
Real Ml* 0.6 -0.06 
GNE* 5.47 2.79 
Product Wage -1.52 1.18 0.1 
Employment 1.9 -1.68 
OECD Trade 2.26 1.17 
Real Ml* 0.15 -0.01 
GNE* 2.6 1.33 
Product Wage -0.29 -0.22 4.5 
Employment 3.3 -1.80 
OECD Trade 7.65 3.98 
Real Ml* 0.54 -0.05 
GNE* 5.52 2.81 
Product Wage -0.11 -0.74 6.8 
Employment 1.6 -2.63 
OECD Trade* 15.01 7.81 
Real Ml* 1.33 -0.13 
GN^* 10.91 5.57 
Product Wage -4.67 -3.40 3.8 
Employment 2.3 -2.72 
OECD Trade* 10.28 5.34 
Real Ml* 0.89 -0.09 
GNE* 6.27 3.2 
Product Wage -1.65 -1.10 1.2 
Employment 1.2 -2.08 
OECD Trade 8.66 4.50 
Real Ml 0.71 -0.07 
GNE 5.85 2.99 
Product Wage -6.19 -2.23 
Employment 1.5 -2.46 
Source: Appendix A, Appendix E. 
a -1 siatisuc less lhan umiy. 
demand variable significant al five per cent. 
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trend product wage growth fell, but so did the trend rate of growth of demand variables 
and capital stock, so that they did not exert the same positive effect on the demand for 
labour, with the trend rate of growth of demand variables almost halving between sub-
periods. 
Demand variables are estimated to have a positive effect on the demand for 
labour in all industries, with the magnitude of the effect reflecting the relative sizes o f 
the long-run elasticities for the component industries. O E C D Trade consistently has the 
largest relative effect on the demand for labour amongst the demand variables, with real 
M l having the smallest effect. 
The combined effect of technical change and capital stock (see column (3) of 
Table 8.5) also plays a large pan in determining the trend changes in the demand for 
labour, with the magnitude of the effects similar in absolute terms and real wages 
tending to offset the effects of product wage increases. The major excepdon to this is in 
F B T in which technical change and capital stock have a negative (but not significant) 
effect on the demand for labour. 
A question that arises from these results is that if a price and demand variable 
specification of the demand for labour is supported by the data, then what is the 
interpretation that is to be placed on the model? The results do not support the "strong" 
Keynesian model in which prices play no part; however, they do offer scope for the 
"weaker" Keynesian models which offer analysis that supports the argument that prices 
are slow to adjust and do not adjust completely, so that prices and demand are both 
important. 
The results also offer some support to the neoclassical model of labour demand 
based on imperfect competidon, in which it is assumed that the producer has some 
market power and is a cost minimiser. The convendonal model conditions the demand 
for labour on output but provides litde insight into how output is set. It is possible that 
the demand variables affect output through some unspecified mechanism. However, 
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some of the wage elasticities obtained with the disaggregate models are higher in 
absolute terms than is usually associated with the coefficient on wages in a conditional 
demand for labour. 
8.5 Conclusions 
Results have been presented in this chapter indicating that demand variables are 
significant explanators of the demand for labour, in addition to real wages, and forms 
evidence that the neoclassical framework is not an adequate representation of the 
demand for labour. 
The two main variables that yielded consistendy significant coefficients were 
OECD Trade and real ONE. Real M l was a slightly less significant demand variable. 
The results were not as sensitive to the specificadon of the demand variable or the 
labour demand function as was the case using aggregate data. Specifications esdmated 
in first differences and using the transformadon of demand variables proposed by Bean 
et al (1987) also yielded significant and consistent effects on the demand for labour. 
Funher, the two other specificadons of the demand for labour based on direct 
measurement of capital and the labour/capital ratio both yielded results in which real 
GNE and OECD Trade were significant. 
The results using disaggregate data support those obtained using aggregate data 
and suggest that the aggregate results provide a reasonable approximadon of the 
average of the component industries as the averages of the long-run elasucides for 
product wages and demand variables obtained using disaggregate data are consistent 
with those obtained using aggregate data. However, the results also indicate that the 
aggregate results may not be an accurate basis of predicdng the behaviour of particular 
industries to changes in demand and product wages with a large range of elasticities of 
labour demand across industries. 
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The chapter demonstrated that there is important additional information to be 
gained from estimating labour demand for the manufacturing sector using 
disaggregated data. This takes the form of gaining a more accurate estimate of the role 
of demand variables in the demand for labour and identifying the role of product wages. 
Disaggregated estimation also indicated that variables not significant at the aggregate 
level could affect particular industries. This was particularly noticeable in the effect of 
import and export prices. 
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Chapter 9: Summary and Conclusions 
9.1 Summary 
This thesis has analysed changes in the demand for labour in Australian manufacturing 
industry by focusing on the alternative specifications of the demand for labour 
suggested by the Keynesian and neoclassical frameworks. The empirical problem of 
explaining the decline in the demand for labour which occurred in Australian 
manufacturing from 1974-75 presented an opponunity to test the competing theories. 
The time series of data, thirty years, and the existence of data on outputs, labour and 
capital inputs at a fairly disaggregated level enabled this comparison to be made for 
both aggregate manufacturing and its components over a relatively long period. 
Employment in the manufacturing sector in Australia has fallen both absolutely 
and relatively over the last fifteen years. Thus, the focus on one sector of the economy, 
rather than the aggregate, enables a more detailed investigation on the role of real 
wages, aggregate demand, capital and technical progress in changing the demand for 
labour than is possible with studies using more aggregated data. 
One issue which has dominated discussion of the demand for labour since the 
publication of Keynes' General Theory in 1936 has been the relative importance of real 
wages and demand factors in explaining changes in the demand for labour. Initially this 
discussion focused on a very specific empirical issue, namely whether or not the real 
wage and employment (or output) moved pro- or counter-cyclically. The initial testing 
of this relationship suggested by Keynes' theory found that output and employment 
moved pro-cyclically, contrary to the presumption of classical and neoclassical theory 
and contrary also to initial statements of the relationship between real wages and 
employment in the General Theory. This methodological approach to the question is 
surveyed, and defended, in Michie (1987). 
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Both the methodology and the findings from the empirical work have been a 
matter of dispute. A range of diverse results has been produced as to whether or not 
wages do move pro- or counter-cyclically. More fundamentally, it has been argued, 
particularly by Symons (1990), that the whole approach is flawed. His major objection 
is that the contemporaneous correlation between output and real wages tells one nothing 
of use about the question of interest, namely the form of the labour demand function. 
The current phase of the debate as to whether or not real wages enter the demand for 
labour function with a negadve sign was begun by Sargent (1978), Neftci (1978) and 
Geary and Kennan (1982). Their approach extended the previous discussion by 
considering the importance of lags and testing for Granger causality. However, they 
stopped short, primarily for data reasons, from considering the full neoclassical 
specification of the demand for labour. 
A series of papers (Symons and Layard, 1984; Symons, 1985a, 1985b; Newell 
and Symons, 1985; Nickell and Symons, 1990) estimated the fully specified 
neoclassical demand for labour function and found the inverse relationship between real 
wages and employment initially postulated by Keynes as a common factor between his 
analysis and previous classical theories. The finding is sensitive to using the appropriate 
deflators for the variables and, of particular importance for this study, modelling capital 
and technical progress is essential if the neoclassical demand function is to be 
identified. It has been argued that these results are consistent with other theories than 
the neoclassical approach used by Symons in the derivation of his equations (Michie, 
1987; Anayadike-Danes and Godley, 1989). Further, the attempts to test whether or not 
demand factors enter into the demand for labour have met with diverse findings and 
nothing like a consensus seems to exist (Nickell, 1984; Newell and Symons, 1985, 
Symons, 1985a, 1985b; Bean et al 1987; Drobny, 1988, Dimsdale et al 1989). 
The hypothesis that the demand for labour is an inverse funcdon of the real 
wage and depends only on the capital stock and technical progress and not on demand 
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factors can be interpreted as the final stage in a sequence of hypotheses which can be 
identified with various Keynesian and neoclassical theories. 
The first contribution of this thesis is to present this sequence of hypotheses and 
test them on the same data set over a period when the changes in employment were 
very pronounced. Four specifications of labour demand are tested. First, labour demand 
is modelled as an inverted production function (a function of output, capital stock and 
technical progress); a specification common to all theories of the demand for labour. 
Second, labour demand is modelled as a function of output, wages and technical 
progress. This specification of the labour demand function is open to various 
interpretations. It can be viewed as a neoclassical constrained cost minimisation 
function. Alternatively it can be viewed as what Drobny (1988) describes as a "weak" 
version of the Keynesian hypothesis. If wages are either insignificant or positively 
signed, such an equation might be regarded as a test between the "strong" Keynesian 
hypothesis in that wage rises do not decrease employment and the "weak" version 
where they have some effect. The third specification is the full neoclassical profit 
maximisation specification in which labour demand is a function of the capital stock, 
technical progress and real wages. The fourth, and final, test is whether demand 
variables (as opposed to output) enter this neoclassical model as significant additional 
explanators. 
In this thesis it is argued that the only test which discriminates between the role 
of demand factors and real wages in the demand for labour comes from these final two 
specifications. The first two specifications are either common ground between the 
alternative theories (ie the production function) or they are observationally equivalent 
as in the neoclassical and Keynesian interpretations of the real wage and output models. 
The significance of the coefficient on real wages is not a useful test between the 
approaches because under the neoclassical interpretation it will be biased towards zero 
by the endogeneity of real wages and output. The test of the Keynesian view that 
demand factors are important relative to the neoclassical view that they are unimportant 
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must, it has been argued, hinge on the last specification and this thesis has sought to test 
for this very imponant empirical result using a long run of Australian data. 
Such empirical testing is complicated by two issues which have been addressed 
in detail in the thesis. The first is how to model the effects of capital stock and technical 
progress. The second is the importance of aggregation problems posed by aggregation 
in successfully identifying the labour demand function. 
The second contribution of this thesis has been the systematic testing of 
alternative specifications of the net effects of capital investment and technical progress 
on labour demand. It has been shown that this is an issue of central importance to an 
assessment of the size of the real wage effect on the demand for labour. For aggregate 
manufacturing, the largest and most significant real wage effect was found if the 
influence of capital stock and technical progress were modelled jointly by time trends. 
Such an approach has been used before in the literature, but has been dictated by the 
lack of a series on the capital stock. For this thesis, a capital stock series was calculated 
and used in the labour demand specification, allowing the time trends to model simply 
technical progress. A further specification was tested in which constant returns to scale 
was imposed by modelling the dependent variable as the labour/capital ratio. The task 
of discriminating between these alternative specifications is a major contribution of this 
thesis. 
It was of some importance to establish which specification was most consistent 
with the data. This issue was considered for aggregate manufacturing in Chapter Three 
and the analysis was extended in Chapter Six by a consideration of productivity change 
for the components of Australian manufacturing. It was shown that the remarkable 
constancy of growth in average labour productivity for aggregate manufacturing hid 
major changes in the sources of productivity growth over the sample period for the 
thesis. In the period 1954 to 1974 the growth of the capital/labour ratio accounted for 
most of the growth in the average product of labour, while after 1974 MFP growth 
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became more important. A negative correlation between MFP growth and capital 
investment was found within the manufacturing sector. It was argued that this 
relationship would suggest that specifications constraining the capital stock series 
would not adequately model technical progress. 
The third contribution of this thesis has been an intensive investigation of the 
potential gains from disaggregating the data in order to capture the real wage and 
demand effects in the demand for labour function. We have disaggregated the 
manufacturing sector into eight industry groups and have tested the full range of 
specifications, already described, for each sector. 
The results indicated a diverse range of wage elasticities, with the larger 
elasdcities associated with the specification modelling capital and technical progress 
jointly using trends. Capital stock was also a less significant variable than at the 
aggregate of manufacturing. Disaggregadon also demonstrated a wide range of demand 
effects between industries, with variadons in the level of significance and elasdcities. A 
formal test proposed by Lee et al (1989) was implemented to test the proposition that 
no significant informadon was lost through aggregadon. It was rejected, indicadng that 
significant addidonal informadon is available to investigate labour demand using 
disaggregate data. 
The fourth contribudon of the thesis has been the tesdng of demand effects in a 
fully specified neoclassical model. This process consisted of three stages. First, a range 
of demand variables were incorporated into a standard model of labour demand. 
Second, models of labour demand using the first differences of logarithms of variables 
were esdmated, in order to eliminate any effects of cotrending of variables on 
correladons. Third, demand variables generated using the methodology proposed by 
Bean et al (1987a) were included in demand for labour specificadons. Such a variable 
was argued to overcome problems of endogeneity and provide a composite demand 
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variable. This approach provided a framework for assessing the robustness of the 
results of estimating the demand for labour. 
In summary, our contributions to the discussion of the determination of the 
demand for labour have been: first, the systematic testing of the alternative 
specifications for labour demand on a long time series of Australian data; second, the 
systematic testing of the importance of modelling the capital stock and technical 
progress; third, the investigation of the aggregation problem in appropriately 
identifying the labour demand function; and finally, investigating the imponance of 
demand factors in labour demand for both aggregate manufacturing and its components. 
9.2 Conclusions 
In this section the conclusions drawn from the contributions outlined in the previous 
section will be summarised. In testing the sequence of assumptions that led to the full 
neoclassical specification it was found that the size of the wage elasticity was very 
sensidve to the specification of the demand for labour chosen. This was true in two 
senses. First, the inclusion of output in the demand for labour rendered the wage 
elasticity small, and, in the case of aggregate data, not significantly different from zero. 
Second, the manner in which the capital stock and technical progress were modelled 
significantly affected the estimated size of the wage elasticity. 
In the light of the negative relationship established between investment and 
MFP growth it was concluded that the most appropriate way to model the joint effects 
of these two variables was with flexible time trends. This specification led to a highly 
significant and relatively large wage elasticity. 
The results obtained using specifications based on profit maximisation indicated 
that this model could provide coefficient estimates consistent with the neoclassical 
model of the demand for labour. The most consistent of the models was based on a 
specification which modelled the effects of capital stock and technical progress jointiy. 
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This specification returned a product wage elasticity of labour demand of -2.0 and a 
positive coefficient on the trend terms. It was concluded that the two further profit 
based specifications estimated using direct estimates of the capital stock and modelhng 
the labour/capital ratio were misspecified. In both cases the elasticity of labour demand 
with respect to the demand for labour fell (absolutely) and, in the case of modelling the 
labour/capital ratio was insignificant. While these latter two specifications were 
generally more stable than the first, the trend terms were incorrectly signed. 
This model was then extended to consider demand effects. The conclusion of 
this part of the thesis was that while significant demand effects could be found at the 
level of aggregate manufacturing, The result was very sensitive to the specification of 
the demand variable. Models of the demand for labour using aggregate data and 
including both price and demand variables, basing the specifications on those used for 
profit maximisation, were estimated in Chapter Five. The results indicated that three 
demand variables, OECD Trade, real Ml and real Gross National Expenditure (GNE), 
were highly significant when the model was estimated in levels. The endogeneity of 
GNE was discussed. 
The robustness of the results was brought into question by the sensitiveness to 
the specification of the variable and the labour demand function. Analysis of the data 
indicated that the demand variables were highly (inversely) correlated with the product 
wage, suggesting multicollinearity was a significant problem. It was possible to 
reconcile the results with those obtained previously for Australian data by Newell and 
Symons (1985), Symons (1985b) and Bean et al (1987) which did not find demand 
vanables to be significant, although Bean et al (1987) found demand variables to be 
significant for other countries. The weakness of the results at the aggregate level for 
manufacturing provided an added motivation for proceeding to examine the demand for 
labour at the disaggregated level. 
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The fragility of the results at the aggregate level led us to investigate the impact 
of demand effects for the components of the manufacturing industry. The conclusions 
here are that demand effects are significant and this result is less sensitive to the 
specification chosen than at the aggregate level. Thus, disaggregation of the data can 
provide significant additional information in analysing real wage and demand effects on 
labour demand. 
Real GNE, OECD Trade and the demand variable proposed by Bean et al 
(1987a) were consistently significant across industries, as was real Ml to a slightly 
lesser degree. Thus, even discounting the significance of real GNE due to endogeneity, 
demand variables were consistendy significant. In addition, other demand variables 
were significant for panicular industries. The results proved robust, indicadng that 
much of the ambiguity encountered at the aggregate level over the significance demand 
variables was removed. 
In summary, our conclusions derived from a systematic study of the 
Australian manufacturing sector using a long time series of disaggregated data are that: 
- if technical progress and investment are jointly modelled as dme trends, then 
the real wage is a highly significant determinant of labour demand (this result is 
highly sensidve to the specification chosen); 
- the importance of the demand effects in the labour demand funcdon are 
sensitive to the level of aggreganon chosen; and, 
- if the method of modelling MFP and investment is accepted and the level of 
aggreganon chosen appropriate, then both real wages and demand have 
significant effects on labour demand over the period studied. 
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Appendix A: The Data 
This Appendix presents the sources and detailed definitions of the variables used in the 
estimation of the demand for labour. The sample period covered by the data is 1954/55 
to 1984/85. The data is largely drawn from the Bureau of Industry Economics (BIE), 
notably the VISION BIE database and BIE (1985), the Australian Bureau of Statistics 
(ABS), and Reserve Bank of Australia and OECD publications. The data provided by 
the BIE is provided at a 34 industry level of disaggregation; however, other 
manufacturing data is generally provided at a higher level of aggregation. It was 
necessary then to select an appropriate level of disaggregation for the data. The BIE 
data was aggregated to eight industries, which is consistent with the classification used 
by ABS. 
The classifications and weights used by the ABS have changed over dme so that 
a number of techniques have to be used to obtained a consistent data set. This is 
particularly the case for the disaggregated data of the manufacturing sector. A 
concordance produced by the BIE (1985) reconciling the classification of activities 
used prior to 1968-68 with more recent ASIC classification was used to produce the 
various series for the different ASIC industry groupings in manufacturing. 
The manufacturing sector disaggregation is Food, Beverages and Tobacco 
(FBT, ASIC 21), Textiles, Clothing and Footwear (TCF, ASIC 23-24), Paper, Paper 
Products and Printing (PPP, ASIC 26), Chemicals and Chemical Products (Chem, ASIC 
27), Basic Metal Products (BxVlP, ASIC 29), Fabricated Metal Products (FMP, ASIC 
31-33), Transport Equipment (TE, ASIC 32), Miscellaneous Manufacturing (Misc, 
ASIC 25, 28, 34) and Total Manufacturing. 
For the manufacturing industries the following variables were required: labour 
input, capital input, and the prices of labour, output and material inputs. Reduced form 
variables, including world demand, trade and fiscal variables were also required. The 
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Appendix first describes the sources and derivations of the industry data in section A. 1 
and then the sources of the reduced form variables in section A.2. The variables used 
are presented in Tables One to Ten. 
A . l : Industrv Data 
Labour Input 
The employment data is an estimate of average total hours per week worked in the 
sector or industry. The input series is made up of the series published in BIE, which 
runs to 1981/82 and then extended using ABS statistical series. The BIE series is 
published for 34 industry groups, and for the purposes of this work was aggregated to 
the eight two digit ASIC industry groups. 
The hours series is generated by multiplying together estimates of average 
weekly hours worked per person and employed persons. 
The BEE employment variable is generated from Manufacturing Estabhshments, 
Manufacturing Industry and Secondary Industries Bulletins published by the ABS. 
The hours series for 1954/55 to 1970/71 is taken from Linacre (1980). Linacre 
generates a series of hours worked by adjusting award hours by estimates of time lost 
for recreation leave, public holidays and industrial disputes. Prior to 1966 there is no 
information recorded allowing for adjustment for sick leave, overtime worked and 
coverage of awards. Linacre notes there will be large errors in the measurement but the 
series should reflect actual long term trends. 
For the series prior to 1966, adjustment was made for part-time hours by 
assuming that part-time hours equalled half of full-time and by extrapolating the shares 
of the full and part-time work forces backwards from 1966. Linacre notes that this is a 
weak pan of the methodology but argues that in the absence of superior alternatives it is 
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the best available. The series generated for the period prior to 1966 was then spliced 
with subsequent ABS hours series. 
From 1966 the labour input series was generated by multiplying average weekly 
hours of work by employment in manufacturing using The Labour Force (ABS Cat. 
No.6204). For the penod 1965/66 to 1970/71 the average weekly hours data covered all 
employed persons and subsequently persons employed in manufacturing. From 1971/72 
hourly data is available at a level of disaggreganon that matches the eight industry 
disaggregation used. 
The BEE data set was updated using employment data f rom the Census of 
Manufacturing, and for the year that the Census was not undertaken (1970-71) 
employment data was derived from The Labour Force: Australia (ABS Cat. No. 6203.0) 
and spliced with the series. The hours data was derived from Average Earnings and 
Hours of Employees (ABS, Cat. No.6304.0) 
Capital Input 
The measure of capital stock used here is made up of two parts. The first is 
separate estimates of owned plant and equipment, and of owned buildings and 
structures. The second is estimates of the leased capital stock used by the 
manufacturing sector. The total stock is a net measure based on the perpetual inventory 
method, using straight line depreciation and assuming zero retirements before the end 
of the asset life. It is estimated for total manufacturing and the eight industry 
disaggregation of the sector oudined above. These features are discussed briefly below 
and are addressed in detail in Karpouzis and Offner (1983), BIE (1985) and Walters and 
Dippelsman (1985). 
Asset lives of plant and equipment and non-residendal structures are based on 
those presented in BIE (1985) and Karpouzis and Offner (1983).' The mean asset life 
1. These asset lives are drawn from survey work of ihe US Internal Revenue Service in 1982. See also 
Blades (1983). 
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assumed for the aggregate manufac tunng sector was 13 years for plant and equipment 
and 40 years for owned buildings and structures. 
Net investment data was supplied by the BIE along with estimates of capitalised 
leasing expenditure up until 1982/83. The remaining three years of the sample were 
based on investment expenditures in the manufacturing sector derived f rom Private 
New Capital Expenditure (ABS Cat No 5626.0). Deflators for the capital stock were 
drawn f rom Haig (1980) and Australian National Accounts: National Income and 
Expenditure (ABS Cat No 5206.0). 
Net capital stock is the accumulation of gross investment, allowing for disposals 
over asset life. Net capital stock also makes allowance for depreciation of the capital 
stock over its life. The latter measure is preferred in work related to the production 
function as it is argued to better approximate the flow of services available at a given 
time-. Depreciation of the stock occurs because of obsolescence as technology changes 
and physical decay over rime. 
The perpetual inventory method (PIM) of calculating capital stock is based on 
taking gross investment data, allowing for disposals and accumularing over rime 
according to a depreciarion funcrion. Investment is adjusted for price changes. Capital 
stock at any given point in time is the sum of the depreciated value of past and present 
investments. 
The model used here assumes that there are no disposals of capital equipment 
unril the end of the life of the asset. This is consistent with esrimates made in BEE 
(1985). Such an assumption will not systematically affect the behaviour of the capital 
stock senes unless asset disposal behaviour alters significantly over the estimation 
period. Work by Lattimore (1989b) using Australian manufacturing investment data for 
1981-82 to 1987-88 suggests that the pattern of disposal of assets was relatively stable 
over this penod. A common alternative is to use Winfrey curves to approximate the 
2. Walters and Dippelsman, 1985. 
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pattern of disposals of a vintage of capital over its assumed life. These are empirically 
determined for asset types from studies in the USA in the 1930s. Walters and 
Dippelsman (1985) adopt a Winfrey curve with a symmetric distribution of asset 
disposal as a benchmark and also exercise discretion for particular groups of assets 
when estimating Australian capital stock using national accounting data. Feldstein and 
Foot (1971), Haig (1980), Stegman (1982) and Brunker (1985a; 1986) have discussed 
the disposal of capital assets in estimating the capital stock, relating disposals to 
business cycles.^ As Moore and Brown (1988) note, Walters and Dippelsman (1985) 
also found that the assumptions concerning the pattern of asset disposal made small 
differences to the behaviour of the capital stock series. In the absence of evidence to 
indicate the correct pattern of disposals simultaneous exit seems as reasonable an 
assumption as any. 
Straight line depreciation has the merit of simplicity and is consistent with most 
Australian and overseas methods of calculation of capital stock and the United Nations 
System of National Accounts'^. It is also argued to approximate the different patterns of 
depreciation implied by different depreciation schedules in the absence of superior 
information. Karpouzis and Offner (1983, p. 40) also argue that straight line 
depreciation is also an averaging of convex depreciation due to obsolescence and aging 
(which occurs fastest in the earlier part of asset life) and the concave depreciation as 
physical productivity falls (which occurs fastest in the later years of the asset life). 
Rentals of capital were included in estimates of capital stock as it has been 
noticed that there was an increased move to the use of leased capital stock during the 
1970s. The shift was seen to be large enough to cause the ABS to change its method of 
classification of capital expenditures in 1987 to one based on the industry of use, rather 
than on the industry of ownership. Omission of this effect could lead to an 
underestimate of the stock of capital actually available to the manufacturing sector. 
3. See Brunker (1985b) for a sur\ 'ey of empirical literature in this area. 
4. Waiters and Dippelsman, 1985, p. 19. 
203 
Owned capital stock is calculated using the same formula as BIE (1985): 
IJO.5-0.125 L] + I Ij.,[l-i/L] + It.L[0.125 L] 
1=1 
where I is investment less disposals, L is average asset life and K is net capital stock. 
The rate of depreciation is the inverse of the average asset life. The measure is similar 
to that presented in B E (1985). It approximates capital available at the mid point of the 
year, assuming that investment is spread over the year. 
The model used to estimate capital stock available from leasing capitalises 
leasing expenditures using deflators for the capital stock and user costs of capital. 
Recorded leasing expenditures do not distinguish between plant and equipment, nor 
between buildings and construction on the other. To separate out the two types of 
expenditure it is assumed that leasing of the two groups occurs in the same ratio as 
capital expenditure. The method of calculation is described in detail in BIE (1985). 
Output 
The series used in this study proxies gross output. The need for this measure as opposed 
to measures of value added is dictated by the use of measures of material inputs. The 
series is drawn from BIE (1985) which provides the 34 industry estimates of value 
added for 1954/55 to 1981/82. It is possible to use this series to estimate an output 
series as the construction of the underlying series used to compile the BIE data set are 
based on gross output. .A bnef description of the method used by the BIE to compile the 
data set follows. 
It is possible to obtain two separate but not overiapping output series for 
manufactunng establishments. The first runs from 1954/55 to 1967/68 and is obtained 
from Indexes of Farrorx- Producnon (ref. 12.5) and the other for 1968/69 on from 
Constant Price Estimates of Manufacmnncr Production (Cat. No. 8211.0). 
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The data derived from Indexes of Factory Production is a series of output at 
constant prices. For the senes 1954/55 to 1967/68 the measure is based on value added 
weighting of component industry output. 
From 1968/69 the series is estimated from Constant Price Estimates of 
Manufacturing Production. This provides a series of gross product generated by 
extrapolating an esdmate of gross product in a base year by a series of output at 
constant prices. In this sense the series is one of output. 
The next step was to splice the two series. To overcome the absence of any 
overlap in the two series, BIE (1985) estimated an overlap using the GDP series that 
overlapped both series. The predicted values gave an overlap which was then used to 
splice the series. This method appeared to generate reasonable results; however, there 
was a number of apparent structural breaks in some industries, notably within the 
Chemicals industry. These breaks occurred at a point in the sample that was of interest 
in the analysis of the demand for labour. 
An alternative approach was to predict out of sample using the trend behaviour 
of five years immediately adjacent to the break to generate the overlap. The predictions 
generated an overiap with which to splice. This reduced some of the observed 
anomalies in the behaviour of the spliced series presented in BIE (1985). 
The Price of Labour 
This series is an average houriy paid rate for labour. Prior to 1963 the series is based on 
minimum award rates. Male and female rates are combined by weighting by 
employment 
There is sufficient overiap between the minimum houriy award rates and wages 
paid to splice the series. It is assumed that the award rates prior to 1963 capture 
movements in paid rates. 
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Calculations are based on weekly total earnings which include 'earnings of 
employees for the reference period attributable to award, standard or agreed hours of 
work ... calculated before taxation and any other deductions ... [and including] award 
payments, over award payments, penalty payments, shift and other allowances ... [and] 
payments for leave' (Average Earnings and Hours of Employees: Australia. ABS Cat. 
No. 6304.0, p. 10). These costs also include payments for overtime. 
In order to derive an hourly cost of labour the desired figure is hours actually 
worked. However, as noted above, this figure is not observed. The hours figure used 
here is weekly hours paid for and includes paid absences such as recreation leave. 
It is possible to obtain a series following the above definition fairly closely from 
1961 to 1985 using Survey of Earnings and Hours (Ref No. 6.1) for October 1961 to 
October 1980, and Average Earnings and Hours of Employees: Australia from August 
1981 on. There are some differences between the two collections in terms of method 
and coverage of collection, but the combined series seems fairly consistent. 
Prior to 1961 the series is drawn from Minimum Weeklv Wage Rates. These 
data do not meet the above requirements for labour costs exactly; however, it is 
assumed that the series reflects the behaviour of wages paid. They are derived as 
minimum hourly wage rates for full time males and females. The industry figures are 
derived using weights based on industry composition in 1954. 
In order to minimise the discontinuities between the minimum hourly rate series 
and average hourly earnings, the data is drawn from that provided for adult males and 
females. In aggregating the male and female series the two series are weighted by 
employment. 
In generadng series for industry groups there are two main problems. First the 
definitions of industries have changed and second, the detail of the collecdon has 
increased. 
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There have been changes in the definition of the units of collection from those 
used prior to the introduction of ASIC industrial classification by the ABS and again in 
1978 when the ASIC system was modified. The industr>- groups in the pre ASIC wage 
data for males are relatively close to those for the two digit ASIC definition adopted in 
the series used for estimation. For females the number of available categories is 
smaller. 
The method adopted here in generating wage series for industr\' groups is to 
allocate the wage series for the nearest classification to the industry series being 
calculated. This is done assuming that the movements in hourly wage rates are fairly 
uniform across related industries, especially in the earlier part of the sample when there 
was small variability in nominal wages and that the differences caused by the imperfect 
matching of industr>- classifications would be small at the level of aggregation used in 
compiling the series. The level of industr\' disaggreganon for the wage series is that in 
Average Earnings and Hours of Employees: Australia. 
A limitation of the series is that it does not include additional on-costs of hiring 
labour such as pay-roll tax and insurance. One of the difficulties of including these 
factors IS that tax data is only available at a highly aggregated level and attributing it 
across the manufacturing labour costs would be essenrially arbitrar>-. It is assumed that 
the wage series proxies labour costs. 
Price of Ourput 
For the period 1954/55 to 1967/69 the pnce index for goods produced by the 
manufacturing sector is generated as an implicit deflator calculated from indexes of 
production and the current value of manufactunng production. This was available from 
the VISION BIE database. The construction of these figures is described in BIE (1985) 
Appendix Five. In this form the series are in 34 industr>- groups. They are combined to 
eight indusrr>-. two digit industr>- grouping using output weights for 1979/80 denved 
from the Census of M.iniifacturing (ABS Cat No 8211.0). 
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For the period from 1968-69 on, the ABS provides a series for the price of 
goods produced by the manufacturing sector in Price Indexes of Articles Produced bv 
Manufacturing Sector (ABS Cat No 6412.0). This price series is of prices paid for 
goods produced in the industry. It is compiled on a net sector basis and generally does 
not reflect the prices of goods produced and sold within the industry. 
There is no overiap between these two series and the method used to splice them 
into a continuous series is similar to that used for the output series. 
Price Index of Material Inputs 
The material and energy price index is constructed on a net sector basis. That is, it 
includes the price of materials brought into the industry, but not the price of 
intermediate production used within the industry. For an industry in the manufacturing 
sector this includes imported materials (including manufactures), domesdcally 
produced non-manufacturing items and, in the case of the disaggregated data, 
domestically produced manufacturing items produced outside of the industry. 
The series are constructed from three main sources: 
Material input prices-
1. Wholesale Price (Basic Materials and Foodstuffs) Index Numbers from issues 
of Labour Repon for 1954/55 to 1967/68; 
2. Price Indexes of Materials Used in Manufacturing Industries (ABS Cat No 
6411.0) for 1968/69 to 1986/87, with only an aggregate series for the sector available 
up to 1984/85 and a two digit ASIC disaggregation available thereafter; and 
3. The disaggregated output price series described above. 
The material price series for 1954/55 to 1967/68 is based on a survey of prices 
in Melbourne. In using the series it is assumed that this is representative of input prices. 
For 1968/69 to 1984/85 it is assumed that the movements in material prices and energy 
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for the sector are representative of the changes in prices faced by producers. There is 
sufficient overlap in the two material price series to splice them. A plot of the spliced 
series does not reveal any obvious discontinuity at the point of splicing. This forms the 
series for the aggregate sector. 
In generating estimates for the component industries of the manufacturing sector 
it is necessary to include the price of domestically produced manufactures produced 
outside of the industry. The spliced series for the aggregate sector then forms the basis 
of estimating series for the component industries. 
For example, to form the price index for FBT the aggregate materials price 
index up to 1983/84 was combined with the weighted output prices for the remaining 
seven manufacturing industries. The weights used to combine the series were drawn 
from Australian National Accounts: Input-Output Tables (ABS Cat No 5209.0) for 
1979/80. This combined series was then spliced with the disaggregated material price 
data available from 1984/85. 
The series is broadly in agreement with the estimates of disaggregated material 
prices produced in Lattimore (1989). 
A.2: Exogenous Variables 
- Terms of Trade, Import and Export Prices 
Two measures of the terms of trade are calculated. The first is based on the ratio of the 
aggregate price of imports and exports. The second is calculated as using the export 
prices of Metals and Coal. 
Import price series is obtained from Reserve Bank of Australia Bulletin for 1954/55 to 
1981/82 and Tmpon Price Index (ABS Cat No 6414.0) for the remainder of the sample. 
Export Pnces are denved from Fvport Price Index (ABS Cat No 6405.0). 
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- Gross National Expenditure and Gross Domestic Product 
Both are derived from Australian National Accounts: National Income and Expenditure 
(ABS Cat No 5204.0) 
- Public Sector 
Public sector expenditure and deficits was derived from Australian National Accounts: 
National Income and Expenditure (ABS Cat No 5204.0) and Norton and Aylmer 
(1988). 
- Deflators 
The consumer price index (CPI) is derived from Labour Report and Consumer Price 
Index (ABS Cat No 6401.0). 
The GDP deflator is derived from Norton and Aylmer (1988). 
- Money Supply 
Ml and M3 are derived from Reserve Bank of Australia Bulledn and is also presented 
in Norton and Aylmer (1988). 
- Wages 
Average weekly earnings are derived from Labour Reoon and Average Hours and 
Earnings (ABS Cat No 6304.0). The data is also presented in Norton and Aylmer 
(1988) 
- Interest Rates 
The interest rate used is the rate on two year bonds. This is presented in Reserve Bank  
of Australia Bulledn and subsequently in Norton and Aylmer (1988). 
- OECD Variables 
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The OECD trade variable is derived from the average of the volume of OECD imports 
and OECD expons, evaluated at constant exchange rates and prices. 
OECD GDP is the total of OECD gross domestic product evaluated at constant prices 
and exchange rates. 
Both of the above series are drawn from National Accounts of OECD countries. 
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Table A.l: Food, Beverages and Tobacco 
Year Labour Output Prices Wages Vlaterials Capital 
(Total) 
Capital 
(Equipment) 
1954.55 103.7395 95.63877 88.70224 89.63203 93.59870 82.76969 83.56612 
1955.56 110.9693 96.61148 90.52261 92.80259 97.21980 89.98659 90.82902 
1956.57 101.6576 98.62631 96.65435 98.28743 102.5429 96.57627 96.82599 
1957.58 100.0000 100.0000 100.0000 100.0000 100.0000 100.0000 100.0000 
1958.59 100.4880 103.0815 99.90061 102.0134 96.36819 103.9229 101.8532 
1959.60 101.7309 105.7241 107.2520 108.9563 98.15781 107.3200 104.3066 
1960.61 101.6687 108.5715 107.9622 114.4411 97.80679 110.7149 107.5393 
1961.62 103.1850 111.7539 113.0853 116.7554 96.43686 115.0567 110.8870 
1962.63 103.3393 119.6966 115.9751 116.7554 95.29911 118.3443 113.5767 
1963.64 105.5422 127.7148 118.0558 119.6251 • 96.04187 123.5145 117.4723 
1964.65 109.5373 132.2058 121.4359 128.2805 97.67512 131.7288 128.1564 
1965.66 111.4094 135.4975 125.8100 134.0199 100.5985 143.7537 144.9099 
1966.67 111.4402 144.6563 130.2571 139.7593 103.0078 154.7631 157.8039 
1967.68 111.6210 147.1781 134.5387 148.4147 103.1103 163.0501 165.5583 
1968.69 122.5153 147.6224 139.0580 153.2978 106.0483 170.6998 172.8052 
1969.70 115.8672 148.9005 146.1500 165.1238 108.8332 174.9981 178.0166 
1970.71 116.3546 153.3770 154.7716 178.4078 107.4949 181.6140 183.1885 
1971.72 117.7045 158.0739 163.1151 202.8003 110.9344 187.7848 188.1626 
1972.73 118.1050 164.6751 177.5771 224.2999 121.8509 197.5215 197.7976 
1973.74 122.4877 165.0139 198.5749 261.1433 142.1645 205.1073 208.5445 
1974.75 118.1527 165.8083 212.7588 359.2224 156.9898 208.6090 217.9378 
1975.76 114.0484 164.7188 227.3599 411.8375 173.2277 219.5533 228.7236 
1976.77 108.7398 172.3813 250.9998 466.6050 197.4385 225.3354 240.4986 
1977.78 105.6231 175.3554 271.9975 520.9442 214.6218 234.5148 253.8482 
1978.79 104.8588 177.5332 314.8274 554.5476 261.5523 241.6758 264.5653 
1979.80 103.9784 182.7926 370.5897 625.1678 331.1739 245.0626 270.9618 
1980.81 104.9054 186.0680 404.5198 681.6941 365.0984 249.1293 277.6196 
1981.82 101.5370 187.0756 419.8162 805.8783 375.8921 251.6004 283.9196 
1982.83 97.06144 186.9604 456.3886 919.6482 408.6281 259.5988 296.2106 
1983.84 94.25200 183.6190 494.3515 967.7158 425.1819 258.8353 293.5438 
1984.85 94.84597 184.9632 524.9440 994.2606 446.5424 255.7929 292.4246 
Table A.2: Textiles, Clothing and Footwear 
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Year L a b o u r O u t p u t Prices Wages Mater ia ls Capi ta l Capital 
(Total) (Equipment ) 
1954.55 103.8612 90.26224 100.5393 91.53639 93.49529 95.04309 104,0261 
1955.56 102.0841 92.74812 101.2571 91.96765 97,07684 98,01824 103,3096 
1956.57 101.7548 95.92690 103.3348 95.52561 102,5072 99,50351 101,1821 
1957.58 100.0000 100.0000 100.0000 100.0000 100,0000 100,0000 100,0000 
1958.59 98.09033 99.94476 104.1081 101.7790 96,58054 109,1123 103.8606 
1959.60 101.8357 108.6433 104.6567 109,8652 98,28594 114,6138 107.3029 
1960.61 101.2120 110.2201 104.5568 112.0755 97,92596 117,3614 110.5100 
1961.62 97.50132 112.8498 102.0832 115.2022 96,39087 124.2213 115.1229 
1962.63 100.3425 121,0713 102.9102 115.2022 95,33329 127,8181 121,0158 
1963.64 101.5214 129.7450 102.0456 116.9811 96.07654 133,0259 125,2925 
1964.65 103.6321 135.8142 105.7873 124,5822 97.66046 134.4057 127,2911 
1965.66 103.2657 138.4951 108.4611 130.8356 100.5211 137,6206 132.9614 
1966.67 102.8338 147.1366 109.3776 136.6038 103.0166 145,1003 140.1181 
1967.68 103.2930 149.5178 113.5911 143.7736 103.1580 149.4258 145.3237 
1968.69 106.9731 159.1626 117.6689 149.1105 106.2137 156.2942 155,8806 
1969.70 106.5578 167.2020 118.9832 161.4825 108,8685 168.5330 174,7261 
1970.71 103.7690 168.1107 122.9742 171,3342 107,6181 176,2031 191,3937 
1971.72 100.8446 169.4175 128.9039 196,5499 110.9587 184,0008 201,2249 
1972.73 97.79548 172.2093 138.4460 214,8787 121.6296 194,8334 206.3135 
1973.74 97.65645 185.5492 157.7305 260,2156 141.5824 193,8598 211.1745 
1974.75 77.15848 154.7674 181.4868 342,0485 156,9718 174,0970 209.6644 
1975.76 76.41618 164.5515 206.7067 409,3531 173,6156 185,8268 204.3663 
1976.77 69.72953 157.1240 231.8935 468,2480 197.5694 172.9345 194.1181 
1977.78 66.28163 154.8479 250.9593 529,4340 214,8793 164,0083 181,2910 
1978.79 67.15491 165.6137 265,8758 562,2102 261,9915 159,9306 171,7748 
1979.80 67.18260 166.1964 288,7528 601,5903 332.9520 155,5692 165,9291 
1980.81 66.39252 169.1668 314.8861 663,5580 368.3005 152.8796 160.9224 
1981.82 64.94434 169.9536 338.6753 699,9461 379.4274 146.7234 158,5634 
1982.83 57.48242 158.6094 358.9463 872.1698 413.0732 143,8583 160,8024 
1983.84 58.10105 169.6385 380.0209 895.0809 429.6259 141,7883 150,4254 
1984.85 61.83543 178.4618 401.3366 957.7493 451.4175 141,3537 154,3733 
Table A.3: Paper, Paper Products and Printing 
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Year Labour Output Prices Wages Materials Capital 
(Total) 
Capital 
(Equipment) 
1954.55 89.52652 76.33588 95.47657 80.74046 93.41023 88.97659 95.02030 
1955.56 93.31610 87.78626 90.04964 83.72289 97.37996 96.20280 100.1273 
1956.57 96.62746 96.18321 90.88916 98.81264 103.0738 99.85202 101.1245 
1957.58 100.0000 100.0000 100.0000 100.0000 100.0000 100.0000 100.0000 
1958.59 102.4161 110.5013 98.07627 102.2999 96.73627 105.1553 100.2776 
1959.60 107.2483 126.7235 97.29739 103.3096 98.51416 114.1205 107.7316 
1960.61 111.6634 138.9372 94.06129 107.7319 98.25382 127.4701 123.5205 
1961.62 112.0555 138.3654 96.50013 110.9667 96.38361 139.0360 134.2359 
1962.63 114.2019 152.6865 94.09893 111.6492 95.47313 145,2757 140.6500 
1%3.64 118.4085 169.2888 92.97184 113.0142 96.25867 153.0490 147.0765 
1964.65 123.7801 194.2851 91.52620 119.4839 97.94544 161.1030 156.2902 
1965.66 129.3602 200.2004 95.15345 124.5886 100.7472 174.2370 173.1304 
1966.67 131.7151 206.3309 98.03610 130.3758 103.2715 186.9061 186.9240 
1967.68 133.7142 220.2659 100.4630 137.7057 103.3941 197.8795 197.6989 
1968.69 127.8893 191.8595 104.5723 146.2977 106.5295 212.6450 213.3972 
1969.70 130.6975 214.5657 108.6506 153.7023 109.0049 225.1584 227.1118 
1970.71 132.4268 218.2027 116.2844 165.1458 107.3449 229.1023 235.3247 
1971.72 133.4695 222.6031 122.8725 186.0228 110.4318 236.4087 243.3595 
1972.73 133.5306 235.1941 128.5194 200.7292 121.1184 250.4793 257.5724 
1973.74 136.3638 258.6814 140.7544 235.0785 141.0010 249.8529 263.2687 
1974.75 126.7856 244.1687 176.2044 320.5310 155.6876 242.9671 262.0133 
1975.76 117.9553 229.1020 205.2755 363.4443 172.0170 248.7482 260.4760 
1976.77 115.2083 238.4538 222.5299 405.8153 195.9948 235.9469 253.1976 
1977.78 112.1055 243.9860 242.2941 452.9170 213.2882 232.6282 247.8547 
1978.79 114.4354 259.4388 256.2022 484.4802 261.9860 240.4909 253.8653 
1979.80 118.8255 277.3645 281.9270 528.9547 335.9693 245.0269 262.2113 
1980.81 120.2602 292.4283 318.1090 630.7405 372.1272 254.7597 272.2896 
1981.82 120.2165 307.4921 361.8204 690.5292 382.5833 261.5925 288.9557 
1982.83 115.1873 289.8670 408.2504 803.8613 415.3828 270.8495 306.4376 
1983.84 113.5270 299.3351 435.6483 797.7375 431.3155 258.5842 283.0373 
1984.85 119.2610 325.2629 462.4190 931.4697 452.8866 257.3566 284.2475 
Table A.4: Chemicals and Chemical Products 
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Year Labour Output Prices Wages Materials Capital 
(Total) 
Capital 
(Equipment) 
1954.55 89.85141 68.62385 96.66335 90.63153 92.84814 65.54732 63.69360 
1955.56 96.96699 81.69722 98.60369 93.22459 96.95941 84.94883 89.12739 
1956.57 97.72521 89.59019 102.5280 97.90882 102.8565 93.39974 97.21337 
1957.58 100.0000 100.0000 100.0000 100.0000 100.0000 100.0000 100.0000 
1958.59 101.9330 105.7407 103.6023 101.8193 96.00775 110.3030 106.3561 
1959.60 104.9886 119.1408 102.9503 107.5491 98.02848 114.3920 109.8338 
1960.61 105.3205 124.3867 102.4997 112.5052 97.72594 115.4139 110.3261 
1961.62 104.7964 133.0615 96.74135 115.3701 96.34391 124.5722 122.9894 
1962.63 104.2541 144.3967 98.09392 116.1439 95.13798 134.4571 137.1555 
1963.64 106.1082 157.2449 98.29646 117.6913 95.95025 138.6242 141.6720 
1964.65 111.7849 174.7617 98.78546 123.6930 97.71038 140.0084 142.3019 
1965.66 115.1770 184.8637 100.6371 132.5178 100.6464 141.9556 144.5461 
1966.67 117.2695 202.4106 106.2167 140.5688 102.9205 151.6857 158.9312 
1967.68 118.9449 218.1233 108.1893 144.7512 102.9107 159.8873 170.3882 
1968.69 128.1687 180.5759 115.1296 151.5266 105.6820 163.3013 174.0117 
1969.70 130,9035 197.0415 114.2086 162.7143 108.6007 168.7237 179.1245 
1970.71 131.1784 204.9745 116.6263 174.8641 106.6231 172.5439 181.8416 
1971.72 131.7062 213.4962 119.8499 205.7194 109.7052 173.0874 180.4828 
1972.73 130.9900 228,3134 122,0374 226.0665 121.1207 174.4700 179.2645 
1973.74 135.2213 254.8431 128,4846 266.7921 142.2173 171.2407 175.5611 
1974.75 126.3146 240.3529 163,9446 364.6278 155.1639 165.3610 167.9548 
1975.76 118.3168 237,4869 193,6480 420.2426 170.3815 164.7280 162.3811 
1976.77 116.5950 260,4199 209.9964 470.6608 195.0351 158.7241 156.5708 
1977.78 117.8400 269.2641 231,0651 521.0790 211.9821 163.9476 162.0584 
1978.79 120.2218 282.2475 268.3671 559.3685 61.4921 174.6130 179.6705 
1979.80 116.3407 287.5329 353.9084 635.2990 334.0877 185.3278 197.9541 
1980.81 116.0134 287.6036 422.2955 723.4839 367.0887 186.3431 201.6954 
1981.82 116.4624 293.3637 461.5546 779.0882 375.1612 184.3208 199.4736 
1982.83 110.4108 285,8415 509.3333 913.0594 406.8535 182.5667 197.8117 
1983.84 105.6627 297.6621 525.9121 977.4780 422.9446 178.1115 189.1842 
1984.85 106.5448 303.0350 553.5432 1026.140 444.0281 179.7958 187.7879 
Table A.5: Basic Metal Products 
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Year Labour Output Prices Wages Materials Capital 
(Total) 
Capital 
(Equipment) 
1954.55 77.78262 82.96176 74.67062 92.16700 93.52681 64.97554 57,69584 
1955.56 84.24350 87.51723 89.2591 1 97.83300 97.42857 67.43344 61.40458 
1956.57 94.13495 94.98624 99.48661 98.01193 103.1052 83.28300 79.21637 
1957.58 100.0000 100.0000 100.0000 100.0000 100.0000 100.0000 100.0000 
1958.59 103.1228 111.6389 94.90260 101.8688 96.63835 112.6657 112.3432 
1959.60 109.6400 123.5523 100.7803 111.5706 98.39102 126.0701 126.3926 
1960.61 114.7719 131.6119 101.3447 114.4930 98.10703 144.5541 145.0245 
1961.62 116.0391 126.9821 102.9525 117.4155 96.22893 173.6715 174.8625 
1962.63 118.8763 148.7621 97.15592 117.4155 95.31863 203.2107 207.0105 
1963.64 123.7612 167.8191 96.51461 119.3439 96.11992 228.2236 231.7757 
1964.65 129.3493 187.1468 103.1525 129.1054 97.74214 250.7201 255.5607 
1965.66 130.2695 189.1610 109.1256 133.1412 100.5283 270.8470 278.8076 
1966.67 131.4777 199.9733 116.9247 138.1113 102.9821 307.7199 321.8930 
1967.68 134.7226 211.6987 121.8821 146.9980 103.0155 347.7214 366.3773 
1968.69 145.7836 230.7280 125.3041 158.6282 106.1100 370.4372 385.6556 
1969.70 150.0049 247.7672 136.3309 169.2644 108.5370 410.9649 415.2022 
1970.71 151.2969 247.8452 132.6971 183.3499 106.7926 437.2040 451.5595 
1971.72 152.7875 250.2804 136.9574 206.0437 109.8320 488.1305 503.1955 
1972.73 155.6683 268.9768 141.8443 230.2982 120.6285 531.2194 545.1241 
1973.74 161.0426 302.6499 162.1435 269.6421 140.5904 540.6280 550.3534 
1974.75 159.2090 298.8649 190.3369 364.7714 154.9121 540.8977 545.0281 
1975.76 150.3533 272.4028 218.0292 408.8767 170.9736 529,7265 525.5996 
1976.77 147.8263 290.7917 251.3600 467.8926 194.8970 516.5885 503.3935 
1977.78 143.1390 288.2449 268.1508 525.4970 212.1410 498,7378 475.7519 
1978.79 148.4519 306.0315 297.2213 552.6143 261.3037 481.7701 450.7010 
1979.80 153.8378 345.2343 354.2347 605.1789 335.6804 460.4342 422.1116 
1980.81 159.1171 362.6720 373.1558 700.7157 371.7555 480.2925 431.9034 
1981.82 157.6781 381.3787 394.9586 776.8986 381.9097 543.8234 487.0954 
1982.83 133.2900 334.5306 432.9258 909.3439 414.4841 621.7692 561.7991 
1983.84 123.7718 367.2281 457.9865 967.4751 430.2238 656,4244 591.3286 
1984.85 125.7763 408.0312 477,4085 1022.664 451.6916 654,8991 591,2930 
Table A.6: Fabricated Metal Products 
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Year L a b o u r O u t p u t Prices Wages Mater ia ls Capi ta l 
(Total) 
Capi ta l 
(Equ ipment ) 
1954.55 95.03229 79.85653 99.18781 92.01015 87.40608 80.17651 81.01699 
1955.56 99.75747 85.94280 101.7567 96.36440 94.51984 88.04324 88.23077 
1956.57 98.33533 91.04436 101.1253 97.88628 101.6807 94.20514 93.20742 
1957.58 100.0000 100.0000 100.0000 100.0000 100.0000 100.0000 100.0000 
1958.59 102.4827 107.0761 98.87366 101.8812 95.85796 108.5875 107.8017 
1959.60 110.3499 124.9182 100.6559 110.6954 98.93457 115.7951 115.7452 
1960.61 112.7511 128.6802 101.0157 113.8660 98.83810 124.3082 124.7232 
1961.62 110.2684 127.7876 101.1386 116.8041 98.30274 134.5870 130.9820 
1%2.63 114.1226 141.4899 100.3519 119.5942 95.71074 139.4482 134.2143 
1963.64 120.6955 158.1884 100.8676 116.3602 96.01154 145.5092 139.1018 
1964.65 131.3872 178.7225 103.2127 121.4120 99.18955 152.1935 147.1916 
1965.66 134.9768 185.1416 107.0518 136.3560 103.0195 159.8875 157.6828 
1966.67 137.4596 195.3322 112.1358 134.5804 107.0052 170.7851 168.5735 
1967.68 141.1816 205.7456 113.9079 143.3946 108.5876 182.2475 180.6708 
1968.69 123.8462 197.0913 118.1424 155.2737 111.6590 192.9131 194.6858 
1969.70 127.5416 210.5699 121.9129 162.6717 116.9559 202.3498 208.6871 
1970.71 127.8063 212.2908 126.0740 173.5785 114.6431 208.7828 222.2493 
1971.72 127.9651 214.9880 134.7325 203.2129 118.0778 217.7805 237.3624 
1972.73 124.0580 215.5809 141.6409 219.5519 127.23 86 227.3370 252.3767 
1973.74 131.0829 234.3810 156.6191 251.5324 147.6674 225.8836 260.6422 
1974.75 122.8189 225.1883 188.2156 342.9296 165.9272 218.6025 266.6644 
1975.76 113.7634 217.0316 212.4713 372.4794 185.4485 231.4289 272.8167 
1976.77 109.0096 218.0172 236.4885 426.3052 212.4583 220.4664 266.6432 
1977.78 105.4973 212.7216 255.4316 466.6350 229.4651 217.0262 257.4258 
1978.79 108.4277 224.4276 275.4398 496.3433 272.0296 213.2556 249.6462 
1979.80 110.1143 230.9922 309.9616 543.8174 339.4361 211.1971 246.9242 
1980.81 113.5452 244.4306 343.9012 609.4695 368.7714 211.8528 245.7052 
1981.82 114.9329 255.8298 380.7581 703.5088 382.0646 206.5363 247.5488 
1982.83 97.46764 215.5917 419.1543 839.3046 415.9773 206.2708 239.9728 
1983.84 89.22649 207.4911 442.3546 904.5762 434.8885 197.6054 226.0478 
1984.85 90.52988 214.9563 463.3002 923.7159 455.6279 195.0256 228.4501 
Table A.7: Transport Equipment 
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Year L a b o u r O u t p u t Prices Wages Mater ia ls Capi ta l 
(Total) 
Capi ta l 
(Equ ipmen t ) 
1954.55 101.4280 93.59178 93.64155 92.08559 91,72237 75.84610 73.07984 
1955.56 104.6341 97.56431 97.30471 96.83629 96.73847 81.61399 78.03661 
1956.57 101.5913 92.88472 102.9392 98.04444 102.0688 91.17918 88.64978 
1957.58 100.0000 100.0000 100.0000 100.0000 100.0000 100.0000 100.0000 
1958.59 98.60104 104.3280 98.79591 101.9556 96.66102 105.3606 103.5463 
1959.60 100.9561 108.2187 101.0034 110.8017 98.98497 109.3104 106.1890 
1960.61 103.0373 112.6285 102.4514 113.8732 98.88821 114.7645 113.1629 
1961.62 97.09137 109.6328 103.0179 116.8527 97.98380 120.8360 118.7498 
1962.63 103.0898 121.1579 100.4446 116.8527 96.34926 126.1842 125.3572 
1963.64 106.1036 133.6803 99.35474 118.8082 96.89296 134.8863 134.5715 
1964.65 109.5837 137.9021 103.8206 128.5861 99.33738 147.5636 150.1130 
1965.66 109.1465 142.1853 105.7132 134.6370 102.7386 162.3683 169.3138 
1966.67 111.9970 153.6452 110.1791 140.7802 106.2204 173.8588 182.3677 
1967.68 116.7653 164.0260 112.8311 149.3499 107.2265 181.1669 191.5589 
1968.69 138.7888 232.2483 118.6260 159.0355 110.4387 196.8223 212.2774 
1969.70 141.4995 248.9145 121.4730 163.8169 114.3700 220.5275 248.6687 
1970.71 144.1577 253.4918 125.1504 180.3010 113.4412 250.4815 291.3715 
1971.72 146.0755 258.5268 132.0307 207.8018 117,5953 280.9552 333.5989 
1972.73 146.3495 253.8268 137.6061 219.9652 127.1628 306.3879 366.0883 
1973.74 152.4296 268.7644 148.1638 264.5848 146.7853 318.1352 384.9474 
1974.75 137.6057 255.4288 179.3625 347.4557 165.6286 326.7559 403.2107 
1975.76 130.2899 247.9786 208.5444 386.6489 184.5491 337.9987 413.8661 
1976.77 129.9868 256.7407 231.3206 442.6334 209.9660 333.0198 414.6150 
1977.78 121.7384 240.9081 251.0125 476.9735 227.3751 337.4436 423.9542 
1978.79 127.0256 245.5915 273.0769 502.7132 268.6757 345.8874 439.8766 
1979.80 125.6557 268.1635 299.1747 550.6706 332.8173 355.1417 452.7513 
1980.81 117.7920 250.3529 327.0518 616.1564 365.3059 349.7647 439.7162 
1981.82 119.9379 270.9508 359.6738 689.0959 380.5434 354.8270 449.4540 
1982.83 108.1016 259.0041 397.8715 825.1869 414.9861 354.3711 443.8813 
1983.84 104.3213 253.7475 425.7486 881.6525 433.5112 374,5267 480.7157 
1984.85 109.1554 277.2825 449.2365 940.1044 454.7995 377.6381 488.1564 
Table A.8: Miscellaneous Manufacturing 
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Year Labour Output Prices Wages Materials Capital 
(Total) 
Capital 
(Equipment) 
1954.55 99.34616 95.74560 96.17918 90.70942 93.15309 84.68868 86.48371 
1955.56 100.8235 98.19754 98.78320 92.70810 96.90698 91.40395 92.04927 
1956.57 99.09835 97.06127 99.90921 97.80365 102.4224 97.24885 96.67620 
1957.58 100.0000 100.0000 100.0000 100.0000 100.0000 100.0000 100.0000 
1958.59 100.8282 107.7016 99.13060 100.9005 97.60593 107.0646 103.6900 
1959.60 103.6129 118.7127 100.6338 107.2919 99.29856 116.8404 114.2460 
1960.61 103.6205 120.9008 101.1761 112.5851 98.95798 130.3899 130.7631 
1961.62 99.22955 118.7626 101.3951 115.6820 97.06519 144.0584 143.1573 
1962.63 101.3933 127.6215 100.3472 115.6820 96.26368 152.6871 153.3343 
1963.64 103.6522 139.6964 101.0457 117.2853 96.84887 163.5129 163.1776 
1964.65 108.6735 151.5416 103.7580 125.9829 98.57088 174.7945 176.3674 
1965.66 109.2279 154.6870 107.1665 131.4738 101.4462 188.3573 194.4715 
1966.67 109.6199 160.5364 112.2712 137.8651 104.4322 204.9742 213.0608 
1967.68 112.0155 170.4617 114.2213 145.8599 105.1610 217.4434 227.2706 
1968.69 118.1930 188.3856 118.2420 152.3611 108.7578 230.0625 242.6571 
1969.70 118.7296 201.5631 122.2458 165.3855 111.3076 243.1318 262.0586 
1970.71 119.4130 187.7541 127.4744 177.0152 110.5064 258.3313 279.8046 
1971.72 120.2093 209.2544 135.7974 201.8449 113.8544 272.7801 293.7195 
1972.73 123.1964 226.9991 142.7043 219.6354 123.4168 291.8982 311.9484 
1973.74 130.0344 248.4178 159.4764 257.9398 141.7646 306.0502 334.6458 
1974.75 114.4686 218.8880 194.1361 338.6888 159.5649 303.5919 348.8991 
1975.76 111.2267 231.6672 220.7843 384.1423 178.0878 332.9609 365.8717 
1976.77 108.2739 240.6276 245.9002 462.7718 201.4342 325.0185 367.6137 
1977.78 104.2759 234.0788 265.1752 483.4175 219.2473 329.2629 367.2572 
1978.79 105.7441 244.9235 285.0711 461.0147 264.3827 330.3266 364.9547 
1979.80 108.2263 253.8472 320.5978 578.7393 336.1539 331.2102 367.0002 
1980.81 108.7671 262.2249 357.8974 647.0459 374.4522 336.3997 371.7928 
1981.82 110.0077 270.1632 386.5015 676.2574 389.5237 330.0562 370.2351 
1982.83 95.51862 240.7642 436.4865 815.5063 423.7583 330.7594 367.3309 
1983.84 92.71881 247.8024 462.1655 836.3716 440.8686 318.6274 345.9230 
1984.85 97.15144 262.4652 488.4346 911.0477 463.1644 313.7744 341.9844 
Table A.9: Total Manufacturing 
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Year L a b o u r O u t p u t Prices Wages Mater ia ls Capi ta l 
(Total) 
Capi ta l 
(Equ ipmen t ) 
1954.55 97.08738 84.74576 94.04129 90.56126 92.95777 77.71805 77.75328 
1955.56 99.02913 90.67797 96.89304 91.95689 97.18312 86.68605 86.80042 
1956.57 99,02913 93.22034 100.5104 97.73693 103.3891 94.09358 93.95554 
1957.58 100.0000 100,0000 100.0000 100.0000 100.0000 100.0000 100.0000 
1958.59 100,9709 105,9322 98.81268 101.7005 95,77466 107.6207 105.3279 
1959.60 105.8252 117.7966 99,75587 107.5750 97,75529 112.7343 109.6678 
1960.61 106.7961 121.1864 100.5659 111.6632 97.44720 118.8489 116.1155 
1961.62 103.8835 122.0339 100.0000 113.6632 95.77466 129.5830 127.1153 
1962.63 106,7961 135.5932 98.74611 114.6831 94.63028 138.3686 137.9374 
1963.64 110,6796 148.3051 99.31204 116.8893 95.51057 147.0805 146.7367 
1964.65 115.5340 162.7119 100.6658 124.2324 97,18312 155.7050 156.9315 
1965.66 117,4757 166,9492 102.3746 126,6801 100.0000 165.7071 169,9477 
1966,67 118,4466 177,9661 104.2832 136,0738 101.9806 179.7968 187.3145 
1967.68 121.3592 188.1356 105.7368 143.9644 101.6725 192.3688 202.4972 
1968,69 123.3010 197,4576 110.9632 151.5223 104.3134 202.8737 214.1439 
1969.70 125.2427 210,1695 115.2353 161.1844 106.9542 215.8384 228.7624 
1970.71 125.2427 213.5593 120.3728 174.0241 104.3134 226.6611 244.4010 
1971.72 126.2136 216,9492 126.3538 198.7160 106.9542 240.2458 260.5472 
1972.73 125.2427 225,4237 133.8771 216.8807 118.8380 254.5725 275.9663 
1973.74 130.0971 243.2203 149.2788 252.1579 140.4050 258.2488 283.0589 
1974,75 118.4466 230.5085 175.4217 343.5071 151.4085 254.9198 284.8720 
1975.76 112.6214 225.4237 197.3258 386.9326 165.4930 263.2470 286.7909 
1976,77 107.7670 233,0508 218.4532 439.1721 190.1409 256.5771 282.1918 
1977.78 103,8835 229,6610 237.2281 488.4700 206.8662 255.9236 278.5178 
1978.79 105.8252 239,8305 263,4154 519.8394 259,2430 256.7643 278.0140 
1979.80 106.7961 251.6949 305.0821 568.9870 335.3874 256.6419 278.3913 
1980,81 106.7961 257.6271 338.6927 648.8169 368.3979 260.4441 280.8272 
1981,82 106.6809 267.7966 365.0466 722.2377 374.1199 266.2070 291.0787 
1982.83 95.22628 246.6870 399.7671 875.4885 404.4896 274.7573 303.7073 
1983,84 91.32201 249,9052 424.8113 923.5303 419.4542 273.4584 301.1072 
1984,85 94.09613 262.9806 449.1565 980.2250 440.1409 271.2703 300.6241 
Table A.10: Exogenous Variables 
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Year Gross Public Public VI1 M3 Gross Average 
National Sector Sector Domestic Weekly 
Expend ' re E.xpend're Deficit Product Earnings 
1954.55 94.77229 95.39529 215.3846 94.342 90.74599 100.7434 100.7434 
1955.56 97.17433 102.5134 253.8462 97.231 91.54863 93.32917 97.90098 
1956.57 94.96081 97.61793 130.7692 102.4566 97.68650 96.31613 98.81800 
1957.58 100.0000 100.0000 100.0000 100.0000 100.0000 98.92969 100.0000 
1958.59 105.8017 108.1684 253.8462 107.1600 105.0834 100.0000 103.5032 
1959.60 112.9422 110.6349 200.0000 106.3811 113.1885 105.8494 108.6278 
1960.61 117.8331 113.8985 115.3846 103.5650 114.9040 110.5538 106.0030 
1961.62 114.6346 123.8770 207.6923 105.6022 123.4655 115.8155 113.5016 
1962.63 125.4882 126.6810 207.6923 113.3313 134.0415 121.8650 122.7933 
1963.64 133.4145 134.5494 200.0000 119.9778 150.3935 127.8815 136.3429 
1964.65 146.6956 148.4760 123.0769 117.0461 162.6849 136.1988 142.5533 
1965.66 150.1800 162.5340 169.2308 125.9137 172.1435 143.1193 145.4890 
1966.67 157.9009 170.9463 223.0769 134.6615 186.0875 150.2266 153.3174 
1967.68 165.5221 184.5541 207.6923 142.3607 201.5266 155.6333 160.4862 
1968.69 178.8435 187.3113 146.1538 155.9317 219.9245 164.1386 170.9798 
1969.70 187.2845 195.3859 123.0769 163.4798 233.5065 172.9688 175.4479 
1970.71 194.4779 200.7690 100.0000 172.2289 249.4649 178.9991 179.0680 
1971.72 200.7075 212.0041 100.0000 207.2120 275.5430 185.4830 185.1084 
1972.73 208.9684 215.8398 130.7692 241.1624 344.8222 195.0609 218.7492 
1973.74 228.8604 228.0315 61.53846 239.8785 388.8259 206.2707 218.1422 
1974.75 231.9064 251.1957 384.6154 293.7987 449.4334 207.8404 216.0579 
1975.76 234.4207 264.7285 346,1538 319.9820 514.1958 207.2657 219.0558 
1976.77 242.3385 266.7917 307.6923 341.7097 570.7271 217.1414 213.3103 
1977.78 241.4827 274.1255 384.6154 380.7370 616.1630 224.5927 210.4755 
1978.79 254.2830 280.1182 361.5385 439.2151 688.9676 233.5560 217.4813 
1979.80 255.4395 283.4756 292.3077 515.8778 773.6701 240.8406 221.7742 
1980.81 269.2968 290.0028 238.4615 541.1324 871.6871 244.1116 228.3820 
1981.82 279.6674 297.8711 261.5385 540.2037 970.3022 249.3224 230.2710 
1982.83 271.9784 305.6176 453.8462 623.0078 1091.800 248.8057 232.3734 
1983.84 285.1557 312.7169 523.0769 674.3291 1210.891 255.5279 241.0740 
1984.85 301.3429 326.3059 384.6154 697.9629 1422.553 275.9906 271.6537 
Table A.IO: Exogenous Variables (continued) 
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Year Import Export Export Terms Terms GDP CPI Interest 
Prices Prices Prices of Trade of Trade Deflator Deflator Rates 
•Aggregate Minerals Aggregate Minerals 
1954.55 94.33962 111.9534 128.3912 118.6649 136.0954 90.42146 90.07634 90.00000 
1955.56 96.22642 103.1234 141.2198 107,1607 146.7435 93.48659 93.51145 100.0000 
1956.57 98.11321 115.3301 136.9348 117.5424 139.5680 100.0000 98.85496 100.0000 
1957.58 100.0000 100.0000 100.0000 100.0000 100.0000 100.0000 100.0000 100.0000 
1958.59 100.0000 88.04660 96.97687 88.05194 96.98491 100.0000 101.5267 98.00000 
1959.60 100.9434 98.19348 107.5447 97.26422 106.5326 104.5977 104.1985 100.0000 
1%0.61 102.5472 93.28043 104.3113 90.95590 101.7206 107.6628 108.3969 106.0000 
1961.62 102.7358 94.25967 97.87066 91.74455 95.25330 109.1954 108.7786 98.00000 
1962.63 103.3019 99.17272 95.71504 95.99402 92.64937 110.3448 109.1603 92.00000 
1963.64 103.5849 111.9365 108.6225 108.0537 104.8541 114.5594 110.3053 94.00000 
1964.65 105.2830 103.0897 132.2818 97.91787 125.6341 117.6245 114.1221 104.0000 
1965.66 107.6415 105.0650 131.2040 97.59666 121.8823 121.0728 118.3206 106.0000 
1966.67 107.7358 103.0897 125.8149 95.68857 116.7848 124.9042 121.3740 106.0000 
1967.68 106.6585 98.19348 129.0484 92.05250 120.9892 128.3525 125.5725 104.0000 
1968.69 108.8132 100.1520 132.2818 92.03427 121.5582 132.5670 128.6260 114.0000 
1969.70 112.0453 101.1312 153.7855 90.25571 137.2471 140.2299 133.0916 134.0000 
1970.71 116.3547 99.17272 149.4742 85.22526 128.4670 146.7433 139.3130 138.0000 
1971.72 123.8962 102.1104 148.3964 82.41500 119.7793 155.9387 148.8550 120.0000 
1972.73 122.8189 131.5718 152.7077 107.1200 124.3323 170.4981 157.6336 144.0000 
1973.74 142.2113 157.0994 210.7781 110.4630 148.2117 196.1686 178.2443 182.0000 
1974.75 203.6208 177.7140 282.8339 87.27454 138.8975 231.8008 208.0153 196.0000 
1975.76 231.6321 183.6063 307.5710 79.26364 132.7785 267.0498 234.7328 204.0000 
1976.77 266.1075 205.1325 349.6320 77.08369 131.3818 296.5517 267.5573 206.0000 
1977.78 301.6604 216.1067 368.0336 71.63661 121.9974 319.5402 292.7481 182.0000 
1978.79 331.8264 243.1200 412.7234 73.26472 124.3740 344.8276 316.7939 196.0000 
1979.80 436.3302 294.1921 509.9895 67.42190 116.8765 383.1418 348.8550 234.0000 
1980.81 488.0434 312.3417 481.0726 63.99657 98.56744 422.9885 381.6794 280.0000 
1981.82 504.6347 315.7184 502.1030 62.56160 99.49404 465.9004 421.3740 308.0000 
1982.83 557.1167 343.5759 554.6793 61.66824 99.55822 515.7088 469.8473 286.0000 
1983.84 577.3021 351.5955 549.4217 60.90111 95.16646 554.7893 502.2901 276.0000 
1984.85 638.3629 376.4984 591.4826 58.97672 92.65218 588.8889 523.6641 282.0000 
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Appendix B: Approach to Estimation 
B.l : Introduction 
There is no one agreed procedure for the estimation and evaluation of econometric 
models and the subject has associated with it a range of literature, offering a variety of 
approaches. These have been discussed in Sims (1980), Hendry (1980), Hendry and 
Richard (1982), Leamer (1983), McAleer et a/ (1985), Spanos (1986), Pagan (1987) and 
Beggs (1988). While the emphasis of this literature has been on the problems of 
estimating a particular model and assessing the significance of the results, the interest of 
this study is a litde different, in that a specification search is not the objecdve of the 
applied work, rather attempting to identify the importance of price and demand 
variables using general specificadons used in previous studies. However, the general 
principles discussed in the above literature discussing methodology still apply. 
Much of the radonale for the following approach is based on recognising that 
econometric work often conflicts with the underlying assumpdons of classical stadsdcal 
inference characterised by Beggs (1988) as "... (i) propose a model (ii) collect relevant 
data (iii) perform stadsdcal tests to accept or reject the model, and (iv) if reject, start 
with a new model and a new set of data" (p. 82). The supply of economic data is 
generally limited, leading to the reworking of data sets, which means that subsequent 
models are "... moulded to fit the random characteristics of the old data set" (Beggs, p. 
82). One soludon is to adopt a battery of tests to reduce the ability of models derived in 
this way from simply reflecdng the ability of the researcher to mine the data. The 
quesdon is how should this approach be organised? 
A common point of agreement is that econometric models should be subject to 
quality control and that the process by which they are obtained should be transparent. 
That is, the process by which a model is obtained should be apparent to other 
researchers, so that procedures can be replicated and assessed for their effects on the 
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results. This procedure is followed in this thesis. What follows in this appendix draws 
mainly on Hendry (1980), McAleer e r a / (1985), McAleer and Deistler (1986) and 
Beggs(1988). 
McAleer et al (1985) list three major elements in undertaking research: 
"selection of the general model; ... how and why any general model was simplified to 
the preferred one(s); ... [and] quality control of the preferred model(s)" (p. 299). 
Underlying this general procedure is the question of how, given the universe of 
variables that is available, are the variables and models actually used determined. In 
evaluating the quality of the model, McAleer et al (1985) classify the methods into five 
types: "consistency with theory;... significance, both statistical and economic; ... indexes 
of inadequacy; ... fragility or sensitivity; ... [and] whether a model can encompass or 
reconcile previous research" (p. 299). 
The above methodology is similar to what Pagan (1987) refers to as the 'Hendry' 
methodology. Pagan's main criticism of this latter approach is that the procedure by 
which the model is simplified to the preferred one is not set out, giving the reader "... an 
impression of the step being more of an art than a science, and consequently difficult to 
codify" (p. 6). While the interest of this study is not to select a particular specification, it 
addresses this problem directly by making the steps of the study clear. 
This appendix outlines the procedures followed in the study, setting out the 
decision criteria and the tests used. The headings of the following sections reflect the 
topics outlined by McAleer et al (1985). 
B.2: Selection of the General Models 
The models used in estimation in this thesis are based on those used in previous 
empirical research and are related to a variety of derivations. The derivations are 
discussed in Chapter Two. 
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A major point of the discussion is that different assumptions and theories can 
yield observationally equivalent models from which it is not possible to satisfactorily 
disdnguish between compenng theories when esdmated, evident in the wage and 
quandty model of labour demand. This leads to the joint estimation of models 
containing the variables identified by the competing neoclassical and Keynesian 
theories. This still leaves the problem of determining which was the most appropriate 
specification of the variables in the competing models. In the case of the neoclassical 
profit based model this involves determining whether it is best specified using trends to 
jointly model the role of technical progress and capital stock, using direct estimates of 
capital stock, or whether modelling the labour/captial ratio is more appropriate. 
The procedure for estimation is to start with a loose specification (see McAleer 
and Deistler, 1986) in terms of dynamics, allowing explanatory variables to influence 
the model. Given that the competing theories do not specify particular forms, dynamics 
are data driven, arising from various adjustment lags, the periodicity of the data relative 
to the speed that the economic agents change and measurement errors. This approach is 
supported by both Hendry (1980) and Pagan (1987). 
The maximum number of lags in the models is largely determined by the 
availability of degrees of freedom, with the cost of a large number of lags leading to 
reduced significance of individual variables. This is not an important issue in this thesis 
as it does not involve a specification search for a panicular model and is partly offset by 
lowering the critical values to assess the significance of variables. 
B.3: Simplifving to the Preferred Model 
The choice of the most appropnate specification of the demand for labour based on 
profit maximisation is made relies on the results of estimating three competing 
specifications. It is important that the selected model be consistent with neoclassical 
theory. A comparison of competing frameworks in which one of the specifications is 
not consistent with the theory that it represents lacks significance. It is also important 
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that the specification be of reasonable quality. Alternatively, if there is no clear cut 
result all three competing specifications may be used to be tested against the Keynesian 
specification. 
The Keynesian model of labour demand is largely based on the role of demand 
variables in determining the demand for labour and the assumption that markets do not 
clear. Previous studies have identified a number of possible demand variables that are 
significant. The approach is to estimate the joint model substituting in the different 
demand variables. 
A poor quality model for one of the frameworks is evidence that the data does 
not support that particular framework: however, it is not evidence in favour of its 
competition. The rejection of the specification may also be the result of specification 
error rather than the inappropriate economic framework, or of measurement error in the 
variables. 
Where parsimonious models are estimated in the thesis, the approach adopted is 
to drop all variables with t statistics with an absolute value of less than unity. The 
exception to this is where the procedure would lead to dropping all lags on a panicular 
variable, such as product wages. In such a case, all variables are dropped with t statistics 
less than the absolute value of the highest t statistic on the variable. 
B.4: Oualitv Control of Models 
The discussion is based on the multiple linear regression model: 
y = X(3 + u u - NID(0,a2i^) (B.l) 
where y is an nxl matrix of observations on the dependent variable, X is an nxk matrix 
compnsing k regressors, (3 is kxl vector of coefficients, I is an nxn identity matrix and u 
is an nxl matrix of random errors that are assumed to be normally, identically and 
independendy distributed with a zero mean, u is uncorrected with X. 
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Estimation of the models is by ordinary least squares (OLS). This provides the 
best linear unbiased estimators of coefficients under the above assumptions. The 
coefficients of the model are estimated as: 
& = (X'X)-lX'y (B.2) 
where: 
e = u = ( y - X ^ ) (B.3) 
and 
a2 = ( y - X ^ y ( y - X f c / ( n - k ) (B.4) 
Quality control of the models involves tesdng the assumpnons of the model. 
Consistency with Theory 
Unless models are consistent with the expectadons of theory their interpretation is 
difficult. In the case of labour demand models, the predictions of theory concern the 
long-run elasticities of labour demand with respect to price, capital, and demand 
variables. 
The expected magnitudes of the elasticities are not related to theory but to the 
specification of the model and the assumed underlying specification of the production 
function. The predicted size of the elasticity of labour demand with respect to product 
wages under profit maximisation, assuming Cobb-Douglas production technology is 
less than -1. 
Further, theory does not predict the dynamics of the model, so that it possible for 
a particular lag on a variable is opposite to the predicted overall sign of the sum of those 
variables. 
Statistical and Economic Significance 
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The economic significance of a model is based on the statistical significance of the 
variables of interest and of the overall fit of the model. T statistics are used as the basis 
for assessing the significance of individual variables, while R2 and log likelihood ratios 
are used to assess the overall significance of the model. 
Individual t statistics can be an unreliable measure of the significance of 
variables where there are a number of lags of that variable. Here tests of joint 
significance may be used. Further, t statistics assess whether a coefficient is statistically 
different from zero. It can be also of interest to determine whether a variable is 
statistically different from other numbers. For example where the point estimate of the 
long-run elasticity of labour demand with respect to the product wage is greater than -1 
under profit maximisation, a relevant test is whether the elasticity is statistically 
different from -1. 
Another issue related to t statistics is that they can be biased in the presence of 
multicollinearity, heteroscedasticity and where generated regressors are used in 
estimation. 
The presence of heteroscedasticity can be assessed by comparison of the t 
statistics generated using OLS with White's t statistic (method of calculation presented 
below), which are calculated to correct for heteroscedasticity of an unknown form. The 
t statistics are compared to each other variable by variable. Beggs (1988) recommends 
that the difference between the two t statistics is sufficiently large to conclude that 
heteroscedasticity is present where either one of the statistics has an absolute value of 
over two, and one statistic is twice as large as the other. 
The use of generated regressors in models biases the standard errors used to 
calculate t statistics (Pagan (1984)). It is possible to adjust the standard errors by 
bootstrapping. Bootstrapping involves undertaking an initial estimation of the model 
and then random sampling of the residuals of that regression, adding them one by one to 
the predictions of that model. This creates a new sample of observations on the 
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dependent vanables with similar characteristics to the original set, which is then used to 
reestimate the model. This process is repeated, sampling from the original set of 
residuals. Some 1,000 iterations are used to recalculate the standard errors. Beggs 
(1988) uses 500 iterations in his example. 
The goodness of fit as measured by R2 and the log of the likelihood ratio, 
capture the fit of the model to the data set upon which the model is estimated. As such, 
these measures do not present an objective measure of the significance of the model. 
For example, the R^ can be increased simply by adding variables to a model, without 
necessarily improving the explanatory power of the model. This has led to adjustments 
to the calculation of the statistic to allow for the number of explanatory variables - such 
as R-bar-squared. This adjustment is essentially arbitrary and does not overcome the 
difficulties of using R2 to distinguish between different specificadons. 
B.4.1: Indexes of Inadequacy 
Serial Correlation 
Serial correlation is a violation of the assumption that the error terms are independently 
distributed. It can arise from omitted variables, incorrect functional form or incorrect 
transformation of variables. It can lead to inefficient estimators and predictions, and to 
inconsistent estimates of (3 if a lagged dependent variable is one of the regressors. 
Two tests for serial correlation are employed in estimation: the Durbin-Watson 
test; and, the LM test statistic. The Durbin-Watson^ statistic is calculated as; 
DW = l i e ^ t for t=2 ... n (B.5) 
E e ^ f o r t = l . . . n 
The critical values of the statistic are presented in special tables, with the rule of 
thumb that the test statistic should be around 2 to accept the null hypothesis of no first 
1. See Durbin and Watson (1950; 1951) f o r t h e original articles andJohnston (1984, pp 314-17) for a 
more recent description. 
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order serial correlation. The statistic is strictly speaking invalid where lagged dependent 
variables are among the regressors; however, it is often used as a simple check of the 
model. 
The LM test statistic was developed by Breusch (1978) and Godfrey (1978). It 
can be used to test for vanous orders of serial correlation, both autoregressive and 
moving average. For first order serial correlation the statistic is calculated as: 
y = X(3 + ep + a (B.6) 
where a is a random disturbance and test p=0 by n times the R^ of the auxiliary 
regression which is distributed as X^(l). 
Heteroscedasticity 
Heteroscedasticity represents a violation of the assumption of constant variance of the 
error terms. It can arise from incorrect functional form and an incorrectly transformed 
dependent variable. White's t statistics^ correct for heteroscedasdcity of an unknown 
form and are used as a simple check. 
The test stanstic is calculated by recalculadng the standard errors of the original 
model: 
CSE = SQRT[(X'X)-^X'DX(X'X)-'HIkU] (B.7) 
where CSE is the corrected standard error, SQRT is the square root of the resulting kxl 
vector of standard errors, H is Hadamard multiplicadon^, \ is a kxk identity matrix U is 
kxl vector of ones and: 
D=ee 'HIn (B.8) 
where In is an nxn identity matrix. 
2. See White (1980). 
3. That is, for two nxn matrices the corresponding elements are muliiphed together. 
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Functional Form 
Misspecified functional form can arise from omitted variables, incorrect transformation 
of variables and inappropriate functional form. The tests used here is Ramsey's (1969) 
regression specification error test, referred to as RESET(2). This is calculated from the 
auxiliary regression^: 
y = XP + y2p (B.9) 
where the critical value is calculated as an F test testing p=0. A RESET(3) test is also 
available and is calculated by adding the predicted estimate of y cubed to the auxiliary 
regression. 
Non-Normality 
A non-normal distribution of residuals reduces the power of t and F tests. The number 
of observations used in this study are numerically small. The Jarque-Bera test of the 
normality of the residuals provides a check of the distribution^. The test statistic is 
calculated as: 
Norm = n[ fi32/6fi23 + (il4/fi22-3)2/24] - x2(2) (B.IO) 
asymp'y 
where: 
|ij = I ejJ/n 
A problem with the test is, as Beggs (1988) notes,".. . the test does not answer the 
nagging question of whether the sample is large enough to justify asymptotic arguments 
since the test itself is valid only asymptotically" (p. 98). 
Indications of significant non-normality of the residuals can be dealt with by 
bootstrapping. This enables the sampling characteristics of the model to be established; 
4. Implementation of the lest is described m McAleer and Deisller (1986). 
5. See Jarque and Bera (1981). 
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however, given the time consuming nature of the exercise it is only undertaken where 
there are indications of non-normality. 
Exogeneity 
OLS estimation assumes that X is uncorrected with the disturbance terms. This 
assumption may be violated in the labour demand models where labour demand and 
output, or wages and labour demand are determined simultaneously. This can lead to 
inconsistent estimates of [5. The Durbin-Hausman test for exogeneity^ is first to 
estimate: 
^ = W y (B . l l ) 
where W is a set of instrumental variables and then regress: 
y = X[3+^p (B.12) 
The test statistic is calculated as k times the F statistic for testing p=0 and is distributed 
as %2(k). 
Stability 
Standard tests of structural stability are based on splitting the sample into n j and n j and 
reestimating the model over the sub-samples. In the case of this study, interest in 
structural stability centres on the latter part of the sample where n i<k. 
The test statistic is calculated as follows'^: 
F = Ie*:e*^i:ei)Zn2 ~ F(n2, nj-k) (B.13) 
ei 'e i / (nl-k) 
where e* is the vector of residuals derived from estimating the model over the whole 
sample and n2 is the sub-sample where n2 may be less than k. 
6. Implementauon presented in McAleer and Deisller (1986) and discussed m more detail in Nakamura 
and Nakamura (1981). ^ . , . „ . , 
7. The test is described in Johnston (1984) and presented in more detail in Fisher (1970). 
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B.4.2: Fragility of the Model 
This is addressed by an analysis of competing frameworks and the specifications that 
are derived from them. Further, the robustness of the results are tested by examining the 
effect on the results of different transformations of the variables and specifications and 
the relationship between the results that are obtained using aggregated and 
disaggregated data for Austrahan manufacturing. 
B.4.3: Encompassing 
This involves the ability of the results to explain those that have been achieved in 
previous studies. There have not been a large number of systematic studies of this form 
using Australian manufacturing data. The ability of the results to encompass those of 
previous studies using both Australian and internadonal data is based on the general 
result that the neoclassical model of the demand for labour has strong support and that 
demand variables do not appear to be significant explanators of the demand for labour. 
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Appendix C: Reduced Form Specifications of the Demand for Labour - Modelling 
With the Labour/Capital Ratio 
This Appendix presents estimates of the demand for labour using aggregate data and 
demand variables. The results presented in the Tables are discussed in detail in Chapter 
Five. 
Table C. 1 presents the detailed results of estimating the labour/capital ratio as a 
function of product wages, real material prices, technical progress (using trends) and 
demand variables. Column (1) excludes demand variables and is based on profit 
maximisation. The demand variables are defined in Appendix A. 
Table C.2 presents the results of modelling the labour/capital ratio using the 
price variables noted above and the three most significant of the demand variables in 
Table C. l . This specification is similar to that proposed by Dimsdale et al (1989) and 
discussed in section 5.2. 
Table C.3 presents the results of modelling the labour/capital ratio and including 
measures of aggregate absorpnon discussed in section 5.4. 
Table C.4 presents the results of modelling the labour/capital ratio and including 
measures of compentiveness as explanators in addition to price variables. The 
competitiveness variables were identified by Trivedi and Alexander (1988) and 
discussed in section 5.4. 
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Table C.la: Labour Demand Under Imperfect Competition 
Dependent Variable: Logarithm (Hours Worked/Capital) 
(1) (2) (3) (4) (5) (6) (7) (8) 
Aggregate Real Real OECD OECD Import Terms Terms 
Ml Ml Trade GDP Prices of of 
Trade'^l) Trade(2) 
Hours 
/Capital 1 0.43 0.25 0.21 -0.37 0.14 0.40 0.40 0.30 
[1.59] [1.19] [0.84] [-1.34] [0.54] 1.31] [1.41] [1.01] 
2 -0.48 -0.72 -0.60 -0.51 -0.62 -0.55 -0.51 -0.43 
[-1.80] [-3.57]* [-2.49]* [-2.36]* [-2.56]* [-1.76] [-1.82] [-1.64] 
Product 0 -0.27 -0.19 -0.30 -0.18 -0.23 -0.19 -0.30 -0.29 
Wage [-1.32] [-1.26] [-1.64] [-0.85] [-0.98] [-0.74] -1.40] [-1.42] 
1 0.08 0.04 0.05 0.28 0.19 0.11 0.08 0.04 
[0.29] [0.23] [0.19] [1.33] [0.82] [0.39] [0.28] [0.14] 
2 0.07 -0.06 -0.06 -0.42 -0.17 0.13 0.11 0.07 
[0.31] [-0.39] [-0.29] [-2.15]* [-0.80] [0.50] [0.41] [0.32] 
Material 0 0.05 -0.01 0.07 0.16 0.00 0.06 0.04 -0.03 
Price [0.27] [-0.09] [0.43] [1.13] [0.01] [0.27] [0.20] [-0.16] 
1 0.18 0.13 0.09 0.07 0.07 0.28 0.13 0.30 
[0.88] [0.85] [0.46] [0.37] [0.32] [0.99] [0.48] [1.31] 
2 -0.07 0.04 -0.01 0.39 0.10 -0.03 0.02 -0.09 
[-0.39] [0.29] [-0.08] [2.21]* [0.50] [-0.12] [0.09] [-0.48] 
Trend -0.05 -0.03 -0.05 -0.06 -0.05 -0.05 -0.04 [-0.05] 
[-3.93]* [-2.89]* [-3.75]* [-4.77]* [-1.37]* [-3.47]* [-3.21]* [3.05]* 
Trend 0.0003 -0.0002 0.0002 -0.0004 0.00002 0.0002 0.0003 0.0004 
Squared [1.09] [-0.72] [0.63] [-1.58] [0.04] [0.58] [0.95] [1.20] 
Demand 0 -0.14 -0.11 -0.25 -0.84 -0.11 0.02 0.15 
Variable [-1.77] [-0.82] [-0.99] [-1.46] [-0.50] [0.19] [1.79] 
1 0.34 0.41 0.99 1.28 -0.0001 0.05 -0.04 
[4.21]* [2.47]* [3.71]* [2.531* [-0.0001] [0.58] [-0.57] 
Constant 2.63 9.42 8.09 12.20 7.13 3.33 3.42 4.29 
[0.61] [2.57]* [1.81] [3.11]* [1.10] [0.68] [0.71] [0.78] 
* significant at 5 per cent 
Source: Appendix A. 
(1) The ratio of aggregate export pnces to aggregate import pnces. 
(2) The ratio of mineral export pnces to aggregate import pnces. 
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Table C.lb: Labour Demand Under Imperfect Competiti ion 
(1) (2) (3) (4) (5) (6) (7) (8) 
R 2 0.99 
SE 
0.99 0.99 0.99 0.99 0.99 0.99 0.99 
Estimate 0.0246 
Mean Dep 
Vanable 1.0904 
0.0175 0.0219 I 3.0180 0.0218 0.0260 0.0257 0.0238 
Log Likelihood 40.387 
RESET(2)=F(1,14) 
F(l,160) 0.21 
51.617 
0.46 
45.448 50.874 
1.84 0.00 
45.547 
0.54 
40.662 
0.09 
40.95 
0.31 
43.1( 
0.31 
Autocorrelation 
LM 2.93 
Durbin-Watson 2.54 
2.11 
2.58 
0.95 
1.48 
0.90 
2.14 
0.09 
1.93 
2.79 
2.49 
2.16 
2.40 
2.12 
2.36 
Stability 
Degrees of Critical Test 
Freedom Value Values 
5%/l% (2) (3) (4) (5) (6) (7) (8) 
1970/71 F(14,l) 245 0.67 2.04 19.56 16.19 19.56 
1971.72 F(13,2) 19.42 1.27 0.94 11.97 13.25 2.50 1.37 1.33 
1972.73 F( 12,3)8.74/27.05 0.73 1.48 1.35 5.49* 3.17 1.02 1.43 
1973.74 F(11,4)5.93/14.45 1.04 2.13 1.96 22.12** 3.76 1.38 1.49 
1974.75 F(10,5) 4.74 1.42 2.90 1.39 1.54 4.61 1.73 1.26 
1975.76 F(9,6) 4.1 1.42 3.74 0.67 2.02 1.11 2.18 1.67 
1976.77 F(8,7)3.73/6.84 \.64 4.87* 0.88 2.65 1.43 1.48 2.18 
1977.78 F(7,8) 3.5/6.19 2.14 5.89* 1.12 3.30 1.79 1.81 2.72 
1978.79 F(6,9) 3.37/5.8 2.80 7.04 0.98 2.00 2.04 2.29 3.18 
1979.80 F(5,10)3.33/5.64 3.57* 9.09** 1.25 2.49 2.66 3.05 3.96* 
1980.81 F(4,l 1)3.36/5.67 2.98 10.92** 1.23 2.69 3.32 3.58* 4.78* 
1981.82 F(3,12)3.49/5.95 3.19* 15.24** 1.79 3.29 4.83* 5.18* 6.96* 
1982.83 F(2,13) 3.8 0.36 1.00 1.89 0.18 0.48 0.38 1.03 
1983.84 F(l,14) 4.6 0.76 0.40 3.38 0.28 0.61 0.22 0.32 
' Significant at five per cent; ** significant at one per cent. 
Source: Appendix A. 
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Table C.2a: Labour Demand Under Imperfect Competition - Net Effect of Demand Variables 
Dependent Variable - Logarithm(Hours worked/Capital) 
(1) 
Hours 
/Capital 1 -0.271 
[-0.98] 
2 -0.683 
[-3.47]* 
Product 0 -0.606 
Wage [-0.40] 
1 0.100 
[0.52] 
2 -0.289 
[-1.51] 
Material 0 0.043 
Price [0.31] 
1 0.203 
[1.39] 
2 0.308 
[1.79] 
Trend - -0.048 
[-3.25]* 
Trend - -0.0004 
Squared [-1.77] 
Real Ml 1 0.151 
[1.45] 
OECD Trade 1 0.509 
[1.94] 
Terms of 0 0.065 
Trade(l) [1-08] 
Constant - 13.734 
[3.59]* 
* significant at five per cent. 
Source: Appendux .A. 
(1) The ratio of mineral export pnces to aggregate import pnces. 
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Table C.2b: Labour Demand Under Imperfect Competition 
Variables 
Net Effect of Demand 
r 2 
Standard Error 
Mean 
Log Likelihood 
0.99 
0.0170 
L0904 
53.481 
RESET(2) 
Autocorrelation 
LM 
Durbin-Watson 
F(l,13)=3.6137 
1.06 
2.15 
Stability 
Degrees of Cntical Test 
Freedom Value Value 
5%/l% 
1971/72 F(13,l) 245/6142 14.79 
1972/73 F(12,2) 19.41/99.42 0.94 
1973/74 F( l l ,3 ) 8.76/27.13 1.38 
1974/75 F(10,4) 5.96/14.54 0.86 
1975/76 F(9,5) 4.78/10.15 0.60 
1976/77 F(8,6) 4.15/8.10 0.67 
1977/78 F(7,7) 3.79/7.00 0.87 
1978/79 F(6,8) 3.58/6.37 1.06 
1979/80 F(5,9) 3.48/6.06 1.01 
1980/81 F(4,10) 3.48/5.99 1.18 
1981/82 F(3 , l l ) 3.59/6.22 1.66 
1982/83 F(2,12) 3.88/6.93 1.22 
1983/84 F(l,13) 4.67/9.07 2.19 
signif icant at five per cent; ** significant at ten per cent. 
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Table C.3a: Labour Demand - Aggregate Absorption 
Dependent Variable - Log(Hours worked/Capital) 
Lag (1) 
Gross 
Domestic 
Product 
(2) 
Average 
Weekly 
Earnings 
Hours 
/Capital 1 -0.187 
[-0.81] 
0.073 
[0.26] 
2 -0.646 
[-3.36]* 
-0.597 
[-2.45]* 
Product 
Wages 
0 -0.474 
[-2.45]* 
-0.250 
[-1.39] 
1 0.232 
[1.19] 
-0.082 
-[0.32] 
2 -0.129 
-0.80] 
-0.188 
[-0.87] 
Material 
Price 
0 -0.072 
[-0.50] 
0.154 
[0.83] 
1 0.121 
[0.79] 
0.158 
[0.78] 
2 0.145 
[0.95] 
0.001 
[0.01] 
Trend - -0.026 
[-1.67] 
-0.04 
[-3.88]* 
Trend 
Squared 
- 0.00003 
[0.09] 
0.0000006 
[0.002] 
Demand 
Variables 
0 -0.711 
[-3.77]* 
0.379 
[1.10] 
1 0.946 
[4.53]* 
0.369 
[1.23] 
Constant - 16.504 
[3.63]* 
12.313 
[2.27]* 
* significant at five per cent. 
Source: Appendix A . 
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Table C.3b: Labour Demand - - Aggregate Absorption 
(1) (2) 
R2 0.99 0.99 
Standard Error 0.01702 0.021975 
Mean 1.0904 
Log Likelihood 52.51 45.3776 
RESET(2) F(l,14)=0.26043 0.19224 
Autocorrelation 
LM 0.47 2.03 
Durbin-Watson 1.82 2.28 
Stability 
Degrees of Test 
Freedom Value 
5%/l% 
1970A71 F(14,l)=245 3.018 1.186 
1971/72 F(13,2)=19.42 3.844 0.962 
1972/73 F(12,3)=8.74 6.028 1.219 
1973/74 F(ll,4)=5.93 4.360 0.996 
1974/75 F(10,5)=4.74 3.476* 0.669 
1975/76 F(9,6)=4.10 4.611* 0.883 
1976/77 F(8,7) =3.73/6.84 3.762* 1.144 
1977/78 F(7,8) =3.50 3.098 1.279 
1978/79 F(6,9) =3.37 2.621 1.596 
1979/80 F(5,10)=3.33 3.180 1.862 
1980/81 F(4,ll)=3.36 3.616 2.519 
1981/82 F(3,12)=3.49/5.95 3.763* 2.986 
1982/83 F(2,13)=3.80 0.478* 3.411 
1983/84 F(l,14)=4.60 0.730* 3.852 
* significant at five per cent; ** significant at one per cent. 
Source: Appendix A. 
Table C.4a: Labour Demand - Competitiveness Variables 
Dependent Variable: Logarithm (Hours worked/Capital) 
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(1) (2) (3) (4) 
Export Prices^ Import Prices 
Deflator GDP CPI GDP CPI 
Lag 
Hours/Capital 1 0.274 0.248 0.477 0.480 
[0.91] [0.83] 1.601 [1.61] 
2 -0.346 -0.362 -0.575 -0.517 
[-1.23] [-1.32] [-1.917] [-1.73] 
Product 0 -0.328 -0.322 -0.217 -0.249 
Wage [-1.53] [-1.55] [-0.99] [-1.12] 
1 -0.001 -0.035 0.101 0.081 
[-0.005] [-0.13] [0.36] [0.29] 
2 -0.031 -0.052 0.163 0.098 
[-0.12] [-0.218] [0.65] [0.38] 
Material 0 -0.011 -0.005 0.030 0.025 
Prices [-0.06] [-0.02] [0.15] [0.12] 
1 0.163 0.134 0.308 0.246 
[0.71] [0.59] [1.16] [0.91] 
2 -0.110 -0.103 -0.071 -0.120 
[-0.59] [-0.57] [-0.31] [-0.51] 
Trend -0.041 -0.038 -0.052 -0.049 
[-2.76]* [-2.59]* [-3.71]* [-3.41]* 
Trend 0.0003 0.0003 0.0003 0.0003 
Squared [1.11] [0.98] [1.12] [1.144] 
Demand 0 0.134 0.137 -0.154 -0.084 
Variable [1.42] [1.57] [-0.84] [-0.47] 
1 -0.027 -0.0162 0.068 0.078 
[-0.42] [-0.26] [0.43] [0.53] 
Constant 4.912 6.0003 2.106 2.213 
[0.90] [1.08] [0.46] [0.47] 
* significant at five per cent. 
Source: Appjendix A. 
a Export prices are for mineral exports. 
Table C.4b: Labour Demand - Competitiveness Variables 
Stability 
2 4 1 
(1) (2) (3) (4) 
R2 0.99 0.99 0.99 0.99 
Standard Error 0.024642 0.024303 0.025663 0.025955 
Mean 1.0904 1.0904 1.0904 1.0904 
Log Likelihood 42.169 42.557 41.032 40.716 
RESET(2) F(l,14)= 0.017 0.102 0.210 0.183 
Autocorrelation 
LM 2.61 2.61 2.94 3.12 
Durbin-Watson 2.43 2.43 2.55 2.56 
Degrees of Critical 
Freedom Value 
5%/l% 
1970/71 F(14,l) = 245.0 2.09 2.68 36.58 
1971^2 F(13,2) = 19.42 1.38 1.30 1.28 
1972/73 F(12,3) = 8.74 1.48 1.29 1.61 
1973/74 F(l l ,4) = 5.93 1.86 1.55 1.51 
1974/75 F(10,5) = 4.74 1.37 1.10 2.05 
1975/76 F(9,6) = 4.10 1.81 1.43 1.03 
1976/77 F(8,7) = 3.73 2.26 1.78 1.29 
1977/78 F(7,8) = 3.50 2.93 2.31 1.64 
1978/79 F(6,9) = 3.37 3.73* 3.01 1.97 
1979/80 F(5,10) = 3.33/5.64 4.92* 3.91* 2.62 
1980/81 F(4, l l ) = 3.36/5.67 4.69* 4.24* 3.29 
1981/82 F(3,12) = 3.49/5.95 6.62** 5.93* 4.77* 
1982/83 F(2,13) = 3.80 1.04 0.84 0.43 
1983/84 F(l,14) = 4.60 0.73 0.63 0.73 
3.50 
2.88 
4.67 
3.51 
4.18 
1.00 
1.19 
1.42 
1.74 
2.31 
3.12 
4.51* 
0.72 
1.51 
significani at five per cent; ** significant at one percent 
Source: Appendix A. 
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Appendix D: Disaggregated Shares of Employment, Output, Capital and Total 
Factor Productivity in Australian Manufacturing 
Appendix D presents the detailed series of shares of manufacturing industries in total 
manufacturing for aggregate hours worked (Table D. l ) , nominal output (Table D.2) and 
capital stock (Table D.3). These tables are summarised in Table 6.2. The capital stock 
measure is for all capital stock and includes plant and equipment, buildings and 
structures and leased capital stock. The estimation of the capital stock series is 
described in Appendix A. 
Table D.4 presents the detailed estimates of the disaggregated estimates of 
multi-factor productivity in manufacturing from 1954-55 to 1984-85. This table is 
summarised in Table 6.3. The series were esdmated using the same methodology as that 
used to esdmate multi-factor productivity in Chapter Three using aggregate data. 
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Table D . l : Share of Labour Hours in Total Manufacturing 
per cent 
Year FBT TCF PPP CHEM BMP FMP TE MISC 
1954-55 17.38 17.27 7.29 4.42 4.51 21.98 10.58 16.54 
1955-56 17.94 16.38 7.33 4.60 4.71 22.26 10.53 16.20 
1956-57 16.70 16.59 7,72 4.71 5.35 22.30 10.39 16.19 
1957-58 16.26 16.14 7.90 4.77 5.63 22.44 10.12 16.16 
1958-59 16.18 15.67 8.02 4.82 5.75 22.78 9.88 16.14 
1959-60 15.63 15.53 8.01 4.73 5.83 23.40 9.66 15.82 
1960-61 15.48 15.29 8.26 4.71 6.05 23.70 9.77 15.68 
1961-62 16.15 15.14 8.53 4.81 6.29 23.82 9.46 15.44 
1962-63 15.73 15.16 8.45 4.66 6.26 23.98 9.77 15.34 
1963-64 15.50 14.80 8.46 4.57 6.29 24.48 9.70 15.14 
1964-65 15.41 14.47 8.47 4.62 6.30 25.52 9.60 15.20 
1965-66 15.42 14.18 8.70 4.68 6.24 25.79 9.40 15.03 
1966-67 15.30 14.01 8.79 4.72 6.25 26.05 9,57 14.96 
1967-68 14.95 13.73 8.71 4.68 6.25 26.11 9.74 14.92 
1968-69 16.15 14.00 8.20 4.96 6.65 22.54 11.39 15.49 
1969-70 15.04 13.73 8.25 4.99 6.74 22.86 11.44 15.32 
1970-71 15.10 13.37 8.36 5.00 6.80 22.90 11.65 15.41 
1971-72 15.16 12.89 8.36 4.98 6.81 22.76 11.72 15.39 
1972-73 15.33 12.60 8.43 4.99 6.99 22.23 11.83 15.90 
1973-74 15.31 12.11 8.29 4.96 6.97 22.61 11.86 16.15 
1974-75 16.22 10.51 8.46 5.09 7.56 23.27 11.76 15.62 
1975-76 16.46 10.95 8.28 5.01 7.51 22.67 11.71 15.96 
1976-77 16.41 10.44 8.45 5.16 7.72 22.70 12.21 16.24 
1977-78 16.53 10.29 8.53 5.41 7.75 22.79 11.86 16.22 
1978-79 16.11 10.24 8.55 5.42 7.90 23.00 12.15 16.15 
1979-80 15.83 10.15 8.80 5.20 8.11 23.14 11.91 16.38 
1980-81 15.97 10.03 8.90 5.18 8.39 23.86 11.17 16.46 
1981-82 15.47 9.825 8.91 5.21 8.32 24.18 11.38 16.67 
1982-83 16.57 9.742 9.56 5.53 7.88 22.97 11.49 16.21 
1983-84 16.78 10.26 9.83 5.52 7.63 21.93 11.56 16.41 
1984-85 16.39 10.60 10.0 5.40 7.52 21.59 11.74 16.69 
Source: Appendix A. 
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Table D.2: Share of Nominal Output in Total Manufacturing 
per cent 
YEAR FBT TCP PPP CHEM BMP FMP TE MISC 
1954-55 24.58 12.34 7.32 4.31 5.25 19.90 10.11 16.16 
1955-56 23.49 11.83 7.36 4.85 6.13 20.37 10.15 15.77 
1956-57 24.00 11.71 7.63 5.19 6.96 20.11 9.58 14.78 
1957-58 23.78 11.16 8.24 5.34 6.95 20.63 9.47 14.40 
1958-59 23.27 11.03 8.48 5.55 7.00 20.75 9.27 14.61 
1959-60 22.75 10.70 8.57 5.52 7.30 21.88 8.73 14.51 
1960-61 22.67 10.46 8.76 5.53 7.54 21.80 8,88 14.32 
1961-62 24.12 10.31 8.83 5.51 7.29 21.39 8.58 13.92 
1962-63 24.34 10.25 8.73 5.57 7.41 21,59 8.49 13.59 
1963-64 24.07 9.92 8.71 5.54 7.56 22.09 8.44 13.64 
1964-65 23.03 9.67 8.84 5.56 8.09 22.95 8.17 13.65 
1965-66 22.99 9.50 8.90 5.63 8.14 23.18 8.07 13.54 
1966-67 23.05 9.24 8.57 5.90 8.36 23.24 8.24 13.35 
1967-68 22.55 9.08 8.73 6.03 8.59 23.15 8.39 13,43 
1968-69 21.82 9.34 7.39 4.96 8.99 21.47 11.66 14.34 
1969-70 21.05 9.03 7.81 4.89 9.55 21.54 11.65 14.43 
1970-71 22.07 9.01 8.17 4.99 8.94 21.58 11.74 13.47 
1971-72 21.99 8.74 8.08 4.90 8.55 21.43 11.59 14.68 
1972-73 22.78 8.71 8.16 4.87 8.69 20.63 10.83 15.28 
1973-74 21.48 9.00 8.27 4.82 9.41 20.87 10.39 15.72 
1974-75 20.80 7.77 8.79 5.21 9.80 21.67 10.75 15.17 
1975-76 19.81 8.44 8.62 5.46 9.19 21.16 10.89 16.39 
1976-77 19.97 7.89 8.49 5.66 9.86 20.64 10.91 16.54 
1977-78 20.57 7.86 8.83 6.02 9.75 20.33 10,38 16.21 
1978-79 21.02 7.77 8.66 6.39 10.00 20.17 10,04 15.90 
1979-80 21.21 7.05 8.48 7.15 11.20 19.44 10,00 15.43 
1980-81 20.80 6.91 8.91 7.54 10.94 20.15 9.01 15.71 
1981-82 19.38 6.66 9.51 7.50 10.87 20.85 9.58 15.60 
1982-83 20.75 6.49 9.97 7.95 10.30 19.06 9.98 15.47 
1983-84 20.51 6.83 10.21 7.94 11.11 17.98 9.72 15.67 
1984-85 19.77 6.84 10.61 7.67 11.60 17.58 10.10 15,80 
Source: Appendix A. 
Table D.3: Share of Capital in Total Manufacturing 
per cent 
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YEAR FBT TCP PPP CHEM BMP FMP TE MISC 
1954-55 17.86 8.91 7.10 15.40 10.09 18.31 8.03 14.26 
1955-56 17.51 8.29 6.92 18.00 9.44 18.13 7.79 13.88 
1956-57 17.28 7.73 6.61 18.20 10.72 17.84 8.00 13.58 
1957-58 16.10 6.99 5.95 17.53 11.58 17.04 7.90 12.57 
1958-59 15.55 7.09 5.82 17.97 12.13 17.20 7.73 12.50 
1959-60 15.33 7.11 6.03 17.79 12.95 17.51 7.66 13.03 
1960-61 15.00 6.91 6.39 17.03 14.09 17.83 7.63 13.79 
1961-62 14.30 6.70 6.39 16.86 15.53 17.70 7.36 13.97 
1962-63 13.77 6.46 6.25 17.04 17.01 17.18 7.20 13.87 
1963-64 13.52 6.33 6.20 16.53 17.98 16.86 7.24 13.97 
1964-65 13.62 6.04 6.16 15.77 18.65 16.66 7.48 14.11 
1965-66 13.97 5.81 6.26 15.02 18.94 16.44 7.74 14.29 
1966-67 13.86 5.64 6.19 14.79 19.83 16.19 7.64 14.33 
1967-68 13.65 5.43 6.13 14.57 20.94 16.15 7.44 14.21 
1968-69 13.55 5.39 6.24 14.11 21.15 16.21 7.66 14.25 
1969-70 13.05 5.46 6.21 13.71 22.06 15.98 8.07 14.16 
1970-71 12.90 5.44 6.02 13.35 22.35 15.70 8.73 14.33 
1971-72 12.58 5.36 5.86 12.63 23.54 15.45 9.24 14.27 
1972-73 12.49 5.35 5.86 12.02 24.18 15.22 9.51 14.41 
1973-74 12.79 5.25 5.76 11.62 24.25 14.91 9.73 14.90 
1974-75 13.17 4.77 5.68 11.37 24.58 14.61 10.12 14.97 
1975-76 13.43 4.94 5.63 10.97 23.31 14.98 10.14 15.90 
1976-77 14.14 4.71 5.48 10.85 23.33 14.64 10.25 15.92 
1977-78 14.75 4.48 5.41 11.23 22.58 14.45 10.41 16.17 
1978-79 15.15 4.35 5.58 11.92 21.74 14.15 10.64 16.17 
1979-80 15.37 4.24 5.68 12.66 20.78 14.02 10.93 16.22 
1980-81 15.40 4.10 5.82 12.54 21.36 13.86 10.61 16.24 
1981-82 15.22 3.85 5.85 12.14 23.67 13.22 10.53 15.58 
1982-83 15.21 3.66 5.87 11.65 26.22 12.79 10.19 15.13 
1983-84 15.24 3.62 5.63 11.42 27.81 12.31 10.82 14.65 
1984-85 15.18 3.64 5.65 11.62 27.97 12.25 11.00 14.54 
Source: Appendix A. 
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Table D.4: Total Factor Productivity in Manufacturing 
YEAR FBT TCP PPP CHEM BMP FMP TE MISC Aggregate 
1954-55 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1955-56 0.94 1.03 1.09 0.98 1.00 1.00 1.00 0.98 1.00 1956-57 0.96 1.06 1.15 1.01 0.92 1.04 0.93 0.95 0.98 1957-58 0.96 1.11 1.17 1.07 0.86 1.10 0.98 0.96 1.02 1958-59 0.96 1.08 1.25 1.05 0.89 1.12 1.01 0.99 1.04 1959-60 0.97 1.13 1.34 1.14 0.90 1.22 1.02 1.03 1.10 1960-61 0.98 1.14 1.37 1.19 0.88 1.20 1.03 1.00 1.10 1961-62 0.98 1.17 1.31 1.21 0.77 1.17 1.02 0.95 1.07 1962-63 1.03 1.22 1.40 1.25 0.82 1.25 1.07 0.98 1.14 1963-64 1.06 1.27 1.49 1.33 0.86 1.33 1.13 1.03 1.19 1964-65 1.04 1.31 1.63 1.44 0.89 1.40 1.10 1.05 1.24 1965-66 1.01 1.33 1.58 1.49 0.86 1.40 1.10 1.03 1.22 1966-67 1.04 1.38 1.57 1.56 0.85 1.42 1.14 1.03 1.25 
1967-68 1.03 1.39 1.62 1.61 0.84 1.43 1.17 1.05 1.26 
1968-69 0.96 1.42 1.40 1.28 0.85 1.44 1.44 1.09 1.27 
1969-70 0.98 1.45 1.50 1.36 0.86 1.48 1.46 1.14 1.31 
1970-71 0.99 1.46 1.51 1.39 0.83 1.47 1.41 1.02 1.29 
1971-72 1.00 1.47 1.51 1.45 0.79 1.46 1.37 1.11 1.27 
1972-73 1.01 1.48 1.55 1.54 0.80 1.46 1.30 1.15 1.29 
1973-74 0.97 1.60 1.69 1.72 0.88 1.54 1.32 1.19 1.36 
1974-75 0.98 1.61 1.68 1.70 0.87 1.56 1.33 1.12 1.35 
1975-76 0.97 1.68 1.62 1.73 0.83 1.53 1.32 1.15 1.34 
1976-77 1.02 1.74 1.75 1.95 0.90 1.61 1.37 1.23 1.43 
1977-78 1.03 1.81 1.83 1.97 0.92 1.61 1.34 1.21 1.44 
1978-79 1.02 1.94 1.90 1.96 0.98 1.68 1.32 1.26 1.49 
1979-80 1.05 1.96 1.97 1.95 1.11 1.73 1.43 1.28 1.55 
1980-81 1.06 2.03 2.03 1.94 1.12 1.79 1.40 1.31 1.58 
1981-82 1.07 2.10 2.11 1.99 1.12 1.88 1.49 1.36 1.62 
1982-83 1.07 2.12 2.00 1.99 1.00 1.74 1.53 1.30 1.56 
1983-84 1.07 2.27 2.13 2.14 1.10 1.79 1.50 1.38 1.62 
1984-85 1.08 2.30 2.26 2.16 1.22 1.85 1.59 1.44 1.68 
Source: Appendix A 
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Appendix E: Demand Variables and the Disaggregated Demand for Labour 
Appendix E presents detailed estimates of disaggregated models of the demand for 
labour discussed in Chapter Eight. The models include demand and competitiveness 
variables as explanators. 
Section E.l presents summary tables setting out the long-run elasticities of 
labour demand for product wages using levels and first differences (Tables E.l and E.2 
respectively) and elasticities with respect to demand and competitiveness variables in 
levels and first differences (Tables E.4 and E.5) respectively). Table E.3 presents the 
wage and demand elasticities derived from estimating the demand for labour using a 
demand variable estimated using a methodology proposed by Bean et al (1987) and 
described in Chapter Five. 
D a s h e s , i n the Tables indicate that the coefficients of the variables returned t 
statistics less than (absolute) unity. 
Section E.2 presents the detailed results of estimating the disaggregated demand 
for labour including demand variables and modelling technical progress and capital 
stock jointly using trends. The results are reported only for those demand variables that 
returned a t statistic on either the current or lagged value of the demand variable over 
(absolute) unity. 
Section E.3 presents the results of estimating the models presented in section 
E.2, but reformulated in first differences. Only those results returning a t statistic on the 
demand variable over (absolute) unity are presented. The results of this section were 
used to assess the robustness of the results presented in Chapter Eight (and section E.2) 
indicating that demand variables, in addition to prices, were significant explanators of 
the demand for labour. 
Section E.4 presents the detailed results of estimating disaggregated demand for 
labour including demand variables derived using the methodology proposed by Bean et 
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al (1987). These models were estimated to assess the robustness of the significance of 
demand variables as explanators of the demand for labour. 
Section E.5 presents a summary of the results of estimating the demand for 
labour using direct estimates of the capital stock. These results also provided support 
for the significance of demand variables. 
Section E.6 presents estimates of labour demand based on modelling the 
labour/capital ratio. Only those results where the coefficient on the demand variables 
returned a t statistic over (absolute) unity are reported. 
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E-1 Summary Tables of Disaggregated Regressions Including Demand Variables 
Table E. l : Effect on Long-Run Wage elasticities of Demand Variables Modelling 
Technical Progress and Capital Jointly 
Dependent variable - Logarithm(Hours worked) 
FBT TCE PPP CHEM BMP FMP TE MISC AVERAGEAGGREGATE 
Profit Max'n -0.439 -6.744 -2.108 -0.511 -0.138 -0.488 -3.124 -1.492 -1.881 -1.997 
GXE -0.275 -4.059 -0.947 -0.389 -0.125 -0.038 -1.505 -0.591 -0.979 -0.943 
Ml - -2.730 -0.910 -0.234 -0.164 -0.431 -1.032 -0.675 -0,675 -1.522 
M3 -0.262 - -0.837 - - -0.192 - - -0,430 -0.913 
OECD TRADE -0.257 -1.454 -0.240 -0.297 -0.210 -0.305 -0,467 0.194 -0.379 -0.133 
OECD GDP - - -0.585 -0,189 - 0.906 -0.854 0,037 -0.137 -0.55 
Pub Sector Exp - - -1.790 - - - - - -1.790 n.s. 
TOT(minerals) - - - -0.605 -0.334 -3,844 - -1.594 -1.696 
EXPORT/CPI - - -2.344 - - -6.980 - -4.662 n.s. 
EXPORT/GDP - - - - - -1.366 -8.706 - -5.036 n.s. 
LMPORT/CPI - - -0.445 -0.181 - - -1.167 -0.005 -0.449 n.s. 
LMPORT/GDP - -0.330 -0.222 - - -1.295 -0.042 -0.472 -0.456 
LMPORT/PRODUCT PRICE - - - - - -0.714 -0.714 -0.246 
AWE - - -2.600 -0.521 -0.418 -1.034 - -1.935 -1,301 n.s. 
Real Interest Rates - - - -1.170 -1.170 n.s. 
Source: Appendix A. 
n.s. demand vanable not significant in regression for aggregate manufacturing. 
Table E.l: Comparison of Effects on Long-Run Wage Elasticities of Adding Demand Variables to 
First Difference Specification Jointly Modelling Technical Progress and Capital Stock 
Dependent variable - Logarithm(Hours worked) 
FBT TCF PPP CHEM BMP FMP TE MISC AVERAGE 
Profit Max'n -0.215 -1,243 -0,346 -0.262 -0.247 -1,111 -0,468 -0.072 -0.495 
GXE -0.154 • •1,027 -0,364 -0.216 -0.331 -0,995 -0.726 0.048 -0.471 
Ml - - - - - -0.139 -0.139 
M3 -0.156 - - - - - - -0.156 
OECD TRADE - , •1,155 -0.242 -0.284 - - -0.362 -0.326 -0.473 
TOT(minerals) - - - - - -0,906 - -0.906 
LMPORT/CPI - - -0.188 -0.323 - - -0.406 -0.071 -0.247 
LMPORT/GDP - - -0.237 -0.328 - - -0.434 -0.120 -0.279 
LMPORT/PRODUCT PRICE - - - - - -0.313 - -0.313 
AWE - - - - -0,364 - - - -0.364 
Real Interest Rates - - - - -1,102 -1,102 
Source: Appendix A. 
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Table E.3: Bean Variable - Comparison of Long-Run elasticities of Product Wages 
and Demand Variables 
Dependent variable - Logarithm(Hours worked) 
FBT TCP PPP CHEM BMP FMP TE MISCAVERAGE 
Product Wages 
Symons -0.439 -6.744 -2.108 -0.511 -0.138 -0.488 -3.124 -1.492 -1.881 
Bean Variable -0.347 -2.196 -1.575 -0.649 -0.067 -0.148 -0.062 -0.433 -0.684 
Demand Vanables 
Bean Vanable 0.286 1.341 0.859 0.767 0.29 0.516 0.745 0.906 _ a 
Source; Appendix A. 
a not eslimaied. 
Table E.4: Long-Run Elasticities of Demand Variables Jointly Modelling Technical 
Progress and Capital Stock 
Dependent variable - Logarithm(Hours worked) 
FBT TCF PPP CHEM BMP FMP TE MISC AVERAGEAGGREGATE 
GN'E 0.583 1.574 0.998 1.117 0.530 1.126 2.227 1.280 1.179 1.194 
Ml 0.670 0.355 0.398 0.102 0.358 0.884 0.592 0.592 0.475 
M3 0.457 0.530 - 0.665 - 0.551 0.412 
OECE TRADE 1.152 1.280 1.257 0.844 0.305 1.034 2.029 1.389 1.162 1.17 
OECD GDP - - 1.826 2.52 - 3.843 3.594 2.221 2.801 1.754 
Pub Sector Exp - - 0.503 - - - - 0.503 n.s. 
TOT(minerals) - - - 0.27 - 0.289 1.588 - 0.716 0.245 
EXPORT/CPI - - 0.397 - - - -0.427 - -0.015 n.s. 
EXPORT/GDP - - - - 0.774 -0.802 - -0.014 n.s. 
LMPORT/CPI - - -0.391 -0.729 - - -1.065 -0.471 -0.664 n.s. 
LMPORT/GDP - - -0.428 -0.673 - - -1.026 -0.480 -0.652 -0.452 
LMPORT/PRODUCT PRICE - - - - - 1.007 - 1.007 0.462 
AWE - - 2.600 1.011 1.200 2.494 3.023 2.066 n.s. 
Real Interest Rates - - - - - -1.973 -1.973 n.s. 
Source: Appendix A. 
n.s. Demand vanables not significant in regression for aggregate manufacturing. 
Table E.5: Long-Run Elasticities of Demand Variables in First Difference 
Specification Jointly Modelling Technical Progress and Capital Stock 
Dependent variable - Logarithm(Hours worked) 
FBT T C F 
GN'E 0.260 0.410 
Ml 
M3 0.180 
OECD TRADE - 0.680 
TOT(minerals) 
LMPORT/CPI 
LMPORT/GDP 
LMPORT/PRODUCT PRICE 
AWE 
Real Interest Rates 
PPP CHEM BMP FMP TE MISC AVERAGE 
0.400 0.660 0.890 0.720 1.710 1.020 0.759 
_ - - -0.210 -0.21 
- - - 0.180 
0.370 0.400 - 0.640 0.930 0.604 
_ - - 0.240 - - 0.240 
-0.230 -0.310 - - -0.250 -0.350 -0.285 
-0.230 -0.300 - - -0.280 -0.390 -0.300 
- - -0.350 -0.350 
_ 0.690 - - 0.690 
-0.820 - - -0.820 
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E.2 : Demand for Labour Using Exogenous Variables - Modelling Technical Progress 
and Capital Stock Jointly 
Table E.6: Demand Variables • 
Dependent Variable - logarithm 
Food, Beverages and Tobacco 
(hours worked) 
(1) (2) (3) 
Gross Real OECD 
National M3 Trade 
Expenditure 
Lag 
Hours 1 -0.151 -0.129 -0.239 
Worked [-0.64] [-0.54] [-1.00] 
2 0.082 -0.101 0.355 
[0.43] [-0.43] [1.82] 
Product 0 -0.129 -0.114 0.143 
Wages [-1.52] [-1.19] [1.00] 
1 -0.0007 -0.0072 -0.136 
[-0.01] [-0.06] [-0.82] 
2 -0.164 -0.148 -0.234 
[-1.75] [-1.46] [-2.06]* 
Material 0 0.113 -0.020 0.52 
Prices [0.53] [-0.08] [2.29]* 
1 -0.074 -0.037 -0.050 
[-0.27] [-0.12] [-0.18] 
2 -0.164 0.076 0.038 
[-0.84] [0.33] [0.17 
Trend -0.035 -0.026 0.014 
[-1.77] [-1.41] [0.79 
Trend 0.001 0.002 -0.004 
Squared [1.24] [1.64] [-1.80 
Trend -0.00002 -0.00004 0.0001 
Cubed [-1.38] [-2.09] [1.64] 
Demand 0 0.473 0.141 0.567 * 
Variable [2.51] [0.88] [2.05] 
1 0.1510 0.329 0.451 
[0.69] [1.85] [1.71] 
Constant 12.516 18.366 * 6.791 
[2.84]* [3.64] [1.31] 
* significant at five per cent 
Table E.6: cont'd 
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d2 (1) (2) (3) 
0.96 0.96 0.97 
Standard Error Estimate 0.018052 0.018785 0.017814 
Mean Dep Var 15.787 
Log Lik'd -359.647 -360.762 -359.274 
Normality of Residuals 
Jarque-Bera 68.65 73.29 30.51 
Specification 
RESET(2)= F(l,13) 3.23 3.26 1.69 
Autocorrelation 
LM 1.71 1.87 2.41 
Durbin-Watson2.32 2.29 2.53 
Stability 
Degrees Critical 
of Value (1) (2) (3) 
Freedom 5%/l% 
1971-72 F(13,l) 245/6142 0.80 5.79 4.63 
1972-73 F(12,2) 19.41/99.42 0.71 11.3 5.12 
1973-74 F( l l ,3) 8.76/14.45 0.72 3.22 1.30 
1974-75 F(10,4) 5.96/14.54 0.63 0.76 0.88 
1975-76 F(9,5) 4.78/10.15 0.57 0.81 1.22 
1976-77 F(8,6) 4.15/8.10 0.54 0.95 1.37 
1977-78 F(7,7) 3.79/7.00 0.66 1,00 1.81 
1978-79 F(6,8) 3.58/6.37 0.88 1.33 2.20 
1979-80 F(5,9) 3.33/6.06 1.12 1.73 2.43 
1980-81 F(4,10) 3.48/5.99 1.03 1.20 1.26 
1981-82 F(3, l l ) 3.59/6.22 0.89 1.46 1.22 
1982-83 F(2,12) 3.88/6.93 1.03 2.20 1.79 
1983-84 F(l,13) 4.67/9.07 0.81 1.81 0.48 
Source: Appendix A. 
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Table E.7: Demand Variables - Textiles, Clothing and Footwear 
Dependent Variable - logarithm (hours worked) 
Lag 
1 
(1) 
Import 
Prices/ 
CPI 
(2) 
Real 
Ml 
(3) 
OECD 
Trade 
(4) 
Gross 
National 
Expenditure 
Hours 
Worked 
0.286 
[1.31] 
-0.106 
[-0.74] 
-0.186 
[-0.75] 
-0.024 
[-0.11] 
2 0.904 
[4.89]* 
0.548 
[3.56]* 
0.454 
[237]* 
0.752 
[5.09]* 
Product 
Wages 
0 -1.239 
[-7.49]* 
-1.131 
[-9.86]* 
-0.780 
[-3.50]* 
-1.113 
[-7.89]* 
1 -0.403 
[-1.67] 
-0.592 
[-2.98]* 
-0.500 
[-2.16]* 
-0.416 
[-1.85] 
2 0.586 
[2.81]* 
0.200 
[1.14] 
0.216 
[0.90] 
0.425 
[2.29]* 
Material 
Prices 
0 0.206 
[1.32] 
0.114 
[0.84] 
0.131 
[0.91] 
0.269 
[1.79] 
1 -0.562 
[-2.30]* 
-0.467 
[-3.34]* 
-0.088 
[-0.41] 
-0.451 
[-2.92]* 
2 -0.526 
[-2.62]* 
-0.322 
-[2.50]* 
-0.066 
[-0.35] 
-0.289 
[-1.84] 
Trend - 0.041 
[3.16]* 
0.069 
[4.95]* 
0.0157 
[1.07] 
0.025 
[1.69] 
Trend 
Squared 
- -0.002 
[-2.18]* 
-0.003 
[-3.23]* 
-0.004 
[-2.76]* 
-0.002 
[-2.25]* 
Trend 
Cubed 
- 0.0001 
[2.90]* 
0.0001 
[4.05]* 
0.0001 
[3.26]* 
0.0001 
[2.87]* 
Demand 
Variable 
0 -0.095 
[-0.68] 
-0.055 
[-0.68] 
0.613 
[2.36]* 
0.292 
[2.59]* 
1 0.322 
[1.86] 
0.319 
[3.95]* 
0.324 
[1.06] 
-0.064 
[-0.28] 
Constant - 6.539 
[1.05] 
18.345 
[3.69]* 
11.746 
[2.01]* 
7.587 
[1.30] 
* significant at f ive per cent 
Table E.7: cont'd 
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R2 0.99 0.99 0.99 0.99 
Standard Error Estimate 0.019897 0.015242 0.018529 0.018537 
Mean Dep Var 15.554 
Log Lik'd -355.854 -348.391 -353.859 -353.871 
Normality of Residuals 
arque-Bera 0.60 3.80 0.16 0.11 
Specification 
RESET(2)= F(l,13) 2.31 1.57 5.17 0.59 
Autocorrelation 
LM 2.86 2.32 3.31 1.18 
Durbin-Watson 2.74 2.66 2.67 2.27 
Stability 
Degrees Critical 
of Value (1) (2) (3) (4) 
F r e e d o m 5 % / l % 
1971-72 F(13,l) 245/6142 120.77 8.44 32786.97** 30.96 
1972-73 F(12,2) 19.41/99.42 41.36' 17.32 701.44** 22.75* 
1973-74 F( l l ,3 ) 8.76/14.45 33.03 26.78 9.50 8.78* 
1974-75 F(10,4) 5.96/14.54 2.37 1.83 3.34 6.94* 
1975-76 F(9,5) 4.78/10.15 3.30 2.54 2.55 6.81* 
1976-77 F(8,6) 4.15/8.10 3.29 3.02 3.21 9.19** 
1977-78 F(7,7) 3.79/7.00 1.81 3.95 3.80 12.22** 
1978-79 F(6,8) 3.58/6.37 1.34 1.36 2.28 1.86 
1979-80 F(5,9) 3.33/6.06 0.53 1.30 1.86 0.97 
1980-81 F(4,10) 3.48/5.99 0.72 1.51 1.59 0.38 
1981-82 F(3 , l l ) 3.59/6.22 0.78 0.98 1.43 0.17 
1982-83 F(2,12) 3.88/6.93 1.14 1.59 2.00 0.19 
1983-84 F(l,13) 4.67/9.07 0.99 3.24 4.04 0.34 
Source: AppendLX A. 
* significant ai five per cent; ** significant at one per cent. 
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Table E.8: Demand Variables - Paper, Paper Products and Printing 
Dependent variable - logarithm (hours worked) 
(1) (2) (3) (4) (5) (6) (7) 
Public Export Import Import Average Gross Real 
Sector Pnces/ Pnces/ Pnces/ Weekly National Ml 
Lag Exp're CPI GDP CPI Earnings Exp're 
Hours 
Worked 
1 0.481 
[1.55] 
0.680 
[2.30]* 
0.439 
[1.42] 
0.468 
[1.36] 
0.719 
[2.66]* 
0.729 
[2.44]* 
0.800 
[2.57]* 
2 -0.016 -0.139 -0.275 -0.144 -0.042 -0.272 -0.335 
[-0.06] [-0.53] [-1.05] [-0.53] [-0.17] [-0.99] [-1.12] 
Product 0 -0.157 -0.307 0.008 0037 -0.338 -0.213 -0.213 
Wages [-0.81] [-1.46] [0.04] [0.18] [-1.77] [-1.22] [-1.16] 
1 -0.44 
[-2.47]* 
-0.481 
[-2.55]* 
-0.227 
[-1.37] 
-0.241 
[-1.31] 
-0.432 
[-2.54]* 
-0.160 
[-0.88] 
-0.199 
[-1.02] 
2 -0.364 -0.288 -0.057 -0.097 -0.070 -0.141 -0.077 
[-1.65] [-1.45] [-0.27] [-0.46] [-0.37] [-0.76] [-0.37] 
Material 0 0.256 0.210 0.191 0.177 0.249 0.184 0.119 
Pnces [2.41] [1.80] [1.89] [1.67] [2.19]* [1.73] [1.01] 
1 -0.019 -0.113 0.137 0.125 0.163 -0.035 -0.027 
[-0.13] [-0.71] [0.89] [0.75] [1.08] [-0.25] [-0.18] 
t 0.0006 -0.008 0.055 0.004 -0.1258 -0.018 -0.005 
[0.01] [-0.07] [0.36] [0.02] [-1.01] [-0.15] [-0.04] 
Trend - 0.031 
[1.66] 
0.059 
[2.66]* 
0.050 
[2.52]* 
0.042 
[2.00] 
0.042 
[2.55]* 
0.027 
[1.48] 
0.064 
[2.43]* 
Trend -0.0003 -0.0007 -0.001 -0.001 -0.002 -0.001 -0.002 
Squared [-0.35] [-0.87] [-1.86] [-1.30] [-2.081* [-1.88] [-1.45] 
Trend -0.00001 -0.000002 0.00002 0.00001 0.00004 0.00003 0.00004 
Cubed [-0.29] [-0.16] [1.35] [0.86] [1.77] [1.49] [1.11] 
Demand 0 0.452 0.004 -0.259 -0.207 -0.070 0.425 -0.040 
Variable [1.82] [0.04] [-1.92] [-1.49] [-0.21] [2.10] [-0.36] 
1 -0.183 0.178 -0.099 -0.057 0.920 0.117 0.230 
[-0.78] [1.81] [-0.82] [-0.42] [2.63]* [0.53] [1.89] 
Constant - 9.838 
[2.63]* 
12.282 
[2.90]* 
12.128 
[3.02]* 
10.244 
[2.41]* 
8.005 
[2.44]* 
4.580 
[1.13] 
9.284 
[2.58]* 
* significant at five per cent 
Table E.8: cont'd 
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(1) (2) (3) (4) (5) (6) (7) 
0.96 0.96 0.97 0.96 0.97 0.97 0.96 
Standard 
Error Estimate 0.0208 0.0207 0.0196 0.0212 0.0188 0.0199 0.0206 
Mean Dep Var 15.175 
Log Lik'd -346.54 -346.39 -344.92 -347.09 -343.73 -345.305 -346.254 
Jarque-Bera 0.39 0.06 1.08 2.62 0.61 14.47 0.21 
RESET(2): - F ( l , 1 3 ) 1,72 2.41 0.79 1.41 19.37 1.38 5.72 
Autocorrelation 
LM 1.08 2.15 0.61 0.16 0.78 2.21 1.66 
Durbin-Watson 2.09 2.24 1.99 1.89 1.65 2.22 2.04 
Stability 
Degrees Cntical 
of Value (1) (2) (3) (4) (5) (6) (7) 
Freedom 5%/l% 
1971-72 F(13,l) 245/6142 0.68 98.53 14.01 56.08 0.66 0.24 332.99 
1972-73 F(12,2) 19.41/99.42 1.28 56.15* 1.81 2.77 0.83 0.52 1.24 
1973-74 F( l l ,3) 8.76/14.45 1.58 0.53 2.92 4.34 0.86 0.80 0.44 
1974-75 F(10,4) 5.96/14.54 0.91 0.72 0.73 1.89 1.22 0.84 0.65 
1975-76 F(9,5) 4.78/10.15 1.27 0.91 0.73 1.07 1.43 1.08 0.91 
1976-77 F(8,6) 4.15/8.10 1.45 1.13 0.86 1.12 1.73 0.91 1.16 
1977-78 F(7,7) 3.79/7.00 1.91 1.44 1.10 1.50 2.00 1.20 1.38 
1978-79 F(6,8) 3.58/6.37 2.29 1.65 1.25 1.65 2.75 1.48 1.68 
1979-80 F(5,9) 3.33/6.06 2.87 2.20 1.41 2.05 2.79 1.85 2.23 
1980-81 F(4,10) 3.48/5.99 2.05 2.31 1.78 2.62 2.94 1.27 2.81 
1981-82 F(3, l l ) 3.59/6.22 1.82 3.01 2.09 2.34 2.84 1.16 3.04 
1982-83 F(2,12) 3.88/6.93 2.97 4.58* 3.33 3.83 3.50 1.89 4.26* 
1983-84 F(l,13) 4.67/9.07 6.34* 9.73** 6.17* 7.11* 6.38* 4.03 7.73* 
Source: Appendix A. 
• significant at five per cent; ** significant at one per cent. 
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Table E.9: Demand Variables - Paper, Paper Products and Printing 
Dependent variable - logarithm (hours worked) 
(8) (9) (10) 
Real OECD OECD 
Lag M3 Trade GDP 
Hours 1 0.559 0.593 0.575 
Worked [2.26]* [2.29]* [2.38]* 
2 -0.417 -0.265 -0.173 
[-1.74] [-1.11] [-0.81] 
Product 0 -0.226 -0.021 -0.034 
Wages [-1.52] [-0.12] [-0.22] 
1 -0.268 0.089 -0.208 
[-1.92] [0.44] [-1.45] 
2 -0.224 -0.051 -0.108 
[-1.38] [-0.29] [-0.68] 
Material 0 0.178 0.156 0.140 
Prices [2.07]* [1.62] [1.64] 
1 -0.039 -0.021 -0.089 
[-0.31] [-0.15] [-0.69] 
2 0.089 0.184 0.112 
[0.81] [1.39] [1.02] 
Trend 0.056 0.025 0.001 
[3.43]* [1.49] [0.04] 
Trend -0.002 -0.005 -0.002 
Squared [-2.68]* [-3.13]* [-2.54]* 
Trend 0.00003 0.0001 0.00004 
Cubed [1.91] [2.88]* [2.45]* 
Demand 0 0.132 0.348 -0.058 
Variable [1.19] [1.60] [-0.14] 
1 0.323 0.497 1.15 
[2.42]* [2.14]* [3.11]* 
Constant 13.296 3.533 1.493 
[4.04]* [0.99] [0.34] 
* significani at five per cent 
Table E.9: cont'd 
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(8) (9) (10) 
R2 0.97 0.97 0.97 
Standard 
Error Estimate 0.0172 0.0179 0.0169 
Mean Dep Var 
Log Lik'd -341.151 -342.306 -340.777 
Normality of Residuals 
Jarque-Bera 4.88 11.24 28.76 
Specification 
RESET(2> = F(1,13) 0.33 0.57 0.63 
Autocorrelation 
LM 1.77 1.82 1.51 
Durbin-Watson 2.33 2.31 2.37 
Stability 
Degrees Critical 
of Value (8) (9) (10) 
Freedom 5%/l% 
1971-72 F(13,l) 245/6142 0.17 6.15 0.19 
1972-73 F(12,2) 19.41/99.42 0.25 0.36 0.41 
1973-74 F( l l ,3 ) 8.76/14.45 0.37 0.39 0.52 
1974-75 F(10,4) 5.96/14.54 0.51 0.39 0.38 
1975-76 F(9,5) 4.78/10.15 0.68 0.55 0.53 
1976-77 F(8,6) 4.15/8.10 0.89 0.51 0.69 
1977-78 F(7,7) 3.79/7.00 0.79 0.68 0.76 
1978-79 F(6,8) 3.58/6.37 0.87 0.88 1.01 
1979-80 F(5,9) 3.33/6.06 1.11 1.03 1.26 
1980-81 F(4,10) 3.48/5.99 1.01 0.62 0.31 
1981-82 F(3 , l l ) 3.59/6.22 1.46 0.40 0.37 
1982-83 F(2,12) 3.88/6.93 2.07 0.61 0.55 
1983-84 F(l,13) 4.67/9.07 4.43 1.02 0.70 
Source: Appendix A. 
* significant at five per cent; ** significant at one per cent. 
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Table E.IO: Chemicals, Chemical Products and Petroleum 
Dependent Variable logarithm(Hours worked) 
(1) 
Import Pnces/ 
(2) 
Import/ 
(3) 
Average 
(4) 
Gross 
(5) 
Real 
(6) 
OECD 
(7) 
OECD 
(8) 
Terms of 
GDP CPI Weekly National M l Trade GDP Trade 
Lag 
Deflator Earnings Exp're (Minerals) 
Hours 1 0.585 0.522 0.443 0.354 0.579 0.165 0.493 0.3149 
Worked [1.86] [1.47] [1.53] [1.25] [1.94] [0.791] [2.17]* [0.96] 
2 -0.316 -0.253 -0.353 -0.047 -0.394 -0.356 -0.141 0.133 
[-1-51] [-1.29] [-1.34] [-0.23] [-1.391 [-2.14]* [-0.75] [0.491 
Product 0 -0.133 -0.088 -0.257 -0.149 -0.049 -0.028 -0.0006 -0.145 
Wages [-1.22] [-0.88] [-1.69] [-1.37] [-0.36] [-0.28] [-0.01] [-1.08] 
1 -0.271 -0.301 0.044 0.0002 -0.008 -0.053 -0.074 -0.051 
[-1.63] [-1.85] [0.23] [0.002] [-0.03] [-0.36] [-0.49] [-0.28] 
2 0.242 0.257 -0.261 -0.121 -0.134 -0.273 -0.048 -0.138 
[1.02] [1.01] [-1.40] [-0.90] [-0.76] [-2.09] [-0.35] [-0.76] 
Matenal 0 -0.050 -0.028 0.365 0.204 0.009 0.002 -0.069 0.149 
Prices [-0.30] [-0.18] [2.45]* [1.75] [0.05] [0.02] [-0.53] [0.96] 
1 0.188 0.200 -0.172 -0.089 -0.070 -0.047 -0.114 0.011 
[0.95] [1.02] [-1.10] [-0.86] [-0.49] [-0.35] [-0.87] [0.06] 
2 -0.113 -0.019 -0.050 -0.136 -0.157 0.209 0.027 -0.151 
[-0.62] [-0.111 [-0.31] [-1.21] [-1.00] [1.79] [0.22] [-0.91] 
Trend - -0.011 
[-1.16] 
-0.010 
[-1.02] 
-0.0097 
[-0.77] 
-0.037 
[-2.58]* 
0.015 
[1.18] 
-0.037 
[-3.72]* 
-0.079 
[-3.53]* 
-0.003 
[-0.241 
Trend 0.002 0.002 0.001 0.002 0.0006 0.0002 0.001 0.002 
Squared [1.40] [1.13] [0.89] [1.92] [0.48] [0.20] [1.16] [1.44] 
Trend -0.00004 -0.00004 -0.00004 -0.00004 -0.00003 -0.00002 -0.00002 -0.0001 
Cubed [-1.29] [-0.98] [-1.19] [-2.06]* [-1.13] [-0.78] [-0.75] [-1.69] 
Demand 0 -0.439 -0.440 0.944 0.627 0.041 0.373 0.337 0.169 
Vanable [-2.11]* [-1.99] [2.27]* [4.37]* [0.35] [2.21] [0.81] [1.77] 
1 -0.053 -0.093 -0.024 0.147 0.283 0.632 1.299 -0.020 
[-0.29] [-0.48] [-0.05] [0.59! [2.01]* [2.91] [2.78] [-0.29] 
Constant - 11.317 
[2.73]* 
10.481 
[2.07]* 
14.996 
[3.21]* 
3.509 
[1.14] 
12.267 
[2.86]* 
12.77 
[4.95]* 
-2.028 
[-0.51] 
9.792 
[2.491* 
* significant at five per cent 
Table E.IO: cont'd 
2 6 0 
_ 1 (1) (2) (3) (4) (5) (6) (7) (8) 
R'- 0.97 0.97 0,96 0.98 0,96 0.98 0.98 0.96 
Standard Error Estimate 0.0189 0.0185 0.02 0.02 0.02 0.01 0.017 0.024 
Mean Dep Var 14.633 14.633 14.633 14.633 14.633 14.633 14.633 14.633 
Log Lik'd •328.71 -328,051 -333.999 -325.757 -334.638 -322.296 -327,175 -335,433 
Normality of Residuals 
Jarque-Bera ^ { 2 ) 1.01 1.74 3.19 1.03 2.50 5.19 0.82 0.87 
Specification 
RESET(2)= F(l,13) 0.98 2.31 0.42 3.82 1.99 1.34 1,00 5.25 
Autocorrelation 
LM 2.44 2.45 0.43 3.55 2.57 0.57 2.43 2.61 
Durbin-Watson 2.40 2.32 1.95 2.54 2.22 2.11 2.34 2.19 
Stability 
Degrees Critical 
of Value (1) (2) (3) (4) (5) (6) (7) (8) 
Freedom 5%/l % 
1971-72 F(I3,1) 245/6142 123.56 75.41 16.62 1.40 22.63 27.44 3.23 2.85 
1972-73 F(12^) 19.41/99.42 6.57 5.46 35.32 2.72 12.09 4.04 6.70 6.05 
1973-74 F(11,3) 8.76/14.45 1.51 2.07 4.02 0.69 2.70 0.62 0.84 2.35 
1974-75 F(10,4) 5.96/14.54 2.01 2.86 3.75 0.95 2.08 0.45 0.91 1.83 
1975-76 F(9,5) 4.78/10.15 2.74 3.33 2.73 0.86 1.50 0.58 1.25 1.65 
1976-77 F(8,6) 4.15/8.10 3.50 3.78 1.21 1.16 1.83 0.70 1.58 2.08 
1977-78 F(7,7) 3.79/7.00 4.67* 2.43 1.59 1.29 2.35 0.92 0.90 2.74 
1978-79 F(6,8) 3.58/6.37 3.21 2.55 2.03 1.44 2.94 0.99 0.87 3.58* 
1979-80 F(5,9) 3.33/6.06 3.95* 3.21 2.30 1.16 2.16 0.33 0.40 3.48* 
1980-81 F(4,10) 3.48/5.99 5.45* 4.3*6 3.14 1.59 2.97 0.41 0.44 4.75* 
1981-82 F(3, l l ) 3.59/6.22 2.93 3.93 4.24* 2.28 4.35* 0.55 0.61 6.79** 
1982-83 F(2,12) 3.88/6.93 3.16 3.47 6.35* 3.66 7.13** 0.71 0.97 11.03** 
1983-84 F(l,13) 4.67/9.07 6.23* 7.14* 11.37** 7.60* 11.69* 1.16 1,40 17.96** 
Source: Appendix A. 
* significant at five f>er cent; ** significant at one per cent. 
Table E . l l : Basic Metal Products 
Dependent Variable - Logarithm (Hours worked) 
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(1) (2) (3) (4) 
Average Gross Real OECD 
Weekly National Ml Trade 
Earnings Exp're 
Lag 
Hours 1 0.327 0.740 0.446 0.285 
Worked [1.65] [2.77]* [2.29]* [1.15] 
2 -0.395 -0.438 -0.509 -0.393 
[-2.22]* [-2.09]* [-2.98]* [-1.91] 
Product 0 -0.077 0.021 0.117 -0.013 
Wages [-0.54] [0.17] [1.10] [-0.10] 
1 -0.208 -0.063 -0.108 0.064 
[-1.37] [-0.50] [-0.92] [0.40] 
2 -0.161 -0.045 -0.183 -0.284 
[-1.52] [-0.35] [-1.60] [-1.85] 
Material 0 0.263 0.110 0.187 0.214 
Prices [1.72] [0.58] [1.39] [1.33] 
1 0.393 0.213 0.141 0.160 
[1.90] [1.05] [0.73] [0.66] 
2 -0.28 -0.354 -0.233 -0.032 
[-1.69] [-2.06]* [-1.46] [-0.15] 
Trend _ 0.047 0.013 0.054 0.028 
[3.43]* [0.57] [4.17]* [1.54] 
Trend -0.002 -0.0002 -0.0003 0.0003 
Squared [-1.61] [-0.21] [-0.25] [0.28] 
Trend 0.00001 -0.00001 -0.00003 -0.00004 
Cubed [0.58] [-0.35] [-1.02] [-1.36] 
Demand 0 0.419 0.566 -0.171 -0.173 
Variable [1.30] [2.57]* [-1.68] [-0.65] 
1 0.862 -0.196 0.279 0.5109 
[2.05]* [-0.60] [2.98]* [1.86] 
Constant 16.001 6.839 15.392 13.912 
[5.86]* [1.23] [5.18]* [3.50] 
Table E . l l : cont'd 
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r 2 
Standard Error Estimate 
Mean Dep Var 
Log Lik'd 
Normality of Residuals 
Jarque-Bera 
Specification 
RESET(2)= F(l,13) 
Autocorrelation 
LM 
Durbin-Watson 
Stability 
1971-72 
1972-73 
1973-74 
1974-75 
1975-76 
1976-77 
1977-78 
1978-79 
1979-80 
1980-81 
1981-82 
1982-83 
1983-84 
Degrees Critical 
of Value 
Freedom 5%/l% 
F(13,l) 245/6142 
F(12,2) 19.41/99.42 
F( l l ,3 ) 8.76/14.45 
F(10,4) 5.96/14.54 
F(9,5) 4.78/10.15 
F(8,6) 4.15/8.10 
F(7,7) 
F(6,8) 
F(5,9) 
F(4,10) 
F(3 , l l ) 
F(2,12) 
F(l,13) 
3.79/7.00 
3.58/6.37 
3.33/6.06 
3.48/5.99 
3.59/6.22 
3.88/6.93 
4.67/9.07 
0.98 
0.020402 
14.957 
-339.853 
0.84 
0.03 
1.54 
2.30 
(1) 
0.98 0.98 0.98 
0.021646 0.020301 0.022957 
-341.51 -339.714 -343.157 
32.82 
25.13' 
9.47* 
3.08 
0.96 
1.27 
0.93 
0.86 
1.17 
1.41 
1.75 
0.09 
0.15 
2.51 
0.31 
1.02 
2.20 
(2) 
7.18 
2.67 
3.98 
4.99 
6.31^ 
5.21^ 
6.61' 
2.56 
3.16 
4.12^ 
6 .0 l ' 
0.31 
0.45 
0.03 
0.07 
2.23 
2.63 
(3) 
5.00 
1.95 
3.15 
3.42 
2.53 
3.30 
3.16 
1.31 
1.75 
2.40 
3.52 
1.36 
0.96 
0.57 
0.02 
0.18 
2.03 
(4) 
28.15 
18.99 
31.06' 
29.81' 
12.25' 
9.76* 
5.78* 
3.47 
3.49* 
4.41* 
5.74* 
0.59 
0.67 
Source: Appendix A. 
* significant at five percent ; ^ significant at one per cent. 
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Table E.12: Fabricated Metal Products 
Dependent Variable Logarithm(Hours worked) 
(1) (2) (3) (4) (5) (6) (7) (8) (9) 
Real Export Average Gross Real Real OECD OECD Terms of 
Interest Pnces/GDP Weekly National Ml M3 GDP Trade Trade 
Rate Deflator Earnings Exp're (Mineral) 
Lag 
Hours 1 0.006 0.176 0.457 0.494 0.497 0.325 0.5331 0.525 0.432 
Worked [0.01] [0.67] [1.87] [2.00] [2.23] [1.50] [1.82] [2.391* [1.65] 
2 -0.244 -0.2613 -0.168 -0.262 -0.302 -0.350 -0.126 -0.229 -0.292 
[-1.21] [-1.27] [-0.84] [-1.40] [-1.63] [-1.93] [-0.57] [-1.34] [-1.44] 
Product 0 -0.878 -0.2145 -0.351 -0.238 -0.252 -0.266 -0.458 -0.111 -0.340 
Wages [-2.33]* [-0.73] 1-1.25] [-0.88] [-0.98] [-1.02] [-1.43] [-0.38] [-1.17] 
1 -0.444 -0.506 -0.462 -0.122 -0.293 -0.161 -0.111 0.108 -0.128 
[-1.08] [-1.71] [-1.56] [-0.44] [-1.11] [-0.621 [-0.35] [0.36] [-0.43] 
2 -0.126 -0.048 0.078 0.331 0.198 0.230 0.388 0.641 0.181 
[-0.40] [-0.16] [0.26] [1.221 [0.63] [0.891 [1.05] [1.89] [0.64] 
Matenal 0 0.219 0.077 0.559 0.295 0.126 0.377 0.201 0.163 -0.021 
Pnces [0.68] [0.21] [1.46] [1.00] [0.46] [1.35] [0.64] [0.63] [-0.061 
1 0.077 -0.265 0.136 0.094 0.051 0.0746 -0.072 0.103 0.440 
[0.20] [-0.65] [0.34] [0.28] [0.15] [0.231 [-0.15] [0.27] [1.021 
2 0.304 0.291 0.015 0.264 0.105 0.465 0.424 0.907 0.148 
[0.88] [0.98] [0.05] [0.93] [0.39] [1.62] [1.20] (2.271* [0.33] 
Trend . 0.154 0.108 0.083 0.016 0.086 0.0501 0.023 -0.101 0.064 
[2.54] [3.38]* [2.791* [0.51] [3.491* [1.88] [0.49] [-1.01] [1.97] 
Trend -0.006 -0.002 -0.006 -0.002 -0.003 -0.003 -0.003 -0.002 -0.002 
* * * * * * [-1.45] [-1.321 Squared [-2.17] [-2.01] [-2.66] [-1.85] [-2.61] [-2.31] [-2.08] 
Trend 0.0001 0.00002 0.0001 0.00003 0.0001 0.00003 0.0001 0.0001 0.00002 
Cubed [1.67] [0.66] [2.19]* [1.18] [1.62] (1.31] [1.37] [2.03] [0.72] 
Demand 0 -1.750 0.127 0.455 0.836 -0.137 0.125 -0.135 0.164 0.297 * 
Van able [-2.28]* [0.68] (0.801 [2.52]* [-0.75] [0.57] [-0.25] [0.15] [2.01] 
1 -0.693 0.309 1.318 0.029 0.425 0.557 0.748 2.542 * -0.048 
[-0.79] [1.69] [1.76] [0.07] [2.80]* [2.13] [1.70] [3.30] [-0.31] 
Constant 36.149 20.532 11.582 0.194 11.918 9.605 4.470 
-18.888 12.501 * 
[2.53]* [3.52]* [2.17]* [0.01] [2.061 [1.89] [0.45] [-1,03] [2.42] 
* significant at five per cent 
Table E. 12: cont'd 
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(1) (2) (3) (4) (5) (6) (7) (8) (9) 
R2 0.94 0.04 0,94 0,94 0,95 0,95 0.94 0,95 0.94 
Standard Error Estimate 0.03884 0.03860 0,03932 0,03742 0,03646 0,03523 0.04062 0,03414 0.040113 
Mean Dep Var 16.179 
Log Lik d -392.084-391,914 -392.43 -391,046 -390,319 -389,359 -393,342 -388.473 -392.986 
Normality of residuals 
Jarque-Bera 0,28 0,44 0.11 21,16 2,01 1,78 2.22 3.39 1.29 
Specification 
RESET(2)= F(l,13) 0,68 0.94 0.37 0,04 0,27 0,47 1,24 6.36 0.01 
Autocorrelation 
LM 1,34 0.62 0.04 0,89 1.28 1,13 1.92 1,07 0,17 
Durbm-Watson 2,11 1.85 2.01 2,12 2.18 2.21 2.22 2,19 2.00 
Stability 
Degrees Cntical 
of Value (1) (2) (3) (4) (5) (6) (7) (8) (8) 
Freedom 5%/l% 
1971-72 F(13,l) 245/6142 1,58 1.02 0,56 0,41 0.46 0,50 6.86 0,13 0.55 
1972-73 F(12,2) 19.41/99,42 0.70 0.44 0,58 0,37 0.20 1,05 10.84 0,22 0.91 
1973-74 F(l l ,3) 8.76/14.45 1,15 0.72 0,46 0,43 0.19 1,13 1.53 0.34 1.38 
1974-75 F(10,4) 5.96/14.54 1.44 0.99 0,48 0.59 0.19 1.04 1.28 0.45 1.01 
1975-76 F(9,5) 4.78/10.15 1.71 1.25 0,47 0.68 0.23 1.27 1.78 0.62 1.40 
1976-77 F(8,6) 4.15/8.10 2.07 0.84 0.63 0.82 0.30 0.96 2.38 0.81 1.20 
1977-78 F(7,7) 3.79/7,00 1.47 0,86 0.46 0.34 0.24 0.48 1.33 0,68 0,76 
1978-79 F(6,8) 3,58/6,37 1.78 1.11 0.60 0,45 0.33 0.56 1.68 0,72 0,98 
1979-80 F(5.9) 3,33/6,06 2.29 1.50 0.72 0,60 0.37 0,74 2.18 0,94 1,32 
1980-81 F(4,10) 3,48/5.99 1.59 1.38 0.51 0,34 0.41 0,79 0.65 0,98 0,69 
1981-82 F(3,l l) 3.59/6.22 2.22 1.79 0,44 0,36 0.52 1,15 0,95 0,86 0,95 
1982-83 F(2,12) 3.88/6.93 0.66 2.26 0,15 0,07 0,30 0,29 0,73 1,34 0,63 
1983-84 F(l,13) 4.67/9.07 0.93 1,90 0.01 0,01 0,11 0.04 0.05 0,96 0,43 
Source: Appendix A. 
* significant at five per cent; ** significant at one per cent. 
Table E.13: Demand Variables - Transport Equipment 
Dependent vanable - loganthm (hours worked) 
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Hours 
Worked 
(1) 
Export 
Pnce®/ 
GDP Denator 
Lag 
0.419 
[1.47] 
(2) 
Export 
Pnce^/ 
CPI 
0.373 
[1.28] 
(3) 
Import 
Price 
/GDP 
Deflator 
0.155 
[0.56] 
(4) (5) 
Import Gross 
Price/ National 
CPI Exp're 
0.182 
[0.63] 
0.505 
[1.97] 
(6) 
Real 
Ml 
0.237 
[0.993 
(7) 
OECD 
Trade 
-0.062 
[-0.32] 
(8) (9) (10) 
OECD Import Terms of 
GDP /Product Trade 
Pnce (.Minerals) 
0.283 
[1.10] 
0.129 
[0.43] 
0.354 
[1.20] 
0.465 
[1.44] 
0.477 
[1.53] 
0.112 
[0.41] 
0.17 
[0.66] 
0.028 
[0.13] 
-0.142 
[-0.553 
-0.130 
[-0.70] 
0.0867 
[0.34] 
0.140 
[0.53] 
0.384 
[1.36] 
Product 
Wages 
-0.576 
[-1.35] 
-0.532 
[-1.31] 
-0.613 
[-1.65] 
-0.530 -0.260 
[-1.48] [-1.10] 
-0.118 
[-0.388 
-0.246 
[-0.92] 
-0.110 
[-0.31] 
-0.3.56 
[-1.00] 
-0.368 
[-0.96] 
-0.481 
[-1.14] 
-0.555 
[-1.32] 
-0.213 
[-0.55] 
-0.266 
[-0.68] 
-0.278 
[-0.99] 
-0.648 
[-1.695 
-0.205 
[-0.73] 
-0.129 
[-0.31] 
-0.122 
[-0.31] 
-0.483 
[-1.14] 
0.047 
[0.10] 
0.040 -0.123 
[0.08] [-0.34] 
0.040 
[0.10] 
-0.165 
[-0.63] 
-0.168 
[-0.40 
-0.106 
[-0.41] 
-0.300 
[-0.81] 
-0.044 
[-0.12] 
-0.156 
[-0.36] 
.Material 
Pnces 
0 -0.172 -0.232 0.108 0.058 0.077 -0.54 -0.260 -0.121 0.150 -0.127 
[-0.43] [-0.57] [0.31] [0.17] [0.30] [-1.431 [-1.07] [-0.35] [0.44] [-0.31] 
1 -0.171 -0.168 -0.034 -0.008 -0.598 -0.325 -0.033 -0.431 0.119 -0.195 
[-0.36] [-0.35] [-0.07] [-0.01] [-2.16]* [-0.834 [-0.09] [-0.94] [0.26] [-0.42] 
2 -0.096 -0.099 0.124 0.166 0.103 -0.048 0.81 0.263 0.078 -0.227 
[-0.27] [-0.28] [0.34] [0.45] [0.41] [-0.16] [2.94]* [0.75] [0.21] [-0.62] 
Trend 0.025 0.024 -0.019 -0.014 -0.038 0.0302 -0.126 -0.107 -0.001 0.030 
[0.73] [0.70] [-0.55] [-0.42] [-1.27] [1.23] [-3.64] [-1.32] [-0.02] [1.01] 
Trend 
Squared 
0.001 0.001 0.004 0.003 0.001 0.0006 -0.0003 0.002 0.002 0.0003 
[0.27] [0.36 [1.49 [1.31] [0.74] [0.30] [-0.21] [0.80] [1.15] [0.11] 
Trend 
Cubed 
- -0.00002 -0.00002 -0.0001 -0.0001 -0.00002 -0.00003 0.00001 -0.00003 -0.0001 -0.00001 
[-0.39] [-0.48] [-1.58] [-1.40] [-0.67] [-0.62] [0.26] [-0.58] [-1.32] [-0.18] 
Demand 
Vanable 
0 0.178 0.20 -0.22 -0.15 1.35 0.13 0.90 0.110 -0.202 0.304 
[0.94] [1.12] [-0.92] [-0.57] [5.08]* [0.56] [2.49]* [0.09] [-0.68] [1.74] 
1 -0.271 -0.264 -0.532 -0.54 -0.31 
[-1.71] [-1.75] [-1.85 
0.67 1.519 2.158 -0.534 -0.112 
[-1.91] [-0.68] [3.10]* [3.79]* [2.30]* [-1.68] [-0.80] 
Constant 9.390 
[1.42] 
10.37 15.455 12.786 1.884 19.081 5.291 -3.669 15.493 11.899 
[1.54] [2.57]* [2.101* [0.36] [3.03]* [1.26]* [-0.30] [2.51]* [1.74] 
* significant at five per cent, 
a .Mineral export pnces. 
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Table E. 13: cont'd 
R2 
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
0.93 0.94 0.95 0.95 0.97 0.9 0.97 0.95 0.95 0.93 
Standard Error Estimate 0.04754 0.04708 0.04194 0.04308 0.0311 0.03961 0.02881 0.04274 0.04206 0.04751 
Mean Dep Var 15.412 
L o g U k ' d -376.265 -375.988 -372.752 -373.501 -364.376 -371.151 •362.233 -373.28 -372.833 -376.245 
Jarque-Bera 18.51 17.15 0.66 0.68 7.97 3.38 0.37 0.32 0.78 15.42 
RESET(2; F(l ,13) 1.41 1.47 7.14 8.53 3.65 0.02 0.97 4.92 7.74 1.72 
LM 2.38 2.46 1.03 1.44 0.77 3.07 1.35 0.17 1.56 2.59 
Durb in-Watson 2.17 2.21 2.07 2.14 2.05 2.55 2.27 1.88 2.15 2.17 
Stability 
Degrees Critical 
of Value (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) 
Freedom 5%/l % 
1971-72 F(13.1) 245/6142 6.64 5.05 4.49 0.70 5.33 0.89 4.50 1.20 138.35 5,02 
1972-73 F(12,2) 19.41/99.42 8.64 5.29 9.13 1.43 9.16 1.86 2.60 1.81 501 5.85 
1973-74 F ( l l , 3 ) 8.76/14.45 8.02 5.64 1.65 2.06 1.15 1.54 1.28 2.75 1,56 5.77 
1974-75 F(10,4) 5.96/14.54 1.39 1.10 1.56 1.77 1.68 1.52 1.88 2.03 1.28 3.36 
1975-76 F(9,5) 4.78/10.15 1.26 l . !2 1.48 1.10 0.98 1.65 1.18 2.80 1.09 1.98 
1976-77 F(8,6) 4.15/8.10 1.08 1.07 1.49 1.00 0.52 0.95 0.33 0.63 0.94 0.99 
1977-78 F(7,7) 3.79/7.00 1.44 1.42 1.21 0.83 0.67 1.14 0.45 0.63 0.85 1.30 
1978-79 F(6,8) 3.58/6.37 1.46 1.43 1.58 1.05 0.52 0.78 0.23 0.63 1.03 1,21 
1979-80 F(5.9) 3.33/6.06 1.96 1.91 1.85 1.37 0.59 1.02 0.26 0.84 1.38 1.62 
1980-81 F(4,10) 3.48/5.99 2.64 2.54 2.53 1.76 0.66 1.28 0.23 1.01 1.89 2.25 
1981-82 F (3 , l l ) 3.59/6.22 3.62* 3.43 2.60 2.49 0.68 1.48 0.32 1.37 2.68 2.88 
1982-83 F(2.12) 3.88/6.93 5.90* 5.58* 2.36 2.47 0.82 2.40 0.27 2.04 2.43 4.64* 
1983-84 F(1,I3) 4.67/9.07 5.59* 5.35* 4.66 4.58 1.65 2.98 0.03 2.16 4.94* 5.94* 
Source: Appendix A. 
* significant at five per cent; ** significant at one per cent. 
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Table E.14: Miscellaneous Manufacturing 
Dependent variable - logarithm (hours worked) 
(1) 
Import Prices/ 
(2) 
Import Price/ 
(3) 
Average 
(4) 
Gross 
(5) 
Real 
(6) 
OECD 
(7) 
OECD 
GDP CPI Weekly National Ml Trade GDP 
Lag 
Earnings Exp're 
Hours 
Worked 
1 -0.099 
[-0.24] 
-0.024 
[-0.04] 
0.582 
[2.26]* 
0.458 
[1.66] 
0.379 
[2.06]* 
-0.275 
[-1.05] 
0.098 
[0.36] 
2 -0.462 -0.356 -0.273 -0.101 -0.375 -0.053 -0.229 
[-1.36] [-0.90] [-0.98] [-0.42] [-2.01]* [-0.28] [-0.66] 
Product 0 0.165 0.192 -0.569 0.006 -0.381 0.0631 0.382 
Wages [0.65] [0.60] [-2.34] [0.03] [-2.60]* [0.42] [1.61] 
1 -0.001 0.019 -0.234 -0.043 -0.158 0.019 0.120 
[-0.003] [0.05] [-1.04] [-0.21] [-1.01] [0.12] [0.57] 
2 -0.230 -0.218 -0.534 -0.343 -0.133 0.175 -0.460 
[-0.71] [-0.63] [-2.24] [-1.63] [-0.70] [0.54] [-0.83] 
Material 0 0.415 0.360 0.458 0.526 -0.063 0.089 0.636 
Prices [0.99] [0.87] [1.36] [1.85] [-0.27] [0.32] [1.87] 
1 0.160 0.145 -0.194 -0.542 -0.205 0.350 -0.972 
[0.27] [0.23] [-0.42] [-1.53] [-0.67] [0,63] [-1.22] 
2 0.365 0.282 -0.181 0.155 0.099 0.686 0.973 
[0.59] [0.40] [-0.48] [0.59] [0.49] [2.17]* [2.35]* 
Trend _ -0.0484 -0.041 0.026 -0.034 0.029 -0.0940 -0.134 
[-1.60] [-1.05] [1.30] [-1.41] [2.53]* [-4.59]* [-1.68] 
Trend _ 0.005 0.004 -0.003 0.001 -0.0003 -0.001 0.002 
Squared [2.02]* [1.42] [-1.54] [0.676 [-0.20] [-1.04] [1.47] 
Trend -0.0001 -0.000 0.0001 -0.00002 -0.00001 0.00002 -0.00003 
Cubed [-2.07]* [-1.47] [1.37] [-0.68] [-0.44] [0.71] [-0.87] 
Demand 0 -0.480 -0.392 0.475 1.028 -0.053 0.812 -0.211 
Vanable [-2.19]* [-1.60] [0.93] [4.291* [-0.49] [1.90] [-0.13] 
1 -0.270 -0.258 1.614 -0.205 0.643 1.033 2.723 
[-0.78] [-0.65] [2.57]* [-0.55] [6.36]* [2.68]* [3.30]* 
Constant - 20.522 
[2.94]* 
17.934 
[2.19]* 
17.345 
[3.01]* 
2.885 
[0.44] 
17.245 
[4.35]* 
3.827 
[0.63] 
-5.04 
[-0.26] 
Source: Appendix A. 
* significant at five per cent. 
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Table E.14: Miscellaneous Manufacturing 
r 2 0.92 0,89 0,92 0.94 0.96 0.96 0.93 
Standard Error 0.031501 0.035367 0.030097 0.026557 0.020681 0.020572 0.027515 
Mean Dep Var 15.786 
LogLik'd -375.21 -378.45 -373.93 -370.43 •363.43 -363.28 -371.42 
Normality of Residuals 
Jarque-Bera 0.51 0.64 6.75 0.90 0.63 2.15 1.15 
Specification 
RESET(2)= F(l,13) 4.92 20.9 0.54 5.53 0.50 0.48 1.21 
Autocorrelation 
LM 2.33 3.51 1.97 3.60 2.73 0.22 1.04 
Durbin-Watson 2.12 2.16 2.45 2.35 2.70 1.95 2.07 
Stability 
Degrees Critical 
of Value (1) (2) (3) (4) (5) (6) (7) 
Freedom 5%/l% 
1971-72 F(13,l) 245/6142 164.30 4,12 3.06 11.56 2.24 2.61 3.63 
1972-73 F(12,2) 19.41/99.42 9.52 8.81 6.61 24.32* 2.25 5.53 7.82 
1973-74 F(11,3) 8.76/14.45 15.36** 11.21* 5.68 19.69** 2.39 8.50 10.91* 
1974-75 F(10,4) 5.96/14,54 3.91 3.10 3.97 2.58 3.04 1.83 1.83 
1975-76 F(9,5) 4.78/10.15 4.37 4.31 2.78 3.46 1.22 2.35 1.86 
1976-77 F(8,6) 4.15/8.10 4.40* 3.52 3.71 4.67* 1.65 1.87 1.42 
1977-78 F(7,7) 3.79/7.00 5.46* 4.61* 4.61* 5.58* 1.95 2.49 1.90 
1978-79 F(6,8) 3.58/6.37 6.83** 6.10* 4.26* 7.23** 2.61 3.20 2.38 
1979-80 F(5,9) 3.33/6.06 8.31** 7.55** 5.18* 8.95** 3.52* 3.22 2.98 
1980-81 F(4,10) 3.48/5.99 11.50** 10.40** 5.32* 11.72** 4.79* 4.19' ' 3.17 
1981-82 F(3,11) 3.59/6.22 16.83** 14.68** 1.59 5.83* 3.29 1.35 3.79* 
1982-83 F(2,12) 3.88/6.93 15.08** 19.95** 2.39 4.58* 3.14 2.17 4.81* 
1983-84 F(l,13) 4.67/9.07 21.00** 24.33** 1.90 8.21** 4.35 4.03 6.01* 
Source: Appendix A. 
* significant at five per cent; ** significant at one per cent. 
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First Difference Specificanon of the Dem^^nd for Labour Including Demand 
Vanables 
Table E.15: Demand Variables - Food, Beverages and Tobacco 
Dependent Variable: First Difference Logarithm (Hours Worked) 
GNE M3 
Hours 1 -0.127 -0.126 -0.195 
Worked [-0.63] [-0.64] [-0.96] 
Product 0 -0.099 -0.086 -0.038 
Wage [-0.97] [-0.86] [-0.35] 
1 -0.142 -0.088 -0.148 
[-1.37] [-0.81] [-1.45] 
Material 0 0.158 0.117 0.192 
Price [0.72] [0.54] [0.89] 
1 -0.304] -0.219 -0.200 
[-1.44] [-1.03] [-0.91] 
Demand 0 0.297 0.210 
Variable [1.45] [1.37] 
Trend - 0.005 0.005 0.005 
[1.24] [1.12] [1.09] 
Trend -0.0001 -0.0002 -0.0002 
Squared [-1.53] [-1.36] [-1.47] 
Constant -0.026 -0.036 -0.026 
[-0.73] [-1.04] [-0.75] 
R2 0.38 0.44 0.43 
Standard Error 0.0283 0.0275 0.0277 
Mean Dep Var -0.002477 
Log Likelihood 64.76 66.25 66.09 
Elasticities 
LR Wage -0.214 -0.154 -0.155 
LR Exog 0.26 0.18 
Source: Appendix A. 
* significant ai five per cent. 
2 7 0 
Table E 16: Demand Variables - Textiles, Clothing and Footwear 
Dependent Vanable: First Difference Logarithm (Hours worked) 
GNE OECD 
Trade Hours 1 -0.421 -0.434 -0.269 Worked [-2.16]* [-2.45]* [-1.71] 
Product 0 -1.049 -0.841 -0.724 Wage [-5.68]* [-4.39]* [-4.28]* 
1 -0.717 -0.632 -0.742 
[-2.99]* [-2.85]* [-3.96]* 
Material 0 0.159 0.222 0.065 Price [0.92] [1.39] [0.46] 
1 -0.259 -0.235 0.035 
[-1.45] [-1.45] [0.22] 
Demand 0 0.584 0.862 
Variable [2.27]* [3.70]* 
Trend - -0.004 -0.005 -0.006 
[-0.93] [-1.20] [-1.74] 
Trend - 0.0001 0.0001 0.0002 
Squared [0.44] [0.79] [1.50] 
Constant 0.087 0.051 0.026 
[2.49]* [1.45] [0.81] 
R2 0.67 0.74 0.81 
Standard Error 0.037475 0.034092 0.029286 
Mean Dep Var -0.017789 
Log Likelihood 56.93 60.30 64.55 
Elasticities 
LR Wage -1.243 -1.027 -1.155 
LR Exog 0.41 0.68 
Source: Appendix A. 
* significant at five per cent. 
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Table E.17: Demand Variables - Paper, Paper Products and Printing 
Dependent Variable: First Difference Logarithm (Hours worked) 
GNE OECD Import/ Import/ 
Trade CPI GDP 
Hours 1 0,225 0.263 0,241 0.111 0.109 
Worked [0.96] [1.17] [1.05] [0.49] [0.49] 
Product 0 -0.096 -0.120 -0.021 -0.001 -0.018 
Wage [-0.57] [-0.75] [-0.12] [-0.01] [-0.11] 
1 -0.171 -0.147 -0.162 -0.166 -0.193 
[-0.99] [-0.89] [-0.96] [-1.02] [-1.21] 
Material 0 0.202 0.179 0.147 0.178 0.170 
Price [2.18]* [2.02]* [1.48] [2.03]* [1.96] 
1 0.124 0.113 0.197 0.234 0.239 
[1.12] [1.08] [1.64] [1.99] [2.08* 
Demand 0 0.296 0.278 -0.201 -0.206 
Variable [1.77] [1.39] [-1.98] [-2.13]* 
Trend -0.007 -0.006 -0.008 -0.008 -0.008 
[-1.99] [-1.90] [-2.27]* [-2.28]* [-2.34]* 
Trend 0.0002 0.0001 0.0002 0.0002 0.0002 
Squared [1.57] [1.61] [1.94] [1.87] [1.91]* 
Constant 0.079 0.057 0.062 0.082 0.083 
[2.78]* [1.92] [2.03]* [3.07]* [3.17]* 
r 2 0.58 0.64 0.62 0.65 0.66 
Standard Error 0.025782 0.024507 0.025198 0.024077 0.023761 
Mean Dep Var 0.0075161 
Log Likelihood 67.40 69.54 68.76 lo.m 70.40 
Elasticities 
LR Wage -0.346 -0.364 -0.242 -0.188 -0.237 
LR Exog 0.40 0.37 -0.23 -0.23 
Source: Appendix A. 
* significant at five per cent. 
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Table E.18: Demand Variables - Chemicals and Chemical Products 
Dependent Vanable; First Difference Logarithm (Hours worked) 
Hours 1 
Worked 
0.140 
[0.64] 
GNE 
0.2465 
[1.36] 
OECD 
Trade 
0.141 
[0.67] 
Import/ 
CPI 
0.083 
[0.42] 
Import/ 
GDP 
0.071 
[0.35] 
Product 0 
Wage 
-0.046 
[-0.40] 
-0.011 
[-0.12] 
0.026 
[0.22] 
-0.069 
[-0.68] 
-0.062 
[-0.60] 
1 -0.179 
[-1.52] 
-0.151 
[-1.55] 
-0.271 
[-2.10]* 
-0.225 
[-2.09]* 
-0.241 
[-2.18]* 
Material 0 
Price 
0.23726 
[2.30]* 
0.18147 
[2.11]* 
0.132 
[1.09] 
0.136 
[1.34] 
0.130 
[1.24] 
1 0.062 
[0.54] 
0.010 
[0.11] 
0.184 
[1.35] 
0.254 
[1.95] 
0.259 
[1.91] 
Demand 0 
Variable 
0.499 
[3.29]* 
0.346 
[1.53] 
-0.287 
[-2.40]* 
-0.281 
[-2.26]* 
Trend 0.0004 
[0.12] 
0.0003 
[0.11] 
-0.0002 
[-0.06] 
0.002 
[0.60] 
0.002 
[0.48] 
Trend 
Squared 
-0.0001 
[-0.65] 
-0.00004 
[-0.47] 
-0.00003 
[-0.31] 
-0.0001 
[-1.04] 
-0.0001 
[-0.95] 
Constant 0.026 
[1.08] 
-0.0045 
[-0.19] 
0.005 
[0.18] 
0.017 
[0.76] 
0.019 
[0.86] 
R2 
Standard Error 
Mean Dep Var 
Log Likelihood 
0.49 
0.02716 
0.0030859 
65.94 
0.67 
0.022241 
72.26 
0.54 
0.026285 
67.58 
0.61 
0.024405 
69.66 
0.60 
0.024725 
69.29 
Elasticities 
LR Wage 
LR Exog 
-0.261 -0.215 
0.66 
-0.284 
0.40 
-0.322 
-0.31 
-0.327 
-0.30 
Source: Appendix A. 
* significant at five per cent. 
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Table E.19: Demand Variables - Basic Metal Products 
Dependent Variable: First Difference Logarithm (Hours worked) 
GNE AWE 
Hours 1 -0.002 0.188 0.082 
Worked [-0.01] [1.07] [0.39] 
Product 0 -0.078 -0.118 -0.210 
Wage [-0.54] [-1.01] [-1.24] 
1 -0.168 -0.151 -0.123 
[-1.22] [-1.36] [-0.89] 
Material 0 0.231 0.164 0.330 
Price [1.24] [1.09] [1.69] 
1 0.408 0.250 0.301 
[2.04]* [1.49] [1.43] 
Demand 0 0.723 0.633 
Variable [3.46]* [1.41] 
Trend - 0.0004 0.001 -0.002 
[0.09] [0.33] [-0.34] 
Trend _ -0.0001 -0.0001 -0.00004 
Squared [-1.05] [-0.97] [-0.31] 
Constant _ 0.061 0.002 0.053 
[1.67] [0.06] [1.45] 
R2 0.58 0.74 0.62 
Standard Error 0.03664 0.029414 0.035774 
Mean Dep Var 0.010349 
Log Likelihood 57.5658 64.4348 58.9533 
Elasticities 
LR Wage -0.247 -0.331 -0.364 
LR Exog 0.89 0.69 
Source: Appendix A. 
* significant at five per cent. 
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Table E.20: Demand Variables - Fabricated Metal Products 
Dependent Variable: First Difference Logarithm (Hours worked) 
GNE TOT Real 
Minerals Interest Rate 
Hours 1 0.009 0.099 -0.015 -0.075 
Worked [0.04] [0.52] [-0.08] [-0.38] 
Product 0 -0.47 -0.385 -0.445 -0.691 
Wage [-1.73] [-1.51] [-1.76] [-2.40]* 
1 -0.629 -0.511 -0.475 -0.493 
[-2.27]* [-1.94] [-1.78] [-1.79] 
Material 0 0.082 0.108 -0.122 -0.0134 
Price [0.28] [0.40] [-0.42] [-0.04] 
1 0.086 0.072 0.455 0.209 
[0.32] [0.29] [1.51] [0.80] 
Demand 0 0.646 0.246 -0.884 
Variable [2.05]* [2.07]* [-1.75] 
Trend - -0.003 -0.003 -0.007 -0.006 
[-0.52] [-0.56] [-1.22] [-1.06] 
Trend _ -0.00001 0.00002 0.0001 0.0001 
Squared [-0.06] [0.12] [0.63] [0.49] 
Constant 0.083 0.040 0.107 0.109 
[1.81] [0.85] [2.42]* [2.35]* 
R2 0.48 0.58 0.58 0.56 
Standard Enror 0.048856 0.045321 0.045274 0.046509 
Mean Dep Var -0.0029537 
Log Likelihood 49.509 52.330 52.359 51.6056 
Elasticities 
LR Wage -L l lO -0.994 -0.906 -1.102 
LR Exog 0.72 0.24 -0.82 
Source: Appendix A. 
* significant at. five per cent. 
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Table E.21: Demand Variables - Transport Equipment 
Dependent Vanable: First Difference Logarithm (Hours worked) 
GNE OECD Import/ Import/ Import 
Trade GDP CPI Price 
Hours 1 -O.CWl 0.195 -0.056 -0.022 -0.007 -0.008 
Worked [-0.17] [1.24] [-0.24] [-0.09] [-0.02] [-0.03] 
Product 0 -0.167 -0.294 0.043 -0.114 -0.131 -0.024 
Wage [-0.50] [-1.39] [0.12] [-0.34] [-0.39] [-0.07] 
1 -0.319 -0.290 -0.425 -0.328 -0.278 -0.291 
[-0.90] [-1.29] [-1.21] [-0.94] [-0.78] [-0.84] 
Material 0 0.167 0.031 0.004 0.194 0.221 0.325 
Price [0.50] [0.15] [0.01] [0.59] [0.66] [0.93] 
1 -0.240 -0.430 0.089 -0.061 -0.082 -0.039 
[-0.83] [-2.32]* [0.25] [-0.19] [-0.25] [-0.12] 
Demand 0 1.373 0.679 -0.284 -0.249 -0.357 
Variable [5.59]* [1.49] [-1.29] [-1.08] [-1.41] 
Trend - 0.007 0.006 0.006 0.007 0.007 0.006 
[0.95] [1.23] [0.78] [0.98] [0.95] [0.85] 
Trend - -0.0003 -0.0002 -0.0002 -0.0002 -0.0002 -0.0002 
Squared [-L22] [-1.19 [-0.91] [-1.18] [-1.15] [-1.02] 
Constant - -0.012 -0.079 -0.057 -0.017 -0.016 -0.009 
[-0.21] [-2.16]* [-0.93] [-0.32] [-0.30] [-0.17] 
R2 0.24 0.71 0.32 0.30 0.28 0.31 
Standard Error 0.0564 0.0355 0.0547 0.0555 0.0561 0.0550 
Mean Dep Var 0.0025648 
Log Likelihood 45.4656 59.1051 47.0155 46.6483 46.3127 46.8687 
Elasticities 
LR Wage -0.467 -0.725 -0.361 -0.433 -0.406 -0.313 
LR Exog 1.71 0.64 -0.28 -0.25 -0.35 
Source: Appendix A. 
* significant at five per cent. 
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Table E.22: Demand Variables - Miscellaneous Manufacturing 
Dependent Vanable: First Difference Logarithm (Hours worked) 
GNE Ml OECD Import/ Import/ 
Trade GDP CPI 
Hours 1 0.0391 0.049 0.065 0.113 -0.155 -0.122 
Worked [0.13] [0.24] [0.22] [0.42] [-0.56] [-0.42] 
Product 0 -0.117 0.006 -0.137 -0.140 0.029 0.028 
Wage [-0.49] [0.03] [-0.58] [-0.64] [0.13] [0.12] 
1 0.048 0.039 0.007 -0.149 -0.168 -0.108 
[0.16] [0.19] [0.02] [-0.53] [-0.61] [-0.38] 
Material 0 0.540 0.456 0.586 0.112 0.352 0.410 
Price [1.63] [1.97] [1.79] [0.32] [1.15] [1.31] 
1 -0.005 -0.060 -0.078 0.447 0.425 0.355 
[-0.02] [-0.29] [-0.26] [1.34] [1.34] [1.08] 
Demand 0 0.970 -0.200 0.824 -0.445 -0.388 
Variable [4.72]* [-1.33] [2.31]* [-2.47]* [-2.05]* 
Trend - -0.001 -0.001 0.0004 -0.001075 0.002 0.002 
[-0.13] [-0.12] [0.07] [-0.19] [0.45] [0.41] 
Trend - -0.00003 -0.000004 -0.0001 0.00001 -0.0001 -0.0001 
Squared [-0.18] [-0.03] [-0.40] [0.06] [-0.73] [-0.67] 
Constant - 0.029 -0.030 0.025 -0.028 0.005 0.006 
[0.69] [-0.95] [0.60] [-0.61] [0.15J [0.15] 
R2 0.31 0.68 0.37 0.46 0.48 0.44 
Standard Error 0.043894 0.03054 0.04307 0.039765 0.039148 0.040719 
Mean Dep Var •0.00070864 
Log Likelihood 52.5078 63.3822 53.7561 55.992 56.4299 55.3279 
Elasticities 
LR Wage -0.072 0.047 -0.139 -0.326 -0.120 -0.071 
LR Exog 1.02 -0.21 0.93 -0.39 -0.35.L. 
Source: Appendix A. 
* significant ai five per cent . 
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E.4: Disaggregated Labour Demand TncliiHing Demand Vanable Based on Bean 
( l 7 o 7 ) 
et al 
Table E.23: Disaggregated Labour Demand Using Bean etal Variable 
(1) (2) (3) (4) (5) (6) (7) (8) 
FBT TCP PPP CHEM BMP FMP TE MISC 
Lag 
Hours 1 0.103 -0.042 0.591 0.799 0.574 0.166 -0.223 0.259 
Worked [0.49] [-0.33] [2.50]* [1.82] [2.73]* [0.71] [-1.72] [1.53] 
2 0.129 0.689 -0.011 -0.066 -0.386 -0.208 0.365 -0.151 
[0.71] [5.58]* [-0.06] [-0.28] [-L96] [-1.22] [3.18]* [-0.84] 
Product 0 -0.082 -0.906 -0.300 -0.083 0.039 -0.231 0.029 -0.112 
Wages [-0.94] [-6.8]* [-2.06]* [0.65] [0.32] [-0.91] [0.18] [-0.77] 
1 -0.069 -0.373 -0.274 -0.055 -0.017 -0.123 -0.101 -0.219 
[-0.67] [-2.1]* [-2.08]* [-0.31] [-0.14] [-0.43] [-0.63] [-1.52] 
2 -0.114 0.506 -0.088 -0.034 -0.076 0.199 0.019 -0.055 
[-L13] [3.41]* [-0.64] [-0.18] [-0.6] [0.84] [0.12] [-0.32] 
Material 0 0.18842 0.290 0.061 0.147 0.078 0.0975 0.350 -0.261 
Prices [0.88] [2.44]* [0.69] [0.75] [0.56] [0.36] [2.31]* [1.23] 
1 -0.298 -0.386 0.012 -0.147 0.225 0.066 -0.073 0.267 
[-1.23] [-3.13]* [0.11] [-0.84] [L13] [0.25] [-0.47] [0.93] 
2 -0.101 -0.188 -0.082 -0.098 -0.349 0.137 -0.14709 -0.088 
[-0.49] [-1.53] [-0.7] [-0.59] [-2.11]* [0.49] [-0.76] [-0.45] 
Trend _ -0.019 0.013 -0.018 -0.025 0.008 0.017 -0.010 -0.042 
[-L07] [1.16] [-0.83] [-0.74] [0.36] [0.53] [-0.71] [-3.12]* 
Trend 0.001 -0.001 0.002 0.002 0.00057 -0.001 -0.0001 0.001 
Squared [L26] [-2.26]* [1.77] [1.39] [0.59] [-0.82] [-0.09] [1.35] 
Trend _ -0.00003 0.00003 -0.00003 -0.00004 -0.00003 0.00001 -0.00001 -0.00003 
Cubed [-1.28] [3.27] [-2.15] [-1.32] [-1.06] [0.26] [-0.24] [-1.1] 
Bean 0 0.219 0.472 0.361 0.2048 0.23574 0.537 0.639 0.809 
Variable [0.97] [3.87]* [3.75]* [0.82] [1.81] [2.22]* [8.94]* [7.43]* 
Constant _ 12.935 7.664 7.838 4.129 10.827 12.119 8.528 10.887 
[2.58]* [1.71] [2.93]* [0.64] [2.68]* [2.65]* [3.53]* [2.74]* 
R2 0.96 0.99 0.98 0.95 0.98 0.94 0.98 0.97 
St'd Error Estimate 0.02071 
Mean Dep Variable 15.787 
Log Like d -3M.466 
Elasticity 
Wages -0.347 
Bean Variable 0.286 
0.01618 0.01677 0.02539 
-351.032-341.435 -337.872 
-2.195 -1.575 -0.649 
1.341 0.859 0.766 
0.02314 0.03836 0.0215 0.01998 
-344.349 -392.703 -355.009 -363.444 
-0.067 -0.148 -0.0621 -0.433 
0.290 0.515 0.744 0.906 
Source: .Appendix A. 
* significant at five per cent 
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E.5: Demand Variables Modelling With Direct Measures of Capital Stock 
Table E.24: Summary of Results of Demand for Labour Using Direct Estimates of 
Capital Stock and Demand Variables - Significance of Demand Variables 
Dependent vanable - Logarithm (Hours worked) 
Variables FBT T C F PPP Chem BMP FMP TE Misc 
GNE 5 10 5 b 5 b 5 5 5 
OECD Trade iO 10- 5 b 5 5 5 b 10 
OECD GDP 5 5 5 5 5 
Real Ml 5 5 5 5 5 
Real M3 10 10b 5 10 b i O b 10 
Public Sector 
Deficit 5 5 10 10 5 
Public Sector 
Exp're 5 lOd 
Imp Prices 5 5 5 5 10 
Terms of Trade ^ 5 10 5 b 5 5 
Terms of Trade^ 10 b 10 iQ 10 5 
Exp/GDP3 5 5 - 5 lOb 
Exp/CPI^ 10 5 - 5 b 10 
Exp/GDP5 10 10 5 - 5 
Exp/CPI^ 10 10 5 - 10 
Imp/GDP 10 10 5 b 5 5 5 
Interest Rates 5 - 5 - 5 - 5 - 5 -
Agg'te Real Wages^ 5 -b 5 - 5 - 5 - 5 - 5 -
The symbol ~b' denotes that both current and lagged value are significant; that the sign of the significant vanable is the opposite 
to expectation; ~5' that significant at five pe rcen t leve l ; ' 10' that significant at 10 pe rcen t level; "10" that almost significant at the ten 
per cent level. 
1. Aggregate terms of trade. 
2. Terms of trade based on mineral export prices. 
3. Ratio of aggregate export prices to GDP deflator. 
4. Ratio of aggregate export prices to CPI. 
5. Ratio of mineral export prices to GDP deflator. 
6. Ratio of mineral export prices to CPI. 
7. Coefficients on disaggregated estimation was consistently around 0.4 where significant. 
E.6: Demand Variables and Modelling the Labour/Capital Ratio 
Table E.25: Role of Demand Variables in the Demand for Labour 
Dependent variable - logarithm(hours worked/capital) 
2 7 9 
(1) (2) (3) (4) (5) (6) 
FBT T C F PPP 
GNE Real OECD GNE Real GNE 
Lag Ml Trade Ml 
Hours/Capital 1 0.175 0.077 -0.132 0.709 0.584 0.565 
[0.70] [0.26] [-0.53] [2.29]* [2.37]* [2.28]* 
2 -0.222 0.023 -0.007 0.058 -0.556 -0.215 
[-1.44] [0.10] [-0.03] [0.22] [-2.52]* [-1.12] 
Product 0 0.062 -0.977 -1.199 -0.512 -0.261 -0.239 
Wage [0.58] [-5.57]* [-6.13]* [-1.91] [-0.98] [-0.89] 
1 -0.148 -0.463 -0.856 -0.034 -0.194 -0.153 
[-1.13] [-1.63] [-2.76] [-0.12] [-1.23] [-0.90] 
2 -0.114 0.029 -0.005 0.352 0.082 0.227 
[-1.02] [0.11] [-0.02] [1.25] [0.38] [1.02] 
Material 0 -0.037 0.213 -0.006 0.147 0.189 -0.027 
Pnce [-0.18] [1.31] [-0.04] [0.71] [1.31] [-0.16] 
1 -0.056 -0.164 -0.166 -0.193 0.007 0.241 
[-0.19] [-0.74] [-0.73] [-0.83] [0.04] [1.28] 
2 -0.379 -0.237 -0.575 -0.016 -0.13 -0.289 
[-1.56] [-1.15] [-2.35] [-0.07] [-0.84] [-1.75] 
Trend _ -0.052 -0.01 0.05 0.002 -0.035 -0.036 
[-2.73]* [-1.45] [2.62]* [0.07] [-2.28]* [-1.58] 
Trend 0.001 0.001 0.001 0.0002 0.0001 0.001 
Squared [2.27]* [2.98]* [3.67]* [0.69] [2.47]* [2.13]* 
Demand 0 0.197 -0.292 -0.473 0.489 -0.300 0.411 
Variable [1.02] [-2.55]* [-1.80] [1.49] [-2.34]* [1.66] 
1 -0.387 -0.074 -0.388 -0.713 0.145 -0.397 
[-1.81] [-0.56] [-1.59] [-2.05]* [1.27] [-1.44] 
Constant 7.436 12.398 21.97 4.251 4.652 2.557 
[2.30]* [3.03]* [4.05]* [0.63] [3.03]* [0.79] 
Table E.25: cont'd 
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(1) (2) (3) (4) (5) (6) 
R2 0.99 0.99 0.99 0.99 0.99 0.99 
Standard Error 0.020924 0.0258 0.0247 0.029639 0.0263 0.027707 
Mean L1985 1.966 1.966 L966 1.46 1.4603 
Log Likelihood 77.2796 16.405 17.534 67.5304 30.011 69.418 
RESET(2) F(l,14)= 
0.35 0.92 2.06 0.38 0.75 1.95 
Autocorrelation 
LM 2.57 0.36 0.09 1.67 0.62 0.21 
Durbin-Watson 2.49 L85 1.92 2.26 2.13 2.02 
Table E.25: cont'd 
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Lag 
(7) (8) (9) (10) (11) (12) (13) (14) 
CHEM BMP FMP 
Real ONE OECD Terms of GNE OECD Terms of GNE 
Ml Trade Trade Trade Trade 
Hours/Capital 1 0.687 0.406 0.410 0.277 1.286 0.334 0.619 0.714 
[3.41]* [1.76] [1.96] [1.20] [7.31]* [1.26] [2.91]* [3.32]* 
2 -0.317 -0.107 -0.415 0.013 -0.652 -0.144 -0.179 -0.257 
[-1.39] [-0.72] [-1.92] [0.06] [-2.86]* [-0.67] [-0.96] [-1.38] 
Product 0 0.212 0.207 0.253 0.313 -0.156 -0.519 -0.326 -0.117 
Wage [1.39] [1.94] [1.52] [2.22]* [-0.85] [-1.44] [-1.08] [-0.38] 
1 -0.223 -0.235 -0.204 -0.324 0.095 -0.42 -0.283 -0.334 
[-1.00] [-1.43] [-0.77] [-1.51] [0.44] [-1.20] [-0.85] [-1.03] 
2 0.201 0.207 0.14 0.111 0.240 0.265 0.526 0.628 
[1.30] [1.93] [0.81] [0.74] [1.33] [0.67] [1.72] [2.03]* 
Material 0 -0.199 0.025 -0.132 -0.049 0.367 0.313 -0.125 0.269 
Price [-1.06] [0.21] [-0.73] [-0.27] [1.14] [0.87] [-0.32] [0.78] 
1 -0.054 -0.128 -0.158 -0.047 -0.244 -0.344 0.766 0.139 
[-0.34] [-1.23] [-0.65] [-0.27] [-0.68] [-0.65] [1.55] [0.35] 
1 -0.26 -0.172 0.094 -0.087 -0.382 0.099 -0.284 0.202 
[-1.41] [-1.48] [0.53] [-0.49] [-1.35] [0.24] [-0.57] [0.59] 
Trend -0.025 -0.102 -0.108 -0.033 -0.077 0.023 -0.029 -0.036 
[-1.67] [-4.55]*[-3.55]* [-2.58]* [-2.43]* [0.56] [-2.15]* [-1.08] 
Trend 0.0001 0.001 0.001 0.001 0.001 0.0001 0.0001 0.0002 
Squared [0.26] [3.93]* [2.84]* [2.20]* [3.01]* [-0.30] [1.34] [0.58] 
Demand 0 -0.107 0.851 0.221 0.237 0.921 -0.970 0.316 0.856 
Variable [-0.82] [5.18]* [0.73] [2.25]* [2.46]* [-1.71] [1.88] [2.12]* 
1 0.432 0.363 0.575 0.094 -0.654 0.561 -0.238 -0.666 
[3.16]* [1.15] [1.72] [1.08] [-1.33] [1.12] [-1.68] [-1.56] 
Constant 0.007 -12.185 -4.045 0.397 -2.070 7.478 0.067 -4.611 
[0.01] [-4.12]*[ >2.66]* [0.37] [-0.32] [1.10] [0.02] [-0.63] 
• significant at five per cent. 
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Table E.25: cont'd 
(7) (8) (9) (10) (11) (12) (13) (14) 
r 2 0.98 0.99 0.98 0.98 0.99 0.98 0.98 0.98 
Standard Error 0.028 0.0185 0.0273 0.028 0.039465 0.0477 0.0458 0.0449 
Mean 0.086 0.0153 1.514 
Log Likelihood 66.732 80.58 67.469 66.736 59.5134 11.805 12.937 55.8873 
RESET(2) F(l,14)= 
4.1 1.56 4.23 5.76 0.68 5.73 0.01 0.05 
Autocorrelation 
LM 2.23 2.99 1.23 2.39 3.16 0.39 0.86 0.91 
Durbin-Watson 2.35 2.53 2.17 2.38 2.64 2.59 2.17 2.19 
* significani ai five per cent. 
Table E.25: cont'd 
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Lag 
(15) (16) (17) 
TE MISC 
GNE Real OECD 
Ml Trade 
(18) (19) 
GNE Terms of 
Trade 
Hours/Capital 1 0.417 
[2.42]* 
0.209 -0.376 
[1.13][-2.12]* 
0.228 
[1.02] 
0.273 
[1.07] 
2 -0.498 
[-4.15]* 
-0.321 -0.413 
[-1.73][-2.79]* 
-0.126 
[-0.81] 
-0.046 
[-0.17] 
Product 
Wage 
0 -0.279 
[-1.51] 
-0.434 -0.12 
[-2.22]* [-0.80] 
-0.071 
[-0.42] 
-0.276 
[-0.97] 
1 -0.689 
[-2.83]* 
-0.433 -0.163 
[-2.47]* [-1.16] 
-0.236 
[-1.57] 
-0.2 
[-0.80] 
2 0.158 
[0.84] 
-0.087 -0.745 
[-0.40] [-2.64]* 
-0.161 
[-0.85] 
-0.36 
[-1.20] 
Material 
Price 
0 -0.173 
[-0.82 
-0.202 0.693 
[-0.78] [2.35]* 
0.238 
[0.96] 
-0.11 
[-0.26] 
1 -0.208 
[-0.89] 
0.067 -1.252 
[0.19][-2.31]* 
-0.092 
[-0.30] 
0.339 
[0.59] 
2 0.289 
[1.52] 
-0.03 1.338 
[-0.12] [3.78]* 
-0.009 
[-0.04] 
-0.48 
[-1.02] 
Trend - -0.055 
[-2.70]* 
-0.077 -0.217 
[-3.76]*[-7.38]* 
-0.126 
[-3.24]* 
-0.056 
[-1.97] 
Trend 
Squared 
- 0.0002 
[0.75] 
0.001 0.002 
[4.92]* [8.36]* 
0.002 
[3.90]* 
0.001 
[2.96]* 
Demand 
Variable 
0 1.1301 
[4.99]* 
-0.111 -0.516 
[-0.91] [-1.46] 
1.167 
[5.90]* 
0.256 
[1.82] 
1 -0.622 
[-2.21]* 
0.548 1.727 
[4.59]* [4.63]* 
-0.171 
[-0.51] 
-0.114 
[-1.07] 
Constant - 1.852 
[0.60] 
6.498 -0.422 
[2.86]* [-0.16] 
-6.485 
[-1.44] 
7.478 
[2.42]* 
* significant at five per cent. 
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Table E.25: cont'd 
(15) (16) (17) (18) (19) 
R2 0.99 0.99 0.99 0.99 0.99 
Standard Error 0.026269 0.0269 0.0207 0.023298 0.0382 
Mean 1.292 1.172 
Log Likelihood 70.9104 37.452 44.734 74.2705 27.613 
RESET(2) F(l,14)= 
1.26 1.14 2.39 
Autocorrelation 
LM 2.95 0.73 1.58 
Durbin-Watson 2.80 2.11 2.3 
Source: Appendix A. 
* significant at five per cent. 
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Appendix F: A Formal Test of Aggregation Bias in the Demand for Labour 
F. 1 Introduction 
This appendix presents a test with which an assessment can be made of whether there is 
a significant additional information to be gained fi-om disaggregation of the data and 
how imponant this is for the different specifications. The demand for labour at the 
aggregate and disaggregate level for manufacturing using different specifications. The 
results indicate that there are differences in the significance and magnitude of variables 
between the aggregate and disaggregate levels of a given specification. The comparison 
of the aggregate and disaggregate models of labour demand is achieved using a formal 
test for aggregation bias set out in Lee et al (1990). 
The test proposed by Lee et al (1990) is based on estimating a common model at 
the aggregate and disaggregate levels. The test is whether: 
m 
b - ( 1 / m ) I b, =0 (F.l) 
1=1 
where b is the vector of aggregate coefficients, there are m industries and [3i is the 
corresponding vector of coefficients for industr\' i. As Lee et al (1990) note, there are 
two interpretations of bias. First, "... the prediction problem of whether to use macro or 
micro equations to predict aggregate variables" (Lee et al, 1990, p. 137) which is dealt 
with in detail in Pesaran et al (1989). 
The second interpretation defines aggregation bias as "... deviations of the 
macro-parameters from the average of the corresponding micro parameters" (Lee et al, 
1990, p. 137). The test is an extension of the attempts to deal with the problems of 
aggregation of micro-data raised by Theil (1954) - principally that aggregation can bias 
coefficients to the extent that the predictions made by a model estimated on aggregated 
data are significantly different to the prediction derived from appropnately weighting 
the sum of predictions made by models estimated on aggregated data. 
2 8 6 
The test is a direct test of bias and enables testing of subsets of coefficients of 
the common model, subject to common restrictions, allowing a direct test of 
aggregation of bias in the long-run elasticities of variables of interest, such as wages. 
This is argued by Lee et al to be an advantage over the indirect test of aggregation bias 
proposed by Zellner (1962) which tested a maintained hypothesis that all disaggregated 
coefficients on a given a variable were equal: 
b i = b2 = ... = bn, (F.2) 
which is only a subset of possible circumstances where the aggregate coefficient reflects 
the disaggregate estimates. 
Lee et al (1990) applied this test to data for the UK economy between 1954 and 
1984, and estimated models of labour demand using the wage and quantity 
specification. They found evidence that the aggregate and disaggregate data differed 
significantly. As a result, they argued that ^important information may be lost in 
working with aggregate figures' (p. 148). 
F.2 A Test of Aggregation Bias 
The test statistics presented in this section are a subset of those presented in Lee et al 
(1990). They are based on testing the disaggregate estimates of coefficients against the 
estimated aggregate coefficients, as opposed to an hypothesized aggregate value, and to 
testing subsets of the coefficients subject to restrictions. The notation used in the 
exposition generally follows that used in Lee et al (1990). 
The tests are based on the general disaggregate model for m industries: 
H^: y. = Xi(3i + Ui i = l , 2 , . . . m (F.3) 
where yj is an nxl vector of the dependent variable, Xj is the nxk matrix of n 
observations on the k regressors for the industry i, pj is the kxl vector of coefficients for 
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industry i and Uj is the vector of disturbances. The disaggregate model corresponds to an 
aggregate equation, denoted by the subscript ^a' and given by: 
Ha: Ya = Xgba + v (F.4) 
m where y 3 = I y i , X a = I X , 1=1 1=1 
and b^ is the kxl vector of macro parameters. The nxl disturbance vector, v, will be 
m equal to u^ = I Uj, only if the perfect aggregation condition, discussed in detail in 1=1 
Pesaran et a / (1989) holds: 
m H^: - X^P, = 0 (F.5) 1=1 
In constructing the test it is assumed that: 
1. the elements of Uj have zero mean, constant variance and are serially 
independendy distributed, also sansfying the moment condition: 
Eluijl2+d < A > oo for some 5 > 0 for all t 
2. Uj are distributed independendy of Xj and: 
E(u,uj') = I,J In for all i and j ( ly > 0) 
3. the matrices Xj have full rank, the probability limits: 
plim (n-^Xi'Xj) = l y i, j = a, 1, 2, . . . m n-^co 
and 
4. the model is correctly specified. 
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Under a joint test of all k coefficients, the null hypothesis is that the difference 
between the weighted deviations of the disaggregate coefficients from the aggregate is 
not significandy different to 0. That is: 
H^: S ( Q - ( l / m ) I k ) (3, = 0 (R6) 
Where Q i = l , 2 , . . . , m . 
\ is an idendty matrix of order k and follows from when H^j is true, then b (the 
aggregate coefficient) is given by 
b = p l i m ( b l H d ) = I Q ( 3 i (F.7) n—>oo 1=1 
When the specification (H^:) is correct, then the weighted sum of (3j yields the 
aggregate coefficient. HQ: is then tested based on the OLS estimate of rjj, and the vector 
of aggregadon bias is defined as: 
rib = b - ( l / m ) I b i (F.8) 1=1 
which can be rewritten as: 
m 
Tib = I Pi^i (F-9) 
1J=1 
where Pi=(Xa'Xa)-^Xa' - (l/m)(Xi'X,)-^Xi' and a test statistic is given by: 
q2 = n.iTlb 0 - l T l b ~ x 2 ( k ) (F.lO)l 
where O = n.i Z a,jP,Pj' (F . l l )^ 
i.j=i 
1. Numbered as q2, following Lee et al, as q] is the test statistic derived taking b as a given value. 
2. For small samples Lee et al proposed as unbiased estimator of sy presented in Pesaran et al 
(1989): 
ai.= {n-ki-k,+Tr(A,'Aj)}-^ei'ej 
where Ai=Xj(Xi'Xi)-lXj. 
289 
The second test statistic is a derivative of q2 and is of use when the primary 
focus is on subsets of coefficients and functions of bj. The test statistic under these 
circumstances is: 
F - lT ig~x2(s ) (F I2) 
where: 
r ig=g(b)-( l /m) I g ((3j) 
1=1 
and Pj is now derived as: 
P,=G3(X3X,)-1X,' - (l/m)G(bi)(X,'X,)-lXi' (F.13) 
and g(b) and g(bi) are sxl (s<k) functions of b and Pj respectively. G =G(Pi) is defined 
as the sxk derivative matrix 5g((3i)/5|3i'.^ 
Lee et al (1990) argue that care should be taken in specifying the restrictions to 
be tested. Where possible the restrictions should be written in linear form. They further 
argue that while different specifications are asymptotically equivalent, Wald test 
statistics, such as q2, are sensitive to the formulation of the restriction in finite (and 
especially small) samples. With specific reference to the restrictions implied in testing 
aggregation bias of the long-run coefficients Lee et al (1990) recommend T]}, be 
3. The formulation presented by Lee et al can accommodate for more general formulations of the 
denvauon of macro parameters, such as weighted averages, compared to the 
m 
Simple average (l/m)X2(bi). This yields: 
1=1 
Ti |^=g(b)-h(b | ,b2, . . . ,bm). 
Equations ( F . l l ) and (F.12) can be rewritten to take account of this: 
P , = G , ( X V X 3 ) - l X 3 -Hi(XYX,)- lX- (F.12') 
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specified as: 
111 1 i i 
rih = c -d/m) I "(l/m) I c(3,i =0 
1=1 1=1 
(F .14) 
based on the model: 
yit= PiO+PilYit-l +Pi2Xi2 +Uit (F .15) 
where c is the estimated aggregate long run coefficient."^ 
4 The non-linear resinction [Pii/(l-Pn)]-c=0 can be rewritten as c-b.2-cbn=0 This forms the 
basis of (F.13) where the components of are averaged. The alternative method is to calculate the 
disaggregate long run coefficients and then to average them: 
c-(l/m)S[(3,i/(l-P,i)]=0-
2 9 1 
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