Introduction
The growing scarcity of drinking water represents a major global risk (World Economic Forum 2015) . To understand how the consumption of water will evolve when developing countries get richer, we need reliable estimates of the income elasticity of water demand. The parameter is also used by policy makers to design efficient and equitable environmental water policies. Researchers have long sought to pin down this crucial parameter but have yet to reach consensus. The two previous quantitative surveys conducted on this topic, by Dalhuisen et al. (2003) and Sebri (2014) , put the representative estimate in the literature between 0.2 and 0.4 and focus on the drivers of heterogeneity in the reported income elasticities. Neither of these studies, however, corrects the literature for publication bias, and neither accounts for model uncertainty when explaining the heterogeneity behind the estimates. In this paper we collect 307 estimates of the income elasticity of water demand and analyze the variation behind these estimates, paying special attention to publication bias, endogeneity bias, and model uncertainty.
Publication bias arises from the tendency of researchers, editors, and referees to publish results that are either significant or have the desired sign. In theory, water is a necessity with no obvious substitutes; therefore, common sense dictates that its income elasticity should be positive and statistically significant. But if the underlying elasticity that we try to unearth is sufficiently small and our data and methods sufficiently imprecise, we should get negative or statistically insignificant estimates from time to time. If such estimates are underreported, publication bias arises. In a related study on the price elasticity of water demand, Stanley (2005) finds that publication bias exaggerates the estimates fourfold. The studies estimating the price elasticity of water demand typically also estimate the income elasticity, often in the same equation. This demonstrates the importance of accounting for publication selection.
The endogeneity problem in water demand equations (price is not exogenous to quantity) is well documented and has been explored by previous meta-analyses. Here we offer a twist to the typical story that estimates of the income elasticity taken from models accounting for price endogeneity are always preferable.
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This statement holds when no publication selection exists. But if publication selection constitutes a problem, as we show is the case, estimates based on instrumental variables give rise to more publication selection because they are typically (though not always) less precise than ordinary least squares (OLS) estimates and, in this particular case, also smaller. Researchers seeking to control for endogeneity while simultaneously providing estimates that are publishable (intuitive and statistically significant) are sometimes forced to pursue a lengthy search for the desired specification with a point estimate that is large enough to offset the standard error. It follows that OLS estimates are exaggerated by endogeneity bias, while instrumental variable (IV) estimates are exaggerated by publication bias, and the simple mean reported elasticities might not vary substantially between these two approaches.
Indeed, our results suggest that the income elasticity of water demand is, on average, biased upward due to publication bias and that the extent of bias is linked to the treatment of price endogeneity. Publication bias is absent from estimates produced by methods ignoring endogeneity (such as OLS). By contrast, while methods controlling for endogeneity (such as IV) report estimates that are hoped to be corrected for endogeneity bias, these estimates are correlated with their standard errors and collectively suffer from publication bias. As a result, although researchers address endogeneity bias at the level of individual studies, the resulting publication bias means that the mean reported estimate is not closer to the underlying value of the income elasticity. This interplay between the two biases is too complex for any narrative survey to decipher, and the use of meta-analysis is therefore crucial. The two biases cause the reported estimates to be similar for IV and OLS methods, which has led previous meta-analyses to conclude that trying to correct for price endogeneity, while theoretically laudable, has little practical effect on the income elasticity. We argue otherwise.
Furthermore, we collect 38 method and data characteristics that should help us explain the differences among the estimated elasticities. The large number of characteristics, however, means that we face model uncertainty, so we depart from the frequentist methods of the previous meta-analyses and instead apply Bayesian model averaging. Bayesian model averaging runs millions of regressions that include the possible subsets of the explanatory variables. Consequently, it constructs a weighted average over these regressions, where each weight is approximately proportional to the goodness of fit of the respective regression. The results of Bayesian model averaging enable us to construct a "best-practice" estimate in the literature conditional on numerous data and method choices, which is another value added by meta-analysis. It follows that the income elasticity of water demand is likely 0.15 or even less, smaller than usually perceived, and in any case the literature is inconsistent with values of the elasticity over 0.5.
The Data Set
To estimate the income elasticity of water demand, researchers usually employ a variant of the following model:
ln Consumption it = α + PED • lnPrice it + YED • ln Income it + Controls ijt +  it , [1] where Consumption it denotes the water consumption of household i in period t, Price denotes the price of water, and Income denotes household income. The vector Controls ijt represents a set of explanatory variables j, such as household characteristics (the number of household members, distinction between primary and secondary residences, garden size, and the number of bathrooms) or climate variables (temperature, rainfall, and evaporation). The coefficient PED is the price elasticity of water demand;  is the error term. The coefficient YED denotes the income elasticity, the effect in question of this meta-analysis, and captures by how many percent the demand for water changes if the household's income increases by 1%. As in any other meta-analysis, we begin by collecting the reported estimates from the empirical literature. We exploit previously published meta-analyses by Dalhuisen et al. (2003) and Sebri (2014) and extend the data sample by searching the Google Scholar database. 1 We add the last study on March 6, 2016.
To be included in the meta-analysis, the studies must conform to three criteria: (1) the study must estimate a water demand equation and report an empirical estimate of YED; (2) the study must estimate the log-log functional form of a demand equation, as in [1] , to display a constant YED; and (3) the study must report a measure of uncertainty around the estimate, typically the standard error. Several studies do not conform to these criteria. For example, Saleth and Dinar (1997) do not use the straightforward income variable in the demand function but instead proxy for income using housing categories. Schefter and David (1985) estimate the level-level linear functional form of [1], while Gibbs (1978) and Jones and Morris (1984) estimate the semi-log functional form of [1] . Gaudin, Griffin, and Sickles (2001) and Nieswiadomy (1992) do not report standard errors for their estimates.
Our final data sample comprises 307 income elasticity estimates taken from 62 studies listed in Appendix Table A1 . The oldest study was published in 1972 and the most recent one in 2015, which means this meta-analysis covers as long a period of time as the two previous meta-analyses combined. The apparently right-skewed distribution of estimates is shown in Appendix Figure A1 . The reported elasticities range from −0.45 to 2.8 and are characterized by a mean of 0.26 and a median of 0.16. Less than 3% of the estimates are larger than 1, which suggests that the demand for water is inelastic with respect to income. More than 94% of the estimates are higher than 0, which supports the intuition that water is not an inferior good. The double-peaked-ness of the histogram indicates the presence of systematic heterogeneity in the estimates; moreover, Figure 1 2 reveals the presence of substantial within-and between-study vari- 1 The search query is available online at meta-analysis.cz/ water; data and code are available in a technical appendix at meta-analysis.cz/water.
2 The figure shows a box plot of the estimates of the income elasticity of water demand reported in individual studies. Outliers are excluded from the figure but included in all statistical tests. ation. Consequently, for each estimate we collect more than 30 explanatory variables describing the characteristics of the estimation models and investigate the possible reasons for heterogeneity in Section 4.
To gain a first insight into the potential causes of heterogeneity, we compute mean values of the income elasticity estimates for different groups of data, methods, and publication characteristics. Table 1 reports the results for both unweighted estimates and estimates weighted by the inverse of the number of estimates per study, such that studies with many estimates do not drive the mean. We show that short-run elasticities are, on average, 0.1 larger than long-run elasticities. The difference, however, disappears when we give each study the same weight; hence, we do not further divide our sample between short-and the long-run elasticities but analyze the pooled data set while controlling for this difference (which is in accordance with the approach of the previous meta-analyses [Dalhuisen et al. 2003; Sebri 2014] ). On the one hand, studies using data aggregated at the municipal level yield nearly identical estimates to studies that employ individual household data. On the other hand, the difference between the published and unpublished studies is robust to weighting and fluctuates around 0.1. Differences in results based on publication outlet often, although not necessarily, indicate the presence of publication bias in the literature, as we will discuss below. Table 1 further suggests that the reported elasticities vary across countries. First, the mean elasticities are consistently higher for the United States, lower for Europe, and even lower for the rest of the countries in our sample. Second, the mean elasticities show that the level of development matters: studies of developed countries report estimates that are 0.1 higher than studies of developing countries, on average. This result is, however, counterintuitive: one would expect that households from developing countries would more vigorously use the opportunity to consume more water when they are able to afford to do so compared to households from developed countries. This result might be explained by different expenditure structures. The income elasticity in developed countries may Land Economics be higher since water in some cases becomes a luxury good (used for filling up swimming pools, washing cars, and watering lawns). Similarly, the income elasticity in developing countries may be lower since a significantly higher proportion of income goes to other necessities, such as food or clothing.
A common problem associated with demand equations with block rates is that prices are endogenously determined by the quantity demanded. Therefore, researchers using estimation techniques that do not account for endogeneity violate the assumption of no correlation between the explanatory variables and the error term. Some authors acknowledge the problem and attempt to justify their "inappropriate" method choice (e.g., Foster and Beattie [1979] disregard endogeneity due to nature of their data set), but few test for simultaneity, as do Nieswiadomy and Molina (1989) using the Hausman (1978) test or Williams (1985) using a Ramsey-type test.
Figure 1
Estimates of the Elasticity Vary within and across Studies Havranek, Irsova, and Vlach: Biases in Water Demand Research Some researchers even argue that given the similarity of estimates produced by OLS (not accounting for endogeneity) and the use of instruments (IV-based techniques accounting for endogeneity), simple OLS might suffice for demand analyses under block-rate pricing (see the detailed methodological survey of Arbues, Garcia-Valinas, and Martinez-Espineira [2003] , who follow the arguments originally advanced by Saleth and Dinar [1997] ).
Our comparison of the reported income elasticities between the estimation techniques accounting for price endogeneity (such as the IV method or the generalized method of moments) and estimation techniques disregarding endogeneity (generally OLS and random effects) appears to be consistent with that of Arbues, Garcia-Valinas, and Martinez-Espineira (2003) : based on the simple and weighted means from Table 1 we do not observe any large differences between the estimation techniques. Although Arbues, Garcia-Valinas, and Martinez-Espineira (2003) mention that OLS under different block tariffs may underestimate or overestimate demand elasticity depending on whether the supply schedule is steeper than the demand schedule, based on our simple analysis one would argue that estimated elasticities do not depend on whether a researcher addresses the problem of endogeneity. This conclusion would be in line with previous meta-analyses on elasticities of water demand (Espey, Espey, and Shaw 1997; Dalhuisen et al. 2003; Sebri 2014 ), which do not find significant dependencies between the different estimation techniques and the estimated water demand elasticities.
None of the previous meta-analyses, however, has tested for publication selection. Publication bias, if present, can seriously distort the picture offered by the literature (Doucouliagos and Stanley 2013). For example, Stanley (2005) , correcting the results of Dalhuisen et al. (2003) for publication bias, finds the estimates of the price elasticity of water demand to be exaggerated fourfold. Ashenfelter, Table A3 . "Weighted" indicates that estimates are weighted by the inverse of the number of estimates per study. Harmon, and Oosterbeek (1999) , who test for publication bias in estimates of the schooling-earnings relationship, report that publication bias plagues the IV estimates, which typically yield higher standard errors (and thus researchers search for systematically higher estimates to achieve the desired level of statistical significance). It follows that the comparison of sample averages sheds some light on the sources of the heterogeneity of the estimates, but it does not reflect the differences in the underlying elasticity if the estimates are subject to publication bias.
Detecting Publication Bias
Publication bias arises when some estimates have a higher probability of being reported than other estimates. Researchers may prefer to report strong (i.e., statistically significant) and useful findings that tell a good story; editors and referees may prefer significant findings that are in line with theory. Theoretically, since water does not have any close substitute, once the household's income increases, the demand for water should also increase. Therefore, water cannot be considered an inferior good, and its income elasticity of demand should be positive. Given the strong case for positive estimates, it is not surprising that researchers treat negative estimates with suspicion. Hence Rietveld, Rouwendal, and Zwart (1997, 30) comment on their estimated income elasticities as follows: "The results are terrible . . . parameters are having the 'wrong' [negative] sign." The previous meta-analyses on elasticities of water demand (Espey, Espey, and Shaw 1997; Dalhuisen et al. 2003; Sebri 2014) call the price elasticities with the unintuitive sign "perverse" and eliminate them from their samples.
But even by the law of chance, negative estimates of income elasticity should occasionally appear in the literature. The probability of negative estimates increases with small samples, noisy data, or misspecification of the demand function (more presented by Stanley [2005] ). Consequently, researchers tend to suppress their negative estimates; such a practice would, even if beneficial at the level of individual studies, drive the global mean of the reported elasticities upward. Doucouliagos and Stanley (2013) find that most fields of economic research are affected by publication selection bias. The field of energy and resource economics research is no exception: Havranek, Irsova, and Janda (2012) and Havranek and Kokes (2015) find publication bias in the literature estimating the price and income elasticities of gasoline demand, while report the same problem in the literature on the social cost of carbon. 3 The most common visual tool used for the investigation of the presence of publication bias is the funnel plot (Egger et al. 1997) . Figure 2 depicts the plot for all 307 estimates of the income elasticity of water demand on the horizontal axis and the inverse of the standard error of an estimate used as a measure of precision on the vertical axis. Ideally, the plot should resemble an inverted funnel: the estimates with the highest precision should be close to the true effect, while the estimates with decreasing precision are more dispersed from the mean (Havranek and Irsova 2017) . If publication bias is present, the funnel is asymmetrical (when the bias is related to the sign of the effect) and hollow and wide (when the bias is related to the significance of the effect). In Figure 2 we observe that the left-hand part of the funnel is essentially absent. Researchers indeed omit negative values of the elasticity, which biases the mean reported estimate upward.
We support our conclusions from the funnel plot using a more formal analysis following Stanley (2005) , who examines the correlation between the estimates and their standard errors:
where YED ij denotes ith effect and its standard error SE(YED ij ) estimated in the jth study, and µ ij is the error term. The intercept of the equa-3 Examples of publication bias in other fields include work by Havranek and Irsova (2011) and on foreign direct investment spillovers, Havranek (2015) on the elasticity of intertemporal substitution, and Havranek, Horvath, and Zeynalov (2016) on the natural resource curse. tion, YED 0 , is the true mean elasticity beyond publication bias. If no publication bias is present in the literature, the coefficient β should be zero (the methods used by researchers imply that the ratio of the point estimate to the standard error has a t-distribution, which means that the two variables should form statistically independent quantities). Otherwise, we should observe that the estimated effects are correlated with their standard error, for example, because researchers with large standard errors need large point estimates to produce statistical significance, or because they discard negative estimates, which yields a positive β due to the heteroskedasticity of [2] .
Equation [2] can be presented as a funnel asymmetry test, as it follows from rotating the axes of the funnel plot and inverting the value of precision to display the standard error. To account for heteroskedasticity and within-study dependence in [2], we report robust standard errors clustered at the study level. Further, we estimate different specifications:
(1) the original unweighted data sample, (2) weighting by the inverse of the number of estimates per study (small and large studies are thus given the same importance), and (3) weighting by the inverse of the standard error (precise estimates are given greater weight). We estimate each specification using simple OLS with study-level fixed effects to account for unobserved study-level characteristics. Table 2 presents the results of the funnel asymmetry tests. In Panel A of Table 2 we show the different specifications of [2] applied to the full sample of 307 elasticity estimates. The results corroborate the findings from the funnel plot that publication selection bias is present in the literature on the income elasticity of water demand. The results from Panel A also place the true effect in the literature at approximately 0.178, which means that increasing a household's income by 1% increases water demand by 0.18%. This value is fairly robust throughout different estimations in Panel A (with one exception in the last column; nevertheless, the combination of precision weighing and study fixed effects often produces unstable results). The coefficient corresponding to publication bias has a positive sign, which means that the true effect is probably smaller than what researchers tend to report on average. Our estimate of the effect is relatively close to the mean estimate Land Economics from Sebri (2014) , who argues the number to be half the mean reported by Dalhuisen et al. (2003) .
As a complementary analysis, we show another visual test, the Galbraith plot, which focuses on the bias caused by the preference for significant results. Authors who prefer significant results and disregard insignificant estimates will overreport high t-values (in absolute terms). We follow Stanley (2005) , Havranek (2010) , and Havranek, Herman, and Irsova (2018) and define the standardized t-statistics T(YED ij ) adjusted for the true effect from Table 2 :
where YED ij represents the true effect estimated by the funnel asymmetry test, and YED ij represents the ith estimate of the income elasticity with SE(YED ij ) as the corresponding standard error reported in the jth study. For YED 0 , we employ the baseline true effect from the first column of Panel A in Table 2 , 0.178, and plot the final statistics in Appendix Figure A2 .
Appendix Figure A2 represents a Galbraith plot, a scatter plot with the precision of an estimate 1/SE(YED ij ) on the horizontal axis against the standardized size of the t-statistics T(YED ij ) on the vertical axis (Galbraith 1990) . Although a large number of estimates are situated between the two lines denoting the critical values of the t-statistic for the 5% significance level, the plot indicates some publication bias, since the number of the estimates outside the area defined by the two dashed lines increases with precision. Appendix Figure A2 also indicates excess variation in the standardized t-values, since only 43% of the estimates fall into the area where they should be given the properties of 
where YED ij denotes the ith effect estimated in the jth study, and SE(YED ij ) denotes its standard error, estimated either by ordinary least squares (OLS) or study-level fixed effects (FE). Panel A reports results for the full sample of estimates, Panel B reports the results for the subset of elasticities computed by estimation methods not accounting for price endogeneity in the demand function, and Panel C reports the results for the sample where the estimation methods do account for endogeneity in the demand function. "Unweighted" indicates that the model is not weighted; "Study" indicates that the model is weighted by the inverse of the number of estimates per study; "Precision" indicates that the model is weighted by the inverse of the standard error of an estimate. Standard errors, in parentheses, are clustered at the study level.
* p < 0.10; ** p < 0.05; *** p < 0.01.
the t-statistic and the correctness of our estimate of the underlying elasticity. It follows that researchers are more likely to prefer significant results over insignificant results and possibly conduct a specification search to produce the desired outcomes.
We have established thus far that overall, the literature on the income elasticity of water demand suffers from publication bias related to the sign and significance of the estimates. The contamination of the literature by publication bias compels us to reassess the conclusions drawn from comparing the average reported estimates for different subsamples with respect to data and method choices. Especially, as Ashenfelter, Harmon, and Oosterbeek (1999) note, researchers are often more likely to report larger estimates to compensate for the large standard errors when instrumental variables are employed. We show in Table  1 that on average, the methods controlling for endogeneity and not controlling for endogeneity do not yield any notable differences in elasticities. Following Ashenfelter, Harmon, and Oosterbeek (1999), we investigate whether there is selective reporting related to the method choice that might drive the publication bias in the literature.
For the analysis, let us return to Table 2 . Panels B and C show the funnel asymmetry tests applied to two groups of estimates: those that do not control for endogeneity (Panel B) and those that do control for endogeneity (Panel C) . We demonstrated in the previous section that the mean reported estimates are very similar for both groups. The similarity disappears, however, when we account for publication bias. We find no bias for estimates that do not control for endogeneity, and the underlying elasticity for these estimates is approximately 0.22. Regarding the endogeneity-consistent estimates, however, we find evidence of substantial publication bias ("substantial" according to the classification of Doucouliagos and Stanley [2013] ). Here, the mean estimate is therefore biased upward, and the underlying elasticity is only 0.15 or less. Thus, both endogeneity and publication biases matter. The studies that control for endogeneity bias would tend to report estimates that are substantially smaller than those of OLS studies if they were not more susceptible to publication selection. Publication bias in the better-specified studies arises because researchers need larger estimates to offset large standard errors-or, simply, because researchers care more about IV estimates in the first place and report OLS results only as additional results. There might exist, however, other data and method choices that are also correlated with publication bias or the underlying effect. We address these issues in the next section.
Why Do the Estimates Vary?
Variables and Estimation Table 1 and Figure 1 present a first tentative examination of the potential sources of heterogeneity behind the estimates of the income elasticity of water demand. To investigate this heterogeneity more systematically, we augment regression [2] by including a plethora of explanatory variables: 30 study design characteristics and the interaction term between the standard error and a dummy variable that equals one if the study in question does not control for price endogeneity. The explanatory variables capturing the variation in data and methodology are listed in Appendix Table A3 ; the table provides the definitions of the variables and their summary statistics, including the simple mean, the standard deviation, and the mean weighted by the inverse of the number of observations extracted from a study.
For ease of exposition we divide the estimate and study characteristics into variables reflecting the specification of the demand function (eight aspects), price specification (two aspects), data characteristics (seven aspects), estimation technique (three aspects), tariff structure (three aspects), countries examined (three countries), and publication characteristics (four aspects). We note that this section merely serves as a means of discussing the main sources of heterogeneity and not as an exhaustive survey of the methods used in the literature estimating water demand elasticities. For a more detailed discussion we refer the reader to the previous and compe-tently executed meta-analyses of Dalhuisen et al. (2003) and Sebri (2014) .
Water demand specification. Researchers specify the water demand equation to reflect the behavioral patterns of consumers under certain living conditions. We codify several of these patterns and conditions as the possible sources of heterogeneity. For example, we consider a dummy for including a control for household size (the number of people living in a household), since, due to economies of scale, individual consumption should decrease with an increase in household size (Arbues, Villanua, and Barberan 2010). We also take into account whether the authors include population density in their demand equation, which is often used as a proxy for the housing stock and size of yards (Gaudin 2005) . Some authors include the difference variable, which reflects the difference in the actual water bill and the water bill priced at marginal prices (Espey, Espey, and Shaw 1997) , or as Dalhuisen et al. (2003) call it, a lump-sum transfer imposed by the tariff structure. Moreover, Hewitt and Hanemann (1995) suggest using the discrete-continuous model to account for the discrete price structure of water tariffs and the continuous consumption of water. Dalhuisen et al. (2003) report the inclusion of a difference variable to increase and the choice of a discrete-continuous model to decrease the income elasticities. Dalhuisen et al. (2003) show that water demand is sensitive to weather factors. Some authors (e.g., Miaou 1990) criticize the assumption of a linear relationship between water demand and weather variables, suggesting that rainfall might have a dynamic effect on water consumption, and investigate the possibility of a threshold beyond which precipitation or temperature does not affect water use. We use dummy variables for studies that include information on temperature, rainfall, and evaporation. Dalhuisen et al. (2003) reveal that authors using weather-conditioning variables report higher income elasticities when evaporation is included in the model, while Sebri (2014) shows the inclusion of a rainfall variable decreases the elasticities. We also code for whether the study makes a dynamic adjustment of the demand model with a lagged dependent variable, which mostly reflects the fact that water use is a habit and that time is required to change this habit in response to other, usually price or weather, changes (Asci and Borisova 2014) . It is worth noting, however, that the inclusion of the lagged dependent variable in the demand model can violate the assumptions of some simple estimation techniques.
Price specification. Water is also considered to be inelastic in price because consumers typically exhibit limited awareness of the pricing structure. The suitability of using the average, the marginal, or other pricing schemes in the water demand function remains a matter of heated discussion. On the one hand, Nauges and Van den Berg (2009), among others, argue that since consumers are rarely aware of their rate structure, they react to their average bill rather than to their marginal bill (which conforms to our expectations). On the other hand, Saleth and Dinar (1997) argue that the use of marginal pricing including the difference variable instead presupposes average price behavior and has many methodological advantages. Shin (1985) introduces a price-perception concept that identifies which of the two prices (the marginal or the average price) is better understood by consumers. Few researchers have followed in his footsteps; the recent work by Binet, Carlevaro, and Paul (2014) proposes significant modifications to the functional form of Shin's perceived price. Recent works by the following authors also provide additional insight into this issue: Ito (2013), Wichman (2014) , and Wichman, Taylor, and von Haefen (2016) . The reference category for this group of dummy variables is the average pricing scheme.
Data characteristics. Given the small differences between the averages of the shortrun and long-run elasticities found in Table 1 , we do not divide the sample accordingly, but we still control for this form of temporal dynamics in our model. If significant, we would expect higher responsiveness to changes in income in the longer time period. Moreover, we take into account whether the study uses household data only or aggregates the data at the municipal level, including household, industrial, and commercial water consumption, since the households could prove to be more sensitive to changes in income than the rest of the water consumers. Although the residential elasticity is considerable more important to us, given the relatively small number of observations in this study, we also account for the aggregated estimates and err on the side of inclusion.
Another characteristic we focus on is the frequency of the data: higher frequencies provide less-detailed information on immediate behavioral patterns, and although water is inelastic in income, the granularity (in our case yearly, quarterly, monthly, and daily) also matters in the previous meta-analyses. Sebri (2014) , for example, documents that higher data frequencies deflate the elasticities. The reference category for the data frequency is the use of quarterly data for estimation. We also distinguish among time series, cross-sectional data, and panel data, using panel data as the reference category. The previous meta-analyses report that the time dimension of the data systematically adds to an increase in the elasticity estimates.
Estimation technique. The most commonly used estimation techniques are OLS (Nieswiadomy and Molina 1991), two-stage least squares (Nieswiadomy and Molina 1991) , three-stage least squares (Al-Najjar, AlKarablieh, and Salman 2011), generalized method of moments (Musolesi and Nosvelli 2007) , and panel techniques with random or fixed effects (Cheesman, Bennett, and Son 2008; Sebri 2013) . We mark all techniques that do not account for the price endogeneity present in the demand equation as "no endogeneity control." 4 Given that we find no publication bias in the estimates produced by methods that ignore endogeneity, we hypothesize the endogeneity variable and the interaction term between the standard error and the endogeneity variable to be significant. The reference category for this group of dummy variables is the instrumental variables estimation method and its derivatives.
Tariff structure. Tariff structures help policy makers control the demand for water. An increasing structure, for example, means that the price is constant within discrete intervals of use but increasing between the different intervals of use. The outcomes of such water policies are, however, not always clear-cut. In the case of the increasing tariff structure, the policy is expected to limit excessive consumption of water. This leads to higher real income, and if the income elasticity of water demand is positive, higher real income results in higher demand for water. It is unclear, however, which of these two effects prevails. To address such problems, we include information on the use of flat, increasing, and decreasing tariff structures. The reference category for this group of dummy variables is the situation in which the tariff structure employed is not available.
Countries examined. The main reasons for cross-country heterogeneity are potential differences in consumption habits, culture, climate, and path-dependency in policy. The previous meta-analyses are rather inconclusive with respect to spatial variation: while Dalhuisen et al. (2003) find a significant difference between income elasticity estimates for the United States and Europe, Sebri (2014) argues that this difference is insignificant. Hence, we distinguish among different locations in the United States, Europe (including Cyprus, France, Germany, Greece, Italy, Poland, Portugal, Slovakia, and Sweden), and any location outside the United States and Europe (such as Australia, Cambodia, Canada, China, Ecuador, Indonesia, Israel, Japan, Jordan, Korea, Kuwait, Sri Lanka, Tunisia, and Vietnam). The reference category for this group of dummy variables is the estimation of the income elasticity of water demand for a location in the United States.
Furthermore, we distinguish between whether the study estimates the elasticity for a developed country or a developing country. The inhabitants of developing countries are forced to consume a lower amount of water, since they typically do not have sufficient income to be able to afford more; changes in income may thus have different effects in these countries compared to developed countries. Similarly, we assume the water consumption of individuals living in developed countries to be sufficient; hence, a change in income should not trigger a significant change in water consumption. Altogether, individuals from developed countries are expected to dedicate a relatively lower proportion of their additional income to expenditures on water than individuals from developing countries.
Publication characteristics. We employ several publication characteristics as proxies for methodological advances that might not be directly captured by our methodological variables. For example, the variable Publication year could tell us whether newer studies tend to report systematically different elasticities.
To address the quality of a study, we use the average yearly number of citations and the RePEc recursive discounted impact factor for journal publications. We also distinguish between published (journal publications) and unpublished studies (working papers and other unrefereed materials), since the previous meta-analyses also lack consensus on this matter: while Dalhuisen et al. (2003) find that published estimates of elasticities are smaller than the unpublished ones, Sebri (2014) finds the opposite.
Our intention is to examine whether the evidence for publication bias remains strong if we control for the possible causes of heterogeneity. Ideally, we would like to regress the collected income elasticities of water demand on all of the explanatory variables at hand, like Dalhuisen et al. (2003) and Sebri (2014) do. Given that we have so many variables, however, some of them will likely be insignificant, which would inflate the variation of other estimated parameters in the regression and introduce inefficiency. Alternatively, sequential t-tests can be employed, but eliminating insignificant variables one by one might lead to a loss of important variables during the process. Following Havranek and Irsova (2017) we instead employ Bayesian model averaging (BMA), which formally addresses such model uncertainty. BMA goes through millions of different models created from the subsamples of the potential explanatory variables and searches for those models with the highest explanatory power. In a Bayesian setting, the model's explanatory power is represented by the posterior model probability, which is analogous to the adjusted coefficient of determination in frequentist econometrics. Applications of BMA in meta-analysis include those by Irsova and Havranek (2013) , Havranek, Horvath, et al. (2015) , and Havranek, Rusnak, and Sokolova (2017).
Since we use the bms package in R (Feldkircher and Zeugner 2012), our BMA does not estimate all of the 2 32 possible combinations of models but uses Markov chain Monte Carlo samplers that propose the candidate models to be estimated (estimating all of the models would take several months). The estimated BMA coefficients, posterior means, are averages of the coefficients across all of the models, weighted by the posterior model probability. Thus, each coefficient has an approximately symmetrical distribution with a posterior standard deviation, which is analogous to the standard error in frequentist econometrics. Each coefficient is assigned a posterior inclusion probability, the sum of posterior model probabilities from all of the models in which the variable is found, which is analogous to statistical significance in frequentist econometrics. Further details on BMA have been presented by, for example, Eicher, Papageorgiou, and Raftery (2011). Table 3 . All variables are described in Appendix Table A3 . The results are based on the unweighted specification. The robustness check in which the specification is weighted by the number of estimates per study is consistent with the results of the unweighted specification provided in Table 3 . Following the detailed reasoning of Zigraiova and Havranek (2016, 28-30) , we prefer not to weight our model by the inverse of the standard error because of the many problems with this approach when study-invariant variables are included.
Results
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Figure 3
Model Inclusion in Bayesian Model Averaging ability in descending order from top to bottom. Each cell thus belongs to a particular variable in a particular model: if the cell is darker in shade, the coefficient of a variable is positive; if the cell is lighter in shade, the coefficient is negative; if there is no shade, the variable is excluded from the model. We observe that almost half of the variables are included in the best model, and the sign of these variables is robust across different models.
The numerical results of the BMA exercise are reported in Table 3 (we follow Eicher, Papageorgiou, and Raftery [2011] for choices of parameter and model priors). In addition, we report an OLS regression, which includes 14 explanatory variables recognized by the bms package in R to form the top model. The OLS results are consistent with BMA: the estimated coefficients have the same sign and are similar in magnitude, and the significance of the estimated parameters mostly corresponds to the values of the posterior inclusion probability. When interpreting the posterior inclusion probability, we follow Jeffreys (1961) , who finds evidence of an effect that is "weak" for a value between 0.5 and 0.75, "positive" for a value between 0.75 and 0.95, "strong" for a value between 0.95 and 0.99, and "decisive" for a value higher than 0.99. Therefore, we find weak evidence for the presence of an effect of the variables Difference variable, Daily data, Other location, Citations, Impact factor, and Published; we find positive evidence for the variables Temperature and Other price; and we find decisive evidence for the Standard error and the interaction term SE × No endogeneity control.
Publication bias and endogeneity. For only two variables is there decisive evidence that they influence the estimated elasticities: Standard error and its interaction with techniques not controlling for price endogeneity SE × No endogeneity control. The significance of the standard error corresponds to the conclusion that publication bias is present in the literature and the estimated coefficient for publication bias survives the inclusion of data and method heterogeneity. We also confirm that the estimates produced by techniques not accounting for endogeneity suffer less from publication bias. Due to the low posterior inclusion probability, BMA did not recognize the variable No endogeneity control as relevant; however, BMA includes the variable No endogeneity control in the top model, which we use for our frequentist check, where the parameter corresponding to that variable is found to be significant and positive (and is thus in line with the intuition and our analysis from the previous section). When endogeneity is accounted for (variable No endogeneity control = 0), the effect of publication bias after controlling for various sources of heterogeneity is 0.956, only marginally smaller than what is presented in Panel C of Table 2 . We conclude that the two variables reflecting publication bias are crucial for explaining the differences between the reported estimates of the income elasticity.
Water demand specification. According to our results, the inclusion of one weather variable can particularly drive the estimated elasticities: authors taking into account the outside temperature find the demand for water to be more income elastic (contrary to those not including the variable, who find the income elasticity to be 0.12 smaller if other factors are held constant). This conclusion contradicts the main results of Dalhuisen et al. (2003) , who instead find the inclusion of the evaporation variable to be important, or Sebri (2014) , who finds that controlling for rainfall drives the results (although the robustness check of Sebri [2014] is in accordance with Table 3 ). Higher temperature triggers an increase in the demand for water, which can be addressed by spending a higher proportion of income on water; thus, it is sensible to include the temperature in a demand function.
BMA acknowledges only weak evidence for the importance of Difference variable: the inclusion of this variable increases the differences between the marginal price specification and the average price specification (the frequentist check confirms the significance of its impact). The evidence for the importance of the dynamic model (the inclusion of Lagged dependent variable) is even weaker, and given the results of the robustness check we are inclined to disregard it as a driver of the income elasticity. We do not confirm the previous findings of Sebri (2014) , who supports the results of Dalhuisen et al. (2003) Note: The frequentist check includes the variables recognized by Bayesian Model Averaging (BMA) as comprising the best model. Standard errors are clustered at the study level. All variables are described in Appendix  Table A3 . Additional details on the BMA exercise can be found in the online appendix at meta-analysis.cz/water. NA, not available; OLS, ordinary least squares; PIP, posterior inclusion probability; SD, standard deviation; SE, standard error.
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showing that that the use of the discrete-continuous model has a negative effect on income elasticity.
Price specification and tariff structure. If a price specification other than the average or marginal approach is used in the water demand equation, the income elasticity estimates are on average 0.16 higher, ceteris paribus. This result contradicts Dalhuisen et al. (2003) and Sebri (2014) , who find the differences among the price specifications to be statistically indistinguishable. While BMA determined a very weak impact of different tariff structures on the estimated income elasticity, the frequentist check indicates some systematic dependencies: nonflat tariffs make the demand for water more inelastic and indeed seem to be significantly different from flat and other tariff structures, which is in accordance with theory (a more detailed discussion of the theoretical relationship between tariff structures and income elasticity is presented by Dalhuisen et al. 2001) . The choice of a certain tariff structure would then be a suitable policy tool for affecting the elasticity of consumers.
Countries examined. The income elasticity of water demand estimated for a location other than Europe and the United States tends to be approximately 0.1 lower when compared to the elasticity estimated for the United States. Given that this is the only spatial variation detected in our model, we challenge not only Dalhuisen et al. (2003) , who find differences between income elasticity estimates for Europe and the United States, but also Sebri (2014) , who observes no spatial variation at all. One outcome for spatial variation that would be consistent with the previous meta-analyses would be evidence of no difference between the income elasticities for developed and developing countries. It follows that a developing country with similar structural parameters to those of a developed country can conduct similar water demand policy. This finding is close to the concept of technology adoption and supports the theory of conditional convergence. It should not, however, be applied unconditionally, as there is evidence for spatial variation across continents.
Data and publication characteristics. In accordance with Dalhuisen et al. (2003) and Sebri (2014) , we argue that the estimates of the income elasticity of water demand are insensitive to the use of household or aggregate data. Nevertheless, the usage of daily data seems to produce systematically smaller elasticities, although BMA suggests only weak evidence for this effect. The income elasticities reported in published studies are arguably smaller than those in studies coming from unrefereed sources; this effect becomes stronger with an increasing impact factor of the publication outlet. It is also important to note, however, that studies reporting higher estimates attract greater attention from readers (since these papers acquire a higher number of citations), but this effect is not economically significant. Thus, we identify the presence of effects unobserved by the methodological variables hidden in publication status and that the direction of their estimates is in line with the conclusions of Dalhuisen et al. (2003) : published studies tend to report smaller elasticities than do unpublished studies.
We have established thus far that the mean estimated income elasticity of water demand, 0.27 (reported in Table 1) , is influenced to a large extent by publication bias, methodology, and data heterogeneity. By accounting for publication bias in the literature we reduce the mean estimate to 0.15-when preference is also given to studies that attempt to correct for the endogeneity bias ( Table 2 ). The estimate is, however, still not free from other potential biases resulting from data, method, and publication heterogeneity. To estimate the underlying elasticity beyond all of these effects, we construct a synthetic study that employs the preferred method, data, and publication choices and uses all of the information in the literature. Such a "best-practice" estimate is inevitably dependent on the subjective decision of what the most appropriate methods, data, and publication choices are. Therefore, we execute several robustness checks to check the sensitivity of our conclusions.
The best-practice estimate is a result of a linear combination of the BMA coefficients from Table 3 and our chosen values for the respective variables. We prefer newer studies published in outlets with a large impact factor and those receiving a high number of citations; we also prefer the use of broader data sets and methodologies that try to correct for endoge-neity bias. Therefore, we set the values of the control variables of the demand equation, data with daily granularity, methods controlling for endogeneity, and publication characteristics at their sample maxima. Further, we set the values of the variables indicating the presence of publication bias, higher than daily granularity data, cross-sectional and time-series data, and the estimation techniques not controlling for endogeneity at their sample minima.
We leave the rest of the variables at their sample means but distinguish between the average pricing scheme and the marginal pricing scheme, as there is no clear preference for either of these schemes in the literature. The best-practice estimation implies an elasticity of 0.082 with a 95% confidence interval of (−0.242, 0.407) for the average pricing scheme and an elasticity of 0.169 with a 95% confidence interval of (−0.155, 0.493) for the marginal pricing scheme. The confidence intervals are approximate and constructed using the standard errors estimated by OLS. Although the confidence intervals are wide, the plausible changes in the definition of the best practice (such as setting Lagged variable at the sample minimum or Discrete-continuous model choice at the sample maximum) changes the best-practice estimates at the third decimal place only. We conclude that the income elasticity of water demand is on average 0.15 or less and does not exceed the value of 0.5 with 95% probability, meaning that it is highly unlikely that a one-percentage-point increase in income would lead to more than a 0.5% increase in the demand for water.
In Table 4 we perform a related exercise to illustrate the sensitivity of implied elasticities to the configuration of different variables that capture the data and methods used in primary studies. We select five representative studies in the literature based on the number of citations and the impact factor of the journal in which the study was published. For each study we take the configuration of data and methods preferred by the author of the particular study. Given the configuration, we compute the implied income elasticity based on our BMA exercise (note that the implied elasticity might differ considerably from the actual elasticity reported in the paper). We hold the publication characteristics constant at the values defined earlier in our best-practice exercise, so that changes in implied elasticities represent solely the differences in the configuration of data and method variables across the five studies.
The first two studies, by Billings and Agthe (1980) and Hewitt and Hanemann (1995) , both use monthly U.S. data on marginal prices with an increasing tariff structure, consider lump-sum transfers, and account for evaporation in their demand functions to estimate the short-run effect. The differences between the two studies are the following: in contrast to Hewitt and Hanemann (1995) , Billings and Agthe (1980) use simple OLS (not the discrete-continuous approach), do not account for rainfall in their demand function, and use time-series data (not panel data). Taken together, however, the three differences account only for a difference in the implied elasticity of 0.025. A similarly small change in the implied elasticity is generated by the differences between the results of Olmstead (2009) and Olmstead, Hanemann, and Stavins (2007) : Land Economics both studies use daily U.S. data on marginal prices with an increasing tariff structure and account for household size, temperature, and evaporation in their demand functions. In contrast to Olmstead, Hanemann, and Stavins (2007) , Olmstead (2009) uses a panel technique estimating the short-run effect (not the discrete-continuous approach estimating the long-run effect) and accounts for rainfall in his demand function, which altogether creates a difference in the implied elasticity of merely 0.018. The study of Nauges and Thomas (2003) deviates from the previously discussed studies to a larger extent: these authors use French annual data on other than marginal and average prices with a flat tariff rate and do not account for climate variables, which creates a difference in the implied elasticity of more than 0.2, in comparison to the other four studies highlighted in this exercise.
Robustness Checks
In this section we present additional analysis that we believe corroborates the results of the baseline model discussed in the previous section. Appendix Table A4 shows three specifications: study fixed effects, a subsample of older studies, and a subsample of newer studies. The fixed-effects specification is compelling, because in this way we can account for unobserved differences between studies. We have already used this approach in the examination of publication bias without additional variables. Fixed effects can be used in meta-analysis even in the examination of heterogeneity, but we have to drop many variables because some do not vary within studies (or their variation is too limited). Moreover, some studies report only a single estimate, which means they have to be eliminated from any fixed-effects analysis, too. In consequence, the amount of variation that we can explore diminishes significantly, and the specification constitutes a strict robustness check of our main results.
Indeed, the specification shows that merely three variables have a posterior inclusion probability above 0.3: standard error (a proxy for the magnitude of publication bias), the interaction of standard error and control for price endogeneity (a proxy for differences in publication bias between IV and OLS frameworks), and the use of a flat tariff. The flat tariff variable was not found important in the baseline specification, but estimates computed under increasing and decreasing tariffs were found to be substantially smaller than the reference estimates. Given that the reference estimate is computed using unspecified tariffs, the finding of flat tariffs yielding substantially larger estimates compared to the reference case is consistent with the previous results and reflects that these variables are correlated (tariffs cannot be both flat and decreasing at the same time, for example).
The remaining two specifications in Appendix Table A4 are constructed by splitting the sample of studies into halves according to the average year of data they use for their analysis. This way we not only achieve more homogeneity within each specification, but also substantially reduce the number of degrees of freedom available for estimation. For example, the 31 "newer" studies provide only 138 estimates of income elasticities. Both specifications show evidence of publication bias that is both statistically strong (as evidenced by a high posterior inclusion probability for the variable standard error) and economically important (as evidenced by the relatively large point estimate on the variable standard error, even though here it seems that publication bias is much stronger in newer studies). The posterior inclusion probabilities for the interaction term, however, are very small, and the expected sign of the estimated coefficients in both cases provides little consolation: the coefficients are essentially zero.
Concerning older studies, our results show that control for evaporation is especially important and typically brings much higher estimates of income elasticities. Specifying the variables in differences, in contrast, yields systematically smaller estimates. Moreover, frequency of data and the presence of a time dimension in the data (as opposed to pure cross-sectional estimation) matters for the reported results. The significance of the tariff structure and the impact factor of the journal in which the study is published are consis-tent with the results reported in the baseline specification. Concerning newer studies, we find that controlling for population density systematically affects the estimates of income elasticity. In addition, control for temperature and publication status of the study (working paper or journal) is important, which is in line with the baseline model presented in the previous section.
Appendix Table A5 consists of three specifications: the first includes six additional variables, the second also considers estimates that had to be recomputed to represent constant elasticities (that is, estimates resulting from other than double-log specifications, see Appendix Table A2 ), and the third combines the elements of the previous two specifications. Concerning the additional variables, we first consider whether the estimates preferred by the authors of primary studies are systematically different from the rest of the estimates. In meta-analysis it is often disregarded that the authors of primary studies themselves do not place the same weight on each of the estimates they report. Meta-analysts typically believe that all differences in results should be explained by "objective" variation in data, methods, and publication characteristics, but it can easily be argued that some aspects of these characteristics are difficult to observe or at least codify into a meta-analysis. (Our best-practice exercise in the previous section presents an approach that gives distinct weights to distinct estimates based on their "objective" differences in data, method, and publication characteristics.) One reason that meta-analysts typically do not collect data on preferred estimates is the inherent difficulty and subjectivity of such an analysis. While some authors make their preference explicit, others refer to several specifications or talk about the general pattern of their results. We do our best to identify one preferred estimate per study.
Next, we try to introduce more context related to the region for which the elasticity is estimated. Regions vary in terms of rainfall, temperature, and income. The authors of primary studies can (and should) control for the differences in these characteristics within their sample, but the within-sample variation is typically small. In contrast, meta-analysis enables us to compare extremely arid and wet regions (as well as rich and poor regions) for which some estimates have been reported in the literature. The primary data source for these characteristics is the particular study reporting the income elasticity; if the study does not report information on rainfall, temperature, and income, we turn to the World Bank Climate Change Knowledge Portal 6 and IMF data on GDP (recomputed to 2016 dollars according to purchasing power parity, but always corresponding to the particular year and data set investigated in the primary study).
Finally, we include a dummy variable Self-reported income, which equals 1 if data on income are self-reported, and 0 if income data are "hard," that is, if they are taken from census data of a statistical office or from tax records (average household's income is typically used, usually stratified per water distribution company, municipality, urban area, or community). While the census data often represent an aggregation or approximation, the survey data are problematic as well. First, some surveys report actual levels of income, but often not all the questionnaires return information on income; in such cases researchers approximate the missing observations (e.g., Cheesman, Bennett, and Son [2008] , replace missing observations by their subgroup average, while Mylopoulos, Mentes, and Theodossiou [2004] estimate the linear model of income dependent on household characteristics to generate the missing values). Horn (2011) notes that respondents are often likely to underestimate their real income and points to the importance of the design of the questionnaire. Second, some surveys report only income ranges, such as the one used in Miyawaki, Omori, and Hibiki's (2011) study of Japan prefectures.
The specification with additional variables shows results that are very similar to those of our baseline model, and none of the new variables shows posterior inclusion probability that would signify even a weak effect according to the guidelines of Jeffreys (1961) . The second specification of
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Appendix Table A5 also includes estimates from studies that assume nonconstant income elasticity of water demand. In order to become comparable to the rest of our estimates, such values have to be recomputed to elasticities evaluated at sample means. We were able to find 10 additional studies that provide 48 estimates, bringing the total number of studies and estimates in our analysis to 72 and 355, respectively. The results show that studies assuming nonconstant elasticity tend to report mean elasticities that are larger than the rest of the sample, although the posterior inclusion probability of this variable shows only a weak statistical effect. The second specification of Appendix Table A5 presents quite similar results for the remaining variables, with a couple of exceptions: First, control for household size now appears to be important (again, though, with a weak posterior inclusion probability). Second, with the extended sample of studies we find evidence for time-series methods bringing systematically smaller estimates of income elasticities. Third, failure to control for price endogeneity yields even more exaggerated estimates of income elasticities than we reported previously. The last specification of the table confirms the insignificance of additional variables, presence of publication bias, and the importance of the control for price endogeneity.
Concluding Remarks
This paper quantitatively surveys the available estimates of the income elasticity of water demand while concentrating on three main issues not addressed by the previous meta-analyses on the topic. First, we take a closer look at publication selection bias stemming from the expected and theory-supported preferences of researchers, referees, and editors for positive and statistically significant results. Second, we focus on the problem of endogeneity bias and investigate the differences in estimates produced by different estimation techniques, still accounting for the potential influences of publication bias. Third, we investigate other sources of heterogeneity behind the estimates proposed by the previous meta-analyses of Dalhuisen et al. (2003) and Sebri (2014) ; extending their analysis, in this paper we account for the model uncertainty inherent in meta-analysis, which is due to the large number of explanatory variables, using Bayesian model averaging. We produce a best-practice estimate, which suggests that the income elasticity is on average much smaller than commonly thought. This can be perceived as good news for the future availability of drinking water.
Information on the magnitude of the income elasticity of water demand is important for evidence-based policy making in both developing and developed countries. In developing countries with rapidly rising populations and per capita income, the elasticity is crucial for projecting future water consumption and thus the design of investment into related facilities. Consequently, a mean reported elasticity of 0.3 (as suggested by previous meta-analyses) has quantitative implications that are dramatically different from our preferred estimate of 0.15. In developed countries the need for projections of future water consumption is perhaps less acute, but still important. In warm and arid regions of developed countries, water can also function as a luxury good (used for family swimming pools and extensive lawn watering), which has consequences for water pricing policies. Moreover, water supply and demand have recently been incorporated into some integrated assessment models of climate change effects (e.g., Hejazi et al. 2014) , and for these, income elasticities are important, too.
The literature on the income elasticity of water demand suffers from two major problems: endogeneity bias and publication bias. Our results suggest that the estimation methods ignoring endogenous prices typically exaggerate the mean income elasticity, despite that they do not suffer from publication bias. By contrast, the estimation methods controlling for endogeneity do not suffer from endogeneity bias, but since they typically report large standard errors, publication bias causes the reported estimates computed using these methods to also exaggerate the underlying elasticity (the simple average of estimates is 0.26, while the underlying effect corrected for publication bias is 0.15). Therefore, al-though more consistent estimation techniques eliminate endogeneity bias at the micro level, they lead to the publication selection problem that affects the entire literature by pushing the average reported income elasticity upward. It is difficult to disentangle these two biases without deploying the statistical tools of meta-analysis.
Our results concerning publication bias are robust to controlling for various other sources of heterogeneity at the level of estimates or studies. Apart from the aspects related to publication and endogeneity bias, several method and data characteristics wield a systematic influence on the size of the reported elasticities. Including a control for temperature in demand equations has a particularly strong impact on the estimated elasticities, as does the usage of other than marginal or average price, both factors that increase the reported elasticities. Lower data granularity and nonflat tariff systems are associated with smaller elasticities. Nevertheless, although we collect 38 aspects of study design and control for publication bias, we are still unable to explain almost 50% of the variation in the reported elasticities, which leaves ample scope for further research on this important topic.
