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Abstract
We study a system of interacting diffusions and show that for a large number of particles its empirical
measure approximates the solution of the porous medium equation. Furthermore we prove propagation of
chaos.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
We study the following system of interacting particles in Rd :
dX N ,i,ε,δt = −
1
N
N∑
j=1
∇V ε(X N ,i,ε,δt − X N , j,ε,δt )dt + δdBit , i = 1, . . . , N (1)
X N ,i,ε,δ0 = ζ i .
Here V ε is a smooth interaction kernel which is obtained from a function V by the scaling
V ε(x) := 1
εd
V (x/ε), (2)
(Bi )i∈N is a sequence of independent standard Brownian motions, and (ζ i )i∈N is a sequence
of independent and identically distributed random variables, independent of the Brownian
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motions and whose distribution has a given smooth density u0 with respect to Lebesgue
measure.
The particle system (1) depends on three parameters: N ∈ N, ε > 0 and δ > 0. N is the
number of particles, ε measures the range of interaction, and δ measures the strength of the
additional diffusion caused by the Brownian motions.
Now we let N →∞, ε → 0, δ → 0 in such a way that N  1/ε and ε  δ. We shall show
that then the following hold:
(1) For each t ≥ 0 the empirical measure µN ,ε,δt := 1N
∑N
i=1 δXN ,i,ε,δt of the particle system
converges weakly to a deterministic measure Pt on Rd . This measure has a density u(t, ·)
which solves the porous medium equation
∂u
∂t
= 1
2
∆(u2) in R>0 × Rd
u(0, ·) = u0
with initial datum u0.
(2) The distribution of the position X N ,i,ε,δt of each particle also converges weakly to Pt .
(3) Any fixed number of particles remains approximately independent in the course of time, in
spite of the interaction.
The third statement is known as propagation of chaos. In this context the word “chaotic” is used
as a synonym for “independent and identically distributed”. By definition the situation at time
t = 0 is chaotic (because the initial positions ζ i of the particles are independent and identically
distributed), and we claim that at later times the situation is approximately chaotic, too: the chaos
propagates. For an introduction to propagation of chaos we refer to Sznitman [15], and for an
introduction to the theory of the porous medium equation to Va´zquez [16].
2. Assumptions on the initial datum and the interaction kernel
We assume that u0, the common density of the distributions of the initial positions ζ i of the
particles, belongs to the weighted Sobolev space W 2n,1(R
d) for all n ∈ N. This space consists of
all n times weakly differentiable functions f : Rd → R for which the weighted Sobolev norm
‖ f ‖(n,1) :=
(
n∑
k=0
d∑
i1,...,ik=1
∫
Rd
(1+ |x |)
∣∣∣∣ ∂k f∂xi1 · · · ∂xik (x)
∣∣∣∣2 dx
)1/2
is finite. The Sobolev embedding theorems imply that then u0 ∈ C∞b (Rd), where C∞b (Rd) is
the space of smooth functions which are bounded together with all their partial derivatives.
Conversely, if u0 is smooth with compact support, it belongs to W 2n,1(R
d) for all n ∈ N.
The function V is supposed to have the following properties:
(1) There exists a function W ∈ C∞b (Rd) with W ≥ 0,
∫
Rd W (x)dx = 1 and W (−x) = W (x)
for all x ∈ Rd , such that V = W ∗W .
(2) All moments of V are finite, i.e. for all n ∈ N we have:∫
Rd
|x |nV (x)dx <∞. (3)
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The first property implies in particular: V is symmetric, i.e. V (−x) = V (x) for all x ∈ Rd ,
and ∇V is Lipschitz-continuous and bounded. Let L be a Lipschitz-constant for ∇V , and let
K := ‖∇V ‖L∞(Rd ,Rd ). It follows that ∇V ε is Lipschitz-continuous with Lipschitz-constant
Lε := L/εd+2 and bounded by Kε := K/εd+1.
3. Statement of the main result
Let u be the unique strong L1-solution (see the next section) of the Cauchy problem
∂u
∂t
= 1
2
∆(u2) in R>0 × Rd
u(0, ·) = u0
for the porous medium equation with exponent 2 and initial datum u0, and let Pt be the
probability measure on Rd with density u(t, ·). Let m be a fixed natural number, and let PN ,m,ε,δt
be the joint distribution of the random variables X N ,i,ε,δt , i = 1, . . . ,m. Now we let N → ∞,
ε → 0, δ → 0, where in addition to that we require N , ε and δ to satisfy the relations
N ≥ exp(ε−2d−5) (4)
and
ε ≤ C(V, T, δ)−1/3, (5)
where C(V, T, δ) is defined in (28). We denote this convergence by (N , ε, δ)
B→(∞, 0, 0). Then
we have the following theorem:
Theorem 3.1 (Propagation of Chaos). When (N , ε, δ) B→(∞, 0, 0), PN ,m,ε,δt converges weakly
to P⊗mt :
PN ,m,ε,δt ⇀ P
⊗m
t ,
locally uniformly in t.
This result implies the statements made in the introduction:
Corollary 3.1. (1) The empirical measure µN ,ε,δt = 1N
∑N
i=1 δXN ,i,ε,δt converges weakly to Pt .
(2) The distribution of the position of each particle also converges to Pt .
(3) A fixed number of particles remains approximately independent over the course of time.
Proof. The second and the third statement follow immediately from the theorem. The first
statement follows from the theorem and the general fact (see [15], Chapter I.2, Proposition 2.2)
that propagation of chaos is equivalent to weak convergence of the empirical measure to a
deterministic measure. 
Remark 3.1. Conditions (4) and (5), which are the precise versions of N  1/ε and ε  δ, are
crucial: Condition N  1/ε ensures that even when ε, which measures the range of interaction,
is small, each particle interacts with many other particles. Condition ε  δ ensures that the
stochastic effects, whose strength is measured by δ, are strong enough.
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4. Remarks concerning the porous medium equation and related work
The classical application of the porous medium equation
∂u
∂t
= 1
2
∆(u2)
with exponent 2 concerns the density of an ideal gas flowing isothermally through a
homogeneous porous medium (see [16], Chapter I.1 or [17], Section 1.9). Let u be the density of
the gas, v its velocity and p the pressure. Then we have the following physical laws:
1. Conservation of mass:
∂u
∂t
+ div(uv) = 0
2. Equation of state: p ∼ u
3. Darcy’s law: v ∼ −∇ p.
Combining these equations we see that (up to a positive constant factor that can be scaled away)
∂u
∂t
= div(u∇u) = 1
2
∆(u2),
so that the density of the gas satisfies the porous medium equation. For an introduction to flows
in porous media we refer to Va´zquez [17].
We now turn to mathematical properties of the Cauchy problem
∂u
∂t
= 1
2
∆(u2) in R>0 × Rd (6)
u(0, ·) = u0.
In general this Cauchy problem does not admit a classical solution. We therefore have to
introduce a suitable notion of weak solution. Following Va´zquez [16] we define:
Definition 4.1. A nonnegative function u ∈ C(R≥0, L1(Rd)) is a strong L1-solution of the
Cauchy problem (6) if:
(1) u2, ∂u
∂t ,∆(u
2) ∈ L1loc(R≥0, L1(Rd))
(2) ∂u
∂t = ∆(u2) in R≥0 × Rd
(3) u(0, ·) = u0.
It is known (see e.g. [16], Chapter III, Theorem 2 and 3 and Proposition 4) that the Cauchy
problem (6) has a unique strong L1-solution u and that for every t ≥ 0 u(t, ·) is a probability
density.
We have given a physical derivation of the porous medium equation based on the hypotheses
of continuum mechanics. But strictly speaking, a gas is not a continuum, but consists of atoms
and molecules. Therefore it is desirable to find rigorous connections between this microscale and
the macroscale. We know that on the macroscale the behaviour of the gas is described by the
porous medium equation. So our goal is to find a microscopic model which allows us, when the
number of particles tends to infinity, to derive the porous medium equation as the limit equation.
Until now, in particular lattice models have been studied, i.e. systems of particles evolving on
Zd or on a discrete torus (Z/NZ)d , see [3,4,6,7] and chapter 5 of [10]. In particular, Inoue [7]
has proved propagation of chaos for his lattice model.
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It is therefore natural to ask whether there exist systems of interacting diffusion processes
having the same property. Quite surprisingly, until now no completely satisfactory result has
been found. There have been only partial solutions to this problem:
Benachour, Chassaing, Roynette and Vallois [1] consider a system of interacting diffusions
which converges to the solution of the equation
∂u
∂t
= 1
2
∆(u(σ ∗ u)2),
where σ is a Lipschitz-continuous and bounded interaction kernel. If we could replace σ with δ0,
the Dirac measure at 0, we would get the porous medium equation with exponent 3, but there is
no convergence result for σ → δ0.
Jourdain [8] studies a system related to a Cauchy problem for the porous medium equation
where the initial datum is the distribution function of a probability measure. But this approach is
limited to dimension d = 1 and does not cover the interesting case where the initial datum is a
probability measure.
Oelschla¨ger [12] studies a deterministic interacting particle system given by a system of
coupled ordinary differential equations and quite similar to our system. In his system the
Brownian motion term δdBit is not present. His approach might seem to be more natural because
δ tends to 0 anyway, but Oelschla¨ger does not benefit from the regularizing effect induced by the
Brownian motions. Therefore he is able to prove convergence to the porous medium equation
only under very restrictive conditions on u0. Only in dimension d = 1 does he allow quite
general initial data, while in dimension d ≥ 2 he requires u0 to be strictly positive everywhere, a
condition which guarantees that an initially smooth solution remains smooth. Thus Oelschla¨ger
does not cover the physically most relevant case where d = 3 and the initial datum has compact
support.
The same author studies in [14] the numerical simulation of the so called viscous porous
medium equation ∂u
∂t = 12∆(u2) + 12∆u by a stochastic particle method. That paper illustrates
the applicability and importance of interacting particle systems for numerical purposes. One
should however note that the viscous porous medium equation is much easier to handle than its
nonviscous counterpart thanks to the smoothing effect of the extra term 12∆u.
5. Proof of Theorem 3.1
5.1. Overview of the proof and preliminary results
As intermediate objects between the particle system (1) and the porous medium equation we
introduce non-linear processes X
i,ε,δ
(i ∈ N, ε, δ > 0) and X i,δ (i ∈ N, δ > 0) defined as
solutions of the following non-linear stochastic differential equations:
dX
i,ε,δ
t = −(∇V ε ∗ uε,δ)(t, X i,ε,δt )dt + δdBit , (7)
X
i,ε,δ
0 = ζ i (8)
P
[
X
i,ε,δ
t ∈ dx
]
= uε,δ(t, dx) (9)
and
dX
i,δ
t = −∇uδ(t, X i,δt )dt + δdBit (10)
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X
i,δ
0 = ζ i (11)
P
[
X
i,δ
t ∈ dx
]
= uδ(t, x)dx (12)
uδ ∈ C1,2b ([0, T ] × Rd) ∀T ≥ 0. (13)
Note that the processes X
i,ε,δ
and X
i,δ
are driven by the same Brownian motion Bi and have
the same initial value ζ i as the i-th particle of the system (1).
A solution of (7)–(9) is a couple (X
i,ε,δ
, uε,δ) consisting of a stochastic process X
i,ε,δ
and
a probability measure uε,δ on C(R≥0,Rd), the space of continuous functions from R≥0 to Rd ,
such that:
(1) The stochastic differential equation (7) and (8) is satisfied.
(2) The distribution of X
i,ε,δ
t is given by u
ε,δ(t, ·).
A solution of (10)–(13) is a couple (X
i,δ
, uδ) consisting of a stochastic process X
i,δ
and a
function uδ : R≥0 × Rd → R≥0 with uδ ∈ C1,2b ([0, T ] × Rd) ∀T ≥ 0 such that:
(1) The stochastic differential equation (10) and (11) is satisfied.
(2) The distribution of X
i,δ
t is given by the measure with density u
δ(t, ·).
Remark 5.1. (1) We will show (Propositions 5.2 and 5.3) that both non-linear stochastic
differential equations have a unique solution.
(2) The processes X
i,ε,δ
(i ∈ N) are independent copies of each other: the initial positions ζ i
(i ∈ N) are independent and identically distributed, and X i,ε,δ does not interact with X j,ε,δ
for i 6= j . The same holds for the processes X i,δ (i ∈ N). We can therefore omit the index i .
(3) The Itoˆ formula implies that uε,δ is a solution of the integro-differential equation
∂uε,δ
∂t
= δ
2
2
∆uε,δ + div ((∇V ε ∗ uε,δ)uε,δ) (14)
uε,δ(0, ·) = u0,
while uδ is a solution of the viscous porous medium equation
∂uδ
∂t
= δ
2
2
∆uδ + div (∇uδuδ)
= δ
2
2
∆uδ + 1
2
∆((uδ)2) (15)
uδ(0, ·) = u0.
The proof of Theorem 3.1 now consists of the following three parts. In the first part we show (for
fixed ε, δ > 0 and N → ∞) convergence of X N ,i,ε,δ to X i,ε,δ , in the second part we show (for
fixed δ > 0 and ε → 0) convergence of X i,ε,δ to X i,δ , and in the third part we show (for δ → 0)
convergence of uδ to u.
However, before we can show convergence wemust show existence, uniqueness and regularity
results for the measure uε,δ , the function uδ and the processes X i,ε,δ and X i,δ . We first study uε,δ
and uδ:
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Proposition 5.1. (1) The viscous porous medium equation (14) has a unique classical solution
uδ (classical means: uδ ∈ C1,2b ([0, T ] × Rd) for all T ≥ 0), and for each T ≥ 0 we have:
uδ ∈ C∞b ([0, T ] × Rd).
(2) The integro-differential equation (14) has a unique measure-valued (weak) solution.
(3) This solution is in fact a classical solution. For each t ≥ 0 the measure uε,δ(t, ·) has a density
with respect to Lebesgue measure (which we also denote by uε,δ(t, ·)), and for each T ≥ 0
we have
uε,δ ∈ C∞b ([0, T ] × Rd).
(4) For each δ > 0, j, k ∈ N0, i1, . . . , ik ∈ {1, . . . , d} and T ≥ 0 we have:
sup
ε>0
1
ε2
∥∥∥∥ ∂ j+k∂t j∂xi1 · · · ∂xik (uε,δ − uδ)
∥∥∥∥
L∞([0,T ]×Rd )
<∞.
Corollary 5.1. (1) For each T ≥ 0 and each δ > 0 there is a constant C1(T, δ) <∞ such that
|∇uδ(s, x)−∇uδ(s, y)| ≤ C1(T, δ)|x − y| (16)
for all s ∈ [0, T ] and all x, y ∈ Rd .
(2) For each T ≥ 0 and each δ > 0 there is a constant C2(T, δ) <∞ such that
‖D3uε,δ‖L∞([0,T ]×Rd ,Rd3 ) ≤ C2(T, δ) (17)
for all ε > 0.
Here we use the following notation. For f ∈ C3([0, T ] × Rd) we write
D3 f :=
(
∂3 f
∂xi1∂xi2∂xi3
)d
i1,i2,i3=1
and
‖D3 f ‖L∞([0,T ]×Rd ,Rd3 )
:= sup
{∣∣∣∣ ∂3 f∂xi1∂xi2∂xi3 (t, x)
∣∣∣∣ ∣∣∣∣ t ∈ [0, T ], x ∈ Rd , i1, i2, i3 ∈ {1, . . . , d}} .
(3) For each T ≥ 0 and each δ > 0 there is a constant C3(T, δ) <∞ such that
‖∇uε,δ −∇uδ‖L∞([0,T ]×Rd ) ≤ C3(T, δ)ε2 (18)
for all ε > 0.
Proof of Proposition 5.1. For δ = 1 this has been proved in [13], Theorems 1 and 2. The general
case follows from the case δ = 1 with the following scaling argument:
We first show the existence of a classical solution uε,δ of the integro-differential equation (14).
We will show that it has the form
uε,δ(t, x) = αu˜ε(βt, γ x). (19)
Here α, β and γ are strictly positive parameters which are still to be determined, and u˜ε is the
unique classical solution of the Cauchy problem
∂ u˜ε
∂t
= 1
2
∆u˜ε + div((∇V εγ ∗ u˜ε)u˜ε) (20)
u˜ε(0, ·) = u˜0.
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Its existence and uniqueness is proved in [13], Theorem 1. As we want uε,δ(0, ·) to be equal to
u0, we must choose
u˜0(x) := 1
α
u0(x/γ ).
(2) and (19) imply:
∂uε,δ
∂t
(t, x) = αβ ∂ u˜
ε
∂t
(βt, γ x)
δ2
2
∆uε,δ(t, x) = αγ 2δ2 1
2
∆u˜ε(βt, γ x)
div((∇V ε ∗ uε,δ)uε,δ)(t, x) = α2γ 2div((∇V εγ ∗ u˜ε)u˜ε)(βt, γ x).
We now determine α, β and γ in such a way that
αβ = αγ 2δ2 = α2γ 2 (21)
and
αγ−d = 1 (22)
hold; (22) ensures that
∫
Rd u˜0(x)dx = 1. The unique solution of (21) and (22) is
α = δ2, β = δ2+4/d , γ = δ2/d .
We therefore set
u˜0(x) := 1
δ2
u0(x/δ2/d)
and
uε,δ(t, x) := δ2u˜ε(δ2+4/d t, δ2/d x) (23)
and see that the function uε,δ defined in this way is a classical solution of the Cauchy problem
(14).
Uniqueness of a weak solution of (14) follows with the inverse scaling. Two different weak
solutions of (14) would lead to two different weak solutions of (20) with the same initial values,
which would contradict the results of [13]. We have thus proved the second and the third
statement of the proposition.
We now prove the first and the fourth statement. To this end let u˜ be the unique classical
solution of the Cauchy problem
∂ u˜
∂t
= 1
2
∆u˜ + 1
2
∆(u˜2)
u˜(0, ·) = u˜0.
According to [13], formula (2.20), for each T ≥ 0:
u˜ ∈ C∞b ([0, T ] × Rd).
The same scaling argument as above implies that (14) has a unique classical solution uδ ∈⋂
T≥0 C1,2b ([0, T ] × Rd), which is given by
uδ(t, x) = δ2u˜(δ2+4/d t, δ2/d x) (24)
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and therefore even belongs to
⋂
T≥0 C∞b ([0, T ] × Rd).
According to [13], Theorem 2, formula (2.19) with L = 0 we have:
sup
ε>0
1
ε2
∥∥∥∥ ∂ j+k∂t j∂xi1 · · · ∂xik (u˜ε − u˜)
∥∥∥∥
L∞([0,T ]×Rd )
<∞,
and (23) and (24) imply:
sup
ε>0
1
ε2
∥∥∥∥ ∂ j+k∂t j∂xi1 · · · ∂xik (uε,δ − uδ)
∥∥∥∥
L∞([0,T ]×Rd )
= δ2δ j (2+4/d)δk 2/d sup
ε>0
1
ε2
∥∥∥∥ ∂ j+k∂t j∂xi1 · · · ∂xik (u˜ε − u˜)
∥∥∥∥
L∞([0,T ]×Rd )
<∞,
which concludes the proof of the proposition. 
We now study the process (X
δ
t )t≥0:
Proposition 5.2. The stochastic differential equation (10)–(13) has a unique solution (X δ, uδ).
Proof. We follow ideas of Jourdain and Me´le´ard [9]. First we show uniqueness. To this end let
(X
δ
, uδ) be a solution. As we have already mentioned, the Itoˆ formula implies that uδ is a weak
solution of the viscous porous medium equation (14). Because of uδ ∈ C1,2b ([0, T ] × Rd) ∀T ≥
0 it is even a classical solution of (14) and therefore (according to the first statement of
Proposition 5.1) unique. This implies immediately that X
δ
is unique, too.
We now prove the existence of a solution. To this end let uδ ∈ ⋂T≥0 C∞b ([0, T ] × Rd) be
the unique classical solution of (14) (see Proposition 5.1), and let X
δ
be the unique solution of
(10) and (11). This means that we insert uδ in (10) without caring whether the distribution of the
process X
δ
is really given by uδ . According to [5], Chapter 6.5, Theorem 5.4, the distribution of
X
δ
t has for each t ≥ 0 a density v(t, ·), and v is a classical solution of the uniformly parabolic
linear partial differential equation
∂v
∂t
= δ
2
2
∆v + div(∇uδv) (25)
v(0, ·) = u0.
According to [11], Chapter I.2, Theorem 2.6, this property determines v uniquely. But as uδ is
also a classical solution of (25), it follows that v = uδ , and the proposition is proved. 
Now we study the process (X
ε,δ
t )t≥0:
Proposition 5.3. The stochastic differential equations (7)–(9) has a unique solution (Xε,δ, uε,δ).
Proof. Using Proposition 5.1 this can be proved in the same way as Proposition 5.2. An
alternative proof (independent of Proposition 5.1) can be given using a fixed point argument
in the space of probability measures on C(R≥0,Rd) (cf. [15], Chapter I.1, Theorem 1.1). 
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5.2. First step: N →∞ (ε, δ fixed)
We can now start to prove Theorem 3.1. As we have already said, we first show convergence
of X N ,i,ε,δ to X
i,ε,δ
for N →∞ with ε and δ fixed:
Proposition 5.4. For each T ≥ 0 and each i ∈ {1, . . . , N } we have:
E
[
sup
0≤s≤T
∣∣∣X N ,i,ε,δs − X i,ε,δs ∣∣∣2
]
≤ 2K 2L−2ε2 exp(6L2T 2ε−2d−4) 1
N
.
Remark 5.2. This estimate obviously implies that for fixed ε, δ > 0 X N ,i,ε,δ converges in L2 to
X
i,ε,δ
, locally uniformly in t . But due to (4), even for variable ε and δ we have
E
[
sup
0≤s≤T
∣∣∣X N ,i,ε,δs − X i,ε,δs ∣∣∣2
]
→ 0 ((N , ε, δ) B→(∞, 0, 0)).
This is important because we will combine Proposition 5.4 with other convergence results
(Corollary 5.2 and Proposition 5.6) where ε → 0 and δ → 0.
Proof of Proposition 5.4. Since a similar result is proved in [9], Proposition 2.3, we only
sketch the proof. Let us first recall that ∇V ε is Lipschitz-continuous with Lipschitz-constant
Lε = L/εd+2 and bounded by Kε = K/εd+1. Let
Φ(t) := E
[
sup
0≤s≤t
∣∣∣X N ,i,ε,δs − X i,ε,δs ∣∣∣2
]
.
Using (1) and (7) one can easily show that
Φ(t) ≤ 3t
N 2
E
∫ t
0
∣∣∣∣∣ N∑
j=1
[
(∇V ε ∗ uε,δ)(s, X i,ε,δs )−∇V ε(X i,ε,δs − X j,ε,δs )
]∣∣∣∣∣
2
ds

+ E
∫ t
0
∣∣∣∣∣ N∑
j=1
[
∇V ε(X i,ε,δs − X j,ε,δs )−∇V ε(X N ,i,ε,δs − X j,ε,δs )
]∣∣∣∣∣
2
ds

+ E
∫ t
0
∣∣∣∣∣ N∑
j=1
[
∇V ε(X N ,i,ε,δs − X j,ε,δs )−∇V ε(X N ,i,ε,δs − X N , j,ε,δs )
]∣∣∣∣∣
2
ds
 .
(26)
Using the Lipschitz-continuity of ∇V ε one obtains that the second and the third term are both
bounded by N 2L2ε
∫ t
0 Φ(s)ds. For the first term we get
E
∫ t
0
∣∣∣∣∣ N∑
j=1
[
(∇V ε ∗ uε,δ)(s, X i,ε,δs )−∇V ε(X i,ε,δs − X j,ε,δs )
]∣∣∣∣∣
2
ds

=
N∑
j,k=1
∫ t
0
E
{[
(∇V ε ∗ uε,δ)(s, X i,ε,δs )−∇V ε(X i,ε,δs − X j,ε,δs )
]
·
[
(∇V ε ∗ uε,δ)(s, X i,ε,δs )−∇V ε(X i,ε,δs − X k,ε,δs )
]}
ds.
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If j 6= k this expectation vanishes, and otherwise it is bounded by 4K 2ε due to the boundedness
of ∇V ε. Therefore the first term on the right-hand side of (26) is bounded by 4NtK 2ε .
Summarizing these estimates we get:
Φ(t) ≤ 3t
N 2
{
4NtK 2ε + 2N 2L2ε
∫ t
0
Φ(s)ds
}
≤ 12T tK 2ε
1
N
+ 6L2εT
∫ t
0
Φ(s)ds.
Now letΨ(t) := Φ(t)+ 4K 2ε tN L2ε . It follows thatΨ(t) ≤ 6L
2
εT
∫ t
0 Ψ(s)ds+ 2K
2
ε
NL2ε
. Gronwall’s lemma
now implies that Ψ(t) ≤ 2K 2εNL2ε exp(6L
2
εT t) which concludes the proof. 
5.3. Second step: ε → 0 (δ fixed)
We now show that X
ε,δ
t converges to X
δ
t for ε → 0 and δ fixed:
Proposition 5.5. Let
C(V ) := d
3/2
2
∫
Rd
|y|2V (y)dy
(C(V ) is finite because of (3)), and
K (V, T, δ) := [C(V )C2(T, δ)+ C3(T, δ)] T exp(C1(T, δ)T ).
Then for each T ≥ 0:
sup
0≤s≤T
∣∣∣Xε,δs − X δs ∣∣∣ ≤ K (V, T, δ)ε2.
Corollary 5.2.
E
[
sup
0≤s≤T
∣∣∣Xε,δs − X δs ∣∣∣2
]
≤ K (V, T, δ)2ε4.
The main ingredient to the proof is Proposition 5.1. We also need the following lemma:
Lemma 5.1. For every g ∈ C3b([0, T ] × Rd):∥∥V ε ∗ ∇g −∇g∥∥L∞([0,T ]×Rd ) ≤ C(V )‖D3g‖L∞([0,T ]×Rd ,Rd3 )ε2 (27)
Proof. This is a simple computation using the symmetry of V . 
Proof of Proposition 5.5. Let
Ψ(t) := sup
0≤s≤t
∣∣∣Xε,δs − X δs ∣∣∣ .
(7), (8), (10), (11), (16)–(18) and (27) imply:
Ψ(t)
(7), (8), (10), (11)≤
∫ t
0
∣∣∣(∇V ε ∗ uε,δ)(s, Xε,δs )−∇uδ(s, X δs)∣∣∣ ds
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≤
∫ t
0
∣∣∣(V ε ∗ ∇uε,δ)(s, Xε,δs )−∇uε,δ(s, Xε,δs )∣∣∣ ds
+
∫ t
0
∣∣∣∇uε,δ(s, Xε,δs )−∇uδ(s, Xε,δs )∣∣∣ ds
+
∫ t
0
∣∣∣∇uδ(s, Xε,δs )−∇uδ(s, X δs)∣∣∣ ds
(27), (18), (16)≤ tC(V )
∥∥∥D3uε,δ∥∥∥
L∞([0,T ]×Rd ,Rd3 ) ε
2 + tC3(T, δ)ε2
+C1(T, δ)
∫ t
0
∣∣∣Xε,δs − X δs ∣∣∣ ds
(17)≤ t [C(V )C2(T, δ)+ C3(T, δ)] ε2 + C1(T, δ)
∫ t
0
Ψ(s)ds.
Gronwall’s lemma now implies:
Ψ(t) ≤ t [C(V )C2(T, δ)+ C3(T, δ)] ε2 exp(C1(T, δ)t),
in particular
sup
0≤s≤T
∣∣∣Xε,δs − X δs ∣∣∣ = Ψ(T )
≤ [C(V )C2(T, δ)+ C3(T, δ)] T exp(C1(T, δ)T )ε2
= K (V, T, δ)ε2. 
We can now combine Proposition 5.4 and Corollary 5.2 to get the following result:
Corollary 5.3. Let
C(V, T, δ) := 2K (V, T, δ)2. (28)
Then for each T ≥ 0 and each i ∈ {1, . . . , N }:
E
[
sup
0≤s≤T
∣∣∣X N ,i,ε,δs − X i,δs ∣∣∣2
]
≤ 72K 2T 2ε−2d−2 exp(6L2T 2ε−2d−4) 1
N
+ C(V, T, δ)ε4.
Combining this estimate with (4) and (5) we get:
E
[
sup
0≤s≤T
∣∣∣X N ,i,ε,δs − X i,δs ∣∣∣2
]
→ 0 ((N , ε, δ) B→(∞, 0, 0)). (29)
5.4. Third step: δ → 0
We use the following analytical result due to Be´nilan and Crandall [2]:
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Proposition 5.6. For each T ≥ 0:
sup
0≤t≤T
‖uδ(t, ·)− u(t, ·)‖L1(Rd ) → 0 (δ → 0). (30)
Proof. Apply the theorem on page 162 of Be´nilan and Crandall [2] to the functions ϕn(r) :=
r2 sign r/2+δ2nr/2 and ϕ∞(r) := r2sign r/2 for a sequence (δn)n∈N converging to 0. (The factor
sign r makes the functions ϕn and ϕ∞ nondecreasing, as required in the formulation of Be´nilan’s
and Crandall’s theorem, but since uδ and u are nonnegative, sign uδ = sign u = 1, and these
choices of ϕn and ϕ∞ do correspond to the (viscous) porous medium equation.) 
We can now easily prove Theorem 3.1 by combining Corollary 5.3 and Proposition 5.6:
Proof of Theorem 3.1. Let Pδt be the distribution of X
δ
t . (29) implies that for (N , ε, δ)
B→
(∞, 0, 0) the measure PN ,m,ε,δt − Pδt ⊗m converges weakly to 0, locally uniformly in t . Eq. (30)
implies for δ → 0 weak convergence of Pδt to Pt (locally uniformly in t). It follows that for
(N , ε, δ)
B→(∞, 0, 0) the measure PN ,m,ε,δt converges weakly to P⊗mt (locally uniformly in t).

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