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Abstract
We consider Integer Programs (IPs) with a certain block structure, called
two-stage stochastic. A two-stage stochastic IP is an integer program of the
form min{cTx | Ax = b, ` ≤ x ≤ u, x ∈ Zs+nt} where the constraint matrix
A ∈ Zrn×s+tn consists of blocks A(i) ∈ Zr×s on a vertical line and blocks
B(i) ∈ Zr×t on the diagonal line aside.
We improve the bound for the Graver complexity of two-stage stochastic
IPs. Our bound of 3O(s
s(2r‖A‖∞+1)rs) reduces the dependency from rs2 to rs
and is asymptotically tight under the exponential time hypothesis in the case
that r = 1.
The improved Graver complexity bound stems from improved bounds on
the intersection for a class of structurally rich integer cones. Our bound of
3O(d∆)
d
for dimension d and absolute entries bounded by ∆ is independent
of the number of intersected integer cones. We investigate special properties
of this class which is complemented by the fact that these properties do not
hold for general integer cones. Moreover, we give structural characterizations
of this class that admit their use for two-stage stochastic IPs.
3
1 Introduction
Every semester most students face a less desirable, yet common, problem.
During (and prior to) exam weeks there is often more time required to master
every aspect of the course than there is time until the exam. In other words,
students can only study a proper subset of topics and thus search an answer
to the following question.
What should be studied to achieve the best possible grade?
1.1 Integer Programming
Consider some upcoming exam with n topics. A topic i requires ti time to
study and yields up to pi points in the exam. If there is t time until the
exam, then the best way to study is given by an optimal solution to
maximize p1x1 + . . . + pnxn
such that t1x1 + . . . + tnxn ≤ t and x ∈ {0, 1}n.
The variables xi state whether or not a topic is studied and we require a
value of 0 or 1 because fractional knowledge usually does not yield points in
an exam and neither does learning topics twice. The constraint states that
the time required to study the topics picked by x must not exceed the time
left until the exam takes place. Under this restriction the sum of points for
topics studied is maximized.
This formulation, which is an instance of the well-known knapsack prob-
lem, might require additional constraints. In particular, in exam weeks usu-
ally more than one exam is written. This adds one constraint per exam to our
formulation. Another type of constraint might include dependencies between
topics, i.e. if one topic is required to understand another topic. Hence, the
formulation eventually ends up as follows
max{ cTx | Ax ≤ b, l ≤ x ≤ u, x ∈ Zn≥0}.
This problem is called Integer Program (IP) and the inputs are a matrix
A ∈ Zm×n, a right-hand side vector b ∈ Zm, a cost function c ∈ Zn, and
bounds for the solution l, u ∈ Zn. Consequent chapters focus on an alterna-
tive form of IPs, where, instead of inequalities, the constraints are formulated
by equations
max{ cTx | Ax = b, l ≤ x ≤ u, x ∈ Zn≥0}.
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The student now wants to solve this problem fast to start studying as soon
as possible. However, there is little hope for an efficient algorithm, as IPs
are NP-complete. In fact, already the restricted version 0-1-IP, where only
solutions x ∈ {0, 1}n are allowed, is shown to be NP-complete by Karp [27].
This motivates the search for algorithms efficient in some parameter. A
problem is fixed parameter tractable (fpt) if there exists an algorithm with
complexity f(k) · |I|O(1), where k is some parameter of the problem and |I|
the problem encoding length. Parametrized by the number of rows, there
exists an algorithm due to Lenstra [24], which was improved by Kannan [25].
Apart from that, there are also algorithms parametrized by the number of
columns and largest matrix coefficient [13, 23]. A third parameter considered
is the largest absolute determinant of any quadratic submatrix. Although
Shevchenko [32] conjectured tractability in this parameter already in 1996,
the question whether there exists such an algorithm remains unsolved. How-
ever, for unimodular and more recently shown for bimodular matrices, where
this parameter is bounded by 1 and 2, respectively, the problem can be solved
in polynomial time [1].
1.2 Two-stage stochastic IPs
The previous section showed how the optimal exam preparation problem,
where topics, time required per topic, and points per topic are given, can be
solved using IPs. A major problem for students is that the points per topic
are typically not known before the exam. They have to choose which topics
to study under the uncertainty of whether the topics will even appear in the
exam. The question to solve is
What should be studied without knowing the exam?
The difficulty is to include uncertainty over all possibly occurring tasks
in our model. This can be modelled using a block A(i)x + B(i)y(i) = b(i) to
combine the topics to study, stated in A(i), with the possible tasks, stated
in B(i), for every task i. If, for example, topics 1, 5, 17 are required to solve
task 3, a constraint could be
−x1 − x5 − x17 + 3y3 ≤ 0
to state that all three topics are required to achieve the points for task 3.





Constraints for task 1
...
Figure 1: Two-stage matrix
number of points in the exam is given by the sum of points per possible task
multiplied by the probability that this task is part of the exam.
This formulation is an instance of two-stage stochastic IPs, which consid-
ers a class of IPs, where the constraint matrix has non-zero entries only in








for submatrices the matrices A(1), . . . , A(n) ∈ Zr×s and B(1) . . . , B(n) ∈ Zr×t.
In order to solve this problem, previously stated methods for IPs could
be used. However, the number of scenarios n (the number of potential tasks
in the exam) is usually large, which carries over to other parameters such as
the number of rows and columns. This motivates interest in fpt-algorithms,
where n is not beyond the set of parameters.
A common technique are Graver augmentation algorithms. Simply put,
such algorithms start from a feasible solution which is improved in each aug-
mentation step using a set of minimal, sign compatible kernel elements of the
matrix, called Graver elements. The running time of the algorithm highly
depends on the size of Graver elements. Using this approach, Hemmecke
and Schultz [19] developed the first fpt-algorithm for two-stage stochas-
tic IPs. The algorithm has a running time of f(r, s, t,∆) · poly(n), where
f is a computable function with no explicit bound. Improving upon the




) · poly(n, t, ϕ). The algorithmic framework for augmen-
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tation algorithms by Eisenbrand et al. [12] considering IPs with sparse
matrices, which especially includes block-structured matrices, improves the
running time further.
Complementing these existing algorithms, Klein [28] proved a double ex-
ponential lower bound for Graver elements. Recently, Jansen et al. [21]
showed a lower bound of 22
δ(s+t) · |I|O(1) for some δ > 0 assuming the Ex-
ponential Time Hypothesis (ETH), which is a conjecture stating that the
3-SAT problem cannot be solved in subexponentially time depending on the
number of variables.
We improve upon Klein’s bound on Graver elements. section 3 proves
that the double exponential dependency is at most rs improving on the
previous bound of rs2. Combined with the augmentation framework due to
Eisenbrand et al. [12] the following theorem is obtained.
Theorem 1. A two-stage stochastic IP can be solved in time
3O((r+s)s
s(2r∆+1)rs) · n log3 n · log ‖u− l‖∞ · log ‖c‖∞.
Simultaneously to this work, Cslovjecsek et al. [10] found a strong fpt
algorithm with improved running time, which is subquadratic in the number
of rows of the input matrix. Strong fpt algorithms are independent of bit
encoding lengths of the numeric input but only depend on the number of
rows and the fpt-parameters. Additionally, using similar arguments, they
improved upon parametric dependencies regarding the block sizes.
1.3 Further Related Work
1.3.1 Applications
Going beyond the university motivated example, there is a vast area of appli-
cations for stochastic programming. This includes any problem involving un-
certainty. Typically either there are decisions required before all information
is revealed [14, 15] or postponing decisions increases potential costs [33, 26].
The areas of application include for example worker scheduling [26, 4],
















While this work considers only two-stage stochastic IPs, there are more
types of block structured matrices. In (2) the left matrix is the transposed
of a two-stage matrix structure. The resulting problem type is called n-fold
IP. In n-fold matrices all variables share few constraints and each additional
constraint involves only a distinct block of variables. After a long line of
research (see e.g. [18, 22, 12]), the currently best algorithm by Cslovjecsek
et al. [9] has complexity 2O(rs
2)(rs∆)O(r
2s+s2)(nt)1+o(1). Although the prob-
lems are structurally very similar, n-folds require only a single exponential
dependency in the block sizes while two-stage stochastic IPs have a double
exponential lower bound, unless ETH fails [21].
When the block of shared variables from two-stage stochastic IPs is com-
bined with the shared constraints of n-folds as shown in the right matrix of
(2), we obtain a 4-block IP. There is comparably less related work on this
block structure. Especially, previous approaches focused on repetitions of
the same blocks B,C, and D. Hemmecke et al. [17] found this problem in
XP. Chen et al. [7] recently showed matching lower and upper bounds for
the size of Graver elements and Chen et al. [6] recently showed NP-hardness
for the largest coefficient as a parameter.
2 Preliminaries
We start with bounding on the least common multiple (lcm) of determinants
for matrices with bounded entry sizes. It is an essential part in the bound
for the intersection of integer cones. The bound comes as a combination of
Hadamard’s inequality and a bound on the lcm of integral numbers up to ∆
by Hanson.
Lemma 1 (Hanson [16]). The least common multiple of all integral numbers
up to ∆ is bounded by lcm(1, . . . ,∆) ≤ 3∆.
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i be the digits of z to base ∆. Consider the matrix
A :=






When Aij denotes the submatrix of A, where row i and column j are deleted,









When the dimension d is uneven, a matrix A′, where compared to A the entry
z1 is changed to −z1 and −z0 is changed to z0, similarly has det(A′) = z.
Lemma 2 (Hadamard’s inequality, e.g. in [31]). For a matrix B ∈ Rm×n
with column vectors B = (b1, . . . , bn) the bound
√
det(BTB) ≤ ∏ni=1 ‖bi‖2
holds.
On the one hand, for every z ≤ ∆d − 1 there exists a matrix A ∈ Zd×d
and ‖A‖∞ ≤ ∆ and det(A) = z by Example 2. On the other hand, a
consequence of Hadamard’s inequality is |det (A)| ≤ (d∆)d. The combination
with Hanson’s bound yields the following corollary.
Corollary 1. The lcm of the absolute value of determinants for nonsingular
d× d matrices, where the entries are integral and bounded by ∆, is ≤ 3(d∆)d.
2.1 Rays
A polyhedron is the set of solutions x ∈ Rd to Ax ≤ b for a matrix A and a
right-hand side b.
Definition 1. Let P be a polyhedron. A vector r ∈ P is called ray of the
polyhedron if αr ∈ P for every α ∈ R≥0.
If r, r′ are rays and r = λr′ for some λ ∈ R>0, they are equivalent in the
sense that the same linear subspace is spanned, i.e. span(r) = span(r′),
and such rays are treated as equal unless stated otherwise.
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Definition 2. Let P be a polyhedron. A ray r ∈ P is called extreme ray of
the polyhedron if r cannot be written as a convex combination of two other
rays of P . More precisely, if r = αr(1) + (1 − α)r(2) for rays r(1), r(2) ∈ P
and 0 < α < 1, then r(1) and r(2) are linearly dependent.
2.2 Basic Feasible Solutions
For vectors v(1), . . . , v(t) the combination
∑t
i=1 λiv
(i) is called convex if λi ≥ 0
and ‖λ‖1 = 1. Consider a polyhedron P for Ax ≤ b. If x ∈ P cannot be
described by a convex combination of other points in P , then x is called a
vertex or, in the context of Linear Programs, a basic feasible solution (bfs)
of Ax ≤ b. Linear Programs (LPs) optimize over a polyhedron or, in other
words, are IPs where the integrality constraint is dropped.
For vectors x and y write x ≤ y if xi ≤ yi for all i. The following lemma
relates an arbitrary LP solution to some bfs and the proof is part of the paper
of Klein [28].
Lemma 3. Consider an LP for a matrix A ∈ Zm×n and a right-hand side
b ∈ Zm with solution x̂ ∈ Rn≥0, i.e. Ax̂ = b. Then there exists a basic
feasible solution x ∈ Rn≥0 with 1`x ≤ x̂, where ` is the number of basic feasible
solutions.
Proof. Let x(1), . . . , x(`) ∈ Rn≥0 be the basic feasible solutions. Since x̂ is a
solution of the LP, it is a convex combination of basic feasible solutions [34].




pigeonhole principle there exists i ≤ ` with λi ≥ 1` and thus 1`x(i) ≤ x̂.
2.3 Lattices




λbb | λ ∈ ZL}.
An example for a two dimensional lattice is shown in Figure 2a. In
contrast to other definitions, here linearly dependent vectors are allowed
for handier notations. Note that linear independence can be achieved by
the Hermite normal form (HNF). A matrix (B 0) is in HNF if B is a non-
singular, lower triangular matrix with non-negative entries and the maximum
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(a) Lattice (b) Cone
Figure 2: Examples for a cone and a lattice in the two dimensional space.
entry in each row is on the main diagonal of B. For every matrix A the
generated lattice is L(A) = L(HNF(A)) [31], where HNF(A) stands for the
Hermite normal form of A. As the Hermite normal form of a matrix is lower
triangular, its non-zero columns are linearly independent.
Lemma 4. Let L ⊂ Zd≥0. Then for any integral vector in the subspace
z ∈ Zd ∩ span(L) there exists α ∈ Z>0, with α ≤ (d ‖L‖∞)d, such that
αz ∈ L(L). If L ∈ Zd×d is nonsingular, then |det(L)| z ∈ L(L).
Proof. Assume that the vectors in L are linearly independent, as otherwise
the arguments follow similarly using HNF(L) instead of L as explained above.
Consider the integral elements of the fundamental parallelepiped defined
by P := {Lλ | 0 ≤ λi < 1} ∩ Zd and define the remainder for b ∈ span(L)
by rem(b) := L(λ − bλc) for b = Lλ. Note that the remainder is well
defined since the vectors of L are linearly independent. Then (P,+r), where
+r : P
2 → P , x+ry := rem(x+y), forms a group of order |P |. In the case that
L ∈ Zd×d is nonsingular, the number of integral points of the parallelepiped
is |P | = |det(L)| [8].
As a consequence of Fermat’s little theorem [3], the order of z, which is
the order of the cyclic subgroup generated by z, divides the group order, i.e.
ord(z) | |P |. Hence there exists β ∈ Z≥0 with β ord(z) = |P | and
|P | · z = β ord(z) · z = β(ord(z) · z) = β0 = 0.
Hence, the remainder is rem(|P | · z) = 0, which is the case if and only if the
vector |P | · z = Lλ for λ ∈ Zd and thus |P | · z ∈ L(L).
The number of integral points, which are in the fundamental parallelepiped,
is bounded by the volume, i.e. |P | ≤ vol({Lλ | 0 ≤ λi < 1}). By
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Hadamard’s inequality, see Lemma 2, the volume is bounded by





‖b‖2 ≤ (d ‖L‖∞)d.
2.4 Cones




λcc | λ ∈ RC≥0}.
An example for a two dimensional cone is shown in Figure 2b. The cone
cone(C) generated by a set C of finite cardinality is a polyhedron [31]. For
any z ∈ cone(C) with z = Cλ also αz = C(αλ) ∈ cone(C) for any α ∈ R≥0,
which leads to the following observation.
Observation 1. For C ⊂ Zd≥0 every vector r ∈ cone(C) is a ray.
Remark 3 ([31]). For any C ⊂ Zd≥0 and for each extreme ray r of cone(C)
there exists a generating element c ∈ C on the extreme ray. In particular,
there exists α ∈ R>0 with r = αc. Hence define R(C) ⊆ C as the set of
generating vectors which lay on some extreme ray of cone(C). More precisely,
the extreme (generating) subset R(C) is the set of any c ∈ C, where c is an
extreme ray of cone(C). As every cone is generated by its extreme rays, this
subset suffices to generate cone(C) = cone(R(C)).
For the generation of the cone, rays which are not extreme can be omit-
ted. However, the definition allows generating sets including non-extreme
elements for a simpler notation. In contrast to lattices, which can be reduced
to a linearly independent set of generating vectors, cones might require an
arbitrary amount of generating vectors or, stated differently, the amount of
extreme rays is not bounded in terms of the dimension. To see this, consider
the three dimensional space and any circle in the positive orthant. Any (fi-
nite) subset of that circle defines a cone while every element is an extreme
ray.
Lemma 5 (Carathéodory’s theorem [5]). If C ⊂ Zn≥0 and x ∈ cone(C), then
c ∈ cone{x1, . . . , xd} for linearly independent vectors x1, . . . , xd ∈ C.
12
The support of a vector x ∈ Rn, defined as supp(x) = |{i ≤ n | xi 6= 0}|, is
the number of non-zero entries of a vector. Carathéodory’s theorem bounds
the support required for x ∈ RC≥0 in representations of the form Cx = b.
Applied to linear programming, a basic feasible solution x can be assumed to
have supp(x) ≤ m, where m is the number of rows in the constraint matrix.
2.5 Integer Cones




λbb | λ ∈ ZB≥0}.
For further discussion the generating set is assumed to be minimal in
the sense that for every b ∈ B removing b changes the generated integer
cone, i.e. int.cone(B \ {b}) ( int.cone(B), unless stated otherwise. In
particular, every b ∈ B is not decomposable in any b(1), b(2) ∈ int.cone(B),
where b(1) 6= 0 6= b(2) and b = b(1) + b(2).
By definition int.cone(B) ⊆ cone(B) and int.cone(B) ⊆ L(B) and thus
int.cone(B) ⊂ cone(B) ∩ L(B). When extreme rays are mentioned in the
context of an integer cone, it is referred to the extreme rays of the cone.
Similarly, the extreme subset R(B) refers to its definition in the context of
cones, see Remark 3.
Subsequent chapters will consider integer cones frequently. Hence, con-
sider the following examples to understand some of the inherent properties
of integer cones.
Example 4.
(i) Although for any integer cone int.cone(B) ⊆ cone(B) ∩ L(B) holds,







The vector (1, 1)T is in cone(B) and in L(B) but not in int.cone(B).
Another example is shown in Figure 3c.
(ii) The intersection of two integer cones, both generated by a basis, might




































Figure 3: Integer cone examples. Generating elements are represented by
squares.
The intersection int.cone(B(1)) ∩ int.cone(B(2)) is generated by
B̂ =
(
5 7 16 8
7 5 8 16
)
.
(iii) Although on every extreme ray there exists a generating element (see
Remark 3), this generating element might not be unique. Figure 3c







Both generating elements of int.cone(B) lay on the unique extreme ray
of int.cone(B).
In the bound on the Graver elements for two-stage stochastic IPs by
Klein [28], the primary complexity stems from the intersection of integer
cones and, more precisely, from the size of generating elements for the result-
ing integer cone.
Lemma 6 (Klein [28]). Let B(1), . . . , B(`) ⊂ Zd≥0 with
∥∥B(i)∥∥∞ ≤ ∆ for each
i ≤ ` and consider the intersection of their integer cones, which is generated










≤ O((d∆)d(`−1)) holds for all 1 ≤ i ≤ `.
2.6 Graver Elements and Augmentation Algorithms
An element x ∈ X ⊂ Zn is called decomposable in X if there exist y, z ∈ X
with sign-compatible entries yizi ≥ 0 for every i ≤ n and x = y + z. If x is
not decomposable, it is called indecomposable.
Definition 6. The Graver basis of an integer matrix A is defined as the set
G(A) ⊂ Zn of indecomposable elements in kerZ(A). Elements of this set are
called Graver elements.
An element of kerZ(A) is called a cycle. A fundamental property of the
Graver basis is that every cycle is a sign-compatible sum of Graver elements,
which enables their use in augmentation algorithms. Given an initial feasible
solution, the rough idea of augmentation algorithms is to add Graver elements
g of positive cost value cTg > 0 to the solution until no further improvement
is possible. In this case an optimal solution was found [30]. The efficiency of
augmentation algorithms hence depends on the size of Graver elements.
Lemma 7 (Eisenbrand, Hunkenschröder, Klein [11]). Let A ∈ Zm×n be an
integer matrix with ‖A‖∞ ≤ ∆. Let g ∈ Zn be a Graver element of A then
‖g‖1 ≤ (2m∆ + 1)m.
The augmentation framework of Eisenbrand et al. [12] is parametrized
by a certain sparsity measure. For two-stage stochastic IPs the following
complexity is derived from Theorem 72 and Corollarie 93.
Corollary 2 (Eisenbrand et al. [12]). Let g∞(A) denote a bound on the
infinity norm of Graver elements for matrix A. The two-stage stochastic IP
can be solved in time
g∞(A)
2(r+s) · n log3 n · log ‖u− l‖∞ · log ‖c‖∞
Although, the bound of Eisenbrand et al. [11] could also be applied
to two-stage stochastic IPs, there are bounds which only depend on the
largest matrix entry and block sizes [2, 28, 19]. The remaining work further
improves upon these known bounds. The above stated lemmata then yield
more efficient algorithms as stated in Theorem 1 using the improved bounds.
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3 Two-Stage Stochastic IPs
This chapter considers two-stage stochastic IPs and gives improved bounds
for their Graver elements. A class of integer cones, called regular integer
cones, is introduced. This class of integer cones is closed under intersection
and yields a bound on the generating set for the intersection independent
of the number of intersected integer cones. When bounding the Graver ele-
ments, the intersection of integer cones is in turn the dominating factor.
3.1 Regular Integer Cones
Definition 7. Let B ⊂ Zd≥0. An integer cone int.cone(B) is called regular
if int.cone(B) = cone(B) ∩ L(B) holds.
Example 4.i shows that not every integer cone is regular. However, an
integer cone is regular whenever it is generated by linearly independent vec-
tors.
Lemma 8. An integer cone, which is generated by linearly independent vec-
tors B ⊂ Zd≥0, is regular.
Proof. As int.cone(B) ⊆ cone(B) ∩ L(B) holds by definition, it remains
to show that cone(B) ∩ L(B) ⊆ int.cone(B). Hence, consider some vector
b ∈ cone(B)∩L(B). By the definition of cones and the definition of lattices,
there exist y ∈ Rd≥0 and z ∈ Zd with By = b = Bz. Because the generating
elements in B are linearly independent, this yields y = z ∈ Zd≥0, where the
vector is non-negative because y is non-negative, and it is integral because
z is integral. Hence, the vector b ∈ int.cone(B) and cone(B) ∩ L(B) ⊆
int.cone(B).
Scaling an integral vector eventually yields some point of any lattice by
Lemma 4. Using the above lemma, this scaling argument can be transferred
to integer cones.
Lemma 9. For any generating set B ⊆ Zd≥0 and z ∈ Zd ∩ cone(B) there
exists α ∈ Z>0 and α ≤ (d ‖B‖∞)d with αz ∈ int.cone(B). If B is a basis,
this holds for α = |det(B)|.
Proof. Let d′ := dim(B) be the number linearly independent vectors in B.
By Carathéodory’s theorem, see Lemma 5, there exist d′ linear independent
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vectors B̄ := {x1, . . . , xd′} ⊆ B such that z ∈ cone(B̄) ⊂ span(B̄). As
B̄ ⊆ B, the integer cone is also a subset int.cone(B̄) ⊆ int.cone(B).
Since the vectors in B̄ are linearly independent, Lemma 8 can be applied
and the integer cone int.cone(B̄) is regular. Hence, Lemma 4 can be applied
and there exists α ∈ Z>0 with α ≤ (d
∥∥B̄∥∥∞)d ≤ (d ‖B‖∞)d such that αz ∈
L(B̄) and if B is a basis, then B̄ = B and this holds for α = |det(B)|.
Due to Observation 1 every vector of the cone is a ray and αz ∈ cone(B̄).
Hence, the scaled vector is in both the lattice and in the cone and thus
αz ∈ cone(B̄) ∩ L(B̄) = int.cone(B̄) ⊆ int.cone(B).
3.1.1 Intersection Maintains Regularity
When integer cones generated by bases are intersected, the resulting integer
cone is in general not generated by a basis, see Example 4.ii. However, basis
generated integer cones are regular and the intersection of regular integer
cones is again regular, which is proven in this section.
Lemma 10. For i ∈ {1, 2} and B(i), C(i), L(i) ⊂ Zd≥0, consider integer cones
with int.cone(B(i)) = cone(C(i))∩L(L(i)). Then the intersection integer cone
is of similar structure, i.e.
int.cone(B̂) = int.cone(B(1)) ∩ int.cone(B(2)) = cone(Ĉ) ∩ L(L̂),
for some generating sets B̂, Ĉ, L̂ ⊂ Zd≥0.
Proof. Commutativity of the intersection yields
int.cone(B̂) = (cone(C(1)) ∩ L(L(1))) ∩ (cone(C(2)) ∩ L(L(2)))
= (cone(C(1)) ∩ cone(C(2))) ∩ (L(L(1)) ∩ L(L(2))).
Therefore, it remains to show that cone(C(1))∩ cone(C(2)) is a cone and that
L(L(1)) ∩ L(L(2)) is a lattice.
Claim: The intersection of two cones is again a cone. More precisely,
Ĉ := cone(C(1)) ∩ cone(C(2)) is a cone.
Proof of the claim: Consider the cone cone(Ĉ). It is sufficient to prove
Ĉ = cone(Ĉ). For every c ∈ Ĉ the vector can be written as c = Ĉec and
Ĉ ⊆ cone(Ĉ).
Consider c ∈ cone(Ĉ) with ∑b̂∈Ĉ λb̂b̂ = c for some λ ∈ RĈ≥0. For every

































The vector can be written as a conical combination of generating vectors
for C(1) and C(2) and hence c ∈ cone(C(1)) ∩ cone(C(2)) = Ĉ. C
Claim: The intersection of two lattices is again a lattice. More precisely,
L̂ := L(L(1)) ∩ L(L(2)) is a lattice.
Proof of the claim: Consider L(L̂), it is sufficient to prove L̂ = L(L̂). For
every b ∈ L̂ the vector can be written as b = L̂eb and hence L̂ ⊆ L(L̂).
Thus, consider b̄ ∈ L(L̂) with ∑b̂∈L̂ λb̂b̂ = b̄ for some λ ∈ ZL̂. For every


























Thus, the vector can be written as an integral combination of generating
vectors for both L(1) and L(2) and hence b̄ ∈ L(L(1)) ∩ L(L(2)) = L̂. C
By the first claim cone(C(1)) ∩ cone(C(2)) is a cone and by the second claim
L(L(1)) ∩ L(L(2)) is a lattice which proves the lemma.
In the above lemma the generating sets for the integer cone, cone and
lattice are each independent of each other. For regularity each is generated
by the same set. The following observation deals with the exchange of the
generating set regarding the cone and the observation thereafter regarding
the lattice.
Observation 2. Let B ⊂ Zd≥0. If there exist sets C,L ⊂ Zd≥0 such that
int.cone(B) = cone(C) ∩ L(L), then int.cone(B) = cone(B) ∩ L(L).
Proof. As int.cone(B) ⊆ L(L) and int.cone(B) ⊆ cone(B), it remains to
show cone(B) ∩ L(L) ⊆ int.cone(B).
Consider b ∈ cone(B)∩Zd. There exists λ ∈ Rd≥0 with Bλ = b and there
exists α ∈ Z>0 with αb ∈ int.cone(B) = cone(C) ∩ L(L) due to Lemma 9.
As αb is in the cone of C, there exists λ̄ ∈ R≥0 with Cλ̄ = αb. Thus,
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b = C( 1
α
λ̄) ∈ cone(C) ∩ Zd and cone(B) ∩ Zd ⊆ cone(C) ∩ Zd. Therefore,
also cone(B) ∩ L(L) ⊆ cone(C) ∩ L(L) = int.cone(B).
Observation 3. Let B ⊂ Zd≥0. If there exists a set L ⊂ Zd≥0 such that
int.cone(B) = cone(B) ∩ L(L), then the integer cone is regular.
Proof. By definition int.cone(B) ⊆ cone(B) ∩ L(B) and it remains to show
cone(B) ∩ L(B) ⊆ int.cone(B).
Therefore, let b ∈ L(B). There exists λ ∈ Zd with b = Bλ. Note that
B ⊂ L(L) since B ⊂ int.cone(B). Thus, for every b̂ ∈ B exists λ(b̂) ∈ Zd
with b̂ = Lλ(b̂). Therefore, the vector is in the lattice as












Therefore, the lattice of B is a subset of the lattice of L, L(B) ⊆ L(L), and
thus cone(B) ∩ L(B) ⊆ cone(B) ∩ L(L) = int.cone(B).
Using Lemma 10 together with Observation 2 and Observation 3, the
intersection of two regular integer cones is regular. When applied inductively,
the following corollary is obtained.
Corollary 3. For integer cones int.cone(B(1)), . . . , int.cone(B(`)), generated
by bases B(1), . . . , B(`) ∈ Zd×d≥0 , the intersection is regular.
3.1.2 Properties of Regular Integer Cones
In general, there might be multiple generating elements on the same extreme
ray as shown in Example 4.iii. However, for regular integer cones the gener-
ating element on each extreme ray is unique.
Lemma 11. Consider a generating set B ⊂ Zd≥0, where int.cone(B) is reg-
ular. For any extreme ray r of the integer cone, there exists a unique gen-
erating element on the extreme ray. More precisely, there exists exactly one
b ∈ B where there exists λ ∈ R>0 with λr = b.
Proof. The existence follows by Remark 3. Assume there exist multiple dis-
tinct elements of the generating set on the extreme ray. Let b1, b2 ∈ B with
λ1, λ2 ∈ R≥0 and λ1r = b1 and λ2r = b2. Additionally, let b1 be minimal in
the sense that every b ∈ B with λr = b for some λ ∈ R>0 has λ1 ≤ λ.
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If λ2 ≡ 0 (mod λ1), then there exists k ∈ Z≥0 with kλ1 = λ2. Hence, b2
is decomposable by kb1 = kλ1r = λ2r = b2 which contradicts to b2 ∈ B and
that B is assumed to be minimal.
If otherwise λ2 6≡ 0 (mod λ1), consider b̂ := (λ2 − κλ1)r with κ = bλ2λ1 c.
Since λ2 mod λ1 > 0, the vector is non-zero and b̂ ∈ cone(B). Additionally,
both b2 = λ2r ∈ L(B) and κλ1 · r ∈ L(B) are in the lattice. Hence, b̂ =
b2 − κλ1 · r ∈ L(B). Hence, the vector is in b̂ ∈ int.cone(B) and there exists
λ̂ ∈ Zd≥0 with Bλ̂ = b̂. As r is extreme, it is not a convex combination of two
other rays in cone(B) and every b ∈ supp(λ̂) lays on the extreme ray. This
contradicts the minimality of b1 as b̂ ∈ int.cone(B) and λb ≤ λ2 − κλ1 < λ1
for any b ∈ supp(λ̂) and b = λbr.











Then b1 and b2 are extreme rays and b3 is not. For any ∆ the vector b3 is not
decomposable due to the first entry. Hence, in general the norm of generating
elements B can not be bounded by the norm of extreme generating elements
R(B) as ∆ can be chosen arbitrarily large. However, for the case of regular
integer cones the following lemma gives such a bound.
Lemma 12. Consider a regular integer cone int.cone(B) for some generating
set B ⊂ Zd≥0. Then the size of the generating elements is bounded by the size
of extreme generating elements by ‖B‖∞ ≤ d ‖R(B)‖∞.
Proof. Consider for any v ∈ int.cone(B) the LP
R(B)x = v
x ∈ RR(B)≥0 .
lp (1)
lp (1) is feasible because int.cone(B) ⊂ cone(B) = cone(R(B)), see Re-
mark 3. Consider any basic feasible solution x ∈ RR(B)≥0 and assume that
there exists r ∈ R(B) with xr > 1. Note that r = R(B)er ∈ int.cone(B).
Because xj − (er)j ≥ 0 for every j ∈ R(B), this yields
v − r = R(B)(x− er) ∈ cone(B).
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(a) cone(C1) (b) cone(C2) (c) cone(C1)∩cone(C2)





is an extreme ray of the intersection cone cone(C1) ∩ cone(C2) but not an
extreme ray of either cone(C1) or cone(C2).
As x might be fractional, it is not immediately clear whether v − r is in the
lattice L(B). This can be seen as both v, r ∈ int.cone(B) ⊆ L(B). Hence,
there exist y, z ∈ Zd with v = By and r = Bz. This yields
v − r = By −Bz = B(y − z) ∈ L(B).
Thus, v − r ∈ cone(B) ∩ L(B) = int.cone(B) and v = r + (v − r) is not an
element of the generating set, which was assumed to be minimal.
Therefore, for every b ∈ B and every basic feasible solution x ∈ RR(B)≥0 of




‖R(B)‖∞ xr ≤ d ‖R(B)‖∞ .
The last inequality follows by ‖x‖∞ ≤ 1 and that by Carathéodory’s theorem,
Lemma 5, each basic feasible solution x has supp(x) ≤ d.
3.2 A Bound for the Intersection of Integer Cones
In order to bound the size of generating elements for the intersection of integer
cones, the extreme generating elements rays are bounded and Lemma 12 is
used to transfer the bound to remaining generating elements.
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Example 5. Consider the cones in Figures 4a and 4b, where
C1 :=
1 1 10 0 1
0 1 1
 and C2 :=
1 1 10 0 1
0 1 0
 .
The cone of the intersection, shown in Figure 4c, is generated by
cone(C1) ∩ cone(C2) = cone





Hence, the extreme rays of a cone, which is the intersection of cones, are
not given by extreme rays of the intersected cones. In order to bound the
size of generating elements on the extreme rays, a first step is to bound the
number of cones required to obtain an extreme ray.
Lemma 13. Consider cones cone(B(1)), . . . , cone(B(`)) for some generat-




i) there exists a subset S with |S| < d such that r is




Proof. Let F1, . . . , Fk be the facets of cone(B
(1)), . . . , cone(B(`)) containing
r. Let a
(i)
1 , . . . , a
(i)
d be a set of affinely independent points for facet Fi and
consider the subspace Vi of the affine hull aff(a
(i)
1 , . . . , a
(i)
d ). Note that for all
i ≤ k the facet is a subset Fi ⊂ Vi.
Define V̂ (i) =
⋂i
j=1 Vj. Since r is an extreme ray of cone(B̂), V̂k has
dimension 1 and is spanned by r. If k ≥ d, then by pigeonhole principle
there exists 1 < i ≤ k with dim(V̂i) = dim(V̂i−1). Since V̂i−1 ⊆ V̂i, this




Vj ⊆ V̂ (i−1) = V̂ (i) ⊆ Vi








Vj ∩ Vi = V̂k.
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Therefore, facets can be eliminated up to a set S ′ with |S ′| ≤ d and the
intersection of these facets is one-dimensional and spanned by the extreme
ray. For the set S, |S| ≤ |S ′| ≤ d, of the cones corresponding to the set of




Using Lemma 13 an integral vector of bounded size on each extreme ray
can be obtained. Combined with Lemma 9 the following lemma obtains
elements on each extreme ray, which are in the integer cone and of bounded
size. Lemma 11 excludes larger extreme generating elements on the respective
ray.
Lemma 14. For bases B(1), . . . , B(`) ∈ Zd×d≥0 with bounded entry sizes
∥∥B(i)∥∥∞ ≤




(i)) for some set of generating
elements B̂ ⊂ Zd≥0.
The extreme elements are bounded by
∥∥∥R(B̂)∥∥∥
∞
≤ γ · O(∆(d∆)d(d−2))
with γ = lcm(
∣∣det(B(1))∣∣ , . . . , ∣∣det(B(`))∣∣).
Proof. Consider some extreme element r ∈ R(B̂). Due to Lemma 13 there




(i)). From Lemma 6 follows that generating




O((d∆)d(d−2)). Because r is an extreme ray of int.cone(B̄), there exists a
generating element on the extreme ray r by Remark 3. Thus, there exists an
integer point z ∈ Zd≥0 on the extreme ray r with ‖z‖∞ ≤ O(∆(d∆)d(d−2)).
Due to Lemma 9, the scaled vector is in
∣∣det(B(i))∣∣ z ∈ int.cone(B(i)) for
every i ≤ `. For γ := lcm(
∣∣det(B(1))∣∣ , . . . , ∣∣det(B(`))∣∣) the scaled vector γz ∈
int.cone(B̂). Due to Corollary 3 the intersection integer cone is regular and
by Lemma 11 there exists an unique extreme generating element r̂ ∈ R(B̂)
of int.cone(B̂) on r. Then there exists α ∈ Zd>0 with γz = αr̂ since r is
extreme. Therefore, the extreme element is bounded by
‖r̂‖∞ ≤ γ · ‖z‖∞ ≤ γ · O(∆(d∆)d(d−2)).
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A part of the preceding proof used Lemma 13 to bound the size of an
integral element on each extreme ray.
Corollary 4. In the setting of Lemma 14 there exists an integer point z ∈
Zd≥0 on any extreme ray of int.cone(B̂) with ‖z‖∞ ≤ O(∆(d∆)d(d−2)).
Lemma 15. Consider again the setting of Lemma 14. For each generating
element b ∈ B̂ with B(i)λ(i) = b for some λ(i) ∈ Zd≥0, the bound∥∥λ(i)∥∥
1
≤ γ · O((d∆)d(d−2)+1)
holds for all 1 ≤ i ≤ ` and with γ := lcm(
∣∣det(B(1))∣∣ , . . . , ∣∣det(B(`))∣∣). More-
over, for every 1 ≤ i ≤ ` each λ(i) is bounded by∥∥λ(i)∥∥
1
≤ 3O((d∆)d). (3)




≤ γ ·O(∆(d∆)d(d−2)). Using Corollary 3 the intersection integer
cone can be written as int.cone(B̂) = cone(B̂) ∩ L(B̂). Hence, Lemma 12





≤ γ · O((d∆)d(d−2)+1).
Hence, for b ∈ B̂ and λ(i) ∈ Zd≥0 with B(i)λ(i) = b this yields∥∥λ(i)∥∥
1
≤ ‖b‖1 ≤ γ · O((d∆)d(d−2)+1).
The combination with Corollary 1 implies∥∥λ(i)∥∥
1
≤ 3(d∆)d · O((d∆)d(d−2)+1) ≤ 3O((d∆)d).
3.3 A Bound on Graver Elements
This section follows the proof of Klein [28] but the improved bound for the
intersection of integer cones from the preceding section is used instead of
Lemma 6. First, the structural result on the intersection of paths is revisited.
Each path is represented by a multiset of vectors, which sum up to the
same vector. The lemma shows that there exist a subpaths (submultisets) of
bounded size that also sum up to the same vector.
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Lemma 16. Given multisets T1, . . . , Tn ⊂ Zd≥0 where all elements t ∈ Ti
have bounded size ‖t‖∞ ≤ ∆. Assuming that the sum of all elements in each








then there exist nonempty submultisets S1 ⊆ T1, . . . , Sn ⊆ Tn of bounded size
|Si| ≤ 3O((d∆)d) such that ∑
s∈S1




Proof. Let P ⊂ Zd≥0 be the set of all non-negative integer points p with
‖p‖∞ ≤ ∆. Describe every multiset T1, . . . , Tn ⊂ Zd≥0 by a multiplicity
vector λ(1), . . . , λ(n) ∈ ZP≥0, where λ(i)p states the multiplicity of p ∈ P in






t∈Ti t = b.





Let x(1), . . . , x(`) ∈ Rd≥0 be all basic feasible solutions of lp (2) corresponding
to bases B(1), . . . , B(`) ∈ Zd×d≥0 , i.e. B(i)x(i) = b. Given a basis B the vector
x with Bx = b is unique and hence the number of basic feasible solutions is
bounded by ` ≤ ∆d2 the number of non-negative d×d matrices with maximal
entry ∆.
By Lemma 3 for every multiplicity vector λ(i) there exists a basic feasible
solution x(j) with 1
`





d), it is sufficient to find new multiplicity vectors









p p and every p ∈ P is bounded by ‖p‖∞ ≤



















for every i ≤ n and every j ≤ `. Let K denote the constant in the O-notation
of inequality (3). If
∥∥λ(i)∥∥
1
> d2∆` · 3K(d∆)d holds for some i ≤ n, then for
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> d · 3K(d∆)d .






> d · 3K(d∆)d holds, then there




d · 3K(d∆)d such that B(1)y(1) = . . . = B(`)y(`).
Proof of the claim: For every i ≤ ` it holds that b ∈ cone(B(i)). Thus,




Lemma 4 for some generating set B̂ ⊂ Zd≥0 and thus for the intersection
integer cone int.cone(B̂) 6= {0} holds. There exists x̂ ∈ RB̂≥0 with B̂x̂ = 1` b
as b ∈ cone(B̂).
Assume that x̂p < 1 for every p ∈ B̂. Then for every i ≤ n and p ∈ B̂



















(i,p)x̂p holds since B










≤ d · 3K(d∆)d ,






> d ·3K(d∆)d , there exists x̂q ≥ 1
for some q ∈ B̂.
Then q′ := 1
`
b− q = B̂(x̂− eq) ∈ cone(B̂) because x̂q ≥ 1. Thus, there
exists z(j) ∈ RB(j)≥0 with B(j)z(j) = q′. The vector 1` b can be written as
1
`
b = B(j)x(j) = q + q′ = B(j)(y(j,q) + z(j))
implying 1
`
x(j) = y(j,q) + z(j) because B(j) is a basis.
In total, this proofs the claim as y(j,q) ≤ 1
`
x(j) is integral, bounded by∥∥y(j,q)∥∥
1




> d2∆` · 3K(d∆)d holds for some i ≤ n, the second claim





≤ d · 3K(d∆)d and B(1)y(1) =
. . . = B(`)y(`). Hence, for every multiplicity vector λ(i) there exists j ≤ `








≤ d2∆` · 3K(d∆)d ≤ d2∆d2+1 · 3K(d∆)d = 3O((d∆)d)
for every i ≤ n or there exist subsets Si ⊆ Ti defined by multiplicity vectors
y(j) ≤ λ(i) with |Si| = ‖yj‖1 ≤ d · 3K(d∆)
d
= 3O((d∆)
d) and equality B(1)y(1) =
. . . = B(`)y(`).
For the bound on Graver elements it remains to revisit the proof for
Graver elements [28] but the improved structural result is used to obtain
improved bounds.
Theorem 6. Let y be a Graver element of a two-stage matrix A. Then ‖y‖∞
is bounded by 3O(s
s(2r∆+1)rs).







Let v(i) := (y(0)y(i))T denote the subcycle of each block row-wise. Then v(i)
can be written as the sum of Graver elements Ci and in particular
∑
c∈Ci c =
v(i). Note that every c ∈ Ci has only non-negative components as y is non-
negative and the decomposition is sign compatible. By Lemma 7 the 1-norm
can be bounded by ‖c‖1 ≤ (2r∆ + 1)r.
Define two projections p to the first block and p̄ to the second block by
p((y(0)y(i))T ) := y(0) and p̄((y(0)y(i))T ) := y(i). Additionally, let p(Ci) :=
{p(c) | c ∈ Ci} and similarly let p̄(Ci) := {p̄(c) | c ∈ Ci}. The projected








By Lemma 16 there exist subsets S1 ⊆ p(C1), . . . , Sn ⊆ p(Cn) such that
|Si| ≤ 3O(ss(2r∆+1)rs) and
∑
s∈S1 s = . . . =
∑
s∈Sn s.







s and ȳ(i) :=
∑
c∈C̄i
p̄(c) for all 1 ≤ i ≤ n.
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Then ȳ = (ȳ(0), ȳ(1), . . . , ȳ(n)) is a cycle of A with ȳ ≤ y. Additionally, its
norm is bounded by∥∥ȳ(i)∥∥
1
≤ (2r∆ + 1)r · 3O(ss(2r∆+1)rs) = 3O(ss(2r∆+1)rs).
For the sake of completeness, the following theorem combines the running
time of Corollary 2 with the new bound for Graver elements. This yields the
result as stated in section 1.
Theorem 1. A two-stage stochastic IP can be solved in time
3O((r+s)s
s(2r∆+1)rs) · n log3 n · log ‖u− l‖∞ · log ‖c‖∞.
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