We measured sensitivity to binocular correlation in dynamic random-dot stereograms that defined moving sinusoidal gratings-in-depth. At a range of spatial frequencies and drift rates we established sensitivity by adding Gaussian distributed disparity noise to the modulation of disparity that defined a cyclopean grating, and finding the noise amplitude that rendered the grating just detectable. This permitted correlation thresholds to be measured at a range of suprathreshold disparity amplitudes. Spatial requirements for binocular correlation depend little on temporal frequency, and vice versa. This suggests that binocular correlation mechanisms can be characterized by independent spatial and temporal sensitivity functions. The temporal frequency function has a low pass characteristic. Sensitivity declines above about I c/sec, reaching its limit at 4--8 c/sec. The spatial characteristic depends greatly on the amplitude of disparity modulation, changing from band pass at low amplitude to low pass at high amplitude. The maximum resolvable spatial frequency is 4-6 c/deg, but declines sharply for relatively high amplitudes. The interaction between amplitude and spatial frequency cannot be explained by fixed high or low limits on detectable disparity gradients.
INTRODUCTION
To construct a three-dimensional representation from binocularly disparate images, corresponding parts in the left and right images have to be found. The perception of vivid depth in random-dot stereograms (RDSs), in which the perceptually relevant objects are monocularly perfectly camouflaged (Julesz, 1960 (Julesz, , 1964 (Julesz, , 1971 , suggests that binocular correspondence can be established prior to object recognition. In RDSs binocular correspondence is locally ambiguous. Each dot could, in principle, be matched to a large number of candidates from the other eye. Since the solution to the correspondence problem can only be obtained through integration over several pattern elements, this type of stereopsis has also been referred to as global stereopsis. Detecting binocular correlation is a necessary and non-trivial first step in global stereopsis.
Sensitivity to correlation and decorrelation in RDSs has previously been studied with fiat, fronto-parallel surfaces Tyler & Julesz, 1978a Cormack, Stevenson & Schor, 1991) . Stevenson, Cormack, Schor and Tyler (1992) showed how sensitivity to binocular correlation declines with increasing distance from the plane of fixation; Cormack, Stevenson and Schor (1994) varied stimulus area and duration to examine spatial and temporal integration for detecting correlation in the plane of fixation. The integration of disparity information is, however, not normally limited to fronto-parallel planes. In this paper we explore the more general question of how the visual system integrates information in stereograms that define surfaces in depth.
To do this we use dynamic RDSs that define sinusoidal cyclopean gratings moving in the fronto-parallel plane.
We measure sensitivity to correlation in gratings at a range of spatial and temporal frequencies.:~ To establish binocular correlation thresholds we employed a disparity noise masking paradigm, in which left and right eye images were progressively decorrelated by adding noise to the disparity specifying the sinusoidal grating in depth. This method allowed us to measure sensitivity to correlation as a function of either the spatial frequency, temporal frequency or disparity amplitude of the depth grating, without changing the other parameters. In previous studies of the limits for stereopsis, the spatial and temporal characteristics were quantified either by the minimum amplitude [stereo acuity (Rogers & Graham, 1982; Tyler & Julesz, 1978a,b) ] or maximum amplitude [upper depth limit (Tyler, 1974; Norcia & Tyler, 1984 ; 527 528 MARTIN J. M. LANKHEET and PETER LENNIE Schumer & Ganz, 1979; Erkelens, 1988) ] that could be resolved. Such measures correspond to the no-noise limits in our experiments. The use of disparity noise allowed us to extend the measurement of binocular correlation sensitivity to any arbitrary combination of spatio-temporal frequency and disparity amplitude.
By using dynamic RDSs, in which a new dot pattern is generated on each frame, we remove all monocular motion or density cues to temporal modulations of disparity. Mechanisms sensitive to relative velocity differences in left and right eye therefore can contribute nothing, so detection must depend on the observer's ability to correlate each pair of left and right frames and to integrate spatio-temporal disparity information. We are not concerned with the monocular primitives for stereopsis, as studied by, for example, Julesz and Miller (1975) , Smallman and MacLeod (1994) , Yang and Blake (1991) , Mansfield and Parker (1993) and Schor and Wood (1983) . The monocular stimuli consist of spatial and temporal broad band noise that never changes. Different correlation sensitivities under different spatiotemporal modulations of disparity must reflect differences in sensitivity to the properties of the cyclopean grating.
We show that both spatio-temporal frequency and disparity amplitude play a role in establishing binocular correlation, and that the limits do not correspond to simple minimum and maximum disparity gradients. These experiments bridge the gap between two previously unrelated aspects of binocular vision: sensitivity to binocular correlation on the one hand and the spatiotemporal limits for binocular depth perception on the other hand. In particular, they allow us to disentangle the effects of spatial frequency and disparity gradient in setting the limits for global stereopsis. Our results also provide a benchmark for any algorithm that purports to solve the binocular correspondence problem as efficiently as the human visual system.
METHODS

Stimuli
Dynamic RDSs were generated in real time by a Macintosh Quadra computer and displayed on a high resolution color monitor (Nanao T560i) at a frame rate of 75 Hz. The monitor had NTSC phosphors. Stereograms were viewed through a mirror stereoscope. A chin rest held the observer's head steady in the proper position. The patterns consisted of 400 bright, white dots (80 cd/m ~) displayed on a dark background, in a darkened room. The display window measured 2.2 x 2.2 deg and contained a small (1.5 x 1.5 min arc) binocular fixation cross. At the viewing distance of 1.71 m individual dots (single pixels on the monitor) had nominal widths and heights of 0.51 min arc. Binocular disparities were multiples of the 0.51 min arc pixel size. All dot positions and their disparities were revised every 26 msec (2 frames). The dot life of 26 msec is shorter than the retinal integration time and the effective (perceived) dot density was therefore much higher than the actual (instantaneous) dot density of 81 dots deg -2. In an informal pilot experiment we checked that the short dot lifetime did not limit correlation detection. Correlation sensitivities were measured for lifetimes ranging from 26 msec to 2 sec, in a stereogram that defined a stationary grating. Sensitivity, defined as the amplitude of the disparity noise in which the depth grating was just detectable (see following sections), increased with decreasing dot lifetime and was much higher for dynamic RDSs than for static RDSs at a similar dot density. The binocular correlation mechanisms seem well able to integrate information from different locations in successive frames of dynamic RDSs. Since a dot life time of two frames (26 msec) did not seem to limit performance, this value was used in all experiments.
The binocular stimulus in all experiments contained a sinusoidal modulation of disparity, giving the percept of a smooth sinusoidal grating in depth (cyclopean grating). The spatial frequency (the number of cycles per degree in the cyclopean grating), the temporal frequency (the rate of movement of the cyclopean grating) and the amplitude of disparity modulations could be adjusted independently. Gratings were always oriented horizontally and could drift either upwards or downwards. The mean disparity of the gratings lay in the plane of the fixation cross. The left and right hand edges of the display were masked to straight edges to remove any monocular density cues.
Since we used a fixation cross that could be fused over a range of disparities, rather than non-fusable Nonius lines, exploratory vergence eye movements were not totally suppressed. However, since observers were given no information on the direction of drift, anticipatory eye movements are unlikely to have caused a systematic error. They mainly increase the variance of thresholds. Observer-specific fixation disparities might cause a (systematic) mismatch between the plane of fixation and the mean disparity value of the grating. Such fixation disparities might cause some inter-observer variability, whereas state-dependent fixation disparity (fatigue, attention) will cause a higher variance in the percent correct values but will not otherwise affect our results.
Disparity noise masking paradigm
We measured correlation detection for gratings of different spatial frequencies, temporal frequencies and amplitudes by finding the noise amplitude that reduced sensitivity to threshold. Figure 1 shows how Gaussian distributed disparity noise was added to the disparity specifying the grating. The solid sinusoid represents the modulation of disparity (along the vertical axis) for a noise-free stimulus. The squares give the actual disparity of the dots, consisting of the sinusoidal stimulus plus added noise. The amplitude of the noise, i.e. the width of the underlying Ganssian distribution [ Fig. I(B) ], is manipulated to establish threshold correlation sensitivity. The Gaussian noise was clipped at 3 times the SD. Unit . Despite the discrete steps in disparity, the (noise-free) stimulus is seen as a smooth surface in depth. We used sparse white dot patterns on a dark background. The binocular correlation was modulated by perturbing the dot positions, permitting binocular correlation and disparity to be modulated locally as required. This method of manipulating binocular correlation is like that used by Harris and Parker (1992) s-.',.
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FIGURE 2. Examples of RDSs containing sinusoidal depth gratings with superimposed disparity noise. The signal is a horizontal depth grating of amplitude -1-4 pixels. From top to bottom the noise level increases from 0 through 1, 2, 4 and 8 pixels. In our experiments the display window measured 2.2 deg. Pixel width corresponded to a disparity of 0.51 min arc, and in contrast to the black on white patterns in these examples, the patterns were white on black• They used 50% black-white random pixel arrays in which a variable percentage of pixels was forced to match. Figure 2 shows a static representation of the dynamic stimuli used in this study. To provide an indication of the subjective dot density in the dynamic patterns, we have superimposed five successive frames. The fixation cross, normally presented in the center of the display window (and easily distinguishable from the dynamic dots), has been placed above the display to aid proper fusion. Figure  2 (A) shows a sinusoidal depth grating without superimposed noise. Increasing the noise amplitude [ Fig. 2(B-D) ] progressively changes the stimulus from a continuous sinusoidal sheet into an uncorrelated noisy set of dots in which little or no depth is perceived. It should be noted that detecting correlation in the static examples of Fig. 2 is quite different from detecting it in dynamic random-dot patterns. In Fig. 2 the depth of individual pixels is clearly seen eventually. In dynamic random-dot patterns on the other hand, the short dot life of individual pixels makes their depth very difficult to resolve. As a result, in noisy dynamic RDSs the depth of the noise itself is not perceived: rather than a cloud of points in three dimensions one perceives an uncorrelated image with little or no depth. Increasing the noise amplitude thus progressively decorrelates the images.
Measurement procedure
Thresholds for detecting a cyclopean grating were measured with a temporal two-alternative forced-choice procedure. The grating, degraded by noise, was presented in one interval and the same disparity values, randomly redistributed across the display window, were presented in the other interval. Each interval lasted 2 sec. Observers were instructed to fixate the cross, which was present throughout the experiment. The observer started a trial by pressing a key on the keyboard, and pressed one of two keys to indicate in which interval the grating was presented. Since the disparity values were the same in both intervals the observer could not use, for example, the total depth range as a cue, but had to detect correlation (and/or modulations of disparity).
Between trials, and between the first and second interval of one trial (500msec), the fixation cross appeared on a dark screen. Fusion of static RDSs mostly takes several seconds, due to exploratory vergence eye movements. However, if the eyes are held at the optimal vergence angle by a binocular fixation cross, as in the present study, correlation detection and fusion are almost instantaneous. Observers generally did not find that the 2 sec test interval limited their performance.
Thresholds were established by a method of constant stimuli. In one block of trials six noise levels, chosen around the threshold estimated from pilot experiments, were repeated 10 times, in random order. Thresholds for different stimulus parameters were measured in different blocks. Observers knew what kind of grating (spatial frequency, temporal frequency and amplitude) would be presented in any block. No feedback was given on the correctness of responses. A block of 60 trials lasted about 6 min. Observers were encouraged to rest within blocks and between successive blocks. Daily experimental sessions lasted up to 2hr. Percentages correct are calculated from 3-7 blocks (30-70 repetitions) for inexperienced observers and from three blocks for the experienced observer. Figure 3 shows a representative frequency-of-seeing curve, in which is plotted the percent correct against the noise amplitude (SD of the Gaussian noise distribution). A Weibull function is fitted to the psychometric curve to obtain a threshold at 85% correct responses. The function was fitted using a weighted least squares method. The weight for each value (a single percent correct value) was inversely proportional to the theoretical SD (in min arc) for a binomial distribution, at that percent correct level [SD = v/-(p × (1 -p) / N), in which p is the proportion correct and N is the number of trials]. This procedure takes into account the larger variability of percent correct closer to chance. The noise thresholds expressed in min arc provide a quantitative index of binocular correlation sensitivity. Higher thresholds indicate a higher correlation sensitivity, and failure of detection at the zero noise level corresponds to the absolute limits for stereopsis. To estimate the SE for the threshold we calculated the noise range corresponding to the range of percent correct values within ±1 theoretical (binomial) SD. This is Disparity noise amplitude (min of arc) FIGURE 3. Sample psychometric curve showing how the percentage correct responses in a temporal two-alternative forced-choice procedure depended on the amplitude of disparity noise. The noise level is expressed in rain arc at 1 SD for the underlying Gaussian distribution [see Fig. I(B) ].
• show percent correct calculated for 30-70 trials, with an estimate of the associated SD, based on a binomial distribution. A Weibull function (solid curve) is fitted to the points using a weighted least squares criterion: the weight for each point is inversely proportional to its estimated SD. Correlation sensitivity is defined as the noise amplitude at the 85% correct level (solid arrows). The reliability (SE) of the obtained threshold value is estimated from the noise levels at 85% + 1 SD (binomial distribution). This is shown by the dashed arrows. illustrated in Fig. 3 by the projection of this range on the disparity noise axis.
Observers
Three observers participated in the experiments. All had normal or corrected-to-normal vision. ML (an author) is an experienced subject in both stereo and motion experiments. GM and JC were undergraduate students, paid for their participation. Neither had previous experience in psychophysical experiments. Their thresholds rapidly improved during the first 8-10 hr of training sessions and stayed fairly constant thereafter. Results obtained during the initial training sessions were discarded.
RESULTS
Spatial frequency characteristics
Figure 4(A) shows correlation sensitivities as a function of the cyclopean spatial frequency, for a stationary grating with a disparity amplitude of 2.55 min arc. The spatial frequency ranged from 0.45 c/deg (1 full period in the display window) to 6 c/deg (12.6 periods). The spatial frequency curves show a bandpass characteristic, with optimal spatial frequencies in the range of about 1.5-2 c/deg. Observers differ in both the shape and the position of the curves. Observer JC is especially sensitive in the high spatial frequency range and shows a sharp drop between 2 and 1 c/deg. Observer ML is relatively more sensitive in the low spatial frequency range but has a lower high frequency cut-off. Both ML and GM performed at chance for spatial frequencies above 4 c/deg, whereas JC could resolve the depth gratings up to about 6 c/deg. Observers also differ in their absolute sensitivities: at the optimum spatial frequency of 1.4 c/deg observer ML tolerates a noise amplitude (SD at the 85% correct level) of almost 4.5 min arc. This is nearly a factor of 2 larger than the grating amplitude. For observer JC the maximum correlation sensitivity is <3 min arc. These differences were not diminished by practice.
In pilot experiments we also used square-wave and saw-tooth disparity modulations. The waveform used had no effect on the high spatial frequency fall-off or maximum resolvable cyclopean frequency, but did make a difference at low frequencies. For square-wave and saw-tooth gratings, correlation sensitivity typically did not fall off at low frequencies in the way it did for sine gratings, presumably because observers were sensitive to the higher harmonics present in square-wave and sawtooth gratings. This points to the influence of edge detection in binocular vision (Harris & Parker, 1992 ). Since we were more interested in spatio-temporal integration of disparity information than in segregation at disparity discontinuities, we used sinusoidal gratings for our other measurements.
Before comparing the spatial frequency characteristics for binocular correlation to the spatial characteristics for stereopsis (stereo acuity and upper depth limit) established in previous work, we need to know how these spatial characteristics depend on other stimulus parameters. We first investigate the effect of dot density on the described spatial characteristics. Dot density is the monocular stimulus parameter most likely to affect the spatial characteristics of correlation sensitivity. It determines the spatial density of disparity information and might thus limit the spatial integration of information. The high spatial frequency limit might be due to a limited density of disparity samples, rather than to properties of the cyclopean grating. To check this we measured correlation sensitivities at a range of dot densities. Figure  5 shows the results for two observers. A density of 100% in these graphs corresponds to that used in the first experiments and to the value (81 deg -2) given in the Methods section. Spatial frequency sensitivity curves were measured for relative densities of 50%, 75%, 100%, 150% and 200%. Because the number of dots that we could generate and display on-line was limited, the display window was reduced in size to 1.55 x 1.55 deg. Figure 5 (A) shows that for ML dot density has little effect on the shape or position of the curve. Most importantly, the highest resolvable cyclopean spatial frequency does not increase with dot density. The relatively low dot density used in the main experiments, therefore does not seem to limit performance even at the highest spatial frequencies. Results from the inexperienced subject GM [ Fig. 5(B) ] are noisier but support the same conclusion. All subsequent experiments were undertaken with a dot density of 81 deg -2.
Temporal frequency characteristics
Temporal integration of disparity information can be studied by drifting the cyclopean grating at different velocities across the display. This causes local sinusoidal disparity modulations, characterized by their temporal frequency (c/see or Hz), and enables us to study temporal integration in the mechanisms that establish binocular correspondence without changing the presentation duration. Correlation detection is therefore limited by the properties of the cyclopean grating and not, for example, by the total number of dots presented (see, e.g. Cormack et al., 1994) . Figure 4 (B) shows temporal frequency curves for a cyclopean spatial frequency of 1.8 c/deg (close to the optimum for all three observers). All curves have a lowpass characteristic: observers were most sensitive to a stationary grating or a slowly drifting grating (1 c/see). For drift rates above 1 c/see sensitivity declined monotonically with temporal frequency. The maximum resolvable temporal frequency was 7--8 c/see for observer ML. Observer JC's flicker fusion frequency was lower than that of ML and GM. At 5 c/see his performance was well above chance but insufficient to reach the 85% correct level. For GM this happened at a temporal frequency of 6.28 c/see. No intermediate values were tested. Neither correlation nor depth were perceived above the resolution limit. High-frequency sinusoidal depth modulations evidently do not provide the kind of information that causes otherwise similar square-wave modulations to appear as transparent depth planes (Norcia, 1980; Norcia & Tyler, 1984; Schumer & Julesz, 1984) .
So far, we have shown spatial frequency characteristics for a single temporal frequency and vice versa. In the next section we investigate the possible interactions between spatial and temporal requirements for integration in binocular correlation. Figure 6 shows cyclopean spatial frequency curves obtained at different temporal frequencies. The observer's task was exactly the same as before: to detect a modulation of disparity, be it temporal or spatial. The amplitude of the depth grating was 2.55 min arc. The shape of the spatial frequency curve changes rather little with increase of temporal frequency: for all three observers (results in different panels of Fig. 6 ) the optimum spatial frequency does not change systematically, and both the high and low spatial frequency falloffs are similar at different temporal frequencies. For observer ML spatial tuning seems somewhat sharper at higher temporal frequencies, but on the whole these results provide little evidence for spatio-temporal coupling. Figure 7 shows the data from Fig. 6 plotted as a function of cyclopean temporal frequency, with spatial frequency as the parameter. At all spatial frequencies, sensitivity is greatest for a stationary or slowly drifting (1 c/see) grating. The temporal frequency curves for different spatial frequencies have similar shapes and can be superimposed reasonably well by shifting them along the sensitivity axis. Since the curves in Figs 6 and 7 are plotted on log-log coordinate scales sliding the curves vertically corresponds to spatial frequency independent mechanism. There are several indications, however, that spatial and temporal frequency curves of the kind shown so far cannot be generalized to different disparity ranges. Most important, correlation sensitivity declines with distance from the horopter (Stevenson et al., 1992) , so increasing the modulation amplitude will force recruitment of less sensitive mechanisms. Moreover, sensitivity to binocular correlation depends on disparity gradients as well as on spatial frequency (Tyler, 1973; Burt & Julesz, 1980 ). An upper limiting disparity gradient might determine the high spatial frequency fall-off; a lower (Fig. 6 ) or temporal frequency independent (Fig. 7) scaling. That curves can be superimposed by sliding them suggests spatio-temporal separability of the underlying L mechanism, one whose characteristics can be described 1 / by a single band-pass spatial frequency filter and an I ....
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Spatial frequency and amplitude of disparity modulation
So far we have dealt with spatial and temporal modulations of disparity at a single amplitude, and our results can be explained by appeal to a single underlying limiting gradient might account for the loss of sensitivity at low spatial frequencies. To distinguish spatial frequency and disparity gradient dependencies we measured sensitivity as a function of both the amplitude and the spatial frequency of disparity modulations. Figure 8 shows correlation sensitivities as a function of spatial frequency for grating amplitudes ranging from 1.55-10.2 min arc. As in the previous graphs, sensitivity is expressed as the amplitude of the noise at correlation threshold. Alternatively, sensitivity could be expressed as a signal-to-noise ratio (SNR), i.e. relative to the signal amplitude. The choice is important when sensitivities at different signal amplitudes are compared, as in Fig. 8 . SNRs are generally more relevant because they discount differences in signal strength. For a grating in depth, however, the signal strength does not linearly, or otherwise simply, depend on disparity amplitude. Thus, it is not obvious whether noise amplitude or the ratio of grating and noise amplitudes (SNR) is the most relevant measure. Converting the absolute sensitivity measure plotted in Fig. 8 to a relative SNR measure entails shifting the curves down by the logarithm of the grating amplitude. Hence, the shapes of the curves do not depend on the choice of an absolute or a relative measure of correlation sensitivity.
For spatial frequencies up to 1.5-2 c/deg, absolute sensitivity increases with increasing grating amplitude. The band-pass characteristic for small-amplitude gratings becomes low-pass at larger grating amplitudes. The high spatial frequency cut-off also depends on the amplitude of the grating, most clearly for observer JC [ Fig. 8(B) ]. For higher grating amplitudes the sharp fall in sensitivity occurs at progressively lower spatial frequencies. This is indicated by the dashed lines in the graph, which connect the sensitivity at the highest spatial frequency for which a threshold was obtained to a value of 0.01 at the next higher spatial frequency, for which sensitivity was too low to reach the criterion. In the middle frequency range and for moderate grating amplitudes the absolute sensitivity depends little on the amplitude. In this range absolute sensitivities vary with spatial frequency but not with grating amplitude. Expressed as SNRs (not shown) sensitivities decrease with grating amplitude at all spatial frequencies. Lowest SNRs (highest relative correlation sensitivities) are reached at a spatial frequency of 1.8 c/deg, for the lowest grating amplitude.
Our finding that disparity modulation amplitude interacts with spatial frequency in determining binocular correlation sensitivity raises the question whether sensitivity at all amplitudes and spatial frequencies might be simply understood in terms of limits to the maximum and minimum disparity gradients that observers can detect. Previous studies have shown the importance of disparity gradients, e.g. in determining the upper depth limit (Burt & Julesz, 1980; Tyler, 1974) . Disparity gradients are conventionally defined by the slopes of fiat surfaces (or pairs of points) in depth; for our purposes we define the gradient in the sinusoidal depth modulation as the product of the amplitude (min arc) and the spatial frequency (c/deg). Figure 9 shows the results from Fig. 8 replotted in this form. Other gradient metrics might be calculated for sinusoidal modulations, but a reasonable choice does not affect the shape or relative position of the curves.
Were there limiting gradients, all curves would have common upper and lower asymptotes, regardless of the spatial frequency-amplitude combination. Figure 9 shows that this is not the case: the high frequency fall- Disparity gradient (min of arc x cycles/deg) FIGURE 9. Binocular correlation sensitivity plotted against disparity gradient, for three observers (A, B and C). Binocular correlation sensitivities were measured as a function of both cyclopean spatial frequency and disparity amplitude for cyclopean gratings drifting at 1 c/sec. The disparity gradient is obtained by multiplying spatial frequency (in c/deg) and disparity amplitude (in rain arc). Curves connect points having the same disparity amplitudes.
off for the curves, connecting points of equal spatial frequency, depends strongly on the grating amplitude. A maximum disparity gradient describes the high frequency cut-offs very poorly. There is also little evidence for a minimum detectable disparity gradient. Detection of binocular correlation depends on both spatial frequency and amplitude of disparity modulations, and cannot be reduced to a description in terms of gradient limits.
To study the effects of disparity gradient limits more directly, we also measured sensitivities for saw-tooth rather than sinusoidal modulations of disparity. For sawtooth gratings a constant gradient (plus an edge) is present in the stimulus. Sensitivities were measured for a range of spatial frequencies at different gradients. The results (not shown) corroborate the findings for sinusoidal gratings: for fixed gradients, sensitivity decreased sharply with increasing spatial frequency.
DISCUSSION
Spatio-temporal integration in binocular correlation
The use of dynamic RDSs perhaps overemphasizes the importance of binocular correlation in stereo depth perception. It could be argued that the redundancy in natural images ameliorates the difficulty of finding matches. However, the fact remains that the visual system effortlessly solves the correspondence problem in RDSs. Moreover, physiological evidence shows that already in primary visual cortex many cells are binocularly driven (Hubel & Wiesel, 1962 , 1970 and disparity selective (Ferster, 1981; Poggio, 1984; Poggio, Motter, Squatrito & Trotter, 1985; DeAngelis, Ohzawa & Freeman, 1991; Ohzawa, DeAngelis & Freeman, 1990) . Disparity selectivity thus arises at an early level, where cells are mainly selective for size (spatial frequency) and orientation (Poggio & Fisher, 1977; Poggio & Talbot, 1981) . Since binocular correlation mechanisms apparently do not depend on elaborate monocular preprocessing, the spatio-temporal integration studied here might be relevant not only for depth perception in RDSs, but in all binocular correlation processes and resulting perception of depth.
We have shown how sensitivity to binocular correlation depends on both spatial and temporal modulations of disparity. The use of sinusoidal depth modulations by no means implies that the correlation mechanisms behave as linear spatial filters for disparity modulations. Indeed, the dependence on disparity amplitude (Figs 8 and 9 ; Stevenson et al., 1992; Cormack et al., 1991) shows that this is not the case. Drifting sinusoids do, however, provide a convenient tool to study the effects of both spatio-temporal scale and disparity modulation amplitude on binocular correlation sensitivity.
One important observation (Figs 6 and 7) is that the spatial and temporal characteristics, are largely separable: the binocular correlation mechanism can be wellcharacterized by independent spatial and temporal sensitivity functions. This suggests that either a single mechanism is responsible or, if different mechanisms exist for different spatial frequency ranges, these mechanisms have similar temporal characteristics. This independence of spatial and temporal characteristics seems at odds with the observation of Cormack et al. (1994) that temporal integration for binocular correlation in the plane of fixation increased with decreasing stimulus area, and spatial integration increased for shorter presentation time: correlation sensitivity reached a maximum for a fixed number of elements, whatever the combination of number of frames and number of dots per frame. Although a loss of correlation sensitivity arising from spatial limitations can, to a limited extent, be compensated by lowering the temporal frequency (Figs 6 and 7), our data do not corroborate such a spatio-temporal trade-off in the correlation process. Detecting correlation in the experiments of Cormack et al. is probably not directly comparable to detecting gratings in our experiments, but in any case in our work the number of elements never varied with spatial or temporal frequency, and was always beyond the range where Cormack et al. found the number to affect performance. Where in different experiments we varied dot density, or the total number of dots, we found no effect on performance (Fig.   5 ).
For relatively high amplitudes of disparity modulation the spatial frequency curve shows a low pass characteristic. The high spatial frequency cut-offs at about 3-5 c/deg (Fig. 4 ) are comparable to those for both stereo acuity (Rogers & Graham, 1982) and the upper depth limit (Schor & Tyler, 1981; Tyler, 1974) . Stereo acuity and the upper depth limit describe the minimum and maximum resolvable disparity amplitude, respectively, measured without noise. Since establishing binocular correlation is a prerequisite for recovering depth information, stereo vision in this high spatial frequency range is probably limited by the integration requirements for detecting correlation. At low modulation amplitudes the spatial frequency curves show a band-pass characteristic. At the lowest amplitude we used (1.6 min arc) sensitivity is highest near 1-2c/deg and declines substantially at lower frequencies. Conventional stereo acuity measurements also show a band-pass characteristic, but the low frequency fall-off begins at spatial frequency of 0.3--0.4c/deg. The large discrepancy between the spatial characteristics for stereo acuity and those for binocular correlation is consistent with a twostage model of binocular disparity processing: matching followed by depth recovery. In such a model, the spatiotemporal interactions required for binocular correlation can be independent of the depth resolution of the set of units involved.
Since spatial frequency and amplitude of cyclopean gratings were varied independently in our measurements, we could separate the effects of spatial frequency and disparity gradient. Neither the low frequency fall-off for small disparity amplitudes, nor the high frequency falloff was accurately described by a disparity gradient limit. In both cases the decline of sensitivity depended on the combination of spatial frequency and grating amplitude. Our results therefore only partially corroborate the findings of Burt and Julesz (1980) and Tyler (1974) that a disparity gradient limit determines the sensitivity for binocular correlation. We find that not only is the local slope important, but also the area (distance) over which the information can be integrated. In the high spatial frequency range the importance of the summation area obviously outweighs the actual slope, or amplitude. In the low frequency range spatial frequency no longer limits the required spatial integration and the correlation sensitivities more directly depend upon disparity amplitude. For low disparity amplitudes and low spatial frequencies sensitivity increases with disparity amplitude, but not enough to yield a constant SNR. Although the amplitudes used were well above the stereo acuity limit, our result indicates that sensitivity in this range might be determined by both correlation requirements and depth discrimination.
Temporal characteristics and motion in depth
At relatively high spatial frequencies, temporal modulations gave rise to the percept of a depth grating drifting in a fronto-parallel direction, whereas at low spatial frequencies temporal modulations appeared as oscillations in depth. Thus, despite there being no velocity differences between left and right images, temporal modulations of disparity were clearly seen as stereo motion, or motion in depth. This agrees with Julesz (1971) and Tyler (1971) who found that temporal modulations of disparity are sufficient for perceiving motion in depth. Recently, Cumming and Parker (1994) took the argument a step further and showed that under conditions where both disparity modulations and interocular velocity differences are present (as in natural images) motion in depth is primarily or exclusively detected through temporal changes in binocular disparity. The spatial and temporal properties for binocular correlation studied in this paper therefore seem to be relevant for detecting motion in depth. The relatively narrow bandwidth for detection of both spatial and temporal disparity modulations may be one reason why motion-in-depth has poor temporal resolution (Tyler, 1971; and poor spatial resolution (Phinney, Wilson, Hays, Peters & Patterson, 1994) .
The shape of the temporal frequency curve does not depend on spatial frequency (Fig. 7) , and our results therefore imply that temporal integration is similar for 'local' (high spatial frequency) and more 'global' (low spatial frequency) mechanisms. The narrow temporal bandwidth and the relatively low cut-off frequency of about 8 c/sec agrees with limits reported previously for both local and global stereopsis (Richards, 1972; White & Odom, 1985; Harwerth & Rawlings, 1977; Schumer & Ganz, 1979) . The limited temporal bandwidth also agrees reasonably well with previously reported duration thresholds for detecting binocular correlation (Tyler & Julesz, 1978a; Uttal, Fitzgerald & Askin, 1975; Cormack et al., 1994) .
Binocular correlation mechanisms
It has been suggested previously (e.g. Tyler, 1975a,b) that the mechanisms involved in the apparently global task of detecting binocular correlation might reflect purely local processing of disparity information. Disparity domain inhibition, for example, could eliminate ghost images along a given line of sight. Spatial integration of disparity information could equivalently be explained by excitatory interactions among disparity sensitive units orthogonal to the line of sight. This brings us to the Keplerian model of stereopsis (e.g. Richards, 1975) and solving the correspondence problem. In this type of model different disparity levels are represented by different units, performing the cross correlation between signals from the appropriate receptive fields in the two eyes. The spatial extent and dynamics of excitatory and inhibitory interactions between units in such an array determine the spatio-temporal modulations of disparity that can give rise to a 'globally' correlated structure and hence support depth perception. The pattern of activity across units tuned to different disparities determines depth resolution and depth discrimination (e.g. Lehky, Pouget & Sejnowski, 1990) .
To obtain a globally consistent pattern of activity among local correlation units, both inhibitory and excitatory interactions are probably required. Because we used sinusoidal gratings to study the spatio-temporal integration requirements, our data provide little information on the inhibitory interactions. Other types of experiment, e.g. employing square waves or transparently presented depth planes to study segregation processes (Stevenson, Cormack & Schor, 1989; Julesz & Chang, 1976 ) are required to characterize the underlying inhibitory interactions. However, the spatial frequency and amplitude dependencies we measured can be used to determine the lateral extent and the strength of coupling, as well as the range of directions in depth over which cooperative interactions occur. These limitations implement both a uniqueness constraint and a continuity constraint. Pollard, Mayhew and Frisby (1985) and Pradzny (1985) have shown the importance of these in binocular correspondence algorithms. The temporal frequency characteristics similarly constrain the dynamics of the integrative interactions in such a cooperative network of disparity sensitive units. The independence of spatial and temporal characteristics suggests that the cooperative interactions underlying both small scale (local) and large scale (global) integration have similar dynamics.
