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Resumen
La investigación muestra que es posible realizar, por medio de modelos de redes 
neuronales artificiales, buenas predicciones sobre el comportamiento diario de la 
acción de SURAMINV. Tales resultados contrarían la hipótesis de la teoría de 
eficiencia débil de mercado.  A partir de dichas predicciones y con el uso de sistemas de 
negociación, se evalúa la posibilidad de obtener rendimientos extraordinarios sobre 
la estrategia Buy & Hold teniendo en cuenta costos de transacción y oportunidad.
Palabras clave: Red neuronal artificial (RNA), predicción, Suraminv, sistemas de 
negociación.
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Abstract
As opposed to the weak form of efficient-market hypothesis, the current study 
shows that it is possible to do good predictions about  the daily share price 
fluctuations of Suraminv, using artificial neural network models. Furthermore, 
the forecasts obtained are used to analyze the possibility of gaining extraordinary 
returns with regard to the Buy & Hold strategy, through negotiation systems with 
basic rules.
Key words: Artificial Neural Network (ANN), prediction, Suraminv, negotiation 
systems.
Introducción
La teoría de Eficiencia de Mercado constituye 
uno de los pilares del desarrollo moderno de 
las finanzas. Según esa teoría, y como lo explica 
Fama (1970), los precios de las acciones son 
el reflejo de toda la información disponible. 
Por tal razón, ningún agente podría obtener 
retornos extraordinarios en los mercados de 
manera consistente. 
Roberts (1967) distingue tres tipos diferentes de 
eficiencia en los mercados: débil, semifuerte y 
fuerte. Se distinguen por la clase de información 
con la que cuentan los agentes. La hipótesis de 
la eficiencia débil es que las series históricas 
del mercado, que incluyen precios, volúmenes 
y demás datos referentes a las transacciones, 
no poseen ningún tipo de información que 
pueda ser aprovechable por los agentes para 
obtener rendimientos extraordinarios de forma 
consistente. Según este planteamiento, no es 
posible predecir precios ni rendimientos futu-
ros de los activos. 
Se podría decir que el estudio de la predic-
tibilidad de los activos financieros data de 
cuando empezaron los mercados donde aquellos 
se negocian. No obstante, hay en curso un 
proceso de perfeccionamiento y sofisticación 
de las herramientas empleadas para dichas 
predicciones, lo cual permite hoy la utilización 
de un amplio abanico de posibilidades para tal 
fin. La literatura existente sobre predictibilidad 
en los mercados financieros y evaluación de 
estrategias de negociación es muy amplia. A 
continuación se mencionan los estudios más 
destacados a nivel internacional.
Hua y Yann (1996) han desarrollado un modelo 
de redes neuronales recurrentes para hacer 
predicciones a mediano plazo en el mercado 
accionario de Taiwán. Usaron entradas prove-
nientes del análisis ARIMA de la serie de 
estu dio. Sus resultados permitieron observar 
que, si se entrena la red con datos semanales 
con cuatro años de historia, se pueden lograr 
buenas predicciones del mercado para un 
horizonte de seis meses.
Fernández, González y Sosvilla (2000) aplican 
una regla de negociación para el Índice 
General de la Bolsa de Madrid con base en 
redes neuronales y análisis técnico. Estos 
autores concluyen que dicha regla obtiene 
mejores rendimientos de forma consistente 
frente a una estrategia Buy & Hold mientras 
el mercado se encuentra estable o a la baja; 
cuando la tendencia del mercado se encuentra 
en alza, la mejor estrategia es la pasiva. Por su 
parte, Chen, Leung y Daouk (2003) buscaron 
modelar y predecir la dirección de los retornos 
del Índice de la Bolsa de Acciones de Taiwán a 
través de estrategias de negociación basadas en 
redes neuronales probabilísticas; obtuvieron 
mejores rendimientos que con la estrategia Buy
& Hold.
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Parisi y Guerrero (2003) han hecho predicciones 
de los cambios de signo semanales de los índices 
bursátiles Bovespa (Brasil), CAC40 (Francia), 
Dow Jones Industrial (Estados Unidos), 
FTSE100 (Reino Unido), GDAX (Alemania), 
Hang Seng (Hong Kong), KLS (Malasia), 
Nikkei225 (Tokio), STI (Tailandia) y S&P500 
(Estados Unidos), y han encontrado que esta 
técnica presenta mayor poder predictivo sobre 
las series estudiadas frente a modelos Arima.
Por su lado, Álvarez y Álvarez (2003) utilizan 
algoritmos genéticos y redes neuronales para 
predecir los precios del yen y la libra esterlina. 
Adicionalmente, hacen una fusión de datos a 
través de la cual combinan los resultados de 
sendos métodos con el fin de mirar la existencia 
de sinergias para mejorar las predicciones. Pese 
a lo sofisticado de las herramientas, no se 
observa, frente a trabajos anteriores, una mejora 
considerable en los resultados de predicción de 
tipos de cambio
Sallehuddin et al. (2007) proponen un modelo 
híbrido para la predicción de diferentes índices 
económicos y financieros asiáticos. El modelo 
sugerido es una combinación de redes neuronales 
tipo GRANN (Grey Relational Artificial Neural 
Networks) con un modelo lineal Arima. Para 
ellos, su modelo presenta una mejor predicción 
que los modelos con los cuales lo comparan.
La literatura sobre el tema con aplicación a 
mercados colombianos es también muy amplia. 
Se destacan trabajos como los de Pantoja 
(2000), donde se realiza una comparación de 
resultados de predicción a partir de modelos 
Arima y redes neuronales para once series de 
precios de mercados colombianos. Alcanzaron 
evidencia de mejor desempeño en las redes, pero 
detectaron que en la presencia de estacionalidad 
los modelos Arima son muy potentes. Gil y Pérez 
(2005), por su parte, realizan una comparación 
entre un modelo tipo Garch y uno de redes 
neuronales para la predicción de la acción de 
Acerías Paz del Río. Para ellos, al ser las redes 
modelos más flexibles y adaptables, se pueden 
considerar como una buena alternativa para la 
predicción de series de tiempo, pero a su vez 
las consideran más como un complemento a las 
técnicas tradicionales que como un reemplazo. 
Jalil y Misas (2007) hacen una comparación en 
la predicción del tipo de cambio a través del uso 
de modelos de redes neuronales y de tipo lineal. 
Reflejan mejores resultados de predicción con 
los primeros.
Villada et al. (2008) proponen un modelo de 
redes neuronales para el pronóstico del precio de 
la energía eléctrica colombiana. Las estructuras 
de redes a las que recurrieron tienen como 
entradas las series de precios diarios y el nivel 
medio de los embalses. Hacen una comparación 
con un modelo tipo Garch, el cual muestra un 
mejor desempeño de pronóstico dentro de la 
muestra, pero se observa que fuera de la muestra 
las redes tienen mejor predicción. 
Como se puede observar, en la literatura 
sobre predicción de mercados existe una gran 
variedad de propuestas con base en diferentes 
técnicas. En cada caso se llega a concluir a favor 
o en contra de la teoría de eficiencia de mercado 
en forma débil. El presente estudio pretende 
ampliar la discusión sobre el tema y otorgar 
nuevos criterios que permitan contrastar la 
teoría financiera en mercados colombianos. Los 
trabajos realizados, donde se busca evaluar la 
eficiencia de los mercados, llegan a conclusiones 
favorables o contrarias a dicha teoría. Lo 
cierto es que en todo el mundo tiene mucha 
aceptación entre operadores de mercados 
financieros la implementación de estrategias que 
pretenden predecir comportamientos futuros 
a través de indicadores técnicos o modelos 
construidos a partir de las series históricas de 
las transacciones. 
La divergencia existente entre la teoría y la 
práctica justifica la realización de trabajos como 
el que se expone, en los se busque evaluar la 
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eficiencia de mercado en la negociación de 
activos específicos. Concretamente, es de 
gran relevancia evaluar la predictibilidad del 
comportamiento de la acción de Suramericana 
de Inversiones S.A. (Suraminv), ya que esta 
acción lideró las negociaciones en la Bolsa 
de Valores de Colombia durante el periodo 
de estudio, fue la de mayor participación en 
el Índice General de la Bolsa de Colombia 
(IGBC) y la que tuvo el mayor volumen de 
transacciones. 
1. Redes Neuronales Artificiales (RNA)
Como las técnicas de aproximación lineal y 
polinomial, una red neuronal es un método 
que, por medio de un conjunto de algoritmos, 
busca establecer la relación entre un conjunto 
de variables de entrada, {xi}, i=1,..., n, con un 
conjunto de una o más variables de salida, {yi}, 
j=1,..., k,. La diferencia de la red con los otros 
métodos de aproximación consiste en que la 
primera usa una o más capas ocultas, donde 
las variables de entrada son transformadas 
y comprimidas por una función especial. 
La red imita la forma en la cual el cerebro 
humano procesa datos sensoriales de entrada, 
recibidos como neuronas de entrada, hasta 
el reconocimiento como neuronas de salida 
(Mcnelis, 2005).
A la hora de realizar la modelación de variables 
financieras, la econometría tradicional ofrece 
modelos con especificaciones lineales y no 
lineales. Sin embargo, diversos autores resaltan 
ciertas bondades de las redes neuronales con 
respecto a estos modelos econométricos, por 
presentar un mejor ajuste y por tanto un menor 
error de predicción. En esta línea, se pueden 
mencionar trabajos como el de Franses y Dijk 
(2000). Estos autores resaltan las RNA frente a 
los modelos de series de tiempo tradicionales, 
por la posibilidad que ofrecen de modelar 
relaciones no lineales complejas. Por su parte, 
Shachmurove (2000) destaca como ventaja de 
las RNA el no requerir supuestos acerca de la 
naturaleza de la distribución de los datos, y 
concluye que cumplen un mejor papel que los 
modelos de series de tiempo y econométricos 
cuando se trata de encontrar relaciones no 
lineales. 
Aristizábal (2006) menciona que “la creciente 
popularidad de las RNA en el campo de la 
economía y las finanzas se debe a la necesidad 
de tratamientos econométricos distintos a los 
tradicionales, que sean capaces de capturar 
adecuadamente las trayectorias no lineales” de 
las relaciones entre variables.
Las redes feedforward son las más usadas en 
aplicaciones de economía y finanzas. Se carac-
terizan porque los datos se transmiten de las 
neuronas de capas anteriores a las de capas 
posteriores: las diferentes neuronas de la 
red procesan un conjunto de información 
de entrada para establecer la relación con la 
variable de salida. El modelo lineal es un caso 
especial de red feedforward en el que la única 
neurona de la capa oculta es una función de 
activación lineal que conecta la única capa de 
salida con un parámetro de peso. La gráfica
1 ilustra la arquitectura de una red neuronal 
feedforward con una capa oculta {xi}, i=1,2,3, de 
dos neuronas, tres variables de entrada, , y una 
salida y.
Gráfica 1
Red neuronal feedforward
 Entradas–x Neuronas capa oculta–n Salida-y
Fuente: Elaboración propia
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Las capas ocultas se pueden interpretar como el 
procesamiento que realizan los agentes de toda 
la información económica y financiera conocida, 
con el fin de formar sus expectativas hacia el 
futuro. Este procesamiento en el cerebro de los 
agentes, representado en las transformaciones 
realizadas en las capas ocultas de la red, es el 
que conlleva a reacciones y a tomar decisiones 
en los mercados donde se realizarán compras o 
ventas. 
Las neuronas procesan los datos de entrada de 
dos formas: primero, haciendo combinaciones 
lineales de los datos de entrada y, luego, ejecu-
tando esas combinaciones por medio de fun 
-ciones de activación o transferencia. Las fun -
ciones más comunes en economía y finanzas 
son las no lineales compresoras, las cuales 
reportan salidas no proporcionales a las entra-
das y son, además, las que mejor representan 
el comportamiento económico de los agentes. 
Por su parte, para la capa de salida, la función 
de transferencia más usada es la lineal por ser 
continua en todos los reales. Arroja, como
resultado, exactamente el mismo valor de 
la entrada neta que le llega y, por tanto, es 
equivalente a no aplicar función de trans-
ferencia. 
Una de las funciones de activación compre-
sora más usadas en este tipo de trabajos es 
la tangente hiperbólica, también conocida 
como la función tansig o tanh. Esta comprime 
las combinaciones lineales de las entradas 
en el rango comprendido entre -1 y +1 y está 
representada matemáticamente por: 
(1)
N (2)
(3)
(4)
Donde T(nk,t) es la función de activación tansig
para la neurona de entrada nk,t.
En este sistema hay i* variables de entrada {x] y 
k* neuronas. Una combinación lineal de estas 
variables de entrada, observadas en el momento 
t, {xi,t}, i=1,...,i*,  con el vector de coeficientes o 
conjuntos de pesos de entrada {wk,i}, i=1,...,i*, y 
con la constante wk,0. forma la variable nk,t. Esta 
variable es comprimida por la función tansig y 
se convierte en una neurona Nk,t en el momento 
de la observación t. El conjunto de k* neuronas 
en el momento t las combina en una forma 
lineal con el vector de coeficientes {yk}, k=1,...,k*, 
y con un término constante y0, para formar la 
predicción , en el momento t.
Por otra parte, para la capa de salida, la función 
de transferencia más usada es la lineal (purelin)
por ser continua para todos los reales, pues 
arroja como resultado exactamente el mismo 
valor de la entrada neta que le llega; por tanto, 
esta operación es equivalente a no aplicar 
función de transferencia. La continuidad es 
una característica deseada para la función de 
esta capa en el sentido que la red tendrá libertad 
para arrojar cualquier valor de salida.
En los problemas de predicción económica o 
financiera se utiliza normalmente el algoritmo 
de entrenamiento backpropagation1. Es un mé-
to do de aprendizaje con un mecanismo de 
propagación-adaptación en dos fases: la primera 
consiste en entrar un determinado patrón y 
propagarlo por todas las capas de la red hasta 
llegar a una salida, comparada con la salida que 
se desea obtener; así se determina un término de 
error. Con este se inicia la segunda fase, ya que 
se convierte en una señal que se propaga hacia 
atrás, actualizando todos los pesos de la red. La 
explicación de su generalizada implementación 
en problemas económicos y financieros radica 
en las virtudes que posee: es capaz de resolver 
1 Autores como Wong (1995), y Yao, Li y Tan (1997) han 
documentado la superioridad de este tipo de red en el 
campo de economía y finanzas.
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problemas que no son linealmente separables, 
reduce el tiempo de entrenamiento de la red por 
la utilización del procesamiento paralelo para 
encontrar la relación entre patrones dados y no 
necesita la especificación de un algoritmo por 
anticipado para llegar al algoritmo correcto.
Cuando se asume una red de una sola capa 
oculta, el proceso de entrenamiento parte de 
ingresar a la red un patrón  de entrenamiento 
de q componentes. Dicho proceso se puede 
ilustrar así:
   
(5)
La salida final, en función de la entrada neta 
y de los pesos de la última capa, está dada, 
entonces, por:
(6)
A continuación, la salida final de la red se 
compara con su valor deseado tk; de esta 
manera se determina el error de cada unidad 
de salida: 
(7)
Por tanto, el error de cada patrón que ingresa a 
la red está dado por:
 (8)
Donde ep2  es el error medio cuadrático para 
cada patrón de entrada P; ?k es el error en la 
neurona k de la capa de salida con l neuronas.
El proceso que se acaba de describir debe 
repetirse para el número total de patrones de 
entrenamiento (r). Luego se hace necesario 
minimizar el error medio cuadrático total 
expresado por:
    (9)
Aquí, e2 es el error en el proceso de aprendi -
zaje en una iteración, después de haber 
ingresado los r patrones a la red.
El error determinado r en función de los pesos 
genera un espacio de dimensiones, donde se
refiere al número de pesos de la red. Al tratar 
de minimizar dicho error en el proceso de 
aprendizaje, se toma la dirección del gradiente 
negativo del error en esta superficie, es decir, 
aquella dirección en la que el error decrece; 
este es el criterio para la actualización de los 
pesos:
(10)
El gradiente negativo de ep2 se denota como 
-?ep2 y se calcula como la derivada del error 
con respecto a los pesos de conexión de toda 
la red. 
Se puede demostrar que los términos de error 
para la capa de salida están dados por:
(11)
Este algoritmo es llamado Backpropagation o de 
propagación inversa porque el error se propaga 
hacia atrás en la red. Por su parte, el error en la 
capa oculta está dado por:
 (12)
Con el valor del gradiente del error se actualizan 
todos los pesos de la red, empezando por los de 
la capa de salida:
 (13)
(14)
Donde ? es la tasa de aprendizaje que varía 
entre 0 y +1.
Después de actualizar los pesos y ganancias 
de la capa de salida se hace el mismo proceso 
con la capa oculta; así se termina el proceso de 
actualización de pesos, con base en los errores 
en una red de tres capas:
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   (15)
(16)
Las expresiones para generalizar este proceso 
a una red de más capas se pueden deducir 
fácilmente de la ecuación (12).
2. Series de datos
Ahora bien, para la selección de las variables de 
entradas, empleadas para el estudio, se tuvieron 
en cuenta los fundamentales macroeconómicos 
y las relaciones entre mercados financieros, 
documentados ampliamente en diversos trabajos 
como los de Chen, Firth y Rui (2002) o Phylaktis 
y Ravazzolo (2005). También se consideraron 
como criterios la disponibilidad de los datos en 
la periodicidad requerida y el conocimiento de 
los investigadores sobre el funcionamiento del 
mercado financiero colombiano.
El conjunto de datos (1493 en total) se presenta 
en el apéndice 1 y consta de 77 variables2,
expresadas en términos de precios desde el 21 
de junio de 2002 hasta 11 de marzo de 2008. 
En la gráfica 2 se muestra la serie de precios de 
la acción de Suraminv para el periodo objeto 
de estudio.
Gráfica 2
Precio acción Suraminv 
Fuente: Elaboración propia
2  Series históricas obtenidas de Bloomberg.
El paso siguiente en la organización de los datos 
es la división de la muestra en dos subconjuntos: 
uno para la estimación del modelo (in sample) y
otro que no interviene en el cálculo y que se 
utiliza para la prueba (out of sample). Aunque 
normalmente se acostumbra realizar un ejer-
cicio de partición, para el presente trabajo se 
efectuaron dos divisiones diferentes, buscando 
contar con herramientas para realizar un 
análisis más robusto de los resultados: 
• Inicialmente se usó el 68% para estimación in 
sample y se dejó el 32% final de los datos para 
efectos de pruebas out of sample. Esta división 
corresponde al punto medio aproximado de la 
caída más significativa de precios de la acción 
de Suraminv, presentada aproximadamente 
entre mayo y junio de 2006. Con esto se 
buscaba probar si utilizando la primera 
parte de dicha caída para la estimación, los 
modelos son capaces de predecir out of sample
la segunda parte. 
• En la segunda división se utilizó el 83% de 
los datos para estimación y el 17% final para 
pruebas. Con esta división se procuró probar 
la capacidad predictiva de los modelos luego 
del cambio estructural que parece haberse 
presentado en el mercado a partir de la 
caída grande de precio ya mencionada; sin 
embargo, se dejó parte de los datos de la 
nueva dinámica de los precios dentro del 
conjunto de entrenamiento.
Más adelante se presentan los resultados del 
modelo, estimados a partir de la división 83% 
- 17%, por ser el que mejor captura la dinámica 
de los datos reales fuera de la muestra. 
Por último, de acuerdo con las recomendaciones 
existentes en la literatura sobre RNA, fue 
necesario, para la estimación de estos modelos 
in simple, subdividir en tres grupos cada una de 
las muestras: uno de entrenamiento, donde el 
modelo realizó el proceso de aprendizaje; otro 
de validación, con el cual se buscó optimizar 
25000
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el tiempo computacional en el entrenamiento 
de la red, y un tercero, de prueba, con el que 
se validó la capacidad de generalización del 
modelo3.
3. Resultados de predicción
Las redes neuronales exigen la optimización del 
error de estimación a través de la comprobación 
de diferentes estructuras, número de capas, 
número de neuronas por capa, tipo de funciones 
de transferencia, aprendizaje y entrenamiento. 
La realización de este proceso implicó el entre-
namiento de cientos de redes. Por este motivo, 
tiene gran importancia la utilización de algo-
ritmos que sean eficientes desde el punto de 
vista de los tiempos computacionales. 
El entrenamiento, a partir de las 77 series 
descritas, permitió obtener modelos con buen 
desempeño en términos de predicción. Los 
mejores resultados se obtuvieron con una 
estructura de una capa oculta de 11 neuronas, 
en la cual se empleó la función de transferencia 
tansig, y una neurona en la capa de salida, con 
la función purelin. A la vez, esta red utilizó 
la función de gradiente descendiente con 
momento para el aprendizaje, así como el 
algo ritmo Levenberg-Mardquart para el entre-
namiento.
La tabla 1 resume los estadísticos de evaluación 
de este modelo, cuyas ecuaciones se pueden 
observar en el apéndice 2. Se debe resaltar la 
obtención de un excelente ajuste in sample pero, 
a la vez, de acuerdo a los objetivos inicialmente 
planteados, se logró un coeficiente R-cuadrado 
de 0,8358 out of sample. Esto refleja que el 
modelo tiene buena capacidad para capturar la 
dinámica de los datos reales y ajustarse a ellos 
en esa parte de la muestra.
3  Esta metodología es ampliamente recomendada en la lite-
ratura de RNA. Para una mayor profundización, véase a 
Yao, Li y Tan (1997). 
Tabla 1
Estadísticos de error de estimación
de la red neuronal
Redes feedforward
77 precios
In
 sa
m
pl
e
R2 0,9988
MSE 53984,8926
RMSE 232,3465
RMSPE 0,0324
MAE 148,9150
MAPE 0,0217
O
ut
 o
f s
am
pl
e
R2 0,8358
MSE 307155,4567
RMSE 554,2161
RMSPE 0,0288
MAE 406,6969
MAPE 0,0223
Fuente: Elaboración propia
La gráfica 3 deja apreciar, en el área sombreada, 
la predicción fuera de muestra del modelo y los 
datos verdaderamente observados. Se resalta 
que tal como lo muestran los estadísticos de 
evaluación, se logra capturar gran parte de la 
dinámica de la serie.
Gráfica 3
Predicción out of sample
red neuronal artificial
Fuente: Elaboración propia
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La gráfica 4 es una extracción de la gráfica 
anterior; en ella solo se muestran la predicción 
y los datos reales para la parte out of sample de 
los datos. 
Gráfica 4
Extracción predicción out of sample red 
neuronal artificial
Fuente: Elaboración propia
La evaluación de los residuales del modelo se 
realizó por medio de la prueba de raíces unitarias 
Dickey–Fuller aumentada, sin intercepto y sin 
tendencia. Las probabilidades se ubicaron en 
la región de rechazo de la hipótesis nula de 
existencia de raíces unitarias. No hay evidencia 
empírica que muestre falta de estacionariedad 
en los residuales.
4. Evaluación financiera de las predicciones
Una vez que se tienen las predicciones del 
comportamiento de la acción de Suraminv en 
el mercado, por medio del modelo entrenado de 
redes neuronales, fue importante determinar si 
por medio de sistemas simples de negociación4,
elaborados sobre dichas predicciones, hubiera 
sido posible obtener rendimientos extraor di-
na rios con respecto a una estrategia pasiva, 
representada en comprar y mantener el Buy and 
4 Un sistema de negociación hace referencia a un conjunto 
de condiciones programadas para arrojar señales de compra 
o venta en el mercado.
Hold (B&H), como comúnmente se le conoce. El 
ejercicio fue realizado con base en los siguien tes 
supuestos:
Sólo se permiten posiciones • largas5, lo cual 
es acorde con la regulación del mercado 
accionario colombiano para el periodo de 
estudio, en la medida en que legalmente no 
están permitidas las ventas en corto.
La estrategia • B&H y los sistemas alternativos 
siempre inician, en el primer día del periodo 
considerado para la comparación, con un 
valor de portafolio correspondiente al valor 
de mercado de 100 acciones de Suraminv. 
Igualmente se considera que todas las 
compras que realicen los sistemas son de 100 
acciones.
Los faltantes o sobrantes de liquidez del •
portafolio son financiados a la tasa mínima 
de expansión del Banco de la República6.
Un costo de transacción que representa la •
diferencia entre el Bid y el Ask7 del mercado 
en el momento de realizar las operaciones. 
Agudelo (2009) estima que este costo para 
la acción de Suraminv, en el periodo com-
prendido entre el 24 de abril y el 3 de agosto 
de 2007, es 0,271%. Si se considera que el 50% 
de las veces es necesario asumir este costo 
y las veces restantes lo hace la contraparte, 
se trabajó con un costo de 0,1355% por 
operación. 
5 Nombre que reciben las posiciones de compra en el 
mercado cuando se está hablando de apuestas direccionales 
sobre los precios.
6 Esta tasa es definida en la página web del Banco de la 
República (2007) como “la tasa que las entidades financieras 
deben pagar por tener acceso a la liquidez temporal a través 
de los repos que se ofrecen por subasta, es decir, con un 
monto limitado. La tasa a la que se da liquidez a través de 
la subasta oscila entre esta tasa mínima y la tasa máxima 
o lombarda de expansión”. Disponible [en línea]:www.
banrep.gov.co/informes-economicos/ine_pre_frec3.htm 
(12/08/2009).
7 Bid y Ask son los nombres que reciben, respectivamente, 
el mejor precio de demanda y de oferta del mercado en un 
momento determinado.
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Los modelos se corren cinco minutos cada •
día antes del cierre del mercado, con la 
posibilidad, incluso, de realizar operaciones 
al cierre del mismo día. Para efectos de 
simplificación, en el ejercicio se supone que 
los precios existentes cinco minutos antes 
son proxies que responden exactamente a los 
datos verdaderos de cierre.
Con base en lo anterior, es necesario resaltar 
que por la misma lógica que implica la 
estrategia B&H, sus resultados, frente a sistemas 
de negociación que puedan entrar y salir del 
mercado, se ven fuertemente favorecidos en 
épocas de tendencia alcista, mientras que se 
pueden ver perjudicados altamente en movi-
mientos laterales o bajistas. Por esto, un buen 
sistema de negociación para mercados con 
fuertes tendencias debería seguir muy de cerca 
la estrategia B&H durante épocas alcistas 
de precios y ganarle de forma importante en 
movimientos laterales o bajistas.
La estrategia de negociación, empleada y deno-
minada como Sistema, trabaja bajo las siguientes 
condiciones:
No hay posición. Se evalúa si ante un •
cumplimiento exacto de la predicción para 
la siguiente jornada, la serie de precios de 
cierre cruza hacia arriba el promedio móvil 
ponderado8 de tres días de dicha serie. En 
caso de presentarse esta situación, se genera 
una señal de compra al precio de cierre del 
día.
Hay posición abierta. El cruce se presenta en •
sentido contrario y se genera, entonces, una 
señal de venta.
El número de días del promedio móvil 
ponderado es el resultado de un proceso de 
optimización en el que se buscaba maximizar 
los rendimientos del Sistema en la parte in 
sample de los datos. La gráfica 5 presenta la 
evolución del valor de los portafolios para este 
ejercicio. 
8 Los promedios móviles ponderados son usados amplia mente como herramientas de análisis técnico de mercados. Se calculan 
mediante una ponderación lineal de los precios, multiplicando el primero (más reciente) por n, el segundo por (n-1), el tercero
por (n-2) y así sucesivamente, donde n es la periodicidad del promedio móvil. El resultado final es dividido por la suma de las
ponderaciones. 
Gráfica 5
Valoración portafolio Sistema y B&H
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Fuente: Elaboración propia
A
D
-M
IN
IS
T
E
R
   
U
ni
ve
rs
id
ad
   
E
A
FI
T
 
M
ed
el
lín
  N
úm
er
o 
15
  j
ul
 - 
di
c 
20
09
42
El comportamiento observado es precisamente 
el que se espera de un buen sistema de trading en 
épocas de tendencia al alza, ya que solo perdió 
partes relativamente pequeñas del movimiento. 
Incluso, en 2005, año de fuerte tendencia 
positiva, el Sistema logró superar a la estrategia 
B&H. En términos agregados para todo el 
periodo de estudio, el sistema de negociación 
alcanzó un rendimiento anualizado de 78,27% 
frente al 51,23% que obtuvo la estrategia B&H.
En el periodo comprendido entre principios 
de 2006 y marzo de 2008, caracterizado por 
movimientos a la baja y laterales, se observa que 
el Sistema consiguió una ventaja muy importante 
frente a la estrategia B&H, consistente durante 
todo este tiempo.
De igual manera, se realizó el análisis com-
parativo para la parte out of sample de la serie. 
Los resultados mostraron que nuevamente el 
Sistema es muy superior a la estrategia B&H, en 
la medida en que es capaz de mantener el valor 
del portafolio prácticamente constante en una 
época de movimientos laterales y bajistas del 
mercado.
A esta altura, es conveniente detallar la evo-
lución del valor de portafolio en diferentes 
subperiodos que permitan evaluar si la ventaja 
que presenta el Sistema frente a la estrategia 
B&H se mantiene de forma consistente. En tal 
sentido, la tabla 2 presenta un resumen de los 
rendimientos anualizados para todo el periodo 
de estudio, detallando para cada uno de los 
años que lo componen y para sendas partes, in 
sample y out of sample, de los datos. 
Tabla 2
Rendimientos anualizados
Sistema y estrategia B&H
Año Sistema B&H
2002 65,98% 118,35%
2003 27,85% 87,14%
2004 59,05% 86,17%
2005 176,68% 146,35%
2006 94,05% 4,17%
2007 3,77% -2,56%
2008 50,99% -65,23%
In Sample 96,82% 69,20%
Out of Sample 2,80% -14,20%
jun. 2002 – mar. 2008 78,27% 51,23%
Fuente: Elaboración propia
En términos agregados, se observa que el 
desempeño promedio del sistema de negocia-
ción, si se tienen en cuenta las diferentes 
tendencias del mercado, es superior al de la 
estrategia B&H: en las épocas de subida tiene 
un comportamiento ligeramente inferior al de la 
estrategia pasiva, pero en épocas de movimientos 
laterales o bajista obtiene rendimientos muy 
superiores. En la medida en que se involucren 
mayor historia de los precios de la acción y 
una mayor cantidad de movimientos alcistas, 
laterales y bajistas, se espera que la ventaja del 
Sistema sea aun más marcada, ya que la muestra 
del presente estudio estuvo caracterizada por 
una fuerte tendencia al alza en la mayor parte 
del tiempo.
Conclusiones 
La investigación permitió contrastar la teoría 
de eficiencia débil de mercado en la acción de 
Suramericana de Inversiones S.A. (Suraminv), 
acción líder en el mercado bursátil colombiano 
durante el periodo de estudio: junio de 2002 a 
marzo de 2008. Los resultados arrojaron como 
conclusión que en este mercado, contrario a la 
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hipótesis defendida por la teoría mencionada, 
sí es posible hacer predicciones confiables y 
obtener rendimientos extraordinarios con 
respecto a una estrategia Buy & Hold. El 
trabajo fue más allá que muchos otros de su 
estilo, en el sentido de que además de lograr 
un buen pronostico in sample, demostró que 
es posible obtener buenas estimaciones del 
comportamiento de la acción out of sample;
por tanto, evalúa de manera más confiable 
la verdadera posibilidad de aprovechamiento 
financiero de los resultados.
A partir de 77 variables expresadas en tér-
minos de precios y tratando de controlar 
la posibilidad de data snooping, se ejecutó 
una división de la muestra en dos grupos: el 
primero, in sample, se usó para el ajuste de los 
modelos, y el segundo, out of sample, que no 
interviene en el entrenamiento, se empleó para 
evaluar la capacidad predictiva de los modelos. 
Después se valoraron diversas estructuras de 
redes feedforward, con base en el algoritmo de 
entrenamiento backpropagation.
Los resultados de las redes mostraron que es 
posible capturar adecuadamente la dinámica 
de los datos in simple y out of sample. Tal como 
se planteó desde el principio, el trabajo no se 
quedó solamente en un ejercicio de predicción, 
también regresó al campo financiero en la 
medida en que teniendo en cuenta costos 
de transacción y oportunidad, evaluó la 
posibilidad de aprovechar esa predictibilidad 
desde el punto de rendimientos de exceso, 
con miras a contrastar la teoría de eficiencia 
débil de mercado. Dicha valoración se realizó 
por medio de la comparación, en diferentes 
periodos, entre sistemas de negociación basados 
en las predicciones de la red de mejor resultado 
y la estrategia pasiva de comprar y mantener. 
En la evaluación financiera de la predicción 
resultó que, contrario a lo que defiende la 
teoría de eficiencia débil de mercado, es posible 
obtener, por medio de los sistemas de nego -
cia ción en el largo plazo, rendimientos muy 
superiores a los de la estrategia pasiva con 
un nivel alto de confianza. En tal sentido, 
es importante hacer énfasis en que, en 
ciertos subperiodos de alta tendencia alcista 
de los precios, la estrategia pasiva produce 
rendimientos superiores. Sin embargo, al cal-
cular a nivel agregado las diferentes tenden-
cias que se presentaron durante el periodo de 
estudio, el desempeño promedio del sistema de 
negociación se evidenció como superior. 
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Apéndice 1
Series de datos de entrada para los modelos
Acciones 
Colombianas
Suramericana
Acerías Paz del Rio
Banco de Bogotá
Bancolombia O
Bancolombia P
ADR – Bancolombia
Colombiana de Inversiones
Coltejer
Chocolates
Éxito
Fabricato
Grupo Aval
ISA
Tablemac 
Valorem
Cemargos
Inverargos
Índices
Accionarios
IGBC (Colombia)
Dow Jones (EUA)
S&P 500 (EUA)
NASDAQ COMPOSITE (EUA)
S&P EUROPE 350 (Europa)
FTSE 100 (Reino Unido)
CAC 40 (Francia)
DAX (Alemania)
NIKKEI 225 (Japón)
SHANGHAI COMPOSITE 
(China)
HANG SENG (China)
SENSEX 30 (India)
BOVESPA (Brasil)
BMV (México)
MERVAL (Argentina)
IPSA (Chile)
IGBVL (Perú)
Futuros
Futuro Genérico Dow Jones
Futuro Genérico S&P
Futuro Genérico Nasdaq
Monedas
TRM
Euro
Yen
Libra
Franco suizo
Real
Peso mexicano
Peso chileno
Peso argentino
Won surcoreano
Dólar Taiwán
Rublo ruso
Yuan chino
Dólar canadiense
Dólar australiano
Lira turca
Tasas
Tasa de la FED
Tasa BanRep
Tasa Banco de Japón
Tasa del Banco Central Europeo
Tasa del Banco del Reino Unido
Tasa de Brasil
Tasa genérica tesoros EUA 10 años
LIBOR 1 Semana
LIBOR 1 Mes
LIBOR 3 Meses
LIBOR 6 Meses
ITES
DTF
Commodities
Crudo de petróleo WTI
Crudo de petróleo Brent
Precio del café colombiano
Oro
E-mini crudo de petróleo
Futuros del precio del café
Otros
VIX
EMBI Global y EMBI+ Colombia
Spread deuda colombina
UVR
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Apéndice 2
Estadísticos de error para evaluación de los modelos
R-Cuadrado:•
Estadístico del error medio cuadrático (MSE): •
Estadístico de raíz del error medio cuadrático (RMSE): •
Estadístico de raíz del error porcentual medio cuadrático (RMSPE):•
Estadístico del error medio absoluto (MAE): •
Estadístico del error porcentual medio absoluto (MAPE): •
