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Abstract—An interference regime enforcing rate maximization
scheme is proposed to maximize the achievable ergodic sum-
rate of the parallel Gaussian interference channels by enforcing
very strong interference at receivers through power allocation
whenever strong interference is observed. Applying successive
interference cancellation (SIC) at the receivers, very strong
interference can be completely eliminated in this case that en-
ables non-orthogonal multiple access (NOMA). An optimization
problem is formulated for ergodic rate maximization, where the
conditions for creating very strong interference are included as
additional constraints. Then, a generalized iterative waterfilling
algorithm is derived to solve this optimization problem. The
resulting power allocation scheme is compared in terms of
the sum-rate with two other schemes when the interference is
treated as noise with optimal or sub-optimal power allocation.
The results show that the interference regime enforcing scheme
provides major improvement to the sum-rate of parallel Gaussian
interference channels and enables NOMA.
Index Terms—Parallel Gaussian interference channel, NOMA,
waterfilling, interference cancellation, power allocation.
I. INTRODUCTION
In an interference channel (IC), multiple transmitters com-
municate with their intended receivers on the same channel
causing interference to each other. The IC capacity region has
been investigated for weak, strong and very strong interference
regimes. Channel gains, noise power and transmit power allo-
cation jointly determine the type of interference regime. When
the interference is weak, treating interference as noise achieves
the sum-capacity, as shown in [1]. The sum-capacity of specific
sub-classes of ergodic fading ICs was provided in [2]. The IC
rate in the strong interference regime was determined in [3],
where each user decodes the information transmitted from the
other user. This scheme is computationally very expensive. As
a result, single-user detection approaches have been mostly
adopted at the receivers by treating the interference as noise
[4], [5].
In [6], it was shown that interference does not necessarily
reduce the channel capacity of a two-user IC when it is
very strong, since very strong interference can be perfectly
eliminated. Recently, non-orthogonal multiple access (NOMA)
techniques have been developed for 5G systems, where mul-
tiple users are served simultaneously in the same resource
block. NOMA schemes have also been applied to MIMO
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systems [7] and it was shown that the sum capacity is better
for MIMO-NOMA compared to MIMO-orthogonal multiple
access (MIMO-OMA) [8], [9]. Conventional NOMA allocates
more power to the users with poor channel conditions to
increase their throughput [10]. Successive interference can-
cellation (SIC) is used at the receivers with better channel
conditions to eliminate interference and decode their own
signals. Similarly, IC benefits from operating in the very strong
interference regime whenever possible as a design option.
For that purpose, weak interference, which is determined
based on the noise power, should be allowed and strong
interference should be shifted to the very strong interference
regime through power allocation.
Parallel Gaussian IC (PGIC) is a special case of multiple-
input multiple-output (MIMO) system, where all the channel
matrices are diagonal. In this paper, we consider a PGIC
with two transmitter and receiver pairs and two subchannels,
and derive a generalized iterative waterfilling algorithm for
power allocation that maximizes the ergodic achievable rate.
This scheme enables NOMA by either allowing weak inter-
ference or intentionally forcing each transmitter to create very
strong interference at the receiver and in each subchannel.
In particular, strong interference is shifted to the very strong
interference regime by allocating the right power level at
each transmitter and in each subchannel. Then very strong
interference can be completely canceled at the receivers via
SIC. We compare our approach to two other schemes when
the interference is treated as noise using either optimal or sub-
optimal power allocation. The results show that the proposed
scheme significantly improves the sum-rate of PGIC channel.
The rest of this paper is organized as follows. Section
II presents the system model and describes the optimization
problem for rate maximization. Section III presents the power
allocation with generalized iterative waterfilling algorithm.
Section IV provides the simulation results on sum-rate gains.
Section V concludes the paper.
II. PROBLEM DEFINITION
We consider two transmitter and receiver pairs with two par-
allel Gaussian channels, i.e., these pairs communicate through
two independent subchannels, as shown in Figure 1. While
there is no interference between the parallel subchannels, the
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interference exists due to multiple transmitters communicat-
ing on the same subchannel. Without loss of generality, we
consider a symmetric channel with unit gain for the intended
links. The channel gain is a for the first subchannel and b for
the second subchannel for the interference links.
Fig. 1. Parallel Gaussian interference channel with two users and two
subchannels.
The signal received at the first receiver in the first and
second subchannels are given by
y11 =
√
P1x11 +
√
Q1ax12 +
√
N11n11,
y21 =
√
P2x21 +
√
Q2bx22 +
√
N21n21,
where x11 and x21 are the intended symbols, P1 and P2 are
the power levels of the intended transmitters, x12 and x22 are
the interference symbols, Q1 and Q2 are the power levels of
the interference transmitters, and N11 and N21 are the noise
variances at the first and second antenna elements of the first
receiver, respectively.
The signal received at the second receiver in the first and
second subchannels are given by
y12 =
√
P1ax11 +
√
Q1x12 +
√
N12n12,
y22 =
√
P2bx21 +
√
Q2x22 +
√
N22n22,
where x11 and x21 are the interference symbols, P1 and P2
are the power levels of the interference transmitters, x12 and
x22 are the intended symbols, Q1 and Q2 are the power
levels of the intended transmitters, and N12 and N22 are the
noise variances at the first and second antenna elements of the
second receiver, respectively.
We assume that the noise variance at each receiver is the
same for both subchannels and equal to N11 = N12 =
N21 = N22 = σ
2. Very strong interference occurs when the
channel gains and allocated power levels satisfy the following
conditions [6]:
a ≥ P1
σ2
+ 1 or a ≥ Q1
σ2
+ 1 for subchannel 1, (1)
b ≥ P2
σ2
+ 1 or b ≥ Q2
σ2
+ 1 for subchannel 2.
Strong interference occurs when a ≥ 1 for subchannel 1
and b ≥ 1 for subchannel 2, and weak interference occurs
when a < 1 for subchannel 1 and b < 1 for subchannel 2.
Interference regime is determined independent of the allocated
transmit power for weak interference.
Initially, the receivers estimate the channel gains corre-
sponding to intended transmissions and interference. Suppose
a1 and b1 are assigned as the channel gains whenever the
estimated channel gain causes weak interference, i.e., a1 < 1
and b1 < 1, and a2 and b2 are assigned as the channel gains
whenever the estimated channel gain causes either strong or
very strong interference (depending on the allocated power),
i.e., a2 ≥ 1 and b2 ≥ 1, as shown in Figure 2. The numbers
1, 2, 3, and 4 on the grid correspond to transitions across
weak-weak, strong/very strong-weak, weak-strong/very strong
and strong/very strong-strong/very strong interference regimes,
respectively.
Fig. 2. Quantized channel gains that represent weak and strong/very strong
interference regimes.
Our goal is to allocate the right power levels to the transmit-
ters to create very strong interference at the receivers whenever
the channel gain corresponds to a2 or b2. This approach will
allow SIC at the receivers.
We formulate an optimization problem given by (2)-(6) to
maximize the ergodic rate. In this formulation, the maximum
PGIC rate over a number of channel realizations is provided
in (2), where Pij corresponds to ith subchannel and jth inter-
ference regime for the first transmitter, and Qij corresponds
to ith subchannel and jth interference regime for the second
transmitter. Interference is treated as noise whenever it is
weak (which is optimal). Interference is cancelled whenever
it is very strong. This way, strong interference regime is
forced to shift to the very strong interference regime with
allocated power. Constraints (3) and (4) set the maximum
values on sum-power for all the instantaneous powers used
by a transmitter on both of the subchannels over time. The
power levels need to be greater than or equal to 0 at any given
time. Constraints (5) and (6) need to be satisfied to create very
strong interference at the receivers.
We solve the underlying optimization problem and deter-
mine the maximum achievable rate. For that purpose, we
derive the optimal power allocation that maximizes the sum-
rate for given channel gains offline and then assign them to
each antenna during real-time operation based on the estimated
interference regimes.
III. POWER ALLOCATION WITH GENERALIZED ITERATIVE
WATERFILLING ALGORITHM
The cost function defined in (2) is the sum of concave and
convex terms with convex constraint sets (3)-(6). The solution
to the maximization problem in (2) should satisfy the Karush-
Kuhn-Tucker (KKT) conditions, which would ensure a local
minimum. The Lagrangian is given in (6).
C = max
(
P (a = a1, b = b1)C11 + P (a = a2, b = b1)C21 + P (a = a1, b = b2)C12 + P (a = a2, b = b2)C22
)
, (2)
where
C11 = log2
(
1 +
P11
σ2 +Q11a1
)
+ log2
(
1 +
P21
σ2 +Q21b1
)
+ log2
(
1 +
Q11
σ2 + P11a1
)
+ log2
(
1 +
Q21
σ2 + P21b1
)
,
C21 = log2
(
1 +
P12
σ2
)
+ log2
(
1 +
P22
σ2 +Q22b1
)
+ log2
(
1 +
Q12
σ2
)
+ log2
(
1 +
Q22
σ2 + P22b1
)
,
C12 = log2
(
1 +
P13
σ2 +Q13a1
)
+ log2
(
1 +
P23
σ2
)
+ log2
(
1 +
Q13
σ2 + P13a1
)
+ log2
(
1 +
Q23
σ2
)
,
C22 = log2
(
1 +
P14
σ2
)
+ log2
(
1 +
P24
σ2
)
+ log2
(
1 +
Q14
σ2
)
+ log2
(
1 +
Q24
σ2
)
subject to
P11 + P12 + P13 + P14 + P21 + P22 + P23 + P24 ≤ P, Pij ≥ 0 for i = 1, 2 and j = 1, 2, 3, 4, (3)
Q11 +Q12 +Q13 +Q14 +Q21 +Q22 +Q23 +Q24 ≤ Q, Qij ≥ 0 for i = 1, 2 and j = 1, 2, 3, 4, (4)
P12 ≤ a2σ2 − σ2, P14 ≤ a2σ2 − σ2, Q13 ≤ a2σ2 − σ2, Q14 ≤ a2σ2 − σ2, (5)
P22 ≤ b2σ2 − σ2, P24 ≤ b2σ2 − σ2, Q23 ≤ b2σ2 − σ2, Q24 ≤ b2σ2 − σ2. (6)
L(P,Q;λ, µ,ψ, ε,ω, ζ) =
−
(
P (a = a1, b = b1)C11 + P (a = a2, b = b1)C21
+ P (a = a1, b = b2)C12 + P (a = a2, b = b2)C22
)
+ λ
(
2∑
i=1
4∑
j=1
Pij − P
)
+ µ
(
2∑
i=1
4∑
j=1
Qij −Q
)
−
2∑
i=1
4∑
j=1
ψijPij −
2∑
i=1
4∑
j=1
εijQij
+ ω1(P12 − a2σ2 + σ2) + ω2(P22 − b2σ2 + σ2)
+ ω3(P14 − a2σ2 + σ2) + ω4(P24 − b2σ2 + σ2)
+ ζ1(Q13 − a2σ2 + σ2) + ζ2(Q23 − b2σ2 + σ2)
+ ζ3(Q14 − a2σ2 + σ2) + ζ4(Q24 − b2σ2 + σ2).
(6)
The KKT conditions are given by
λ ≥ 0, µ ≥ 0, ψij ≥ 0, εij ≥ 0, ωj ≥ 0, ζj ≥ 0,
λ
(
2∑
i=1
4∑
j=1
Pij − P
)
= 0, µ
(
2∑
i=1
4∑
j=1
Qij −Q
)
= 0,
ψijPij = 0, εijQij = 0, for i = 1, 2 and j = 1, 2, 3, 4,
ω1(P12 − a2σ2 + σ2) = 0, ω2(P22 − b2σ2 + σ2) = 0,
ω3(P14 − a2σ2 + σ2) = 0, ω4(P24 − b2σ2 + σ2) = 0,
(7)
ζ1(Q13 − a2σ2 + σ2) = 0, ζ2(Q23 − b2σ2 + σ2) = 0,
ζ3(Q14 − a2σ2 + σ2) = 0, ζ4(Q24 − b2σ2 + σ2) = 0.
The optimum power allocation policy should simultaneously
satisfy all these KKT conditions. Moreover, the optimum
power value of each transmitter depends on the power levels
assigned to both transmitters and subchannels in different in-
terference regimes. The derivative terms that include quadratic
power and noise terms should be solved jointly. It is hard
to analytically solve for the optimum power allocations from
the KKT conditions. We treat this problem as a generalized
waterfilling algorithm, where the water levels, 1/λ and 1/µ,
are the sum of quadratic power and noise terms.
We follow an iterative algorithm to solve this problem. First,
all power levels Pij and Qij for i = 1, 2 and j = 1, 2, 3, 4
are initialized. Then we iteratively update the power levels of
the first transmitter (Pij) by assuming the power levels of the
second transmitter (Qij) are fixed, and then update Qijs by
assuming Pijs are fixed. To find the optimal Pijs, generalized
waterfilling algorithm is derived to jointly optimize the power
levels by initially setting the water level as
1
λ
= min
(
f (P11) , f (P12, ω1) , f (P13) , f (P14, ω2) ,
f (P21) , f (P22, ω3) , f (P23) , f (P24, ω4)
)
,
where
f(P11) =
1
σ2 +Q11a1 + P11
+
a1
σ2 + P11a1 +Q11
− a1
σ2 + P11a1
,
f(P12, ω1) =
1
σ2 + P12
− ω1,
f(P13) =
1
σ2 +Q13a1 + P13
+
a1
σ2 + P13a1 +Q13
− a1
σ2 + P13a1
,
f(P14, ω2) =
1
σ2 + P14
− ω2,
f(P21) =
1
σ2 +Q21b1 + P21
+
b1
σ2 + P21b1 +Q21
− b1
σ2 + P21b1
,
f(P22, ω3) =
1
σ2 +Q22b1 + P22
+
b1
σ2 + P22b1 +Q22
− b1
σ2 + P22b1
− ω3,
f(P23) =
1
σ2 + P23
, f(P24, ω4) =
1
σ2 + P24
− ω4.
The roots of the quadratic equations provided above, which
are the power values of the first transmitter, are computed.
Initially, ωjs, where j = 1, 2, 3, 4, are set to 0 and their values
are optimized in the algorithm to maximize the sum-rate. After
determining the initial water level, this iterative process of
increasing the water level and calculating the allocated power
for each interference regime continues until all the available
power, i.e., P , is consumed. The pseudo code to solve this
optimization problem is presented in Algorithm 1.
Algorithm 1 Generalized iterative waterfilling algorithm to
compute Pijs.
1: procedure ALLOCATE POWER LEVELS BASED ON THE
INTERFERENCE REGIME
2: Set ωj = 0 and initialize 1/λ as min(f(Pij));
3: Set the tolerance as τ ;
4: while (P −∑2i=1∑4j=1 Pij) > τ do
5: Calculate the corresponding power levels for 1/λ
while iterating over ωjs;
6: Select Pij = max(Pij , 0) that maximizes rate for
given ωjs;
7: Calculate the updated water level, (1/λ)new;
8: if (1/λ)new 6= (1/λ) then
9: Set 1/λ = (1/λ)new
10: else
11: Increase the water level, 1/λ.
Next, using the optimized power levels for the first transmit-
ter, the power levels for the second transmitter are optimized.
Generalized waterfilling algorithm is used to find the opti-
mal Qijs by setting the water level as
1
µ
= min
(
f (Q11) , f (Q12) , f (Q13, ζ1) , f (Q14, ζ2) ,
f (Q21) , f (Q22) , f (Q23, ζ3) , f (Q24, ζ4)
)
,
where
f(Q11) =
a1
σ2 +Q11a1 + P11
− a1
σ2 +Q11a1
+
1
σ2 + P11a1 +Q11
,
f(Q12) =
1
σ2 +Q12
,
f(Q13, ζ1) =
a1
σ2 +Q13a1 + P13
− a1
σ2 +Q13a1
+
1
σ2 + P13a1 +Q13
− ζ1,
f(Q14, ζ2) =
1
σ2 +Q14
− ζ2,
f(Q21) =
b1
σ2 +Q21b1 + P21
− b1
σ2 +Q21b1
+
1
σ2 + P21b1 +Q21
,
f(Q22) =
b1
σ2 +Q22b1 + P22
− b1
σ2 +Q22b1
+
1
σ2 + P22b1 +Q22
,
f(Q23, ζ3) =
1
σ2 +Q23
− ζ3, f(Q24, ζ4) = 1
σ2 +Q24
− ζ4.
The roots of the quadratic equations provided above, which
are the power values of the second transmitter, are computed.
The pseudo code to solve this optimization problem is the
same as Algorithm 1 with ωj , λ, Pij and P replaced by ζj ,
µ, Qij and Q, respectively. The power values for both of the
transmitters are calculated iteratively until the results converge
according to the tolerance level, τ , as defined in Algorithm 1.
IV. PERFORMANCE EVALUATION
We simulated the generalized waterfilling algorithm using
Matlab. The following default parameters are used. a1 and
b1 are set to 0.1 that represent weak interference and a2
and b2 are set to 10 that represent strong/very strong in-
terference. P and Q are set to 50 (where noise power is
normalized to 1). τ is set to 10−5. The channel realization is
repeated to generate an equal number of weak-weak, weak-
strong/very strong, strong/very strong-weak and strong/very
strong-strong/very strong channel realizations in two subchan-
nels, i.e., P (a = a1, b = b1) = P (a = a2, b = b1) = P (a =
a1, b = b2) = P (a = a2, b = b2) = 1/4.
We compare the sum-rate under three schemes: Scheme 1:
NOMA with optimal power allocation is the proposed scheme.
The sum-rate is calculated as 10.4 b/s/Hz, when very strong
interference is created at the receivers whenever the channel
gain is higher than 1.
Scheme 2: Interference is treated as additional noise in the
rate formulation. We solve the rate maximization in an iterative
way as described above by first optimizing the power levels
for the first transmitter and then for the second transmitter. The
iterative waterfilling algorithm allocates power levels close to
0 to the first transmitter whenever the channel gains are higher
than 1. As a result, only one transmitter becomes active on the
channel when the interference regime is strong/very strong.
The second transmitter achieves higher throughput when the
allocated power is minimal at the first transmitter. The sum-
rate is calculated as 8 b/s/Hz.
Scheme 3: Total power is always divided equally for every
channel realization independent of the interference regime
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Fig. 3. Sum-rate for (a) power levels varying between 10 and 100, (b)
strong/very strong interference quantized channel gains, a2 and b2, varying
between 1 and 20.
and then the interference is treated as noise. The sum-rate
is calculated as 4.8 b/s/Hz for this scheme.
Next, we simulate the sum-rate by varying total power
P and Q between 10 and 100. The rest of the simulation
parameters are kept the same as before. Figure 3 (a) shows
the simulation results. Scheme 1 improves the sum-rate of the
PGICs significantly (up to 123.1% compared with Scheme 3
and 29.5% compared with Scheme 2).
We also calculate the sum-rate with strong/very strong
interference quantized channel gain values, a2 and b2, varying
from 1 to 20. The results shown in Figure 3 (b) provide
insight on determining the quantized channel gain values
for strong/very strong interference regime. Schemes 1-3 are
executed as above with P = Q = 50 and by varying a2 and
b2. When a2 = b2 = 1, Scheme 1 performs worse compared
to Scheme 2, since no power is allocated on the subchannels
whenever the channel gain is equal to 1 to satisfy the very
strong interference constraints. The sum-rate continues to
increase with increasing quantized channel gains and tapers
off when a2 = b2 = 8. For Scheme 2, the sum-rate is inde-
pendent of a2 and b2, since KKT equations yield zero power
allocated for the first transmitter when there is no interference
cancellation. This zero power eliminates the corresponding
signal-to-interference-and-noise-ratio (SINR) term in the rate
expression when it is in the numerator and eliminates the a2
and b2 terms when it is in the denominator. The rate decreases
with increasing interference levels for Scheme 3, since the
power is always divided equally. Scheme 1 improves the sum-
rate of the PGICs significantly (up to 121.9% compared with
Scheme 3 and 29.6% compared with Scheme 2).
Next, we simulate the effect of probability distributions
assigned to interference regimes on the sum-rate by varying
the probability p from 0 to 0.5 and assigning it as P (a =
a1, b = b1) = P (a = a2, b = b2) = p, P (a = a1, b = b2) =
P (a = a2, b = b1) = 0.5−p. Figure 4 (a) shows the sum-rate
as a function of p. The probability distributions for Scheme 3
remain the same with varying p, since P s and Qs are always
allocated equally for each transmitter and subchannel. Scheme
1 outperforms Scheme 2 and Scheme 3 for all p values.
Scheme 1 improves the sum-rate of the PGICs significantly
(up to 168.4% compared with Scheme 3 and 31.9% compared
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Fig. 4. Sum-rate for (a) different probability distributions for interference
regimes, (b) different probability distributions for asymmetrical channel gains.
with Scheme 2).
Finally, we evaluate the sum-rate under asymmetrical chan-
nel gains in subchannels. We set a1 = 0.1, a2 = 10,
b1 = k×a1, b2 = k×a2, where k varies from 0.1 to 1, P = 50,
Q = 50, and p = 1/4. When k = 1, the results correspond
to our default setting with a1 = b1 = 1 and a2 = b2 = 10.
The results in Figure 4 (b) show that Scheme 1 improves the
sum-rate of the PGICs significantly (up to 115.8% compared
with Scheme 3 and 29.6% compared with Scheme 2).
V. CONCLUSION
We developed the interference regime enforcing scheme
with the iterative waterfilling that allocates power levels for
PGICs to enable NOMA and maximize the achievable rate.
This scheme creates very strong interference at the receivers
by power allocation whenever the channel gain is larger than
the ratio of the noise variances at the receivers operating in
the same subchannel. Then SIC is applied at the receivers.
Results showed that this scheme provides major improvement
to the sum-rate compared with two other benchmark schemes
when interference is treated as noise only with optimal or sub-
optimal power allocation.
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