In this paper, we prove the existence of non-radial solutions to the problem −△u = f (z, u), u| ∂D = 0 on the unit disc D := {z ∈ C : |z| < 1} with u(z) ∈ R k , where f is a sub-linear continuous function, differentiable with respect to u at zero and satisfying f (e iθ z,
Introduction
(a) Subject. It is a classical problem of mathematical physics to determine to which extend the solutions of elliptic BVPs inherit symmetric properties of the domain on which they are defined. For instance, the classical fixed membrane eigenvalue problem on a disc D, which is expressed as an eigenvalue Laplace problem with Dirichlet boundary conditions, admits a simple first eigenvalue with positive eigenfunction exhibiting full symmetries, while other eigenfunctions are nodal and demonstrate symmetry breaking. As it was established in [10] , there exists a quite large class of similar nonlinear elliptic equations for which positive solutions exhibit full symmetries. For a detailed exposition of how symmetric properties of solutions (for nonlinear scalar Laplace equation) depend on geometric properties of associated energy functionals, we refer to the elegant survey by T. Weth [17] .
In contrast to the scalar case, systems of elliptic BVPs lead to two different settings: variational and non-variational. In the first case, the existence of non-radial solutions was studied by many authors, see for example [3, 4, 5, 7, 14] and references therein. In the case of non-variational elliptic systems, there is a lot of interests in the existence of positive solutions. The standard method is based on establishing a priori bounds for positive solutions and using the so-called Liouville-type theorems and/or applying the Krasnoselskii's fixed-point theorem in a cone, see [8, 9, 15, 16] and the references therein.
In this paper we are interested in studying the existence of non-radial solutions to the following non-variational Laplace system on the disc D := {z ∈ C : |z| < 1}: (1) −△u = f (z, u), u(z) ∈ R k , u| ∂D = 0, where f : D × R k → R k is a continuous odd radially symmetric function of sublinear growth, which is differentiable at zero. To be more precise, we assume that f satisfies the following conditions: (A 1 ) f (e iθ z, u) = f (z, u) for all z ∈ D, u ∈ R k and θ ∈ R;
(A 2 ) f (z, −u) = −f (z, u) for all z ∈ D, u ∈ R k ; (A 3 ) there exists a k × k-matrix A, c > 0 and β > 1 such that (2) |f (z, u) − Au| ≤ c|u| β for al z ∈ D, u ∈ R k ;
(A 4 ) there exist a, b > 0 and α ∈ (0, 1) such that
Observe that conditions (A 1 ) and (A 2 ) imply that system (1) is G := O(2) × Z 2 -symmetric.
Observe that given an orthogonal G-representation V (here G stands for a compact Lie group) and an admissible G-pair (f, Ω) in V (i.e., Ω ⊂ V is an open bounded G-invariant set and f : V → V a G-equivariant map without zeros on ∂Ω), the Brouwer degree d H := deg(f H , Ω H ) is well-defined for any H ≤ G (here Ω H := {x ∈ Ω : hx = x ∀h ∈ H} and f H := f | Ω H ). Then, if for some H, one has d H = 0, the existence of solutions with symmetry at least H to equation f (x) = 0 in Ω, can be predicted. Although this approach provides a way to determine the existence of solutions in Ω, and even to distinguish their different orbit types, nevertheless, it comes at a price of elaborate H-fixed-point space computations which can be a rather challenging task.
(b) Method. Our method is based on the usage of the Brouwer equivariant degree theory (cf. [2, 1] ; see also [3] ). To be more explicit, the equivariant degree G-deg(f, Ω) is an element of the free Z-module A 0 (G) generated by the conjugacy classes (H) of subgroups H of G with a finite Weyl group W (H):
where the coefficients n H are given by the following recurrence formula
and n(H, L) denotes the number of subgroups L ′ in (L) such that H ≤ L ′ (see [2] ). Also, we use the notation (6) coeff H (a) := n H for any a = (H) n H (H) ∈ A 0 (G).
One can immediately recognize a connection between the two collections: {d H } and {n H }, where H ≤ G and W (H) is finite. As a matter of fact, G-deg(f, Ω) satisfies the standard properties expected from any topological degree. However, there is one additional functorial property, which plays a crucial role in computations, namely the multiplicativity property. In fact, A 0 (G) has a natural structure of a ring (which is called the Burnside ring of G), where the multiplication
The multiplicativity property for two admissible G-pairs (f 1 , Ω 1 ) and (f 2 , Ω 2 ) means the following equality
Given a G-equivariant linear isomorphism A : V → V , formula (8) combined with the equivariant spectral decomposition of A, reduces the computations of G-deg(A, B(V )) to the computation of the so-called basic degrees deg Vi , which can be 'prefabricated' in advance for any group G (here deg Vi := G-deg(− Id, B(V i )) with V i being an irreducible G-representation and B(X) stands for the unit ball in X).
With an eye towards making our presentation acceptable for non-experts in the equivariant degree theory, we first obtain the existence result assuming that system (1) respects O(2) × Z 2symmetries only. To show the full power of the proposed method, we next consider system (1) in the presence of extra spacial symmetries assuming that R k is equipped with the structure of Γrepresentation respected by f , in which case, we establish minimal symmetries of the corresponding non-radial solutions. The obtained abstract result is supported by a numerical example with extra Γ = S 4 -symmetries. In this case, the computations of the related Brouwer O(2)×Γ×Z 2 -equivariant degrees can be assisted by GAP computer programs (the GAP code is listed in Appendix B). Observe also that the method can be easily adopted to treat other symmetric domains. L u := −△u, u ∈ H . It is well known that L is an isomorphism, i.e., the inverse operator L −1 is well defined and bounded.
Functional Spaces Reformulation and a priori Bounds
Choose (9) q > max{1, 2α}
(for example, it is enough to take q := 2β, cf. assumptions (A3) and (A4)). Denote by j : H → L q (D; R k ) the standard Sobolev embedding. Notice that under the assumption (A 4 ), the function
. Then, combining (9) and (A 4 ) with the Hölder inequality, one has:
Notice that system (1) is equivalent to the equation
which can also be written as
with a well defined nonlinear operator F : H → H .
We will need the following lemmas. Proof. Assume that u ∈ H is a solution to (1) , which implies that u = L −1 N (ju). Combining this with N (ju) (14),
We also define the linear operator A : H → H , by Proof. Take q := 2β (cf. conditions (A 3 ), (A 4 ) and (9)). Then, it follows from (11) that the operator N given by (10) takes L q (D; R k ) to L 2 (D; R k ). Combining this with continuity of f and the classical Krasnoselskii's theorem (see [12, 13] ), one obtains that the operator N is continuous. Also, by the Rellich-Kondrachov Theorem (see, for instance, [6] , Theorem 9.16 and Remark 20, p. 290),
is differentiable at the origin and the derivative coincides with the operator generated by A. In fact,
Combining this with boundedness of the linear operators j and L −1 completes the proof of the lemma.
Existence Results
By passing to polar coordinates, one can easily compute the spectrum of the operator L (considered as an unbounded operator in L 2 (D; R k ). Namely, denote by s nm the n-th positive zero of the Bessel function J m of the first kind. Define
Then, for each eigenvalue s nm , the corresponding eigenspace can be described as follows (here we use the standard polar coordinates (r, θ)):
Let us denote by σ(A) the real spectrum of the matrix A and by σ + (A) its positive spectrum. We make an additional "non-degeneracy" assumption:
(D) For all µ ∈ σ(A) and n ∈ N and m = 0, 1, 2, . . . , we have s nm = µ. The assumption (D) implies that A is an isomorphism. Indeed, the real spectrum σ(A ) can be easily described:
For every µ ∈ σ + (A) and m = 0, 1, 2, 3, . . . , put
where |X| stands for the cardinality of the set X. As is well known (see, for example, [18] , p. 486), s 1m > m(m + 2), from which it follows that the numbers n m are non-zero only for finitely many m = 1, 2, 3 . . . We also put
where m(µ) stands for the algebraic multiplicity of the eigenvalue µ.
Now we can formulate our main existence result. Proof. Notice that the group G := O(2) × Z 2 acts naturally on the space H :
and the nonlinear operator F is G-equivariant. By assumption (D), the linear operator A : H → H is an isomorphism, and by Lemma 2.2, there exists an ε > 0 such that F is B ε (0)-admissibly G-equivariantly homotopic to A (here B ε (0) stands for the disc in H of radius ε centered at the origin). Similarly, by Lemma 2.1 the nonlinear operator F is B R (0)-admissibly G-equivariantly homotopic to Id. Put, Ω := B R (0) \ B ε (0). Then, by the additivity property of the Brouwer G-equivariant degree, we have
for m ∈ N. It follows directly from the properties of the Burnside ring multiplication that if m m is odd, then G-deg(F , Ω) = 0. More precisely, there exists an m ′ ∈ N such that m divides m ′ and coeff D d 2m ′ (G-deg(A , B(H )) = 0 (for more details pertinent to this fact, we refer to Section 4, where a more involved symmetric setting is discussed). Therefore, by the existence property of the Brouwer equivariant degree, there exists a non-zero solution u to the equation F (u) = 0 such that G u ≥ D d 2m ′ . Clearly, such a solution u is not a radial solution.
Let us point out that by applying an appropriate H-fixed point reduction, it is possible to remove the condition (D) from Theorem 3.1. To be more precise, put
Since A is a Fredholm operator, the set C is finite. Put H l := Z d 2l . Then,
Assume that there exists l ∈ N such that
Then, A H l := A | E H l : H H l → H H l is an isomorphism and we obtain the following theorem. If there exists m ∈ N such that m (2m−1)l is odd, then system (1) admits a non-radial solution.
Proof. One needs to repeat the same arguments that were presented in the proof of Theorem 3.1.
Semilinear Elliptic Systems on a Disc with Additional Symmetries
(a) Symmetrically Interacting Systems. Let us consider a system composed of n-coupled identical systems of type (1) which we can write as follows:
where f is similar to f in (1), u j (z) ∈ R s , u = (u 1 , u 2 , . . . , u n ) and the functions g j (u j , u) describe the interaction between the j-th function u j and other functions. As an example, consider a configuration of 8 such systems coupled in a cube fashion (see figure below). Then system (21) can be written as:
where the continuous function g :
for all x 1 , x 2 , x 3 ∈ R k and g(0, 0, 0) = 0. We will also assume that g is differentiable at (0, 0, 0), thus there exists an s × s-matrix B such that
Keeping the exemplary system (22) in mind, assume that Γ is a subgroup of the permutation group S k acting on V := R k by permuting the coordinates of vectors in R k . Consider system (1) assuming, in addition to conditions (A 1 )-(A 4 ), that the following condition is satisfied:
We are interested in extending Theorems 3.1 and 3.2 to the symmetric setting providing an additional information on symmetric properties of non-radial solutions. (13) is G-equivariant.
Consider the Γ-isotypic decomposition of
where the Γ-isotypic component V j is modeled on the irreducible Γ-representation U j . We also put (23)
To simplify the computations, we introduce an additional condition (cf. condition (A 3 )):
(B 2 ) For every j ∈ {0, 1, 2, . . . , r}, A| Vj = µ j Id Vj , for some µ j ∈ R. Then, we obtain the following G-isotypic decomposition of H :
where W m stands for the m-th irreducible O(2)-representation and U − j is the representation U j with the antipodal Z 2 -action).
In order to formulate and prove one of our main results in the symmetric setting, let us discuss some additional properties of the basic degrees. To begin with, take ν ∈ N and define the Lie group homomorphism ψ ν : (19), and in order to simplify our exposition, consider the isotypic decomposition (28)
Decomposition (28) together with formula (26) (see also (6) , (23) and condition (B 2 )) allow us to refine formulas (16) and (17) We are now in a position to formulate our first main result in the symmetric setting. Proof. Let B ε (0), B R (0) and Ω be the same as in the proof of Theorem 3.1. Then, F is B ε (0)-admissibly G-equivariantly homotopic to the isomorphism A and B R (0)-admissibly Gequivariantly homotopic to Id. Moreover, formula (19) refines to the following one:
where A j n,m := A | E j nm . Notice that 
Proof of Lemma 4.3:
(i) Follows immediately from (35).
(ii) Consider the product Completion of the proof of Theorem 4.2. By (32)-(34) (see also (38)), one has:
where coeff Hν o (c k ) = coeff Hν o (a) = 0. Since m(H νo ) is odd, Lemma 4.3 yields:
where coeff Hν o (a ′ ) = 0. Combining (32), (36) and (37) with the maximality of (H νo ) yields: Similarly to the non-equivariant case, one can formulate the second main result providing the existence of non-radial solutions without assuming the condition (D). (c) Example. Assume that Γ = S 4 acts on the space V := R 8 by permuting the coordinates of vectors the same way as the symmetries of a cube permute its vertices. We consider system (1) for which the map f satisfies conditions (A 1 )-(A 4 ), (B 1 ), and the matrix A is given by
(the values of c and d will be specified later on). Notice that one has the following table of characters:
χ () (1, 2) (1, 2)(3, 4) (1, 2, 3) (1, 2, 3, 4)
(here U j stands for the irreducible representation corresponding to the character χ j ). Clearly, (40) implies condition (B 2 ). One can easily compute the spectrum of A:
Obviously, dim E(µ 0 ) = dim E(µ 1 ) = 1, and dim E(µ 3 ) = dim E(µ 4 ) = 3
and
The numbers s nm are shown in the table below: Take c = 4 and d = 1, thus µ 0 = 7, µ 1 = 1, µ 3 = 5, µ 4 = 3 and condition (D) is satisfied.
Put
In order to effectively apply Theorem 4.2, we used GAP package EquiDeg to carry on all the related symbolic computations. We refer to Appendix B for the exact GAP codes that were applied for this example. In particular, the maximal orbit types in M 1 are: (ii) Given two subgroups H ≤ O(2) and K ≤ S p 4 , we refer to Appendix A, item (a), for the "amalgamated notation" H R × K L Z. (iii) We refer to [2] for the explicit description of the (sub)groups S − 4 , D z k , D d k , and Z − 2 .
Moreover, we have On the other hand, by analyzing the coefficients of G-deg(F , Ω), one can also deduct the existence of various symmetric types of radial solutions. More precisely, the maximal orbit types in , one can conclude the existence of the related radial solutions to (1) by a direct inspection of the explicit formula for G-deg(F , Ω), where it is evident that all these orbit types appear with non-zero coefficients.
