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We construct a theoretical model for the dynamics of a microscale colloidal particle, modeled as
an interval, moving horizontally on a DNA-coated surface, modelled as a line coated with springs
that can stick to the interval. Averaging over the fast DNA dynamics leads to an evolution equation
for the particle in isolation, which contains both friction and diffusion. The DNA-induced friction
coefficient depends on the physical properties of the DNA, and substituting parameter values typical
of a 1µm colloid coated densely with weakly interacting DNA gives a coefficient about 100 times
larger than the corresponding coefficient of hydrodynamic friction. We use a mean-field extension
of the model to higher dimensions to estimate the friction tensor for a disc rotating and translating
horizontally along a line. When the DNA strands are very stiff and short, the friction coefficient
for the disc rolling approaches zero while the friction for the disc sliding remains large. Together,
these results could have significant implications for the dynamics of DNA-coated colloids or other
ligand-receptor systems, implying that DNA-induced friction between colloids can be stronger than
hydrodynamic friction and should be incorporated into simulations, and that it depends nontrivially
on the type of relative motion, possibly causing the particles to assemble into out-of-equilibrium
metastable states governed by the pathways with the least friction.
I. INTRODUCTION
Particles that live on the nanoscale or microscale (col-
loids) are widely studied, partly because they could be
designed to make new materials with novel plasmonic,
photonic, biomimetic, programmability, or other prop-
erties [1–6]. One way to achieve highly specific, pro-
grammable interactions between particles is to coat them
with strands of DNA, such that each DNA strand has
one end glued to the particle surface, and the other end,
the “sticky” end, is single-stranded with some particular
sequence of nucleotides. When two DNA-coated colloids
with complementary sticky ends approach each other, the
sticky ends hybridize, creating an effective attractive in-
teraction between the particles. A good metaphor for the
interaction is to imagine tennis balls coated with velcro,
which stick together when they are close enough.
This technique allows for enormous control over par-
ticles and their interactions – for example, highly spe-
cific interactions may be created by mixing DNA with
different sticky ends on each particle [7, 8], directional
interactions may be mimicked by placing DNA in iso-
lated patches [9] or on clusters of particles [10], and par-
ticles may be synthesized to have a wide variety of shapes
[11, 12]. Such a large parameter space of possibilities
cannot be exhaustively searched experimentally, so the-
ory and simulation are required to help design particles
to assemble into a desired material [13]. However, sim-
ulations which include the full dynamics of each DNA
strand are infeasible, since there could be on the order of
103−105 strands on each particle. Therefore, a challenge
for theory is to develop simplified, predictive models that
take the complex particle-DNA system and map it to a
system that is easier to simulate or otherwise analyze.
∗ holmes@cims.nyu.edu
To date there have been several studies of the equi-
librium behaviour of DNA-coated colloids, which sug-
gest that for large enough particles, a system of DNA-
coated colloids can be modelled as particles interacting
with a pair potential, whose shape may be obtained from
the characteristics of the DNA [14–18]. However, there
are no models for the relative dynamics of DNA-coated
colloids: how the colloids move around relative to each
other, once their DNA strands are interacting. A small
number of studies have considered other kinds of kinetic
effects, such as the overall binding/unbinding rates be-
tween two particles [19], the aggregation rates of large
collection of particles [20], the rate at which a particle
approaches a surface [21], the time-dependent limitations
on valency induced by mobile DNA and slow DNA kinet-
ics [22, 23], or the diffusive or subdiffusive behaviour of
a particle which moves by unbinding, diffusing in free
space, and binding again [24]. Most of these studies are
aimed at understanding the overall rate of bond forma-
tion between the two colloids; none so far has been able
to discriminate between different types of relative spatial
motion, or to provide a specific estimate for how quickly
the particles move relative to each other. Indeed, it is
only very recently that DNA-coated colloids have been
created that can move relative to each other while bound
[25]. Such relative motion is critical if the system is to
equilibrate or reach an ordered metastable state. Yet,
because microscale colloids diffuse slowly, they don’t nec-
essarily reach equilibrium, so the kinetic pathways they
follow as they assemble may govern the structures they
form [8, 22, 26].
How then will the dynamics of particles interacting via
DNA, be modified from those of a standard system of
point particles with pair interactions? One might expect
the DNA to introduce an additional friction between par-
ticles, and to correspondingly modify their relative dif-
fusion rate through its fluctuations. If so, the friction
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2and diffusion could depend non-trivially on the type of
relative motion. To see why, return to the metaphor of
velcro-coated particles, and imagine two pieces of velcro
stuck together. If you pull them tangentially to each
other, they typically stay stuck – you have to apply a
very large force to get the velcro surfaces to slide hori-
zontally. Therefore, we might expect friction for particles
to slide on each others’ surfaces to be large. However, if
you take one end of the velcro and pull it upwards and
horizontally at the same time, the velcro comes off easily;
by applying this motion to a long line of velcro you can
easily make the contact patch move down the line. Such
a motion is analogous to particles rolling on each others’
surfaces, so we might expect the friction for rolling to
be small. If the rolling friction is much smaller than the
sliding friction, this could have a significant impact on
the pathways the system is likely to follow, for example
promoting more open structures with fewer contacts, as
illustrated in Figure 1.
Of course, the velcro metaphor could be misleading,
since it does not account for the fluctuations of DNA
binding and unbinding and changing its length in solu-
tion. A different thought experiment suggests that if
DNA binds and unbinds rapidly enough, then it never
binds for long enough to exert any significant force, so
the frictions for different types of relative motions could
be comparable, and small.
Which of these thought experiments is closer to the
truth, if any? We aim to answer this question by con-
structing a coarse-grained model for the relative dynam-
ics of DNA-coated particles. Our approach is to build a
microscopic model for the joint dynamics of particles and
DNA, and then average over the fast DNA fluctuations
to obtain an equation for the particles in isolation. The
model and result will be valid for particles whose radius
is much larger than a typical DNA strand, so that DNA-
induced multiparticle interactions may be neglected, and
when the DNA density is large enough and interactions
weak enough that fluctuations in coverage are negligible.
We begin by considering the simplest possible model
that gives rise to nontrivial coarse-grained dynamics: a
one-dimensional interval moving on a one-dimensional
line coated with sticky spring-like tethers (Section II).
This model gives pedagogical insight into the origin the
DNA-induced friction and stochastic forcing with a mini-
mum of parameters, and is amenable to rigorous analysis.
We perform formal homogenization to derive the coarse-
grained dynamics, which include both a DNA-induced
friction term, and a related DNA-induced stochastic forc-
ing which causes diffusion. We obtain an analytic expres-
sion for the friction coefficient (Section III), as a function
of the physical parameters of the DNA.
We use this analytic expression to estimate the magni-
tude of the friction coefficient in a typical system where
colloids can rearrange on each others’ surfaces (Section
IV), and predict that DNA-induced friction is about 100
times larger than hydrodynamic friction. This prediction
could be tested experimentally, for example by measur-
Figure 1. The structures that DNA-coated colloids form
may be governed by the pathways with the lowest friction,
as illustrated in this example. Left: if friction for sliding is
high, then particles may get stuck for long times in more open
arrangements, like this arrangement of discs. No matter how
the particles collectively move there is always a pair which
must slide against each other (here the shaded blue/red pair),
making the system effectively jammed in this state. Right:
if friction for sliding is not prohibitively high, particles may
rearrange to form more compact structures.
ing the diffusion coefficient of a DNA-coated colloid on a
DNA-coated plane.
Our model generalizes via mean-field arguments to
higher dimensions, which gives a formula for comparing
frictions for different directions of motion (but not their
absolute magnitudes.) We estimate the effective friction
tensor for a disc moving along a DNA-coated line in two
dimensions (Section V). The model predicts that when
the DNA is short and stiff, as it is in typical systems,
then friction associated with the disc rolling approaches
zero while the friction associated with sliding remains
comparatively large.
Together, our results suggest that to correctly model
the self-assembly of DNA-coated particles, it is critical
to include the coarse-grained effect of DNA on the dy-
namics, and not just on the thermodynamics, and that
this effect may sometimes be more important to incorpo-
rate than hydrodynamics. We speculate in the conclusion
(Section VII) on the consequences of these predictions,
as well as on how this model could be experimentally ver-
ified and further developed into a fully three-dimensional
model with complex geometry.
II. ONE-DIMENSIONAL MODEL
A. Overview
We start by constructing a one-dimensional model for
a particle moving near a DNA-coated surface. The model
considers a one-dimensional interval of mass m that can
move horizontally along a one-dimensional line. Attached
to the line are one or more sticky tethers that behave as
thermal springs: they each have energy 12k(l− l¯)2, where
l is their length, l¯ is their mean rest length, and k is the
3sticky tethers
interval
horizontal translation
surface
lj
force
Figure 2. Schematic of the one-dimensional model of a parti-
cle moving on a DNA-coated surface. The particle is an inter-
val that can translate horizontally in the x-direction. The sur-
face is a line coated with sticky spring-like tethers of lengths lj
that bind and unbind to the interval. The schematic is shown
with extra vertical space for illustration but the interval and
surface lie on the same horizontal line.
spring constant, and in the absence of any interaction
with the interval, their lengths fluctuate stochastically at
temperature T according to overdamped dynamics. The
tethers bind and unbind to the interval independently
of each other with rates qon, qoff . When the tethers are
bound to the interval, they exert a horizontal force−k(l−
l¯) on the interval. The interval’s acceleration is given by
the sum of the forces acting on it, as per Newton’s law.
The setup is sketched in Figure 2.
In this one-dimensional model, the interval models the
particle, such that the length of the interval is a proxy
for the size of the patch on a spherical particle to which
the surface’s DNA can bind. The sticky tethers model
the DNA which coats the surface, since a polymer in
solution (such as DNA) behaves like a linear spring for
small deviations from equilibrium [27]. The binding and
unbinding models the sticky ends of DNA on different
surfaces which hybridize.
This model ignores a great many physical effects that
could play a role. Nevertheless, it captures, with a mini-
mum of parameters and assumptions, the two basic phys-
ical ingredients of the coarse-grained dynamics of the par-
ticle: friction and diffusion. To see how, suppose the
interval is initially at rest with no external force. The
tethers are constantly fluctuating and eventually a tether
will bind to the interval and exert a force on it until the
tether unbinds, causing the interval’s velocity to change.
As this and other tethers repeatedly bind and unbind at
different lengths, each time exerting a force with a ran-
dom magnitude and direction, the interval performs a
random walk. Over long enough timescales this random
walk approaches a Brownian motion with some DNA-
induced diffusion coefficient DDNA.
Now consider the dynamics of the interval when it is
forced to translate horizontally at some velocity v, say
to the right. Tethers still bind and unbind at random
lengths, but when they are bound they are dragged to the
right by the interval, so on average they exert a spring
force to the left. For small perturbations the average
force exerted by the tethers will be linear in the interval’s
velocity, as −ΓDNAv, where ΓDNA is the DNA-induced
friction coefficient.
Our aim is to derive expressions for the DNA-induced
friction and diffusion coefficients at long timescales,
ΓDNA and DDNA. If the system is in equilibrium then
by the fluctuation-dissipation relation these coefficients
are related as DDNA = kBT Γ
−1
DNA, where T is the tem-
perature and kB is Boltzmann’s constant. Our deriva-
tion doesn’t assume the fluctuation-dissipation relation,
although the fact that it holds after coarse-graining is a
consistency check on the model.
B. Model setup
The model is characterized by the following variables.
The interval has velocity v, and there are N ≥ 1 sticky
tethers. Let lj(t) be the length of the jth tether at time
t, and let sj(t) ∈ {u, b} be the state of the jth tether,
where sj(t) = u if the tether is unbound at time t, and
sj(t) = b if the tether is bound. The complete set of
variables is {v, l = (lj)Nj=1, s = (sj)Nj=1}.
The energy of an unbound tether is 12kl
2; we take the
rest length to be l¯ = 0 since it doesn’t play a role in this
one-dimensional model. We let the free energy difference
between the unbound and the bound state of a tether
be −e0 (defined with a minus sign so that e0 is positive
when binding is energetically favourable.) The energy
associated with the interval is purely kinetic. The energy
of the entire system is
E =
1
2
mv2 +
N∑
j=1
(1
2
kl2j − e0δsj ,b
)
. (II.1)
Here δa,b is a Kronecker delta, equal to 1 if a = b and 0
otherwise.
The variables evolve in time according to the follow-
ing dynamics, which we show in the ESI† preserve the
Boltzmann distribution pi ∝ e−βE , where β = (kBT )−1.
1. Tether binding/unbinding
Tethers bind and unbind independently of each
other with rate of binding qon and rate of unbind-
ing qoff . That is, {sj(t)}Nj=1 is a collection of inde-
pendent, continuous-time Markov chains with the
given rates. To satisfy detailed balance, the rates
and binding energy must be related by
qon = qoffe
βe0 . (II.2)
In equilibrium, the probabilities of being bound
(pb) or unbound (pu) are
†
pb =
eβe0
(1 + eβe0)
, pu =
1
(1 + eβe0)
. (II.3)
2. Tether length dynamics
When the tethers are unbound, we model their dy-
namics with the overdamped Langevin equation,
4a reasonable model assuming small perturbations
from equilibrium. We use a constant friction coef-
ficient γ to model the damping felt by the spring
in an ambient fluid as the spring relaxes to its rest
length.
When the tethers are bound, they move at the ve-
locity of the interval. The combined dynamics may
be written formally as
dlj
dt
=
(
−k
γ
lj +
√
2β−1
γ
ηj(t)
)
δsj ,u + (v dt)δsj ,b , (II.4)
for j = 1, . . . , N . Here {ηj(t)}Nj=1 are N indepen-
dent white noises.
3. Interval dynamics
The interval’s acceleration equals the sum of the
forces acting on it according to Newton’s law:
m
dv
dt
=
N∑
j=1
(−kl) δsj ,b . (II.5)
The full model is given by (II.4), (II.5), plus the bind-
ing/unbinding dynamics.
Our model clearly contains many simplifications of the
real system and we explain here some of our modeling
choices.
One is that we assume qon and qoff are constant, and in
particular that they are independent of the tether length.
While it is reasonable to assume that qon is constant in a
diffusion-limited system [19], qoff is typically modelled as
depending exponentially on length, via Bell’s theory [28–
30], implying an equal exponential dependence on length
in the binding free energy e0. However, it has been shown
that Bell’s theory is too simple to describe the kinetics of
DNA unbinding, and that in fact the binding/unbinding
rates for DNA are roughly constant for small or moderate
forces [31]. Therefore we neglect such length dependen-
cies, assuming small enough forces or length perturba-
tions that the variation in unbinding rates contributes
negligibly to the formulas for ΓDNA, DDNA. Our neglect
is also a mathematical convenience, since it allows us to
obtain an analytic expression for ΓDNA, although in Sec-
tion VI we point out which parts of the analysis would
change if the rates were length-dependent.
Another is that we assume the tethers attach rigidly
to the interval, so they are simply dragged along by the
interval. A different model might attach the tethers to a
spring on the interval, which exerts a force back on the
tether. This would add additional degrees of freedom and
complexity, that we felt would not change the final result
to leading order, so have omitted this effect in this initial
model.
We also do not account for the boundaries of the inter-
val, which would require imposing a cutoff on the length
at which a tether can bind, where the cutoff would de-
pend on the relative position of the tether and the inter-
val. Rather, we neglect space entirely, so the interval is
actually an infinite line with some mass, and the tethers
can be located anywhere, including in a single bundle.
We do not expect the effect of boundaries to play an im-
portant role, and anyways they would be an artifact of
the one-dimensional geometry.
We furthermore make no attempt to incorporate hy-
drodynamic interactions, either associated with the in-
terval in a fluid, or between tethers and the interval. This
is certainly an oversight, since the particles we wish to
model are embedded in a fluid; indeed we have incorpo-
rated (albeit crudely) the hydrodynamic friction on each
tether via the friction coefficient γ. It is tempting to
include a similarly crude model for hydrodynamics by
adding the Langevin-style terms −γhv +
√
2β−1γhηh(t)
to (II.5), where γh represents some hydrodynamic friction
on the interval. Technically there is no barrier to doing
this and the analysis proceeds in the same way, leading
to a final friction coefficient of ΓDNA + γh. However, it
is well-known that because hydrodynamic velocity fluc-
tuations decays slowly, often on the same timescale as
velocity fluctuations of a particle in the fluid, there is no
separation of timescales which allows the Langevin equa-
tion to correctly model the velocity correlations of a col-
loid in a fluid [32–34]. A different option would be model
the interval evolution directly in the overdamped limit,
which is known to be valid over long enough timescales
[33]. However, we do not wish to assume a priori that
hydrodynamic fluctuations decay more quickly than the
DNA-induced fluctuations.
Therefore, we neglect hydrodynamics entirely, and fo-
cus instead on capturing the coarse-grained effect of the
tethers in isolation. If it turns out, (as it will in some
parameter regimes), that ΓDNA calculated in this way is
much larger than the friction induced by hydrodynam-
ics, then this may still be a valid approximation. In pa-
rameter regimes without such a separation it will require
more investigation to understand how to correctly weight
ΓDNA with the hydrodynamic friction.
C. Nondimensional model and separation of scales
ansatz
We now nondimensionalize the model and identify
the small and large terms. There are 6 parameters: k
(kg/s2), γ (kg/s), qon (s
−1), qoff (s−1), m (kg), β (J−1 =
(kg·m2/s)−1), three classes of variables v (m/s), lj (m), sj
(unitless), and three physical dimensions (mass, length,
time).
The natural scales in the model associated with the
tethers are a typical lengthscale rDNA ≈ (kBT/k)1/2, and
a typical tether evolution time tDNA, measured either by
the binding/unbinding timescales q−1on , q
−1
off , or by the
correlation time in the overdamped dynamics, γ/k. We
assume these two timescales have the same order of mag-
nitude.
We use the larger scales associated with the inter-
val/particle to nondimensionalize the dynamics. Suppose
5a typical particle has radius R; this doesn’t enter any-
where in the equations but must be provided as a sepa-
rate lengthscale of interest. Let τ = R2/D be a typical
time it takes a particle to diffuse its radius if its diffusion
coefficient is D. We only determine a specific formula for
D after coarse-graining, but we may estimate it a priori
as described momentarily. We nondimensionalize the dy-
namics using scales m for masses, R for lengths, and τ
for times.
We may estimate D in two different ways. If diffu-
sion arises from a sum of random kicks of sizes rDNA
and durations tDNA, we would expect D ≈ r2DNA/tDNA ≈
qoffkBT/k. Alternatively, we can first estimate the effec-
tive friction Γ = β−1D−1, which by dimensional analysis
should be Γ = F/L ·T , where F is a typical force applied
on the interval, L is a typical length over which it is ap-
plied, and T is a typical time over which it is applied.
Substituting F ≈ NkrDNA, L ≈ rDNA, T ≈ tDNA ≈ q−1off
gives an estimate Γ ≈ Nk/qoff so by the fluctuation-
dissipation relation D ≈ qoffkBT/Nk. This differs from
the first estimate by a factor of N−1; later we will see
that the second estimate is closer to the correct formula.
With these scales in hand we may proceed with our
scaling ansatz. We consider a regime where the typical
evolution time for a tether is much faster than the diffu-
sion time for the particle, so that tDNA/τ ∼ O(ε2), where
ε 1 is a small dimensionless number. We furthermore
assume that rDNA/R ∼ O(ε), an ansatz that is consistent
with the first and with diffusion arising because of kicks
from the tethers, since (rDNA/R)
2 = ε2(r2DNA/tDNA)/D.
These assumptions determine the scalings of q−1on , q
−1
off ,
γ/k, l, and βγl2.
There are two additional timescales in the problem.
One is (v/l)−1, the evolution time of the bound tethers,
determined by the magnitude of the velocity. We make
the ansatz that this timescale is O(ε) compared to τ , so
that bound tethers exert their influence over long enough
timescales to give rise to diffusion on longer timescales.
Equivalently, we may assume the nondimensional veloc-
ity is order unity, v/(R/τ) ∼ O(1), which makes sense if
v is the variable whose coarse-grained dynamics we seek.
The final timescale is (kl/mv)−1, which may be inter-
preted as the correlation time for velocity; again we as-
sume this is O(ε) compared to τ so that we may observe
long-time diffusion.
Altogether the collection of scaling assumptions may
be written as
q−1on
τ
,
q−1off
τ
,
γ/κ
τ
∼ O(ε2), βγ
R2/τ
∼ O(1), l
R
∼ O(ε),
v
R/τ
∼ O(1), (kl/m)
−1
τ2/R
∼ O(ε) . (II.6)
We write A ∼ O(εα) for some dimensionless variable A
to mean that A = A˜εα, where A˜ ∼ O(1) is some dimen-
sionless number of order unity.
The small parameter ε may be estimated from the ap-
proximate formula for D, as
ε2 =
tDNA
τ
≈ kBT
NR2k
=
1
N
(rDNA
R
)2
. (II.7)
Here rDNA is a typical length fluctuation of a coiled DNA
strand, not the end-to-end length of the DNA strand it-
self (which is an upper bound on the fluctuation.) For a
typical microscale particle with a diameter of R ≈ 1µm
coated with DNA tethers of end-to-end lengths ≈ 50nm,
ε could be quite small.
III. EFFECTIVE FRICTION AND DIFFUSION
When the timescale ε2 in (II.7) is small, we may sys-
tematically average over the fast tether dynamics to ob-
tain the dynamics of the interval’s velocity over longer
timescales. We present and interpret the result in this
section, saving the derivation for section VI since it is
not critical for understanding the result.
The resulting coarse-grained equation for the interval’s
velocity V (t) is the Langevin equation
m
dV
dt
= −ΓDNAV dt+
√
2β−1ΓDNAη(t) , (III.1)
where the effective friction is
ΓDNA =
Nk
1 + e−βe0
(
1
qoff
+ eβe0
γ
k
)
. (III.2)
The effective diffusivity, equal to 12 limt→∞
d
dt 〈X2(t)〉
where X(t) =
´ t
0
V (s)ds is the interval’s position, is
DDNA = β
−1Γ−1DNA . (III.3)
Equations (III.2), (III.3) are our main results. Given
either of these, one can use them in a model to pre-
dict the evolution timescale and pathways of a system
of DNA-coated colloids. While ΓDNA may be directly
compared to hydrodynamic friction, DDNA may be eas-
ier to measure experimentally. For example, one could
observe a DNA-coated colloid on a DNA-coated surface,
and from the mean-squared displacement over long times
infer DDNA, and then solve for ΓDNA using (III.3).
How should the expression (III.2) be interpreted? The
terms in brackets have dimensions of time, each repre-
senting a natural timescale for the tether dynamics. The
factor q−1off is the average time for a bound tether to
unbind. The factor eβe0γ/k is the time for the tether
to relax to equilibrium from a stretched position, count-
ing only time during which it is bound – in the absence
of binding/unbinding dynamics, the timescale would be
γ/k. However, because the tether can bind and un-
bind along the way, and it only relaxes when it is un-
bound, the time during which it is bound in the relax-
ation period is prolonged by a factor equal to the ratio
of the average time bound to the average time unbound,
6q−1off/q
−1
on = e
βe0 . We can interpret the sum of these
timescales, τb ≡ q−1off + eβe0γ/k, as the “bound” corre-
lation time, in other words the time it takes the tethers
to reach equilibrium after a displacement, counting only
time during which they are bound to the interval.
The remaining factor, Nk/(1 + e−βe0), has dimensions
of force per length, and can be interpreted as the average
change in force required to displace the system infinites-
imally from equilibrium. Indeed, consider a system with
one sticky tether in equilibrium, and an interval which is
held still. Imagine freezing the tether in its current state
(bound/unbound), displacing the interval by some dis-
tance ∆x, and measuring the additional force required
for this displacement (additional means the difference
from the current force, since the net force will be zero
in equilibrium.) If the tether was initially bound, it is
stretched by an amount ∆x so the additional force is
F (∆x; b) = −k∆x. If it was initially unbound, its length
doesn’t change so the additional force is F (∆x;u) = 0.
The average additional force over all lengths and states
if the tether is in equilibrium is −k∆xpb where pb is the
equilibrium probability the tether is bound (see (II.3)).
With N tethers, the average additional force would be
−Nk∆xpb. Dividing by −∆x gives the desired factor.
We now show that this interpretation suggests a more
heuristic, mean-field derivation of (III.2). Suppose the
interval moves at velocity v, and consider the average
impulse it receives from the tethers over a time τb, the
bound correlation time. It is reasonable to assume that
over this time period the states of the tethers are frozen,
and at the end of the time period they instantly rearrange
and form a new sample from the equilibrium distribu-
tion. A single tether whose state is constant over the
time period will supply an additional impulse of about
F (∆x; l, s) · τb, where ∆x ≈ v/τb is the interval’s dis-
placement over the time period, and F (x; l, s) is the ad-
ditional force on the interval when the states of the teth-
ers are frozen and the interval is displaced some amount
x. The whole collection of tethers will therefore sup-
ply an additional impulse of N〈F (∆x; l, s)〉pi0 · τb, where
pi0 ≡ Z−1l,s
´
v
pi(l, s, v)dv is the marginal stationary dis-
tribution for the tethers in l, s (or the distribution for
fixed v; they are the same in this model) with Z−1l,s the
normalizing constant. For a system near equilibrium the
average frictional force will be linear in velocity and with
the opposite sign, so the average impulse has the form
−ΓDNAv · τb ≈ −ΓDNA∆x, for some positive coefficient
ΓDNA. Equating these two formulas for the average im-
pulse gives the following heuristic equation for calculating
the DNA-induced friction:
ΓDNA ≈ N
〈
∂F
∂x
〉
pi0
· τb . (III.4)
Formula (III.4) is exact for the one-dimensional model
when τb is defined as above. We expect it to also apply
in higher dimensions, where F and x will be vectors, and
ΓDNA will be a matrix such that the frictional force vector
when the system moves with velocity vector v is −ΓDNAv.
Figure 3. Simulations of the one-dimensional dynamics for
non-infinitesimal parameter values. Logarithm of diffusivity
from numerical simulations log(Dnumerical) (solid blue) and
theoretical prediction log(DDNA) (orange) as a function of ε.
Error bars for the numerical estimate (dashed blue) are one
standard deviation from the mean.
The higher-dimensional version can be justified using a
similar heuristic argument as above, by considering the
impulse in each of a set of orthogonal directions, to cal-
culate the columns of ΓDNA via (III.4). Of course, the
argument does not tell us what the timescale τb should
be, but if the timescale is roughly the same for all di-
rections, then we can compare the relative magnitudes of
the friction coefficients along different directions. We will
do this for a specific higher-dimensional model in section
V.
Notice the similarity of (III.2) to the formula Γ ≈
Nk/qoff guessed in section II C by dimensional analy-
sis. The correct formula has a smaller constant N/(1 +
e−βe0), which could have guessed, an an additional factor
eβe0γ/k, related to the relaxation dynamics of the teth-
ers, whose exact form would have been harder to guess.
Indeed the formula from dimensional analysis has been
derived in other ways in the study of sticky processes in
biology, like dynein binding and unbinding to a micro-
tubule giving rise to protein friction [35]. However, the
formula from dimensional analysis gives results that do
not always agree with our numerical simulations (Sec-
tion III A), which is why we needed to perform formal
homogenization to obtain the correct formula.
A. Numerical simulations
We verified that our asymptotic analysis is accurate for
a system with non-infinitesimal parameters by numeri-
cally simulating the model and comparing the interval’s
velocity statistics with those predicted by the coarse-
grained equation. We simulate a system of N = 1000
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Figure 4. The patch of DNA strands on a spherical DNA-
coated colloid which can interact with strands on a surface
forms a spherical cap with height h, roughly equal to 4 times
the standard deviation of the length of a tether. L¯ is the rest
length of the tether.
tethers using the following parameters:
m = ε2, qoff = ε
−2, β = e0 = 1, qon = eε−2, γ = ε2, k = 1 .
(III.5)
Here ε is a numerical parameter that we vary. One can
verify that when ε  1, the generator has the scaling
required for the asymptotic analysis to work, (see (VI.3)),
provided that v ∼ O(ε−1). We tried other parameter
combinations that scaled the same way with ε and there
was little difference in the quality of the comparisons.
Equations (II.4), (II.5) are solved using the Euler-
Maruyama method with timestep ∆t = 0.002, and the
binding/unbinding dynamics are incorporated by allow-
ing each tether to change state during each timestep with
probability q∆t, where q ∈ {qon, qoff} depends on which
state the tether is currently in. The position x(t) of the
interval is obtained by integrating the velocity using the
same first-order method.
To collect statistics we repeated each simulation 100
times to obtain an ensemble of realizations, and com-
puted 10 ensembles for each parameter value to calcu-
late error bars. The diffusion constant is computed for
each ensemble as the slope of the least squares-fit line
to the mean-squared interval displacement,
〈
x2(t)
〉
, over
the period t ∈ [10, 20]; early time points are thrown away
to avoid fitting to the transient behaviour. The reported
effective diffusion constant Dnumerical is the mean over
the 10 ensembles.
Figure 3 shows that the numerically computed diffu-
sivity agrees with the formula (III.3) for ε / 0.6. For
ε ' 0.6, the simulations and theory diverge, with the
simulation diffusivity becoming significantly larger.
IV. ESTIMATING THE PHYSICAL
MAGNITUDE OF DNA-INDUCED FRICTION
We use (III.2) to estimate the magnitude of DNA-
induced friction for a microscale colloid moving on a
surface coated densely with weakly-interacting DNA
strands, and compare it to the hydrodynamic friction
that it must also experience. We consider a particle
with a radius of R = 0.5µm at a temperature of about
T = 45◦C (318◦K), and with single-stranded DNA (ss-
DNA) of length L = 40nm (about 65 base pairs [15]), sim-
ilar to the system considered in Wang et al[25], in which
DNA-coated colloids crystallized. We base our estimates
for physical properties of the tethers on the worm-like
chain (WLC) model for a flexible polymer [27]. For small
perturbations from equilibrium the linear spring constant
in the WLC model is
k =
3kBT
2AL
≈ 6.6× 10−5 kg/s ≈ 10−5 kg/s , (IV.1)
where we have substituted the persistence length for ss-
DNA to be about A = 2.5nm [36]. Recall that kB =
1.38× 10−23m2kg·s−2K−1.
One caveat here is that the WLC model considers a
polymer in free space, while our polymer is tied down at
one end and constrained to live between two surfaces in
close proximity, which could change its thermodynamics.
For the friction coefficient γ we assume the drag a poly-
mer feels when its length is changing at a given velocity,
is approximately equal to the drag it would feel if it were
moving through a fluid with fixed length at that veloc-
ity. For small length perturbations the polymer is ap-
proximately spherical so we use the Stokes’ drag on a
sphere, 6piηRH , where η is the fluid viscosity, equal to
8.9 × 10−4kg/(m·s) for water, and RH is the hydrody-
namic radius of a polymer, equal to RH = 0.375(AL)
1/2
in the WLC model [27]. The result is
γ ≈ 6piη·0.375(AL)1/2 ≈ 6.3×10−11kg/s2 ≈ 10×10−10kg/s2 .
(IV.2)
This may be an overestimate, since the tether will not
be perfectly spherical and drag on an ellipse in the long
direction is strictly less than that on a sphere [27], but
this drag term won’t contribute much.
For the binding and unbinding rates, qon, qoff , we refer
to Bonnet et al[37], which measured binding/unbinding
rates for a DNA hairpin loop in solution, similar to ss-
DNA binding/unbinding. They found the binding rate
qon was relatively insensitive to temperature [37] (e.g.
Figs 4–6 in their paper), in the range of 104 − 105s−1
for different loop lengths and salt concentrations, while
the unbinding rate qoff depended strongly on tempera-
ture, varying from 102s−1 at low temperatures to 105s−1
at high temperatures, though it was relatively insensitive
to loop length and salt concentration. To be conservative
and underestimate the friction, we use the upper bounds
for qon and qoff and a ratio qon/qoff that is slightly
smaller than the real one (due to a higher qoff ); this
underestimate partly compensates for not incorporating
any length-dependence in the unbinding rate. Our rates
and binding energy are
qon ≈ 105 s−1, qoff ≈ 105 s−1 , eβe0 ≈ 1 . (IV.3)
These choices of rates imply a small |βe0|, which is rea-
sonable for weakly interacting DNA strands.
8The remaining parameter to estimate is N , the number
of DNA strands on the sphere that can reach and bind to
DNA strands on the surface. This interaction patch of ac-
cessible DNA strands forms a spherical cap of height h to
be determined (Figure 4.) Assuming that DNA strands
may fluctuate in length by about ± 2 standard deviations
to bind to neighbours, the maximum height difference be-
tween the bottom of the spherical cap and the top is 4
standard deviations, or h = 4/
√
βk. Multiplying the area
of a spherical cap, 2piRh, by the DNA density, which we
take to be ρ = 1 DNA per 27nm2 as in Wang et al[25],
and substituting for k from (IV.1), gives
N ≈ 2piR · 4√
βk
· ρ = 3× 103 . (IV.4)
Since there are 105 DNA strands total on a particle of
radius 0.5µm, this estimate suggests about 3% of the
DNA strands are in the interaction patch at any given
time.
Plugging in the estimates (IV.1),(IV.2),(IV.3),(IV.4)
into (III.2) gives
ΓDNA ≈ 3× 10
3
1 + 1
× 10−4 J
m2
×
(
10−5s +
10−10
10−4
s
)
≈ 2× 10−6 N · s
m
. (IV.5)
Now we compare this to the hydrodynamic friction felt
by a sphere with the same radius. In free space, the
friction coefficient is 6piηR = 8.3 × 10−9kg/s. Near a
wall, the friction is about two times bigger [38], so the
friction coefficient is about γhydro ≈ 2 × 10−8kg/s. The
ratio is
ΓDNA
γhydro
≈ 2× 10
−6 kg/s
2× 10−8 kg/s ≈ 100 . (IV.6)
With these parameter values we estimate DNA-induced
friction to be about 100 times bigger than the background
hydrodynamic friction. Therefore, we do expect DNA to
have a significant effect on the kinetics of DNA-coated
colloids under certain conditions, and perhaps an even
greater effect than hydrodynamics. We also expect the
kinetics of DNA-coated colloids to be significantly slower
than those of colloids interacting via other mechanisms
such as depletion, for example, since the diffusion coeffi-
cient may be about 100 times smaller.
V. TOWARD A TWO-DIMENSIONAL MODEL
We now consider how the one-dimensional model may
be extended to higher dimensions. While fully setting
up and coarse-graining a higher-dimensional model is be-
yond the scope of this paper, we may still appeal to the
heuristic equation for the friction tensor ΓDNA (III.4),
which we justified in a mean-field manner by considering
the average impulse applied by the tethers over a typical
C
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Figure 5. Schematic of a disc moving above a DNA-coated
line. A disc of radius R sits at fixed height h (distance from
line to the “contact point” C) above a line, at variable hori-
zontal position x and overall rotation φ. A tether of variable
length l (violet) has one end on the line at fixed position y,
and the other end bound at “binding point” B on the disc at
variable angle θ to the vertical, forming an angle ξ with the
center of the disc.
tether correlation time τb. We argued that one can use
(III.4) to estimate the components of the friction ten-
sor up to an unknown timescale τb, and if this timescale
is roughly the same for all components of the friction
tensor, then we may still compare the relative magni-
tude of the friction coefficients for different directions of
motion. We are particularly interested in determining
whether some directions have significantly more friction
than others, like sliding compared to rolling, as suggested
by the velcro analogy in the introduction.
Let us consider a two-dimensional disc of radius R
moving near a line coated with sticky tethers (Figure 5.)
The disc can translate horizontally and rotate; we ignore
motion in the vertical direction. The tethers are modeled
as springs with lengths l, angles from the vertical θ, and
energies
Etether =
1
2
kl(l − l¯)2 + 1
2
kθθ
2 . (V.1)
Here kl is the spring constant associated with stretching
the tether, and we have included a bending energy with
spring constant kθ to penalize deviations from vertical.
This additional term is a crude attempt to model the
stiffness of the anchors binding DNA strands to surfaces,
as well as steric interactions which encourage the closely-
packed DNA strands to stand up straight.
Consider a disc whose point closest to the line, the
“contact” point C, has height h above the line and hori-
zontal position x, and whose overall rotation is measured
by angle φ. Let there be a tether with length l, angle θ,
and horizontal position y. Suppose the tether is bound
to the disc at point B, the “binding” point, which has
9angle ξ from the vertical relative to the disc’s center, as
in Figure 5. The length and angle variables are related
by considering the horizontal and vertical coordinates of
the attachment point:
y − x+ l sin θ = R sin ξ , R(1− cos ξ) + h = l cos θ .
(V.2)
Given three variables from the set {l, θ, ξ, x, h} one can
use (V.2) to solve for the other two. Therefore, the energy
of a bound tether can also be considered a function of
(x, ξ) with h entering as a parameter.
To use (III.4) we must determine the additional force
associated with translating and rotating the disc, i.e.
moving it in the directions corresponding to x, ξ, for each
possible binding point B. This additional force is found
from the tether energy as F = −∇x,ξEtether; we substi-
tuted φ → ξ since ∂φ = ∂ξ. Note the second component
of the force vector is a torque, with units of force · dis-
tance. The friction tensor predicted heuristically from
(III.4) would therefore be ΓDNA = 〈Λ〉pi(l,θ,s;y)ρ(y) · τb,
with the infinitesimal forces when s = b equal to
Λ =
(
∂2Etether
∂x2
∂2Etether
∂x∂ξ
∂2Etether
∂x∂ξ
∂2Etether
∂ξ2
)
. (V.3)
Here ρ(y) is the number density of DNA strands on the
line, and pi(l, θ, s; y) is the stationary distribution for the
tether when the disc is fixed in place. This distribution
will be related to e−βEtether but not exactly equal, be-
cause for s = b only one of l, θ is independent by the
constraints (V.2).
We may compute each of the components of Λ for a
tether fixed at y and bound at angle θ by differentiating
Etether with respect to x, ξ using the chain rule, and sub-
stituting for derivatives ∂(l, θ)/∂(x, ξ), ∂2(l, θ)/∂(x, ξ)2.
We computed these derivatives by differentiating (V.2)
implicitly using Mathematica; the resulting expressions
are shown in the ESI†. After redefining ξ → Rξ so the
components of Λ have the same units, we obtain the in-
finitesimal forces
Λ = kl
(
∆l
l + (1− ∆ll ) sin2 θ sin θ sin(ξ + θ) + ∆ll cos θ cos(ξ + θ)
sin θ sin(ξ + θ) + ∆ll cos θ cos(ξ + θ) sin
2(ξ + θ) + ∆ll cos(ξ + θ)
(
l
R + cos(ξ + θ)
))
+
kθ
l2
(
cos2 θ + θ sin 2θ cos θ cos(ξ + θ)− θ sin(ξ + 2θ)
cos θ cos(ξ + θ)− θ sin(ξ + 2θ) cos2(ξ + θ) + θ sin 2(ξ + θ) + lRθ sin(ξ + θ)
)
. (V.4)
Here ∆l = l−l¯ is the deviation from a tether’s rest length.
Although Λ is written as a function of θ, l, ξ, only one of
these variables may be chosen independently for a given
tethering point y, by the constraints (V.2).
Given a model for the binding energy, one can average
Λ in (V.4) with respect to the stationary distribution
pi(l, θ, s; y) and then integrate over the number density
ρ(y) to obtain the effective friction tensor. We will not
do this here, because constructing and verifying a fully
consistent two-dimensional energy model is beyond the
scope of the paper. However, we can use (V.4) to esti-
mate the leading-order contribution to the friction tensor
when l¯/R  1 and the DNA is very stiff. In this case
most of the bound tethers will be near the contact point
C and will bind nearly vertically close to their rest lengths
so ξ, θ,∆l/l¯, (y − x)/l¯ will all be very small. Specifically,
if θ  1 then we find from (V.2) that (y − x)/l¯ ∼ O(θ),
∆l/l¯ ∼ O(θ2), (y − x)/l¯ ∼ O(θ), ξ ∼ O(θl¯/R) θ.
We expand (V.4) in powers of these small parameters
to obtain the infinitesimal forces up to O(θ2) as
Λ2 = kl
(∆l
l¯
+ θ2
)(
1 1
1 1
)
+
kθ
l¯2
(
1 + 32θ
2 1− 3θ2
1− 3θ2 1 + 32θ2
)
.
The friction force to O(θ2) for some velocity v =
(x′(t), Rφ′(t)) is obtained from this matrix as (f1, f2) =
−Λ2v · τb. The first component f1 is a force in the x-
direction, and the second component f2 is the torque
divided by R. Notice that to leading order, i.e. ignor-
ing terms of O(θ2), the matrix Λ2, is degenerate, with
null space spanned by ur = (1,−1)T . Since in this direc-
tion (f1, f2) = −Λ2ur · τb = (0, 0), there is no friction to
leading order for motion in this direction.
What kind of motion is the low-friction direction ur?
This corresponds exactly to the disc rolling along the line,
since the disc rolls when the velocity of the contact point
C, x′(t) + Rφ′(t), equals zero. The disc is like a gear,
and the line is like a gear track, and the disc rolls com-
mensurately along the line without slipping. Therefore,
we expect significantly smaller friction for rolling than
for other kinds of motions, approaching zero as the DNA
becomes shorter and stiffer.
To say how much smaller the friction for rolling should
be we compute the eigendecomposition of Λ2, since the
eigenvector with the smallest eigenvalue is the direc-
tion with the smallest friction (and the eigenvalue is the
friction coefficient for that direction), and the eigenvec-
tor with the largest eigenvalue is the direction with the
largest friction. The eigenvalues are
λr =
kθ
l¯2
· 9
2
θ2, λs = 2kl
(∆l
l¯
+ θ2
)
+
kθ
l¯2
(
2− 3
2
θ2
)
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and the respective eigenvectors are
ur = (1,−1), us = (1, 1) .
The rolling direction ur remains the eigenvector with the
smallest eigenvalue even to O(θ2). Even then, the eigen-
value λr only depends on the bending energy; the stretch-
ing energy still does not contribute at this order.
The direction with the largest friction, us, is anti-
rolling: the disc slides along the line and rotates in the
opposite direction as it would for rolling, so its contact
point slips twice as much as it would for pure sliding
(velocity ∝ (1, 0)). For pure sliding, the magnitude of
the friction will be roughly half this, about (λs + λr)/2.
Note the force will not be aligned with the motion, but
rather will have both a sliding component and a torque
component.
Returning to our original question – is it more likely
for the disc to roll or to slide? – we see the answer for
short, stiff DNA strands is unambiguously rolling, the
friction for sliding being larger by a factor of about θ−2,
where θ ∼ (y − x)/l¯  1 is small. What is the phys-
ical reason why rolling has the smallest friction? The
main observation is that when the disc rolls, the contact
point C is momentarily stationary, so any DNA teth-
ers bound at this point will neither stretch nor bend,
hence will incur no energetic penalty. The only term that
makes the rolling friction non-zero comes from the bend-
ing energy associated with nearby DNA tethers, whose
angles change quadratically with the amount of rolling
but whose lengths change at higher order, leading to fric-
tion for this motion ∝ kθθ2. When the disc slides, how-
ever, the angles of the DNA tethers bound at C change
linearly with the amount of displacement, and the lengths
change at quadratic order. The friction correspondingly
contains a term ∝ kθ from the bending energy, and a
term ∝ klθ2 ∼ kl∆l from the stretching energy.
We now see that the velcro analogy from the introduc-
tion does give intuition into the dynamics of DNA-coated
surfaces, and helps to explain why rolling has the small-
est friction. Although the physics of velcro is not iden-
tical to the physics of sticky ssDNA, the differences in
forces required to move the system in different directions
play an important role in both systems. Velcro requires
a large force to slide but a smaller one to peel off, and
similarly DNA-coated surfaces require larger forces in-
stantaneously to slide along each other than to roll. Al-
though the DNA is constantly and rapidly binding and
unbinding, it still remains bound for long enough dur-
ing a displacement to transmit the instantaneous forces
to the opposite surface, and since these forces are strong
because of the lengthscale separation between the DNA
and the surface displacements, the difference in forces can
become significant.
VI. DERIVATION OF THE COARSE-GRAINED
DYNAMICS: ONE TETHER
In this section we derive the coarse-grained dynamics
of the interval over long timescales. We start by consid-
ering a single tether because the derivation is easier to
follow; the case of N > 1 tethers is formally the same but
technically more involved, and is dealt with in the ESI†.
Since there is only one tether we omit the subscript and
call its length l and its state s; recall s = b if the tether
is bound and s = u if the tether is unbound.
The model outlined in section II is a time-homogeneous
Markov process (vt, lt, st), whose dynamics are com-
pletely characterized by its generator L. Recall that,
from the generator, the evolution of any statistic can
be computed using the Kolmogorov backward equation
[39]: given a function on the state space g(v, l, s) : R2 ×
{u, b} → R, the statistic f(v, l, s, t) ≡ Ev,l,sg(vt, lt, st)
evolves according to
∂tf = Lf, f(v, l, s, 0) = g(v, l, s) , (VI.1)
with appropriate boundary conditions. For our purposes
it is sufficient that |∇f | decay at infinity, which is equiva-
lent to a no-flux condition at infinity for the correspond-
ing Fokker-Planck equation. Here Ex(·) means the ex-
pectation given initial condition x.
Our overall approach to obtaining the coarse-grained
dynamics will be to consider the backward equation
(VI.1) asymptotically in ε, and to use singular pertur-
bation theory to formally homogenize over the fast dy-
namics [40].
We start by writing down the generator associated
with the stochastic differential equations (SDEs) (II.4),
(II.5), and the binding/unbinding dynamics. Since the
state space is a mixture of continuous and discrete com-
ponents, we must combine techniques for diffusion pro-
cesses with techniques for Markov chains. We find
it convenient to write the functions acted upon by
the generator as a vector-valued function f(v, l, s, t) =
(fu(v, l, t), fb(v, l, t))
T , such that the first component of
the vector corresponds to setting s = u and the second
to s = b. The generator will then be a matrix-valued
operator, and by examining the dynamical equations, we
find
L =
(−qon qon
qoff −qoff
)
︸ ︷︷ ︸
≡Q
+
(− kγ l∂l + (βγ)−1∂2l 0
0 0
)
︸ ︷︷ ︸
≡U
+
(
0 0
0 v∂l
)
︸ ︷︷ ︸
≡B
+
(
0 0
0 − km l∂v
)
︸ ︷︷ ︸
≡V
. (VI.2)
We have separated the generator into different compo- nents corresponding to different dynamical processes: Q
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is the generator for the binding/unbinding dynamics, U
is the generator for the unbound tether dynamics, B is
the generator for the bound tether dynamics, V is the
generator for the interval’s velocity dynamics. The full
generator is a sum of the generators for each dynamical
component as L = Q+ U +B + V .
Under the scalings given in (II.6), we may verify that
after nondimensionalizing the backward equation (VI.1),
the components of the generator scale as follows: Q,U ∼
O(ε−2), B, V ∼ O(ε−1). Therefore, if we separate out
the small parameter explicitly, we may write the genera-
tor as
L = 1
ε2
(
Q˜+ U˜
)
+
1
ε
(
V˜ + M˜
)
. (VI.3)
Here Q˜ = ε2Q ∼ O(1), and similarly for the other com-
ponents.
Let us assume that f has an asymptotic expansion
f = f (0) + εf (1) + ε2f (2) + . . . . (VI.4)
We substitute this ansatz into the backward equation
(VI.1) and solve at each power of ε.
At order O(ε−2), we have
(Q+ U)f (0) = 0. (VI.5)
To solve this for f (0), notice that the matrix Q + U is
row equivalent to the matrix( −1 1
− kγ l∂l + (βγ)−1∂2l 0
)
.
Therefore f (0)(v, l, t) = (1, 1)TC(v, l, t) where
(− kγ l∂l +
(βγ)−1∂2l
)
C = 0. The only solution C that satisfies the
appropriate decay boundary conditions is a constant with
respect to l, so the unique solution for f (0) (up to con-
stants) is
f (0) =
(
1
1
)
a(v, t) . (VI.6)
Here a(v, t) is some unknown function of v and t, whose
evolution will be determined after solving at higher order
in ε.
At order O(ε−1), we obtain
(Q+ U)f (1) = −(B + V )f (0) =
(
0
1
)
k
m
l∂va . (VI.7)
We can solve this for f (1) using the method of unde-
termined coefficients. Substituting the ansatz f (1) =
(αu, αb)
T l, where αu and αb are independent of l, into
(VI.7), we can solve for αu and αb to obtain
f (1) =
(
f
(1)
u
f
(1)
b
)
=
(
αu
αb
)
l = − 1
mqoff
(
γqon
(k + γqon)
)
l∂va.
(VI.8)
In (VI.8), we only consider the particular solution. Co-
efficients associated with the homogeneous solution will
only be fixed at higher orders than we consider here.
It is here, in solving (VI.7) to obtain (VI.8), that we
have used the assumption that the binding and unbind-
ing rates, qon and qoff , are constant. Indeed, note from
(VI.8) that αb depends on 1/qoff . If the rate qoff de-
pends on the tether length, l, then so does αb and the
expansion ansatz f (1) = (αu, αb)
T l, with αu and αb con-
stant in l, is not valid.
At order O(ε0),
(Q+ U)f (2) = −(B + V )f (1) + ∂tf (0). (VI.9)
By the Fredholm alternative, it is only possible to solve
for f (2) if, for each pi in the nullspace of (Q + U)∗, the
adjoint of operator Q+ U , we have〈
pi,−(B + V )f (1) + ∂tf (0)
〉
= 0 . (VI.10)
The inner product above is defined on vector-valued func-
tions of l to be 〈a,b〉 = ´ a · b dl. Physically, pi repre-
sents the stationary distribution for the tethers when the
variables characterizing the interval are frozen. The solv-
ability condition (VI.10) means that the slower dynamics
associated to f (1), must be orthogonal to pi, i.e. these
dynamics don’t have any component that can alter the
tether’s stationary distribution; if they did, then such al-
terations would build up on the fast timescale and would
lead to exploding solutions on the slower timescale. Note
that a similar solvability condition must hold for (VI.7),
but one can check it is satisfied, as indeed it must be
since we found a solution.
After we solve for pi, we may substitute the known
functional forms for f (1) and f (0), and perform the inte-
gral in (VI.10) to obtain an evolution equation for a(v, t).
One may verify that the only function in the nullspace
of (Q+U)∗ (with decay conditions at ∞) is the one pro-
portional to
pi =
( qoff
qon
1
)
e−βkl
2/2 .
Each of the terms appearing in the inner product in
(VI.10) can now be simplified:〈
pi,−Bf (1)
〉
=
k + γqon
mqoff
v∂va,〈
pi,−V f (1)
〉
= −k + γqon
βm2qoff
∂2va,〈
pi, ∂tf
(0)
〉
=
(
1 +
qoff
qon
)
∂ta .
Substituting the above relations into the solvability con-
dition (VI.10) and grouping terms gives the following
equation:
∂ta =
(
−θ1v∂v + 1
2
σ21∂
2
v
)
a, (VI.11)
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where
θ1 =
1
m
1
1 +
qoff
qon
k + γqon
qoff
, and
1
2
σ21 =
1
mβ
θ1 .
(VI.12)
Equation (VI.11) is the backward equation for the pro-
cess V (t) that solves the SDE (III.1) with ΓDNA = mθ1
and N = 1 (recall that qoff/qon = e
−βe0 , from (II.2).)
Note there could be other SDEs with the same backward
equation, but their solutions would all be weakly equiv-
alent to V (t). Therefore the friction in the case N = 1
has the formula (III.2) as claimed.
VII. DISCUSSION & CONCLUSION
We have constructed and analyzed a one-dimensional
model for a colloidal particle moving on a DNA-coated
surface. We showed that when the DNA evolves much
faster than the particle, then on long timescales the par-
ticle evolves according to a Langevin equation with ef-
fective, DNA-induced friction coefficient ΓDNA. We gave
an analytic expression for ΓDNA in terms of the physi-
cal parameters of the DNA. Substituting values for these
parameters characteristic of DNA-coated colloids with di-
ameters ≈ 1µm which can rearrange while bound, gave
an estimate for the DNA-induced friction about 100 times
larger than the hydrodynamic friction felt by such par-
ticles. We explored a mean-field extension of our model
to two dimensions, by considering a disc moving along
a line, and showed the friction when the disc rolls ap-
proaches zero as the DNA strands become stiffer and
shorter, while the friction for the disc sliding remains
comparatively large.
If our predictions are correct, they not only imply
that DNA-induced friction should be incorporated into
numerical simulations of DNA-coated colloids, but they
could also have significant implications for how DNA-
coated colloids self-assemble. They imply that the dy-
namics of rearrangements are slow, orders of magnitude
slower than the dynamics of particles interacting by de-
pletion, for example, which are affected only by hydro-
dynamic friction, causing DNA-coated particles to stay
longer in metastable states and possibly to never reach
equilibrium. In fact, for small systems one might be able
to make dynamical predictions using only DNA-induced
friction, neglecting hydrodynamic interactions entirely;
for larger systems we expect long-range hydrodynamic
interactions to become equally or more important. If par-
ticles prefer to move in ways that minimize the amount
of surface-surface rubbing, then dynamically they may
behave like gears, and may get stuck for long times in
more open arrangements where the number of contacts is
less than the isostatic number needed to stabilize spheres
mechanically. It has been observed in recent experiments
that crystals of DNA-coated colloids like to grow as open,
ordered structures, such as in a diamond lattice, tran-
sitioning only once they are big enough to more com-
pact structures with more contacts and lower energy [8];
an intriguing possibility is whether this unusual growth
is aided in part by the relative dynamics of the DNA-
based interactions, such as a preference for rolling [41].
(Note that reaction-limited kinetics, another possible ef-
fect of DNA-induced interactions, can also lead to low-
coordination open structures [22].)
Because of these possible implications it would be ex-
tremely useful to test our predictions experimentally. A
direct test could consider a DNA-coated colloid moving
on a DNA-coated plane, and measure the diffusion coef-
ficient as a function of the temperature, the length of the
DNA strands, etc. If rotational degrees of freedom are
accessible experimentally then one could also compare
the diffusion coefficient for rolling, to that for sliding, to
see if the difference is large, as predicted.
Our model was a drastic simplification of the full sys-
tem and there are many omitted physical properties that
would be interesting to study. Most critically, we hope
to extend our model to higher dimensions, to more com-
pletely and rigorously study a disc moving on a surface,
including vertical deviations from the surface, or even-
tually a sphere moving on a sphere. It is not yet clear
whether such an extension would be possible with the
techniques we have developed here – it could be that,
because the tethers are bound at fixed locations on the
substrate, the effective friction will depend on precisely
where the particle is relative to the fixed, discrete teth-
ers, so the spacing between tethers may enter in the final
model. Such graininess is unnecessary but to avoid it may
require working with a density of tethers, which would
evolve according to a stochastic partial differential equa-
tion, requiring more sophisticated techniques to analyze
and homogenize. It could also be that our techniques
will be directly extendable to the higher-dimensional set-
ting, if the friction comes from a superposition of forces
from individual tethers, so that we may simply integrate
the friction for one tether, with respect to the number
density of tethers. It would be useful therefore to find a
simpler way to derive the N-tether result, or to prove the
heuristic formula (III.4) in a more general setting. One
important consideration in two dimensions is construct-
ing a model for the energy which respects the geometry
of the bodies on contact; a tether binding to a sloped or
curved line, may not be as easily described as a tether
binding to a flat surface (although see the detailed model
in [18].)
Some additional effects that are worthwhile to investi-
gate include: (i) What is the effect of a tether binding to
a tether, and not to a fixed spot on the surface? Experi-
mentally both surfaces in contact are coated with sticky
tethers, which all evolve and bind to each other. This
could have the effect of “smearing out” the sharp sep-
aration in friction coefficients for different directions of
motion, or, it could introduce a negligible perturbation
to our results. The physical nature of the interaction can
be even more complicated; in some systems the tethers
are bound indirectly by linkers, making three bound poly-
mers for each interaction [42]. (ii) What is the effect of
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DNA strands binding non-independently of each other?
When two DNA strands are bound, this reduces the pos-
sible partners for neighbouring DNA strands. Equilib-
rium studies show that neglecting such effects leads to
overestimating the effective binding energy between col-
loids, even when the DNA is densely grafted [43], suggest-
ing that such neglect might also overestimate the effective
friction, since friction increases with the overall binding
energy. (iii) How does the effect of confinement, change
the thermodynamics and dynamics of the DNA tethers
from those predicted by the WLC model? Studies of the
effective interactions in equilibrium have shown that the
geometry of confinement can change the predicted pair
interaction well depth by several kBT [14, 15, 17], so there
could be a similarly important effect on the dynamical
properties. Relatedly, even the specific sequence of nu-
cleotides can change the entropies and bending rigidity of
ssDNA [44]. (iv) What is the effect of a length-dependent
unbinding rate, qoff = qoff (l)? A constant rate is rea-
sonable for DNA unbinding, but may not be for other lig-
and-receptor systems. While the friction coefficient may
no longer be possible to compute analytically, it may still
be obtained through numerical integration. (v) What if
the binding/unbinding rates occur on a slow timescale,
as they do in certain experimental systems? [22, 23, 45].
It may be possible to systematically derive a formula for
the effective friction and diffusivity, by considering a dif-
ferent scaling ansatz. (vi) What is the effect of spatial
inhomogeneity of tethers? Early work has suggested this
can sometimes cause the tethers to undergo subdiffusion
[24], a phenomenon we can’t access with the formal ho-
mogenization techniques used here, but which may still
be understood by analyzing the variation in diffusivity
over larger spatial scales, or appealing to the literature
on random walks in random environments [46]. (vii) How
can one incorporate hydrodynamic interactions into the
model, to predict a final friction coefficient that is some
blend of the hydrodynamic friction and the DNA-induced
friction? We discussed how a Langevin model is inappro-
priate for describing hydrodynamic interactions. It could
be that one can incorporate DNA dynamics directly into
an overdamped Langevin equation, or that one can start
the analysis with a generalized Langevin equation, an
exact model for hydrodynamics which includes memory
effects [34].
We hope that with these extensions, we may derive
a quantitative prediction for the DNA-induced friction
tensor in a wide variety of situations, which may be
used as input to dynamical simulations or as the starting
point for physically understanding out-of-equilibrium be-
haviour of DNA-coated colloids. Eventually, one might
hope to control the friction, either to minimize it, or
to design the most likely rearrangement pathways so
particles may self-assemble into some desired, possibly
nonequilibrium structure.
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Appendix A: Details of disc calculations
This section contains auxiliary details of the calculations from section V.
The first derivatives ∂(l, θ)/∂(x, ξ) are calculated by implicit differentiation from the relations (??), (??) to be
∂l
∂x
= sin θ,
∂l
∂ξ
= R sin(ξ + θ),
∂θ
∂x
=
cos θ
l
,
∂θ
∂ξ
=
R
l
cos(ξ + θ) . (A.1)
The second derivatives ∂2(l, θ)/∂(x, ξ)2 are
∂2l
∂x2
=
cos2 θ
l
,
∂2l
∂ξ2
=
R2
l
cos(ξ + θ)
(
l
R
+ cos(ξ + θ)
)
,
∂2l
∂x∂ξ
=
R
l
cos θ cos(ξ + θ),
∂2θ
∂x2
=
sin 2θ
l2
,
∂2θ
∂ξ2
=
R2
l2
sin(ξ + θ)
(
l
R
+ 2 cos(ξ + θ)
)
,
∂2θ
∂x∂ξ
=
−R
l2
sin(ξ + 2θ) . (A.2)
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The second derivatives of energy, calculated by applying the chain rule to expression (V.1), are
∂xxEtether = kl
( ∂l
∂x
)2
+ kθ
(∂θ
∂x
)2
+ kl(l − l¯) ∂
2l
∂x2
+ kθθ
∂2θ
∂x2
= kl +
kθ
l2
(cos2 θ + θ sin 2θ)
∂ξξEtether = kl
( ∂l
∂ξ
)2
+ kθ
(∂θ
∂ξ
)2
+ kl(l − l¯) ∂
2l
∂ξ2
+ kθθ
∂2θ
∂ξ2
= klR
2
(
1 +
l
R
cos(ξ + θ)
)
+
kθR
2
l2
(
cos2(ξ + θ) + θ sin(2(ξ + θ)) +
l
R
θ sin(ξ + θ)
)
∂xξEtether = kl
( ∂l
∂x
)( ∂l
∂ξ
)
+ kθ
(∂θ
∂x
)(∂θ
∂ξ
)
+ kl(l − l¯) ∂
2l
∂x∂ξ
+ kθθ
∂2θ
∂x∂ξ
= klR cos ξ +
kθR
l2
(cos θ cos(ξ + θ)− θ sin(ξ + 2θ))
Appendix B: Derivation of the coarse-grained dynamics: N tethers
In this section we derive the coarse-grained dynamics of the full system of N tethers. We use the same asymptotic
procedure as in Section VI for the case of one tether, only now the generator is more complicated. We start by
explicitly showing the generator for N = 3 in order to better illustrate its structure, and then outline the generator
and derivation of the coarse-grained dynamics for N tethers.
For N = 3 tethers, the set of possible states for the collection of tethers is {u, b}3 so we need a vector of size 23 = 8
to represent the collection of states:
f = (fuuu, fuub, fubu, fbuu, fubb, fbub, fbbu, fbbb)
T . (B.1)
For example, the state where all tethers are unbound is identified with the component fuuu and the state where only
the second tether is bound to the interval is identified with the component fubu.
The full generator will still have the abstract decomposition L = Q+U +B+V as in (VI.2), but now the generator
for each sub-process will be an 8× 8 matrix of operators. We now write down each generator in turn.
The generator associated with the binding/unbinding dynamics is
QT =

−3λ ν ν ν 0 0 0 0
λ −2λ− ν 0 0 ν 0 0 0
λ 0 −2λ− ν 0 ν 0 ν 0
λ 0 0 −2λ− ν 0 ν ν 0
0 λ λ 0 −λ− 2ν 0 0 ν
0 λ 0 λ 0 −λ− 2ν 0 ν
0 0 λ λ 0 0 −λ− 2ν ν
0 0 0 0 λ λ λ −3ν

, (B.2)
where, for display purposes, we have defined λ ≡ qon, and ν ≡ qoff .
The generator for the evolution of the unbound tether lengths, following the ordering of the states given in (B.1),
is the diagonal matrix
U = diag
 ∑
j=1,2,3
LOUj ,
∑
j=1,2
LOUj ,
∑
j=1,3
LOUj ,
∑
j=2,3
LOUj ,LOU1 ,LOU2 ,LOU3 , 0
 .
where
LOUj = −kγ−1lj∂lj + γ−1β−1∂2lj . (B.3)
For example, the element U33 =
∑
j=1,3 LOUj acts on fubu, corresponding to the state for which only tethers j = 1
and 3 are unbound.
15
The generator for the evolution of bound tethers is the diagonal matrix
B = diag
0,Lbd3 ,Lbd2 ,Lbd1 , ∑
j=2,3
Lbdj ,
∑
j=1,3
Lbdj ,
∑
j=1,2
Lbdj ,
∑
j=1,2,3
Lbdj

where
Lbdj = v∂lj . (B.4)
For example, the element B33 = Lbd2 acts on fubu, corresponding to the state for which only the j = 2 tether is bound.
The generator for the interval velocity dynamics for the 3 tether system is the diagonal matrix
V = diag
0,Lint3 ,Lint2 ,Lint1 , ∑
j=2,3
Lintj ,
∑
j=1,3
Lintj ,
∑
j=1,2
Lintj ,
∑
j=1,2,3
Lintj

where
Lintj = −
k
m
lj∂v . (B.5)
Now consider the generator for the N tether system, which is a natural generalization of the generator for the 3
tether system. For general N ≥ 1, we need a vector of length 2N to represent the possible states of the system:
f = (fu...u, fu...ub, fu...ubu, fu...ubuu, . . . , fb...bub, fb...bu, fb...b)
T . (B.6)
Suppose the states are labelled 1, 2, . . . , 2N . Let b(i), u(i) be the set of tethers which are bound/unbound in state
i respectively. For example, b(3) = {2N − 1} and u(3) = {1, 2, . . . , 2N − 2, 2N}. Let |b(i)|, |u(i)| be the number of
bound/unbound tethers. Clearly |b(i)|+ |u(i)| = N .
It will be convenient to define a matrix S ∈ {0, 1}2N×N to be the matrix whose rows (corresponding to different
states) are a set of flags indicating whether each tether (the columns) is bound (1) or unbound (0) in each state, i.e.
Sij = 1 if tether j ∈ b(i), Sij = 0 if tether j ∈ u(i). The matrix which flags unbound tethers is 1− S, where 1 is the
2N ×N -dimensional matrix whose entries are all 1.
The generator Q for the binding and unbinding process has components
Qij =
 λ if |b(j)| = |b(i)|+ 1ν if |u(j)| = |u(i)|+ 1−λ|u(i)| − ν|b(i)| if i = j (B.7)
The N tether generalizations of the U , B, and V matrices are
U = diag
 ∑
j=1,...,N
LOUj ,
∑
j=1,...,N−1
LOUj , . . . ,
∑
j=N,N−1
LOUj ,LOU1 , . . . ,LOUN−1,LOUN , 0

= diag
(
(1− S)LOU) , (B.8)
B = diag
0,LbdN , . . . ,Lbd1 , ∑
j=N,N−1
Lbdj , . . . ,
∑
j=1,...,N−1
Lbdj ,
∑
j=1,...,N
Lbdj

= diag
(
SLbd) , (B.9)
V = diag
0,LintN , . . . ,Lint1 , ∑
j=N,N−1
Lintj , . . . ,
∑
j=1,...,N−1
Lintj ,
∑
j=1,...,N
Lintj
 ,
= diag
(
SLint) (B.10)
The operators LOUj , Lbdj , and Lintj are defined in (B.3), (B.4) and (B.5), respectively, and LOU = (LOU1 , . . . ,LOUN )T ,
and similarly for the other operators.
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With the generator in hand we may proceed with the asymptotic analysis. We substitute the ansatz (VI.4) into
the backward equation (VI.1) and equate equal powers of ε to obtain a hierarchy of equations governing f (i)(l, v, t).
At order O(ε−2), we have
(Q+ U)f (0) = 0. (B.11)
Equation (B.11) possesses only constant in l solutions of the form:
f (0) = (1, 1, . . . , 1)
T
a(v, t). (B.12)
At order O(ε−1), we have
(Q+ U)f (1) = −(B + V )f (0) = −V f (0) = k
m
∂va Sl . (B.13)
We have used that Bf (0) = 0 because f (0) is independent of lj , for j = 1, . . . , N ; see (B.9) and (B.4).
We claim the solution is
f (1) = − k
m
∂va
(
λ
ν
γ
k
1 +
1
ν
S
)
l , (B.14)
To show this, it is sufficient to show that
(Q+ U)
(
λ
ν
γ
k
1 +
1
ν
S
)
l = −Sl .
We calculate each of the four terms in the product on the left-hand side in turn.
1. We have Q1 = 0, the zero matrix, since the sum of each row of Q is 0.
2. We also have that USl = 0, since the ith entry is ((1−S)LOU )i ·(Sl)i, and ((1−S)LOU )i only contains operators
acting on tethers in set u(i), while (Sl)i only contains tether lengths from set b(i).
3. We have that U1l = − kγ (1 − S)l, since the vector 1l has components identically equal to l1 + · · · + lN , so all
operators in each diagonal element have an effect, and (U1l)i =
∑
j∈u(i) LOUj lj .
4. The remaining term to evaluate is QS. Consider component (i, k):
(QS)ik =
∑
j
QijSjk .
Recall that Sjk = 1 if k ∈ b(j), Sjk = 0 if k ∈ u(j).
Suppose k ∈ b(i). Then term QijSjk = λ iff |b(j)| = |b(i)| + 1 and k ∈ b(j). The number of such states, is the
number of ways of adding a bound tether, since k ∈ b(i) so we automatically have k ∈ b(j). The contribution to
the sum is λ|u(i)|. Now consider the number of js such that QijSjk = ν. We must have |u(j)| = |u(i)|+ 1, and
k ∈ b(j). Without this last condition on k, we would have |b(i)| such terms, the number of tethers that can be
flipped from bound to unbound, however one of these flips is k itself, which would make Sjk = 0. Therefore the
contribution to the sum is ν(|b(i)|−1). There is also a contribution from the diagonal, QiiSik = −ν|b(i)|−λ|u(i)|.
Putting this all together shows that
k ∈ b(i) ⇒ (QS)ik = λ|u(i)|+ ν(|b(i)| − 1)− ν|b(i)| − λ|u(i)| = −ν .
Now suppose k ∈ u(i). The number of js that contribute a λ equals 1, since to contribute we must have k ∈ b(j),
and so only k can be flipped. The number of js that contribute ν is 0, since a tether unbinds to go from i→ j
so k ∈ u(j). Therefore
k ∈ u(i) ⇒ (QS)ik = λ .
Putting all ks together shows that
QS = −νS + λ(1− S) .
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Now we put all the four terms together to find
(Q+ U)
(
λ
ν
γ
k
1 +
1
ν
S
)
l =
(
−S + λ
ν
(1− S)
)
l− λ
ν
(1− S)l = −Sl ,
so (B.14) holds, as claimed.
Now we consider the O(ε0) equation:
(Q+ U)f (2) = −(B + V )f (1) + ∂tf (0). (B.15)
Solvability of (B.15) requires that for each pi in the nullspace of (Q+ U)∗, we have〈
pi,−(B + V )f (1) + ∂tf (0)
〉
= 0. (B.16)
One can verify (in a similar way to the calculations in section C, see e.g. Eqs (C.3), (C.4)) that the nullspace of
(Q+ U)∗ is spanned by the vector
pi =
(νλ)N ,(νλ)N−1 , . . . ,(νλ)N−1︸ ︷︷ ︸
N elements
,
(ν
λ
)N−2
, . . . ,
(ν
λ
)N−2
︸ ︷︷ ︸
(N2 ) elements
, . . . , 1

T
× e−βk
∑N
j=1 l
2
j/2 . (B.17)
We now compute each of the terms in the inner product.
Letting b = (|b(1)|, . . . , |b(2N )|)T , we have〈
pi,−Bf (1)
〉
=
〈
pi,− k
m
diag(SLbd)
[
∂va
(
λ
ν
γ
k
1 +
1
ν
S
)
l
]〉
=
(
γλ+ k
mν
)
v∂va 〈pi,b〉
= Z
(
γλ+ k
mν
)
v∂va
N∑
k=0
k
(
N
k
)(ν
λ
)N−k
= Z
(
γλ+ k
mν
)
v∂va
N∑
k=1
N
(
N − 1
k − 1
)(ν
λ
)N−k
= Z
(
γλ+ k
mν
)
v∂va N
N−1∑
j=0
(
N − 1
j
)(ν
λ
)N−1−j
= Z
(
γλ+ k
mν
)
v∂va N
(
1 +
ν
λ
)N−1
where Z =
´
RN e
−βk∑Nj=1 l2j/2dl.
For the second term, we use that
ˆ
RN
Z−1lmlne−βk
∑N
i=1 l
2
i /2dl =
1
kβ
δm,n,
and calculate the second inner product to be, substituting the calculation of 〈pi,b〉 from above,〈
pi,−V f (1)
〉
=
〈
pi,
k
m
diag(SLint)
[
∂va
(
λ
ν
γ
k
1 +
1
ν
S
)
l
]〉
= −Z k
m
(
γλ+ k
mν
)
∂2va
1
βk
〈pi,b〉
= −Z
(
γλ+ k
βm2ν
)
∂2va N
(
1 +
ν
λ
)N−1
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The term involving f (0) in (B.16) are straightforward to simplify. We have〈
pi, ∂tf
(0)
〉
=
〈
pi, (1, 1, . . . , 1)T
〉
∂ta
= Z
N∑
k=0
(
N
k
)(ν
λ
)N−k
= Z
(
1 +
ν
λ
)N
∂ta
Substituting the above relations into the solvability condition (B.16) and grouping terms, (B.16) reduces to:
∂ta =
N
(
γλ+k
mν
)
1 + νλ
v∂va+
1
βm
N
(
γλ+k
mν
)
1 + νλ
∂2va . (B.18)
This is the backward equation for the process that solves (??), as claimed (recall λ = qon, ν = qoff , λ/ν = e
βe0 .)
Appendix C: Stationary distribution for the N tether dynamics
In this section we verify that the stationary distribution for the N tether dynamics is the Boltzmann distribution,
pi ∝ e−βE , where Z is a normalizing constant and E is the energy, given in (II.1). Specifically,
pi(l, s, v) = Z−1e−
βmv2
2
N∏
j=1
e−
βkl2j
2
(
eβe0δsj ,b + δsj ,u
)
. (C.1)
The normalization constant Z is chosen to ensure that pi is a probability measure. From this formula, one can verify
by direct integration that the probabilities a tether is bound or unbound at any length in equilibrium are those given
in (II.3).
It will be convenient to write pi in the following form:
pi = Z−1piv,l pis (C.2)
where
piv,l = e
− βmv22 e−
βk
2
∑N
j=1 l
2
j (C.3)
and
pis =
(νλ)N ,(νλ)N−1 , . . . ,(νλ)N−1︸ ︷︷ ︸
N elements
,
(ν
λ
)N−2
, . . . ,
(ν
λ
)N−2
︸ ︷︷ ︸
(N2 ) elements
, . . . , 1

T
. (C.4)
The ordering of states is the same as that in (B.6).
The generator is L = Q+ U + B + V with Q,U,B, V defined in (B.7), (B.8), (B.9), (B.10) respectively. We must
show that
L∗pi = (Q+ U +B + V )∗pi = 0 ,
where ∗ denotes the formal adjoint.
First we show that (B + V )∗piv,l c = 0, where c is any vector with the right dimensions which doesn’t depend on
v, l. We have that
(Lbdj )∗piv,l = −∂lj (v piv,l) =
βkvlj
2
piv,l
and
(Lintj )∗piv,l =
k
m
∂v(lj piv,l) = −βkvlj
2
piv,l .
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Therefore (Lbdj )∗piv,l + (Lintj )∗piv,l = 0, so ((B + V )∗piv,lc)i = ci
∑
j∈b(i)
(
(Lbdj )∗piv,l + (Lintj )∗piv,l
)
= 0, so the result
follows.
Next we show that U∗piv,l = 0. We have that
(LOUj )∗piv,l =
k
γ
∂lj (ljpiv,l) +
β−1
γ
∂2ljpiv,l = 0 ,
and therefore any sum
∑
j∈u(i)(LOUj )∗piv,l = 0.
Finally we show that Q∗pis = 0. We have
(Q∗pis)i =
∑
j
Qij(pis)i
= |b(j)|λ
(
λ
ν
)|u(j)|−1
+ |u(j)|ν
(
λ
ν
)|u(j)|+1
− (λ|u(j)|+ ν|b(j)|)
(
λ
ν
)|u(j)|
= 0
Combining these calculations shows the desired result.
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