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OUTER FUNCTIONS IN ANALYTIC WEIGHTED LIPSCHITZ
ALGEBRAS
BRAHIM BOUYA
Abstract. We give a complete description of outer functions in the analytic weighted
Lipschitz algebras by their moduli in the boundary, with respect to any modulus of con-
tinuity.
1. Introduction and statement of main result.
Let D be the open unit disk of the complex plane and T its boundary. In all what follows,
we let h : T→ R+ be a nonnegative continuous function such that∫ pi
−pi
log h(θ)dθ > −∞, (1.1)
where h(θ) := h(eiθ) for all real numbers θ ∈ R. The outer function associated to h is
defined by
Oh(z) := exp{uh(z) + ivh(z)}, z ∈ D,
where
u
h
(z) :=
1
2pi
∫ pi
−pi
Re
(eiϕ + z
eiϕ − z
)
log h(ϕ)dϕ, z ∈ D,
and v
h
is the harmonic conjugate of the harmonic function u
h
given by
v
h
(z) :=
1
2pi
∫ pi
−pi
Im
(eiϕ + z
eiϕ − z
)
log h(ϕ)dϕ, z ∈ D,
see for instance the books [6, 8]. We denote by H∞(D) the space of all bounded analytic
functions in D. It is well known that Oh is a function in H
∞(D) which is not necessarily in
A(D), the disk algebra of all functions inH∞(D) that are continuous up to the boundary. In
Theorem 2 below we will give a necessary and sufficient condition on h so that Oh ∈ A(D).
Since outer functions are completely constructed from their values of their moduli in the
boundary, one may ask which properties on h ensure that Oh belongs to a given space
of analytic functions. The famous Carleson’s formula [2] in the standard Dirichlet space
D, of analytic functions on D with a square area integrable modulus of the derivatives,
establishes in fact a necessary and sufficient condition only on h ensuring Oh ∈ D, see also
[5, Chapter 7.4]. Later, in [9, Theorem 3.1] an analogue of Carleson’s formula was given
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by Shirokov for some spaces of analytic functions smooth up to the boundary, concerning
this result we can see also Theorem 3 below.
We now let ω be a modulus of continuity, i.e., a nondecreasing continuous real-valued
function on [0, 2] with ω(0) = 0, ω(1) = 1 and such that t 7→ ω(t)/t is nonincreasing. As
examples for such ω, we can consider the following ones
χα(t) := t
α, 0 ≤ t ≤ 2,
ϕ
β
(t) := aβ log
−β
(2eβ
t
)
, 0 < t ≤ 2,
and
ψ
β
(t) := bβ log
−β log
(2e1+β
t
)
, 0 < t ≤ 2,
where 0 < α ≤ 1 and β > 0 are fixed real numbers, and aβ, bβ > 0 are the positive
constants such that our regularity condition ϕ
β
(1) = ψ
β
(1) = 1 holds. Given a modulus
of continuity ω, the analytic weighted Lipschitz algebra Λω is the space of all functions
f ∈ A(D) such that
‖f‖ω,D := sup
z∈D
|f(z)|+ sup
z,w∈D
z 6=w
|f(z)− f(w)|
ω(|z − w|)
< +∞.
The above result of Shirokov has been shown only for modulus of continuity satisfying the
following stronger condition∫ s
0
ω(t)
t
dt+ s
∫ 2
s
ω(t)
t2
dt ≤ cω(s), s ∈]0, 2], (1.2)
where c > 0 is a constant. However, this condition is not satisfied by modulus of continuity
of slow growth such as for both ϕ
β
and ψ
β
.
Our main result is Theorem 1 below, in which we give necessary and sufficient conditions
only on h so that Oh ∈ Λω, with respect to any modulus of continuity. We denote by Λω(T)
the space of all continuous functions g in T such that
‖g‖ = ‖g‖ω,T := sup
z∈T
|g(z)|+ sup
z,w∈T
z 6=w
|g(z)− g(w)|
ω(|z − w|)
< +∞.
For two distinct points eiθ and eiϕ such that −pi ≤ θ < ϕ < pi, we define the arc γ :=
(eiθ, eiϕ) of T joining the points eiθ and eiϕ as follows
γ := {eis : θ < s < ϕ}.
Associated to a function h ∈ Λω(T) and a positive number η ≤ 1, we define the following
set of arcs
Γh,η := {γ ⊆ T : 0 < |γ| ≤ ω
∗
(ηh(γ)
2‖h‖
)
}
where |γ| designs the arc length of the arc γ,
h(γ) := inf{h(s) : eis ∈ γ},
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and ω∗ is the right inverse of ω :
ω∗(u) := inf{t ∈ [0, 1] : ω(t) = u}, u ∈ [0, 1].
We set
Ah(γ) := lim
ε→0
∫
eis∈γ
∫ ω∗( h(γ)
2‖h‖
)
ε
h(s+ t)h(s− t)− h2(s)
t2
dsdt, γ ∈ Γh,
where Γh := Γh,1. We also define the following Korenblum’s function
ah(θ) :=
∫
|ϕ|≤pi
h(ϕ)≤ 12h(θ)
log h(θ)
h(ϕ)
|eiϕ − eiθ|2
dϕ, eiθ ∈ T \ Eh,
where Eh designs the zero set of h.
Theorem 1. Let h : T 7→ R+ be a continuous nonnegative function satisfying (1.1) and
such that h ∈ Λω(T) for some modulus of continuity ω. Let ρ ≥ 1 be a real number. The
outer function Oρh belongs to Λω if and only if h satisfies the following two conditions
sup
eiθ∈T\Eh
hρ(θ)
ω(min{1, 1/ah(θ)})
< +∞. (1.3)
There exists a positive number η ≤ 1 such that
sup
γ∈Γhρ,η
|Ahρ(γ)|
hρ(γ)ω(|γ|)
< +∞. (1.4)
Proof. See section 6. 
The raison for which we are interested in Theorem 1 to the situations when ρ ≥ 1 is that
because as much as ρ is bigger the condition (1.3) gets more chance to be satisfied , see The-
orem 4 below. However, the condition (1.4) generally depends on the local comportment
of h on T \ Eh, see Lemma 1 below.
For the limiting situation of the algebras Λω, we obtain the following theorem.
Theorem 2. Let h : T 7→ R+ be a continuous nonnegative function satisfying (1.1). We
have Oh ∈ A(D) if and only if for each point ξ ∈ T \ Eh there exist a neighborhood U ⊆ T
of ξ and a positive number λ ≤ pi such that
lim
|γ|→0
lim
ε→0
∫
eis∈γ
∫ λ
ε
h(s+ t)h(s− t)− h2(s)
t2
dsdt = 0, (1.5)
uniformly with respect to all arcs γ of U .
Proof. See section 4. 
The remainder of this paper is organized as follows: In the next section we give the
statement of some interesting particular cases (Theorem 3 and Theorem 4) of Theorem 1.
Section 3 is devoted to presenting an application of Theorem 4. In sections 4 and 5 we will
give respectively the proof of Theorem 2 and Theorem 3. In the last section we will prove
Theorem 1.
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2. Special cases.
A particular case of Theorem 1 provide us with the next one, in which we encounter
(assertion (2.1)) a result due to Shirokov [10, Theorem 3.1].
Theorem 3. Let ω be modulus of continuity satisfying (1.2). Let h : T 7→ R+ be a
continuous nonnegative function satisfying (1.1) and such that h ∈ Λω(T). Then Oh ∈ Λω
if and only if one of the following assertions holds
sup
eiθ∈T\Eh
h(θ)
ω
(
min{1, a−1h (θ)}
) < +∞. (2.1)
There exists a positive number δ ≤ 1 such that
sup
z∈D
1−|z|=ω∗(
δh(z/|z|)
2‖h‖
)
∣∣ log |Oh(z)|
h(z/|z|)
∣∣ < +∞. (2.2)
Proof. See section 5. 
In the next section we will give an application to the following theorem.
Theorem 4. Let ω be a modulus of continuity such that
inf
0<t≤2
ω(t2)
ωρ(t)
> 0, (2.3)
for some number ρ ≥ 1. Let h : T 7→ R+ be a continuous nonnegative function satisfying
(1.1) and such that h ∈ Λω(T). Then O
ρ
h ∈ Λω if and only if h satisfies (1.4) for some
positive number η ≤ 1.
Proof. This proof is actually inspired from the proof of Havin-Shamoyan-Carleson-Jacobs
Theorem, see for instance [4, Theorem 3] and [7, 10]. We recall that
ah(θ) :=
∫
|ϕ|≤pi
h(ϕ)≤ 12h(θ)
log h(θ)
h(ϕ)
|eiϕ − eiθ|2
dϕ, eiθ ∈ T \ Eh.
We note that ω∗ is an increasing function satisfying
ω(ω∗(u)) = u and ω∗(u) ≤ u, u ∈ [0, 1]. (2.4)
For a point eiθ ∈ T \ Eh and a point e
iϕ ∈ T such that |eiϕ − eiθ| ≤ ω∗( h(θ)
2‖h‖
),
|h(ϕ)− h(θ)| ≤ ‖h‖ω(|eiϕ − eiθ| ≤
h(θ)
2
,
since ω is nondecreasing and satisfies (2.4). Then
inf{|eiϕ − eiθ| : h(ϕ) ≤
h(θ)
2
} ≥ ω∗(
h(θ)
2‖h‖
). (2.5)
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In all what follows we use the notation k1 . k2 to design that for the two nonnegative
functions k1 and k2 there exists some non specified constant c such that k1 ≤ ck2. By using
(2.5),
ah(θ) .
∫
|ϕ|≤pi
| log h(ϕ)|dϕ(
ω∗( h(θ)
2‖h‖
)
)2 + | log h(θ)|
ω∗( h(θ)
2‖h‖
)
,
and hence
ah(θ) .
(
ω∗(
h(θ)
2‖h‖
)
)−2
, (2.6)
independently of the points eiθ ∈ T \ Eh. Now, by using (2.6) and the fact that ω is
nondecreasing and satisfying (2.3),
hρ(θ) = (2‖h‖)ρ ωρ(ω∗(
h(θ)
2‖h‖
))
. (2‖h‖)ρ ω
((
ω∗(
h(θ)
2‖h‖
)
)2)
. (2‖h‖)ρ ω(min{1, a−1h (θ)}),
independently of the points eiθ ∈ T \ Eh. Therefore
sup
eiθ∈T\Eh
hρ(θ)
ω(min{1, a−1h (θ)})
< +∞. (2.7)
The desired result follows by applying Theorem 1 and using the estimate (2.7). 
We have two observations concerning Theorem 4. Firstly, the condition (2.3) is satisfied
by a large class of modulus of continuity with different growth. Especially it holds for
both ϕ
β
and ψ
β
with ρ = 1. Secondly, it is known from Havin-Shamoyan-Carleson-Jacobs
theorem that in the case ω = χα the result of Theorem 4 is very sharp. We note that in
the case ω = χα, we can take ρ = 2, and also the following estimate
sup
γ∈Γh2
|Ah2(γ)|
h2(γ)χα(|γ|)
< +∞, (2.8)
always holds, for more details on (2.8) see the proof of Theorem 3.
3. An application to boundary zero sets in Λω.
We fix E ⊆ T a closed subset of zero Lebesgue measure. It is clear that we can write
T \ E =
∞⋃
n=0
τn, where τn = (an, bn) ⊆ T \ E is the open arc joining the points an, bn ∈ E.
Carleson [3] has proved that for E being a boundary zero set of a function in Λχα it is
necessary and sufficient that ∑
n∈N
|τn| log |τn| > −∞.
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This result was generalized by Shirokov [9] for any modulus of continuity. The set E is
called ω-Carleson if and only if ∑
n∈N
|τn| logω(|τn|) > −∞. (3.1)
Associated to ω and E, we define on T the following function
lE(e
iθ) :=

 ω(|τn|)
|eiθ − bn||e
iθ − an|
|τn|2
, eiθ ∈ τn,
0, eiθ ∈ E.
(3.2)
Using the equality ∫ b
a
log
(b− t)(t− a)
(b− a)2
dt = 2(a− b),
we can check easily that log lE is integrable on T if and only if E satisfies (3.1). The
following Theorem provide us with a simplification of some results established in [9].
Theorem 5. Let ω be a modulus of continuity satisfying (2.3) for some real number ρ ≥ 1.
Let E ⊆ T be a closed subset of zero Lebesgue measure. In order that OρlE belongs to Λω it
is necessary and sufficient for E to be an ω-Carleson set.
We denote by C2(O) the class of positive functions with continuous seconde derivatives
on O, an open subset of T. For proving Theorem 5, we need the following Lemma.
Lemma 1. Let k : T 7→ R+ be a continuous nonnegative function satisfying (1.1). We
suppose that k ∈ C2(T \ Ek) and that the following estimates
sup
eiθ∈γ˜
|
∂k
∂θ
(eiθ)| .
k(γ)
ω∗
(
k(γ)
2‖k‖
) and sup
eiθ∈γ˜
|
∂2k
∂2θ
(eiθ)| .
k(γ)(
ω∗
(
k(γ)
2‖k‖
))2 (3.3)
are satisfied uniformly with respect to all arcs γ ∈ Γk, where γ˜ designs the following exten-
sion of the arc γ
γ˜ := {ei(s±t), eis ∈ γ and 0 ≤ t ≤ ω∗
( k(γ)
2‖k‖
)
}, γ ∈ Γk.
Then (1.4) holds for h = k, η = 1 and ρ = 1 :
sup
γ∈Γk
|Ak(γ)|
k(γ)ω(|γ|)
< +∞. (3.4)
Proof. We let γ ∈ Γk be a fixed arc. A simple calculation gives
k(γ)
2
≤ k(θ) ≤ 2k(γ), eiθ ∈ γ˜. (3.5)
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By using (3.3) and (3.5), and using the fact that ω(t)/t is nonincreasing
|Ak(γ)| = lim
ε→0+
∣∣∣ ∫
eis∈γ
∫ ω∗( k(γ)
2‖k‖
)
ε
k(s+ t)k(s− t)− k2(s)
t2
dsdt
∣∣∣
≤
∫
eis∈γ
∫ ω∗( k(γ)
2‖k‖
)
0
∣∣∣k(s+ t)k(s− t)− k2(s)
t2
∣∣∣dsdt
. |γ| × ω∗
( k(γ)
2‖k‖
)
× sup
eiθ∈γ˜
(
k(γ)
∣∣∣∂2k
∂θ2
(eiθ)
∣∣∣+ ∣∣∣∂k
∂θ
(eiθ)
∣∣∣2)
. ‖k‖k(γ)ω(|γ|). (3.6)
The desired estimate (3.4) is deduced from the estimate (3.6). 
Proof of Theorem 5. The necessity part follows from the standard Jensen’s formula.
Let now prove the sufficiency part. For this, we let E ⊆ T be an ω–Carleson set for some ω
satisfying (2.3) with ρ ≥ 1. We can easily check that ‖lE‖ < +∞, where lE is the function
defined by (3.2). Then lρ
E
∈ Λω(T), and hence
lρ
E
(γ) ≤ ‖lρ
E
‖ω(|τn|),
for any arc γ ⊆ τn. Then
ω∗
( lρ
E
(γ)
2‖lρ
E
‖
)
≤ |τn|, (3.7)
for any arc γ ⊆ τn. On the other hand, we can simply calculate that
sup
eiθ∈τn
∣∣∣∂lE
∂θ
(eiθ)
∣∣∣ . ω(|τn|)
|τn|
and sup
eiθ∈τn
∣∣∣∂2lE
∂θ2
(eiθ)
∣∣∣ . ω(|τn|)
|τn|2
(3.8)
uniformly with respect to the numbers n ∈ N. Thus, by using (3.7) and (3.8) and the fact
that ω(t)/t is nonincreasing,
sup
eiθ∈τn
∣∣∣∂lρE
∂θ
(eiθ)
∣∣∣ . lρE(γ)
ω∗
( lρ
E
(γ)
2‖lρ
E
‖
) and sup
eiθ∈τn
∣∣∣∂2lρE
∂θ2
(eiθ)
∣∣∣ . lρE(γ)(
ω∗
( lρ
E
(γ)
2‖lρ
E
‖
))2 ,
uniformly with respect to the numbers n ∈ N. Therefore (3.3) is satisfied for k = lρ
E
. Hence,
by applying Lemma 1, the condition (1.4) holds for h = lE and η = 1. We now apply
Theorem 4 to deduce that OρlE ∈ Λω, which is the desired result.
4. Proof of Theorem 2.
Let h : T→ R+ be a nonnegative continuous function satisfying (1.1). It is well known
that the radial limits of v
h
exist and coincide almost everywhere on T with the following
function (see for instance [6, pages 98-100])
v
h
(θ) := lim
ε→0
1
2pi
∫ pi
ε
log h(θ−t)
h(θ+t)
tan(1
2
t)
dt, eiθ ∈ T \ Eh. (4.1)
The next Lemma will be used to prove the following one.
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Lemma 2. Let θ and ϕ be two real numbers. We have∫ pi
λ
log h(θ−t)
h(θ+t)
− log h(ϕ−t)
h(ϕ+t)
tan(1
2
t)
dt =
1
2
∫ ϕ
θ
∫ pi
λ
Mh(s, t)−Mh(s, λ)
sin2(1
2
t)
dsdt, (4.2)
where λ < pi is a positive number and
Mh(s, t) := log
h(s+ t)h(s− t)
h2(s)
,
whenever it is well defined.
Proof. A partial integration gives∫ pi
λ
log h(θ−t)
h(θ+t)
− log h(ϕ−t)
h(ϕ+t)
tan(1
2
t)
dt
=
∫ pi
λ
1
tan(1
2
t)
∂
∂t
(∫ t
λ
log
h(θ − s)
(θ + s)
− log
h(ϕ− s)
h(ϕ+ s)
ds
)
dt
=
1
2
∫ pi
λ
1
sin2(1
2
t)
(∫ t
λ
log
h(θ − s)
h(θ + s)
− log
h(ϕ− s)
h(ϕ+ s)
ds
)
dt. (4.3)
By a change of variables∫ t
λ
log
h(θ − s)
h(θ + s)
ds = −
∫ θ−t
θ−λ
log h(u)du+
∫ θ−t
θ−λ
log h(u+ t + λ)du
=
∫ θ−t
θ−λ
log
h(u+ t+ λ)
h(u)
du, (4.4)
for all numbers t such that λ < t ≤ pi. Using (4.4) and again a change of variables∫ t
λ
(
log
h(θ − s)
h(θ + s)
− log
h(ϕ− s)
h(ϕ+ s)
)
ds
=
∫ θ−t
θ−λ
log
h(s+ t+ λ)
h(s)
ds−
∫ ϕ−t
ϕ−λ
log
h(s+ t+ λ)
h(s)
ds
=
∫ ϕ−λ
θ−λ
log
h(s + t+ λ)
h(s)
ds−
∫ ϕ−t
θ−t
log
h(s + t+ λ)
h(s)
ds
=
∫ ϕ
θ
log
h(s+ t)
h(s− λ)
ds−
∫ ϕ
θ
log
h(s+ λ)
h(s− t)
ds
=
∫ ϕ
θ
(
Mh(s, t)−Mh(s, λ)
)
ds. (4.5)
By combining (4.3) and (4.5) we deduce the desired equality (4.2). 
We obtain the following Lemma.
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Lemma 3. Let γ := (eiθ, eiϕ) ⊆ T \ Eh be an arc, where e
iθ, eiϕ ∈ T \ Eh. We have
lim
ε→0
∫
eis∈γ
∫ λ
ε
Mh(s, t)
sin2(1
2
t)
dsdt
= 2 lim
ε→0
∫ λ
ε
log h(θ−t)
h(θ+t)
− log h(ϕ−t)
h(ϕ+t)
tan(1
2
t)
dt−
∫
eis∈γ
∫ pi
λ
Mh(s, λ)
sin2(1
2
t)
dsdt,
where 0 < λ ≤ pi.
Proof. From Lemma 2∫
eis∈γ
∫ λ
ε
Mh(s, t)
sin2(1
2
t)
dsdt
= 2
∫ λ
ε
log h(θ−t)
h(θ+t)
− log h(ϕ−t)
h(ϕ+t)
tan(1
2
t)
dt−
∫
eis∈γ
∫ pi
λ
Mh(s, λ)
sin2(1
2
t)
dsdt
+
∫
eis∈γ
∫ pi
ε
Mh(s, ε)
sin2(1
2
t)
dsdt. (4.6)
Since γ ⊆ T \ Eh and h is continuous
lim
λ→0
∫
eis∈γ
|Mh(s, λ)|ds = 0.
Then, by using (4.5),∫ ε
0
(
log
h(θ − s)
h(θ + s)
− log
h(ϕ− s)
h(ϕ+ s)
)
ds =
∫
eis∈γ
Mh(s, ε)ds,
and hence
lim
ε→0
1
ε
∣∣∣ ∫
eis∈γ
Mh(s, ε)ds
∣∣∣ ≤ lim
ε→0
1
ε
∫ ε
0
(∣∣∣ log h(θ − s)
h(θ + s)
∣∣∣ + ∣∣∣ log h(ϕ− s)
h(ϕ+ s)
∣∣∣)ds
= 0. (4.7)
By combining (4.6) and (4.7) we deduce the desired result. 
Proof of Theorem 2. We first suppose that Oh ∈ A(D). For a fixed point ξ ∈ T \ Eh,
there exists a positive radius r ≤ 1 such that
1
2
|Oh(w)| ≤ |Oh(z)| ≤ 2|Oh(w)|, z, w ∈ D(ξ, r),
where
D(ξ, r) := {z ∈ D : |z − ξ| ≤ r}.
Then
1
2
h(ξ)|eivh(z) − eivh (w)| ≤ |Oh(z)−Oh(w)|+ |h(w)− h(z)| ≤ 2|Oh(z)− Oh(w)|,
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for all points z, w ∈ D(ξ, r). Using the following classical equality
eix − eiy = 2 sin
(x− y
2
)
, x, y ∈ R,
we get ∣∣ sin (vh(z)− vh(w)
2
)∣∣ . |Oh(z)− Oh(w)|
h(ξ)
, (4.8)
for all points z, w ∈ D(ξ, r). Since Oh ∈ A(D), we deduce from (4.8) that there exists a
positive radius r′ ≤ r/2 such that∣∣ sin (vh(z)− vh(w)
2
)∣∣ ≤ 1
2
, z, w ∈ D(ξ, r′). (4.9)
Since v
h
is continuous in D(ξ, r′), then by using (4.9) and the standard intermediate value
theorem,
|v
h
(z)− v
h
(w)| ≤
pi
2
,
for all points z, w ∈ D(ξ, r′), and thus
|v
h
(z)− v
h
(w)| .
∣∣ sin (vh(z)− vh(w)
2
)∣∣, z, w ∈ D(ξ, r′).
Therefore
|v
h
(z)− v
h
(w)| .
|Oh(z)−Oh(w)|
h(ξ)
, z, w ∈ D(ξ, r′). (4.10)
Hence v
h
possesses an extension to a continuous function on D(ξ, r′), since Oh is uniformly
continuous on D(ξ, r′) and by using (4.10). From Lemma 2 and Lemma 3
v
h
(θ)− v
h
(ϕ)
= lim
ε→0
∫ pi
ε
log h(θ−t)
h(θ+t)
− log h(ϕ−t)
h(ϕ+t)
tan(1
2
t)
dt
= lim
ε→0
1
2
∫
eisγ
∫ pi
ε
Mh(s, t)
sin2(1
2
t)
dsdt
= lim
ε→0
1
2
∫
eis∈γ
∫ r′
ε
Mh(s, t)
sin2(1
2
t)
dsdt+
1
2
∫
eis∈γ
∫ pi
r′
Mh(s, t)
sin2(1
2
t)
dsdt, (4.11)
for all arcs γ := (eiθ, eiϕ) ⊆ T \ Eh. On the other hand,
lim
|γ|→0
∫
eis∈γ
∫ pi
r′
Mh(s, t)
sin2(1
2
t)
dsdt = lim
|γ|→0
∫
eis∈γ
∫ pi
r′
∣∣∣Mh(s, t)
sin2(1
2
t)
∣∣∣dsdt = 0, (4.12)
uniformly with respect to all arcs γ ⊆ D(ξ, r′) ∩ T, since∫
eis∈γ
∫ pi
r′
∣∣∣Mh(s, t)
sin2(1
2
t)
∣∣∣dsdt . |γ|(
∫
|ϕ|≤pi
| log h(ϕ)|dϕ
(r′)2
+
| log 2h(ξ)|
r′
)
.
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By using (4.11), (4.12) and the fact that v
h
is uniformly continuous on D(ξ, r′) ∩ T, we
obtain
lim
|γ|→0
lim
ε→0
∫
eis∈γ
∫ r′
ε
Mh(s, t)
sin2(1
2
t)
dsdt = 0, (4.13)
uniformly with respect to all arcs γ ⊆ D(ξ, r′) ∩ T. We also note that
Mh(s, t)
sin2(1
2
t)
≍
h(s+ t)h(s− t)− h2(s)
t2h2(ξ)
, eis ∈ D(ξ, r′) and t ≤ r′. (4.14)
Hence (1.5) is deduced from (4.13) and (4.14) with λ = r′ and U = D(ξ, r′) ∩ T.
Let now prove the sufficiency part. We note first that Oh ∈ H
∞(D) and that |Oh| is
continuous on D, since h is continuous. Now, since a harmonic extension over D of a
continuous function on T is continuous on D, to prove that Oh ∈ A(D) we just need to
show that if (1.5) holds then the radial limits of Oh exist on T\Eh, and this limits define a
continuous function on T with zero values on Eh. To prove that it is sufficient to show that
the limits v
h
, defined in (4.1), are finite and define a continuous function on T \ Eh. We
suppose that (1.5) is satisfied on a neighborhood U of a point ξ ∈ T\Eh, where 0 < λ ≤ pi.
Since h is continuous, there exists a positive radius r ≤ pi such that D(ξ, r) ∩ T ⊆ U and
1
2
h(θ) ≤ h(ϕ) ≤ 2h(θ), for all eiθ, eiϕ ∈ D(ξ, r).
Then, as we have done for computing (4.14),
Mh(s, t)
sin2(1
2
t)
≍
h(s+ t)h(s− t)− h2(s)
t2h2(ξ)
, eis ∈ D(ξ, λ′) and t ≤ λ′,
where λ′ := min{λ, r/2}. Thus, by using the hypothesis (1.5),
lim
|γ|→0
lim
ε→0
∫
eis∈γ
∫ λ′
ε
Mh(s, t)
sin2(1
2
t)
dsdt = 0 (4.15)
uniformly with respect to all arcs γ ⊆ D(ξ, λ′)∩T. On the other hand, as we have calculated
in (4.12),
lim
|γ|→0
∫
eis∈γ
∫ pi
λ′
Mh(s, t)
sin2(1
2
t)
dsdt = 0, (4.16)
uniformly with respect to all arcs γ ⊆ D(ξ, λ′) ∩T. From (4.11), (4.15) and (4.16) and the
well known fact that the set of all points eiϕ ∈ T for which the limit v
h
(ϕ) is finite is dense
on T, we deduce that v
h
possesses an extension to a continuous function on D(ξ, λ′) ∩ T.
Therefore v
h
is continuous on T\Eh, and hence Oh is continuous on T. This completes the
proof of Theorem 2.
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5. Proof of Theorem 3 .
By applying Lemma 4 and Lemma 5 below we deduce that if Oh ∈ Λω then (2.2) holds,
and if (2.2) holds then so is for (2.1). We now suppose that (2.1) is satisfied. By applying
Theorem 1, to prove that Oh ∈ Λω it is sufficient to show that (1.4) holds for ρ = 1 and
η = 1 provided that (1.2) is verified. We let γ˜ be the following extension of a fixed arc
γ := (eiθ, eiϕ) ∈ Γh
γ˜ := {ei(s±t), eis ∈ γ and 0 ≤ t ≤ ω∗
( h(γ)
2‖h‖
)
}. (5.1)
Since
h(γ)
2
≤ h(θ) ≤ 2h(γ), eiθ ∈ γ˜, (5.2)
then, for every point eis ∈ γ and every number t such that 0 < t ≤ ω∗
(
h(γ)
2‖h‖
)
,
h(s+ t)h(s− t)− h2(s)
t2h2(γ)
≍
Mh(s, t)
sin2(1
2
t)
. (5.3)
Thus
|Ah(γ)| .
∣∣∣ lim
ε→0
∫
eis∈γ
∫ |γ|
ε
h(s+ t)h(s− t)− h2(s)
t2
dsdt
∣∣∣
+
∫
eis∈γ
∫ ω∗( h(γ)
2‖h‖
)
|γ|
∣∣∣h(s+ t)h(s− t)− h2(s)
t2
∣∣∣dsdt
. h2(γ)
∣∣∣ lim
ε→0
∫
eis∈γ
∫ |γ|
ε
Mh(s, t)
sin2(1
2
t)
dsdt
∣∣∣
+‖h‖h(γ)|γ|
∫ 1
|γ|
ω(t)
t2
dt. (5.4)
From Lemma 3 ∣∣∣ lim
ε→0
∫
eis∈γ
∫ |γ|
ε
Mh(s, t)
sin2(1
2
t)
dsdt
∣∣∣
=
∣∣∣2 lim
ε→0
∫ |γ|
ε
log h(θ−t)
h(θ+t)
− log h(ϕ−t)
h(ϕ+t)
tan(1
2
t)
dt−
∫
eis∈γ
∫ pi
|γ|
Mh(s, |γ|)
sin2(1
2
t)
dsdt
∣∣∣
.
∫ |γ|
0
| log h(θ−t)
h(θ+t)
|+ | log h(ϕ−t)
h(ϕ+t)
|
t
dt+
∫
eis∈γ
∫ pi
|γ|
|Mh(s, |γ|)|
t2
dsdt.
A simple calculation gives(with (5.2) in mind)
| log
h(s− t)
h(s+ t)
| .
|h(s− t)− h(s+ t)|
h(γ)
.
‖h‖ω(t)
h(γ)
,
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for all points eis ∈ γ and all numbers t such that 0 < t ≤ ω∗
( h(γ)
2‖h‖
)
. Also
Mh(s, |γ|) .
‖h‖ω(|γ|)
h(γ)
, eis ∈ γ.
Therefore ∣∣∣ lim
ε→0
∫
eis∈γ
∫ |γ|
ε
Mh(s, t)
sin2(1
2
t)
dsdt
∣∣∣ . ‖h‖
h(γ)
∫ |γ|
0
ω(t)
t
dt+
‖h‖ω(|γ|)
h(γ)
. (5.5)
Since ω verifies (1.2), we deduce from (5.4) and (5.5) the following estimate
|Ah(γ)| . ‖h‖h(γ)
(∫ |γ|
0
ω(t)
t
dt+ |γ|
∫ 1
|γ|
ω(t)
t2
dt+ ω(|γ|)
)
. ‖h‖h(γ)ω(|γ|). (5.6)
Thus (1.4) holds, and hence the proof of Theorem 3 is completed.
6. Proof of Theorem 1.
Let h : T → R+ be a nonnegative continuous function satisfying (1.1) and such that
h ∈ Λω(T) for some modulus of continuity ω. The proof of Theorem 1 will be deduced from
a series of technical lemmas.
6.1. The Necessity part. We begin by the following lemma, which gives rise to the
necessary condition (1.3) of Theorem 1.
Lemma 4. Let ρ ≥ 1 be a number. We suppose that
sup
z∈D
1−|z|=ω∗(
δhρ(z/|z|)
2‖h‖ρ
)
∣∣∣ log |Oh(z)|
h(z/|z|)
∣∣∣ < +∞, (6.1)
for some positive number δ ≤ 1. Then (1.3) is satisfied.
Proof. We recall that
log |Oh(z)| = uh(z) =
1
2pi
∫ pi
−pi
1− |z|2
|eiϕ − z|2
log h(ϕ)dϕ, z ∈ D.
We let eiθ ∈ T \ Eh be a fixed point such that a
−1
h (θ) ≤ 1. We have
1
2pi
∫
[−pi,pi[\Ωh(θ)
1− |z|2
|eiϕ − z|2
log
h(ϕ)
h(θ)
dϕ
= log
|Oh(z)|
h(θ)
−
1
2pi
∫
Ωh(θ)
1− |z|2
|eiϕ − z|2
log
h(ϕ)
h(θ)
dϕ, z ∈ D, (6.2)
where
Ωh(θ) := {ϕ ∈ [−pi, pi[ : |e
iϕ − eiθ| ≤ ω∗
( h(θ)
2‖h‖
)
:= λ(θ)}, eiθ ∈ T.
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We also have
1
2pi
∫
Ωh(θ)
1− |z|2
|eiϕ − z|2
∣∣ log h(ϕ)
h(θ)
∣∣dϕ ≤ log 2
2pi
∫
Ωh(θ)
1− |z|2
|eiϕ − z|2
dϕ ≤ log 2, z ∈ D. (6.3)
For the following point
z(θ) :=
(
1− ω∗(
δhρ(θ)
2‖h‖ρ
)
)
eiθ,
we simply compute that
0 < 1− |z(θ)| = ω∗(
δhρ(θ)
2‖h‖ρ
) ≤ λ(θ) ≤
1
2
. (6.4)
By using (6.1), (6.2) and (6.3)∣∣∣ 1
2pi
∫
[−pi,pi[\Ωh(θ)
1− |z(θ)|2
|eiϕ − z(θ)|2
log
h(ϕ)
h(θ)
dϕ
∣∣∣ ≤ c, (6.5)
where c > 0 is a constant not depending on the points eiθ ∈ T \ Eh. We use the following
classical equality
|z − w|2 = ||z| − |w||2 + |zw||
z
|z|
−
w
|w|
|2, z, w ∈ D, (6.6)
to calculate
1
2
|eiϕ − eiθ|2 ≤ |eiϕ − z(θ)|2 ≤ 2|eiϕ − eiθ|2, ϕ ∈ [−pi, pi[\Ωh(θ). (6.7)
Now, using the fact that ω(t)/t is nonincreasing,
∣∣ log h(ϕ)
h(θ)
∣∣ ≤ log (2‖h‖ω(|eiϕ − eiθ|)
h(θ)
+ 1
)
≤ log
( |eiϕ − eiθ|
λ(θ)
+ 1
)
,
for all points ϕ ∈ [−pi, pi[\Ωh(θ) such that h(ϕ) ≥
1
2
h(θ). Thus, with (6.4) and (6.7) in
mind, ∫
ϕ∈[−pi,pi[\Ωh(θ)
h(ϕ)≥ 12h(θ)
1− |z(θ)|2
|eiϕ − zh(θ)|2
∣∣ log h(ϕ)
h(θ)
∣∣dϕ
≤ 4
∫
|eiϕ−eiθ|≥λ(θ)
λ(θ)
|eiϕ − eiθ|2
log
( |eiϕ − eiθ|
λ(θ)
+ 1
)
dϕ
.
∫
t≥1
log t
t2
dt. (6.8)
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Therefore
ω∗(
δhρ(θ)
2‖h‖ρ
)ah(θ) =
∫
ϕ∈[−pi,pi[
h(ϕ)≤ 12h(θ)
1− |z(θ)|
|eiϕ − eiθ|2
log
h(θ)
h(ϕ)
dϕ
≤ 2
∫
ϕ∈[−pi,pi[
h(ϕ)≤ 12h(θ)
1− |z(θ)|2
|eiϕ − z(θ)|2
log
h(θ)
h(ϕ)
dϕ
≤ 2
∣∣∣ ∫
[−pi,pi[\Ωh(θ)
1− |z(θ)|2
|eiϕ − z(θ)|2
log
h(ϕ)
h(θ)
dϕ
∣∣∣
+2
∫
ϕ∈[−pi,pi[\Ωh(θ)
h(ϕ)≥ 12h(θ)
1− |z(θ)|2
|eiϕ − z(θ)|2
∣∣ log h(ϕ)
h(θ)
∣∣dϕ. (6.9)
From (6.5), (6.8) and (6.9) we deduce the desired result. 
The necessity of the condition (1.3) so that Oρh ∈ Λω is deduced by combining Lemma 4
with the following lemma.
Lemma 5. We suppose that Oρh ∈ Λω, where ρ ≥ 1. Then there exists a positive number
δ ≤ 1 satisfying (6.1).
Proof. We suppose that Oρh ∈ Λω. For a point z ∈ D such that 1 − |z| = ω
∗( δh
ρ(z/|z|)
2‖h‖ρ
),
where δ := min{1, ‖h‖
ρ
‖Oρh‖
}, we simply compute that
∣∣|Oρh(z)| − hρ(z/|z|)∣∣ ≤ ‖Oρh‖ω(1− |z|) ≤ hρ(z/|z|)2 ,
and hence
1
2
hρ(z/|z|) ≤ |Oρh(z)| ≤
3
2
hρ(z/|z|).
It follows
sup
z∈D
1−|z|=ω∗(
δhρ(z/|z|)
2‖h‖ρ
)
∣∣∣ log |Oh(z)|
h(z/|z|)
∣∣∣ ≤ log 2
ρ
,
which is the desired result. 
The next Lemma shows that (1.4) is a necessary condition so that Oρh ∈ Λω.
Lemma 6. We suppose that Oh ∈ Λω. Then there exists a positive number η ≤ 1 such that
sup
γ∈Γh,η
|Ah(γ)|
h(γ)ω(|γ|)
< +∞.
Proof. We fix two distinct points eiθ and eiϕ such that −pi ≤ θ < ϕ < pi.We suppose that
γ ∈ Γh, where γ = (e
iθ, eiϕ) := {eis : θ < s < ϕ}. We set
µ := inf
eis∈γ
a−1h (s). (6.10)
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Since γ ∈ Γh, then λ := ω
∗( h(γ)
2‖h‖
) > 0, and hence h(γ) > 0. It follows that γ ⊆ T \ Eh and
by consequence µ > 0. We have the following two possible cases.
A. We first suppose that |γ| ≥ µ. Since γ ∈ Γh, then µ ≤ λ ≤ ω
∗(1
2
) ≤ 1
2
. Since Oh ∈ Λω
then by applying both Lemma 4 and Lemma 5 we deduce that (1.3) holds, and hence
h(γ) ≤ h(s0) . ω(a
−1
h (s0)) = ω(µ) ≤ ω(|γ|), (6.11)
where s0 is a real number such that e
is0 ∈ γ and µ = a−1h (s0).
B. We now suppose that |γ| ≤ min{λ, µ}. Since γ ⊆ T \ Eh and Oh ∈ Λω, then the
limits v
h
(θ) and v
h
(ϕ) are finite and
h(γ)|eivh (θ) − eivh (ϕ)| . |Oh(θ)− Oh(ϕ)|+ |h(ϕ)− h(θ)| . ‖Oh‖ω(|γ|). (6.12)
Moreover, by using Lemma 3,
eivh (θ) − eivh (ϕ) = 2 sin
(v
h
(θ)− v
h
(ϕ)
2
)
= 2 sin(Ih(γ) + Jh(γ))
= 2 sin(Ih(γ)) cos(Jh(γ)) + 2 cos(Ih(γ)) sin(Jh(γ)), (6.13)
where
Ih(γ) := lim
ε→0
1
8pi
∫ ϕ
θ
∫ λ
ε
Mh(s, t)
sin2(1
2
t)
dsdt
and
Jh(γ) :=
1
8pi
∫ ϕ
θ
∫ pi
λ
Mh(s, t)
sin2(1
2
t)
dsdt.
Then, by using the following simple inequality,
|x|+ | cosx| ≥ 1, x > 0,
we obtain∣∣ sin(Ih(γ))∣∣ ≤ ∣∣ sin(Ih(γ))Jh(γ)∣∣+ ∣∣ sin(Ih(γ)) cos(Jh(γ))∣∣
≤
∣∣Jh(γ)∣∣+ 1
2
∣∣eivh (θ) − eivh (ϕ)∣∣+ ∣∣ cos(Ih(γ)) sin(Jh(γ))∣∣
≤
1
2
∣∣eivh (θ) − eivh (ϕ)∣∣ + 2∣∣Jh(γ)∣∣. (6.14)
From (6.12) and (6.14)
h(γ)
∣∣ sin(Ih(γ))∣∣ . ‖Oh‖ω(|γ|) + h(γ)∣∣Jh(γ)∣∣. (6.15)
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We have
h(γ)|Jh(γ)|
. h(γ)
∫ ϕ
θ
∫
λ≤|t|≤pi
| log h(s+t)
h(s)
|
sin2(1
2
t)
dsdt
= h(γ)
∫ ϕ
θ
(∫
λ≤|t|≤pi
h(s+t)≤ 12h(s)
log h(s)
h(s+t)
sin2(1
2
t)
dt
)
ds
+h(γ)
∫ ϕ
θ
( ∫
λ≤|t|≤pi
h(s+t)≥12h(s)
| log h(s+t)
h(s)
|
sin2(1
2
t)
dt
)
ds
≤
∫ ϕ
θ
h(s)ah(s)ds+ h(γ)
∫ ϕ
θ
(∫
λ≤|t|≤pi
h(s+t)≥12h(s)
| log h(s+t)
h(s)
|
t2
dt
)
ds. (6.16)
For all points eis ∈ γ and all numbers t such that |t| ≥ λ and such that h(s + t) ≥ 1
2
h(s),
we have ∣∣ log h(s+ t)
h(s)
∣∣ = log (
∣∣h(s+ t)− h(s)∣∣
inf{h(s+ t), h(s)}
+ 1
)
≤ log
(2‖h‖
h(γ)
ω(|ei(s+t) − eis|) + 1
)
≤ log
(2‖h‖ω(|t|)
h(γ)
+ 1
)
,
then, by using the fact that ω(t)/t is nonincreasing and (2.4),∣∣ log h(s+ t)
h(s)
∣∣ ≤ log (2‖h‖ω(λ)
h(γ)
|t|
λ
+ 1
)
= log
( |t|
λ
+ 1
)
. (6.17)
Thus, by using (6.17) and again the fact that ω(t)/t is nonincreasing,
h(γ)
∫ ϕ
θ
(∫
λ≤|t|≤pi
h(s+t)≥12h(s)
| log h(s+t)
h(s)
|
t2
dt
)
ds . h(γ)|γ|
∫
t≥λ
log
(
t
λ
+ 1
)
t2
dt
.
|γ|h(γ)
λ
∫
u≥1
log(u+ 1)
u2
du
. ‖h‖ω(|γ|). (6.18)
By using the estimate (1.3) and also once again the fact that ω(t)/t is nonincreasing,∫ ϕ
θ
h(s)ah(s)ds . |γ| sup
eis∈γ
h(s)ah(s) . |γ|
ω(min{1, µ})
min{1, µ}
. ω(|γ|). (6.19)
From (6.16), (6.18) and (6.19) we deduce
h(γ)|Jh(γ)| . ω(|γ|). (6.20)
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Therefore, from (6.15) and (6.20),
h(γ)
∣∣ sin(Ih(γ))∣∣ . ω(|γ|). (6.21)
Hence, by combining the above two situations A and B,
h(γ)
∣∣ sin (Ih(γ))∣∣ ≤Mhω(|γ|), γ ∈ Γh. (6.22)
where Mh > 0 is a constant not depending of the arcs γ ∈ Γh.
We will now deduce from (6.22) and the fact that Oh ∈ A(D) an estimation of Ih(γ)
without the function sin . Let η := min{1, ‖h‖/Mh}. From (6.22) we get
∣∣ sin (Ih(γ))∣∣ ≤ 1
2
, γ ∈ Γh,η. (6.23)
As above in (5.3),
Mh(s, t)
sin2(1
2
t)
≍
h(s+ t)h(s− t)− h2(s)
t2h2(γ)
, θ ≤ s ≤ ϕ and 0 < t ≤ λ. (6.24)
Then
Ih(γ) ≍
Ah(γ)
h2(γ)
, γ ∈ Γh. (6.25)
We fix an arc γ0 ∈ Γh,η. We observe γ0 ⊆ T \ Eh and that for all arcs γ such that γ ⊆ γ0
we have γ ∈ Γh,η. Since Oh ∈ A(D) then h satisfies (1.5) and hence Ah(γ) goes to 0 when
|γ| tends to 0 uniformly with respect to all arcs γ ⊆ γ0. Thus Ih(γ) also goes to 0 when |γ|
tends to 0 uniformly with respect to all arcs γ ⊆ γ0, since it satisfies (6.25). By applying
the classical intermediate value theorem and using (6.23), we obtain
∣∣Ih(γ)∣∣ ≤ pi
2
, γ ∈ Γh,η.
It follows ∣∣Ih(γ)∣∣ . ∣∣ sin (Ih(γ))∣∣, γ ∈ Γh,η. (6.26)
Therefore, by (6.22) and (6.26),
h(γ)
∣∣Ih(γ)∣∣ .Mh ω(|γ|), γ ∈ Γh,η.
Hence ∣∣Ah(γ)∣∣
h(γ)
.Mhω(|γ|), γ ∈ Γh,η. (6.27)
Which finishes the proof of Lemma 6. 
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6.2. The sufficiency part. Our last Lemma is the following.
Lemma 7. If the conditions (1.3) and (1.4) hold, then Oρh ∈ Λω.
Proof. We note that Oρh = Ohρ . Since h
ρ satisfies (1.4) then we can simply check that also
it satisfies (1.5), by considering the above estimates (4.12) and (4.14). Thus Oρh ∈ A(D),
by applying Theorem 2. According to Tamrazov’s theorem [11], to prove that Oρh ∈ Λω it
is sufficient to show that Oρh ∈ Λω(T), see also [1, Appendix A]. Let e
iθ ∈ T and eiϕ ∈ T
be two distinct points such that −pi ≤ θ < ϕ < pi. We have
|Oρh(θ)−O
ρ
h(ϕ)| . ‖h
ρ‖ ω(|γ|) + hρ(γ)|eiρvh (θ) − eiρvh (ϕ)|
. ω(|γ|) + min{2hρ(γ), hρ(γ)|eiρvh (θ) − eiρvh (ϕ)|}, (6.28)
where γ := (eiθ, eiϕ). We have the following situations.
A. We suppose that |γ| ≥ λ, where λ := ω∗(ηh
ρ(γ)
2‖hρ‖
). Then
hρ(γ) =
2
η
‖hρ‖ω(λ) ≤
2
η
‖hρ‖ω(|γ|).
B. We now suppose that |γ| ≤ λ. Then γ ∈ Γhρ,η, λ > 0 and hence h(γ) > 0. It follows
γ ⊆ T \ Eh and thus the number
µ := inf
eis∈γ
a−1h (s) (6.29)
is positive. We let eis0 ∈ γ be a point such that a−1h (s0) = µ. We consider the following
two cases.
B1. If |γ| ≥ µ, then µ ≤ λ ≤
1
2
. By using the hypothesis (1.3)
hρ(γ) ≤ hρ(s
0
) . ω(a−1h (s0)) = ω(µ) ≤ ω(|γ|).
B2. We now assume that |γ| ≤ min{λ, µ}. Using (6.13)
|eiρvh (θ) − eiρvh (ϕ)| ≤ 2|Ihρ(γ)|+ 2|Jhρ(γ)|.
As in (6.25),
Ihρ(γ) ≍
Ahρ(γ)
h2ρ(γ)
. (6.30)
Thus
hρ(γ)|eiρvh (θ) − eiρvh (ϕ)| . h−ρ(γ)Ahρ(γ) + h
ρ(γ)|Jhρ(γ)|. (6.31)
Using (1.3) we can compute, as it was done for (6.20), that
hρ(γ)|Jhρ(γ)| . ω(|γ|). (6.32)
The estimates (6.31) and (6.32), and the the hypothesis (1.4) yield finally to the
following estimate
hρ(γ)|eiρvh (θ) − eiρvh (ϕ)| . ω(|γ|).
By combining the above cases A, B1 and B2, and considering the inequality (6.28) we
deduce that Oρh ∈ Λω(T), and hence O
ρ
h ∈ Λω. 
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The proof of Theorem 1 is deduced by joining together the results established in Lemma
4, Lemma 5, Lemma 6 and Lemma 7.
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