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Notes on mathematical difficulties arising in relativistic SCF approximation
A. Bag˘cı1, ∗
1Faculty of Physics, University of Warsaw, Pasteura 5, 02-093 Warsaw, Poland
This work presents the formalism for evaluating molecular SCF equations, as adapted to
four−component Dirac spinors, which in turn reduce to Slater−type orbitals with non−integer
principal quantum numbers in the non−relativistic limit. The difficulty associated with finding re-
lations for molecular integrals over these type of orbitals which are not−analytic in the sense of
complex analysis at r = 0, is eliminated. Unique numerical accuracy is provided by solving the
molecular integrals through Laplace expansion of Coulomb interaction and prolate spheroidal coor-
dinates. Recurrence relations and new convergent series representation formulae are derived. The
technique draws on previous work by the author and the general formalism is presented in this
paper.
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I. INTRODUCTION
The problem of accounting for relativistic effects on
molecules including heavy atoms is studied by general-
ization of the independent particle model (Hartree−Fock
approximation) [1–3], in which the Schro¨dinger Hamil-
tonian is replaced by the Dirac Hamiltonian and the
resulting equations are solved by writing them in form
of generalized eigenvalue problem [4] via the linear
combination of atomic spinors (LCAS) method [5–17].
The spectrum obtained from solution for electrons mov-
ing through the Coulomb potential around fixed−point
nuclei comprises three distinct intervals: the spectrum
(−∞,−m0c2) corresponding to the negative energy con-
tinuum states (referred to as the negative energy spec-
trum), (−m0c2,m0c2) contains the discrete spectrum of
bound states and the spectrum (m0c
2,∞) corresponding
to positive continuum states is referred to as the posi-
tive energy spectrum. The bound states are part of the
positive energy state spectrum in a Coulomb potential
because they can be related to the presence of electrons
bearing a positive charge. This unbounded property of
the Dirac equation solution may however, cause Spuri-
ous un−physical states, between the lowest bound state
and negative energy continuum to appear [18, 19]. It is
to be overcome by choosing atomic spinors satisfying
the kinetic−balance condition which also means ensuring
that the non−relativistic limit is correct and the spec-
trum is separated into positive and negative energy parts
[20, 21].
The atomic spinors to be used in LCAS method are the
four−component vectors [22],
Ψ =


ψL1
ψL2
ψS3
ψS4

 (1)
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whose components are the scalar wave−functions. The
upper two− and the lower two−components are referred
to as large and small components, respectively. The
kinetic−balance relation, i.e., the relation between large−
and small−components, is thus, given as follows [23–27],
lim
c→∞
cψS =
1
2m0
~σ.~ˆp lim
c→∞
ψL. (2)
The terminology used above, is preferred for the pos-
itive energy solutions, which correspond to electronic
solutions. The lower components go to zero in the
non−relativistic limit and the upper components thus
become a solution of the corresponding non−relativistic
equation, i.e. the Schro¨dinger equation.
The hydrogen atom Dirac−Hamiltonian eigenfunc-
tions [22] are the ideal choice as atomic spinors for a
fixed−point model of nucleus. They do, however, include
hypergeometric functions which makes it extremely dif-
ficult to evaluate the multi−center integrals. The com-
plete square integrable L−spinors [22, 28, 29] are re-
lated analogously to the Dirac hydrogen−like solutions
and they smoothly reduce to Sturmian orbitals in the
non−relativistic limit. They are most useful for hydro-
genic problems, either for isolated atoms or for atoms in
static electromagnetic fields. An atomic spinor has the
functional form of node−less L−spinors, or those with
the fewest nodes, characterized by minimum values of
radial quantum numbers are available to be used in the
LCAS method. Such spinors also obey both the cusp
condition at the nucleus [30] and exponentially decay at
long range [31] and can be considered as relativistic ana-
logues of Slater−type functions with non−integer princi-
pal quantum numbers. They are given as [32],
Xnljm (ζ, ~r) =


χβ0nljm (ζ, ~r)
χβ1nljm (ζ, ~r)
χ−β0nljm (ζ, ~r)
χ−β1nljm (ζ, ~r)

 , (3)
2here,
χβεnljm (ζ, ~r) = f
β
nlj(ζ, r)Ω
βε
ljm (θ, ϑ) , (4)
fβnlj(ζ, r) =
{
Aβnljr
n + ζBβnljr
n+1
}
e−ζr, (5)
β = sgn [2 (j − l)], represent large− and
small−components of STSOs, n ∈ R+, j is the total
angular momentum quantum number with j = l ∓ 1/2,
−j ≤ m ≤ j are the secondary total angular momentum
quantum numbers, respectively.
The Ωβεljm are the spin
1
2 spinor spherical harmonics [33],
Ωβεljm (θ, ϑ) = alβjm(ε)ηm(ε)Ylβm(ε) (θ, ϑ) , (6)
where, ηml = i
|ml|−ml , the quantities a are
the Clebsch−Gordan coefficients [34]. They are given
through Wigner−3j symbols [35] as,
aljm(ε) =
(
l
1
2
m (ε)
1
2
− ε
∣∣∣∣l12jm
)
=
(−1) 12−l−m√
2j + 1
(
l 12 j
m (ε) 12 − ε −m
)
. (7)
Ylml are the complex spherical harmonics [36, 38],
Yl|ml|(θ, ϑ) =
1
2π
Pl|ml| (cosθ) eimlϑ, (8)
Plml(x) is the associated Legendre function, l are the or-
bital angular momentum, ml are the magnetic quantum
numbers, respectively. The values of lβ are determined by
lβ = j+
β
2 . Note that, the definition of phases in this work
for the complex spherical harmonics (Y ∗lml = Yl−ml) dif-
fers from the Condon−Shortley phases [37] by sign factor
(−1)ml [38] and the discussions on Slater−type spinors
is treated rigorously in [32].
In general, a power function such as za = ea log z is
analytic at z0 = 0 if a ∈ Z is an integer [39]. This means
that it can be represented near the origin by a convergent
power series [40],
fp(z) =
∞∑
i=0
wi(z − z0)i, (9)
where, z0 is a constant, and z varies around z0, wi repre-
sents the coefficient of the ith term; they essentially corre-
spond to the derivatives of fp at z0. It becomes apparent
as a consequence of Eq. (9), that the exponential−type
functions with integer principal quantum numbers posses
an addition theorem, i.e. relations for products of two
functions centered on different positions. The exponent
n of power function rn occurring in Eq. (5), on the other
hand, is in set of positive real numbers (n ∈ R+). Thus,
no meaningful power series for fp(r) = r
n about r = 0
can exist [41, 42].
The above mathematical difficulty constitutes one of the
main building blocks of using Slater−type spinors in rela-
tivistic molecular electronic structure calculations. There
were a number of attempts in the last decade in order
to find a way to overcome such difficulty as using the
single−center expansion [43, 44],
χnlml(ζ, ~r) =
∞∑
µ=l+1
Vnl,µlχµlml(ζ, ~r), (10)
where, χnlml are the non−relativistic Slater−type or-
bitals,
χnlml (ζ, ~r) =
(2ζ)
n+1/2√
Γ(2n+ 1)
rn−1e−ζrYlml(θ, ϑ), (11)
V are the expansion coefficients and µ ∈ Z+, or New-
ton’s generalized binomial series representation of power
functions with non−integer exponents [45],
(x± y)n =
∞∑
s=0
(±1)s Fs (n)xn−sys, (12)
here, Fs (n) are the binomial coefficients indexed by n, s
is usually written
(
n
s
)
, with,
(
n
s
)
=
Γ (n+ 1)
Γ (s+ 1)Γ (n− s+ 1) , (13)
with, Γ[α] are the gamma functions.
It is however, a direct consequence of the discussion given
above for a power function with non−integer exponents
that translation of the set of principal quantum num-
ber from real numbers to integer numbers as it is shown
in the Eq (10) is not possible. And, the Newton’s bino-
mial series representation formulae work rigorously only
if | yx | < 1 [46].
... Superficially, Slater−type functions with
non−integral principal quantum numbers look at-
tractive since they promise somewhat better results
than Slater−type functions with integral principal
quantum numbers. But they achieve this at the
cost of significantly more complicated multi−center
integrals. Therefore, we would first need some
fundamental mathematical breakthroughs to make
Slater−type functions with non−integral principal
quantum numbers competitive with Slater−type
functions with integral principal quantum numbers
or with other exponentially decaying functions. As
far as I can judge it, these breakthroughs are not
in sight. [47].
The authors in his previous papers [48–50] avoided
such difficulty through using numerical methods, namely,
global adaptive method with Gauss−Kronrod numeri-
cal integration extension. Evaluation of the relativistic
3molecular integrals problem was solved regarding accu-
racy via the Mathematica programming language [51].
The Mathematica programming language is, however,
suitable only for bench−marking in the view of calcu-
lation times.
In the present study, relativistic SCF approximation is
revisited. A four−component formalism is presented us-
ing the Slater−type spinor orbitals. The difficulty of find-
ing relations for molecular integrals which is related with
non−analyticity of non−integer Slater−type orbitals at
r = 0 is completely eliminated. A fully analytical method
is suggested to evaluate the relativistic molecular inte-
grals. It is obtained through Laplace expansion of the
Coulomb interaction and prolate spheroidal coordinates
in terms of auxiliary functions. Recurrence relations and
convergent series representation formulae are derived.
The proposed method in this paper is suitable to be
written in any high−level programming language such
as FORTRAN or C++.
II. KINETIC−BALANCE RELATION AND
DERIVATIVES FOR SLATER−TYPE SPINOR
ORBITALS
Radial parts of Slater−type spinor orbitals (STSOs)
basis−sets satisfy the proper symmetry and functional
relationship between large− and small−components as
follow,
∂
∂r
fβnκ (ζ, r) = −β
κ
r
fβnκ (ζ, r)
+
(
βNnκ − n− δ|κ|κ
r
+ ζ
)
f−βnκ (ζ, r) , (14)
with, κ = 2(j−l). Note that, the powers n of rn in STSOs
are in set of real numbers which is mean they can take
integer values. The assertion that, using point−like nu-
cleus model causes a weak singulariy at the origin [52]
may, therefore, be refuted and disadvantages of using
Slater−type basis functions [53] may be overcome since,
γ ≡ n and n can have values that n = |κ| which is also in-
dependent from speed of light. Besides, the STSOs have
the same form as S−spinors [22] if n = γ =√κ2 − Z2/c2
except that their radial parts are coupled for large− and
small−components. The results obtained for electronic
ground and excited states energies (lowest positive en-
ergy spectrum eigenvalues) for one−electron atoms pre-
sented in our previous paper [32]. Additionally, here, re-
sults for some excited states are investigated in more de-
tail, where the principal quantum numbers are choseen
to be as n = γ− =
√
κ2 − Z2/c2, n ∈ Z+ (n = |κ|),
n = γ+ =
√
κ2 + Z2/c2.
One of the important features of the hydrogen atom
Dirac−Hamiltonian is that the bound state energy levels
form a super−symmetric pattern. They appear as func-
tion of κ2 and radial quantum number nr, nr = n − |κ|
[54]. They are separated according to the value of |κ| =
j + 12 . And the degeneracy of an energy level is 2j + 1
[55].
Spectrum of energy eigenvalues obtained from algebraic
solution of the Dirac equation for principal quantum
numbers given above is examined. It is assumed that,
for a large number of upper limit of summation in LCAS
method degeneracy of energy levels should correctly be
represented by STSOs for any value of n (see Figure 2).
Taking into account the following notation for
first−order Cartesian derivatives arising in the
four−component Dirac equation,
0
Tˆ =
∂
∂z
,
1
Tˆ =
∂
∂x
+ i
∂
∂y
,
−1
Tˆ =
∂
∂x
− i ∂
∂y
,
1−1
Tˆ =
1
2
(
Tˆ 1 + Tˆ−1
)
=
∂
∂x
,
−11
Tˆ = −i
2
(
Tˆ 1 − Tˆ−1
)
=
∂
∂y
, (15)
cartesian derivatives of wave−functions defined by ar-
bitrary radial functions f (r) and spherical harmonics
Ylml (θ, ϑ), in terms of spherical polar coordinates [56],
accordingly,
f ≡ f (r) , Ylml ≡ Ylml (θ, ϑ) ,
0
Tˆ
{
fηmlYlml
}
=(
f ′ + (δk,−1 − kl) 1
r
f
)
0tlmlk ηmlYl+kml , (16)
1
Tˆ
{
fηmlYlml
}
=(
f ′ + (δk,−1 − kl) 1
r
f
)
1tlmlk ηml+1Yl+kml+1, (17)
−1
Tˆ
{
fηmlYlml
}
=(
f ′ + (δk,−1 − kl) 1
r
f
)
−1tlmlk ηml−1Yl+kml−1 (18)
where,
0tlmlk =
√
[l +ml + δk,1] [l − k(ml + δk,1)]
[2(l+ 1) + k] (2k + k)
(19)
1tlmlk = k
√
[l + kml + 2δk,1] [l + k(ml + 1)]
[2(l + 1) + k] (2k + k)
(20)
−1tlmlk = −k
√
[l − kml + 2δk,1] [l − k(ml − 1)]
[2(l + 1) + k] (2k + k)
, (21)
−1 ≤ k(2) ≤ 1. Note that, the given number in paren-
theses for a sum indicates the step size.
4Kinetic energy operator in four−component form of the
Dirac equation is expressed in terms of gradient oper-
ators with respect to cartesian coordinates (Eq. (15)).
Through the differential equation given in Eq. (14) for
STSOs deriving analytical expressions for the kinetic en-
ergy matrix elements is now easier.
Derivatives for the Slater−type spinor orbitals via Eq.
(14) and Eqs. (16-18) are, thus obtained as follows,
χβεnljm ≡ χβεnljm (ζ, ~r) , fβnκ ≡ fβnκ (ζ, r) ,Ωβεljm ≡ Ωβεljm (θ, ϑ)
0
Tˆ
{
χβεnljm
}
== P βnj (ζ, r) f
−β
nκ Ω
−βε0
ljm (θ, ϑ) (22)
1
Tˆ
{
χβεnljm
}
= P βnj (ζ, r) f
−β
nκ Ω
−βε1
ljm (θ, ϑ) (23)
−1
Tˆ
{
χβεnljm
}
== P βnj (ζ, r) f
−β
nκ Ω
−βε−1
ljm (θ, ϑ) (24)
here,
P βnj (ζ, r) =
(
βNnκ − n− δ|κ|κ
r
+ ζ
)
. (25)
and,
Ω−βε
i
ljm (θ, ϑ) = alβjm(ε)
it
lβm(ε)
k ηm(ε)Ylβ+km(ε)±i, (26)
with, m
(
εi
)
= m (ε)± i, reduce to one of the component
of 12 spin spherical harmonics, respectively.
III. THE DIRAC−HARTREE−FOCK
EQUATIONS IN ALGEBRAIC APPROXIMATION
The most rigorous way of calculating relativistic molec-
ular structure is to use the four−component formal-
ism. It affords a physical clarity that is absent from
the two−component reductions of the Dirac operator,
especially with regard to the problems involved in the
change of representation and the gauge dependence of
the electromagnetic interaction [16, 17]. As clearly stated
in the introduction, one of the main bottleneck in
Dirac−Hartree−Fock (DHF) scheme for molecules with
the Dirac−Coulomb Hamiltonian, is the evaluation of
multi−center integrals. If non−integer values of n are
used for exponent of the power functions rn in radial
parts of the basis functions, evaluation of molecular in-
tegrals even thought to be nearly insurmountable.
Since it is claimed that, the present paper provides an
important development in this regard, The necessity of
briefly re−formulating the DHF equations in order to
analyze the constitute molecular integrals is also re-
vealed. The Dirac−Coulomb many electron Hamiltonian
in Born−Oppenheimer approximation and atomic units
(a. u.) is written as [5–17],
HDC =
∑
i
hD(i) +
∑
i>j
1
rij
, (27)
y
z
x
O
a
b
c d
1
2
~Ra ~Rb
~Rc
~Rd
~r12
FIG. 1: Depiction of the coordinates for motion of
electrons in the field of four stationary Coulomb
centers, namely a, b, c, d, where a = {za, ya, xa},
b = {zb, yb, xb}, c = {zc, yc, xc}, d = {zd, yd, xd},
{z, y, x} are the axes of Cartesian coordinates.
hD (i) is the one−electron Dirac operator for ith electron
in a system,
HˆD = c(~α.~ˆp) + (β − 1) c2 − ZA
rAi
, (28)
~α =
(
0 ~σ
~σ 0
)
β =
(
I 0
0 −I
)
, (29)
where, ~σ stands for Pauli spin matrices, ~ˆp is the momen-
tum operator, I is the 2×2 unit matrix and c is the speed
of light. ZA is the nuclear charge associated with nucleus
A, rAi is the distance between nucleus A and electron i.
And, second component in Dirac−Coulomb Hamiltonian
is the inter−electron Coulomb repulsion operator.
The Rayleigh quotient of the Dirac−Coulomb
Hamilton operator for a closed−shell system whose
wave−functions Ψ is a single antisymmetrized product
of molecular spinors ψ,
Ψ =
1√
N !
∑
p
(−1)p P [ψ1 (~r1)ψ2 (~r2) ...ψN (~rN )] , (30)
here, P represents permutation operator and ψ are ex-
pressed via LCAS method in terms of four−component
basis spinors (Xnljm),
ψp =
N∑
q
XqCpq , (31)
in matrix form is,
R (Ψ) =
〈
Ψ
∣∣∣ HˆDC ∣∣∣Ψ〉
〈Ψ |Ψ〉 . (32)
5The ψp are taken to be orthonormal; that is,∫
ψ†pψqdV = δpq, (33)
where, the summation runs over the four−components of
the molecular spinors.
Regarding the Eqs. (30-33), matrix form of the
Hartree−Fock self−consistent field equations [5],
FC = SCE (34)
take the form as,
N∑
q=1
FpqCiq = ǫi
N∑
q=1
SpqCiq , (35)
with, ǫi is the orbital energy of the i
th molecular spinor,
Fpq are the elements of the relativistic Dirac−Fock ma-
trix.
Considering the spinors basis and the notation used in
this paper the Eq. (35) explicitly is written as,


fβεβεpq f
βεβ(ε+1)
pq fβε−βεpq f
βε−β(ε+1)
pq
f
β(ε+1)βε
pq f
β(ε+1)β(ε+1)
pq f
β(ε+1)−βε
pq f
β(ε+1)−β(ε+1)
pq
f−βεβεpq f
−βεβ(ε+1)
pq f−βε−βεpq f
−βε−β(ε+1)
pq
f
−β(ε+1)βε
pq f
−β(ε+1)β(ε+1)
pq f
−β(ε+1)−βε
pq f
−β(ε+1)−β(ε+1)
pq




cβεpq
c
β(ε+1)
pq
c−βεpq
c
−β(ε+1)
pq


=
ǫp


Sβεβεpq 0 0 0
0 S
β(ε+1)β(ε+1)
pq 0 0
0 0 S−βε−βεpq 0
0 0 0 S
−β(ε+1)−β(ε+1)
pq




cβεpq
c
β(ε+1)
pq
c−βεpq
c
−β(ε+1)
pq


. (36)
The matrix elements in Eq. (36) are denoted by,
fβεβ
′ε′
pq =


V βεβ
′ε′
pq − 2c2Sβεβ
′ε′
pq δββ′ + J
βεβ′ε′
pq −Kβεβ
′ε′
pq β = β
′ ∨ ε = ε′
−Kβεβ′ε′pq β = β′ ∨ ε 6= ε′
(−1)ε c 0T βεβ′ε′pq −Kβεβ
′ε′
pq β 6= β′ ∨ ε = ε′
c −1T βεβ
′ε′
pq −Kβεβ
′ε′
pq β 6= β′ ∨ ε < ε′
c 1T βεβ
′ε′
pq −Kβεβ
′ε′
pq β 6= β′ ∨ ε > ε′
(37)
where, Sβεβ
′ε′
pq , T
βεβ′ε′
pq are overlap and kinetic energy matrices,
Jβεβεpq =
∑
µrs
dβεµβεµrs J
βεβεβεµβεµ
pqrs , (38)
are two−electron Coulomb interaction matrices,
Kβεβ
′ε′
pq =
∑
rs
dβεβ
′ε′
rs K
βεβ′ε′βεβ′ε′
pqrs , (39)
are two−electron exchange interaction matrices, and,
dβεβ
′ε′
rs =
∑
i
cβε
†
ip c
β′ε
iq (40)
are density matrices, cβε
†
ip is the complex conjugte of c
βε†
ip , µ = {0, 1}, {ε, ε′} = {0, 1}.
6Once the matrix elements given above are evaluated
with an initially chosen basis−set, the methods employed
for solution of the Eq. (35) in non−relativistic calcula-
tions can readily be adopted to relativistic calculations.
The procedures for transformation to an orthonormal
space and computing the eigenvalues such as Lo¨wdin
orthogonalization [57], Cholesky decomposition [58] or
Schur decomposition [59] varies according to the size of
matrix, programming language to be used which is also
a matter of computer sciences.
All above matrix elements involve one− and
two−electron operators up to a maximum three− and
four−center integrals, respectively. In the Fig. 1 depic-
tion of coordinates are given for motion of two−electron
in a field of four stationary Coulomb centers, where a,
b, c, d arbitrary four−points of the Euclidian space,
~Rab = ~ab, ~Rac = ~ac, ~r1 = ~O1, ~r2 = ~O2, ~r12 =
~r1 − ~r2, ~ra1 = ~r1 − ~Ra, ~ra2 = ~r2 − ~Ra, and so on.
The matrix elements given in Eq. (37) appear in four
general forms: overlap integrals (S), nuclear attraction
integrals (V ), kinetic energy integrals (T ), and repul-
sion integrals, namely Coulomb (J), exchange (K) in-
tegrals. These integrals can be expressed in terms of
non−relativistic−type molecular integrals as follows [32],
the overlap and kinetic energy integrals, which are up to
a maximum two−center integrals,
Sβεβ
′ε′
nljm,n′l′j′m′
(
ζa, ζb, ~Rab
)
=
∫
χβε∗nljm (ζ, ~ra)χ
β′ε′
n′l′j′m′ (ζ
′, ~rb) dV
= N βnj (ζa)N β
′
n′j′ (ζb)alβjm(ε)ηm(ε)al′β′jm
′(ε′)ηm′(ε′)
×Xββ′†Sεε′ , (41)
i
Tˆ βεβ
′ε′
nljm,n′l′j′m′
(
ζa, ζb, ~Rab
)
=
∫
χβε∗nljm (ζ, ~ra)
i
Tˆ χβ
′ε′
n′l′j′m′ (ζ
′, ~rb) dV. (42)
Through the relations given in Eq. (14) and Eqs. (22-
24), the kinetic energy integrals can easily be expressed
in terms of the overlap and following nuclear attraction
integrals i.e., up to a maximum three−center integrals,
abcV βεβ
′ε′
nljm,n′l′j′m′
(
ζa, ζb, ~Rab, ~Rac
)
=
∫
χβε∗nljm (ζ, ~ra)
1
rc
χβ
′ε′
n′l′j′m′ (ζ
′, ~rb) dV
= N βnj (ζa)N β
′
n′j′ (ζb)alβjm(ε)ηm(ε)al′β′jm
′(ε′)ηm′(ε′)
×Xββ′† Vεε′ , (43)
where,
Sεε′ =


Snlmε,n′l′m′ε′
(
ζa, ζb, ~Rab
)
Sn+1lmε,n′l′m′ε′
(
ζa, ζb, ~Rab
)
Snlmε,n′+1l′m′ε′
(
ζa, ζb, ~Rab
)
Sn+1lmε,n′+1l′m′ε′
(
ζa, ζb, ~Rab
)


, (44)
Vεε′ =


Vnlmε,n′l′m′ε′
(
ζa, ζb, ~Rab, ~Rac
)
Vn+1lmε,n′l′m′ε′
(
ζa, ζb, ~Rab, ~Rac
)
Vnlmε,n′+1l′m′ε′
(
ζa, ζb, ~Rab, ~Rac
)
Vn+1lmε,n′+1l′m′ε′
(
ζa, ζb, ~Rab, ~Rac
)


, (45)
Xββ
′
=


AβnljA
β′
n′l′j′
ζBB
β
nljA
β′
n′l′j′
ζBA
β
nljB
β′
n′l′j′
ζ2BB
β
nljB
β′
n′l′j′

 , (46)
are the matrices corresponding to the non−relativistic
two−center overlap and nuclear attraction integrals over
Slater−type orbitals, coefficients of Slater−type spinor
orbitals Aβnlj and B
β
nlj , respectively.
The Coulomb and exchange matrix elements to be eval-
uated is, hence of the general form,
Jβεβεβ
′ε′β′ε′
pqrs
=
∫∫
χβε∗p (~ra1)
(
χβ
′ε′∗
r (~rb2)fˆ12χ
β′ε′
s (~rd2)
)
χβεp (~rc1)dV12
= N βnaja (ζa)N βncjc (ζc)N β
′
nbjb
(ζb)N β
′
ndjd
(ζd)
× ηma(ε)ηmb(ε)ηm′c(ε′)ηm′d(ε′)
× alaβ jama(ε)alcβ jcmc(ε)al′bβ′ j′bm′b(ε′)al′dβ′ j′dm′d(ε′)
×Xββ†pq Xβ
′β′†
rs Jεε′ (47)
Kβεβ
′ε′βεβ′ε′
pqrs
=
∫∫
χβε∗p (~ra1)
(
χβε∗r (~rb2)fˆ12χ
β′ε′
s (~rd1)
)
χβ
′ε′
p (~rc2)dV12
= N βnaja (ζa)N β
′
ncjc
(ζc)N βnbjb (ζb)N β
′
ndjd
(ζd)
× ηma(ε)ηmb(ε′)ηm′c(ε)ηm′d(ε′)
× alaβ jama(ε)alcβ′ jcmc(ε′)al′bβ j′bm′b(ε)al′dβ′ j′dm′d(ε′)
×Xββ′†pq Xββ
′†
rs Kεε′ (48)
here, p = {nalajama}, q = {nclcjcmc}, r = {nblbjbmb},
s = {ndldjdmd}, dV12 = dV1dV2. The Jεε′ and Kεε′ ma-
trices are [1× 16] column matrices whose component are
the integrals over non−relativistic Slater−type orbitals
and they are obtained similarly to Eq. (44) and Eq. (45).
7IV. ANALYTICAL EVALUATION FOR
NON−RELATIVISTIC MOLECULAR
INTEGRALS (TWO-CENTER CASE)
The corresponding non−relativistic matrix elements
of (Sεε′ , Vεε′ , Jεε′ ,Kεε′) through Laplace expansion of
Coulomb interaction and prolate spheroidal coordinates
exciplicitly are given in lined−up coordinate system by
the following formulas [32, 48–50],
for two−center overlap,
Snlλ,n′l′λ (ζa, ζb, Rab) =
l∑
α=0
l′∑
β=ν
a+b∑
q=0
gqαβ (lλ, l
′λ)
× P0,qn−aα,n′−β,0
(
0,
Rab
2
(ζa + ζb) ,
Rab
2
(ζa − ζb)
)
,
(49)
and nuclear attraction integrals,
Vnlλ,n′l′λ (ζa, ζ
′
a, Rab)
=
∑
L
√
4π
2L+ 1
CL0(lλ, l′λ)
×RLnn′ (ζa, ζ′a, Rab) Y ∗L0 (0, 0) , (50)
where, λ = |ml| = |m′l|, RLn,n′ is the single-center poten-
tial,
RLn,n′ (ζa, ζ
′
a, Rab)
=
(
2ζa
)
Γ (n+ n′ + L+ 1)
1(
2ζaRab
)L+1
×
{
P
[
n+ n′ + L+ 1, 2ζaRab
]
+
(
2ζaRab
)2L+1
(n+ n′ − L)2L+1
Q
[
n+ n′ − L, 2ζaRab
]}
, (51)
gqαβ coefficients arise from product of two spherical har-
monics with different centers [60],
gqαβ(lλ, l
′λ) = g0αβ(lλ, l
′λ)Fq(α+ λ, β − λ) (52)
g0αβ(lλ, l
′λ) =
ν∑
s=0
(−1)sFs(ν)Dlλα+2ν−2sDl
′λ
β , (53)
Dlλb =
1
2l
(−1)(l−b)/2
[
2l + 1
2
Fl(l + λ)
Fλ(l)
]1/2
× F(l−β)/2(l)Fβ−λ(l + β), (54)
with, the quantities Fs(n, n
′) are the generalized binomial
coefficients and they are given as,
Fs(n, n
′) =
∑
s′
(−1)s′Fs−s′ (n)Fs′ (n′) (55)
and, {n, n′} ∈ Z+, 12 [(s− n) + |s− n|] ≤ s′ ≤ min(s, n)
Q [α, x], Γ [α, x] is the normalized complementary incom-
plete gamma, complementary incomplete gamma func-
tions,
Q [α, x] =
Γ(α, x)
Γ(α)
, (56)
Γ (α, x) =
∫ ∞
x
tα−1e−tdt. (57)
Note that, accurate calculation of incomplete gamma
functions is one of the most important topic in modern
analysis [61–63]. These functions have a wide range of use
in applied sciences. An efficient approach for computing
the incomplete gamma functions without erroneous last
digits is still being studied in the literature [61, 64–66].
Several methods are available. Four domains of compu-
tation for the incomplete gamma functions ratios cor-
responding to these methods were indicated in [64, 67].
The domains were established a compromise between ef-
ficiency and accuracy.
Convergence behavior of the incomplete gamma func-
tions may be predicted by a method given in [67]. To
estimate the number of terms that are needed to achieve
a certain accuracy after truncating the series,
it is written,
∞∑
s=0
xs
(a+ 1)s
= Ss0 (a, x) +Rs0 (a, x) , (58)
where,
Ss0 (a, x) =
s0−1∑
s=0
xs
(a+ 1)s
, Rs0 (a, x) =
∞∑
s=s0
xs
(a+ 1)s
,
(59)
and it is computed the smallest s = s0 that satisfies,
xs
(a+ 1)s
≤ ǫ. (60)
Free Boost C++ special functions and multiprecision li-
braries [68], together can be used alternatively to Mathe-
matica programming language in order to calculate these
functions with high numerical accuracy.
Compact expressions for the two−center two−electron
Coulomb and hybrid integrals are obtained in terms of
molecular auxiliary functions by generalizing the solution
of the Poisson equation as a partial differential equation
in spherical coordinates by expanding the potential the
set of functions referred to as spectral forms (SFs) [69, 70]
and through Laplace expansion of Coulomb interaction
in our previous papers as follows,
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FIG. 2: Difference between energy eigenvalues ∆E = E2s1/2 − E2p1/2 (left), ∆E = E3s1/2 − E3p1/2 (right) of the
Dirac equation solution, via LCSO method, where the principal quantum numbers are taken to be
n = γ− =
√
κ2 − Z2/c2 (red line), n ∈ Z+ (n = |κ|) (blue line), n = γ+ =√κ2 + Z2/c2 (green line) and orbital
parameters ζ = 1.0 (for left), ζ = 2.0 (for right) for hydrogen−like atom with nuclear charge Z = 50 in atomic units
(a.u.). The results are multiplied by 103.
J aa,bbn1l1m1,n′1l′1m′1;n1l2m2,n′2l′2m′2 (ζ1, ζ
′
1; ζ2, ζ
′
2)
=
2
R
Nn1n′1(1, t1)Nn2n′2(p2, t2)×
∑
L1L2M
(
2L2 + 1
2L1 + 1
)
AMm1m′1A
M
m2m′2
CL1M (l1m1; l
′
1m
′
1)C
L2M (l2m2; l
′
2m
′
2)
× Γ(n1 + n′1 + L1 + 1)
1
pL11
∑
αβq
gqαβ(L1λ, L2λ)
×
{
P0,qL1+α,n2+n′2−β−1,n1+n′1+L1+1 (p1, p2,−p2) +Q
2L1+1,q
α−(L1+1),n2+n′2−β−1,n1+n
′
1
+L1+1
(p1, p2,−p2)
}
, (61)
max [|−L1,−L2|] ≤M ≤ min[L1 + L2], |l1 − l′1| ≤ L1 ≤ l1 + l′1, |l2 − l′2| ≤ L2 ≤ l2 + l′2,
Haa,abn1l1m1,n′1l′1m′1;n1l2m2,n′2l′2m′2 (ζ1, ζ
′
1; ζ2, ζ
′
2)
=
2
R
Nn1n′1(1, t1)Nn2n′2(p2, t2)×
∑
L1M1L2
(
2L2 + 1
2L1 + 1
)
AMm1m′1A
m′2
M1m′2
CL1M (l1m1; l
′
1m
′
1)C
L2m
′
2(L1M1; l2m2)
× Γ(n1 + n′1 + L1 + 1)
1
pL11
∑
αβq
gqαβ(L1λ, L2λ)
×
{
P0,qL1+α+1−n2,n′2−β,n1+n′1+L1+1 (p1, p2, p2t2) +Q
2L1+1,q
α−L1−n2,n′2−β−1,n1+n
′
1
+L1+1
(p1, p2, p2t2)
}
, (62)
|l1 − l′1| ≤ L1 ≤ l1 + l′1 −L1 ≤M1 ≤ L1, |L1 − l2| ≤ L2 ≤ L1 + l2.
9The auxiliary functions occurring in analytically closed form expressions given in Eqs.(61, 62) given as,
{ Pn1,qn2n3n4 (p123)Qn1,qn2n3n4 (p123)
}
=
pn11
(n4 − n1)n1
∫ ∞
1
∫ 1
−1
(ξν)
q
(ξ + ν)
n2 (ξ − ν)n3
{
P
[
n4 − n1, p1fkij(µ, ν)
]
Q
[
n4 − n1, p1fkij(µ, ν)
] } ep2ξ−p3νdξdν (63)
with f010(ξ, ν) = ξ + ν, (a)n is the Pochhammer symbol, {q, n1} ∈ Z+0 , {n2, n3, n4} ∈ R, p123 = {p1, p2, p3} (and in
subsequent notations).
The functions P [a, x],
P [α, x] =
γ(α, x)
Γ(α)
, (64)
γ (α, x) =
∫ x
0
tα−1e−tdt. (65)
yet to be defined are the normalized incomplete gamma
functions and incomplete gamma functions, respectively.
Note that, P and Q satisfy the identity P +Q = 1.
V. EVALUATION OF RELATIVISTIC
MOLECULAR AUXILIARY INTEGRALS
Molecular auxiliary functions given in Eq. (63) are one
of the most challenging integrals in the literature since
they involve power functions with non−integer expo-
nents, incomplete gamma functions and their multiplica-
tions have no explicit closed−form relations. The incom-
plete gamma functions in Eq. (63) arise as a result of
two−electron interactions. fkij(ξ, ν) represent the inter-
action potentials which analogously can be generalized
to whole set of physical potentials operators as follows,
fkij(ξ, ν) = (ξν)
k
(ξ + ν)
i
(ξ − ν)j . (66)
The elements in fkij are irreducible representations re-
quired to generate the potential and possess that for
the Coulomb potential as a special case when i = 1,
j = k = 0 (f010(ξ, ν) = ξ + ν), where {i, j, k} ∈ Z+0
[49].
Sum of Pn1,q, Qn1,q auxiliary functions in Eq. (63) be-
comes independent of electron−electron interactions and
reduce to well known auxiliary functions that represent
electron−nucleus interaction,
Gn1,qn2n3n4 (p123) =
pn11
(n4 − n1)n1∫ ∞
1
∫ 1
−1
(ξν)
q
(ξ + ν)
n2 (ξ − ν)n3ep2ξ−p3νdξdν. (67)
This property is quite important since forms of Pn1,q,
Qn1,q arising in the Eq. (61) and Eq. (62) are available
to reduce to Gn1,q which is mean avoiding necessity of
directly calculating the Pn1,q, Qn1,q. But, the analytical
evaluation of Gn1,q is still going to studied in the present
paper because until now it do not exist due to the expo-
nents n2 and n3 of power functions (ξ + ν)
n2 , (ξ − ν)n3
are in sets of real numbers
In this section, thus, it is going to investigated both
scenarios; direct analytical evaluation of Eq. (63) for each
Pn1,q, Qn1,q and considering them in form that they have
found in Eqs. (61, 62). Note that, both scenarios are re-
duce to Gn1,q. The main point about second one is that
utilizing only from recurrence relation of normalized in-
complete gamma functions while the first scenario re-
quires infinite series representation of them.
Recurrence relations, convergent series representation
formulae for these auxiliary functions integrals are given
in first and second place. In third, a method to reduce
the Eq. (63) to the Eq. (67) without infinite series repre-
sentation formulae is presented. And, finally, analytical
evaluation for Gn1,q auxiliary functions is derived.
Recurrence relation formulae
The recurrence relation for molecular auxiliary func-
tions integrals are derived by the following,
{
P [a, bz]
Q [a, bz]
}
=
{
γ(a,bz)
Γ(a)
Γ(a,bz)
Γ(a)
}
, (68)
normalized incomplete gamma, normalized complemen-
tary incomplete gamma functions, their upward, down-
ward consecutive neighbors recurrence relations,
{
P [a, bz]
Q [a, bz]
}
=
{
P [a+ 1, bz] + b
a
Γ(a+1)e
−bzza
Q [a+ 1, bz]− baΓ(a+1)e−bzza
}
, (69)
{
P [a, bz]
Q [a, bz]
}
=
{
P [a− 1, bz]− ba−1Γ(a) e−bzza−1
Q [a− 1, bz] + ba−1Γ(a) e−bzza−1
}
,
(70)
and the first derivatives,
d
dz
{
P [a, bz]
Q [a, bz]
}
=
{
ba
Γ(a)e
−bzza−1
− baΓ(a)e−bzza−1
}
. (71)
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Starting by lowering the indices q
(
q ∈ Z+0
)
via,
(ξν) =
1
4
{
(ξ + ν)
2 − (ξ − ν)2
}
, (72)
the relations for Eq. (63) are obtained as follows,{ Pn1,qn2n3n4Qn1,qn2n3n4
}
=
1
4
[{ Pn1,q−1n2+2n3n4
Qn1,q−1n2+2n3n4
}
−
{ Pn1,q−1n2n3+2n4
Qn1,q−1n2n3+2n4
}]
. (73)
Taking into consideration properties of the normalized
incomplete gamma functions and applying integration by
parts over ξ and ν, the upward, downward consecutive
neighbors recurrence relations,
over n4;{ Pn1,0n2n3n4Qn1,0n2n3n4
}
=
n4 − n1 − 1
n4 − 1[{ Pn1,0n2n3n4−1
Qn1,0n2n3n4−1
}
∓ Gn4,0n2+n4−n1−1n3 (p1ab)
]
, (74)
{ Pn1,0n2n3n4Qn1,0n2n3n4
}
=
n4
n4 − n1[{ Pn1,0n2n3n4+1
Qn1,0n2n3n4+1
}
± Gn4,0n2+n4−n1n3 (p1ab)
]
, (75)
where, pa = p2+ p1, pb = p3+ p1. Since n1 ∈ Z+, result-
ing the Eqs. (74, 75)
over n2, n3;{ Pn1,0n2n3n4Qn1,0n2n3n4
}
= 2n2
{ Pn1,0n2−1n3n4
Qn1,0n2−1n3n4
}
+e−p2
{ J n1n2n3n4Kn1n2n3n4
}
+ ep3
{ Ln1n3n2n4Mn1n3n2n4
}
− e−p3
{ Nn1n2n3n4Hn1n2n3n4
}
± p1
(
Gn4,0n2+n4−n1n3 (p11b) +Gn4,0n2+n4−n1n3 (p1a1)
)
, (76)
and,{ Pn1,0n2n3n4Qn1,0n2n3n4
}
= 2n3
{ Pn1,0n2n3−1n4
Qn1,0n2n3−1n4
}
+e−p2
{ J n1n2n3n4Kn1n2n3n4
}
− ep3
{ Ln1n3n2n4Mn1n3n2n4
}
+ e−p3
{ Nn1n2n3n4Hn1n2n3n4
}
± p1
(
Gn4,0n2+n4−n1n3 (p11b) −Gn4,0n2+n4−n1n3 (p1a1)
)
, (77)
here, the results should be devided by (p1 + p2) for Eq.
(76) and (p2 + p3) for Eq. (77), respectively, are derived
in terms of one−variable, reduced molecular auxiliary
functions integrals defined as,{ J n1n2n3n4 (p13)Kn1n2n3n4 (p13)
}
=
pn11
(n4)n1
∫ 1
−1
(1 + ν)n2 (1− ν)n3
×
{
P [n4, p1(1 + ν)]
Q [n4, p1(1 + ν)]
}
e−p3νdν, (78)
{ Ln1n2n3n4 (p12)Mn1n2n3n4 (p12)
}
=
pn11
(n4)N1
∫ ∞
1
(ξ + 1)n2 (ξ − 1)n3
×
{
P [n4, p1(ξ − 1)]
Q [n4, p1(ξ − 1)]
}
e−p2ξdξ, (79)
{ Nn1n2n3n4 (p12)Hn1n2n3n4 (p12)
}
=
pn11
(n4)n1
∫ ∞
1
(ξ + 1)
n2 (ξ − 1)n3
×
{
P [n4, p1(ξ + 1)]
Q [n4, p1(ξ + 1)]
}
e−p2ξdξ. (80)
Note that, the Gn1,q auxiliary function integrals are in-
dependent from incomplete gamma functions and their
expressions are given in the following sub−section.
The relationships for one−variable auxiliary functions in-
tegrals are obtained in same manner as follows,
{ J n1n2n3n4Kn1n2n3n4
}
=
1
p3
[
n2
{ J n1n2−1n3n4Kn1n2−1n3n4
}
− n3
{ J n1n2n3−1n4Kn1n2n3−1n4
}
+
{
Jn1n2n3n4
Kn1n2n3n4
}
± e−p1p1 νGn4−1,0n2+n4−1n3 (p1b)
]
, (81)
{ Ln1n2n3n4Mn1n2n3n4
}
=
1
p2
[
n2
{ Ln1n2−1n3n4Mn1n2−1n3n4
}
+ n3
{ Ln1n2n3−1n4Mn1n2n3−1n4
}
+
{
Ln1n2n3n4
Mn1n2n3n4
}
± e−p1p1 ξGn4−1,0n2n3+n4−1 (p1a)
]
, (82)
{ Nn1n2n3n4Hn1n2n3n4
}
=
1
p2
[
n2
{ Nn1n2−1n3n4Hn1n2−1n3n4
}
+ n3
{ Nn1n2n3−1n4Hn1n2n3−1n4
}
+
{
Nn1n2n3n4
Hn1n2n3n4
}
± e−p1p1 ξGn4−1,0n2+n4−1n3 (p1a)
]
, (83)
where,
{
Jn1n2n3n4 (p13)
Kn1n2n3n4 (p13)
}
=
pn11
(n4)n1
[
δn202
n3
{
P [n4, 0]
Q [n4, 0]
}
e−p3
− 2n3δn20
{
P [n4, 2p3]
Q [n4, 2p3]
}]
, (84)
{
Ln1n2n3n4 (p12)
Mn1n2n3n4 (p12)
}
=
pn11
(n4)n1
[
δn202
n3
{
P [n4, 0]
Q [n4, 0]
}
e−p2
]
, (85)
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{
Nn1n2n3n4 (p12)
Hn1n2n3n4 (p12)
}
=
pn11
(n4)N1
[
δn202
n3
{
P [n4, 2p1]
Q [n4, 2p1]
}
e−p2
]
. (86)
Series representation formulae
The analytical evaluation of molecular auxiliary func-
tions integrals require not only calculating the incomplete
gamma functions accurately but also producing sustain
release formulations that may more be useful in the so-
lution of integrals involving them.
Taylor expansions for the normalized incomplete gamma
and for the normalized complementary incomplete
gamma functions P,Q,{
P [a, x]
Q [a, x]
}
=
{
e−x
Γ(a+1)
∑∞
s=0
Γ(a+1)
Γ(a+s+1)x
a+s
1− P [a, x] (87)
{
P [a, x]
Q [a, x]
}
=
{ ∑∞
s=0 (−1)s (a)sΓ(a+s+1)s!xa+s
1− P [a, x] (88)
at the present, have to be chosen in order to evaluate the
auxiliary functions integrals by expressing them in terms
of power functions with non−integer exponents.
Continuing from Eq. (73) and taking into account the
Eqs. (87-88) following relations are obtained;
Pn1,0n2n3n4 (p123) =
pn1+n41
Γ (n1 + n4)
×
∞∑
s=0


Γ(n4)
(s+1)n4
(−1)s
(n4+s)

Gs,0n2+n4+sn3 (p123) , (89)
J n1n2n3n4 (p13) =
pn1+n41
Γ (n1 + n4)
×
∞∑
s=0


e−p1Γ(n4)
(s+1)n4
(−1)s
(n4+s)

 νGs,0n2+n4+sn3 (p13) , (90)
Ln1n2n3n4 (p12) =
pn1+n41
Γ (n1 + n4)
×
∞∑
s=0


ep1Γ(n4)
(s+1)n4
(−1)s
(n4+s)

 ξGs,0n2+n4+sn3 (p12) , (91)
Nn1n2n3n4 (p12) =
pn1+n41
Γ (n1 + n4)
×
∞∑
s=0


e−p1Γ(n4)
(s+1)n4
(−1)s
(n4+s)

 ξGs,0n2+n4+sn3 (p12) , (92)
here, νGn1,q and ξGn1,q are the simpler forms of Gn1,q
functions, where, {ξ = 1, p2 = 0}, {ν = 1, p3 = 0}, re-
spectively.
On the forms of auxiliary functions integrals arising
in the Eqs. (61, 62)
Considering together the Eqs. (61, 62) with the Eq.
(63) and a simple change in the Eq. (63) in order to avoid
mixing the variable as,{
PN1,qN2N3N4 (p123)
QN1,qN2N3N4 (p123)
}
≡
{ Pn1,qn2n3n4 (p123)Qn1,qn2n3n4 (p123)
}
,
it is easy to see that,
N1 = 0, N4 = n1 + n
′
1 + L1 + 1 for P
N1 = 2L1 + 1, N4 = n1 + n
′
1 + L1 + 1 for Q
and,
N4 −N1 = n1 + n′1 + L1 + 1 for P
N4 −N1 = n1 + n′1 − L1 for Q
In order to take advantage of sum (P +Q = 1), N4 −
N1 for both PN1,q, QN1,q should have same value. Since
total angular momentum quantum numbers L1 are in set
of positive integer numbers
(
L1 ∈ Z+0
)
, it is possible to
synchronize N4 − N1 in a value that N4 − N1 = n1 +
n′1+L1 using the Eqs.(69, 70) and following upward and
downward distant recurrence relations of QN1,q{
Q [a, bz]
Q [a, bz]
}
=
{
Q [a+ n, bz]− e−bz∑ns=1 (bz)a+s−1Γ(a+s)
Q [a− n, bz]− e−bz∑ns=1 (bz)a−s−1Γ(a−s)
}
. (93)
The Eqs. (61, 62), are therefore, obtained now by not
sum of auxiliary functions PN1,q, QN1,q which is require
using the infinite series representation of normalized in-
complete gamma functions (Eqs. (89-92)), but by finite
sum of auxiliary functions Gn1,q.
The author prefer to continue to next discussion, which
is about analytical evaluation of Gn1,q because the trick
is already given and it is very easy now to get the subse-
quent formulas for the Eqs. (61, 62).
The most easiest, so far only known, way of evaluat-
ing Gn1,q is that using binomial theorem (Eq. (12)). If
an exponent n of a function such as (1 + ν), are in set
of positive real numbers, the following form of series rep-
resentation for power functions are known as convergent
[45, 46],
(1 + ν)
n
=
∞∑
s=0
Fs (n) ν
s. (94)
n ∈ R and absolute values of ν should be smaller than
one (|ν| < 1) for convergence.
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The Gn1,q auxiliary functions integrals however cover ar-
eas where | νξ | ≈ 1. Evaluation of the Gn1,q auxiliary func-
tions via generalization binomial series representation of
power functions [60, 71],
(ξ + ν)
n
(ξ − ν)n′ =
∞∑
s=0
Fs (n, n
′) ξn+n
′−sνs, (95)
since {n, n′} ∈ R+, the relation for generalized binomial
coefficients become slightly different than Eq.(55),
Fs (n, n
′) =
∞∑
s′=0
(−1)s′ Fs−s′ (n)Fs′ (n′) , (96)
as follows,
Gn1,qn2n3 (p123) =
pn11
Γ (n1 + 1)
∞∑
s=0
Fs (n2, n3)
×
{
E−(n2+n3)−q+s (p2)
pq−s+13
×
(
γ (q − s+ 1,−p3)− γ (q − s+ 1, p3)
)}
(97)
where,
En (p) =
∫ ∞
1
e−pξ
ξn
dξ, (98)
are the exponential integral functions, may not conver-
gence to exact result as quickly as anticipated. It may
even be quite slow depending on the parameters.
Analytical evaluation of Gn1,q auxiliary functions
integrals
The ill−conditioned series representation of Gn1,q aux-
iliary functions through binomial expansion for power
functions can be replaced by the following fomulae,
if the parameter p3 = 0;
Considering now Eq. (72) for Gn1,q auxiliary functions,
Gn1,qn2n3(p120) =
1
4
{
Gn1,q−1n2+2n3(p120)− Gn1,q−1n2n3+2(p120)
}
,
(99)
Gn1,0n2n3 (p120) = hn1,0n2n3 (p12) + hn1,0n3n2 (p12)
− kn1,0n2n3 (p12)− kn1,0n3n2 (p12) , (100)
here,
hn1,qn2n3 (p12) =
pn11
Γ (n1 + 1)
2n2+n3+1B (n2 + 1, n3 + 1)
E−(n2+n3+q+1) (p2)− ln1,qn2n3 (p12) , (101)
ln1,qn2n3 (p12)
=
pn11
Γ (n1 + 1)
∞∑
s=0
(−n2)s
(n3 + s+ 1)!
mn2+q−sn3+s+1 (p2) , (102)
mn1n2 (p)
= 2n1U (n2 + 1, n1 + n2 + 2, p) Γ (n2 + 1) e
−p, (103)
and,
kn1,qn2,n3 (p12)
=
pn11
Γ (n1 + 1)
2n2+n3+1B
(
n2 + 1, n3 + 1,
1
2
)
× E−(n2+n3+q+1) (p2) , (104)
with,
U (a, b; z) =
Γ (b− 1)
Γ (a)
1F1 (a− b+ 1, 2− b; z)
+
Γ (1− b)
Γ (a− b+ 1)1F1 (a; b; z) , (105)
are the tricomi confluent hyper−geometric functions
with 1F1 are the Kummer confluent hypergeometric
function [36, 45] and B (a, b), B (a, b, z) are the beta
functions and incomplete beta functions, respectively
[72].
if the parameter p3 6= 0;
Gn1,qn2n3(p123) =
pn11
Γ (n1 + 1)
∞∑
s=0
ps3
Γ (s+ 1)
1
s+ q + 1
× {(−1)s Js+q,qn2n3 (p2) + (−1)q Js+q,qn3n2 (p2)} , (106)
where,
Js,qn1n2 (p) =
(
s+ 1
s
)
×
{
Js−1,q+1n1n2 (p)− Js−1,qn1+1n2 (p)
}
(107)
J0,qn1n2 (p01) = k
1,q
n1n2 (p01)−
1
2
l1,qn1n2 (p01) , (108)
with, p01 = {1, p}.
The infinite series expansion occurs in Eq. (102) re-
sults from expansion of the incomplete beta functions
Bz (n1, n2) at z = 0, where for convergence absolute
value of z must be |z| < 1. Considering the domain given
for auxiliary functions Gn1,q, it is easy to see that the
convergence condition is provided, here, z = ξ−12ξ . Test
results are presented in Table I for two−center over-
lap integrals. They are compared with benchmark re-
sults presented in our previous paper [48] via numeri-
cal global−adaptive method and results presented for bi-
nomial series expansion method, respectively. They are
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TABLE I: Convergence behavior of the analytical solution of two−center overlap integrals via Eqs. (100, 106).
n l n′ l′ λ ζ ζ′ R Results
5.1 4 5.1 4 0 2.5 2.5 2.0
3.68837 33855 08336 58641 31918 22868 35839 E-01a
3.68837 33855 08336 58641 31918 22868 35839 E-01 (0100)b
3.68837 33855 08336 58641 31918 22868 35839 E-01 (0075)b
3.68837 33855 08336 58641 31918 23395 14728 E-01 (0050)b
3.68837 33855 08337 99988 61283 29326 92589 E-01 (0025)b
3.68837 33855 05726 37942 01568 75075 77285 E-01 (1500)c
3.68837 33855 02829 31225 21439 34449 97437 E-01 (1250)c
3.68837 33854 94605 78092 61548 46231 82180 E-01 (1000)c
3.68837 33854 63771 70501 74331 34118 31567 E-01 (0750)c
3.68837 33852 74417 43376 93079 44890 38419 E-01 (0500)c
3.68837 33815 49121 07703 85081 75542 56719 E-01 (0250)c
3.68837 32224 55592 65438 31561 52778 02193 E-01 (0100)c
3.68837 07606 36279 99583 24709 21920 68306 E-01 (0050)c
3.8 0 5.5 0 0 2.31 0.77 2.0
2.90802 04650 66341 47700 88166 91317 05703 E-01a
2.90802 04650 66341 47700 88166 91317 05703 E-01 (0030)d
2.90802 04650 66341 47700 88166 91316 83635 E-01 (0025)d
2.90802 04650 66341 47700 88135 45107 55970 E-01 (0020)d
2.90802 04650 66341 38346 37860 92398 59679 E-01 (0015)d
2.90802 04649 60401 30605 90542 27209 54872 E-01 (0010)d
2.90792 57796 56773 38639 56179 86886 71667 E-01 (0005)d
2.90802 04650 66341 47698 70929 79988 77235 E-01 (1500)c
2.90802 04650 66341 47677 90448 35045 93450 E-01 (1000)c
2.90802 04650 66341 47578 14270 34479 60056 E-01 (0750)c
2.90802 04650 66341 46393 45932 16932 70044 E-01 (0500)c
2.90802 04650 66341 45280 68510 67242 29880 E-01 (0450)c
2.90802 04650 66340 71689 25970 04673 72415 E-01 (0250)c
2.90802 04650 66165 26767 66810 48702 51777 E-01 (0100)c
2.90802 04650 53956 39922 07646 27387 87619 E-01 (0050)c
a Ref. [48], benchmark result obtained via global-adaptive method with Gauss-Kronrod extension.
b Results obtained via Eq. (100).
c Ref. [48], results obtained via binomial expansion method (Eq. (97)).
d Results obtained via Eq. (106).
The values in parenthesis are upper limit of summations.
obtained depending on upper limit of summation occur-
ring in Eqs. (102) and Eq. (97). It can be seen from the
table that, the results obtained from binomial expansion
method are still not convergent even while the upper limit
of summation N , is N = 1500. On the other hand, for
Eq. (100) the upper limit of summation N , N = 75 is
enough in order to achieve 35−digits accuracy as in nu-
merical calculations.
The infinite series expansion occurs in Eq. (106) for
p3 6= 0 results from series expansion of exponential
functions ez with, z = −p3ν. Note that, the exponen-
tial function is uniformly convergent for the entire com-
plex plane for any z with |z| < ∞. The values prin-
cipal quantum numbers and orbital parameters which
indicate ill−conditioned convergence of binomial expan-
sion approximation are chosen in Table I so that con-
vergence properties of the method given in the present
paper clearly can be seen. The Table I shows that by us-
ing upper limit of summationN , N = 30, the accuracy of
results is also the same as that obtained from numerical
calculations.
Rather than convergence, the problem in Eq. (106) is
calculation of recurrence relations given for Js,q in Eq.
(107). This relation derive unique elements in which J0,q
should be run for each (while s decreasing q and n1
increasing in first and second terms, respectively). The
number of unique elements are, therefore, determined by
(s+ q)! and highest value n1 is n1 +N , with N = s+ q
(please see an illustrated example given in Table II for
s = 7 and q = 0). According to Eq. (108) this is mean
calculating the ls,q functions, which include series expan-
sion of incomplete beta functions, for each derived term.
Performance of such calculation does not effect the con-
vergence but causes dramatically elongation of calcula-
tion time. It is, therefore necessary visiting these func-
tions one more time.
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TABLE II: Configuration of the terms occurring in the recurrence relation given in Eq. (107), where s and q starts
from s = 7 and q = 0, respectively.
n1n2 n1 + 1n2 n1 + 2n2 n1 + 3n2 n1 + 4n2 n1 + 5n2 n1 + 6n2 n1 + 7n2
70 60 50 40 30 20 10 00
61 51 41 31 21 11 01
52 42 32 22 12 02
43 33 23 13 03
34 24 14 04
25 15 05
16 06
07
The Js,q functions involve Appell hyper−geometric
function and their explicit forms are given as,
Js,qn1n2 (p)
=
∫ ∞
1
F1
(
s+ 1;−n1,−n2; s+ 2; 1
ξ
,−1
ξ
)
× ξn1+n2+qe−pξ. (109)
Applying the integration by part, following relations are
obtained,
pJs,q+1n1n2 (p) = (n1 + n2 + s+ q + 2)J
s,q
n1n2 (p)
− (s+ 1) jqn1n2 (p) + f s,qn1n2 (p) , (110)
where, F1 are the Appell functions,
F1 (a; b1, b2; c; z1, z2) =
Γ (c)
Γ (a) Γ (a− c)
×
∫ 1
0
ua−1 (1− u)c−a−1 (1− uz1)−b1 (1− uz2)−b2 du,
(111)
with, {a, c− a} ∈ R, {a, c− a} > 0. All derived unique
elements from Eq. (107) now, reduce to two basic forms
of functions, namely, J0,qn1n2 and J
0,q
n1+1n2
due to increment
over q in first term drops again to q via Eq. (110).
The relationships for jq and f s,q are given as follows,
jqn1n2 (p) =
∫ ∞
1
(1− ξ)n1 (1 + ξ)n2 ξqe−pξdξ, (112)
jqn1n2 (p) =
q∑
i=0
Fi (q)
{
(−1)q+i 2n1+n2+i+1
× Γ (−n1 − n2 − q − 1)
Γ (−n2)
Γ (n1 + n2 + q + 2)
Γ (n1 + n2 + i+ 2)
× 1F1 (n1 + i+ 1;n1 + n2 + i+ 2; 2p)
+
Γ (n1 + n2 + q − i+ 1)
pn1+n2+q−i+1
× 1F1 (−n2;−n1 − n2 − q − i; 2p)
}
e−p, (113)
f s,qn1n2 =
Γ (n1 + 1)
(n1 + n2 + q + 1)
Γ (s+ 2)
Γ (n1 + s+ 2)
× 2F1 (−n2, s+ 1;n1 + s+ 2; 1) e−p, (114)
with, 2F1 are the Gauss hyper−geometric functions [36,
45].
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