The self-avoiding walk, restricted to a strip, is considered in the context of linguistic combinatorics.
self-avoiding walks in the (discrete) region {0, 1 } × [-:xD, so] , by encoding these walks in terms of words in a certain rational ("finite-automata") language, that I call lhe "UL*IU language", and by describing its syntax.
A self-avoidin9 walk (saw) in the two-dimensional (square) lattice is a finite sequence of distinct lattice points [(x0, y0) = (0, 0), (xl, Yl ) ..... (x,, y~)], such that for all i, (xi, Yi) and (xi+l, Yi+l) are nearest neighbors. The nearest neighbors of a point (a,b) are the four points (a + 1,h),(a -1,b), (a,b + 1) ,(a,b -1). The problem of finding the exact, and even asymptotic, value of a,,, the number of saws with n steps, is wide open, and presumably very difficult. The analogous problem in dimensions -> 4, for the asymptotics, was recently solved brilliantly by Hara and Slade (1992) , and beautifully exposited in the masterpiece by Madras and Slade (1992) .
When a problem seems intractable, it is often a good idea to try to study "toy" versions of it in the hope that as the toys become increasingly larger and more sophisticated, they would metamorphose, in the limit, to the real thin.q. That was essentially Lars Onsager's (Onsager, 1944) (see also Thompson, 1972) way of solving the Ising model. Onsager first solved the "finitary" Ising problem in a strip of finite-width, that turned out to be a finite (definite) sum, that miraculously converged, /t la RiemannIntegral, to a certain definite integral.
Alm and Janson (1990) had a similar idea of approaching general saws by studying saws on strips [-L,M] × [-oc.,oc], with L and M finite. Saws, when viewed "dynamically", are the epitome of non-Markovianess. In Alm and Janson's paper, it was observed that when saws are viewed "statically", and restricted to a strip, they can be described as Markov chains. A saw can be viewed statically, since the path a selfavoiding drunkard makes uniquely determines her (or his) history. The general saw can be similarly viewed as a "Markov chain", but this time the number of states is infinite. Since it is much easier to describe the states then the saws themselves, there is some hope that, by replacing the transition matrices by suitable operators on some Hilbert (or whatever) space, this approach will conquer the general problem. Only now we transcend the rational, and even algebraic paradigms, into the holonomic paradigm and beyond.
Alto and Jansen's motivation was numerical. They wanted to find lower bounds for ,a n the connective constant, I~ (:= lim,,~ an ), by computing the corresponding connective constants for saws in increasingly wider strips. These turn out to be eigenvalues of matrices with integer entries, and hence algebraic numbers. Myself, I care little for real, floating-point numbers. Being a discretian, I strive to get the exact answer. The theorem below gives an exact enumeration of n-step saws in the strip {0, 1 } × [-oc, oc] . More interesting than the result is the lin.quistic method of proof that would hopefully generalize.
Theorem. The number, al2) of n-step saws in the strip {0, 1} × [-oc, oc] is .qiven by a~ 21 = 1, a(I 2~ = 3, and Jot n > 1, by
Proof. We assume that readers are familiar with the language of .qeneratin.qJhnctionlogy (Wilf, 1994) . 1 From now on, let gf stand for "(ordinary) generating function". (1 t)/(1 t t 2) (Philofibonaccist rejoice! ).
(iii) An l, or nothing: ui, i>~O. Its gf is 1/(1 t). (iv) A final, modified U-turn, that I call U', which is d+lld i, or u/~ Irdi, i>~l (gf = ,t4/(1 t2)), or nothing (gf = 1). The total gf is 1 +/4/(1 t 2). The gf for the combined words UL*IU' is thus:
But this is only half of the story: the northbound walks. By symmetry, the gf of the other half, the southbound walks, which are the x-axis mirror-reflection of the first halt, is the same. But two walks have been counted twice: the 0-step empty walk (gf = 1 ), and the 1-step walk [(0,0) ,(1,0)] = r (gf = t). So the final gf is twice the gf above, take away 1 + t, namely, 2(1+ t t2)(1-12 +t4) (l-t2)2(1-t-t 2) (1 +t)= I + 2t -t 3 -t 4 + t 7
(1 t)2(l + t)2(l --t--t2)"
A partial-fraction decomposition (that Maple rM kindly performed for me), followed by a Maclaurin expansion, yields the formula for a}~ 2t.
A Shorter, more elegant, Semi-Rigorous, late-21st Century-Style Proof. Compute al,~ 2) by direct enumeration for 0 ~<n ~< 15, and then use Salvy and Zimmerman's (t995) Maple package ff/un to conjecture the gf Since we know a priori that this is a rational function, that must be it. [] To make this argument completely rigorous, you would have to derive a priori bounds for the degrees of the numerator and denominator of the gf, but who cares'".
The only possible advantage of the first proof is that it might generalize to obtain the gt]s, (/),.(t) for the number of saws in the strip [-r,r] × [-vo, vc] , for /" = 1,2 .... Of course, the expressions themselves will very soon become unwieldy. More exciting is the prospect that one might be able to find some kind of functional equation that expresses ~6,.(t) in terms of @r i(t), or more refined quantities, from which the divine quantity q)(t) : limr~ 0r(t) could be looked at in the eyes, without being blinded. Amen ken vehi ratson.
