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Outreach Abstract

As applications of image based artificial intelligence methods are increasingly approaching
omnipresence in our current society, the interest in optimizing and developing methods for
extraction of information from images is growing at a rapid pace. The field of computer vision
is dedicated to developing algorithms and deep learning models for extracting information
from images to perform a variety of tasks, such as human pose estimation. Developments in
deep learning have enabled computer vision tasks advances in order to meet the ever increasing
interest for faster and more accurate methods for image understanding. In this dissertation,
we propose a collection of novel methods to advance two areas in computer vision. The first
area is the semantic segmentation of images, that is, the extraction of meaning in image
regions and their context for the understanding of the overall picture. The second area is the
task of human pose estimation, in which the human body is detected in images, having its
posture extracted from the image and enabling a multitude of applications. Our proposed
work in each of these areas has many applications such as the development of autonomous
vehicles, detection of objects for collision avoidance in autonomous devices, sign language
understanding, and automation of framing in images for video conference devices.

ii

Technical Abstract

In this dissertation we present multiple state-of-the-art deep learning methods for computer
vision tasks using multi-scale approaches for two main tasks: pose estimation and semantic
segmentation. For pose estimation, we introduce a complete framework expanding the fieldsof-view of the network through a multi-scale approach, resulting in a significant increasing the
effectiveness of conventional backbone architectures, for several pose estimation tasks without
requiring a larger network or postprocessing. Our multi-scale pose estimation framework
contributes to research on methods for single-person pose estimation in both 2D and 3D
scenarios, pose estimation in videos, and the estimation of multiple people’s pose in a single
image for both top-down and bottom-up approaches. In addition to the enhanced capability
of multi-person pose estimation generated by our multi-scale approach, our framework also
demonstrates a superior capacity to expanded the more detailed and heavier task of full-body
pose estimation, including up to 133 joints per person.
For segmentation, we present a new efficient architecture for semantic segmentation, based
on a “Waterfall” Atrous Spatial Pooling architecture, that achieves a considerable accuracy
increase while decreasing the number of network parameters and memory footprint. The
proposed Waterfall architecture leverages the efficiency of progressive filtering in the cascade
architecture while maintaining multiscale fields-of-view comparable to spatial pyramid configurations. Additionally, our method does not rely on a postprocessing stage with conditional
random fields, which further reduces complexity and required training time.
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Chapter 1

Introduction
Computer vision has experienced an accelerated pace of development and innovation in the
past decade. This accentuated growth can be mainly attributed to newer developments in
deep learning enabled by large datasets and improvements in recent computational capabilities. The recent progress allowed computer vision algorithms to bridge the gap in accuracy
between humans and machines. Modern day computer vision methods heavily rely on deep
learning techniques for the performance of tasks such as object detection, tracking, semantic
and instance segmentation, depth estimation, pose estimation, and others. The continuous
progress of deep learning techniques and the constantly increasing capacity of hardware processing for deep learning algorithms, places heavy burden on the creation of reliable annotated
data for the training and testing of the methods developed.
Semantic segmentation is an important computer vision task [6, 7, 8] with applications in
autonomous driving [9], human–machine interaction [10], computational photography [11], and
image search engines [12]. The significance of semantic segmentation, in both the development
of novel architectures and its practical use, has motivated several approaches that aim to
improve the encouraging initial results of Fully Convolutional Networks (FCNs) [13]. One
important challenge to address is the decrease of the feature map size due to pooling, which
requires unpooling to perform pixel-wise labeling of the image for segmentation.
The importance of pose estimation has motivated the development of several approaches,
Chapter 1. Introduction
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Chapter 1. Introduction
in 2D [14], [15], [16], [17] and 3D [18], [19], [20]; on a single frame [21] or a video sequence
[22]; for a single [23] or multiple subjects [24]. Pose estimation is challenging due to the
large number of degrees of freedom in the human body mechanics and the frequent occurrence
of joint occlusions. To deal with occlusion, many methods rely on statistical and geometric
models to estimate occluded joints [25], [26]. Another approach is the utilization of a library
of known poses, known as anchor poses [18], but this could limit the generalization power of
the model and the ability to handle unforeseen poses.
The expansive and complex task of pose estimation can be divided in a progressively
increasing level of complexity for the network. The image for pose estimation can contain
the simplest case of a single person for 2D extraction, which can be further expanded to 3D
pose estimation by adding the depth axis. The temporal dimension adds another sub-task
and complexity for pose estimation in videos. Finally, networks can be expanded to the more
complex task of estimating pose for multiple individuals in the same image, initially depending
on an additional person detector for localization (top-down) and by incorporating an unified
network for both the detection and estimation of the human pose (bottom-up).
This dissertation aims to contribute to computer vision methods with the development of
novel techniques and networks for challenging tasks, including pose estimation and segmentation. Despite being significant tasks on their own, these areas maintain strong relationships
and potential for contribution in other subareas.
This dissertation presents contributions in several computer vision tasks including 2D and
3D single person pose, temporal pose estimation, and both top-down and bottom-up approaches for multi-person pose estimation. In summary, all contributions can be grouped into
two broader tasks of computer vision: semantic segmentation and human pose estimation. The
dissertation presents the current background knowledge in Chapter 2 followed by theoretical
and practical concepts of the developed approaches for semantic segmentation in Chapter 3,
top-down methods for pose estimation in Chapter 4, bottom-up approach in Chapter 5, and
3D pose estimation in Chapter 6. Finally, the conclusion is presented in Chapter 7.
The objectives of this dissertation are as follows:
2

• Development of the “Waterfall” multi-scale feature representations for human pose estimation and semantic segmentation.
• Development of multi-scale methods for semantic segmentation, reducing the computational complexity from network backbones and improving performance and robustness.
• Development of novel state-of-the-art models for 2D and 3D single frame human pose estimation using recent advancements in multi-scale approaches to increase the robustness
and performance of algorithms.
• Use of a new large-scale fully annotated dataset for American Sign Language for pose
estimation for 2D and 3D analysis.
• Development of a state-of-the-art bottom-up approach for the simultaneoly detection
and pose estimation of multiple instances of people.
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Chapter 2

Background
This chapter presents a review of relevant and related work to the research of this doctoral
dissertation. The following sections include an introduction to deep learning and overview the
current literature for both pose estimation and segmentation.

2.1

Deep Learning

Deep learning is leading the way of innovation, growth, and investment in the past years for the
areas of computer vision and artificial intelligence. A growing number of areas and applications
have benefited from advancements in machine learning and deep learning methods. Utilizing
methodologies inspired by the human brain structure and functionality, deep learning has
grown to receive more attention than traditional machine learning methods.
The development of neural networks for machine learning was enabled by pioneering breakthrough works in the past century. The idea of the artificial perceptron was first proposed
by [27], inspired by the emulation of the connections of human neurons. In a similar fashion
to human biology, the artificial neurons decide to activate a response to an input or stimulus
using a specific weight that can be learned. The individual artificial neuron later enabled the
assembly of a network, resulting in Artificial Neural Networks (ANNs). Mathematically, the
operation of a neuron in an individual level can be defined as the product of the input vector
x with the internal weights of the neuron w. A bias term b is added to the operation prior to
Chapter 2. Background
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the activation function g that has often a nonlinear basis.

f (x) = g(xT w + b)

(2.1.1)

The simple nature of the artificial neuron means that it can be easily reproducible and
replicated without a great charge of computational requirement for the processor. Its processing occurs in a similar fashion to the binary processing of computers, enabling the processing
of several inputs simultaneously through a matrix multiplication, as well as its parallelization.
Perceptron layers were later expanded to a chain in order to process more complex responses.
In the serialization of perceptrons, intermediate layers are operated with their input consists
of the output from the previous layer. The final product of multiple layers of perceptrons is
referred as Multi-Layer Perceptron (MLP).
The learning process for an MLP occurs by refining the weights for each neuron in the
network during training. This process is analogous in the case of more modern deep learning
models, in which weights of each layer and convolution are refined after the comparison of
the network output and the expected output, formally referred as ground truth. The error, or
difference between the ideal response and the actual response is calculated by the loss function,
that can have several different functions and methods. The resultant error is than used to
feed the network backwards in a process called backpropagation, that is used to update the
weights in the network and refine the response to reduce the error or difference between the
network output and the ground truth.
Deep learning models increased the capabilities of traditional machine learning methods
with the large scalability they present. Another advantage is the performance increase observed
in deep learning methods as the amount of data used for training, validation, and testing
increases.
Despite the early breakthroughs in MLP and perceptrons, the field of neural networks
experienced a stagnation in development for a few decades. This stagnation can mainly be
attributed to (a) the limitation of the availability of large datasets in the early days that would
enable the training of networks with a large number of parameters; (b) limited computational
6
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resources to train networks in larger datasets; and (c) the lack of full understanding of the
operations in the neural networks, being viewed in a similar fashion as research views the
human brain, a “black box” where operations aren’t fully understood for the outside observer.
With more recent advances in computational capabilities, neural networks have regained
interest in research and expanded their capabilities. Different sub-areas of deep learning
algorithms gained the spotlight, including Convolutional Neural Networks (CNNs) for the
extraction of features from images. The background and understanding of CNNs are presented
in the following section.

2.1.1

Convolutional Neural Networks

The CNN architecture revolutionized the field of deep learning by allowing the neural network
to understand and extract the spatial and contextual information from images. In addition,
CNNs have the benefit of requiring a smaller number of trainable parameters than the original
MLP methods. CNNs generally consists of a combination of convolutions, pooling operations,
activation layers, and fully connected layers. Convolutional layers use a series of convolution
operations on the image inputs using a number of filters. The operation of a convolutional
layer is defined as:

f (X) = g(X ⊛ W + b)

(2.1.2)

where in this case the output of the convolutional layers f (X) uses as inputs the two dimensional input X and the two dimensional weight kernel W . The convolution operation is
represented as ⊛.
For the expansion of the convolutional layer where the input has multiple channels in the
2D convolution operation, an input with dimensions HxW xC (for height H and width W of
the image, and a number of channels C) has a kernel with dimensions kxkxC, where k is the
dimension of the convolutional kernel.
The pooling operation is most commonly applied as a max-pool operation, where the
output consists of the max operation kernel applied to the input, or as a average-pool operation,
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where the output consists of the average of the cells inside the operation kernel applied.
Pooling operations are used for the consolidation of cells and to decrease the height and width
dimension of the image during processing, and reducing, therefore, the network complexity
and size. Activation layers are generally used a final function to refine the response of the
layer. Commonly used activation functions include the Rectified Linear Unit (ReLU) and the
Sigmoid function. Finally, fully connected layers consist of a layer that fully connect all the
inputs from the input layer to all the outputs of the output layer individually.
The start of the current acceleration of deep learning and CNNs is commonly attributed
to the introduction of AlexNet [28]. This at the time deep architecture largely outperformed
other computer vision methods in the classification of images from the ImageNet dataset [29]
by using the parallel nature of Graphic Processing Units (GPUs). ImageNet solidified the belief
that CNNs are extremely efficient in image understanding and fueled a strong investment of
resources and research in the area.
Other methods that receive great attention for computer vision area are the VGG model
[30], the Residual Network (ResNet) [31], and Densely Connected Network (DenseNet) [32].
These networks enable the easy reproduction with its modality for difference applications,
resulting in several other developments leveraging of this networks as a backbone for features
extraction of the input images.
Building upon the architecture of [28], the VGG network [30] consists of several convolutions of kernel size 3 followed by a max-pooling layer. The architecture follows a repetition of
this operation until a final pass through a fully connected layer that brings the output to the
desired number of features. The VGG presents the simple concept of layers and configuration
that defines a great deal of CNN methods currently being used and developed.
Another very significant contribution to the field that is vastly used by other methods as
basis or the backbone feature extractor is the ResNet method [31]. ResNet introduced the
concept of skip connections for the network that enabled the deeper expansion of the network,
that is, it allowed the network to have a large number of layers while still being able to learn
through backpropagation. The feed forward connections are known as residual layers. The
8
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output of a block of convolutional operations in the ResNet architecture is then added to the
residual layer.

2.1.2

Atrous Convolutions

Traditional CNN architectures presented an important challenge with the significant reduction of resolution caused by pooling layers applied in order to reduce the channels resolution
and allow a reasonable computational load. Complex tasks such as semantic segmentation
and pose estimation faced performance limitations due to lower resolution during processing
attempting to generate a refine output response. An initial approach to overcoming the resolution reduction problem was addressed by FCN [13], with the deployment of upsampling
strategies across deconvolution layers. These attempt to reverse the convolution operation
and increase the feature map size back to the dimensions of the original image.
Later approaches expanding on the use of CNNs, introduced variations of the convolution
with the goal of expanding the Field-of-View (FOV) of the network and, therefore, enable
the richer extraction of a more complete context from the image during the convolutional
operation. A popular technique in semantic segmentation is the use of dilated or Atrous or
dilated convolutions [1]. The main objectives of Atrous convolutions are to increase the size of
the receptive fields in the network, avoid downsampling, and generate a multi-scale framework
for processing. The name Atrous is derived from the French expression “algorithm à trous”,
or translated to English “Algorithm with holes”. As alluded by its name, Atrous Convolutions
alter the convolutional filters by the insertion of “holes”, or zero values in the filter, resulting in
the increased size of the receptive field, resembling a hybrid of convolution and pooling layers.
The use of Atrous Convolutions in the network is shown in Figure 2.1.
In the simpler case of a one-dimensional convolution, the output of the signal is defined as
follows:
y[i] =

L
X

x[i + rl] · w[l]

(2.1.3)

l=1

where r is the rate of dilation, ω[l] is the filter of length L, x[i] is the input, and y[i] is the
output. A rate value of one results in a regular convolution operation.
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Figure 2.1: Input pixels using a 3×3 Atrous Convolutions with different dilation rates of 1, 2,
and 3, respectively.

2.1.3

Long Short-Term Memory

Deep learning also expanded its applications to extract information temporarily in addition to
the aforementioned spatial information from images. Recurrent Neural Networks (RNNs) are
used for the extraction of information over time, and are commonly applied for information in
text or in audio. One common limitation of RNNs is the issue of vanishing gradients, where
the values of the gradients decreases exponentially, limiting the learning for the layers close to
the beginning of the network.
Long Short-Term Memory (LSTM) [33] are used as an solution for the vanishing gradients
present on RNNs. LSTM adds a memory component to the network that allows the network
to “remember” information from the previous steps or time instance. The LSTM consists of an
input gate i that process the information from the input at a given time t xt using the weights
U i for the input gate. Prior to its activate through a sigmoid function σ, the information from
the “hidden layer” of the previous iteration ht−1 is added after its multiplication to the weights
W i of the input gate.

it = σ(xt U i + ht−1 W i )

(2.1.4)

The hidden layer information comes from the internal memory C that is used to store the
information from the previous layer. The current internal memory Ct uses the information
10
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from the input combined with the hidden layer of the previous frame and the forget gate.

Ct = σ(ft ∗ Ct−1 + it ∗ tanh(xt U g + ht−1 W g ))

(2.1.5)

Where tanh is the hyperbolic tangent as the activation function.
Also inside the LSTM block, a “forget gate” ft that contains the information that is deemed
as not as relevant and can be discarded to the next iteration. The operation of the forget gate
is analogous to the input gate but using the set of weights specific to the this gate, U f and
Wf.

ft = σ(xt U f + ht−1 W f )

(2.1.6)

The output function is then defined as ot using its specific sets of weights in a similar
operation:

ot = σ(xt U o + ht−1 W o )

(2.1.7)

Finally, the hidden layer is defined and stored as a combination of the internal memory C
and the output of the LSTM for the current iteration.

ht = tanh(Ct ∗ ot )

2.2

(2.1.8)

Semantic Segmentation

Following initial CNNs deployments for less complex tasks such as image classification and
object detection, researchers started to tackle more complex and refined tasks, including semantic segmentation. The task of semantic segmentation consists of labelling all pixels of
an image according to a defined set of classes or background. The application of semantic
segmentation include a wide variety of areas including self-driving capabilities for vehicles, as
well as background reduction for photography and video calls.
Chapter 2. Background
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Figure 2.2: Semantic segmentation research overview.
Initially, the innovations in CNNs by [28], [30], [34], and [31] formed the core of image
classification and served as the structural backbone for state-of-the-art methods in semantic
segmentation. However, an important challenge with incorporating CNN layers in segmentation is the significant reduction of resolution caused by pooling.
Motivated by the success of the Spatial Pyramids applied on pooling operations [35],
the Atrous Spacial Pyramid Pooling (ASPP) architecture was successfully incorporated in
DeepLab [1] for semantic segmentation. The ASPP approach assembles atrous convolutions
in four parallel branches with different rates, that are combined by fast bilinear interpolation
with an additional factor of eight. This configuration recovers the feature maps in the original
image resolution. The increase in resolution and FOV in the ASPP network can be beneficial
for a contextual detection of body parts during pose estimation.
The breakthrough work of Long et al. [13] introduced FCN by replacing the final fully
connected layers with deconvolutional stages. FCN [13] addressed the resolution reduction
12
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problem by deploying upsampling strategies across deconvolution layers. These deconvolution
stages attempt to reverse the convolution operation and increase the feature map size back
to the dimensions of the original image. The contributions of FCN [13] triggered research in
semantic segmentation that led to a variety of different approaches that are visually illustrated
in Figure 2.2.
The application of Atrous Convolution followed the ASPP approach in [1] was later extended in [2] to the cascade approach, that is, the use of several Atrous Convolutions in
sequence with rates increasing through its flux. This approach, named Deeplabv3 [2], allows
the architecture to perform deeper analysis and increment its performance using approaches
similar to those in [36].
Contributions in [2] included module realization in a cascade fashion, investigation of
different multi-grid configurations for dilation in the cascade of convolutions, training with
different output stride scales for the Atrous Convolutions, and techniques to improve the
results when testing and fine-tuning for segmentation challenges. Another addition presented
by [2] is the inclusion of a ResNet-101 model, pretrained on both ImageNet [29] and JFT300M [37] datasets.
More recently, DeepLabv3+ [38] proposed the incorporation of ASPP modules with the
encoder–decoder structure adopted by [39], reporting a better refinement in the border of the
segmented objects. This novel approach represented a significant improvement in accuracy
from previous methods. In a separate development, Auto-DeepLab [40] uses an Auto-ML
approach to learn a semantic segmentation architecture by searching both the network level
and the cell level of the structure. It achieves results comparable to current methods without
requiring ImageNet [29] pre-training or hierarchical architecture search.
Expanding the application areas for semantic segmentation, GourmetNet [41] complementing the use of multi-scale techniques with dual attention models in order to extract more
context of food images for segmentation.
Chapter 2. Background
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2.2.1

Other Methods for Semantic Segmentation

In contrast to the large scale of segmentation networks using Atrous Convolutions, the Efficient
Neural Network (ENet) [42] produces a real-time segmentation by trading-off some of its
accuracy for a significant reduction in processing time, ENet is up to 18× faster than other
architectures.
During learning, CNN architectures have the tendency to learn information that is specific
to the scale of the input image dataset. In an attempt to deal with this issue, a multiscale approach is used. For instance, the authors of [43] proposed a network with two paths containing
the original resolution image and another with double the resolution. The former is processed
through a short CNN and the latter through a fully convolutional VGG-16. The first path is
then combined with the upsampled version of the second resulting in a network that can deal
with larger variations in scale. A similar approach is applied in [44, 45, 46], expanding the
structure to include a larger amount of networks and scales.
Other architectures achieved good results in semantic segmentation by using an encoder–
decoder variant. For instance, SegNet [39] utilizes both an encoder and decoder phase, while
relying on pooling indices from the encoder phase to aid the decoder phase. The Softmax
classifier generates the final segmentation prediction map. The architecture presented by
SegNet was further developed to include Bayesian techniques to model uncertainty in the
network [47].
Contrasting with the work in [13], ParseNet [48] completes an early fusion in the network,
by performing an early merge of the global features from previous layers with the current map
of the posterior layer. In ParseNet, the previous layer is unpooled and concatenated to the
following layers to generate the final classifier prediction with both having the same size. This
approach differs from FCN where the skip connection concatenates maps of different sizes.
RNNs have been used to successfully combine pixel-level information with local region
information, enabling the RNNs to include global context in the construction of the segmented
image. A limitation of RNNs, when used for semantic segmentation, is that it has difficulty
constructing a sequence based on the structure of natural images. ReSeg [49] is a network
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based on previous work by ReNet [50]. ReSeg presents an approach where RNN blocks from
ReNet are applied after a few layers of a VGG structure, generating the final segmentation
map by the use of upsampling by transposed convolutions. However, RNN-based architectures
suffer from the vanishing gradient problem.
Networks using LSTM aim to tackle the issue of vanishing gradients.

For instance,

LSTM Context Fusion (LSTM-CF) [51] utilizes the concatenation of an architecture similar to DeepLab to process Red, Green, and Blue (RGB) images and depth information. It
uses three different scales for the RGB feature response and depth, similar to the work in [52].
Likewise, the authors of [53] used four different LSTM cells, each receiving distinct parts of the
image. Recurrent Convolutional Neural Network (rCNN) [54] recurrently train the network using different input window sizes fed into the RNN. This approach achieves better segmentation
and avoids the loss of resolution encountered with fixed window fitting in RNN methods.

2.2.2

Conditional Random Fields

A complication resulting of the use of pooling layers is a reduction of spatial resolution. Thus,
additional techniques are used to recover spatial definition, namely, Conditional Random Fields
(CRFs) and Atrous Convolutions. One popular method relying on CRF is CRFasRNN [55].
Aiming to better delineate objects in the image, CRFasRNN combines a CNN and a CRF in
a single network to incorporate the probabilistic method of the Gaussian pairwise potentials
during inference. That enables end-to-end training, avoiding the need of postprocessing with
a separate CRF module, as done in [1]. A limitation of architectures using CRF is that CRF
has difficulty capturing delicate boundaries, as they have low confidence in the unary term of
the CRF energy function.
The postprocessing module of CRF performs refining of the prediction by Gaussian filters
and iterative comparisons of pixels in the output image. The iteration process aims to minimize
the “energy” E(x) below.
E(x) =

X
i

θi (xi ) +

X

θij (xi , xj )

(2.2.9)

ij

The energy consists of the summations of the unary potentials θi (xi ) = −logP (xi ), where
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P (xi ) is the probability (softmax) that pixel i is correctly computed by the CNN, and the
pairwise potential energy θij (xi , xj ), which is determined by the relationship between two
pixels. Following the authors of [56], θij (xi , xj ) is defined as
h
 ||p − p ||2 ||I − I ||2 
 ||p − p ||2 i
i
j
i
j
i
j
θij (xi , xj ) = µ(xi , xj ) ω1 ·exp −
−
+ω
·exp
−
(2.2.10)
2
2σα2
2σγ2
2σβ2
where the function µ(xi , xj ) is defined to be equal to 1 in the case of xi ̸= xj and zero
otherwise, that is, the CRF only accounts for energy that needs to be minimized when the
labels differ. The pairwise potential function utilizes two Gaussian kernels: the first depends
on pixel positions p and the RGB color I; the second depends only on pixel positions. The
Gaussian kernels are controlled by the hyperparameters σα , σβ , and σγ , which are determined
through the iterations of the CRF, as well as the weights ω1 and ω2 .

2.3

Human Pose Estimation

The application areas of CNN expanded to complex tasks that include a great deal of contextual challenges and a large degree of complexity. Human pose estimation is one of the main
areas of interest for computer vision. Adding to the task of localizing a human in an image,
pose estimation presents an even bigger challenge due to a large amount of degrees of freedom
present in the human body, and high variability of shapes, sizes, clothing, and lighting for
humans. In order to tackle this issue, more complex and tailored approaches were developed
for human pose estimation.
In addition to the inherent complexity of human pose estimation, different variety of tasks
are included for pose estimation including single person and multi-person, 2D and 3D poses,
and top-down and bottom-up approaches for multi-person pose estimation. The initial single
person pose estimation task, is expanded to more complex tasks of including multiple frames
in sequence and its temporal correlation for videos, extracting the depth from RGB images
for 3D pose estimation, and the ability to estimate pose of multiple people in the same image
simultaneously. Further, the level of complexity for multi-person pose estimation can be
16
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Figure 2.3: Overview of tasks and methods for human pose estimation.
incrementally increased from using an additional person detector and only teaching a network
to extract pose following the localization (top-down), and from incorporating both the person
detection and pose estimation to one single and more complex network (bottom-up). In the
work of this doctoral dissertation, approaches for all described tasks with state-of-the-art
accuracy were developed. An overview of pose estimation tasks are shown in Figure 2.3.
Early works on human pose estimation from a single image focused on the detection of
individual joints [57], [58], and [59]. In recent years, deep learning methods relying on CNNs
have achieved superior results [17], [24], [18]. In DeepPose [14] a cascade of deep CNNs are
used and body joints are located via regression. The method relies on iterative refinement in
order to better predict symmetric and lower confidence joints.
The popular Convolutional Pose Machine (CPM) [23] proposed an architecture that refined
joint detection via a set of stages in the network. Building upon [23], Yan et al. integrated the
concept of Part Affinity Field (PAF), resulting in the OpenPose method [24]. PAF uses the
detection of more significant joints to better estimate the prediction of less significant joints.
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This innovation allowed advances toward multi-person detection with decreased complexity
and computational requirements.
A common approach for human pose estimation focuses on finding body parts locations
in an image. In the case of multiple individuals in an image, there are additional challenges,
including the unknown number of individuals in the image; the variable and unknown scale
and position of the individuals; the increased runtime complexity associated with the increase
of the number of people in a particular image.
A popular strategy is to employ an object detection network to detect instances of a single
person in the image, followed by the estimation of pose for each individual [60], [61]. This
approach is referred as the top-down approach. A natural limitation is introduced by this
technique: The accuracy ceiling from the person detection method. This fact is accentuated
in scenarios where individuals are located in close proximity.
Another limitation of top-down approaches is the requirement of an independent module
for the detection of instances of humans in the frame. LightTrack [62], for instance, requires
a separate YOLOv3 [63] architecture to detect subjects prior to the detection of joints for
pose estimation. In a slightly different approach, LCR-Net [18] applies multiple branches for
detection by using Detectron [64] and the arrangement of joints during classification.
A different common approach is the bottom-up technique, which presents the advantage
of not increasing the runtime complexity as the number of individuals in the image grow [65],
[24]. Although, bottom-up approaches create a limitation on the use of global contextual
information from the image. To overcome this limitation, many methods rely on statistical
and geometric models to estimate occluded joints [25], [26], or associative methods as PAF [24].
Another approach is the utilization of a library of known poses, known as anchor poses [18],
but this could limit the generalization power of the model and the ability to detect unforeseen
poses.
The most common approach for bottom-up estimation is to associate detected keypoints
with each person present in the image. One approach is to cast the problem in terms of integer
linear programming [65], [66]. A clear drawback of this approach is the high processing time
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required, inhibiting the possibility of real-time performance.
OpenPose [24] is considered a breakthrough approach for grouping keypoints with the
introduction of PAF. Other methods further developed PAF, such as Pif-Paf [67] and associative embedding [68]. In a similar vein, PersonLab [69] adopted Hough voting, and [70] used
hierarchical graphical clustering.
The dense regression of pose candidates is adopted by several recent works [71], [72]. A limitation of this approach is the lower regression accuracy in the localization process, that usually
requires an additional post-processing step in order to improve the regression results. Aiming
to bridge the gap, [73] applied a mixture density network to better handle uncertainty in the
network before regression. The recent Disentangled Keypoint Regression (DEKR) method
[74], on the other hand, learns disentangled representations for each keypoint and utilizes
adaptively activated pixels, ensuring that each representation focuses on the corresponding
keypoint area.

2.3.1

Multi-Scale Feature Representations

Multi-scale representation has been successfully used in backbone structures for pose estimation networks. The Stacked Hourglass (HG) network [16] utilizes a multi-stage approach by
cascading hourglass structures through the network to refine the resulting pose estimation.
The HG work was further expanded to incorporate the multi-context approach in [75] by
augmenting the backbone with residual units in order to increase the receptive FOV. Postprocessing with CRF is applied to refine the location of detected joints. A downside of this
approach is the increase in complexity by the addition of another stage of postprocessing and
the associated increase in computational load.
Aiming to offer a multi-scale approach to feature representations, the High-Resolution
Network (HRNet) includes both the high and low resolutions to obtain a larger FOV. The
Multi-Stage Pose Network (MSPN) [76] follows a similar approach to HRNet by combining the
cross-stage feature aggregation and coarse-to-fine supervision. In further work, [77] combined
the HRNet structure with multi-resolution pyramids to obtain multi-scale features. Building
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upon the work of HRNet, the Distribution-Aware coordinate Representation of Keypoints
(DARK) method [78] incorporates a refined approach to their decoder in order to reduce the
inference error at the decoder stage.
Other works attempt to leverage contextual information into pose estimation. The Cascade
Prediction Fusion (CPF) [79] uses graphical components in order to exploit the context for
pose estimation. Similarly, the Cascade Feature Aggregation (CFA) [80] aims to use semantic
information to detect pose with a cascade approach. Generative Adversarial Networks (GANs)
were used in [81] to learn dependencies and contextual information for pose.
The multi-scale approach was also obtained by VehiPose [82] and HandyPose [83] by combining a smaller ResNet backbone, compared to the multi-scale HRNet feature extractor, with
a multi-scale block at the end of the network. The VehiPose method leverages from human
pose estimation advances but focuses on pose estimation for vehicles, which are a more rigid
object than the human body, while HandyPose focuses on hand pose estimation.

2.3.2

Graph Pose Estimation

The task of human pose estimation presents a strong constraint in the configuration of the
human body. Individual joints detected from the CNN are closely related to neighbor joints of
the same person and have a weaker correlation to other joints from the body. As an example,
an attempt to map and understand the physical constraints of the human body for pose
estimation, [24] incorporated PAF, mapping the limbs orientations to improve performance of
the pose estimation.
More recently, advances in graph convolutions and Graph Convolutional Networks (GCN)
enabled the network to infer in a higher understanding the relationships of the detected joints
(nodes for the graphs) and its limbs (edges for the graphs). [84] proposed the use of a semantic
graph convolution network that is able to capture the relationships between human body joints
for both the 2D and 3D representation globally and locally.
The applications of graphs expanded to different sub-tasks of pose estimation, promoting
graphs to a highly valuable tool for pose estimation. [85] introduces graphs for the regression
20

2.3. Human Pose Estimation

2.3. Human Pose Estimation
used in converting 2D pose estimation to 3D, by encoding the coordinates through a GCN
which takes advantages of the previously learned multi-scale representations. Similarly, [86]
applied GCN to directly infer 3D human pose from a single image, and [87] aimed to produce
mesh grids from a single RGB image.
More recently, the hand-object pose estimation network (HOPE-Net) [88] applied a simple
graph CNN to refine 2D joints estimations for hand pose, as well as a short version of U-Net
using graph convolutions for the regression from 2D to 3D prediction of the 3D pose of hands.
Despite the refinements in the pose estimation with the use of graphs, the integration of a
high accuracy network capable of refine pose estimation with graphs wasn’t implemented. The
temporal component also benefited from, the application of graphs, [89] used a GCN to learn
the spatial-temporal relations of the human pose estimation and better infer action recognition
in videos.

2.3.3

Temporal Pose Estimation

For the task of pose estimation in videos, most methods do not account for the temporal
component and process each frame independently. An additional challenge is the occasional
blurring resulting from the movement of the humans in the video. The main incentive for
developing a pose estimation method that takes into account the temporal component is to
better estimate joints during blurring or occlusion using information from previous frames.
Targeting video applications, Modeep [90] utilized color channels from adjacent frames as
input attempting to merge the motion in the video. Pfister et al. [91] also proposed a similar
technique to detect gestures in a video sequence.
More recently, optical flow techniques were adopted to tackle the temporal component for
pose estimation. Deepflow [92] used optical flow to better connect predictions between frames
in a more continuous detection. Another method that utilized optical flow is Thin-Slicing [93],
relying on both optical flow and spatial-temporal model. However, the increased complexity
of this model results in a significant increase in computational cost. The Chained Model [94]
utilizes recurrent networks to incorporate the temporal component. A similar concept was
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adopted by the LSTM Pose Machine [95] approach, where the LSTM was used to augment
memory in the network. Applications of LSTM aren’t limited to the temporal component.
Recurrent 3D Pose Sequence Machines (RSPM) [96] used LSTMs in the regression from 2D
to 3D, to obtain better correspondence during the regression.

2.3.4

Pose Estimation for Sign Language

Despite the efforts on generic pose estimation methods, specific applications, such as for sign
language, are currently lacking in research. Charles et al. [97] estimated pose during signing
in long television broadcasting videos. The method relied on an initial separation from the
background by the use of semantic segmentation, followed by a random forest regression to
locate the upper limbs of the signer. The work in [98] used temporal tracking in order to detect
parts and estimate upper body joints in similar frames. DeepSign [99] applied transfer learning
on a pretrained CNN for joint detection during sign language. Their approach followed the
work done by [14] in generic pose images and incorporated application specific transfer learning
in the final architecture. The advances on pose estimation methods allowed for instance for
researchers to understand with more details American Sign Language lexicon and its evolution
over time [100].

2.3.5

3D Pose Estimation

The Localization, Classification, and Regression network (LCR-Net) [18] extends pose estimation to 3D space via depth regression. LCR-Net relies on a Detectron backbone [64] for
the detection of human joint locations. From these locations, the method finds the best fit to
predefined anchor poses for the detected human poses. Finally, LCR-Net performs a regression to estimate 3D coordinates in the image. A drawback of this method is the limited set of
anchor poses available, which impose a limitation for the estimation of unforeseen poses.
An expansion to the LCR-Net architecture was introducted by [101], named LCR-Net++.
This iteration improves pose estimation performance by using additional synthetic training
data, further refining and classification of poses, improved alignment for the pose, and a more
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robust backbone use for feature extraction. Similarly, PandaNet [102] also relies on anchor
poses. An expansion to the LCR-Net architecture was proposed by LCR-Net++ [101]. This
version improves pose estimation performance by using additional synthetic training data.
Aiming to better associate joints into the 3D skeleton without anchor poses, [103] relies on an
autoencoder to learn a latent pose representation and accounts for joint dependencies. It also
applies LSTM to exploit temporal consistencies between frames.
The MonoCap method for 3D human capture [19] couples a CNN with a geometric prior in
order to statistically determine the third dimension for pose using the Expectation-Maximization
algorithm. Similarly, [104] applies a geometric constraint to regularize 3D predictions, exploiting the correlations between 2D and 3D poses.
The baseline for 3D pose method [105] applies a feed-forward network to overcome the
errors associated with the regression from 2D to 3D. The same regression is achieved by [106]
by combining state-of-the-art 2D pose estimation architecture with a MoCap library with 3D
pose data. Pavlakos et al. [107] focused on refining of the coarse pose estimation data through
the network in order to reduce error in the pose estimation.
Several approaches rely on the use of multiple cameras for the geometric inference of the
3D pose through triangulation. The work in [108] computes the FOV from the camera angles
during training to estimate the 3D pose via a direct linear transform. Another approach to
3D pose is to rely on part-specific architectures with architecture search [109].
Most 3D pose estimation methods rely on regression to generate 3D joint coordinates from
2D pose. Multi-scale approaches to depth estimation became popular for overcoming the loss
of pooling [110]. Hao et al. [111] initially made use of atrous convolutions to access multiple
scales for depth. Analogously, [112] implements a multi-scale approach with improved results
by fusing feature scales, although it still lacks in precision for more complex objects. Other
methods that use multi-scales include [113] and [114] which combines the multi-scale approach
with CRFs. Several networks rely on leveraging information from the backbone to perform
both 2D pose and depth tasks in multi-scale approaches [115] and [116].
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Chapter 3

WASPnet: Multi-Scale Semantic
Segmentation
This chapter presents the approach developed during this doctoral research for the task of
semantic segmentation. We utilized a combination of the cascaded approach used in [2] for
Atrous Convolutions with the larger FOV obtained from traditional ASPP [1]. This novel “Waterfall” approach creates the WASPnet framework based on the introduction of the Waterfall
Atrous Spatial Pooling (WASP) module.

3.1

WASPnet Approach

We present a new efficient architecture for semantic segmentation, based on a “Waterfall”
Atrous Spatial Pooling architecture, that achieves a considerable accuracy increase while decreasing the number of network parameters and memory footprint. The Waterfall architecture
leverages the efficiency of progressive filtering in the cascade architecture while maintaining multiscale fields-of-view comparable to spatial pyramid configurations. Additionally, our
method does not rely on a postprocessing stage with Conditional Random Fields, which further
reduces complexity and required training time. We demonstrate that the Waterfall approach
with a ResNet backbone is a robust and efficient architecture for semantic segmentation obtaining state-of-the-art results with significant reduction in the number of parameters for the
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Pascal VOC dataset and the Cityscapes dataset.
We introduce an efficient architecture for semantic segmentation making use of the large
FOV generated by Atrous Convolutions combined with cascade of convolutions in a “Waterfall”
configuration. Our WASP architecture provides benefits due to its multiscale representations
as well as efficiency in the reduced size of the network.
The processing pipeline is shown in Figure 3.1. The input image is initially fed into a
deep CNN (namely a ResNet-101 architecture) with the final layers replaced by a WASP
module. The resultant score map with the probability distributions obtained from Softmax
is processed by a decoder network that performs bilinear interpolation and generates a more
efficient segmentation without the use of postprocessing with CRF. We provide a comparison
of our WASP architecture with DeepLab’s original ASPP architecture and with a modified
architecture based on the Res2Net module.

Figure 3.1: WASPnet architecture for semantic segmentation.

3.1.1

Res2Net-Seg Module

Res2Net [117] is a recently developed architecture designed to improve upon ResNet [31].
Res2Net incorporates multi-scale features with a Squeeze-and-Excitation (SE) block [118] to
obtain better representations and achieves promising results. The Res2Net module divides the
original bottleneck block into four parallel streams, each containing 25% of the layers that are
fed to 4 different 3 × 3 convolutions. Simultaneously, it incorporates the output of the parallel
convolution. The SE block is an adaptable architecture that can re-calibrate the responses in
the feature map channel by modeling the inter-dependencies between channels. This allows
improvements in performance by exploiting the dependencies between feature maps without
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increase in the network size.
Inspired by the work in [117], we present a modified version of the Res2Net module that
is suitable for segmentation, named Res2Net-Seg. The Res2Net-Seg module, shown in Figure
3.2, includes the main structure of Res2Net and, additionally, utilizes Atrous Convolutions for
each scale for increased FOV and a fifth parallel branch that performs average pooling of all
features, which incorporates the original scale in the feature map. The Res2Net-Seg module
is utilized in the WASPnet architecture of Figure 3.1 in place of the WASP module. We next
present the WASP module, inspired by multi-scale representations, which an improvement
over both the Res2Net-Seg and the ASPP configuration.

Figure 3.2: Res2Net-Seg block.

3.1.2

WASP Module

We introduce the “Waterfall Atrous Spatial Pyramid” module, shown in Figure 4.2. WASP is
a novel architecture with Atrous Convolutions that is able to leverage both the larger FOV of
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the ASPP configuration and the reduced size of the cascade approach.
An important drawback of Atrous Convolution, applied in either the cascade fashion or the
ASPP (parallel design), is that it requires a larger number of parameters and more memory for
its implementation, compared to standard convolution. In [1], there was experimentation to
replace convolutional layers of the network backbone architecture, namely, VGG-16 or ResNet101, with Atrous Convolution modules, but it was too costly in terms of memory requirements.
A compromise solution is to apply the cascade of Atrous Convolutions and ASPP modules
starting after block 5 when ResNet-101 was utilized.
We overcome these limitations with our Waterfall architecture for improved performance
and efficiency. The Waterfall approach is inspired by multiscale approaches [44, 45], the parallel
structures of ASPP [1], and Res2Net modules [117], as well as the cascade configuration [2]. It
is designed with the goal of reducing the number of parameters and memory required, which
are the main limitation of Atrous Convolutions. The WASP module is utilized in the WASPnet
architecture shown in Figure 3.1.

Figure 3.3: The WASP module.
A comparison between the ASPP module, cascade configuration, and the novel WASP
module is visually highlighted in Figures 3.3 and 3.4, for the ASPP and cascade modules. The
WASP configuration consists of four branches of a Large-FOV being fed forward in a waterfall28
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Figure 3.4: Comparison for ASPP [1] and Cascade configuration [2].
like fashion. In contrast, the ASPP module uses parallel branches that use more parameter
and are less efficient, while the cascade architecture uses sequential filtering operations lacking
the larger FOV.

3.1.3

Decoder

To process the score maps resulting from the WASP module, a short decoder stage was implemented containing the concatenation with low level features from the first block of the ResNet
backbone, convolutional layers, dropout layers, and bilinear interpolations to generate output
maps in the same resolution of the input image.

Figure 3.5: Decoder used in the WASPnet method.
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Figure 3.5 shows the decoder and the respective stage dimensions and number of layers.
The representation considers an input image with dimensions of 1920×1080×3 for width,
height, and RGB color, respectively. In this case, the decoder receives 256 maps of dimensions
240×135 and 256 low level features of dimension 480×270. After matching the dimensions for
inputs of the decoder, the layers are concatenated and processed through convolutional layers,
dropout, and a final bilinear interpolation to reach the original input size.

3.2

Experiments

This section presents the results for the WASPnet architecture for semantic segmentation
utilizing two large main datasets. Details, training parameters, evaluation metrics, and comparisons to the state-of-the-art are also presented.

3.2.1

Datasets

We performed experiments on three datasets used for pre-training, training, validation, and
testing. Microsoft Common Objects in Context (COCO) dataset [119] was used by [1] as
pre-training as it includes a large amount of data, allowing a good balance of starting weights
when training with different datasets, and consequently allowing the increase in precision of
the segmentation.
Pascal Visual Object Class (VOC) 2012 [3] is a dataset containing objects in different
scenarios including people, animals, vehicles, and indoor objects. It contains three different
types of challenges: classification, detection, and segmentation; the latter was utilized in this
paper. For the segmentation benchmark, the dataset contains 1,464 images for training, 1449
images for validation, and 1,456 images for testing annotated for 21 classes. Data augmentation
was used to increase the training set size to 10,582.
Cityscapes [4] is a larger dataset containing urban scene images recorded in street scenes
of 50 different cities with pixel annotations of 25,000 frames. In the Cityscapes dataset,
5000 images are finely annotated at pixel level divided into 2975 images for training, 500 for
validation, and 1525 for testing. Cityscapes is annotated in 19 semantic classes divided into 7
30

3.2. Experiments

3.3. Results
categories (construction, ground, human, nature, object, sky, and vehicle).

3.2.2

Evaluation Metrics

We based our comparison of performance to other methods using Mean Intersection over
Union (mIOU), considered the most important and more widely used metric for semantic
segmentation. A pixel-level analysis of detection is conducted, reporting the intersection of
true positive (TP) pixels detection as a percentage of the union of TP with false negative (FN)
and false positive (FP) pixels.

3.2.3

Simulation Parameters

We calculate the learning rate based on the polynomial method (“poly”) [48], also adopted
in [1]. The poly learning rate LRpoly results in more effective updating of the weights when
compared to the traditional “step” learning rate, given as

LRpoly = (1 −

iter
)power
max_iter

(3.2.1)

where power = 0.9 was employed. We utilized a batch size of eight due to physical memory
constraints in the hardware available, lower than the batch size of ten used by DeepLab. A
subtle improvement in training with a larger batch size is expected for the architectures.
We experimented with different rates of dilation on WASP. We found that larger rates
result in better mIOU. A set rate of r = {6, 12, 18, 24} was selected for the WASP module. In
addition, we performed pre-training using the MS-COCO dataset [119], and data augmentation
in randomly selected images scaled between (0.5,1.5).

3.3

Results

Following training, validation, and testing procedures, the WASPnet architecture was implemented utilizing WASP module, Res2Net-Seg module, or ASPP module. The validation
mIOU results are presented in Table 3.1 for the Pascal VOC dataset. When following similar
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guidelines as in [1] for training and hyperparameters, and using the WASP module, an mIOU
of 80.22% is achieved without the need for CRF postprocessing. Our WASPnet resulted in a
gain of 5.07% on the validation set and reduced the number of parameters by 20.69%.
Architecture
WASPnet-CRF (ours)
WASPnet (ours)
Res2Net-Seg-CRF
Res2Net-Seg
Deeplab-CRF [1]
Deeplab [1]

Number of Parameters
47.482 M
47.482 M
50.896 M
50.896 M
59.869 M
59.869 M

Parameter Reduction
20.69%
20.69%
14.99%
14.99%
-

mIOU
80.41%
80.22%
80.12%
78.53%
77.69%
76.35%

Table 3.1: Pascal Pascal Visual Object Class (VOC) validation set results.
The Res2Net-Seg approach results in an mIOU of 78.53% without CRF, achieves mIOU
of 80.12% with CRF, and reduces the number of parameters by 14.99%. The Res2Net-Seg
approach still shows benefits with the incorporation of CRF as postprocessing, similar to the
cascade and ASPP methods.
Overall, the WASP architecture provides the best result and the highest reduction in
parameters. Sample results for the WASPnet architecture are shown in Figure 3.6 for validation
images from the Pascal VOC dataset [3]. Note, from the generated segmentation, that our
method presents a better definition in the detection shape, being closer to the ground-truth
when compared to previous methods utilizing ASPP (DeepLab).
We tested the effects of different dilation rates (in our WASP module) on the final segmentation. In our tests, all kernel sizes were set to 3 following procedures as in [1]. Table 3.3
reports the accuracy, in mIOU, for the Pascal VOC dataset for different dilation rates in the
WASP module. The configuration with dilation rates of {6, 12, 18, 24} resulted in the best
accuracy for the Pascal VOC dataset, therefore, the following tests were conducted using this
dilation rate.
We also experimented with postprocessing using CRF. The application of CRF has the
benefit of better defining the shapes of the segmented areas. Similarly to the procedures
followed in [1], we performed parameter tuning, for the parameters of Equation (3), by varying
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Figure 3.6: Results sample for Pascal VOC dataset [3].
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WASP Dilation Rates
{2, 4, 6, 8}
{4, 8, 12, 16}
{6, 12, 18, 24}
{8, 16, 24, 32}

mIOU
79.61%
79.72%
80.22%
79.92%

Table 3.2: Pascal VOC validation set results for different sets of dilation in the WASP module.
Architecture
DeepLabv3+ [38]
Deeplabv3 [2]
Auto-DeepLab-L [40]
Deeplab [1]
WASPnet-CRF (ours)
WASPnet (ours)
Dilation [120]
CRFasRNN [55]
ParseNet [48]
FCN 8s [13]
Bayesian SegNet [47]

Additional Training
JFT-300M
JFT-300M
JFT-300M
JFT-300M
-

Dataset Used
[37]
[37]
[37]
[37]

mIOU
87.8%
85.7%
85.6%
79.7%
79.6%
79.4%
75.3%
74.7%
69.8%
67.2%
60.5%

Table 3.3: Pascal VOC test set results.
ω1 between 3 and 6, σα from 30 to 100, and σβ from 3 to 6, while fixing both ω2 and σγ to 3.
The addition of CRF postprocessing to our WASPnet method resulted in a modest increase
of 0.2% in the mIOU for both the validation and test sets of the Pascal VOC dataset. The
gains from using CRF are less significant than those in [1], due to more efficient use of FOV by
WASPnet. The effects of CRF on accuracy were not consistent across different classes. Classes
with objects that do not have extremities, such as bottle, car, bus, and train, benefited most,
whereas there was a decrease in accuracy for classes with more delicate boundaries such as
bicycle, plant, and motorcycle.
Results on the testing Pascal VOC dataset are shown in Table 3.3. The additional training
dataset column refers to DeepLabv3 types of models where a ResNet-101 model was pretrained
on both ImageNet [29] and JFT-300M [37] when performing the test challenge for Pascal VOC.
JFT-300M consists of Google’s internal dataset of 300 million images labeled in 18,291 categories, and therefore these results cannot be compared directly to other external architectures
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including this work. The addition of the JFT dataset for training allows the architecture to
achieve performance improvements that are not possible without the such a large number of
training samples. Note that training of the WASPnet network was performed only on the
training dataset provided by the challenge, consisting of 1,464 images. Based on these results,
WASPnet outperforms all of the other methods that are trained on the same dataset.
WASPnet was also used with the Cityscapes dataset [4] following similar procedures. Table
3.4 shows the results obtained for Cityscapes, resulting in an mIOU of 74.0%, a gain of 4.2%
from [1]. The Res2Net-Seg version of the network achieved 72.1% mIOU.
Architecture
WASPnet (ours)
WASPnet-CRF (ours)
Res2Net-Seg (ours)
Deeplab-CRF [1]
Deeplab [1]

Number of Parameters
47.482 M
47.482 M
50.896 M
59.869 M
59.869 M

Parameter Reduction
20.69%
20.69%
14.99%
-

mIOU
74.0%
73.2%
72.1%
71.4%
71.0%

Table 3.4: Cityscapes validation set results.
For both WASP and Res2Net-Seg architectures tested on the Cityscapes dataset, the CRF
postprocessing did not have much benefit. A similar result was found with DeepLab where
CRF resulted in a small improvement of the mIOU. The higher resolution and shape of detected instances in the Cityscapes dataset likely affected the effectiveness of the CRF. With
Cityscapes, we used a batch size of 4 due to hardware constraints during training; other
architectures have used batch sizes of up to ten.
Table 3.5 shows the results of WASPnet on the Cityscapes testing dataset. WASPnet
achieved mIOU of 70.5% and outperformed other architectures trained on the dame dataset.
We only performed training on the fine annotation images from the Cityscapes dataset, containing 2975 images, whereas the DeepLabv3 style architectures used larger datasets for training, such as JFT-300M containing 300 million images for pre-training and and coarser dataset
from Cityscapes containing 20,000 images.
Figure 3.7 shows examples of Cityscapes image segmentations with the WASPnet method.
Like our observations from the Pascal VOC dataset, our method produces better defined
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Figure 3.7: Results sample for Cityscapes dataset [4].
shapes for the segmentation compared to DeepLab. Our results are closer to the ground-truth
data, and show better segmentation of smaller objects that are further away from the camera.
Our results in Table 3.4 illustrate that postprocessing with CRF slightly decreased the
mIOU by 0.8% in the Cityscapes dataset: CRF has difficulty dealing with delicate boundaries,
which are common in the Cityscapes dataset.
With WASPnet, the presence of larger FOV due to the WASP module is able to offset
the potential gains of the CRF module from previous networks. An additional limitation is
that CRF requires substantial extra time for processing. For these reasons, we conclude that
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Architecture
Auto-DeepLab-L [40]
DeepLabv3+ [38]
WASPnet (ours)
Deeplab [1]
Dilation [120]
FCN 8s [13]
CRFasRNN [55]
ENet [42]
SegNet [39]
Mask-RCNN [60]

Additional Training Dataset Used
Coarse Cityscapes [4]
Coarse Cityscapes [4]
-

mIOU
82.1%
82.1%
70.5%
70.4%
67.1%
65.3%
62.5%
58.3%
55.6%
49.9%

Table 3.5: Pascal Cityscapes test set results.
WASPnet can be used without CRF postprocessing.

3.3.1

Fail Cases

Classes that contain more delicate, and consequently harder to accurately detect, shapes contribute the most to segmentation errors. Particularly, tables, chairs, leaves, and bicycles
present a bigger challenge to segmentation networks. These classes also resulted in a lower
accuracy when applying CRF. Representative examples of fail cases are shown in Figure 3.8
for classes chair and bicycle, which are the most difficult to segment. Even in these cases,
WASPnet (without CRF) is able to better detect the general shape compared to DeepLab.

Figure 3.8: Occurrence of fail cases to detect more delicate boundaries
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Chapter 4

UniPose and OmniPose: Top-Down
Pose Estimation
Expanding on the developments of semantic segmentation using the multi-scale approach, this
chapter presents the approaches applied for this doctoral research for the task of top-down
pose estimation for single-person and multi-person scenarios.

4.1

Single-Person 2D Pose Estimation

For 2D pose estimation for a single-person we introduce the UniPose framework, which later
was improved by the UniPose+ method. Both UniPose and UniPose+ methods for pose
estimation and images and videos are described in the following sections.

4.1.1

UniPose

We introduce UniPose, a unified architecture for pose estimation, that exploits the large FOV
generated by atrous convolutions combined with cascade of convolutions in a “Waterfall” configuration. Our WASP module for pose estimation offers multi-scale representations as well as
efficiency in the reduced size of the network. Improving upon previous works, UniPose does
not require separate branches for bounding box and joint detections. Instead, it performs a
unified detection of the bounding box for the human subject and its joints.
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Motivated by advances in semantic segmentation architectures [2], [120], [42], we introduce
a unified pose estimation framework, called UniPose, that consists of only one stage and obtains
accurate results without postprocessing. A main component of our architecture is the WASP
module [5] which combines the cascaded approach for Atrous Convolution with the larger FOV
obtained from parallel configuration from the ASPP module [1].
Our unified approach predicts the location of joints using contextual information due to
the larger FOV and multi-scale approach used in our network. With our contextual approach,
our network includes the information of the entire frame and, therefore, does not require post
analysis based on statistical or geometric methods. The main contributions of this paper are
the following.
• We introduce the UniPose framework, based on the Waterfall module for Atrous Spatial
Pooling that achieves state-of-the-art results for single person human pose estimation.
• Our Waterfall module increases the receptive field of the network by combining the
benefits of cascade atrous convolutions with multiple FOV in a parallel architecture
inspired by the spatial pyramid approach.
• The novel UniPose method determines both the locations of joints and the bounding
box for person detection, eliminating the need for separate branches in the network.
• We extend the Waterfall based approach to UniPose-LSTM by adopting a linear sequential LSTM configuration and obtain state-of-the-art results for temporal human pose
estimation in video.
The UniPose processing pipeline is shown in Figure 4.1. The input image is initially fed
into a deep CNN, in this case ResNet-101, with the final layers replaced by a WASP module.
The resultant feature maps are processed by a decoder network that generated K heatmaps,
one for each joint, with the corresponding probability distributions obtained from Softmax.
Then the decoder performs bilinear interpolation to recover the original resolution, followed
by a local max operation to localize the joints for pose estimation. The decoder in our network
generates detections of joints for both visible and occluded parts. Additionally, the decoder
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generates a bounding box detection without the use of post-processing or independent parallel
branches.

Figure 4.1: UniPose architecture for single frame pose detection. The input color image of dimensions (HxW) is fed through the ResNet backbone and WASP module to obtain 256 feature
channels at reduced resolution by a factor of 8. The decoder module generates K heatmaps,
one per joint, at the original resolution, and the locations of the joints are determined by a
local max operation.

4.1.1.1

WASP for Pose Estimation

One main component of the UniPose architecture is the use of the WASP module for pose
estimation. The WASP architecture, shown in Figure 4.2, is designed to leverage both the
larger FOV of the ASPP configuration and the reduced size of the cascade approach. Initially
applied by [5] for semantic segmentation, the inspiration for WASP was to combine the benefits
of the ASPP [1], Cascade [2], and Res2Net [117] modules.
WASP relies on atrous convolutions to maintain a large FOV, performing a cascade of
atrous convolutions at increasing rates to gain efficiency. In contrast to ASPP, WASP does
not immediately parallelize the input stream. Instead, it creates a waterfall flow by first
processing through a filter and then creating a new branch. In addition, WASP goes beyond
the cascade approach by combining the streams from all its branches and average pooling of
the original input to achieve a multi-scale representation. The WASP module output fW ASP
is defined by the equation:
4
X
fW ASP = K1 ⊛ (
K1 ⊛ (K1 ⊛ (Kdi ⊛ fi−1 )) + AP (f0 ))

(4.1.1)

i=1

where ⊛ represents convolution, f0 is the input feature map, fi is the feature map resulting
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Figure 4.2: Waterfall architecture in the WASP module [5]. The inputs to the WASP module
are the high-level features maps from the backbone.
from the ith atrous convolution, AP is the 2D global average pooling operation through the
channels with filter dimension and stride of 1, K1 and Kdi represent convolutions of kernels
1 × 1 and 3 × 3 with dilations of di = [6, 12, 18, 24], respectively. All feature maps from the
4 branches are concatenated with the 2D average pooling branch with pooling and kernel
size equal to one, averaging their channel dimension, resulting in 1,280 channels. The last
convolution of kernel size 1 brings the number of feature maps down to 256.
The WASP module generates an efficient multi-scale representation that helps UniPose+
to achieve state-of-the-art results. The WASP architecture, shown in Figure 4.2, is designed to
leverage both the larger FOV of the ASPP configuration and the reduced size of the cascade
approach.

4.1.1.2

Decoder Module for 2D Pose

Our 2D decoder module converts the score maps from the WASP module to heatmaps corresponding to body joints and the bounding box. Figure 4.7 shows the decoder architecture for
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an input color image of size (1280×720). The decoder receives 256 feature maps from WASP
and 256 low level feature maps from the first block of the ResNet backbone. After a max
pooling operation to match the dimensions of the inputs, the feature maps are concatenated
and processed through convolutional layers, dropout layers, bilinear interpolation to resize to
the original input size and Gaussian heatmap modulation to select the peak. The output consists of K heatmaps corresponding to K joints that are used for joint localization after a local
max operation. Additionally, the decoder outputs heatmaps for the bounding box without
requiring an additional branch.

Figure 4.3: Decoder module used in the UniPose pipeline. The original image dimensions are
(1280x720). The inputs to the decoder are 256 channels of ResNet low level features and 256
channels of the WASP feature maps. The output of the decoder is K heatmaps corresponding
to K joints, shown in the image example. Additionally, the decoder outputs heatmaps for the
bounding box (not shown in the image).

4.1.1.3

Temporal Pose Estimation: UniPose-LSTM

The UniPose architecture was modified to UniPose-LSTM for pose estimation in video. For
video processing, it is useful to leverage the similarities and temporal correlations between
consecutive frames. To operate in video processing mode, the UniPose architecture is augmented by an LSTM module that receives the final heatmaps from the previous frame along
with the decoder heatmaps from the current frame. The pipeline of UniPose-LSTM is shown
in Figure 4.4. This network includes CNN layers following the LSTM to generate the final
heatmaps used for joint detection.
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Figure 4.4: UniPose-LSTM architecture for pose estimation in videos. The joint heatmaps
from the decoder of UniPose are fed into the LSTM along with the final heatmaps from the
previous LSTM state. The convolutional layers following the LSTM reorganize the outputs
into the final heatmaps used for joint localization.
The UniPose-LSTM configuration allows the network to use information from the previously processed frames, without significantly increasing the total size of the network. For both
the single image and video configurations, our network uses identical ResNet-101 backbone,
WASP module, and decoder. We evaluated the performance benefits due to the temporal
length of the memory component, when using an LSTM for several frames. It was experimentally determined that accuracy improves when incorporating up to 5 frames in the LSTM, and
a plateau in accuracy was observed for additional frames.

4.1.2

Improved UniPose+ Method

Improving upon the work of UniPose, we introduce the improved UniPose+ framework, a
unified framework for human pose estimation tasks including 2D and 3D pose estimation in
images or videos. UniPose+ does not require separate branches for bounding box and joint
detections, and simultaneously estimates 2D and 3D pose in an end-to-end architecture with
shared backbone. The UniPose+ framework performs a unified detection of the bounding box
and joints of a person, as well as regression for the 3D coordinates of the joints. Building
upon the UniPose method for 2D pose [121], the UniPose+ framework includes the multiscale “Waterfall” configuration and further improves the efficiency of joint detection with the
incorporation of Gaussian heatmap modulation at the decoder stage.
The first configuration of UniPose+ is the framework for 2D pose estimation in single
images, which provides increased accuracy over UniPose [121]. The processing pipeline is
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shown in Figure 4.5. The input image is initially fed into a deep CNN backbone. Unipose+
is a backbone agnostic framework. To demonstrate its capability of improving accuracy in a
wide variety of backbones, we implement the UniPose+ framework to accommodate a variety
of backbones including HRNet [17], a modified ResNet-101 [31], and SENet-152 [122].
The resultant feature maps are processed by a decoder network that generates K heatmaps,
one for each joint, with the corresponding probability distributions obtained from Softmax.
Then the decoder performs bilinear interpolation to recover the original resolution, followed
by a local max operation to localize the joints for 2D pose estimation. The decoder in our
network generates detections for both visible and occluded joints. Additionally, the decoder
generates a bounding box detection without the use of postprocessing or independent parallel
branches.

Figure 4.5: UniPose+ architecture for single frame 2D pose detection. The input color image
of dimensions (HxW) is fed through the backbone and WASP module to obtain 256 feature
channels. The decoder module generates K heatmaps, one per joint.

The incorporation of the multi-level approach via the WASP module and the Gaussian
heatmap modulation during interpolation allows the UniPose+ framework to more widely
explore feature representations without incorporating a larger backbone, such as the deeper
ResNet-152, or a heavier multi-stage architecture, such as Hourglass. The modularity of the
UniPose+ framework enables easier implementation for reproducibility, and natural expansion
to 3D pose estimation.
Chapter 4. UniPose and OmniPose: Top-Down Pose Estimation
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4.1.2.1

Gaussian Heatmap Modulation

Conventional interpolation or upsampling methods for the decoding stage of the network
result in an inevitable loss in resolution and consequently accuracy, limiting the potential
of the network. Motivated by recent results with distribution aware modulation [78], we
include Gaussian heatmap modulation in our decoder module for training, validation, and
inference. The implementation of the Gaussian interpolation allows the network to achieve subpixel resolution for peak localization following the anticipated Gaussian pattern of the feature
response. This method results in a smoother response and more accurate peak prediction for
joints, by eliminating false positives in noisy responses during the joint detection.

Figure 4.6: Illustration of the Gaussian heatmap modulation process for feature maps following
the interpolation in the decoder.
We utilize a convolution operation of the interpolated features map fD with a Gaussian
kernel K, shown in Equation (2), aiming to approximate the response shape to the expected
label of the dataset during training.

fG = K ⊛ fD

(4.1.2)

where fG represent the feature maps after the Gaussian convolution operation. The behavior
is learned and reproduced by the network during validation and inference.
Following convolution with the Gaussian kernel, the modulation of the interpolation output
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is scaled to fGs by mapping fG to the range of the response of the original feature map fD
using:
fGs =

fG − min(fG )
∗ max(fD )
max(fG ) − min(fG )

(4.1.3)

Our Gaussian heatmap modulation approach allows for better localization of the coordinates during interpolation, by overcoming the quantization error inherited from the increase
in resolution. Figure 4.6 demonstrates the modularization of a feature map response used by
UniPose+.

4.1.2.2

UniPose+ Decoder Module for 2D Pose

Leveraging the development of the Gaussian Heatmap modulation, UniPose+ applies an improved decoder module to its predecessor, UniPose. The updated decoder, shown in Figure 4.7,
applies a Gaussian modulation to reduce the quantization error caused by the interpolation
stages of the decoder.

Figure 4.7: Decoder module used in the UniPose+ pipeline. Assuming original image dimensions of (1280×720), the inputs to the decoder are the channels from low level features layer
of the backbone and channels of the WASP feature maps. The bilinear interpolation is used
to bring the high level feature dimensions to match the lower level features dimensions depending on the backbone selected. The output of the decoder is K heatmaps corresponding
to K joints, shown in the image example. Additionally, the decoder outputs heatmaps for the
bounding box (not shown in the image).
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4.1.2.3

UniPose+Backbone Selection

The backbone agnostic UniPose+ framework performs pose estimation with high accuracy by
enhancing the features through the waterfall module, which leverages information from the first
and last blocks of the backbone. The inclusion of the WASP module in the framework improves
the feature representations of the backbone without requiring significant computational effort
and achieves increases in accuracy with low overhead during implementation.
We demonstrate the UniPose+ framework’s robustness and flexibility due to its modular
nature by considering three different backbones for feature extraction: ResNet [31], SENet
[122], and HRNet [17]. Comparisons with these three backbones are provided in the next
section, including ablation studies and analyses of the number of parameters and GFLOPs
for each configuration. Our results show that the use of different backbones significantly
impacts the accuracy and computational cost of the network. The most significant increases
in performance are achieved when adopting the HRNet backbone, as demonstrated next by
our results.
4.1.2.4

UniPose+LSTM: Improved Temporal Pose Estimation

Similarly to the improvement observed by the use of Gaussian Heatmap modulation for single
frame pose estimation, the Gaussian Heatmap modulation was also applied at the UniPoseLSTM method, creating the UniPose+LSTM network. The pipeline of UniPose+LSTM is
shown in Figure 4.8.

Figure 4.8: UniPose+LSTM architecture for pose estimation in videos. The joint heatmaps
from the UniPose+ decoder are fed into the LSTM along with the final heatmaps from the
previous LSTM state. The convolutional layers following the LSTM reorganize the outputs
into the final heatmaps used for joint localization.
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4.1.3

Single-Person Pose Estimation Experiments

We performed training, validation and testing of UniPose based on the procedures and metrics described in this section. Compared to state of the art, our methods achieved superior
performance in several datasets, for both single frame pose estimation with UniPose.

4.1.3.1

Datasets

We performed experiments on the following five datasets. Two datasets are composed of
single images: Leeds Sports Pose (LSP) [123] and MPII [124]; two datasets consist of video
sequences: Penn Action [125] and BBC Pose [126]; and the Human3.6M dataset is used for
3D pose estimation. A brief description of these datasets is provided below.
The LSP dataset [123] was initially used for single person pose estimation. Images for LSP
were collected from Flickr for a variety of individuals performing sports activities. The dataset
is composed of 1,000 images for training and 1,000 images for testing with 14 labelled keypoints
in the entire body. The LSP dataset includes lower variation in the data, allowing a good initial
assessment of the network performance for the task of single person pose estimation.
The MPII [124] dataset contains approximately 25,000 images of annotated body joints of
over 40,000 subjects. The images are collected from YouTube videos in 410 everyday human
activities. The dataset contains frames with 2D and 3D joints annotations, head and torso
orientations, and body part occlusions. Another feature of the MPII dataset is that it contains
previous and following frames, although it lacks labelling for those frames.
Aiming to further enable sign language pose estimation, expanding to sign language and
including more key points in the subject, we introduce PoseASL, a new dataset for sign
language pose estimation. resultant of a collaboration between the Rochester Institute of
Technology (RIT) and the National Technical Institute of the Deaf (NTID).
We introduce the PoseASL dataset, consisting of over 786,384 images extracted from 165
videos of American Sign Language (ASL) recorded and labelled for 19 key points with Microsoft
Kinect. The videos include 14 different signers in several different backgrounds (ranging from
neutral to diverse objects), clothing, and physical appearances.
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The extracted key points consist of head, neck, shoulders, elbows, wrists, hand palms,
thumbs, index fingers, mid spine, lower spine, and both sides of the hip. The dataset is
divided in 616,665 images for training, 87,877 for validation, and 81,842 for testing. Figure
4.9 shows a sample of a frame of the dataset, along with its recorded ground truth for all 19
key points.
All 14 signers in the dataset, represent equivalent length activities, allowing the cross
comparison analysis between signers. Also, the PoseASL dataset includes different levels of
fluidity in ASL, natives and non-native signers, right and left handed subjects, broadening the
potential for analysis for ASL and other sign language research.

Figure 4.9: Sample images from the PoseASL dataset
In order to train our network for joint detection, a pre-processing step was performed. Ideal
Gaussian maps were generated at the locations of joints in the ground truth labels. These
maps are more effective for training than single points at the joint locations, and they are used
to train our UniPose network to generate Gaussian heatmaps corresponding to the location of
each joint in the frame.

4.1.3.2

Metrics

For the evaluation of UniPose, various datasets and metrics were used, depending on previously
reported results and the available ground truth for each dataset. Some datasets, such as LSP
[123], report and compare accuracy in Percentage of Correct Parts (PCP), where a limb
is considered detected if the distance of its two predicted joints is below a threshold. In
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this paper, we adopted a threshold of half the distance of the ground truth limb, commonly
referred as PCP@0.5. The PCP method introduces a bias due to the stronger penalization for
the detection of smaller limbs (i.e. arm in comparison to torso), since they naturally have a
shorter distance, and consequently a smaller threshold for detection.
Another metric used is the Percentage of Correct Keypoints (PCK). This metric considers
the prediction of a keypoint correct when a joint detection lies within a certain threshold distance of the ground truth. Two commonly used thresholds were adopted. The first is PCK@0.2,
which refers to a threshold of 20% of the torso diameter, and the second is PCKh@0.5, which
refers to a threshold of 50% of the head diameter.

4.1.3.3

Simulation Parameters

We input the native resolution of the input image without resizing, in order to train the
network with the most detail possible through our dense and large FOV network. For that
reason, the batch size utilized varied from high amounts for lower resolution datasets (e.g.
LSP) to smaller batches of 5 for datasets such as the BBC Pose [126].
We experimented with different rates of dilation on the WASP module. We found that
larger rates result in better prediction. A set of dilation rates of r = {6, 12, 18, 24} was
selected for the WASP module.
We calculate the learning rate based on the step method, where the learning rate started at
10−4 and was reduced progressively by an order of magnitude at each step [48]. All experiments
were performed using PyTorch 1.0 on Ubuntu 16.04. The workstation has an Intel i5-2650
2.20GHz CPU with 16GB of RAM and an NVIDIA Tesla V100 GPU.

4.1.3.4

Results

We initially tested our network on the LSP dataset and compared the results with other
methods, as shown in Table 4.1. UniPose achieved a PCK@0.2 of 94.5% and UniPose+ further
increase the PCK@0.2 t0 94.8%, showing significant gains in comparison to other approaches in
both metrics, as well as gains to the previous generation of the UniPose framework. Differently
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than methods such as CPM, [23], UniPose is able to detect the body joints with high confidence
in a single iteration, instead of going through several stages or iterations in the network.
Method
UniPose+ (ours) [127]
Gated Skip [128]
UniPose (ours) [121]
SAGAN [81]
8-Stack HG [79]
Part Regression [129]
CPM [23]
DeepCut [65]
Recurrent [21]

PCK@0.2
for LSP
94.8%
94.8%
94.5%
94.3%
94.0%
90.7%
90.5%
87.1%
85.2%

Table 4.1: Pose estimation results and comparison with other methods for the LSP dataset.
Examples of pose estimation for subjects from LSP dataset are shown in Figure 4.10. It
is noticeable from these examples that our method identifies the location of symmetric body
joints with high precision. Challenging conditions include the detection of joints in limbs that
are not sufficiently separated and occlude each other. The LSP dataset usually includes only
one person per image, but there are cases with multiple people. The hardest challenge in LSP
is the presence of unusual poses, including limb occlusions or upside down orientation when
person performing an acrobatic move, as shown in Figure 4.10.
We next perform training and testing in the larger MPII dataset [124], focusing on single
person detection. Since the MPII images may contain multiple people, we used the center
map of the main person in order to detect the pose of the correct individual. We used the
WASPnet method [5] implementation for segmentation and detection of all the individuals,
followed by the UniPose method to detect pose of the selected individual.
Table 4.2 shows the results for the MPII testing dataset. UniPose+ achieves a PCKh
detection rate of 92.9%, while UniPose reaches 92.7% and outperformed other methods for
single person pose estimation, as well as presented an improvement to the previous results
achieved by UniPose [121].
The MPII dataset generally presents more common poses of people in everyday activities,
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Figure 4.10: Pose estimation examples from the LSP dataset
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Method
UniPose+ (ours) [127]
UniPose (ours) [121]
MSPN [76]
8-Stack HG [79]
Deeply-Learned Models [130]
SAGAN [81]
Structure-Aware [131]
Improvement Multi-Stage [80]
CFA [80]
CPM [23]

PCKh@0.5
for MPII
92.9%
92.7%
92.6%
92.5%
92.3%
92.3%
92.0%
90.1%
90.0%
88.5%

Table 4.2: Pose estimation results and comparisons with other methods for the MPII dataset.
that mostly take place outdoors. The main difficulty with MPII is the presence of multiple
people in the images. Instances where there is not enough separation between the main
person and other people resulted less accurate detections. Figure 4.17 demonstrates successful
detections on the main person in the image, as determined by the dataset.
Examples of pose estimation with UniPose in the MPII dataset are shown in Figure 4.17.
These examples illustrate that UniPose deals effectively with occlusion, e.g. in the case of the
horse rider.
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Figure 4.11: Pose estimation examples from the MPII dataset
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4.1.4

Temporal Pose Estimation Experiments

We performed training, validation and testing of UniPose based on the procedures and metrics
described in this section. Compared to state of the art, our methods achieved superior performance in several datasets, for video pose estimation with UniPose+LSTM, including the
specific task of pose estimation on sign language videos.

4.1.4.1

Datasets

We performed experiments on the following two datasets consist of video sequences: Penn
Action [125] and BBC Pose [126].
Penn Action [125] dataset contains 2,326 video sequences of 15 different activities including
different sports, athletic activities, and playing instruments. The dataset was used to evaluate
the performance of our architecture for temporal pose estimation and joint tracking, i.e., the
estimation of pose in a frame while contextually using previous detections to refine the result.
The BBC Pose dataset [126] consists of 20 videos from the British Broadcasting Corporation (BBC) with the presence of a British Sign Language (BSL) signer. The BBC Pose dataset
was utilized for the specialized application of human pose for sign language. The dataset includes of 610,115 labelled images for training, 309,171 for validation, and 309,260 for testing.
As a limitation of the dataset, the labels consist of only 7 keypoints in the human upper body
including head, shoulders, elbows, and wrists.

4.1.4.2

Results

Table 4.3 shows the results for our UniPose-LSTM in the Penn Action dataset [125]. Our
results show a significant improvement over previous state-of-the-art methods by the application of UniPose-LSTM in the temporal mode with 5 consecutive frames. For this dataset,
the results are reported as a correct detection when the predicted joint location lies within
the provided bounding box, following the same procedure introduced by [58] and applied by
[95]. Our method results in a 99.3% detection rate for UniPose and 99.4% for UniPose+, an
improvement of 1.6% over the next best result.
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Method
UniPose+ (ours) [127]
UniPose-LSTM (ours) [121]
LSTM-PM [95]
CPM [23]
Thin-Slicing Network [93]
N-best [132]
ACPS [133]

PCK for
Penn Action
99.4%
99.3%
97.7%
97.1%
96.5%
91.8%
81.1%

Table 4.3: Pose estimation results and comparisons with other methods for the Penn Action
dataset.
Our UniPose network leverages the memory capability of the LSTM by incorporating 5
consecutive frames. This feature enables a higher detection rate and consequently a more
robust architecture against motion blur and occlusions in the image.
Examples of detections for the Penn Action dataset [125] are shown in Figure 4.12. The
examples selected are of fast motion scenarios, showing every other frame in sequence, so that
significant differences are observed between frames.
Our UniPose network leverages the memory capability of the LSTM by incorporating 5
consecutive frames. This feature enables a higher detection rate and consequently a more
robust architecture against motion blur and occlusions in the image. We experimented with
different numbers of frames to evaluate the memory capability associated with the use of the
LSTM. Table 4.4 shows the accuracy gains observed from implementing LSTM for a number
of frames ranging from 1 to 6. It is noticeable that the accuracy gains obtained by the LSTM
plateaus as the number of frames reaches values of 5 or larger.
For the BBC Pose dataset, we incorporated simultaneous pose estimation and bounding
box detection in UniPose. The bounding box is processed through additional confidence
maps from our decoder. In order to train our network to detect bounding box locations, we
generate Gaussian maps for the ground truth location of the bounding box vertices based on
joint locations during training. The bounding boxes vertices are defined as the rectangular
area containing all the joints with an addition of 5% in width and height in order to better
accommodate limbs located closer to the bounding box border (i.e. hands, head). During
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Figure 4.12: Pose estimation examples from the Penn Action dataset for a sequence of frames.
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Number of frames
in LSTM
1
2
3
4
5
6

PCK for
Penn Action
98.4%
98.6%
98.8%
99.1%
99.3%
99.3%

Table 4.4: UniPose-LSTM results for the Penn Action dataset for different number of frames
used by the LSTM.
inference, the network generates the location of the edges for the bounding box that correlate
with the body joints detected plus a 5% margin predefined for better fitting of the body.

Figure 4.13: Pose estimation examples from BBC Pose dataset for a sequence of frames.
Figure 4.13 shows examples of pose estimation and bounding box detections for subjects
in the BBC dataset. Detections are shown for every other frame to illustrate different poses
in the sequence. Our network is able to efficiently detect the pose of the signers as well as
generate the bounding box containing their signing area.
Table 4.5 shows results for the BBC Pose dataset, where pose is detected specifically for
sign language. UniPose-LSTM significantly outperforms the older methods by achieving a
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PCKh of 98.9%, while UniPose+LSTM results in 99.0% accuracy. In order to obtain results
from another method for comparison, we trained CPM for the BBC Pose dataset, obtaining a
PCK of 97.6%, which is below the performance of UniPose-LSTM.
Method
UniPose+ (ours) [127]
UniPose-LSTM [121]
CPM [23]
Charles et al. [97]
Buehler et al. [98]

PCKh@0.5
for BBC Pose
99.0%
98.9%
97.6%
74.9%
67.5%

Table 4.5: Pose estimation results and comparisons with other methods for the BBC Pose
dataset

4.2

OmniPose: Top-Down Multi-Person Pose Estimation

We introduce OmniPose, a single-pass, modular, end-to-end trainable framework, that achieves
state-of-the-art results for multi-person pose estimation. Using a novel waterfall module, the
OmniPose architecture leverages multi-scale feature representations that increase the effectiveness of backbone feature extractors, without the need for post-processing. OmniPose incorporates contextual information across scales and joint localization with Gaussian heatmap
modulation at the multi-scale feature extractor to estimate human pose with state-of-theart accuracy. The multi-scale representations, obtained by the improved waterfall module in
OmniPose, leverage the efficiency of progressive filtering in the cascade architecture, while
maintaining multi-scale fields-of-view comparable to spatial pyramid configurations. Our results on multiple datasets demonstrate that OmniPose, with an improved HRNet backbone
and waterfall module, is a robust and efficient architecture for multi-person pose estimation
that achieves state-of-the-art results. We additionally present a lightweight OmniPose-Lite architecture that achieves high accuracy results while drastically decreasing the computational
load of the network.
Expanding upon the successful approach by UniPose [121], we introduce OmniPose, a
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single-stage network for multi-person 2D pose estimation, that is end-to-end trainable and
generates state-of-the-art results without requiring, post-processing, intermediate supervision,
multiple iterations or anchor poses. A main aspect of the OmniPose architecture is an expanded multi-scale feature representation that combines a modified HRNet [17] feature extractor with a novel advanced Waterfall Atrous Spatial Pooling (WASPv2) module. The novel
WASPv2 module combines the cascaded approach for atrous convolution [120], [134], [5] with
a larger FOV and is integrated with the network decoder offering significant improvements in
accuracy.
The OmniPose framework leverages contextual information from multi-scale feature representations to predict the joint locations of multiple people in the image. This multi-scale
contextual approach allows our network to include information from the entire frame, and
consequently does not require any type of post processing. In addition, the WASPv2 module
allows a better detection of shapes, resulting in a more accurate estimation of occluded joints.
The main contributions of this paper are the following.
• We introduce the novel OmniPose framework, a single-pass, end-to-end trainable, multiscale approach that produces state-of-the-art results for multi-person pose estimation.
• We introduce an improved Waterfall module that increases the performance of the network by using a larger field view while maintaining the high resolution of feature maps
through the branches of the module. In addition, the WASPv2 module acts simultaneously as feature extractor and decoder, reducing the computational cost and size of the
network.
• The OmniPose framework achieves an increase in performance by incorporating Gaussian
heatmap modulation that enhances deconvolution operations in the multi-scale architecture for a more accurate representation of joint locations and reduction of the spatial
quantization error in the network.
• We introduce the novel lightweight OmniPose-Lite architecture that achieves high accuracy results while dramatically decreasing the number of parameters and computational
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cost of the network by leveraging the size reduction of separable convolutions throughout
the network.
The novel OmniPose framework, illustrated in Figure 4.14, is a single-pass, single output
branch network for pose estimation of multiple people instances. OmniPose incorporates
improvements in feature representation from multi-scale approaches [17], [78] and an encoderdecoder structure combined with spatial pyramid pooling [38] and our advanced waterfall
module (WASPv2).

Figure 4.14: OmniPose framework for multi-person pose estimation. The input color image
is fed through the improved HRNet backbone and WASPv2 module to generate one heatmap
per joint or class.
The processing pipeline of the OmniPose architecture is shown in Figure 4.14. The input
image is initially fed into a deep CNN backbone, consisting of our modified version of HRNet
[17]. The resultant feature maps are processed by our WASPv2 decoder module that generates
K heatmaps, one for each joint, with the corresponding confidence maps. The integrated
WASPv2 decoder in our network generates detections for both visible and occluded joints
while maintaining the image high resolution through the network.
Our architecture includes several innovations to increase accuracy. The first is the application of atrous convolutions and waterfall architecture of the WASPv2 module, that increases
the network’s capacity to compute multi-scale contextual information. This is accomplished
by the probing of feature maps at multiple rates of dilation during convolutions, resulting
in a larger FOV in the encoder. Our architecture integrates the decoding process within
the WASPv2 module without requiring a separate decoder. Additionally, our network demon62
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strates good ability to detect shapes by the use of spatial pyramids combined with our modified
HRNet feature extraction, as indicated by state-of-the-art results. Finally, the modularity of
the OmniPose framework enables easy implementation and training.
OmniPose leverages the large number of feature maps at multiple scales in the novel
WASPv2 module. In addition, we improved the results of the backbone network by incorporating gaussian modulated deconvolutions in place of the upsampling operations during
transition stages of the original HRNet architecture. The modified HRNet feature extractor
is followed by the improved and integrated multi-scale waterfall configuration of the WASPv2
decoder, which further improves the efficiency of the joint detection with the incorporation
of Gaussian heatmap modulation of the decoder stage, and full integration with the decoder
module.
Targeting the reduction of computational cost and number of parameters, we implement
separable convolutions replacing the initial two layers of strided convolutions in our model and
the atrous convolutions in the WASPv2 module. Figure 4.15 demonstrates the implementation
of the strided convolution that consists of a spatial (or depth-wise) convolution through the
individual channels of the feature maps, followed by a rectified linear unit (ReLU) activation
function, and a point-wise convolution to incorporate all the layers of the feature maps.

Figure 4.15: Implementation of our separable convolution. The cascade of depth-wise convolution, ReLU activation, and point-wise convolution replace the standard convolution in order
to reduce the number of parameters and computations in the network.

4.2.1

WASPv2 Module

The advanced “Waterfall Atrous Spatial Pyramid” module, or WASPv2, shown in Figure 4.16,
generates an efficient multi-scale representation that helps OmniPose achieve state-of-the-art
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results. Our improved WASPv2 module expands the feature extraction through its multi-level
architecture. It increases the FOV of the network with consistent high resolution processing
of the feature maps in all its branches, which contributes to higher accuracy. In addition,
WASPv2 generates the final heatmaps for joint localization without the requirement of an
additional decoder module, interpolation or pooling operations.

Figure 4.16: The improved WASPv2 advanced waterfall module. The inputs are 48 features
maps from the modified HRNet backbone and low-level features from the initial layers of the
framework.
The WASPv2 architecture relies on atrous convolutions to maintain a large FOV, performing a cascade of atrous convolutions at increasing rates to gain efficiency. In contrast to
ASPP [38], WASPv2 does not immediately parallelize the input stream. Instead, it creates a
waterfall flow by first processing through a filter and then creating a new branch. In addition,
WASPv2 goes beyond the cascade approach by combining the streams from all its branches
and average pooling of the original input to achieve a multi-scale representation.
Expanding upon the original WASP module [121], WASPv2 incorporates the decoder in
an integrated unit shown in Figure 4.16, and processes both of the waterfall branches with
different dilation rates and low-level features in the same higher resolution, resulting in a more
accurate and refined response. The WASPv2 module output fW ASP v2 is described as follows:
fW aterf all

4
X
= K1 ⊛ ( (Kdi ⊛ fi−1 ) + AP (f0 ))

(4.2.4)

i=1

fW ASP v2 = K1 ⊛ (K1 ⊛ (K1 ⊛ fLLF + fW aterf all )

(4.2.5)

where ⊛ represents convolution, f0 is the input feature map, fi is the feature map resulting
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from the ith atrous convolution, AP is the average pooling operation, fLLF are the low-level
feature maps, K1 and Kdi represent convolutions of kernel size 1 × 1 and 3 × 3 with dilations of
di = [1, 6, 12, 18], as shown in Figure 4.16. After concatenation, the feature maps are combined
with low level features. The last 1 × 1 convolution brings the number of feature maps down
to the final number of joints for the pose estimation.
Differently than the previous version of WASP, our WASPv2 integrates in the same resolution the feature maps from the low-level features and the first part of the waterfall module,
converting the score maps from the WASPv2 module to heatmaps corresponding to body
joints. Due to the higher resolution afforded by the modified HRNet backbone, the WASPv2
module directly outputs the final heatmaps without requiring an additional decoder module
or need for bilinear interpolations to resize the output to the original input size.
Aiming to reduce the computational complexity and size of the network, and inspired by
[38], our WASPv2 module implements separable atrous convolutions to its feature extraction
waterfall branches. The inclusion of separable atrous convolutions in the WASPv2 module
further reduces the number of parameters and computation cost of the framework.

4.2.2

OmniPose-Lite

We introduce OmniPose-Lite, a lightweight version of OmniPose that is suitable for mobile and
embedded platforms, as it achieves a drastic reduction in memory requirements and operations
required for computation. The OmniPose-Lite leverages the reduced computational complexity
and size of separable convolutions, inspired by results obtained by MobileNet [135].
We implemented separable strided convolutions, as shown in Figure 4.15, for all convolutional layers of the original HRNet backbone, and implemented atrous separable convolutions
in the WASPv2 decoder, resulting in a reduction of 74.3% of the network GFLOPs, from 22.6
GFLOPs to 5.8 GFLOPs required to process an image of size 256x256. In addition, OmniPoseLite also reduces the number of parameters by 71.4%, from 67.9M to 19.4M. The small size
of the OmniPose-Lite architecture, in combination with the reduced number of parameters
allows the implementation of the OmniPose architecture for mobile applications without a
Chapter 4. UniPose and OmniPose: Top-Down Pose Estimation
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large computational burden.

4.2.3

Top-Down Multi-Person Pose Estimation Experiments

We present OmniPose results on two large datasets and provide comparisons with state-of-the
art methods.

4.2.3.1

Metrics

For the evaluation of OmniPose, various metrics were used depending on previously reported
results and the available ground truth for each dataset. The first metric used is the PCK.
This metric considers the prediction of a keypoint correct when a joint detection lies within a
certain threshold distance of the ground truth. The commonly used threshold of PCKh@0.5
was adopted for the MPII dataset, which refers to a threshold of 50% of the head diameter.
In the case of the COCO dataset, the evaluation is done based on the Object Keypoint
Similarity metric (OKS).
P
2
2 2
( i e−di /2s ki )δ(vi > 0)
P
OKS =
i δ(vi > 0)

(4.2.6)

where, di is the Euclidian distance between the estimated keypoint and its ground truth, vi
indicates if the keypoint is visible, s is the scale of the corresponding target, and ki is the
falloff control constant.
Since OKS is measured in an analogous form as the intersection over the union (IOU), and
following the evaluation framework set by [119], we report OKS as the Average Precision (AP)
for the IOUs for all instances between 0.5 and 0.95 (AP ), at 0.5 (AP 50 ) and 0.75 (AP 75 ), as
well as instances of medium (AP M ) and large size (AP L ). We also report the Average Recall
between 0.5 and 0.95 (AR).

4.2.3.2

Parameter Selection

We process the input image in a set of different resolutions, reporting the trade-off of network
size and accuracy performance. For that reason, the batch size varied depending on the size of
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the dataset images. We considered different rates of dilation on the WASP module and found
that larger rates result in better prediction. A set of dilation rates of r = {1, 6, 12, 18} was
selected for the WASPv2 module.
We calculate the learning rate based on the step method, where the learning rate started
at 10−3 and was reduced in two steps by an order of magnitude at each steps at 170 and 200
epochs, following procedures set by [78]. All experiments were performed using PyTorch on
Ubuntu 16.04. The workstation has an Intel i5-2650 2.20GHz CPU with 16GB of RAM and
an NVIDIA Tesla V100 GPU.

4.2.4

Results

During our experiments on the MPII dataset, we performed a series of ablation studies to
analyze the gains due to different aspects of our method. Table 4.6 demonstrates the results
for the inclusion of the Gaussian deconvolution modulation (GDM) in the HRNet backbone,
and improvements gained by initially using the original WASP module [5], [121], and then our
advanced WASPv2 in combination with the improved HRNet feature extractor.
Method

GDM

WASP

DarkPose [78]
OmniPose
OmniPose
OmniPose

✓
✓
✓

✓

WASPv2

✓

PCKh
@0.2
90.6%
91.0%
91.2%
92.3%

Table 4.6: Results using different versions of OmniPose and comparison with SOTA for the
MPII dataset for validation. GDM represents the use of Gaussian Deconvolution Modulation
in the modified HRNet backbone, and WASP and WASPv2 indicates the use of the waterfall
modules in the network.
Our OmniPose method progressively increases its performance with the addition of innovations, resulting in 1.9% improvement over DarkPose [78]. Most significantly, the integration
of the enhanced multi-scale extraction with WASPv2 substantially increases the keypoints
detection, particularly for occluded joints.
Following our experiments evaluating the individual contributions of this work, we comChapter 4. UniPose and OmniPose: Top-Down Pose Estimation
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Figure 4.17: Pose estimation examples using OmniPose with the MPII dataset.
pared the results of OmniPose with other methods, as shown in Table 4.7. OmniPose achieved
a overall PCKh@0.2 of 92.3%, showing significant gains in comparison to state-of-the-art. It
is significant that OmniPose results in a improvement to previous SOTA methods in all individuals groups of joints for pose estimation, demonstrating the robustness and performance
of our framework, particularly to harder to detect joints such as ankles (2.1% improvement
from previous state-of-the-art) and wrists (2.3% above previous state-of-the-art). Figure 4.17
demonstrates successful detections on the main person in MPII images. These examples illustrate that OmniPose deals effectively with occlusion, e.g. in the case of the skier.
OmniPose-Lite achieves accuracy of 89.0% while reducing computational cost by 74.3% for
the MPII validation dataset (Table 4.7). This demonstrates its ability to significantly reduce
size and computational cost, while maintaining good performance compared to heavier SOTA
methods.
Method
OmniPose (WASPv2)
OmniPose (WASP)
DarkPose [78]
HRNet [17]
OmniPose-Lite
CMU Pose [24]
SPM [136]
RMPE [61]

Params
(M)
68.1
68.2
63.6
63.6
19.4
-

GFLOPs

Head

Shoulder

Elbow

Wrist

Hip

Knee

Ankle

22.6
23.0
19.5
19.5
5.8
-

97.4%
97.4%
97.2%
97.1%
96.6%
92.4%
92.0%
88.4%

97.1%
96.6%
95.9%
95.9%
95.8%
90.4%
88.5%
86.5%

92.4%
91.9%
91.2%
90.3%
89.1%
80.9%
78.6%
78.6%

88.7%
87.2%
86.7%
86.5%
84.3%
70.8%
69.4%
70.4%

91.2%
90.1%
89.7%
89.1%
89.0%
79.5%
77.7%
74.4%

89.9%
88.0%
86.7%
87.1%
84.1%
73.1%
73.8%
73.0%

85.8%
83.9%
84.0%
83.3%
79.6%
66.5%
63.9%
65.8%

PCKh
@0.2
92.3%
91.2%
90.6%
90.3%
89.0%
79.1%
77.7%
76.7%

Table 4.7: OmniPose results and comparison with SOTA methods for the MPII dataset for
validation.
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We next performed training and testing on the COCO dataset, which is more challenging
due to the large number of diverse images with multiple people in close proximity, as well as
images lacking a person instance. We performed experiments to compare the improvements
of OmniPose with the original HRNet framework. OmniPose outperforms HRNet in terms of
average precision for different input resolutions, as shown in Figure 4.18 for 3 different versions
of OmniPose: small (128×96), medium (256×192), and large (384×288); as well as lower
resolution versions of OmniPose-Lite. OmniPose demonstrates an increase in performance for
all resolutions compared with the original HRNet architecture. The accuracy of the OmniPose
framework steadily increases with the increase of the input resolution, but there is a tradeoff with processing time due to the larger number of image pixels that are processed in the
network.

Figure 4.18: Average Precision comparison of OmniPose to the original HRNet method for
different input resolutions.
OmniPose was compared with SOTA methods for the validation set of the COCO dataset.
The results in Table 5.2 demonstrate that OmniPose shows significant improvement over the
previous SOTA. The modification of the HRNet backbone, combined with the WASPv2 module
Chapter 4. UniPose and OmniPose: Top-Down Pose Estimation
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results in an improved accuracy of 79.5%, a significant increase of 4.2% compared with the
original HRNet, and 7.0% compared with the baseline model.
Method
OmniPose (WASPv2)
OmniPose (WASP)
DarkPose [78]
HRNet [17]
EvoPose2D [137]
Simple Baseline [138]

Input Size
384x288
384x288
384x288
384x288
384x288
384x288

Params (M)
68.1
68.2
63.6
63.6
7.3
68.6

GFLOPs
37.9
38.6
32.9
32.9
5.6
35.6

AP
79.5%
79.2%
76.8%
76.3%
75.1%
74.3%

AP 50
93.6%
93.6%
90.6%
90.8%
90.2%
89.6%

AP 75
85.9%
85.7%
83.2%
82.9%
81.9%
81.1%

AP M
76.0%
75.9%
72.8%
72.3%
71.5%
70.5%

AP L
84.6%
84.2%
84.0%
83.4%
81.7%
79.7%

AR
81.9%
81.6%
81.7%
81.2%
81.0%
79.7%

Table 4.8: OmniPose results and comparison with SOTA methods for the COCO dataset for
validation.
OmniPose improves accuracy for all detection metric sizes and IOU for COCO, as was
the case for MPII. Most significantly, in harder detections the AP for person instances of
medium size obtained by OmniPose shows an increase of 4.4% over the previous state-of-theart. These results demonstrate the increased capability of OmniPose to estimate harder poses
using a reduced number of pixels due to the multi-scale features from the WASPv2 module.
Comparing OmniPose-Lite to lightweight architectures, OmniPose-Lite shows a reduction
of size of 12% while increasing the performance on the COCO validation set by 8.7% compared to the popular MobileNetV2 [135], as shown in Table 4.9. This establishes a significant
improvement for lightweight pose estimation methods.
Method
OmniPose-Lite
MobileNetV2 [135]

Input Size
256x192
256x192

GFLOPs
4.4
5.0

AP
71.4%
65.7%

Table 4.9: Lightweight comparison for the COCO validation dataset.
Example results for the validation COCO dataset are shown in Figure 4.19. It is noticeable
from these examples that our method identifies the location of symmetric body joints with high
precision, providing high accuracy for challenging scenarios, that include multiple instances
of people in near proximity and occluded joints, such as ankles and wrists, that are harder to
detect. Challenging conditions include the detection of joints when limbs are not sufficiently
separated or occlude each other, where OmniPose demonstrates a robust ability to detect.
We also compared OmniPose with SOTA methods using the COCO test-dev dataset, which
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Figure 4.19: Pose estimation examples using OmniPose with the COCO dataset.

contains a significantly larger number of images. The results are shown in Table 4.10 OmniPose
achieved a new state-of-the-art performance compared with other methods without the use of
additional training data or postprocessing, achieving an average precision of 76.4%. Confirming
our findings from previous datasets, OmniPose shows the most significant improvements in
smaller targets.
Chapter 4. UniPose and OmniPose: Top-Down Pose Estimation
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Method
OmniPose
DarkPose [78]
MSPN [76]
HRNet [17]
Simple Baseline [138]
RMPE [61]
CPN [139]
IPR [140]
G-RMI [141]
Mask-RCNN [60]
CMU Pose [24]

Input Size
384x288
384x288
384x288
384x288
384x288
320x256
384x288
256x256
256x256
-

Params (M)
68.1
63.6
120
63.6
68.6
28.1
45.1
42.6
-

GFLOPs
37.9
32.9
19.9
32.9
35.6
26.7
11.0
57.0
-

AP
76.4%
76.2%
76.1%
75.5%
73.7%
72.3%
72.1%
67.8%
64.9%
63.1%
61.8%

AP 50
92.6%
92.5%
93.4%
92.5%
91.9%
89.2%
91.4%
88.2%
85.5%
87.3%
84.9%

AP 75
83.7%
83.6%
83.8%
83.3%
70.3%
79.1%
80.0%
74.8%
71.3%
68.7%
57.1%

AP M
72.6%
72.5%
72.3%
71.9%
81.1%
68.0%
68.7%
63.9%
62.3%
57.8%
67.5%

AP L
82.6%
82.4%
81.5%
81.5%
80.0%
78.6%
77.2%
74.0%
70.0%
71.4%
68.2%

AR
81.2%
81.1%
81.6%
80.5%
79.0%
78.5%
69.7
66.5%

Table 4.10: OmniPose results and comparison with SOTA methods for the COCO dataset for
test.
4.2.4.1

Single person and video datasets

We further tested OmniPose on the Leeds Sports Pose (LSP) [123] dataset, for single person
pose estimation. OmniPose achieved a significant improvement of 5% from the previous stateof-the-art achieved by UniPose [121], resulting in a PCK@0.2 of 99.5% and saturating the pose
estimation performance for the LSP dataset. Similarly, running OmniPose on the PennAction
dataset for pose estimation in short sports videos [125] shows saturation in performance by
achieving state-of-the-art accuracy of 99.4% PCK. Samples of single person pose estimation
for the LSP and PennAction datasets are shown in Figures 4.20 and 4.21.
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Figure 4.20: Pose estimation examples using OmniPose with the LSP dataset.
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Figure 4.21: Pose estimation examples using OmniPose with the PennAction dataset.
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Chapter 5

BAPose: Bottom-Up Pose Estimation
Further expanding the multi-person pose estimation methods, this doctoral research’s chapter
presents a new approach for the task of bottom-up pose estimation, that is, estimating pose
of multiple individuals simultaneously with the integrated and unified person detection and
pose estimation.

5.1

BAPose: Bottom-Up Multi-Person Pose Estimation

We introduce BAPose, a novel bottom-up approach that achieves state-of-the-art results for
multi-person pose estimation. Our end-to-end trainable framework leverages a disentangled
multi-scale waterfall architecture and incorporates adaptive convolutions to infer keypoints
more precisely in crowded scenes with occlusions. The multi-scale representations, obtained
by the disentangled waterfall module in BAPose, leverage the efficiency of progressive filtering
in the cascade architecture, while maintaining multi-scale fields-of-view comparable to spatial pyramid configurations. Our results on the challenging COCO and CrowdPose datasets
demonstrate that BAPose is an efficient and robust framework for multi-person pose estimation, achieving significant improvements on state-of-the-art accuracy.
Locating humans and estimating their pose in crowded scenes is a challenging task of high
interest for computer vision researchers and practitioners. Successful human pose estimation
enables applications in action recognition, sports analysis, human-computer interactions, reChapter 5. BAPose: Bottom-Up Pose Estimation
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habilitation, and sign language recognition. Various methods have focused on tackling specific
aspects of human pose estimation, including 2D pose estimation [14], [16], [23], [121], [17]; 3D
pose estimation [18], [19], [20], [127]; single frame detection [21]; pose detection in videos [22];
dealing with a single person [23] or multiple people [24].
The task of multi-person pose estimation is notorious for the challenges caused by the
high occurrence of joint occlusions, combined with the large number of degrees of freedom in
the human body movements. Common approaches to overcome these challenges include the
deployment of statistical and geometric models to estimate occluded joints [25], [26] and the
use of anchor poses [18], [142], although the latter approach is limited by the number of poses
in its library, making it difficult to generalize and handle unforeseen poses.
In this thesis, we introduce BAPose, a bottom up framework that is named after “Basso
verso l’Alto” (bottom up in Italian). The BAPose method is a single-stage, end-to-end trainable network that extends recent successful approaches by UniPose [121] , UniPose+ [127], and
OmniPose [143] to bottom-up multi-person 2D pose estimation. BAPose achieves state-of-theart results in two large datasets without requiring post-processing, intermediate supervision,
multiple iterations or anchor poses. The main contributions of BAPose are the following:
• We introduce the novel BAPose method, a single-pass, end-to-end trainable, multi-scale
approach for bottom-up multi-person 2D pose estimation, that achieves state-of-the-art
results for two large benchmark datasets, COCO and CrowdPose.
• In our bottom-up approach, we combine multi-scale waterfall features with disentangled
adaptive convolutions and an integrated multi-scale decoder to disambiguate the joints
of individuals in crowded scenes.
• The enhanced multi-scale capability of BAPose specializes the network for human pose
estimation in images with a large number of person instances, drastically increasing the
state-of-the-art performance for the CrowdPose dataset.
The BAPose bottom-up method, illustrated in Figure 5.1, consists of a single-pass, single output branch network that is particularly effective for multi-person 2D pose estimation
in crowded scenes. BAPose integrates improvements in multi-scale feature representations
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[143], [74], an encoder-decoder structure combined with the spatial pyramid pooling of the
waterfall configuration, and disentangled adaptive regression for person localization and parts
association.
The processing pipeline of the BAPose architecture is shown in Figure 5.1. The input
image is initially processed by the HRNet feature extractor. The extracted multi-scale feature
maps are then processed by the WASPv2 module with integrated decoder, that extracts the
location of keypoints as well as contextual information for the localization regression. The
network generates K heatmaps, one for each joint, with the corresponding confidence maps
as well as 2 offset maps for the identification of person instances and association of keypoints
to each instance. The integrated WASPv2 decoder in our network generates detections from
all scales of the feature extraction for both visible and occluded joints while maintaining the
image resolution through the network.

Figure 5.1: BAPose architecture for bottom-up multi-person pose estimation. The input color
image is fed through the HRNet backbone for initial feature extraction, followed by the DWASP module and an adaptive convolution based decoder to generate one heatmap per joint
(17 joints in the figure) and offset regression for the localization of each person instance.
Our architecture includes several innovations that contribute to increased accuracy. In
the WASPv2 module, BAPose combines atrous convolutions and the waterfall architecture to
increase the network’s capacity to represent multi-scale contextual information by the probing
of feature maps at multiple rates of dilation. This configuration achieves a larger FOV in the
encoder. Our architecture also integrates disentangled adaptive convolutions in the decoding
process, enabling the single-pass detection of multiple person instances and their keypoint estimation. Additionally, our network demonstrates superior ability to deal with a large number
Chapter 5. BAPose: Bottom-Up Pose Estimation
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of subjects by the enhanced extraction of features at multiple scales, as indicated by state-ofthe-art results for the CrowdPose dataset. Finally, the modular nature of BAPose facilitates
the easy implementation and training of the network.

5.1.0.1

Disentangled Waterfall Module

The enhanced “Disentangled Waterfall Atrous Spatial Pyramid” module, or D-WASP, is shown
in Figure 5.2. The D-WASP module processes all four levels of feature maps from the backbone
through the waterfall branches with different dilation rates. Low-level and high-level features
are represented at the same resolution, achieving a refined localization for joint estimation.
Furthermore, the D-WASP module uses adaptive convolution blocks to infer the final heatmaps
for joint localization and offset maps for person instance regression. The module generates both
the keypoints and offset heatmaps for each person, through their respective heads illustrated
in Figure 4.16. The D-WASP architecture helps to more effectively discern multiple people
in a crowded setting due to its multi-level and multi-scale representations, contributing to
state-of-the-art performance.

Figure 5.2: The D-WASP disentangled waterfall module. The inputs are 32, 64, 128, and 256
features maps from all four levels of the HRNet backbone, respectively, and low-level features
from the initial layers of the framework. The module outputs both the keypoints and offsets
heatmaps.
The design of the D-WASP module relies on a combination of atrous and adaptive convolutions. Atrous convolutions are utilized in the initial stages to expand the FOV by performing
a filtering cascade at increasing rates to gain efficiency. The waterfall modules are designed to
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create a waterfall flow, initially processing the input and then creating a new branch. D-WASP
goes beyond the cascade approach of [38] by combining all streams from all its branches and the
average pooling layer from the original input. Additionally, our module incorporates a larger
number of scales compared to WASPv2 [143] by adopting all 480 feature maps from all levels
of the HRNet feature extractor. Adaptive convolutions are used to better infer the individual
keypoints and offset heatmaps during the regression process by providing context around the
vicinity of each detected joint and strengthening the relationship between associated joints.

5.1.0.2

Waterfall Features and Adaptive Convolutions

The D-WASP module operation begins with the concatenation g0 of all feature maps fi from
the HRNet feature extractor, where i = 0, 1, 2, 3 indicates the levels at different scales of the
feature extractor and summation is overloaded for concatenation:
g0 =

3
X

(fi )

(5.1.1)

i=0

Following the concatenation of all feature maps, the waterfall processing is described as
follows:

4
X
fW aterf all = W1 ⊛ ( (Wdi ⊛ gi−1 ) + AP (g0 ))

(5.1.2)

i=1

fmaps = W1 ⊛ (W1 ⊛ (W1 ⊛ fLLF + fW aterf all )

(5.1.3)

where ⊛ represents convolution, g0 is the input feature map, gi is the feature map resulting
from the ith atrous convolution, AP is the average pooling operation, fLLF are the lowlevel feature maps, and W1 and Wdi represent convolutions of kernel size 1×1 and 3×3 with
dilations of di = [1, 6, 12, 18], as shown in Figure 4.16. After concatenation, the feature maps
are combined with low level features. The last 1×1 convolution brings the number of feature
maps down to one quarter of the number in the combined input feature maps.
Finally, the D-WASP module output fD−W ASP is obtained from the multi-scale adaptive
Chapter 5. BAPose: Bottom-Up Pose Estimation
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convolutional regression, where adaptive convolution is defined as:

y(c) =

9
X

(wi x(gic + c))

(5.1.4)

i=1

where c is the center pixel of the convolution, y(c) represents the output of the convolution for
input x, wi are the kernel weights for the the center pixel its neighbors, and gic is the offset of
the ith activated pixel. In the adaptive convolutions, the offsets gic are adopted in a parametric
manner as an extension of spatial transformer networks [144].
5.1.0.3

Disentangled Adaptive Regression

The regression stage for multi-person pose estimation is considered the most challenging and
a bottleneck in performance for bottom-up methods. To address the limitation of regression,
additional processing may utilize pose candidates, post-processing matching schemes, proximity matching, and statistical methods, however these may be computationally expensive or
limited in effectiveness.
D-WASP expands on the idea of regression by focus, by not only learning disentangled
representations for each of the K joints, but also using multiple scales to infer each representation for all keypoints from multiple adaptively activated pixels. This configuration gives
each regression a more robust contextual information of the keypoint region, and results in a
more accurate spatial representation.
The multi-scale approach introduced by the D-WASP module, allows BAPose to regress
person detections and keypoints with a larger FOV, increasing the network capability to infer
joints association through the use of adaptive convolutions. Differently than the WASPv2 [143]
decoder stage that only extracts the heatmaps for joints, the D-WASP multi-scale disentangled
adaptive regression determines both the keypoint heatmaps and the final offset heatmaps that
are used to regress the position of each individual in the image and their respective joints.
In addition, the integration of the multi-scale feature maps in the disentangled adaptive
regression utilizes multiple resolutions at the regression stage, allowing the network to better
infer the locations of people and their joints in the image. As a consequence, BAPose demon80
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strates superior performance, especially in challenging scenarios that include large numbers of
people in close proximity.

5.2

Bottom-Up Multi-Person Pose Estimation Experiments

This section presents BAPose results on two large datasets and provides comparisons with
state-of-the art methods.

5.2.1

Datasets

We evaluated the BAPose method on two datasets for 2D multi-person pose estimation: COCO
[119] and CrowdPose [145]. The large and most commonly adopted COCO dataset [119]
consists of over 200K images with more than 250K instances of labelled people keypoints. The
keypoint labels consist of 17 keypoints including all major joints in the torso and limbs, as well
as facial landmarks of nose, eyes, and ears. The dataset is considered a challenging dataset
due to the large number of images in a diverse set of scales and occlusion for poses in the wild.
The CrowdPose dataset [145] is a more challenging dataset since it includes many images
with crowds and low separation among individuals. The dataset contains 10K images for
training, 2K images for validation, and 20K images for testing. The dataset contains frames
with joints annotations, head and torso orientations, and body part occlusions. We follow
evaluation procedures adopted by [77] and [74].
We adopted the generation of ideal Gaussian maps for the joints ground truth locations in
order to train our network more effectively. The gaussian maps are a more effective strategy
for loss assessment during training compared to single points at the joint locations. As a
consequence, the BAPose was trained to generate heatmaps as output locations for each joint.
The value of σ = 3 was adopted, generating a well define Gaussian response for both the
ground truth and keypoint predictions, while maintaining a decent separation of keypoints
and avoiding large overlapping of keypoints.
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5.2.2

Metrics

For the evaluation of BAPose, the evaluation is done based on the OKS.
P
2
2 2
( i e−di /2s ki )δ(vi > 0)
P
OKS =
i δ(vi > 0)

(5.2.5)

where, di is the Euclidian distance between the estimated keypoint and its ground truth, vi
indicates if the keypoint is visible, s is the scale of the corresponding target, and ki is the falloff
control constant. Since the OKS measurement is adopted by both COCO and CrowdPose
dataset and is similar to the IOU, we report our OKS results as the Average Precision (AP)
for the IOUs for all instances between 0.5 and 0.95 (AP ), at 0.5 (AP 50 ) and 0.75 (AP 75 ),
as well as instances of medium (AP M ) and large size (AP L ) for the COCO dataset. For the
CrowdPose dataset, we report easy (AP E ), medium (AP M ,) and hard size (AP H ) instances.
We also report the overall Average Recall (AR) as well as AR for ARM medium and ARL
large instances.

5.2.3

Parameter Selection

We use a set of dilation rates of r = {1, 6, 12, 18} for the D-WASP module, similar to [143].
The network was trained for 140 epochs. The learning rate is calculated based on the step
method, where the rate is initialized at 10−3 and is reduced by an order of magnitude in two
steps at 90 and 120 epochs. The training procedure includes random rotation between −30◦
and 30◦ , random scale from 0.75 to 1.5, and random translation between −40 and 40, mirroring
procedures followed by [74]. All experiments were performed using PyTorch on Ubuntu 16.04.
The workstation has an Intel i5-2650 2.20GHz CPU with 16GB of RAM and an NVIDIA Tesla
V100 GPU.

5.3

Results

In this section, we present the experimental results for the BAPose framework applied to the
CrowdPose, COCO, and COCO-WholeBody datasets.
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5.3.1

CrowdPose dataset

We performed training and testing on the CrowdPose dataset, which presents a difficult challenge due to the high occurrence of crowds in the images. The CrowdPose results are shown in
Table 5.1. Our BAPose method significantly improves upon the performance of SOTA methods for 512×512 input resolution, achieving 72.2% accuracy, and significantly outperforms
other bottom-up approaches, even those that utilized higher input resolutions. It is noticeable
that BAPose achieves most of its gains by more precise joint estimations, increasing the performance from 70.4% to 78.0% for AP 75 when compared to the previous SOTA, HRNet-w32
[74]. Additionally, BAPose outperforms networks that utilize top-down approaches. Differently than top-down methods, BAPose does not rely on ground truth for person detection and
has to infer the location of all individuals in a modular, single-pass process. For the CrowdPose dataset, BAPose’s performance is superior to networks utilizing higher resolution inputs
of 640×640 [74], [77] while processing the less computationally expensive 512×512 resolution.
Method

Input
Size

BAPose (W32)
HRNet-W48 [74]
HigherHRNet-W48 [77]
MIPNet [146]
Joint-candidate SPPE [145]
HRNet-W32 [74]
AlphaPose [147]
Mask R-CNN [60]
OpenPose [24]

512
640
640
512
512
-

Approach

AP

AP 50

Single-Scale Testing
Bottom-Up 72.2% 89.6%
Bottom-Up 67.3%
86.4%
Bottom-Up 65.9%
86.4%
Top-Down
70.0%
Top-Down
66.0%
84.2
Bottom-Up 65.7%
85.7%
Bottom-Up
Bottom-Up 60.3%
Bottom-Up
-

AP 75

AP E

AP M

AP H

78.0%
72.2%
70.6%
71.5
70.4%
-

79.9%
74.6%
73.3%
75.5%
73.0%
71.2%
69.4%
62.7%

73.4%
68.1%
66.5%
66.3%
66.4%
61.4%
57.9%
48.7%

61.3%
58.7%
57.9%
57.4%
57.5%
51.1%
45.8%
32.3%

Table 5.1: BAPose results and comparison with SOTA methods for the CrowdPose dataset
for testing.
BAPose significantly increases the previous SOTA Average Precision (AP) by 7.3% for the
CrowdPose dataset [145] (from 67.3% to 72.2%), that is a 15.0% reduction in error (from 32.7%
to 27.8%). The capabilities of the multi-scale approach of BAPose are further exemplified for
more precise joint estimations with threshold of 75% (AP 75 ), drastically reducing the error by
20.9% (from 27.9% to 22.0%) and increasing the previous SOTA AP by 8.0% (from 72.2% to
78.0%).
Chapter 5. BAPose: Bottom-Up Pose Estimation

83

Chapter 5. BAPose: Bottom-Up Pose Estimation

Figure 5.3: Pose estimation examples using BAPose with the CrowdPose dataset.
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It is important to observe that the BAPose framework was able to achieve this significant
increase in AP for the CrowdPose dataset while utilizing a backbone smaller (HRNet-W32 [17])
compared to the previous SOTA deploying a larger backbone (HRNet-W48 [17]), reducing the
number of parameters by 54.9% and GFLOPs by 67.9%.
Figure 5.3 illustrates successful detections of pose for multiple people in images from the
CrowdPose test set. The examples demonstrate how effectively BAPose deals with occlusions
and close proximity of individuals, as well as detections at different scales.

5.3.2

COCO dataset

We next performed training and testing on the COCO dataset, which is challenging due to
the large number of diverse images with multiple people in close proximity, and additionally
includes images lacking a person instance. We first compared BAPose with SOTA methods
for the COCO validation and test-dev datasets, with results presented in Tables 5.2 and 5.4
respectively. The validation results in Table 5.2 show that BAPose achieves significant improvement over the previous SOTA for input resolution of 512×512. Other models operating
at a higher resolution input of 640×640 on the COCO validation set performed slightly better: HRNet-W48 [74] and HigherHRNet-W48 [77] performed better by 0.4% and 0.2% on
multi-scale testing, respectively. However, these models require much higher computational
resources, as illustrated by the GFLOPs and memory requirements for different methods shown
in Table 5.3. Compared to BAPose, HRNet-W48 requires 249.1% the number of GFLOPs and
HigherHRNet-W48 requires 271.7% the number of GFLOPs.
The BAPose results at the lower 512×512 resolution are obtained with a significantly lower
computational cost compared to methods with higher resolution inputs, as shown in Table 5.3.
The combination of the HRNet backbone with the D-WASP module achieves an increased
overall accuracy of 69.1% when using single-scale testing, and 71.9% when using multi-scale
testing, compared to the previous SOTA, HRNet-w32 [74], of 68% and 70.7%, respectively.
Overall BAPose achieves a significant increase of 1.6% and 1.7% for single-scale and multi-scale
testing, respectively.
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Method

Input
Size

AP

BAPose (W48)
HRNet-W48 [74]
HigherHRNet-W48 [77]
PersonLab [69]
PersonLab [69]
BAPose (W32)
HRNet-W32 [74]
HigherHRNet-W32 [77]
HGG [70]
CenterNet-HG [148]
CenterNet-DLA [148]

640
640
640
1401
601
512
512
512
512
512
512

71.6%
71.0%
69.9%
66.5%
54.1%
69.1%
68.0%
67.1%
60.4%
64.0%
58.9%

BAPose (W48)
HRNet-W48 [74]
HigherHRNet-W48 [77]
BAPose (W32)
HRNet-W32 [74]
HigherHRNet-W32 [77]
HGG [70]

640
640
640
512
512
512
512

72.7%
72.3%
72.1%
71.9%
70.7%
69.9%
68.3%

AP 50

AP 75

AP M

Single-Scale Testing
88.6% 78.3% 67.3%
88.3%
77.4%
66.7%
87.2%
76.1%
86.2%
71.9%
62.3%
76.4%
57.7%
40.6%
87.0% 75.6% 63.1%
86.7%
74.5%
62.1%
86.2%
73.0%
83.0%
66.2%
Multi-Scale Testing
88.6% 79.1% 69.3%
88.3%
78.6%
68.6%
88.4%
78.2%
88.3% 77.8% 67.2%
87.7%
77.1%
66.2%
87.1%
76.0%
86.7%
75.8%
-

AP L

AR

ARM

ARL

78.7%
78.5%
73.2%
73.3%
78.6%
77.7%
-

76.5%
76.0%
70.7%
57.7%
73.7%
73.0%
64.8%
-

71.2%
70.6%
65.4%
65.6%
43.5%
66.9%
66.2%
61.5%
-

84.2%
84.0%
76.4%
77.9%
77.4%
83.4%
82.7%
76.1%
-

78.4%
78.6%
79.1%
77.8%
-

77.9%
77.7%
76.6%
75.9%
72.0%

73.4%
72.8%
67.8%
71.3%
70.5%
65.3%
-

84.7%
84.9%
78.3%
84.5%
83.6%
77.0%
-

Table 5.2: BAPose results and comparison with SOTA methods for the COCO dataset for
validation.

For the larger backbone selection (HRNet-W48) and larger input images of 640×640, BAPose achieves state-of-the-art results for bottom-up pose estimation and largely outperform
other networks. BAPose results in AP of 71.6% for single-scale testing and 72.7% for multiscale testing.

Method
HRNet-W32 [74]
BAPose
HRNet-W48 [74]
HigherHRNet-W48 [77]
AE [68]
PersonLab [69]

Input
Size
512
512
640
640
512
1401

GFLOPs
45.4
56.8
141.5
154.3
206.9
405.5

Params
(M)
29.6
30.3
65.7
63.8
227.8
68.7

Table 5.3: GFLOPs and number of parameters comparison.
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Figure 5.4: Pose estimation results using BAPose with the COCO dataset.
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Overall, BAPose significantly increases the AP accuracy for validation at 512×512 resolution by 1.6% and 1.7% for single-scale and multi-scale testing, respectively. This performance
increase represents an error reduction of 3.4% (from 32.0% to 30.9%) for single-scale and 4.1%
error reduction for multi-scale (from 29.3% to 28.1%). For the resolution of 640×640 BAPose
increases the previous state-of-the-art by 0.8% for single-scale testing and 0.6% multi-scale
testing, an error reduction of 2.1% and 1.4%, respectively.
BAPose improves the accuracy of the previous SOTA in all keypoint estimation metrics and
IOU for the COCO dataset. Most of the performance improvements of BAPose are attributed
to performing better on harder detections and more refined predictions at AP 75 . The results
on the COCO validation dataset, in Table 5.2, show the greater capability of BAPose to detect
more complex and harder poses while still using a smaller resolution in the input image.
Figure 5.4 presents examples of pose estimation results for the COCO dataset. It is noticeable from the sample images that BAPose effectively locates symmetric body joints and
avoids confusion due to occlusion between individuals. This is illustrated in harder to detect
joints such as ankles and wrists. Overall, the BAPose results demonstrate its robustness for
pose estimation in various challenging conditions, such as images that include detections of
individuals with high overlapping ratio combined with shadows or darker images, or partial
pose present in the image.
We next compared BAPose with SOTA methods on the larger COCO test-dev dataset,
with results shown in Table 5.4. BAPose again achieved new SOTA performance over methods
using input resolutions of 512×512. Our method obtained an overall precision of 68.0% when
using single-scale testing and 70.4% when using multi-scale testing, which are improvements of
1.0% and 1.1% over SOTA for single and multi scale testing, respectively. These improvements
constitute an error reduction of 2.1% and 2.6% for single and multi scale testing. These
results further confirm that BAPose demonstrates most significant improvements in smaller
and harder targets consistent with the findings from the validation dataset.
For the input resolution of 640×640, BAPose also increases SOTA by 0.4% for single-scale
and 0.3% for multi-scale testing, that is an error reduction of 1.0% and 0.7% for single-scale
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and multi-scale testing, respectively.
Method

Input
Size

AP

BAPose (W48)
HRNet-W48 [74]
HigherHRNet-W48 [77]
PersonLab [69]
BAPose (W32)
HRNet-W32 [74]
SPM [71]
PifPaf [67]
M DN3 [73]
CenterNet-HG [148]
OpenPose [24]
CenterNet-DLA [148]
AE [68]

640
640
640
1401
512
512
512
512
512

70.3%
70.0%
68.4%
66.5%
68.0%
67.3%
66.9%
66.7%
62.9%
63.0%
61.8%
57.9%
56.6%

BAPose (W48)
HRNet-W48 [74]
HigherHRNet-W48 [77]
Point-set Anchors [142]
PersonLab [69]
BAPose (W32)
HRNet-W32 [74]
HGG [70]
AE [68]

640
640
640
640
1401
512
512
512
512

71.2%
71.0%
70.5%
68.7%
68.7%
70.4%
69.6%
67.6%
65.5%

AP 50

AP 75

AP M

Single-Scale Testing
89.6% 77.5% 65.9%
89.4%
77.3%
65.7%
88.2%
75.1%
64.4
88.9%
72.6%
62.4%
88.0% 74.8% 62.4%
87.9%
74.1%
61.5%
88.5%
72.9%
62.6%
62.4%
85.1%
69.4%
58.8%
86.8%
69.6%
58.9%
84.9%
67.5%
57.1%
84.7%
63.1%
52.5%
81.8%
61.8%
49.8%
Multi-Scale Testing
89.4% 78.1% 67.4%
89.2%
78.0%
67.1%
89.3%
77.2%
66.6%
89.9%
76.3%
64.8%
89.0%
75.4%
64.1%
89.3% 77.4% 66.0%
89.0%
76.6%
65.2%
85.1%
73.7%
62.7%
86.8%
72.3%
60.6%

AP L

AR

ARM

ARL

77.1%
76.9%
74.2
72.3%
76.6%
76.1%
73.1%
72.9%
71.4%
70.4%
68.2%
67.4%
67.0%

75.4%
75.4%
71.0%
72.9%
72.4%
66.5%
-

69.8%
69.7%
66.1%
66.1%
65.4%
-

83.2%
83.2%
77.7%
82.4%
81.9%
-

76.8%
76.9%
75.8%
75.3%
75.5%
76.9%
76.5%
74.6%
72.6%

76.8%
76.7%
74.8%
75.4%
75.6%
75.1%
71.3%
70.2%

71.6%
71.5%
69.6%
69.7%
70.1%
69.5%
64.6%

84.0%
83.9%
82.1%
83.0%
83.2%
82.8%
78.1%

Table 5.4: BAPose results and comparison with SOTA methods for the COCO dataset for
test-dev.

5.4

Full Body Pose Estimation

In addition to the improvements for bottom-up pose estimation, we applied BAPose for the
larger task of estimating the human body with a more detailed set of keypoints including all
previous keypoints, all joints of feet and hands, and facial landmarks. The task of full body
pose estimation was conducted using the COCO-WholeBody dataset [149] for training and
testing.
The COCO-WholeBody dataset consists of images from the large COCO dataset labelled to
contain facial landmarks, feet and hands keypoints in addition to the original body keypoints,
totalling 133 keypoints to be extracted by the network for multiple people in each image. The
dataset contains over 130K instances of facial landmarks, hands, and feet, for a total of over
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800K hand keypoints and 1.4M facial landmarks.
Figure 5.5 presents sample pose estimation for the COCO-WholeBody dataset, exemplifying the high accuracy of BAPose for the complete human pose estimation task.

Figure 5.5: Pose estimation results using BAPose with the COCO-WholeBody dataset.

Method

Backbone

Approach

BAPose [150]
OmniPose [143]
Zauss et al. [151]
ZoomNet* [149]
UniPose [121]
HRNet-W32 [17]
HPRNet [153]
OpenPose [24]
AE [68]

HRNet-W48 [17]
HRNet-W48 [17]
ShuffleNetV2 [152]
HRNet (W32+V2p-W18) [17]
HRNet-W48 [17]
HRNet-W32 [17]
HG [16]
HG [16]

Top-Down
Top-Down
Bottom-Up
Top-Down
Top-Down
Top-Down
Bottom-Up
Bottom-Up
Bottom-Up

Whole Body
AP
68.4%
65.8%
60.4%
54.1%
51.9%
43.2%
34.8%
33.8%
27.4%

Body
AP
74.4%
73.8%
69.6%
74.3%
67.8%
65.9%
59.4%
56.3%
40.5%

Foot
AP
76.4%
66.6%
63.4%
79.8%
19.4%
31.4%
53.0%
53.2%
7.7%

Face
AP
86.8%
84.8%
85.0%
62.3%
67.3%
52.3%
75.4%
48.2%
47.7%

Hand
AP
64.6%
60.2%
52.9%
40.1%
42.1%
30.0%
50.4%
19.8%
34.1%

Table 5.5: BAPose results and comparison with SOTA methods for the COCO-WholeBody
dataset for validation. * Indicates that the model uses multiple backbones for different tasks
of the dataset.
The comparison of both the BAPose and OmniPose framework to state-of-the-art meth90
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ods for the validation dataset is shown in Table 5.5. The results demonstrate that both
architectures present a significant increase to the previous state-of-the-art, especially the BAPose framework, achieving an accuracy increase of 13.1% in the overall accuracy compared
to the previous state-of-the-art. In addition, it is important to notice that the large increase
observed by BAPose utilizes a shared and unique backbone to detect all 133 keypoints, differently than other previous work that deploys different backbones for different tasks present on
the COCO-WholeBody dataset.
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Chapter 6

Waterfall Frameworks for 3D Pose
Estimation
Expanding upon 2D pose estimation, this chapter presents the doctoral research for the task of
3D pose estimation, by integrating depth regression into the 2D pose estimation frameworks.

6.1

UniPose3D: 3D Pose Estimation

We next extend the UniPose+ framework to perform the 3D pose estimation from monocular
images. We propose the UniPose3D, an end-to-end unified architecture for pose estimation in
both 2D and 3D coordinates. Our approach for 3D regression, is inspired by promising results
of 3D pose estimation using depth regression and 2D coordinates by [104]. Our UniPose3D
method incorporates the detection of 2D keypoints using a backbone, WASP module, and a
short decoder, with depth estimation in order to regress the estimation for the 3D pose. The
robustness of the 3D pose estimation from 2D detections and depth achieved from multi-scales,
enables the estimation of 3D pose without the necessity of anchor poses. The UniPose3D
processing pipeline is shown in Figure 6.2.
In addition to the UniPose3D method, we incorporated the same depth estimation approach to the enhanced BAPose framework, creating the BAPose3D architecture. The BAPose3D processing pipeline is shown in Figure 6.2, applying a D-WASP module for the further
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Figure 6.1: UniPose3D architecture for 3D pose estimation. The input color image of size
(H×W) is fed through the backbone and WASP module to obtain feature channels at reduced
resolution by a factor of 8. The bilinear interpolation is used to bring the high level feature
dimensions to match the lower level features dimensions depending on the backbone selected.
The concatenation of the WASP output and low level features from the backbone are fed in
the short decoder and 3D regression module. The decoder generates K heatmaps, one per joint
for the 2D pose estimation at the original resolution. For the specific case of the Human3.6M
dataset, there are K=17 joints. The 3D regression branch outputs the 3D pose estimation.
extraction of information from the multi-scale features extracted from the backbone, and resulting in a more refined 3D pose estimation.

Figure 6.2: BAPose3D architecture for 3D pose estimation. The D-WASP module couple with
the large multi-scale feature extractor allows for the enhanced 3D pose estimation.
Our proposed methodology is composed of the 2D pose estimation UniPose method described combined with a depth regression module. Receiving the 2D coordinates for the joint
locations, the additional axis for the depth is estimated, resulting in a concatenated output of
pixel coordinates and depth.
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The input image is initially processed through the backbone to extract high-level and
low-level features. The output feeds its high-level features to the WASP module, followed by
concatenating the low level-features with the WASP module output. The resultant feature
maps are processed by a short decoder network that generates K heatmaps for the 2D pose
estimation output, one for each joint, with the corresponding probability distributions obtained
from softmax. The short 2D decoding stage is followed by a 3D regression stage that extracts
the depth estimation for the joints and generates a 3D pose detection without the requirement
of anchor poses.
The short 2D decoding stage is followed by a 3D regression stage that extracts the depth
estimation for the joints and generates a 3D pose detection without the requirement of anchor
poses. The loss is calculated as the Euclidean loss for fully annotated ground truths and
follows loss induced from a geometric constraint rules proposed by [104].

6.1.1

Depth Regression Module

Aiming to overcome the common limitations and pose ambiguity caused by the exclusive use
2D coordinates as the input for the depth regression, we utilize a combination of the obtained
heatmaps for the 2D joints with lower level features extracted from the backbone and already
utilized in our 2D decoder. The introduction of lower level features to the depth regression,
allows the 3D progression to improve direct regression from extracted coordinates, that are
inherently subject to geometric constraints in the ambiguity of 3D pose geometries.
The integration of the 2D joint detections with intermediate feature maps and multi-level
features from the WASP module allows a more complete extraction of the semantic information
form the backbone. During the depth regression for the 3D pose estimation, the loss in the
depth is estimated by the regression as following similar procedures to [104], using a L2 loss
calculation for the 3D component and a loss by euclidean distance for the 2D component.

Ldepth = λreg ||Ydep − Ŷdep ||2 , for 3Dλgeo Lgeo , for 2D

(6.1.1)

where Ldepth is the loss of the depth regression, Lgeo is the geometric loss, λreg and λgeo are
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the regularization terms for regression and geometric losses, respectively.
The geometric loss is given for each specific limb (li ) and its length li . The limb lengths
are normalized in the Human3.6M dataset, obtaining the value normalized value from li .

Lgeo =

X 1 X lj
( − rj )2
|li |
lj
i

(6.1.2)

j∈li

where the average normalized length of the limb is defined as

ri =

1 X lj
|li |
lj

(6.1.3)

j∈li

6.2

3D Pose Estimation Experiments

We next perform training and testing for the UniPose+ framework in the task of 3D pose
estimation.

6.2.1

Datasets

We performed experiments on the following the Human3.6M dataset is used for 3D pose
estimation. A brief description of the dataset is provided below.
Human3.6M [154] is a large scale dataset for 2D and 3D pose estimation training and
testing. The dataset consists of 3.6 million human poses captured in a controlled laboratory
environment with 11 actors performing a set of 17 different everyday actions. The images are
extracted from videos captured from 4 cameras in different positions from the front and back
of the individuals using a MoCap system.
For the task of 3D pose estimation, similar to observations from [104], utilizing a pretrained network on 2D pose estimation is found to be a more effective method compared to
the direct training for all the tasks (2D pose, depth regression, and 3D pose). We performed
pre-training of the UniPose3D method for the specific task of 2D pose using the MPII dataset.
Using the weights trained for the 2D task, we then incorporate the 3D regression module to
the architecture resulting in a closer representation of the 3D pose estimation.
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6.2.2

Metrics

To compare our results with other methods for the Human3.6M dataset, we employed a downsampling protocol used by [104] for both training and testing from 50 fps to 10 fps, reducing
the redundancy of the high frame video. In the evaluation approach used by [155], [156], [157],
and [104], we set the subjects S1, S5, S6, S7, and S8 for training, and subjects S9 and S11 for
testing.
The error is measured in mm by Mean per Joint Position Error (MPJPE) for the aligned
joints. The 2D and 3D coordinates are aligned to the root joint (pelvis) by the conversion to
the canonical skeleton follows procedures used by [107], [19], and [104].

root
Ŷ = (Yout − Yout
)∗

lskeleton
root
∗ YGT
lskeleton

(6.2.4)

where Yout is the aggregate of 2D and 3D joints, lskeleton is the summation of the skeleton
root
length, lskeleton is the average total skeleton length of all subjects in the dataset, and YGT

the ground-truth for the root joint.

6.2.3

Simulation Parameters

The training procedure for UniPose3D uses adopts the pre-trained weights from MPII as
the starting weights and follows both 2D and 3D detections for the Human3.6M dataset
annotations for backpropagation.

6.3

Results

We performed training and testing of UniPose3D on the Human3.6M dataset [154] using
monocular images. The network learned to infer depth for the human body, and obtained
estimates of the 2D locations for joints. The final 3D pose estimation was obtained by the
association of the 2D coordinates and depth, using intrinsic information from the cameras
used for the dataset capture.
Analogously to the 2D experiments, we performed a series of ablation studies to investigate
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individual and combined improvements of components used in the UniPose+ framework for
3D pose estimation. Table 6.1 demonstrates the results for the inclusion of the GDM during
interpolation, and the use of the WASP module [5] for multi-scale feature extraction. Our
UniPose3D method progressively increases the performance as the innovations are included
in the model, resulting in a significant total reduction of 16.77mm in error for the ResNet
backbone and 16.34m for the HRNet backbone.
Method
UniPose
UniPose
UniPose+
UniPose
UniPose
UniPose+

Backbone
ResNet-101
ResNet-101
ResNet-101
HRNet
HRNet
HRNet

GDM

WASP

✓

✓
✓

✓

✓
✓

MPJPE
79.04
65.86
62.27
74.30
61.92
57.96

Table 6.1: Results for the Human3.6M dataset using different configurations of UniPose with
ResNet backbone. GDM represents the use of Gaussian Deconvolution Modulation and WASP
indicates the use of the waterfall module in the network.
In contrast to 2D pose estimation methods, 3D pose estimation publications do not report
values for the number of parameters used in their architecture or the total computational
cost associate with processing. In order to better assess the computational cost and memory
required in various methods, Table 6.2 shows the number of parameters and GFLOPs for the
backbones used in 3D pose estimation.
Backbone
ResNet
CPN
HRNet
SENet
2 Stack-HG
8 Stack-HG

Params
(M)
42.5
46.4
68.1
113.2
102.1
395.3

GFLOPs
12.07
13.58
22.49
26.88
126.20
445.44

Table 6.2: Comparison of parameters (in Millions) and floating point operations (GFLOPs)
for backbones used for 3D pose estimation with UniPose3D. All backbone measurements are
reported for an input image of size 256×256×3.
We tested UniPose3D on the Human3.6M dataset using different backbone configurations.
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The results and comparisons with state-of-the-art methods are shown in Table 6.3. UniPose3D
achieved its best performance using HRNet as backbone, resulting in a MPJPE of 57.96mm.
Using the SENet backbone, UniPose3D achieved a MPJPE of 61.66 mm when processing 256
features maps through the WASP module. This configuration corresponds to convolutions
fi = 256 in Equation (1) and is denoted as SENet-256 in Table 6.3. Increasing the number
of feature maps to fi = 1280 in the WASP module (SENet-1280 in Table 6.3) results in a
significant performance boost, at the expense of computational demands, reducing the MPJPE
to 59.81mm. Finally, when applying the same ResNet backbone used for UniPose [121],
UniPose3D achieved a MPJPE of 62.27mm with a reduced size compared other configurations.
Examples of 2D pose estimation and 3D pose regression for various poses are shown in Figure
6.3.
In addition to the results of the UniPose3D framework, we extended the BAPose framework
for 3D pose estimation, resulting in a further increase in performance, reducing the MPJPE to
56.59mm, that is a reduction in error of 2.4% compared to the UniPose framework. Differently
than some of the comparison methods presented in Table 6.3, UniPose3D does not rely on the
use of intermediate supervision during training or on the generation of additional depth data
for further training. In addition, UniPose3D does not use information from multiple frames
for its 3D pose estimation. The inclusion of either or both of these techniques modifies the
comparison between methods, as the training and evaluation take place in different settings.
Methods that rely on intermediate supervision during training and/or multi-frame information
are illustrated in separate columns in Table 6.3.
Sample images for the 2D pose estimation and the result of the 3D pose regression for the
Human3.6M dataset are shown in Figure 6.3.
Beyond the previous results for 2D pose estimation using the PoseASL dataset, we applied
the UniPose3D framework to our new PoseASL dataset using the 2D ground truth and depth
map. Similarly to to results from the 2D pose estimation, the dataset enabled pose estimations
with high confidence and shows potential for a more complete study of pose estimation in the
specific task of sign languages using 3-dimensional pose estimation. A sample of images for
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Figure 6.3: 2D and 3D Pose estimation detections from UniPose3D on the Human3.6M dataset.
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Method

Backbone

Sup.

Xu et al. [158]
Pavllo et al. [159]
Cai et al. [160]
Hossain et al. [161]
Pavlakos et al. [162]
BAPose3D
UniPose3D
UniPose3D
LCR-Net+ [101]
UniPose3D
UniPose3D
Martinez et al. [105]
LCR-Net++ [101]
Zhou et al. [104]
Katircioglu et al. [103]
LCR-Net [18]
VIBE [163]
Chen et al. [106]
Pavlakos et al. [107]

CPN
CPN
CPN
HG
HG
HRNet
HRNet
SENet-1280
LCR-Net
SENet-256
ResNet-101
HG
LCR-Net
HG
HG
LCR-Net
ResNet-50
CPM
HG

✓
✓

MultiFrame
T=1
T=1
T=5

✓

✓
✓
✓

T=16

✓

MPJPE
49.20
51.80
50.60
51.90
56.20
56.59
57.96
59.81
61.20
61.66
62.27
62.90
63.50
64.90
65.40
65.40
65.60
66.92
71.90

Table 6.3: Results for 3D Pose estimation and comparisons with other methods for the Human3.6M dataset with resolution of 256×256. “Sup.” represents the use of intermediate
supervision during training and “Multi-Frame” indicates that the model uses information from
T=N frames or incorporates temporal components for training with a modified procedure for
the dataset.
the 3D pose detections is shown in Figure 6.4.
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Figure 6.4: Pose estimation example from PoseASL dataset using UniPose3D.

102

6.3. Results

Chapter 7

Conclusion
This dissertation presented novel methods with state-of-the-art results in the areas of semantic segmentation and pose estimation. In the area of semantic segmentation, the proposed
WASPnet framework introduced the novel WASP module, that proved to be an innovative
method to incorporate the benefits of multi-scale architectures, in order to increase the FOV
of a network, while maintaining a modest network size and a lower number of parameters
compared to a fully parallel architecture. The innovations from the waterfall approach were
then applied to pose estimation, resulting in state-of-the-art results for several different tasks:
2D pose estimation; 3D pose estimation; single frame; multi-frame; top-down multi-person
approach; and bottom-up multi-person approach.
The work conducted during this doctorate includes the introduction of the waterfall approach, first applied for semantic segmentation by WASPnet. The “Waterfall” architecture
based on the WASP module for efficient semantic segmentation achieved high mIOU scores
on the Pascal VOC and Cityscapes datasets. The smaller size of this efficient architecture improves its functionality and reduces the risk of overfitting without the need for postprocessing
with the time consuming CRF. The results of WASPnet segmentation demonstrated superior
performance compared to previous multi-scale state-of-the-art methods. This work provided
the foundation for further application of WASP in a broader range of applications for more
efficient multi-scale analysis.
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Following, we presented the UniPose framework for pose estimation in single images and
videos, respectively. The UniPose pipeline utilizes the WASP module that features a waterfall flow with a cascade of atrous convolutions and multi-scale representations. The large
FOV of WASP obtains a better interpretation of the contextual information in the frame, and
contributes to more accurate pose estimation. The results of UniPose and UniPose-LSTM
demonstrated state-of-the-art performance on several datasets, i.e., LSP, MPII, Penn Action
and BBC Pose, using various metrics. Our UniPose framework was then expanded for further
use in 3D pose estimation by UniPose+. The UniPose3D pipeline utilizes a multi-scale features extractor and the WASP module that creates a waterfall flow with a cascade of atrous
convolutions and multi-scale representations. The UniPose+ framework presents improved
performance, with a more accurate response to the expected Gaussian response, with the
introduction of the Gaussian heatmap modulation in the interpolation module.
Lastly, we proposed architectures for multi-person pose estimation for both top-down and
bottom-up approaches. For the former, we presented the OmniPose framework that utilizes
the improved WASPv2 module that features a waterfall flow with a cascade of atrous convolutions and multi-scale representations. The OmniPose framework achieved state-of-the-art
performance, with an improved HRNet feature extractor utilizing transposed convolutions with
Gaussian heatmap modulation, replacing interpolations. In addition, Omnipose is an end-toend trainable architecture that does not require anchor poses or postprocessing. The results
of the OmniPose framework demonstrated state-of-the-art performance on several datasets
using various metrics. For the latter, we presented BAPose, a framework that includes the
novel D-WASP module that combines multi-scale features obtained from the waterfall flow
with the person detection capability of the disentangled adaptive regression. BAPose is also
an end-to-end trainable, single-pass architecture that does not require anchor poses, prior person detections, or postprocessing. The results demonstrate state-of-the-art performance for
both the COCO and CrowdPose datasets using various metrics, and the superior capability
of person detection and pose estimation in densely populated images.
The contributions proposed in this thesis demonstrate a large potential for expansion and
104

application to real-world and every day life in scenarios, allowing the continuous development
of novel methods and expansion of multi-scale architectures to enrich the performance of computer vision methods. Our waterfall framework presented state-of-the-art results in several
datasets for a multitude of pose estimation tasks (single person for both 2D and 3D, videos,
multi-person for both top-down and bottom-up) and the semantic segmentation task. Expansions of the framework include the development of mobile and Edge AI approaches for our
multi-scale methods, enabling their deployment to consumer products, the further increase in
efficiency of the network for applications, the use of visual transformers to replace CNN as the
feature extractor, and the increase of generalizability of the network for broader use.
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