ABSTRACT
INTRODUCTION
The morality rates from diseases are much greater than those of accidents and natural disasters. The World Health Organization estimates that 17 million deaths worldwide each year occur due to cardiovascular diseases (Bonow, Mann, Zipes, & Libby, 2012) . A major type of such diseases is coronary artery disease (CAD), which is reported to account for 7 million deaths over the world per annum (Bonow et al., 2012) .
Mining is the extraction of knowledge from a set of data. In other words, data mining is a process that uses intelligent techniques whereby knowledge of a set of data can be extracted (Bickel & Scheffer, 2004) .
Angiography is the modality of choice for the diagnosis of CAD. Angiography determines the location and extent of the stenotic arteries; nevertheless, its high costs and risks for the patient have prompted researchers to seek less expensive and more effective methods with the aid of data mining. Moreover, cost-sensitive algorithms can be of huge value in this field as misclassification of diseased or healthy patients has different costs. Pedreira et al. (2005) , using the Neural Network on UCI (UC Irvine Machine Learning Repository, 2012) datasets, attained an accuracy rate of 80% for CAD diagnosis. Das et al. (2009) applied the Neural Network on the datasets of Cleveland (UC Irvine Machine Learning Repository, 2012) and reported an accuracy rate of 89.01%. Babaoglu et al. (2010) utilized the Support Vector Machine (SVM) algorithm on an exercise test data and achieved an accuracy rate of 79.17%. Tsipouras et al. (2008) used the Fuzzy Model to detect CAD. Itchhaporia et al. (1995) drew upon the Neural Network to analyze an exercise test data for the diagnosis of CAD. Polat et al. (2007) by using fuzzy systems and KNN reached the accuracy of 87% for CAD diagnosis. Alizadehsani et al. (2012) proposed a new ensemble algorithm which diagnoses CAD by 88.5% accuracy. Lee et al. (2008) used Heart Rate Variability (HRV) features for diagnosing CAD. Karaolis et al. (2010) and Snirivas et al. (2010) used C4.5 and naïve bayes algorithm respectively to diagnose CAD.
One of the purposes of the present study was to investigate rule based classifiers for CAD diagnosis. Resulted in low specificity rule based classifiers, other methods were sought in this paper. We use MetaCost, which is a cost-sensitive (Domingos, 1999) algorithm, so as to distinguish CAD patients from healthy individuals. The Sequential Minimal Optimization (SMO) (Platt, 1998) , Naïve Bayes (Caruana, & NiculescuMizil, 2006) , C4.5 (Quinlan, 1996) , Support Vector Machine (SVM) (Ben-Hur & Weston, 2010) , and K-Nearest Neighbors (KNN) (Larose, 2005) algorithms were employed to analyze the Z-Alizadeh Sani dataset with no feature normalization. The performance of all the mentioned algorithms was calculated using 10-fold cross-validation. This dataset contains information on 303 random visitors to Rajaei Cardiovascular, Medical and Research Center in Tehran, Iran. The dataset was enriched with three created features extracted from the other features prior to the application of the costsensitive algorithms on the datasets. The effect of the created features was investigated both theoretically and practically. First, an assumption was made about the created features. Then a lemma was stated to provide a subset of sample which satisfied the assumption. Afterwards, another lemma was presented using assumption 1 in order to discuss the effectiveness of the created features. In the experiments, the correctness of assumption 1 and the effectiveness of the created features were studied. As a result, high rates of both accuracy and sensitivity were obtained which, to the best of our knowledge, are superior to the existing studies in this area.
The rest of this paper describes the medical dataset, the used data-mining methods, the reason for the effectiveness of the proposed method, methods evaluation, conclusion and future research directions, respectively.
USED MEDICAL DATASET
The Z-Alizadeh Sani dataset is collected from 303 random visitors to Rajaei Cardiovascular, Medical and Research Center, Tehran, Iran, and contains 54 features (Alizadehsani et al., n.d.) . The features along with their valid ranges are depicted in Table 1 through Table 4 .
The details of the features of Table 1 through  Table 4 and how much they influenced CAD can be found in Alizadehsani et al. (n.d.) . The discretization ranges provided in Braunwald's Heart Book (Bonow et al., 2012) were used, and some additional features were added to the dataset and they are introduced in Index 2. Some of these categories are given in Table 5 .
METHODS
In this section, the data-mining algorithms used to analyze the dataset are described. Firstly, the association rule based method is introduced. Secondly, the proposed feature based method is presented.
Association Rule Based Method
In this analysis, the method for extracting association rules of the dataset and using them to construct a rule based classifier are described. First of all, we need to define an item set as below: An item set is a collection of features. The Supp X ( ) of an item set X is defined as the proportion of transactions in the dataset which contain the item set (Agrawal et al., 1993) . Confidence of the rule X=>Y is defined as follows:
For creating rules, item sets whose frequencies are higher than a certain threshold are determined; and then among these item sets, rules that have the greatest confidence are extracted (Agrawal et al., 1993) . Using this method, however, many rules will be created some of them are subsets of other rules. Hence, an algorithm to find the important rules which are not subset of each other is used. In this algorithm at first, the rules, which have the After extracting the rules, they are used to create a simple rule based classifier. In this classifier, a sample is classified based on the confidence of the rules which are consistent with the features of the sample. Among all these rules the rule with maximum confidence is chosen to determine the sample's label. However, if a sample fits in the two classes, with the same confidence, or none of them, the algorithm classifies the sample in CAD class as the cost of misclassification of a sample with CAD label is usually much higher than that of a Normal sample.
Feature Based Method
In this part, the proposed cost sensitive method is introduced. Firstly, the definition of information gain which is needed in next sections is described. Afterward, the cost sensitive algorithm along with feature selection and creation methods is discussed.
Information Gain
Information gain of a feature can be defined as the difference of the entropy of the dataset after it is split over a value of the feature. The entropy of a dataset with n classes is: where p c is the prior probability of the class c in the dataset. Then, the information gain of a feature t is defined as:
where K is the number of the sets of data produced after the dataset is split, N is the number of the samples in the dataset, N i is the number of the samples of each of the subsets, and entropy(i) is the entropy of the i th set (Tan, et al., 2006) .
MetaCost
MetaCost builds a classification model using cost values from a given matrix. This operator uses a given cost matrix to compute label predictions according to classification costs. It is a wrapper method for making classifiers costsensitive (Domingos, 1999) . In the experiments, RapidMiner was used to apply this method and 
Feature Selection
The "weights by SVM" (Ben-Hur & Weston, 2010) on all samples was used to select important features. First, this method was employed to assign a weight to the feature and then the features were selected for the task of classification according to their weights. The "weights by SVM" method uses the coefficients of the normal vector of a linear SVM as feature weights. In contrast to most of the SVM-based operators available in RapidMiner, this one works for multiple classes, too.
The attribute values, however, still have to be numerical (Sourceforge, 2012) .
Among many features, 34 with weights higher than 0.6, signifying they had more effect on the separation of CAD patients from normal patients, were selected and the algorithms were applied on them.
Feature Creation
In this part, an algorithm was presented which had been introduced in our previous works (Alizadehsani et al., n.d.) . It created three new features alongside the existing ones: the left anterior descending artery (LAD) recognizer; left circumflex coronary artery (LCX) recognizer; and right coronary artery (RCA) recognizer. These features are then used to enrich the primary dataset in order to achieve more accurate results. The LAD recognizer was created as follows: using train data, any feature was converted to binomial by discretizing it if numerical and merging groups of values if polynomial. The features were converted to binomial in such a way that the patients with value 1 of each feature tended to have CAD more than the patients with value 0 of the feature. Then a weight was assigned to each feature f. It was the fraction of the number of LAD stenotic patients whose f value was 1, divided by all the patients with f=1 value. The k features with highest w value were selected. Then LAD recognizer was calculated as follows:
where, w(i) is the weight of feature i and f(i) is the value of feature i for the sample.
Similarly, the LCX recognizer and RCA recognizer were calculated for each sample. CAD happened when at least one of these arteries, i.e. the LAD, LCX, or RCA, was blocked. Therefore, these three features would be expected to play a significant role in CAD diagnosis.
The effectiveness of the three new features is discussed in effectiveness of the feature creation method and experimental results. However, feature creation method can only be conducted on datasets containing information about the stenosis of the LAD, LCX, and RCA arteries. This is a property of the introduced data set that makes the use of this method applicable.
EFFECTIVENESS OF THE FEATURE CREATION METHOD
Before applying the classification algorithms on the dataset, the dataset was enriched with the three created features, namely the LAD, LCX and RCA recognizers. The new dataset may lead to higher performance than the primary dataset. It was shown in the experiments that although a slight increase in performance could be seen for some of the classifiers, the performance was enhanced much more significantly for some other classifiers. In this section, we seek for the reason of the effectiveness of the new three features for the classification task.
According to the definition of the created features, it was expected that the patients whose LAD, LCX or RCA arteries were stenotic would have higher values of LAD, LCX, or RCA recognizers, respectively. Intuitively it is because the recognizers are the weighted summations of the binomial features with two properties: a) value 1 for each feature and artery shows that the probability of the stenosis of the artery may be higher than that of value 0, and b) the features which have more effect on the stenosis of the arteries are weighted more in the summation. Therefore, the higher values of the created features showed that the corresponding arteries might be stenotic with more probability in general. Therefore, they might lead the classifiers to higher accuracies in CAD diagnosis, since the stenosis of each artery meant that the patient had CAD.
The above discussion can be more clarified according to Assumption 1, lemma 1, and lemma 2, which are presented below.
Assumption 1: If the LAD, LCX or RCA artery of a random patient is stenotic and the corresponding recognizer of the artery has value x, then the same artery of a patient with value y>x of recognizer is stenotic with high probability. Similar arguments hold for arteries which are normal: if the LAD, LCX, or RCA artery of a random patient is normal and the corresponding recognizer of the artery has value x, then the same artery of a patient with value y<x of recognizer is normal with high probability.
This assumption is another statement of the positive correlation between the probability of the stenosis of the arteries and their recognizers, which was stated before. Lemma 1 introduces a set of instances which satisfy this assumption according to two simple rules. Afterwards, lemma 2 uses the assumption and deduces that the information gains of the created features are high, so they can increase the performance of the classifiers.
Before stating lemma 1, two simple rules are presented which can be considered valid in most circumstances. These rules are about the probability of the stenosis of the LAD, LCX, or RCA arteries of two patients p1 and p2 with the selected features f 1,1 , …, f 1,k and f 2,1 , …, f 2,k for the corresponding artery. then the probability of the stenosis of the corresponding artery of p1 is higher than that of p2 according to rule 1 and rule 2.
Proof: Applying rule 1 on the i th features where 2n-m+1≤i≤p and rule 2 on the (m+i) th and (n+i) th features where 1≤i≤(n-m) assures that the conclusion of lemma 1 is valid.
Considering that the features can be reordered before applying the rules of lemma 1 and that the recognizer of the corresponding artery for p1 is higher than that of p2 according to the conditions of the lemma, a subset of the samples which satisfy assumption 1 can be obtained. In addition, it can be seen that the assumption is valid for a larger set of samples, as it will be discussed in experimental results. Lemma 2 is based on assumption 1 and discusses why the created features can increase the performance of the classifiers.
Lemma 2: If assumption 1 is considered valid, the information gain of the LAD, LCX, and RCA recognizers are high in determining the stenosis of the three arteries, respectively. Proof: Consider the threshold on the recognizer which leads to the highest value of information gain for the artery (any of the three arteries) is τ. Define the patient P high as the patient with lowest recognizer value among the patients with higher recognizer values than τ. Similarly, define P low as the patient with highest recognizer value among the patients with lower recognizer values than τ. According to the definition of information gain, the artery of P high must be stenotic and the artery of P low must be normal; otherwise, the threshold τ can be substituted by the recognizer value of P high or P low to obtain a higher information gain, which is a contradiction. Therefore, the probability that a patient's artery with a higher recognizer value than P high is stenotic will be high and also the probability that a patient's artery with a lower recognizer value than P low is diseased will be high, too. Consequently, the probability that a patient's artery with a higher recognizer value than τ is stenotic and the probability that a patient's artery with a lower recognizer value than τ is normal will be high. Thus, the information gain of the recognizers (for any of the arteries) is high according to the definition of information gain.
THE EXPERIMENTAL RESULTS
In this section, first the RapidMiner and performance measures are discussed in order to evaluate the algorithms described above and thereafter the actual results are presented. Finally the correctness of assumption 1, which is the base of the reasoning for the effectiveness of the created features is investigated.
RapidMiner
RapidMiner is a tool for experimenting with machine learning and data-mining algorithms. An experiment is a set of operators that perform different tasks in the data. The experiments can be described visually as a process (Sourceforge, 2012) . RapidMiner is an environment for machine learning and data-mining process. It follows a modular operator concept which allows the design of complex nested operator chains for a huge number of learning problems. It also allows for the data handling being transparent to the operators. RapidMiner introduces new concepts of transparent data handling and process modeling, which eases process configuration for the end user. Additionally, clear interfaces and a sort of scripting language based on XML turns RapidMiner into an integrated developer environment for data mining and machine learning (Sourceforge, 2012).
Performance Measure
The accuracy, sensitivity, and specificity are of great significance in the medical field. Consequently, for measuring the performance of the algorithms, accuracy, sensitivity, and specificity were used.
Confusion Matrix
A confusion matrix contains information on actual and predicted classifications done by a classification system.
In Table 6 :
• a 1 is the number of correct predictions for positive instances; • a 2 is the number of incorrect predictions for positive instances; • a 3 is the number of incorrect predictions for negative instances; • a 4 is the number of correct predictions for negative instances.
Accuracy
Accuracy is the proportion of the total number of predictions that are correct. It is determined using the following equation: (5)
Sensitivity and Specificity
Sensitivity and specificity are the ratio of correctly diagnosed CAD and normal samples. 
RESULTS
In this section, first the results of association rule based method are analyzed. Then, feature based method will be discussed.
Rule Based Method Analysis
In Previous studies, other rules were found for diagnosing CAD. Soni et al. (2011) and Ordonez et al. (2001) extracted some rules for stenosis of coronary arteries. Below, new rules which are found by Association Rule are listed. Some of them diagnose CAD and the rest diagnose being normal. As far as we know, rules related to being normal, were not extracted in the previous studies.
In these rules, which are extracted from the whole dataset, C represents confidence and S represents support. For extracting the rules, C=0.8 and S=0.005 were considered. The normal rules cover 35.6% of the normal patients and the CAD rules include 48.2% of the CAD patients in the dataset. The classifier built on this rules, achieved the accuracy of 44.6%.
To show the effectiveness of rule-based classifiers, 70% of the dataset was considered as train set and rest as test set. Rules with the confidence of higher than 0.8 were selected. Then the classifier exerted 10 times, each of them increased the confidence range for 0.02. Comparison of specificity, sensitivity, and accuracy with respect to different thresholds are shown in Figure 1 . As Figure 1 delineates sensitivity remains the same in different thresholds and it is equal to 92.6%. The highest accuracy and specificity is 66.7% and 27.8% respectively. These two measures decrease as threshold grows. However, the decrease is not remarkable because the rules with higher confidence have more effect on the classifier. Therefore, adding rules with lower confidence, the mentioned measurements will not change significantly as most of the instances which are covered by them are also covered by rules with higher confidence. Also, Figure 1 illustrates that physicians, whose diagnoses are mostly based on rules, can cover low percentage of patients with these rules and the others remain undecided for them. However, if they decide to classify other patients as CAD, the specificity value will be really low.
Feature Based Method Analysis
In Table 7 through Table 9 , cost matrix is shown with different CAD and normal wrong diagnosis costs. In Table 7 , wrong diagnosing cost of CAD and normal are the same. In Table  8 , wrong diagnosing cost of CAD is twice that of the normal case and in Table 9 , it is triple.
Among the different cost matrices in Table  7 through to Table 9 , the highest rate of sensitivity was related to the cost matrix in Table 9 . Accordingly, for all the algorithms in Table 10  through Table 12 , the results were calculated by using it.
Using feature selection, the following features were selected: the LAD recognizer; For comparing the SMO and SVM algorithms, SVM output is also shown in Table 10  through Table 12 . The accuracy rates of the algorithms after feature selection and without the created features are shown in Table 10 .
In Table 10 , the best accuracy was related to the SMO algorithm (91.43%), and the SVM and C4.5 algorithms were in the second and third place, respectively (89.10% and 83.82%). The accuracy rates of the other algorithms were at least 10% lower than that of the C4.5 algorithm. Also, the Naïve Bayes achieved nearly the same accuracy as the KNN algorithm.
To illustrate the impact of the new features, the accuracy rates of the algorithms after feature selection with the created features are depicted in Table 11 . Table 10 and Table 11 show that the accuracy rates of all the algorithms increased with the new created features. Also, in Table 10 and  Table 11 , the SMO algorithm had the best accuracy rate (92.09%). Since diagnosing CAD is vital, any method which improves the accuracy of the algorithms even slightly is valuable. The new created features increased the accuracy of some of the classification methods, and the accuracy of the others was almost the same. For example, the accuracy of the SMO was increased by 0.66% and the accuracy of the Naïve Bayes was increased by about 10%. In Table 11 , as opposed to Table 10 , the accuracies of KNN for K=1 and K=2 are higher than that of K=10; these accuracies have improved almost 4% in Table 11 .
To illustrate the impact of the new features, the accuracy rates of the algorithms only with the created features are depicted in Table 12 .
Comparing Table 12 and Table 10 shows that the accuracies of all the algorithms except for the SMO and SVM were increased using the three created features alone rather than all the selected important features.
In Table 13 through Table 16 , the results of the algorithms with the three different cost matrices are shown. In Table 13 through Table  16 , 1-1 means cost matrix for equal cost for the wrong diagnosis of CAD and normal cases (Table 7) ; 2-1 means cost matrix for twice the cost for the wrong diagnosis of CAD (Table 8) ; and 3-1 means cost matrix for three times the cost for the wrong diagnosis of CAD (Table  9 ). For example in Table 13 , SMO 1-1, SMO 2-1, and SMO 3-1 mean using the cost matrices from Table 7 through to Table 9, respectively. As is shown in Table 13 , the SMO algorithm had the highest sensitivity (using Table 9 ), while the highest accuracy was related to using the cost matrix in Table 7 . Additionally, in all the cases, sensitivity was higher than specificity, which means that these algorithms tended to diagnose patients as class CAD. Moreover, by changing the cost matrices, the SMO accuracy stayed almost the same. This was due to the high value of sensitivity of this algorithm. Therefore, many false-positive predictions were needed to further decrease its false negative, and this was avoided by the cost-sensitive algorithm.
As is demonstrated in Table 14 , the highest sensitivity and accuracy values of the Naïve Bayes algorithm were obtained using the cost matrix in Table 9 . However, in this algorithm, unlike the others, specificity was higher than sensitivity, which means that this algorithm tended to diagnosing patients as healthy. Table 15 illustrates that the highest sensitivity was related to the C4.5 algorithm with the cost matrix in Table 9 , while the highest rate of accuracy was related to the cost matrix in Table 7 . Also, in all the algorithms, sensitivity was higher than specificity, which means these algorithms tended to diagnose patients as class CAD.
In Table 16 , sensitivity is higher than specificity. Furthermore, when K increased, the algorithm tended to diagnose patients as CAD. For K=1 and K=2, accuracy with the cost matrix in Table 8 was higher than that in the others; whereas for K=3, accuracy with the cost matrix in Table 7 was the highest.
As Table 13 through Table 16 demonstrates, the sensitivity of almost all the algorithms with the cost matrix in Table 9 was higher than that of the other cost matrices.
Thus, as is shown in Table 11 , the highest performance was related to the SMO algorithm. Naïve Bayes and C4.5 nearly had the same performance. Figure 2 shows the sensitivity, specificity, and accuracy changes of the SMO algorithm with respect to the cost of wrong CAD diagnosis.
For comparing the measurement values, the cost of wrong normal diagnosis was con- sidered constant as 1 and the cost of wrong CAD diagnosis was changed from 0.1 to 10. In Figure 2 , x axis is the cost of wrong CAD diagnosis and y axis, shows sensitivity, specificity, and accuracy. As is seen in Figure 2 , the more the cost of CAD diagnosis was, the more probable was the correct diagnosis of CAD by the algorithm. Therefore, sensitivity increased and specificity decreased. However, accuracy was mildly constant. The highest accuracy was 92.74%, which was achieved with x=1, meaning the same cost for wrong CAD and normal diagnosis. The highest specificity was 89.66%, which was reached with x=0.1, and the highest sensitivity was 98.61% which was reached with x=9. In x=0.25, sensitivity, specificity, and accuracy had the same value, 88.51%.
Investigation The Validity of Assumption1
In order to check the accuracy of assumption 1, for each artery the probabilities discussed in this assumption were calculated, using the respective recognizer alone: 1) Pr1, i.e. the probability that a patient's artery is stenotic given that its recognizer value is higher than that of a specific patient with stenotic artery; and 2) Pr2, i.e. the probability that a patient's artery is normal given that its recognizer value is less than that of a specific patient with a normal artery. Figure 3 through Figure 5 show the probabilities for the LAD, LCX, and RCA arteries, respectively. If the artery (LAD, LCX or RCA) of a patient was stenotic, Pr1 was calculated for him/her; otherwise, Pr2 was calculated.
One of the 303 records of the dataset seemed to be an exception; therefore, it was eliminated from the dataset prior to this experiment. These probabilities were then plotted against the value of the recognizer. As was expected, probabilities Pr1 had a positive correlation with the recognizer values and probabilities Pr2 had a negative correlation. These probabilities were almost high, especially when the recognizer values were high or low for probabilities Pr1 and Pr2, respectively. Therefore, assumption 1 was valid to some extent, depending on the recognizer values.
RESULT AND DISCUSSION
In this study, first a rule based method was introduced. Although this method led to rules with relatively high support and confidence, using the rules to classify instances did not result in high specificity. Therefore, the need to using classifiers other than simple rule based ones can be seen. To this end, the MetaCost algorithm, which is a cost-sensitive algorithm, was used. First, from a total of 54 features, 34 were selected using the feature selection algorithm. Then the three created features were added to the dataset. The C4.5, KNN, Naïve Bayes, SVM, and SMO algorithms were thereafter used in MetaCost.
As Table 11 shows, the accuracy of the SMO algorithm was better than that of the other algorithms. The accuracy of the KNN was not as high as that of the other algorithms since the number of the patients who had CAD was about 2.5 times more than the number of the normal ones and also a comparison of Euclidean distance between the patients could not accurately discriminate them. As a result, this algorithm is more likely to diagnose patients as CAD. In order to study the cost-sensitive algorithms, first the cost matrix was set with no difference between the two classes. Next, taking two times and third times the cost for the wrong CAD diagnosis, it was seen that the third case led to the best sensitivity.
In addition, the feature creation method was investigated. This method increased the accuracy of some of the classification algorithms, substantially. Assumption 1 was also shown to be almost valid.
CONCLUSION AND FUTURE WORK
In this paper, the Z-Alizadeh Sani dataset was used to extract gainful rules describing the rela- tion between certain value of features and the labels of samples. These rules were also used to make a simple rule based classifier. Thereafter, the MetaCost algorithm was run on the Z-Alizadeh Sani dataset to for CAD diagnosis and yielded the highest accuracy rate when employed alongside the SMO algorithm. The sensitivity was also high as the cost-sensitive algorithms were applied. A feature creation method which could be used to add the three new features regarding the LAD, LCX, and RCA arteries to the dataset was shown to be effective for the task of classification.
The future goal is to add stress heart Magnetic Resonance Imaging (MRI) and cardiac radionuclide imaging features to examine their effects on CAD. In addition, the validity of the assumption and the effectiveness of the features can be investigated further, both theoretically and practically. Also, the algorithms can be applied on more datasets to obtain more reliable and interesting results. More accurate comparisons could also be obtained by applying the existing state of the art methods on the introduced dataset. Finally, the proposed cost-sensitive algorithm could be used on other diseases such as cancer. Analysis of coronary heart disease and prediction of heart attack in coal mining regions using data mining techniques. 
