Abstract. This paper studies constrained LQR problems in distributed boundary control systems governed by the Stokes equation with point velocity observations. Although the objective function is not well-de ned, we are able to use hydrostatic potential theory and a variational inequality in a Banach space setting to derive a rst order optimality condition and then a characterization formula of the optimal control. Since matrix-valued singularities appear in the optimal control, a singularity decomposition formula is also established, with which the nature of the singularities is clearly exhibited. It is found that in general, the optimal control is not de ned at observation points. A necessary and su cient condition that the optimal control is de ned at observation points is then proved.
Introduction.
In this paper, we are concerned with the problems in boundary control of uid ows. We consider the following constrained optimal boundary control problems in the systems governed by the Stokes equation with point velocity observations. Let u(x) 2 U is the (surface stress) Neumann boundary control on the surface ? 1 ; U is the admissible control set to be de ned later for well-posedness of the problem and for applications;
; k > 0; 1 k m, are given weighting factors; P k 2 ?; 1 k m, are prescribed \observation points"; Z k 2 R 3 ; 1 k m, are prescribed \target values" at P k ;
, a positive quantity, is the kinematic viscosity of the uid. For simplicity, throughout this paper we assume that = 1 and the density of the uid is the constant one. Let M 0 = fã +b x jã;b 2 R 3 g; (1.2) which is the subspace of the rigid body motions in R 3 For q 1, let A be a subspace of (L q (?)) 3 and denote (L q (?)) 3 ?A = ff 2 (L q (?)) 3 jf ? Ag:
The Stokes equation (1.1) describes the steady state of an incompressible viscous uid with low velocity in R 3 . It is a frequently used model in uid mechanics. It is also an interesting model in linear elastostatics due to its similarities. During the past years, considerable attention has been given to the problem of active control of uid ows (see 1, 2, 7, 18, 19] and references therein). This interest is motivated by a number of potential applications such as control of separation, combustion, uidstructure interaction, and super maneuverable aircraft. In the study of those control problems and Navier-Stokes equations, the Stokes equations, which describe the slow steady ow of a viscous uid, play an important role because of the needs in stability analysis, iterative computation of numerical solutions, boundary control and etc.. The theoretical and numerical discussion of the Stokes equations on smooth or Lipschitz domains can be found from 14, 16, 17, 22, 25, 26, 27] .
Our objective of this paper is to nd the optimal surface stressũ(x) on ? 1 , which yields a desired velocity distributionw(x), s.t. at observation points P k ; 1 k m, the observation valuesw(P k ) are as close as possible to the target values Z k with a least possible control cost jũ(x)j 2 d x , which arise from the contemporary uid control problems in the uid mechanics. Notice that point observations are assumed in the problem setting, because they are much easier to be realized in applications than distributed observations. They can be used in modeling contemporary "smart sensors".
Sensors can be used in boundary control systems (BCS) governed by partial differential equations (PDE) to provide information on the state as a feedback to the systems. According to the space-measure of the data that sensors can detect, sensors can be divided into two types, point sensors and distributed sensors. Point sensors are much more realistic and easier to design than distributed sensors. In contemporary \smart materials", piezoelectric or ber-optic sensors (called smart sensors) can be embedded to measure deformation, temperature, strain, pressure,...,etc. Each smart sensor detects only the average of the data in between the sensor and its size can be less than 10 ?6 m 29], 30], 24]. So in any sense, they should be treated as point sensors. As a matter of fact, so far distributed sensors have not been used in any real applications, to the best of our knowledge. However, once point observations on the boundary are used in a BCS, singularities will appear and very often the system becomes ill-posed. Mathematically and numerically, it becomes very tough to handle. On the other hand, when point observations are used in the problem setting, the state variable has to be continuous, so the regularity of the state variable stronger than the one in the case of distributed observations is required. The fact is that in the literature of related optimal control theory, starting from the classic book 23] by J.L. Lions until recent papers 3], 4] by E. Casas and others, distributed observations are always assumed and the optimal controls are characterized by an adjoint system. The system is then solved numerically by typically a nite-element method, which cannot e ciently tackle the singularity in the optimal control along the boundary.
On the other hand, since it is important in the optimal control theory to obtain a state-feedback characterization of the optimal control, with the bound constraints in the system, the Lagrange-Kuhn-Tucher approach is not desirable because theoretically it cannot provide us with a state-feedback characterization of the optimal control which is important in our regularity/singularity analysis of the optimal control and numerically it leads to a numerical algorithm to solve an optimization problem with a huge number of inequality constraints. A re nement of the boundary will double the number of the inequality constraints, so the numerical algorithm will be sensitive to the partition number of the boundary. Since the BCS is governed by a PDE system in R 3 , the partition number of the boundary can be very large, any numerical algorithm sensitive to the partition number of the boundary may fail to carry out numerical computation or provide reliable numerical solutions.
Recently in the study of a linear quadratic BCS governed by the Laplace equation with point observations, the potential theory and boundary integral equations (BIE) have been applied in 20], 10], 11], 12] to derive a characterization of the optimal control in terms of the optimal state directly and therefore bypass the adjoint system. This approach shows certain important advantages over others. It provides rather explicit information on the control and the state, and it is amenable to direct numerical computation through a boundary element method (BEM), which can e ciently tackle the singularities in the optimal control along the boundary.
In 10], 11], 9] several regularity results are obtained. The optimal control is characterized directly in terms of the optimal state. The exact nature of the singularities in the optimal control is exhibited through a decomposition formula. Based on the characterization formula, numerical algorithms are also developed to approximate the optimal control. Their insensitivity to the discretization of the boundary and fast uniform convergences are mathematically veri ed in 12], 31].
The case with the Stokes system is much more complicate than the one with the Laplace equation due to the fact that the fundamental solution of the Stokes system is matrix-valued and has rougher singular behaviors. In this paper, we assume that the control is active on a part of the surface and the control variable is bounded by two vector-valued functions. A Banach space setting has been used in our approach, we rst prove a necessary and su cient condition for a variational inequality problem (VIP) which leads to a rst order optimality condition of our original optimization problem. A characterization of the optimal control and its singularity decomposition formula are then established. Our approach can be easily adopted to handle other cases and it shows the essence of the characterization of the optimal control, through which gradient related numerical algorithms can be designed to approximate the optimal control.
The organization of this paper is as follows: In the rest of Section 1, we introduce some basic de nitions and known regularity results that are required in the later development; In Section 2, we rst prove an existence theorem for an orthogonal projection, next we derive a characterization result for a variational inequality which serves as a rst order optimality condition to our LQR problem; then a state-feedback characterization of the optimal control is established. Section 3 will be devoted to study regularity/singularity of the optimal control. Since the optimal control contains a singular term, we rst derive a singularity decomposition formula for the optimal control, with which we nd that in general the optimal control is not de ned at observation points. A necessary and su cient condition that the optimal control is de ned at observation points is then established. Some other regularities of the optimal control will also be studied in this section. Based upon our characterization formulas a numerical algorithm, in a subsequent paper, we design a Conditioned Gradient Projection Method (CGPM)) to approximated the optimal control. Numerical analysis for its (uniform) convergence and (uniform) convergence rate are presented there. We show that CGPM converges uniformly sub-exponentially, i.e., faster than any integer power of 1 n . Therefore CGPM is insensitive to discretization of the boundary. The insensitivity of our numerical algorithm to discretization of boundary is a significant advantage over other numerical algorithms. Since the fundamental solution of the Stokes system is matrix valued with a very rough singular behavior, numerical analysis is also much more complicated than the case with scalar-valued fundamental solution, e.g., the Laplacian equation.
Let us now brie y recall some hydrostatic potential theory, BEM and some known regularity results. Throughout of this paper, for a sequence of elements in R n , we use superscript to denote sequential index and subscript to denote components, e.g., fx k g R n and x k = (x k 1 ; ; x k n ). We may also usex k to emphasize that x k is a vector. We may writew(x;ũ) to indicate that the velocityw depends also onũ. 
is well-de ned and continuous.
On the other hand, if E(P k ; x) in (1.4) and (1.5) is replaced by the fundamental solution of the Laplace equation, in this case, E(P k ; x) becomes scalar-valued, then (1.4) has the same order O( 1 jx?P k j ) of singularity at x = P k , but the limit as x ! P k exists (including ?1 or +1). So the singularity can be easily handled. With a given Neumann B.D., the layer density~ can be solved from the above BIE (1.8). Once the layer density is known, the solution (w(x); p(x)) can be computed from (1.6) and (1.7). The velocity solutionw(x) is unique only up to a rigid body motion and the pressure solution p(x) is unique up to a constant.
In BEM, the boundary ? = ? 1 S ? 0 is divided into N elements with nodal points x i . Assume that the layer density~ (x) is piecewise smooth, e.g. piecewise constant, piecewise linear, , etc., then the BIE (1.8) becomes a linear algebraic system. This system can be solved for~ (x i ) and then (w(x); p(x)) can be computed from a discretized version of (1.6) and (1.7) for any x 2 .
For eachf 2 (L 2 (?)) 3 and x 2 R 3 , we de ne the simple layer potential of velocity S v (f) by
For eachf 2 (L 2 (?)) 3 and x 2 ?, we de ne the boundary operators K and K by (1) ( 1 This proves the rst part of (e). The second part follows from (c).
To prove (f), by (1.10), Q ij (x; ) is weakly singular for 1 i; j 3. Thus K is an integral operator with weakly singular kernel. By Theorem 2.22 in 21], K is a compact operator from (C(?)) 3 to (C(?)) 3 
(1.14)
That is, for each givenũ, the velocity state variablew is multiple-valued, so the objective function J(ũ) is not well-de ned. However among all these velocity solutions, there is a unique solutionw s.t.
(1.15)
A direct calculation yields thatw(x) =w 0 (x) +ã +b x must satisfy
Since such aw is unique and continuous, the point observationsw(P k ) in our LQR problem setting make sense and the LQR problem is well-posed. From (1.14) and Lemma 1. where C is a constant depending only on ?.
2. Characterization of the Optimal Control.
We establish an optimality condition of the LQR problem through a variational inequality problem (VIP). The characterization of the optimal control is then derived from the optimality condition.
In optimal control theory it is important to obtain a state-feedback characterization of the optimal control, i.e., the optimal control is stated as an explicit function of the optimal state. So the optimal control can be determined by a physical measurement of the optimal state. Our e orts are devoted to derive such a result. where the last inequality holds since each integrand, the product of two terms, is nonnegative.
Next we assume that u f is a solution to the VIP, i. The proof of the second part of the theorem follows directly from taking z f = z 1 and u f = f + z 2 ] Bu Bl in (2.8).
In a Hilbert space setting, the above theorem is called a characterization of projection. When U is a convex closed subset of a Hilbert space H, for each f 2 H, u f is a solution to the VIP if and only if u f = P U (f);
i.e., u f is the projection of f on U. This characterization is used to derive a rst order optimality condition for convex inequality constrained optimal control problems. However, this result is not valid in general Banach spaces. Instead we prove a characterization of truncation, which is a special case of a projection. Note that in a Hilbert space setting, a projection maps a point in the space into a subset of the same space. However our truncation is a projection that maps a point in (L q (?)) 3 Then to prove the rst part, it su ces to show that for eachf 2 (L 1 (?)) n , there exists C f 2 R m s.t.
T f (C f ) = 0:
It is easy to check that for anyf;h 2 (L 1 (?)) n and C 1 ; C 2 The following error estimate contains an uniqueness result, which will also be used in proving the uniform convergence rate in a subsequent paper. where the constant is independent of C f and C h .
Proof. We may assume that meas (? C f ) > 0: For T f (C), we denote Now we present a state-feedback characterization of the optimal control. Theorem 2.5. Let R 3 be a bounded domain with smooth boundary ?. The LQR problem has a unique optimal controlũ 2 U and a unique optimal velocity statew 2 (C(?)) 3 s.t. 
which is not computable at x = P k . In order to carry out the truncation by Bl and Bu, we have to know the sign of this singular term. Hence we derive a singularity decomposition formula of (2.21), in which the singular term is expressed as continuous bounded terms plus a simple dominant singular term and a lower order singular term. With the simple dominant singular term, the nature of the singularity is clearly exposed. The above singularity decomposition formula plays an important role in our singularity analysis and also in our numerical computation. It is used to prove the uniform convergence and to estimate the uniform convergence rate of our numerical algorithms in a subsequent paper.
Note is not de ned when = P k and x ! P k , in the sense that when x ! P k , some of the entries may oscillate between ?1 and +1. So if we look at the simple dominant singular term in the singularity decomposition formula of the optimal control, we can see that in general, the optimal controlũ (x) is not de ned at P k even with the truncation by Bl and Bu. This is a signi cant di erence between systems with scalar valued fundamental solution and with matrix-valued fundamental solution. For the formal case, e.g., the Laplacian, the optimal control is continuous at every point where Bl and Bu are continuous. Of course, if Bl(P k ) = Bu(P k ) =g(P k ), i.e., P k 2 ? 0 , which means the control is not active at P k , then triviallyũ (P k ) =g(P k ), a prescribed value. This is the case when a sensor is placed at P k , then a control device can not be put at the same point P k . However, in general point observation case, the control may still be active at P k . The above analysis then states that the optimal control is not de ned at P k unless some other conditions are posed. This is the nature of point observations. Notice that a distributed parameter control is assumed in our problem setting, theoretically the values of the control variable at nite points will not a ect the system. But, in numerical computation we can only evaluate the optimal controlũ at nite number of points. The observation points P k 's usually are of the most interest. On the other hand, the optimal velocity statew is well-de ned and continuous at P k , no matterũ (P k ) is de ned or not. So if one does want the optimal controlũ to be de ned at P k , when Bl(P k ) = Bu(P k ); k = 1; :::; m, it is clear that u (P k ) is de ned at each P k . When Bl(P k ) > Bu(P k ) for some k = 1; :::; m, then we have the following necessary and su cient condition.
Theorem 3.2. Let Bl(P k ) > Bu(P k ) for some k = 1; :::; m, then the optimal controlũ is well-de ned at the observation points P k if and only if j(w(P k ;ũ ) ?Z k ) i j 2j(w(P k ;ũ ) ?Z k ) j j; 1 i 6 = j 3;
where for each xed k and i, the equality holds for at most one j 6 = i unless w(P k ;ũ ) =Z k : Whenũ is well-de ned at P k , we have With the above result and the singularity decomposition formula for the optimal control, the following continuous result can be easily veri ed. From the state-feedback characterization (2.20), the control can be determined by a physical measurement of the state at nite number of observation points P k ; k = 1; ::; m. The question is then asked, will a small error in the measurement of the state cause a large deviation in the control? Due to the appearance of the singular term in (2.20) , in general the answer is yes, i.e., the state-feedback system is not stable. However under certain conditions, we can prove that the state-feedback system is uniformly stable. where the constant depends only on ?. Since there is constant C 0 independent of w 0 (P k ) such that kF 0 ?Fk L 1 (?)) 3 C 0 jw 0 (P k ) ?w(P k )j; k = 1; :::; m there is 3 > 0 such that jI 2 (x)j = jã 0 +b 0 x?(ã+b x)j < 1 2 "; 8x 2 ? ? ; whenever jw 0 (P k )?w(P k )j < 3 : Finally for = minf 1 ; 2 ; 3 g, we have jũ 0 (x) ?ũ(x)j < "; 8x 2 ?; whenever jw 0 (P k ) ?w(P k )j < for k = 1; :::; m:
The proof is complete. As a nal comment, it is worth while indicating that though in the problem setting, the governing di erential equation, the Stokes, is linear, the bound constraint on the control variable introduces a nontrivial nonlinearity into the system. This can be clearly seen in Theorem 2.2. Also our approach can be adopted to deal with certain nonlinear boundary control problems.
