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Abstract
Speech technologies have become of paramount importance in our everyday life
thanks to technological improvements and years of research. The available re-
sources and tools for speech processing have made it possible to automatically
process audio contents, task that was manually performed in the past but the
huge amount of multimedia information available nowadays makes this manual
processing prohibitive. Moreover, interdisciplinary research have been boosted
in fields that can take advantage of speech technologies, such as medicine and
psychology; speech technologies have a great potential for the study and treat-
ment of different pathologies such as mental health disorders or speech related
impairments.
This Thesis contributes to the improvement of emotional state detection
techniques; specifically, we focused on the emotion recognition and depression
detection tasks. The extraction of speaker’s emotional state implies several
steps: first, the speech parts of an audio stream must be detected, in order to
discard those non-speech parts that provide no information about the speaker’s
emotional state; after this, speaker segmentation must be performed, because
before extracting information about a speaker we must detect the boundaries
between different speakers; on some occasions, it might be interesting to perform
speaker diarization in order to know which parts of an audio stream are spoken
by the same speaker; and finally, information about the emotional state can
be extracted. This Thesis presents contributions at these four stages: audio
segmentation, speaker segmentation, speaker diarization and emotional state
detection; on this latter stage we focused on continuous emotion recognition
and depression detection.
Audio segmentation systems usually achieve acceptable results when per-
forming simple tasks such as speech detection, but state-of-art systems still find
it difficult to segment audio contents when music and noise are present. We
propose a framework for the fusion of audio segmentation systems, in order
to enhance their strengths and dim their weaknesses. This decision-level fu-
sion strategy consists on the estimation of the reliability of the different audio
segmentation systems when classifying audio into the different classes; this relia-
bility is estimated by extracting class-conditional probabilities from a confusion
matrix, which is obtained by analysing system performance on some training
data. The information extracted from these class-conditional probabilities was
used to propose different reliability estimates.
i
ii
Speaker segmentation systems have two types of error: false alarms, which
consist on detecting speaker change-points that are not actual change-points;
and mis-detections, which consist on missing actual change-points. Audio con-
tents are more likely to suffer one type of error or another depending on their na-
ture: recordings with long speaker turns are prone to false alarms, while record-
ings with short speaker turns, such as dialogues, are prone to mis-detections. We
present different rejection strategies that aim at reducing the false alarm rate
in Bayesian information criterion (BIC) based speaker segmentation systems;
this rejection strategies can take into account the confidence on the candidate
change-points as well as the statistical properties of the change-points process.
Moreover, a strategy to reduce the mis-detection rate is also presented, which is
specially focused on improving segmentation performance on TV programmes,
where the presence of dialogues and dynamic discourse is very common.
Selecting the number of clusters is an unresolved issue related to speaker
diarization, as there are no satisfactory solutions to this problem in the lit-
erature. In this Thesis, we propose a criterion to select the number of clus-
ters which aims at maximizing the extra-cluster similarity while minimizing the
intra-cluster similarity. An analysis of different speech segment representations
was also performed, showing that the application of linear discriminant analysis
(LDA) increased the separability of the classes, enhancing the performance of
the proposed criterion to select the number of clusters.
Continuous emotion recognition from speech is a challenging task, specially
when an emotional level must be predicted at every instant of time, as the infor-
mation contained in a frame of speech do not give enough information to do such
estimation. Also, classification techniques cannot be straightforwardly applied
to this task because there is not a finite number of classes. In this Thesis, we
propose two subspace projection techniques for continuous emotion recognition;
the iVector paradigm was applied to this task, aiming at reducing the influ-
ence of speaker and channel variabilities; the eigen-space approach, widely used
in tasks such as speaker recognition, was also applied to continuous emotion
recognition.
To finish, we presented a study on the influence of different feature sets in the
depression detection task; this was motivated by the fact that there are many
studies in the literature about similar topics, but the use of different databases,
features, performance measures and depression detection approaches makes it
very difficult to extract any remarkable conclusions about which features are
better at representing depressive speech. This study was complemented with an
analysis of the type of discourse for depression detection, in which either read
or spontaneous speech was used to estimate the level of depression severity of
the speakers, and we also assessed some feature-level fusion techniques for this
task.
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Chapter 1
Introduction
1.1 Motivation
Speech technologies have become a part of our everyday life thanks to years of
research and technological development. These advances walk hand with hand
with the increasing demand for tools to improve our quality of life: on the one
hand, the fast growth of the available amount of multimedia documents has
created the need for tools to automatically process this kind of information;
on the other hand, these advances have opened the door to the inclusion of
speech technologies in everyday life. This inclusion was strongly boosted by
the development of interfaces for impaired people, who are now able to increase
their contact with technologies that were restrictive for them some years ago but,
besides this, speech technologies are starting to be of paramount importance on
the study of mental health issues and speech related impairments. Medicine
and psychology are starting to take advantage of the huge potential of speech
technologies for the study and treatment of different pathologies, which supposes
a meaningful improvement of the quality of life of these individuals.
This Thesis aims at contributing to the improvement of emotional state de-
tection technologies from beginning to end, from the waveform to the emotional
state estimation. Thus, several contributions at different levels of the whole
process are compiled in this Thesis but, before getting to the details, a brief
introduction to the whole procedure, depicted in Figure 1.1, must be presented:
• (1) The first step of many speech technologies tasks consists on, given
a waveform, distinguishing between speech and other sounds; this task is
called audio segmentation, as the audio stream is divided into homogeneous
segments according to some criteria; in the example presented in Figure
1.1, the criterion consists on deciding whether an audio segment belongs
to classes “speech” or “non-speech”.
• (2) Once the speech regions are delimited, it is possible to divide them
according to the speaker, i.e. to perform a segmentation of the speech
parts in order to obtain speaker homogeneous segments, which is known
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Figure 1.1: Block diagram of the different topics addressed in this Thesis.
as speaker segmentation. This step is crucial whenever we want to ex-
tract information about the speaker, as first we have to define the speaker
boundaries.
• (3) Besides obtaining the speaker segmentation of the speech parts, we
might want to extract information about the identity of the speakers, but
in general the identity of the speakers is unknown, so a generic label can be
assigned to all the speech segments that belong to the same speaker. This
procedure is known as speaker diarization, which consists on identifying
which speech segments were spoken by the same speaker, i.e. “who spoke
when”.
• (4) Information about the speaker, apart from their identity, can be ex-
tracted from the speech segments. This information is diverse, as we can
estimate the speaker’s age, gender, language, accent. . . but specifically, in
this Thesis, we focused on the speaker’s emotional state.
1.2 Contributions
This Thesis presents contributions to the four steps depicted in Figure 1.1, i.e.
audio segmentation, speaker segmentation, speaker diarization and emotional
state detection. A brief description of the different contributions of this Thesis
is presented below:
• Audio segmentation performance is relatively good when the classes to
be identified are easily distinguished; for example, distinguishing between
speech and silence is an issue that has been successfully solved. However,
in more complex situations, where information such as music or different
types of noise are present, the audio segmentation problem becomes more
1.2. CONTRIBUTIONS 3
complicated. In such situations, it is possible that a system is very accurate
at classifying a concrete class but nevertheless has problems distinguish-
ing between other classes. A solution to this issue is the combination of
different audio segmentation strategies by means of fusion strategies: in
this way, it is possible to enhance the strengths and dim the weaknesses
of the different segmentation strategies. In this Thesis, a framework for
the fusion of audio segmentation strategies is presented, which consists on
estimating the reliability of the classifiers when classifying the different
classes. We also present a series of reliability estimates, and we analyse
their performance in different scenarios.
• Speaker segmentation strategies have two main types of error: false alarms,
i.e. detecting a change-point (speaker boundary) that is not an actual
change-point, and mis-detections, i.e. not detecting a change-point that
is an actual change-point. Different types of audio contents suffer more
from one type of error than from the other: when audio recordings have
very long speaker turns mixed with very short speaker turns the speaker
segmentation systems are prone to false alarms, while when audio record-
ings have very short speaker turns the systems are prone to mis-detections.
In this Thesis, we present different approaches to tackle these two types
of error, and a thorough analysis of how each of these strategies behave
when segmenting different types of audio content is presented; specifically,
we focused on the speaker segmentation of Parliament sessions, broadcast
news programmes and TV shows.
• Four main concerns appear when dealing with the speaker diarization task:
how to segment the data, how to represent the speech segments, how
to perform clustering and how to decide the number of speakers. The
segmentation of the audio by speaker is addressed on the audio and speaker
segmentation tasks. The representation of the speech segments is still
an open topic as there is not an agreement in the literature about which
representation is more suitable for this task; the clustering issue is generally
solved by means of agglomerative hierarchical clustering; and the selection
of the number of speakers is the least studied speaker diarization related
topic. Although there is not a lot of work present in the literature about
how to select the number of clusters, it is not a trivial topic at all: the
number of speakers is not known beforehand, and its selection has a huge
impact on diarization performance. This Thesis analyses the performance
of different segment representation approaches for speaker diarization, and
a criterion to select the number of clusters is proposed. The influence
of speaker diarization errors in the automatic speech recognition task is
studied as a proof of concept.
• The estimation of the speaker’s emotional state is a task that has not been
successfully fulfilled yet, so it is still not clear what are the best features
and approaches to extract emotional information from speech. Moreover,
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in some tasks, it is necessary to obtain an instantaneous estimation of the
speaker’s emotional state, which is not easy when dealing with audio con-
tents, as the information contained in a single frame of speech is not infor-
mative enough to extract the emotional state. In this Thesis, we proposed
different speech representation techniques for emotional state detection,
that were assessed in a continuous emotion recognition task. Moreover,
we analysed the performance of different features when performing de-
pression detection, specifically when assigning a depression severity level
to the speaker and when deciding whether the speaker is depressed or
not. We also studied the performance of these features when using read or
spontaneous speech for depression level estimation, in order to analyse the
appropriateness of these two types of discourse for depression detection.
1.3 Outline
The different research topics addressed in this Thesis led us to divide it in
two Parts: the first Part encompasses points (1) to (3) of Figure 1.1, as they
are strongly bounded together because speaker diarization requires audio and
speaker segmentation. Therefore, the second Part is devoted to the emotional
state detection topic. An outline of these two Parts is presented below:
• The first Part of this Thesis is organized as follows. First, an overview
of the audio segmentation, speaker segmentation and speaker diarization
tasks, which are involved in this Part, is presented in Chapter 2. Chap-
ter 3 describes the experimental frameworks that were used to assess the
proposed approaches.
The first contribution of the Thesis is presented in Chapter 4, which aims at
presenting a framework for the combination of audio segmentation strate-
gies whose only available information is their output. Although the fusion
techniques are presented as a strategy for fusing audio segmentation sys-
tems, their nature make them useful for fusing any type of classifiers.
Chapter 5 is devoted to the speaker segmentation issue: techniques for
dealing with false alarms and mis-detections are presented and assessed in
this Chapter.
Chapter 6 is devoted to speaker diarization: we propose a new criterion to
select the number of clusters as well as a discriminative representation of
the speech segments for speaker clustering.
Section 7 presents a summary of the aforementioned Chapters and it also
presents some future research lines.
• The second Part of this Thesis is organized in the same way as Part I. First,
the state of the art in emotional state detection is presented in Chapter
8. Chapter 9 describes the experimental framework that will be used in
this Part. The contributions of this Thesis to the continuous emotion
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recognition task are described in Chapter 10, while the ones related to the
detection of depressed speech are presented in Chapter 11. To conclude,
Chapter 12 presents a summary of this Part and future research lines.
6 INTRODUCTION
Part I
Audio Segmentation

Chapter 2
State of the Art
2.1 Introduction
Audio segmentation is a task consisting on dividing an audio stream into homo-
geneous segments by finding acoustic changes. The homogeneity criteria of the
obtained segments must be previously defined and depends of their posterior
use:
• An audio stream can be segmented into speech and non-speech segments,
task known as speech activity detection.
• A set of acoustic classes (such as speech, music, noise, silence) can be
defined in order to segment the audio according to them. These acoustic
classes can be mixtures of several classes, such as speech with music or
speech with noise, which might be useful for labelling the background
information of speech segments.
• An audio stream can be segmented according to the speaker that appears
at every instant, obtaining a set of speaker-homogeneous segments. This
particular task is called speaker segmentation.
Audio segmentation is a common previous step to almost all speech tech-
nologies applications. Some examples are:
• Speaker diarization. Speaker diarization is a task consisting of deciding
“who spoke when” at every instant of an audio stream. In other words,
this task consists on segmenting an audio stream according to the speaker
and assigning a speaker label to the different segments where the same
speaker is speaking. There are two main reasons why audio segmentation
is necessary in this task: first, speech activity detection must be performed,
as the segments with no speech have to be discarded; and second, the
speech segments must be speaker-homogeneous, as the definition of the
task states that only one speaker can be present at each segment (except
in the case of speaker overlap, issue that is not addressed in this Thesis).
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• Automatic speech recognition (ASR). The automatic speech recognition
task consists on transcribing the speech uttered in an audio stream. Au-
dio segmentation plays a crucial role in ASR: the audio segments that
do not include speech should not be addressed to the recognizer, as it
would try to transcribe them, dramatically harming the performance of
the system. ASR performance can also be improved thanks to speaker
segmentation: speaker adaptation can be done when the speaker labels
are available (by performing speaker clustering or speaker identification),
and channel adaptation is also possible when the type of background of
the speech data is known.
• Acoustic event detection. Many types of event are present in audio streams,
such as laughs, coughs, doors closing, bells ringing, etc. The acoustic event
detection task is related to the speaker segmentation task, as it consists
on detecting homogeneous, and usually brief, segments that contain these
events.
• Speaker characterization. Different information can be extracted from
human speech, such as the identity of a speaker, their gender, their age, the
language or dialect they are speaking, or even their emotional or physical
state. To do so, it is important to be able to detect the boundaries between
the speech from different speakers, which is why audio segmentation is
related to this topic. An accurate speaker segmentation is crucial for this
task, because speech segments that contain speech from different speakers
can damage the ability of a system to detect the speaker’s characteristics.
There is a wide variety of techniques for audio segmentation, and many
different classifications of these techniques can be done. In this Chapter, the
audio segmentation strategies are divided in two different groups: strategies for
segmentation by acoustic change detection and strategies for segmentation by
audio classification. On the first type of segmentation strategies, the system tries
to find the frame where there is an acoustic change-point, while on the second
type of strategies, the audio stream is classified as one class or another, creating
segments in this way. The feature that the different techniques described in
this Chapter have in common is that segmentation is not performed on the
waveform but on acoustic features that are extracted from it. Segmentation can
be performed directly on the acoustic features, or these features can be used to
build statistical models. These statistical models can be transformed by means
of subspace projection techniques in order to reduce the dimensionality of the
data and to represent them in a more discriminative subspace.
The rest of this Chapter is organized as follows: Section 2.2 introduces the
notation used in the next Sections; Section 2.3 gives an overview of the MFCCs,
which are the most commonly used acoustic features in audio segmentation;
Section 2.4 describes the most common statistical models that are used in audio
segmentation; Section 2.5 introduces some subspace projection techniques that
are widely used in speech technologies tasks; Sections 2.6 and 2.7 present a
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review of the main techniques for audio segmentation used in the last years.
In Section 2.8, an overview of popular techniques that can be used to combine
different segmentation approaches in order to enhance their individual results is
presented. As mentioned above, audio segmentation is strongly related to tasks
such as speaker diarization, as it has a crucial influence on the performance of
this task. Thus, an overview of speaker diarization is given in Section 2.9.
2.2 Notation
To ease the understanding of the techniques and algorithms presented in this
part of the Thesis, the notation used for audio segmentation and clustering is
established in this Section.
The audio stream to be segmented has a duration of T seconds and a sam-
pling frequency fs. A time instant of the audio stream is represented by letter
t, usually with a subindex, i.e. ti.
Audio segmentation is usually performed using features extracted from the
waveform. The audio stream is first divided in frames and each frame is repre-
sented by a feature vector of dimension D. Thus, the audio stream is represented
by a sequence of nF feature vectors {x1, . . . ,xnF }, where xi is the feature vector
corresponding to frame i. The segmentation procedure usually implies taking
some consecutive frames, which is called a window. A window of frames is rep-
resented by letter X with or without a subindex, and it has to be defined by
establishing the initial and final vectors or frames that compose the window.
A group of consecutive homogeneous frames that are grouped together is
called segment. Let S = {S(1), . . . , S(n)} be a sequence of nS segments obtained
after performing audio segmentation. These segments are divided by a sequence
of change-points CP = {CP (1), . . . , CP (n − 1)}. The boundaries of segments
S(i) are the change-points CP (i − 1) and CP (i) except in the case of segment
S(1), which is delimited by the initial time instant and CP (1), and segment
S(n), which is delimited by CP (n− 1) and the final time instant.
There might be statistical models or probability density functions (pdf) in-
volved in the segmentation procedure, which are used to represent the audio
signal in a compact way. When dealing with Gaussian models, they are usually
represented by their mean µ and their covariance Σ. A Gaussian model is repre-
sented by letter θ; for example, a Gaussian model can be defined as θ ∼ N (µ,Σ).
A Gaussian mixture model is a model composed ofM Gaussian mixtures, and it
is represented by letter Θ, where Θ = {θ1, . . . , θM}. These models, besides their
means and covariances, have a weight vector α = {α1, . . . , αM} whose compo-
nents are the weights associated to each Gaussian. Thus, a GMM is defined as
Θ ∼ N (µ,Σ,α), where in this case µ = {µ1, . . . ,µM} and so on, i.e. the mean
of the GMM is defined as a set of means where µi is the mean of θi, the i
th
mixture of Θ.
According to the notation defined above, let ΘS(i) be a GMM that represents
segment S(i); a supervector v(i) can be obtained by concatenating the means
of ΘS(i). Thus, {v(1), . . . ,v(n)} is a set of supervectors v corresponding to a
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Figure 2.1: Diagram of the notation used in this Thesis to represent time, feature
vectors and audio segments.
set of segments S, where v is a supervector of dimension R, and the kth feature
of the supervector is named v(i)k. The set of segments S can be represented
by means of a matrix V ∈ ℜR×n = (v(1)v(2) . . .v(n)), where the ith column
of V is the supervector that represents segment S(i).
When the clustering of the segments S is performed, a clustering solution Cnc
with nc clusters is obtained. This clustering solution is composed by nc clusters
c(1), . . . , c(nc), and cluster c(i) is composed by a group of |c(i)| segments, i.e.
|c(i)| is the cardinality of cluster c(i).
Let M ∈ ℜn×n be a similarity matrix, in which each element mij is the
similarity between segments S(i) and S(j):
mij = sim(S(i), S(j)) (2.1)
where the similarity function sim can be computed in different ways. It can
be noticed that the diagonal elements of matrix M are equal to 1, as they
correspond to the similarity between a segment and itself.
2.3 Acoustic features
The extraction of acoustic features consists on, given a waveform, computing
parameters that represent the important aspects of the waveform. Such impor-
tant aspects vary from one task to another; for example, when performing audio
segmentation it is important to extract the information about the background
noise, but for speech recognition it would be perfect to obtain a representation
of the waveform that makes this noise disappear.
Many of the most popular acoustic features for audio segmentation are ex-
tracted using a sliding window, i.e. a short segment of the waveform is taken in
order to extract the features, and this window slides using a small step in order
to obtain acoustic features every few milliseconds.
Mel-frequency cepstral coefficients (MFCCs) are one of the most popular
acoustic features used in speech technologies. They are almost a standard in
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automatic speech recognition and audio segmentation, and are also widely used
in other tasks such as speaker recognition [1] or age and gender classification [2].
MFCCs are also present in the music information retrieval field, where they have
shown their ability to perform different tasks such as musical genre classification
[3].
The MFCCs represent the spectrum of the audio signal in the Mel scale.
To compute them, first the fast Fourier transform of a window of the audio
signal is computed. Its power or magnitude spectrum is mapped into the Mel
scale using a triangular filterbank. The discrete cosine transform of the Mel
filterbank log-energy is computed, thus obtaining the cepstral features. MFCCs
are commonly followed by their delta (∆) and acceleration (∆∆) coefficients in
order to capture short-term dynamics: given a set of acoustic feature vectors
{x1, . . . ,xnF }, the delta coefficients di of the i
th feature vector xi are computed
as:
di =
∑K
k=1 k(xi+k − xi−k)
2
∑K
k=1 k
2
(2.2)
where the parameter k controls the time span of the delta coefficients. The accel-
eration coefficients are computed by applying Eq. (2.2) to the delta coefficients
[4].
There is not a clear position about which is the most appropriate number of
MFCCs, being it possible to find in the literature systems with MFCCs ranging
from 12 to 32 with and without delta and acceleration coefficients, but usually
accompanied by their log-energy [5]. Thus, in this Thesis, we decided to adopt a
configuration of 12 MFCCs plus log-energy for speaker segmentation, while for
more complex tasks such as classification we augmented these coefficients with
their delta and accelerations.
2.4 Statistical models
2.4.1 Gaussian mixture models
Gaussian mixture models are widely used in speech technologies for several tasks.
This type of models can be used to represent an audio segment, i.e. a group of
consecutive audio frames, in a compact way. To do so, two different approaches
can be followed: (1) training a GMM using the audio frames as training data
or (2) adapting a pre-trained GMM to the audio frames. The first approach
consists on estimating the parameters µ, Σ and α of the GMM from the train-
ing feature vectors by maximum likelihood (ML). This ML process is usually
performed by means of the expectation-maximization (EM) algorithm, which is
usually combined with a previous k-means clustering in order to accelerate the
convergence [6]. This procedure is not recommendable when the amount of data
to perform this training is limited; in such situations, the adaptation approach
is used: in this case, the parameters µ, Σ and α of the pre-trained GMM are
modified so they turn into a good representation of the given audio frames. The
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pre-trained model is called universal background model (UBM), and it is trained
with large amounts of data.
Apart from modelling audio segments, (3) GMMs can be used to estimate
how probable it is that a given set of audio frames has been produced by a given
GMM. This is done by computing the likelihood (usually found in its logarithmic
form, namely log-likelihood) of the GMM and the data.
A block diagram of these GMM approaches can be found in Fig. 2.2.
Figure 2.2: Approaches for obtaining a GMM representation of a speech segment
X as well as for computing the probability that a speech segment Y was produced
by the GMM corresponding to the data in X.
The rest of this Section describes the procedures for performing GMM adap-
tation and log-likelihood computation [7].
Adaptation
The adaptation of a GMM to some data consists on moving the Gaussians that
form the Gaussian mixture model so they fit these data. This procedure implies
adapting the means, the variances and the weights of the GMM but, as the
amount of data to perform the adaptation is usually limited, adapting only
the means and leaving the variances and the weights unchanged is common; in
[7], it was proven that adapting only the means of the GMM is even beneficial.
The mean adaptation procedure used throughout this Thesis is described below;
specifically, the maximum a posteriori (MAP) adaptation approach was adopted.
A bi-dimensional representation of this mean adaptation procedure is depicted
in Fig. 2.3 [6]. Further information about GMM adaptation can be found in [7],
work in which the adaptation of means, covariances and weights is extensively
defined.
The fist step to perform MAP adaptation of a GMM to a window of data is
determining the probabilistic assignment of the vectors in X into the mixture
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Figure 2.3: Maximum a posteriori adaptation of the means of a UBM (light
blue) to two different sets of feature vectors (dark blue and purple). The ellipses
represent the Gaussians and the dots represent the feature vectors.
components. Hence, for Gaussian mixture θm:
Pr(θm|xt) =
αmpm(xt)∑M
j=1 αjpj(xt)
(2.3)
where pj(xt)
pj(xt) =
1
(2π)D/2|Σj |1/2
exp
(
−
1
2
(xt − µj)
′Σ−1j (xt − µj)
)
(2.4)
After this, sufficient statistics for µ, Σ and α are computed:
nm =
T∑
t=1
Pr(θm|xt) (2.5)
Em(X) =
1
nm
T∑
t=1
Pr(θm|xt)xt (2.6)
The adapted mean corresponding to mixture m can be computed as:
µˆm =
nm
nm + ρ
Em(X) +
(
1−
nm
nm + ρ
)
µm (2.7)
where ρ is an adaptation coefficient. A typical value for this coefficient is 16 [7].
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Calculation of the log-likelihood
The likelihood of a GMM and some given data represents the similarity between
the data and the GMM, i.e. how likely the data has been generated by that
GMM.
Let Θ ∼ N (µ,Σ,α) be a Gaussian mixture model with M mixtures and let
X = {x1, . . . ,xT } be a window of feature vectors of dimension D. The average
log-likelihood of window X and model Θ is computed as
L(X|Θ) = log p(X|Θ) =
T∑
t=1
log p(xt|Θ) (2.8)
where log p(xt|Θ) is the contribution of frame xt to this log-likelihood. It is
computed as:
p(xt|Θ) =
M∑
m=1
αmpm(xt) (2.9)
where pm(xt) is the Gaussian density corresponding to mixture m and frame
xt, and is computed as in Eq. (2.4).
2.4.2 Hidden Markov models
An HMM is a stochastic model that encompasses another non-observable (hid-
den) stochastic model, which can only be observed by looking at the sequence
of observed symbols [8]. HMMs have been widely used for different tasks due
to their rich mathematical structure. They are widely used in automatic speech
recognizers [9] and have also had success in other tasks such as audio segmenta-
tion or speech synthesis [10].
An HMM is composed by the following parameters:
• A set of N states Q = q1, . . . , qN .
• A set of M observation symbols O = o1, . . . , oM , which represent the
physical output.
• State transition probability matrix A = {aij}, where aij = P [qj at t +
1|qi at t], 1 ≤ i, j ≤ N . Transition probability aij represents the probabil-
ity of being in state qj at time t + 1 given that state qi was observed at
time t.
• Observation symbol probability distribution in state j, B = {bj(k)}, where
bj(k) = P [ok at t|qj at t], 1 ≤ j ≤ N , 1 ≤ k ≤ M . bj(k) represents the
probability of obtaining the observation ok given that state qj was observed
at time t.
• Initial state distribution pi = {πi}, where πi = P [qi at t = 0], 1 ≤ i ≤ N .
πi models the probability of being at state qi at time 0.
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Given an HMM λ = (A,B,pi) and given a sequence of observations O =
{O1, . . . , OT }, there are three issues to overcome: (1) how to calculate the like-
lihood of O given λ, which is usually done by using the forward-backward algo-
rithm; (2) how to find the most suitable sequence of states corresponding to O,
which is overcome by means of the Viterbi algorithm; and (3) how to train the
model λ, i.e. how to find A and B, which is done by means of the Baum-Welch
algorithm [8].
Once that the three aforementioned issues are overcome, HMMs become a
suitable option for audio segmentation or classification.
2.4.3 Artificial neural networks
An artificial neural network (ANN) is a machine learning algorithm that is in-
spired by the way the human brain learns and works [11]. It is a computational
model composed by several units, called neurons [12], that perform a linear com-
bination of their inputs, and their output is computed by means of an activation
function, which can be a linear function, a sigmoid, a step,. . . ANNs are struc-
tured on layers of neurons, which can be directly connected to the outer world
or not, being the latter hidden layers.
Classification with ANNs requires a learning stage, in which a set of labelled
examples is provided to the ANN so it can learn how to predict the labels for a
similar set of examples. To do so, the ANN works as an adaptive system that
changes its structure based on the information that flows through it during this
learning stage.
The use of ANNs for classification has the advantage that this type of ma-
chine learning algorithms can approximate any decision boundary provided the
complexity of the network is sufficient. Nevertheless, they have the inconve-
nience of requiring a long training time.
The most popular type of ANN is the multilayer perceptron (MLP), which
consists on a feedforward neural network, i.e. information only flows in one
direction, it never goes backwards [13]. The interest for ANNs has grown in the
last years, when the use of recurrent neural networks (RNN) in different speech
technologies tasks emerged, specially those that use the long short-term memory
approach [14]. This type of neural networks differs from the MLP approach in
the way neurons are connected to each other, as RNNs are no longer strictly
connected in layers, in this case there are at least one cyclic path of synaptic
connections. The use of deep neural networks, which are neural networks with
more than one hidden layer and thousands or millions of free parameters, is
also gaining popularity nowadays [15] due to the huge increase of computation
capabilities.
2.4.4 Support vector machines
A support vector machine (SVM) is a machine learning approach that consists
on a binary classifier that separates two classes by means of a hyperplane. This
hyperplane is such that it maximizes the margin between itself and the training
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data. Examples of the two classes to be separated are used as training data to
obtain this hyperplane. Different types of SVMs are present in the literature,
such as the C-SVM [16] [17] and the ν-SVM [18]. These ideas have also been
applied to regression, namely support vector regression (SVR), being some pop-
ular approaches the ǫ-SVR [19] and the ν-SVR [18]. Another approach derived
from the concept of SVM is the 1-class SVM [20], in which an estimation of
the data distribution is performed, i.e. a classification between members of a
distribution and outliers is carried out.
The use of kernel functions is common when dealing with SVMs, as they
perform a projection of the data into a high dimensional space in which the
two classes are linearly separable [21]. Some of the most frequently used kernel
functions are the radial basis function, the linear kernel, the polynomial kernel
and the sigmoid kernel.
In situations where there are more than two classes, a strategy for multi-
class SVM must be used. One popular approach is the one versus all strategy
[19], in which an SVM per class is trained such that it distinguishes between
the examples of one class and the examples of all the other classes. The one
versus one strategy [22] is widely used as well: an SVM is trained for every pair
of classes, and then a global decision is taken by maximum voting.
2.5 Subspace projection techniques
The use of subspace projection techniques is very common in many speech tech-
nologies tasks due to their potential. These techniques are usually combined
with GMM representation of the data, and consist on projecting the data from
their original reference space defined by a UBM to a different subspace that is
more discriminative and of lower dimensionality. These techniques are usually
applied to Gaussian mean supervectors, which are obtained by concatenating
the adapted means of a GMM.
The different subspace projection techniques can be divided into supervised
and unsupervised techniques. A classic example of unsupervised projection tech-
niques is the principal component analysis (PCA) [23] and, more recently, joint
factor analysis [24] and the factor analysis-based iVector approach, that has
become widely used in speaker recognition [25] [26]. One of the most popular
supervised techniques is the linear discriminant analysis (LDA) [27], which de-
rived in other techniques such as probabilistic LDA [28]. An overview of the
most popular subspace projection techniques can be found below:
• LDA. Let V be a matrix as defined in Section 2.2, where each column
is the supervector corresponding to one speech segment or, equivalently,
each column of V is a point in a reference space defined by the UBM. The
aim of the classification tasks is to group these points into homogeneous
classes, and to do so, it is important that the points belonging to the same
class are close to each other and, at the same time, far from the points
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belonging to the other classes. Thus, LDA can be applied to the super-
vectors in order to reduce the dimensionality of the data while increasing
the separability of the different classes [27]. By training a transformation
matrix X, the original data can be projected into a more discriminative
subspace as follows:
VLDA = V
T ·X (2.10)
where X ∈ ℜD×DLDA and VLDA is a matrix whose i
th column represents
the speech utterance S(i) in a discriminative space where the original su-
pervector v(i) of dimension D is now a supervector vLDA(i) of dimension
DLDA, with DLDA < D.
• Joint Factor Analysis. Factor analysis is a technique that tries to deal with
the assumption that the Gaussians of a GMM are speaker independent,
which is not generally true. This technique proposes a decomposition of a
Gaussian mean supervector v as:
v =m+Wy (2.11)
where m is a speaker-independent component, W is the so-called eigen-
voices matrix and y represent the speaker factors. Factor analysis was
taken a step further by also trying to release the model from channel vari-
ability. This method, called joint factor analysis (JFA) suggests the de-
composition of a Gaussian mean supervector v into different components:
v =m+Ux+Wy (2.12)
where m is the speaker and channel independent supervector, x is the
channel factors and U is the eigenchannel matrix.
JFA was used in different speech technologies task such as speaker iden-
tification and verification [25], language identification [29] and speaker di-
arization [24], but has almost been replaced by the more simplistic iVector
approach.
• iVectors. The JFA paradigm inspired a new approach in which the channel
and speaker variability are modelled altogether, as it was proven that the
channel factors in JFA usually contained information about the speaker
[25]. Thus, the iVector technique defines a low-dimensional space, named
total variability space, in which the speech segments are represented by a
vector of total factors, namely iVector [30]. A Gaussian mean supervector
v is decomposed as
v =m+ Tw (2.13)
where m is the speaker and channel independent supervector, T is a low-
rank total variability matrix, and w is the iVector corresponding to the
Gaussian mean supervector v.
The use of iVectors has become almost a standard in different tasks such
as speaker identification [30] and language identification [31], and is also
widely used in speaker diarization [32] [33].
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• PCA. The PCA technique takes advantage of the prior knowledge about
the speaker space in order to find a low dimensional subspace that sum-
marizes the most relevant information of the original vector space. PCA
is used in different signal processing areas such as image processing, and
it is referred to as “eigenvoices” when applied to speech signals [34]. The
speaker representation is carried out in the same way as defined in Eq.
(2.13), but in this case matrix T is a matrix whose columns are referred
to as eigenvoices, and the elements of w are the speaker factors, which
represent the original Gaussian mean supervector v in a low dimensional
subspace. The eigenvoices are obtained by computing the eigenvectors
corresponding to the highest eigenvalues of the covariance matrix of the
mean supervectors of a training set.
2.6 Strategies for segmentation by classification
There are segmentation techniques that, instead of looking for an acoustic change
in a window of data, classify the data as one class of a given set of classes,
obtaining as a result homogeneous segments. These segmentation approaches
use statistic models to model the different acoustic classes, which are obtained
by training using the available training data. Using these models, the audio
stream is segmented by finding the most likely sequence of models.
The rest of this Section describes some common methods to perform seg-
mentation by classification.
2.6.1 Viterbi decoding
Audio segmentation is frequently carried out by means of Viterbi decoding. This
algorithm finds the most likely sequence of states given the input data. Figure
2.4 illustrates the problem: there is a sequence of frames from time t = 0 to
time t = T and a path that goes from 0 to T (in the example, T = 4) has to
be found. In the example, this path must start at the blue node and end at the
purple node. To do so, the most likely sequence of states has to be found. Each
transition has a cost, and in case of having paths with the same likelihood, the
one with the lowest cost is selected.
Viterbi algorithm is usually applied by means of HMMs: the set of acoustic
classes that can be present in the audio contents to be segmented is defined, and
then a grammar is also defined, such that it establishes the possible sequence of
classes of the input frames.
2.6.2 Segmentation based on maximum likelihood classifica-
tion
An audio stream can be segmented by assigning the most likely class to each
window of data, and this can be done by modelling each class by means of a
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Figure 2.4: Example of Viterbi decoding.
GMM and then computing the likelihood between the models and each window
of data.
Let {Θ1, . . . ,ΘC} be a set of GMMs that corresponds to classes 1, . . . , C, and
let X be a window of data extracted from the audio stream. A set of likelihoods
is obtained when computing the likelihood between X and the different models
as described in Sec.2.4.1; the class C∗ that best suitsX is the one that maximizes
the value of the likelihood:
C∗ = argmax
i=1,...,C
L(X|Θi) (2.14)
2.6.3 The Gaussian mean supervector approach
As mentioned in Section 2.4.1, it is possible to represent a window of dataX with
a GMM ΘX with means µ1, . . . ,µM by adapting a UBM to the data in X, and a
vector vX = [µ1 . . .µM ] can be created, namely a supervector, that can be seen
as a point in the space defined by the UBM. Given a set of training examples
X1, . . . , Xnexamples , their corresponding supervectors are computed and, along
with their classes, they are used to train a machine learning algorithm. Once the
classifier is trained, given the test data Xtest, the supervector vXtest is obtained
and classified using the classifier. The most common procedure to apply the
Gaussian mean supervector approach to audio segmentation is by means of a
sliding window.
The Gaussian mean supervector approach is usually combined with subspace
projection techniques such as those described in Section 2.5. Projections have
two main advantages: on the one hand, the dimension of the supervectors is
dramatically reduced, making the classification procedure much faster; on the
other hand, as the projected supervectors are in a more discriminative subspace,
classification accuracy is dramatically improved.
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2.7 Strategies for segmentation by acoustic
change detection
This type of segmentation strategies compare adjacent windows of audio by using
a given distance measure, deciding whether there is an acoustic change between
the windows in function of this distance. In other words, given a window with L
framesX = {x1, . . . ,xL}, it is split at frame i in two windowsX1 = {x1, . . . ,xi}
and X2 = {xi+1, . . . ,xL}, and the distance between windows X1 and X2 is
computed to check whether they are similar to each other, which indicates that
there is not an acoustic change at frame i, or whether they are very different
to each other, deciding that there is an acoustic change at frame i. To do so, a
hypothesis test is run with the following hypotheses:
• H0: both windows X1 and X2 are best modelled with a single model.
• H1: windows X1 and X2 are best modelled with two different models, one
for each window.
These models are usually single Gaussian models or Gaussian mixture models
(GMM). Hence, let θ ∼ N (µ,Σ), θ1 ∼ N (µ1,Σ1) and θ2 ∼ N (µ2,Σ2) be single
Gaussian models that model X, X1 and X2, respectively.
A metric to compare the similarity between windows X1 and X2 must be
defined. The Bayesian information criterion, first described in [35], is still nowa-
days the most widely used criterion for audio segmentation. Besides the BIC,
one can find in the literature many different approaches and criteria.
The procedure described above can find a local change-point in a window X,
but the segmentation problem usually involves finding many acoustic changes in
a long audio stream. To do so, the use of a sliding window to go over the audio
stream is common.
The rest of this Section describes the BIC criterion and other distance met-
rics used in audio segmentation, as well as the most habitual strategies for
segmenting long recordings.
2.7.1 The Bayesian information criterion and other metrics
The BIC criterion is broadly used in audio and speaker segmentation systems.
It consists on a model selection criterion that maximizes the log-likelihood pe-
nalized by the complexity of the model [36].
The complexity of the model defined in hypothesis H0 is equal to the com-
plexity of a single full-covariance Gaussian model:
KH0 = d+
d(d+ 1)
2
(2.15)
while the complexity of the models defined in hypothesis H1 is twice the com-
plexity of a single full-covariance Gaussian model:
KH1 = 2KH0 (2.16)
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According to [35], the most likely hypothesis is the one which maximizes:
BICj = logLj −
1
2
λKHj logL (2.17)
where λ is a value that penalizes the complexity of the model and Lj is the
log-likelihood of hypothesis j ∈ 0, 1:
L0 =
L
2
log |Σ| (2.18)
L1 =
L1
2
log |Σ1|+
L2
2
log |Σ2| (2.19)
The BIC criterion decides that there is a change-point at frame i of window X
if
∆BIC(X, i) = BIC0 −BIC1 > 0 (2.20)
Combining equations (2.15) to (2.20) the following expression is obtained:
∆BIC(X, i) =
L
2
log |Σ| −
(
L1
2
log |Σ1|+
L2
2
log |Σ2|
)
+
1
2
λ(d+
d(d+ 1)
2
) logL
(2.21)
λ is set to 1 in [35], but in practice this value is tuned in order to increase or
decrease the influence of the penalty, i.e. to move the decision threshold. In this
way, if λ is a small value, the system will find many change-points, and if λ is
big, the system will find few change-points.
Other metrics
The amount of distance metrics for audio segmentation that can be found in the
literature is huge, so a small review of the main ones is presented here.
The use of likelihoods to decide whether a window X is modelled by one or
more models is common. The generalized likelihood ratio (GLR) calculates the
ratio of the likelihood of having X1 and X2 modelled by the same model, i.e.
not having an acoustic change at frame i, and the likelihood of having X1 and
X2 modelled by two different models:
GLR(X1, X2) =
p(X|H0)
p(X|H1)
(2.22)
Eq. (2.22) is equivalent to:
GLR(X1, X2) =
p(X|θ)
p(X1|θ1)p(X2|θ2)
(2.23)
This expression is transformed into a distance metric by doing:
DGLR(X1, X2) = − log(GLR(X, i)) (2.24)
The GLR was the starting point to other metrics such as the cross likelihood
ratio (CLR) and the normalized log-likelihood ratio (NLLR) [37].
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In [38], the Kullback-Leibler divergence was turned into a distance measure
for audio segmentation purposes. The use of the Hotelling T 2 statistic for seg-
mentation was proposed in [39].
A mention can be made to the modifications of the classic BIC, such as the
Cross-BIC [40], in which the cross probabilities between two adjacent windows
of the same length are computed, and an abrupt decrease of the obtained value
would indicate that there is a change-point between them.
An approach for audio segmentation that detects a change-point by means of
a one class SVM was presented in [41]; this method is based on a discriminative
distance measure between two adjacent windows, and is applied by using the
exponential family model and one class SVMs.
2.7.2 Detection of multiple acoustic change-points in long
audio streams
Different approaches for detecting multiple acoustic changes have been proposed
over the years. A sliding window approach was proposed in [38], which consisted
on looking for a change-point between two fixed-length sliding windows by com-
puting the KL2 distance. This technique was inspired by [42], which used the
same sliding window strategy but computed the GLR instead of the KL2 dis-
tance.
[43] proposed a growing window approach, which was supposed to be more
robust but also more costly. This strategy consisted in looking for a change-
point in a window using the BIC criterion. If no change-point was found in
the window, it would grow until an acoustic change appeared. If a change was
found, the window length would reset to its initial length starting on the acoustic
change that was found.
A two-pass segmentation approach is described in [44]. First, a coarse seg-
mentation step is performed. Given a fixed-length window, it is split at different
points to look for a change-point by means of the BIC strategy. If a change-
point is found, it is set as the initial point of the fixed-length window for the
next iteration; otherwise, the window grows until a change-point is found. On
the second step, the fixed-length window is set so its central frame is the candi-
date change-point and the same procedure is applied, but splitting the window
in more frames in this case, in order to achieve a higher resolution. If a change-
point is found again, it is confirmed as an actual change-point, otherwise the
algorithms goes back to step one. A third pass to validate the change-point
obtained on steps one and two is performed: BIC is computed between the pair
of adjacent segments and if the BIC algorithm newly detects a change-point in
that frame the change-point is kept, otherwise it is discarded.
In the DistBIC approach presented in [45], change-points between two fixed-
length sliding windows are found via the GLR distance. As a single pass search
is performed, the step of the sliding window must be small. Once all the change-
points are discovered, the most significant ones are kept by applying a low-pass
filter.
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A two-step growing sliding window approach inspired by [44] was presented
in [46], and it is widely used in segmentation systems. On the first step, (1) a
window is set and a change-point is searched in this window.
While no change-point is found, (2) the window grows until a maximum
length is reached; after that, (3) the window starts to slide. If (4) a change-point
is found in the window, (5) the second step is applied to refine the change-point
by centring a window on the candidate change-point. The length of this window
is the minimum between a given length and the length of the window in which
the candidate change-point was found. The window is reset to its original length
and the procedure is repeated again; (6) if the change-point was confirmed, the
window starts at the frame where the change-point was found, otherwise (7) it
starts where the candidate change-point was found. This procedure is depicted
in Figure 2.5.
Figure 2.5: The growing-sliding window approach for two-pass audio segmenta-
tion.
2.8 Fusion in audio segmentation
The integration of data and knowledge from different sources is known as data
fusion [47]. Fusion is widely used in pattern recognition in order to try to enhance
the strengths of different classification systems and dim their weaknesses at the
same time.
The application of fusion techniques in different speech technologies tasks
such as speaker recognition and language recognition is very common, but the
use of fusion techniques in audio segmentation is not straightforward due to
the following fact: in classification tasks such as speaker recognition, a given
instance has to be classified into a set of classes; however, in audio segmentation,
the instances to be classified are not predefined, as the identification of instances
is a part of the process as well.
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This Section describes some general fusion techniques, which can be classified
in three big groups: feature-level fusion, score-level fusion and decision-level
fusion.
2.8.1 Feature-level fusion
Feature-level fusion consists on the extraction of different features which are com-
bined before performing classification. Let xi be a feature vector corresponding
to feature set i, which is composed of nFi features, i.e. xi = {xi,1, . . . , xi,nFi}.
The combination of an arbitrary number nFs of feature sets can be done as
follows:
• Concatenation. The different feature sets can be concatenated forming
a higher dimensional feature vector x = {xi,1, . . . , x1,nF1 , . . . , xnFs,1, . . . ,
xnFs,nFnFs
}. This concatenation must be done very carefully, as it is com-
mon that the different feature vectors follow different distributions. Thus,
a normalization of the feature vectors should be performed before their
concatenation [48]. This normalization can be performed in different ways,
such as the min-max normalization:
x′i =
xi −min(Fxi)
max(Fxi)−min(Fxi)
(2.25)
where Fxi is the function which generates Fxi . This normalization can
be applied when the minimum and the maximum of the distribution are
known. If not, an estimation of these values can be obtained from the
available samples, but this makes this normalization strategy sensitive to
outliers. An alternative for avoiding this sensitivity is the median normal-
ization:
x′i =
xi −median(Fxi)
median(|xi −median(Fxi)|)
(2.26)
When dealing with features that follow a Gaussian distribution, the most
common normalization technique consists on transforming the feature dis-
tribution into a distribution with mean 0 and covariance 1.
• Feature selection. The concatenation method for feature fusion results
in large feature vectors which often include redundant information that
is increasing the computational cost of the classification system and even
damaging its performance. To avoid this situation, feature selection tech-
niques are commonly used in this type of scenario. A detailed analysis
of the feature selection task can be found in [49]. Among all the existing
feature selection methods, a common technique consists on selecting the
most relevant features by using a correlation based feature subset selection
(CFS) algorithm. This algorithm search for the best subset of features,
defining best heuristically following two criteria: (1) the goodness of the
individual features for performing classification and (2) their correlation
with the other features. The aim is to obtain a subset of features that are
highly correlated to the class labels and uncorrelated to each other [50].
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• Subspace projection. Instead of selecting features from the large dimen-
sional feature vector, subspace projection techniques can be applied in
order to reduce the number of features. These techniques consider the fea-
ture vectors as points in a high-dimensional space, and a projection into a
low-dimensional discriminative subspace is learned. Examples of subspace
projection techniques are PCA [51] and independent component analysis
(ICA) [52] [53].
2.8.2 Score-level fusion
Some classifiers can output a set of scores, one per each available class, when
classifying an example.The score-level fusion consists on, given a set of classifiers,
combining their output scores following some rule in order to obtain a single set
of scores and, therefore, a decision that is based on the output of all the classifiers
is made. Score-level fusion strategies can be divided into three different groups
[54]:
• The scores are continuous outputs such as a posteriori probabilities: the
scores output by the different classifiers can be combined in different ways,
such as the sum rule, the max rule, the product rule, among others [54].
• The scores are interpreted as fuzzy membership values, i.e. the score
corresponding to a class can be interpreted as the probability that the
classified example belongs to that class. This type of score fusion can be
dealt with by means of fuzzy logic techniques such as the fuzzy integral
[55], or by techniques such as belief functions and Dempster-Shafer theory
of evidence [56].
• The scores of the different classifiers can be used to train another classifier
that will output the final classification decision.
2.8.3 Decision-level fusion
The decision-level fusion uses the classification decisions of different classifiers to
decide which is the actual class of the example. In the literature, decision-level
fusion may refer to those fusion techniques that uses the output of the system,
which might be a score, to make a joint decision. In this Thesis, we only consider
a fusion strategy to be decision-level if the only information used for making the
joint decision is the output label produced by the systems, as the use of the
scores would be included in the score-level fusion category. The combination of
different classifiers in this way is commonly referred to as ensemble classification.
The design of ensemble classifiers must take two issues into account: (1) how
to generate the classifiers and (2) how to combine their outputs.
The classifiers used to create the ensemble must be diverse, i.e. they must
make errors when classifying different instances [57]. This can be achieved by
using different classifiers, by using the same classifier with different training pa-
rameters or by training a classifier with different partitions of the training data.
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One of the main approaches to the latter technique is the bagging (bootstrap
aggregating), which consists on creating different training sets by making boot-
strap replicates of the training set [58]. This technique becomes very useful
when the amount of training examples is very limited. Another approach is
the boosting, which consists on turning weak classifiers, i.e. classifiers whose
performance is slightly over the chance level, into strong classifiers. A strategic
resampling of the training set is performed in order to obtain the most informa-
tive training data for each classifier [59]. It constituted the basis for the widely
used AdaBoost [60].
The most straightforward combination method in ensemble classification is
the majority voting, i.e. the class that was selected by more systems is the
one that is chosen [57]. Another habitual version of decision-level fusion is the
weighted majority voting, which requires a training of the weight assigned to
each classifier, which is commonly based on the reliability of that classifier: a
training set is classified using a given system, and the reliability of that system,
i.e. its weight, is assigned depending on how good the classifier classified the
training samples. Another combination method is the behavioural knowledge
space (BKS), that consists on learning which combination of the outputs of the
classifiers produces which output, no matter if the individual classifiers were
right or wrong [61].
2.9 Speaker Diarization
As briefly defined in Section 2.1, speaker diarization is the task consisting on de-
ciding “who spoke when”. This means that, given an audio stream, the speaker
of every instant of audio must be identified but in an unsupervised way, i.e.
the identity and number of speakers is unknown a priori. There are two main
applications of speaker diarization: (1) it is widely used in automatic speech
recognition as it makes it possible to perform speaker adaptation, as it improves
recognition results [62]; (2) its use in multimedia indexing makes it possible
to perform search by speaker on large databases, automatic tagging of these
contents [63],. . .
The issues regarding speaker diarization can be summarized in four main
tasks. (1) First, the non-speech parts of the audio stream must be discarded, and
the speech parts must be divided by speaker. This can be achieved by means of
speaker segmentation, which was already discussed above. (2) Once the speaker
segments are obtained, they must be represented in a suitable manner in order
to perform speaker clustering. (3) After this, speaker clustering is performed
but, as the number of speakers is unknown, (4) a criterion to decide the number
of speakers (clusters) must be defined.
The rest of this Section describes the main approaches for addressing the
three last issues described above.
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2.9.1 How to represent speech segments
Speech segments can be represented by single Gaussian models [36], but the re-
duced complexity of this type of model makes them insufficient for representing
speaker characteristics. Thus, the use of GMMs for speech segment representa-
tion became popular, due to the capability of GMMs to model arbitrary densities
[64]. In this way, each speech segment can be represented by a GMM, and the
different GMMs can be compared by computing likelihoods.
The concatenation of the means of the GMMs in order to construct Gaus-
sian mean supervectors was proposed in [65]; this supervector representation
increases the possibilities for comparing different speaker segments. Also, it
makes it possible to apply subspace projection techniques, which are widely
used in tasks such as speaker identification and verification. These techniques
achieve a dramatic reduction of the data dimensionality and they improve the
separability of the different classes, which leads to an improvement of the speaker
clustering task.
Different subspace projection techniques were described in Section 2.5: the
unsupervised techniques can be straightforwardly applied to a matrix V , but
the use of unsupervised techniques for speaker clustering is a bit tricky due to
the fact that the number of speakers (clusters) and their identities are unknown.
Thus, only unsupervised or partially supervised projection techniques can be
used. A partially supervised LDA training for speaker clustering was proposed
in [66], in which a speaker discriminative transformation matrix X is trained in
a training dataset, where the identity and the number of speakers is known, and
this transformation is then applied to the test dataset. This procedure can be
applied to all the unsupervised projection techniques.
2.9.2 How to perform speaker clustering
Once the speech segments are represented by means of some of the techniques
described above, clustering has to be performed. The aim is to create speaker
clusters so that a cluster only includes speech segments spoken by one speaker
and there is one cluster per speaker. A description of the more frequently used
paradigms for speaker clustering can be found below:
• Agglomerative hierarchical clustering (AHC). This clustering approach,
also known as bottom-up clustering, is the most widely used technique for
speaker clustering. Initially, each speech segment forms a cluster itself;
a similarity measure between each pair of clusters is computed, and the
most similar ones are merged forming a single cluster. This procedure is
recursively repeated until a stopping criterion is met. AHC is the natu-
ral following step to speaker segmentation, as it requires a set of speech
segments as a starting point. The result of performing AHC is usually
represented by a dendrogram, which illustrates which clusters were joined
with which other clusters. As shown in Fig. 2.6, a dendrogram is a tree,
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and the stopping criterion would decide at what point the branches are
cut and the clusters are no longer joint.
• Divisive clustering (top-down clustering). This clustering technique starts
with all the speech segments in the same cluster, and this cluster is divided
in subsequent clusters until a stopping criterion is met. There are some
examples of top-down clustering for speaker diarization in the literature
[67], but AHC is almost a standard.
• Other approaches can be found in the literature, which consist on systems
that add speaker identification algorithms to speaker diarization [68], or
on combinations of agglomerative and divisive clustering strategies [69].
Figure 2.6: Dendrogram representing the clustering of seven speech segments.
Clustering solutions with different number of clusters can be obtained by cutting
the dendrogram at the desired level.
Similarity measures for speaker clustering
The similarity between each possible pair of elements must be computed. These
similarities are commonly represented by a similarity matrixM ; this similarity
matrix is symmetric, because sim(c(i), c(j)) = sim(c(j), c(i)), and has ones
in its diagonal elements, as sim(c(i), c(i)) = 1. Some of the most common
similarity measures used in speaker clustering to compute the similarity between
two elements represented by vectors v(i) and v(j) are defined below:
• Euclidean distance (inverse). The Euclidean similarity between two super-
vectors can be defined as 1 minus the Euclidean distance of these super-
vectors:
simeuclidean(S(i), S(j)) = 1−
√√√√ R∑
k=1
(v(i)k − v(j)k)
2 (2.27)
This similarity was used in [70] for speaker clustering (specifically, the
squared euclidean distance was used), and it was shown to be highly cor-
related with the Kullback-Leibler divergence.
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• Cosine similarity. The cosine similarity of two Gaussian mean supervectors
v(i) and v(j) is defined as the cosine of the angle Θ formed by these
vectors:
simcosine(S(i), S(j)) = cos(Θ) =
v(i) · v(j)
‖v(i)‖‖v(j)‖
(2.28)
The use of cosine similarity usually requires the use of subspace projection
techniques in order to increase the scattering between the utterances of
different speakers [66].
When the supervectors are normalized so they are unit vectors, the denom-
inator of the cosine similarity disappears; in this case, the cosine similarity
is simply computed as a dot scoring, which is a simple and effective simi-
larity measure used in speaker verification and also in speaker diarization
[71].
• Likelihood. A similarity measure that does not imply the use of super-
vectors is the likelihood. Given a window Xi corresponding to segment
S(i) and a GMM Θ(j) obtained by MAP-adapting a UBM to window Xj
corresponding to segment S(j), the likelihood is computed as follows:
simlikelihood(S(i), S(j)) = L(Xi|Θ(j)) (2.29)
where L(Xi|Θ(j)) can be computed as described in Section 2.4.
A similarity matrix is obtained by computing all the pairwise likelihoods
between the different segments, and then AHC can be applied [72].
Clustering merge criterion functions
A merge criterion is required in AHC in order to decide which pair of clusters
to merge. The choice of this criterion can have a big influence on the resulting
clustering solution, so the more suitable one must be carefully chosen. Some of
the most common merge criterion functions are described below:
• Single link. Similarity between the most similar elements of two clusters:
mergesingle = min
x∈c(i),y∈c(j)
sim(x, y) (2.30)
This merge criterion tends to create long clusters that do not always cor-
respond to the intuitive notion of clusters [73].
• Complete link. Similarity between the most dissimilar elements of two
clusters
mergecomplete = max
x∈c(i),y∈c(j)
sim(x, y) (2.31)
The issue of this merge criterion is that it has shown to be sensitive to
outliers [73].
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• Average link. Also known as unweighted pair group with arithmetic mean
(UPGMA), this criterion function computes the similarity between a pair
of clusters c(i) and c(j) as the average between the similarities of all the
elements in the clusters [73]:
mergeaverage =
1
|c(i)||c(j)|
∑
x∈c(i)
∑
y∈c(j)
sim(x, y) (2.32)
The average link merge criterion is an attempt to overcome the issues
found when using single and complete link criteria.
• Centroid similarity. Instead of computing the pairwise similarities between
all the elements in two clusters c(i) and c(j), the centroids of the clusters
are computed and their similarity is used as the criterion function [73]:
mergecentroid = sim (c¯(i), c¯(j)) (2.33)
where c¯(i) is the centroid of cluster c(i):
c¯(i) =
1
|c(i)|
∑
x∈c(i)
x (2.34)
• Ward’s method. This method measures the merge cost as the increase on
the sum of squares provoked by merging clusters c(i) and c(j) [74]:
mergeWard =
|c(i)||c(j)|
|c(i)|+ |c(j)|
‖c¯(i)− c¯(j)‖2 (2.35)
• Bayesian information criterion. The merge cost can be measured by using
the BIC criterion:
mergeBIC(c(i), c(j)) = ∆BIC(c(i), c(j)) = L(c(i), c(j))− λP (2.36)
where P is a penalty corresponding to the number of free parameters in
the model, λ is a free parameter, and L(c(i), c(j)) represents the likelihood
of merging clusters c(i) and c(j) minus the likelihood of not merging them:
L(c(i), c(j)) =
L(c(i)) + L(c(j))
2
log |Σc(i)∪c(j)|−(
L(c(i))
2
log |Σc(i)|+
L(c(j))
2
log |Σc(j)|
)
(2.37)
where c(i) and c(i) ∪ c(j) represents the union of clusters c(i) and c(j).
As can be inferred from Eq. (2.37), when ∆BIC > 0 the probability
of having clusters c(i) and c(j) modelled by a single Gaussian model is
higher than the probability of having clusters c(i) and c(j) modelled by two
different Gaussian models. Thus, clusters c(i) and c(j) are similar when
∆BIC(c(i), c(j)) > 0, and they are not similar when ∆BIC(c(i), c(j)) < 0.
2.9. SPEAKER DIARIZATION 33
• Generalized likelihood ratio (GLR). GLR measures which of the two events
“two clusters are better modelled together” or “two clusters are better
modelled separately” is more likely. Its value, when the data is assumed
to have a normal distribution, is computed as:
mergeGLR(c(i), c(j)) =
|ΣΘc(i)∪c(j) |
|ΣΘc(i) |+ |ΣΘc(j) |
(2.38)
where Θc(i) is the Gaussian model corresponding to cluster c(i). This
method was proven to have problems when clustering short segments [75].
2.9.3 How to select the number of clusters
One of the main issues of AHC is deciding when to stop merging clusters, which is
usually done by means of a stopping criterion. The simplest stopping criterion
for AHC consists on tuning a threshold for the merge criterion function [76].
However, this criterion strongly depends on the data to be clustered, so more
complex solutions are usually adopted. Some stopping criteria can be found
in the literature, although none of them has been able to address this issue
satisfactorily.
The most widely used stopping criterion is the one based in BIC. As stated
above, when using the BIC as a merge criterion, clusters c(i) and c(j) are
considered to be similar when ∆BIC(c(i), c(j)) > 0. Thus, a popular stop-
ping criterion consists on stopping merging clusters when ∆BIC(c(i), c(j)) <
0, ∀c(i), c(j). The issue of this stopping criterion is that the value of λ has to be
tuned in order to adjust the threshold [77], as low values of λ lead to a premature
stopping of the clustering procedure (resulting in too many clusters), and high
values of λ cause the algorithm to cluster data until too few clusters are formed.
The BIC stopping criterion and the BIC merge criterion do not have to work
together: the BIC stopping criterion can be used in combination with any AHC
approach just by computing the ∆BIC values of the dendrogram, and cutting it
at the point when ∆BIC < 0. This criterion is widely used but it is not robust
to data source variation [78].
Another stopping criterion is the information change rate (ICR), proposed in
[78] as a stopping criterion for tackling the data dependency of the GLR merge
criterion described above. It measures the increase of entropy when merging two
clusters, and can be computed as:
ICR =
1
L(c1) + L(c2)
ln(GLR) (2.39)
This criterion only achieves a good performance when the clusters under con-
sideration are large enough.
A stopping criterion based in the Kullback-Leibler distance was proposed in
[79]. Another recently proposed criterion uses the intra-cluster and extra-cluster
distances in order to compute a metric that constitutes the stopping criterion
[80].
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2.9.4 The BIC algorithm for speaker clustering
An AHC approach based on the BIC criterion was presented in [43]. Initially,
each cluster is composed by one cluster, i.e. c(1) = S(1),. . . ,c(n) = S(n). The
similarity metric used to compare the different segments was the BIC criterion;
thus, a similarity matrix M is computed such that
mij = D(c(i), c(j)) = ∆BIC(c(i), c(j)) = ∆BIC(c(i), c(j)) = L(c(i), c(j))− λP
(2.40)
where P is a penalty corresponding to the number of free parameters in the
model, λ is a tuning parameter, and L(c(i), c(j)) represents the likelihood of
merging clusters c(i) and c(j) minus the likelihood of not merging them, which
is computed as in Eq. (2.37).
The procedure for AHC with BIC is as follows:
• The similarity matrix M is computed.
• The clusters that achieved the highest similarity are merged, i.e. those
that maximized ∆BIC(c(i), c(j)), i 6= j.
• This procedure is repeated until maxi,j ∆BIC(c(i), c(j)) < 0.
2.10 Evaluation of audio segmentation-related sys-
tems
This Section describes the most commonly used metrics for the evaluation of
audio and speaker segmentation strategies, as well as for speaker diarization
evaluation.
2.10.1 Audio segmentation evaluation metrics
A metric used to measure the performance of an audio segmentation system is
the segmentation error rate, which is defined as the ratio of the overall segmen-
tation error time to the sum of the durations of the segments that are assigned
to each class in an audio file [81]. Given a dataset Ω composed of different
audio files, each file is divided into adjacent segments that are separated by
change-points. The segmentation error time of a segment n is defined as:
Ξ(n) = T (n) [max(Nref (n), Nsys(n))−Ncorrect(n)] (2.41)
where T (n) is the duration of segment n, Nref (n) is the number of reference
classes that are present in n, Nsys(n) is the number of classes that the audio
segmentation system claims to be in segment n, and Ncorrect(n) is the number
of reference classes that were correctly assigned to segment n.
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The overall segmentation error rate is computed as
SER(%) =
∑
n∈Ω
Ξ(n)
∑
n∈Ω
(T (n)Nref (n))
(2.42)
This error measure includes three different types of error:
• Class error time (CET): amount of time that was assigned to an incorrect
class.
• Missed class time (MCT): amount of time that a class is present but not
labelled by the audio segmentation system.
• False alarm class time (FACT): amount of time that a class is not present
but it was labelled by the audio segmentation system.
Another way to measure the performance of audio segmentation is by means
of the classification accuracy, which can be defined as the percentage of correctly
classified frames. This metric is good at describing the performance of a system
if the number of examples of the different classes is balanced. For example, given
an audio stream where 1% is audio of class C1 and 99% is audio of class C2,
classifying all the examples as class C2 would result in an accuracy of 99%, but
that does not mean that the performance of the system is almost perfect, as it
is not detecting any examples of class C1.
2.10.2 Speaker segmentation evaluation metrics
Before defining the metrics to measure the performance of a speaker segmenta-
tion system, the types of error that can appear in this task must be defined. The
first type of error is the false alarm or insertion, which consists on detecting a
change-point that is not an actual change point. The second type of error is the
mis-detection or deletion, which consists on not detecting a change-point that
is an actual change-point.
The most popular metric to measure the performance of a speaker segmenta-
tion system is the F-score [46]. The F-score is the harmonic mean of the precision
(P) and the recall (R); the precision measures the amount of false alarms while
the recall measures the number of deletions. Thus, the F-score (F) is calculated
as follows:
P =
c
c+ i
× 100 (2.43)
R =
c
c+ d
× 100 (2.44)
F =
(1 + β2)PR
β2P +R
=
2PR
P +R
(2.45)
where c is the number of actual change-points, i is the number of insertions, d is
the number of deletions, and β weights the relative importance of precision and
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recall, which is commonly set to 1 in order to give the same weight to these two
performance measures. In a scenario with no errors, P = R = F = 100, but in
real scenarios these values can range from 0 to 100; the higher these measures,
the better system performance.
2.10.3 Speaker diarization evaluation metrics
The most popular metric used to assess a speaker diarization system is the di-
arization error rate (DER) [82], which aligns a reference diarization with the
system diarization and computes a time-weighted combination of missed speech
(MS, speech labelled as non-speech), false alarm speech (FAS, non-speech la-
belled as speech) and speaker error (SPKE, speech incorrectly assigned to a
speaker). DER takes into account the audio segmentation errors, reflected on
the MS and FAS, and the diarization errors, reflected on the SPKE.
Chapter 3
Experimental Frameworks
This Chapter describes the different experimental frameworks used in this The-
sis. A description of these frameworks is presented, including the type of ma-
terial, duration of the recordings, description of the tasks they can be used for
and evaluation metrics.
3.1 2006 TC-STAR Automatic Speech Recognition
(ASR) evaluation campaign database
TC-STAR [83] was an European project focused on speech-to-speech transla-
tion, which mainly involved three tasks: automatic speech recognition, text-
to-text translation and speech synthesis. Evaluation campaigns were regularly
organized in order to assess the performance of the systems developed by the
partners of the project. The database used in TC-STAR 2006 evaluation cam-
paign consisted on audio recordings in different languages and scenarios. These
recordings were acquired from Parliamentary sessions, speakers of both genders
are present, and both clean and noisy speech is present. Each recording was
manually transcribed, segmented in speaker turns, and information about the
background conditions was also annotated.
In this Thesis, the Spanish Parliament and European Parliament recordings
corresponding to the TC-STAR data in Spanish language were used [84]. These
Parliament sessions were recorded during the years 2004 and 2005. The data
was originally divided in three partitions (training, development and test), but in
this Thesis, different partitions were used according to the different experiments.
TC-STAR database was used to assess the performance of different speaker
segmentation methods. Thus, the recordings were required to have more than
two speaker turns. A detailed description of the collected dataset can be found
in Table 3.1. This Table shows that the recordings of the TC-STAR database
include very long speaker turns, making segmentation strategies prone to false
alarms, but it also includes short speaker turns.
The metric used on this database to asses the performance of automatic
speaker segmentation strategies was the F-score (F), as stated in Chapter 2. As
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Table 3.1: Dataset of TC-STAR database for speaker segmentation: duration of
the recordings and speaker turns.
#recordings 14
Total duration 22 h
Minimum segment duration 1 s
Maximum segment duration 9.2 min
Mean segment duration 42.15 s
Speaker turns 90
also mentioned in that Chapter, F is computed as a combination of precision
(P) and recall (R).
Although the manual labelling of speaker turns is present on this database,
we decided not to use this framework for the evaluation of speaker diariza-
tion techniques because the audio recordings are long enough but, as usual in
Parliament sessions, different languages are spoken and interpreters are usu-
ally present. As the manual annotation of speaker turns only includes speech
in Spanish, a huge part of the recordings is not scored on the speaker diariza-
tion task making the available amount of audio being insufficient for assessing
diarization results.
3.2 Transcrigal database
Transcrigal database [85] comprises broadcast news programmes in Galician lan-
guage, captured from the TV news show “Telexornal” from the television channel
Televisio´n de Galicia (TVG). Most of these programmes were recorded between
2002 and 2004, but the database was augmented with more programmes in 2011.
These programmes were manually segmented in speaker turns, transcribed and
an annotation of the background conditions was performed, as the recordings can
include noisy conditions or music. This annotation was done using the software
Transcriber [86].
As usual in broadcast news programs, speech from both male and female
speakers is present, and there are several habitual speakers, who usually speak
planned speech, and other speakers speaking spontaneous speech. Habitual
speakers speak Galician, while non-habitual speakers may speak Galician, Span-
ish or a personal combination of both with different accents and dialectal vari-
eties. The percentage of speech spoken by habitual speakers (anchor speakers
and reporters) and non-habitual speakers is shown in Table 3.2.
Each of the programmes in Transcrigal database is divided in three main
blocks: general news, with approximately 40 minutes of duration; sports news,
with 15 minutes of duration; and weather forecast, with 5 minutes of duration.
Some of the programmes include these three blocks in the same recording while
other programmes are split in three recordings, one for each block.
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Table 3.2: Distribution of the different types of speaker on Transcrigal database.
Type of speaker Percentage
Anchor speakers 34.4%
Reporters 47.4%
Non-habitual speakers 18.2%
3.2.1 Speaker segmentation experiments
All the available recordings on Transcrigal database were joined into a big
dataset in order to analyse the speaker segmentation strategies proposed in this
Thesis. As in the TC-STAR dataset, those recordings that had less than two
speaker turns were discarded. A detailed description of the collected dataset
can be found in Table 3.3. The metrics used to assess the performance of the
speaker segmentation task were the F-score, precision and recall, as in the TC-
STAR dataset.
Table 3.3: Dataset of Transcrigal database for speaker segmentation: duration
of the recordings and speaker turns.
#recordings 50
Total duration 22 h
Minimum segment duration 1 s
Maximum segment duration 4.3 min
Mean segment duration 16.61 s
Speaker turns 4608
3.2.2 Speaker diarization experiments
Three data partitions were defined in order to assess the performance of the
speaker diarization approaches presented in this Thesis. Specifically, the test
data used in the audio segmentation experiments was divided in three new par-
titions: a training set to train the speaker diarization models, a development
set to tune the free parameters, and a test dataset to validate the performance
obtained after tuning the parameters. These partitions are summarized in Table
3.4.
Table 3.4: Summary of the datasets of Transcrigal database: speaker diarization.
Set Number of recordings Duration Speakers per session
Training 20 22 h 40 min 42-93
Development 2 2 h 14 min
Testing 13 14 h 13 min Mean: 69, std: 10
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3.3 TV shows database
The TV shows database consists of several episodes of different TV shows.
Specifically, three TV shows were included: two sit-coms, namely How I Met
Your Mother and Friends, and a drama series, namely One Tree Hill. The
sit-coms are characterized by the abundance of canned laughter (pre-recorded
laughs) and jingles to indicate changes of scene, while the latter TV show fea-
tures background music almost all the time, and no canned laughter or jingles
are present. The speaker turns of the TV shows were manually segmented in
order to make it suitable for speaker segmentation.
Table 3.5 shows a detailed description of the speaker turns of the TV shows
database. For further analysis of the speaker segmentation results, this database
was organized in four different datasets summarized in Table 3.6, a development
dataset and three different test sets. The development dataset includes three
episodes of How I Met Your Mother, test1 dataset includes two episodes of the
aforementioned TV show, test2 dataset consists of two episodes of Friends, and
test3 dataset is composed of one episode of One Tree Hill.
Table 3.5: Dataset of TV shows database for speaker segmentation: duration of
the recordings and speaker turns.
#recordings 8
Total duration 3 h 10 min
Minimum segment duration 0.128
Maximum segment duration 27.649
Mean segment duration 2.1073
Speaker turns 3362
Table 3.6: Summary of the datasets of TV shows database.
Set Duration Number of segments
Development 64 min 720
Test 1 41 min 466
Test 2 43 min 497
Test 3 42 min 402
Figure 3.1 shows the distribution of the duration of the speech segments in
the TV shows database. In this Figure, it can be noted that there is a huge
quantity of very short speaker turns, specially with duration about 1, 2 and 5
seconds. There are also some long speaker turns, but to a less extent.
The metrics used to assess the performance of segmentation systems when
using this database are the precision, the recall and the F-score as defined in
Chapter 2.
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Figure 3.1: Distribution of the duration of the speaker turns on TV shows
database.
3.4 3/24 TV database
The 3/24 TV database is a database that was compiled for the Albayzin 2010
speaker diarization evaluation (SDE) [87] and for the Albayzin 2010 audio seg-
mentation evaluation [88]. This database is composed of a set of broadcast news
programmes recorded from Catalan 3/24 TV channel.
3/24 TV database consists of 24 sessions of different durations, which were
originally divided in a training partition and a testing partition. The number of
speakers per session is variable due to the differences in duration of the different
recordings and the domain of the data. Some speakers such as newscasters,
journalists or voices from commercials can be present in different recordings, but
most of the speakers have few turns of short duration, as they are occasional
speakers that appear in the different news.
The database includes speech and non-speech regions, and the speech regions
can be clean speech or speech with some background information such as noise
or music. The distribution of the different classes on the database is represented
in Table 3.9. The silence detection was automatically performed by using a
low-energy detector based on a Gaussian detector and energy ratios features,
followed by a smoothing to remove short segments, constraining the duration of
a non-speech segment to be longer than 0.5 seconds. A manual annotation of
the different speaker turns was performed as well.
3.4.1 Speaker segmentation experiments
The 24 recordings that compose 3/24 TV were used to asses the speaker seg-
mentation strategies presented in this Thesis, as the manual annotation of the
speaker turns on this database is available. Detailed information of the speaker
turns can be found in Table 3.7. The metrics used to assess the performance on
the speaker segmentation task were the F-score, the precision and the recall.
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Table 3.7: Dataset of 3/24 TV database for speaker segmentation: duration of
the recordings and speaker turns.
#recordings 24
Total duration 87 h 30 min
Minimum segment duration 0.5
Maximum segment duration 438.21
Mean segment duration 14.93
Speaker turns 17744
3.4.2 Speaker diarization experiments
As mentioned above, 3/24 TV database was originally divided into two datasets
for speaker diarization; we further divided the training partition in two in order
to have training and development partitions. These three partitions are sum-
marized in Table 3.8. This Table also shows the number of speakers per session,
which ranges between 30 and 250 speakers.
Table 3.8: Summary of the datasets of 3/24 TV database.
Set Number of sessions Duration Speakers per session
Training 12 42 h 30-250
Development 4 15.5 h
Testing 8 30 h Mean: 85, std: 24
The fact that 3/24 TV was used in evaluation campaigns makes it a good
benchmark for comparing the strategies for speaker diarization presented in this
Thesis with other state-of-the-art strategies. The performance on the speaker
diarization task is assessed by means of the DER, as defined in Chapter 2. As it
is important to know how the segmentation errors are contributing to the DER,
the values of the SPKE, FAS and MS are explicitly shown.
3.4.3 Audio segmentation experiments
The availability of annotations of the background information on this database
makes it possible to use it for audio segmentation (in fact, as mentioned above,
this database was used in Albayzin 2010 Audio Segmentation Evaluation). Table
3.9 shows the different classes in which the data is labelled and the percentage
of time they are present.
In this Thesis, the performance of the audio segmentation task was assessed
by means of the SER, described in Chapter 2. It can be noted that the met-
ric used in [88] for audio segmentation was not the SER, but for the sake of
comparison with other experimental frameworks, we decided to use this audio
segmentation metric instead of the one defined in [88].
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Table 3.9: Distribution of the different classes on 3/24 TV database.
Class Percentage
Clean speech 37%
Speech with background music 15%
Speech with background noise 40%
Music 5%
Other 3%
3.5 Arago´n Radio database
The Arago´n Radio database is a database that was compiled for the Albayzin
2012 Audio Segmentation Evaluation [81]. This evaluation consisted on auto-
matically detecting the presence or absence of the classes speech, music and
noise; thus, these recordings were manually annotated indicating whether the
different classes were present or not. It must be noted that these classes could
appear either separately or simultaneously, even the three of them at the same
time.
The training material included in this database was the 3/24 TV database,
described in Section 3.4. The development and test sets were composed by
recordings of the Arago´n Radio radio station. A summary of the different data
partitions is presented in Table 3.10.
Table 3.10: Summary of the datasets of Arago´n Radio database.
Database Set Number of sessions Duration
3/24 TV Train 24 87 h 31 min
Arago´n Radio
Dev1 22 2 h 47 min
Dev2 10 2 h 30 min
Testing 72 18 h
As commented above, the aim of Albayzin 2012 audio segmentation evalu-
ation was to detect the classes speech (sp), music (mu) and noise (no), either
individually or simultaneously; thus, this task can be also considered as a prob-
lem in which seven different classes must be detected, where these seven classes
correspond to all the possible combinations of the three individual classes. We
will refer to these classes as overlapping classes. Table 3.11 shows the amount of
audio of each class in the different partitions, while Table 3.12 shows the amount
of audio of each overlapping class in the different partitions.
Arago´n Radio database was used in this Thesis to assess the performance
of different audio segmentation strategies, as the availability of results from the
different participants in Albayzin 2012 ASE makes it possible to compare the
performance of the proposed approach with other state-of-the-art systems.
The metric used to assess audio segmentation performance on Arago´n Radio
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Table 3.11: Amount of audio per class on the Arago´n Radio database.
Dataset speech music noise
Train
Time (h) 77.45 19.24 33.99
Time (%) 88.61 22.01 38.89
Dev1
Time (h) 2.43 1.43 0.98
Time (%) 89.71 52.66 36.23
Dev2
Time (h) 2.13 1.10 0.92
Time (%) 86.56 44.86 37.37
Test
Time (h) 14.45 10.56 5.47
Time (%) 84.93 62.04 32.12
Total
Time (h) 96.47 32.33 41.36
Time (%) 88.02 29.50 37.74
Table 3.12: Amount of audio per overlapping class on the Arago´n Radio
database.
Dataset sp mu no sp+mu sp+no mu+no sp+mu+no
Train
Time (h) 31.84 4.94 0.91 12.58 31.37 0.06 1.66
Time (%) 36.43 5.65 1.04 14.39 35.89 0.07 1.90
Dev1
Time (h) 0.49 0.24 0.01 0.97 0.76 0.01 0.21
Time (%) 18.07 8.78 0.21 35.81 27.96 0.19 7.87
Dev2
Time (h) 0.65 0.21 0.03 0.66 0.66 0.07 0.17
Time (%) 26.35 8.56 1.23 26.83 26.67 2.76 6.71
Test
Time (h) 3.66 1.92 0.18 5.75 2.40 0.24 2.64
Time (%) 21.52 11.30 1.08 33.80 14.09 1.42 15.53
Total
Time (h) 36.64 7.31 1.13 19.96 35.18 0.37 4.68
Time (%) 33.43 6.67 1.03 18.21 32.10 0.34 4.27
database was the SER, defined in Chapter 2.
Chapter 4
Analysis of Approaches and
Fusion Techniques for Audio
Segmentation
4.1 Introduction
Audio segmentation is a previous step to speaker segmentation and clustering
tasks, among others; it consists on dividing an audio signal in homogeneous
segments according to some criteria, allowing us to detect the speech regions
of an audio stream. Audio segmentation plays a crucial role in scenarios with
background information such as music or noise, as the speech detection task
becomes more challenging. Different approaches for audio segmentation can be
found in the literature, which have partially solved the problem, but there is
still room for improvement.
Fusion techniques are widely used in different speech technologies tasks in
order to take advantage of the strengths of different systems as well as dimming
their weaknesses. As described in Chapter 2, there are three main types of fusion
techniques: feature-level fusion, in which different features extracted from the
waveform are used to create high-dimensional feature vectors; score-level fusion,
in which classifiers output a score for each class, which can be combined to
obtain a single score that leads to the final decision; and decision-level fusion, in
which the outputs of different classifiers are used to make a combined decision
only taking these outputs into account.
In this Chapter, we propose a decision-level fusion framework that can be
applied to the audio segmentation task. The reason for choosing the decision-
level fusion strategy is due to the fact that it only requires the output of the
classifiers to be fused, making its use possible in all situations. We propose
a framework for designing ensembles of classifiers that consists on estimating
the class-conditional probabilities for each classifier by computing the confusion
matrix resulting from classification performed on a development dataset. These
probabilities are then used to estimate the reliability of each individual classifier
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when classifying each class. Thus, any system can be part of these ensemble
classifiers, because it does not matter whether the system outputs a probability
for each class or just the label of the assigned class, given that only the output
labels are needed to estimate the reliability of the system. The proposed strate-
gies can be applied to the audio segmentation task by performing fusion in a
frame-by-frame basis.
This Chapter is organized as follows: the state-of-art audio segmentation
techniques that are used in the rest of this Chapter are outlined in Section 4.2;
after that, an introduction to the design of ensembles of classifiers is presented in
Section 4.3; the procedure for the estimation of the class-conditional probabilities
of the classifiers is described in Section 4.4; the proposed reliability estimates
are presented in Section 4.5; experimental results are presented in Section 4.6;
and a discussion on the results is presented in Section 4.7.
4.2 Audio segmentation strategies
As described in Chapter 2, there are two main approaches for audio segmenta-
tion: one of them consists on dividing the audio stream in homogeneous segments
with a posterior classification of the segments, and the other consists on directly
classifying the audio stream therefore forming the homogeneous segments. In
this Section we briefly describe four different state-of-art audio segmentation
approaches that were used to perform the fusion experiments described in this
Chapter.
• Audio segmentation strategy e1
1: segmentation is done using the BIC
strategy [35] following the classic growing-sliding window approach [89].
Classification is performed using an SVM with a lineal kernel.
• Audio segmentation strategy e2: segmentation and classification are per-
formed in the same way as in e1, but in this case the SVM uses a radial
basis function kernel.
• Audio segmentation strategy e3: Viterbi decoding is used, and the different
classes are modelled using GMMs.
• Audio segmentation strategy e4: Viterbi decoding is used, but in this case
the different classes are modelled using three-state HMMs.
4.3 Ensembles of classifiers
Let E = {e1, . . . , em} be an ensemble classifier composed of m classifiers (or in-
dividual classifiers), and let C = {c1, . . . , cn} be a set of n classes. The ensemble
1The audio segmentation strategies are named ei in order to be consistent with the notation
followed in the rest of the Chapter. Also, as the techniques proposed in this Chapter can be
applied to any type of classifier, we use the word “classifier” to refer to an audio segmentation
system.
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classifier E has to classify examples taking into account the individual decisions
of each individual classifier ei, i ∈ 1, . . . ,m. To do so, each ei has an associated
reliability rei,cj for each of the n classes, which is an estimate of the classifica-
tion performance of ei when classifying class cj . This estimate can be made by
observing the behaviour of the ensembles when classifying a set of examples [90].
Two issues have to be taken into account when building an ensemble clas-
sifier: the generation of classifiers (where diversity plays a crucial role) and the
design of the method to combine them [57]. The design of the combination
method embraces the definition of ensemble reliability rei,cj and the definition of
combination rules. Focusing on the former issue, we describe two different ap-
proaches for estimating classifier reliability and, regarding the second issue, we
use a common combination rule for ensemble classifiers in this work, which con-
sists on performing weighted majority voting on the reliability of the individual
classifiers:
c∗ = argmax
cj∈C
∑
ei∈E
rei,cjδei,cj (4.1)
where δei,cj = 1 if ei outputs cj and δei,cj = 0 otherwise.
4.4 Estimating class-conditional probabilities
and performance measures from a confusion
matrix
A confusion matrix contains information about the actual and predicted clas-
sifications of a classification system. Let CMei be the confusion matrix of the
individual classifier ei, where CMei(cj |ck) is the number of examples of class
ck that were classified as class cj by ei. This matrix, once normalized by the
number of classified examples, represents an estimate of the class-conditional
probabilities of actual and predicted classes:
Pei =
1
|CMei |
CMei (4.2)
where |CMei | is the cardinality of the confusion matrix, i.e. the number of ex-
amples used to build the matrix. Hence, Pei(cj |ck) is the conditional probability
that the individual classifier ei classifies an example of class ck as class cj .
Four main performance measures can be extracted from the class-conditional
probabilities of the individual classifier ei for class cj :
• The true positive TPei,cj represents the ratio of correctly classified exam-
ples of class cj :
TPei,cj = Pei(cj |cj) (4.3)
• The true negative TNei,cj is the ratio of examples of class ck, k 6= j not
classified as cj :
TNei,cj =
n∑
x=1
x 6=j
n∑
y=1
y 6=j
Pei(cx|cy) (4.4)
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• The false positive FPei,cj is the ratio of examples of class ck, k 6= j classified
as cj
FPei,cj =
n∑
x=1
x 6=j
Pei(cj |cx) (4.5)
• The false negative FNei,cj is the ratio of examples of class cj classified as
ck, k 6= j:
FNei,cj =
n∑
x=1
x 6=j
Pei(cx|cj) (4.6)
Figure 4.1, which shows the estimated class-conditional probabilities for one of
the individual classifiers used in our experiments, exemplifies how to compute the
four aforementioned performance measures in a five-class classification system,
specifically for class c2.
Figure 4.1: Estimated class-conditional probabilities of a five-class classifier and
performance measures for class c2.
4.5 Proposed reliability estimates
In this Section we proposed several different ways to estimate the reliability rei,cj
of an individual classifier ei for class cj given its class-conditional probabilities
Pei .
• F-score. The F-score takes into account both the false positive and the
false negative ratios of a classifier. It is defined as the harmonic mean
between precision and recall. Precision, which decreases when the false
positive ratio increases, represents the relevance of the positively classified
examples. It can be estimated using the performance measures described
in the preceding section:
PRei,cj =
TPei,cj
TPei,cj + FPei,cj
(4.7)
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Recall, which decreases when the false negative ratio increases, measures
the goodness of a system when detecting positives. It can be estimated as:
REei,cj =
TPei,cj
TPei,cj + FNei,cj
(4.8)
Combining Eq. (4.7) and (4.8), the F-score based reliability estimate rFei,cj
is defined as follows:
rFei,cj =
2 · PRei,cj · REei,cj
PRei,cj +REei,cj
=
2TPei,cj
2TPei,cj + FPei,cj + FNei,cj
(4.9)
The use of the F-score as a reliability estimate is motivated by the fact
that this measure takes into account the two types of error that can be
present in a classification task, i.e. the false positive and the false negative,
not only one of them.
• Mutual information. The mutual information of ei for class cj represents
the amount of information that ei shares with the groundtruth g about
class cj . The mutual information based reliability estimate is defined as:
rMIei,cj = pg,ei,cj · log
(
pg,ei,cj
pei,cjpg,cj
)
(4.10)
where pg,ei,cj is the probability that ei correctly outputs class cj :
pg,ei,cj = TPei,cj (4.11)
pei,cj is the probability that ei outputs class cj :
pei,cj = TPei,cj + FPei,cj (4.12)
and pg,cj is the groundtruth probability of class cj :
pg,cj = TPei,cj + FNei,cj (4.13)
Substituting (4.12) and (4.13) into (4.10), the mutual information based
reliability estimate rMIei,cj is defined as follows:
rMIei,cj = TPei,cj log
(
TPei,cj
(TPei,cj + FPei,cj )(TPei,cj + FNei,cj )
)
(4.14)
The use of the mutual information as a reliability estimate is motivated
by the nature of this measure: it gives information about the mutual
dependence of two different variables, in this case, the classification results
of an individual classifier and the groundtruth. Thus, by estimating the
reliability of a classifier by means of the mutual information, we are able
to know how much information a classifier offers about the true class.
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• Precision. A reliability estimate based on the precision only takes into
account the false positive ratio, ignoring all the information about the
false negatives:
rPRei,cj = PRei,cj (4.15)
• Recall. Opposite to the previous estimate, the reliability estimate based
on the recall only takes into account the false negative ratio, ignoring the
false positive errors.
rREei,cj = REei,cj (4.16)
• Accuracy. A reliability estimate can be defined such that a classifier is
more or less reliable depending on its ability to classify a given class, i.e.
depending on its accuracy:
rREei,cj = TPei,cj +TNei,cj (4.17)
4.6 Experimental Results
This Section aims at studying the performance of the fusion strategies for audio
segmentation presented in this Chapter. To do so, results on two experimental
frameworks, described in Chapter 3, are presented, namely 3/24 TV dataset and
Arago´n Radio dataset. Both datasets were used in audio segmentation evalua-
tions (Albayzin 2010 and 2012 audio segmentation evaluations, respectively), so
they constitute a solid framework to assess audio segmentation strategies.
As we aim at obtaining an audio segmentation approach that accurately
detects speech in order to perform speaker segmentation afterwards, we analyse
the SER (as defined in Chapter 2) obtained with the fusion strategies, but we
also study how these strategies affect the detection of the speech class. To do so,
the FACT and MCT as defined in Chapter 2 are used to assess speech detection
by ignoring the presence of any other class.
4.6.1 Experiments on Arago´n Radio database
As described in [81], the task to be performed on Arago´n Radio database con-
sisted of segmenting audio files into seven overlapping classes, namely: speech,
music, noise, speech with music, speech with noise, music with noise, speech
with music and noise. The analysis of the database performed in Chapter 3
showed that there were very few examples of classes noise and music+noise, so
these classes were excluded from our experiments, because their poorly trained
models would compromise system performance. The impact on the results of
leaving these classes out was, in fact, negligible.
Table 4.1 shows the SER, speech MCT and speech FACT obtained by the
individual audio segmentation systems e1, e2, e3 and e4. We aim at bettering
these results by using the proposed ensemble classification techniques.
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Table 4.1: SER (%), speech MCT (%) and speech FACT (%) of the audio seg-
mentation strategies on Arago´n Radio fusion experiments.
Speech
System SER MCT FACT
e1 20.39 4.1 1.8
e2 21.55 4.8 1.9
e3 23.16 4.6 1.6
e4 22.73 4.0 1.5
Table 4.2 shows the SER obtained by creating ensemble classifiers of two,
three and four individual systems using the different ensemble strategies pro-
posed in Chapter 4. Specifically, rF, rMI, rPR, rRE and rAC stand for F-score,
mutual information, precision, recall and accuracy reliability estimates, respec-
tively. These strategies are compared with a majority voting (MV) ensemble, in
order to see if the proposed techniques outperform this simple fusion approach.
Table 4.2 shows that the use of rF as reliability estimate succeeded to out-
perform both the best individual classifier and the majority voting ensemble
strategy in 10 out of 11 fusion experiments. rMI and rPR only did it in 8 out
of 11 experimental cases, although the improvement obtained in the experiment
where four individual classifiers were combined was greater than the improve-
ment achieved by the rF estimate. It must be noted that almost all the experi-
mental cases in which these three strategies did not outperform either the best
classifier or the MV strategy happened when fusing only two systems, but a sig-
nificant improvement was produced when three or four systems were combined
within the ensemble. rRE and rAC estimates did not outperform the majority
voting strategy in any occasion.
Table 4.3 shows the MCT and FACT of class speech achieved when combining
the four individual audio segmentation systems using the proposed approaches,
along with their SER. This Table shows that the strategies that obtained the
lowest SER, i.e. the reliability estimates based on mutual information and pre-
cision, also achieved a reduction of the speech MCT by 1% compared to the
individual audio segmentation systems without harming the FACT. The lowest
FACT was achieved by the majority voting strategy and the accuracy based
reliability estimate, but they did not achieve an improvement of the MCT with
respect to the individual classifiers. Thus, these results suggest that the mutual
information and precision reliability estimates for decision-based fusion tech-
niques are able to improve speech detection.
4.6.2 Experiments on 3/24 TV database
Table 4.4 shows the SER, speech MCT and speech FACT obtained by the in-
dividual classifiers e1, e2, e3 and e4. As in the Arago´n Radio experimental
framework, we aim at bettering these SER by using the proposed ensemble
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Table 4.2: SER (%) on Arago´n Radio audio segmentation experiments. Re-
sults in boldface show those ensemble classifiers that outperformed both the MV
strategy and the best individual classifier.
Experiment Best rF rMI rPR rRE rAC MV
e1&e2 20.39 20.06 20.08 20.03 21.65 21.87 20.29
e1&e3 20.39 20.29 20.72 20.83 22.23 22.35 21.50
e1&e4 20.39 20.89 20.21 20.99 23.01 23.05 20.75
e2&e3 21.55 21.21 21.56 20.97 23.36 23.53 21.97
e2&e4 21.55 19.85 19.52 21.72 23.42 23.91 21.24
e3&e4 22.73 21.65 21.65 22.43 24.00 23.72 22.57
e1&e2&e3 20.39 19.16 19.41 19.06 19.67 19.76 19.53
e1&e2&e4 20.39 19.33 19.61 19.26 19.84 19.97 19.55
e1&e3&e4 20.39 19.41 19.58 19.40 20.45 20.48 19.98
e2&e3&e4 21.55 19.46 19.60 19.59 20.65 20.75 20.16
e1&e2&e3&e4 20.39 19.15 18.90 18.97 19.59 19.46 19.20
Table 4.3: SER (%), speech MCT (%) and speech FACT (%) of the four classifier
ensembles on Arago´n Radio audio segmentation fusion experiments.
Speech
Reliability estimate SER MCT FACT
rF 19.15 4.2 1.4
rMI 18.90 3.1 1.6
rPR 18.97 3.1 1.6
rRE 19.59 4.1 1.4
rAC 19.46 4.7 1.2
MV 19.20 4.8 1.2
classification techniques. It must be noted that the performance of the individ-
ual classifiers is much worse in this framework than in the previous one, which
makes it possible to see the behaviour of the proposed reliability estimates in a
degraded scenario.
Table 4.4: SER (%), speech MCT (%) and speech FACT (%) of the audio seg-
mentation strategies on 3/24 TV fusion experiments.
Speech
System SER MCT FACT
e1 37.85 11.9 0.3
e2 36.70 9.6 0.3
e3 40.72 11.3 0.7
e4 34.89 9.2 0.6
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Table 4.5 shows the SER obtained by creating ensemble classifiers of two,
three and four individual classifiers using the different reliability estimates pro-
posed in this Chapter. Again, these strategies were compared with a majority
voting fusion strategy.
In this case, the reliability estimate that succeeded to outperform the best
classifier and the MV strategy on more occasions was the rPR, in 10 out of
11 experiments, followed by rMI (7 out of 11), rRE (6 out of 11) and rF (5
out of 11). Comparing Tables 4.2 and 4.5, we can observe how the precision-
based reliability estimate became the top-performing when fusing classifiers with
poor performance; the contrary happened to the F-score based ensemble, which
worked better when fusing good-performing classifiers. In these experiments,
rAC outperformed both MV and the best classifier on one occasion, when fusing
four individual classifiers.
Table 4.5: SER (%) on 3/24 TV audio segmentation experiments. Results in
boldface show those ensemble classifiers that outperformed both the MV strategy
and the best individual classifier.
Experiment Best rF rMI rPR rRE rAC MV
e1&e2 36.70 37.61 37.43 34.97 36.40 37.04 37.32
e1&e3 37.85 36.52 35.11 34.84 38.24 40.90 40.06
e1&e4 34.89 37.01 35.98 31.05 34.01 36.29 37.67
e2&e3 36.70 35.99 34.88 34.53 37.63 39.91 39.69
e2&e4 34.89 36.78 35.87 31.14 34.18 35.19 37.24
e3&e4 36.70 37.11 36.50 34.48 38.30 39.44 38.24
e1&e2&e3 36.70 36.04 35.50 33.61 36.03 36.45 36.18
e1&e2&e4 34.89 32.46 32.46 32.46 32.46 32.46 32.46
e1&e3&e4 34.89 34.87 32.87 32.01 34.67 35.83 35.11
e2&e3&e4 34.89 34.64 32.53 31.96 34.41 35.49 34.85
e1&e2&e3&e4 34.89 35.25 34.45 31.57 33.76 34.32 35.50
Table 4.6 shows the MCT and FACT of class speech achieved when com-
bining the four individual audio segmentation systems using the proposed ap-
proaches, along with their SER. The results shown in this Table agrees with
those summarized in Table 4.3, as the lowest speech MCT was achieved by the
mutual information and precision reliability estimates, but in this case MCT
was reduced by 2.5% with respect to the individual audio segmentation strate-
gies. As opposed to Arago´n Radio experiments, this reduction of MCT is not
accompanied by a degradation of the FACT. In this experimental framework,
only the majority voting strategy was able to reduce the FACT achieved by the
individual classifiers, but only a negligible reduction by 0.1% was achieved.
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Table 4.6: SER (%), speech MCT (%) and speech FACT (%) of the four classifier
ensembles on 3/24 TV audio segmentation fusion experiments.
Speech
Reliability estimate SER MCT FACT
rF 35.25 8.4 0.3
rMI 34.45 6.8 0.5
rPR 31.57 6.7 0.5
rRE 33.76 12.3 0.3
rAC 34.32 12.6 0.2
MV 35.50 8.3 0.3
4.7 Discussion
This Chapter presented a strategy to combine different audio segmentation
strategies performing a decision-level fusion, i.e. only the outputs of the sys-
tems were taken into account. The class-conditional probability of each individ-
ual strategy was estimated by computing the confusion matrix obtained after
classifying an independent set of examples, and these class-conditional prob-
abilities were used to estimate the reliability of each individual system when
classifying each of the different classes. We proposed five strategies to estimate
this reliability, one of them based in the F-score measure, another based in the
mutual information between the classifier output and the groundtruth, and oth-
ers based on the precision, recall and accuracy of the individual classifiers. We
were interested in reducing the segmentation error rate, but specially in reduc-
ing the mis-classification of speech, as we aim at detecting speech in order to
perform speaker segmentation and clustering afterwards.
Experimental results on two different audio segmentation frameworks were
presented in this Chapter. These results showed that the reliability estimates
that achieved the best performance were the ones based on the mutual informa-
tion and the precision: they obtained the lowest SER while reducing the speech
missed class time without dramatically increasing the speech false alarm class
time, thus fulfilling the goals we were pursuing.
The results presented in this Chapter are promising, but still too preliminary
to integrate this strategy with the forthcoming stages such as speaker segmen-
tation. However, the proposed framework seems to be an interesting option
to enhance classification results, due to the fact that it can hold any type of
classifier, as only the output of the systems is required to create an estimate
of the reliability. Moreover, besides the five reliability estimates presented in
this Chapter, different ones can be designed depending on the specific needs and
requirements of a system, making this framework flexible enough for its use in
any classification task.
Chapter 5
Improving Speaker
Segmentation Techniques
5.1 Introduction
As explained in Chapter 2, there are two main types of error in speaker seg-
mentation: false alarms, which are change-points detected by the segmentation
system that are not actual change-points; and mis-detections, which are actual
change-points that are not detected by the segmentation system.
Segmentation algorithms such as the BIC usually have a tuning parameter λ
that allows the system to have more false alarms and fewer mis-detections and
vice versa. However, these approaches have a poor performance when segment-
ing audio contents with long speaker turns; if the system is set to be tolerant
to false alarms, long speaker turns will be split, but if the system is set to be
tolerant to mis-detections, short segments will not be detected [91]. BIC based
segmentation strategies also show a poor performance when segmenting audio
contents with very short speaker turns such as TV shows and movies, where the
dominant type of discourse is the dialogue.
This Chapter describes different approaches that aim at reducing the false
alarm rate and the mis-detection rate of a BIC-based speaker segmentation
system. The strategies presented for dealing with high false alarm rates first
decide if a change-point is suspicious of being a false alarm and, if so, the change-
point is kept or discarded following different approaches. The proposed strategy
for reducing the mis-detection rate consists on a modification of the classic BIC
segmentation approach that dramatically reduces the number of mis-detections
without increasing the false alarm rate.
The organization of this Chapter is as follows: Section 5.2 presents the four-
stage speaker segmentation strategy we developed and used as a baseline system;
Section 5.3 describes the proposed approaches for reducing the false alarm rate;
Section 5.4 describes the MultiBIC approach for reducing the mis-detection rate;
experimental results are presented in Section 5.5; and a discussion on the results
can be found in Section 5.6.
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5.2 Baseline speaker segmentation system
This Section describes the baseline speaker segmentation strategy that was used
to perform speaker segmentation. The approaches described in next Sections
were built on top of this baseline system, depicted in Figure 5.1, which has the
following steps:
Figure 5.1: Architecture of the baseline speaker segmentation system.
1. Feature extraction. Acoustic features are extracted from the waveform,
obtaining an acoustic vector of features for each audio frame.
2. Coarse segmentation. The BIC algorithm is used to detect the audio
frames that are candidates for being a speaker change-point. This strat-
egy, described in detail in Section 2, runs a hypothesis test on a window
of data to decide whether there is a change-point in the window or not.
Specifically, Cettolo’s growing-sliding window approach [46] was used in
order to be able to detect multiple change-points in the same recording.
3. Change-point refinement. Any time a change-point is found in the coarse
segmentation stage, it has to be refined in order to locate it with higher
resolution. The BIC algorithm was used for this purpose: a window is
centred on the candidate change-point c and ∆BIC(c) is computed. If a
change-point is found, the coarse change-point found at the previous step
is moved to this point. If no change-point is found, the one found in the
previous stage is discarded.
4. Segment classification. The segment that is obtained after detecting a
new change-point is classified into speech, music or silence/noise. To
do so, maximum a posteriori adaptation of pre-trained GMMs λc is per-
formed, where c represents the class of the data with which the model was
trained: gender independent speech, male speech, female speech, music
or silence/noise. First, the likelihoods of the segment with models gender
independent speech, music and silence/noise are computed, assigning the
class that maximizes the likelihood. If the speech model is selected, then a
new likelihood test is applied with models male or female. If the likelihood
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of the models is very similar, no gender is assigned, labelling the segment
as unknown-gender speech; if not, the model whose gender obtained the
highest likelihood is assigned to the speech segment. The reason for using
these models is, on the one hand, to detect and ignore the non-speech
segments and, on the other hand, the use of gender-dependent models al-
lows to be confident that a change-point, whose adjacent segments contain
speech spoken by different gender speakers, is not a false alarm.
5. Adjacent speech segment merging. When two adjacent segments, namely
Si and Si+1, are both labelled as speech, a cross likelihood ratio (CLR) [92]
test is applied in order to decide whether the speech of these two segments
is spoken by the same speaker or by different speakers:
CLR(Si, Si+1) =
P (Si|λi)P (Si+1|λi+1)
P (Si|λi+1)P (Si+1|λi)
(5.1)
where λi and λi+1 are GMM models obtained by MAP adaptation of the
corresponding models to segments Si and Si+1, respectively. A threshold
ΘCLR is set, and if CLR(Si, Si+1) > ΘCLR then the change-point that
splits Si and Si+1 is discarded, as the higher the CLR the more alike the
two segments are, so the speech segments are probably spoken by the same
speaker.
Figure 5.2: False alarm rejection strategy.
5.3 False alarm rejection strategies
The false alarm rejection strategies proposed in this Section are an add-on to
the BIC-based change-point refinement step of the baseline segmentation sys-
tem. They are all based in the same principle: the BIC algorithm uses a value
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∆BIC(i) to decide whether there is a change-point at frame i. ∆BIC(i) > 0
means that there is a change-point at frame i, as the likelihood of having the
window of data modelled by two different models is greater than the likelihood
of having the whole window modelled by a single model. It is straightforward to
think that the bigger the value of ∆BIC(i), the bigger the probability that there
is an actual change-point at frame i. On the other hand, if ∆BIC(i) is close
to 0, the probability that there is an actual change-point at frame i is reduced,
so the change-point will be suspicious of being a false alarm. Hence, the first
step of the false alarm rejection techniques consists on monitoring the value of
∆BIC(i); given a threshold ΘBIC , if ∆BIC(i) < ΘBIC , the change-point at
frame i is suspicious of being a false alarm.
Now that the definition of “suspicious change-point” has been established,
what to do with these suspicious change-points must be decided. As it is
not straightforward to decide which of the suspicious change-points are actual
change-points and which are not, the techniques described in this Section keep a
change-point or not with probability pdiscard. Thus, the rejection strategy works
as described in Algorithm 1.
Algorithm 1 False-alarm rejection strategy.
Require: Change-point i with ∆BIC(i) detected by the BIC algorithm
1: if ∆BIC(i) > ΘBIC then
2: Accept change-point i
3: else
4: Generate random number r ∈ [0, 1)
5: if r ≥ pdiscard then
6: Accept change-point i
7: else
8: Reject change-point i
9: end if
10: end if
Figure 5.2 depicts the proposed false alarm rejection strategy, and the rest
of this Section outlines three different strategies for deciding the value of the
threshold ΘBIC and of the probability pdiscard.
5.3.1 Adaptive threshold-based rejection
The strategy for reducing the false alarm rate presented in [93] proposes the use
of dynamic values for ΘBIC and pdiscard in a way that, when the segmentation
system is generating false alarms, the system rejects more change-points and
vice versa. The estimation of how many false alarms the system is generating
is based on the output obtained from the 5th step of the baseline segmentation
system: the change-points discarded by the CLR test are considered false alarms
of the BIC-based segmentation stage, meaning that the system is being too
permissive with false alarms. These false alarm rate provoked by the 3rd step of
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the segmentation strategy is controlled by the parameters ΘBIC and pdiscard in
the following way:
1. Initially, pdiscard = 0, ΘBIC = 0, the number of rejected change-points
in the tth step Nrejected = 0 and the number of accepted change-points
Naccepted = 0. In this way, the false-alarm rejection strategy is not initially
working, as there is no information about the baseline system performance.
2. Any time a change-point is accepted at the BIC refinement stage, the value
∆BIC of that change-point is kept.
3. If the CLR test accepts a change-point, the counter Naccepted is incre-
mented. If otherwise the CLR test rejects a change-point, the counter
Nrejected is incremented. After this, the discard probability and the thresh-
old are updated:
ΘBIC =
∑Nrejected
i=1 ∆BIC(rejected(i))
Nrejected
(5.2)
where ∆BIC(rejected(i)) is the ∆BIC value of the ith rejected change-
point.
pdiscard =
Nrejected
Naccepted +Nrejected
(5.3)
This adaptive strategy tackles the false alarms in two different manners: (1)
if the system is producing many false alarms, the threshold for considering a
change-point as a suspicious change-point rises, increasing the number of suspi-
cious change-points; and (2) if the system is producing many false alarms, the
discard probability increases, rejecting a bigger amount of suspicious change-
points.
Figure 5.3 shows the evolution of the discard probability through time when
segmenting an audio stream. Initially, as described above, pdiscard is equal to
zero. pdiscard starts decreasing at instant A, as the adaptive algorithm detects
that the system is not producing many false alarms. However, at instant B, the
system is producing false alarms, so pdiscard increases in order to try to reject
these false alarms.
5.3.2 Poisson distribution-based rejection: first approxima-
tion
This false alarm suppression strategy proposed in [94] assumes that the occur-
rence of change-points can be modelled by means of a Poisson process. A Poisson
process is a stochastic process that must fulfil the following conditions:
• Occurrences are independent.
• The number of occurrences in two disjoint time intervals is independent.
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Figure 5.3: Evolution of pdiscard on the adaptive threshold-based strategy.
• The probability of an occurrence is proportional to the observed interval.
• Occurrences are not simultaneous.
The speaker segmentation task fits in the definition of Poisson process for
different reasons. First, the duration of one speaker turn gives no information
about the duration of the rest of the speaker turns. Also, occurrences are not
simultaneous: it is impossible to have two change-points at the same time, as
this would lead to a speech segment of duration 0. Figure 5.4 supports the
theory that a sequence of speaker turns can be modelled by means of a Poisson
process, because it shows that the shape of the histogram of the lengths of
speaker turns extracted from real data has a shape very similar to that of a
Poisson distribution.
Poisson processes have a probability density function
f(µ, x) =
e−µµx
x!
(5.4)
and its cumulative density function (cdf) is the sum of the probability density
function in all the points below a given value:
F (µ, x) =
x∑
i=0
e−µµx
x!
(5.5)
where µ represents the mean of the distribution. In the present scenario, µ can
be used to represent the expected number of change-points in a time interval.
The properties of the Poisson distribution are used in this approach as fol-
lows: µ occurrences of change-points are expected in a given period of time.
Hence, initially a change-point is accepted with a high probability, but as the
number of accepted change-point increases and gets closer or exceeds the num-
ber of expected change-points, change-points are more likely to be rejected.
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Figure 5.4: Histogram of segment duration extracted from real data, compared
with a Poisson distribution.
This behaviour is achieved by using the cumulative density function F (µ, x) as
a discard probability: pdiscard is initially low, but as the number of accepted
change-points approaches the mean, pdiscard will grow until becoming close to 1.
At that point, almost all the suspicious change-points will be rejected. Figure
5.5 shows the evolution of the discard probability in function of the number of
accepted change-points.
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Figure 5.5: Discard probability on the first approximation of the Poisson-based
false alarm rejection algorithm.
The discard probability function shown in Figure 5.5 shows an evident weak-
ness of this strategy: initially, the probability distribution is very low but, when
the expected number of change-points is approached, the discard probability
increases until it is equal to one. This means that, before reaching the ex-
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pected number of change-points, a few quantity of change-points suspicious of
being false alarms will be rejected, while after reaching the expected number of
change-points almost all the suspicious change-points will be rejected, favouring
the occurrence of change-points at the beginning of the recordings.
5.3.3 Poisson distribution-based rejection: second approxi-
mation
The issues found on the Poisson distribution-based rejection approach published
in [94] led us to reconsider the correct strategy to apply the Poisson distribution
to the speaker segmentation task. The arguments presented above to justify
that the process of change-point occurrences can be modelled by means of a
Poisson process is solid, but the application of these concepts to the false alarm
rejection scheme was not accurate. Thus, a second approximation to this concept
was developed.
An homogeneous Poisson process is characterized by its rate µ = 1τ , where τ
is the mean time between occurrences. In a Poisson process, the probability of
having n occurrences in a time interval t, which can be inferred from Eq. (5.4),
is:
pn(t) =
µne−µ
n!
(5.6)
Thus, the probability of not having an occurrence in a time interval t is
p0(t) = e
−µt (5.7)
and the probability of having one or more occurrences in a time interval t is
p0¯(t) = 1− p0(t) = 1− e
−µt (5.8)
Thus, as in the previous methods, we have a threshold ΘBIC for the ∆BIC
value, which decides which change-points are suspicious of being false alarms,
and a discard probability pdiscard = p0(t); the discard probability will be high
when the probability of not having a change-point in the time interval t is high,
and it will be low when the probability of having a false alarm in the time interval
t is low. Thus, a suspicious change-point is randomly discarded with probability
pdiscard, which in this case is dependent on the duration of the speaker turn that
would be formed by accepting the suspicious change-point.
Assuming that the change-point distribution fits a Poisson distribution, as
graphically shown in Figure 5.4, τ can be estimated as the mean length of
the speaker turns on some training data, which reduces the number of system
parameters to be tuned.
5.3.4 Uniform distribution-based rejection
In this change-point rejection technique presented in [94], it is assumed that
all the suspicious change-points are equally likely to be discarded. Hence, the
discard probability has a constant value to control the probability mass assigned
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to hypothesis “the suspicious change-point is a false alarm” and hypothesis “the
suspicious change-point is an actual change-point”. In this way, if pdiscard <
0.5, the hypothesis “the suspicious change-point is an actual change-point” is
more likely than the other, causing the system to be tolerant to false alarms.
Otherwise, if pdiscard > 0.5, the hypothesis “the suspicious change-point is a
false alarm” is more likely than the other, causing the system to be tolerant to
mis-detections.
The aim of this rejection strategy is being able to tune how tolerant the
system is to false alarms by adjusting ΘBIC and pdiscard; ΘBIC is the threshold
for considering a change-point as suspicious of being a false alarm, and pdiscard
is used to decide how tolerant the system is to false alarms and mis-detections.
5.4 Reducing the mis-detection rate: the Multi-
BIC algorithm
The method we propose for tackling the mis-detection issue of the BIC algorithm
consists on a modification of the classic strategy so that shorter segments are
detected. In the BIC procedure, it is assumed that there is only one change-
point inside the analysis window; however, the MultiBIC procedure considers
that there might be one or two change-points in a window. Thus, the window
X will be split into three sub-windows: X1 = (x1, ..., xi), X2 = (xi+1, ..., xj) and
X3 = (xj+1, ..., xL). Therefore, MultiBIC will decide between the hypotheses:
• H0: The three windows X1, X2 and X3 are modelled by the same model
M .
• H1: Windows X1, X2 and X3 are modelled by 3 different models M1, M2
and M3.
Then, a matrix of ∆BIC values is obtained:
∆BIC(X, i, j) = Lij − λP (5.9)
where P is in this case
P = d+
1
2
d(d+ 1) logL (5.10)
This expression comes from the following: the number of parameters of a single
full covariance Gaussian model is
M1 = d+ d((d+ 1)/2) (5.11)
A model with two Gaussians is compared to a model with one Gaussian in
the classic BIC approach, so M = 2M1 − M1 = M1 and P =
1
2M logL =
1
2(d+
1
2d(d+ 1)) logL. In this case, a model with three Gaussians is compared
to a model with one Gaussian:
M = 3M1 −M1 = 2M1 = 2(d+ d((d+ 1)/2)) (5.12)
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Then,
P =
1
2
M logL =
1
2
2(d+ d((d+ 1)/2)) logL =
(d+
1
2
d(d+ 1)) logL (5.13)
The log likelihood Li of the classic BIC approach is computed as
Li =
L
2
log |Σ| −
(
L1
2
log |Σ1|+
L2
2
log |Σ2|
)
(5.14)
but in this case it has another term, so it becomes
Lij =
L
2
log |Σ| −
L1
2
log |Σ1| −
L2
2
log |Σ2| −
L3
2
log |Σ3| (5.15)
As in traditional BIC, the values of i and j that maximize ∆BIC are chosen,
and therefore two potential change-points appear, one in frame i and the other
in frame j. Then a traditional BIC step is applied to refine or discard those
potential change-points. This step results in finding one, two or no change-
points at the current window.
5.5 Experimental results
This Section analyses the impact of the speaker segmentation techniques pro-
posed in this Chapter. As these strategies are an add-on to the BIC algorithm,
the BIC-based strategy described in Section 5.2 was used as a baseline system to
compare the performance of the different approaches. As mentioned in Chapter
1, the issue on which a speaker segmentation should focus strongly depends on
the data, as some scenarios are prone to false alarms while others are prone
to mis-detections. In this experimental analysis, we applied all the proposed
approaches to the different experimental frameworks that include speaker turn
information, i.e. TC-STAR database, Transcrigal database, TV shows database
and 3/24 TV database, described in Chapter 3.
After describing the models used in the classification stage of the baseline
algorithm, an analysis of the BIC segmentation strategy and how its parameters
affect the segmentation results is presented; after this analysis, that will be used
as a starting point for the rest of the experiments, a study of the different free
parameters of the proposed false alarm and mis-detection reduction strategies,
if any, is presented.
5.5.1 Experimental settings
The segment classification stage required the training of models for the different
classes, which was performed using independent data. Specifically, GMMs with
64 mixtures and diagonal covariance matrices were trained using the expectation-
maximization (EM) algorithm.
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In TC-STAR database, four GMMs were trained (gender independent speech,
male speech, female speech and non-speech), while in the other three databases
there is also a music model. The GMMs used in the TV shows experiments
were trained on Transcrigal database, because TV shows database do not have
background labels and also the amount of data is very limited.
5.5.2 Analysis of the free parameters on the BIC algorithm
The first step of this experimental validation comprised the tuning of several
parameters on the BIC algorithm:
• The coarse segmentation is performed using a growing sliding window seg-
mentation strategy; the minimum and maximum sizes of the growing win-
dow must be studied in order to find the ones that achieve the optimal
performance. The grow step and the sliding step were set to 1 s and 2 s,
respectively, in accordance to [46].
• The change-point refinement centres a window on the candidate change-
point, and the size of this window has an influence on the performance, so
its optimal value must be found.
• The penalty weight λ of the BIC algorithm, which is usually dependent of
the dataset to be segmented, is also analysed in this first experiment.
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Figure 5.6: F-score obtained on different datasets with different window sizes
in function of λ; wMin (wMax) represents the minimum (maximum) window
size of the coarse segmentation stage, while wRef is the size of the refinement
window.
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These free parameters are data-dependent, so they had to be tuned for each
database. The criterion to decide which parameter configuration was the most
suitable for each dataset was the maximization of the F-score, which is the
performance measure used to assess speaker segmentation in this Thesis.
Different window sizes and values of λ were tested in order to find the most
suitable combination for each experimental scenario. Figure 5.6 clearly shows
that the best configuration for TC-STAR, Transcrigal and 3/24 TV datasets is a
minimum window of 2 s, maximum window of 20 s and refinement window of 10
s. In the case of the TV shows database, speaker segmentation results are better
with a refinement window of 2 s, which is probably due to the strong presence
of very short speaker turns. With respect to the value of λ, the highest F-score
is achieved with λ equal to 3.5, 3, 4 and 1 in TC-STAR, Transcrigal, 3/24TV
and TV shows databases, respectively. It can be noted that the most suitable
value of λ is related to the duration of the speaker turns: the shorter the speaker
turns, the lower λ, as more change-points are accepted with low values of λ.
5.5.3 Experimental performance of the proposed segmenta-
tion strategies
After analysing the free parameters of the BIC segmentation strategy and once
the best values were selected, it is possible to study the influence of the seg-
mentation strategies proposed in this Thesis. To do so, different values of the
different free parameters of each strategy were assessed in order to look for the
most suitable combination. To ease the interpretation of the results and to make
fair comparisons between the different systems, the values that were adjusted
above (window sizes and λ) were kept in this experimental stage; in any case, the
experimental results showed that these tuned values were the ones that achieved
the highest F-score when applying the proposed strategies.
First, the results obtained with the different techniques after tuning the free
parameters are shown, in order to have a general view of how these methods
affect the segmentation results and which one is more suitable for each of the
experimental frameworks. Tables 5.1, 5.2, 5.3 and 5.4 show the segmentation
results obtained on TC-STAR, Transcrigal, 3/24 TV and TV shows databases;
each Table includes the performance achieved with the following systems:
• Baseline: the baseline system was the BIC based strategy described in
Section 5.2. Its tuning parameters were analysed above, but they are
shown in the Tables for completion, as these parameters were the ones
used on the following techniques.
• Adaptive: adaptive false alarm rejection strategy, which has two tuning
parameters: the upper limit for the ∆BIC threshold ΘBIC max and the
discard probability pdiscard max.
• Poisson1: first approximation to the rejection strategy that models the
change-point occurrences as a Poisson process. It has two tuning parame-
ters: the ∆BIC threshold ΘBIC and the mean of the distribution µ.
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• Poisson2: second approximation to the rejection strategy that models the
change-point occurrences as a Poisson process. Two parameters are shown
in the Tables, ∆BIC and τ , but it must be mentioned that τ is not
exactly a tuning parameter that has to be empirically adjusted, as its
value corresponds to the median of the segment duration on the database
to be segmented.
• Uniform: uniform false alarm rejection strategy, which has two tuning
parameters, namely the ∆BIC threshold ΘBIC and the discard probability
pdiscard.
• MultiBIC: mis-detection reduction strategy that looks for two candidate
change-points during the coarse segmentation stage. It has no additional
tuning parameters.
The performance measures shown on the aforementioned Tables are the pre-
cision (P), recall (R) and F-score (F). As mentioned in previous Chapters, the
precision increases as the number of false alarms decreases, the recall increases
as the number of mis-detections decreases, and the F-score is the harmonic mean
of precision and recall.
After introducing the Tables, we can proceed to analyse the obtained results:
• TC-STAR database. In this database, the baseline performance was out-
performed by all the false alarm rejection strategies, which was the ex-
pected behaviour: as the speaker turns are, in general, very long, the BIC
segmentation strategy tends to generate false alarms, and the proposed
techniques for reducing the number of false alarms are able to identify
some of these false alarms and reject them. Specifically, the best strategies
were Poisson1 and Poisson2, which achieved the same performance, reduc-
ing the precision achieved by the baseline strategy by 3%. The MultiBIC
strategy for reducing the mis-detection rate obtained worse performance
than the baseline, as the same percentage of false alarms was present while
some actual change-points were rejected, making the recall decrease by
1.5%. Again, this was the expected behaviour, as the TC-STAR evalu-
ation framework is characterized for being prone to false alarms, not to
mis-detections; thus, applying a mis-detection reduction technique harms
the performance of the system.
• Transcrigal database. The performance achieved in this scenario by all
the proposed techniques achieved an improvement when compared to the
baseline strategy, being the best strategy the MultiBIC. As shown in Table
5.2, the four false alarm rejection strategies achieved an increase of the
precision, while MultiBIC reduced the mis-detection rate at the expense
of slightly increasing the false alarms, thus obtaining the best segmentation
results. Specifically, precision increased by 4% and recall only decreased
by 1%, causing a raise of F-score by 2%.
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• 3/24 TV database. The precision achieved by all the methods on this
experimental framework was almost the same, but the MultiBIC strategy
produced a slight degradation of the recall, which shows that this technique
is not suitable in this scenario, as the segmentation errors are not due to
mis-detections. In this scenario, there is not a noticeable influence of the
false-alarm rejection strategies.
• TV shows database. The best performance on this experimental frame-
work was obtained by the MultiBIC strategy. This scenario was prone
to mis-detections, and the proposed mis-detection reduction technique ac-
complished its goal, as the recall was reduced to a great extent; specifically,
recall was reduced by 15%, causing an improvement of the F-score by 6%.
The false-alarm rejection strategies achieved, in general, a meaningless im-
provement with respect to the baseline, as the main issue of this database
was the mis-detection rate and not the false alarm rate. Thus, the results
achieved by the MultiBIC technique suggest that this method is suitable
for dealing with audio contents that feature very short speaker turns.
The analysis of the numerical results show that the behaviour of the seg-
mentation strategies was as expected: an increase of the precision when using
the false-alarm rejection strategies was achieved in the experimental framework
with issues caused by a high false alarm rate (i.e. the TC-STAR database);
and an increase of the recall was achieved when applying the MultiBIC strategy
to reduce the mis-detection rate, which improved the performance of the base-
line system on a scenario such as the TV shows database, with was prone to
mis-detections.
Table 5.1: Results obtained with and without applying false alarm and mis-
detection rejection strategies: TC-STAR database.
System P R F Parameters
Baseline 72.00 84.91 77.92 λ = 3.5, wMin = 2, wMax = 20, wRef = 10
Adaptive 73.77 85.71 79.30 ΘBIC max = 800, pdiscard max = 0.2
Poisson1 75.00 84.91 79.65 ΘBIC = 250, µ = 10
Poisson2 75.00 84.91 79.65 ΘBIC = 400, τ = 0.0542
Uniform 74.38 84.91 79.30 ΘBIC = 250, pdiscard = 0.2
MultiBIC 72.00 83.33 77.25 n/a
5.5.4 Analysis of the free parameters of the false alarm
rejection strategies
After observing that the performance of the BIC algorithm for speaker segmen-
tation is enhanced by the use of false alarm rejection strategies, an analysis of the
influence of the free parameters of these techniques on the results is presented.
Figure A.1 in Appendix A shows, for each dataset, the result of modifying the
free parameters of the adaptive false-alarm rejection strategy. The plots on the
left show the influence of pdiscard max when ΘBIC max is fixed to its optimal value,
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Table 5.2: Results obtained with and without applying false alarm and mis-
detection rejection strategies: Transcrigal database.
System P R F Parameters
Baseline 94.37 85.62 89.78 λ = 3.0, wMin = 2, wMax = 20, wRef = 10
Adaptive 94.60 85.52 89.83 ΘBIC max = 200, pdiscard max = 0.4
Poisson1 94.70 85.43 89.82 ΘBIC = 250, µ = 10
Poisson2 95.15 85.24 89.92 ΘBIC = 300, τ = 0.0816
Uniform 94.64 85.40 89.78 ΘBIC = 200, pdiscard = 0.2
MultiBIC 93.00 89.27 91.09 n/a
Table 5.3: Results obtained with and without applying false alarm and mis-
detection rejection strategies: 3/24 TV database.
System P R F Parameters
Baseline 82.12 78.61 80.33 λ = 4.0, wMin = 2, wMax = 20, wRef = 10
Adaptive 82.67 77.89 80.21 ΘBIC max = 200, pdiscard max = 0.2
Poisson1 82.47 78.17 80.26 ΘBIC = 250, µ = 15
Poisson2 82.35 78.19 80.22 ΘBIC = 100, τ = 0.1026
Uniform 82.83 77.78 80.22 ΘBIC = 200, pdiscard = 0.2
MultiBIC 82.10 77.01 79.47 n/a
Table 5.4: Results obtained with and without applying false alarm and mis-
detection rejection strategies: TV shows database.
System P R F Parameters
Baseline 95.96 74.88 84.12 λ = 1.0, wMin = 2, wMax = 20, wRef = 2
Adaptive 96.27 75.48 84.62 ΘBIC max = 200, pdiscard max = 0.2
Poisson1 96.41 74.83 84.26 ΘBIC = 250, µ = 15
Poisson2 96.54 74.86 84.33 ΘBIC = 200, τ = 0.6616
Uniform 96.41 75.29 84.55 ΘBIC = 200, pdiscard = 0.2
MultiBIC 90.53 90.97 90.75 n/a
and the plots on the right show the influence of ΘBIC max when pdiscard max is
fixed to its optimal value. The first fact that can be observed is that the influence
of the free parameters is more noticeable on the TC-STAR results, which is the
database whose performance was expected to be enhanced by this technique.
The conclusion that can be extracted from the plots for Transcrigal, 3/24 TV
and TV shows databases is that they are almost insensitive to pdiscard max and
that the technique obtains its best performance when ΘBIC max is very low.
Thus, as these experimental frameworks do not need a false alarm rejection
strategy, it is better to tune the system so it discards little change-points (low
pdiscard max) and the threshold for considering a change-point as a suspicious
change-point is low (low ΘBIC max). This behaviour remains the same for all
the false alarm rejection strategies, so we will not extend the discussion of these
experimental frameworks.
With respect to the TC-STAR database, which is the one of interest in this
analysis, although there is a peak in 0.2, it can be concluded that the higher the
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threshold for pdiscard max, the better; this behaviour suggests that we can get rid
of this parameter, allowing the technique to freely adjust the discard probability
between 0 and 1. It is more difficult to extract conclusions about the influence
of the threshold, as the plots are more unstable, but in general there is not an
important deviation from the maximum in 800.
Figure A.2 in Appendix A shows, for each dataset, the result of modifying
the free parameters of the first approximation of the Poisson-based false-alarm
rejection strategy. The plots on the left show the influence of µ when ΘBIC is
fixed to its optimal value, and the plots on the right show the influence of ΘBIC
when µ is fixed to its optimal value. The performance of the proposed strategy
is degraded when µ has too low or too high values, but values between 8 and
18 do not have a big impact on the results. This behaviour is positive, as it
reduces the influence of parameter tuning. With respect to the threshold, the
best performance is obtained with values of ΘBIC around 300, experiencing a
degradation when this threshold increases; thus, this technique achieves better
segmentation results when the number of suspicious change-points is restricted
by this threshold.
There is only one free parameter in the case of the second approximation of
the Poisson-based false alarm rejection strategy, as the mean time between oc-
currences τ was fixed to the median of the duration of the speaker turns on each
database. Figure A.3 in Appendix A shows, for each dataset, the influence of
modifying the threshold ΘBIC given τ . As happened on the first approximation
of the Poisson false alarm rejection strategy, the best performance is obtained
with small values of ΘBIC , avoiding the suppression of actual change-points by
not considering suspicious change-points those who had a high ∆BIC value.
Figure A.4 in Appendix A shows, for each dataset, the result of modifying
the free parameters of the uniform false-alarm rejection strategy. The plots on
the left show the influence of pdiscard when ΘBIC is fixed to its optimal value,
and the plots on the right show the influence of ΘBIC when pdiscard is fixed to
its optimal value. As happened in almost all the strategies, low values of ΘBIC
achieved better performance, as high ∆BIC values do not lead to suspicious
change-points. F-score do not vary much in function of pdiscard, but this value
allows us to decide if we prefer a system that is tolerant to false alarms (thus,
low values of pdiscard should be selected) or a system that is tolerant to mis-
detections (thus, high values of pdiscard should be selected).
The performance of the proposed strategy is degraded when pdiscard has too
low or too high values, but values between 8 and 18 do not have a big impact
on the results. This behaviour is positive, as it eases the influence of parameter
tuning. With respect to the threshold, the best performance is obtained with
values of ΘBIC around 300, experiencing a degradation when this threshold
increases; thus, this technique achieves better segmentation results when the
number of suspicious change-points is restricted by this threshold.
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5.5.5 Analysis of the MultiBIC technique on different
datasets of the TV shows database
As mentioned in Chapter 3, the TV shows database was divided into four
datasets in order to see the behaviour of the MultiBIC segmentation strategy
on different types of TV programmes.
Table 5.5 shows the performance, in terms of precision, recall and F-score,
of the BIC and MultiBIC segmentation strategies on the three test datasets
described in Chapter 3, which include different TV shows. The Table shows
that the MultiBIC technique outperforms the baseline system, as a dramatic
increase of the recall is experienced in the three test datasets. Specifically, recall
rises by 15%, 15% and 17% on test datasets 1, 2 and 3, respectively. This
increase of the recall caused a decrease of the precision, which dropped by 5%,
4% and 3% on test datasets 1, 2 and 3. Still, a meaningful increase of the F-
score is achieved by using the MultiBIC technique for segmenting the TV shows
included on this database. As commented on the description of the evaluation
framework, the test datasets 1 and 2 are composed of sit-coms while the test
dataset 3 consists of a drama series episode; this was done in order to prove that
the proposed technique achieved good results on different types of TV shows,
which was accomplished as shown in Table 5.5.
Table 5.5: System performance on the three test datasets of the TV shows
database with and without using the MultiBIC approach.
Test P R F
1
BIC 95.03 72.17 82.04
MultiBIC 90.00 87.76 88.87
2
BIC 96.29 78.50 86.49
MultiBIC 92.15 93.90 93.02
3
BIC 96.56 63.25 76.44
MultiBIC 93.31 80.25 86.29
Figure 5.7 shows the distribution of mis-detections produced by the BIC
and MultiBIC segmentation strategies in function of the duration of the speaker
turns. The figure shows that the MultiBIC strategy dramatically reduced the
number of mis-detections of short segments, which was the goal pursued by this
technique.
5.6 Discussion
This Chapter presented several approaches to enhance the performance of BIC-
based speaker segmentation strategies. Some of them aim at reducing the false
alarm rate while another one aims at reducing the mis-detection rate. Results in
four different scenarios were presented with all the different techniques in order
to see how these techniques behave in different experimental frameworks.
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Figure 5.7: Number of mis-detections on the TV shows database in function of
segment duration with and without using the MultiBIC strategy.
5.6.1 Reducing the false alarm rate
Four techniques for reducing the false alarm rate were presented in Section 5.3:
the adaptive strategy, which monitors the behaviour of the segmentation system
and adapts its parameters according to it; the Poisson strategy in two different
versions, which models the occurrence of false alarms as a Poisson process; and
the uniform strategy, which assumes that all the change-points are equally likely
to be false alarms and aims at deciding the working point of the system. i.e.
if the system is either more tolerant to false alarms or to mis-detections. The
results presented in Section 5.5 were satisfactory, as the goal of reducing the
precision in the TC-STAR scenario, whose performance was degraded due to
false alarms, was achieved. However, the importance of these techniques do not
only lay on their performance but on the potential of this type of techniques for
reducing the false alarm rate. Hence, what we propose here is not just a set of
techniques but a framework for designing suitable techniques for dealing with
false alarms in speaker segmentation:
• The adaptive technique for false alarm rejection we developed showed an
improvement with respect to the baseline segmentation strategy. Differ-
ent adaptive strategies can be designed following this framework. In this
case, the result obtained when computing the CLR of two adjacent seg-
ments was used to decide whether the system was generating a high rate
of false alarms. Thus, CLR was used as a confidence measure to regu-
late the amount of rejected change points: the lower the confidence on
the discovered change-points, the higher the number of rejected change-
points. Hence, instead of using the CLR, any other confidence measure
could be applied to a BIC-based segmentation system in order to monitor
its performance.
• The idea of modelling either the change-point process or the false alarm
process as a statistical distribution has a lot of potential in speaker seg-
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mentation. Two different examples of statistical modelling were presented
in this Chapter, but there is a wide range of possibilities that can be im-
plemented following these ideas. Audio contents such as broadcast news
programmes usually have a clearly defined structure, which can be learnt
by using statistical modelling. The speaker turn dynamics of audio con-
tents is another information that can be statistically modelled and learnt
by the previously described false alarm rejection strategy.
To sum up, besides the improvement on performance shown by the proposed
false alarm rejection strategies we presented, the main contribution of Chapter
5 is the presentation of a framework for designing a variety of rejection strate-
gies either by turning a BIC segmentation strategy into an adaptive algorithm
by using confidence measures or by learning different aspects of the audio con-
tents and performing a statistical modelling in order to be able to predict the a
posteriori behaviour of the audio stream.
5.6.2 Reducing the mis-detection rate
Section 5.4 described an approach for reducing the mis-detection rate on a BIC-
based segmentation strategy, namely MultiBIC approach. It consisted on a
modification of the classic BIC algorithm in which, instead of looking for one
change-point in a window of audio, we looked for two change-points: in this
way, if there are two change-points that are very close to each other, the one
with the highest ∆BIC will not mask the other change-point. The experimental
validation of the MultiBIC technique showed satisfactory results, as it succeeded
at reducing the number of mis-detections without dramatically increasing the
false alarm rate. This improvement was particularly noticeable when segmenting
TV shows, which are usually composed of dialogues with very short speaker
turns. The results are promising but there is still room for improvement, as the
number of mis-detections of very short speaker turns is still notorious.
The proposed segmentation approach establishes a starting point for ob-
taining systems for multimedia indexing and information retrieval in situations
where the main type of audio contents is the dialogue. Nevertheless, there are
more issues that must be addressed for the next steps of the process. For ex-
ample, performing speaker clustering on this type of contents is not easy to
address; one of the main problems that may appear is partially solved here, as
the number of speech segments that erroneously contain speech from different
speakers is reduced by using the MultiBIC segmentation approach. However,
the clustering stage is an important issue to deal with, as it is difficult to model
speech segments with such a small number of frames. Thus, this contribution
may result on an improvement of different speech technologies tasks when deal-
ing with natural dialogue material, but there is still room for improvement not
only in the speaker segmentation task but in subsequent stages of the different
tasks.
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Chapter 6
Improving Speaker
Diarization Techniques
Speaker diarization is a task consisting on deciding “who spoke when”, which
encompasses two different tasks: speaker segmentation and speaker clustering.
Given an audio stream, it must be segmented into homogeneous segments. The
segments that contain no speech must be discarded, as they do not offer any
information about the speakers. After that, the segments must be grouped
(clustered) according to the speakers’ identity.
The speaker diarization task is challenging due to several issues that must
be solved:
• A good segmentation stage is important in order to be able to remove all
the non-speech parts of the audio. Also, this segmentation strategy must
be good at dividing the speech into speaker-homogeneous segments.
• The representation of the speech segments must be able to overcome dif-
ferent segment sizes, and must be good at representing speech segments of
short duration.
• A clustering strategy to join the segments of the same speaker must be
used. Having a clustering stage that is robust to segmentation errors is
important, as non-speech segments and segments with speech from more
than one speaker are present in real-world applications.
• The number of speakers is not known a priori in speaker clustering. Thus,
a strategy for deciding how many speakers there are must be defined.
• Speaker diarization is present in real-world applications that require com-
putation times close to real-time processing. Thus, the diarization strategy
must be fast.
ASR enjoys benefits from using speaker diarization for different reasons.
Splitting the speech parts obtaining speaker-homogeneous segments makes it
easier to detect sentence boundaries, which facilitates the task of the language
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models and, therefore, of the ASR system. Also, when performing speaker
clustering, as it is known which segments include speech from the same speaker,
this information can be used to adapt the acoustic models to each speaker, which
helps to improve the performance of ASR [62].
Although speaker diarization improves the performance of ASR systems, this
task must be performed carefully, as a poor speaker diarization may harm ASR
performance. First, the input of an ASR system must only be speech, because
other types of audio information such as music or noise will cause the recognizer
to unsuccessfully try to recognize these data. The over-segmentation of the
speech parts can split sentences and words, harming ASR performance.
This Chapter describes a speaker diarization approach that makes use of the
segmentation strategies presented in Chapter 5. A subspace projection technique
for speech representation in this task is presented. We also describe our approach
for deciding the number of speakers in the clustering stage. Finally, as a proof
of concept, we present a study on the influence of speaker diarization in the
performance of an ASR system.
This Chapter is structured as follows: Section 6.1 describes the speaker
diarization system, in which we propose a discriminative representation of the
speech segments; our approach for detecting the number of clusters is presented
in Section 6.2; Section 6.3 presents the experimental results achieved with the
proposed speaker diarization techniques; Section 6.4 discusses the ASR results
that are presented as a proof of concept; and Section 6.5 presents a discussion
on the proposed approaches.
6.1 Speaker diarization strategy
The speaker diarization system that we developed is carried out in three main
stages, as depicted in Figure 6.1: first, a supervector representation of the speech
segments is performed; after that speaker clustering is applied, and lastly the
number of clusters is selected according to some criterion. The rest of this
Section describes the three stages of this diarization system.
6.1.1 Representation of the speech segments
Given an audio stream which consists of ns speech segments S = S(1), . . . , S(ns)
the following steps are applied:
• First, acoustic features are extracted from the waveform. Specifically, 12
Mel-frequency cepstral coefficients (MFCCs) and normalized log-energy
are extracted every 10 ms using a 25 ms Hamming window, and augmented
with first and second order dynamic coefficients resulting in a feature vec-
tor of dimension N . Cepstral mean and variance normalization are also
applied.
• For each segment S(i), a UBM of R mixtures is adapted to its correspond-
ing acoustic features using the maximum a posteriori (MAP) algorithm.
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Figure 6.1: Architecture of the speaker diarization system.
As a result, a set of R adapted mean vectors of N features is obtained,
and these means are concatenated forming a supervector v(i) of dimension
D = RN .
• The set of segments is now represented by means of a matrix
V = (v(1)v(2) . . .v(ns))
where the ith column of V is the supervector that represents segment S(i).
The representation described above represents a set of speech segments by
means of a matrix V, where each column is the supervector corresponding to
one speech utterance or, equivalently, each column of V is a point in a reference
space defined by the UBM. The aim of the clustering task is to group these points
into homogeneous classes and, to do so, it is important that the points belonging
to the same class are close to each other and, at the same time, far from the
points belonging to the other classes. Thus, in this work, LDA is applied to
the supervectors in order to reduce their dimensionality while increasing the
separability of the different classes [27]. By training a transformation matrix
X, the original data can be projected into a more discriminative subspace as
follows:
VLDA = V
T ·X (6.1)
where X ∈ ℜD×DLDA and VLDA is a matrix whose i
th column represents the
speech utterance Si in a discriminative space where the original supervector
v(i) of dimension D is now a supervector vLDA(i) of dimension DLDA, with
DLDA < D.
A procedure to train X must be defined. Supervised training is ruled out
for this application since the number of speakers is not known a priori. Thus,
the partially supervised training proposed in [66] is performed: a speaker dis-
criminative transformation matrix X is trained in a training dataset, where the
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number of speakers is known, and this transformation is then applied to the test
dataset.
6.1.2 Speaker clustering strategy
Once the speech segments are represented by a matrix V (VLDA) as described
in Section 6.1.1, speaker clustering is performed. Agglomerative hierarchical
clustering (AHC) is used in this work for this task, due to its simplicity and ac-
ceptable results [78]. In this algorithm, each speech segment initially constitutes
a cluster itself. The distance between clusters is computed and the most similar
pairs are merged. This process is repeated until a stopping criterion is met [95].
As described in Section 6.1.1, each column of V (VLDA) is a vector in a ref-
erence space defined by the UBM. Thus, the similarity between pairs of speech
segments can be computed straightforwardly using the cosine similarity between
the two corresponding vectors. As stated in [66], the representation of the in-
formation by means of supervectors shows very strong directional scattering
patterns, which makes the direction of the points more informative than their
magnitude. AHC decides whether to merge two clusters by means of a merge
criterion. Experiments with the database used in this work were run to de-
cide which merge criterion to use. After assessing the single-link, complete-link,
average-link and Ward’s methods [96]; results showed that the merge criterion
that performed best was the average-link approach, in which the distance be-
tween two clusters is the average of all pairwise distances between the elements
in the two clusters.
The clustering toolkit CLUTO [97] was used for this stage. The segments
were clustered until a sole cluster was formed, resulting in a dendrogram that
was cut at different nodes. Thus, a set of clustering solutions C = C1, . . . , Cns
was obtained.
6.2 Deciding the number of speakers: the
C-score strategy
We present a method to decide the number of clusters at the clustering stage
based on intra-cluster and extra-cluster similarities. These concepts have to be
introduced before defining the strategy to select the number of clusters. Hence,
given a clustering solution Cn = (c(1), . . . , c(n)) with n clusters, where cluster
c(i) has |c(i)| elements and where these elements are supervectors as described in
Section 6.1.1, In represents the similarity between elements in the same cluster
and En represents the similarity of the elements in a cluster and the rest of the
elements in other clusters:
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In =
1
ns
n∑
k=1
|c(k)|

 1
|c(k)|2
∑
v(i),v(j)∈c(k)
cos(v(i),v(j))

 (6.2)
En =
1
n2s −
∑n
k=1 |c(k)|
2
n∑
k=1

 ∑
v(i) ∈ c(k)
v(j) /∈ c(k)
cos(v(i),v(j))

 (6.3)
where v(i) and v(j) are the supervectors of segments i and j, respectively. In
is the mean of the sum of all the cosine similarities between elements in the
same cluster divided by the number of sums, and En is the sum of all the cosine
similarities between each element and the elements of the other clusters divided
by the number of sums. It should be noted that ns =
∑n
k=1 |c(k)|.
In and En are computed by the CLUTO toolkit [98], and their values range
between -1 and 1.
We propose an approach for finding a clustering solution Cn which maximizes
In and minimizes En (or equivalently, maximizes 1 − En). Since in real-world
scenarios, as In increases 1−En decreases and vice versa, a trade-off between In
and 1−En must be achieved. This can be accomplished by using the harmonic
mean of Iˆn and 1− Eˆn, which we have named C–scoren:
C–scoren =
2Iˆn(1− Eˆn)
Iˆn + (1− Eˆn)
(6.4)
where Eˆn and Iˆn are mapped versions of En and In to the interval [0, 1].
Thus, our method selects a clustering solution Cn∗ with n
∗ clusters, where
n∗ is chosen as follows:
n∗ = argmax
i=nmin,...,nmax
C-scorei (6.5)
The clustering procedure is summarized in Algorithm 2.
As can be seen in Eq. 6.5, the possible values of n∗ do not range from 1
to ns but from nmin to nmax, with nmin > 1 and nmax < ns. This constraint
is applied in order to avoid over-clustering (almost all the segments would be
in the same cluster) or under-clustering (almost all the segments would form a
cluster on their own).
ns greatly varies depending on the data to be clustered; thus, selecting a
fixed value for nmin and nmax would result in a satisfactory performance in
some concrete situations but a poor performance in others. Thus, it is proposed
to select nmin and nmax in function of ns as follows: nmin =
ns
kc
, nmax =
2ns
kc
.
where kc is a constant. In this way, nmin and nmax are in function of ns and
there is only one control parameter kc, which has to be tuned using development
data.
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Algorithm 2 AHC clustering with C-score.
Require: Speech segments S = (S(1), . . . , S(ns))
1: MAP adaptation of UBM and concatenation of means → (v(1), . . . ,v(ns))
2: Matrix V | column v∗,i = v(i)
3: Transformation of V: VLDA = V ·X
4: AHC of matrix V (VLDA) → clustering solutions C = (C1, . . . , Cn)
5: for i = nmin → nmax do
6: Compute C-score of Ci → C-scorei
7: end for
8: return Cn∗ | n
∗ = argmax
i=nmin,...,nmax
C-scorei
6.3 Experimental results
This Section presents the speaker diarization results obtained using the clus-
tering approaches proposed in this Chapter. Specifically, two main approaches
were proposed: first, we proposed a representation of the speech segments to
be clustered by means of LDA supervectors; second, we proposed a technique
to decide the number of clusters, i.e. speakers. The validity of the LDA su-
pervector representation for speaker clustering was assessed by comparing the
performance obtained with these supervectors and with regular supervectors
(i.e. without applying LDA). The C-score technique for selecting the number of
clusters was compared to the most widely used technique, namely the BIC cri-
terion, described in detail in Chapter 2, and summarized in this Section. Also,
the ceiling of performance was computed; this ceiling is an oracle diarization
system in which the number of clusters that achieves the lowest SPKE is always
selected. The ceiling SPKE is the lowest error that could be achieved when using
the segment representation which was used to compute such ceiling.
The experimental validation was divided in two parts according to the an-
notation of the speech segments:
• Scenario with no segmentation errors: in this case, the speaker turns were
manually divided, i.e. the manual annotations of the speaker turns and the
speech/non-speech labels have no errors, allowing us to study the influence
of the proposed approaches without dealing with these types of error.
• Scenario with segmentation errors: an automatic speaker segmentation is
used in these experiments in order to recreate a realistic scenario, where
there are segmentation errors. These experiments are useful to assess the
robustness to segmentation errors of the proposed clustering techniques.
The experimental frameworks used in these diarization experiments are Tran-
scrigal and 3/24 TV databases, as they were manually labelled according to the
speaker turns. In order to avoid biasing the experiments, the three partitions
defined in Chapter 3 for each database were used in these experiments: the
training data was used to train the UBM and the LDA projection, the develop-
ment partition was used to tune the free parameters of the system, and the test
data was used to assess the performance of the proposed approaches.
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Reference system
In the BIC-based stopping criterion strategy [78], a value ∆BIC was computed
every time two clusters i and j were about to be merged:
∆BIC(i, j) = L(i, j)− λP (6.6)
where L(i, j) represents the likelihood of merging clusters i and j minus the
likelihood of not merging them, P is a penalty corresponding to the number of
free parameters in the model, and λ is a free parameter. When ∆BIC > 0 the
clusters were similar, but when ∆BIC < 0, the clusters were not alike enough
to be merged, so clustering stopped at that point. It must be noted that λ
has to be tuned in order to adjust the threshold that will cause the algorithm
to stop clustering [77], as low values of λ lead to a premature stopping of the
clustering procedure (resulting in too many clusters), and high values of λ cause
the algorithm to cluster data until too few clusters are formed.
6.3.1 Scenario with no segmentation errors
Tables 6.1 and 6.2 show the performance obtained after doing speaker clustering
on the development and test datasets of Transcrigal and 3/24 TV databases,
respectively. In this case, no segmentation errors are present; thus, FAS=0%
and MS=0%.
First, we focus on the feature representation of the speech segments. As
shown in the two Tables, the use of the LDA projection dramatically improves
the performance of the diarization task, using both the BIC and C-score tech-
niques to select the number of clusters. The use of the LDA supervector rep-
resentation achieves reductions of the SPKE equal or greater than 9%, which
is a significant improvement. Also, it can be seen that the mismatch between
development and test results is also reduced when using this projection, which
suggests that it is possible to train an LDA projection on a set of speakers and
then successfully apply it to different sets of speakers, without harming the per-
formance. The LDA supervector representation achieved an improvement on
clustering performance as well as a reduction of the dimensionality of the vec-
tors that represent the speaker segments. This dimensionality reduction is not
so dramatic in these specific cases, as UBMs with little number of Gaussians
were used, but the reduction of the dimensionality (and therefore, of compu-
tational cost) gets more noticeable when using UBMs with a higher number of
Gaussians. To sum up, the improvement on the clustering performance and the
dimensionality reduction allow us to conclude that the use of the LDA super-
vector representation has a very positive effect on the speaker clustering task.
After assessing the performance on the feature representation approach, we
can focus on the main contribution of this Chapter, which is the C-score cri-
terion for selecting the number of clusters. Tables 6.1 and 6.2 show that the
best clustering results on the two databases were achieved when using the LDA
representation along with the C-score criterion: the difference in performance is
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quite significant on Transcrigal database, being slighter on 3/24 TV database.
Another noticeable fact that can be observed in the Tables is that, as happened
with the LDA supervector representation, the gap between development and
test performance is smaller when using the C-score criterion, which suggests
that this technique does not suffer a significant degradation caused by overtun-
ing of its free parameter kc; however, the influence of the parameter λ on the
BIC technique is crucial, causing the development and test results to be very
different. It can also be observed that the ceiling of performance is just a bit
better than the C-score technique, as the lowest possible SPKE was 14.73% and
10.99% on Transcrigal database and 3/24 TV database, respectively, and the
C-score SPKE only increased by 2%.
Table 6.1: Speaker diarization results on Transcrigal database, using manual
annotation of the speaker turns.
SPKE (%)
Feature representation System dev test Parameters
SV
BIC 30.95 49.99 R = 16, λ = 20
Cscore 23.33 29.46 R = 16, kc = 16
Ceiling 21.66 23.69 R = 16
LDA
BIC 19.83 28.02 R = 16, λ = 35.0, DLDA = 500
Cscore 15.11 16.51 R = 16, kc = 16, DLDA = 100
Ceiling 13.62 14.73 R = 16, DLDA = 200
Table 6.2: Speaker diarization results on 3/24 TV database, using manual an-
notation of the speaker turns.
SPKE (%)
Feature representation System dev test Parameters
SV
BIC 18.87 22.29 R = 32, λ = 30
Cscore 22.58 21.04 R = 32, kc = 14
Ceiling 17.20 16.95 R = 32
LDA
BIC 11.02 14.15 R = 32, λ = 30, DLDA = 300
Cscore 11.00 12.27 R = 32, kc = 12, DLDA = 500
Ceiling 10.14 10.99 R = 32, DLDA = 500
Table 6.3 shows the number of clusters achieved after performing clustering
on the test files of Transcrigal and 3/24 TV databases. The actual number of
speakers (groundtruth) is compared with the number of clusters that achieved
the lowest SPKE and with the number of clusters automatically selected using
the C-score when using the LDA representation. The most noticeable fact that
can be observed in this Table is that the actual number of speakers is usually
not very close to the ceiling number of clusters: this means that the clustering
solution with the lowest SPKE is not the one that best guesses the real number
of speakers. The number of clusters estimated when using C-score is, on some
occasions, very similar to the ceiling number of clusters, which is the goal pursued
by this strategy.
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Table 6.3: Number of clusters achieved on Transcrigal and 3/24 TV databases
on the different test files with the LDA representation, the ceiling (CE) and the
groundtruth (GT, actual number of speakers).
Transcrigal 3/24 TV
Method LDA CE GT LDA CE GT
Test 1 82 59 42 129 108 106
Test 2 134 110 77 139 116 91
Test 3 111 87 67 113 89 70
Test 4 117 118 78 125 146 120
Test 5 67 90 60 49 77 65
Test 6 126 139 86 125 138 93
Test 7 138 138 83 123 102 66
Test 8 19 14 13 138 173 93
Test 9 107 54 39
Test 10 21 34 20
Test 11 73 66 48
Test 12 25 36 26
Test 13 100 91 59
Test 14 23 37 15
Test 15 119 104 58
Test 16 20 23 19
Test 17 69 75 52
Test 18 56 75 51
6.3.2 Scenario with segmentation errors
An automatic segmentation strategy of the ones described in this Thesis was
used in these experiments in order to assess the performance of the proposed
speaker diarization techniques when clustering speech segments with segmenta-
tion errors. Specifically, the fist approximation to the Poisson-based strategy
described in Chapter 5 was used in this case. This technique caused segmenta-
tion errors, i.e. false alarms and mis-detections, but it also caused missed speech
and false alarm speech because of the incorrect class labelling of the audio seg-
ments. Tables 6.4 and 6.5 show the percentage of speech that was labelled as
non-speech (MS) and the percentage of non-speech that was labelled as speech
(FAS) on the training and development datasets of Transcrigal and 3/24 TV
databases, respectively. These errors have an influence on the SPKE, as there
are non-speech segments that are in the middle of the speech segments to be
clustered, causing the clustering strategy to make mistake. Of course, the seg-
mentation errors also have an influence on the clustering results: on the one
hand, mis-detections cause speech segments to have speech from several speak-
ers; on the other hand, false alarms may cause speech segments to be very short,
making it difficult to represent them accurately.
Tables 6.4 and 6.5 show the performance of BIC and C-score techniques when
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the annotation of the speaker turns is automatically performed, which recreates
a realistic speaker diarization scenario. The Tables show the same behaviour
as when using manual annotation of the speaker turns: the best segment rep-
resentation was the LDA supervector and the best criterion for the number of
clusters was the C-score. Also, it can be observed that the SPKE only increased
slightly when using the automatic annotation of the speaker turns, which means
that the C-score criterion, when combined with the LDA supervector represen-
tation, is robust to segmentation errors. The ceiling error was a bit higher when
using the automatic segmentation, but still the difference between this ceiling
and the C-score SPKE was small, which reasserts the robustness of C-score to
segmentation errors.
Table 6.4: Speaker diarization results on Transcrigal database, using automatic
annotation of the speaker turns.
MS (%) FAS (%) SPKE (%)
System dev test dev test dev test Parameters
SV
BIC
5.8 5.7 2.8 6.2
27.0 25.7 R = 16, λ = 50
Cscore 15.3 24.5 R = 16, kc = 4
Ceiling 9.6 14.5 R = 16
LDA
BIC 14.6 19.7 R = 16, λ = 30, DLDA = 200
Cscore 9.0 13.3 R = 16, kc = 4, DLDA = 300
Ceiling 6.4 11.4 R = 16, DLDA = 100
Table 6.5: Speaker diarization results on 3/24 TV database, using automatic
annotation of the speaker turns.
MS (%) FAS (%) SPKE (%)
System dev test dev test dev test Parameters
SV
BIC
7.6 7.3 2.6 2.2
24.2 18.7 R = 32, λ = 70
Cscore 18.9 20.0 R = 32, kc = 10
Ceiling 16.1 14.4 R = 32
LDA
BIC 28.8 25.9 R = 32, λ = 90.0, DLDA = 400
Cscore 13.2 18.5 R = 32, kc = 12, DLDA = 400
Ceiling 11.0 12.5 R = 32, DLDA = 400
6.3.3 Merge criteria for agglomerative hierarchical clus-
tering
One of the decisions to be made when performing AHC is which merge criterion
to use. All the experimental results in this Section were obtained using the
UPGMA criterion, as it achieved the best performance; Table 6.6 shows the
SPKE achieved when using different merge criteria, and it can be seen that
UPGMA is the one that achieves the best performance.
6.3. EXPERIMENTAL RESULTS 85
Table 6.6: SPKE (%) on the test datasets of Transcrigal and 3/24 TV databases
when using different merge criteria for AHC: single link (slink), complete link
(clink), average link (UPGMA) and Ward’s method. The free parameters of the
system are the ones tuned on the development dataset.
Merge criterion
Database slink clink UPGMA Ward
Transcrigal 48.95 32.50 16.51 32.43
3/24 TV 37.61 21.90 12.27 38.76
6.3.4 Analysis of the sensitivity of the free parameters of
the proposed strategies
In these experiments, several parameters were tuned on the development dataset,
namely R, DLDA and kc. A study of the sensitivity of system performance to
these parameters is important, as it will provide information about how harming
it is to have mismatch between the development and test datasets. Thus, a brief
analysis of the influence of each free parameter is presented below.
The SPKE achieved on the test datasets of Transcrigal and 3/24 TV datasets
when varying the number of Gaussians R of the UBM is shown in Figure 6.2.
As shown, the number of Gaussians must be carefully selected as it has a huge
impact on the clustering results. UBMs with little Gaussians worked better in
these experiments, probably due to the fact that speech segments are not very
long in general, making it difficult to move many Gaussians with so little feature
vectors.
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Figure 6.2: SPKE on the test dataset of Transcrigal and 3/24 TV database in
function of R when using LDA segment representation. R = DLDA = 100, 500
and kc = 16, 12 for Transcrigal and 3/24 TV databases, respectively.
Figure 6.3 shows the SPKE achieved on the test datasets of Transcrigal and
3/24 TV databases when using different values of parameter DLDA. The SPKE
can vary from 16.51% to 20.30% on Transcrigal database while it can vary from
11.77% to 15.37% on 3/24 TV database but, as can be seen in the Figure,
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selecting a value of DLDA that is close to the one tuned on the development
dataset would lead to negligible variations of SPKE. Thus, the value of DLDA
must be carefully tuned but a mismatch between development and test data
only leads to slight variations of the SPKE.
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Figure 6.3: SPKE on the test dataset of Transcrigal and 3/24 TV database in
function of DLDA when using LDA segment representation. R = 16, 32 and
kc = 16, 12 for Transcrigal and 3/24 TV databases, respectively.
Figure 6.4 shows the SPKE achieved on the test datasets of Transcrigal and
3/24 TV databases when setting kc at different values. For these experiments,
R and DLDA were set to the values shown in Tables 6.4 and 6.5, i.e. R = 16, 32
and DLDA = 100, 500 for Transcrigal and 3/24 TV, respectively. The Figure
shows that the lowest SPKE was not achieved when using the value of kc tuned
on the development dataset, but the difference in performance is negligible. In
fact, specially in the case of the LDA segment representation, the variation of kc
between an interval do not dramatically harm system performance: the SPKE
when varying kc from 10 to 20 in Transcrigal database fluctuates from 18.30% to
19.12%, while in 3/24 TV, varying kc from 8 to 16 obtains a SPKE that varies
between 11.99% and 14.25%. After seeing these results, we can conclude that
the C-score technique is not very sensitive to its free parameter kc.
6.4 Proof of Concept: Automatic speech recogni-
tion
This Section aims at analysing the influence of performing speaker segmentation
and clustering as a previous step to an ASR system. Due to the availability of
aligned manual transcriptions, Transcrigal database was used for this purpose.
An existing ASR system was used in these experiments, which is described in
Annex B. Three different experiments were conducted:
• Scenario with no segmentation errors. The manual segmentation of the
test dataset was used as the reference segmentation to perform ASR. This
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Figure 6.4: SPKE on the test dataset of Transcrigal and 3/24 TV database in
function of kc when using SV and LDA segment representation. R = 16, 32 and
DLDA = 100, 500 for Transcrigal and 3/24 TV databases, respectively.
experiment is considered as the baseline system, because the best segmen-
tation that can be obtained by an automatic segmentation system is ideally
equal to the manual one.
• Scenario with automatic segmentation. An automatic speaker segmenta-
tion strategy was used as the reference segmentation to perform ASR on
the test dataset of Transcrigal database. Specifically, the first approxima-
tion of the Poisson-based false alarm rejection strategy combined with the
BIC segmentation algorithm was used for this purpose. In this experiment,
only the first ASR pass of the transcription system described in Annex B
was performed.
• Scenario with automatic segmentation and clustering. The test dataset
was automatically segmented and clustered using the C-score criterion to
select the number of clusters. In this experiment, two ASR passes plus
speaker model adaptation were performed as described in Annex B.
As commented in Chapter 3, broadcast news programmes consist of habitual
speakers speaking planned speech, and other speakers speaking spontaneous or
quasi-spontaneous speech. In order to assess the performance of the recognizer
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in these two cases, ASR results for all the speakers, habitual speakers only and
other speakers are presented.
ASR performance is measured by means of the word error rate (WER):
WER =
S +D + I
W
(6.7)
WER is the average number of word errors taking into account three different
types of error: word substitutions (S), word deletions (D) and word insertions
(I). WER is defined as the addition of these three types of error divided by the
number of reference words W. When the automatic transcription is identical to
the reference transcription, WER is equal to zero. The performance measures for
both speaker diarization and ASR were computed using the speech recognition
scoring toolkit [99] developed by NIST for the Rich Transcription Evaluation
campaigns [82].
Results in Table 6.7 show the performance of the ASR system when using
manual segmentation, automatic segmentation and automatic segmentation fol-
lowed by clustering (with adaptation of the speaker models in the ASR stage). It
can be seen that manual and automatic segmentation achieved the same number
of substitutions, but the automatic segmentation strategy had more deletions
and the manual segmentation had more insertions. Table 6.7 also shows that
a general improvement was obtained when performing a second ASR pass plus
speaker model adaptation, where the speaker labels were indicated by the auto-
matic clustering strategy. In this case, the WER was even lower than the one
achieved in the scenario with no segmentation errors.
As expected, the habitual speakers obtained lower error rates than the other
speakers. This is due to the fact that, in general, the habitual speakers speak
planned speech and the others speak in a more spontaneous way, and also be-
cause the habitual speakers have their own speaker models, as commented in
Annex B. In both cases WER improved when performing speaker adaptation,
obtaining better results than with the manual segmentation.
Caption on Table 6.7 shows the speaker diarization results, which have some
influence on the WER. 5.6% of the speech was missing in the automatic segmen-
tation, causing suppressions on the transcription, and 5.3% of non-speech was
labelled as speech, causing insertions, as the recognizer transcribed data that
was not speech.
After commenting the experimental results, it must be mentioned that the
WER obtained with automatic segmentation and clustering was the lowest one,
but the p-values showed that this difference was not meaningful. This proves
that the speaker segmentation and clustering strategies proposed in this Thesis
are suitable for their integration on an ASR system, because performance is as
good as when using the best possible segmentation.
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Table 6.7: ASR results on Transcrigal database with speaker segmentation and
clustering when transcribing speech spoken by any speaker, habitual speakers or
other speakers. Automatic diarization stands for automatic segmentation and
clustering. The automatic speaker diarization labels have the following error
rates: MS=5.6%, FA=5.3%, SPKE=19.5%, DER=30.41%
Speakers Substitutions Deletions Insertions WER
Manual
segmentation
All 14.9% 4.9% 4.4% (24.2 ± 3.82)%
Habitual 12.1% 3.4% 4.6% (18.3 ± 4.55)%
Others 18.2% 5.9% 4.3% (28.4 ± 2.1)%
Automatic
segmentation
All 14.9% 6.5% 3.6% (25.0 ± 4.61)%
Habitual 10.6% 4.5% 3.6% (18.7 ± 5.53)%
Others 17.9% 7.8% 3.7% (29.4 ± 2.3)%
Automatic
diarization
All 13.7% 6.2% 3.3% (23.1 ± 4.5)%
Habitual 9.9% 4.3% 3.3% (17.6 ± 5.2)%
Others 16.4% 7.5% 3.3% (27.2 ± 2.3)%
6.5 Discussion
Two different contributions related to speaker diarization were presented in this
Chapter. First, the use of subspace projection techniques to represent the audio
data in a low-dimensional and discriminative subspace was proposed; specifically,
the use of LDA was proposed, and the experimental validation showed that
the use of this projection reduced the clustering error, as the separability of
the different classes (i.e. speakers) increased. The main issue concerning the
use of LDA for speaker clustering was the fact that speaker clustering is an
unsupervised task but LDA requires a supervised training; this was successfully
solved by training the LDA projection matrix in an independent set of speakers,
assuming that if this set of speakers is large enough the transformation will be
able to separate a different set of speakers.
Second, a strategy to select the number of clusters was proposed, which
consisted on finding a trade-off between the intra-cluster and extra-cluster sim-
ilarities. This C-score measure improved the performance with respect to the
classic BIC clustering technique, and although it has a free parameter that has
to be tuned, the tuning of this parameter is very fast, specially when compared
to the tuning of λ in the BIC clustering strategy. Also, the experimental valida-
tion showed that the C-score criterion is not very sensitive to this parameter kc,
as slight variations of this value do not dramatically harm system performance.
The experimental validation showed that the combination of the C-score
technique with the LDA projection leads to a speaker clustering system that is
robust to false alarms, as the clustering results only experienced a slight degra-
90 IMPROVING SPEAKER DIARIZATION TECHNIQUES
dation when using automatically segmented speaker turns instead of manually
segmented ones.
The proposed speaker clustering approaches were compared with the classic
BIC-based algorithm, showing a significant reduction of the speaker error rate.
Also, the performance achieved when using the LDA supervector representation
combined with the C-score criterion was very close to the best-case performance,
but improvements can still be accomplished.
An analysis of the influence of automatic segmentation and clustering in ASR
performance was performed as a proof of concept, in order to prove the validity
of the whole speaker diarization system for ASR tasks. The speaker diarization
strategy showed a good performance: compared with the ASR results obtained
when using manual segmentation, the degradation of the results when using
automatic segmentation was slight. Besides, when performing speaker cluster-
ing and model adaptation, the ASR results were better than with the manual
segmentation. However, these results would be better if the segmentation strat-
egy performed a better speech/non-speech classification, as those errors caused
false alarms and mis-detections in the transcriptions. The mis-detection speaker
change-points on the segmentation strategy also had an influence on the ASR re-
sults, as the inclusion of speech by different speakers in the same speech segment
blurred the benefits of performing speaker adaptation.
Chapter 7
Summary, contributions and
future research lines
This Chapter summarizes the main contributions of this Part of the Thesis,
as well as some conclusions and future lines. Hence, Section 7.1 outlines the
most important conclusions extracted from the audio segmentation strategies
presented in Chapter 4, Section 7.2 presents some reflections on the proposed
speaker segmentation techniques described in Chapter 5 and how to improve
them in the future, and Section 7.3 summarizes the contributions to speaker
diarization presented in Chapter 6 along with some future research lines.
7.1 Audio segmentation strategies
Chapter 4 presented a framework to perform decision-level fusion of audio seg-
mentation outputs, based on the premise that there is strength in numbers, so
a fusion strategy would help dimming the weaknesses of the different systems as
well as enhancing their strengths. The motivation for designing a fusion strategy
comes from the fact that individual audio segmentation systems obtain accept-
able results, but the segmentation error is still to high, which should be tackled
in some way. The fusion approach we proposed consisted on estimating the re-
liability of each classifier when classifying each of the possible classes, and using
this reliability as a weight in a weighted majority voting fusion strategy. The es-
timation of the reliabilities was carried out by computing the confusion matrices
of the different audio segmentation systems when classifying a set of examples
from a development dataset. We proposed different reliability estimates, namely
precision, recall, F-score, accuracy and mutual information.
The proposed fusion technique was assessed using two different audio segmen-
tation experimental frameworks, and the results were promising, as the audio
segmentation results achieved using the fusion technique were better than those
obtained using the individual audio segmentation systems. Also, as the goal of
this Part of the Thesis consisted on performing speaker segmentation and clus-
tering, we decided to analyse the audio segmentation results of the class speech,
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finding out that the fusion strategy improved the classification of speech with
respect to the individual classifiers.
We would like to emphasize the fact that the fusion strategy proposed in
Chapter 4 is not only a single strategy to fuse audio segmentation systems but a
framework to design different fusion strategies according to the specific needs of
the task. The two design decisions to be made in this system are which reliability
estimate to use, as it can be different to the ones we proposed, and how to
combine the different classifiers; we proposed a fusion strategy based on weighted
majority voting, but in the future we plan to assess other strategies that make
use of the reliability estimates in order to make a common decision. Another
fact that must be outlined is that we proposed this fusion strategy for the audio
segmentation task but, in fact, it can be used for any classification task or
pattern recognition problem; we used it to combine audio segmentation outputs
in a frame by frame basis, which is completely extensible to the classification of
individual examples of any type.
7.2 Speaker segmentation strategies
Chapter 5 presented two main contributions to the speaker segmentation task,
which focused on two very different targets: some of them aimed at reducing
the false alarm rate, while another one aimed at reducing the mis-detection rate.
The reason to design specific strategies to tackle each of these issues was due to
the fact that different audio contents have different needs; in our experimental
frameworks, we had one with a severe problem with false alarms, which consisted
on Parliamentary sessions with very long speaker turns mixed with very short
speaker turns, and another one with the opposite problem, which consisted on
TV shows with many dialogues and short speaker turns. Hence, a premise we
adopted on our speaker segmentation research was that not all the audio contents
must be treated in the same way.
We designed a baseline speaker segmentation strategy that had four stages:
the first one was a BIC-based coarse segmentation step, followed by a BIC-
based change-point refinement step, in which the change-point was confirmed
and refined or discarded; after that, a classification of the new segment as speech,
music or other was performed, and whenever two speech segments were adjacent,
CLR was computed in order to merge very similar speech segments.
The strategies to reduce the false alarm rate consisted on a plug-in for the
baseline speaker segmentation system, specifically for the refinement stage of
the aforementioned system. This approach consists on measuring the reliabil-
ity of the new change-point and, if the reliability criterion suggests that the
change-point is suspicious of being a false alarm, it is accepted or discarded
with a given discard probability. This reliability criterion is applied to the value
∆BIC returned by the refinement stage: if ∆BIC is below a threshold the
change-point is considered suspicious of being a false alarm, and it is accepted
or discarded with a probability pdiscard. Four different methods were proposed,
which use different manners to compute the threshold and the discard proba-
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bility. The adaptive method uses the CLR value to adjust the threshold: if the
CLR stage is discarding many false alarms, the system reduces its tolerance to
false alarms by increasing the threshold and the discard probability; if the CLR
stage is discarding few false alarms, the system increases its tolerance to accept
change-points by reducing the threshold and the discard probability. The second
proposed strategy assumes that the change-point process follows a Poisson pro-
cess and, given a fixed threshold, it modifies the discard probability according
to the number of expected change-points. Two different approximations to this
method were presented: one of them modelled the discard probability by means
of a Poisson cumulative density function, but in this way a change-point that is
by the end of the recording is more likely to be rejected than one at the begin-
ning of the recording; thus, the second approximation computes the probability
of having a false alarm given the duration of the speech segment that would be
formed if the change-point were accepted. There is a tuning parameter in this
Poisson method: in the first approximation it is the mean of the distribution,
that must be tuned on development data; and in the second approximation it
is the change-point rate, which can be easily estimated by the median of the
duration of the speaker turns of the training data. The last method fixes the
threshold and the discard probability, so in this way we can choose how tolerant
the system is to false alarms or to mis-detections by increasing or decreasing
these values.
The experimental validation of the proposed false alarm reduction techniques
showed that the expected goal was achieved, as the false alarm rate was reduced
with respect to the baseline system. This improvement was specially notorious
in the experimental framework that consisted on segmenting Parliamentary ses-
sions, which was the one that was more affected by the false alarm problem. The
most important contribution of this system is not the approach itself, we just
proposed different techniques to tackle high false alarm rates, but many other
techniques can be designed following these principles. We used the ∆BIC value
as the key to decide if a change-point is suspicious of being a false alarm, i.e. as
a confidence measure, but any other measures could be used for this purpose.
With respect to the Poisson strategy, we empirically showed that the change-
point process of one of our experimental frameworks indeed followed a Poisson
process, but as not all the audio contents are equal, it is possible that a differ-
ent framework follows a different distribution. Thus, we plan to implement the
proposed methods using different distributions, as this may help to understand
the change-point process of different audio contents, helping us to find better
solutions to improve speaker segmentation results.
The strategy to reduce the mis-detection rate consisted on a modification of
the BIC algorithm implemented on the coarse segmentation stage of the baseline
speaker segmentation system, and it consisted on, instead of looking for one
candidate change-point in a window of audio, looking for two change-points.
This strategy was motivated by the fact that, given a window of audio, we can
have the maximum of ∆BIC at one instant of time and a ∆BIC slightly lower
at another instant, and the consequence is that the maximum inside the window
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will shadow the other candidate change-point.
The experimental validation showed that, as expected, the mis-detection rate
decreased when using this technique, as the number of deletions was dramatically
reduced. As a consequence, a slight increase of the false alarm rate was produced,
but the overall speaker segmentation performance was improved with respect to
the baseline system. One can wonder why looking for two candidate change-
points and not for three, four or n change-points; this led us to consider that
maybe the goal should not be to look for the maximum in the window but to
look for a trend in the sequence of ∆BIC values and figure out which ones are
change-points and which ones are not. Hence, as future work, we would like to
develop a BIC-based strategy that do not restrict the number of change-points
inside a window of audio, the candidate change-points would be selected by
analysing the peaks that appear on the sequence of ∆BIC values.
7.3 Speaker diarization strategies
When introducing the speaker diarization problem in Chapter 6, we divided it
in four different tasks: how to segment the audio, how to represent the speech
segments, how to find the speech segments belonging to the same speaker and
how to decide the number of speakers. In Chapter 6, we focused on the second
and four problems, as the first one was addressed in the rest of this Part of
the Thesis, and the third one is in general solved by agglomerative hierarchical
clustering.
With respect to the representation of the speech segments, we focused on
subspace projection techniques, because it is important to increase the separa-
bility of the different speakers to make it easier to form speaker clusters. We
decided to represent the speech segments by means of GMM mean supervectors,
and then apply LDA to project the speech segments into a discriminative sub-
space. The use of LDA is not straightforward in speaker clustering, as it requires
a discriminative training, and we do not know the number of classes and their
characteristics. Thus, we followed an approach that consisted on training the
LDA transformation on a dataset with a large number of speakers, assuming
that this transformation, when applied to a different set of speakers, would in-
crease their separability as well. The use of LDA supervectors to represent the
speech segments proved to be a positive contribution to speaker diarization, as
results were dramatically reduced with respect to using the classic GMM mean
supervector representation.
The problem of deciding the number of speakers in speaker diarization has
been addressed in the literature but without much success, as nowadays the most
widely used method to decide when to stop the merge process is still the BIC
criterion. Giving a little thought to the problem to be solved in speaker clus-
tering, it seems obvious that what we want is to increase the separability of the
different speakers and to reduce the separability between the speech segments of
the same speaker. Hence, we proposed a new criterion to select the number of
clusters, which consists on minimizing the intra-cluster similarity and maximiz-
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ing the inter-clustering similarity by finding a trade-off between them, namely
the C-score criterion. The experimental validation showed that this technique
achieved better results than the BIC criterion with a great reduction of the
computational time. In addition, our proposed method has a tuning parameter
whose tuning is faster than the λ parameter of the BIC method, and also the sen-
sitivity of the C-score to this parameter is slight, as variations of this parameter
do not dramatically harm system performance. Moreover, combining the LDA
representation and the C-score criterion to select the number of clusters results
in a robust speaker clustering strategy, as the performance when using manual
and automatic annotation of the speaker turns is very similar. As a proof of
concept, the performance of an ASR system when using this whole diarization
strategy to divide the audio stream in speaker turns was assessed, obtaining
word error rates very similar to those obtained when using a manual annotation
of the speaker turns, which means that our speaker diarization approaches are
suitable for their use in real world systems.
Our future lines in speaker diarization consist on improving the approaches
proposed in this Thesis, such as analysing more subspace projection techniques,
both supervised and unsupervised, in order to try to improve the results reported
here. With respect to the criterion to select the number of clusters, we will try to
redesign it so it has no free parameters, making its use feasible for any database
without having to tune the system. Another of our goals consist on starting
to take advantage of the fact that, in general, we are working with audiovisual
content; visual information can provide information about when someone is
speaking and who is doing it, so in this way we would have two different sources
of information to perform audio segmentation and clustering.
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Part II
Emotional State Detection:
Emotion Recognition and
Depression Detection

Chapter 8
State of the Art
Speech is a rich source of information, as information can be extracted about
what is being said and who is saying it, as discussed in Part I of this Thesis.
Besides, speech can provide information about the age and the gender of the
speaker, as well as their language or accent, their emotional state or their mood.
This Part of the Thesis focuses on the extraction of the speaker’s emotional
state, which is an emerging research line in speech technologies with many differ-
ent applications. Specifically, we focus on emotion recognition and depression,
whose State of the Art is summarized in the rest of this Chapter; Section 8.1
presents a brief definition of the emotional state detection task as well as some
applications; Section 8.2 describes the general issues found when performing
emotional state detection; Section 8.3 outlines some of the principal challenges
when dealing with this task in speech applications; the most common features for
emotion representation are summarized in Section 8.4; and Section 8.5 presents
some algorithmic approaches that can be found in the literature.
8.1 Emotional state detection
Emotional state detection is a task consisting of extracting information about
the speaker’s emotional state. Before getting into the details, it is interesting to
discuss some of the fields of application of emotional state detection:
• Emotion recognition can be used in games for different reasons. First,
the fact that robots are able to understand human emotions and react ac-
cording to them is very useful for the development of toys such as robotic
pets or videogames [100]. Also, a huge interest has been put on develop-
ing serious games for aiding people, specially children, with problems to
understand social signals, such as autistic children [101] [102].
• The use of emotional state detection for monitoring users’ reaction to
advertisements is nowadays a reality. As an example, an experiment was
performed on some subjects during Super Bowl 2014: different biometrical
aspects of these subjects were monitored during the match, specially when
99
100 STATE OF THE ART
advertisements were being played, so information about the users’ reaction
to the different advertisements could be obtained. One of the conclusions
of that study was that the subjects were more responsive to advertising
during the first half of the match, which is a valuable information for
companies in order to choose which is the best moment to advertise their
products.
• As stated in [103], there are elements that are important in human-human
interaction, so they are also important in human-computer interaction.
The emotional aspects of human-computer interaction started to receive
some attention in the last years, becoming nowadays a huge concern. This
interest is caused by the importance of expressiveness when dealing with
a computer interface, as the interface should be able to detect the emo-
tional state of the user and adapt its behaviour according to it; reaching
this objective would dramatically reduce the learning curve of this type of
interfaces [104]. One of the applications of emotion recognition in human-
computer interaction consists on integrating affective computing in educa-
tional platforms, as it would allow to perform a tracking and monitoring
of the students’ behaviour in order to detect emotions such as frustration
or apathy [105]. Another interesting application is the automatic detec-
tion of the emotional state in telephone call centres, making it possible to
provide feedback to operators; in this way, a monitoring of the calls can
be performed [106].
• Automatic emotion recognition is very helpful in different health studies,
as emotion is strongly related to mental health state. In [107], a study
on the emotional state of military medical corps suggested that emotion
recognition can be used for screening the mental state of people in military
status. Besides the possibility to study mental health states, healthcare
can benefit from emotion recognition in order to develop intelligent systems
that can help people control their emotions, manage stress or avoid mental
illnesses [108]. Researchers are starting to develop real-world applications
for this purpose, as in [109], where a system that detects the level of stress
using a mobile phone is presented. The importance of speech processing
for depression assessment is paramount, as this mental health disorder is
steadily increasing; the analysis of speech would ease the diagnosis of mood
disorders both to clinicians and patients, as diagnosis could be carried out
over the telephone and, in addition, the analysis of speech is not invasive.
• The emotional or, more specifically, the psychological state of an individual
can be considered as a soft biometric trait, as it can help to discriminate
between one individual or another [110]. There is still very little litera-
ture about this subject, but it is straightforward to consider that mental
health disorders can be used as soft biometric traits, as they can provide
additional information to the personal identification task.
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The broad range of applications of emotional state detection as well as its
usefulness for studying and dealing with mental health problems make this topic
very interesting and challenging for researchers.
8.2 The emotional state detection problem
As mentioned above, the emotional state detection task consists on detecting
emotions, but this simple definition encompasses different points of view of the
same problem. A brief overview of the different modalities encompassed in
emotional state detection can be found in this Section.
8.2.1 Discrete versus continuous
It is common to think of emotion as a “discrete” phenomenon: there is a given set
of emotions, and one emotion out of this set is experienced by an individual in a
given instant or period of time. Ekman suggested a set of six basic emotions that
can be extracted from facial expressions, namely fear, surprise, anger, sadness,
disgust and happiness [111]. Another classification of emotions was proposed
by Plutchik, which he called the “wheel of emotions”, which demonstrated that
different emotions can blend into one another, resulting in new emotions [112].
More recently, Parrot proposed a tree-like classification of more than a hundred
emotions, hypothesizing that there are primary, secondary and tertiary emotions
[113].
Besides the discrete consideration of emotions, one can think of emotion as
continuous values of emotional dimensions: in [114], it is said that the different
dimensions of affect lie in different angles of a circle, and the angle inside this
circle depends on two different variables, namely arousal, which measures the
degree of excitation, and valence, which measures the degree of pleasantness.
As exemplified in Fig. 8.1, different values of arousal and valence are associated
with different discrete emotions. However, a recent study stated that at least
four emotional dimensions are necessary to represent all the emotional spectrum,
adding power and expectancy to the arousal and valence representation [115].
The same situation happens in depression detection, as one can estimate the
specific level of depression according to some assessment scale, or a classification
of speech utterances into categories related to the depression severity can be
performed. Some of these assessment scales for depression are summarized in
Appendix C.
8.2.2 Instantaneous versus stationary
Temporal information is involved in emotional state detection, as the emotional
state of a speaker may vary with time. Thus, we can make a distinction between
instantaneous emotional state detection, where an emotional state must be es-
timated at every instant of time, and “stationary” emotional state detection,
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Figure 8.1: Russell’s emotional circumplex: bidimensional representation of the
emotional space.
where, given an audio file or an utterance, the emotional state of the speaker
must be estimated for the whole audio sequence. The audiovisual emotional
challenges AVEC 2013 [116] and AVEC 2014 [117] illustrate the difference be-
tween these two tasks: the affect sub-challenge consisted on the instantaneous
estimation of continuous values for different emotional dimensions, while the
depression sub-challenge consisted on the estimation of the depression level of
the speaker per recording.
8.2.3 Spontaneous versus planned
Besides analysing which information of the extracted from the waveform is more
suitable for detecting the speaker’s emotional state, some other considerations
should be taken into account, such as which type of recordings are more suitable
for extracting emotional information.
Different studies can be found in the literature that analyse how emotion
recognition approaches perform in different types of discourse, such as [118],
where different systems are assessed on acted, spontaneous and semi-spontaneous
speech. To cite another example, an analysis of how different features behave
when performing emotion recognition on acted and planned speech is presented
in [119], getting to the conclusion that the performance of different features on
this kind of task depends on the type of discourse.
Studies of spontaneous versus planned speech are also common in the de-
pression detection task. A study of the correlation between the depression level
of different speakers and several features was presented in [120]; this study was
carried out using read speech and spontaneous speech, concluding that the level
of depression severity was more evident when using read speech. The same au-
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thors presented a depression level detection system in [121] which relied on those
results, as they only used read excerpts from the available data. Another similar
study is described in [122], in which the contrary results are obtained. Different
read and spontaneous scenarios were considered, including “positive speech”,
in which the speakers had to talk about or read passages that suggested good
feelings, and “negative speech”, in which the speakers had to utter phrases with
negative contents. Also, an analysis of which part of the phrases gave more
information about the depression level (the beginning of the sentence, a random
part, etc.) was performed. The conclusions extracted from this study pointed
that spontaneous speech obtained better results when detecting the degree of
depression, specially when taking only the beginning of the sentences.
8.3 Challenges in emotional state detection
After citing some of the problems of the emotional state detection task, we can
proceed to analyse what makes this task so challenging for speech researchers.
Having a look at the literature, it is easy to see that the state-of-art emotional
state detection approaches are, in general, borrowed from other speech technolo-
gies topics; this led to promising results, but it is not possible to overcome some
issues in such a straightforward manner.
The first step in many speech technologies tasks is the feature extraction
procedure; as commented in next Section, many features were borrowed from
other tasks to perform emotional state detection, but which features are the
most suitable for this specific task is still an open discussion. Another related
challenge is the fact that, while it is relatively possible to extract the emotional
state from one video frame, this becomes more complicated when dealing with
speech, as speech frames usually consider very small contexts which give no
representative information about the emotional state; this is not necessarily a
problem when performing “stationary” emotional state detection, but it becomes
troubling when trying to estimate instantaneous emotional values.
The emotional state detection task gets even more tricky when continuous
emotional values must be estimated: in this case we do not have a classification
problem any more, as our number of classes would become infinite. As will be
discussed in the rest of this Chapter, there are several approaches available in
the literature that try to overcome this issue.
A big concern when dealing with emotion recognition is the fact that emo-
tions are, in some way, subjective, i.e. it is not easy to decide the emotion or
the emotional level of some variable that an individual is feeling or showing.
Emotion recognition databases are labelled by human beings and, specially in
the case of continuous emotional states, it is not certain whether the labelling
of these raters can be trusted or not. The most reasonable way to label emotion
databases is probably the use of different raters in order to find an agreement
among them that seems more reliable than the opinion of a single rater. How-
ever, there are still some databases that are rated by a single rater [116], making
it difficult to know who is better at estimating the emotional state, the rater or
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the machine learning algorithm. Also, sometimes this labels are the result of a
self-assessment, as in the case of depression databases, where it is common that
the own speaker performs a self-assessment test in order to obtain their depres-
sion level [116]; again, we have to deal with subjectivity in these situations, as
the depressed individual may be affected by its emotional state when filling up
the questionnaire, making the results less reliable.
Another issue related to the labelling of emotional databases is the fact that,
in the case of instantaneous emotion labelling, there is a delay between the audio
or video content to be labelled and the rater labelling. This issue was explicitly
mentioned in [123], resulting in different approaches to try to learn the behaviour
of these delays in order to be able to predict them [124].
8.4 Features for emotional state detection
The most commonly used features for emotional state detection can be divided
in two big groups, namely low level descriptors (LLD) and functionals. The
difference between one type and the other is the time extent used for feature
extraction: LLD or instantaneous descriptors are extracted for each time frame,
while functionals or global descriptors are computed for the whole audio signal
or for an audio segment covering several frames. This Section describes the most
commonly used LLD and functionals as well as some other features that can be
found in the literature.
It must be noted that there is controversy in the literature about which of
these descriptors are more suitable for emotion recognition [125]. Some authors
reported that functionals are only good at classifying emotion with different
values of arousal, but have problems when classifying emotions with similar
arousal [126]. On the other hand, the time span of functionals provokes the loss
of the temporal context, which does not happen when using LLD. Also, when
using functionals to represent long utterances, the amount of training material
is reduced, as the number of training vectors would be lower than when using
LLD vectors, making it difficult to train reliable classifiers or regressors [125].
8.4.1 LLD features
MFCC features are widely used in emotional state detection tasks, either on their
own [127][128][129] or combined with other features. They achieve a reasonable
performance in emotion recognition as shown in [129], where a comparison be-
tween MFCCs and prosodic features was done, concluding that MFCCs obtain
best results in the emotion classification task. Other studies analyse the good-
ness of combining MFCCs with other spectral, energy and prosodic features as
in [130] and [131]. MFCCs can be indirectly used for depression detection as in
[121], where the channel-delay correlation and covariance coefficients of formant
frequencies and delta MFCCs is proposed; this idea was borrowed from the study
of epileptic seizures, and the idea behind these correlations and variances is that
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they reflect the physiological coordination of vocal tract trajectories, revealing
motor symptoms of depression.
Shifted delta cepstrum (SDC) coefficients are not properly features but a
different way to compute delta coefficients that capture long-term dynamics,
because the span of these shifted delta coefficients is wider than the span of the
traditional delta and acceleration coefficients [132].
In order to obtain the SDC coefficients, several delta cepstrum coefficients are
computed across multiple frames and they are stacked together to form a longer
feature vector. The method has four control parameters: N, d, P and k, where
N is the number of cepstral coefficients computed at each frame, d represents
the time advance and delay for the delta computation, k is the number of blocks
whose delta coefficients are concatenated to form the final feature vector, and P
is the time shift between consecutive blocks. The result of these operations is a
feature vector of kN parameters that represents the temporal dynamics of the
audio information, instead of the 2N used for conventional cepstral delta and
acceleration feature vectors.
SDCs were used in the depression detection task in [133], in which these fea-
tures obtained a reasonable performance, even outperforming the MFCCs with
the classic delta coefficients in some experimental cases. These coefficients were
also used in [134] for discrete emotion recognition, obtaining an enhancement
of system performance both in accuracy and robustness. However, the experi-
ments presented in [130] suggest that the dynamic features do not provide useful
information for depression classification.
Features such as linear predictive coding (LPC) coefficients or perceptual lin-
ear prediction (PLP) coefficients can be found in the literature about emotional
state detection [135][136][137][138], but not in such a regular basis as MFCCs.
Prosodic features are also of interest in emotional state detection, such as
F0, voicing probability, formants, jitter, shimmer and harmonics-to-noise ratio
[122]. In [139], prosodic related features were used for emotion classification ex-
periments, obtaining as a result that emotions with similar arousal were difficult
to distinguish with this type of features. These features are commonly combined
with MFCCs in order to enhance their performance [131][130].
Energy features are also considered in these tasks, as higher energy is related
to higher activation emotional states [140]; the most habitual ones are loudness
and energy in bands from 250-650 Hz, 1 kHz-4kHz. The use of the Teager
energy operator is very common both for emotion recognition [141][142] and for
depression detection; this feature can be used directly or indirectly as in [131],
where the Teager energy operator critical-band based autocorrelation envelope
was used for depression detection.
Spectral-related features are also used, such as the zero crossing rate, spec-
tral roll-off, spectral flux, entropy, variance, skewness, kurtosis, psychoacoustic
sharpness, harmonicity and flatness. Again, it is common to combine these
features with others, usually MFCCs, in order to improve system performance
[130]. Other features such as the spectral stationarity, which can be considered
as an indicator of monotonicity, can be found in the literature [140].
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8.4.2 Functionals
Functionals are computed on the LLD features, and they consist on statistics
such as mean, standard deviation, flatness, maximum, range, slope. . . A long
list of common functionals can be found in [116]. The use of functionals is usu-
ally combined with feature selection strategies, as in [143], where AdaBoost is
used for feature selection, and in [144], where random feature selection is used
for emotion recognition. The use of large feature sets for affective computing
and, by extension, in depression detection, has become very popular for one rea-
son: several emotion and depression detection challenges have been organized,
in which the baseline features provided by the organization consisted on a set
of low-level descriptors and functionals extracted from these descriptors (mean,
standard deviation, skewness, kurtosis,. . . ) [116][145]. The use of these large
feature sets usually is accompanied of dimensionality reduction or feature selec-
tion strategies in order to make it easier to handle such high dimensional vectors
[146].
8.4.3 Other features
Besides the low or high level descriptors, there is also some research focusing on
different aspects of the speech, but it has not become so popular. For example,
in [147], a study on how different types of phonemes affect to the discriminating
abilities of an emotion recognition system is described. Also, the articulation
rate (number of pronounced syllables per second) is used in [140].
The use of linguistic information is also common in emotional state detection;
in [148], a bag-of-words approach was used for affect recognition, while the use
of bag of n-gram and character n-gram techniques was proposed in [149].
8.5 Algorithmic approaches
Typical classification approaches such as HMMs, GMMs or neural networks are
used when performing discrete emotional state detection, as it is just a classi-
fication task with the difference that a class represents an emotion and not a
speaker or a language. Thus, the literature available for this task is not very
different to the one found for other speech technologies tasks, but one of the
main concern is which features are more suitable for emotional state detection.
To cite some approaches, in [150], a system that uses pitch and energy related
functionals as features performs emotion classification by means of a continuous
HMM, deciding which is the emotion present in the audio by maximum likeli-
hood classification. In [147], the performance of systems modelling the emotions
with HMMs and SVMs are compared. A remarkably different approach for emo-
tion recognition is given in [151], where neutral emotional models are used to
contrast the input speech and the scores obtained from this contrast are used for
classification, obtaining an improvement with respect to regular classification.
We can find similar approaches in the depression detection literature: in [127],
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the authors trained GMM-UBM models for representing the classes “depressed
speech” and “non-depressed speech”, and performed classification by maximum
likelihood computation of the speech segments. A similar approach was used in
[133], where the UBMs were obtained by maximum mutual information train-
ing, and a factor analysis based technique was employed to mitigate the nuisance
provoked by speaker and channel variabilities. The GMM-supervector approach
was used for depression classification in [122], where an SVM was used to per-
form classification.
Borrowing approaches from other speech recognition tasks is not straightfor-
ward when performing continuous emotional state detection, as it is not just a
classification task, a continuous value must be assigned to each time instant or
utterance. One of the most widely used approaches to tackle this issue is the
quantization of the emotional space, i.e. the continuous space is divided into a fi-
nite number of classes and a classification of the input speech into these classes is
performed. In fact, the correlation between the continuous emotional values and
the quantized version is usually very high, so this kind of step-wise approaches
can achieve reasonable results [140]. An example of this type of approaches can
be found in [140], where the continuous emotional space is divided in six different
classes, and the classes are learnt by means of an HMM. In [152], a quantization
of the emotional space into 4 and 7 classes is done, conditional random fields are
used to learn the different classes, and classification is performed by means of an
SVM. AdaBoost is used in [143] to train the emotional models after discretizing
the continuous emotions. The use of GMMs is very common in depression level
estimation; in [128], the GMM-supervector approach was used to represent the
speech segments, and the depression level was estimated by means of support
vector regression. A novel approach for training GMMs focused on depression
level estimation was presented in [121]. In that work, GMMs for classes de-
pressed and non-depressed were first trained based on multiple data partitions,
which the authors called Gaussian staircase regression. This training procedure,
instead of applying expectation-maximization, forms the GMMs directly from
an ensemble of Gaussian classifiers that are trained from multiple partitions. In
this training procedure, training vectors are assigned to the different models by
comparing their depression value to different thresholds for that value. After
this training, univariate regression function of the likelihood scores are obtained
from these two GMMs. Also, as frequently seen in the speech processing field,
image processing techniques were borrowed for this task. The motion history
histograms approach [153], used in video for capturing the movements of the
pixels, was applied to consecutive frames of audio features, and then partial
least square regression was used to estimate the depression level in [146].
With respect to the temporal issue mentioned in Section 8.2, i.e. the difficulty
to detect an emotional state for every time instant, different approaches to tackle
this problem can be found in the literature. It is common to see systems in which
the audio is divided in segments, functionals for each segment are extracted and
a machine learning algorithm is trained to estimate an emotional value for each
segment [116], but also there are approaches for instantaneous emotional state
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detection that try to model the emotional state taking into account the time
dimension, as in [154], where continuous conditional random fields are used to
learn the instantaneous emotional state, arguing that emotion has temporal
properties and is not instantaneous, hence the temporal information must be
considered.
Chapter 9
Experimental Framework
This Chapter describes the experimental framework used in the emotional state
detection experiments presented in this Thesis; this framework was used for
continuous emotion recognition as well as for depression detection tasks. An
overview of the database is presented in Section 9.1; details of the continuous
emotion recognition task are presented in Section 9.2, while more information
about the depression detection task can be found in Section 9.3.
9.1 Overview of AVEC 2013 database
The experimental framework used in this Part of the Thesis is the one employed
for the audio/visual emotion challenge and workshop evaluation 2013 (AVEC
2013). This evaluation had two subtasks:
• Recognition of continuous affect labels (affect recognition sub-challenge,
ASC). It consisted on the prediction of the emotional dimensions arousal
and valence for every time instant of a recording.
• Estimation of self-reported depression indicator BDI-II (depression recog-
nition sub-challenge, BSC). It consisted on the prediction of the BDI of
the speaker appearing at each recording.
The data used in this experimental framework was a subset of the audio-
visual depressive language corpus (AVDLC) [116]. The speakers were recorded
in diverse quiet locations using a laptop and a headset. The database is organized
in three partitions, each of them including 50 recordings, which are summarized
in Table 9.1. Due to the unavailability of the groundtruth labels for the testing
partition, we are leaving it out of the experiments in this Thesis. Each recording
features only one speaker (either male or female), and there can be several
recordings per speaker, with a time separation of two weeks between different
recordings. The subjects’ age ranged between 18 and 63 years (mean 31.5).
The recordings were power-point guided, indicating the speaker what he
should do at each moment. The tasks to be performed consisted on reading
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Table 9.1: Summary of the datasets used in the emotional state detection exper-
iments.
Set Total duration Min duration Max duration
Training 13 h 17 min 8 min 5 s 27 min 20 s
Development 13 h 5 min 14 min 20 s 23 min 55 s
Testing 12 h 59 min 5 min 15 s 23 min 57 s
excerpts of novels and fables, singing, telling stories from the speaker’s past,
making up a story applying the Thematic Aperception Test (TAT), and sus-
tained vowel phonation. These tasks try to provoke different feelings on the
speakers as, for example, in the case of the task consisting on telling stories
about their past, one of the stories was talking about the best present ever, but
other was about the saddest memory of the speaker’s childhood.
9.2 Continuous emotion recognition
The framework of the AVEC 2013 affect recognition sub-challenge (ASC) was
used to evaluate the techniques for continuous emotion recognition proposed
in this Thesis. This task consisted on the fully continuous recognition of the
emotional dimensions valence and arousal, and these dimensions have to be
predicted for every time instant of the recording. Both arousal and valence
values range from -1 to 1.
The recordings included in the database were manually labelled by a team of
23 raters. Each recording was annotated by a single rater, which used a joystick
to instantaneously register the level of arousal or valence (the two dimensions
were annotated separately, not at the same time). In order to address the intra-
annotator variability, all the raters were asked to annotate a reference video, and
these annotations were used to create models that compensated that variability.
The annotations were binned in temporal units of time of the same duration,
which in this case was 1/30 seconds (i.e. equal to the video frame rate).
Figure 9.1 shows the distribution of arousal and valence in the training and
development datasets. As shown in this Figure, the most probable value of
arousal and valence is 0, which means neutral arousal or valence. This is due
to the fact that, during the recordings, there are long silence periods which the
raters labelled as neutral. It can also be observed in this Figure that values close
to -1 and 1 are not very likely to appear.
The evaluation metric used to measure the performance of continuous emo-
tion recognition approaches in this framework is the Pearson’s correlation coef-
ficient between the groundtruth labels and the estimated labels, averaged over
all sessions and dimensions. It must be noted that the absolute value of the
correlation coefficient is considered, as a negative correlation is a correlation
anyway. This fact was not explicitly mentioned in the description of the AVEC
2013 ASC challenge [116], but was mentioned afterwards when the evaluation
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Figure 9.1: Distribution of the values of arousal and valence on the training and
development partitions of AVEC 2013 database.
scripts were released.
9.3 Depression detection
The framework of the AVEC 2013 DSC was used to perform different studies on
automatic detection of speaker’s depression level. This task consists on the esti-
mation of the level of self-reported depression indicated by the Beck Depression
Index (BDI) [155] of a speaker. The BDI ranges from 0 to 63, indicating the
level of depression: 0 stands for minimal depression, while 63 stands for severe
depression. Two different tasks were performed: depression level estimation,
which consisted on the estimation of the BDI of the speaker; and classifica-
tion of depressed speech, which consisted on making a binary decision between
“depressed” or “non-depressed”. In the case of depression level estimation, an
analysis using only read or spontaneous speech was also performed. The details
of the two tasks are described in the rest of this Section.
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9.3.1 Depression level estimation
The distribution of the BDI levels on the training and development datasets
is shown in Figure 9.2. This Figure shows that there are BDI levels with no
examples at all, specially those BDI that are greater than 45.
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Figure 9.2: Distribution of the BDI of the training and development datasets of
AVEC 2013 database.
Performance on the depression level estimation task was measured by means
of the root mean square error (RMSE) between the estimated and the groundtruth
BDI [116]. The mean absolute error (MAE) is also shown in order to compare
it with RMSE, because the greater the difference between RMSE and MAE, the
greater the variance of the error.
The database was manually segmented in order to extract the spontaneous
and read speech. As not all the sessions featured the same amount of read and
spontaneous speech, and in order to make a fair comparison, the same amount
of speech of the two types was taken from the different audio files. Those files
that had no spontaneous or read speech were left out of the experiments. Table
9.2 shows the total duration of the partitions, as well as the number of sessions
that were included in these experiments.
Table 9.2: Summary of the datasets for the spontaneous versus read speech de-
pression estimation experiments.
Set # Total duration Min duration Max duration
Training 49 3 h 6 min 18 s 9 min 6 s
Development 46 2 h 24 min 32 s 6 min 33 s
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9.3.2 Classification of depressed speech
For the classification experiments, the BDI range was split in two categories:
• Non-depressed speech: it includes the speakers with BDI ranging from 0
to 19, which corresponds to minimal and mild depression levels.
• Depressed speech: it includes the speakers with BDI ranging from 20 to
64, which corresponds to moderate and severe depression levels [116].
The distribution of the two classes taken into consideration in these exper-
iments (“non-depressed” and “depressed”) is shown in Figure 9.3 for training
and development datasets. It can be seen that the database partitions are not
balanced, as the number of instances of the “non-depressed” class is much higher
than those of the “depressed” class. Also, as described in Table 9.3, the distri-
bution of the BDI values is irregular, being high values very uncommon. In fact,
the highest BDI value found in the database was 45, so BDI values corresponding
to severe depression are hardly represented.
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Figure 9.3: Distribution of classes “non-depressed” and “depressed” on the train-
ing and development datasets of AVEC 2013 database.
Table 9.3: Mean and standard deviation of the depression levels of classes “non-
depressed” and “depressed” on the training and development datasets of AVEC
2013 database.
Dataset Class Mean Std
Training
Non-depressed 8.0 6.4
Depressed 29.9 7.6
Development
Non-depressed 7.2 5.6
Depressed 28.1 7.1
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Accuracy was used to measure the performance of depression classification
systems, as it is an appropriate performance measure for this task [156]:
Accuracy(%) =
# Correctly classified recordings
# recordings
× 100 (9.1)
Chapter 10
Continuous Emotion
Recognition
This Chapter describes several approaches we propose for the continuous emo-
tion recognition task; specifically, we aim at estimating the continuous value
of different emotional dimensions in an instantaneous way. The main effort of
this work was directed to the search for a representation of the speech that im-
proves the estimation of emotions, following a similar reasoning to that applied
in Chapter 6 when we discussed the speaker clustering task: given an emotional
space, the more separated the different emotions are, the easier it is to classify
them. Thus, it is straightforward to consider applying subspace projection tech-
niques in order to improve the representation of speech so the different emotions
become easier to distinguish; specifically, we proposed the use of the eigen-space
approach and the iVector representation for continuous emotion recognition.
However, there is an issue in the case of the eigen-space approach: this tech-
nique performs a supervised training, but we do not have a finite number of
emotions, as we aim at estimating a continuous value for each instant of time.
Thus, we propose to discretize the emotional space into protoclasses in order to
perform this subspace training, and we propose two different ways to do that:
the first method consists on discretizing each dimension separately, while the
second method consists on a discretization of all the dimensions at the same
time via clustering.
Another important issue to be taken into account when performing con-
tinuous emotion recognition is that, usually, recordings do not only include
speech, there are non-speech parts that do not provide any information about
the speaker’s emotional level. Thus, it is important to segment the audio in
order to detect the speech parts so the non-speech parts can be ignored.
The rest of this Chapter is organized as follows: Section 10.1 gives an
overview of the continuous emotion recognition approach as well as a brief de-
scription of the audio segmentation stage; Sections 10.2 and 10.3 propose the use
of iVectors and eigen-space modelling, respectively, for speech representation in
this task; Section 10.4 describes the emotion level prediction strategy followed in
this Thesis; Section 10.5 summarizes the performance of the audio segmentation
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Figure 10.1: Continuous emotion recognition system, divided in three stages:
feature extraction and segmentation, representation of the speech segments and
prediction of the emotional level.
strategy used in this Chapter; Section 10.6 presents the results obtained when
performing continuous emotion recognition using the proposed approaches; and
Section 10.7 presents a discussion.
10.1 Overview of the emotion recognition approach
Figure 10.1 presents an overview of the proposed approach to perform contin-
uous emotion recognition, whose different blocks are described in detail in the
rest of this Chapter. The emotional levels on E different dimensions have to be
estimated by this approach, which can be divided in three stages: feature extrac-
tion and segmentation, speech representation and estimation of the emotional
level, which are described in detail below.
10.1.1 Feature extraction
The first step consists on extracting vectors of F features from the audio signal.
Acoustic features represent a temporal context which usually ranges from 20 to
100 ms; it is not possible to identify an emotion with such a short time span,
a bigger context is necessary. Thus, to obtain vectors that represent a bigger
context, the audio is segmented using a fixed-length sliding window, obtaining
a set of S segments. In this way, the segments of audio can be represented by
means of Gaussian mixture models (GMMs).
10.1.2 Segmentation
It must be noted that the audio signals may contain non-speech parts, which
act as a nuisance in the continuous emotion recognition system, i.e. the non-
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speech parts contribute in a negative way to this procedure, as they do not hold
any information about the speaker’s emotional state. Hence, it is important to
perform voice activity detection (VAD) on the audio signals. To do so, one of the
approaches presented in this Thesis was used to segment and classify the audio
into classes “speech” and “non-speech”. Specifically, the second approximation
of the Poisson-based false alarm rejection strategy described in Chapter 5 was
used for this purpose. An SVM for classes “speech” and “non-speech” was
trained and used to classify the segments as “speech” and “non-speech”, in
order to obtain a reliable classification of the audio segments.
10.2 iVectors for speech representation
The procedure performed at the previous stage of this system allows the use of
iVectors for representing the acoustic information in a low-dimensionality space.
Given a UBM with N mixtures, this UBM is adapted to the segments extracted
from the training files using MAP adaptation, and the means of the resulting
GMM are concatenated in order to obtain a Gaussian mean supervector for each
segment. As we want to avoid the effects of speaker and channel variability, the
iVectors technique is applied to the Gaussian mean supervectors. This technique
defines a low-dimensional space, named total variability space, in which the
speech segments are represented by a vector of total factors, namely iVector [30].
A Gaussian mean supervector M is decomposed as follows:
M =m+Tw (10.1)
where m is the speaker and channel independent supervector, T is a low-rank
total variability matrix, and w is the iVector corresponding to the Gaussian
mean supervector. On the training stage, matrix T is trained as described in
[157].
Once the total variability matrix T is obtained, this matrix and the UBM
can be used to extract iVectors from the acoustic features corresponding to the
different speech segments.
10.3 Eigen-emotions for speech representation
Eigen-spaces techniques have been successfully used for speaker verification pur-
poses, e.g. in [158] and [159]. In the eigen-space framework, statistical adapta-
tion from a UBM represented by a GMM is performed on a reduced subspace.
Therefore, speakers are defined in a low-dimensional subspace where differences
between them are easily found. These techniques learn a low-dimensional sub-
space from a training set of speaker-dependent utterances, and then speaker-
independent utterances can be projected into this subspace obtaining a reduction
of the feature space while discarding redundant or little-informative components
of the initial feature space.
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The application of eigen-spaces techniques to continuous emotion detection
is not straightforward for two reasons: (1) the eigen-space must be able to repre-
sent the emotions by removing the speaker-dependent information; (2) speaker
representation is discrete, whilst emotion representation is continuous, which
means that emotional training data must be somehow discretized in order to
apply the standard eigen-space techniques.
Before addressing the emotion detection task, an overview of the eigen-space
approach for speaker representation is presented. Given the UBM mean super-
vector:
m =
[
µ′1, . . . ,µ
′
M
]
(10.2)
where µi is the D-dimensional mean of the i
th UBM Gaussian mixture, M is
the number of mixtures in the UBM, and D is the dimension of the acoustic
features, the speaker u mean supervector is defined as:
mu =m+Vyu (10.3)
where V is a DM × R matrix characterizing the eigen-space, with R ≪ DM ,
and yu is the low-dimensional speaker u characterization.
As stated above, the training stage of the eigen-spaces method requires a
discrete number of classes, but the emotion representation is continuous. Two
different ways of facing this problem are described below.
10.3.1 First approximation: discretization of the
emotional space
Unlike in the eigen-speaker characterization case described above, our aim is
to provide a compact representation of different continuous emotional dimen-
sions of speech, while the eigen-space framework is designed for a discrete set
of classes. In other words, instead of training the eigen-space using different
speakers, we need to train it using different emotions, which are continuous in
this case. Thus, the first approximation to the eigen-emotions technique consists
on the discretization of the emotional space, i.e. given an emotion dimension
Ei with values that range from Eimin to Eimax , this space is divided in inter-
vals; these intervals correspond to different emotional clusters or protoclasses, as
represented in Figure 10.2. A loss of information occurs due to this discretiza-
tion, but studies show that the correlation between the emotional level and the
discretization of the emotional level is very high [140].
The discretization of the emotional space is carried out using the groundtruth
emotional values of a training set. A uniform division of the emotional dimension
could be performed but it is not a good solution, as the probability distribution
of the emotional dimensions does not have to be uniform. Thus, we propose to
perform this discretization by means of the Linde-Buzo-Gray (LBG) algorithm
[160], which is a vector quantization algorithm that is similar to the k-means
method for clustering. Given a set of input samples, the LBG algorithm allows
us to divide the space where these samples lie into a set of partitions.
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Figure 10.2: First approximation to the eigen-emotions approach: discretization
of the emotional space.
Once the emotional space is discretized, all the vectors belonging to a given
protoclass in the training set are here playing the same role as those belonging to
a given speaker u in the eigen-speaker framework; thus, the obtained matrixV is
modelling the maximum variation directions of the UBM supervector regarding
the values of the given emotional dimension. There are different techniques that
can be used to obtain both V and yu but, provided that the number of available
acoustic vectors available to infer the emotional dimensions is usually low, the
probabilistic method described in [157] was chosen for that purpose. As stated
above, u does not represent a speaker but an emotional cluster.
10.3.2 Second approximation: clustering of the emotional
space
The first approximation of the eigen-emotion approach proposes a discretization
of the emotional space in an individual way, i.e. each emotional dimension is
individually discretized. This solution is acceptable but it does not take into
account the correlation between the different emotional dimensions. Hence, this
second approximation of the eigen-emotions approach proposes a discretization
of all the emotional dimensions of interest at the same time, as depicted in Figure
10.3. The advantages of this approximation with respect to the preceding one are
that, as mentioned, the correlation between the different emotional dimensions
is taken into account, and also, the computational load is dramatically reduced,
as the same eigen-emotional space is used for all the emotional dimensions.
The simultaneous discretization of several emotional dimensions at the same
time is easily performed via clustering of the training values. Specifically, we
propose a k-means clustering [161] to achieve this n-dimensional discretization.
10.4 Prediction of the emotional level
Two different situations can appear depending on which of the two proposed
eigen-emotion approximations proposed in Section 10.3 is chosen: (1) the first
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Figure 10.3: Second approximation to the eigen-emotions approach: clustering
of the emotional space.
approximation results on an eigen-emotion vector for each speech segment and
for each emotional dimension, while (2) the second approximation results on
an eigen-emotion vector for each speech segment which represents all the emo-
tional dimensions at the same time; this is also what happens when using the
iVector representation. Estimated values of the emotional dimensions must be
extracted from these vectors; to do so, canonical correlation analysis is applied.
This technique finds basis vectors for two sets of variables (on the one hand, the
eigen-emotion vectors, and on the other hand, the groundtruth of the emotional
dimensions) such that the correlation between the projection of the variables
onto these basis vectors are mutually maximized [162]. In the first situation, a
linear transformation is learnt for each emotional dimension. In the second sit-
uation, only one linear transformation is learnt for all the emotional dimensions
at the same time. The linear transformations are applied to the testing data,
obtaining as a result a prediction of the emotional dimension for each vector.
Two different strategies can be followed at this point: a projection can be
learnt for each emotional dimension, or a single projection for all the emotional
dimensions can be obtained. The first approach does not take into account the
correlation between the different emotional dimensions, but the second approach
takes advantage of this correlation.
It must be noted that the rate of the labels is higher than the rate of the
emotional vectors; to make them have the same rate, the mean value of the
emotional dimension on the time span of the eigen-emotion vector is used as the
groundtruth label to train the canonical correlation basis vectors.
As commented in Section 10.1.2, the non-speech segments are not used either
for training or testing. Thus, there are parts of the audio files whose emotional
level is not estimated, as they do not have a corresponding iVector, but it might
be necessary to assign them a value for evaluation purposes. To solve this
situation, the mean value of the emotional dimension, computed over the training
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labels, is assigned to the non-speech segments.
10.5 Analysis of the audio segmentation stage
The continuous emotion recognition strategies presented in this Chapter have a
previous step consisting on performing audio segmentation; this segmentation is
crucial in order to avoid using non-speech to estimate the emotional state, as it
does not provide any useful information for this task. However, automatic VADs
make segmentation errors that have a negative influence in system performance.
The audio segmentation strategy employed in this work was used to segment
both the training and development datasets of the experimental framework used
in these experiments. This technique, which was described in Chapter 5 had
three tuning parameters: λ, ΘBIC and τ . As mentioned in Chapter 5, τ can be
estimated as the median of the segment duration, so only λ and ΘBIC had to
be tuned. These parameters were adjusted on the training dataset, and the best
ones were used on the development dataset.
Table 10.1 presents the segmentation results with the tuned parameters in
terms of false alarm speech (FA) and missed speech (MISS). It is easy to see
that the system is more likely to label non-speech as speech than to label speech
as non-speech, resulting in a false alarm rate of around 10%, while the missed
speech rate was around 1%. This means that a negligible amount of speech is
lost, but there is a 10% of non-speech that is used to estimate the affect level of
the speaker: this has an impact on system performance, as shown in the rest of
this Chapter.
Table 10.1: Audio segmentation error on the training and development sets of
AVEC 2013 database. Results are presented in function of the false alarm speech
(FA) and the missed speech (MISS).
Dataset FA (%) MISS (%)
Training 9.7 1.0
Development 12.5 1.3
10.6 Continuous emotion recognition results
This Section describes the emotion recognition results obtained when using the
eigen-emotions and the iVectors approaches for representing the speech data.
First, we state some experimental settings, after that we present the results
obtained with the iVectors approach, and finally we present the experimental
validation of the eigen-emotions technique.
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10.6.1 Experimental settings
16 MFCCs plus first and second derivatives were used in these experiments, as
these features are a common choice for emotional speech analysis [129]; these
features were extracted every 10 ms using a 40 ms window. However, it is not
possible to identify an emotion with a context of only 40 ms, a bigger context
is necessary. Thus, to obtain vectors that represent a bigger context, the audio
is segmented using a sliding window of 3 s with 1 s of overlap. These segments
are processed either with the iVectors or the eigen-emotions technique in or-
der to obtain a suited low-dimensional representation of the different emotional
dimensions.
As previously mentioned, the audio material used in these experiments has
many non-speech parts that do not provide any information about the emotional
state. Thus, after segmenting the audio using the sliding window approach
mentioned above, the segments that had less than 1.5 (half the length of the
window) of speech were not used neither for training the eigen-emotion models
nor for testing.
10.6.2 iVectors
The starting point of the experimental validation of the proposed strategy con-
sisted on performing continuous emotion recognition using different dimensions
of the iVectors. To do so, Pearson’s correlation coefficient between the groundtruth
training labels and the estimated ones was computed for different iVector di-
mensions. Two different VAD systems were used: a manual one (i.e. a manual
annotation of speech and non-speech) and an automatic one, which represents
a more realistic scenario. Results with manual VAD are presented in Table 10.2
while the ones with the automatic VAD can be found in Table 10.3. These Tables
show that the highest correlation between the groundtruth and the automati-
cally estimated affect dimensions was obtained when using iVectors of dimension
25 with manual VAD, and using iVectors of dimension 50 with automatic VAD.
Table 10.2: Pearson’s correlation coefficient obtained on the training dataset with
different iVector dimensions using manual VAD.
Dimension Arousal Valence Average
25 0.1963 0.1862 0.1912
50 0.1859 0.1905 0.1882
100 0.1847 0.1892 0.1870
150 0.1846 0.1868 0.1857
After selecting the most suitable dimension of the iVectors, an experiment
to prove the validity of the iVector representation for continuous emotion recog-
nition was performed, which consisted on comparing the results when applying
these approach and when not applying it. Thus, results obtained with the GMM-
UBM supervector approach were compared with those obtained when using the
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Table 10.3: Pearson’s correlation coefficient obtained on the training dataset with
different iVector dimensions using automatic VAD.
Dimension Arousal Valence Average
25 0.1608 0.1706 0.1657
50 0.1709 0.1634 0.1672
100 0.1614 0.1662 0.1638
150 0.1568 0.1646 0.1607
iVectors approach. Table 10.4 supports the validity of the iVector representa-
tion, as the Pearson’s correlation coefficient of the estimation of arousal and
valence obtained with the iVector representation is higher than that obtained
when representing the speech segments with the GMM-UBM supervector ap-
proach, both when using manual and automatic VAD. Another issue that must
be noted is the dramatic reduction of the dimensionality of the vectors: while
the dimension of the iVectors was 25 (50) when using the manual (automatic)
VAD, the GMM-UBM supervector approach used vectors of dimension 12288.
Table 10.4: Pearson’s correlation coefficient obtained on the development dataset
with and without using the iVector representation.
VAD Approach Dimension Arousal Valence Average
Manual
iVectors 25 0.2041 0.1697 0.1869
GMM-UBM 12288 0.1717 0.1299 0.1508
Automatic
iVectors 50 0.1779 0.1406 0.1592
GMM-UBM 12288 0.1572 0.1284 0.1428
The following step of this experimental validation of the iVectors approach
for emotion recognition was to study how the automatic VAD degrades the
performance of the system, in order to observe the impact of making errors
on the audio segmentation stage. Table 10.4 shows that the system presents
some sensitivity to the VAD errors, as the Pearson’s correlation coefficient was
reduced by 0.028 when using iVectors and by 0.008 when using the GMM-UBM
supervector approach. These errors are due to the missed speaker time, as there
are speech segments that are not being evaluated because they were labelled
as non-speech, thus causing errors in the estimation of the arousal and valence
levels.
The last experiment presented here is related to the training of the emotional
level estimation strategy. As described in Section 10.4, canonical correlation
analysis was used for that purpose, but there are two alternatives: training a
canonical correlation for arousal and another one for valence, or training just
one canonical correlation for arousal and valence at the same time. Table 10.5
shows the results obtained with these two alternatives on the training and devel-
opment datasets when using the automatic VAD strategy. We can observe that
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the average Pearson’s correlation coefficient on the training dataset is slightly
higher when training the canonical correlation together for arousal and valence,
but the contrary happens on the development dataset. Thus, we can extract
no conclusions from this experiment, but it seems more logical to perform the
training of arousal and valence together, as the estimation of these emotional
dimensions is performed on the same iVector, i.e. there is not a specific iVector
for estimating arousal and a different one for estimating valence, as the training
of the total variability matrix is unsupervised, it only depends on the feature
vectors.
Table 10.5: Pearson’s correlation coefficient obtained on the training and devel-
opment datasets using the iVectors representation, when training the canonical
correlation (CC) for arousal and valence together or separately.
Training Development
CC training Arousal Valence Average Arousal Valence Average
Separately 0.1709 0.1634 0.1672 0.1779 0.1406 0.1592
Together 0.1714 0.1666 0.1690 0.1744 0.1404 0.1574
10.6.3 Eigen-emotions
The experimental validation of the eigen-emotion technique for continuous emo-
tion recognition follows the same steps as the one presented for the iVectors,
except that we are skipping the comparison between using manual and auto-
matic VAD, as it is clear that a degradation on the results is produced when
making segmentation errors.
It must be noted that all the experimental results presented in this Sec-
tion, except for the last ones, were performed using 8 protoclasses to train the
eigen-emotions projection. The last experiments analyse the influence of this
parameter on system performance.
Table 10.6 presents the Pearson’s correlation coefficient achieved on the train-
ing data when using different eigen-space dimensions for the first and second ap-
proximations of the method. The Table shows that the best results were achieved
when using low-dimensional eigen-spaces, specifically the highest correlations are
achieved when using vectors of dimension 50 for the first approximation and 25
for the second approximation. We can also compare the performance of the
two different approximations of the eigen-emotions technique and, although the
highest Pearson’s correlation coefficient for arousal was achieved with the first
approximation, the highest average correlation was achieved by the second ap-
proximation. In fact, it can be observed that there is a pattern followed when
varying the dimension: the first approximation achieved the highest correlation
for arousal but the results for valence suffered a degradation, while the sec-
ond approximation obtained more balanced values for arousal and valence, thus
obtaining highest average correlations.
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Table 10.6: Pearson’s correlation coefficient obtained on the training dataset with
different eigen-space dimensions using automatic VAD.
First approximation Second approximation
Dimension Arousal Valence Average Arousal Valence Average
25 0.1597 0.1420 0.1509 0.1568 0.1519 0.1544
50 0.1590 0.1444 0.1517 0.1557 0.1500 0.1528
100 0.1572 0.1428 0.1500 0.1524 0.1512 0.1518
150 0.1618 0.1400 0.1509 0.1534 0.1492 0.1513
A comparison of the correlation achieved on the development dataset be-
tween the eigen-emotions, iVectors and GMM-UBM supervector approaches is
presented in Table 10.7. The highest correlation was achieved by the iVectors
approach, but closely followed by the second approximation of the eigen-space
representation: the difference in correlation is 0.0019, so we can say that the
two methods are equivalent, although we can outline that the dimension used
in the case of the eigen-emotion approach was 25 while it was 50 in the case of
the iVectors representation.
Table 10.7: Pearson’s correlation coefficient obtained on the development dataset
with the first and second approximations of the eigen-emotions approach. These
results are compared with those achieved with the iVectors and GMM-UBM su-
pervector methods.
Method Dimension Arousal Valence Average
Eigen-emotions (first) 50 0.1743 0.1393 0.1568
Eigen-emotions (second) 25 0.1768 0.1379 0.1573
iVectors 50 0.1779 0.1406 0.1592
GMM-UBM 12288 0.1572 0.1284 0.1428
Table 10.8 presents the correlation obtained when training the canonical
correlation of arousal and valence together or separately for the second approx-
imation of the eigen-emotions approach. In this case, a small improvement is
achieved when training the canonical correlation together, but the improvement
is not enough for extracting any remarkable conclusion.
Lastly, Figures 10.4 and 10.5 show the Pearson’s correlation coefficient of
the groundtruth and the estimated values of arousal, valence and their average
achieved on the development dataset when varying the number of partitions and
clusters for the first and second approximations of the eigen-emotions approach,
respectively. In the case of the first approximation, it can be noted that the
performance of the eigen-emotions technique was degraded as the number of
partitions increased. In the case of the second approximation, the influence of
the number of clusters on the correlation was slighter. These Figures also show
that the estimation of arousal achieved with these techniques was always better
than the estimation of the valence.
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Table 10.8: Pearson’s correlation coefficient obtained on the training and de-
velopment datasets using the second approximation of the eigen-space approach,
when training the canonical correlation (CC) for arousal and valence together
or separately.
Training Development
CC training Arousal Valence Average Arousal Valence Average
Separately 0.1568 0.1519 0.1544 0.1768 0.1379 0.1573
Together 0.1597 0.1533 0.1565 0.1771 0.1385 0.1578
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Figure 10.4: Pearson’s correlation coefficient on the development data when vary-
ing the number of partitions on the first approximation of the eigen-emotions
approach.
10.7 Discussion
This Chapter presented two approaches to model speech to perform continuous
emotion recognition. The proposed techniques consisted on subspace projec-
tions: in one of them the speech segments were represented in a total variability
subspace, while in the other a discriminative eigen-space training was proposed.
A discretization of the emotional dimensions was necessary in the case of the
eigen-space training, so two different discretizations were proposed: one of them
discretized each emotional dimension individually, hence using a different pro-
jection for each of them; and the other one performed a clustering of the multidi-
mensional emotional dimensions, making it possible to train a single projection.
The influence of automatically detecting the speech parts of the audio record-
ings was analysed on this framework, observing that, compared to the manual
segmentation results, a slight degradation of the correlation happened when per-
forming automatic segmentation. Another remarkable conclusion extracted from
the experiments was that lower dimensionalities obtained better emotion recog-
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Figure 10.5: Pearson’s correlation coefficient on the development data when vary-
ing the number of clusters on the second approximation of the eigen-emotions
approach.
nition results. The experimental results obtained when estimating the different
emotional dimensions when training an individual regressor for each of them
or when training a single one for all the dimensions were not conclusive, as the
difference in performance was not significative. In the case of the eigen-emotions
approach, the effect of the number of classes obtained after the discretization of
the emotional space was studied, and the experimental results suggested that a
small number of partitions obtained better emotion recognition results, maybe
because the larger the number of emotional protoclusters, the little the amount
of data to train them. Another interesting fact observed during the experimental
validation was that the estimation of arousal on the development dataset was
always better than the estimation of valence.
We can conclude that both the iVectors and eigen-emotions representations
showed satisfactory results, as they improved the baseline results, that consisted
on representing the speech segments in a GMM-UBM subspace. Besides the
improvement in performance, a dramatic reduction of the dimensionality of the
data was achieved, making the whole system more computationally efficient.
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Chapter 11
Depression Detection
Detecting depressed speech may refer to two different tasks: (1) classifying the
speech as depressed or non-depressed, or (2) assigning a depression level to
a speech utterance according to some rating scale. Different approaches and
features to perform this task can be found in the literature, as summarized
in Chapter 8, but the use of different approaches, datasets and performance
measures makes it difficult to decide which features show a better performance
for these tasks.
This Chapter focuses on analyzing the performance of different features for
automatic recognition of depression in speech through a series of experiments
carried out in the framework of the AVEC 2013 Depression sub-challenge [116]
(from now on, DSC) as described in Chapter 9.
The rest of this Chapter is organized as follows: Section 11.1 describes the
system we developed for estimating the level of self-reported depression, along
with some feature fusion strategies; Section 11.2 describes the system we de-
veloped for the depressed/non-depressed classification task; the experimental
results obtained on the different tasks are presented in Section 11.3, and a dis-
cussion on the Chapter can be found in Section 11.4.
11.1 Depression level estimation
In this Section, the system we developed for estimating the depression level of
a speaker is described. Different approaches to perform fusion of the depres-
sion level estimates obtained when using different features are presented as well.
Some experiments when using read and spontaneous speech to perform depres-
sion level estimation were performed because, as mentioned in Chapter 8, there
is a disagreement in the literature about whether read or spontaneous speech is
more suitable for depression detection. Also, the scenario in which the experi-
ments in this Chapter took place do not exactly fit any of the works present in
the literature: the work presented in [120] does not use an automatic strategy
for estimating the depression level, while the work presented in [122] performs
a binary classification in depressed/non-depressed, but the aim of the present
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work was the estimation of the specific speaker’s depression level.
11.1.1 System description
The system we developed to estimate the depression level is depicted in Figure
11.1. This system uses iVectors to represent the audio information in a low-
dimensionality space. The iVector paradigm is considered state-of-art in differ-
ent tasks such as speaker recognition and verification [30] or language identifi-
cation [163] due to its potential for representing audio in a speaker and channel
independent way, which motivated its use for this task.
Figure 11.1: Block diagram of the depression detection system.
• Universal background model training. Audio features are extracted from
the waveforms of the training data, and the obtained feature vectors are
used to train a UBM by means of the EM algorithm [7]. The UBM was,
in these experiments, a GMM.
• Total variability training. First a segmentation of the feature vectors of
the training data is performed in order to obtain more than one training
vector per training file. The UBM is adapted to these segments using MAP
adaptation, and the means of the resulting GMM are concatenated in order
to obtain a UBM supervector for each segment. As we want to avoid the
effects of speaker and channel variability, the iVectors technique is applied
to the UBM supervectors. This technique defines a low-dimensional space,
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named total variability space, in which the speech segments are represented
by a vector of total factors, namely iVector [30]. A UBM supervector M
is decomposed as follows:
M =m+Tw (11.1)
where m is the speaker and channel independent supervector, T is a low-
rank total variability matrix, and w is the iVector corresponding to the
UBM supervector. In this training stage, matrix T is trained as described
in [157]. The training data used for training the total variability matrix
should be independent of the data used to train the UBM, in order to
avoid biasing the training of T.
• Regression training. Features are extracted from the audio files, and then
the segmentation described above is performed. The total variability ma-
trix T and the UBM are used to project the segments into the iVectors
space defined by T, obtaining a set of iVectors, one per speech segment.
These iVectors, once scaled so each component ranges between -1 and 1,
are used to train a regressor that estimates the depression level. To do so,
an ǫ-SVR with a linear kernel is trained. Training was performed using
the library for large linear classification LIBLINEAR [164].
• Testing. For estimating the depression level of an audio file, feature ex-
traction and segmentation are performed, the segments are projected into
the iVectors space defined by T, and regression of the scaled iVectors is
performed, obtaining an estimated depression level per segment. As the
aim is to estimate the depression level of the whole audio file, the mean of
the depression level of the segments is computed and rounded, obtaining
the final depression label.
11.1.2 Fusion strategies for depression level estimation
Feature-level fusion can be performed before regression in order to pool the
strengths of the different features. It is common that a feature set does not
obtain good results individually but however improves the results obtained by
another feature set on its own. Two different fusion approaches, which are
depicted in Figure 11.2, were assessed for the present task:
• Feature concatenation. Given different feature sets {F1,F2, · · · ,Fn}, a set
of iVectors {IVF1 , IVF2 , · · · , IVFn} corresponding to the training data is
obtained for each feature set. Each set of iVectors includes an iVector for
each segment s. The iVectors of segment s obtained for each feature set are
concatenated, resulting in a larger vector corresponding to that segment
s. These concatenated iVectors can be used to train an SVR as explained
in Sec. 11.1. This SVR predicts the depression level taking into account
the information contained in the different feature sets.
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Figure 11.2: Block diagram of the iVector fusion strategies.
• Principal component analysis. PCA can be applied to the concatenated
iVectors described above. PCA reduces the dimensionality of the data by
keeping only the principal components. The projection matrix was com-
puted on the concatenated training iVectors and then applied to the con-
catenated testing iVectors. The projection obtained for the concatenated
iVectors was used to train the SVR. The whole procedure is described in
more detail in [51].
11.2 Classification of depressed speech
The system described in Section 11.1 was adapted in a way that, instead of
estimating the depression level, the system just decides whether the speaker is
depressed or not.
Figure 11.3 depicts the system we developed for classification of depressed
speech which, as described in Section 11.1, is composed of three different stages.
• Universal background model training. The UBM training was carried out
in the same way as described in Section 11.1.
• Total variability training. The total variability training was carried out in
the same way as described in Section 11.1.
• Classifier training. Features are extracted from the audio files, and then
the segmentation described above is performed. The total variability ma-
trix T and the UBM are used to extract iVectors in the space defined
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Figure 11.3: Block diagram of the depression classification system.
by T, obtaining a single iVector for each of the two possible classes, “de-
pressed” and “non-depressed”; these two iVectors are the target models of
the classifier.
• Testing. To classify an audio file as depressed or non-depressed speech,
feature extraction and segmentation are performed, and the resulting seg-
ments are projected into the iVectors space defined by T, obtaining one
iVector per speech segment. Cosine distance scoring is performed for each
iVector, obtaining a set of scores for class “depressed” and for class “non-
depressed”. The class with the highest score is selected for each speech
segment, and the final decision is taken by majority voting. In this way,
a single label, “depressed” or “non-depressed” is obtained for each testing
audio file. Another way to perform this test would be extracting a single
iVector from all the speech segments, as depicted in Fig. 11.4.
It is common to apply linear discriminant analysis (LDA) before the cosine
scoring. To do so, a projection matrix is trained and then it is applied to both the
target model and test iVectors [165]. This projection produces a representation
of the iVectors in a more discriminative and low-dimensional subspace.
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Figure 11.4: Alternative test stage of the depression classification system: only
one iVector per test file is extracted.
11.3 Experimental results
This Section presents the experimental results obtained on the two depression
detection tasks presented in Chapter 9, which consist on the estimation of the
BDI of a speaker’s recording and on the classification of speech in “depressed” or
“non-depressed”. This Section first describes the experimental settings of these
two experiments and, after that, the experimental results are detailed.
11.3.1 Experimental settings
Parametrization details
Different sets of features were used in the depression detection experiments,
motivated either by their use in previous work on the depression detection task
or by their almost standardized presence in different speech technologies tasks.
The different feature sets used in this Chapter are summarized in Table 11.1.
Depression level estimation
The training partition was used to train the UBM, while the development data
was used to train the matrix T and the ǫ-SVR, and for parameter tuning as
well. To do this without biasing the experiments, a leave-one-out strategy was
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applied: 49 of the audio files were used for training, and the remaining file was
used for testing, leaving a different file out at each trial.
Several experiments with different segment lengths and overlaps were per-
formed. Since there was no crucial difference between one segmentation or other,
the configuration used in [128] was adopted for the sake of comparison. Specif-
ically, a window with length 40 s and overlap of 20 s was used. After the
segmentation stage, all the silence frames were removed (the unvoiced frames
were also removed in the case of the prosodic features), as they do not give any
information about the depression level of the speaker.
The number of Gaussians of the UBM was set to 128 because of the limited
training data. The dimension of the iVectors was set to 200 after running some
experiments on the training dataset with different values of this parameter.
The development partition was used in the experiments with only sponta-
neous or read speech. It must be noted that, as mentioned in Chapter 9, some
files were excluded from the experiments for not having either read or spon-
Table 11.1: Feature sets used in the depression detection experiments. Lines in
boldface represent the name of the dataset, the number of features and the abbre-
viation used on the tables; lines in italics state the feature extraction parameters;
regular characters describe the feature set.
MFCCs (39) (MFCC)
Extracted every 10 ms using a 25 ms window
12 MFCCs plus C0, delta and acceleration
RASTA-PLP (39) (RPLP)
Extracted every 10 ms using a 25 ms window
12 PLP cepstral coefficients [166][167] plus C0, delta and acceleration
Shifted delta cepstrum (54) (SDC)
Extracted every 10 ms using a 25 ms window
7 MFCCs augmented with 47 SDCs obtained using the configuration
(N-d-P-k) equal to 7-1-3-7
Energy and spectral features (34) (Spectral)
Extracted every 10 ms using a 25 ms window
Loudness, zero crossing rate, energy in bands
from 250–650Hz, 1 kHz–4 kHz, 25%, 50%, 75%,
and 90% spectral roll-of points,spectral flux,
centroid, entropy, variance, skewness, kurtosis,
psychoacoustic sharpness, harmonicity, flatness;
augmented with delta and acceleration coefficients
Prosodic features (19) (Prosodic)
Extracted every 10 ms using a 40 ms window
Harmonics-to-noise ratio (HNR), fundamental frequency (F0),
shimmer, jitter, formant intensity, three first formants frequency
and bandwidths
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taneous speech. The number of mixtures of the UBM was set to 64 in these
experiments, as the amount of data was greatly reduced with respect to the
original database.
Classification of depressed speech
The training partition was used to train the UBM, while the development data
was used to train the matrix T, to obtain the iVectors for classes “depressed”
and “non-depressed”, and to assess the performance of the different features,
due to the unavailability of the test labels. The leave-one-out strategy described
above was applied in these experiments as well. In the case of the experiment
where an LDA subspace projection is applied, half of the segments extracted
from the training files were used to train the total variability matrix, and the
other half was used to train the LDA projection matrix.
The segment length and overlap remained the same as in the depression level
estimation scenario. Silence frames were removed as well (also the unvoiced
frames in the case of the prosodic features). The number of Gaussians of the
UBM was set to 64.
With respect to the dimension of the iVectors, after performing experiments
with different values of this parameter, it was observed that there was not a
big difference in performance when varying the dimension between 50 and 200.
Thus, iVectors of dimension 50 were used, as this setting obtained a slightly
better performance compared to higher dimensionalities, and also because the
training data was limited, so using a small dimensionality seemed more appro-
priate.
11.3.2 Depression level estimation: experimental results
Table 11.2 shows the RMSE and the MAE obtained with each feature set on
the development dataset. The baseline results provided by the organization of
AVEC 2013 DSC are also shown for comparison. It can be seen that the MFCC
feature set achieved the best results on development, followed by the spectral
and energy features. The prosodic feature sets did not outperform the baseline
results.
Table 11.2: RMSE and MAE obtained on the depression level estimation task
on the development dataset.
Features RMSE MAE
MFCC 9.79 7.76
RPLP 10.50 8.44
SDC 10.29 8.58
Spectral 10.22 8.04
Prosodic 11.74 9.22
Baseline 10.75 8.66
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Results obtained when applying the feature concatenation fusion strategy
are summarized in Table 11.3. All the possible combinations of feature sets
were assessed but many of them did not outperform the results obtained by the
individual feature sets. Hence, the top-performing combinations were chosen.
When looking at the results obtained on the development dataset, it can be seen
that, in general, the more features, the better the estimation of the depression
level; the only exception was the combination of RPLP and SDC features, which
did not outperform the results achieved by MFCCs alone. Another fact that can
be observed in Table 11.3 is that, although prosodic features did not achieve good
results on their own, they enhance the performance of other feature sets, so they
provide useful information.
Table 11.3: RMSE and MAE obtained by feature concatenation fusion on the
development dataset.
Features RMSE MAE
MFCC+RPLP 9.65 7.78
RPLP+SDC 9.91 8.04
MFCC+Spectral+Prosodic 9.12 7.18
MFCC+RPLP+Spectral+Prosodic 8.91 6.94
MFCC+RPLP+SDC+Spectral+Prosodic 8.49 6.64
Table 11.4 shows the results obtained when applying PCA to the concate-
nated iVectors of MFCC, RPLP, Spectral and Prosodic feature sets. The table
shows that this type of fusion, when dimension is greater than 200, improves the
results obtained by the individual feature sets on the development data. How-
ever, the results obtained when concatenating the five feature sets are better
than those obtained applying PCA.
Table 11.4: RMSE and MAE obtained by PCA fusion of MFCC, RPLP, Spectral
and Prosodic feature sets.
Dimension RMSE MAE
100 10.19 7.96
200 9.71 7.72
300 9.61 7.42
400 9.50 7.40
500 9.36 7.30
600 9.31 7.36
700 9.34 7.36
800 9.20 7.22
900 9.04 7.02
The results obtained when using only spontaneous or read speech for detect-
ing the speaker’s depression level are shown in Table 11.5. These results show
that the best estimation of the depression level was achieved when using only
read speech, agreeing with the conclusions presented in [120]. Moreover, the
best results in this case were obtained when using spectral and energy features,
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closely followed by the SDC and the RPLP features. It should be noted that,
although the experiment is not exactly the same, the results achieved when us-
ing only read speech improve those obtained when using the whole speech file,
as can be seen by comparing Tables 11.2 and 11.5.
Table 11.5: RMSE and MAE obtained with the different feature sets using either
spontaneous or read speech.
Spontaneous Read
Features RMSE MAE RMSE MAE
MFCC 10.18 8.41 9.48 7.63
RPLP 9.62 7.87 8.94 7.20
SDC 9.47 7.89 8.83 7.15
Spectral 9.41 7.83 8.42 6.76
Prosodic 11.86 9.11 10.56 8.07
11.3.3 Classification of depressed speech: experimental re-
sults
Table 11.6 shows the accuracies obtained when classifying the speakers as “de-
pressed” or “non-depressed” following the majority voting approach described
in Section 11.2, with and without applying LDA. Results obtained with the al-
ternative test approach that uses one iVector per test file are also shown for
comparison. The Table shows that the strategy that uses one iVector per test
file was not able to discriminate between the two classes; in fact, it classified
all the instances as “non-depressed”. However, the proposed majority voting
approach obtained results over the chance level, being the spectral and energy
features the ones that obtained the best classification accuracy, followed by the
MFCCs. Table 11.6 also shows that applying LDA did not improve the results
in general, which was probably caused by the limited training data.
Table 11.6: Accuracy of the depression classification task using different features.
Accuracy
Features Majority voting Majority voting+LDA One iVector per file
MFCC 66% 64% 60%
RPLP 54% 54% 60%
SDC 62% 62% 60%
Spectral 70% 70% 60%
Prosodic 60% 62% 60%
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11.4 Discussion
This Chapter described an iVector-based approach for depression level estima-
tion and depressed speech classification. This approach segmented the audio in
fixed-length segments in order to obtain more than one example per audio file.
Thus, this approach was able to tackle the following issues that were present in
the experimental framework:
• The number of audio recordings per dataset was reduced, and not all of
them had the same duration. This issue was tackled by introducing a
segmentation stage, in order to obtain several examples per audio file.
• There were both male and female speakers with very diverse ages, and the
speakers were recorded in different places using a laptop and a headset,
which led to channel and speaker variability issues. The use of iVectors
allowed to get rid of these variabilities.
Different acoustic features for speech-based automatic estimation of depres-
sion level were assessed in this work. The MFCC features obtained the best re-
sults both on the depression level estimation and depression classification tasks,
followed by the spectral and energy feature set. Two different strategies for com-
bining the different feature sets for depression level estimation were assessed,
obtaining good results on the development dataset. The obtained fusion results
suggest that prosodic features do not obtain good results on the depression level
detection task, but they enhance the performance of other feature sets. Depres-
sion level detection experiments were also performed using either spontaneous
or read speech and, according to the experimental results, the use of read speech
is more suitable for the depression level detection task, as an improvement was
achieved compared to using the whole audio file. In this case, the best per-
forming features were the spectral and energy features, followed by the SDC
and RASTA-PLP feature sets. The worst results were achieved by the MFCC
features, which were the ones that obtained the best performance on the other
two tasks.
Seeing the results obtained on the different tasks, we cannot draw any conclu-
sions about which features are more suitable for representing depressed speech,
as the same feature set may behave in a different way depending on the specific
experiment. This fact might be related to the use of a small dataset with very
few examples and speakers, which makes it more difficult to obtain generalizable
conclusions.
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Chapter 12
Summary, contributions and
future research lines
This Part of the Thesis presented different approaches for emotional state de-
tection, specifically for continuous emotion recognition and detection of the de-
pression level of a speaker. This Chapter summarizes the proposed approaches,
discusses the conclusions extracted from the experimental results and draws
some future lines in continuous emotion recognition and depression detection,
which are presented in Sections 12.1 and 12.2, respectively.
12.1 Continuous emotion recognition
Chapter 10 proposed novel techniques to perform continuous emotion recog-
nition. Our first concern was to be able to detect which parts of the audio
recordings had speech and which did not: as stated in Chapter 9, the database
we used in this Part of the Thesis was audiovisual, so there is a value of the emo-
tional dimensions for each time instant, no matter if the person is speaking or
not, as emotions can be extracted from their face; however, the non-speech parts
do not provide any information when it comes to train a system that uses speech
only to estimate the emotional dimensions, so it is important to discard the non-
speech contents in the first place. Thus, we applied one of the techniques used
in Part I of this Thesis to divide the audio into speech and non-speech segments;
specifically, the second approximation of the Poisson-based false alarm rejection
strategy presented in Chapter 5 was used to divide the audio into homogeneous
segments, and after that an SVM was used to classify the audio segments as
speech or non-speech.
After solving the aforementioned issue, we had to deal with the fact that we
had to estimate the instantaneous value of the emotional dimensions, but the
time span of the speech frames is not enough to be able to provide representative
information about the speaker’s emotional state. Thus, in order to increase the
time span of our speech representation, we proposed to perform a segmentation
of the speech using a sliding window with overlap, so we estimated a single value
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of each emotional dimensions for each window. In this way, we are not capturing
instantaneous variations of the emotional dimensions, but as the database was
rated by humans, it is reasonable to suppose that the variation of the emotional
levels in a time interval of a couple of seconds is almost negligible. Also, this
windowing approach allowed us to use models to represent the speech segments,
which increases the range of techniques we can use in this task.
Indeed, the possibility to use models to represent the speech segments led us
to propose the use of the eigen-space approach for emotion recognition. Eigen-
space training was proposed for the speaker identification task, and it performs
discriminative training of a subspace projection which aims at extracting the
relevant characteristics of the speakers. Thus, we decided to let the emotions be
our speakers, i.e. we discretized the emotional space in order to obtain a finite
number of emotions, and we trained an eigen-space projection which aimed at
extracting the relevant characteristics of the emotions, namely eigen-emotions
approach. We proposed two different discretizations of the emotional dimen-
sions: in one of them, each dimension was individually discretized, and a differ-
ent eigen-space was learnt for each dimension; the other discretization performed
a clustering of all the dimensions at the same time, allowing us to train a single
eigen-space. The experimental results suggested that this second discretization
was slightly better, probably because it makes it possible to capture the ex-
isting correlation between the different emotional dimensions, and also because
the amount of available data to train each of the clusters is bigger in this case.
Also, the experimental validation showed that the use of the eigen-emotions
technique improved the results compared to using the regular GMM-UBM rep-
resentation, and a dramatic reduction of the dimensionality of the representation
was achieved. As future lines, we are working on a third approximation to the
eigen-emotions approach that does not require a discretization of the emotional
dimensions.
Due to the nature of the database used to perform continuous emotion recog-
nition, which features male and female speakers of diverse ages recorded in differ-
ent locations using different devices, we tried to overcome the speaker and chan-
nel variabilities effects by representing the speech segments in a total variability
subspace. The experimental results obtained using the iVector representation
of the speech proved its validity, as the correlation between the groundtruth
and the estimated emotional dimensions was higher when performing this unsu-
pervised representation. These results were comparable to those achieved with
the eigen-emotions representation, with the advantage that the training of the
total variability matrix is unsupervised, while the training of the eigen-emotions
transformation is supervised.
The framework used in these experiments was the one used in the AVEC
2013 affect sub-challenge, which is a tough experimental framework: the highest
correlation achieved in this evaluation was 0.1409 while, for example, in the
AVEC 2013 fully continuous sub-challenge, in which a similar task was performed
in a different scenario, a correlation of 0.45 was achieved by the participants.
The low performance obtained in the AVEC 2013 data is probably due to the
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following reasons:
• The database used is more challenging, as it consists on real recordings of
patients performing a depression assessment test. The channel variability
of the recordings is also significant, which was our motivation for using the
subspace techniques we proposed in this Thesis.
• The affect labels for arousal and valence used in the AVEC 2013 affect
sub-challenge were annotated by one annotator per recording. Although a
normalization of the annotations was performed, emotion has a subjective
component that makes it hard to rely on one person’s opinion; in fact, the
labels of affect databases are usually computed as the average of the labels
annotated by several raters, in order to make them more reliable.
Although the continuous emotion recognition results obtained with the pro-
posed techniques do not look impressive due to the aforementioned issues, the
motivation for using the proposed techniques is encouraging and we plan to as-
sess our techniques in other experimental frameworks in order to prove their
validity.
12.2 Depression detection
Chapter 11 presented an approach to perform depression level estimation and
depressed speech classification, and this strategy was used to analyse the per-
formance of different types of features on these tasks.
The presented depression estimation approaches follow the same paradigm
proposed for continuous emotion recognition. First, the audio stream is divided
in order to detect the speech segments, and then a segmentation of the speech
parts using a fixed-length sliding window is performed. The segmentation of
the speech is not due to the necessity to obtain instantaneous values, as a single
depression value (or a “depressed”/“non-depressed” decision) must be estimated
for the whole audio recording; in this case, we decided to segment the speech
in order to obtain more than one example per audio file, so, on the one hand,
in this way we can estimate the depression value or class for each segment and
then make a decision based on all the estimations and, on the other hand, as the
amount of training data for each depression level and class is very limited, we
can obtain more examples. Our experimental results demonstrated that, in the
case of “depressed”/“non-depressed” classification, performance improved when
applying this segmentation step compared to making a single decision using the
whole audio recording.
In the same way as described in Chapter 10, we used an iVector based ap-
proach for depression estimation and classification in order to overcome the
speaker and channel variabilities. We studied the performance achieved when
using different sets of features as well as two fusion techniques; one consisted
on iVector concatenation and the other consisted on applying PCA to these
concatenated iVectors.
144 SUMMARY AND FUTURE RESEARCH LINES
It is not clear which features achieved a better estimation of the depression
level, as the top performing features in the depression level estimation and clas-
sification experiments, specifically, the MFCCs, were the ones that obtained the
worst performance in the experiments using either read or spontaneous speech, in
which the top performance was achieved by the spectral and energy feature sets.
The iVector concatenation fusion strategy showed an improvement with respect
to the individual feature sets, specially when concatenating all the available fea-
ture sets. However, the PCA fusion strategy did not seem to be advantageous;
it outperformed the results of the individual feature sets, but results achieved
without applying PCA (just concatenating all the feature sets) were better.
After seeing these results, we can state that it is not possible to extract strong
conclusions from these experiments, as there was not a feature set that showed
to be significantly better than the others in all the experiments. Some of these
results are similar to those reported by other researchers such as [130], but it is
still difficult to prove the validity of these results; the lack of publicly available
databases of depressed speech makes databases, systems, features and results
very difficult to compare. Our motivation for using the AVEC 2013 DSC comes
from the fact that it was publicly available and there are several papers describ-
ing systems and results obtained on this database, which makes it possible to
compare the performance and to draw conclusions from the results. Neverthe-
less, this database is very limited because there is a small number of audio files,
which may lead to jump into wrong conclusions. Also, the partitions that were
defined for the AVEC 2013 DSC sub-challenge are not speaker independent: the
number of different speakers is reduced and they appear in both training and
testing partitions, making it difficult to be sure that a speaker-independent sys-
tem has been obtained. Also, the number of examples of the different depression
levels is limited, which makes it difficult to know if the results obtained by a
depression level classifier are generalizable to other data. To sum up, it would
be interesting to replicate these experiments in a bigger database in order to be
able to extract more solid conclusions about which features are more suitable
for detecting depressed speech.
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Appendices

Appendix A
Reducing the False Alarm
Rate: Analysis of the Free
Parameters
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Figure A.1: Precision, recall and F-score obtained on the different datasets ap-
plying the adaptive false alarm rejection strategy, varying the free parameters
ΘBIC max and pdiscard max.
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Figure A.2: Precision, recall and F-score obtained on the different datasets ap-
plying the Poisson false alarm rejection strategy (first approximation), varying
the free parameters ΘBIC and µ.
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Figure A.3: Precision, recall and F-score obtained on the different datasets ap-
plying the Poisson false alarm rejection strategy (second approximation), varying
the free parameter ΘBIC .
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Figure A.4: Precision, recall and F-score obtained on the different datasets ap-
plying the uniform false alarm rejection strategy, varying the free parameters
ΘBIC and pdiscard.
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Appendix B
Automatic Speech
Recognition System
A large vocabulary continuous speech recognition module was used in this Thesis
to generate automatic transcriptions of audio documents [168]. It can be divided
in two modules: the one-pass ASR block and the speaker model adaptation
block. The one-pas ASR block has two previous steps to recognition itself:
• Given a speech segment, a VAD based on energy thresholds and a simple
state machine is applied to divide the speech segment in smaller chunks.
This step is applied in order to reduce the computational effort, resulting
in a minor degradation of recognition results.
• Acoustic model selection is performed in order to select the most suitable
acoustic models for each speech segment. To do so, a phonetic recognizer
is applied to the first ten seconds of a speech segment, and the models that
achieve the best acoustic score are selected.
The decoder is divided in two passes:
• A Viterbi synchronous beam search is performed on the first pass. To do so,
several sources of information are used, such as context-dependent HMMs,
cross word models and a trigram based language model (LM). Prunning is
applied to global, acoustic and LM scores in order to reduce the complexity
of the search. Also, a word-level prunning is applied in order to reduce the
number of possible words. The acoustic models used on this stage are the
ones selected in the acoustic model selection procedure.
• On the second pass, a word graph is created using the words extracted from
the first pass, and this graph is rescored by means of an A∗ algorithm. This
second pass includes the words that were not propagated on the first pass.
Model adaptation is performed before applying the second pass; in this case,
the module is fed with the speaker clustering of the speech segments, and a
maximum likelihood linear regression+maximum a posteriori (MLLR+MAP)
adaptation of the acoustic models is performed.
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Figure B.1: Large vocabulary continuous speech recognition strategy.
This whole procedure is represented in Fig. B.1.
The ASR system described in this Appendix was used to recognize audio
contents in Galician language. The material used to train the LM was extracted
from a newspaper macrotext, while the acoustic models were trained using the
training dataset of Transcrigal database described in Chapter 3. Different sets
of acoustic models were trained, including general acoustic models and speaker-
specific acoustic models; for example, specific acoustic models for the anchor
speakers were trained, as the amount of available audio spoken by them was
enough to perform the training of such models.
Appendix C
Scales for depression
assessment
Psychologists and psychiatrists developed different assessment tests in order
to measure the depression level of a patient. It is common that the patient
performs a self-assessment by answering a questionnaire, but this type of tests
may also require the collaboration of an interviewer to perform the test to the
patient. Depression assessment tests usually composed of questions about how
the patients have been feeling in the last days, obtaining a score that indicates
the severity of the depression symptoms of the patient. Automatic depression
detection systems aim at either estimating the exact depression level according
to some rating scale or at classifying a patient’s speech as “depressed” or “non-
depressed” by splitting the scale in these two classes. Some of the most common
depression assessment tests are described below:
• The Hamilton rating scale for depression (HAM-D) [169] is a test involv-
ing an interviewer and a clinically diagnosed depressive patient. This test
consists on 17 questions with answers that are rated from 1 to 3 or 5, de-
pending on the specific question. A unique score is computed by summing
the results obtained on the different questions, representing the level of
depression: 0-7 stands for normal, while 20 or higher stands for moder-
ate, severe or very severe depression. There are three additional questions
that are not considered for computing the final score, but they provide
supplementary information to diagnose the patient.
• The Beck Depression Inventory (BDI) [170] is a self-assessment question-
naire in which the patient must answer question related to depression
symptoms such as irritability, hopelessness, fatigue or lack of interest in
sex. Its most recent version is the BDI-II [155], which consists on 21 ques-
tions whose answers are rated in a scale from 0 to 3. The BDI value ranges
from 0 to 63, and four depression level intervals were defined: 0-13 stands
for minimal depression, 14-19 represents mild depression, 20-28 stands for
moderate depression while 29-63 represents a severe depression level.
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• The inventory of depression symptomatology (IDS) [171] is a test for mea-
suring the severity of depression symptoms, available in both clinical and
self-rated versions. It consists of 30 items that measure symptoms related
to depression such as anxiety or irritability, and the depression level of the
patient is rated in a scale that ranges from 0 to 84. This test is sensitive to
changes in medication or psychotherapy, making it useful for research and
clinical purposes. There is a reduced version of the IDS, namely the quick
inventory of depression symptomatology (QIDS) [172], which consists of
16 items extracted from the 30 items of the IDS, resulting in a score that
ranges from 0 to 27.
• Other depression assessment tests are the patient tests questionnaire [173]
and the Zung self-rating depression scale [174].
Appendix D
Resumen
Las tecnolog´ıas del habla se han convertido en parte de nuestra vida diaria
gracias a an˜os de investigacio´n y desarrollo tecnolo´gico. Estos avances van a la
par con la creciente demanda de herramientas para mejorar nuestra calidad de
vida: por un lado, el ra´pido crecimiento de la cantidad disponible de contenidos
multimedia ha creado la necesidad de disponer de herramientas para procesar
este tipo de informacio´n de forma automa´tica; por otro lado, estos avances han
abierto las puertas a la inclusio´n de las tecnolog´ıas del habla en la vida cotidiana.
Esta inclusio´n recibio´ un gran impulso gracias al desarrollo de interfaces para
personas con necesidades especiales, que ahora tienen la posibilidad de aumentar
su contacto con las tecnolog´ıas que tan restrictivas eran para ellos hace algunos
an˜os. Aparte del aumento de calidad de vida de este colectivo, las tecnolog´ıas
del habla esta´n empezando a ser de una importancia capital en el estudio de
problemas relacionados con la salud mental o con problemas en la produccio´n
de habla. La medicina y la psicolog´ıa esta´n empezando a sacar provecho del
gran potencial de las tecnolog´ıas del habla para el estudio y el tratamiento
de diferentes patolog´ıas, lo que supone un gran paso de cara a aumentar el
conocimiento sobre este tipo de enfermedades.
Esta Tesis pretende contribuir a la mejora de las tecnolog´ıas para la deteccio´n
del estado emocional del hablante desde el principio del proceso hasta el final,
desde la forma de onda hasta la estimacio´n del estado emocional. Por tanto,
esta Tesis esta´ compuesta de diversas contribuciones a distintos niveles de este
proceso. En esencia, las distintas fases que se llevan a cabo para la deteccio´n
del estado emocional son las siguientes:
• El primer paso de muchas tareas relacionadas con las tecnolog´ıas del habla
consiste en, dada una forma de onda, diferenciar las partes que incluyen voz
de las que incluyen otros sonidos; esta tarea se conoce como segmentacio´n
de audio, ya que consiste en dividir un flujo de audio en segmentos ho-
moge´neos de acuerdo con algu´n criterio dado. Un ejemplo ser´ıa la seg-
mentacio´n del audio en “voz” y “no voz”.
• Una vez que las regiones que incluyen voz esta´n delimitadas, es posible
dividir estos contenidos de acuerdo con el locutor, es decir, realizar una
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segmentacio´n de las partes de voz en segmentos homoge´neos de locutor, lo
que se conoce como segmentacio´n de locutor. Este paso es crucial cuando
se quiere extraer informacio´n sobre el hablante, ya que antes de realizar
esta tarea es necesario definir los l´ımites de los segmentos de locutor.
• Aparte de obtener una divisio´n del audio en segmentos de locutor, es posi-
ble que sea de intere´s realizar una extraccio´n de la informacio´n sobre la
identidad de los locutores, pero esta identidad es, en general, desconocida
a priori, as´ı que se puede asignar una etiqueta gene´rica a los segmentos
de un mismo locutor. Esta tarea se conoce como diarizacio´n de locutor, y
consiste en identificar en que´ segmentos de voz habla el mismo locutor, es
decir, “quie´n hablo´ cua´ndo”.
• Aparte de su identidad, es posible extraer informacio´n sobre el locutor de
los segmentos de audio. Esta informacio´n puede ser de ı´ndole muy diversa,
tal como la edad del locutor, su ge´nero, el idioma que habla, el acento. . . En
esta Tesis nos vamos a centrar en la extraccio´n del estado emocional del
hablante.
En esta Tesis se presentan contribuciones en las cuatro etapas que se acaban
de definir, es decir: segmentacio´n de audio, segmentacio´n de locutor, diarizacio´n
de locutor y deteccio´n del estado emocional.
Las prestaciones de los sistemas de segmentacio´n de audio son relativamente
buenas cuando las clases a identificar son fa´ciles de distinguir; por ejemplo, dis-
tinguir entre voz y silencio es un problema que ha sido resuelto de forma bastante
satisfactoria. Sin embargo, en situaciones ma´s complejas, donde aparte de voz
aparecen otros sonidos como ruidos o mu´sica, el problema de la segmentacio´n de
audio adquiere mayor dificultad. En estas situaciones, es posible que un sistema
que sea muy preciso clasificando una clase tenga problemas a la hora de clasificar
otras clases. Una solucio´n a este tipo de problemas es la combinacio´n de dife-
rentes estrategias de segmentacio´n de audio por medio de te´cnicas de fusio´n: de
esta forma, es posible realzar las fortalezas y reducir las debilidades de las dis-
tintas estrategias de segmentacio´n. En esta Tesis, se presenta un marco para la
fusio´n de estrategias de segmentacio´n de audio, que consiste en la estimacio´n de
la fiabilidad de los clasificadores al clasificar las diferentes clases. Tambie´n pre-
sentamos una serie de estimadores de la fiabilidad, y analizamos su rendimiento
en diferentes escenarios.
Las estrategias de segmentacio´n de locutor tienen principalmente dos tipos
de errores: falsas alarmas (detectar un cambio de locutor que no es un cambio
de locutor real) y supresiones (no detectar un cambio de locutor real). Dependi-
endo del tipo de contenido de audio a segmentar, los sistemas de segmentacio´n
automa´tica son ma´s propensos a sufrir uno u otro de estos tipos de errores:
cuando las grabaciones de audio tienen turnos de locutor muy largos mezclados
con otros turnos cortos, los sistemas de segmentacio´n son propensos a producir
falsas alarmas; cuando las grabaciones de audio tienen turnos de locutor muy
cortos en general, las estrategias automa´ticas tienden a experimentar una alta
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tasa de supresiones. En esta Tesis se presentan diferentes me´todos para paliar
estos errores, y se realiza un ana´lisis del comportamiento de estas estrategias
propuestas a la hora de segmentar diferentes contenidos de audio; concreta-
mente, nos centramos en la segmentacio´n de locutor en sesiones del Parlamento
y en programas de televisio´n.
La diarizacio´n de locutor comprende la resolucio´n de cuatro tareas princi-
pales: co´mo segmentar el audio, co´mo representar los segmentos de voz, co´mo
realizar el clustering y co´mo decidir el nu´mero de locutores. La segmentacio´n
de locutor es un tema que ya se trata en las tareas de segmentacio´n de audio y
locutor. La representacio´n de los segmentos de voz es un tema todav´ıa abierto,
ya que no hay un acuerdo claro en la literatura sobre cua´l es la representacio´n
del audio ma´s apropiada para esta tarea. La realizacio´n del clustering suele
resolverse por medio de te´cnicas de clustering aglomerativo. La seleccio´n del
nu´mero de locutores es el tema menos estudiado de los cuatro mencionados y,
aunque no hay mucha bibliograf´ıa sobre este tema, no es una tarea trivial, ya
que esta decisio´n tiene un gran impacto en las prestaciones de los sistemas de
diarizacio´n. Esta Tesis analiza las prestaciones de diferentes representaciones
de los segmentos de voz para diarizacio´n de locutor, y adema´s se propone un
criterio para seleccionar el nu´mero de locutores. Como prueba de concepto,
tambie´n se presenta un estudio sobre la influencia de los errores de diarizacio´n
en reconocimiento automa´tico de habla.
La estimacio´n del estado emocional del hablante es una tarea que todav´ıa no
se ha llevado a cabo de forma satisfactoria, as´ı que a d´ıa de hoy todav´ıa no hay
un acuerdo sobre que´ caracter´ısticas de la voz son las mejores par realizar este
tipo de tareas. Adema´s, en algunos casos, es necesario realizar una estimacio´n
instanta´nea del estado emocional del hablante, cosa que no es sencilla cuando se
trata con informacio´n de audio, ya que la informacio´n contenida en una trama
de voz es suficientemente informativa como para extraer informacio´n sobre el
estado emocional del hablante. En esta Tesis, se proponen diferentes te´cnicas
de representacio´n de la voz para realizar la deteccio´n del estado emocional, que
fueron evaluadas en la tarea de reconocimiento continuo de emociones. Adema´s,
se realizo´ un ana´lisis de las prestaciones de diferentes caracter´ısticas para la de-
teccio´n del nivel de depresio´n del hablante, concretamente para la estimacio´n
del nivel de severidad de depresio´n del locutor y para la clasificacio´n de la voz en
“depresiva” y “no depresiva”. Tambie´n se estudio´ el rendimiento de estas carac-
ter´ısticas cuando el material de audio consist´ıa en habla esponta´nea o le´ıda con
la finalidad de analizar que´ tipo de discurso es ma´s adecuado para la deteccio´n
de la depresio´n.
A continuacio´n, se presenta un resumen de las distintas aportaciones de esta
Tesis, as´ı como de los resultados obtenidos y las conclusiones extra´ıdas.
Te´cnicas de fusio´n para segmentacio´n de audio
El uso de te´cnicas de fusio´n esta´ muy extendido en diferentes tareas relacionadas
con las tecnolog´ıas del habla, debido a que permiten aprovechar los puntos
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fuertes de los diferentes sistemas as´ı como atenuar sus debilidades. Existen
tres tipos principales de te´cnicas de fusio´n:
• A nivel de caracter´ıstica. Se pueden extraer diferentes caracter´ısticas de
la forma de onda y crear vectores de caracter´ısticas de mayor dimensio´n,
que sera´n usados para realizar la clasificacio´n.
• A nivel de score. Algunos clasificadores producen como salida la decisio´n
de la clase y tambie´n un score correspondiente a cada una de las clases.
Estos scores pueden combinarse para obtener un u´nico score sobre el que
se tomara´ la decisio´n de cua´l es la clase ma´s adecuada.
• A nivel de decisio´n. Las salidas de distintos clasificadores se pueden em-
plear para tomar una decisio´n combinada teniendo en cuenta todas estas
salidas. Esta te´cnica de fusio´n es la u´nica que se puede emplear cuando
se tienen sistemas de clasificacio´n que son cajas negras, es decir, solo se
conoce la entrada y la salida de los sistemas.
En esta Tesis nos centramos en la fusio´n a nivel de decisio´n, debido a que
como solo se necesita la salida de los clasificadores para llevar a cabo la fusio´n,
su uso es posible en cualquier situacio´n. Proponemos un marco teo´rico para
el disen˜o de ensembles de clasificadores que consiste en la estimacio´n de la
probabilidad condicional por clase de cada clasificador, que se obtiene calcu-
lando la matriz de confusio´n resultante de clasificar un conjunto de datos de
desarrollo. Estas probabilidades sera´n usadas como estimadores de la fiabilidad
de cada sistema para cada clase. Por tanto, cualquier sistema puede formar
parte de este tipo de ensembles; esto se debe a que no importa si el sistema de-
vuelve como salida una probabilidad para cada clase o simplemente la etiqueta
asignada a la clase, ya que la u´nica informacio´n necesaria para estimar esta fia-
bilidad son las etiquetas de salida. Las te´cnicas propuestas pueden ser aplicadas
a la tarea de segmentacio´n de audio, realizando una fusio´n trama a trama.
Como se menciono´ con anterioridad, los estimadores de la fiabilidad propues-
tos se obtuvieron a partir de las matrices de confusio´n de los clasificadores. De
estas matrices se pueden extraer cuatro tipos de medidas de prestaciones del
clasificador: positivos reales, falsos positivos, negativos reales y falsos negativos.
Estas medidas se pueden calcular para el clasificador completo o para cada clase,
siendo la segunda opcio´n la adoptada en este caso.
A partir de las cuatro medidas de prestaciones extra´ıdas de la matriz de
confusio´n, se definieron una serie de estimadores de probabilidad que se calculan
usando estas medidas. concretamente:
• Basado en la accuracy. La accuracy, que consiste en el porcentaje de ejem-
plos correctamente clasificados, puede ser empleada para estimar co´mo de
fiable es un clasificador clasificando una clase dada.
• Basado en la precisio´n. La precisio´n mide la tasa de falsos positivos: cuanta
mayor precisio´n, menos falsos positivos y, por tanto, mayor fiabilidad.
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• Basado en el recall. Al igual que en el caso anterior, un clasificador con
recall alto tiene una tasa baja de falsos negativos, por tanto se podr´ıa
considerar ma´s fiable a la hora de clasificar una clase.
• Basado en el F-score. El estimador de la fiabilidad basado en el F-score
pretende tener en cuenta los dos tipos de errores de clasificacio´n (falsos
positivos y falsos negativos) mediante el uso de la media armo´nica de la
precisio´n y el recall.
• Basado en la informacio´n mutua. El estimador de la fiabilidad basado
en la informacio´n mutua mide la fiabilidad de un clasificador a la hora de
clasificar una clase en funcio´n de la informacio´n mutua entre el clasificador
y las etiquetas de los datos de entrenamiento.
Aparte de un estimador de la fiabilidad, se necesita una estrategia para com-
binar los distintos clasificadores. En este escenario consideramos que la te´cnica
ma´s adecuada es el weighted majority voting, que asigna un peso diferente a cada
clasificador, siendo el peso en este caso el estimador de la fiabilidad: cuanto ma´s
fiable, mayor peso.
Las te´cnicas de fusio´n propuestas fueron probadas en dos marcos experimen-
tales diferentes, ambos de clasificacio´n de audio, en los cuales se deb´ıa realizar
una clasificacio´n del audio en cinco clases diferentes. Los resultados de los expe-
rimentos mostraron el potencial de los estimadores de la fiabilidad basados en la
precisio´n, el F-score y la informacio´n mutua, mientras que el estimador basado
en la accuracy demostro´ no ser muy adecuado, al solo ser capaz de mejorar las
prestaciones de la fusio´n basada en majority voting en una ocasio´n.
Reduccio´n de falsas alarmas en segmentacio´n de lo-
cutor
En segmentacio´n automa´tica de audio, la falsas alarmas son cambios acu´sticos
detectados por el sistema de segmentacio´n que no se corresponden con cam-
bios de locutor, provocando que los turnos de locutor se dividan en segmentos
ma´s cortos. La consecuencia de esta sobre-segmentacio´n es la degradacio´n del
rendimiento de las tareas que usan datos segmentados automa´ticamente. En re-
conocimiento de habla, la divisio´n de turnos de locutor en segmentos pequen˜os
puede causar la divisio´n de frases, dificultando la tarea del modelo de lenguaje.
En clustering de locutor, los segmentos adyacentes de un mismo locutor podr´ıan
no juntarse en el mismo cluster, provocando errores de clustering. Adema´s, los
segmentos cortos tienen como consecuencia la obtencio´n de modelos de locutor
que no esta´n correctamente entrenados debido a la falta de datos.
Los algoritmos de segmentacio´n como el BIC tienen un para´metro de ajuste
λ que permite que el sistema tenga ma´s falsas alarmas y menos supresiones y
viceversa. Sin embargo, este tipo de sistemas tienen un rendimiento bastante
pobre cuando tratan de segmentar contenidos de audio con turnos de locutor
muy largos; si el sistema se ajusta para ser tolerante a falsas alarmas, los turnos
164 RESUMEN
de longitud largos sera´n divididos en otros ma´s pequen˜os, pero si el sistema se
ajusta para ser tolerante a supresiones, los segmentos cortos no sera´n detectados.
En esta Tesis se describen distintas te´cnicas que pretenden reducir la tasa
de falsas alarmas de un sistema de segmentacio´n de locutor basado en el BIC.
Estas estrategias primero deciden si un cambio acu´stico es sospechoso de ser una
falsa alarma y, si lo es, el cambio de locutor se conserva o se descarta siguiendo
diferentes te´cnicas.
Las te´cnicas descritas en esta Tesis parten del siguiente sistema de seg-
mentacio´n: primero el algoritmo BIC es empleado para detectar candidatos
a cambios de locutor y, en caso de encontrarlos, se usara´ nuevamente el criterio
BIC para decidir si el cambio de locutor se acepta o se rechaza. Posterior-
mente, se clasificara´ el segmento formado como voz, mu´sica o ruido/silencio y
se aplicara´ la verosimilitud cruzada (cross likelihood ratio, CLR) para decidir
si los segmentos adyacentes son muy similares, descartando el cambio, o no,
acepta´ndolo.
Las estrategias propuestas se basan en el mismo principio: se observa el
valor de ∆BIC devuelto al aceptar un cambio de locutor: si este valor esta´ por
debajo de un umbral, este cambio sera´ sospechoso de ser una falsa alarma, de lo
contrario sera´ aceptado. Los cambios que son sospechosos de ser falsas alarmas
sera´n aceptados o rechazados con una probabilidad dada.
La primera de las te´cnicas propuestas monitoriza, mediante el nu´mero de
cambios aceptados y rechazados por el CLR, co´mo de bien esta´ funcionando el
sistema de segmentacio´n, es decir, si esta´ generando muchas falsas alarmas o
no. En funcio´n de esto, se adaptara´ el umbral del ∆BIC y la probabilidad de
descarte, de manera que el sistema autorregulara´ sus para´metros para tratar de
evitar que se produzcan falsas alarmas pero tambie´n supresiones. A esta te´cnica
se le an˜adieron dos para´metros que limitan el valor ma´ximo tanto del umbral
como de la probabilidad de descarte.
La segunda te´cnica se presenta en dos versiones diferentes. En la primera
versio´n, se supone que el proceso de aparicio´n de falsas alarmas sigue un pro-
ceso de Poisson, y se modela la probabilidad de descarte como la funcio´n de
distribucio´n de Poisson con una media que se ajustara´ usando datos de desarro-
llo. La segunda versio´n supone que el proceso de aparicio´n de cambios de locutor
sigue un proceso de Poisson, y la probabilidad de descarte sera´ igual a la pro-
babilidad de que haya una ocurrencia de este evento en un intervalo de tiempo
dado por el cambio que se esta´ evaluando y el anterior, los cuales delimitar´ıan
la duracio´n del segmento. En este caso, se estimara´ la tasa de ocurrencias en
funcio´n de la mediana de la longitud de los segmentos en los datos de desarrollo.
En este caso, el umbral del valor de ∆BIC es constante y ajustado sobre los
datos de desarrollo.
La tercera te´cnica tiene un umbral y una probabilidad de descarte fijos: la
finalidad de esta estrategia es permitir al usuario regular co´mo de tolerante
quiere ser con las falsas alarmas y con las supresiones, ajustando los para´metros
en consecuencia.
La validacio´n de estas te´cnicas se llevo´ a cabo en cuatro marcos experimen-
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tales diferentes:
• TC-STAR database. Esta base de datos consiste en grabaciones de se-
siones del Parlamento espan˜ol y del Parlamento europeo, y es en ella en la
que se esperaba una mayor influencia de las te´cnicas de reduccio´n de falsas
alarmas. Esto se debe a que las sesiones del Parlamento suelen estar for-
madas por turnos de locutor muy largos intercalados con otros muy cortos,
de manera que si se trata de reducir la tasa de falsas alarmas mediante la
manipulacio´n del para´metro λ del algoritmo BIC lo que se conseguir´ıa es
suprimir cambios reales de locutor.
• Transcrigal database y 3/24 TV database. Estas dos bases de datos con-
sisten en programas televisivos de noticias. Concretamente, Transcrigal
consiste en noticiarios en gallego de la Televisio´n de Galicia, mientras que
3/24 TV incluye telediarios en catala´n grabados del canal de televisio´n
3/24 TV.
• TV shows database. Esta base de datos consta de diferentes cap´ıtulos de
series de televisio´n, incluyendo comedias de situacio´n y series tipo drama.
La primera fase experimental consistio´ en el ajuste de los para´metros libres
del algoritmo BIC para, posteriormente, analizar el rendimiento de las diferentes
te´cnicas propuestas. Los resultados experimentales obtenidos usando las diferen-
tes te´cnicas confirmaron su validez, ya que realmente estas estrategias reducen
la tasa de falsas alarmas sin perjudicar en exceso a la tasa de supresiones. En
el caso de intere´s en estos experimentos, es decir, la base de datos TC-STAR,
se consiguio´ reducir la tasa de falsas alarmas a cambio de un ligero aumento
de la tasa de supresiones. En el resto de marcos experimentales, los resultados
obtenidos usando estas te´cnicas fueron muy similares a aquellos producidos por
el sistema de referencia, con lo cual no beneficiaron pero tampoco perjudicaron
al rendimiento del sistema.
Reduccio´n de supresiones en segmentacio´n de locu-
tor
En segmentacio´n automa´tica de locutor, las supresiones son cambios reales de
locutor que no son detectados por el sistema de segmentacio´n, provocando que
segmentos adyacentes de distintos locutores sean unidos de forma incorrecta.
La presencia de supresiones en un sistema de segmentacio´n de locutor puede
dan˜ar de forma importante el funcionamiento de los sistemas que utilizan esta
segmentacio´n incorrecta. En diarizacio´n de locutor, las supresiones provocara´n
errores en el proceso de clustering debido a que, por un lado, el sistema inten-
tara´ clasificar segmentos de locutor que contienen voz de varios locutores como
si se tratara de voz de un solo locutor y, por otro lado, el modelado de ese seg-
mento de voz se vera´ comprometido por contener voz de distintos locutores. El
166 RESUMEN
rendimiento de un sistema de reconocimiento de habla tambie´n se vera´ perju-
dicado por este tipo de errores, ya que se le pasara´n frases demasiado largas al
reconocedor, y adema´s se realizara´ una seleccio´n incorrecta de modelos acu´sticos,
lo que reducira´ los beneficios del paso de adaptacio´n de locutor.
Las supresiones son muy comunes cuando se segmentan contenidos de audio
extra´ıdos de programas de televisio´n y pel´ıculas, donde el discurso es ma´s natural
y esponta´neo que en otros contenidos como programas de noticias, donde la
estructura del programa esta´ claramente definida y la mayor parte del discurso
es planeado, no esponta´neo. El tipo dominante de discurso en series de televisio´n
y pel´ıculas es el dia´logo, en donde es comu´n tener turnos de locutor muy cortos.
El problema a afrontar es co´mo reducir el nu´mero de supresiones en un
algoritmo basado en el BIC. Para ello, se propone una modificacio´n del algoritmo
BIC cla´sico; nuevamente, el punto de partida es el sistema de segmentacio´n
empleado en las te´cnicas de reduccio´n de falsas alarmas. La medida que se tomo´
para atajar el exceso de supresiones fue aplicada en la primera etapa de este
sistema de segmentacio´n, en la cual se buscan los candidatos a ser cambios de
locutor. El planteamiento ma´s habitual del BIC busca, en una ventana de audio,
un candidato a cambio; nuestra propuesta consiste en buscar dos candidatos a
cambio en cada ventana. La motivacio´n para hacer esto procede del hecho de que
el candidato seleccionado es aquel dentro de la ventana que obtiene un mayor
valor de ∆BIC: puede ocurrir que haya otro cambio dentro de la ventana pero,
como su valor es inferior al ma´ximo, sea ensombrecido por la deteccio´n del otro
candidato. Por tanto, de esta manera se permite que haya dos cambios de locutor
dentro de la ventana, lo que equivale a permitir cambios de locutor que esta´n
pro´ximos entre s´ı.
El marco experimental en el que se demostro´ la validez de esta te´cnica con-
siste en una base de datos compuesta de distintos cap´ıtulos de series de televisio´n;
concretamente, se emplearon dos comedias de situacio´n (sitcoms) y una serie
drama´tica, porque de esta manera se puede comprobar si la mejora conseguida
es aplicable a distintos tipos de programas de televisio´n. Los resultados experi-
mentales mostraron una gran reduccio´n de la tasa de supresiones acompan˜ada
de un ligero aumento de la tasa de falsas alarmas, pero este aumento no fue
suficiente para impedir una mejora sustancial en el F-score. Por tanto, los
experimentos sugieren que la te´cnica propuesta, bautizada como MultiBIC, es
apropiada para segmentar contenidos con turnos de locutor cortos y abundancia
de dia´logos.
Este sistema tambie´n fue probado en los otros marcos experimentales des-
critos en el apartado anterior, obteniendo una mejora del rendimiento en el caso
de Transcrigal database, y resultados similares al sistema de referencia en los
otros marcos experimentales.
Diarizacio´n de locutor
La diarizacio´n de locutor es una tarea que consiste en decidir “quie´n hablo´
cua´ndo”. El flujo de audio debe ser dividido en segmentos homoge´neos, y los
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segmentos que no incluyen voz deben ser desechados, ya que no ofrecen ninguna
informacio´n sobre los locutores. Tras esto, los segmentos deben ser agrupados
por locutor, es decir, se trata de formar clusters tales que cada cluster incluye
los segmentos de un solo locutor.
La tarea de diarizacio´n de locutor supone un reto debido a que se encuentran
diversos problemas que deben ser resueltos:
• Es importante disponer de una buena segmentacio´n para poder eliminar
todas las partes del audio que no contienen voz. Adema´s, la estrategia
de segmentacio´n debe obtener buenas prestaciones a la hora de dividir las
partes de voz en segmentos homoge´neos de locutor.
• La representacio´n de los segmentos de voz debe ser apropiada para segmen-
tos de diferentes taman˜os, ya que esta representacio´n debe ser adecuada
tanto para segmentos largos como para segmentos cortos.
• Se necesita usar una estrategia de clustering para agrupar los segmentos
que pertenecen a cada locutor. Es importante que la etapa de clustering
sea robusta a errores de segmentacio´n, debido a que en sistemas reales
habra´ segmentos que no contienen voz as´ı como segmentos que incluyen
voz de ma´s de un locutor.
• En clustering de locutor, el nu´mero de locutores es desconocido a priori.
Por tanto, se debe definir una estrategia para decidir cua´ntos locutores
hay.
• La diarizacio´n de locutor se emplea en sistemas reales que requieren tiem-
pos de computacio´n cercanos al tiempo real. Por tanto, la estrategia de
diarizacio´n debe ser ra´pida.
La diarizacio´n de locutor produce beneficios en reconocimiento automa´tico
de voz por diferentes razones. La divisio´n del flujo de voz en turnos de locu-
tor facilita la deteccio´n del inicio y el final de las oraciones, lo que facilita la
tarea de los modelos de lenguaje y, por tanto, del sistema de reconocimiento.
Adema´s, realizar clustering de locutor, haciendo que se conozca que´ segmentos
de voz son del mismo locutor, permite usar esta informacio´n para entrenar un
modelo espec´ıfico para cada locutor, lo que mejora el rendimiento del sistema
de reconocimiento.
A pesar de que la diarizacio´n de locutor mejora el funcionamiento de los
sistemas de reconocimiento de voz, esta tarea se debe realizar con precaucio´n,
ya que una diarizacio´n con demasiados errores puede perjudicar el rendimiento
del sistema de reconocimiento. Por un lado, la entrada del reconocedor debe ser
solo voz, porque otros tipos de informacio´n tales como mu´sica o ruido provocara´n
que el reconocedor trate de reconocer estos datos como si fueran voz. La sobre-
segmentacio´n de las partes que contienen voz puede partir frases por la mitad,
dando lugar a frases ma´s cortas que podr´ıan perjudicar la labor del modelo de
lenguaje.
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En esta Tesis se presentan dos propuestas diferentes relacionadas con la tarea
de diarizacio´n de locutor, una relacionada con la representacio´n de los segmentos
de voz, y la otra con la seleccio´n del nu´mero de locutores que hay en un flujo
de audio. Ambas propuestas fueron evaluadas en dos marcos experimentales
diferentes que constan de programas de noticias.
La propuesta relacionada con la representacio´n de los segmentos de voz con-
siste en representar los segmentos mediante supervectores de medias, obtenidas
tras adaptar un modelo universal al segmento y, una vez se tiene el supervector,
proyectarlo a un subespacio discriminativo mediante la aplicacio´n de LDA. Esta
transformacio´n esta´ motivada por el hecho de que cuanto ma´s separados este´n en
el espacio de representacio´n los segmentos de diferentes locutores, ma´s fa´cil sera´
agruparlos sin cometer errores. El problema encontrado para la aplicacio´n de
esta te´cnica es que LDA requiere un entrenamiento supervisado, pero en la tarea
de clustering de locutor no se conoce de antemano la identidad ni el nu´mero de
locutores. Este problema fue solventado entrenando la matriz de transformacio´n
de LDA con un conjunto suficientemente numeroso de locutores, asumiendo que
la matriz adoptara´ la habilidad de separar cualquier otro conjunto de locutores.
Se realizo´ una comparativa de prestaciones entre la representacio´n habitual de
segmentos con supervectores y la representacio´n con supervectores LDA, obte-
niendo una gran reduccio´n del error de clustering con esta u´ltima representacio´n.
La segunda propuesta consiste en un criterio para la seleccio´n del nu´mero
de clusters o locutores, que trata de minimizar la distancia entre elementos de
un mismo cluster y maximizar la distancia entre elementos de clusters diferentes
(es decir, minimizar la distancia intra-cluster y maximizar la distancia extra-
cluster). Por tanto, se seleccionara´ el nu´mero de clusters que maximice la media
armo´nica de la distancia extra-cluster y 1 menos la distancia intra-cluster. Este
criterio de seleccio´n del nu´mero de clusters fue comparado con el criterio BIC,
que a d´ıa de hoy continu´a siendo uno de los ma´s empleados, y los resultados
experimentales mostraron que el criterio propuesto obtiene mejores prestaciones
que el criterio BIC. Adema´s, se realizaron pruebas empleando segmentaciones
automa´ticas y manuales de los turnos de locutor; obviamente los resultados
con errores de segmentacio´n sufrieron una degradacio´n, pero esta degradacio´n
fue suficientemente pequen˜a como para sugerir que el criterio propuesto es bas-
tante robusto ante errores de segmentacio´n. El criterio propuesto dispone de un
para´metro de ajuste, y los resultados experimentales mostraron que la sensibi-
lidad del sistema a este para´metro es bastante reducida, con lo cual se produjo
una diferencia de prestaciones baja entre los conjuntos de datos de desarrollo,
usados para ajustar este para´metro, y los de test.
Como complemento a las te´cnicas propuestas para diarizacio´n de locutor, se
realizo´ un ana´lisis de co´mo influyen los errores de segmentacio´n y clustering en el
reconocimiento de habla. Para ello, se realizaron tres conjuntos de experimentos
diferentes: reconocimiento de habla con segmentacio´n manual, con segmentacio´n
automa´tica, y con segmentacio´n y clustering automa´ticos usando adaptacio´n
de locutor. Los resultados mostraron que el menor error de reconocimiento
se consiguio´ al usar segmentacio´n y clustering aplicando un segundo pase de
169
reconocimiento con modelos adaptados al locutor, aunque la diferencia con los
resultados obtenidos con segmentacio´n manual no fue significativa. El hecho de
que esta diferencia no sea significativa quiere decir que la te´cnica de diarizacio´n
de locutor propuesta tienen cabida en sistemas de reconocimiento de habla, ya
que no produce una degradacio´n en los resultados de reconocimiento.
Reconocimiento continuo de emociones
El reconocimiento continuo de emociones consiste en la estimacio´n del valor de
una dimensio´n emocional dada en cada instante de tiempo. El uso de la sen˜al de
voz para reconocimiento de emociones esta´ limitado por restricciones temporales,
debido a que no es posible identificar una emocio´n con el contexto temporal que
se emplea para la extraccio´n de caracter´ısticas, que normalmente oscila entre
20 y 100 ms. Este hecho crea la necesidad de disen˜ar estrategias que usen
un contexto mayor para estimar el nivel emocional de forma aproximadamente
instanta´nea.
Existen dos me´todos principales para realizar reconocimiento continuo de
emociones en habla: realizar una discretizacio´n del rango de la dimensio´n emo-
cional en un conjunto finito de clases, o utilizar te´cnicas de aprendizaje ma´quina
que permiten aprender el nivel instanta´neo de la emocio´n. En esta Tesis, pro-
ponemos dos te´cnicas para realizar reconocimiento continuo de emociones: una
de ellas usa el paradigma iVectors y la otra adapta el marco teo´rico de los eigen-
espacios a esta tarea. Se toma un contexto de unos pocos segundos que se
utiliza para representar el audio tras aplicar estas te´cnicas de subespacio, y tras
esto, se usa una estrategia de aprendizaje ma´quina para aprender las etiquetas
continuas de las emociones. La adaptacio´n de la te´cnica de eigen-espacios al
reconocimiento continuo de emociones se llevo´ a cabo de dos formas diferentes:
una consistio´ en la discretizacio´n de cada una de las dimensiones emocionales
para aprender el eigen-espacio, y la otra consistio´ en, en casos donde se quiere es-
timar el valor continuo de ma´s de una emocio´n, discretizar todas las dimensiones
emocionales al mismo tiempo usando te´cnicas de clustering.
Otro asunto importante a tener en cuenta al realizar reconocimiento con-
tinuo de emociones es que, habitualmente, las grabaciones no solo incluyen voz,
tambie´n hay partes que no contienen voz y que no ofrecen ninguna informacio´n
sobre el nivel emocional del locutor. Por tanto, es importante realizar una seg-
mentacio´n del audio para detectar las partes de voz y, de esta manera, poder
ignorar las partes que no contienen voz.
El rendimiento de las te´cnicas propuestas fue comprobado en el marco ex-
perimental del Audio/Visual Emotion Challenge 2013 (AVEC 2013), que inclu´ıa
una tarea consistente en estimar los valores instanta´neos de agitacio´n (arousal)
y valencia (valence) a partir de una serie de grabaciones de pacientes que es-
tuvieron a tratamiento para tratar un trastorno depresivo. La base de datos
dispone de una particio´n de entrenamiento, otra de desarrollo y otra de test
pero, debido a que no se han hecho pu´blicas las etiquetas de test, se decidio´ usar
la particio´n de entrenamiento tambie´n para desarrollo, y la de desarrollo para
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comprobar las prestaciones de las distintas te´cnicas.
Antes de comenzar con la validacio´n de los me´todos propuestos, se comprobo´
el rendimiento obtenido por la estrategia de segmentacio´n que fue empleada
para detectar las zonas de voz de las grabaciones de la base de datos. Esta
estrategia consistio´ en realizar una segmentacio´n, que implementa la te´cnica
de reduccio´n de falsas alarmas basada en la distribucio´n de Poisson, seguida
de una clasificacio´n en “voz” y “no voz” utilizando una ma´quina de vectores
soporte (SVM). Se observo´ que la estrategia de segmentacio´n tiene una tasa de
falsa aceptacio´n de voz en torno al 10% y una tasa de no deteccio´n de voz de
aproximadamente 1%: esto es beneficioso por una parte, ya que no se utilizara´n
datos que no contienen voz para estimar el valor de las dimensiones emocionales,
pero por otra parte se esta´ dejando de estimar el nivel emocional de un 10% del
material, lo cual tendra´ un impacto en el rendimiento global del sistema.
Los experimentos realizados con las te´cnicas propuestas incluyeron distintas
etapas. En la primera de ellas, se comprobo´ la influencia de la dimensio´n de
los vectores extra´ıdos para la representacio´n de los segmentos de voz, llegando
a la conclusio´n de que valores inferiores a 100 son los ma´s apropiados. Adema´s,
se realizo´ una comparacio´n entre un sistema que implementa estas te´cnicas y
otro que no las implementa (es decir, una representacio´n de la voz basada en
GMM-UBM), comprobando que efectivamente las te´cnicas propuestas mejoran
las prestaciones del sistema de reconocimiento de emociones, adema´s de reducir
en gran medida la dimensio´n de los vectores empleados para representar los
segmentos de voz.
El siguiente experimento consistio´ en comprobar si es mejor estimar el valor
de cada emocio´n entrenando un regresor para cada emocio´n o entrenando un
mismo regresor para todas las emociones. Se comprobo´ que cuando se empleaba
la segunda aproximacio´n de la te´cnica basada en eigen-espacios, la estimacio´n
conjunta de las diferentes dimensiones emocionales era mejor. Esto tiene sentido,
debido a que se aprovecha la correlacio´n existente entre las distintas dimensiones
emocionales, pero no se obtuvieron unos resultados concluyentes que permitan
extraer conclusiones.
Los u´ltimos experimentos que se realizaron consistieron en, en el caso de la
representacio´n basada en eigen-emociones, comprobar la influencia del nu´mero
de particiones empleadas para realizar el entrenamiento de la proyeccio´n al sube-
spacio. Tampoco en este caso fue posible extraer una conclusio´n definitiva de-
bido a que los resultados obtenidos fueron muy similares en la mayor´ıa de los
experimentos, pero se intuye que valores ma´s pequen˜os del nu´mero de clusters
emocionales proporcionan mejores prestaciones.
Deteccio´n del nivel de depresio´n
La deteccio´n de depresio´n de un locutor puede referirse a dos tareas diferentes:
la clasificacio´n de la voz como “depresiva” y “no depresiva”, o la asignacio´n
de un nivel de depresio´n a la voz siguiendo alguna escala de medida del nivel
de este trastorno. Se pueden encontrar en la literatura diferentes me´todos y
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caracter´ısticas para la realizacio´n de esta tarea, pero el uso de diferentes te´cnicas,
bases de datos y medidas de prestaciones hace que sea muy dif´ıcil decidir que´
caracter´ısticas muestran un mejor rendimiento para estas tareas.
Esta Tesis presenta distintos ana´lisis relacionados con la deteccio´n automa´tica
de depresio´n a partir de la voz, que se llevan a cabo en el marco experimental del
AVEC 2013 Depression sub-challenge (DSC). Esta tarea consiste en la prediccio´n
del nivel de depresio´n autodeclarado, indicado por el I´ndice de depresio´n de Beck
(BDI). Se describe el sistema empleado para la estimacio´n del nivel de depresio´n,
las caracter´ısticas empleadas y estrategias de fusio´n a nivel de caracter´ıstica.
Tambie´n se presenta un sistema para la clasificacio´n de voz en “depresiva” o
“no depresiva”, realizando un ana´lisis de las diferentes caracter´ısticas en esta
tarea.
En estos experimentos se emplearon distintos tipos de caracter´ısticas ex-
tra´ıdas de la sen˜al de voz que fueron empleadas en diferentes estudios sobre
el nivel de depresio´n del hablante. Concretamente, se emplearon cinco grupos
diferentes:
• Mel-frequency cepstral coefficients (MFCCs). Se utilizaron 12 MFCCs ma´s
el C0 y sus correspondientes deltas y aceleraciones.
• Perceptual linear prediction analysis (PLP) con filtrado RASTA. Nueva-
mente, se utilizaron 12 PLPs con su C0, deltas y aceleraciones.
• Shifted delta cepstrum coefficients (SDCs). Los SDCs son conceptual-
mente similares a las deltas, pero capturan un contexto temporal mayor.
Se empleo´ la cla´sica configuracio´n 7-1-3-7, que consiste en 7 MFCCs junto
con 47 SDCs.
• Caracter´ısticas espectrales y de energ´ıa. Se utilizaron el loudness, tasa
de cruces por cero, energ´ıa en bandas 250-650Hz y 1kHz-4kHz, puntos de
roll-off espectral al 25%, 50%, 75% y 90%, flujo espectral, centroide, en-
trop´ıa, varianza, skewness, kurtosis, sharpness psicoacu´stico, armonicidad
y flatness. Tambie´n se an˜adieron los coeficientes delta y aceleraciones.
• Caracter´ısticas proso´dicas. Se emplearon la relacio´n armo´nicos-a-ruido,
frecuencia fundamental, jitter, shimmer, intensidad de formante, y fre-
cuencias y ancho de banda de los tres primeros formantes. A este conjunto
de caracter´ısticas se le an˜adieron las deltas de la frecuencia fundamental
y los formantes.
En los experimentos de estimacio´n del BDI del hablante se observo´ que
los MFCCs obtuvieron los mejores resultados, seguidos por las caracter´ısticas
espectrales. Se realizo´ una fusio´n de los distintos grupos de caracter´ısticas a
nivel de iVector, comprobando que la fusio´n de todos los grupos obtuvo los
mejores resultados en los datos de desarrollo. Adema´s de la fusio´n directa a
nivel de iVector se probo´ a realizar una proyeccio´n PCA de todos los iVectors
concatenados, pero los resultados obtenidos fueron peores que los conseguidos
con la concatenacio´n de iVectors.
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Se llevaron a cabo una serie de experimentos para estudiar las prestaciones
del sistema de deteccio´n del nivel de depresio´n cuando se emplea voz le´ıda o
voz esponta´nea. Dichos experimentos mostraron que, en general, la estimacio´n
del BDI es mejor cuando se usan datos de voz le´ıda, siendo las caracter´ısticas
espectrales y de energ´ıa las que obtuvieron mejores prestaciones. Al contrario
que en el experimento anterior, en este caso los MFCCs fueron las caracter´ısticas
que obtuvieron peores prestaciones.
En los experimentos de clasificacio´n de la voz en “depresiva” y “no depre-
siva”, se encontro´ que la mayor precisio´n en la clasificacio´n fue obtenida al usar
MFCCs, seguidos por las caracter´ısticas espectrales y de energ´ıa. Sin embargo,
estos resultados no son concluyentes, ya que el experimento se realizo´ clasificando
50 ejemplos, que eran todos los que hab´ıa disponibles.
Las conclusiones globales extra´ıdas de estos experimentos es que existe la
necesidad de disponer de una base de datos de voz depresiva suficientemente ex-
tensa y bien planteada, ya que la utilizada en este caso es, por un lado, limitada,
ya que cada uno de los conjuntos de datos (entrenamiento, desarrollo y test) solo
dispone de 50 ejemplos. Adema´s, las distintas particiones no son independientes
del locutor, con lo cual resulta dif´ıcil saber si lo que se ha conseguido es que
el sistema aprenda a diferenciar entre niveles de depresio´n o entre un locutor y
otro.
Conclusiones
En esta Tesis se presentaron distintas te´cnicas para la extraccio´n del estado emo-
cional del hablante, pasando por las diferentes etapas del proceso: segmentacio´n
de audio, segmentacio´n de locutor y diarizacio´n de locutor. Las conclusiones
extra´ıdas sobre las distintas aportaciones presentadas son las siguientes:
• La te´cnica de fusio´n propuesta para la tarea de segmentacio´n de audio
supone la presentacio´n de un marco teo´rico para la fusio´n de cualquier
tipo de clasificador y tarea, ya que esta te´cnica de fusio´n simplemente
necesita conocer las salidas de los sistemas a fusionar al clasificar un con-
junto de ejemplos. La te´cnica en s´ı otorga un mayor peso a la hora de
clasificar un ejemplo de una clase a aquel sistema que tiene una mayor
fiabilidad para realizar la clasificacio´n de dicha clase; esta fiabilidad fue
estimada de distintas maneras en esta Tesis (a partir del F-score, de la
informacio´n mutua, de la precisio´n. . . ), pero aparte de los estimadores
propuestos, existe una infinidad de ellos que podr´ıan ser empleados en el
marco teo´rico propuesto. Por tanto, la aportacio´n en este tema no se limita
a los estimadores espec´ıficos presentados, sino que tambie´n debe tenerse en
cuenta la extensibilidad de este me´todo a cualquier tarea de clasificacio´n.
• El marco teo´rico para la reduccio´n de falsas alarmas en segmentacio´n de
locutor supone una mejora del cla´sico algoritmo BIC, pero la aportacio´n
realizada va ma´s alla´ de esta mejora. Por un lado, la estrategia adaptativa
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establece el uso de medidas de confianza para realizar una monitorizacio´n
de las prestaciones de un sistema de segmentacio´n de locutor (o de audio).
Por otra parte, la idea de modelar el proceso de ocurrencias de cambios
de locutor como un proceso de Poisson abre la puerta a la incorporacio´n
de informacio´n estad´ıstica a las estrategias de segmentacio´n; en este caso
se empleo´ la distribucio´n de Poisson, pero podr´ıa emplearse aquella que se
considere ma´s adecuada utilizando el marco teo´rico propuesto.
• La sencilla estrategia presentada para reducir el nu´mero de supresiones
en sistemas de segmentacio´n de locutor obtuvo unos resultados muy sa-
tisfactorios, ya que se redujo la tasa de supresiones afectando ligeramente
a la de falsas alarmas. Este me´todo abre las puertas a la mejora en la
extraccio´n de metadatos de contenidos de televisio´n, que suelen presentar
unas mayores dificultades debido a su espontaneidad y su gran dinamismo.
• El trabajo realizado en el campo de la diarizacio´n de locutor incluye princi-
palmente dos aportaciones. Primero, se empleo´ una te´cnica de proyeccio´n
a subespacio en la representacio´n de los segmentos de locutor, obteniendo
una notable mejora en las prestaciones. La estrategia concreta que se
empleo´ fue LDA, que precisa de un entrenamiento supervisado, pero ese
obsta´culo fue sorteado asumiendo que la matriz de transformacio´n entre-
nada con un nu´mero suficientemente grande de locutores tendra´ el mismo
efecto de separacio´n de clases en otro conjunto diferente de locutores.
Adema´s de aumentar la separabilidad de las clases o locutores, este tipo de
proyecciones reducen la dimensionalidad de los vectores que representan
los segmentos de voz, reduciendo as´ı el tiempo de computacio´n de la es-
trategia de clustering. Adema´s de esta aportacio´n, se presento´ un me´todo
para seleccionar el nu´mero de locutores en clustering de locutor; dicha
estrategia mejora las prestaciones respecto al cla´sico criterio BIC, es ma´s
ra´pida y adema´s consta de un para´metro de ajuste cuyo entrenamiento es
bastante ra´pido. La realizacio´n de experimentos con datos segmentados
automa´ticamente (es decir, con errores de segmentacio´n), mostro´ que el
uso de la representacio´n basada en LDA y el criterio propuesto para la se-
leccio´n del nu´mero de clusters muestran bastante robustez ante los errores
de segmentacio´n, ya que las prestaciones del sistema solamente se vieron
ligeramente degradadas en comparacio´n con las obtenidas usando una seg-
mentacio´n manual. Los experimentos realizados tambie´n demostraron la
validez del sistema de diarizacio´n de locutor presentado para la tarea de
reconocimiento de habla, ya que las prestaciones de la transcripcio´n no
se vieron degradadas al usar segmentacio´n automa´tica con clustering de
locutor para la adaptacio´n de modelos acu´sticos.
• Las te´cnicas propuestas para el reconocimiento continuo de emociones ob-
tuvieron los resultados esperados, pero au´n as´ı las prestaciones obtenidas
fueron muy bajas en comparacio´n con las que se pueden observar en otros
marcos experimentales. Este hecho seguramente es debido a dos motivos
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principales: este marco experimental supone un mayor reto que otros de
los disponibles, ya que se trata de voz depresiva real grabada en condi-
ciones muy dispares, la cual fue una de las motivaciones para el uso de
las te´cnicas propuestas; adema´s, los niveles de agitacio´n y valencia de las
grabaciones fueron etiquetados u´nicamente por una persona cada uno, lo
que crea dudas respecto a su fiabilidad. Por tanto, se puede decir que
los resultados obtenidos no son concluyentes pero s´ı prometedores, por lo
que las te´cnicas propuestas sera´n validadas en otros marcos experimentales
ma´s estables.
• Se desarrollaron sistemas para las tareas de deteccio´n del nivel de depresio´n
del hablante y para la clasificacio´n de su voz como “depresiva” y “no depre-
siva”; estos sistemas permitieron realizar un estudio de que´ caracter´ısticas
de las habitualmente usadas en este tipo de tareas son ma´s apropiadas
para la deteccio´n de la depresio´n. La motivacio´n para realizar este estudio
se baso´ en el hecho de que, aunque en la literatura hay distintos ana´lisis
sobre la deteccio´n de depresio´n, cada autor usa un marco experimental, un
sistema, unas caracter´ısticas y unas me´tricas diferentes del resto, lo cual
hace que sea muy dif´ıcil saber que´ sistema es mejor y que´ es lo que hace
que sea mejor. Sin embargo, no se extrajeron importantes conclusiones de
este estudio, debido a que el marco experimental es bastante limitado, y
adema´s no esta´ correctamente disen˜ado, ya que las distintas particiones de
datos no son independientes del locutor.
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