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Vertex algebras associated to abelian current
algebras
Jinwei Yang
Abstract
We construct a family of vertex algebras associated to the current algebra of finite-
dimensional abelian Lie algebras along with their modules and logarithmic modules.
We show this family of vertex algebras and their modules are quasi-conformal and
strongly N-graded and verify convergence and extension property needed in the loga-
rithmic tensor category theory for strongly graded logarithmic modules developed by
Huang, Lepowsky and Zhang.
1 Introduction
In a series of papers [HLZ1]-[HLZ8], Huang, Lepowsky and Zhang developed the theory
of logarithmic tensor categories from strongly graded vertex algebras and their logarithmic
modules. Representation theory of strongly graded vertex algebras has then been further
studied in [Y1] and [Y2]. But so far, the only source of strongly graded vertex algebras
and their modules comes from vertex algebras and modules associated with not necessarily
positive definite even lattice. In this paper, we construct a new family of strongly graded
vertex algebras along with a natural logarithmic module category and derive convergence
and extension properties needed in the theory of logarithmic tensor categories.
The polynomial current algebras associated to finite simple Lie algebras have been studied
in [FL], [CG1] and [CG2] et al. Current Lie algebra is the standard parabolic subalgebra
of an affine Lie algebra and its representation has broad applications. There are numerous
interesting and related families of modules in the representations of current Lie algebra such
as Kirillov-Reshetikhin modules (see a detailed discussion in [K]), Demazure modules arising
from the positive level representations of the affine Lie algebra (see the details in [BCM]),
Weyl modules ([CP]) and so on.
In this paper, we mainly focus on the current algebra of finite abelian Lie algebras, which
is an infinite dimensional N-graded abelian Lie algebra. Following the construction of vertex
operator algebras associated to the Heisenberg Lie algebras ([FLM], [LL]), we construct a
family of vertex algebras V associated to the affinization of the abelian current Lie algebras.
This new family of vertex algebras does not possess a conformal vector and does not satisfy
the grading restriction property required in the notion of vertex operator algebra. Instead,
it has a second grading and satisfies the strongly gradedness condition required in the notion
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of strongly graded vertex algebra. Furthermore, we construct a series of operators which act
on V as generators L(n) for n ≥ −1 of the Virasoro algebra and hence the vertex algebra V
is a quasi-conformal vertex algebra in the sense of [FB].
We construct the strongly graded V -module category with irreducible and indecompos-
able objects associated to the evaluation modules for the current Lie algebras. Logarithmic
intertwining operators among a triple of strongly graded logarithmic modules associated
to the evaluation modules at 0 can be constructed explicitly using the method developed
in [M2]. In general, it is still not clear how to construct logarithmic intertwining opera-
tors among logarithmic modules associated to the other families of modules for current Lie
algebras.
Matrix elements of products and iterates of logarithmic intertwining operators among
strongly graded logarithmic V -modules satisfy certain systems of differential equations under
C1-cofiniteness condition introduced in [Y2] on the logarithmic V -modules. Using these
systems of differential equations, we verify the convergence and extension property needed
in the logarithmic tensor category theory for such strongly graded logarithmic V -modules.
This new family of vertex algebras provides very concrete examples for Huang-Lepowsky-
Zhang’s logarithmic tensor category theory. We will study the other conditions needed
in the logarithmic tensor category, such as closedness under the P (z)-tensor product and
associativity isomorphism, and build logarithmic tensor category for this new family of vertex
algebras in the forthcoming papers.
This paper is structured as follows: In section 2, we introduce current algebra of a Lie al-
gebra and its finite dimensional module category. In section 3 and 4, we construct a family of
vertex algebras V and their modules categories associated to current algebra of an abelian Lie
algebra and its module categories. In section 5, we build logarithmic modules and construct
logarithmic intertwining operators among triples of certain V -modules explicitly. In section
6, we study the strongly gradeness for V and its module categories. In section 7, we derive
differential equations for matrix elements of logarithmic intertwining operators and verify the
convergence and expansion property needed in Huang-Lepowsky-Zhang’s logarithmic tensor
categories theory. In section 8, graded dimension for V is calculated.
Acknowledgments I am grateful to Profs. Katrina Barron, Vyjayanthi Chari, Yi-Zhi
Huang, Haisheng Li, Antun Milas and Ingo Runkel for valuable discussions.
2 Current algebra of a Lie algebra
Current algebra of a finite dimensional Lie algebra has been studied in [FL], [CG1], [CG2]
et al. We first recall the definitions and notions, see for instance [CG2].
Let C[t] be the ring of polynomials in an indeterminate t. The current algebra g[t] of a
Lie algebra g is the Lie algebra g⊗ C[t], where the Lie bracket is defined by
[x⊗ f, y ⊗ g]g[t] = [x, y]g ⊗ fg, x, y ∈ g, f, g ∈ C[t].
We will write xf for the element x⊗ f , x ∈ g, f ∈ C[t] of g[t].
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In this paper, we will focus on the current algebra h[t] of an finite dimensional abelian
Lie algebra h equipped with a nondegenerate symmetric bilinear form 〈·, ·〉h. The current
Lie algebra h[t] has trivial Lie bracket and has an invariant symmetric bilinear form induced
from 〈·, ·〉h:
〈xtm, ytn〉h[t] = δm,n〈x, y〉h, x, y ∈ h, m, n ∈ N.
Let {u(1), . . . , u(d)} be an orthonormal basis of h with respect to 〈·, ·〉h. Then {u
(i)tj|1 ≤ i ≤
d, j ∈ N} is an orthonormal basis of h[t] with respect to 〈·, ·〉h[t].
The form 〈·, ·〉h being nondegenerate, we will identify h with its dual space h
∗. Let
λ ∈ h = h∗. Denote by Cλ the one-dimensional h-module with h ∈ h acting as the scalar
〈λ, h〉. For every c ∈ C we define an h[t]-module V (λ, c) = Cλ as a vector space with action
given by
(hf) · v = f(c)λ(h)v, h ∈ h, f ∈ C[t], v ∈ Cλ. (2.1)
Finite-dimensional irreducible modules for h[t] are well-known, see for instance [FL]: Let
W be an irreducible module for h[t]. Then either W is trivial or there exists k ∈ N, λi ∈ h
∗
and distinct ci ∈ C for 1 ≤ i ≤ k such that
W = V (λ1, c1)⊗ · · · ⊗ V (λk, ck). (2.2)
We define generalized Casimir operator Ω on V (λ, c) for |c| < 1 as follows:
Ω =
d∑
i=1
∑
n∈N
(u(i)tn)(u(i)tn). (2.3)
Although there might be infinitely many nonzero terms in Ω · w for w ∈ V (λ, c), the sum is
convergent for |c| < 1. In fact, Ω acts as the scalar 1
1−c2
〈λ, λ〉h.
3 Vertex algebra associated to h[t]
We will construct a vertex algebra structure associated to h[t], following the steps in section
6.2 and 6.3 in [LL]. The new vertex algebra generalizes the vertex operator algebra structure
associated with Heisenberg Lie algebra.
In this paper, we will let z, z0, z1, z2 denote commuting formal variables or complex vari-
ables.
Set
ĥ[t] = h[t]⊗ C[s, s−1]⊕ Ck,
equipped with the bracket relations
[xti ⊗ sm, ytj ⊗ sn] = m〈x, y〉hδm+n,0δi,jk
for x, y ∈ h, i, j ∈ N and m,n ∈ Z, together with the condition that k is a nonzero central
element of ĥ[t].
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The affine Lie algebra ĥ[t] is a Z-graded Lie algebra with
ĥ[t] =
∐
n∈Z
ĥ[t](n),
where
ĥ[t](0) = h[t]⊕ Ck and ĥ[t](n) = h[t]⊗ s
−n for n 6= 0.
It has graded subalgebras
ĥ[t]+ = h[t]⊗ s
−1C[s−1], and ĥ[t]− = h[t]⊗ sC[s].
Form the induced module
M(l) = Ind
ĥ[t]
ĥ[t]
−
⊕ĥ[t](0)
(C1) = U(ĥ[t])⊗
U(ĥ[t]
−
⊕ĥ[t](0))
C1 = S(ĥ[t]+)⊗ C1,
where ĥ[t]− ⊕ h[t] annihilates 1 and k acts as a scalar multiplication by l. Then M(l) has a
natural vertex algebra structure (see Theorem 6.2.11 in [LL]).
For v = a1(−n1) · · ·ak(−nk)1 ∈ M(l) (ai ∈ h[t], ni ∈ Z+), the vertex operator map is
given by
Y (v, z) = ◦
◦
1
(n1 − 1)!
( d
dz
)n1−1a1(z) · · · 1
(nk − 1)!
( d
dz
)nk−1ak(z) ◦◦ ,
where for a ∈ h[t],
a(z) =
∑
n∈Z
a(n)z−n−1 ∈ (End M(l))[[z, z−1]].
We define operators L(n) for n ≥ −1 on M(l) by
L(n) =
1
2l
d∑
i=1
∑
j∈N
∑
m∈Z
◦
◦
(u(i)tj)(n−m)(u(i)tj)(m) ◦
◦
. (3.1)
The operators L(n) are well-defined since for each v ∈ M(l), L(n)v has only finitely many
nonzero terms.
We will show that the operators L(n) for n ≥ −1 have the following properties:
Proposition 3.1 For a ∈ h[t] and k, n ∈ Z, n ≥ −1,
[L(n), a(k)] = −ka(n + k) (3.2)
on M(l). Furthermore, for v = a1(−n1) · · · ak(−nk)1 ∈M(l) (ai ∈ h[t], ni ∈ Z+),
L(0)v =
( k∑
i=1
ni
)
v (3.3)
L(−1) = D,
where D is the D-operator of the vertex algebra M(l).
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Proof. We prove (3.2) for a = htj (h ∈ h, j ∈ N) and k < 0. The case k ≥ 0 is similar. If
n 6= −2k,
[L(n), (htj)(k)] = [
1
2l
d∑
i=1
∑
j,m∈N
(u(i)tj)(n−m)(u(i)tj)(m), (htj)(k)]
= [
1
l
d∑
i=1
(u(i)tj)(n+ k)(u(i)tj)(−k), (htj)(k)]
= −k
d∑
i=1
〈u(i), h〉(u(i)tj)(n+ k)
= −k(htj)(n+ k);
If n = −2k,
[L(n), (htj)(k)] = [
1
2l
d∑
i=1
∑
j,m∈N
(u(i)tj)(n−m)(u(i)tj)(m), (htj)(k)]
= [
1
2l
d∑
i=1
(u(i)tj)(−k)(u(i)tj)(−k), (htj)(k)]
= −k
d∑
i=1
〈u(i), h〉(u(i)tj)(−k)
= −k(htj)(−k).
Using (3.2) and the action of generalized Casimir operator on M(l), we have
L(0)v = L(0)(a1(−n1) · · ·ak(−nk)vλ)
=
( k∑
i=1
ni
)
v + a1(−n1) · · · ak(−nk)L(0)1
=
( k∑
i=1
ni
)
v.
From (3.2) and properties of operators D, we have
[L(−1)−D, xtj(n)] = 0
as operators on M(l), and we also have
(L(−1)−D)1 = 0.
Since M(l) is generated from 1 by U(ĥ[t]), it follows that L(−1) = D on M(1).
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Theorem 3.2 For A ∈M(l), k ∈ Z and n ≥ −1, we have
[L(n), Y (A,w)] =
n∑
m≥−1
(
n+ 1
m+ 1
)
wn−mY (L(m)A,w).
In particular,
[L(n), Ak] =
n∑
m=−1
(
n + 1
m+ 1
)
(L(m)A)k+n−m.
Proof. It suffices to prove the formula for homogeneous elements A ∈ M(l). Let A =
h1t
i1(−n1) · · ·hkt
ik(−nk)1 (hi ∈ h, ni ∈ Z+). Set
ω =
d∑
i=1
k∑
j=1
(u(i)tij )(−1)(u(i)tij )(−1)1
and
L′(n) = Reszz
n+1Y (ω, z).
It is obvious that
[L′(n), Y (A,w)] = [L(n), Y (A,w)], L′(n)A = L(n)A
since if i 6= j, for h1, h2 ∈ h and m,n ∈ Z,
[(h1t
i)(m), (h2t
j)(n)] = 0.
From Theorem 8.6.1 in [FLM], we have
[Y (ω, z), Y (A,w)] = Resz0w
−1Y (Y (ω, z0)A,w)e
−z0(∂/∂z)δ(z/w)
=
∑
m∈N
w−1Y (L′(m− 1)A,w)
(−1)m
m!
(
∂
∂z
)mδ(
z
w
). (3.4)
By taking the coefficient of z−n−2, we obtain for n ≥ −1,
[L′(n), Y (A,w)] =
n+1∑
m=0
(
n+ 1
m
)
Y (L′(m− 1)A,w)wn−m+1
=
n∑
m=−1
(
n+ 1
m+ 1
)
Y (L′(m)A,w)wn−m.
Thus
[L(n), Y (A,w)] =
n∑
m≥−1
(
n+ 1
m+ 1
)
wn−mY (L(m)A,w).
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Theorem 3.3 For n ≥ −1, the operators L(n) satisfy the Virasoro Lie algebra relations.
That is, for m,n ≥ −1,
[L(m), L(n)] = (m− n)L(m+ n).
Proof. For n ≥ −1, set
Lj(n) =
1
2l
d∑
i=1
∑
m∈Z
◦
◦
(u(i)tj)(n−m)(u(i)tj)(m) ◦
◦
.
Then
[L(m), L(n)] = [
∑
j∈N
Lj(m),
∑
j∈N
Lj(n)] =
∑
j∈N
[Lj(m), Lj(n)]
= (m− n)
∑
j∈N
Lj(m+ n) = (m− n)L(m+ n).
We recall the following definition from [FB]:
Definition 3.4 A vertex algebra V is called quais-conformal if it carries the operators L(n)
for n ≥ −1 such that for m,n ≥ −1
[L(m), L(n)] = (m− n)L(m+ n)
and for v ∈ V ,
[L(n), Y (v, x)] =
n∑
m≥−1
(
n+ 1
m+ 1
)
xn−mY (L(m)v, x).
As an immediate consequence of Theorem 3.2 and Theorem 3.3, we have:
Corollary 3.5 The vertex algebra M(l) is quasi-conformal.
4 Restricted ĥ[t]-modules
In this section, we will construct certain modules for the quasi-conformal vertex algebra
M(l). First we introduce the following definitions.
We say that a ĥ[t]-module W is restricted Z-graded of level l if
(i) W =
∐
n∈ZWn such that
a(n)Wm ⊂Wm−n for every m,n ∈ Z and a ∈ h[t];
(ii) k acts as multiplication by l on W ;
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(iii) For every w ∈ W and n ∈ Z+, (xt
i)(n)w = 0 for all but finitely many numbers of
i ∈ N;
(iv) There exists N ∈ N such that Wn = 0 for n < N .
We denote by Cl the category of restricted Z-graded ĥ[t]-module of level l.
Let V (λ, c) be the evaluation module at c ∈ C for h[t] defined by (2.1). Then the induced
module
W (λ, c, l) :=M(l)⊗ V (λ, c)
is a restricted Z-graded ĥ[t]-module of level l. In particular, the following proposition states
that W (λ, c, l) are simple objects in Cl.
Proposition 4.1 Let l be any nonzero complex number and let {u(1), . . . , u(d)} be an or-
thonormal basis of h. Let λ ∈ h = h∗. Set
P (l, λ) = C[xijn|i = 1, . . . , d; j, n = 0, 1, 2, . . . ],
as a vector space, where xijn are mutually commuting independent formal variables. Let ĥ[t]
acts on P (l, λ) by
k 7−→ l,
(u(i)tj)(0) 7−→ cj〈u(i), λ〉,
(u(i)tj)(n) 7−→ nl
∂
∂xijn
,
(u(i)tj)(−n) 7−→ xijn (the multiplication operator)
for i = 1, . . . , d and j, n ∈ N. Then P (l, λ) is an irreducible ĥ[t]-module. In particular,
P (l, λ) ∼= W (λ, c, l) as irreducible ĥ[t]-modules.
In fact, all the restricted modules are of the following form:
Theorem 4.2 Let W be a restricted Z-graded ĥ[t]-module of level l. Then
W ∼= M(l)⊗ Ω(W ), (4.1)
where Ω(W ) = {w ∈ W | a(n)w = 0, a ∈ h[t], n ∈ Z+} (the vacuum space of W ) is h[t]-stable.
Proof. We will prove the linear map
f : M(l)⊗ Ω(W ) −→ W
u⊗ w 7−→ u · w
defines a ĥ[t]-module isomorphism. First f is injective. In fact, let K be the kernel of f .
Then K ∈ Cl and if K 6= 0 it contains a vacuum vector w. Then w ∈ Ω(W ) since Ω(W )
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is precisely the vacuum space of M(l) ⊗ Ω(W ). But this contradicts the injectivity of f on
Ω(W ).
Now we show that f is surjective. Suppose instead that W/Imf 6= 0. Then W/Imf ∈ Cl
and so contains a vacuum vector v. Let w be a representative of v in W . Then w /∈ Imf ,
a(n)w ∈ Imf for all a ∈ ĥ[t], n ∈ Z+ and there exists N ∈ Z+ such that a(m)w = 0 for all
m > N . We will find t ∈ Imf such that
a(n) · t = a(n) · w (4.2)
for all a ∈ ĥ[t] and n ∈ Z+, since t−w would then be a vacuum vector inW but not in Ω(W ),
a contradiction. If suffices to prove equation (4.2) for all a of the form u(i)tj for i = 1, . . . , d
and j ∈ N.
Choose a basis {ωγ}γ∈Γ (Γ an index set) of Ω(W ), and note that
Imf =
∐
γ∈Γ
M(l)⊗ Cωγ,
by the injectivity of f . For each i = 1, . . . , d, j ∈ N, n ∈ Z+ and γ ∈ Γ, let sijn(γ) be
the component of u(i)tj(n) · w in M(l) ⊗ Cωγ with respect to the decomposition. Then
for all i1, i2 = 1, . . . , d and j1, j2 ∈ N, n1, n2 ∈ Z+, we have u
(i1)tj1(n1)u
(i2)tj2(n2) · w =
u(i2)tj2(n2)u
(i1)tj1(n1) · w, so that for all γ ∈ Γ,
u(i1)tj1(n1) · si2j2n2(γ) = u
(i2)tj2(n2) · si1j1n1(γ).
Since W is restricted, there exist a finite set J ⊂ N and a finite subset Γ0 ⊂ Γ such that
sijn(γ) = 0 unless j ∈ J , γ ∈ Γ0 and n ≤ N . If we can find tγ ∈ M(l) ⊗ Cωγ such
that u(i)tj(n) · tγ = sijn(γ) for i = 1, . . . , d, j ∈ N, n ∈ Z+ and γ ∈ Γ0, then we can take
t =
∑
γ∈Γ0
tγ and we will be done.
Fixing γ ∈ Γ0 and identify M(l) ⊗ Cωγ with the polynomial algebra on the generators
xijn. Then
∂
∂xi1j1n1
si2j2n2(γ) =
∂
∂xi2j2n2
si1j1n1(γ) for i1, i2 = 1, . . . , d, j1, j2, n1, n2 ∈ N.
Recall that sijn(γ) = 0 for j /∈ J and for n > N , we see that each sijn(γ) lies in the
polynomial algebra for finitely many generators xijn for j ∈ J and for n ≤ N . Thus there
exists s in this algebra such that
l
∂
∂xijn
s = sijn(γ)
for j ∈ J and n ≤ N and hence for all i, j, n. We may therefore take tγ = s.
Theorem 4.3 Let l be any complex number and letW be any restricted Z-graded ĥ[t]-module
of level l. Then there exists a unique M(l)-module structure on W such that for a ∈ h[t],
YW (a, z) = aW (z) =
∑
n∈Z
a(n)z−n−1 ∈ (End W )[[z, z−1]].
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The vertex operator map for this module structure is given by
YW (a1(−n1) · · · ak(−nk)1, z)
= ◦
◦
1
(n1 − 1)!
( d
dz
)n1−1
(a1)W (z) · · ·
1
(nk − 1)!
( d
dz
)nk−1(ak)W (z) ◦◦1W
for k ≥ 0, ai ∈ h[t], ni ∈ Z+. In particular, the modules W (λ, c, l) for |c| < 1 are irreducible
modules for the quasi-conformal vertex algebra M(l), and the operators L(n) for n ≥ −1 on
W (λ, c, l):
L(n)W =
1
2l
d∑
i=1
∑
j∈N
∑
m∈Z
◦
◦
(u(i)tj)(n−m)(u(i)tj)(m) ◦
◦
(4.3)
are well-defined and satisfy
[L(m)W , L(n)W ] = (m− n)L(m+ n)W , (4.4)
[L(n)W , YW (A,w)] =
n∑
i≥−1
(
n + 1
i+ 1
)
wn−iYW (L(i)A,w) (4.5)
for A ∈ M(l) and m,n ≥ −1.
Proof. The first part is standard from Theorem 6.2.12 in [LL]; the proof for the second part
is the same as the proof for Theorem 3.2 and Theorem 3.3 in the vertex algebra case.
5 Logarithmic modules and logarithmic intertwining
operators
In this section, we will construct logarithmic modules for the quasi-conformal vertex algebra
M(l). First we introduce notations and definitions from [HLZ1] and [M1].
Definition 5.1 Let V be a quasi-conformal vertex algebra. We say that a weak V -module
W is logarithmic if it admits a direct sum decomposition into generalized L(0)-eigenspaces,
i.e. admits a Jordan form with respect to the action of L(0). We say that a logarithmic
module W is genuine if under the action of L(0) it admits at least one Jordan block of size
2 or more.
In this section and next section, we assume dim h = 1 with a fixed nonzero vector h. Let
W be a Z-graded restricted ĥ[t]-module. Then W ≃M(l)⊗Ω(W ) by Theorem 4.2. We first
have the following Lemma:
Lemma 5.2 Let W be a restricted Z-graded ĥ[t]-module. Suppose that
∑
j∈N(ht
j)(0)2|Ω(W )
admits a Jordan block of size at least 2. Then W is a genuine logarithmic ĥ[t]-module.
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Proof. It follows from the fact that W ≃ M(l)⊗ Ω(W ) and L(0)|Ω(W ) =
1
2l
∑
j∈N(ht
j)(0)2.
Let λ ∈ h∗. Denote by Ωλ a finite dimensional h-module such that
(h− λ(h))n|Ωλ = 0
for some n ∈ Z+. We define an evaluation h[t]-module Ω(λ, c) ≃ Ωλ as a vector space with
action given by
(hf) · v = f(c)h · v,
where f ∈ C[t] and v ∈ Ωλ.
Form the induced module
G(λ, c, l) =M(l) ⊗ Ω(λ, c)
for some λ ∈ h∗ and |c| < 1. We have that
L(0)|Ω(λ,c) =
1
2l
∑
j∈N
(htj)(0)2 =
1
2l
(∑
j∈N
c2j
)
h2 =
1
2l(1− c2)
h2.
Then G(λ, c, l) is a genuine logarithmic ĥ[t]-module if h(0)2|Ω(λ,c) admits a Jordan block of
size at least 2.
Definition 5.3 Let (W1, Y1), (W2, Y2) and (W3, Y3) be logarithmic modules for a quasi-
conformal vertex algebra V . A logarithmic intertwining operator of type
(
W3
W1W2
)
is a linear
map
Y(·, z)· : W1 ⊗W2 → W3[log z]{z},
or equivalently,
w(1) ⊗ w(2) 7→ Y(w(1), z)w(2) =
∑
n∈C
∑
k∈N
w(1)
Y
n; k
w(2)z
−n−1(log x)k ∈ W3[log z]{z}
for all w(1) ∈ W1 and w(2) ∈ W2, such that the following conditions are satisfied: the lower
truncation condition: for any w(1) ∈ W1, w(2) ∈ W2 and n ∈ C,
w(1)
Y
n+m; k
w(2) = 0 for m ∈ N sufficiently large, independently of k;
the Jacobi identity:
z−10 δ
(
z1 − z2
z0
)
Y3(v, z1)Y(w(1), z2)w(2)
−z−10 δ
(
z2 − z1
−z0
)
Y(w(1), z2)Y2(v, z1)w(2)
= z−12 δ
(
z1 − z0
z2
)
Y(Y1(v, z0)w(1), z2)w(2)
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for v ∈ V , w(1) ∈ W1 and w(2) ∈ W2; the L(−1)-derivative property: for any w(1) ∈ W1,
Y(L(−1)w(1), z) =
d
dz
Y(w(1), z).
Following the construction in [M2], we can identify the space of logarithmic intertwining
operators among triples of logarithmic modules Wi = G(λi, 0, l) for λi ∈ h
∗ (i = 1, 2, 3) with
Homh[t](Ω(λ1, 0),Hom(Ω(λ2, 0),Ω(λ3, 0)).
6 Strongly graded vertex algebras and their modules
In this section, we define the notions of strongly N-graded vertex algebra and its strongly
N-graded modules following [HLZ1] (cf. [Y1], [Y2]).
Definition 6.1 A quasi-conformal vertex algebra
V =
∐
n∈Z
V(n)
is said to be strongly graded with respect to N (or strongly N-graded) if it is equipped with a
second grading, by N,
V =
∐
m∈N
V (m),
such that the following conditions are satisfied: the two gradings are compatible, that is,
V (m) =
∐
n∈Z
V
(m)
(n) , where V
(m)
(n) = V(n) ∩ V
(m) for any m ∈ N;
for any m, k ∈ N and n ∈ Z,
V
(m)
(n) = 0 for n sufficiently negative;
dimV
(m)
(n) <∞;
1 ∈ V
(0)
(0) ;
L(j)V (m) ⊂ V (m) for j ≥ −1; (6.1)
vjV
(k) ⊂
∐
0≤i≤m+k
V (i) for any v ∈ V (m), j ∈ Z. (6.2)
Note here the definition of the notion of strongly N-graded vertex algebra is slightly
different from [HLZ1] where (6.2) is replaced by a stronger condition:
vlV
(k) ⊂ V (m+k) for any v ∈ V (m), l ∈ Z.
For modules for a strongly N-graded algebra, we will also have a second grading by N.
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Definition 6.2 Let V be a strongly N-graded quasi-conformal vertex algebra. A V -module
W =
∐
n∈C
W(n)
is said to be strongly graded with respect to N (or strongly N-graded) if it is equipped with a
second gradation, by N,
W =
∐
m∈N
W (m),
such that the following conditions are satisfied: the two gradations are compatible, that is,
for any m ∈ N,
W (m) =
∐
n∈C
W
(m)
(n) , where W
(m)
(n) = W(n) ∩W
(m);
for any m, k ∈ N and n ∈ C,
W
(m)
(n) = 0 for n with sufficiently negative real part;
dimW
(m)
(n) <∞;
L(j)W (m) ⊂W (m) for j ≥ −1; (6.3)
vjW
(k) ⊂
∐
0≤i≤m+k
W (i) for any v ∈ V (m), j ∈ Z. (6.4)
Note here for the purpose of this paper, we modify the notion of strongly N-graded
modules in [HLZ1], where (6.4) is replaced by
vlW
(k) ⊂W (m+k) for any v ∈ V (m), l ∈ Z.
Similarly, we can define the notion of strongly N-graded logarithmic modules by replacing
L(0)-eigenspace W(n) by generalized L(0)-eigenspace W[n].
We define an N-grading for M(l) by
N-wt x1t
i1(−n1) · · ·xkt
ik(−nk)1 = i1 + · · ·+ ik.
It is easy to check that M(l) satisfies all the assumptions in Definition 6.1. Thus we have
Corollary 6.3 The vertex algebra M(l) is a strongly N-graded quasi-conformal vertex alge-
bra.
We define an N-grading for W (λ, c, l) by
N-wt x1t
i1(−n1) · · ·xkt
ik(−nk)vλ = i1 + · · ·+ ik,
where vλ is a nontrivial element in V (λ, c). Similarly, we define an N-grading for G(λ, c, l)
by
N-wt x1t
i1(−n1) · · ·xkt
ik(−nk)w = i1 + · · ·+ ik,
where w ∈ Ω(λ, c). Thus we construct strongly N-graded modules and logarithmic modules
for M(l):
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Corollary 6.4 For λ ∈ h∗ and |c| < 1, let V (λ, c) and Ω(λ, c) be h[t]-modules defined as
before. Then W (λ, c, l) and G(λ, c, l) are strongly N-graded modules and logarithmic modules
for M(l), respectively.
In the rest of this section, we will recall the following useful definitions and notations
from [HLZ1] (cf. [Y1], [Y2]):
Definition 6.5 Let V be a strongly N-graded conformal vertex algebra. The subspaces
V
(m)
(n) for n ∈ Z, m ∈ N are called the doubly homogeneous subspaces of V . The elements
in V
(m)
(n) are called doubly homogeneous elements. Similar definitions can be used for W
(m)
(n)
(respectively, W
(m)
[n] ) in the strongly graded (logarithmic) module W .
Notation 6.6 Let v be a doubly homogeneous element of V . Let wt vn, n ∈ Z, refer to the
weight of vn as an operator acting on W , and let N-wt vn refer to the N-weight of vn on W .
Similarly, let w be a doubly homogeneous element of W . We use wt w to denote the weight
of w and N-wt w to denote the N-grading of w.
Lemma 6.7 Let v ∈ V
(m)
(n) , for n ∈ Z, m ∈ N. Then for k ∈ Z, wt vk = n − k − 1 and
N-wt vk ≤ m.
Proof. The first equation is standard from the theory of graded conformal vertex algebras
and the second follows easily from the definitions.
With the strong gradedness condition on a (logarithmic) module, we can now define the
corresponding notion of contragredient (logarithmic) module.
Definition 6.8 Let W =
∐
m∈N,n∈CW
(m)
[n] be a strongly N-graded logarthmic module for a
strongly N-graded quasi-conformal vertex algebra. For each m ∈ N and n ∈ C, let us identify
(W
(m)
[n] )
∗ with the subspace of W ∗ consisting of the linear function on W vanishing on each
W
(m′)
[n′] with m
′ 6= m or n′ 6= n. We define W ′ to be the (N× C)-graded vector subspaces of
W ∗ given by
W ′ =
∐
m∈N,n∈C
(W ′)
(m)
[n] , where (W
′)
(m)
[n] = (W
(−m)
[n] )
∗.
The adjoint vertex operators Y ′(v, z) (v ∈ V ) on W ′ is defined in the same way as vertex
operator algebra in section 5.2 in [FHL]:
〈Y ′(v, z)w′, w〉 = 〈w′, Y (ezL(1)(−z−2)L(0)v, z−1)w〉 (6.5)
for w′ ∈ W ′, w ∈ W . The pair (W ′, Y ′) carries a strongly −N-graded module structure.
For u ∈ V and n ∈ Z, let un = Reszz
nY ′(v, z) be the operator onW ′ and let u∗n : W →W
be the adjoint of un. From formula (6.5), we have
wt u∗n = −wt un
and
N-wt u∗n = N-wt un. (6.6)
14
7 C1-cofiniteness condition and differential equations
In this section, we let V be the strongly N-graded quasi-conformal vertex algebra M(l) and
we assume every strongly N-graded V -module has weights in R.
Definition 7.1 Let W be a strongly N-graded V -module and let C1(W ) be the subspace
of W spanned by elements of the form u−1w for u ∈ V+ =
∐
n>0 V(n) and w ∈ W . The
N-grading on W induces an N-grading on W/C1(W ):
W/C1(W ) =
∐
m∈N
(W/C1(W ))
(m),
where
(W/C1(W ))
(m) =W (m)/(C1(W ))
(m)
for m ∈ N. If dim W (m)/(C1(W ))
(m) < ∞ for m ∈ N, we say that W is C1-cofinite with
respect to N or W satisfies the C1-cofiniteness condition with respect to N.
Corollary 7.2 For λ ∈ h∗ and c ∈ C, let V (λ, c) and Ω(λ, c) be h[t]-modules defined as
before. Then W (λ, c, l) and G(λ, c, l) satisfy the C1-cofiniteness condition with respect to N.
Let R = C[z±11 , z
±1
2 , (z1 − z2)
−1], Wi, i = 0, 1, 2, 3 be strongly N-graded V -modules satis-
fying the C1-cofiniteness condition with respect to N and
T = R⊗W0 ⊗W1 ⊗W2 ⊗W3
which has a natural R-module structure. For simplicity, we shall omit one tensor symbol to
write f(z1, z2)⊗ w0 ⊗ w1 ⊗ w2 ⊗ w3 as f(z1, z2)w0 ⊗ w1 ⊗ w2 ⊗ w3 in T .
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For u ∈ V+ and wi ∈ Wi, i = 0, 1, 2, 3, let J be the submodule of T generated by elements
of the form
A(u, w0, w1, w2, w3)
=
∑
k≥0
(
−1
k
)
(−z1)
ku∗−1−kw0 ⊗ w1 ⊗ w2 ⊗ w3 − w0 ⊗ u−1w1 ⊗ w2 ⊗ w3
−
∑
k≥0
(
−1
k
)
(−(z1 − z2))
−1−kw0 ⊗ w1 ⊗ ukw2 ⊗ w3
−
∑
k≥0
(
−1
k
)
(−z1)
−1−kw0 ⊗ w1 ⊗ w2 ⊗ ukw3,
B(u, w0, w1, w2, w3)
=
∑
k≥0
(
−1
k
)
(−z2)
ku∗−1−kw0 ⊗ w1 ⊗ w2 ⊗ w3
−
∑
k≥0
(
−1
k
)
(−(z1 − z2))
−1−kw0 ⊗ ukw1 ⊗ w2 ⊗ w3 − w0 ⊗ w1 ⊗ u−1w2 ⊗ w3
−
∑
k≥0
(
−1
k
)
(−z2)
−1−kw0 ⊗ w1 ⊗ w2 ⊗ ukw3,
C(u, w0, w1, w2, w3)
= u∗−1w0 ⊗ w1 ⊗ w2 ⊗ w3 −
∑
k≥0
(
−1
k
)
z−1−k1 w0 ⊗ ukw1 ⊗ w2 ⊗ w3
−
∑
k≥0
(
−1
k
)
z−1−k2 w0 ⊗ w1 ⊗ ukw2 ⊗ w3 − w0 ⊗ w1 ⊗ w2 ⊗ u−1w3,
D(u, w0, w1, w2, w3)
= u−1w0 ⊗ w1 ⊗ w2 ⊗ w3
−
∑
k≥0
(
−1
k
)
zk+11 w0 ⊗ e
z−11 L(1)(−z21)
L(0)uk(−z
−2
1 )
L(0)e−z
−1
1 L(1)w1 ⊗ w2 ⊗ w3
−
∑
k≥0
(
−1
k
)
zk+12 w0 ⊗ w1 ⊗ e
z−12 L(1)(−z22)
L(0)uk(−z
−2
2 )
L(0)e−z
−1
2 L(1)w2 ⊗ w3
−w0 ⊗ w1 ⊗ w2 ⊗ u
∗
−1w3.
The double gradings onWi for i = 0, 1, 2, 3 induce double gradings onW0⊗W1⊗W2⊗W3
and then also on T (here we define the double gradings of elements of R to be 0). Let T
(m)
(r)
be the doubly homogeneous subspaces of weight r and N-weight m for r ∈ R and m ∈ N.
Then
T =
∐
r∈R,m∈N
T
(m)
(r) ,
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where T
(m)
(r) are finitely generated R-modules and T
(m)
(r) = 0 when r is sufficiently small. For
m ∈ N, r ∈ R, we define the following filtration on T :
Fr(T ) =
∐
s≤r
T(s)
Fm(T ) =
∐
0≤k≤m
T (k)
Fmr (T ) =
∐
s≤r,0≤k≤m
T
(k)
(s) .
Then Fmr (T ) are finitely generated R-modules, and
Fmr (T ) ⊂ F
m
s (T ) for r ≤ s,
Fm(T ) = ∪r∈RF
m
r (T ).
For m ∈ N, r ∈ R, we define the following filtration on J induced from the above filtration
on T :
Fr(J) = J ∩ Fr(T )
Fm(J) = J ∩ Fm(T )
Fmr (J) = J ∩ F
m
r (T ).
Then Fmr (J) are finitely generated R-modules, and
Fmr (J) ⊂ F
m
s (J) for r ≤ s,
J (m) = ∪r∈RF
m
r (J).
Proposition 7.3 There exists M ∈ Z such that for any r ∈ R, m ∈ N, Fmr (T ) ⊂ F
m
r (J) +
FmM (T ). In particular, F
m(T ) = Fm(J) + FmM (T ).
Proof. Since dim W
(mi)
i /(C1(Wi))
(mi) < ∞ for mi ∈ N, i = 0, 1, 2, 3, there exists M ∈ Z
such that∐
n>M
(Fm(T ))(n) ⊂
∐
m0+m1+m2+m3≤m,mi∈N
R((C1(W0))
(m0) ⊗W
(m1)
1 ⊗W
(m2)
2 ⊗W
(m3)
3 )
+ R(W
(m0)
0 ⊗ (C1(W1))
(m1) ⊗W
(m2)
2 ⊗W
(m3)
3 )
+ R(W
(m0)
0 ⊗W
(m1)
1 ⊗ (C1(W2))
(m2) ⊗W
(m3)
3 )
+ R(W
(m0)
0 ⊗W
(m1)
1 ⊗W
(m2)
2 ⊗ (C1(W3))
(m3)). (7.1)
Note the right-hand side of (7.1) is a finite sum.
We use induction on r ∈ R. If r is equal toM , FmM (T ) ⊂ F
m
M (J)+F
m
M (T ). Now we assume
that Fmr (T ) ⊂ F
m
r (J) + F
m
M (T ) for r < s where s > M . We want to show that any doubly
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homogeneous elements of T
(m)
(s) can be written as a sum of element of F
m
s (J) and an element
of FmM (T ). Since s > M , by (7.1), any element of T
(m)
(s) is an element of the right-hand side
of (7.1). We shall discuss only the case that this element is in R((C1(W0))
(m0) ⊗W
(m1)
1 ⊗
W
(m2)
2 ⊗W
(m3)
3 ) for some mi ∈ N such that m0 +m1 +m2 +m3 ≤ m; the other cases are
completely similar.
We need only discuss elements of the form w0 ⊗ u−1w1 ⊗ w2 ⊗ w3, where wi ∈ W
(mi)
i for
i = 0, 1, 2, 3 and u ∈ V+. By assumption, the weight of w0 ⊗ u−1w1 ⊗ w2 ⊗ w3 is s, then the
weight of u∗−1−kw0⊗w1⊗w2⊗w3, w0⊗w1⊗ukw2⊗w3 and w0⊗w1⊗w2⊗ukw3 for k ≥ 0, are
all less than s. Note that all these elements have N-weights less than or equal to m by (6.4)
and (6.6). Thus these elements lie in Fms−1(T ). Also, since A(u, w0, w1, w2, w3) ∈ F
m
s (J), we
see that
w0 ⊗ u−1w1 ⊗ w2 ⊗ w3
= A(u, w0, w1, w2, w3) +
∑
k≥0
(
−1
k
)
(−z1)
ku∗−1−kw0 ⊗ w1 ⊗ w2 ⊗ w3
−
∑
k≥0
(
−1
k
)
(−(z1 − z2))
−1−kw0 ⊗ w1 ⊗ ukw2 ⊗ w3
−
∑
k≥0
(
−1
k
)
(−z1)
−1−kw0 ⊗ w1 ⊗ w2 ⊗ ukw3
can be written as a sum of an element of Fms (J) and elements of F
m
s−1(T ). Thus by the
induction assumption, the element w0 ⊗ u−1w1 ⊗ w2 ⊗ w3 can be written as a sum of an
element of Fms (J) and an element of F
m
M (T ).
Now we have
Fm(T ) =
∐
r∈R
Fmr (T )
⊂
∐
r∈R
Fmr (J) + F
m
M (T )
= Fm(J) + FmM (T ).
But we know that Fm(J) + FmM (T ) ⊂ F
m(T ). Thus we have Fm(T ) = Fm(J) + FmM (T ).
We immediately have the following:
Corollary 7.4 For each m ∈ N, the quotient R-module Fm(T )/Fm(J) is finitely generated.
For an elementW ∈ Fm(T ), we shall use [W] to denote the equivalence class in Fm(T )/Fm(J)
containing W. We have the following theorem:
Theorem 7.5 Let Wi be strongly N-graded generalized V -modules for i = 0, 1, 2, 3. For any
wi ∈ Wi (i = 0, 1, 2, 3), let M1 and M2 be the R-submodules of F (T )/F (J) generated by
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[w0 ⊗ L(−1)
jw1 ⊗ w2 ⊗ w3], j ≥ 0, and by [w0 ⊗ w1 ⊗ L(−1)
jw2 ⊗ w3], j ≥ 0, respectively.
Then M1, M2 are finitely generated. In particular, for any wi ∈ Wi (i = 0, 1, 2, 3), there
exist ak(z1, z2), bl(z1, z2) ∈ R for k = 1, . . . , m and l = 1, . . . , n such that
[w0 ⊗ L(−1)
mw1 ⊗ w2 ⊗ w3] + a1(z1, z2)[w0 ⊗ L(−1)
m−1w1 ⊗ w2 ⊗ w3]
+ · · ·+ am(z1, z2)[w0 ⊗ w1 ⊗ w2 ⊗ w3] = 0, (7.2)
[w0 ⊗ w1 ⊗ L(−1)
nw2 ⊗ w3] + b1(z1, z2)[w0 ⊗ w1 ⊗ L(−1)
n−1w2 ⊗ w3]
+ · · ·+ bn(z1, z2)[w0 ⊗ w1 ⊗ w2 ⊗ w3] = 0. (7.3)
Proof. Without loss of generality, we assume the elements wi ∈ Wi, i = 0, 1, 2, 3 are N-
weight homogeneous with
∑4
i=0N-wt wi = m for some m ∈ N.
By corollary 7.4, Fm(T )/Fm(J) is finitely generated. Since R is a Noetherian ring, any
R-submodule of the finitely generated R-module Fm(T )/Fm(J) is also finitely generated. In
particular, M1 and M2 are finitely generated. The second conclusion follows immediately.
Now we establish the existence of systems of differential equations:
Theorem 7.6 Let Wi for i = 0, 1, 2, 3 be strongly N-graded generalized V -modules satisfying
C1-cofiniteness condition with respect to N. Then for any wi ∈ Wi (i = 0, 1, 2, 3), there exist
ak(z1, z2), bl(z1, z2) ∈ C[z
±
1 , z
±
2 , (z1 − z2)
−1]
for k = 1, . . . , m and l = 1, . . . , n such that for any strongly N-graded V -module W4,W5
and W6, any logarithmic intertwining operators Y1,Y2,Y3,Y4,Y5 and Y6 of types
(
W ′0
W1W4
)
,(
W4
W2W3
)
,
(
W5
W1W2
)
,
(
W ′0
W5W3
)
,
(
W ′0
W2W6
)
and
(
W6
W1W3
)
, respectively, the series
〈w0,Y1(w1, z1)Y2(w2, z2)w3〉, (7.4)
〈w0,Y4(Y3(w1, z1 − z2)w2, z2)w3〉 (7.5)
and
〈w0,Y5(w2, z2)Y6(w1, z1)w3〉, (7.6)
satisfy the expansions of the system of differential equations
∂mϕ
∂zm1
+ a1(z1, z2)
∂m−1ϕ
∂zm−11
+ · · ·+ am(z1, z2)ϕ = 0, (7.7)
∂nϕ
∂zn2
+ b1(z1, z2)
∂n−1ϕ
∂zn−12
+ · · ·+ bn(z1, z2)ϕ = 0 (7.8)
in the region |z1| > |z2| > 0, |z2| > |z1 − z2| > 0 and |z2| > |z1| > 0, respectively.
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Proof. The proof is similar to the proof of Theorem 1.4 in [H]. We sketch the proof as
follows:
Without loss of generality, we assume the elements wi ∈ Wi, i = 0, 1, 2, 3 are N-weight
homogeneous with
∑4
i=0N-wt wi = m for some m ∈ N.
Let ∆ = wt w0 − wt w1 − wt w2 − wt w3. Let C({x}) be the space of all series of the
form
∑
n∈R anx
n for n ∈ R such that an = 0 when the real part of n is sufficiently negative.
Consider the map
φY1,Y2 : F
m(T ) −→ z∆1 C({z2/z1})[z
±1
1 , z
±1
2 ]
defined by
φY1,Y2(f(z1, z2)w0 ⊗ w1 ⊗ w2 ⊗ w3)
= ι|z1|>|z2|>0(f(z1, z2))〈w0,Y1(w1, z1)Y2(w2, z2)w3〉,
where
ι|z1|>|z2|>0 : R −→ C[[z2/z1]][z
±1
1 , z
±1
2 ]
is the map expanding elements of R as series in the regions |z1| > |z2| > 0.
Using the Jacobi identity for the logarithmic intertwining operators, we have that φY1,Y2(J) =
0. Thus the map φY1,Y2 induces a map
φ¯Y1,Y2 : F
m(T )/Fm(J) −→ z∆1 C({z2/z1})[z
±1
1 , z
±1
2 ].
Applying φ¯Y1,Y2 to (7.2) and (7.3) and then use the L(−1)-derivative property for logarithmic
intertwining operators, we see that (7.4) indeed satisfies the expansions of the system of
differential equations in the regions |z1| > |z2| > 0. Similarly, we can prove that (7.5)
and (7.6) satisfy the expansions of the system of differential equations in the regions |z2| >
|z1 − z2| > 0 and |z2| > |z1| > 0, respectively.
Corollary 7.7 Let Wi = G(λi, c, l) for |c| < 1 and λi ∈ h
∗, i = 0, 1, 2, 3. Then for any
wi ∈ Wi, there exist
ak(z1, z2), bl(z1, z2) ∈ C[z
±
1 , z
±
2 , (z1 − z2)
−1]
for k = 1, . . . , m and l = 1, . . . , n such that for any strongly N-graded V -module W4,W5 and
W6, any logarithmic intertwining operators Y1,Y2,Y3,Y4,Y5 and Y6 of types
(
W ′0
W1W4
)
,
(
W4
W2W3
)
,(
W5
W1W2
)
,
(
W ′0
W5W3
)
,
(
W ′0
W2W6
)
and
(
W6
W1W3
)
, respectively, the series (7.4), (7.5), (7.6) satisfy the
expansions of the system of differential equations (7.7), (7.8) in the region |z1| > |z2| > 0,
|z2| > |z1 − z2| > 0 and |z2| > |z1| > 0, respectively.
Using the fact that the matrix elements of logarithmic intertwining operators among
strongly graded modules for M(l) satisfy differential equations (Corollary 7.7) and that the
singular points for the differential equations are regular (see [Y2]), we have the following
convergence and expansion property for M(l) (see [HLZ7]):
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Theorem 7.8 For any n ∈ Z+, any strongly graded modulesW1, . . . ,Wn+1 and W˜1, . . . , W˜n−1,
any logarithmic intertwining operators
Y1,Y2, . . . ,Yn−1,Yn
of types (
W0
W1 W˜1
)
,
(
W˜1
W2 W˜2
)
, . . . ,
(
W˜n−2
Wn−1 W˜n−1
)
,
(
W˜n−1
WnWn+1
)
,
respectively, and any w′(0) ∈ W
′
0, w(1) ∈ W1, . . . ,W(n+1) ∈ Wn+1, the series
〈w′(0),Y1(w(1), z1) · · · Yn(w(n), zn)w(n+1)〉
is absolutely convergent in the region |z1| > · · · > |zn| > 0 and its sum can be analytically
extended to a multivalued analytic function on the region given by z1 6= 0, i = 1, . . . , n,
zi 6= zj, i 6= j, such that for any set of possible singular points with either zi = 0, zi =∞ or
zi = zj for i 6= j, this multivalued analytic function can be expanded near the singularity as
a series having the same form as the expansion near the singular points of a solution of a
system of differential equations with regular singular points.
Proof. The proof uses the same method as in [H].
8 Graded dimension
Let V =
∐
α∈A,n∈Z V
(α)
(n) be a strongly A-graded vertex algebra. We call the graded dimension
of V the formal sum
dim∗ V =
∑
α∈A,n∈Z
(dim V
(α)
(n) )p
nqα.
Here p and q are mutually commuting formal variables. In particular, the graded dimension
of M(l) is
dim∗ M(l) =
∑
m,n∈N
dim (M(l)
(m)
(n) )p
nqm.
The dimension of the double homogeneous subspace M(l)
(m)
(n) is the number of bipartite
partitions
(m,n) =
∞∑
j=1
(mj , nj),
where mj ’s are nonnegative integers and nj ’s are positive integers for j ∈ Z+. We use the
following standard abbreviation in [A]:
(a; q)n = (1− a)(1− aq) · · · (1− aq
n−1),
(a; q)∞ = lim
n 7→∞
(a; q)n,
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where a is any formal variable or complex number.
Let p(k, n) be the number of partitions of n into a set of positive integers that have k
parts. Then (see for example [A])
∞∑
k=0
∞∑
n=0
p(k, n)xkqn =
1
(xq; q)∞
.
Similarly, let p′(k,m) the number of partitions of m into a set of nonnegative integers that
have k parts. Then
∞∑
k=0
∞∑
m=0
p′(k,m)xkqm =
1
(x; q)∞
.
Thus we have
dim∗ M(l) = constant term of x in
1
(x−1p; p)∞(x; q)∞
. (8.9)
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