I have more than 30 years of experience in consulting with research workers on the design, analysis, and interpretation of their experiments. Much of this experience has been with agricultural and biological research workers, but I dare say the abuses and misuses I have found are analogous to any field. It has occurred to me over time that the same errors are being repeated. But what is even more than potentially frightening is the recent availability of very powerful computer software packages on microcomputers, giving people more computing power than was available in mainframe computers only a few short years ago. The wide-spread availability of these powerful microcomputers with very general and equally powerful software packages has its analog in many other areas of life; there is enormous potential for good and for bad. If a user, however dedicated or conscientious, decides to "do his thing" with a set of data, when the researcher is in reality out in "left field," who is going to stop the user from illogical, ill--advised, and incorrect analyses? The researcher may have expert statistical advice available but cannot be bothered to wait a day or two for an appointment to check to see if the model under consideration is appropriate for the design. Or even worse, suppose that no professional statistical advisor is even available within our conscientious researcher's organization. I cannot verify it personally, but I have heard the apocryphal story that some research administrators think that statisticians are now passé with the advent of these all-powerful desk-top computers! Although I have had no personal experience, I would judge that some of the "expert system" computer programs in experimental design would fare no better with naive users.
It is my contention that the only solution is education, education, and more education of the end-user. I am not talking about the researcher who uses the identical experimental design year after year and who thoroughly understands the advantages and disadvantages of the design and is intimately familiar with its correct layout in the field, oven, or greenhouse bench, as the case may be, and Received for publication 15 Oct. 1990 . I am deeply indebted to many individuals for encouraging the writing of and for critiquing this version of the manuscript, but especially to Mel Carter, Ron Hocking, Mort Kothmann, and Scott Urquhart. All remaining misinterpretations are my own. The cost of publishing this paper was defrayed in part by the payment of page charges. Under postal regulations, this paper therefore must be hereby marked advertisement solely to indicate this fact.
last, but by no means least. with its correct error term, they may not even show signifanalysis and interpretation. There are actually researchers who for good and sufficient reasons (including legal ones) employ the same designs repeatedly. Even so, those who can should re-examine the situation every 5 or 10 years. I am referring to the researchers who perhaps use a novel design (to them), or, heaven forbid, have been incorrectly analyzing a given design for many years. It cannot be overemphasized that statistical knowledge is all important in providing correct models.
In the next section, I enumerate some of the common statistical errors that I see, while the last section enumerates some basic principles of experimental design. Tests of significance are emphasized throughout, but the principles are the same for ascertaining unbiased standard errors, confidence intervals, etc.
COMMON ABUSES AND MISUSES OF PLANNED EXPERIMENTS
This list of common abuses and misuses is in no particular order, although some of the more common and serious errors are near the beginning of the list.
1. Incorrectly analyzing split-plot designs. This is a very frequent occurrence; far too frequent to be a chance event. I think part of the problem is the pernicious terminology (even by well-known statisticians) of "factorial designs." The phrase "factorial designs" is at best a misleading, if not incorrect, phrase. The reason is that the phrase "factorial designs" tells us nothing about the design per se of the experiment. The design of an experiment has to do with blocking factors or absence thereof. A more precise terminology is "factorial experiment," which merely says that factorial arrangement of treatments is present; the design could be completely randomized (CRD), randomized (complete) block (RBD), split-plot (SPD), etc. Of course, if we have a SPD experiment, we know there must be at least two treatment factors.
The usual incorrect analysis of a SPD experiment is its analysis as if the design had been a two-factor factorial in a RBD experiment. The net effect is that the two customary error terms for the SPD, in such a case, are pooled and used to test all treatment effects. The difficulty with that analysis is that the pooled error typically will be badly biased downward and will have far too many degrees of freedom (df) for testing whole-plot treatments. Thus, whole-plot treatments will typically show significance, possibly at the 0.0001 level, when, if tested by a correct icance. The pooled error term for testing the split-plot treatments and the interaction typically will be somewhat too large, but this will be partially compensated for by the additional df available for the test. These remarks are illustrated with a typical example in Table 1 . This example, actually designed and run as a SPD (Fig. 1) , consisted of the irrigation treatments and fertility rates for cotton grown in the high plains of Texas. Of necessity, large plots are needed for the irrigation treatments employed; economically, it is infeasible to have many replications of the irrigation treatments (two in our example), but the four fertility treatments can be applied readily in much smaller areas.
It is also obvious that, even aside from tests of significance, the SE for whole-plot treatments computed from the incorrect, pooled error will be badly biased.
For details of the correct analysis of SPDs, refer to any good statistical methods reference book, such as Sokal and Rohlf (1981) .
A generalization of the "incorrectly analyzed split-plot error" is the "use of an incorrect error term" from misapplying or failing to understand the concept of random and fixed effects and mean square expectations (see the fourth "basic principle" below).
2. Failure to recognize the distinction between nested and crossed (factorial) factors. Researchers may be unaware that, if they understand the distinction between CRD and RBD, they have within their grasp an easy explanation of the distinction between nested and crossed effects. A typical incorrect assignment exists when a researcher places in the model a term for samples, when there is no rationale or justification for matching the first, or indeed any, samples from each plot. This error may not be nearly as serious as the previous error. The researcher will merely have an additional term in the model to explain, where significance or lack thereof will not seriously impair the overall interpreta- Table 1 . A split-plot design incorrectly analyzed as a two-factor factorial in a randomized-block design and analyzed correctly.
tion. Of course, experimenters could and sometimes do get carried away and fit a threefactor factorial, i.e., interactions of his supposed "sample" factor with various blocking and treatment factors, which leads to certain difficulties in interpretation. Table 2 shows a typical RBD with sampling, the correct analysis, and the two incorrect models alluded to. 3. Substitution of sampling error for experimental error, or arbitrarily combining these two errors. Although this abuse of statistics was pointed out by George Snedecor many decades ago, it still occurs with monotonous frequency. How many times, for example, have I argued with poultry scientists that with 12 pens of broilers, four penfed dietary treatments, three blocks (pen levels), and 10 broilers per pen, the correct error term for testing the effect of diet on body weight is the experimental error with exactly 6, not sampling error with 108, df! How many hundreds (thousands?) of papers have survived the refereeing process and been published in exactly this situation? A simple example is provided in Table 3. 4. Designing experiments with unreplicated treatment factors. This is one of the most common errors that even some of our own statistics majors often fail to recognize. They simply fail to recognize that it is quite possible and all too common to have certain treatment factors replicated and others unreplicated, even within the same experiment. Common examples of this occur with growth chambers, plot treatments involving aerial spraying, and forage pasture experiments with large animals. Using the former example, graduate student Ms. XYZ is given the use of two growth chambers to run an experiment in conjunction with her Master's program. There are two temperatures to be investigated for growing the ornamental Euonymus atropurpureus, four cultivars, three fertility treatments, and two plants per growth chamber per species per fertility level. Thus, 24 plants are randomly assigned within each of the two growth chambers. The two temperatures are assigned literally at random to the two growth chambers. Obviously, temperatures cannot be tested, as that factor was never replicated. Certainly, the model can and should be written to include a term for "temperature," but there is no valid error term for that effect, despite what the software labels as "error."
Hammer and Urquhart (1979) discuss in depth the issues involved and the correct analyses of controlled environmental studies. Another view of the problem of lack of replication in planned experiments is afforded by Hurlbert (1984) . This paper has been quoted widely in the ecological press; basically, Hurlbert notes that many researchers incorrectly use samples to test nonreplicated treatments in field experiments.
There is an "out," however, from the lack of replication, provided that the experiment has three, or preferably more, levels of the unreplicated factor (providing it is a quantitative factor). Suppose that in the above experiment, there were three growth chamhers available for testing three temperature levels. I do not think anyone could quibble with use of lack-of-fit, deviations from the fitted model, in order to test treatments. In this case, it is perfectly proper to use deviations from linear temperature effects to test linear treatment effects. The use of lack-offit to test the fitted model is a conservative test because if the model is inadequate, it will be biased upward. The test will be of extremely low power, due to the low df involved and possibly also due to the bias mentioned. But the aerial sprayers, large animal, and growth chamber experimenters can have unreplicated experiments, provided there are three or more levels of the aforementioned quantitative factor.
5. Overuse of multiple comparison procedures. Apparently, we as a profession have oversold multiple comparison procedures. All too often "Duncan's" is applied to a set of data, irrespective of whether the treatment factors are quantitative or qualitative or some combination thereof. This is a particularly pernicious error, especially if the "treatments" happen to be comprised of a factorial arrangement of factors. Little's (1978) tonguein-cheek article, "If Galileo Published in HortScience," presents a 6 × 2 factorial, with six time intervals in which two different "fruits" were dropped, puffballs and apples. Then, of course, Duncan's multiple range test is misapplied to the 12 treatment combinations. The results of the incorrect analysis are summarized in Table 4 . The correct analysis is clearly to analyze the data as a 2 × 6 factorial, presumably in a CRD. If the interaction is nonsignificant, then the two treatment factors can be interpreted independently; if the interaction is significant, then the two "fruits" can be compared for each distance or, alternatively, the distances evaluated with linear, quadratic, etc. for each "fruit." There are many relevant articles in the literature on the misuses and role of multiple comparison procedures. In addition to Little's paper, see the series of papers by Jones (1984) , Perry (1986) , and Jones and Matloff (1986) .
6. The incorrect analysis of factorial experiments consisting of a qualitative factor (with b levels) and a quantitative factor with a levels, including the zero level. I see several of these a year; sometimes the researchers are cognizant that they do not have complete a × b factorials and sometimes they are not. These designs are very common in spraying treatments, where the quantitative factor is the amount of the qualitative factor, spray material. Other examples are sources of N vs. rates and storage experiments with storage temperature vs. length of storage, including 0 (this latter case is actually a factorial with two quantitative factors, so the terminology needs updating). The basic difficulty here, as alluded to above, is tion. Of course, experimenters could and sometimes do get carried away and fit a threefactor factorial, i.e., interactions of his supposed "sample" factor with various blocking and treatment factors, which leads to certain difficulties in interpretation. Table 2 shows a typical RBD with sampling, the correct analysis, and the two incorrect models alluded to.
3. Substitution of sampling error for experimental error, or arbitrarily combining these two errors. Although this abuse of statistics was pointed out by George Snedecor many decades ago, it still occurs with monotonous frequency. How many times, for example, have I argued with poultry scientists that with 12 pens of broilers, four penfed dietary treatments, three blocks (pen levels), and 10 broilers per pen, the correct error term for testing the effect of diet on body weight is the experimental error with exactly 6, not sampling error with 108, df! How many hundreds (thousands?) of papers have survived the refereeing process and been published in exactly this situation? A simple example is provided in Table 3. 4. Designing experiments with unreplicated treatment factors. This is one of the most common errors that even some of our own statistics majors often fail to recognize. They simply fail to recognize that it is quite possible and all too common to have certain treatment factors replicated and others unreplicated, even within the same experiment. Common examples of this occur with growth chambers, plot treatments involving aerial spraying, and forage pasture experiments with large animals. Using the former example, graduate student Ms. XYZ is given the use of two growth chambers to run an experiment in conjunction with her Master's program. There are two temperatures to be investigated for growing the ornamental Euonymus atropurpureus, four cultivars, three fertility treatments, and two plants per growth chamber per species per fertility level. Thus, 24 plants are randomly assigned within each of the two growth chambers. The two temperatures are assigned literally at random to the two growth chambers. Obviously, temperatures cannot be tested, as that factor was never replicated. Certainly, the model can and should be written to include a term for "temperature," but there is no valid error term for that effect, despite what the software labels as "error."
6. The incorrect analysis of factorial experiments consisting of a qualitative factor (with b levels) and a quantitative factor with a levels, including the zero level. I see several of these a year; sometimes the researchers are cognizant that they do not have complete a × b factorials and sometimes they are not. These designs are very common in spraying treatments, where the quantitative factor is the amount of the qualitative factor, spray material. Other examples are sources of N vs. rates and storage experiments with storage temperature vs. length of storage, including 0 (this latter case is actually a factorial with two quantitative factors, so the terminology needs updating). The basic difficulty here, as alluded to above, is vious, and should be to anyone who has ever designed a SPD, where there are two different-sized experimental units, by definition. An experimental unit is the basic unit to which a given treatment is applied. In the irrigation experiment referred to (error no. 1, above), there are two experimental units, the large areas, conventionally called whole plots, to which the irrigation treatments are applied, and the smaller plots, conventionally called split plots, to which the fertility treatments are applied. An exceedingly general principle of experimental design states that for the "usual" models with treatment factors fixed and blocking factors random, treatments will be tested by residual variability of experimental units of the same level. Thus, "wholeplot treatments" are tested usually by error (a) in the SPD, rather than error (b). In error no. 3 above, the experimental unit in a penfed dietary experiment is clearly the whole pen, not the individual broilers. For the basic principles enumerated in items 2-8, see Lentner and Bishop (1986) .
3. The concept of random and fixed effects must be understood. The only exception I would permit would be by the researcher who employs the same design year after year, for good and sufficient reasons. However, even there the researcher should periodically reanalyze his plot technique with a fresh view.
4. The user must understand mean square expectations. The only exception I would permit would be by the rare experimenter who only used CRDs and RBDs, without subsampling. The reason that the mean square expectation concept is so important in experimental design is that such knowledge is absolutely required in order to recognize what the correct "error" term is, except for the most trivial cases.
5. The researcher must recognize the basic designs: CRDs, RBDs, LSDs, SPDs and incomplete block designs (ICBDs). If the endusers of these designs are familiar with even just this basic set, it is less likely that they will analyze the design incorrectly.
6. The design of an experiment is determined solely by the blocking factors, or lack thereof. "A factorial experiment," while a valid phrase, tells us essentially nothing about the experiment's design. One can choose treatments, e.g., in the form of a factorial in a CRD, RBD, SPD, or LSD.
7. Regression and ANOVA are not unrelated statistical techniques but are closely related. It is certainly possible to complete an ANOVA using regression techniques and, undoubtedly, also the converse (see error no. 7 above). The corollary to this principle is that the correct error term must be used in "regression analyses" of planned experiments.
8. An experiment must be analyzed as designed, at least initially. This means that it is completely unethical to analyze a SPD experiment as a two-factor factorial, or to analyze a RBD with sampling as if it were an ordinary RBD, i.e., arbitrarily pooling experimental and sampling error. There are, of course, pooling tests available in the literature (see, e.g., Bancroft, 1964 ) that permit
