A high-order, transient transport method based on the response matrix formalism is developed for application to reactor kinetics problems. The method combines recent advances in both static and transient response matrix methods with an explicit response-based treatment of delayed neutron precursors first proposed in the 1970s. In addition, an orthogonal basis for the time variable based on point kinetics is proposed as an alternative to a strictly polynomial basis. The method is demonstrated on infinite medium problems, the results of which show that the method can be successfully applied to reactor kinetics problems with and without precursors.
I. INTRODUCTION
In a recent article, 1 Pounders and Rahnema presented the development of a time-dependent, incident flux expansion method based on expansions of the space, angle, and time variables in orthogonal polynomials. Their work extends previous work on the steady-state COarsh MEsh Transport (COMET) method from the same group, although similar response matrix methods (RMMs) were developed in the 1970s 2, 3 and continue to be studied by a variety of groups around the world. 4, 5 A survey of the RMM literature can be found in Ref. angular, and temporal discretization; for example, the COMET approach is based on polynomial representations of all variables, while the approach of Sicilian and Pryor is limited to low-order representations, e.g., linear in angle and time, and segmented in space. However, this older method explicitly treated precursors, which was also suggested (but not developed) by Pounders and Rahnema in their preliminary work. 7 In this note, the relationship between the methods is demonstrated, and the high-order method of Pounders and Rahnema 1 is extended to include an explicit treatment of delayed neutron precursors by following the approach of Sicilian and
Pryor. 6 Section II provides a review of the methods and sets the notation to be used throughout. Section III describes how delayed neutron precursors can be treated as a separate response quantity (like nodal fluxes and boundary currents), while
Section IV provides preliminary results based on two infinite medium problems.
Finally, Section V provides a discussion of potential implementation issues and other concluding remarks.
II. TIME-DEPENDENT RESPONSE MATRIX METHODS
Response matrix methods are based on the spatial partitioning of a global domain into independent nodes linked together by approximate boundary conditions.
The boundary currents and volume fluxes are projected onto a finite, orthogonal basis, and the coefficients of the resulting expansion become the unknowns. In this section, the time-dependent, response matrix method of Pounders and Rahnema 1 is summarized. Although the original presentation is followed, a slightly less formal notation is adopted in places for brevity, and some of the notation used by Sicilian and Pryor 6 is introduced for increased clarity.
A. The Time-Dependent Transport Equation
Consider the time-dependent transport equation (TDTE), which, in operator form, can be written
where ψ is the angular flux, r is the spatial coordinate, v is the velocity vector (and v = |v|), H represents all transport processes, and q ext is an external source.
Suppose the global problem of Eq. (1) is defined over a spatial volume V which can be decomposed into N disjoint, nodal subvolumes V n that satisfy
Then an equivalent transport problem for the nth node
subject to the initial condition
and the incident current conditions
where j(r n i , v, t) is the angular current through a nodal surface i with outward normal n i . Pounders and Rahnema showed that the initial and boundary conditions can be represented as sources, leading to the modified local TDTE,
where δ(x) is the Dirac-δ function, H(x) is the Heaviside step function, and I is the number of nodal surfaces. Because both q ext and v −1 ψ represent volumetric sources, they are combined into one effective volume source q for brevity.
Because the transport equation is linear, the general solution for an arbitrary source q can be defined by the convolution of the source term with the appropriate kernel, assuming that the system properties are time-invariant. By adapting the notation of Sicilian and Pryor, 6 the local flux can be expressed as
where (ρ) ≡ (r, v, t). The outgoing angular currents can be similarly expressed
The source-specific kernels (called "response functions") R ss , R cs , R sc , and R cc represent the angular flux (or outgoing current) at ρ due to a unit point source (or incident current) at ρ . For example, R sc (ρ , ρ) is the outgoing angular current at ρ due to a unit point source at ρ , which is suggested by the subscripts s (volume source) to c (current response).
B. Projection onto a Space and Velocity Subspace
Before proceeding to a temporal discretization, the spatial and velocity de- angle. 1 However, if the underlying transport approximation consists of discrete variables, then discrete polynomials can be used. recently been developed to provide accurate approximations with many fewer degrees of freedom than a full multigroup approach. 9 Let a finite basis be constructed with a set of functions, P m (r, v), m = 0, 1, . . . M , which are orthonormal over some domain of interest (i.e., either a volume or a surface). Then the volume source q can be approximated as
where
and the s subscript denotes a (volumetric) source basis. The angular currents can similarly be approximated as
and the c subscript denotes a (surface) current basis.
The substitution of Eqs. (8) and (10) into Eq. (6) yields
where variables have been suppressed and · indicates the appropriate space and velocity integration. Separate indices (i.e., m and l) are used for the surface and volume terms to indicate that the bases and the number of terms used can be different.
After multiplying Eq. (12) by P m s and integrating the result over space and July 2, 2015 DRAFT velocity, a set of flux moments is defined as
or
where the response function moments (e.g, R mm ss ) remain functions of time. The outgoing angular currents can also be projected to yield the moments
The formalism represented by Eqs. (14) and (15), without specifying the space and velocity bases used for projection, is equivalent to that of Pounders and Rahnema (e.g., Eqs. (24)- (26) 
C. Projection onto a Temporal Subspace
To treat the time dependence of the responses, a similar projection technique can be used. 1 Consider the generic time integral
typical of the flux and moment equations derived above. With the use of a set of functions P k (t), k = 0, 1 . . . , K, that are orthonormal over the time domain of interest, the function j(t) can be approximated as
and the function R(t) can be approximated as
Then the function y(t) can be approximated as
However, the expansion of R(t) may be unnecessary. If R(t) can be explicitly evaluated, then it can be directly used in the convolution integral, so that
This direct substitution can be quite important. In scoping studies, response moments based on Eq. (21) were found to differ from (the more accurate) moments of Eq. (22) by as much as 50%.
The time-dependent flux, current, and response function moments of Eqs. (14)- (15) can be projected onto a temporal basis, just as was done to treat the space and July 2, 2015 DRAFT velocity dependence. First, the moments of ψ, j, and q are expanded in the temporal basis, following Eqs. (17) and (18), and the expansions are substituted into Eqs. (14) and (15). After multiplying the result by P k and integrating over time t ∈ [0, T ], the flux and current moments are defined
and
where, for example,
For the specific case of an initial condition, the time-dependent source moments
The contribution to a flux moment from the initial condition can be directly computed as
Equation (23), (24), and (27) can be represented as nodal response matrix July 2, 2015 DRAFT equations, i.e.,
where ψ n , j ± n , and q n are vectors of nodal moments, and the R n 's are matrices of nodal response function moments. Response matrix equations for the entire spatial domain can then be written as
By redirecting outgoing currents from one node as incident currents to another
where M is a matrix that represents the global geometry and boundary conditions, the global equations become
After computing the flux moments ψ the flux can be evaluated at the end time T , and the result can be used as the initial condition for a subsequent time interval with possibly updated responses.
D. Selection of Temporal Subspaces
Various bases can be employed for the temporal projection. Pounders and In a simpler approximation, Sicilian and Pryor 6 defined a set of discrete times in time and the volume terms were assumed to be constant in time. They used a simple modification of static (i.e., time-independent) responses to approximate first-order temporal moments, although they noted the error introduced to the solution was small compared to a solution using first-order moments computed directly from Monte Carlo.
Another possibility for treating the time variable is to incorporate some aspect of the anticipated temporal behavior, similar to specialized space, angle, and energy bases proposed that capture some physics. 
III. RESPONSE-BASED PRECURSOR CONCENTRATIONS
In the original work of Sicilian and Pryor, delayed neutron precursor concentrations were explicitly treated in place of the volumetric fluxes and were assumed to represent an isotropic source uniformly distributed in space within a node. 6 However, a similar approach can be taken within the more general framework described in Section II to define a general, high-order treatment of the precursor concentrations.
The TDTE, including precursors, is July 2, 2015 DRAFT where the concentration of the ith precursor satisfies
The production of prompt neutrons from fission is incorporated implicitly in the operator H. Although the precursors can also be treated implicitly, 11 the resulting response functions have long "tails" with time constants close to those of the precursors, which leads to numerical difficulties resolved only by rather limiting approximations. 6 However, the precursors represent a source that can be handled separately from the flux as a new response quantity. The general solution to the ith precursor equation is
where the nodal index n has been suppressed. To use the subspace projection techniques of Section II, the approximate angular flux is substituted into Eq. (34), which leads to
By multiplying both sides of Eq. (35) by P j (r)P k (t) and integrating the result over space and time, the precursor concentration moments are defined as
or, in response notation,
The precursor source in the TDTE must also be represented in moment in order to obtain a consistent set of linear equations. For the ith precursor,
The substitution of the approximate precursor concentrations into Eq. 38 leads to
Multiplication of Eq. (39) by P k (t) and integration of the result over time leads to the source moments
or, in response notation, July 2, 2015 DRAFT where the orthogonality of the functions P k (t) has been employed.
The global response matrix equations, defined by Eq. (31), together with the precursor equations, Eq. (37), and the augmented source, Eq. (41), can be written
Given the source and initial conditions, the flux and precursor moments can be found directly by solving the linear system.
IV. NUMERICAL RESULTS
As a preliminary test of the high-order, time-dependent response matrix method for reactor kinetics, two infinite, homogeneous medium problems were studied. By isolating only the dependence on time, the accuracy of various temporal approximations can be studied directly. All results were generated using a stand-alone implementation intended for demonstration and not efficiency. 
A. Prompt Supercritical Kinetics without Delayed Neutrons
To verify the method, a one-group, supercritical system (k ∞ = 1.1) was studied subject to the constant source
for which the resulting flux is
July 2, 2015 DRAFT
The fission cross section is decreased to produce a subcritical system (k ∞ = 0.9)
at t = T = 21t, where the neutron lifetimet is taken to be
after which the flux is followed until t = 42t. The values used for each parameter are provided in Table I . while a map of the average, absolute, relative error is given in Fig. 3 .
As has been noted previously, 1 the errors in the flux tend to be greatest near the time interval boundaries, which is a feature common to polynomial approximations in many applications. The sharp drops observed in Fig. 2 correspond to times at which the approximate flux is exact (in this case, at the zeros of the shifted and scaled Legendre polynomials of degree M + 1). These drops occur consistently only in the first time interval because all subsequent intervals start July 2, 2015 DRAFT with an inexact flux. For case (1, 1) , the flux is, at times, negative and exhibits a large discontinuity at t = 21t. Finally, Fig. 3 shows that the reduction in the error due to an increased number of subintervals is substantially magnified at higher expansion orders.
B. Delayed Supercritical Kinetics
To test the method with delayed neutrons, a problem similar to that of Section IV-A was studied with a single delayed neutron precursor group defined by β = 0.0075 and λ = 0.01 s −1 . The system is critical for t < 0 with νΣ f = 0.5 and ψ 0 = 1.0. At t = 0, the absorption cross section is lowered, reflected by a transition to Σ s = 0.5(1 + 0.99β), and the result is followed for 1 second. The system contains no external source.
Several temporal discretizations were studied. In addition to the Legendre basis, a basis containing exponential functions was also used. The time dependence of the flux is generally very complicated but frequently can be described accurately by a linear combination of exponential functions with time constants related to the prompt neutron lifetime and the precursor half lives. For the point kinetics equations, the solution is exactly a linear combination of appropriate exponentials if the reactivity is constant. For more realistic cases, the dependence on space, angle, and energy leads to a more complicated dependence on time, but if reasonable estimates of point kinetics parameters are available, then a basis that yields accurate, low-order approximations should be possible to construct. For this study, the reactivity is constant, and the solution is ψ(t) ≈ 97.46063143e
where ω 1 = 0.97713904 s −1 and ω 2 = −75.98713904 s −1 .
However, to test the efficacy of close, but not exact, exponential functions, the following procedure was used. The two characteristic time constants for the test problem are approximated by
The corresponding exponential functions e ωpt and e ω d t were combined with the monomials 1, t, and t 2 . Together, the functions were used as a temporal basis after being made mutually orthogonal (starting with e ωpt and followed by e
and the monomials in order). 
