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“The airplane became the first world wide web, bringing people,
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Permanent connectivity to the Internet has become the defacto standard in the second
decade of the 21st century. However, on-board aircraft connectivity is still limited. While the
number of airlines offering in-flight connectivity increases, the current performance is insuf-
ficient to satisfy several hundreds of passengers simultaneously. There are several options
to connect aircraft to the ground, i.e. direct air-to-ground, satellites and relaying via air-to-air
links. However, each single solution is insufficient. The direct air-to-ground coverage is lim-
ited to the continent and coastal regions, while the satellite links are limited in the minimum
size of the spot beams and air-to-air links need to be combined with a link to the ground.
Moreover, even if a direct air-to-ground or satellite link is available, the peak throughput of-
fered on each link is rarely achieved, as the capacity needs to be shared with other aircraft
flying in the same coverage area. The main challenge in achieving a high throughput per
aircraft lies in the throughput allocation. All aircraft should receive a fair share of the avail-
able throughput. More specifically, as an aircraft contains a network itself, a weighted share
according to the aircraft size should be provided. To address this problem, an integrated
air-to-ground network, which is able to provide a high throughput to aircraft, is proposed
here. Therefore, this work introduces a weighted-fair throughput allocation scheme to pro-
vide such a desired allocation. While various aspects of aircraft connectivity are studied in
literature, this work is the first to address an integrated air-to-ground network to provide
high-throughput connectivity to aircraft.
This work models the problem of throughput allocation as a mixed integer linear pro-
gram. Two throughput allocation schemes are proposed, a centralized optimal solution and
a distributed heuristic solution. For the optimal solution, two different objectives are intro-
duced, a max-min-based and a threshold-based objective. The optimal solution is utilized as
a benchmark for the achievable throughput for small scenarios, while the heuristic solution
offers a distributed approach and can process scenarios with a higher number of aircraft.
Additionally, an option for weighted-fair throughput allocation is included. Hence, large air-
vii
craft obtain a larger share of the throughput than smaller ones. This leads to fair throughput
allocation with respect to the size of the aircraft. To analyze the performance of through-
put allocation in the air-to-ground network, this work introduces an air-to-ground network
model. It models the network realistically, but independent from specific network implemen-
tations, such as 5G or WiFi. It is also adaptable to different scenarios. The aircraft network
is studied based on captured flight traces. Extensive and representative parameter studies
are conducted, including, among others, different link setups, geographic scenarios, aircraft
capabilities, link distances and link capacities. The results show that the throughput can be
distributed optimally during high-aircraft-density times using the optimal solution and close
to optimal using the heuristic solution. The mean throughput during these times in the op-
timal reference scenario with low Earth orbit satellites is 20 Mbps via direct air-to-ground
links and 4 Mbps via satellite links, which corresponds to 10.7% and 1.9% of the maximum
link throughput, respectively. Nevertheless, during low-aircraft-density times, which are less
challenging, the throughput can reach more than 200 Mbps. Therefore, the challenge is on
providing a high throughput during high-aircraft-density times. In the larger central European
scenario, using the heuristic scheme, a minimum of 22.9 Mbps, i.e. 3.2% of the maximum
capacity, can be provided to all aircraft during high-aircraft-density times. Moreover, the crit-
ical parameters to obtain a high throughput are presented. For instance, this work shows
that multi-hop air-to-air links are dispensable for aircraft within direct air-to-ground cover-
age. While the computation time of the optimal solution limits the number of aircraft in the
scenario, larger scenarios can be studied using the heuristic scheme. The results using the
weighted-fair throughput allocation show that the introduction of weights enables a user-fair
throughput allocation instead of an aircraft-fair throughput allocation. As a conclusion, using
the air-to-ground model and the two introduced throughput allocation schemes, the achiev-
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1 Introduction
This chapter gives an introduction and background on high-throughput air-to-ground (A2G)
connectivity. Firstly, studying high-throughput A2G connectivity is motivated. Subsequently,
the used terminology is introduced. Furthermore, all A2G link options and their respective
properties are stated. The relevant A2G services and their requirements are defined as well.
Moreover, the related work is studied. Lastly, the contributions of this thesis are stated and
the related publications are presented.
1.1 Motivation
Connectivity has become essential in our everyday lives. People expect to be connected any-
where, at home or while travelling. In 2018, the global average mobile network throughput
was 13.2 Mbps and is expected to increase to 43.9 Mbps for mobile networks and 91.6 Mbps
for WiFi networks until 2023 [1]. While the average throughput includes rural areas, the peak
throughput is significantly higher. The IMT-2020 requirements for 5G networks define a user
experienced data rate of 100 Mbps and a peak data rate of up to 20 Gbps [2]. The number
of airlines offering in-flight internet connectivity to passengers is also increasing. Operators,
such as Viasat, advertise a peak throughput of up to 100 Mbps per aircraft [3]. Given that
this throughput has to be shared by all passengers on an aircraft, 100Mbps is insufficient for
satisfying all passengers simultaneously. Moreover, the peak throughput cannot be reached
at all times. Measurements [4] show that the throughput is below 10 Mbps in approximately
90% of all measured time instants, in 50% it is even below 1 Mbps.
Users expect a certain minimum throughput in order to be satisfied with the connectiv-
ity. The main limitation for aircraft is that it contains an on-board network on its own, with
a high number of passengers demanding connectivity to servers or users on the ground.
1
Beside passengers, the crew as well as other services can benefit from additional connectiv-
ity, e.g. collecting sensor data from the aircraft. Therefore, 100 Mbps per aircraft, as stated
above, is insufficient for the number of users on the aircraft. TheNextGenerationMobile Net-
works (NGMN) estimates that 1.2 Gbps on the downlink (DL) and 600Mbps on the uplink (UL)
will be needed per aircraft [5].
The A2G connectivity performance depends on several factors. To serve a high number
of passengers, a high throughput is needed. Additionally, A2G connectivity should provide
coverage throughout the flight. Besides that, some services also demand a low delay. For
passenger connectivity, throughput is the main challenge due to the large number of users
on-board. Therefore, high-throughput connectivity for aircraft is investigated here. There
are different options to provide connectivity today, for instance using geostationary Earth
orbit (GEO) satellites. Recently, several new low Earth orbit (LEO) constellations, such as
OneWeb or StarLink, have been announced with the aim of providing high throughput world-
wide. The goal of improving connectivity is also pursued by using high-altitude pseudo satel-
lite (HAPS), for instance by projects such as Google Loon. Hence, there is a trend of moving
high-throughput communication networks toward the sky. Likewise, combining space, aerial
and terrestrial networks is investigated in research to improve the performance of ground
users. These concepts can also be applied to aircraft connectivity. The seamless support for
different A2G links is pursued by the Seamless Air Alliance, consisting of major players such
as operators, airlines and manufacturers [6]. Additionally, companies like SITA present their
vision of a multi-network mobile inflight connectivity [7]. Achieving a high throughput per
aircraft not only depends on the link throughput. Aircraft need to share the capacity offered
within the same area. Hence, depending on the time of day and flight route, the through-
put varies. Therefore, multiple links should be used simultaneously to obtain the optimal
throughput, which will be studied within this work.
Lastly, for a high performance, the achievable throughput should be as stable as possible
over the flight. A highly fluctuating throughput leads to a low user satisfaction. Additionally,
the users on aircraft have to be taken into account, as large passenger aircraft transport
more passengers than small aircraft. Hence, the achievable throughput per aircraft should
be weighted. It needs to be determined, which links have to be chosen in order to to achieve
this. Consequently, this study investigates the achievable weighted throughput per aircraft
over time by using multiple links.
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1.2 Terminology and definitions
The different links from the aircraft to the ground can be referred to as A2G links. This def-
inition includes both directions, from the aircraft to the ground and from the ground to the
aircraft. It also includes paths consisting of multiple hops, for instance from one aircraft to
another aircraft to the ground. Multiple A2G links form an A2G network.
A simplified view on the A2G network is depicted in Figure 1.1. In cellular networks, the link
from the user to the BS is defined as UL and the link from the BS to the user as DL. In the
A2G network, the same terminology is used. Therefore UL refers to the link from the aircraft
to the BS, while the physical direction is down toward the ground. For consistency, the same
definition can be applied to the satellite and air-to-air (A2A) links, centering on the receiving
or transmitting aircraft. Additionally, the focus of this study is on the A2G network, as the
achievable throughput per aircraft is limited by the A2G links. It is assumed that the ground
network is properly dimensioned to relay traffic to and from the A2G network. Therefore, the
ground network is modeled as a single source or sink node, excluding the detailed network
structure. This is depicted by the purple links in Figure 1.1.
The A2G architecture can be analyzed from different perspectives. The system architec-
ture contains full information about the network connectivity as well as its entities, for in-
stance authentication, subscription management or mobility management. The connectivity
architecture states the network topology, i.e. nodes and links. Here, A2G architecture means
the connectivity architecture due to the focus on the connectivity. Furthermore, it allows to
study the network independently of specific implementations. Due to this reason, the pri-
mary metric is the maximum achievable throughput per aircraft. Depending on the network
technology or implemented protocols, the goodput will be lower. However, the selected net-
work technology depends on multiple, also non-technical factors. Therefore, the throughput
is used as a general property of any link, independent of the implementation.
The A2G network is designed for users on the aircraft, which includes different types of
services. A service is defined as a specific application that can be utilized by users on the
aircraft, for instance video streaming for passengers. These services include different re-
quirements in terms of throughput, delay and end-to-end (E2E) reliability of the service. In
this case, E2E reliability means that the service can be offered during the whole flight without
disruptions. The services are utilized by multiple users simultaneously, hence requirements
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Figure 1.1: A2G connectivity architecture, defining UL and DL directions and the simplifiedground network.
1.3 Air-to-ground link options and properties
The different options for aircraft connectivity are presented in Figure 1.2. Worldwide connec-
tivity can be provided by satellites. HAPS can provide additional capacity for specific areas.
Over the continent, direct air-to-ground (DA2G) networks are available. Moreover, direct
links between aircraft, namely A2A links, can be used for relaying data. In the following, these
different link options are introduced including a detailed description as well as properties of
currently deployed systems.
1.3.1 Satellites and high-altitude pseudo satellites
Today, satellites are themost widely used option for A2G connectivity. The reason lies in their
wide area coverage, offering almost worldwide coverage. A satellite acts as a relay node be-
tween the user and the terrestrial network. Depending on the type of satellite, relaying via
multiple hops is also feasible. Several frequency bands are available for satellite connectivity
worldwide. Satellite services include a wide range of applications, for instance communica-
tion, navigation or television. Due to the available bandwidth, different satellite frequency
bands are suitable for different types of applications. For high-capacity connectivity, Ka- and
Ku-bands are most commonly used. The Ku-band ranges from 12 GHz to 18 GHz and the







Figure 1.2: Options for A2G connectivity (extended version from [P1] ©2019 IEEE).
Satellites can be classified according to their orbit, namely GEO, medium Earth orbit (MEO)
and LEO satellites. Additionally, high elliptical orbit (HEO) specifies elliptical orbits, which can
be used to provide polar coverage. Furthermore, HAPS are unmanned objects which fly in
the stratosphere at an altitude of about 20 km. They are technically not a satellite, but from
the connectivity perspective they act similar to a satellite. Therefore they are included in this
section.
GEO satellites are placed in an altitude of 35.786 km, enabling a geostationary position of
the satellite. Due to their high altitude, GEO satellites cover a large area, which can be up to
one third of the Earth’s surface, excluding polar areas. However, the high altitude causes a
high propagation delay. The propagation delay is approximately 119ms for oneway from the
Earth to the satellite. Including additional delays, such as processing delays and communica-
tion protocol overhead, the E2E delay can exceed 500 ms. Additionally, the cost of building,
launching and operating a satellite is high, resulting in high cost for the connectivity. To utilize
the available bandwidth efficiently, high throughput satellite (HTS) use spot-beam technol-
ogy. The beams can be fixed or steerable, depending on the capabilities of the satellite. For
instance, the Inmarsat-5 satellites implement 89 fixed beams with 40 MHz each and 6 steer-
able beams while up to 72 beams can be active concurrently [8]. Today, several operators
provide aircraft connectivity via GEO satellites. A comparison of advertised peak capacities
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is presented in Table 1.1. Today, the peak capacity can be up to 100 Mbps, while operators
are working on improving the capacity. For instance, Inmarsat showed 330 Mbps in a trial
to a terminal on ground [9]. Moreover, more advanced HTS satellites are currently planned.
While the Viasat-2 satellites offer 300 Gbps total capacity, the next generation Viasat-3 will
provide 1 Tbps total capacity [10]. Additionally, the next generation Eutelsat satellite will
provide 500 Gbps total capacity [11]. Nevertheless, the total capacity needs to be shared
among all users. Therefore the achievable capacity per user will be less, in particular for
moving users like aircraft. From the aircraft perspective, GEO satellites are suitable due to
their worldwide coverage without frequent handovers. However, disadvantages are high de-
lay and cost.
MEO satellites cover the altitudes from the GEO altitude to approximately 2000 km. com-
pared with GEO, the MEO is not geostationary, hence a constellation of satellites is needed
provide a worldwide coverage at all times. One example of a MEO constellation is Global Po-
sitioning System (GPS). For communication satellites, MEO is rarely used. SES O3b mPower
is one example for high-throughput connectivity. In a recent trial, they achieved 256 Mbps
between the ground and an aircraft in flight via a combined GEO/MEO network [12]. The
advantage of MEO constellations is their nearly global coverage with a small amount of satel-
lites and with a reduced delay compared with GEO satellites.
LEO satellites are starting from theMEO altitude, reaching down to some hundreds of kilo-
meters. Due to the low orbit, a constellation with a large number of satellites is needed to
provide sufficient coverage. Additionally, frequent handovers between satellites in the order
of tens of minutes are necessary, due to the high relative speed between the satellite and
the surface of the Earth. Moreover, LEO satellites offer low delay connectivity. For an altitude
of 1200 km, the one-way propagation delay from the Earth to the satellite is 4 ms. Existing
LEO constellations, like Iridium or Globalstar, focus on worldwide connectivity services rather
than on high capacity. Lately, LEO constellations, are being discussed for high-capacity con-
nectivity.
Several companies announced high-capacity LEO constellations, aiming to build an In-
ternet of satellites. While some efforts are highlighted here, a comprehensive list of an-
nounced and operational LEO constellations can be found in [13]. The OneWeb constella-
tion is planned to consist of 650 satellites at 1200 km altitude and they intent to reach up to
400 Mbps per user [14]. This capability has already been tested in a trial using a part of the
constellation which has already been launched [15]. OneWeb also plans to implement beam
hopping to redirect capacity to hot spots [16]. The largest constellation, StarLink, has been
announced by SpaceX, planning to launch a constellation with over 4000 LEO satellites to
provide gigabit speeds [17]. During a trial, they achieved 610 Mbps to a military aircraft [18].
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Telesat and Leosat also plan LEO constellations with speeds in the range of Gbps. Telesat
showed 370 Mbps [19]. However, the mentioned constellations are not yet fully operational,
hence the capacity they can offer in an operational network is still to be determined. An
overview on the current status is presented in Table 1.1. LEO constellations are particularly
interesting for aeronautical connectivity as they offer worldwide coverage and low latency
connectivity. The main challenges are handling numerous handovers, spectrum availability
and connecting mobile terminals with a high throughput.
HEO is an uncommon orbit for communication satellites. Nevertheless, the Molniya orbit
is a special HEO, where the satellite is positioned over the polar region most of the time. As
such, HEO can be a complement to GEO satellites, which lack coverage of polar regions due
to the angle to the horizon [20]. However, as the HEO is not widely used, it is not further
investigated here.
HAPS are objects flying in the stratosphere. Different types of objects are feasible, such as
unmanned aerial vehicles (UAVs), airships or balloons. Airbus Zephyr is one example for a
solar-powered UAVwhich can fly 25 days without landing and provide 100Mbps [21]. Project
Loon [22] is another approach using balloons. Their goal is to connect people without inter-
net connection. The balloons are using the wind for navigation, which changes the direction
at certain altitudes. HAPS are designed to provide coverage to a defined area on the ground.
Therefore they act similar as GEO satellites, but with a significantly reduced coverage area.
The advantage of HAPS is the flexible deployment and capacity enhancement for a specific
area. The object needs to be able to provide a stable position over the desired area and to
achieve a long flight time in the order of multiple months. A survey on types of aerial plat-
forms, regulatory environment, architecture, technology advances, services, potentials and
challenges can be found in [23]. From the connectivity perspective, new worldwide avail-
able frequencies have been allocated to be used for HAPS connectivity at the world radio
conference 2019 [24]. For the aircraft connectivity use case, HAPS are interesting for high-
aircraft-density areas, such as airports or frequently used air corridors.
An overview on satellite operators which are available for mobile broadband and aircraft
today as well as announced constellations are summarized in Table 1.1. The announced
constellations can be identified by “n/a” in the application column. The table includes the
peak capacity per aircraft as well as throughput showcased in trials. Table 1.1 shows that the
throughput achieved in trials is significantly higher than the currently available peak capacity.
Therefore, an increase in throughput provided by satellites can be expected. Nevertheless,
other factors besides peak capacity have to be taken into account, such as the number of
aircraft and the size of spot beams, as studied in Chapter 2.
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Table 1.1: Overview on satellite operators for mobile broadband for aircraft and the respec-tive peak capacities.
Operator Orbit Application Peak capacity peraircraft Trials
Inmarsat GEO GlobalXpress 50/5 Mbps(DL/UL) [8] 330 Mbps [9]Viasat GEO Viasat In-flightInternet 100/20 Mbps(DL/UL) [3] n/aIntelsat GEO Intelsat Epic NG 100 Mbps (DL) [25] n/aEutelsat GEO EutelsatBroadband 20 / 6 Mbps(DL/UL) [26] n/aHughes GEO HughesNet Gen5 25/3 Mbps(DL/UL) [27] n/aSES / O3B GEO/MEO Signature Aero/O3b mPower n/a 256 Mbps [12]Iridium LEO Iridium Certus 1.4 / 0.512 Mbps(DL/UL) [28] n/aGlobalStar LEO GlobalStar 256 kbps [29] n/aOneWeb LEO n/a 400/30 Mbps(DL/UL) [14] 400 Mbps [15]StarLink LEO n/a Gigabit speeds [17] 610 Mbps [18]Telesat LEO n/a Gigabit speeds [17] 370/110 Mbps [19]1.2 Gbps [30]Leosat LEO n/a 5.2 Gbps [31] n/a
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1.3.2 Direct air-to-ground
In contrast to satellite connectivity, DA2G specifies the direct connectivity between the air-
craft and the ground. DA2G can be partitioned into two types of connectivity: low-throughput
and high-throughput connectivity. A typical example for low-throughput connectivity is air
traffic control (ATC), where mainly high frequency (HF) or very high frequency (VHF) spec-
trum is used. The advantage of HF and VHF spectrum is the high range. However, due to the
small bandwidth available, these frequencies are unsuitable for high-throughput connectiv-
ity. This work focuses on broadband DA2G, therefore HF and VHF are out of the scope.
In terms of high-capacity connectivity, several commercial DA2G networks have been built
in the US and Europe, respectively. An overview of the achievable peak capacities can be
found in Table 1.2. Gogo has been the first operator, they provide up to 9.8 Mbps to air-
craft using the 800 MHz frequency band [32]. They also announced plans on deploying a
5G network in the 2.4 GHz industrial, scientific and medical (ISM) band. The new network
is expected to increase the capacity to more than 100 Mbps per aircraft [33]. Smartsky is
the second operator in the US, using 4G in the 2.4 GHz ISM band. The network is not yet
fully operational, nevertheless, they showcased a throughput of 21 Mbps to an aircraft [33].
In Europe, up to 75 Mbps per aircraft are offered by the European Aviation Network (EAN),
using 30 MHz in the S-band satellite spectrum [34]. The network consists of 300 BSs. China
Mobile conducted trials in China, reaching up to 75 Mbps per aircraft and plan to build a
5G network in China [35]. In Japan, 141.7 Mbps have been shown in trials using 100 MHz
in the millimeter wave spectrum [36]. The advantage of DA2G compared with satellites is
the easy maintenance and upgrades. More BSs can be easily added to the network. Also
high throughput can be provided with low delay. The one-way propagation delay is only
0.035 milliseconds. The disadvantage is the coverage limitation to the continent and areas
close to the shore. As aircraft also travel over oceans, an alternative needs to be selected
there. The enabler for high-capacity DA2G is a high available bandwidth. Operators in the
US partially utilize unlicensed bands, while the EAN uses the satellite S-band. Additionally,
candidate DA2G frequency bands have been identified in Europe [37]. The frequencies are
in the range of 1.9 GHz and 5.8 GHz. Whereas the 1.9 GHz frequency is a licensed band, the
5.8 GHz frequency needs to ensure coexistence with other users.
1.3.3 Air-to-air
A2A connectivity refers to the communication link between two aircraft. There are two dif-
ferent types of A2A connectivity. The first type is the direct connectivity between two air-
craft. One example is Automatic Dependent Surveillance - Broadcast (ADS-B), where aircraft
broadcast their position and other specific information about the flight. While ADS-B is only
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Table 1.2: Overview on DA2G operators and the respective peak capacities.
Operator Area Spectrum Peak capacity / aircraft Trials
EAN EU S-band 75 Mbps [34] n/aGoGo US+Alaska 800 MHz 9.8 Mbps [32] n/aSmartsky US 2.4 GHz n/a 21 Mbps [33]China Mobile China n/a n/a 75 Mbps [35]n/a Japan 46.8/44.45GHz(UL/DL) n/a 141.7 Mbps [36]
implementing one-way connectivity, also use cases with bidirectional connectivity are possi-
ble. The second type of A2A connectivity is relaying. Aircraft can connect to each other to re-
lay data from the satellite or DA2G network. With this procedure, aircraft without satellite or
DA2G connectivity could receive additional throughput from other aircraft via A2A links. This
type of A2A is unused today, therefore reference implementations are unavailable. Never-
theless, InfinitusSuperHighway proposed utilizing A2A connectivity to build a global backhaul
network [38]. Additionally, A2A connectivity has been investigated in research, as introduced
in Section 1.5. The advantage of A2A connectivity is to provide additional throughput in areas
with poor coverage. However, A2A depends on a changing topology and thus it is difficult
to guarantee a certain delay or throughput. Furthermore, the availability of other aircraft
depends on the route and time of flight. From now on, A2A connectivity refers to the sec-
ond type, i.e. relaying, as a direct communication between two aircraft is unsuitable for A2G
connectivity. As a conclusion, A2A is interesting to enhance the throughput for aircraft with a
poor coverage. However, challenges include topology formation and how to distribute avail-
able capacity among aircraft. Table 1.3 summarizes the properties of the discussed A2G links.
1.4 Air-to-ground services
On aircraft, different use cases demand A2G connectivity. The International Civil Aviation
Organization (ICAO) defines four types of connectivity, namely Air Traffic Service Communi-
Table 1.3: Overview on A2G link properties.
Properties Throughput Delay Coverage
DA2G High Low ContinentalGEO High High WorldwideLEO High Medium WorldwideHAPS High Low RegionalA2A Time / position dependent Low/Medium Time / position dependent
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cation (ATSC), Aeronautical Operational Control (AOC), Aeronautical Administrative Commu-
nication (AAC) and Aeronautical Passenger Communication (APC) [39]. ATSC combines all
applications related to ATC as well as closely related functions, such as reporting the posi-
tion of the aircraft. AOC and AAC are related to connectivity used by the airline. AOC defines
safety related information exchange, such as communication with the authorities. AAC con-
tains the non-safety related connectivity used by the airline, such as catering information.
Lastly, APC includes all types of passenger connectivity. These connectivity types group air-
craft connectivity with regard to the application. However, when focusing on high-throughput
A2G connectivity, a different clustering of A2G services is more suitable. High-throughput
services origin from three types of users, namely passengers, the crew and the aircraft it-
self. These three user groups, their type of services and requirements are detailed in the
following. As this work focuses on A2G connectivity, services without an A2G component, i.e.
ground-to-ground, aircraft-to-aircraft and within one aircraft, are omitted.
Connectivity from the passengers to the ground can be partitioned into three groups,
i.e. multimedia connectivity, internet connectivity and voice connectivity. Multimedia con-
nectivity includes video streaming, video phone calls and conferences. From the connectiv-
ity perspective, streaming and conferences can be distinguished by their link usage. While
streaming uses mostly the DL, conferences are relying on both, UL and DL. In general, the
throughput demand of multimedia connectivity is high. For video phone calls and confer-
ences, a low delay and a stable E2E connection is necessary to ensure realtime interactions.
For streaming, the delay requirements can be relaxed, as the video can be buffered. Internet
connectivity includes surfing the Internet, sending and receiving emails and short messages.
The requirements differ with the exact application. However, in general the requirements for
Internet connectivity are relaxed. Voice connectivity is another passenger service. Voice is
vulnerable to high delays. The throughput requirement is low but long interruptions on the
connection should be avoided. In general, passenger services are uncritical for the operation
of the aircraft, hence, disruptions can be tolerated.
Crew connectivity include all A2G connectivity used by the crew. The requirements of the
described crew services are similar to Internet and voice connectivity for passengers. Nev-
ertheless, crew connectivity should be handled with priority compared with passenger ap-
plications.
The third type of connectivity originates from the aircraft itself. Data collected by sensors
on the aircraft can be used to improve the operation and maintenance of the aircraft. The
data can be used to actively monitor the state of the aircraft or collected for a full analysis.
From the connectivity perspective, two implementation options exist. The first option is to
send all aircraft data to the ground for analysis. The second option is to analyze some data
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on the aircraft and generate reports to be sent to the ground. These options depend on the
specific sensor data and the criticality of the application. The communication is on the UL
and depending on the implementation a large amount of data can be generated during the
flight. In terms of requirements, sensor data transmission and realtime monitoring needs to
be distinguished. Sensor data transmission is delay tolerant while realtime monitoring has
to be transmitted with a reduced delay.
The described services differ in terms of their requirements. A high throughput is needed
for multimedia applications, while telephony and monitoring need a short delay and good
reliability to ensure the reception of live information. Reliability is defined in terms of ensur-
ing a stable E2E connection. Sensor data and Internet connectivity are least demanding in
terms of throughput, delay and reliability. The mapping of links to services is presented in
Table 1.4. Most links are suitable for most services. The limitations are the coverage of DA2G
and HAPS and the high delay of GEO satellites. Furthermore, A2A capabilities are challeng-
ing to predict as they depend on the time and route of the flight. The coverage limitation
of DA2G can be relaxed, if the flight does not leave the network coverage. However, while
the general comparison of the requirements is promising, the number of users needs to be
taken into account. An aircraft transports multiple hundreds of passengers. While each link
can easily transmit one multimedia streaming flow, multiple hundred streams in parallel are
challenging to provide. Therefore, there is a bottleneck in satisfying the requirements of all
aircraft users simultaneously. According to NGMN, 1.2 Gbps on the DL and 600 Mbps on the
UL will be needed per aircraft to satisfy passenger requirements. Therefore, the achievable
throughput per link will be investigated in the following chapters.
Table 1.4: Comparison of requirements of the A2G services and A2G link properties,
✓: suitable, ✗: unsuitable, ❍: suitable under stated condition.
Application User DA2G GEO LEO HAPS A2A
Multimedia streaming passenger ✓1 ✓ ✓ ✓1 ❍3(Video-) telephony passenger ✓1 ✗ ✓ ✓1 ❍4Internet connectivity passenger, crew ✓1 ✓ ✓ ✓1 ✓Sensor data aircraft ✓1 ✓ ✓ ✓1 ✓Real-time monitoring aircraft ✓1 ❍2 ✓ ✓1 ❍4
1coverage limited, 2if delay suits application, 3if sufficient throughput, 4if E2E route is ensured
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1.5 Related work
Research in aerial connectivity covers a large field. The A2G network includes different types
of networks, with specific challenges for each of the networks. Additionally, there are differ-
ent types of aerial vehicles, such as aircraft or drones. As this work studies high-throughput
connectivity for aircraft, only related work with a focus on aircraft connectivity is presented.
This section is divided into five categories. The first category is integrated space-aerial-
terrestrial networks, aiming at combining space, terrestrial and aerial networks to improve
the overall performance. The second category is aircraft networking, which consists of aero-
nautical ad-hoc networks and aircraft networking in general. The third category is satellite
networking. The fourth category is DA2G networking. Lastly, as the A2G network is a hetero-
geneous network, related work on heterogenous networking is introduced as well.
1.5.1 Integrated space-aerial-terrestrial networks
The area of integrated space-aerial-terrestrial networks has gained attention since 2016. The
main motivation is to integrate terrestrial and non-terrestrial networks to enhance the per-
formance in the terrestrial network, such as overcoming coverage problems of the terrestrial
network by using a satellite. While the network architecture is similar throughout different
publications, the name of the network varies, i.e. ACN, AWMN, GIG, ISTN, MLSTIN, SAGIN,
SIN and SSAGV. In general, the network consists of three different layers, i.e. space, air and
ground layers. The space layer contains different types of satellites. The aerial layer contains
HAPS, aircraft and infrequently also UAVs. The layers are mostly interconnected within and
between each other. In contrast to this work, the benefit of the integrated network is de-
signed for terrestrial users.
Surveys on the potential and challenges of integrated space-aerial-terrestrial networks are
presented by [40, 41]. The survey by [40] provides an extensive overview containing physi-
cal layer characteristics, mobility management and routing as well as system integration and
performance analysis. The authors identify the complexity of multi-layered networks and co-
ordination of routing, scheduling and spectrum allocation as open challenges. The survey
by [41] focuses on the properties and challenges of high altitude platforms and low altitude
platforms and investigates the integrated architecture. Among others, the authors identify
networking and integrated network design as future challenges. In contrast to this docu-
ment, both surveys consider aircraft as a part of the network itself and not as the end user
of the integrated network.
The other publications can be clustered into two areas: architecture and networking. The
area of the architecture includes different variations of the architecture, while the area of
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networking includes routing, resource allocation and service quality. For the area of the ar-
chitecture, an integrated architecture consisting of radio frequency links between different
layers and laser links within layers is studied by [42]. The authors propose different tech-
niques for multiple antennas and cooperative transmission and show the feasibility of their
approach. Bidirectional offloading is studied by [43]. This includes offloading of computation
tasks from space to the ground as well as offloading of terrestrial data to the satellite. The
authors show a performance gain and cost reduction for their architecture. One of the first
publications in the area of integrated space-aerial-terrestrial networks is [44]. The authors
focus on military networks, in particular on enhancing the satellite layer by adding LEO satel-
lites. The applications of remote sensing, navigation and communication in an integrated
satellite and terrestrial network are studied by [45]. The authors describe the necessary ar-
chitecture for these applications. Integration of software-defined networking (SDN) into the
architecture is investigated by [46,47]. A cross domain SDN architecture, taking into account
the different abilities of the layers, is proposed by [46]. A similar SDN based architecture
is proposed by [47], which is applied to a car network. An architecture, where aircraft are
used as network nodes is proposed by [48]. In their architecture, aircraft are included in
the network, not to receive throughput, but to provide connectivity to users on the ground.
The authors propose to use millimeter wave A2A links and free space optics links between
aircraft and satellites as well as for inter-satellite links.
In the area of networking, [49–51] focus on optimizing the capacity. The cross layer gate-
way selection problem is investigated by [49]. The authors optimize the expected transmis-
sion count and show the potential of their proposed algorithms. Deep learning is introduced
by [50] to improve the network throughput and packet loss rate. Real-time service are stud-
ied by [51]. The authors focus on maximizing the effective capacity subject to quality of
service (QoS) requirements. The efficiency of the network is investigated by [52,53]. Efficient
resource utilization focusing on resource mobility in space information networks is investi-
gated by [52]. Energy and spectral efficiency is optimized by [53]. Tools to model integrated
space-aerial-terrestrial networks are developed by [54–56]. A model using network fixed
point theory is introduced by [54]. It improves network organization and dynamic charac-
teristics. A domain spatio-temporal consistency language to model observation of satellites
is proposed by [55]. Their approach is beneficial for modeling and verifying network re-
quirements. A simulation tool for integrated space-aerial-terrestrial networks is introduced
by [56]. The authors developed a simulator combining several existing simulation tools, such
as STK and ns-3. They present a case study of an integrated UAV, satellite and terrestrial net-
work. The perspective of routing is investigated by [57, 58]. Content-size based routing is
studied by [57] to improve the experienced latency in a hybrid asymmetric digital subscriber
line (ADSL)-satellite network. A routing framework for delay tolerant data is proposed by [58].
The authors show that their algorithm improves the delivery ratio, E2E delay and power con-
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sumption. Different options for connecting flying vehicles in terms of capacity is analyzed
by [59]. The studied connectivity options are satellite, DA2G and A2A. The authors conclude
that integrating the three connectivity options improves the overall available capacity and
has the opportunity of overcoming the disadvantages of single technologies.
1.5.2 Aeronautical ad-hoc networks
Since 2009, aeronautical ad-hoc networks (AANETs) have been researched. The term AANET
is derived from mobile ad-hoc network (MANET), which describes ad-hoc networking be-
tween mobile nodes. In the case of AANETs, the mobile node is an aircraft. Sometimes, the
term flying ad-hoc network (FANET) is also used for aircraft, although flying node is normally
referring to UAVs and drones. The concepts in these areas are similar, however, parameters
such as channel conditions and mobility are different for aircraft nodes.
Aeronautical ad-hoc networks have been surveyed by [60–62]. The earliest survey is [60].
It has been part of the SANDRA project, which focused on seamless and integrated aeronau-
tical networking, mainly for air traffic management, but also partly for passenger internet.
The authors provide an overview on the aeronautical network modeling as well as routing
and scheduling problems. More recently, [61] provides an extensive overview on all parts of
the AANET, including applications, scenarios, requirements and challenges. While focusing
on FANETs, [62] includes AANETs as well. The authors include mobility models, routing tech-
niques and protocols.
The publications within AANETs can be partitioned into three groups: routing, feasibil-
ity and theoretical analysis. The theoretical analysis focuses on the theoretically achievable
throughput, delay and connectivity for AANETs. Wang et. al. [63–65] derive analytic formulas
for the throughput and delay for one and two-hop aeronautical networks. The capacity of
an AANET in a corridor is analyzed by [66]. The authors conclude that the capacity scales
with flight length, aircraft density and number of height levels. The connectivity of aircraft is
investigated by [67,68]. Aircraft connectivity prediction using a Fuzzy C clustering algorithm
is presented by [67]. Additionally, the authors in [68] calculate the connectivity for one-way
and two-way tracks and determine a minimum link range from a given connectivity.
References [69–82] investigate the feasibility of AANETs. The main focus lies on the con-
nectivity of the nodes, the resulting topology and the number of nodes that can be connected
under different parameter settings. Büchter et. al. [69–72] analyze flight schedules to obtain
the connectivity of aircraft over time. Furthermore, the authors simulate the global airspace
including an optical AANET with and without satellite links. They present results for connec-
tivity and nodal degree. A connectivity analysis based on flight data is also presented by [73].
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The authors analyze the resulting mesh network and compare the performance of topology
algorithms. The connectivity over France is analyzed by [74]. The authors show that a higher
throughput compared with VHF data link (VDL) can be achieved using an AANET. The link
probability over the North Atlantic is evaluated by [75] through modeling the nearest neigh-
bor distribution. The authors find a 99% probability of being able to connect to links with less
than 250 km range with at least 40 aircraft in the area. As a summary, references [69–75]
present connectivity figures from 80% up to 99% of the aircraft depending on the link dis-
tance and location. A general evaluation of AANETs is conducted by [76]. The authors de-
velop a mobility model and optimize the aircraft topology. The connectivity of oceanic and
continental scenarios is assessed by [77,78]. The authors simulate the achievable through-
put. Additionally, they propose a connectivity architecture and analyze the channel access
and routing challenges. The management and optimization of the backbone core with a fo-
cus on military networks is evaluated by [79]. The authors define an optimization problem
and provide a heuristic solution. With a focus on military networks, [80] analyze the link
availability, data rate and latency. Their findings show that short links should are beneficial
for high stability and multiple radios are necessary to fullfil the requirements. A combined
AANET and HAPS system is proposed by [81]. The authors propose HAPS for monitoring
of AANETs. They show that this reduces the probability of disconnections, as HAPS provide
areas with improved connectivity. An AANET architecture consisting of three different links,
as well as HAPS and ground stations is defined by [82]. The three link types are VDL, high
speed radio frequency and free space optical links. The authors evaluate different MANET
protocols on this architecture.
The majority of publications in the area of AANETs focuses on routing. An overview on the
proposed routing protocols is presented in Table 1.5. The routing protocols differ in terms
of type of protocol and themetric used for choosing a specific route. They can be partitioned
into basic studies, position-based, relative-velocity based and QoS-based protocols. A com-
parison of different MANET routing protocols and their applicability to AANETs is conducted
by [83, 84]. The comparison by [83] includes Ad-hoc On-demand Distance Vector (AODV)
and Greedy Perimeter Stateless Routing (GPSR) using a random distribution of aircraft. On
the other hand, [84] compares AODV, Dynamic MANET On-demand (DYMO) and Better Ap-
proach To Mobile Adhoc Networking (BATMAN) using realistic aircraft traces. Both conclude
that AODV is the best performing of the compared protocols. Basic routing protocols based
on the hop count are evaluated by [85,86] and [87]. In the study of [85,86], the Dijkstra algo-
rithm is used to find the shortest path and show the feasibility for the applications in terms
of delay and loss percentage. A centralized optimal joint routing and scheduling algorithm
is proposed by [87]. The authors also propose a heuristic based on a genetic algorithm to
minimize the average packet delay. They show that the genetic algorithm performs well.
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Table 1.5: Overview on proposed routing protocols for AANET, the first group is based onbasic studies, the second group includes position-based approaches, the thirdgroup is based on the relative velocity and in the fourth group on QoS.
Reference Year Name Protocol Metric Aircraft data
[83] 2018 n/a compare random[84] 2010 n/a compare realistic[85,86] 2010/11 n/a hop count realistic[87] 2013 joint routing andscheduling hop count random
[88] 2010 GLSR position, congestion random[89] 2011 AeroRP velocity, position, timeto intercept random[90] 2018 PPMAC position, delay random[91] 2006 ARPAM position random[92] 2008 n/a position realistic[93] 2008 MARP topology unknown[94] 2009 n/a position realistic[95] 2009 MAToC topology unknown[96] 2010 GRAA position random[97] 2012 GRHAA position random[98,99] 2016/7 NoDe-TBR trajectory realistic
[100,101] 2006 MUDOR relative velocity random[102] 2012 DASR queuing delay, relativevelocity realistic[103] 2013 A-GR position, relative veloc-ity random[104] 2014 LEBR link availability mobility model
[105] 2006 (QoS-)MUDOR relative velocity, QoS random[106] 2009 n/a delay random[107] 2009 gateway selectionscheme route availability, ca-pacity, latency random[108] 2017 MQSPR route availability, ca-pacity, latency mobility model[109] 2019 SD-ABN reliability random
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Position-based routing is studied by [88–99]. References [88–90] introduce further pa-
rameters in addition the position, i.e. congestion [88], velocity and time to intercept [89] or
delay [90]. The proposed protocols are evaluated using simulation in terms of packet deliv-
ery ratio and latency as well as overhead, reachability and path lifetime. All references show
a performance gain of their proposed protocol. While [88–91,97] use random aircraft posi-
tions for their evaluation, [92,94,98,99] use real aircraft traces.
Routing based on relative velocity between aircraft is studied by [100–104]. The doppler
shift as a routing metric is proposed by [100, 101]. The authors show that they outperform
Dynamic Source Routing (DSR) in terms of handoffs. The relative velocity plus queuing de-
lay is the metric in [102]. They show that this metric leads to a more stable routing, less
handoffs, decreased delay and higher packet delivery rate compared with [101] and DSR. In
addition to relative velocity, ADS-B data is used by [103]. The authors present a decreased
routing overhead, better packet delivery ratio and E2E delay compared with [96] and GPSR.
Calculating link availability based on link lifetime is proposed by [104]. Their routing protocol
is based on AODV including the link lifetime. The authors present an improved throughput,
E2E delay and overhead.
Reliability and QoS are additional metrics in [105–109]. Reference [105] extends their pre-
viously proposed protocol in [100, 101] in order to additionally meet QoS constraints. The
delay is used as a QoS metric in [106] This metric is used additionally to the hop count.
Their findings show that the performance is increased compared with a single hop count
metric and utilization based gateway selection. Gateway selection is also studied by [107].
To select a gateway node, the authors propose multiple E2E QoS parameters, such as route
availability period, route capacity and route latency. They show an increased throughput and
packet delivery ratio with improved energy consumption. Path availability period, available
path load capacity and path latency is combined by [108]. The authors conclude that their
protocol achieves a high ground connectivity and outperforms AODV and GPSR in terms of
routing stability and path load balancing. Reliable path routing formilitary networks is studied
by [109]. The authors propose a software-defined airborne backbone network architecture.
For routing, they apply a segment routing and traffic scheduling algorithm based on multiple
reliable paths. They validate their proposal by simulations.
1.5.3 Aeronautical connectivity
Several studies focus on connectivity for aeronautical applications. A survey on the e-enabled
aircraft is conducted by [110]. The authors focus on the airspace system, including on-board
as well as off-board connectivity. They include regulations and standards as well as open
challenges. They show that achieving future performance targets depends on communica-
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tion, networking and security capabilities of the aircraft. The elements of airborne networks
are analyzed by [111,112]. The study includes several possible architectures, requirements
as well as link budgets for different types of links. Many studies on the airborne connec-
tivity architecture have been conducted within the SANDRA project [113–116]. The focus
lies on air traffic management (ATM) applications, but also take passenger communication
into account. The architecture usesmultiple access networks and includesmobility solutions
in order to ensure a seamless service. The authors validate their architecture with simula-
tions, testbed and flight trials. IP mobility in the area of aeronautical networks is studied
by [117, 118]. Connectivity requirements of the aircraft are studied by [119]. Additionally,
the authors analyze the market and potential architectures. However, as the study is from
2003, some parts are already outdated. A focus on passenger connectivity is laid by [120].
The authors survey the current network and services including capacity requirements. They
calculate the maximum and minimum required capacity per aircraft, which is 29.71 Mbps to
300 Mbps depending on the aircraft. Capacity modeling for safety applications is presented
by [121]. The authors determine the traffic distribution and compare towards satellite and
terrestrial system capabilities. A different approach is used by [4]. The authors measure the
in-flight passenger connectivity onmultiple flights within the US, for satellites as well as DA2G.
Their measurements include loss, throughput, latency and application performance. The re-
sult shows high loss rates of 7% in the median and 40% at the 95th percentile. Additionally,
they observe that Quick UDP Internet Connections (QUIC) is better suitable for satellite con-
nectivity than Transmission Control Protocol (TCP). These measurements provide an insight
into the current status. Multi-path connectivity for tactical networks has been investigated
by [122]. The authors optimize a tactical ad-hoc network without any infrastructure such as
ground stations or satellites. They show capacity gains by using multi-path connectivity. A
model for the air-to-ground link for ATM is developed in [123]. This model is used to ob-
tain link requirements to ensure that ATM user requirements are met. A central cognitive
radio architecture is proposed by [124]. The architecture is used for flexible channel assign-
ment while maintaining safety requirements. The authors conclude that interference can
be reduced while ensuring safety. The connectivity architecture for ship networks is stud-
ied by [125]. The authors propose a hybrid satellite and terrestrial architecture including a
connectivity manager to ensure QoS. While the study is focusing on ships, the same open
challenges are present for aircraft. The focus of the presented publications lies mainly on
ATM-type applications. Only [4,119,120] focus on passenger connectivity.
1.5.4 Satellite connectivity for aircraft
Satellite networking includes a large research area. This section only highlights research on
satellite networking with relevance to aircraft connectivity. One challenge, in particular for
GEO satellites is the high delay. The expected delay for GEO and LEO satellites has been
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studied in [126]. The authors provide a model for the delays, which results in a delay of 250
to 500ms for GEO satellites. An overview on satellite systems for aeronautical applications is
given by [127]. The authors discussmultiple topics, such as spectrum, signalling and architec-
tures, mainly focussing on ATM applications. Using SDN for satellite applications is proposed
by [128]. The authors evaluate different scenarios and use cases, and discuss the benefits
and challenges. They conclude that SDN for satellites is promising. Another important topic
is routing in satellite networks. Classical satellite connectivity uses a bent-pipe approach.
However, in particular for non-GEO satellite constellations, routing plays an important role
ensure low delay and high packet delivery rate. These issues are analyzed by [129–135]. A
predictive concept is proposed by [129–131]. The authors utilize the predicted trajectories of
satellites in order to improve the routingmechanisms. They validate their concept with simu-
lations. The delay in LEO satellite networks is optimized in [132]. The authors determine that
propagation delay is the largest factor. Therefore, they propose an optimization using multi-
commodity flow formulation. They show that the optimization increases the performance
compared with shortest path routing. Multi-layered satellite networks are studied by [133].
The authors propose a reliable traffic distribution model and show that their routing method
is more effective in terms of improved throughput and lower number of packet drops. Con-
gestion in non-GEO satellite routing is investigated by [134]. The proposed scheme avoids
congested paths by using an alternative path resulting in an improved performance. The
concept of an Internet of satellites is introduced by [135]. The Internet of satellites is de-
signed as an overlay network on satellites. The authors conduct a survey on the architecture
and identify a set of suitable routing algorithms. As a conclusion, several publications are
proposing improvements for satellite connectivity. An improved satellite network is able to
provide a higher throughput to aircraft.
1.5.5 Direct air-to-ground connectivity
DA2G connectivity has been studied from different aspects. The required bandwidth and
throughput for different services has been studied by [136]. While the proposed method
can still be applied, the study has been conducted based on 3G and is therefore outdated.
The application of cellular technologies, i.e. 4G and 5G, for DA2G has been studied by [35,
137–139]. An experimental verification of 4G/5G technology is conducted by [35]. The re-
sults focus on China, however a detailed technical description of the results is unavailable.
The authors conclude that 4G/5G technology has a large potential for DA2G. The challenges
and solutions for using cellular networks for DA2G is analyzed by [137]. The authors con-
duct a link budget analysis and propose beamforming and steering as well as multiple-input
multiple-output (MIMO) and A2A as possible solutions. The opportunities of 4G for DA2G
have been studied by [138]. The authors include business models and deployment consid-
erations as well as flight trial results. The link budget, coverage and throughput are analyzed
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by [139]. Their proposal is a 4G system using hierarchical antenna consisting of four anten-
nas to optimize the aerial coverage. A study on possible DA2G improvements is conducted
by [140–144]. The topic of interference coordination and the radiation patterns of the anten-
nas is studied by [140]. The authors show that interference coordination and scheduling can
improve the capacity from 1-3 Mbps to 15 Mbps. An interference avoidance scheme is also
proposed by [141]. The authors introduce a coordinated beam selection and spectrum allo-
cation scheme to avoid interference between neighboring BSs. They show that the available
capacity per aircraft can be improved by 60% using this scheme. The DA2G range is studied
by [142]. The authors propose to use a large number of antennas at the BS to extend the
range. They develop a tool to dimension the number of antennas based on the range and
signal-to-interference ratio (SNR) requirement. High-capacity DA2G connectivity of 1.2 Gbps
is studied by [143]. The authors show that with multi-user beam forming and 1000 antenna
elements, 53 dBm transmit power and 50 MHz, this goal could be reached. The achievable
user throughput with 5G is studied by [144]. The authors evaluate the user throughput of
a 5G DA2G system. They consider different frequency bands and show that the throughput
can be enhanced by using 5G radio access. The handoff rate in a DA2G system is investigated
by [145]. The authors derive a closed form expression for the handoff rate and conduct with
a simulation of different parameters.
1.5.6 Heterogenous networking
Heterogenous networking is a large research area. One of the main challenges in heteroge-
neous networks is which link to choose in which case. This problem is called network selec-
tion. A survey on available mathematical models for network selection is given in [146]. The
authors introduce different schemes, using utility theory, multiple attribute decision making,
fuzzy logic, game theory, combinatorial optimization and Markov chain. An overview on dif-
ferent network selection schemes is given by [147]. Their application is a heterogenous net-
work based on drones and terrestrial networks. In the following, research in heterogeneous
networking with relation to aircraft connectivity is introduced. Network assisted optimal data
link selection for a heterogenous aeronautical network is proposed by [148]. Their scheme
uses a centralized algorithm and is based on SDN. The authors prove the effectiveness of
their proposed scheme. In [149], the authors extend their work and investigate dual con-
nectivity for aircraft. They assume a satellite and a line of sight (LOS) link. Specifically, they
focus on traffic scheduling using an SDN controller. They formulate an optimizationmodel to
stabilize the traffic queue backlog. The handover overhead is used as a measure. As a result,
they show the feasibility and efficiency of their approach using two example scenarios, me-
teorological information fetching and real time services. A data link selection scheme for air
traffic management is proposed by [150]. The authors introduce a multi-attribute decision
making method based on an intelligent method. They include several different parameters,
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such as QoS, security, data rate, bit error rate and cost. Their results show a cost, throughput
and resource utilization improvement. A combined terrestrial and satellite network for re-
silience is investigated by [151]. The authors study the traffic distribution under different link
conditions such as link failure in the terrestrial network. They model a heuristic algorithm to
minimize the impact of a link failure. They show that the utility can be increased by steering
satellite resources.
1.6 Contribution
This work investigates high-throughput connectivity for aircraft based on an integrated A2G
network. This includes the quantification of the achievable throughput to each aircraft during
the flight as well as the necessary link choices to obtain this throughput. The goal is to provide
the optimal throughput per aircraft while ensuring a weighted fairness between aircraft. The
optimal distribution of throughput among all aircraft contributes to a stable throughput dur-
ing the flight, which determines user satisfaction. As the aircraft consists of a network itself,
the weighted fairness ensures that fairness can be applied based on the users in the aircraft.
To provide a solution to this problem, an A2G network model is developed. The model
is implemented for a generic A2G network. Consequently, the achievable throughput can
be studied independently of specific implementations, which differ among operators. If im-
plementation specific parameters are known, they can be injected as well. Based on the
A2G network model, a centralized optimal and a distributed heuristic throughput allocation
scheme are proposed. Using these schemes, various parameter studies are conducted to
show the influence on the achievable throughput per aircraft. Additionally, potential imple-
mentations for the A2G network are discussed. For instance, a 5G network is a suitable
option for the distributed throughput allocation. As a conclusion, with the developed A2G
model and the optimal and distributed solutions, an overall study of high-throughput A2G
networks is conducted, which is adaptable to implementation specific parameter settings.
In comparison with the related work introduced in Section 1.5, high-throughput A2G con-
nectivity has been studied rarely. In the area of aircraft connectivity, the focus of the related
work lies on ATM applications. Publications studying high-throughput connectivity for air-
craft, are focusing on single link solutions. The same applies for the area of AANETs. While
there are many publications on integrated space-aerial-terrestrial networks, the goal is in-
creasing the performance ground users, with different requirements compared with aircraft
users. DA2G and satellite related work focus on implementation specific problems. Their so-
lutions can increase the capacity on the links, however, aircraft throughput allocation needs
to be solved separately. Problems in the area of heterogenous networking are closely re-
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lated. However, high throughput is not the main focus in the related work. Nevertheless, the
introduced concepts could be part of an implementation of the studied network.
1.7 Publications
Within the scope of A2G connectivity, several different aspects have been studied by the au-
thor. The structure of the complete scope of the author’s work is presented in Figure 1.3.
The scope can be partitioned into A2G connectivity, ground network, general studies, ser-
vices, in-cabin and measurements. The main focus of this thesis and the content presented
here, is the A2G connectivity perspective. This consists of four papers [P1–P4]. Hence, parts
of the content of Chapters 2, 3, 4 and 5 have been published in [P1–P4]. More specifically,
the throughput analysis is conducted in [P1] and included in Chapter 2. The A2G model and
the optimal throughput allocation is presented in [P2,P3] and included in Chapters 3 and 4.
Lastly, the heuristic throughput allocation is presented in [P4] and included in Chapter 5.
The additional areas, which are not covered in this thesis are the following. The ground
connectivity at airports has been investigated in [P5]. The joint optimization of the ground
network and the A2G network has been studied in [P6,P7]. General studies on A2G network
aspects have been conducted in [P8, P9], with [P8] focusing on a performance study of 4G
and 5G for DA2G including a comparison with satellite and [P9] focusing on business models
for high-capacity A2G connectivity. The problem of A2A topology formation and rate alloca-
tion over the Atlantic ocean has been studied in [P10]. The investigation from the services
perspective, i.e. link selection based on the type of service was presented in [P11]. Options
to ensure throughput distribution to users within the cabin were presented in [P12]. Lastly,
measurements studies on DA2G for aircraft and drones have been conducted in [P13,P14].
1.8 Conclusion
This chapter motivates the study of high-throughput A2G connectivity. The used terminol-
ogy and definitions are introduced. The description of the A2G links and their state of the
art highlights the advantages and disadvantages of each link. The currently available peak
throughput per aircraft is 100Mbps. As this is insufficient, multi-link A2G connectivity is stud-
ied. The related work in aircraft connectivity and related areas is introduced. While different
aspects have already been researched, high-throughput multi-link A2G connectivity has not
been studied before. The main contribution is the implementation independent study of
high-throughput A2G connectivity, more specifically providing a weighted-fair throughput al-









Figure 1.3: Overview on areas of publications by the author, this thesis focuses on the A2Gconnectivity depicted in the center.
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in this thesis has partly been published in [P1–P4], which is stated at the beginning of the
respective chapters.
The remainder of this thesis is structured as follows. In Chapter 2, an analysis of the achiev-
able throughput based on aircraft traces is conducted and the integrated A2G system archi-
tecture is introduced. In Chapter 3, the A2G network model and the underlying modeling
assumptions are defined. The analysis of the optimal achievable throughput under differ-
ent scenarios and parameter settings is presented in Chapter 4. The distributed heuristic
throughput allocation is studied in Chapter 5. Lastly, Chapter 6 concludes the thesis.
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2 Throughput analysis and
connectivity architecture
Connectivity to aircraft can be provided through different deployed or planned A2G networks
as presented in the state of the art in Chapter 1. However, most of these networks, espe-
cially the satellite networks, are not designed for varying aircraft densities on different flight
routes. Therefore, the achievable throughput per aircraft varies with the aircraft position
depending on the flight route. In this chapter the achievable throughput in areas of differ-
ent sizes is investigated based on real aircraft traces. The relevant parameters for offering
a high throughput to aircraft are analyzed and discussed. Additionally, an outlook to future
performance with increasing air traffic is given.
In the second part, the integrated A2G architecture is introduced, which combines all dif-
ferent types of links. The different components of the A2G architecture are discussed and
the respective challenges are highlighted. Finally, 5G is presented as a candidate network
solution, implementing features, such as non-terrestrial network (NTN), which can overcome
most of the discussed challenges.
Parts of the content in this chapter have been published by the author in the following
papers:
• Section 2.1:
“Connectivity in the Air: Throughput Analysis of Air-to-Ground Systems” [P1]
• Section 2.2:
“Distributed Resource Allocation and Load Balancing in Air-to-Ground Networks” [P4]
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2.1 Throughput analysis
The focus of this analysis lies on the sharing of available capacity between aircraft, as pre-
sented in Figure 2.1. Several different parameters determine the peak throughput that can
be provided by each DA2G cell or satellite spot beam, for instance utilized bandwidth, an-
tennas or radio access schemes. Additionally, the share of the peak throughput that one
aircraft can obtain depends on the aircraft density in the specific area at a certain instant in
time. Therefore, the achievable throughput per aircraft during the flight is analyzed in this
study. This is implemented by using aircraft traces. Furthermore, the achievable throughput
is defined in terms of percentage of the maximum throughput without sharing, to remain in-
dependent of the respective absolute throughput. Based on this analysis, the performance
of currently available A2G networks is studied and an outlook on future advancements is
given. Additionally, the parameters influencing the throughput per aircraft are studied, and
capabilities and limitations of DA2G and satellite networks are discussed. In order to achieve
a high throughput per aircraft, the peak throughput per spot or cell needs to be provided to
one aircraft, cf. [P1].
2.1.1 Methodology
The analysis is implemented in MATLAB using aircraft traces from FlightRadar24 [152]. More,
specifically, worldwide flights between 03/11/2017 and 10/11/2017 have been analyzed. Be-
sides aircraft trajectories, the data set contains additional information about the flight, such
as airline or destination and departure airport. A detailed description of the flight traces and
the full list of parameters can be found in Section 4.1.2, cf. [P1].
Efficient use of bandwidth is paramount to provide a high throughput to users. Therefore,
a HTS partitions its coverage area into small spot beams, within the available spectrum can
be reused. The same principle applies to DA2G networks, by dividing the area into cells. As
both concepts are similar, DA2G cells and satellite spot beams will both be referred to as
”spots” from now on, cf. [P1].
The peak throughput of the network is available per spot. As depicted in Figure 2.1, air-
craft located in the same spot need to share the available capacity and are labeled with A in
Figure 2.1. In this case, depending on the number of aircraft in the same spot, the achiev-
able throughput changes during the flight. During some time of the flight, aircraft can be
alone in a spot, thus obtaining the peak throughput. These aircraft are labeled with B in Fig-
ure 2.1. Therefore, the peak throughput as advertised by operators is inadequate to study
the throughput that can be obtained by aircraft. In this study, captured flight traces are
utilized to obtain the aircraft density, and therefore the achievable throughput per aircraft
during the flight. The study takes multiple parameters into account, such as spot size, the
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Figure 2.1: Coverage of DA2G cells and satellite spots on the aircraft layer, aircraft labelledwith A have to share the capacity while aircraft labelled with B obtain peak capac-ity [P1] ©2019 IEEE.
continent, the flight time, the percentage of connected aircraft, land and oceanic areas as
well as using multiple systems. These parameters are detailed in Table 2.1, cf. [P1].
The achievable throughput per aircraft is obtained by analyzing the number of aircraft per
spot in 15 minutes intervals. Aircraft on the ground are discarded. The spots are assumed
to be square-shaped, as shown in Figure 2.1. This assumption allows an implementation in-
dependent study of the aircraft density, as exact spot positions depend on the A2G network
and are subject to change with upgrades of the network, cf. [P1].
The division of the Earth in rectangular spots is not straightforward. A position on the earth
can be defined in terms of longitude and latitude. The longitude, ranging from -180 to 180◦,
specifies the position towards the east or west in relation to the primemeridian. The latitude
ranges from -90 to 90◦ and specifies the position in direction north or south in relation to
the equator. While one degree of latitude covers always the same distance of approximately
111 km, the distance of one degree of longitude varies with the latitude. The largest distance
of one degree of longitude is 111 km at the equator, decreasing towards the poles. For in-
stance, in Germany one degree of longitude is approximately 75 km.
To create a map of the Earth, the globe needs to be projected onto a flat surface. There
are many different types of map projections, preserving different properties such as area or
angles. A very common projection is theMercator projection, where latitudes and longitudes
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Table 2.1: Relevant parameters for analyzing the throughput [P1] ©2019 IEEE.
Variable Description
Spot Size Different spot sizes between 70 and 2500 km have been consid-ered. By fitting a curve also other spot sizes can be evaluated.Continent The flights have been grouped according to their destination anddeparture continents: Europe, Asia, Africa, Oceania, North Amer-ica and South America. This yields to 21 different groups.Flight Time The flights have been grouped into short (<2h), medium (2h - 7h)and long-range (>7h) flights.Percentage of Con-nected Aircraft As there are multiple A2G operators, not all aircraft have to beconnected to the same system. Thus only a percentage of air-craft actually needs to share the capacity. This percentage ofconnected aircraft can be varied. Raising the percentage of con-nected aircraft also enables an estimation of future air traffic.Land and Ocean Using coastal lines, it can be determined whether the aircraft isover land or ocean. This is relevant for DA2G studies.Multiple Systems One aircraft can use either one connectivity system or multipleconnectivity systems in parallel, e.g. GEO and DA2G.
are depicted parallel to each other. While dividing this projected map into squares is easy,
areas with the same degree of latitude and longitude are not equally sized. Hence, using
this projection, spots closer to the poles seem bigger than spots on the equator, even if they
cover the same area.
In order to create equally sized spots, the map is divided into small pieces first. These are
determined using a 3D histogram based on latitudes and longitudes. The histogram bins
correspond to 10 by 10 km at the equator. As described above, this leads to pieces of differ-
ent size, from 100 km2 at the equator to some 10s of km2 in the north or south. As only real
aircraft positions are taken into account, the poles are excluded. In order to create equally
sized spots from the pieces, a mask is designed to combine multiple pieces to obtain the
desired area. In direction of latitude, the number of pieces is chosen according to the de-
sired size of the spot. On the longitude, the resulting area is then divided into similar sized
spots. An example mask for a spot size of 1500 km is shown in Figure 2.2. Each differently
colored area corresponds to one spot equally sized spot. As explained above, the spots at
the equator seem to be smaller than the ones at the poles due to the projection. For addi-
tional properties, such as defining land and ocean areas, similar masks are created.
As the generated spots are not exactly same size, the error between the spot area in the
mask and the desired spot area is evaluated, which is determined by squaring the spot size.
The relative error in percent is presented in Figure 2.3. The figure shows that the error is
always less than 5%, in most of the cases it is even below 1%. The error is lowest for 200 km
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Figure 2.2: Mask for equally sized spots of 1500 km in terms of latitude and longitude, eachdifferently colored area corresponds to one spot.
spot size, and increasing with other spot sizes. This is due to the mapping accuracy. As
the area in one slice of longitude is divided evenly between the number of spots, too large
spots can yield a large remainder. The remainder needs to be shared between the number of
spots, yielding the respective error. However, with too small spots the error when composing
areas increases, as the area of the pieces as mentioned above is discrete. Nevertheless, it
is concluded that for the investigated spot sizes, the spot generation is working well with a
small error.
The placement of each of the spots depends on the calculation as explained above. In
order to ensure that the variations to the placement are insignificant for the results, the po-
sitions of the spots are varied. More specifically, the mask is moved 25%, 50% and 75% of
the spot size toward down and right. This yields 16 different varied spot placements, includ-
ing the original one. Figure 2.4 shows that the difference in the results for the 5th percentile
are almost negligible for the different investigated spot sizes. The largest difference from
the original spot mask is 0.18% of throughput, which is insignificant. Hence, the original spot
mask as described above will be used in the following.
Naturally, a real spot deployment differs from this mask. In particular for GEO satellites,
the size of each spot increases with the distance from the equator. Nevertheless, this analy-
sis can be used as an estimation of the performance of a specific A2G network, as the aircraft
density is the factor which most influences the performance. Moreover, in this study, it is as-
sumed that the capacity in each spot is equally shared among all aircraft in the spot, cf. [P1].
This assumption gives a good first approximation of the capacity per aircraft. Another op-
tion is to share the capacity according to the number of users per aircraft. Large aircraft with
more passengers have a higher demand than small aircraft. Thus, sharing the capacity with
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Figure 2.3: Relative error in percent of the spot areas using the mask.
respect to the demand per aircraft would be more fair for each user on the aircraft. This way
of distributing the available capacity will be investigated in Chapter 5.
To remain independent of the chosen technology, the throughput is defined as the per-
centage of the peak capacity. For instance, with two aircraft in one spot, each aircraft obtains
50% throughput. This relation is calculated using Equation (2.1), cf. [P1].
throughput = 100number of aircraft in spot [%] (2.1)
The throughput ranges from almost zero to 100. To analyze the actual throughput of a
specific implementation, the value needs to be multiplied with the peak throughput pro-
vided by the implementation. Consequently, the throughput can be used generically for any
implementation and eases the comparison. In the example in Figure 2.1, aircraft labeled with
A get 50% throughput, whereas aircraft labeled with B receive 100%, cf. [P1].
The results of the analysis are presented in terms of the 5th, 50th and 95th percentiles of
the throughput at all time instants. Due to the calculation per time instant, the 5th percentile
represents the result for the worst 5% time instants. Moreover, this result was also mapped
to every flight, therefore representing the achievable throughput during the flight, cf. [P1].
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Figure 2.4: Difference of 5th percentile of the throughput for different shifts of the spot maskcompared with the original mask.
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2.1.2 Results
“Figure 2.5 shows the 5th, 50th and 95th percentile of all time instants of all flights. As ex-
pected, the throughput increases with decreasing spot sizes. Moreover, the throughput is
highly varying over time. At some instants, aircraft have full capacity, whereas for most of the
time the capacity is very low” [P1].
From the results in [P1], it can be seen that “at a spot size of 500 km, 26.89% of the instants
achieve 100% throughput whereas the 5th percentile lies at 4.35% of the throughput. This
shows that both low density and high density areas exist. Even for the smallest spot size
(70 km), highly dense areas occur. In this case, in 5% of all time instants the overall through-
put is less than 25%. The reason lies in the fact that busy areas, such as airports, require
smaller spots that are capable of delivering more capacity to smaller groups of aircraft. In
such areas, a spot size of approximately 12 km would be needed to provide full capacity to
all aircraft. At the same time, 69.33% of the time instances achieve full throughput being
located in low density areas. An overview of the results can be found in Table 2.2. Since we
want to determine the throughput that can be achieved in most of the cases, only the 5th
percentile will be used from now on.”
“The achievable throughput over flight time for flights with a duration of 5 hours is pre-
sented in Figure 2.6. We see that for small spot sizes the throughput in take-off and landing
phases is lower than in themiddle of the flight. This effect is due to the higher traffic densities
in the airport area as well as being over highly populated areas. This effect is not present
for larger spot sizes, as a large spot is balancing the available capacity over the large area,
resulting in only low throughput. To improve the performance during the beginning and end
of a flight, the spot sizes in areas with high traffic density, such as close to airports, have to
be substantially smaller than in other areas. In Figure 2.7, we compare the difference be-
tween long and short flights as well as flights over ocean and flights over land. Due to higher
aircraft density over land and short haul flights flying over busy areas most of the time short
flights and flights over land have slightly lower throughput than long flights and flights over
the ocean. In general the differences vanish for bigger spots as the throughput is averaged
over a large area” [P1].
In [P1] it is shown that “when analyzing flights on different continents, the traffic density
varies. For example, North America is the continent with the highest flight density so the
maximum number of aircraft stated in Table 2.2 is obtained for flights within North America.
As North America, Europe, and Asia have the most continental flights, they also contribute
the largest number of inter-continental traffic, with the Europe-North American corridor be-
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Figure 2.5: Achievable instantaneous throughput per aircraft in terms of the 5th, 50th and95th percentile [P1] ©2019 IEEE.
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Figure 2.6: Variation of the throughput per aircraft throughout a flight [P1] ©2019 IEEE.
ing the busiest. Therefore the region also has to be taken into account when designing an
A2G system.”
Figure 2.8 shows the worldwide aircraft density within one week. The number of aircraft
at each position within one week is counted. The Figure clearly shows common flight routes
and heavily used urban areas. It is also visible that the US and Europe are the busiest areas.
Additionally, it becomes evident that there are many areas without any aircraft within one
week. Therefore, coverage should be adapted to aircraft routes to provide a high through-
put to aircraft.
“As already stated, not all traffic has to be provided by one system, e.g. already multiple
GEO satellite operators are available. Therefore, only a part of all aircraft will connect to one
system. Figure 2.9 shows the expected throughput in terms of percentage of connected air-
craft and spot size. 100% equals today’s air traffic. By calculating more than 100% of aircraft
connecting to the system, increasing future traffic can bemodeled. It can be clearly seen that
already a throughput of 100% is only achievable with a very low number of connected aircraft
or very small spots. Even with three GEO satellite operators, a spot size of 52 km is needed
to achieve 100% throughput. This is unrealistic for GEO satellites due to the high distance
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Figure 2.7: Throughput difference between short and long flights and between flights overthe land and ocean [P1] ©2019 IEEE.
Table 2.2: Overview of throughput analysis results [P1] ©2019 IEEE.
Spot Size [km] 70 100 200 500 1500 2500
Min. Throughput [%] 2.94 2.44 1 0.93 0.32 0.115th Percentile 25 16.67 8.33 4.35 0.81 0.3250th Percentile 100 100 50 33.33 4.76 1.5495th Percentile 100 100 100 100 50 14.29Max. Number of Aircraft 34 41 100 107 316 905Percentage with 100% Throughput 69.33 62.49 48.27 26.89 2.43 0.97
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Figure 2.8: Worldwide aircraft traffic density during one week. The color represents the totalnumber of aircraft at the respective position within one week.
from the Earth. A realistic spot size for GEO will not be substantially below 300 km, espe-
cially when considering the growth of size with distance from the equator. Using a 300 km
spot size, only 17.1% throughput could be achieved with three GEO operators. In order to
achieve high throughput, multiple systems with a high peak capacity and small spots have to
be used” [P1].
In [P1] it is concluded “that the achievable throughput per aircraft is highly varying. While
some aircraft experience full throughput, others have to share the capacity with many other
aircraft. This tendency shows that an A2G system has to be specially designed to cope with
areas of dense air traffic by introducing smaller spots or using more spectrum for these
spots. However, smaller spots introduce the need for frequent handovers. Another option
is to have multiple systems, serving only a part of all aircraft.”
2.1.3 Application to real systems
As a case study, three already existing or announced A2G communication systems are com-
pared, namely Inmarsat Global Xpress, the EAN and the OneWeb LEO constellation. “In-
marsat Global Xpress provides worldwide GEO Ka-band satellite access using 4 satellites
with 89 spots each [8]. As the size of the GEO satellite spots is growing with distance from
the equator, we estimate the minimum and maximum sizes to be 1200 - 2000 km. Inmarsat
Global XPress offers up to 50 Mbps per aircraft [8]. We take global air traffic into account.
We assume three GEO satellite operators; thus each is only serving one third of all aircraft.
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Figure 2.9: Study of the achievable throughput for different spot sizes and percentage ofconnected aircraft [P1] ©2019 IEEE.
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Therefore, the overall traffic has been divided by three. Based on the aircraft traces, this
arrangement yields a throughput of 0.69 to 1.83 Mbps, depending on the spot size. As this
throughput is in the range of a few Mbps, this is clearly not enough for multiple users on one
aircraft. Thus, Inmarsat Global XPress is insufficient for high-throughput applications to all
aircraft. Even if it is only used by one third of all aircraft, the throughput has to be increased
significantly. Since not all aircraft are equipped with broadband connectivity today, those
that are equipped experience higher throughput” [P1].
“The EANwas deployed recently in the European Union. It operates a combined DA2G and
GEO system with 75 Mbps per cell. Their network contains 300 ground cell sites with three
cells each [34]. Using the area of the European Union and assuming equally sized spots
leads to approximately 70 km square area per cell. The combined Inmarsat S-Band Satellite
connection consists of three spots in this area. Dividing the area of the European Union by
three leads to approximately 1200 km square area per satellite beam. An overview of all
values can be found in Table 2.3. For the EAN, only flights within Europe have been consid-
ered. Based on the aircraft traces, the achievable throughput for the ground based system
with 70 km spot size is 15 Mbps. The satellite segment with 1200 km spot size can provide
0.73 Mbps. The throughput of the DA2G system is not only better than other systems but
also the median reaches the full promised capacity of 75 Mbps. However, with several hun-
dred passengers in one aircraft, 15 Mbps appears to be too restrictive. Thus this capacity
still has to be improved. Additionally, the throughput provided over satellite is really small
compared with the DA2G part” [P1].
OneWeb has been selected as an example for LEO satellite constellations. As already
stated in Chapter 1, the full OneWeb constellation will consist of 650 satellites in an orbit with
an altitude of 1200 km [14]. Each satellite has 16 spot beams [153] and covers an area of
approximately 663300 square miles [154]. Hence, per spot beam 41456 square miles have
Table 2.3: Properties of EAN, Inmarsat Global XPress and OneWeb (extended version of [P1]©2019 IEEE).
EAN Inmarsat Global XPress OneWeb
Type DA2G/GEO GEO LEOPeak Throughput [Mbps] 75 [34] 50 [8] 400 [14]Number of Spots 900 [34] 89 [8] 16 [153]Spot Size [km] (approx.) 70 / 1200 1200 - 2000 300Connected Aircraft [%] 100 33.33 1005th Percentile [Mbps] 15 / 0.73 1.83 - 0.69 30.7750th Percentile [Mbps] 75 / 2.59 10.71 - 3.85 200Considered Traffic Europe worldwide worldwide
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to be covered, corresponding to approximately 300 km spot size when assuming rectangular
spots. The peak throughput of the constellation will be 400 Mbps, which has already been
demonstrated in a trial [15]. With these parameters, the calculated achievable throughput
per aircraft is 30.77Mbps. Themedian throughput even reaches 200Mbps. These values are
significantly higher than the other two examples. However, for several hundreds of users on
an aircraft, 30 Mbps is still limiting. Additionally, the peak throughput of 400 Mbps has only
been shown in a trial with one user in the network. Hence, in a fully operational network the
throughput per user is expected to decrease. Other emerging LEO constellations promise
even gigabit speeds, which would be a factor of 2.5 to 25 more than OneWeb. With this
speedup, the achievable throughput can reach the necessary order of magnitude. Hence,
LEO satellite constellations are very promising for high-throughput connectivity for aircraft.
However, as these constellations are not yet fully operational, the performance in a live net-
work still needs to be determined. Furthermore, first deployments will probably be unable
to offer the full functionality as envisioned.
2.1.4 Design of A2G networks
“According to International Air Transport Association (IATA), the number of air passengers
will double by 2036 [155]. Thus, the number of aircraft offering on-board connectivity will
grow accordingly. Hence, using the same modeling as before, 200% of connected aircraft
correspond to 2036. Figure 2.9 shows the achievable throughput in terms of the percentage
of connected aircraft and spot size. As presented in Section 2.1.2, given the level of air traffic
today, it is already difficult to provide sufficient throughput to all aircraft. The effort required
to support future air traffic growth will only increase and, thus, this growth must be taken
into account when designing A2G networks. In this section, we present the relevant parame-
ters for A2G network design and highlight the need for different spot sizes and multiple A2G
systems” [P1].
Design parameters
As presented in [P1], “the throughput analysis demonstrates the need for a meaningful de-
sign of the A2G system to provide high throughput to all aircraft during flight. The achievable
throughput for an A2G system depends on several parameters. Some are related to the A2G
system itself, others depend on the air traffic and the aircraft needs:
Spectrum:
High capacity cannot be provided without sufficient spectrum. Therefore this parame-




Advanced technologies can provide high capacity even with small bandwidth. The
choice of technology mainly results in higher peak throughput or smaller spots. For
example, beamforming can be used to reduce the spot size and to cover single aircraft
per beam.
Connectivity:
The available A2G systems provide different connectivity. For example, DA2G can pro-
vide smaller spots than satellites but it is unavailable worldwide.
Air Traffic:
The higher the air traffic density, the lower the achievable throughput. This fact is es-
pecially relevant for areas with maximum density, as metropolitan areas. The future
increase of aircraft density will play an important role.
Aircraft Demand:
Aircraft with a small number of passengers require a lower throughput than large air-
craft. Additionally, the requested capacity changes over flight time, leading to a varying
demand over time.”
Discussion
As discussed in [P1], “to connect several hundred passengers as well as thousands of sen-
sors, the A2G link has to provide extremely high capacity. NGMN estimate the future de-
mand for passengers on aircraft to 1.2 Gbps assuming 20% active passengers at any time
with 15 Mbps per passenger [5]. The assumption of only 20% active users already includes
over-subscription of the link. As 15 Mbps per user is much more than currently needed, we
also recalculate with 3 Mbps per user, which is consumed for video streaming today. In this
case, still 240 Mbps would be needed per aircraft. The cumulated capacity of all deployed
A2G systems today is some hundreds of Mbps peak throughput. Hence, for 240 Mbps all
available systems today would be needed to provide peak throughput at the same time to all
aircraft. Reference [143] shows that 1.2 Gbps per aircraft can be reached with DA2G under a
certain configuration of bandwidth, transmit power, array size and number of BSs. However,
to achieve that, considerably more bandwidth than available today is needed for DA2G. On
top of passenger traffic, there is the need to monitor the aircraft in the air, implying send-
ing a significant amount of sensor data to the ground. Hence, in order to provide sufficient
throughput to all aircraft, achieving 100% throughput per aircraft is necessary. Therefore,
to meet aircraft connectivity demand, A2G communication systems have to be significantly
improved.”
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The performance of A2G networks can be improved in multiple ways. One option is to
improve the peak capacity, for instance by optimizing the spectral efficiency or obtaining a
higher amount of bandwidth. Moreover, the spots can be optimized to include only one air-
craft at each time. To achieve this, the spot size needs to be decreased. DA2G networks
could deploy more BSs or implement technologies like beamforming. The same applies for
satellites, for instance steerable spot beams can be used to steer the capacity toward hot-
spot areas. Nevertheless, as current DA2G spots are significantly smaller than satellite spots,
the probability of being able to provide 100% of the traffic to most aircraft is higher for DA2G
networks, cf. [P1].
Satellites are able to offer worldwide coverage. Over the continent, they can support DA2G
networks where necessary. Over the ocean, satellite connectivity is essential. Increasing
satellite capacity is more challenging compared with DA2G networks, due to the large dis-
tance and higher number of users to be covered. The large distance to the Earth limits the
satellite spot size, in particular for GEO satellites. With a 0.5 degree beamwidth, the spot
size is 300 km. Significantly lower spot sizes are unrealistic, as the pointing accuracy and
achievable beamwidth is limited. With a 300 km spot size, 6% of the peak throughput can
be provided by one GEO satellite. To achieve peak throughput per aircraft, an increase by a
factor of 17 is needed. This can be achieved by using multiple GEO operators or improved
satellites with increased throughput. While satellite capacities are improving, an increase of
17 times is improbable. Consequently, GEO satellites are unable to provide peak through-
put to all aircraft using a spot size of 300 km. Nevertheless, they could be supported by LEO
satellites, which can provide smaller spots due to the decreased orbit, cf. [P1].
The analysis in Section 2.1.2 shows two shortcomings of currently deployed A2G networks.
Firstly, constant throughput during the flight is not the primary design goal. BSs and satellite
spot beams are evenly distributed instead of adjusting the coverage to the flight corridors.
Consequently, the spot size needs to be decreased in hot spot areas such as airports while
it can be increased in remote areas. Secondly, the throughput provided by one A2G network
is inadequate. Therefore, the combination of multiple networks is necessary. One option is
to combine multiple systems of the same kind, e.g. having more than one GEO operator.
Another option is combining different systems, e.g. DA2G and GEO. However, in both cases
the aircraft has to be equippedwith both systems, yielding additional cost andweight, cf. [P1].
2.2 A2G connectivity architecture
The A2G network combines many players, different airlines and operators of the networks.
Therefore, the A2G connectivity architecture becomes complex. An overview on the A2G
43
connectivity architecture is presented in Figure 2.10. It combines four different network seg-
ments, namely GEO, LEO, HAPS and DA2G, as well as A2A links.
The different network segments are typically handled by different operators. One excep-
tion is the EAN, which offers a combined GEO and DA2G network. Depending on the network
segment, operators can offer worldwide coverage, which is the case for GEO or LEO satellite
operators. DA2G and HAPS operators only cover a specific area. For instance, in Figure 2.10,
DA2G operators 1 and 3 serve the same area, whereas DA2G operator 2 covers another re-
gion. Besides providing and operating the network infrastructure, challenges for operators
include also regulatory aspects. One example is ensuring sufficient spectrum within the cov-
erage region to offer high capacity. For each of the network segments, multiple operators
are present, as shown in Figure 2.10. Hence, airlines select one or multiple operators based
on their needs, such as coverage area, performance characteristics and cost.
The hardware installed on the aircraft also plays an important role. Besides installation
cost, a communication system introduces higher fuel consumption due to increased weight
and drag. This effect is greatest for the GEO satellite due to the large distance and respec-
tively high transmission power. Hence, airlines carefully choose the installed communication
systems per aircraft. For instance, an aircraft which only covers short range flights over a con-
tinent with DA2G coverage, might not need to have a satellite system installed. In addition,
each airline selects a different operator for each network segment. Depending on howmany
aircraft connect to the same operator, the achievable throughput varies. Additionally, differ-
ent operators might implement different charging policies, e.g. charging per MB or limiting
the speed. For A2A, different deployment options exist. As A2A networks are not available to-
day, discussions on the actual implementation are speculative. The main challenges include
cooperation between aircraft of different airlines and respective communication protocols.
For a detailed analysis, one can refer to the literature introduced in Chapter 1.
Operators, subscription plans and fleet capabilities are business related decisions, which
cannot be influenced on a technical level. Hence, in order to focus on the technical chal-
lenges, a few simplifications are done. From now, it is assumed that, while there are different
operators, aircraft are evenly distributed among operators in relation to the capacity offered
by the operator. Hence, similar rates can be assumed per network segment independent
of the operator. For airlines, it is assumed that they cooperate to share traffic via A2A links
globally or at least on basis of alliances such as Star Alliance. While it is mostly assumed that
all aircraft can connect to all network segments, it is also taken into account that there are
cases with some aircraft being unable to connect to all network segments. In the model,
only one link per network segment and aircraft is allowed except for A2A, as multiple links
increase the throughput for one aircraft on the cost of others. Hence, on a global view this is
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GEO Operator 1 
GEO Operator 2 
LEO Operator 1 
LEO Operator 2 
Fleet 1 
Fleet 2 
DA2G Operator 1 
DA2G Operator 2 
DA2G Operator 3 
HAPS Operator 1 
Figure 2.10: Overview on the A2G connectivity architecture.
45
disadvantageous. The focus lies on the global view to achieve a fair distribution of through-
put among aircraft.
The resulting communication link options from the view of an aircraft user are presented
in Figure 2.11. There are five types of network elements. The first one is the aircraft itself.
The second type are relay nodes, which can be satellites or other aircraft. The third type are
ground units, acting as interfaces to the ground networks. The forth type are networks, di-
viding into ground or cabin networks. Lastly, the fifth type are sinks, which can be servers or
other users. Figure 2.11 depicts the UL only, the DL can be defined analogously in the other
direction. As shown in Figure 2.11, a user on the aircraft firstly connects to the cabin network.
For passengers, this can be either a built-in entertainment system or a wireless communi-
cation system using his own device. For other applications such as sensors, it can also be a
wired or wireless system. From the aircraft (a/c) router, there are several ways to connect to
the respective sink. In case that the content is already stored on the a/c server, an A2G link
is unnecessary. If an aircraft is at the airport, it can directly connect to ground networks via
a ground access point (GND AP), such as cellular networks or WiFi. The cabin network and
infrastructure as well as network connections while the aircraft is on the ground are not part
of this work, it is assumed that they are sufficiently dimensioned. While an aircraft is in the
air, the options are, as detailed above, DA2G, GEO, LEO, HAPS or another aircraft, given that
the respective link is available at the respective point in time. In case the connection is not
directed to the ground, it can also redirect to another aircraft. This is the case for multi-hop
connectivity, as well as for connecting directly to another aircraft. Examples for the latter
are distributed caching or when aircraft exchange operations related information such as
weather conditions. Principally, users on aircraft and on ground or users in different aircraft
can also directly connect to each other, which works similarly and is therefore grayed out in
Figure 2.11.
Within the scope of this work, different parts of the full scenario are investigated. These
parts are shown in Figure 2.12. Without loss of generality, on-board aircraft networks and
the case of content being on another aircraft are omitted, as explained above. Additionally,
HAPS links are omitted, as they are only present in very specific regions and act similar to
satellites from the connectivity perspective. Apart from this, Scenario 1, as shown in Fig-
ure 2.12a, investigates the full set of options. The goal is to investigate the complete sce-
nario using optimization to develop a benchmark of the achievable throughput. The results
are presented in Chapter 4. Scenario 2 is also part of Chapter 4. This specialized scenario
aims at investigating the feasibility of connecting aircraft over the ocean without any satellite
connectivity, as depicted in Figure 2.12b. This can offer a cheaper solution, since satellite
connectivity is more expensive than DA2G and A2A. Scenario 3 is developed from the anal-




































Figure 2.11: A2G network communication links from the perspective of an aircraft user. TheFigure shows the UL only, the DL works analogously.
single hop connectivity and used as a backup only in case high throughput via other network
segments is unavailable. A distributed throughput allocation for Scenario 3 is developed in
Chapter 5. Scenarios 1-3 investigate the absolute throughput that can be achieved per air-
craft. However, an aircraft contains up to several hundreds of users. The requirements of
user applications also vary. For instance voice connectivity needs a small delay which cannot
be provided via GEO satellites. Therefore, Scenario 4 defines the performance on a per-user
basis based on the throughput determined in the other scenarios. This is depicted in Fig-
ure 2.12d and discussed in Chapters 5 and 6.
2.2.1 Challenges
The A2G connectivity architecture as introduced above yields several challenges. In the fol-
lowing, the most critical challenges are highlighted.
Network integration:
The different network segments of the A2G network are typically separated today.
Satellite links have different requirements than for instance a DA2G link due to the
higher distance and different frequency bands. Therefore, these networks also use dif-






























































(b) Scenario 2: Oceanic coverage withoutsatellites.





























































(d) Scenario 4: User-centric view.
Figure 2.12: Investigated scenarios.
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an efficient high-capacity A2G network, integration of these different networks needs
to be enabled.
Multi-link handling:
When users connect to multiple links simultaneously, they need to define how to use
these links. There aremultiple options, such as preferring one link and using the others
for backup only or using specific links for specific traffic types. Different requirements
of traffic types, such as delay requirements, complicate the link management even fur-
ther. While the decision also depends on the type of data, without any management of
using multiple links, the overall throughput can even degrade.
Ad-hoc networking:
While many investigations of ad-hoc networks exist in the literature, aircraft ad-hoc
networks face a few unique challenges. The distance between aircraft is large com-
pared with other ad-hoc networks. Therefore, one typical approach, which is building
on overhearing communication of other nodes, is not applicable. Hence, aircraft ad-hoc
networks specifically need to form links between aircraft. Hence, the network needs to
decide which links to setup, when to switch links and how to route the traffic. Depend-
ing on the data which is being exchanged, security is another aspect to be taken into
account.
Fairness:
With different network segments and aircraft having different capabilities to connect
to the segments, fairness is an important point. Due to different coverage areas, the
achievable throughput of a single aircraft varies during a flight. The throughput can
be high over populated areas and degrades over the ocean. To achieve a better user
experience, it is beneficial to fairly distribute the traffic among all aircraft.
Aircraft hardware:
The capability to connect to a specific network segment depends on the physical instal-
lation of equipment on the aircraft. While especially GEO satellite equipment is expen-
sive and heavy, there has to be a gain of installing equipment for multiple links. Hence,
the benefit of multiple links needs to be visible to airlines. Additionally, especially for
A2A links, a sufficient amount of aircraft need to be equipped with an A2A system to
allow the formation of a network.
Flexibility:
Air traffic and user demand on aircraft are varying over time and geographic position.
Additionally, the A2G link is a bottleneck. Hence, the A2G network needs to be able
to properly react to changes in demand and redistribute capacity in a flexible way to
ensure an efficient use of the available resources.
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A2G network design:
For providing a high-capacity A2G network, the system needs to be properly designed.
The respective parameters for A2G network design are spectrum, technology, connec-
tivity, air traffic and aircraft demand, as detailed in Section 2.1.4.
2.2.2 Candidate network solution
In existing networks, there are already solutions for some of the challenges identified above.
In particular, features introduced in 4G and 5G networks provide solutions to most of the
challenges. These features are detailed in the following. A short introduction is also given
in [P4].
Non-terrestrial networks:
The support of NTNs within 5G is currently studied by 3rd Generation Partnership
Project (3GPP). They define NTNs as a network or network segment which uses an
air- or spaceborne platform. This platform can be a satellite or HAPS and can either
act as a relay or directly as a Next Generation NodeB (gNB). The potential roles of
NTN for 5G are coverage extension for remote areas, service continuity and network
scalability, as defined in [156]. NTN coverage can be divided into two types of access
networks, broadband access for users on moving platforms and narrow or wide band
access to serve 5G devices directly. More specifically, the relevant use case for A2G
networks is “passengers on board vessels or aircraft access 5G services and benefit
from 50 Mbps+” [156]. The 3GPP studies are partitioned into radio access aspects
in [156] and system architecture aspects in [157]. The radio access studies include
channel models, antenna patterns, propagation delay, doppler shift studies as well as
investigations on necessary modifications to 5G new radio (NR) to support the NTN
deployment scenarios. The studies on system architecture focus on ten key issues
from mobility management over QoS and multi-connectivity to regulatory issues such
as crossing country borders. Hence, active standardization work is ongoing to include
satellites into the 5G network to converge to one integrated network.
Access Traffic Steering, Switching and Splitting:
To combine 3GPP and non-3GPP networks, Access Traffic Steering, Switching and Split-
ting (ATSSS) has been introduced in [158]. ATSSS is only applicable for satellite networks
without NTN functionality. If satellites are integrated into 5G using NTN, they are part
of the 3GPP network and hence dual connectivity has to be applied instead of ATSSS.
Nevertheless, the functionality defined in ATSSS is also relevant in the case of dual
connectivity. Dual connectivity for satellites has been identified as a radio access net-
work (RAN) issue in [157]. ATSSS consists of three parts, namely steering, switching and
splitting. Access traffic steering is the selection of an access network for a newdata flow.
Switching is the process of changing the access network of a flow while ensuring the
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E2E connection. Lastly, access traffic splitting is the distribution of one flow over multi-
ple networks. The network architectures enabling these functions are defined in [158]
and can be based on different known multi-path protocols, such as Multipath Trans-
mission Control Protocol (MP-TCP). According to [158], the different steering modes
to select the proper access network are active-standby, priority-based, best-access, re-
dundant and load-balance. This selection is defined per flow, which is recognized by
parameters such as IP address or traffic type. Additionally, multiple rules with different
priorities can be defined depending on the network state. These mechanisms could
be used in the A2G network to select the proper network segment for each flow, for
instance the low delay DA2G link for delay sensitive traffic.
Device-to-Device connectivity:
A part of the 4G standard is device-to-device (D2D) connectivity, defined as Proximity
Services [159]. A detailed overview on D2D connectivity in the 3GPP standards is given
in [160]. The 3GPP D2D use cases have a focus on public safety applications, but also
include other areas, such as vehicle-to-everything (V2X), Internet of Things (IoT) and
data offloading. Network architectures to enable the respective use cases have been
defined in [159]. In general, the definition of D2D within 3GPP includes many features
and options. However, it is not yet widely used. The defined D2D functionality can be
used to enable A2A connectivity.
Self-organized networks:
To enable the network to react to changes and to ensure an optimized network opera-
tion, self organized network (SON) features have been introduced in the 4G standard.
One of the SON features is mobility load balancing [161]. This includes load reporting
between evolved NodeBs (eNBs), load balancing actions and adapting the handover
configuration. Hence, eNBs can exchange their load status and adjust handovers to
balance the load between neighbor eNBs. This feature is useful to ensure evenly dis-
tributed load within the A2G network, for instance if a DA2G cell at an airport is over-
loaded.
When comparing the 4G and 5G features above to the challenges stated in Section 2.2.1,
most of the challenges can already be solved by using a 5G network. NTN is a candidate so-
lution for network integration and multi-link handling can be implemented using ATSSS and
dual connectivity. The 3GPP D2D procedures are an option for ad-hoc networking between
aircraft and SON can provide the needed flexibility. Additionally, the A2G design parame-
ters are similar to design parameters of 5G networks. Hence, using a 5G A2G network, the
remaining challenges are fairness and aircraft hardware. As hardware installation decisions




The results of the analysis show that one A2G network will be unable to provide sufficient
throughput to connect all aircraft. With a spot size of 200 km, 8.33% of the maximum
throughput is available per aircraft for 95% of the time. With the high-throughput demand of
aircraft, this is insufficient. To achieve a sufficient throughput to aircraft, each aircraft needs
to receive the peak capacity. For instance, this can be achieved by improving the A2G net-
work, such as providing higher peak throughput, decreasing the spot sizes or increasing the
available bandwidth. However, due to limitations in coverage and minimum spot size, a suf-
ficient throughput to all aircraft can only be provided by multiple A2G networks, assuming
that the bandwidth cannot be easily increased. While DA2G coverage is limited to the con-
tinent, the minimum spot size of satellites is limited by their distance to the Earth and the
deployable antenna size. In particular, the spot size available for GEO satellites is insufficient
to provide peak throughput to aircraft over the ocean. Consequently, A2G networks need to
be combined to achieve a peak throughput for each aircraft worldwide, cf. [P1].
Additionally, the integrated A2G connectivity architecture is presented and discussed. The
A2G architecture includes different technical and non-technical components, such as link
types or operators. After a detailed discussion, the A2G architecture is reduced to cover
technical components. Four scenarios are identified, which are further investigated in the
following chapters. The challenges in implementing a fully integrated A2G architecture are
also highlighted. 5G is introduced as a candidate network solution, as it already includes fea-
tures which overcomemost of the identified challenges. The remaining challenge focuses on
fairness between aircraft, to achieve a fairly distributed throughput per aircraft independent
of position and time. This will be investigated in the remainder of this work, cf. [P4].
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3 Air-to-ground network model
This section introduces the A2G network model, which is used as a basis for the subsequent
chapters. The model contains properties of all A2G links as well as characteristics of the
complete network. Physical system parameters as well as network properties are introduced
and discussed. Lastly, the problem formulation is stated, which models the A2G network as
a mixed integer linear program (MILP).
Parts of the content in this chapter have been published by the author in the following
papers:
• “CombinedOptimal Topology Formation andRate Allocation for Aircraft to Aircraft Com-
munications” [P2]
• “Optimal Throughput Allocation in Air-to-Ground Networks” [P3]
3.1 Model
The basis for formulating the A2G network are the network and system parameters. Firstly,
physical link parameters, such as link budget as well as hardware limitations are defined and
maximum link distance and capacity are calculated. Subsequently, the A2G network model
is specified. This also covers network changes over time by utilizing time snapshots.
3.1.1 Link capacity
The A2G network contains four different types of links, DA2G, A2A, satellite and ground links.
For each of these types, a respective link capacity is defined. In reality, the capacity varies
with different operators and implementations, as described in Section 1.3. Hence, the link
capacity is modeled in a simple and adaptable way, such that it can be replaced by imple-
mentation specific properties if needed. For the ground link, the capacity is assumed to be
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unlimited, as the ground network is properly dimensioned to handle A2G traffic.
The DA2G network is a cellular network which is specifically built to offer aircraft connectiv-
ity. Hence, it is assumed that the network is capable of providing optimal signal quality to the
aircraft, for instance by using antennas and parameter settings optimized for the DA2G use
case. Therefore, it is assumed that a 4G A2G network can offer maximum 4G capacity. One
limitation of the peak capacity of a DA2G network compared with a terrestrial network is the
capability of using MIMO. MIMO relies on using multiple transmit and receive antennas to
transmit data in parallel over multiple spatial streams. Hence, with two receive and transmit
antennas, the capacity can be doubled. This scales linearly with the number of antennas,
and thus is one of the main drivers for multi gigabit capacities. However, MIMO is relying on
multi-path signal propagation, which is present in terrestrial networks but unavailable for the
DA2G or A2A links. Therefore, the MIMO concept cannot be easily adapted to A2G networks.
Nevertheless, instead of relying on multi-path transmission, MIMO can also be based on us-
ing the signal polarization. So by using dual polarization MIMO, the capacity can be doubled.
Hence, a MIMO gain of two is assumed for DA2G and A2A links. Additionally, instead of mul-
tiplying the data rate for one user, multiple antennas can also be used to create separate
beams for different users. This allows each user to receive the maximum available capacity
without the need to share the capacity with other users. For DA2G, both cases are imple-
mented. In the first case, users need to share the capacity without using beamforming. In the
following, this is called limited backhaul. In the second case, beamforming is implemented.
This is referred to as unlimited backhaul, cf. [P3]. For calculating the maximum capacity, a
bandwidth of 20 MHz is used as a reference. The respective parameters will be detailed in
Section 3.1.3.
As A2A networks are not yet deployed, reference implementations are unavailable. The
A2G network is limited by the DA2G and satellite links, as discussed in Chapter 2. Therefore,
A2A links do not benefit from higher capacities than DA2G and satellite links. Hence, the
assumed A2A link capacity is based on the same 4G properties as used for the DA2G links.
Additionally, to adjust to the specific properties of the A2A links, two more parameters are
taken into account. The first parameter is interference between A2A links. The details of
the interference model can be found in Section 3.1.5. The second parameter is an adaptive
modulation scheme to adjust the capacity to the quality of the received signal. The modu-
lation scheme is based on 4G parameters as well. Hence, in case of interference and high
distances, the A2A link capacity decreases, cf. [P2].
The calculation of the link capacities for DA2G and A2A based on 4G is conducted in the
following. In general, the capacity of a single link depends on different aspects. The most im-
portant parameter is the received signal-to-interference-plus-noise ratio (SINR). For DA2G
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and A2A links, the SINR mainly depends on the distance between transmitter and receiver.
In 4G, the modulation format can vary from quadrature phase shift keying (QPSK) to 256-
quadrature amplitude modulation (QAM), depending on the channel quality and transmitter
and receiver capabilities. The respective symbol efficiency SE, depending on the modulation
format, is defined in Table 7.2.3 in 3GPP TS 36.213 [162]. Table 3.1 shows the symbol effi-
ciency with the respective SINR limits from [163]. By defining the number of subcarriers Nsub,the number of OFDMA symbols per subcarrier Nofdma and the number of slots per second
Nslots as well as the bandwidth, the 4G capacity can be calculated. The first step is to obtainthe number of symbols Nsymbols, which can be transmitted per second, as defined in Equa-tion 3.1. Standard 4G parameters are Nsub = 12, Nofdma = 7 and Nslots = 2 × 103 [164]. Thisleads to Nsymbols = 168000 symbols/second.
Nsymbols = Nsub · Nofdma · Nslots [symbols/second] (3.1)
Furthermore, the capacity depends on the bandwidth, a higher bandwidth results in a
higher number of physical resource blocks NPRB. For 20 MHz, NPRB is equal to 100. Anotherfactor is the number of layers vlayers, which is the number of streams introduced by MIMO.Lastly, not all data can be used for payload data. The overhead of control signals in 4G is
typically OH = 25%. With this information, the 4G capacity R4G can be calculated as follows:
R4G = OH · NPRB · Nsymbols · SE · vlayers [Mbps] (3.2)
With the values introduced above and the maximum symbol efficiency for 256-QAM mod-
ulation, SE = 7.4063 bps/symbol, the maximum 4G data rate is R4G = 186.6388 Mbps. Thecapacities for the othermodulation formats and symbol efficiencies can be found in Table 3.1,
cf. [P2].
In [P8], the samemaximum capacity is used as an early estimation of the 5G capacity. With
maturing 5G, the expected capacity can be estimatedmore precisely. The formula for the 5G
capacity is defined in 3GPP TS 38.306 [165]. To be comparable to the 4G calculations above,
similar parameters are used. This means, one component carrier, a maximum coding rate
of 948/1024, two layers and 256-QAM. To cope with the various use cases, 5G implements a
multitude of custom settings on the physical layer. The highest capacity can be reached with
a scaling factor of one and a numerology of zero, which corresponds to 15 kHz subcarrier
spacing and 106 resource blocks for 20 MHz of bandwidth. This leads to a maximum 5G ca-
pacity of 226.85 Mbps, according to the formula in [165]. This capacity is approximately 20%
higher than with 4G and similar settings. Nevertheless, for this study, the calculated 4G link
capacities as presented in Table 3.1 are used. Firstly, this is due to the maximum 4G capacity
of 168.6388 Mbps being significantly higher than achievable capacities of deployed systems
today. Secondly, for 4G, exact values for symbol efficiencies and SINR limits are available.
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Table 3.1: Capacity in terms of SINR (extended version of [P2] ©2019 IEEE).
SINR Modulation Symbol Efficiency Capacity [Mbps][bps/symbol]
(-∞, -9.478) Weak Signal 0 0[-9.478, -3) QPSK 0.1523 3.8380[-3, -0.2) QPSK 0.377 9.5004[-0.2, 4.9) QPSK 0.877 22.1004[4.9, 7) 16-QAM 1.4766 37.2103[7, 8.8) 16-QAM 1.9141 48.2353[8.8, 10.5) 16-QAM 2.4063 60.6388[10.5, 13) 64-QAM 2.7305 68.8086[13, 14.5) 64-QAM 3.3223 83.7220[14.5, 16.2) 64-QAM 3.9023 98.3380[16.2, 18.8) 64-QAM 4.5234 113.9897[18.8, 20.5) 64-QAM 5.1152 128.9030[20.5, 22) 256-QAM 5.5547 139.9784[22, 23.7) 256-QAM 6.2266 156.9103[23.7, 27.3) 256-QAM 6.9141 174.2353[27.3,+∞) 256-QAM 7.4063 186.6388
Still, the study can easily be extended with different link capacities, and the effect of varying
the link capacity is studied in Section 4.2.2.
For the satellite link capacity, a different approach is used. The capacity of a satellite link
depends on two factors, the total capacity of the satellite and the capacity and number of
active users in a respective spot beam. These two factors depend on the type of the satellite.
GEO satellites have a large footprint, therefore, the coverage area is divided into small spot
beams to allow frequency reuse. The size and shape of the spot beams differ with the geo-
graphic position. At the equator, spot beams are small and circular. With increasing distance
to the equator, the spot beams grow and become elliptical. Traditionally, the spot beams
are stationary, but recently beam steering and even smaller beam sizes have been imple-
mented. LEO satellites also implement spot beams, but due to the lower orbit they have a
smaller footprint and are equally shaped and sized.
As these parameters highly depend on the specific satellite design and orbit, a simplified
model ist used. Satellites are modeled in terms of the capacity they can provide to a specific
area, representing a spot beam. For GEO satellites, a 1000x1000 km area is assumed. This is
the approximate size of a typical spot beam in a latitude corresponding to Europe or North
America. For LEO satellites, the assumed area is 300x300 km, which approximately corre-
sponds to the spot beam size of the proposed OneWeb constellation [153]. The respective
peak capacity per area is assumed to be 100 Mbps. This corresponds to the maximum peak
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capacity promised by operators today as presented in Section 1.3. This ensures compa-
rability to the DA2G capacity. Moreover, it is assumed that multiple satellite operators are
present, hence, each aircraft connects to exactly one of the available operators. The num-
ber of operators is assumed to be six for GEO and three for LEO. Additionally, for further
simplification, satellite movements are omitted. It is assumed that each satellite operator is
capable of providing connectivity to all areas at all times. Handovers between spot beams
and satellites are properly handled by the operator and therefore not modeled here. For a
short description of the satellite link model, cf. [P3].
As a conclusion, for DA2G links, a maximum capacity of 186.6388 Mbps is used. Addition-
ally, DA2G includes the option of using beamforming. For A2A, the same maximum link ca-
pacity is assumed. Additionally, a flexible modulation scheme is implemented, which adapts
the data rate depending on aircraft distance and interference with other links. For satellite
links, it is assumed that a 100 Mbps peak capacity can be provided for a 1000x1000 km area
for GEO satellites and 300x300 km area for LEO satellites.
3.1.2 Maximum A2A and DA2G range
The maximum range of DA2G and A2A links is an important parameter to design the link
parameters. As there are no obstacles in the air, a direct LOS between two aircraft or an
aircraft and a BS can be assumed. There are two approaches to determine the maximum
distance between two aircraft or between and aircraft and a BS. These two approaches are
illustrated in Figure 3.1. The simple approach is based on geometric considerations. The
maximum link range is limited by the curvature of the Earth. From a geometric perspective,
this is the case, if if the line between two aircraft is parallel to the Earth’s surface, as shown in
Figure 3.1a. With alt1 and alt2 being the altitudes of aircraft 1 and 2 and Rearth as the radiusof the Earth, the distance can be calculated as follows:
dmax = d1 + d2 = √︂(alt1 + Rearth)2 – Rearth2 + √︂(alt2 + Rearth)2 – Rearth2= √︂alt12 + 2alt1Rearth + √︂alt22 + 2alt2Rearth (3.3)
Using Equation (3.3), Rearth = 6371 km, and an altitude alt1 = alt2 = 10 km, the maximumA2A range is dmax = 714.2 km. For DA2G and alt1 = alt2, the range is half of the A2A range,which is 357.1 km. In reality, the maximum range increases due to refraction of the signal in
the atmosphere. This is shown in Figure 3.1b. In this case, the maximum range can still be
calculated using Equation (3.3), but with an Earth radius scaled by a factor of 43 [166]. Thisapproximation yields a maximum DA2G range of dmax = 824.6 km. Hence, as a conservative
















(b) Maximum link distance with atmospheric re-fraction.
Figure 3.1: Maximum link distance with and without atmospheric refraction.
3.1.3 Link budget
The link between two aircraft and between an aircraft and a BS can be characterized by a
LOS connection, as stated in Section 3.1.2. The main attenuation is due to the link distance,
as other attenuations are significantly smaller. Hence, Friis transmission equation [168] can
be applied. With PRX as the receive power, PTX as transmit power, GTX and GRX the gains oftransmit and receive antennas, the speed of light c, frequency f and distance dTX–RX , the Friisequation can be written as follows using decibel:
PRX = PTX + GTX + GRX + 20 log10 c4πf dTX–RX (3.4)
The SINR needs to lie above a margin, such that the receiver can detect the signal. In order
to use the modulation schemes as shown in Table 3.1, the respective SINR threshold sthreshneeds to exceed the limits stated in the first column. Hence, the relation can be stated as
follows:
PRX – PN ≥ sthresh (3.5)
For calculating the best case, it is assumed that there is no interference, so PN only consistsof thermal noise N0. If interference is present, the data rate decreases accordingly. Hence,the best case can only be reached without interference. The thermal noise can be calculated
as follows:
PN = N0 = 10 log10(kB · BW · T ) [dB] (3.6)
The Boltzmann constant is kB = 1.380649 × 10–23WsK . BW is the bandwidth in Hz and T thetemperature in Kelvin. At cruising altitude, the temperature is T = 223.25 K [169]. To take
into account additional losses, such as hardware related losses, Lother = 10 dB is assumed.
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Combining equations (3.4), (3.5) and (3.6) yields:
sthresh + N0 + Lother ≤ PTX + GTX + GRX + 20 log10 c4π – 20 log10 dTX–RX – 20 log10 f (3.7)
Antenna gain, diameter and beamwidth are directly related. While the calculation differs
for each antenna type, Equations (3.8) and (3.9) can be used as an approximation [170] with








To calculate the link parameters using the equations above, input parameters need to be
defined. As implementations depend on regulatory as well as hardware limitations, the input
parameters stated here are just one possible example, while other options will be highlighted
as well. For all input parameters, exemplary reference values will be stated for the reference
scenario, cf. [167,P2].
The frequency band is a parameter which mostly depends on regulations. For DA2G in
Europe, two frequency bands have been defined in [171], namely 1.9 GHz and 5.8 GHz.
The 5.8 GHz band with 20 MHz of bandwidth is chosen here. For A2A, implementations are
still unavailable, hence, there is no dedicated frequency band. Frequency bands with wave-
lengths in the millimeter range offer highly directive and small phased antenna arrays and
are currently researched for ground applications. Therefore, 31 GHz is used as a reference
here, as this frequency has local minimum for the atmospheric attenuation in the millimeter
wave spectrum. The bandwidth is set to 20 MHz, to be comparable to DA2G and as much
higher A2A capacities than DA2G or satellite links are not improving the A2G capacity due to
the A2G bottleneck, cf. [167,P2].
For the A2A antennas, 50 dBm transmit power and 33 dBi antenna gain are assumed. This
yields an Equivalent Isotropically Radiated Power (EIRP) of approximately the range of current
satellite antennas [172]. These gain and transmit power values could also be generated by
an array of many small antennas, adding up gain and transmit power of the single elements.
To proof that the maximum capacity can be reached using these values, the margin of the
link budget stated in Equation (3.7) is calculated. The margin is the difference between the
right and the left side of Equation (3.7). With the A2A frequency of 31 GHz, a maximum dis-
tance of 700 km, the maximum value for sthresh = 27.3 dB from Table 3.1 and N0 = –132.1 dBfor 20MHz bandwidth, themargin of Equation 3.7 is 1.638 dB. For the DA2G link, the range is
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reduced to 350 km. With the frequency of 5.8 GHz and a gain of 30 dBi at the BS and 15 dBi at
the aircraft, this yields a margin of 1.208 dB. As both margins are positive, the setup is feasi-
ble. The respective antenna size and beamwidth can be calculated using Equations (3.8) and
(3.9). For 33 dBi gain and 31 GHz, the approximate diameter D = 0.16 m. With this diameter,
the beamwidth is ψ = 4.1 degree. The size and beamwidth for DA2G is similar. The size of
the antennas is feasible for an aircraft. As smaller gain antennas have higher beamwidth and
the antenna is a parameter that can be varied, a more conservative beamwidth of 10 degree
is assumed in the reference scenario. Hence, for both links, the assumed parameters are
feasible, cf. [167,P2].
As already mentioned, other combinations of parameter settings are also feasible. The
parameters which can be varied are transmit power, antenna gains, communication range,
maximum capacity or sthresh, bandwidth and frequency. As the above assumed transmitpower and antenna gains are rather ambitious in terms of size and weight of the needed
equipment, some examples with reduced transmit power and antenna gains are calculated
in the following. This would yield a reduced weight and thus can be advantageous for the im-
plementation. Nevertheless, other parameters need to be adjusted to achieve this. Three re-
laxation options are calculated. The first and the second option use the same antenna gains,
but the transmit power is decreased to 40 dBm. This leads to a reduction of ΔdB = –10 dB.
For the third option, the transmit power and antenna gains are decreased even further. The
assumed transmit power is 40 dBm and the antenna gains are decreased to 15 dBi. This cor-
responds to a reduction of ΔdB = –46 dB. For each option, the resulting parameter changes
are detailed in Figure 3.2. They have been calculated using the equations introduced above.
As a conclusion, the options with relaxed antenna parameters can also be achieved by re-
ducing link distance, increasing the bandwidth or reducing the frequency.
As a conclusion, the link budget for the A2A and DA2G links has been calculated. The
antenna parameters have been chosen to be able to achieve the maximum capacity from
Table 3.1. While these antenna parameters are ambitious, alternatives to reach the same
capacity have also been presented.
3.1.4 Hardware limitations
The communication performance can be significantly influenced by the hardware installation
on the aircraft. The aircraft structure can obstruct the LOS connection. Additionally, weight
and drag of the equipment plays an important role, as it relates to operation cost. Hence,
the antennas and communication equipment need to be placed on the aircraft intelligently.
The relevant parameters are discussed in the following.
For satellite and DA2G connectivity, the antenna placement is simple. To be able to com-
60
Figure 3.2: Possible alternative link budget parameter settings.
municate with the satellite, the antenna needs to be installed on the top of the aircraft. As
the DA2G BS is below, the antenna is placed below the aircraft body. For A2A connectivity
the placement is more challenging. Other aircraft can be present in any direction, hence, an-
tennas need to be placed to cover these angles to the largest possible extent. Additionally,
aircraft should be able to connect to more than one other aircraft at the same time. This can
either be realized by utilizing multiple antennas for multiple links or by implementing multi-
plexing between multiple links, e.g. on basis of time division. The installation and position of
an antenna on the aircraft depend on multiple factors. For instance, these can be optimal
LOS conditions, aerodynamics, cabling and equipment placement or interworking with ex-
isting equipment. As these factors are very specific to the aircraft type and configuration, a
simplified model is introduced in the following.
Themodel contains two parameters, the number of possible connections Dn and the steer-
ing angle θ. Dn states how many aircraft can be connected to one aircraft simultaneously.
This is an important constraint for A2A, as a limited number of links need to be selected
from the available ones. Dn combines the number of deployed antennas and the number of
aircraft per antenna. To align with the capacity calculation in Section 3.1.1, the first case is
assumed without loss of generality. The steering angle θ is modelling the angles that allow
an A2A connection between two aircraft. This combines antenna steering angles and visibil-
ity range due to shadowing of the aircraft. θ is implemented with respect to the heading of
the aircraft. θ = 90 degree corresponds to steering the antenna by 90 degrees to the right
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and to the left with respect to the heading. This is applicable for looking forward as well as
backward. Hence, a steering angle of 90 degrees indicates that all angles can be covered.
For θ = 45 degree, only a sector of 90 degrees to the front and to the back can be used for
A2A links, therefore communication to the side is impossible. The steering angle is modeled
as a two-dimensional parameter, as it assumed that the distance between two aircraft is
significantly larger than the difference in altitude. Additionally, altitude differences are small
during cruise flight, which represents the largest part of the flight. For satellite and DA2G,
only Dn is modeled, which is assumed to be 1. As it is assumed that satellite and DA2G an-
tennas are properly dimensioned to connect to their respective satellite or ground station,
θ is unnecessary for satellite and DA2G, cf. [P2,P3].
3.1.5 Interference model
Interference ismodeled for the A2A link. For satellite andDA2G links, only one link to each air-
craft is present as presented in Section 3.1.4 and separate frequencies are used. Therefore,
interference does not need to be modeled in these cases. Interference could be avoided
also in the A2A case, e.g. by using multiple channels if enough bandwidth is available. How-
ever, this adds additional complexity, as aircraft need to coordinate which channel to use at
which time and position. Therefore, the approach including interference is pursued here.
From a geometric perspective, interference occurs, if two aircraft are within each others
beam. More specifically, the receiving aircraft has to be present within the beam of the
interfering aircraft. This must also hold for the other direction. For example, in Figure 3.3,
two links (1,2) and (3,4) are depicted. Aircraft 4 receives interference from aircraft 1, as the
angle between aircraft 2-1-4 is smaller than half of the beamwidth. This also holds for the
opposite direction. Aircraft 2 does not receive interference from aircraft 3, as it is not within
the beam of aircraft 3. In the model, interference is stated as binary parameter, which is one
if link (i,j) receives interference by link (k,l), cf. [P2].
3.1.6 Network model
The A2G network architecture has been introduced in Section 2.2. Figure 3.4 depicts the
model of the A2G network architecture. The model contains four different types of nodes,
i.e. aircraft, satellites, BSs and a source node. The source node represents the ground net-
work including satellite gateways on ground. As the capacity bottleneck lies within the A2G
network, it is assumed that the ground network, i.e. the source node, is properly dimen-
sioned to support the capacities required by the A2G network. The model presented here is
defined for the DL, which is the link from the ground to the aircraft. The same is applicable






Figure 3.3: Illustration of interference calculation [P2] ©2019 IEEE.
There are three options for an aircraft to connect to another node, either via satellite, a
BS or another aircraft, as depicted in Figure 3.4. The capacity for the satellite and DA2G links
is modeled in terms of the capacity from the source to the respective node. This is only the
case for limited backhaul for DA2G. In case of unlimited backhaul, the maximum capacity on
the DA2G link is limited by the link between the BS and each aircraft. For A2A, the maximum
capacity is a function of the interference by other links as detailed in Section 3.1.1, cf. [P3].
This analysis is performed on the basis of time snapshots, as also shown in Figure 3.4.
Hence, time is modeled as a discrete variable using snapshots in 15 minutes intervals. This is
adequate for the throughput allocation in Chapter 4, as the topology changes only slowly and
the main goal is to evaluate the a benchmark capacity at different times of the day. However,
to implement routing mechanisms and track specific links over time, a shorter time interval
has to be selected. Therefore the interval between snapshots is reduced to one minute in
Chapter 5. Due to practical link setup, changes in the chosen links between two time instants
should be minimized. Therefore, this is taken into account for the heuristic algorithm, for the
benchmark calculation it can be omitted, cf. [P3].
Lastly, a model containing all aircraft worldwide is infeasible due to the high number of air-
craft in the air at any time instant. Hence, the Earth is divided into representative geographic
scenarios. The size of the scenarios is selected such that the number of aircraft does not ex-
ceed the maximum size for the optimization. Scenarios are defined in terms of their latitude
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Figure 3.4: Model for the A2G network architecture including time snapshots [P3] ©2020IEEE.
and longitude. To cover different situations, the scenarios are selected to cover different
areas, such as oceanic regions or regions with a high aircraft density. The selected scenarios
are described in Section 4.1.4 and Section 5.4.3, cf. [P3].
3.2 Problem formulation
The A2G capacity optimization is stated in this section. Different versions of this problem
formulation have been described in [P2] and [P3]. The formulation presented here updates
and combines the two versions.
As described in [P3], “the A2G network is modeled in a set of vertices V and edges E. The
set of edges E consists of multiple sub-sets, namely EAIR for A2A edges, EDA2G for DA2G edges,
EGEO and ELEO for edges to GEO and LEO satellites, EISL for inter-satellite links between GEOand LEO and EGND for edges from satellites and BSs to the source. A2A and inter-satellitelinks are bidirectional, whereas the other links are modeled unidirectional from the source
to all aircraft. The set of data rates per aircraft is denoted as Λ and the variable λs,t ∈ R≥0
is the throughput from the source s to destination aircraft t. The traffic flow on each edge
(i, j) from source s to destination t is modeled by the variable f λs,t
i,j ∈ R≥0. It is measured inthe unit of the capacity of the link. Aircraft are constraint on the number of DA2G, satel-
lite and A2A links they can use simultaneously as explained in Section 3.1.4. The maximum
nodal degree values are defined by Dair , Dsat and Dda2g respectively and are sufficiently large
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for the source, satellites and BSs. For enforcing the degree constraint, we model the binary
topology variable zi,j ∈ {0, 1}, which becomes 1 if (i, j) is selected in the optimized topology.For modeling interference between A2A links, the received power is defined as Pi,j at aircraft
j from aircraft i. The received interference of link (i, j) by link (k, l) is denoted Ik,l
i,j as definedin Section 3.1.5. It is a binary parameter, which is one if (i, j) receives interference by link
(k, l). N0 denotes the noise power. While the capacity of A2A is depending on the level ofinterference as a function Φ(si,j) of the SINR variable si,j with a maximum capacity cmaxAir , thecapacities for (inter-) satellite and DA2G links cGEO, cLEO and cDA2G are a fixed input parame-ter. Φ(si,j) is a step function based on themodulation format with capacity values in Table 3.1.”
The SINR at aircraft j by link (i, j) is defined as
SINRi,j = Pi,j
N0 + Ik,li,j Pk,jzk,j (3.10)
From the SINR limits in Table 3.1, the applicablemaximum capacity can be deducted in terms
of a step function for each modulation. Equation (3.10) is non-linear. To linearize the equa-
tion, the capacity limits are redefined in terms of upper 1/SINR limits. Table 3.2 shows the
modified capacity limits vstep in terms of the 1/SINR limits lstep. To model the modified step
function, additional binary variables hi,j,step are introduced per step. These variables must beone if si,j exceeds the respective limit lstep. ns defines the number of steps, which is 17 in thiscase. To satisfy constraint (3.22), the additional 17th step needs to be present, cf. [P3].
The analysis in Chapter 4 investigates two different objectives. The first objective is max-
imizing the minimum capacity of all aircraft as defined in Equation (3.11). This objective en-
sures an equal distribution of capacity among all aircraft. If aircraft weights are introduced,
the minimum capacity needs to be divided by the respective weight. Additionally, a second
objective is necessary in a second step as stated in Equation (3.12). The objective minimizes
Table 3.2: Capacity step function parameters [P3] ©2020 IEEE.
Step lstep vstep Step lstep vstep
1 0 186.6388 10 0.0891 60.63882 0.0019 174.2353 11 0.1318 48.23533 0.0043 156.9103 12 0.1995 37.21034 0.0063 139.9784 13 0.3236 22.10045 0.0089 128.9030 14 1.0471 9.50046 0.0132 113.9897 15 1.9953 3.83807 0.0240 98.3380 16 8.8675 08 0.0355 83.7220 17 10e9 09 0.0501 68.8086
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the sum of flows with the given objective throughput. Hence, this removes loops within the
final topology, cf. [P3].






The second objective covers a different perspective. An equal distribution of capacity
among all aircraft might lead to a low overall throughput. Hence, a threshold can ensure
a certain minimum performance, while disconnecting some aircraft at a certain time. Hence,
the objective is maximizing the number of aircraft that receive a throughput exceeding a










v,j – ∑︂(j,v)∈E f λs,tj,v =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
λs,t if v = s
–λs,t if v = t
0 otherwise







zi,j · cmaxAir ∀(i, j) ∈ EAIR
zi,j · cGEO ∀(i, j) ∈ EGEO
zi,j · cLEO ∀(i, j) ∈ ELEO
zi,j · cDA2G ∀(i, j) ∈ EDA2G
(3.15)
zi,j = zj,i, ∀(i, j) ∈ EAIR ∪ EISL (3.16)




zi,v ≤ Dair , ∀v ∈ V (3.18a)∑︂
(i,v)∈EGEO∪ELEO∪EISL
zi,v ≤ Dsat , ∀v ∈ V (3.18b)∑︂
(i,v)∈EDA2G
zi,v ≤ Dda2g , ∀v ∈ V (3.18c)









i,j ≤ Φ(si,j) ∀(i, j) ∈ EAIR
Φ(si,j) = v1hi,j,1 + ns–1∑︂
step=2(vstep – vstep–1)hi,j,step
(3.20)
hi,j,step ≤ hi,j,step–1 ∀(i, j) ∈ EAIR ∀s ∈ (2..ns) (3.21)
si,j ≤ l1 +
ns∑︂
step=1(lstep+1 – lstep)hi,j,step ∀(i, j) ∈ EAIR (3.22)
The conservation of the flows is stated by Constraint (3.14). Constraint (3.15) limits the
sum of all flows to the capacity of the link and ensures that flows can only be placed on
the chosen sub-topology. Constraint (3.16) states that the chosen sub-topology needs to be
symmetric for A2A and inter-satellite links (ISL) links. Ground links should always be part of
the sub-topology which is defined by Constraint (3.17). The nodal degree limitations for each
link type are defined in Constraints (3.18a)-(3.18c). The relation of A2A link capacity, the SINR
and the sub-topology is modeled in Constraint 3.19. The respective step function, as stated
in Table 3.2, is modeled in Constraints (3.20)-(3.22), cf. [P3].
For the second objective two additional constraints are needed. With Constraint (3.23),
Aλs,t is forced to zero if λs,t is unable to meet the threshold β. Constraint (3.24) ensures thatonly aircraft meeting the threshold β are forwarding capacity to other aircraft, cf. [P2].







t,j ≤ Aλs,t · M ∀λs,t ∈ Λ (3.24)
To investigate the importance of different types of links for the A2G network, a penalty πi,j
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can be added to all links. This case is investigated in Section 4.2.2. The default value for πi,j isone. A higher penalty value reduces the probability of choosing the respective link type. In








πi,j ∀(i, j) ∈ EAIR
zi,j·cGEO
πi,j ∀(i, j) ∈ EGEO
zi,j·cLEO
πi,j ∀(i, j) ∈ ELEO
zi,j·cDA2G
πi,j ∀(i, j) ∈ EDA2G
(3.25)
3.3 Conclusion
In this chapter, the A2G network model is introduced. It includes basic connectivity param-
eters, such as the maximum link capacity and the maximum range for DA2G and A2A links.
Moreover, the link budget is calculated to determine transmission parameters, such as trans-
mit powers and antenna gains. It is shown that the maximum link distances can be reached.
As there are degrees of freedom in choosing the transmission parameters, different viable
setups are presented. While the presented alternatives are designed for maximum link dis-
tance and maximum link capacity, these parameters can be relaxed, if a smaller link distance
or lower capacity is sufficient. This is studied in the next chapters. Additionally, the model
implements time snapshots and geographic scenarios. This allows to study the network at
different times of the day and regions of the Earth. The mathematical problem formula-
tion is also provided, which is the basis of solving the problem optimally. As a conclusion,
the presented A2G network model enables to study the network under different parameter
constellations and to determine the best throughput allocation to aircraft.
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4 Optimal aircraft throughput
allocation
In this chapter, the optimal throughput allocation is investigated. To achieve this, the prob-
lem formulation as introduced in Section 3.2 is implemented and the problem is solved using
the Gurobi solver. The focus lies on the achievable throughput in different parameter config-
urations. The basic configuration is a combined A2G network. Other configurations such as a
DA2G and A2A network or a satellite network are investigated as well. An extensive variation
of multiple parameters is conducted to gain insight on the effect of each parameter on the
achievable throughput per aircraft. Firstly, the reference values for all parameters are intro-
duced. Then the results for the throughput allocation are presented. The main contribution
of this chapter is to provide a benchmark on the optimal achievable throughput per aircraft
under different conditions.
Parts of the content in this chapter have been published by the author in the following
papers:
• “CombinedOptimal Topology Formation andRate Allocation for Aircraft to Aircraft Com-
munications” [P2]
• “Optimal Throughput Allocation in Air-to-Ground Networks” [P3]
4.1 Implementation and parameter setup
This section introduces all parameters which are necessary for the optimization. This in-
cludes the model implementation, the aircraft flight traces and BS positions. Additionally,




The A2G network model, as introduced in Chapter 3, is implemented using MATLAB, AMPL
and Gurobi. The workflow is illustrated in Figure 4.1. Firstly, MATLAB processes the raw in-
put, such as flight traces, BS positions and parameter settings. The full list of parameters is
summarized in Section 4.1.5. The MATLAB scripts calculate the resulting full topology as well
as additional input parameters, such as interference and received power between aircraft.
As an output, MATLAB writes one folder per time instant and parameter setting. The files in
each folder contain the calculated input parameters in a format which is readable by AMPL.
With this input, the MILP is solved using the AMPLmodelling language and the Gurobi solver.
It is executed on an Intel(R) Xeon(R) E5-2557 CPU with 24 cores and 265 GB RAM. The results
contain the optimized topology including the optimal allocation of flows on the optimized
topology. The results are then evaluated using MATLAB to generate statistics and figures.
4.1.2 Flight traces
The information about the position and heading of aircraft is extracted from flight traces from
FlightRadar24 [152]. The traces are based on ADS-B data, which is used for air traffic control.
When using ADS-B, aircraft are constantly broadcasting their position. Besides the position,
the data contains also other identifying data, such as flight number or aircraft type. A full list
of parameters is shown in Table 4.1. Within this work, two different traces are used. The first
data set is called week data set. It contains flight traces of one week between 2017/11/03,
9:30 UTC to 2017/11/10, 9:30 UTC, in time intervals of 15 minutes. The second data set is
called day data set and contains 24 hours of data on February 9, 2018. This data set has a
higher resolution in time, as the time intervals are in the order of a few seconds.
The number of aircraft worldwide over the different days of the week is illustrated in Fig-
ure 4.2. It can be seen that all days follow a similar pattern. This is due to the time of day
in different places of the world, as most flights are starting or landing during the day. The
small differences between different days of the week can be considered as insignificant. In
the connectivity analysis is Chapter 2, the full week data set is utilized. For the throughput
allocation in Chapter 4 and 5, the time span is reduced to 24 hours as this sufficiently covers
the pattern described above. Additionally, the season influences the number of aircraft in




aircraft tracesbase station positionsinput parameters initial topologycalculated parameters optimized topologyobjective value
Figure 4.1: Implementation workflow.
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Table 4.1: Full list of parameters of the flight traces.
Registration MODE-S Code Latitude (deg)Longitude (deg) Heading (deg) Altitude (ft)Speed (kt) Squawk (4-digit ID of Transponder) Radar IDAircraft Type Tail Number (Aircraft Registration) TimestampDeparture Airport Destination Airport Flight Number (short)Vertical Speed (ft/m) Flight Number (long)
data set to one day of the day data set shows that the maximum calculated throughput val-
ues are identical, while the median differs by 7.3%, which is 1.6 Mbps. This small difference
is due to the different time of the year. When comparing each time instant separately, the
shapes of the curves are similar and differences stay within slight variations. Hence, the se-
lected aircraft traces are utilized as representative examples.
As a summary, the week data set is used in Chapter 2 and 4, whereas the day data set is
used in Chapter 5. This is due to the higher time resolution which is needed for the heuristic
algorithm. The detailed points in time are specified in Table 4.2. The reduced time span for
the North Atlantic scenario is due to the high number of aircraft compared with the other
scenarios.
The time resolution of the week data set is 15 minutes, as already mentioned. Hence, the
analysis is conducted in time steps of 15 minutes. This is sufficient, as the topology is chang-
ing slowly and the benchmark calculation is independent from the last time step. Hence, a
high time resolution is unnecessary. However, in Chapter 5, the link status of the last time
step is taken into account for the calculation of the current time step. Hence, a smaller in-
terval of 1 minute is used. Before usage, the data sets need to be cleaned in order to only
contain the desired data. In the raw data, some aircraft appear twice in the same time instant,
for instance if they have been received by multiple ground stations. Moreover, for aircraft
over the ocean, the position cannot always be received on the ground. Hence, the missing
positions need to be interpolated. Additionally, ADS-B is also used by different types of air-
craft, such as small private airplanes or helicopters. To exclude these, all aircraft without a
Table 4.2: Flight traces data set overview.
Chapter Data set Time and date
2 week 2017/11/03 9:30 UTC - 2017/11/10 9:30 UTC4 week North Atlantic: 2017/11/05 22:30 - 23:45 UTC4 week Other scenarios: 2017/11/04 23:30 UTC- 2017/11/05 23:45 UTC5 day 2018/02/09 00:00 UTC - 23:59 UTC
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Figure 4.2: Number of aircraft over time for different days of the week.
flight number are removed. Lastly, some aircraft keep broadcasting their position while they
are on the ground, hence aircraft on ground are also excluded.
4.1.3 BS positions and satellite operators
The positions of the BSs is relevant to determine aircraft with DA2G connection. Today, A2G
BSs are specifically positioned for the aircraft use case. In the EU and the US networks are
already deployed. Therefore, the BS positions of the EAN are used for Europe and the ones
of the GoGo network for the US. They have been approximated from [173] and [174], re-
spectively. These networks are designed to cover aircraft which fly over the continent. For
the North Atlantic use case, these BSs are insufficient. Hence, in this case additional BSs at
the US coast and on Greenland and Iceland are assumed. The positions have been chosen
to maximize the coverage area. A high number of BSs is beneficial, as for the oceanic A2A
network, the capacity of an aircraft in themiddle of the ocean depends on the available DA2G
capacity. Figure 4.3 shows the positions of all BSs. It can be seen that the BS density of the
EAN is higher than in the GoGo network, cf. [P3].
For the satellite links, two different deployments are assumed. As already stated in Sec-
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tion 3.1.1, the capacity is assumed per spot beam area. The varied parameter is the avail-
ability of a LEO network. The setup without LEO satellites includes six GEO operators. In the
setup with LEO satellites, three additional LEO operators are present. The capacity scales
with the number of operators. It is assumed that aircraft are equally distributed among op-
erators, cf. [P3].
4.1.4 Geographic scenario setup
More than 6000 aircraft are in the air worldwide at any point in time. This number is too high
to be solved optimally using a MILP. Therefore, a geographic scenario based approach is
taken. Seven representative scenarios are chosen. They represent different configurations
of aircraft density ρAC and BS density ρBS, as well as continental, oceanic and mixed setups.An overview of the selected scenarios can be found in Table 4.3. The geographic range of
the scenarios is visualized in Figure 4.4, cf. [P3].
The scenarios are defined to contain a similar maximum number of aircraft within the re-
spective area. Thus, the size of the area differs with aircraft density. The only exception is the
North Atlantic, as it does not make sense to analyze only a part of the North Atlantic corridor.
Hence, in this scenario the area and the maximum number of aircraft is larger. The scenario
is used to evaluate the feasibility of a DA2G and A2A network without satellites in an area
without DA2G coverage. Additionally, it is the only oceanic scenario. To investigate the im-
pact of large areas of water, two other scenarios have also been designed with partial ocean
and land. The first one is called Iberia, which includes the north-western part of the Iberian
Peninsula, extended towards the Atlantic ocean. The other scenario is Italy, including the
Tyrrhenian Sea in between Sardinia and the Mainland of Italy. The continental scenarios can
be divided in terms of the BS density. As stated above, the BS density of the EAN in Europe
Figure 4.3: BS locations of the EAN (black), GoGo network (blue), as well as additionally as-sumed locations in the North Atlantic (red).
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Table 4.3: Overview on scenario parameters (extended version from [P3] ©2020 IEEE).
Scenario Latitude [Deg] Longitude [Deg] Area [km2] ρAC ρBS
Rural US 41 - 48 -107.5 - (-100.5) 458000 low lowUrban US 41 - 44 -72.5 - (-69.5) 84000 medium lowRural Europe 49 - 52 10.7 - 14 81000 medium highUrban Europe 48.5 - 51 7.5 - 10 51000 high highItaly 37 - 42 7 - 17 494000 low mediumIberia 40 - 44 -22 - (-3.5) 701000 medium mediumNorth Atlantic 40 - (-65) -60 - (-10) 11715000 low low
Figure 4.4: Overview on the geographic scenarios.
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and the GoGo network in the US differs. Hence, these two areas are taken as representa-
tives for low to medium and medium to high DA2G density, respectively. The two European
scenarios have been partitioned into rural and urban. The urban scenario is positioned in
the area of Frankfurt, Germany, which is a large airport. The rural scenario is placed toward
the east, covering the eastern part of Germany and parts of the Czech Republic, leading to a
lower aircraft density than the urban scenario. The US serves as example for medium DA2G
BS density. Again, it is divided into urban scenario covering the area around Boston and a
rural scenario in the area located north of Denver.
4.1.5 Reference parameters setup
The A2Gnetwork containsmany different parameters as highlighted in the previous sections.
To ensure comparability of the results, a reference setup is used. The parameter values of
the reference setup are summarized in Table 4.4. The conducted parameter variations are
described in Section 4.2, cf. [P3].
The available link options per aircraft depend on multiple factors. Three setups are mod-
eled exemplarily. The first setup includes all possible links on all aircraft, hence A2A, DA2G
and satellite links. This is the reference setup, as it provides most information for the bench-
mark. The second setup is DA2G and A2A only, without satellite availability. This allows a cost
efficient solution, as the satellite equipment is heavy and costly. Hence, if sufficient connec-
tivity can be achieved without the satellite, the cost would be reduced. The third setup is with
satellite links only. This setup is a reference to the current situation, wheremost aircraft have
only satellite connectivity. This improves the understanding of the achievable benchmark.
The MILP is solved optimally with a maximum gap of 1% as a default to limit the computa-
tion time. Only in case of the parameter variation, a maximum gap of 5% is allowed for the
second objective, i.e. the removal of loops. In this case the gap for loop removal is higher, as
it is a secondary objective only and therefore not influencing the benchmark. Additionally,
a time limit of 24 hours is implemented to limit computation time. However, this is only ex-
ceeded in 3.6% of the runs with a median gap of 9%.
4.2 Throughput allocation results
The results of the throughput optimization are presented in this section. Three link setups
and two different objectives are studied, as introduced in Section 4.1. The full A2G network
is studied first, including an extensive parameter study. Then, the DA2G and A2A setup is
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Table 4.4: Reference parameters setup overview.
Parameter Value
scenario Urban Europelink distance A2A: 700 km, DA2G: 350 km, satellite: n/alink capacity A2A: 187 Mbps, DA2G: 187 Mbps, satellite: 100 Mbps, 6 operatorslink setup A2A: on, DA2G: on, satellite: GEO on, LEO offequipped aircraft all aircraft, all available linksweights all aircraft equal weightspenalty A2A: 1, DA2G: 1, satellite: 1interference onBS diversity offlimited backhaul onnodal degree Dn A2A: 3, DA2G: 1, satellite: 1steering angle θ A2A: 90, DA2G: n/a, satellite: n/abeamwidth ψ A2A: 10, DA2G: n/a, satellite: n/a
investigated. Lastly, satellite only case is investigated.
4.2.1 Combined A2G connectivity
The full A2G network is investigated in this section. The focus lies on the max-min through-
put which can be achieved per aircraft. This can be used as a benchmark on how much
throughput can be provided per aircraft. The partition of throughput on the different link
types is studied to understand the importance of each single link. Additionally, the influence
of parameters such as limited backhaul, LEO satellites, A2A links and BS diversity is investi-
gated. Additionally, the number of needed A2A hops is studied. Aircraft capabilities are also
taken into account, to study the case that not all aircraft can connect to all links. Finally, the
minimum achievable throughput for the different geographic regions is presented.
In [P3], “we compare themax-min throughput to themean throughput. Themean through-
put is determined as the total available capacity from DA2G and satellites divided by the
number of aircraft. The comparison is depicted in Figure 4.5. We observe that for times with
more than 20 aircraft, the max-min throughput equals the mean throughput. This means
that all capacity can be perfectly shared between all aircraft. Also for less aircraft, the differ-
ence between max-min and mean throughput is small. This difference comes from the lack
of available links to reduce the effect of multiple aircraft being close to each other. Addition-
ally, Figure 4.5 shows that removing A2A links has aminor effect on themax-min throughput.
In general we can conclude that the bottleneck for achieving higher throughput is the capac-
ity on the A2G links, meaning satellite and DA2G links. The available throughput can easily
be divided between all aircraft.”
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As shown in [P3], “in Figure 4.6, we analyze the relation of throughput per aircraft originat-
ing from the different types of links. For this example, we show the results with LEO satellites
as the GEO satellite contribution is small compared with the DA2G throughput per aircraft.
In general, we can observe that the throughput on all links is heavily decreasing with a rising
number of aircraft. During peak-aircraft-density times, the achieved throughput is very low.
The mean DA2G throughput per aircraft varies around 20 Mbps, the satellite throughput
per aircraft around 4 Mbps. We can also observe that the A2A throughput is decreasing in
high-aircraft-density cases. The reason is that there is already a sufficient degree of free-
dom to achieve the optimal max-min throughput, hence A2A is dispensable. In the case of
low-aircraft-density, the need for A2A is higher. Nevertheless, in this case the absolute data
rates are also much higher. A similar behavior can also be observed in the other scenarios.
Hence, we conclude that the experienced throughput mostly depends on the time of day.
When flying during the day, the throughput is much lower than during night. The offer needs
to be provisioned for the demand during the day. Even with perfect sharing, the achievable
throughput during night will be higher.”
“To further evaluate the role of A2A links, we investigate the maximum number of hops
that connects an aircraft to the ground. Table 4.5 shows the maximum number of hops with
A2A for the different parameters. We see that in all setups more than 98.2% of aircraft are
connected to zero or one hop. Hence, in the investigated continental scenario, multi-hop
A2A connections are unnecessary to share the capacity between aircraft” [P3].
As presented in [P3], “in the reference scenario, we restrict aircraft to connect to the clos-
est DA2G BS only. In Figure 4.7, we investigate the effect of BS diversity on the max-min
throughput. Figure 4.7 shows the optimal max-min throughput for four different setups en-
abling and disabling BS diversity and A2A links. This has been calculated for different time
instants with different number of aircraft. We can observe that without BS diversity and with-
out A2A links, the performance degrades quite significantly. This effect increases with lower
number of aircraft. This is again due to reduced link options when multiple aircraft are close
to each other. Nevertheless, in all the other three cases the difference vanishes for more
Table 4.5: Maximum number of hops per aircraft in different setups (percentage of all air-craft) [P3] ©2020 IEEE.
Hopcount 0 1 2 3-4
Unlimited backhaul, with LEO 84.84% 13.83% 1.24% 0.08%Unlimited backhaul, without LEO 94.58% 4.97% 0.39% 0.07%Limited backhaul, with LEO 83.47% 15.84% 0.69% 0%Limited backhaul, without LEO 76.77% 21.46% 1.50% 0.10%
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Figure 4.5: Mean and max-min available throughput during one day in the reference setup,with and without A2A links [P3] ©2020 IEEE.
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Figure 4.6: Mean throughput on satellite, DA2G and A2A links in the reference setup includ-ing LEO [P3] ©2020 IEEE.
79
than ten aircraft. Especially, when comparing the case with BS diversity and without A2A
depicted in blue with the opposite setup depicted in green, the difference is insignificant.
Hence, we conclude if we enable the aircraft to choose between different BSs in reach, we
do not need A2A connectivity when being in reach of DA2G stations.”
“The result of the variation of the other parameters is shown in Tables 4.6 and 4.7. Both
tables show the minimum throughput of all time instants for the respective parameters. In
Table 4.6, we vary the different scenarios. We observe that both urban scenarios lead to
the lowest capacities. This is due to the higher aircraft density in urban regions. The highest
throughput is achieved in the Italy scenario, as the relation between the number of BSs and
the number of aircraft is higher than in the other scenarios. From Table 4.6, we also see that
the achieved throughput highly depends on the scenario. Hence, to ensure more smooth
throughput sharing between aircraft, sharing needs to be done within larger areas. Through-
put sharing in large regions will be tackled in our future work, as the optimization problem is
limited to a small number of aircraft. The remaining parameter variation for backhaul, LEO
and A2A is shown in Table 4.7. Obviously, unlimited backhaul has the biggest influence on the
minimum throughput. The reason is that in this case each aircraft receives the peak capacity
of 187 Mbps from its connected BS, irrespective of the number of other aircraft connected
to the same BS. The effect of adding LEO is smaller, as the additional LEO capacity still needs
to be shared between aircraft. In general, to achieve a very high throughput per aircraft, ad-
vanced techniques like beamforming are needed. This enables each aircraft to receive the
peak capacity from the BS.” [P3].
“Lastly, in a realistic network not all aircraft might be able to connect to all types of links.
Hence, we also investigate the effect when some aircraft have only access to some link op-
tions. In Figure 4.8, wemodified the aircraft capabilities such that one third of the aircraft can
only connect to DA2G, one third can only connect to satellite and the last third can connect
to all links. For Figure 4.8, we selected the scenario Urban US. We can observe that even
though two third of all aircraft cannot connect to all types of links, the capacity can still be
Table 4.6: Minimum daily throughput for different geographic scenarios (extended versionfrom [P3].) ©2020 IEEE
Scenario Minimum throughput
Rural US 18.58 MbpsUrban US 4.74 MbpsRural Europe 22.21 MbpsUrban Europe 14.39 MbpsItaly 34.25 MbpsIberia 21.52 Mbps
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Figure 4.7: Max-min throughput in terms of BS diversity and enabled or disabled A2A links(extended version from [P3] ©2020 IEEE).
Table 4.7: Minimum daily throughput for different parameter variations [P3] ©2020 IEEE.
Scenario UrbanEurope A2A no A2A
limited backhaul, no LEO 14.39 Mbps 7.77 Mbpslimited backhaul, LEO 16.94 Mbps 12.79 Mbpsunlimited backhaul, no LEO 186.90 Mbps 186.64 Mbpsunlimited backhaul, LEO 189.65 Mbps 189.65 Mbps
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perfectly shared with more than approximately 20 aircraft. In low-aircraft-density cases a
difference occurs, which is even significant at 7:30. We conclude that there is a high degree
of freedom in choosing the links to achieve the same throughput.” [P3].
Additionally, the threshold objective has also been analyzed for the reference scenario.
The threshold is varied from 10 to 150 Mbps. The resulting percentage of connected air-
craft is presented in Figure 4.9. With a threshold of 10 Mbps, all aircraft can be connected.
However, if 50 Mbps have to be provided, only approximately 40% of the aircraft can be con-
nected. For 100 and 150 Mbps, this percentage decreases to less than 20% of all aircraft.
Hence, the threshold objective can be used to provide a minimum throughput to a part of
all aircraft. The application determines which of the two objectives is more suitable.
4.2.2 Parameter variation
The aircraft throughput allocation problem contains many different parameters. The param-
eters are antenna parameters, available links overall and per aircraft, maximum link distance,
penalty and capacity per link. Each parameter influences the achievable throughput per air-
craft. To quantify this influence, the parameters are varied. One parameter is varied at a time,
while the other parameters are based on the reference scenario. In this way, the influence
of each parameter can be determined. The variations are conducted for two representative
time instants, one with low aircraft density at 4:45 and the other with high aircraft density
at 10:15. Additionally, two different geographic scenarios are studied, namely Urban Europe
and Iberia. To compare the influence of different parameter values, the throughput is always
presented in terms of percentage of the maximum throughput of the varied parameter set.
Antenna parameters
The antenna parameters include the steering angle, maximumnodal degree and beamwidth.
They influence the interference between links and the options for choosing links for the op-
timal topology. For the high aircraft density case, the impact of the antenna parameters
is marginal. For the low aircraft density case, the results are presented in Table 4.8. The
highest impact on the throughput is introduced by variation of the steering angle θ. The
throughput can drop up to 28% with reduced steering angle. Additionally, a small beam-
width is beneficial. Hence, during low-aircraft-density times, the steering angle is the most
critical antenna parameter. The absolute value of 72% of the maximum throughput during
low-aircraft-density times is 70 Mbps, which is higher than the absolute maximum value of
36.3 Mbps in high density times. Hence, the antenna parameters are rather uncritical.
82
Figure 4.8: Achievable throughput over time with reduced capabilities in the Urban US sce-nario (one third DA2G only, one third satellite only, one third all links) [P3] ©2020IEEE.
Table 4.8: Achievable throughput for different antenna parameters for two scenarios at lowaircraft density in percent of the maximum throughput.
θ Dn ψ Iberia Urban Europe
45 3 10 100% 96.8%90 3 10 100% 100%45 10 10 100% 100%90 10 10 100% 100%45 3 40 72% 83.8%90 3 40 100% 100%45 10 40 100% 83.8%90 10 40 99.9% 100%
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Figure 4.9: Percentage of connected aircraft in terms of different thresholds for the referencescenario.
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Links
The available A2G links considerably impact the throughput. Therefore, the availability of the
different connectivity options is varied. The results are presented in Figure 4.10. The figure
shows that the least throughput is present in the cases without DA2G links. In the Iberia
scenario, the case with only DA2G limits the throughput additionally, since aircraft over the
ocean are unable to connect. In general, disabling links impacts low-aircraft-density times
more, as fewer alternative link options exist. In the Urban Europe scenario, disabling only
the satellite has a low impact, hence, the largest part of the throughput is provided by DA2G.
In the Iberia scenario, however, DA2G has a higher influence, due to lower aircraft density
and incomplete DA2G coverage. As a conclusion, more links can provide higher throughput,
but the influence of each link depends on the scenario.
Aircraft capabilities
As aircraft need to be equipped with hardware for each link, some aircraft are unable to
connect to all links. While some aircraft might only be able to connect to a satellite, others
might be unable to connect to DA2G or A2A. This constraint is modeled by the aircraft capa-
bility. While many different combinations exist, three representative setups are compared,
namely Mode 1 to 3. Mode 1 is the standard setup used in the reference scenario, hence,
all links are available at all aircraft. In Mode 2, aircraft are partitioned into three groups. One
third of all aircraft can connect to all links, one third lacks satellite connectivity and one third
does not have DA2G equipment. These groups are chosen randomly. While in Mode 2, each
aircraft has A2A capabilities, these are limited in Mode 3. Therefore, in Mode 3 aircraft are
partitioned similar to Mode 2, but additionally, only one third of all aircraft can connect to
A2A. The aircraft having A2A capabilities are also chosen randomly.
The results are presented in Table 4.9. In high-aircraft-density times, Mode 1 and 2 can
provide the maximum throughput. However, with Mode 3, the achievable throughput re-
duces by 84% in the Urban Europe scenario and by 100% in the Iberia scenario. This is due
to themassively reduced link options withmany aircraft being only able to connect to satellite
or DA2G. In this case, if one satellite beam or DA2G cell is congested, additional traffic cannot
be provided via other links. In the case of Iberia, the achievable throughput is zero due to
aircraft with only DA2G option outside the coverage of a BS. In the low density scenario, this
is even more critical, as there are already fewer options available. As a conclusion, reduced
aircraft capabilities limit the available link options and therefore the achievable throughput.
Hence, for an effective throughput allocation, a sufficient number of link options needs to be
available.
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Figure 4.10: Different link options for high and low aircraft density in Urban Europe and Iberiascenarios.
Table 4.9: Achievable throughput for different aircraft capabilities for two scenarios at lowand high aircraft density in percent of the maximum throughput.
Density Capability mode Iberia Urban Europe
low 1 100% 100%low 2 68% 41.9%low 3 56.7% 6.4%high 1 100% 100%high 2 100% 100%high 3 0% 16%
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Distance
The maximum link distance for A2A and DA2G influences the available link options. With a
high link distance many link options are enabled but achieving a high throughput is challeng-
ing from the physical layer and hardware perspective. Therefore, the link distance should be
as small as possible to ease practical implementation. In this setup, the link distance is varied
from 50 km to 350 km for DA2G and 100 km to 700 km for A2A. The results are presented in
Figure 4.11. From the figure it becomes evident that in the high-aircraft-density case, the link
distance has only a marginal impact on the throughput. However, during low-aircraft-density
times, distance matters. The achievable throughput decreases by 30% or more. Hence, if
only high-density-times need to be covered, small link distances are sufficient. This relaxes
the physical layer and hardware requirements. Hence, a tradeoff between connectivity at
low and high-aircraft-density times is necessary. Nevertheless, the absolute capacity in the
low-aircraft-density case for Iberia is 52.5 Mbps, which is significantly higher than the abso-
lute capacity of 36.3 Mbps in the high-aircraft-density case. Therefore, the link distances, as
defined in the reference scenario, can be relaxed.
Link penalty
The penalty of a link determines the probability that the link is chosen in the optimal topol-
ogy. A higher penalty decreases this probability. The penalty of DA2G, satellite and A2A links
is varied from the default of 1 to 1.01, 1.1 and 2. The results for the values of 1 and 1.01 and
low aircraft density are presented in Table 4.10. The other values show a similar behavior. It
can be seen that increasing DA2G penalty impacts the throughput most while A2A penalty
has no impact. For the Iberia scenario, the satellite link penalty has a higher impact com-
pared with the Urban Europe scenario.
As A2A penalty does not show any influence for penalty of up to two, the study is extended
for penalty up to 100. The results for low aircraft density are presented in Table 4.11. The
results for high aircraft density are similar. It is evident that there is no influence for A2A
penalty equal or smaller than five. As the penalty is implemented by restricting the available
Table 4.10: Achievable throughput for different link penalties for two scenarios at low aircraftdensity in percent of the maximum throughput.
DA2G penalty A2A penalty SAT penalty Iberia Urban Europe
1 1 1 100% 100%1.01 1 1 99.2% 99%1 1.01 1 100% 100%1 1 1.01 99.8% 99.9%
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Figure 4.11: Different link distances for high and low aircraft density in Urban Europe andIberia scenarios.
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capacity, this result shows that one fifth of the A2A capacity is sufficient. This is the case, as
only a part of the DA2G and satellite capacity is forwarded via A2A links. Therefore, a lower
capacity compared with DA2G and satellite is sufficient for A2A links. Hence, the link budget
for A2A links can be relaxed.
Interference
Interference can occur between multiple A2A links and decreases the available capacity. To
study the influence, interference is enabled and disabled. In the two studied scenarios, no
difference is observed with or without interference. This is in alignment with the result of
the A2A penalty variation. Even if interference occurs, enough A2A capacity is available. The
difference between enabling and disabling interference is the link choice for the final topol-
ogy. When disabling interference, any link can be chosen. Additionally, due to the large node
distance compared with connectivity on the ground, interference is not the limiting factor.
Nevertheless, with more limited A2A capacity, interference might play a role depending on
the specific case.
Capacity
The capacity of the DA2G and satellite links is the most important factor for the achievable
throughput per aircraft. The influence of the link capacity is studied with capacity values of
100 Mbps, 500 Mbps and 1000 Mbps for both, DA2G and satellite links. The results for high
aircraft density are presented in Table 4.12. The capacity scales directly, if both, DA2G and
satellite capacities are increased by the same amount. The scaling is indirect if only one link
capacity is increased. The reason is that the achievable throughput is the sum of the indi-
vidual link throughput. Therefore, only this part is increased, while the other part is stable.
In both scenarios, an increase of the DA2G capacity has a higher increase on the achievable
throughput than the same increase of the satellite capacity. This is due to a larger part of the
Table 4.11: Achievable throughput for different A2A link penalties for two scenarios at lowaircraft density in percent of the maximum throughput.
A2A penalty Iberia Urban Europe
1 100% 100%2 100% 100%5 100% 100%10 91.2% 68.7%25 79.7% 47.8%100 74% 37.3%
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throughput coming from DA2G. As a conclusion, more capacity on the DA2G and satellite
links can successfully be distributed to the aircraft.
4.2.3 DA2G and A2A link only
This section studies the special setup with DA2G and A2A links but without the satellite. This
setup is investigated for the North Atlantic scenario. The goal is to study to which extent
oceanic regions can be supported without the satellite link. This would potentially enable
cheap high-throughput connectivity. In this section, the primary objective is the threshold
objective. This objective ensures that a certain throughput can be guaranteed. Therefore,
even with many aircraft and a limited overall capacity, all connected aircraft receive a mini-
mumperformance which would not be the case for themax-min objective. Hence, an aircraft
might be disconnected at a certain time, but receives the minimum performance once it is
able to reconnect. Therefore, the main metric is the percentage of connected aircraft given a
threshold throughput. Nevertheless, to provide a comparison with the complete A2G setup,
the max-min objective is determined as well. As the overall DA2G capacity is crucial in this
case, the backhaul is considered unlimited in this section, in contrast to the defined refer-
ence scenario.
As presented in [P2], different parameters variations are investigated. “This includes the
maximum number of connections per aircraft, i.e. the nodal degree Dn = (3, 10), the beam-
width ψ = (10◦, 40◦) and the maximum steering angle θ = (45◦, 90◦) as defined in Sec-
tion 3.1.4. Additionally, being the most interesting parameter, we evaluate the variation of
the threshold β between 50 Mbps and 150 Mbps with respect to the maximum capacity of
a single beam in a BS of 187 Mbps as defined in Section 3.1.1. We define the reference sce-
nario with Dn = 3, ψ = 10◦ and θ = 90◦. The results of this optimization problem provide a
benchmark of the achievable throughput for A2A.”
Table 4.12: Achievable throughput for different link capacities for two scenarios at high air-craft density in percent of the maximum throughput.
DA2G capacity SAT capacity Iberia Urban Europe
100 Mbps 100 Mbps 10% 10%500 Mbps 100 Mbps 35.7% 47.7%1000 Mbps 100 Mbps 58% 94.3%100 Mbps 500 Mbps 21.8% 12.3%500 Mbps 500 Mbps 50% 50%1000 Mbps 500 Mbps 85.2% 97.1%100 Mbps 1000 Mbps 36.6% 15.2%500 Mbps 1000 Mbps 40.1% 52.9%1000 Mbps 1000 Mbps 100% 100%
90
“In order to understand the impact of different threshold values, we analyze the calculated
optimal topologies. Figure 4.12 shows them for the reference scenario for the snapshot at
22:30 UTC. The full topology, taking into account all possible connections between aircraft
based on LOS distance, is depicted in Figure 4.12a. It can be seen that at this time instant
significantly more aircraft are located close to the American side. The reason lies in the time
difference between Europe and America, as in America it is 18:30 EDT. Nevertheless, we can
observe that connectivity between America and Europe via aircraft is in principle feasible at
this snapshot” [P2].
“As the number of maximum connections per aircraft is limited, this topology has to be re-
duced to meet the maximum nodal degree. Figure 4.12b - 4.12d shows the resulting topolo-
gies after algorithm execution. Due to the threshold constraint, not all aircraft are able to
connect depending on their achievable data rate. These aircraft are represented by red
dots, whereas connected aircraft are depicted in green. Even in this low density snapshot,
the network spans from America to Iceland in the 50 and 100 Mbps case. For high density
time instances, we expect an even more distributed topology. Furthermore, we observe that
with increasing threshold the number of aircraft being able to connect decreases. In the
150 Mbps case, most of the aircraft without DA2G connection cannot be served” [P2].
As shown in [P2], “this can also be observed in Figure 4.13. It shows the distance distribu-
tion from the closest BS for all connected aircraft in all snapshots. In the case of 150 Mbps
threshold, the distance is mostly below 350 km, which is within the reach of DA2G. With a
threshold of 50 Mbps, the maximum distance increases to 1600 km, which corresponds to
an aircraft close to the middle of the ocean. However, it should be noted that in the low
density cases investigated here, many aircraft are located close to the mainland as seen in
Figure 4.12. Therefore, the median distance from BSs is rather low and is expected to in-
crease for higher density snapshots. Hence, the limitation for the distance from the BSs
here is the snapshot topology.”
“Depending on the defined threshold, the percentage of aircraft able to connect is varying.
This can be seen in Figure 4.14 which shows the percentage of connected aircraft for differ-
ent thresholds for all snapshots. It should be noted that the connection can change over time
for a specific aircraft, e.g. when leaving the continent. With a threshold of 50 Mbps, however,
most aircraft can be connected. The connectivity decreases with increasing threshold. With
more aircraft having to share the same throughput provided by the ground network, the
percentage of connected aircraft will decrease as less capacity is available in the network.
Hence, for higher density snapshots we expect these values to decrease” [P2].
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(a) Initial topology
(b) β = 50 Mbps
(c) β = 100 Mbps
(d) β = 150 Mbps
Figure 4.12: Optimal aircraft topologies in the North Atlantic scenario for one time snapshot.Green aircraft are connected, red aircraft are unconnected [P2] ©2019 IEEE.
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Figure 4.13: Distance between connected aircraft and the nearest BS [P2] ©2019 IEEE.
In [P2], “we analyze the impact of parameter changes with respect to their impact on the
percentage of connected aircraft. In Figure 4.15, we can clearly distinguish between scenar-
ios with θ = 90◦ and θ = 45◦. The parameter with the second highest impact is the max-
imum number of connections, as higher nodal degree leads to higher connectivity. Hence,
the antenna placement and capabilities show the biggest impact on the possible network
connectivity. With proper antenna placement, the percentage of connected aircraft can im-
prove significantly. The same applies to the number of antennas, defining the maximum
nodal degree. The beamwidth is the least important parameter. In general the impact of
different parameters decreases with threshold value increasing to 150 Mbps. This is due to
more DA2G connectivity as shown above.”
To compare the two objectives, the reference scenario has also been analyzed using the
max-min objective. The scenario settings are chosen similar to the other objective. In order
to further analyze the effect of parameters limiting the overall capacity, limited backhaul and
BS diversity are varied as well. The result is presented in Figure 4.16. Firstly, it is visible that
at 23:00, the max-min throughput is zero. This is due to one aircraft not being able to con-
nect to neither A2A nor DA2G. In general, the case of unlimited backhaul provides a higher
throughput as aircraft connected to the same BS do not need to share their capacity. There
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Figure 4.14: Relation between the percentage of connected aircraft and the threshold β [P2]©2019 IEEE.
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Figure 4.15: Influence of nodal degree Dn, beamwidth ψ, steering angle θ and threshold β onthe percentage of connected aircraft. [P2] ©2019 IEEE.
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is no improvement at time 23:15 as in this case all aircraft are already connected to different
BSs. This is expected to change for higher aircraft densities. At the other time instants, the
throughput decreases significantly with limited backhaul. If the backhaul is limited, BS diver-
sity is beneficial, as it allows a better distribution of aircraft among BSs.
4.2.4 Satellite link only
Today, in-flight internet connectivity mostly depends on satellite, especially for long-haul
flights, where DA2G is unavailable. Hence, the satellite link only setup can be used as a
reference for single link performance today. In this case, solving the optimization problem is
simplified. The optimal throughput can be determined by distributing the aircraft among the
available satellite operators. Hence, the capacity directly depends on the number of aircraft.
Figure 4.17 shows the throughput over time for the different scenarios. The North Atlantic
scenario has a higher throughput than the other scenarios. This is due to the low aircraft
density over the ocean compared with the continent. With a low aircraft density, fewer air-
craft have to share the capacity within one satellite beam. Additionally, the shape of the
throughput over time differs in the North Atlantic scenario. Due to limitations to start and
land at night, there are two peaks of aircraft over the Atlantic, flying from Europe to the US
and in the opposite direction. The shape of the other scenarios is determined by night and
day, as during night the number of aircraft decreases. In terms of the throughput, Iberia and
Italy show very similar values due to their similarity in terms of aircraft density as they include
a part of the ocean. Rural US also has a similar aircraft density, and therefore throughput,
but the maximum values are shifted due to the time shift. The aircraft density for the other
three scenarios is higher, therefore the throughput is smaller. The minimum throughput per
scenario can be found in Table 4.13. In case of additional LEO satellite links as introduced in
Section 3.1.1, this throughput increases by a factor of 5–7, depending on the scenario. Even
in this case, the resulting throughput for most scenarios is low compared with the combined
A2G network. In general the throughput for the satellite only case is low due to the limited
satellite capacity compared with the number of aircraft per area, but future satellites might
provide a significantly higher capacity.
4.3 Conclusion
The optimal throughput allocation for A2G networks is studied. The results show that the
combined A2G network, consisting of DA2G, A2A and satellite links, is able to provide a high
throughput to all aircraft by using the different types of links. The combination of the net-
works provides an improved performance compared with the separate networks. The study
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Figure 4.16: Max-min throughput for the North Atlantic scenario with variation of backhauland BS diversity.
Table 4.13: Minimum throughput during one day for different scenarios with satellite linksonly.
Scenario Minimum Throughput [Mbps]
Rural US 4.1636Urban US 0.9346Rural Europe 0.7325Urban Europe 0.4281Italy 4.1158Iberia 4.3789North Atlantic 24.926
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Figure 4.17: Throughput over time with satellite links only for different scenarios.
is conducted for six representative geographic areas, including continental and oceanic ar-
eas as well as high and low aircraft density. It is shown that the limitation of the achievable
aircraft throughput lies in the capacity of the DA2G and satellite links. The DA2G network
can provide 20 Mbps during high aircraft density in the reference scenario including LEO,
while the capacity provided by the satellites is limited to 4 Mbps, cf. [P3]. DA2G can provide a
higher throughput than the satellite due to the smaller DA2G cells compared with the satel-
lite beams. Therefore, to improve the capacity, it is essential to reuse the available frequency
to a large extent. One option is using separate beams per aircraft. This is modeled as un-
limited backhaul and improves the minimum throughput by a factor of 13 in the reference
scenario. Moreover, it is shown that the capacity can be distributed optimally to all aircraft
as long as the network contains a sufficient number of aircraft. Additionally, there is a degree
of freedom in how to achieve the optimal throughput. Even if some aircraft are unable to
connect to DA2G or satellite, the optimal throughput can still be achieved. It is also shown
that A2A links are least relevant when DA2G coverage is available, especially if the aircraft is
able to connect to multiple BSs. In this case, single-hop A2A connectivity is sufficient. This
simplifies the network architecture, as traffic can be restricted to single-hop relaying. Never-
theless, in areas without DA2G coverage, A2A can play a considerable role. Another relevant
parameter influencing the throughput is the time of the flight. While the lowest through-
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put in the reference scenario is 14.39 Mbps during high aircraft density, it increases up to
191.78 Mbps during low aircraft density, cf. [P3]. As the number of aircraft in the air cannot
be influenced, it is critical to improve the throughput per aircraft during high-aircraft-density
times. The comparison of the two objectives shows that they offer two different angles to
the problem. While the max-min objective aims at connecting all aircraft, the throughput ob-
jective guarantees a minimum performance instead. Both objectives work well while being
more suitable to specific types of scenarios.
Besides the unlimited backhaul, many other parameters influence the achievable through-
put per aircraft. This includes antenna parameters, available links per aircraft and in gen-
eral, maximum link distance, link penalty and link capacity. To quantify the influence on the
throughput by each of these parameters, a parameter variation is conducted. It is shown that
the assumed hardware parameters can be relaxed by using a reduced A2A capacity and A2A
and DA2G link distance. It is shown that one fifth of the A2A capacity is still sufficient in the
reference scenario. The maximum A2A and DA2G link distance can also be relaxed when
focusing on the high-aircraft-density times. This is a tradeoff with the connectivity in low-
aircraft-density times, but the absolute throughput during low-aircraft-density times is still
higher. With this relaxation in A2A capacity, the link budget, as stated in Section 3.1.3, can be
relaxed by 20 dB. If the A2A link distance is reduced from 700 km to 221 km, another 10 dB
can be reduced. This can be reflected in the antenna power and gain, leading to lower cost
and smaller hardware. The variation of aircraft capabilities showed that it is crucial to have
a sufficient number of link options per aircraft. Some aircraft without specific link types can
easily be covered. However, if the number of aircraft limited by only one link option is too
high, an even distribution of capacity becomes infeasible.
The geographic area highly influences the air traffic. Continental airspaces are highly oc-
cupied and aircraft are passing in many different directions. Over the ocean, there are fewer
aircraft following specific routes. Additionally, the ocean is lacking DA2G coverage. There-
fore, the oceanic scenario is investigated separately. Additionally, this study investigates, if
oceanic connectivity can also be provided without satellite connectivity using only A2A re-
lay from DA2G. The investigated geographic scenario is the north Atlantic corridor, which is
the busiest oceanic airspace. The analysis is restricted to low-aircraft-density times due the
number of aircraft at peak times is larger than the optimization is able to solve. It is shown
that even without the satellite, a high throughput can be provided to aircraft. The threshold
objective is best applicable to this scenario, as some aircraft will are unable to connect to
any link due to the very low aircraft density. Therefore, the max-min objective results in zero
throughput, while the threshold objective guarantees a minimum throughput to connected
aircraft. The analysis shows that most aircraft can be connected with a threshold of 50Mbps,
cf. [P2]. This throughput is high, given that no satellite is used. However, it relies on unlim-
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ited backhaul of the DA2G network. Additionally, the percentage of connected aircraft with
50 Mbps is assumed to drop during high density times. In this setup, even aircraft far away
from the coastline can be connectedwith high throughput. In this special case, however, high
A2A capacity is needed, in contrast to the result described above. Hence, A2A and DA2G can
be an alternative for connecting aircraft over the ocean, especially if aircraft follow the same
tracks with a small distance. However, DA2G capacity needs to be high, as many aircraft will
be connected. Satellites can provide additional capacity. Especially, LEO constellations be-
come interesting for this case due to their reduced beam size and high promised capacities
compared with GEO satellites.
To understand the role of satellites in the A2G network, the satellite only scenario is also
investigated. The result shows that the satellite only throughput is low, as many aircraft
need to share the capacity in large spot beams. Hence, satellite spot beam sizes need to
be reduced and become more flexible, which is an ongoing effort by the satellite operators.
Nevertheless, GEO satellites are limited by the huge distance from the Earth, so small spot
beams can only be supported by LEO constellations. Therefore, there is limited capacity per
satellite for all aircraft today, but as only a part of all aircraft are connected today, the achiev-
able throughput is acceptable. With an increase in satellite capacity, more aircraft can be
supported, but for an optimal throughput, the full A2G network needs to be used.
As a conclusion, for a high achievable throughput per aircraft, it is important to include
high-throughput satellites and DA2G networks into the A2G network. These networks need
to provide a high throughput per aircraft, ideally without needing to share capacity between
aircraft. The achievable throughput per aircraft is far below the 1.2 Gbps per aircraft as stated
by [5]. This can only be achieved with highly improved DA2G and satellite networks. Most
importantly, the networks need to have more spectrum available, as high spectral efficien-
cies are hard to achieve over the long distances present in A2G networks. Additionally, the
achievable throughput during the flight mostly depends on the time of day, and therefore
the achievable throughput during high-aircraft-density times needs to be improved primarily.
Optimal parameters depend on the specific scenario. Nevertheless, it is critical that enough
aircraft have multi-link connectivity to ensure a sufficient number of link options. If there is
flexibility, as for instance by beam steering by the satellite, areas with high and low aircraft
density can balance their throughput. To study this, larger geographic areas need to be taken
into account. As this is infeasible for an optimal solver, a heuristic algorithm is developed in
Chapter 5.
100
5 Distributed aircraft throughput
allocation
To enable A2G throughput allocation in large areas, a heuristic algorithm is developed. As
a centralized solution is infeasible for the large A2G network, the heuristic algorithm is ex-
ecuted distributedly. Additionally, weighted throughput allocation is introduced. This en-
ables an improved throughput allocation depending on the aircraft demands. Firstly, the
distributed A2G load balancing concept is introduced as well as the distributed A2G net-
work model. Then, the procedures of the heuristic algorithm are detailed. Subsequently, the
implementation and parameter setup is stated. Finally, the results of the distributed A2G
throughput allocation are analyzed.
Parts of the content in this chapter have been published by the author in the following
paper:
• “Distributed Resource Allocation and Load Balancing in Air-to-Ground Networks” [P4]
5.1 Distributed A2G load balancing concept
The optimal throughput allocation, as presented in Chapter 4, provides a benchmark on the
optimal throughput that can be achieved per aircraft. However, the optimal solution is lim-
ited by the number of aircraft per scenario, which allows small scenarios only. Furthermore,
the optimal solution relies on a centralized execution. This means that the throughput al-
location needs to be performed by a central entity with full knowledge of the A2G network.
This is unrealistic as the A2G network is large. Therefore, a distributed heuristic algorithm is
developed to overcome these shortcomings of the optimal throughput allocation. The goal
of the algorithm remains unchanged, which is to fairly distribute the throughput among all
aircraft and to achieve a smoother throughput during the flight. As the distributed through-
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put allocation primarily needs to balance the load between different BSs, it is also called load
balancing algorithm.
In addition, the fairness measure for throughput allocation is refined. In Chapter 4, the
same throughput is allocated for each aircraft. However, small aircraft with a low number of
passengers have a different demand compared with large aircraft. Therefore, an additional
weight wa is defined per aircraft. The weight defines, how the throughput should be parti-
tioned among different aircraft. This factor can be defined based on different parameters,
such as number of passengers, number of active flows or size of the aircraft. This allows a
fair throughput allocation based on the needs of all users, cf. [P4].
The A2G architecture has been presented in Section 2.2. Figure 5.1 refines the A2G ar-
chitecture in terms of placement of the load balancing execution and the interconnections
between BSs and core. For the distributed load balancing, a 5G network is assumed. The
candidate network solutions as discussed in Section 2.2.2 are assumed to be implemented
in this network. Hence, as presented in Figure 5.1, the satellite network is integrated into
the 5G core network via non-3GPP access. Moreover, the BSs can connect to their neighbor
BSs. The results in Chapter 4 show that for continental scenarios, one-hop A2A links are
sufficient. Therefore, the number of A2A hops is limited to one. This can be implemented
via D2D user equipment (UE) to network relay. To achieve the maximum throughput for all
aircraft, all available links are utilized. Additionally, ATSSS can be used to control the available
throughput over different links such that the throughput becomes usable. As presented in
Figure 5.1, two different load balancing mechanisms are executed for satellites and DA2G.
This is due to the different coverage areas. A BS covers a specific area with a small overlap
to neighboring BSs. A satellite, however, covers a large area, including many BSs at once.
Therefore, a different setup for the load balancing algorithms is necessary, cf. [P4].
DA2G load balancing is primarily based on the comparison of the loads of neighboring
BSs and the own load. If the own load is higher than the neighbor loads, load balancing
is triggered. The algorithm determines an aircraft ah which needs to be handed over to aneighbor BS bh. Then a handover request is sent to the other BS. In order to find the optimalaircraft and BS for handover, a few additional parameters need to be available at the BS.
These parameters are position, heading and weight of each connected aircraft, positions of
neighboring BSs and the current load data of all neighboring BSs, cf. [P4].
The load of the neighbor BSs can be obtained via the interfaces defined by 3GPP [161].
To find the best aircraft for handover, besides load information, the geographical position
of the aircraft and neighbor BS is consulted as well. An aircraft is only handed over to a
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Figure 5.1: A2G load balancing architecture with load balancing ground (LB-G) algorithm atthe BSs and load balancing satellite (LB-S) algorithm at the satellite [P4].
the probability that the aircraft flies out of coverage of the new BS in a short time. Posi-
tions and heading of users are normally unknown to the BS. For aircraft, multiple options
to retrieve the positions and heading exist. The first option is to use ADS-B data, which the
aircraft broadcasts regularly. An ADS-B receiver could be integrated into each BS to obtain
the positions and heading of aircraft in reach. Another option is to use the signal informa-
tion for positioning the UE. Different available positioning protocols are available in cellular
networks [175]. These protocols can be based on cellular network parameters as well as on
separate systems such as global navigation satellite system (GNSS). Lastly, the aircraft weight
is needed. Different implementations are possible, depending on the parameter the weight
is based on. Aircraft size information can also be retrieved from the ADS-B data. The number
of active users could be estimated from the number of flows on the link. The load balancing
algorithm is executed separately on each BS. Due to a low number of link changes within one
minute, as shown in Section 5.5, it can be executed in intervals of one minute. If one BS re-
ceives multiple simultaneous handover requests, only the first one will be processed, cf. [P4].
The satellite load balancing is based on the throughput of all aircraft in the coverage area
of the satellite. Aircraft with a low throughput receive a higher share of the satellite capacity
than aircraft with a high throughput. The information about the current throughput per air-
craft is obtained by querying all connected aircraft. This is done separately by each operator,
as different operators are unable to balance load among them. As aircraft are distributed
over different satellite operators, with more aircraft connecting to operators with higher ca-
pacity, it is assumed that the load is automatically balanced among operators, cf. [P4].
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5.2 Distributed A2G model
The distributed A2Gmodel is based on the A2Gmodel presented in Chapter 3. The problem
formulation is identical. However, to model the distributed heuristic algorithms, the model
needs to be adjusted.
The heuristic algorithms define the load of a BS and a satellite. Load can be characterized
in multiple ways. Depending on the physical layer implementation, load can be defined in
terms of resource blocks, time slots, or similar. The A2G model is defined independently
from specific implementations. Therefore, the model defines load in terms of the maximum
capacity that can be provided by a BS or satellite. For instance, a satellite which can provide
up to 100 Mbps to all users, is half loaded with 50 Mbps, cf. [P4].
Multiple satellite operators offer services to aircraft. An airline connects to one of the
available operators. Since, different satellite networks are operated separately, load balanc-
ing among them is infeasible. Hence, it is assumed that each operator is executing the load
balancing separately. It is also assumed that aircraft will be distributed among the opera-
tors, hence a balanced load is feasible even under multi-operator conditions. Therefore, the
model includes only one satellite which offers the combined overall capacity of all operators.
Only one combined satellite operator is modeled in contrast to six separate operators as
defined in Chapter 3. Additionally, it is assumed that all aircraft with satellite capabilities are
always connected to the satellite, even though they receive no capacity at a specific point
in time. This allows aircraft to be queried for their current load status as described in Sec-
tion 5.1, cf. [P4].
5.3 Heuristic algorithm
Algorithms 1 and 2 state the procedures for DA2G and satellite load balancing, respectively.
As presented in Figure 5.1, Algorithm 1 describes the DA2G load balancing LB-G executed
at each BS and Algorithm 2 defines satellite load balancing LB-S executed at the satellite.
At each time instant, both algorithms are executed. The computational complexity is O(N2),
with N being the number of aircraft. However, the complexity is limited by the number of
aircraft flying within the coverage area, cf. [P4].
Algorithm 1 starts with updating the load information of the neighbor BSs lb. This func-tion uses 4G-based procedures defined in [161] and is denoted as updateNeighborLoads. In
the next step, the difference between the own load and the neighbor loads Δl is calculated.
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Algorithm 1 load balancing ground (LB-G) [P4].
1: Input:connected aircraft a ∈ A including pa, ha, waneighbor BSs b ∈ B including pb, lbown parameters lo, do2: for t ∈ T do
3: lb = updateNeighborLoads(b)4: Δl = lo – lb5: wmin = min(wa)
6: whilemax(Δl) > 2 · wmin and (d ̸= −→0 or first iteration) do7: for ai ∈ A do8: for bj ∈ B do9: if ai can connect to bj then10: daibj = calculateDirections(pai , hai , pbj )11: remove daibj with daibj > do12: d = d ∪ daibj13: leij = |Δlj – 2 · wa| with ai,bj ∈ d14: le = le ∪ leij15: end if
16: end for
17: end for
18: if d ̸= −→0 then
19: rl, rd= rank(le, d)20: ah, bh = selectHandover(min(rl+rd))21: initiateHandover(ah, bh)22: update Δl, wmin23: end if
24: end while
25: end for
Algorithm 2 load balancing satellite (LB-S) [P4].
1: Input:connected aircraft a ∈ A including la, waown parameters lo, co2: for t ∈ T do
3: la, wa = updateAircraftThroughput(a)4: ldes = (∑︁(la) + co)/∑︁(wa)5: le = ldes · wa – la6: whilemin(le)< 0 do7: fix le(le < 0) = 08: ldes = (∑︁(la) + co)/∑︁(wa) ∀a where le ̸= 09: le = ldes · wa – la ∀a where le ̸= 010: end while
11: implementLoadDistribution(le)12: end for
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Furthermore, the minimum weight of all connected aircraft, wmin, is determined. The nextstep is to determine the necessity of load balancing. The condition is that the maximum load
difference to a neighbor BS, max(Δl)), exceeds twice the smallest aircraft weight. This means,
that at least one aircraft with the smallest weight can be moved to another BS, while the new
load of the other BS remains smaller or equal than the new load of the current BS. The factor
of two originates from the absolute difference of removing an aircraft at one BS and adding
it to another one. As the load balancing condition can be true for multiple aircraft and BS
combinations, the preferred combination needs to be determined. This functionality is pro-
vided by calculateDirections. For this, the heading of the aircraft with respect to the neighbor
BS is taken into account. The variable d is calculated for all aircraft and BS combinations
and denotes the difference between the heading of the aircraft and the direction toward the
neighbor BS. This angle ranges from 0 to 180 degrees, with 180 degrees corresponding to
an aircraft flying away from a BS. Aircraft should only be moved to BSs with a smaller angle
than the current BS, to avoid frequent reconnection. Therefore, aircraft and BS combina-
tions with a larger angle than the current one are removed from d. Besides the angle, the
aircraft weight is also taken into consideration. The effect of moving an aircraft with a large
weight compared with a small weight is different. It should be avoided to move aircraft with
large weights if the load difference between two BSs is small. Therefore, the estimated new
load difference le for each aircraft-BS combination is calculated. To decide, which aircraft to
move, directions d and estimated load le variables are ranked. The best, i.e. smallest, rank
is given for the smallest angle and smallest estimated new load difference, respectively. The
function selectHandover selects the aircraft-BS combination to be moved, which corresponds
to the smallest sum of both ranks rl and rd. After moving the selected aircraft, the load dif-ference Δl and the minimum weight wmin are updated. The procedure is repeated until nomore aircraft can be moved according to the load balancing condition, cf. [P4].
The satellite load balancing procedure as described in Algorithm 2 follows a different ap-
proach. This is due to the large satellite footprint, covering multiple BSs simultaneously. The
first step is to update the current throughput of all connected aircraft la. This function is
called updateAircraftThroughput. Subsequently, the satellite calculates the desired through-
put per aircraft ldes, which is the sum of the throughput of the connected aircraft la and thesatellite capacity co divided by the sum of aircraft weights. The next step is to determine the
estimated difference between the current aircraft throughput and the ideal throughput ldesper aircraft, le. The variable le is smaller than zero, if aircraft already receive a higher through-
put than desired. Hence, these aircraft will not receive any satellite throughput. Instead, the
remaining capacity is distributed to the other aircraft. After the satellite load distribution le
is fixed for each aircraft, the satellite implements the desired distribution in implementLoad-
Distribution, cf. [P4].
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5.4 Implementation and parameter setup
In this section, the implementation setup and the selected parameters are described. This
includes model implementation, flight traces, geographic scenario setup and the reference
parameters setup.
5.4.1 Model implementation
The algorithms have been implemented in Matlab and executed on an Intel(R) Xeon(R) Gold
6134 CPU with 16 cores and 265 GB RAM. The input files are prepared in the same way as
in the optimal case. Hence, the same input files can be used for the optimal solver as well as
for the heuristic algorithm. Due to implementation reasons, the load balancing on each BS
is implemented subsequently in contrary to the definition in the model. Nevertheless, the
evaluation of the number of aircraft change requests per BS and time instant shows that the
number of requests is low. The probability of zero or one change request per BS and time
instant is 93.7%, as presented in Table 5.1. Hence, the probability of a collision of change
requests is low. In case of a collision, only the first request would be processed. Therefore,
a subsequent implementation is feasible, cf. [P4].
5.4.2 Flight traces, base station positions and satellite operators
The flight trace used in this chapter is the day dataset with one minute intervals as described
in Section 4.1.2. The BS positions are equal to the optimal setup described in Section 4.1.3.
Hence, the positions of EAN BSs are used in Europe and the GoGo network is assumed for
north America. The satellite operators are combined to one substitute operator as described
in Section 5.2, cf. [P4].
5.4.3 Geographic scenario setup
As the heuristic algorithm enables larger geographic scenarios than the optimal solution,
two new scenarios are defined. Their geographic boundaries are shown in Figure 5.2. The
first scenario is Central Europe, which includes the central part of Europe as well as a part of
Table 5.1: Number of aircraft change requests at each BS and time instant.
Number Requests 0 1 2 3 >3
Percentage 84.8% 8.9% 1.9% 1.3% 3.1%
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the Atlantic ocean. The second scenario is Continental US, which covers north America. The
parameters of both scenarios are presented in Table 5.2. Additionally, the Urban Europe
scenario as defined in Section 4.1.4 is used to compare the optimal and heuristic solution,
cf. [P4].
5.4.4 Weights
While the reference scenario includes equal weights per aircraft, a weighted scenario is also
investigated. There are many options to implement weights as discussed in Section 5.1,
therefore, one example implementation is investigated here to prove the effectiveness of
the concept. The implemented weights are based on the wake turbulence category of the
aircraft. The wake turbulence category is defined by the ICAO and is based on the maximum
take-off weight of the aircraft. Four categories are defined, which are light, medium, heavy
and super. This criteria is used here, as it scales with the size of the aircraft and provides a
higher throughput to large aircraft. The resulting weights, i.e. the share of the throughput
with weights, are defined to 0.05 for light aircraft, 1 for medium aircraft, 2 for heavy aircraft
and 3 for super aircraft. While the weights are chosen to reflect the number of passengers
in each category, this is solely an exemplary parameter setup, cf. [P4].
5.4.5 Reference parameters setup
The reference scenario is similar to the optimal reference scenario presented in Section 4.1.5
with three exceptions. Firstly, for the geographic scenario, Central Europe is used as a ref-
erence, reflecting the larger area that can be covered. Secondly, the satellite capacity is
6×100 Mbps, which represents the combined satellite operator. Thirdly, interference is dis-
abled, as by limiting the number of A2A hops to one, the probability of interference is low.
The resulting reference parameters setup is specified in Table 5.3, cf. [P4].
Figure 5.2: Geographic area of the heuristic scenarios.
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Table 5.2: Overview on heuristic geographic scenario parameters.
Scenario Latitude [Deg] Longitude [Deg] Area [km2]
Central Europe 40 - 53.5 -20 - 20 5082000Continental US 25 - 50 -130 - (-60) 19361000
5.5 Results
This section presents the results of the distributed A2G load balancing implementation.
Firstly, the two geographic scenarios are studied. This includes the number of changes per
BS, the number of aircraft as well as weight distribution and execution time. Subsequently,
the result of the heuristic is compared with the optimal solution as described in Chapter 4.
Lastly, the load balancing results for the two scenarios are evaluated.
5.5.1 Scenario analysis
As aircraft are moving, multiple handovers between DA2G BSs are necessary during a flight.
As introduced in Section 5.2, the load balancing algorithms are executed once per minute.
To validate this time interval, the number of link changes between two time instants is ana-
lyzed. The cumulative distribution function of this relation for both geographic scenarios is
presented in Figure 5.3. Link changes are defined as aircraft entering or leaving the scenario
area or handovers between BSs due to aircraft movement. For the Central Europe scenario
in 95.6% of all time instants there is up to one change per BS and time instant, as depicted
in Figure 5.3. In the Continental US scenario, this number decreases slightly to 87%. The dif-
ference is due to the different aircraft and BS density. In the Continental US scenario, more
aircraft are distributed among fewer BSs. Hence, the probability of two aircraft leaving the
BS at the same time increases. Nevertheless, the number of changes per time instant is low
in both scenarios. Hence, one minute time intervals are feasible, cf. [P4].
The number of aircraft in each scenario is depicted in Figure 5.4. The number of aircraft
in the Central Europe scenario varies between 53 aircraft during the night and 1388 aircraft
during the day. In the Continental US scenario, more aircraft are present, i.e. 398 aircraft
during the night and 2816 aircraft during the day. The increased number of aircraft in the
Continental US scenario is due to the larger geographic area. Additionally, Figure 5.4 clearly
shows the time shift between the two continents, as the minimum values are shifted by ap-
proximately eight hours, cf. [P4].
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Table 5.3: Reference parameters setup heuristic.
Parameter Value
scenario Central Europelink distance A2A: 700 km, DA2G: 350 km, satellite: n/alink capacity A2A: 187 Mbps, DA2G: 187 Mbps, satellite: 6×100 Mbpslink setup A2A: on, DA2G: on, satellite: GEO on, LEO offequipped aircraft all aircraft, all available linksweights all aircraft equal weightspenalty A2A: 1, DA2G: 1, satellite: 1interference offBS diversity onlimited backhaul onnodal degree Dn A2A: 3, DA2G: 1, satellite: 1steering angle θ A2A: 90, DA2G: n/a, satellite: n/abeamwidth ψ A2A: 10, DA2G: n/a, satellite: n/a
Figure 5.3: Distribution of the number of link changes per BS per time instant.
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Figure 5.4: Number aircraft for continental US and central Europe scenarios.
In Section 5.4.4, aircraft are separated into four groups of light, medium, heavy and super
aircraft. In the Central Europe scenario, 85.6% of all aircraft are medium aircraft. The second
largest group are heavy aircraft, which are 13.2% of all aircraft. Super and light aircraft are
the smallest groups with 0.9% and 0.3%, respectively. This is reasonable for a continental
scenario, as most flights are short-haul flights. For the Continental US scenario, the groups
are are similar. The largest group are medium aircraft with 84.1%, while 10.1% are heavy
aircraft, 0.2% super aircraft and 5.6% light aircraft. Compared with the Continental Europe
scenario, the percentage of light aircraft is increased, cf. [P4].
Lastly, the algorithm execution time is studied. The execution times for the Central Europe
scenario are presented in Figure 5.5. The figure depicts the median and maximum calcula-
tion times per BS and time instant. The median times can be up to 6 milliseconds, while
the maximum time is 0.6 seconds. In the Continental US scenario, the execution times are
slightly higher, as more aircraft are connected per BS. Hence, the median times can be up
to 0.6 seconds with a maximum time of 8.9 seconds. Compared with the one minute time
intervals, the execution times are small. Hence, the load balancing algorithms can easily be
computed once everyminute. Multiple changes perminute could be handled as well, cf. [P4].
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Figure 5.5: Algorithm execution times per BS and time instant in the reference scenario.
5.5.2 Comparison with optimal solution
In order to compare the results of the heuristic and the optimal solution, both have been
executed using the same parameter setup. The scenario is the Urban Europe scenario as
defined in Section 4.1.4. All other parameters are based on the heuristic reference scenario
as presented in Table 5.3. The difference between the optimal and the heuristic solution
in percent is presented in Figure 5.6. It can be seen that there is no difference in 44.4%
of the time instants. The large differences occur during the low-aircraft-density times. Dur-
ing high-aircraft-density times between 8:00 and 20:00, the maximum absolute difference is
0.8 Mbps, which is 3.1%. The larger differences during low-aircraft-density times are due to
the aircraft allocation as detailed in Section 5.5.3. Therefore, the heuristic algorithm is able
to achieve a near optimal throughput allocation. In the following, the heuristic throughput
allocation will be studied for the defined large geographic scenarios.
5.5.3 Distributed throughput allocation
This section studies the results for the distributed throughput allocation for the two geo-
graphic scenarios. Figure 5.7 presents the load balancing results for the reference scenario.
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Figure 5.6: Comparison between optimal and heuristic solution.
The performance of the throughput allocation is studied in terms of the max-min through-
put per aircraft, as stated in the problem formulation in Section 3.2. The max-min through-
put is compared with the mean available throughput per aircraft, which can be stated as∑︁(cBS + csat)/∑︁wa. If the max-min throughput equals the mean throughput, the capacityis optimally partitioned among all aircraft. Additionally, Figure 5.7 includes the maximum
throughput of one single aircraft at each time. The figure shows that the difference between
max-min and mean throughput is small during most of the time instants. For times with high
aircraft density between 08:00 and 20:00, the difference is up to 1.1 Mbps which is equal
to 3.9%. During times with a low aircraft density, the difference increases. This is the case,
as the effect of moving one aircraft to another BS is larger with two connected aircraft than
with ten connected aircraft. This effect is visible in particular at 4:00, where one part of the
BSs is connected to one aircraft (yellow line) and the other part of the BSs is connected to
two aircraft (blue line). Since aircraft can only be connected to one BS at a time, the through-
put cannot be further improved on the ground. At the same time, the satellite capacity is
insufficient to cover this large difference in throughput. However, in these cases the over-
all throughput is still higher than during the high-aircraft-density times, where 22.9 Mbps to
30.5 Mbps can be provided to each aircraft, cf. [P4].
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Figure 5.7: Achievable throughput per aircraft for the reference scenario [P4].
The result for the Continental US scenario is presented in Figure 5.8. The results are simi-
lar to the Central Europe scenario, except that the high-aircraft-density times are shifted to
16:00 - 4:00 UTC, corresponding to 8:00 - 20:00 Pacific time. In this case, themaximumdiffer-
ence during high-aircraft-density times is 0.45 Mbps, which is lower compared with the Cen-
tral Europe scenario. With an absolute throughput between 13.81 Mbps and 19.73 Mbps,
the achievable throughput is also lower. However, the result is close to the mean through-
put during most times of the day. Hence, it can be concluded that the heuristic algorithm
is properly distributing the capacity among the aircraft. Compared with the optimal solution
in Table 4.6, the throughput of the reference scenario slightly increased compared with the
small European scenarios. For the Continental US scenario, the achievable throughput lies
between the urban and rural US scenarios. Hence, the available capacity can be successfully
transferred from low demand areas to high demand areas, cf. [P4].
One factor for the performance of the algorithm is the freedom in choosing A2G links.
In particular, this is influenced by the inter-site distance between BSs and the maximum
communication distances of DA2G and A2A. These relations are studied in Table 5.4. The
maximum throughput difference during high-aircraft-density times is compared with differ-
ent maximum communication distances. It can be seen that the throughput difference in-
114
Figure 5.8: Throughput per aircraft without weights in the continental US scenario.
creases with decreasing DA2G distance. When decreasing the DA2G distance from 350 km
to 100 km, the difference increases from 1.1% to 12.56%. This is due to a decreasing number
of handover options. Nevertheless, decreasing the maximum A2A distance yields an insignif-
icant throughput difference. This relation is also found in the results of the optimal solution
in Section 4.2.2, i.e. during high-aircraft-density times, short range A2A links are sufficient,
cf. [P4].
Figure 5.9 presents the results using weights. It can be seen that the throughput is dis-
tributed proportionally according to the weights. This also holds for the difference between
themean and themax-min throughput. Compared with the previous results without weights
Table 5.4: Maximum difference in throughput during high-aircraft-density times in terms ofDA2G and A2A maximum communication distance (extended version from [P4]).
Throughput diff. [Mbps] DA2G distance [km]100 150 200 250 350
100 12.56 7.65 4.4 2.95 1.01A2A distance [km] 350 11.63 7.29 4.46 2.86 1.07700 10.85 7.42 4.46 2.84 1.1
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in Figure 5.7, the throughput during high-aircraft-density times for wa = 1 decreased from
28 Mbps to 18.9 Mbps. This result is expected, as a higher throughput needs to be provided
for large weights. Nevertheless, the difference in throughput is small, as 85.6% of the air-
craft belong to wa = 1. The advantage of introducing weights is to provide a fair throughput
allocation with respect to the aircraft size, i.e. the number of users. However, during low-
aircraft-density times, the throughput cannot be ideally distributed according to the weights.
For instance at 2:00, the throughput for aircraft with wa = 1 is even higher than expected.
The reason is that aircraft which are alone in one cell receive the full cell throughput, which
is higher than the weighted throughput. Nevertheless, during low-aircraft-density times, the
throughput is comparatively high for all aircraft. Hence, a non-optimal distribution can be
tolerated. During high-aircraft-density times, where a fair throughput allocation is critical,
this can be achieved as presented in Figure 5.9, cf. [P4].
The result with weighted throughput allocation for the Continental US scenario is depicted
in Figure 5.10. Also in this scenario, the throughput can be distributed well among aircraft
with different weights. The drop for wa = 3 between 10:00 and 12:00 is due to aircraft of this
type being absent at that time. Also the weight factors of 0.05, 1,2 and 3 are clearly visible, as
aircraft with wa = 3 (purple line) receive three times the throughput of aircraft with wa = 1
(red line). Therefore, introducing weights efficiently distributes the throughput among the
different groups. Nevertheless, the factors implemented in this analysis are exemplary and
other weights such as per passenger or per flow can be implemented as well. As a conclu-
sion, introducing weights enables fair throughput allocation on a per user basis compared
with per aircraft. The ideal values for the weights need to be determined depending on a
specific implementation, cf. [P4].
5.6 Conclusion
This chapter introduces the distributed A2G load balancing concept. It is based on the A2G
resource allocation problem as stated in Section 3.2 using a distributed approach. Instead
of the need of having a centralized view of the network, the procedures can be executed
distributedly on each BS and satellite. The proposed A2G network is based on a 5G network
architecture. The 5G network already includes features such as ATSSS, non-3GPP access
and D2D, which enable the implementation of the distributed A2G load balancing concept.
A heuristic algorithm is developed to execute the load balancing among BSs and satellites.
The results show that the distributed load balancing concept is feasible and performs well.
Especially during high-aircraft-density times, the achievable throughput is close to the opti-
mal solution. The high-aircraft-density times are the most challenging times of the day, as a
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Figure 5.9: Achievable throughput per aircraft in the reference scenario using weightedthroughput allocation [P4].
117
Figure 5.10: Achievable throughput per aircraft in the continental US scenario usingweightedthroughput allocation.
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large number of aircraft demand connectivity simultaneously. For the reference scenario, the
throughput during high density times is between 22.9 Mbps and 30.5 Mbps, which is slightly
higher than the optimal throughput in the small European scenarios investigated in Chap-
ter 4. Hence, the throughput can be successfully distributed over the increased area. The
maximum difference to the mean throughput is only 1.1 Mbps. Additionally, in comparison
with the optimal reference scenario, the differences aremarginal during high-aircraft-density
times. However, in low-aircraft-density times, the heuristic result performs worse, as the link
options are more limited. Nevertheless, the absolute throughput during these times is still
the highest one during the day, therefore a non-optimal solution is also sufficient.
The heuristic algorithm also enables to study large regions. In the study, time instants with
up to 2816 aircraft were calculated, and it is also feasible to increase this number further.
The limit in terms of calculation time is the input topology calculation. Additionally, for very
large scenarios, spanning over multiple continents, separated DA2G and satellite networks
need to be taken into account. It is unreasonable that an aircraft flying over one continent
shares the capacity with an aircraft flying over a different continent. Hence, the maximum
size of a scenario needs to be limited to areas that are connected to each other. Therefore,
the size of the studied European and American scenarios can be used as a reference.
Additionally, the concept includes a weighted approach to the throughput allocation. The
share of throughput provided to an aircraft depends on the weight assigned to this aircraft.
The implementation assumes an aircraft size based approach, as large aircraft include more
users than small aircraft. The result of the weighting approach shows that the throughput
can be successfully distributed based on the predefined weights. While one specific weight
setup is tested, other parameters for weights, such as number of passengers or number of
flows are also feasible. The applicability depends on the specific implementation of the A2G
network. The introduction of weights enables an even fairer throughput allocation, as the
demand of single users can be taken into account.
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6 Discussion and conclusion
High-throughput A2G connectivity has been studied in this thesis. The study investigates
the achievable multi-link throughput per aircraft, while ensuring a weighted-fair throughput
allocation to aircraft. The flight-traces-based throughput analysis presented in Chapter 2
concludes that one A2G network is unable to provide sufficient throughput to all aircraft. It
is shown that for a spot size of 200 km, the 95th percentile throughput is 8.33% of the peak
throughput. With maximum capacities of 100 Mbps, as stated in Chapter 1, this is clearly
insufficient. Moreover, it is shown that the separate A2G links have limitations in terms of
coverage for DA2G and in terms of minimum spot size for satellites. Therefore, an integrated
A2G network is proposed and the respective A2G connectivity architecture is detailed. Open
challenges and possible solutions are investigated and it is shown that there are existing
solutions for the majority of the identified challenges. One remaining challenge is the fair
throughput allocation, which is studied in this work.
To study the fair throughput allocation, an A2G model is developed in Chapter 3. The
model is based on time snapshots which are extracted from captured flight traces. Addition-
ally, different geographical scenarios can be studied, as the aircraft density highly depends
on the region. The model includes various parameters, which are modeled realistically to
the largest extent, while staying implementation independent. Therefore, DA2G and satel-
lite link capacities are the primary parameter for providing a high throughput. The problem
is formulated as a MILP and includes two objectives, max-min-based and threshold-based.
Two solutions are proposed, a centralized optimal solution to obtain a benchmark of the
achievable throughput and a distributed heuristic solution.
The centralized optimal solution is introduced in Chapter 4. To obtain a benchmark on the
achievable throughput, an extensive parameter study is conducted. This includes different
available combinations of A2G links as well as other parameters, such as maximum link dis-
tance or capacity. The results show that the achievable throughput is highly limited by the
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capacity of the DA2G and satellite links. In the studied reference scenario with 187 Mbps
DA2G capacity and 100 Mbps satellite capacity with LEO satellites, the mean throughput
per aircraft during high-aircraft-density times is 20 Mbps from DA2G and 4 Mbps from the
satellite. Nevertheless, the results show that the available throughput can be optimally dis-
tributed among all aircraft, given a sufficient number of aircraft. Additionally, it is shown that
single-hop relaying is sufficient over the continent, multi-hop A2A links are only relevant over
the ocean. The time of the day is also highly relevant for the achievable throughput. In the
reference scenario, the throughput varies between 14.39 Mbps and 191.78 Mbps depend-
ing on the time of day. Therefore, high-aircraft-density times are most critical to deliver a
high throughput. Moreover, some assumptions of the A2G model, such as the maximum
link distance can be relaxed, as the parameter variation shows. Additionally, the influence
of the geographic area is presented. For optimal throughput allocation, aircraft need to be
able to connect to multiple links.
The presented approach to compute the optimal solution yields two disadvantages. Firstly,
it is limited in the number of aircraft that can be present in the scenario. Secondly, a central-
ized view on the network is necessary, which is unlikely to be available in a deployed network.
Therefore, a distributed heuristic is introduced in Chapter 5. The results show that the heuris-
tic provides close-to-optimal results, in particular during high-aircraft-density times. For the
extended reference scenario, a minimum of 22.9 Mbps can be provided to all aircraft during
high-aircraft-density times. This throughput is slightly higher compared with the small refer-
ence scenario. Hence, the throughput can be successfully distributed over a larger area. The
possibility to study large regions with several thousands of aircraft enables to study scenar-
ios of the size of a continent. Additionally, the weighted-fair throughput allocation is included
into the heuristic algorithm. It is shown that the throughput can be successfully distributed
according to the weight. Hence, using weights, fairness can also be adapted to some aircraft
obtaining a higher throughput than others.
The achievable throughput during high-aircraft-density times is low compared with the re-
quirement of 1.2 Gbps stated by NGMN [5]. Therefore, the A2G throughput needs to be
improved. The throughput of one user is unsteady, in contrast to the assumption of an av-
erage throughput as presented here. Each user’s throughput is varying with time, due to
different packet sizes and the packet intervals. Therefore, a peak in the throughput of one
user can meet a minima of another user. Hence, adding 10 users on one link yields an in-
crease in the throughput with a factor smaller than 10. Nevertheless, this is insufficient to
achieve a 60-fold increase in throughput from approximately 20 Mbps to 1.2 Gbps. There-
fore, othermeasures have to be implemented. Firstly, the A2G link capacity can be improved.
This can be achieved by improving the transmission efficiency, using additional spectrum or
using other means of signal transmission. These parameters are already covered by the
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presented model. Another mean of signal transmission could be for instance free space op-
tics, which offers significantly higher link capacities in the order of Gbps. This has already
been proposed in the related work for AANETs and the satellite links of integrated space-
aerial-terrestrial networks. Secondly, the throughput demand could be reduced. This can be
achieved by caching a part of the content on-board the aircraft. Smart caching can include
mechanisms such as steering users toward cached content or predict popular content to
be cached. Additionally, the same content requested by two users should only be sent once
via the A2G link. This could also be extended to multiple aircraft. Hence, content could be
fetched from other aircraft instead of the ground, as the A2A link is less limited. Moreover,
popular content could be broadcasted to multiple aircraft simultaneously. While caching
is only applicable to non-real-time traffic, these are also the most demanding services in
terms of throughput. Consequently, a smart caching approach could significantly reduce
the throughput demand of one aircraft. Thirdly, the obtained throughput also depends on
the number of aircraft which are part of the A2G network. While the results in Chapters 4
and 5 are based on current aircraft traces, the effect of an increased or decreased number of
aircraft is studied in Chapter 2. The achievable throughput scales inversely with the number
of aircraft being part of the network.
The second further research topic is the user-centric view, as introduced in Chapter 2. As
the aircraft is a user of the A2G network and contains a network itself, the requirements of
the users have to be taken into account. The weight introduced in Chapter 5 ensures that the
throughput can be distributed according to the defined weight of the aircraft. As mentioned
there, the best parameter for the weight needs to be investigated, which can be for instance
aircraft size, number of passengers or number of active flows. Moreover, the presented
throughput allocation defines the throughput as a sum of the throughput on the separate
links. However, the delay on the different links and the delay requirements of the services dif-
fer. Therefore, sufficient throughput could be available while a service is still unable to meet
delay requirements. For instance, this can be the case when an aircraft is only connected to
a satellite, which is unsuitable for some services due to the high delay as stated in Chapter 1.
Furthermore, user behavior is varying, for instance during a long flight some users might be
sleeping or users stop their video stream during meals. The user demand also changes with
different flight phases and the type of the flight, as for instance passengers on long flights are
more likely to watch movies compared with passengers on short flights. Additionally, in the
case of insufficient throughput, some services should be prioritized, in particular crew and
aircraft services. Consequently, the next step is to extend the study from an aircraft-centric
view to a user-centric view. For this, different models need to be developed. Firstly, a user
trafficmodel defines the traffic pattern of the services and the percentage of services among
the aircraft users. Secondly, a user activeness model defines the amount of active users at
any point in time during the flight depending on the type and duration of the flight. Lastly,
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this information needs to be combined for all aircraft in the scenario, to obtain instantaneous
throughput demand per aircraft. This result can be combined with the throughput allocation
algorithms defined in this thesis. Hence, the instantaneous throughput demand per aircraft
can be added as an additional parameter to distribute throughput according to each aircraft
demand. However, this requires a transparent on-board network to communicate the air-
craft demand.
As a summary, this thesis introduces an A2G network model as well as a centralized opti-
mal and distributed heuristic throughput allocation scheme to study high-throughput con-
nectivity for aircraft. The results quantify the achievable weighted-fair throughput per air-
craft and show that the capacity can be fairly distributed among all aircraft. Consequently, a
more stable throughput over the flight time can be provided, as the fluctuation between two
time instants is small during high-aircraft-density times. During low-aircraft-density times,
the achievable throughput is significantly higher due to the low number of aircraft. Using the
model, extensive parameters studies have been conducted and the best parameter settings
for obtaining a high throughput per aircraft have been presented. Moreover, the available
throughput and the optimal link choices can be calculated. Additionally, further research
topics have been identified. These are decreasing the throughput demand per link, e.g. by
smart caching, and refining the throughput allocation to a per-user basis, to ensure that all
requirements of all services are satisfied.
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