Let G be a finite abelian group and let exp(G) denote the least common multiple of the orders of all elements of G. A BH(G, h) matrix is a G-invariant |G| × |G| matrix H whose entries are complex hth roots of unity such that HH * = |G|I |G| . By ν p (x) we denote the p-adic valuation of the integer x. Using bilinear forms over abelian groups, we [12] constructed new classes of BH(G, h) matrices under the following conditions (i) ν p (h) ≥ ⌈ν p (exp(G))/2⌉ for any prime divisor p of |G|, and (ii) ν 2 (h) ≥ 2 if ν 2 (|G|) is odd and G has a direct factor Z 2 .
Introduction
Let n and h be positive integers. An n × n matrix H whose entries are complex hth roots of unity is called a Butson matrix if HH * = nI, where H * is the complex conjugate transpose of H and I is the identity matrix of order n. We also say that H is a BH(n, h) matrix. Let (G, +) be a finite abelian group of order n. An n × n matrix A = (a g,k ) g,k∈G is G-invariant if a g+l,k+l = a g,k for all g, k, l ∈ G. A G-invariant BH(n, h) matrix is also called a BH(G, h) matrix. Note that in the case G = Z n , a cyclic group of order n, a BH(Z n , h) matrix is a circulant matrix, i.e., a matrix each of whose rows (except the first) is obtained from the previous row by shifting one position to the right and moving the last entry to the front.
For any multiple h ′ of h, a BH(G, h) matrix is also a BH(G, h ′ ) matrix, as each hth root of unity is automatically a h ′ th root of unity. Therefore, it is important to find the smallest positive integer h such that a BH(G, h) matrix exists. The topic of group invariant Butson matrices links to many other combinatorial objects like generalized Hadamard matrices, relative difference sets, generalized Bent functions, cyclic n-roots, see [25] , and perfect polyphase arrays.
A sequence {a 0 , . . . , a n−1 } is called a perfect h-phase sequence of length n if each a i is a complex hth root of unity and n−1 i=0 a i a i+j = 0 whenever j = 0, where the indices are taken modulo n. Such a sequence is equivalent to a BH(Z n , h) matrix whose first row is (a 0 , . . . , a n−1 ). More generally, a multi-dimensional array A = (a i 1 ,...,i k ) of size n 1 × · · · × n k is called a perfect h-phase array if its entries are complex hth roots of unity and 0≤i j ≤n j −1 ∀ j a i 1 ,...,i k a i 1 +s 1 ,...,i k +s k = 0 whenever (s 1 , . . . , s k ) = (0, . . . , 0), where the indices are taken modulo n j for 1 ≤ j ≤ k. In Lemma 5.3, we show that this array is equivalent to a BH(Z n 1 × · · · × Z n k , h) matrix. Perfect sequences and perfect arrays have a wide range of applications in communication systems and radar systems, see [1] , [2] , [6] , [14] , [16] for example. In the last section of this paper, we use (circulant) BH(Z n , h) matrices to construct new families of perfect polyphase arrays. By [12, Corollary 2.5], we obtain BH(Z n , h) matrices whenever (i) ν p (h) ≥ ⌈ν p (n)/2⌉ for every prime divisor p of n, and (ii) ν 2 (h) ≥ 2 if n ≡ 2 (mod 4), where ν p (x) denotes the p-adic valuation of the integer x.
In this paper, we focus on studying necessary conditions for the existence of the following two types of Butson matrices:
• BH(Z n , h) matrices and
• BH(G, 2p
b ) matrices, where p is an odd prime.
The main tools used in this paper are group-ring equations combined with techniques from the field-descent method and a study on upper bounds on the norm of cyclotomic integers. We brief the approach as following.
Let (a g ) g∈G be the first row of a BH(G, h) matrix H. Let D = g∈G a g g be an element of the group ring
Put n = |G| and m = lcm(exp(G), h). Let χ be a character of G and put
Using the field-descent method, see [26] , [27] , we have a divisor k of m such that Xζ j m belongs to the subfield Q(ζ k ) of Q(ζ m ) for some j ∈ Z. Note that Xζ j m is a sum of roots of unity in Q(ζ m ). As Xζ j m belongs to the smaller subfield Q(ζ k ), a lot of these roots of unity cancel each other. The norm of the remaining terms can be bounded using our bound on the norm of cyclotomic integers. Moreover by (2) , this norm is equal to √ n. We obtain a restriction between n and h. Before closing this section, we give a summary of known results in this direction [17] ) Suppose that a BH(n, h) matrix exists, then we have the following (i) If h = 2, then 4 divides n and n/4 is a square.
(ii) If n = p + 2 for some prime p ≥ 3, then h does not have the form 2p b for some positive integer b.
(iii) If n = 2q for some prime q ≥ 3, then h does not have the form 2 a p b for some non-negative integers a, b and prime p > q.
is the prime factorization of h, then |G| ∈ p 1 N + · · · + p r N.
Result 1.4. [8, Brock] Let n be an integer and let m be the square-free part of n. Assume that m is odd. If a BH(n, h) matrix exists, then m has no prime factor p which satisfies (a) p does not divide h and (b) p j ≡ −1 (mod h) for some integer j. Moreover, if G = Z p a is a cyclic group of prime-power order, then (i) and (ii) become necessary conditions for the existence of BH(Z p a , h) matrices.
Using Results 1.1, 1.2, 1.3 and 1.4, we have 4550 open cases for the existence of a BH(Z n , h) matrix in which 1 ≤ n, h ≤ 100. We remark that the existence problem for BH(Z n , h) matrices is in general a difficult problem. For example, the existence of BH(Z n , 2) matrices is equivalent to the existence of circulant Hadamard matrices. Ryser [24, p. 134 
Preliminaries
In this section, we fix some notations, state definitions and known results which will be used later. First are some notations.
1. For a positive integer h, let ζ h denote a primitive hth root of unity.
2. For a prime p and an integer n, let ν p (n) denote the p-adic value of n.
3.
A positive integer is square-free if it is not divisible by any square of a prime. We call an integer l the square-free part of n if l is the product of all prime divisors p of n in which ν p (n) is odd.
4. For coprime integers m and n, we denote the smallest positive integer j such that m j ≡ 1 (mod n) by ord n (m).
As it turns out, group-ring equation is pivotal in our study. Let G be a finite abelian group of order n. Let R be a ring with identity 1 and let
Two elements X = g∈G a g g and Y = g∈G b g g are equal if and only if a g = b g for all g ∈ G. We denote 1 G as the identity element of G. A subgroup U of G is identified with u∈U u in R [G] .
The group of complex characters of G is denoted byĜ. It is well known thatĜ is isomorphic to G. The trivial character of G, denoted by χ 0 , is defined by χ 0 (g) = 1 for all g ∈ G. For D = g∈G a g g ∈ R[G] and χ ∈Ĝ, write χ(D) = g∈G a g χ(g). Let U be a subgroup of G, denote Result 2.1. Let G be a finite abelian group and let U be a subgroup of G. Let C denote the set of complex numbers and put
Then for any character χ ∈Ĝ, we have
The next result is called Fourier inversion formula, a proof of which can be found in [4, Chapter VI, Lemma 3.5].
Result 2.2. Let G be a finite abelian group and letĜ denote the group of characters of G.
In our study, we focus on the ring R = Z[ζ h ]. Let D = g∈G a g g, a g ∈ R for all g ∈ G, be an element of R[G]. Let t be an integer coprime to h and let σ ∈ Gal(Q(ζ h )/Q) be defined by ζ
As mentioned in the introduction, a BH(G, h) matrix is equivalent to the group-ring equation
. We will use this equivalence repeatedly and state the result here, see [12, Lemma 3.3] for a proof.
Result 2.3. Let G be a finite abelian group, let h be a positive integer, and let a g , g ∈ G, be integers. Consider the element
Next, we discuss some number-theoretic results which will be needed later.
Definition 2.4. Let p be a prime, let n be a positive integer and write n = p a n ′ , where gcd(p, n ′ ) = 1. The prime p is self-conjugate modulo n if there exists an integer j such that
m is self-conjugate modulo n if every prime divisor of m has this property.
The next result is from [20, Proposition 2.11].
Result 2.5.
Let u be the largest divisor of n which is self-conjugate modulo m. Write u = w 2 k, where
p i is the square-free part of u. Then k divides m. Furthermore, for each i = 1, . . . , r, denote
where (−) is the Legendre symbol. Then
The last result in this section is a generalization of Ma's lemma, see [21] , see also [26, Lemma 1.5.1]. The proof of this result is similar to the proof of the original result. We provide it here for the convenience of the reader.
Result 2.6. Let p be a prime and let G be a finite abelian group whose Sylow p-subgroup S is cyclic. Let P be the subgroup of S of order p.
for all characters χ ∈Ĝ of order divisible by |S|, then there exist
Proof.
and let g be a generator of the cyclic group S. Let ψ be a character of S of order p s . First, we claim that we can assume
For any character γ of H, ψγ is a character of G defined by ψγ(xy) = ψ(x)γ(y) for any x ∈ S, y ∈ H. Note that the order of ψγ is divisible by p s .
By (3), we have
Let M = (γ(k)) γ∈Ĥ,k∈H be an |H| × |H| matrix and let u = (ψ(D k ))
T k∈H be a column vector of length |H|. As the equation (5) 
As (6) holds for any character ψ of S of order p s , we can assume that D ∈ Z[ζ h ][S] and the claim is proved.
Now define
We claim that
Let
We obtain
, which proves (7).
. We obtain (D − p t X) ∈ ker(ρ) and hence
A Theorem on Weil numbers
We start this section with a bound on the norm of a cyclotomic integer. This bound appeared in [13, Theorem 3.1]. We provide the proof here for the convenience of the reader.
, where t is coprime to m. We have
By the inequality of arithmetic and geometric means, we obtain
Assume that there exists an integer j and a divisor k of m such that k is divisible by every prime factor of m and Xζ
Proof. Replacing X by Xζ j m , if necessary, we can assume
be the prime factorizations of m and k, where
Writing X as a combination of elements in B over Q(ζ k ), we have
where the set of c x 1 ...xry 1 ...yr 's is a permutation of the set of c i 's and each A x , x ∈ B, is an element of Q(ζ k ). As X ∈ Q(ζ k ) and B is a basis for Q(ζ m ) over Q(ζ k ), we have A x = 0 for any x = 1. Hence
Note that the roots of unity in A 1 involve the terms
) for all i, which implies j ≡ 0 (mod m/k). Therefore, in the original expression X = m−1 i=0 c i ζ i m , only the exponents divisible by m/k survive in X = A 1 . We obtain
Note that n ϕ(k)/2 = N Q(ζ k )/Q (X), as XX = n. The inequality (10) is proved by (11) and Lemma 3.1.
To apply Theorem 3.2, we need to find a divisor k of m which contains all prime divisors of m and satisfies Xζ j m ∈ Z[ζ k ] for some j ∈ Z. Fortunately, the field-descent method by Schmidt [26, 27] provides exactly what we need.
Let D(n) denote the set of all prime divisors of n. Let
be the minimum multiple of t i=1 p i such that for every pair (i, q) with 1 ≤ i ≤ t and q ∈ D(n), at least one of the following conditions is satisfied:
We obtain an immediate corollary using Theorem 3.2 and Result 3.3. 
In the coming sections, we will apply Theorem 3.2 to study necessary conditions for the existence of group-invariant Butson matrices.
Necessary conditions
We will focus only on two types of matrices: BH(Z n , h) matrices and BH(G, 2p b ) matrices, where p is an odd prime and n, h, b are positive integers.
The existence of BH(Z n , h) matrices
For positive integers k and n, let n k denote the largest divisor of n which is coprime to k and put n(k) = n/n k . By Result ??, there exist BH(Z n , h) matrices whenever n divides (h, n) 2 and n and h are not both congruent to 2 modulo 4. We conjecture that these conditions are also necessary for the existence of BH(Z n , h) matrices.
Conjecture 4.1. Let n and h be positive integers. Then there exists a BH(Z n , h) matrix if and only if
for every prime divisor p of n, and
A special case of Conjecture 4.1 is the circulant Hadamard matrix conjecture which was mentioned in the introduction. Unfortunately, we are far from proving Conjecture 4.1. In support of it, we prove that n ≤ (h, n) 2 under certain restrictions between n and h. Theorem 4.2. Let n and h be positive integers and put m = lcm(n, h). Suppose that a BH(Z n , h) matrix exists. Furthermore, assume that for any prime divisor p of n, we have (i) p divides h, and
where m q is defined in Definition 3.4. Then
Proof. Let H be a BH(Z n , h) matrix and let its first row be (ζ a 0 h , . . . , ζ a n−1 h
), a i ∈ Z. Let g be a generator of the cyclic group Z n and let D = 
Let the character χ of the group Z n be defined by χ(g) = ζ n . Put
By Result 3.3, there exists an integer j such that Xζ
. Since gcd(m/h, m/n) = 1, there exist integers α and β such that αm/h+βm/n = j.
Thus X ∈ Z[ζ h ], as F (m, n) divides h by the definition of F (m, n) and by the conditions (i) and (ii). With h in the place of k, all conditions in Theorem 3.2 are satisfied. Note that
To apply (10), we need to find the exponents in X which are divisible by m/h. These are the ones containing the indices i such that n/(h, n) divides i. There are (h, n) such exponents, as 0
When expressing X in the form
Note that the condition (ii) in Theorem 4.2 is true by default if n is a power of a prime p. To apply Theorem 3.2 in this case, it remains to prove that p divides h. Assume the validity of this claim, the inequality n ≤ (h, n) 2 becomes v p (h) ≥ ⌈v p (n)/2⌉. This is exactly the necessary condition in the second part of Result 1.5 for the existence of BH(Z p a , h) matrices. For the next result, we recall the self-conjugacy concept in Definition 2.4. We would like to study the part of n which is self-conjugate modulo m = lcm(n, h). 
Applying χ 0 to (15) and putting Y = χ 0 (D) ∈ Z[ζ h ], we obtain |Y | 2 = n. As p is self-conjugate modulo m and h | m, p is also self-conjugate modulo h. By Result 2.5 and by the condition p ∤ h, we obtain v p (n) = 2t for some t ∈ Z + .
We also have v p (m) = 2t, as m = lcm(n, h).
By Result 2.6, we obtain
where P is the cyclic subgroup of Z n of order p, and X, Y ∈ Z[ζ h ][Z n ]. As kP = P for any k ∈ P , we can assume that in (16) , Y contains only coset representatives of Z n /P . Comparing the coefficients on a fixed coset of P , the equation (16) implies
Suppose that ζ (mod p t ) implies that t = 1 and p = 2 (note that |ζ
(mod 2) happens only when 2 | h and a j+n/2 = a j + h/2, contradicting with the assumption that p does not divide h. 
where the delta function δ ts is defined by
Theorem 4.8. Let n and h be positive integers and put m = lcm(n, h). Let u be the largest divisor of n which is self-conjugate modulo m.
where k is the square-free part of u. Let t and r be the numbers of prime divisors of h and k, respectively. Suppose that a BH(Z n , h) matrix exists. Then
Proof. Similar to the proof of Theorem 4.2, we have DD (−1) = n, where
and g is a generator of Z n . Hence for any character χ of Z n , we have
Put v = n/u. Note that (u, v) = 1. Let τ be a character of Z n which is primitive on the subgroup
, contradicting with (19) . For this value of x, we have τ (Dx
for any character χ of Z n . Furthermore, by Result 2.1, we have
where
Since (u, v) = 1 and each term on the left side of (20) is divisible by (w
Put l = lcm(h, u) and write
By Theorem 4.4, any prime divisor of u divides h , so the numbers of prime divisors of l and h are the same, both equal to t.
For a fixed 0 ≤ i ≤ l − 1, let x (mod h/d) and y (mod u/d) be the unique integers such that (u/d)x + (h/d)y = i. All the solutions j (mod h) and f
There are at most d solutions and the claim (23) is proved.
By Result 4.7 and (23), we can express X in the form (22) as a combination of the elements of B l,k over Q(ζ k ) as follows
Note that by (21) , (w
for each x ∈ B l,k . As X = 0, there exists x ∈ B l,k so
Note that each Θ i has norm √ p i . Using (24), (25) and the inequality (8), we
, proving (18). 
Proof. The claim that n = p c m with c ∈ Z + follows directly from Result 1.3.
We apply the inequality (18) to prove the second claim. In this case, we have u = p c , w = p ⌊c/2⌋ , t = 1, r ∈ {0, 1} and k ∈ {1, p}. We have
proving (26) . Then the following hold: ( 
In the ring
The conclusion follows directly from Result 4.11. Proof. Using Theorem 4.12 part (iii) for m = 2, we obtain p ≤ 7. The case p = 3 or p = 5 cannot satisfy the condition f = ord p (2) is odd. Therefore, the only possible value for p is p = 7.
We note that the case p = 7 is also ruled out by Leung and Schmidt [19] by a rather complicated argument. We will not discuss it here. In summary, there is no BH(G, 2p b ) matrix or BH(G, p b ) matrix in which G is an abelian group of order 2p c for some non-negative integer c. (6, 6) , (6, 18) , (6, 54) , (10, 10) , (10, 50) , (18, 18) , (18, 54) , (22, 22) ,
We recall from the introduction that a perfect h-phase sequence of length n is equivalent to a BH(Z n , h) matrix. Moreover, let A = (a i 1 ,...,i k ) be a multi-dimensional array of size n 1 ×· · · × n k . The auto-correlation functions of A are defined as follows:
The array A is a perfect h-phase array if each of its entry is a complex hth root of unity and all nontrivial auto-correlation functions of A are equal to 0, that is R s 1 ,...,s k = 0 whenever (s 1 , . . . , s k ) = (0, . . . , 0), where the indices are taken modulo n j for 1 ≤ j ≤ k.
In this section, we prove that a set of k BH(Z n i , h) matrices, 1 ≤ i ≤ k, can be used to construct a perfect h-phase array of size n 1 × · · · × n k . The following result is proved in [12] , see also [23] .
Result 5.1. Let n and h be positive integers. Then a BH(Z n , h) matrix exists whenever n and h satisfy the following condition:
The table below gives parameters of known arrays, see [5] ,
Author
Array size Alphabet size (value of h) Jedwab, Mitchell 2 n × 2
Blake, Hall, Tirkel n × n n if n is odd, 2n if n is even Blake, Hall, Tirkel n × n 2k+1 n k+1 if n is odd, lcm(2n, n k+1 ) if n is even Blake, Hall, Tirkel n × n 2 n if n is odd, 2n if n is even Blake, Hall, Tirkel
Blake, Hall, Tirkel
To prepare for the main result of this section, we need the following lemmas Lemma 5.2. Let h 1 and h 2 be positive integers and put h = lcm(h 1 , h 2 ). Let G 1 and G 2 be abelian groups and assume that H 1 is a BH(G 1 , h 1 ) matrix and H 2 is a BH(G 2 , h 2 ) matrix. Then the Kronecker product H 1 ⊗ H 2 is a BH(G 1 × G 2 , h) matrix.
Proof. Assume that H 1 = (h x 1 ,y 1 ) x 1 ,y 1 ∈G 1 and H 2 = (k x 2 ,y 2 ) x 2 ,y 2 ∈G 2 . The elements of the matrix H 1 ⊗H 2 are indexed by G 1 ×G 2 in which the (x 1 , x 2 )× (y 1 , y 2 ) element is h x 1 ,y 1 k x 2 ,y 2 . Let (a 1 , a 2 ) be any element in G 1 × G 2 . The (a 1 + x 1 , a 2 + x 2 ) × (a 1 + y 1 , a 2 + y 2 ) element of H 1 ⊗ H 2 is h a 1 +x 1 ,a 1 +y 1 k a 2 +x 2 ,a 2 +y 2 = h x 1 ,y 1 k x 2 ,y 2 , as H 1 is G 1 -invariant and H 2 is G 2 -invariant. Thus, the matrix
Lastly, each entry of H 1 ⊗ H 2 is the product of a (h 1 )th root of unity and a (h 2 )th root of unity, so it is a hth root of unity. 
Define the array A of size n 1 × · · · × n k by A = (a i 1 ,...,i k ), 0 ≤ i j ≤ n j − 1 for all j.
The equation (27) implies that A is perfect. Conversely, it is straightforward to verify that a perfect array A implies the existence of a group ring element D ∈ Z[ζ h ][G] whose coefficients are complex hth roots of unity such that DD (−1) = n, which implies a BH(G, h) matrix by Result 2.3.
Theorem 5.4. Suppose that k, h, n 1 , · · · , n k are positive integers such that n i | (h, n i ) 2 and (v 2 (n i ), v 2 (h)) = (1, 1) for any 1 ≤ i ≤ k.
Then a perfect h-phase multi-dimensional array of size n 1 × · · · × n k exists.
Proof. The conditions ( * ) imply that BH(Z n i , h) matrices exist for any i = 1, . . . , k. By Lemma 5.2, a BH(Z n 1 × · · · × Z n k , h) matrix exists. The desired array is constructed as in Lemma 5.3.
