I. INTRODUCTION
W IRELESS MESH NETWORKS (WMNs) have been widely deployed for various applications. In contrast to a pure ad hoc network, a WMN having an infrastructure formed by fixed access points (APs) can provide relatively reliable transmissions for forwarding data to and from mobile stations (MSs). The fixed infrastructure also provides chances for effectively supporting various services, better utilizing the radio resources, and improving other network performance. WMNs are typically deployed in office buildings, campus, and communities, where most users are static or have low mobility. Recently, there has been much effort, e.g., in [1] - [4] , from both academia and the standardization groups on providing services for vehicles along roads using WMNs, where users can be highly mobile. As a result, mobility and handoff management becomes very important in such networks to both provide satisfactory quality-of-service (QoS) to the users and to utilize efficiently the network resources.
In a WMN with a large number of APs and MSs, maintaining the service fairness among the MSs located in different geographical areas and having different mobility patterns can be difficult. In general, MSs associated to heavily loaded APs or having poor channel conditions to the associated APs tend to receive poor QoS. Although balancing the traffic loads among different APs can help achieve fair QoS among the MSs [5] , such an objective cannot be easily achieved without a central controller. The performance of load balancing to achieve fair QoS among the MSs is strongly dependent on the overlapping coverage areas between the APs. When a large number of MSs are located near one AP (or a small number of APs) but not in the coverage area of other APs, these MSs may receive much lower throughput than other MSs. With the applications of WMNs for vehicular communications, the APs can transmit much higher power to extend the coverage areas for accommodating the vehicles with high moving speeds. The longer transmission distance provides more possibility to have larger overlapping coverage areas among the APs. Adaptive transmission rates also allow the APs to extend transmission range at a price of reduced data transmission rates. As a result, the MSs have more flexibility to choose their associated APs, which brings good potential for them to receive fair QoS while keeping high throughput. Meanwhile, the resource availability of neighboring APs is more dependent on each other, making the resource allocations even more complicated.
In traditional IEEE 802.11-based WMNs, the handoff and resource management problems are usually studied separately. Performing handoffs in traditional IEEE 802.11-based WMNs requires considerable signaling overhead, which can cause a long delay to data transmissions. Therefore, the main objective for handoff management in IEEE 802.11-based WMNs has been either reducing handoff delay, e.g., in [6] - [9] , or minimizing packet losses during handoffs, e.g., [10] . The clustering algorithms proposed in [11] can reduce the handoff overhead by restricting user movement inside a cluster. Although adjusting the MS-AP associations can balance the traffic loads among the APs, such as in [5] and [12] , providing fair services to individual MSs is not considered in these works. Some works, such as [14] - [17] , study vehicular communication networks by considering the effect of different factors (such as user mobility and link adaptation) on the service fairness to vehicles. A multiobjective channel-allocation problem is considered in [18] that incorporates maximizing throughput, improving fairness, and reducing handoff overhead in a meshed multihop wireless network, where each mesh router is equipped with multiple 0018-9545 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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radios. Overall, not much work is available in the literature to jointly consider the effects of AP resource allocations and MS handoffs on fair and efficient resource allocations.
In this paper, we study MS handoff management jointly with AP resource allocations to provide fair average throughput to the MSs. We consider a WMN where APs may share the same frequency channel, and MSs can switch their associations between different APs as they move around. We consider both MS handoffs and channel time allocations, where the channel allocations are further performed at two levels. At the AP level, the problem of channel allocations is to decide the amount of time that each AP can transmit; at the MS level, it is to decide the amount of time that each individual MS can be served. We first formulate an optimization problem based on long-term proportional fairness (PF). The objective is to achieve PF for the long-term throughput among all the MSs in the network while achieving high throughput for the system. This optimum solution requires a central station that has the global information about the channel conditions of all MSs and is difficult to achieve in a practical system. We then propose two distributed schemes, i.e., HO-CA and CA-HO, by decoupling the MS handoffs and the channel time allocations. In the HO-CA scheme, heuristic handoff decisions are first made for the MSs based on their link gains to nearby APs, and an iterative and distributed method is then used to find the optimum channel time allocations. In the CA-HO scheme, channel time is first allocated to individual APs based on the interfering relationship between the APs, and then each MS makes handoff decisions by estimating possible utilities from nearby APs. In both schemes, each AP solves a local optimization problem to allocate time for its own associated MSs.
The remainder of this paper is organized as follows. In Section II, we describe the system that this paper is based on. In Section III, the global optimization problem is formulated, followed by a local optimization problem for each AP to allocate its transmission time to associated MSs. The HO-CA scheme is presented in Section IV, and the CA-HO scheme is presented in Section V. Numerical results are demonstrated in Section VI, followed by the conclusions in Section VII.
II. SYSTEM MODEL
We first consider a general network that serves M users. Channel time is divided into scheduling frames. For user m, its throughput at frame t is denoted η m (t), and η m = lim T →∞ (1/T ) T t=1 η m (t) gives its long-term average throughput. A weighted average rate for the user up to frame t is defined as
where γ between 0 and 1 is a parameter that balances the weights of the throughput in the past and in the most recent frame. For a special case, X m (0) = 0. A general scheduling problem can be formulated to optimize the throughput vector
] to maximize a certain utility U , which is usually a convex function of the throughput. Among various objectives, PF is proved to be the best tradeoff between efficient resource utilization and effective user satisfaction. When U = M m=1 log η m , PF is achieved for the average throughput among all the users. It is proven in [19] that this objective can be achieved iteratively through frameby-frame scheduling, and the objective at frame t is to find the throughput vector η(t) to maximize M m=1 (η m (t)/X m (t)). Intuitively, to achieve this objective, the MSs with higher η m (t) (good link condition at frame t) and lower X m (t) (low average throughput in the past) should be given a higher priority to transmit at frame t.
In this paper, we consider a WMN with multiple APs. APs communicate with each other through a backbone channel, which is orthogonal to the channel for transmitting to the MSs; furthermore, a portion of the backbone channel is dedicated for signaling exchanges between the APs, as in [20] , so that signaling between APs can be exchanged efficiently, and the effect of signaling overhead between APs on handoff delay and data transmission throughput of MSs is minimized. The time allocations considered in this paper are for data transmissions from the APs to the MSs. Each AP is equipped with one radio for transmitting to MSs. In a typical file downloading scenario, the downlink traffic dominates the overall traffic load in the network. That is, APs transmit to the MSs for almost all the channel time. For this reason, we focus on the downlink transmissions from the APs to the MSs and study the throughput provided to individual MSs. Scheduling for uplink transmissions is generally more complicated as it should resolve competitions among MSs, which may require complicated schemes and a considerable amount of resources to coordinate transmissions or resolve collisions. In a typical WMN scenario, the locations of the APs may be decided based on convenience or other reasons and not optimized from the perspective of QoS provisioning and resource utilization. In some cases, channels can be carefully allocated to the APs, such as the centralized scheme proposed in [21] , which results in minimum mutual interference and optimum system throughput. In other cases, particularly when a central controller is unavailable, there is no guarantee that APs assigned to the same frequency channel do not interfere with each other. When this is the case, APs assigned to the same frequency channel should coordinate for their transmission time to avoid interference. This latter case is the one considered in this paper.
Consider that channel time is divided into equal size frames, each of which has a duration T frame . The amount of the time that AP i can transmit during frame t is denoted T i (t). We define an interfering group (IG) of APs. Each IG is a set of APs that satisfy the following conditions: 1) All APs in the group are assigned to the same frequency channel; 2) transmissions of any two APs in the same group may cause interference with each other; and 3) any AP not in the IG does not satisfy at least one of the previous two conditions. Let N be the total number of IGs in the considered WMN, and G n be a set of the APs in the nth IG; then, we have i∈G n
for n = 1, 2, . . . , N.
All the APs periodically transmit the beacon signals with fixed power, which is known to the MSs and used by the MSs to measure their link gains to nearby APs. The link gains are considered constant during each frame. The MSs report the link gains to their currently associated APs at the beginning of each frame, so that the APs can use this information to allocate the channel time. The link gain information can also help the MS make handoff decisions. We define a set of binary variables A im (t)'s. When MS m is associated to AP i at frame t, A im (t) = 1; otherwise, A im (t) = 0. Since each MS is associated to at most one AP at a given time, we have i∈I
for all m ∈ M, where M is a set of the MSs in the network, and I is a set of the APs. Handoffs of the MSs between different APs can be only performed at the beginning of each frame. Let T im (t) represent the amount of time that AP i transmits to MS m during frame t; then
where M i (t) is a set of the MSs associated with AP i at frame t. We consider fixed transmission power for the APs, which can adjust the transmission rates based on the link conditions to the MSs. When AP i transmits to MS m, the instantaneous transmission rate is denoted R im (t), which is determined by the link gain between them g im (t) and specific physical-layer implementation such as modulation and coding schemes. The throughput of MS m during frame t is the total amount of data received by the MS and given by
III. OPTIMUM SOLUTIONS
This section includes two parts. In Section III-A, the global optimum solution that jointly considers handoff decisions and channel time allocations at both the AP and MS levels is found. In Section III-B, a local optimization problem is formulated for each AP to allocate its own channel time to associated MSs.
A. Global Optimum Solution
Based on the earlier description, the following optimization problem can be formulated to achieve long-term PF of the throughput among the MSs, where
P1. max η(t),T(t),A(t) m∈M
In the given problem, constraint (7) is not linear. It can be converted into linear by defining a new set of variables
where C is a large number and can take any value larger than T im (t). In (12), we can see that, when A im (t) = 0, the lefthand side is negative, the right-hand side is zero, and Y im (t) = 0; when A im (t) = 1, the left-hand side is T im (t), the righthand side is a large number, and
, and then (7) becomes
Define
The optimization problem P1 can be rewritten as
P2. max η(t),T(t),A(t),Y(t) m∈M
The new problem is a mixed-integer linear programming problem and can be solved using commercial software such as AMPL. The solution is updated in each frame, based on which channel time allocations and handoffs are performed, and PF is achieved for the average throughput among the MSs over a long term. Finding the global optimum solution in a practical system is difficult because it requires a central station to collect global information, including link gains from all the APs to all the MSs, to calculate R im (t)'s for all i and m, and to inform the APs and MSs of the results. Nevertheless, the solution provides a performance benchmark for designing practical schemes in Sections IV and V.
B. Optimum Time Allocations at MS Level
If we consider the objective functions in (6) or (14) as the total utility of the system, each term in the summation is the utility achieved by one MS. Then, m∈M i (t) (η m (t)/X m (t)) is the utility achieved for all the MSs associated to AP i at frame t, and we can simply refer it to as the total utility of AP i at frame t. For AP i, given its own available transmission time T i (t) in a frame and the link gain information between itself and all the associated MSs, the following optimization problem can be formulated and solved locally to find the amount of time allocated to each of its associated MSs:
P3
. max
where
Then, the optimum solution to problem P3 is
That is, AP i allocates all T i (t) to MS m * i . Although the optimum utility depends on T i (t), finding m * i is irrelevant to T i (t) and can be done after handoff decisions are made and before time allocations at the AP level are completed. Define f i (T i (t)) as the optimum utility of AP i; then, we have
Note that, although only one MS is served by AP i in each frame, the served MS can change from frame to frame, because η m (t), X m (t), and M i (t) in (26) can all change with t. In addition, multiple APs may transmit simultaneously if they do not cause interference with each other. Overall, fair throughput is expected to achieve among all the MSs over a long term (i.e., a large number of frames). Distributed schemes will be designed in the following to achieve this objective. Each of the schemes tries to decouple time allocations and handoff decisions. In Section IV, we propose a scheme that considers the handoff decisions first and then allocates channel time to the APs. This is referred to as HO-CA. In the CA-HO scheme proposed in Section V, static channel time is first allocated to the APs, and based on this, the MSs make their handoff decisions. In both schemes, individual APs allocate the channel time to their own associated MSs using the local optimum solution in (27) .
IV. HO-CA SCHEME This scheme performs handoff first and then allocates channel time. Since the overall objective is to maximize the total utility of all the MSs, each MS should be associated with the AP that can possibly provide it with the maximum utility. To decouple the handoff management and channel time allocations, a simple approach to the handoff management is for each MS to associate with the AP with the best link gain. Although this is not the optimum solution from the system point of view, it provides a good chance for the AP to serve the MS with a high transmission rate, which is important toward high utility for the MS. Given the MS-AP associations, the remaining part of this section is to find the optimum channel time allocations.
Given A im (t), the optimization problem P2 is reduced to P4. min
s.t.
Note that function f i (T i (t)) incorporates the details for optimum channel time allocations at the MS level for given T i (t), which automatically guarantees constraint in (17) . In addition, constraints (18)- (22) are no longer needed after A im (t) are given. Solving problem P4 directly still requires a central station that collects all the link gain information between each MS and its associated AP. In the following, we use a decomposition method to solve problem P4 distributively. The basic method is first decomposing the problem into multiple subproblems, which are coupled in the constraints, and then solving it in iterations. In each iteration, the subproblems are solved in parallel with the information passed from the coupling variables until the solution converges. When forming the subproblems, we divide the APs into groups so that each subproblem maximizes the total utility of the APs in one group. In most practical applications, the decomposition is based on the nature of the problem itself. For example, decomposing problem P4 based on IGs can be a convenient choice. First, APs in the same IG cause interference with each other, and their time allocations should be jointly optimized. Second, the optimum solutions for individual IGs are coupled together because some APs belong to multiple IGs. Below we adopt the dual decomposition method in [22] to decompose problem P4 based on IGs. It should be mentioned that, although similar decomposition methods have been widely used in different research areas, including resource allocations in wireless networks, such as in [23] and [24] , rigorous mathematical analysis regarding the complexity and convergence rate for using the method is still not available in the literature [25] .
We now describe details of the subproblem formulation based on IGs. To have concise expressions, we drop the t variables. This should not cause any confusion because all the subproblems considered here are for the same frame. Since the APs belonging to multiple IGs play important roles when solving the problem, we define K i as the total number of IGs to which AP i belongs and distinguish the APs with K i = 1 from those with K i > 1. Each AP with K i = 1 belongs to only one IG and is referred to as a local AP, and all the local APs form a set denoted I loc . Each AP with K i > 1 belongs to more than one IG and is referred to as a net-AP. All the net-APs form a set I net . For each net-AP, we use K i fake APs (FAPs) to replace it, so that only one FAP belongs to each of the IGs that AP i belongs to. All FAPs form a set J . Define the allocated time for FAP j as Z j ; then, Z j = T i if j ∈ F i , where F i is a set of the FAPs that replace net-AP i, and |F i | = K i . The total utility for net-AP i is equal to a sum of the utilities of all its FAPs. Define h j (Z j ) as the total utility of FAP j. We have
Exactly how the K i FAPs should share the utility of net-AP i is not important to the proposed method. One example is that all the FAPs have an equal share of the total utility of the AP. That is, for each net-AP i, we have
for j ∈ F i . Other relationship between f i (T i ) and h j (Z j ) also works, as long as (31) is satisfied. The optimization problem P4 can be then rewritten as P5. min
where Z = [Z j , j ∈ J ], and I loc n and J n , respectively, are a set of the local APs and a set of FAPs in the nth IG.
The objective function in (33) can be further decomposed as a summation of the utilities of N IGs as
The constraint in (35) can be also rewritten based on individual IGs as
for n = 1, 2, . . . , N, where | i, j∈F i specifies that subscript i is the index of the AP replaced by FAP j. With this, problem P5 can be rewritten as
The partial Lagrangian of this problem can be written as
Next, we use the dual decomposition method in [22] to solve the problem. To find dual function, we should first minimize over all T i 's, which results in
That is, the sum of λ j 's for all FAP j's replacing the same AP is zero. With this condition, the objective function in P6 becomes
and problem P6 can be decomposed into N subproblems, each for one IG. For the nth IG, the subproblem is given as P7.
min
, and Z n = [Z j , j ∈ J n ]. Note that both T loc n and Z n are local variables to the subproblem for the nth IG, and the subproblem P7 can be solved locally within the IG. This is the advantage for adopting the partial Lagrangian in P6 to find the dual function. By incorporating (28) and (32), the objective function in (44) can be rewritten as
The solution to subproblem P7 is to allocate T frame to a local AP i or FAP j, whichever has the largest positive coefficient in (48), and 0 to all the other local APs and FAPs in the same IG. This local solution depends on λ j 's. Different subproblems are coupled by the public variable
net n ] through constraint (35). The following iterative algorithm based on [22] can be used to solve the subproblems, update λ j 's using the coupling constraint between subproblems, and solve the dual problem with a dual gap of zero. 0. Choose initial value as λ j = 0 for all j, and repeat the following steps until the process converges.
Solve subproblem P7 within individual IGs and obtain
T loc n = [T i , i ∈ I loc n ] and Z n = [Z j , j ∈ J n ].
An estimate of T i is found at each net-AP
, where i is the index of the net-AP so that j ∈ F i , and α is an appropriate step that can be chosen in any of the standard ways [22] . Later, we discuss some implementation details. Based on the result in Section III-B, we know that solving each subproblem in Step 1 requires the values of R im * i and X m * i from all APs in the IG. The subproblem can be solved by each AP after this information is broadcast from each AP to all other APs within the IG, or by a header AP, which should collect the information from all other APs in the same IG, solve the subproblem, and pass the solution to other APs in the IG. If all the APs in the IG are within each other's transmission range, electing a head AP is unnecessary because each AP's transmission can directly reach all other APs. If this is not the case, some APs in the same IG may need more than one hop to reach each other. A spanning tree can be formed among the APs in the IG, and the root AP can serve as the head AP. For a system with fixed AP locations and interference conditions, the spanning trees can be formed offline. In a practical deployment, the depth of the tree should be very small, e.g., 2, since transmissions of all the APs in the same IG interfere each other. In step 2, each net-AP averages the time allocated to its FAPs and uses it as an estimate of its own allocated time. In step 3, λ j are updated. If Z j =T i for a given i and j pair with j ∈ F i , λ j is not changed in the new iteration. When all the λ j are not changed in step 3, the iterative process stops, and the solution converges. Although in general a certain level of accuracy is specified to decide whether the changes to λ j are small enough, this is not needed for our problem because the solutions to all the local variables are either 0 or T frame . For net-AP i, when all its FAPs are allocated the same amount of time (either T frame or 0),T i is either 0 or T frame , and when this is the case for all net-APs, the iterative process can stop.
Overall, the main complexity of this scheme comes from the process for channel time allocations at the AP level, which is iterative and requires the APs within the same IG to exchange information. Although multiple iterations are required in general to solve the optimization problem, the information exchange between APs in the same IG is required only once in each frame. The HO-CA scheme does not require signaling exchanges between multiple APs belonging to different IGs, which is another advantage of adopting the dual decomposition method.
V. CA-HO SCHEME
In the previous scheme, most of the efforts are for finding the channel time allocations at the AP level. Here, we propose a relatively static method for channel time allocations at the AP level, and based on this, MSs make handoff decisions to maximize the total utility in each frame.
First, condition (2) should be satisfied when considering the channel time allocations at the AP level. Given the fact that APs within the same IG should not transmit at the same time, the cumulative transmission time for all the APs should be as large as possible to improve the overall system throughput. With this motivation, we choose to solve the following optimization problem to find T i :
where the logarithm objective function, together with the constraint, allows high cumulative transmission time of the APs, while preventing zero time allocated to some APs, which may be the result if some other objective functions such as max T i∈I T i are used. Assuming the interfering relationship is known to all the APs, the given problem can be solved offline. Each AP broadcasts its T i value to nearby MSs. Given the available time for each AP, we design a handoff scheme for the MSs. Some preliminary results of this paper have appeared in [26] and [27] . Define the average utility of the MSs currently associated with AP i as
where |M i | is the total number of MSs associated with AP i. Each AP calculates its own U AP, i value at the end of each frame and broadcasts the value to its one-hop neighboring APs. This signaling exchange is performed in the backbone channel and does not cost the data transmission time to MSs. Upon receiving the average utility information from its neighbors, AP i calculates the average utility per MS in the neighboring APs as
where N i is the set of the 
which is the utility that can be achieved if AP i transmits to MS m for the whole duration of its transmission time in a frame. The MS then finds i * as
IfŨ i * m >Ũ im and i * = i, where AP i is the MS's currently associated AP, MS m sends a handoff request to AP i * ; otherwise, it keeps the current association. Each AP may receive handoff requests from multiple MSs that are currently associated to other APs. For AP i, as all T i is allocated to one MS based on the local optimum solution in Section III-B, a natural criterion for the AP is to accept one and only one HO request, which is from the MS that can achieve the highest utility. Let M h, i denote a set of the MSs that are requesting to handoff to AP i. Upon receiving these handoff requests, AP i accepts the request of MS m * , where m * = arg max m∈M h, iŨ im .
VI. NUMERICAL RESULTS
Here, we generate numerical results to demonstrate the performance of the proposed schemes. We consider that all the APs in the network service area share the same frequency channel. Two APs are in the same IG if their distance is less than D. We consider that each system has a "hot spot" area, which is a circular area centered at a given AP, which is referred to as the "hot spot" AP. Each MS has a probability of β to move within the "hot spot" area, and a probability of 1 − β to move in the entire network service area. As β increases, more MSs are restricted to move within the hot spot area, and the geographical distribution of the MSs becomes more uneven. All MSs move randomly in their movement areas by following the random waypoint model. At the beginning of each frame, the moving speed of an MS is uniformly distributed between 0 and V max , and the moving direction is uniformly distributed between 0 and 2π. The moving speed and direction are fixed during one frame. The speed and direction of different MSs are selected independently. The Shannon's formula is used to find the transmission rate from AP i to MS m as given by
where W is the transmission bandwidth, and P noise is the power of the background additive white Gaussian noise. We simulate different scenarios of AP locations and MS movement patterns, and collect the average throughput and fairness performance. The average throughput is the total throughput of all the MSs divided by the total number of APs, and the throughput fairness is evaluated based on average throughput of individual MSs using the Jain's fairness index [28] . For comparison, we also plot the results for a "max-throughput" scheme, which always maximizes the total throughput of all the MSs. The results for this scheme are obtained by solving the optimization problem P1 in Section III but changing the objective function to maximize m η m (t) in each frame t. Default parameters are listed in Table I . We first consider a fixed number of APs. Sixteen APs are uniformly distributed in a square service area of 1 km × 1 km. The fairness index and throughput performance versus a number of MSs is averaged across 1000 randomly generated topologies. In each of these topologies, one AP is randomly picked up with equal probability as the hot spot AP. With 16 APs, the iterative process for using the dual decomposition method to solve the channel allocations in the HO-CA scheme requires a few tens to a few hundreds of iterations to converge. However, since the computational complexity for solving each subproblem is trivial, the total time for solving the channel allocations is also very small and can be neglected when compared with the frame duration. The fairness and throughput performance results versus the total number of MSs are shown in Figs In Figs. 1, 3 , and 5, it is shown that the optimum PF solution achieves perfect fairness, and the fairness index of both the proposed schemes is very close to 1, although the CA-HO scheme achieves slightly poorer fairness than the HO-CA scheme. These results indicate that the proposed schemes that decouple the MS handoff and channel time allocations work well in terms of achieving fair average throughput among the MSs. In the HO-CA scheme, the link-gain-based handoff decisions may result in a different number of MSs associated to different APs, but the optimum channel time allocations can compensate this effect and allocate more time to the APs associated with more MSs. Similarly, in the CA-HO scheme, the static channel time allocations at the AP level do not adapt to traffic load changes, but the handoff decisions made by the MSs based on the available channel time of individual APs can mitigate some of this effect and achieve good fairness for the average throughput among the MSs. In addition, Figs. 1, 3, and 5 show that the fairness index of the max-throughput scheme is much below 1 in different simulation settings.
Figs. 2, 4, and 6 show that the throughput performance of the optimum PF solution is slightly lower than that of the maxthroughput scheme, which achieves the highest throughput at a price of poor fairness. The performance gap between these two solutions is due to the tradeoff between throughput and fairness. The same figures also show gaps between the throughput performance of the proposed distributed schemes and the optimum PF solution, and this is due to the fact that none of the proposed schemes can globally optimize the resource utilization and that their performance is degraded by decoupling the channel time allocations and handoff decisions.
Both proposed schemes achieve a very good fairness index, which is close to the optimum and is much better than that of the max-throughput scheme. Figs. 1 and 3 show that, for given β, the fairness index of the proposed schemes is not sensitive to the changing number of MSs. Figs. 2 and 4 show that the throughput of both the proposed schemes increases with the number of MSs, and furthermore, the increase for the HO-CA scheme is more obvious than that for the CA-HO scheme, particularly when β is larger. This indicates that HO-CA is more effective than CA-HO. For both the proposed schemes, Fig. 5 shows that changing β has only a very minor effect on the fairness index since this does not change the relative traffic load distribution in the system service area when the total number of MSs is fixed, whereas Fig. 6 shows that the throughput drops with β since larger β creates more unbalanced traffic load distribution, which requires more resources to achieve fairness and reduces the throughput.
By comparing performance of the two proposed schemes, we can see that the HO-CA scheme achieves both better fairness and higher throughput than the CA-HO scheme. In the HO-CA scheme, although the handoff decisions are made heuristically, the channel time is allocated in an optimum way once the handoff decisions are made; on the other hand, in the CA-HO scheme, the channel time at the AP level is allocated statically without considering the MS locations, and following that, the handoff decisions are made again heuristically. Overall, the HO-CA scheme optimizes the resource utilization more aggressively and can better deal with the uneven traffic load distributions than the CA-HO scheme; therefore, decoupling the channel time allocations and handoff decisions results in less performance degradation to the HO-CA scheme than to the CA-HO scheme. This affects both the fairness and throughput of the schemes.
Before completing this set of the results, we demonstrate fairness performance of the proposed scheduling solutions as time changes. The objective of all the proposed solutions, including the optimum and the two heuristic ones, is to achieve fairness of the long-term average throughput among the MSs. The results in Fig. 7 indicate that, for all the proposed solutions, the fairness index is nondecreasing with time; furthermore, the optimum solution requires the smallest number of frames to reach the ideal fairness, the HO-CA scheme requires more frames, and the CA-HO scheme requires even more frames (to reach slightly lower fairness). A curve is also plotted for the "max-throughput" scheme, which results in a much poor fairness index.
Then, we change the total number of APs deployed in the network service area of 1 km × 1 km. For each given number of APs, 1000 randomly generated topologies are generated, and in each of the topologies, one AP is randomly picked up as the hot spot AP. The results are shown in Figs. 8 and 9 for fairness index and throughput performance, respectively. For the fairness index, the observations in Fig. 8 are consistent with that in the previous results. That is, the fairness index of the proposed schemes is close to optimum and much higher than that achieved by the max-throughput scheme. In addition, the HO-CA scheme achieves slightly better fairness than the CA-HO scheme, and for each scheme, the fairness index at β = 30% is slightly higher than that at β = 90%.
For the throughput performance, Fig. 9 shows that the HO-CA scheme achieves slightly higher throughput than the CA-HO scheme, and for each scheme, the throughput at β = 30% is slightly higher than that at β = 90%. In addition, as the number of APs increases, the throughput increases and then decreases. This is due to some contradictory effects of the number of APs in a fixed service area on the throughput performance. On one hand, having more APs increases the number of simultaneously served MSs and provides more chances for the MSs to hand off to the APs that can serve them with high transmission rates. On the other hand, as the number of APs increases, more APs can cause interference to each other, and less transmission time is available to each AP, which reduces the total data transmission throughput. When the number of APs is relatively small, the first effect dominates, and the throughput increases with the number of APs; as the number of APs further increases and is above a certain value, the second effect dominates, and the throughput decreases with the number of APs.
All the previous results are collected after averaging across a large number of topologies with different AP locations. Then, we simulate the performance of the proposed schemes in specific network topologies and look at the behaviors of the schemes. We consider a small network with six APs and 28 MSs, simulate three scenarios with different AP distributions and hot spot locations, and compare their performance. The simple interference relationship in small networks can help us better understand the effect of network topology, unevenly distributed traffic loads, and hot spot locations on the fairness and throughput performance of the proposed schemes.
Scenario 1: All six APs are equally spaced in a line, as shown in the upper part of Fig. 10 . The distance between any two neighboring APs is 200 m. At any time, at most three APs can transmit simultaneously. The hot spot AP is AP 2. Fig. 11 shows that the fairness index of the proposed schemes in this scenario is very close to 1 and not affected much by increasing β. Meanwhile, Fig. 12 shows that the throughput performance of all the proposed schemes is also not affected much by changing β. Note that, in this scenario, MSs near the hot spot AP (AP 2) can have a good chance to hand off to APs 1 or 3. Regarding IGs, AP 2 belongs to two IGs: one including APs 1 and 2 and another including APs 2 and 3. Therefore, the amount of time allocated to AP 2 directly affects that to APs 1 and 3. As will be shown, the restrictions for allocating channel time to APs and making handoff decisions for MSs are less strict in this scenario compared with the following two scenarios. By comparing the fairness performance results for scenario 2 in Fig. 13 and for scenario 1 in Fig. 11 , we can see that the fairness index of both the proposed schemes in scenario 2 is slightly lower than that in scenario 1, and the fairness dropping for the CA-HO scheme is slightly larger than that for the HO-CA scheme. Compared with scenario 1, the irregular topology in scenario 2 makes it more difficult to provide close-to-perfect fairness. This does not affect the HO-CA scheme very significantly because the optimum channel time allocations at both the AP and MS levels can reduce the effect of nonoptimum handoff decisions. While, for the CA-HO scheme, channel time at the AP level is allocated independently of the overload condition, and in Scenario 2, as the overloaded AP interferes more other APs, it is allocated to relatively shorter channel time (compared with AP 2 in scenario 1), which affects both the throughput and fairness of the scheme negatively. Further comparing the throughput performance results for scenario 2 in Fig. 14 and for scenario 1 in Fig. 12 , we can see that the throughput of both schemes in scenario 2 is much lower than in scenario 1. Compared with scenario 1, more APs can cause interference to one another in scenario 2, and the cumulative available transmission time of all the APs is less, which results in lower throughput in scenario 2 for both the proposed schemes.
We then compare the performance of the proposed schemes in scenarios 2 and 3. In Fig. 13 , it is shown that the fairness index of both the proposed schemes in scenario 3 is lower than in scenario 2, although still much higher than that of the maxthroughput scheme. This is because the overloaded AP (AP 1) in scenario 3 has fewer neighbors, which limits both the channel time adjustment between APs and handoff choices of the MSs. As a result, when β is large, MSs in the coverage area of AP 1 receive much lower throughput than other MSs.
Fig. 14 also shows that the throughput of the HO-CA scheme in scenario 3 is almost the same as in scenario 2, whereas the throughput of the CA-HO scheme in scenario 3 is slightly higher than in scenario 2. The main reason for this is that, in the HO-CA scheme, the channel time allocated to each AP and MS is adaptively changed and always optimized to the current MS-AP associations. Therefore, the scheme has more flexibility to adapt to the network condition changes without significantly sacrificing the throughput performance. For the CA-HO scheme, the channel time allocated to each AP is determined by the interference relationship between the APs and is irrelevant to the MS distributions. In scenario 2, the overloaded AP (AP 2) has more neighboring APs, and this allows more MSs in the hot spot area to connect to other APs to achieve better fairness. As a result, the throughput is sacrificed because more MSs have to be served by APs that do not have the best link gains to them. While in scenario 3, MSs in the overloaded area do not have as many handoff choices as in scenario 2. Although these MSs are served with lower average throughput, other MSs in nonoverloaded areas can be served with higher throughput. Therefore, the overall throughput in scenario 3 can be higher than in scenario 2.
VII. CONCLUSION
We have proposed two distributed schemes for channel allocations and handoff management in WMNs to provide fair throughput for MSs. Our results have demonstrated that the proposed schemes can provide good fairness, even when the location distributions of the MSs are highly uneven in the network service area. In this paper, we have assumed that neighboring APs do not transmit at the same time to avoid interference. Next, we will extend the work by incorporating transmission scheduling into the resource allocations to further improve the channel reuse efficiency.
