Abstract Two kinds of approximation algorithms exist for the k-BAL-ANCED PARTITIONING problem: those that are fast but compute unsatisfying approximation ratios, and those that guarantee high quality ratios but are slow. In this paper we prove that this tradeoff between runtime and solution quality is necessary. For the problem a minimum number of edges in a graph need to be found that, when cut, partition the vertices into k equal-sized sets. We develop a reduction framework which identifies some necessary conditions on the considered graph class in order to prove the hardness of the problem. We focus on two combinatorially simple but very different classes, namely trees and solid grid graphs. The latter are finite connected subgraphs of the infinite 2D grid without holes. First we use the framework to show that for solid grid graphs it is NP-hard to approximate the optimum number of cut edges within any satisfying ratio. Then we consider solutions in which the sets may deviate from being equal-sized. Our framework is used on grids and trees to prove that no fully polynomial time algorithm exists that computes solutions in which the sets are arbitrarily close to equal-sized. This is true even if the number of edges cut is allowed to increase the more stringent the limit on the set sizes is. These are the first bicriteria inapproximability results for the problem.
The Model and Setting
We consider the k-BALANCED PARTITIONING problem in which the n vertices of a graph need to be partitioned into k sets of size at most n/k each. At the same time the cut size, which is the number of edges connecting vertices from different sets, needs to be minimised. This problem has many applications including VLSI circuit design [4] , image processing [26] , computer vision [18] , route planning [5] , and divide-and-conquer algorithms [20] . In our case the motivation stems from parallel computations for finite element models (FEMs) [2] . In these a continuous domain of a physical model is discretised into a mesh of sub-domains (the elements). The mesh induces a graph in which the vertices are the elements and each edge connects neighbouring sub-domains. A vertex in the graph then corresponds to a computational task in the physical simulation at hand. An edge means that the incident tasks need to exchange data during the simulation. Since the model is usually very large, the computation is done in parallel. Hence the tasks need to be scheduled (i.e. partitioned) on to a number of machines (given by k) so that the loads of the machines (the set sizes) are balanced. At the same time the interprocessor communication (the cut size) needs to be minimised since this constitutes a bottleneck in parallel-computing. In this paper we focus on 2D FEMs. For these the corresponding graph is a planar graph, typically given by a regular tessellation of the plane. Two examples are triangulations and quadrilateral tilings [8] . We concentrate on the latter and consider so called solid grid graphs which correspond to tessellations into squares. A grid graph is a finite subgraph of the infinite 2D grid. An interior face of a grid graph is called a hole if more than four edges surround it. If a grid graph is connected and does not have any holes, it is called solid.
In general it is NP-hard to approximate the cut size of k-BALANCED PARTITIONING within any finite factor [1] . However the corresponding reduction relies on the fact that a general graph may not be connected and thus the optimal cut size can be zero. Since a 2D FEM always induces a connected planar graph this strong hardness result may not apply. Yet even for trees [11] it is NP-hard to approximate the cut size within n c , for any constant c < 1. The latter result however relies on the fact that the maximum degree of a tree can be arbitrarily large. Typically though, a 2D FEM induces a graph of constant degrees, as for instance in grid graphs. In fact, even though approximating the cut size in constant degree trees is APX-hard [11] , there exists an O(log(n/k)) approximation algorithm [11, 21] for these. This again raises the question of whether efficient approximation algorithms can be found for graphs induced by 2D FEMs. In this paper we give a negative answer to this question. We prove that it is NP-hard to approximate the cut size within n c for any constant c < 1/2 for solid grid graphs. We also show that this is asymptotically tight by providing a corresponding approximation algorithm.
Hence when each set size is required to be at most n/k (the perfectly balanced case), the achievable approximation factors are not satisfying. Therefore we consider bicriteria approximations in which additionally the sets may deviate from being perfectly balanced. As is the rule in such settings, we will compare the computed cut size with the optimal perfectly balanced solution. Throughout this paper we will denote the approximation ratio on the cut size by α.
For planar graphs it is possible to combine the famous Klein-PlotkinRao Theorem [16] with spreading metric techniques [9] in order to compute a solution for which α ∈ O(1) and each set has size at most 2 n/k . This needs O(n 3 ) time or O(n 2 ) expected time. For the same guarantee on the set sizes, it is also possible to harness recent results [10] on cuts in solid grid graphs together with a recursive method [25] , in order to give a faster algorithm for these graphs. It runs in O(n 1.5 ) time but approximates the cut size within α ∈ O(log k). However it is not hard to see how set sizes that deviate by a factor of 2 from being perfectly balanced may be detrimental in practical applications. For instance in parallel-computing this means a significant slowdown, as the overall runtime is determined by the machine finishing last. Hence we desire an algorithm that computes a near-balanced partition in which each set has size at most (1 + ε) n/k , for arbitrary ε > 0. For general graphs the best algorithm [11] known will compute a near-balanced solution for which α ∈ O(log n). However the runtime of this algorithm increases exponentially when ε decreases. Therefore this algorithm is too slow for practical purposes. Do algorithms exist that are both fast and compute near-balanced solutions? Note that the factor α of the above algorithm does not depend on ε. It therefore suggests itself to devise an algorithm that will compensate the cost of being able to compute near-balanced solutions not in the runtime but in the cut size. In this paper however, we show that no such algorithm exists that is reasonable for practical applications. More precisely, we consider fully polynomial time algorithms for which the runtime is at most π(n/ε) for a polynomial π. We show that, unless P=NP, for solid grid graphs there is no such algorithm for which the computed solution is near-balanced and α = n c /ε d , for any constants c and d where c < 1/2.
Our main contribution is a framework with which hardness results such as the two described above can be derived. We will identify some sufficient conditions on the considered graphs that allow for the reductions. Intuitively these conditions entail that cutting vertices from a graph must be expensive in terms of the number of edges used. We also employ the proposed reduction framework on general graphs and trees, in order to complement the known results. For general (disconnected) graphs we can show that, unless P=NP, there is no finite value for α allowing a fully polynomial time algorithm that computes near-balanced partitions. For trees we can prove that this is true for any α = n c /ε d , for arbitrary constants c and d where c < 1. These results demonstrate the ability of our framework to capture a fundamental trait of the k-BALANCED PAR-TITIONING problem, in particular since we prove the hardness for two combinatorially simple graph classes which however are very different. For solid grid graphs we harness their isoperimetric properties in order to satisfy the conditions, while for trees we use their ability to have high vertex degrees instead. These are the first bicriteria inapproximability results for the problem. We also show that all of them are asymptotically tight by giving corresponding approximation algorithms.
Related Work. Apart from the results mentioned above, Simon and Teng [25] gave a framework with which bicriteria approximations to k-BALANCED PARTITIONING can be computed. It is a recursive procedure that repeatedly uses a given algorithm for sparsest cuts. If a sparsest cut can be approximated within a factor of β then their algorithm yields ratios ε = 1 and α ∈ O(β log k). The best factor β for general graphs [3] is O( √ log n). For planar graphs Park and Phillips [23] show how to yield β ∈ O(t) in O(n 1.5+1/t ) time, for arbitrary t. On solid grid graphs constant approximations to sparsest cuts can be computed in linear time [10] . For general graphs the best ratio α is achieved by Krauthgamer et al. [17] . For ε = 1 they give an algorithm achieving α ∈ O( √ log n log k). Near-balanced partitions were considered by Andreev and Räcke [1] who showed that a ratio of α ∈ O(log 1.5 (n)/ε 2 ) is possible. This was later improved [11] to α ∈ O(log n), making α independent of ε. In the latter paper also a PTAS is given for trees. For perfectly balanced solutions, there is an approximation algorithm achieving α ∈ O(∆ log ∆ (n/k)) for trees [21] , where ∆ is the maximum degree. For planar graphs a solution where α ∈ O( √ ∆n) can be computed using the results by Diks et al. [7] . The special case when k = 2 (the BISECTION problem) has been thoroughly studied. The problem is NP-hard in general [14] and can be approximated within O(log n) [24] . Assuming the Unique Games Conjecture, no constant approximations are possible in polynomial time [15] . Leighton and Rao [19] show how near-balanced solutions for which α ∈ O(β/ε 3 ) can be computed, where β is as above. In contrast to the case of arbitrary k, the BISECTION problem can be computed optimally in O(n 4 ) time for solid grid graphs [12] , and in O(n 2 ) time for trees [21] . For planar graphs the complexity of BISECTION is unknown, but a PTAS exists [6] .
The Reduction Framework
To derive the hardness results we give a reduction from the 3-PARTITION problem defined below. It is known that 3-PARTITION is strongly NPhard [13] which means that it remains so even if all integers are polynomially bounded in the size of the input.
Definition 1 (3-PARTITION) Given 3k integers a 1 , . . . , a 3k and a threshold s such that s/4 < a i < s/2 for each i ∈ {1, . . . 3k}, and 3k i=1 a i = ks, find a partition of the integers into k triples such that each triple sums up to exactly s.
We will set up a general framework for a reduction from 3-PARTITION to different graph classes. This will be achieved by identifying some structural properties that a graph constructed from a 3-PARTITION instance has to fulfil, in order to show the hardness of the k-BALANCED PARTITION-ING problem. We will state a lemma which asserts that if the constructed graph has these properties then an algorithm computing near-balanced partitions and approximating the cut size within some α is able to decide the 3-PARTITION problem. We will see that carefully choosing the involved parameters for each of the given graph classes yields the desired reductions. While describing the structural properties we will exemplify them for general (disconnected) graphs which constitute an easily understandable case. For these graphs it is NP-hard to approximate the cut size within any finite factor [1] . We will show that, unless P=NP, no fully polynomial time algorithm exists for any α when near-balanced solutions are desired.
For any 3-PARTITION instance we construct 3k graphs, which we will call gadgets, with a number of vertices proportional to the integers a 1 to a 3k . In particular, for general graphs each gadget G i , where i ∈ {1, . . . 3k}, is a connected graph on 2a i vertices. This assures that the gadgets can be constructed in polynomial time since 3-PARTITION is strongly NP-hard. In general we will assume that we can construct 3k gadgets for the given graph class such that each gadget has pa i vertices for some p specific for the graph class. These gadgets will then be connected using some number m of edges. The parameters p and m may depend on the values of the given 3-PARTITION instance. For the case of general graphs we chose p = 2 and we let m = 0, i.e. the gadgets are disconnected. In order to show that the given gadgets can be used in a reduction, we require that an upper bound can be given on the number of vertices that can be cut out using a limited number of edges. More precisely, given any colouring of the vertices of all gadgets into k colours, by a minority vertex in a gadget G i we mean a vertex that has the same colour as less than half of G i 's vertices. Any partition of the vertices of all gadgets into k sets induces a colouring of the vertices into k colours. For approximation ratios α and ε, the property we need is that cutting the graph containing n vertices into k sets using at most αm edges, produces less than p − εn minority vertices in total. Clearly ε needs to be sufficiently small so that the graph exists. When considering fully polynomial time algorithms, ε should however also not be too small since otherwise the runtime may not be polynomial. For general graphs we achieve this by choosing ε = (2ks)
and threshold s, a reduction set for k-BALANCED PARTITIONING contains a graph determined by some given parameters m, p, ε, and α which may depend on I. Such a graph constitutes 3k gadgets connected through m edges. Each gadget G i , where i ∈ {1, . . . , 3k}, has pa i vertices. Additionally, if a partition of the n vertices of the graph into k sets has a cut size of at most αm, then in total there are less than p − εn minority vertices in the induced colouring.
Obviously the involved parameters have to be set to appropriate values in order for the reduction set to exist. For instance p must be an integer and ε must be sufficiently small compared to p and n. Since however the values will vary with the considered graph class we fix them only later. In the following lemma we will assume that the reduction set exists and therefore all parameters were chosen appropriately. It assures that given a reduction set, an approximation algorithm for k-BALANCED PARTITIONING can decide the 3-PARTITION problem. For general graphs we have seen above that a reduction set exists for any finite α and ε = (2ks) −1 . This means that a fully polynomial time algorithm for k-BALANCED PARTI-TIONING computing near-balanced partitions and approximating the cut size within α, can decide the 3-PARTITION problem in polynomial time. Such an algorithm can however not exist, unless P=NP.
Lemma 3 Let for ε ≥ 0 an algorithm A be given that for any graph in a reduction set for k-BALANCED PARTITIONING computes a partition of the n vertices into k sets of size at most (1 + ε) n/k each. If the cut size of the computed solution deviates by at most α from the optimal cut size of a perfectly balanced solution, then the algorithm can decide the 3-PARTITION problem.
Proof. Let k be the value given by a 3-PARTITION instance I, and let G be the graph corresponding to I in the reduction set. Assume that I has a solution. Then obviously cutting the m edges connecting the gadgets of G gives a perfectly balanced solution to I. Hence in this case the optimal solution has a cut size of at most m. Accordingly algorithm A will cut at most αm edges since it approximates the cut size by a factor of α. We will show that in the other case when I does not have a solution, the algorithm will cut more than αm edges. Hence A can decide the 3-PARTITION problem and thus the lemma follows.
For the sake of deriving a contradiction assume that algorithm A cuts at most αm edges in case the 3-PARTITION instance I does not permit a solution. Since the corresponding graph G is from a reduction set for k-BAL-ANCED PARTITIONING, by Definition 2 this means that from its n vertices, in total less than p − εn are minority vertices in the colouring induced by the computed solution of A. Each gadget G i , where i ∈ {1, . . . 3k}, of G has a majority colour, i.e. a colour that more than half the vertices in G i share. This is because the size of G i is pa i and we can safely assume that a i ≥ 2 (otherwise the 3-PARTITION instance is trivial due to s/4 < a i < s/2). The majority colours of the gadgets induce a partition P of the integers a i of I into k sets. That is, we introduce a set in P for each colour and put an integer a i in a set if the majority colour of G i equals the colour of the set.
Since we assume that I does not admit a solution, if every set in P contains exactly three integers there must be some set for which the contained integers do not sum up to exactly the threshold s. On the other hand the bounds on the integers, assuring that s/4 < a i < s/2 for each i ∈ {1, . . . , 3k}, mean that in case not every set in P contains exactly three elements, there must also exist a set for which the contained numbers do not sum up to s. By the pigeonhole principle and the fact that the sum over all a i equals ks, there must thus be some set T among the k in P for which the sum of the integers is strictly less than s. Since the involved numbers are integers we can conclude that the sum of the integers in T is in fact at most s − 1. Therefore the number of vertices in the gadgets corresponding to the integers in T is at most p(s − 1). Let w.l.o.g. the colour of T be 1. Apart from the vertices in these gadgets having majority colour 1, all vertices in G that also have colour 1 must be minority vertices. Hence there must be less than p(s − 1) + p − εn many vertices with colour 1. Since 3k i=1 a i = ks and thus ps = n/k, these are less than n/k − εn. At the same time the algorithm computes a solution inducing a colouring in which each colour has at most (1 + ε)n/k vertices, since n = pks is divisible by k. This means we can give a lower bound of n−(k−1)(1+ε)n/k on the number of vertices of a colour by assuming that all other colours have the maximum number of vertices. Since this lower bound equals (1 + ε)n/k − εn, for any ε ≥ 0 we get a contradiction on the upper bound derived above for colour 1. Thus the assumption that the algorithm cuts less than αm edges if I does not have a solution is wrong.
Consequences for Grids and Trees
We will now consider solid grid graphs and trees to show the hardness of the k-BALANCED PARTITIONING problem when restricted to these. For grids we establish our results by considering a set of rectangular grid graphs which are connected in a row (Figure 1) . By a rectangular grid graph we mean a solid grid graph with the following property. In its natural planar embedding for which the vertices are coordinates in N 2 and the edges have unit length, the straight line edges touching the exterior face form an orthogonal rectangle. The width of a rectangular grid graph is the number of vertices sharing the same y-coordinate in this embedding. Accordingly the height is the number sharing the same x-coordinate. We first prove that such topologies can be used for reduction sets. We satisfy the conditions by observing that a grid graph resembles a discretised polygon and hence shares their isoperimetric properties. This fact was already used in [22] and we harness these results in the following lemma.
Lemma 4 Let ε ≥ 0 and α ≥ 1. For any 3-PARTITION instance, let a solid grid graph G be given that consists of 3k rectangular grids which are connected in a row using their lower left and lower right vertices by m = 3k − 1 edges. Moreover let the height and width of a rectangular grid G i , where i ∈ {1, . . . 3k}, be (3kα) 2 + εn and (3kα) 2 + εn a i , respectively. If they exist, these grid graphs form a reduction set for k-BALANCED PARTITIONING. Proof. Consider one of the described graphs G for a 3-PARTITION instance. Since both the height and the width of each rectangular grid G i is greater than αm, using at most αm edges it is not possible to cut across a gadget G i , neither in horizontal nor in vertical direction. Due to [22, Lemma 2] it follows that with this limited amount of edges, the maximum number of vertices can be cut out from the gadgets by using a square shaped cut in one corner of a single gadget. Such a cut will cut out at most (αm/2) 2 vertices. Hence if the vertices of the grid graph G are cut into k sets using at most αm edges, then the induced colouring contains at most (αm/2) 2 minority vertices in total. Since the size of each gadget is its height times its width, the parameter p is greater than (αm) 2 + εn. Hence the number of minority vertices is less than p − εn.
The above topology is first used in the following theorem to show that no satisfying fully polynomial time algorithm exists.
Theorem 5 Unless P=NP, there is no fully polynomial time algorithm for the k-BALANCED PARTITIONING problem on solid grid graphs that for any ε > 0 computes a solution in which each set has size at most (1 + ε) n/k and where α = n c /ε d , for any constants c and d where c < 1/2.
Proof. In order to prove the claim we need to show that a reduction set as suggested by Lemma 4 exists and can be constructed in polynomial time.
To prove the existence we show that the number of vertices of a grid graph as suggested by Lemma 4 is finite and hence its construction is feasible. We assume w.l.o.g. that α ≥ 1 and hence (3kα) 2 + εn ≤ 2 (3kα) 2 + εn. Thus the parameter p, which is determined by the width and height of the gadgets, is at most 4(3kα) 2 + 4εn. Since the algorithm can compute a near-balanced partition for any ε > 0 we set ε = (8ks) −1 . The number of vertices in a solid grid graph as suggested by Lemma 4 is
Next we consider computing perfectly balanced partitions. The proof of the following theorem can be found in the Appendix.
Theorem 6
There is no polynomial time algorithm for the k-BALANCED PARTITIONING problem on solid grid graphs that approximates the cut size within α = n c for any constant c < 1/2, unless P=NP.
Lemma 4 shows that for solid grid graphs the hardness derives from their isoperimetric properties. Trees do not experience such qualities. However they may have high vertex degrees, which grids cannot. The following theorem shows that this property also leads to a similar hardness as for solid grid graphs. The proof can be found in the Appendix.
Theorem 7 Unless P=NP, there is no fully polynomial time algorithm for the k-BALANCED PARTITIONING problem on trees that for any ε > 0 computes a solution in which each set has size at most (1 + ε) n/k and where α = n c /ε d , for any constants c and d where c < 1.
Conclusions
Are there algorithms for the k-BALANCED PARTITIONING problem that are both fast and compute near-balanced solutions, even when allowing the cut size to increase when ε decreases? This paper gives a negative answer to this question. In particular this means that completely different insights must be employed in order to find methods usable in practice. This is especially true since we were able to give this conclusion for solid grid graphs, which model graphs resulting from 2D FEMs.
Our main contribution was a framework with which inapproximability results can be achieved by identifying some structural conditions of the considered graph class. We considered two combinatorially very simple classes in this paper. For solid grid graphs we satisfied the conditions using their isoperimetric properties, while for trees we used their ability to have high vertex degrees instead. We were able to show that both graph classes experience similar hardness. This is remarkable since trees and grid graphs have entirely different combinatorial properties. On the other hand, this emphasizes the ability of the given reduction framework to capture a fundamental trait of the k-BALANCED PARTITIONING problem.
By harnessing results by Diks et al. [7] it is possible to derive an approximation algorithm computing perfectly balanced partitions and achieving α ∈ O( √ n) for solid grid graphs. This shows that both the hardness results we gave for these graphs are asymptotically tight, since the algorithm runs in (fully) polynomial time. For trees a trivial approximation algorithm can cut all edges in the graph and thereby yield α = n. This shows that also the achieved result for trees is asymptotically tight.
We were also able to use our framework to complement the known results for general graphs. To the best of our knowledge these gave the first bicriteria inapproximability results for the k-BALANCED PARTITIONING problem. It remains to be seen what other structural properties can be harnessed for our framework, in order to prove the hardness for entirely different graph classes. It is worth noticing though that the results for solid grids can easily be applied to other grid graphs that have a simple structure but are not solid. For instance one might consider grid graphs that have rectangular shapes having only rectangular shaped holes. By adding an edge between the top most corner vertices in the gadgets used in Figure 1 and slightly adapting the respective parameters, one can show that this class of grid graphs experiences the same complexity.
In face of these harsh complexity results ruling out satisfying algorithms even for very simple graph classes, the question remains how provably good algorithms can be found. Possibly, randomised algorithms might circumvent the presented complexity results. Or some more sophisticated tools analysing the complexity space of the problem, such as given by smoothed analysis techniques, may reveal that the hard instances are isolated and therefore not relevant in practice.
