Let G be a connected k-regular multigraph of order n that has only three distinct eigenvalues. In this paper, we consider the largest possible graph G for given k. For k = 2, 3, 7, the Moore graphs are largest. For k = 2, 3, 7, 57, we show an upper bound n ≤ q 2 + q + 1, where q = k − 1. The existence of a connected k-regular multigraph G of order q 2 + q + 1 with only three distinct eigenvalues is equivalent to the existence of a finite projective plane P G(2, q) that admits a polarity.
Let n be the order, g the girth, λ the second-largest eigenvalue, and d the number of non-trivial distinct eigenvalues of G. Suppose G is a k-regular simple graph. Nozaki [23] shows that for given n, k, the graph satisfying g ≥ 2d has the smallest second-largest eigenvalue λ in all k-regular graphs of order n. Cioabȃ, Koolen, Nozaki, and Vermette [9] show that for given λ, k, the graph satisfying g ≥ 2d has the largest order n in all k-regular graphs with second-largest eigenvalue at most λ. The graph satisfying g ≥ 2d is distance-regular [1, 23] , and the number of eigenvalues is small considering the order. The linear programming bound [23] plays the main role in the two results. The graph attaining the linear programming bound has a relatively small number of eigenvalues (see [23, Remark 2] ).
Let G be a connected k-regular multigraph of order n with only d nontrivial eigenvalues. Since the diameter of G is at most d, we have the Moore bound n ≤ 1 + k d−1 i=0 (k − 1) i . A Moore graph is largest in all graphs for fixed numbers k and d. Unfortunately a Moore graph does not exist except for (d, k) = (2, 2), (2, 3) , (2, 7) , (2, 57) [4, 10] . We would like to consider the following problem. Problem 1.1. Let G be a connected k-regular multigraph and d a fixed natural number. Suppose the number of distinct eigenvalues of G is equal to d + 1. Then find the largest possible graphs G and classify them.
In this paper, we deal with the case d = 2. We prove the upper bound n ≤ q 2 + q + 1 for k = 2, 3, 7, 57, where q = k − 1. When q is a prime power, a largest graph is obtained from a symmetric incidence matrix of the classical projective plane P G(2, q).
The paper is organised as follows. In Section 2, the linear programming bound [23] is generalized for connected regular multigraphs. We also give a certain improvement of the Moore bound with prescribed distinct eigenvalues. In Section 3, we prove the upper bound n ≤ q 2 + q + 1 for k = 2, 3, 7, 57. In Section 4, we construct the graph that attains n ≤ q 2 + q + 1 from a classical finite projective plane. Indeed the existence of a connected k-regular multigraph G of order q 2 + q + 1 with only three distinct eigenvalues is equivalent to the existence of a finite projective plane P G(2, q) that admits a polarity. In Section 5, we give several remarks.
Bounds for regular multigraphs
Let V be a finite set, and E a subset of {{u, v} : u, v ∈ V }. Let (E, m) be a multiset with underlying set E and multiplicity function m. Let G be a multigraph (V, (E, m)), which may have a loop {v} ∈ E. The adjacency matrix A of G is the symmetric matrix indexed by V with the (u, v)-entry
Let E be a multiset {e 1 , . . . , e n } defined as (E, m), where n = e∈E m(e). For v j ∈ V and e i j ∈ E, a sequence w p = (v 0 , e i 1 , v 1 , e i 2 , v 2 , . . . , v p−1 , e ip , v p ) is a walk if e i j = {v j−1 , v j } for each j ∈ {1, . . . , p}. We shortly write a walk w p = (e i 1 , . . . , e ip ). The number p is called the length of a walk. A walk w p is non-backtracking if there does not exist j ∈ {1, . . . , p − 1} such that i j = i j+1 , or p = 1. A non-backtracking walk w p is a cycle if v 0 = v p . The minimum length of cycles in G is called the girth of G. If G has a loop, then the girth of G is 1. It is well known that the (u, v)-entry of A i is the number of walks of length
denote a polynomial of degree i defined by uv of A 2 is the number of walks of length 2 from u to v. A walk that has backtracking must form (e i , e i ). The assertion follows from b
uv − kδ uv , where δ is the Kronecker delta.
Suppose f
The value s∈V b
(1)
is the number of walks (e 1 , . . . , e p ) such that e 1 = {u, * }, e 2 = { * , v}, and (e 2 , . . . , e p ) is non-backtracking. We remove walks that have backtracking, namely satisfy e 1 = e 2 . For given non-backtracking walk (e 3 , . . . , e p ), the number of choices of e 1 is equal to k − 1 because e 1 = e 3 . Therefore f
Singleton [27] proved the same theorem as Theorem 2.1 only for k-regular simple graphs. Let I denote the identity matrix. Let J denote the matrix whose entries are all 1. The following bound is called the linear programming bound.
Theorem 2.2. Let G be a connected k-regular multigraph of order n with adjacency matrix A. Let τ 0 , . . . , τ d be the distinct eigenvalues of A, where
Proof. Since A is a real symmetric matrix, we have the spectral decompo-
Taking the traces in (2.3), we have
because E j is positive semidefinite, and each entry in
Nozaki [23] proved the same theorem as Theorem 2.2 only for k-regular simple graphs. Let k i = k(k − 1) i−1 and k 0 = 1. The following lemma is used in a proof of Theorem 2.4. Lemma 2.3. Let G be a connected k-regular multigraph of order n with adjacency matrix A. Then the number of non-zero entries in
Proof. For each u ∈ V , the number of non-backtracking walks of length i from u is equal to k i . This lemma therefore follows.
Theorem 2.4. Let G be a connected k-regular multigraph of order n with adjacency matrix A. Let F (x) be a polynomial that can be expressed by This implies the lemma.
Let H G (x) denote the Hoffman polynomial [14, 15] of a regular graph G, which is the polynomial of least degree satisfying H G (A) = J . If A is symmetric and has the distinct eigenvalues τ 0 , . . . , τ d , where τ 0 = k, then H G can be expressed by
If each f i is positive, then the bound (2.5) coincides with the Moore bound. Therefore if we know distinct eigenvalues, then the Moore bound is improved.
Upper bound for regular multigraphs with three eigenvalues
Let G be a connected k-regular multigraph with adjacency matrix A. If A has only three distinct eigenvalues, then the diameter of G must be at most 2. Let q = k − 1.
Lemma 3.1. Let G be a connected k-regular multigraph of order n with adjacency matrix A. Suppose A has only three distinct eigenvalues k, τ 1 ,
Proof. The polynomial F G (x) can be expressed by
By τ 1 + τ 2 ≥ 0 and Theorem 2.4, we have
Lemma 3.2. Let G be a connected k-regular multigraph of order n with adjacency matrix A. Suppose A has only three distinct eigenvalues. If n ≥ q 2 + q + 1, then there does not exist a multiple edge in G.
Proof. Let u, v be vertices in G. Let ∂(u, v) be the distance between u and v. Assume that there exist multiple edges between u and v. It follows that
Let l v be the number of loops of v ∈ V .
Lemma 3.3. Let G be a connected k-regular multigraph of order n with adjacency matrix A. Suppose A has only three distinct eigenvalues. If n > q 2 + q + 1, then G is simple and becomes strongly regular.
Proof. It suffices to show that G is simple. Let τ 1 , τ 2 be the non-trivial distinct eigenvalues of G. By Lemma 3.1, we have τ 1 +τ 2 < 0. By Lemma 3.2, G has no multiple edge. The Hoffman polynomial of G can be expressed by
It therefore follows that
Comparing the (v, v)-entry of the both sides in (3.1), we obtain
which contradicts our assumption. We may suppose some v ∈ V satisfies l v = 0. This implies that l 2 u − (τ 1 + τ 2 + 1)l u = 0, namely l u = 0 or
Since τ 1 and τ 2 are algebraic integers, both of them are rational integers or irrational numbers. Assume l u = τ 1 + τ 2 + 1 > 0 for some u ∈ V . Suppose τ 1 and τ 2 are rational integers. Since τ 1 +τ 2 < 0, we have τ 1 +τ 2 +1 ≤ 0, which contradicts l u > 0. Suppose τ 1 and τ 2 are irrational numbers a ± √ b. Since τ 1 + τ 2 = 2a < 0 and τ 1 + τ 2 + 1 = 2a + 1 > 0, we have 0 < l u = 2a + 1 < 1, which contradicts l u is an integer. Therefore l u = 0 for each u ∈ V and G is simple.
Lemma 3.4. Let G be a connected k-regular multigraph of order n with adjacency matrix A. Suppose A has only three distinct eigenvalues. If n > q 2 + q + 1 and k ≥ 3, then there does not exist G except for Moore graphs. If n > q 2 + q + 1 and k = 2, then G is the cycle graphs of order 4 or 5.
Proof. By Lemma 3.3, G is strongly regular, and let (n, k, λ, µ) be the parameters of G. The assertion clearly holds for k = 2. Suppose k ≥ 3. Let τ 1 , τ 2 be the non-trivial distinct eigenvalues of G. If µ ≥ 2, then
from k ≥ 3 and [6, 1.4.1. Proposition]. Thus µ = 1. If λ = 0, then G is a Moore graph. If λ = 1, there does not exist G [12] . If λ > 1, then there exists an integer s such that k = s(λ+1) and n = 1+s(λ+1)+s(s−1)(λ+1) 2 [12] , which gives
Theorem 3.5. Let G be a connected k-regular multigraph of order n with adjacency matrix A. If A has only three distinct eigenvalues, then n ≤ q 2 + q + 1 for k = 2, 3, 7, 57.
Proof. By Lemma 3.4, if n > q 2 + q + 1, then G is a Moore graph. There does not exist a Moore graph except for k ∈ {2, 3, 7, 57} [4, 10] . This implies the theorem.
Largest regular multigraphs with three eigenvalues
In this section, we determine the largest k-regular multigraphs G with only three distinct eigenvalues for infinitely many degrees k. Let n be the order of G. For k = 2, 3, 7, 57, we have n ≤ q 2 + 2q + 2 with q = k − 1, and the largest graphs are Moore graphs. The following Moore graphs uniquely exist: the 5-cycle for k = 2, the Petersen graph [16] for k = 3, and the Hoffman-Singleton graph for k = 7 [16] . For k = 57, the existence of the Moore graph is a famous open problem. For k = 2, 3, 7, 57, we have n ≤ q 2 + q + 1 by Theorem 3.5. Largest graphs are constructed from projective planes. Refer to [26] for projective planes. Suppose q is a prime power. Let F q be the finite field of order q. Let V q be a three-dimensional vector space over F q . Let P q (resp. L q ) be the set of all one-dimensional (resp. two-dimensional) subspaces of V q . Note that |P q | = |L q | = q 2 +q +1. A point p ∈ P q is incident with a line l ∈ L q if p ⊂ l. The point-line geometry (P q , L q ) is called a classical finite projective plane. Let Γ q denote the incidence graph of (P q , L q ). The graph Γ q is bipartite and its adjacency matrix can be expressed by
where A is the incidence matrix of (P q , L q ). The set of eigenvalues of Γ q is {±(q + 1), ± √ q}. We may suppose A is symmetric by the correspondence
where we use the usual inner product of V q . This implies that A is the adjacency matrix of a (q + 1)-regular graph G q with only three distinct eigenvalues {q + 1, ± √ q}. Note that G q has loops.
Therefore for any prime power q = k − 1, the graph G q is a largest k-regular multigraph attaining the bound in Theorem 3.5.
The following is a necessary condition for a graph to attain the bound in Theorem 3.5.
Lemma 4.1. Let G be a connected k-regular multigraph of order n with adjacency matrix A. Suppose A has only three distinct eigenvalues k, τ 1 , τ 2 . If n = q 2 + q + 1, then G has a loop and no multiple edge, l v ∈ {0, 1} for each v ∈ V , and τ 1 + τ 2 = 0.
Proof. By n = q 2 + q + 1 and Lemma 3.2, there does not exist a multiple edge in G. If there exists v ∈ V such that l v > 1, then
Thus l v ≤ 1 for each v ∈ V . As we see in the proof of Lemma 3.3, there exists v ∈ V such that l v = 0. Moreover l 2 u − (τ 1 + τ 2 + 1)l u = 0, namely l u = 0 or l u = τ 1 + τ 2 + 1 for each u ∈ V . If there exists u ∈ V such that l u = τ 1 + τ 2 + 1 = 1, then τ 1 + τ 2 = 0. Assume l u = 0 for each u ∈ V . Now G is a strongly regular graph with parameters (v, k, λ, µ). If µ ≥ 2, then (3.2) holds. The last equality in (3.2) is attained only for (n, k) = (7, 3), which is impossible. Thus µ = 1. By the same argument as the last part in the proof of Lemma 3.4, for any λ there does not exist G of order q 2 + q + 1.
An isomorphism ϕ from (P, L) to the dual plane (L, P) is a polarity if ϕ is an involution. There exists a polarity of a finite projective plane if and only if the incidence matrix is symmetric.
Theorem 4.2. The existence of a connected k-regular multigraph G of order q 2 + q + 1 with only three distinct eigenvalues is equivalent to the existence of a finite projective plane P G(2, q) that admits a polarity.
Proof. If a finite projective plane P G(2, q) that admits a polarity exists, then the incidence matrix can be symmetric, and it is the adjacency matrix of a k-regular multigraph of order q 2 + q + 1 with only three distinct eigenvalues.
Let G be a connected k-regular multigraph of order q 2 + q + 1, with only three distinct eigenvalues. By Lemma 4.1, the bipartite double graph G ′ of G is simple. Since the number of distinct eigenvalues of G ′ is 4, the diameter of G ′ is at most 3. Thus the graph G ′ attains the well-known upper bound n ≤ 2(1 + q + q 2 ), and the girth of G ′ is 6. The graph G ′ is the cage v(k, 6), and G ′ must be the incidence graph of a finite projective plane P G(2, q) (see [6, Section 6.9] ). Now the incidence matrix of the projective plane P G(2, q) is symmetric, and hence there exists a polarity on it.
5 Concluding remarks
Remaining degrees
The largest k-regular multigraphs with only three distinct eigenvalues are determined for a prime power q = k − 1 in this paper. Open cases of small degrees are k = 11, 13, 15, 16, 19, 21, 22, 23, . . .. This problem is closely related to the existence of finite projective planes of non-prime power order. For q ≡ 1, 2 (mod 4), if a projective plane of order q exists, then q is the sum of two integral squares [8] . Therefore for k = 13 a projective plane of order 14 does not exist. For k = 11, there does not exist a finite projective plane of order 10 by a computer search [18] . If A is the adjacency matrix of some k-regular multigraph, then A+tI is that of a (k +t)-regular multigraph, and has the same number of distinct eigenvalues as A. This construction gives a candidate of the largest graph when a projective plane does not exist.
Classification of the largest graph
The classification of the largest k-regular multigraphs with only three distinct eigenvalues seems to be difficult. From a finite projective plane and its polarities, we may obtain many largest graphs. The polarities of a finite classical plane (P q , L q ) are classified [3, p.103, p. 108, p. 111]. Indeed the polarity σ can be represented by a symmetrical α-form f with an involution α ∈ Aut(F q ). Namely, for a polarity σ of (P q , L q ), there exists a nonsingular matrix (a ij ) of size n such that a ij ∈ F q with a α ij = a ji and for X ∈ P q ∪ L q ,
where x α = (x α 1 , . . . , x α n ) ⊤ . Conversely, for an involution α ∈ Aut(F q ), a nonsingular matrix (a ij ) with a α ij = a ji gives a polarity by this manner.
Large graphs with four or six eigenvalues
The incidence graph of the generalized quadrangle GQ(q, q) (resp. hexagon GH(q, q)) has the eigenvalues {±(q+1), ± √ 2q, 0} (resp. {±(q+1), ± √ 3q, ± √ q, 0})
for each prime power q. The known generalized quadrangle GQ(q, q) (resp. hexagon GH(q, q)) is self-dual if and only if q is a power of 2 (resp. 3). But GQ(q, q) (resp. GH(q, q)) admits a polarity only when q is an odd power of 2 (resp. 3) [6, Section 6.5]. If GQ(q, q) (resp. GH(q, q)) has a polarity, then we can obtain a (q + 1)-regular multigraph of order 1 + q + q 2 + q 3 (resp. 1 + q + q 2 + q 3 + q 4 + q 5 ) with four eigenvalues {−(q + 1), ± √ 2q, 0} (resp. six eigenvalues {−(q + 1), ± √ 3q, ± √ q, 0}). This is a candidate of the largest graph.
Dual problem: s-distance set
We can observe a lot of similar properties between regular graphs and finite sets in a Euclidean sphere by swapping the "dual" concepts between them [23] . For instance, the eigenvalue of graphs is the dual concept of the inner product of spherical sets. A Euclidean set is an s-distance set if the number of Euclidean distances between distinct points in X is s. The major problem for s-distance sets is to determine the largest possible s-distance set for given s and dimension. This is the dual version of the problem in this paper. The largest spherical 2-distance set in R n is given for any n that is not n = (2k + 1) 2 − 3, k ∈ N [5, 13, 20, 28] . The largest spherical 3-distance set in R n is given for n = 3, 8, 22 [25, 21] . For s ≥ 4, it is still open for any dimension. The following results are used to determine the largest spherical s-distance sets: absolute bound [11] , linear programming bound [11] , harmonic absolute bound [21, 24] , and Larman-Rogers-Seidel's theorem [19, 22] . For undirected multigraphs, the dual versions of absolute bound, linear programming bound, and harmonic absolute bound were given in this paper as Moore bound, Theorem 2.2, and Theorem 2.4, respectively. We do not know the dual version of Larman-Rogers-Seidel's theorem, but we used some combinatorial method and properties of strongly-regular graphs instead of it.
