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On category O for affine Grassmannian slices
and categorified tensor products
Joel Kamnitzer, Peter Tingley, Ben Webster, Alex Weekes, and Oded Yacobi
Abstract. Truncated shifted Yangians are a family of algebras which naturally quan-
tize slices in the affine Grassmannian. These algebras depend on a choice of two weights
λ and µ for a Lie algebra g, which we will assume is simply-laced. In this paper, we
relate the category O over truncated shifted Yangians to categorified tensor products:
for a generic integral choice of parameters, category O is equivalent to a weight space
in the categorification of a tensor product of fundamental representations defined by
the third author using KLRW algebras. We also give a precise description of category
O for arbitrary parameters using a new algebra which we call the parity KLRW alge-
bra. In particular, we confirm the conjecture of the authors that the highest weights
of category O are in canonical bijection with a product monomial crystal depending
on the choice of parameters.
This work also has interesting applications to classical representation theory. In
particular, it allows us to give a classification of simple Gelfand-Tsetlin modules of
U(gln) and its associated W-algebras.
Contents
1. Introduction 1
2. Background 6
3. Variations on KLRW algebras 8
4. Truncated shifted Yangians and KLR Yangian algebras 28
5. Weight modules and parity KLR algebras 40
6. Gelfand-Tsetlin modules 55
References 58
1. Introduction
1.1. Two geometric models and symplectic duality. Let G be a simply-laced
semisimple group with Lie algebra g. There are two geometric constructions of the finite-
dimensional irreducible representations of g. First we have the geometric Satake cor-
respondence (due to Lusztig [Los12], Ginzburg [Gin90], and Mirkovic-Vilonen [MV07])
which constructs representations using the affine Grassmannian Gr = G∨((z))/G∨[[z]]
of the Langlands dual group of G. The second construction involves the cohomology of
quiver varieties constructed using the Dynkin diagram of g (due to Nakajima [Nak98]).
One goal of this paper is to answer the following question.
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Question 1.1. What is the relationship between these two geometric constructions?
In [BLPW16], Braden, Licata, Proudfoot, and the third author proposed that the
framework of symplectic duality could be used to explain the connection between these
two geometric models. In particular, they conjectured that there should exist a Koszul
duality between certain categories of modules over the quantizations of these varieties.
More precisely, let λ, µ be a pair of dominant weights for g, such that λ−µ =
∑
imiαi,
with mi ∈ N. Then we can consider the affine Grasmmannian slice
Grλµ := G
∨[[z]]zλ ∩G∨1 [z
−1]zµ ⊂ Gr.
By the geometric Satake correspondence, the intersection cohomology of Grλµ is (non-
canonically) isomorphic to V (λ)µ, the µ-weight space of the irreducible representation
of g of highest weight λ.
In [KWWY14], 80% of the authors proved that Grλµ is an affine Poisson variety. We
also introduced the truncated shifted Yangian Y λµ , an algebra which quantizes Gr
λ
µ. In
fact, there are a family of such algebras, Y λµ (R), depending on a parameter R ∈
∏
C
λi ,
where λ =
∑
λi̟i (Definition 4.6). In [BFNa], the definitions of Gr
λ
µ and Y
λ
µ were
generalized to the case of non-dominant µ.
The algebra Y λµ contains a polynomial subalgebra and thus we can speak about weight
modules for Y λµ (see Definition 5.1). Category O for this algebra consists of those weight
modules whose weights are bounded above. This category will be the main object of
study in this paper.
On the other hand, associated to λ, µ, we have the Nakajima quiver variety M(λ, µ).
Its top cohomology is also isomorphic to V (λ)µ. This quiver variety is defined as the
Hamiltonian reduction of the contagent bundle of a vector space of framed quiver rep-
resentations by the group H =
∏
iGLmi .
As a Hamiltonian reduction, the quiver variety admits a natural quantization. The
category of O of highest weight modules for this quantization has been studied exten-
sively. In particular, in [Web17b, Th. A’], the third author proved (building on work
of Rouquier and Varagnolo-Vasserot) that it is Koszul dual to the category of modules
over of a certain combinatorial/diagramatic algebra, called a KLRW algebra.
1.2. Parity KLRW algebras. KLRW algebras (also called tensor product categorifi-
cations or red-black algebras) were introduced by the third author in [Web17a], following
the foundational work of Khovanov-Lauda and Rouquier [KL09], [Rou]. These are alge-
bras of string diagrams, containing red and black strands, modulo some local relations.
These algebras are used to categorify tensor products of irreducible representation of
g. More precisely, we have the KLRW algebra −T , whose category of modules carries
a categorical g-action. The Grothendieck group of −T --mod is isomorphic to a tensor
product of fundamental representations
⊗
i V (̟i)
⊗λi .
Let R be an integral set of parameters (cf. Section 2.1). In this paper, we introduce
the parity KLRW algebra which is a subalgebra −P
R ⊂ −T (Definition 3.7). The cate-
gorical g-action on −T -mod preserves −P
R -mod (Lemma 3.11), and thus the category
of −P
R -mod categorifies a subrepresentation of
⊗
i V (̟i)
⊗λi . For generic values of
these parameters, this representation is the full tensor product, whereas for very special
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values, it is just the irreducible representation V (λ). As with all such categorifications,
−P
R is a direct sum of algebras −P
R
µ , such that −P
R
µ -mod corresponds to the µ-weight
space of the Grothendieck group.
The main result of this paper is the following:
Theorem 1.2. There is an equivalence of categories from category O over Y λµ (R) to
−P
R
µ -mod.
This theorem has an immediate corollary which establishes the categorical symplectic
duality between affine Grassmannian slices and quiver varieties.
Corollary 1.3. For a generic integral choice of R, the quadratic dual of category O over
Y λµ is the category O for the quiver varietyM(λ, µ) (associated to a C
∗-action depending
on R). If λ is a sum of minuscule weights, then both category O’s are Koszul, and they
are Koszul dual to each other.
Proof. We will just sketch the argument, since this duality is not the main focus of the
current paper and since very similar arguments are used in [Weba] to establish Koszul
duality in more general settings.
Let R be a generic set of parameters (cf. [KWWY14, Section 2.5]). In this case,
we have that −P
R = −T
R, and by Theorem 1.2, the quadratic dual of the category
O of Y λµ (R) is the quadratic dual of −T
R -mod. We refer the reader to [MOS09] for
the definition of quadratic dual; in down to earth terms, −T
R is Morita equivalent to a
(very difficult to describe) positively graded algebra, and we mean the representations
of the quadratic dual of that algebra.
By [MOS09, Theorem 12] the quadratic dual of −T
R -mod is equivalent to the cate-
gory LCP (−T
R) of linear complexes of projective objects in −T
R -mod. By [Web17b,
Theorem A’] this latter category is equivalent to (a graded lift of) the category O of
M(λ, µ). In the special case of minuscule weights, [Web17b, Theorem B] implies that
−T
R -mod is Koszul, and thus quadratic dual and Koszul dual coincide. 
1.3. Highest weights and monomial crystals. The polynomial subalgebra of Y λµ
which we use to define category O is isomorphic to PΣ, where P is a polynomial ring
and Σ is a product of symmetric groups acting on the variables. Since PΣ is a par-
tially symmetrized polynomial ring, we can think of the weights of Y λµ as collections of
multisets S.
The algebra Y λµ (R) is a quotient of the shifted Yangian Yµ (Definition 4.2). The
representation theory of the shifted Yangian is much simpler, since Yµ admits a PBW
basis. In particular, Yµ has Verma modules for any choice of multisets S. On the other
hand, the Verma modules for Y λµ (R) are much more difficult to understand; there are
only finitely many of them for each R.
Question 1.4. For which S does Y λµ (R) have a Verma module with highest weight S?
In [KTW+b], we formulated a conjectural answer using the product monomial crys-
tal B(R). This is a g-crystal whose elements are collections of rational monomials in
variables ai,k, where i ∈ I and k ∈ Z. It depends in a subtle way on the parameters R;
for generic values it is isomorphic to the tensor product crystal
⊗
i B(̟i)
⊗λi , but for
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special values it is isomorphic to the irreducible crystal B(λ) (cf. Theorem 2.3). In this
paper, we prove our conjecture from [KTW+b].
Theorem 1.5 (Corollary 5.22). Let R be an integral set of parameters. There is a map
S 7→ aRb
−1
S
which gives a bijection between the possible highest weights for Y λµ (R) and
the product monomial crystal B(R).
As explained in [KTW+b], this theorem is motivated from Nakajima’s equivariant
version of the Hikita conjecture. Thus in proving this theorem, we have proved a weak
form of the equivariant Hikita conjecture for the symplectic dual pair Grλµ,M(λ, µ).
There is a crystal structure on Irr(−P
R -mod), the set of equivalence classes of simple
−P
R-modules. We prove that taking “highest weight” induces a crystal isomorphism
Irr(−P
R -mod) ∼= B(R) (Theorem 3.16). Given this identification of crystals, Theorem
1.5 follows from Theorem 1.2.
1.4. The categorical action. By transport de structure, Theorem 1.2 defines a cate-
gorical g-action on the direct sum over all µ of category O for Y λµ . We note that this
is an abelian action; the Chevalley generators Ei,Fi act by exact functors. In this way,
this category g-action is similar to the famous Bernstein-Frenkel-Khovanov [BFK99] ac-
tion of sl2 on blocks of category O for sln. In fact, our work can be seen as a direct
generalization of their construction (though the link is not immediate due to differences
in the definition of category O.)
Of course, it would be preferable to describe this categorical action without using
the equivalence from Theorem 1.2. In a forthcoming paper [KTW+a], we will construct
quantum Hamiltonian reductions relating truncated shifted Yangians. We will prove
that these quantum Hamiltonian reductions give rise to the categorical g action via
induction and restriction functors. These functors generalize the Bezrukavnikov-Etingof
[BE09] induction and restriction functors for modules over Cherednik algebras.
1.5. Coulomb branch algebras. Given a groupH and a representation V , Braverman-
Finkelberg-Nakajima [BFNb] defined the Coulomb branch of the 3d N = 4 supersym-
metric gauge theory associated to the pair (H,V ). They also defined an algebra A(H,V )
quantizing this Coulomb branch. In [BFNa], it is proved that when H =
∏
GLmi and
V is the vector space of framed quiver representations corresponding to λ and µ, then
the Coulomb branch is a (generalized) affine Grassmannian slice Grλµ and the quantized
Coulomb branch A(H,V ) is a truncated shifted Yangian1. In fact, this construction
can be regarded as a definition of affine Grassmannian slices for arbitrary symmetric
Kac-Moody Lie algebras g.
In this paper, we assume that g is a simply-laced Kac-Moody Lie algebra whose
Dynkin diagram is bipartite (note that this generalizes the finite-dimensional simply-
laced simple Lie algebras). This is the setting in which we prove Theorems 1.2 and
1.5. These assumptions are mostly for the purposes of simplifying the combinatorics;
1More precisely, in that paper we constructed a map from the truncated shifted Yangian to the
quantized Coulomb branch, but did not prove surjectivity in general. However, in [KTW+a] we will
establish this surjectivity.
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Theorem 1.2 can be generalized to the symmetrizable case by using weighted KLRW
algebras [Webb]; we will prove this in future work [KTW+a].
In [Weba], the third author considered the case of arbitrary (H,V ). He introduced a
combinatorially defined algebra depending on (H,V ) and proved an equivalence similar
to Corollary 1.3 in this context. The present paper can be thought of a specialization
of [Weba] to the quiver case. Indeed our methods are similar; however, we emphasize
that the present paper can be read independently of [Weba] and [BFNa, BFNb] with no
need to explicitly use the Coulomb machinery.
We remark that Braverman-Finkelberg-Nakajima have formulated a geometric Satake
conjecture in the context of generalized affine Grassmannian slices for arbitrary sym-
metric Kac-Moody Lie algebras ([BFNa, Conjecture 3.25]). In future work [KTW+a],
we plan to prove this conjecture using techniques similar to those of this paper.
1.6. Gelfand-Tsetlin modules. In the case where λ = Nω1 is a multiple of the first
fundamental weight, the algebras Y λµ for µ dominant are exactly the W-algebras of
glN . The weight modules of Y
λ
µ in this case are the Gelfand-Tsetlin modules of the
corresponding W -algebra.
The results of this paper give a classification of the simple Gelfand-Tsetlin modules
in terms of crystal combinatorics (cf. Cor. 6.5), and a combinatorial description of
representation theoretic quantities such as the weight multiplicities of simples. We
describe this application of our work in Section 6. We will study in more detail the
relationship of this approach to other works on Gelfand-Tsetlin modules in the future.
1.7. Outline of the proof of Theorem 1.2. The bulk of this paper is devoted to
proving Theorem 1.2. The proof proceeds by introducing several related algebras. The
following diagram gives an overview of the relationships between their module categories:
T˜ RL -modnil R(R) -wtmod
−P
R
µ -mod −T˜
R
µ -mod FY
λ
µ (R)-O
− Y λµ (R)-O
−3.26 4.35.2
5.19
4.19
All the horizontal functors are equivalences, and the two vertical ones are induced by
idempotent truncation. At the rightmost node of the diagram is the category O for
Y λµ (R), and recall our aim is to prove the equivalence −P
R
µ -mod
∼= Y λµ -O
−
.
Our argument is structured as follows. First we observe that the parity KLRW algebra
is Morita equivalent to the metric KLRW algebra −T˜
R
µ (Definition 3.23). Roughly
speaking, −T˜
R
µ consists of KLRW diagrams where the red strands carry additional data
coming from R, which we call longitudes, and the black strands also admit longitudes
in such a way that the longitudes are weakly increasing as we move from left to right.
We can think of the longitude as the “x”-coordinate of a strand.
We also also enlarge Y λµ (R) to a Morita equivalent algebra FY
λ
µ (R), called the flag
Yangian (Definition 4.14). The Morita equivalence restricts to an equivalence between
their category O’s.
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Thus it suffices to prove the equivalence −T˜
R
µ -mod
∼= FY λµ -O
−
, which we do by
relating the metric KLRW algebra and the flag Yangian to yet larger algebras. The
linchpin is the KLR-Yangian algebra R(R) (Definition 4.16), which is a version of the
extended BFN category from [Weba]. It consists of KLR-like diagrams drawn on a
cylinder, with additional relations along the “seam” of the cylinder. We then deduce
Theorem 1.2 using an equivalence between R(R)-weight modules and modules over
T˜ RL , the coarse metric KLRW algebra (Definition 3.28). This latter algebra is a further
generalization of the metric KLRW algebra, in which we weaken the weakly increasing
condition on longitudes.
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2. Background
2.1. Notation. Fix a bipartite graph with vertex set I = I0¯ ∪ I1¯. We call vertices in
I0¯ even and those in I1¯ odd. We write i ∼ j if i and j are connected. We orient the
graph so that arrows always point from even vertices to odd ones and write i→ j for the
oriented edges. We also fix a total order on I, such that all even vertices come before
all odd vertices.
Let g be the derived simply-laced Kac-Moody Lie algebra whose Dynkin diagram is
I. We fix a triangular decomposition g = n− ⊕ h ⊕ n. Since g = [g, g], we have that h
has a basis given by the simple coroots α∨i . As usual, we call the Z-span Λ
∨ of these
the coroot lattice, and its dual Λ ⊂ h∗ the weight lattice of g. The weight lattice
has a basis of fundamental weights ̟i dual to the simple coroot basis of Λ
∨. For a
dominant weight λ, we have that λ =
∑
i λi̟i for unique non-negative integers λi. We
let V (λ) be the irreducible representation of highest weight λ.
We let Cλ =
∏
iC
λi/Σλi , the set of all collections of multisets of sizes (λi)i∈I . A point
in Cλ will be written as R = (Ri)i∈I where Ri is a multiset of size λi and it will be
called a set of parameters of weight λ. Thus, we say that i ∈ I and k ∈ Z have the
same parity if i ∈ Ik¯.
We say that R is integral, if for all i, all elements of Ri are integers and have the
same parity as i. So an integral set of parameters consists of a multiset of λi even
integers for every i ∈ I0 and λi odd integers for every i ∈ I1.
2.2. Definition of the monomial crystal. Recall that a crystal for g is a set B,
along with a partial inverse permutations e˜i, f˜i : B → B, for all i ∈ I, and a weight map
wt : B → Λ. For each dominant weight λ, there is a crystal B(λ) corresponding to the
ON CATEGORY O FOR AFFINE GRASSMANNIAN SLICES 7
irreducible representation V (λ). We say that a crystal B is normal if it the disjoint
union of these crystals B(λ) (for varying λ).
The most basic operation on crystals is the tensor product of crystals. We must
be careful about this definition since different papers in the literature use different
conventions.
Definition 2.1. Given crystals B1,B2, their tensor product is the Cartesian product of
the underlying sets, with the weight function given by the sum, and
e˜i(b1 ⊗ b2) =
{
e˜ib1 ⊗ b2 ϕi(b1) ≥ ǫi(b2)
b1 ⊗ e˜ib2 ϕi(b1) < ǫi(b2)
f˜i(b1 ⊗ b2) =
{
f˜ib1 ⊗ b2 ϕi(b1) > ǫi(b2)
b1 ⊗ f˜ib2 ϕi(b1) ≤ ǫi(b2)
Here ϕi(b) = max{n ≥ 0 | f˜ib 6= 0}, and ǫi(b) = max{n ≥ 0 | e˜ib 6= 0}.
Note this is the opposite of the definition in [LW15, §7]; thus, in these conventions,
[LW15, Th. 7.2] proves that the natural crystal structure on the simples of a tensor
product categorification for λ = (λ(1), . . . , λ(ℓ) is naturally isomorphic to B(λ(ℓ))⊗ · · · ⊗
B(λ(1)).
Let M denote the set of all monomials in the variables ai,k, for k ∈ Z, such that i, k
have the same parity. Let
bi,k =
ai,kai,k+2∏
j∼i
aj,k+1
For a variable ai,k or bi,k the second index k is called the longitude of the variable.
Given a monomial p =
∏
i,k a
di,k
i,k , let
wt(p) =
∑
i,k
di,k̟i ε
m
i (p) = −
∑
l≤m
di,l ϕ
m
i (p) =
∑
l≥m
di,l
and
εi(p) = max
m
εmi (p) ϕi(p) = maxm
ϕmi (p)
We can define the Kashiwara operators on this set of monomials by the rules:
e˜i(p) =
{
0 if εi(p) = 0
bi,mp for m minimal such that ε
m
i (p) = εi(p) > 0
f˜i(p) =
{
0 if ϕi(p) = 0
b−1i,m−2p for m maximal such that ϕ
m
i (p) = ϕi(p) > 0
The following result is due to Kashiwara [Kas03, Proposition 3.1].
Theorem 2.2. M is a normal crystal.
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2.3. Product monomial crystals. For any c ∈ Z and i ∈ I of the same parity, the
monomial ai,c is clearly highest weight and we can consider the monomial subcrystal
B(̟i, c) generated by ai,c. Since ai,c has weight ̟i, we see that B(̟i, c) ∼= B(̟i). The
fundamental monomial crystals for different c all look the same, they differ simply by
translating the variables.
Given a dominant weight λ and an integral set of parameters R of weight λ as above,
following [KTW+b], we define the product monomial crystal B(R) by
B(R) =
∏
i∈I,c∈Ri
B(̟i, c)
In other words, for each parameter c ∈ Ri, we form its monomial crystal B(̟i, c) and
then take the product of all monomials appearing in all these crystals. In [KTW+b], we
proved the following result as a consequence of the link between B(R) and graded quiver
varieties. It also follows as an immediate corollary of the link between the monomial
crystal and the parity KLRW algebra, see Theorem 3.16 of the current paper.
Theorem 2.3. B(R) is a subcrystal of M. In particular it is a normal crystal. More-
over, there exists embeddings B(λ) ⊆ B(R) ⊆ ⊗iB(̟i)
⊗λi .
Thus B(R) is a crystal which depends on the set of parameters R and lies between
the crystal of the irreducible representation and the crystal of the corresponding tensor
product of fundamental representations (for an example see Section 2.6 in [KTW+b]).
2.4. Collections of multisets and monomials. Given a collection of multisets S =
(Si)i∈I , we can define
aS =
∏
i∈I,k∈Si
ai,k, bS =
∏
i∈I,k∈Si
bi,k.
From the definition of the monomial crystal, it is easy to see that every monomial p
in B(R) is of the form
(2.1) p = aRb
−1
S
=
∏
i,k∈Ri
ai,k
∏
i,k∈Si
∏
j∼i aj,k+1
ai,kai,k+2
for some collection of multisets S. Thus an alternative combinatorics for labelling ele-
ments of the monomial crystal are these collections of multisets S.
Remark 2.4. For p ∈ B(R), S is uniquely determined. In fact for any tuples of
multisets S and S′, bS = bS′ implies S = S
′ .
3. Variations on KLRW algebras
3.1. Recollection on KLRW algebras. Consider a sequence λ = (λ(1), ..., λ(ℓ)) of
dominant integral weights. We recall now the third author’s construction of the KLRW
algebra T˜λ (alias tensor product algebra, alias red-black algebra, alias Webster algebra).
The algebra T˜λ is defined as a span of Stendhal diagrams, modulo some local relations.
More precisely, a Stendhal diagram [Web17a, Definition 4.1] defining an element of T˜λ
is a collection of finitely many curves in R × [0, 1], where each curve is either red and
labeled by one of the λ(j), or is black and labeled by i ∈ Γ. Each curve has one endpoint
ON CATEGORY O FOR AFFINE GRASSMANNIAN SLICES 9
on R × {0} and one on R × {1}. The black curves can also be decorated with finitely
many dots. The diagrams are considered up to isotopy, and must be locally of the form
Note that no red strands can ever cross. In [Web17a] the diagrams are oriented. We only
consider downward oriented strands, so we omit the orientation here. The diagrams in
T˜λ each have ℓ red strands, labelled by λ(1), ..., λ(ℓ) from left to right. For convenience,
we let yk denote the dot on the kth black strand read from left to right. The diagrams
satisfy the following relations:
• the KLR relations (3.1a–3.1g) for Γ with
Xij(u, v) =
{
1 i 6← j
u− v i← j
Qij(u, v) = Xij(u, v)Xji(v, u) =

1 i 6↔ j
u− v i← j
v − u i→ j
(3.1a)
i j
=
i j
unless i = j
(3.1b)
i j
=
i j
unless i = j
(3.1c)
i i
=
i i
+
i i
(3.1d)
i i
=
i i
+
i i
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(3.1e)
i i
= 0 and
i j
=
ji
Qij(y1, y2)
(3.1f)
ki j
=
ki j
unless i = k 6= j
(3.1g)
ii j
=
ii j
+
ii j
Qij(y3, y2)−Qij(y1, y2)
y3 − y1
• All black crossings and dots can pass through red lines. For the latter two
relations (3.2b–3.2c), we also include their mirror images:
(3.2a)
ij λ
=
ij λ
+
ij λ
δi,j
∑
a+b+1=λi
b a
(3.2b) =
(3.2c) =
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• The “cost” of a separating a red λ-strand and a black i-strand is adding λi dots
to the black strand.
(3.3)
i λ
=
λi
λi
λ i
=
iλ
λi
The algebra T˜λ is graded with degree given by [Web17a, Def. 4.4]:
deg
i λ
= 〈αi, λ〉 deg
i
= −2 deg
i j
= −〈αi, αj〉
The identity of T˜λ is a sum of idempotents corresponding to sequences of red and black
strands. More carefully, we associate an idempotent e(i, κ) to a sequence i = (i1, . . . , in),
which labels the black strands in order, and a weakly increasing function κ : [1, ℓ]→ [0, n]
such that the kth red strand is between the κ(k)th and (κ(k) + 1)-st black strands. We
interpret κ(k) = 0 to mean this red strand is left of all black strands, and κ(k) = n to
mean it is right of all black strands. Recall that in T˜λ the red strands are always labeled
λ1, ..., λℓ from left to right, so the pair (i, κ) uniquely determines the idempotent.
As in [Web17a, Lemma 4.12], T˜λ acts on
Pol =
⊕
(i,κ)
Pol(i, κ), where Pol(i, κ) = C[Y1(i, κ), . . . Yn(i, κ)]
The idempotent e(i, κ) acts by projection onto Pol(i, κ), and
(3.4a)
λ
λ
i
i
• f = Y λik · f
λ
λ
i
i
• f = f
i
i
• f = Yk · f
(3.4b)
j
j
i
i
• f =
Xij(Yk+1, Yk)f
sk i 6= j
f sk − f
Yk+1 − Yk
i = j
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3.2. Some statements about categorification. Set λ =
∑
j λ
(j). For µ ∈ Λ, let T˜λµ
be the subalgebra of T˜λ where the sum of the roots associated to the black strands is
λ − µ. We have a non-unital algebra homomorphism ι+µ : T˜
λ
µ → T˜
λ
µ−αi , which adds a
black i-strand to the right of the diagram, and its mirror image ι−µ adding a strand at
the left.
Let T˜λµ −mod be the category of finitely generated T˜
λ
µ -modules. Consider the functors
F+i : T˜
λ
µ −mod→ T˜
λ
µ−αi−mod
F−i : T˜
λ
µ −mod→ T˜
λ
µ−αi−mod
given by induction along the maps ι±µ . More specifically, F
±
i (M) = M ⊗T˜λµ T˜
λ
µ−αi . Let
E±i be the adjoint functors of F
±
i given by restriction along the maps ι
±
µ . Note that
setting e+i (respectively e
−
i ) to be the sum of idempotents whose rightmost (respectively
leftmost) strand is a black i-strand, then E+i (M) = e
+
i M and E
−
i (M) = e
−
i M .
Let K0(T˜λ) denote the Grothendieck group of finitely generated T˜λ-modules, and set
KC(−) := K0(−) ⊗Z C. Let V (λ) = V (λ
(1)) ⊗ · · · ⊗ V (λ(ℓ)). By [MW18, Prop. 2.18],
we have:
Proposition 3.1. We have an isomorphism of (U(n−), U(n−))-bimodules
G : U(λ) := U(n−)⊗ V (λ)→ K
C(T˜λ)
which maps KC(T˜λµ ) to the µ-weight space of U(λ). Under this isomorphism, the func-
tors F+i ,F
−
i categorify the actions:
f+i · (u⊗ v1 ⊗ · · · ⊗ vℓ) = fiu⊗ v1 ⊗ · · · ⊗ vℓ
+ u⊗ fiv1 ⊗ · · · ⊗ vℓ + · · · + u⊗ v1 ⊗ · · · ⊗ fivℓ
(u⊗ v1 ⊗ · · · ⊗ vℓ) · f
−
i = ufi ⊗ v1 ⊗ · · · vℓ
This isomorphism is uniquely fixed by the action property above, and the fact that
the functor Iλ induced by adding a red strand at the far right (i.e. like F
+
i , but with a
different color) is induced by
Iλ(u⊗ v1 ⊗ · · · ⊗ vℓ) 7→ u⊗ v1 ⊗ · · · ⊗ vℓ ⊗ vλ,high
where vλ,high is the highest weight vector of V (λ). We let p˜
κ
i
= [T˜ e(i, κ)], following the
notation of [Web17a, §4.7]; this is easily calculated from the rules above.
Remark 3.2. The association of F+i with the left action and F
−
i with the right here
might seem a little peculiar, since they involve adding strands on the right and left sides
of the diagram. This is due to the dyslexia of the conventions in [Web17a]; unfortunately,
this is a sin of one of authors for which all of us, readers included, must do penance.
The algebra T˜λ has a natural triple of quotients; we let +T
λ be the quotient by the
two-sided ideal generated by all idempotents where κ(1) > 0 (i.e. a black strand is to
the left of all red strands), −T
λ be the quotient by the two-sided ideal generated by all
idempotents where κ(ℓ) < n (i.e. a black strand is to the right of all red strands), and
0T
λ the quotient by the sum of these ideals.
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Note that F+i descends to a well-defined functor on +T
λ -mod and F−i to one on
−T
λ -mod, still both defined by extension of scalars along an inclusion of algebras.
Since the quotients +T
λ and −T
λ are finite dimensional, the adjoint functors E+i and
E−i preserve finitely generated modules, and less obviously, they preserve the category
of projective modules (this follows from the Morita equivalence of [Web17a, Thm. 4.30]
by allowing us to rewrite it as induction to a Morita equivalent algebra).
These quotient algebras correspond to killing the action of the augmentation ideal of
U(n−) for the left action, right action, or both.
Proposition 3.3. We have isomorphisms of Grothendieck groups
KC(+T
λ) ∼= U(λ)/n−U(λ) ∼= V (λ)(3.5a)
KC(−T
λ) ∼= U(λ)/U(λ)n− ∼= V (λ
′)(3.5b)
KC(0T
λ) ∼= U(λ)/(U(λ)n− + n−U(λ)) ∼= V (λ)/n−V (λ) ∼= (V (λ))
n(3.5c)
In (3.5b), λ′ denotes the list of dominant weight in reverse order (λ(ℓ), ..., λ(1)). The ac-
tion of the functors E±i ,F
±
i on ±T -mod categorify the action of the Chevalley generators
ei, fi on V (λ).
Proof. The isomorphism (3.5a) is a consequence of [Web17a, Th. B]. Note that the
relations (3.1a–3.3) are preserved by reflecting in a vertical axis and negating crossings
ψi of strands with the same labels. This gives an isomorphism of −T
λ to +T
w0·λ with
the order of labels on red strands reversed. Thus (3.5b) follows.
The isomorphism (3.5c) is not explicitly discussed in [Web17a], but is easily derived
from the definitions there: the modules over 0T
λ are the same as those over +T
λ killed
by all E+i for all i, and the number of simple modules killed by these functors is the same
as the number of highest weight elements of the corresponding tensor product crystal
by [LW15, Th. 7.2], so the classes of these simples span the space of highest weight
vectors. The description of the highest weight vectors as the quotient V/n−V is valid
for any finite dimensional g-module V . 
Let U be the 2-Kac-Moody algebra categorifiying U(g), as defined by Khovanov-Lauda
[KL10] and Rouquier [Rou]. For details see Definition 2.4 in [Web17a]. Note that in the
definition we use the same matrix of polynomials Qi,j(u, v) which appears above.
Proposition 3.4 ([Web17a, Th. B]). The functors E±i ,F
±
i induce an action of U on
the categories ±T
λ−mod, which each categorify V (λ) and V (λ′).
If we instead consider the graded Grothendieck group of T˜ ,±T , we will arrive at
the obvious quantum analogues of the objects under consideration. This is significant
because these quantum analogues allow us to define a canonical basis of the spaces
U(λ) and V (λ), and when the conventions are chosen correctly, the isomorphisms of
Propositions 3.1 and 3.3 send the classes of indecomposable projectives bijectively to
canonical basis by the argument of [Web15, Th. 8.7]; note that the statement of loc.
cit. only covers V (λ), but that is derived as a consequence of the fact that it holds for
T˜λ and U(λ).
We can convert this into a more concrete statement about multiplicities with a little
algebra:
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Lemma 3.5. The dimension mi,κ,b = dim e(i, κ)Lb of the image of the idempotent e(i, κ)
in the unique simple quotient of the indecomposable projective Pb such that [Pb] = b for b
a canonical basis vector is the coefficient of b when [T˜ e(i, κ)] is expanded in the canonical
basis. That is:
pκi = [T˜ e(i, κ)] =
∑
b
mi,κ,b · b.
Proof. Of course, mi,κ,b = dimHom(T˜ e(i, κ), L). Since dimHom(Pb′ , Lb) = δb,b′ , the
result follows. 
Unfortunately, some real care is needed here about conventions. It might seem strange
that in (3.5a) and (3.5b) we used opposite orders of the tensor product, since represen-
tations of g are a symmetric tensor category and thus V (λ) and V (λ′) are canonically
isomorphic. However, this is no longer true after quantization.
This manifests on the level of categorification: reflecting in a vertical axis (and in-
serting a few signs) instead gives an isomorphism +T
λ ∼= −T
λ
′
. In fact, by [LW15, Th.
3.12], this implies that +T
λ -mod is a tensor product categorification (in the sense of
loc. cit.) for V (λ) while −T
λ -mod is for V (λ′).
3.3. A KLRW algebra associated to R. Fix a dominant integral weight λ and write
λ =
∑
i λi̟i. We fix also an integral set of parameters R = {Ri}i∈I of weight λ. It will
be convenient at times to encode the parameters using multiplicity functions ρi : Z→ N
defined by
ρi(q) =
{
multiplicity of 2q in Ri, if i is even,
multiplicity of 2q + 1 in Ri, if i is odd.
Recalling that we’ve fixed a total order on I (cf. Section 2.1), let I = {i1 < · · · < ir}.
Define the following sequences of fundamental weights:
(3.6) ̟R(q) := (̟
ρi1 (q)
i1
, ...,̟
ρir (q)
ir
)
where ̟ki denotes the sequence ̟i, ...,̟i of length k. Concatenate these together to
form
̟R := (...,̟R(q − 1),̟R(q), ...)
Since R is finite, clearly ̟R is a finite sequence of fundamental weights:
̟R = (̟j1 , ...,̟jℓ)
for some j1, ..., jℓ ∈ I. We let
T˜ = T˜R := T˜̟R
Of course T˜ depends on R, but we fix this choice and usually suppress this from our
notation. We warn the reader that T˜ here is different from the algebra with same name
in [Web17a].
Note that in T˜ all diagrams have red strands labelled by j1, ..., jℓ from left to right.
Let r1, ..., rℓ be the weakly increasing ordering the elements of R (with multiplicity).
We say rk is the longitude of jk.
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Example 3.6. Let g = sl4, and λ = ̟1+2̟2+2̟3. We order the nodes of the Dynkin
diagram by 2 < 1 < 3. Consider an integral set of parameters R1 = {1}, R2 = {0, 4},
and R3 = {−1, 1}. Then
̟R = (̟3,̟2,̟1,̟3,̟2).
Now take i = (i1, i2, i3) and κ : 1 7→ 0, 2 7→ 1, 3 7→ 1, 4 7→ 3, 5 7→ 3. Then
3 i1 2 1 i2 i3 3 2
e(i, κ) =
The longitudes of the red strands are −1, 0, 1, 1, 4 from left to right.
3.4. The parity KLRW algebra. We now introduce a subalgebra of T˜ whose repre-
sentation theory describes the weight modules over the truncated shifted Yangian. This
will allow us to deduce some theorems about the highest weight theory of the latter
algebra (cf. Theorem 5.21).
Consider an idempotent e ∈ T˜ . We will define the parity distance δ between the
strands of e as follows. First for consecutive strands p, p′ we set:
δ(p, q) =

2 if p and p′ have the same parity, p is black and p′ is red
1 if p and p′ have different parity
0 otherwise
We then extend to all pairs of strands by sharp triangle inequality δ(p, p′) = δ(p, p′′) +
δ(p′′, p′), where p is left of p′ and p′′ is any strand between p and p′.
Definition 3.7. We say an idempotent e is parity, if for any pair of red strands p, p′
of e, we have δ(p, p′) ≤ |r − r′|, where r is the longitude of p and r′ is the longitude of
p′. Let eR be the sum of all parity idempotents. We call an indecomposable projective
T˜ -module Q and its corresponding canonical basis vector parity if it is a summand of
T˜ eR.
The parity KLRW algebra is the subalgebra P˜ = P˜R = eRT˜ eR, and P˜µ = P˜ ∩ T˜µ.
Of course, the Grothendieck groups K0(P˜ -mod),K0(±P -mod) are naturally isomor-
phic to the span of parity canonical basis vectors in U(λ), V (λ), V (λ′) as appropriate;
we denote these subspaces by U(R), V (R), V (R′).
Note that these algebras will be Morita equivalent if and only if T˜ = T˜ eRT˜ , which
will hold if every simple of T˜ is not killed by eR (and thus, does not factor through
T˜ /T˜ eRT˜ ). As for T˜ , the algebra P˜ has a natural triple of quotients: we let +P
R be the
quotient by the two-sided ideal generated by all idempotents where κ(1) > 0, −P
R be
the quotient by the two-sided ideal generated by all idempotents where κ(ℓ) < n, and
0P
R the quotient by the sum of these ideals. If R is clear from context we usually omit
it. Similarly, we also have algebras ±Pµ.
Example 3.8. If |r − r′| ≫ n+ ℓ for all r, r′ ∈ R, then all idempotents with at most n
black strands are parity. In particular, if ht(λ− µ) ≤ n then P˜µ = T˜µ.
On the other hand, if all red strands have the same parity, and we have r1 = · · · = rℓ,
then for an idempotent e(i, κ) to be parity we must have κ(1) = · · · = κ(ℓ) ∈ {0, n}.
16 KAMNITZER, TINGLEY, WEBSTER, WEEKES, AND YACOBI
Example 3.9. Suppose λ = N̟i for some i ∈ I. The set of parameters is a single
multiset R = {ct11 , ..., c
tq
q }, where c1 < · · · < cq, ci occurs ti times in R, and
∑
ti = N .
The parity algebra P˜ is isomorphic to the KLRW T˜λ, where λ = (t1̟i, ..., tq̟i).
Indeed, the parity idempotents in this case are all of the form:
t1 tq
· · · · · · · · · · · · · · · · · · · · ·
Here the red strands are grouped into q “packets”, and the black strands can appear only
in between the packets.
Under the isomorphism between P˜ and T˜λ, this idempotent maps to the one in T˜λ
where the k-th packet of red strands is collapsed to a single red strand labeled by tk̟i.
Note that in particular when g = sl2, the parity algebra P˜ is isomorphic to the KLRW
algebra.
Example 3.10. Consider the case where g = sl3 and R1 = {1} and R2 = {2}. In this
case, the idempotent 1 1 2 2 is not parity, since the parity distance between 1 and 2 is 3,
but |r1 − r2| = 1. On the other hand 2 1 1 2 is parity, since the parity distance between
the two red strands is 1. (Here, and in Example 3.15 below, we are using the obvious
shorthand for idempotent diagrams: each number corresponds to a strand in the same
order, the color of a number corresponds to the color of the strand, and the number itself
is the label on the strand.)
We remark that the algebra T˜ has a one dimensional representation where e(1, 1, 2, 2)
acts by the identity, and every other homogeneous element of the algebra acts by 1. This
simple is killed by every parity idempotent, which shows that P˜ and T˜ are not Morita
equivalent in this case.
Lemma 3.11. The categorical actions on ±T−mod of Proposition 3.4 are inherited by
the subcategories ±P−mod.
Proof. The maps ι± add black strands that are not between any two red strands. Thus,
they do not change the parity distance between any two reds, and they send parity
idempotents to parity idempotents.
Thus, if we have a +T -module M which is killed by all parity idempotents, then the
action of a parity idempotent e on EiM is given by that of the parity idempotent ι
+(e),
which is still parity and thus acts by zero.
Every element of FiM lies in the span of x⊗m where m ∈M , and x is a straight-line
diagram pulling a black strand with label i from the far right at y = 0 to some position
at y = 1, leaving all other strands in place. If the top of x is a parity idempotent, then
the bottom is as well (since we can only decrease parity distance by moving a strand to
the far right), and thus x⊗m = 0. Thus, FiM is killed by parity idempotents.
Since ±P -mod is the quotient of ±T -mod by elements killed by parity idempotents,
the result follows. 
This immediately implies:
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Corollary 3.12. The subspace U(R) is a (U(n−), U(n−))-subbimodule, and V (R), V (R
′)
are U(g)-submodules.
Note, these spaces can be naturally quantized to give based modules in the sense of
Lusztig; we will not discuss this in any detail, since we will not use anything other than
the existence of the canonical basis.
Let Irr(−P ) denote the set of isomorphism classes of simple −P -modules. This has a
crystal structure with the Kashiwara operators defined by
e˜iL = hd(E
−
i L) f˜iL = hd(F
−
i L).
This is a subcrystal of Irr(−T
λ) which is isomorphic to the corresponding tensor product
crystal by [LW15, Thm. 7.2].
Similarly, the set Irr(P˜ ) of nilpotent simple modules over P˜ carries a bicrystal structure
defined by
f˜iL = hd(F
−
i L) f˜
∗
i L = hd(F
+
i L).
We need to impose the nilpotent condition since P˜ is finite over its center, which is a
polynomial ring; thus, for any maximal ideal of the center, there are simples killed by
that maximal ideal, with the nilpotent simples corresponding to unique graded maximal
ideal. These are also the simple modules which will be relevant to the representation
theory of the Yangian via Theorem 5.2.
Note that in many other sources on KLR algebras, such as [KL09], have typically
studied graded modules instead. However, nilpotent simple modules are in bijection
with graded simple modules considered up to grading shift:
Lemma 3.13. A simple module over P˜ is nilpotent if and only if it is gradable.
Every indecomposable projective P˜ -module has a unique nilpotent simple quotient.
Proof. Since P˜ is finitely generated over a commutative subalgebra, its simple modules
must be finite dimensional, so any element of non-zero degree must be nilpotent on any
simple.
On the other hand, the subalgebra A of polynomials in the dots which is symmetric
under permutations of strands and their labels is a central and P˜ is finitely generated
over A. As usual, any central subalgebra acts semi-simply on any simple module. Thus,
a simple is nilpotent if it factors through the quotient by the unique graded maximal
ideal m of this central subalgebra. The result then follows from the fact that simple
modules over finite dimensional graded algebras are always gradable uniquely up to
grading shift.
Similarly, if we have an indecomposable projective Q over P˜ , then Q/mQ is a projec-
tive module over P˜ /mP˜ . Let L be a simple module in the cosocle of Q/mQ. As discussed
above, L is gradeable, and since P˜ has finite dimensional degree 0 part, L has a unique
graded projective cover Q′. The projective property induces a surjective map Q → Q′,
which must be an isomorphism by the indecomposability of Q. Thus, Q/mQ = Q′/mQ′
is the projective cover of L as a P˜ /mP˜ -module, and so Q has no other nilpotent simple
modules as quotients. 
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3.5. A crystal isomorphism. In this section we’ll show that the crystals Irr(−P ) and
B(R) are isomorphic.
Presently, we describe how to construct an idempotent e(S) ∈ −P from a monomial
aRb
−1
S
∈ B(R). First, we order the elements of S so that s1 ≤ · · · ≤ sn. Then, we define
a sequence i = (i1, ..., in) by sm ∈ Sim for all m. (Note if elements occur in S with
multiplicity, there is not a unique such i, but this choice won’t affect the isomorphism
class of e(S).) We call sm the longitude of im. (Recall that we’ve already defined the
longitudes of red strands in Section 3.3.)
The idempotent e(S) is given by interlacing according to longitude the ℓ red strands
with the n black strands. Of course the red strands are labelled j1, ..., jℓ from left to
right, while the black strands are labelled by i1, ..., in from left to right. If the longitude
of a red strand agrees with the longitude of a black one, then the red strand goes to the
left of the black one. As mentioned above, we also have to make a choice of the order
of black strands with the same longitude, but reordering these gives idempotents which
are isomorphic by the obvious straight-line diagram.
Going in the other direction, given an idempotent e ∈ −P we construct S as follows:
for every black i-strand we add an element to Si equal to:
(longitude of closest red strand to its right)− (parity distance between these strands).
Note that such a red strand exists since we are working in −P . This construction gives
the unique S such that e(S) = e with x(S) is maximal, where:
Definition 3.14. For aRb
−1
S
∈ B(R) set x(S) =
∑
s∈Si
s.
Example 3.15. Consider g = sl3 and λ = ̟1 + ̟2. If we take R1 = {−1} and
R2 = {2}, the elements of the product monomial crystal are
aR
aRb
−1
1,−3
aRb
−1
2,0
aRb
−1
1,−3b
−1
2,−4
aRb
−1
1,−3b
−1
2,0
aRb
−1
1,−3b
−1
1,−1b
−1
2,0
aRb
−1
1,−3b
−1
2,−4b
−1
2,0
aRb
−1
1,−3b
−1
1,−1b
−1
2,−4b
−1
2,0
1
2
1
2
1
2
1
2
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The corresponding idempotents are
1 2
1 1 2
1 2 2
2 1 1 2
1 1 2 2
1 1 1 2 2
2 1 1 2 2
1 2 1 1 2 2
1
2
1
2
1
2
1
2
Note that all the idempotents appearing here are parity. This is a special case of Theorem
3.16 below.
Given a simple −P -module L, there is an S with x(S) maximal such that e(S)L 6= 0.
We call this the highest weight of L. It’s not obvious the highest weight is unique,
but we will show this below.
Theorem 3.16. Every simple −P -module has a unique highest weight. This induces a
crystal isomorphism ϕ : Irr(−P )→ B(R). This bijection sends the simple modules that
factor through 0P to the highest weight elements of B(R).
We will prove this theorem after developing the representation theory of −P a bit
further.
Definition 3.17. Given an idempotent e(S), let ∆(S) be the quotient of −Pe(S) by∑
−Pe(S
′)−Pe(S)
where the sum is over S′ such that x(S′) < x(S).
Lemma 3.18.
(1) Suppose that ∆(S) is nonzero. Then it has a unique simple quotient L(S) which
has S as its unique highest weight.
(2) There is an injective map ϕ : Irr(−P )→ B(R), given by L(S) 7→ aRb
−1
S
.
Proof. First we prove (1). Assume that x(S′) = x(S). We will first show that e(S′)∆(S)
is zero unless S′ = S. Indeed, suppose S′ 6= S and we have a nonzero diagram D ∈
e(S′)∆(S). Note that attached to a black strand s in D there are two pieces of additional
data, namely a top longitude coming from S′, and a bottom longitude coming from S.
We’ll denote these top(s) and bot(s) respectively.
Since S′ 6= S there is some black strand s in D such that bot(s) > top(s). Suppose
this strand is labeled i. Define S′′ by
S′′j =
{
Si \ {bot(s)} ∪ {top(s)} if j = i
Sj otherwise
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Let D′′ ∈ e(S′′)−Pe(S) be the diagram equal to e(S) except for one black i-strand
whose bottom longitude is bot(s) and top longitude is top(s). Then there is a diagram
D′ ∈ e(S′)−Pe(S
′′) such that in e(S′)−Pe(S) we have
D = D′D′′ + (diagrams with fewer crossings)
Since x(S′′) < x(S), we have that D′D′′ = 0 in ∆(S). Therefore, by induction, we may
now assume that no strand in D has bigger bottom longitude than top longitude. This
is only possible if S = S′, contradicting our assumption. This shows that e(S′)∆(S) = 0.
Note that e(S)∆(S) is a quotient of the subalgebra A in e(S)P˜ e(S) where all strands
preserve their longitude. The algebra A is isomorphic to a tensor product of affine
nilHecke algebras. Thus it is Morita equivalent to a tensor product of symmetric poly-
nomials on alphabets corresponding to like-colored strands with a given longitude. The
module e(S)∆(S) is cyclic over A, and thus has a unique simple quotient (since the
same is true of a finite dimensional graded quotient of a polynomial ring). A standard
argument as in [Web17a, Lem. 5.9] shows that the same is true of ∆(S).
It remains to show that L(S) has S as its unique highest weight. But this is clear,
since e(S)L(S) 6= 0, and e(S′)∆(S) = 0 for any S′ 6= S such that x(S′) ≤ x(S). The
proof of (2) is now immediate since every simple module is a quotient of some ∆(S). 
Proposition 3.19. The map ϕ : Irr(−P )→ B(R) is a morphism of g-crystals.
Proof. Fix i ∈ I and an idempotent e(U) ∈ −P such that Ui = ∅. Let e =
∑
e(U′),
where the sum is over all idempotents such that U ′j = Uj for j 6= i.
We wish to relate the simple −P -modules on which this idempotent acts non-trivially
to modules over the tensor product algebra for the root sl2 subalgebra of g corresponding
to i. We consider a set of parameters for sl2 given byR
′ = {Ri∪
⋃
i∼j(Uj+1)}; note that
since we are working with sl2 a set of parameters consists of a single multiset. Let −P
′
be the sl2 parity algebra associated with R
′. To remind ourself which root subalgebra
we’re working with, we label the black and red strands with i.
Let AU be the subalgebra of P˜ spanned by diagrams where all red strands and all
black strands with labels other than i are straight vertical in the position of e(U). We
have a natural map AU → e−Pe, which makes −Pe into a right AU-module. We have
a “redification” map ̺i : AU → −P
′ defined on diagrams as follows:
• Black and red i-strands remain in their positions.
• For j ∼ i, a dotless black j-strand maps to a red i-strand.
• A dot on a black j-strand is sent to 0.
• Remove any black j-strand if j 6∼ i and j 6= i.
• For j 6= i, remove any red j-strand.
Note that for a diagram in AU, any crossing must involve a black i-strand. Therefore
the nilHecke relations (3.1c–3.1e) only involving one color are only relevant for the label
i, and they are sent to the same relation in −P
′. When strands of more than one color
are involved, ̺i sends the relations (3.1a–3.1b) to (3.2c), the relation (3.1e) to (3.3) and
the relations (3.1f–3.1g) to (3.2a–3.2b). Therefore ̺i is indeed a map of algebras.
Thus, given a −P
′-module M , we can consider the associated module −Pe ⊗AU M .
Note that it is quite possible that this tensor product is 0; we are free to ignore these
cases.
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We define a functor X : −P
′ -mod → −P -mod as follows: X(M) is the quotient of
−Pe⊗AUM by the submodule generated the image of all idempotents where the average
longitude of the black strands with labels other than i is higher than x(U). The image
eX(M) is naturally an AU-module, and as in the proof of Lemma 3.18, we see that
eX(M) is a quotient of M . In particular, if M is simple, then applying [Web17a, Lem.
5.9] shows that X(M) has a unique simple quotient L(M) (if it is non-zero). One can
also easily confirm that L commutes with the functors Ei,Fi of the categorical sl2-action
on both categories. Thus, the induced map on simples commutes with the categorical
crystal operators for ei and fi. In particular, if a simple in the crystal is sent to 0, then
its whole component is.
Let B(R′) be the product monomial crystal for sl2. Note that we have a crystal map
L : B(R′) → B(R) given by aR′b
−1
T
7→ aRb
−1
S∪T. Since the numbers ai,k are unchanged
by this map, L is a map of sl2 crystals. Thus we have a diagram of maps, where the left
hand map is dashed since it is only partially defined:
Irr(−P
′) B(R′)
Irr(−P ) B(R)
L L
ϕ′
ϕ
This diagram commutes on objects where L is defined. Both vertical maps are mor-
phisms of sl2-crystals, and the maps ϕ and ϕ
′ are both injective. Furthermore, every
element of Irr(−P ) is in the image of L for some choice of U; in fact, this implies that
its whole root string under e˜i, f˜i is.
Thus to show that ϕ is a crystal map, it suffices to prove this for ϕ′ for an arbitrary
choice of i and U. That is, it suffices to prove the result in the case where g = sl2. In
this case, the monomial crystal structure is simply a tensor product crystal, and −P is
an sl2 tensor product algebra (cf. Example 3.9). The crystals for these match by [LW15,
Th. 7.2]. 
Proof of Theorem 3.16. To complete the proof of the bijection, we need to show that
∆(S) is non-trivial if and only if aRb
−1
S
lies in B(R). We’ll prove this by induction on
n =
∑
i |Si|.
For n = 0 we have that S = ∅. Since ∆(∅) = Ce(∅) 6= 0 and aR ∈ B(R), the claim
follows.
Now let n > 0. Suppose first that there is an element of S which is less than or equal
to every element of R. If ∆(S) is non-trivial then L(S) is not killed by Ei, for some
i. Thus, L(S) = f˜iL(S
′) for some highest weight S′. By induction we can assume that
aRb
−1
S′
∈ B(R), and hence by Proposition 3.19 aRb
−1
S
= f˜i(aRb
−1
S′
) is in B(R) as well.
Conversely, if aRb
−1
S
∈ B(R) then e˜i(aRb
−1
S
) 6= 0, and reversing the argument above we
get that L(S) 6= 0.
It remains to consider the case where there is r ∈ Ri strictly less than all elements
of S. We can assume r corresponds to the leftmost red strand in e(S). Let R′ be the
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set of parameters of weight λ −̟i obtained from R by removing r from Ri. Let −P
′
be the associated algebra. We have a map −P
′ → −P given by adding a red i-strand
on the left. Let e ∈ −P be the sum of idempotents whose leftmost strand is red. If
∆(S) is non-trivial then eL(S) is a nontrivial −P
′-module, which has highest weight
S. Therefore some simple composition factor of this module has highest weight S. By
induction we then have that aR′b
−1
S
∈ B(R′). Now note that multiplication by ai,r
defines an injective set map ι : B(R′)→ B(R). Hence aRb
−1
S
∈ B(R).
Conversely, if aRb
−1
S
∈ B(R) then it’s in the image of ι. Hence aR′b
−1
S
∈ B(R′).
By induction we then have that the irreducible −P
′-module L′(S) 6= 0. By Frobenius
reciprocity there exists a nonzero map −P ⊗−P ′ L
′(S)→ L(S), and so ∆(S) 6= 0.
This completes the proof that the map L(S) 7→ aRb
−1
S
is a crystal isomorphism from
the set of isomorphism classes of simple −P -modules to B(R).
To complete the proof of the theorem, assume that a simple L(S) is a highest weight
element of the crystal. This holds if and only if EiL(S) = 0 for all i, which holds if
and only if L(S) is killed by all idempotents whose leftmost strand is black. This is, of
course, equivalent to factoring through the quotient 0P . 
Note, this proves an interesting and non-trivial statement: there is a natural embed-
ding of the monomial product crystal in the tensor product crystal for any ordering
compatible with the longitudes. This embedding is uniquely characterized by the fact
that adding a new element of R larger than all the longitudes of elements in S matches
tensoring with the highest weight element of a new tensor factor.
We can extend this result to understand the sets of nilpotent simple modules Irr(T˜R)
and Irr(P˜R) as crystals. In the case where R = ∅, we have that T˜ ∅ is the original KLR
algebra, and work of Lauda and Vazirani [LV11, Th. 7.4] identifies Irr(T˜ ∅) with the
crystal B(∞).
Recall from [Web17a, Def. 5.4] that we have a partial standardization functor
S
R;∅ : −T
R ⊗ T˜ ∅ -mod→ T˜R -mod .
Note that since we are using −T , we swap left and right everywhere compared to
[Web17a], in particular in the definition of standard modules. This correctly accounts
for the fact that we use the opposite convention for crystal tensor product from [LW15,
Web17a]. As argued in [Web17a, Th. 5.8], the map
h : Irr(−T
R)× Irr(T˜ ∅)→ Irr(T˜R) h(L,L′) 7→ hd(S∅;R(L⊠ L′))
is a bijection. As discussed before, [Web17a] deals with graded simple modules, but the
same results hold for nilpotent modules by Lemma 3.13.
Lemma 3.20. The map h induces a crystal isomorphism Irr(P˜R) ∼= B(R)⊗ B(∞).
Proof. We can make sense of parity algebras where we allow ±∞ as longitudes (for
these purposes, ∞ is both even and odd). Note that the parity distance between any
two strands with longitude ∞ is 0.
Fix a large integer n, and let R+ be obtained from R by adding n copies of∞ to each
Ri. Note that we have a surjective map P˜
R → −P
R+ by adding n strands labeled by
each fundamental weight at the far right of the diagram; no black strands are allowed
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between these new red strands, since the parity distance between them is 0. Let I be
the kernel of this map. We have a surjective map
(3.7) Irr(P˜R)→ Irr(PR+) ⊔ {0}
defined by L 7→ L/IL.
Furthermore, this map is a bijection in any given weight µ for sufficiently large n;
thus these maps for all n ≥ 0 unique fixed the crystal structure on Irr(P˜R).
Straightforward modification of [Web17a, Th. 5.8] shows that we have a natural
bijection B(R+) ∼= B(R) ⊗ B(nρ) compatible with h, and [LW15, Th. 7.2] shows this
is a crystal isomorphism. Taking inverse limit as n → ∞, we obtain that h is a crystal
map as well. 
3.6. Metric KLRW algebras. We’ll now consider a different generalization of the
KLRW algebras of [Web17a, §4].
Definition 3.21. Consider a sequence i ∈ In and a function κ : [1, ℓ] → [0, n] fixing
the position of the red strands. A (metric) longitude compatible with this data is a
sequence a = (a1, . . . , an) ∈ Z
n such that for all k,
(1) ik and ak have the same parity,
(2) ak ≤ ak+1, and
(3) ak ≥ rp if and only if k > κ(p).
The longitude conditions say roughly that we can isotope the idempotent e(i, κ) ∈ T˜
to have a black strand of label ik at x = ak, and red strands at x = rp; condition (2)
implies that the black strands are in the correct order, and condition (3) implies that
red and black strands are in the correct relative position. Note that there are some
border cases that keep this from being strictly true: consecutive black strands can have
the same longitude, but cannot have the same x-value, and similarly, a red strand and
the black to its right (but not its left) can have the same longitude, but not the same
x-value.
We let Long be the set of possible combinations of data (i, κ) as above and the longi-
tudes (a1, . . . , an). Note that the information of a is enough to uniquely fix the choice
of κ. We can also speak of the integer this attaches to a single strand as its longitude;
the longitude of a red strand is by convention the corresponding element rp.
Definition 3.22. A metric Stendhal diagram is a Stendhal diagram together with a
choice of a longitudes atop and abottom on the data (itop, κtop) and (ibottom, κbottom) at
the top and bottom of the diagram.
As in [Web17a, Def. 4.2], we can define a product on the formal span of all metric
Stendhal diagrams considered up to isotopy. Note that in taking this product, we must
require that longitudes in addition to labels in I match, or else we take the product to be
0. There are idempotent diagrams in this algebra given by straight line diagrams with
the same longitudes at the top and bottom. The isomorphism type of this idempotent
only depends on i and κ, since we can label the top and bottom of this diagram with
any compatible longitude.
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Definition 3.23. The metric KLRW algebra T˜ = T˜ R consists of finite spans of
metric Stendhal diagrams, modulo the local relations (3.1a–3.3). We let ±T denote its
quotients by diagrams that violate on left and right respectively, and as usual ±Tµ ⊂ ±T
denote the subalgebras where the sum of the roots labelling black strands is equal to λ−µ.
Example 3.24. Let I = {x, y}, connected by a single edge x→ y. In this case, g = sl3,
and we take λ = ̟x +̟y, Rx = {−1}, and Ry = {4}. Here is a typical element of the
metric KLRW algebra T˜ R.
x x y y x
−3 −1 2 4 5
3−1 −1 4 6
xx x y y
On the top and bottom we depict the string labels and longitudes in two rows. So for
instance, the bottom longitudes of the black strands in the above diagram are −3, 2, 5.
Notice that the longitude of a black strand can change from bottom to top, but the
longitudes on the red strands are fixed by the choice of R.
Note that a metric structure on the idempotent e(i, κ) is precisely the same as a choice
of S such that e(i, κ) = e(S). We let d(S) ∈ T˜ be the idempotent whose diagram is
the same as e(S), with the (metric) longitudes given by the longitudes of S. The key
connection between the metric and parity KLR algebras is:
Lemma 3.25. An idempotent in T˜ has a compatible metric longitude if and only if it
is a parity idempotent.
Proof. Suppose an idempotent in T˜ has a compatible longitude. Let’s call the difference
between the metric longitude of two strands their “metric distance”. We claim that the
metric distance is always greater than or equal to parity distance. This will show that
the idempotent is parity.
Both distances satisfy the strict triangle identity, so we need only check this for
consecutive strands. If two consecutive black strands have the same parity, then the
parity distance between them is 0. If they have opposite parity, then their metric
longitudes have opposite parity as well, so the metric distance between them is at least
1, and thus greater than or equal to the parity distance. If we have a black strand
and then a red of the same parity, then they cannot have the same metric longitude by
Definition 3.21(3), so they must differ by at least 2, which is the parity distance. Thus,
indeed, the parity distance is a lower bound on the metric distance.
Conversely, given a parity idempotent, we have a corresponding monomial as de-
scribed in Section 3.5, which gives a choice of compatible metric longitudes. 
We have a natural bimodule between T˜ and T˜ where we only label the top of strands
with a compatible longitude, and do not choose one on the bottom. Multiplying on the
right by eR, we obtain a bimodule between T˜ and P˜ . One can easily confirm that:
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Lemma 3.26. The bimodule above induces a Morita equivalence between T˜ and P˜ , and
between ±T and ±P .
Proof. For each parity idempotent, we choose a single compatible longitude, and let e′ be
the sum of the corresponding idempotents in T˜ . We obtain an isomorphism P˜ → e′T˜ e′
by labeling the top and bottom of each diagram with the corresponding longitude.
On the other hand, we have that T˜ e′T˜ = T˜ , since any idempotent e ∈ T˜ can be
written as product of two idempotents, with labels at the extremes being arbitrary and
in the center being the fixed longitudes for e. 
As with the parity algebra, a simple −T -module L has highest weight S if x(S) is
maximal such that d(S)L 6= 0. By Theorem 3.16 we obtain:
Corollary 3.27. There is a bijection, which (by slight abuse of notation) we denote ϕ,
between the simple modules of −T and the product monomial crystal B(R), sending a
simple L to aRb
−1
S
, where S is the highest weight of L.
3.7. Coarse metric KLRW algebras. We’ll also want to consider a more general
notion of coarse longitudes. These are useful for the combinatorics relating the repre-
sentation theory of Stendhal algebras to the representations of the KLR Yangian algebra
Rwe will introduce in Section 4.4.
We’ll define a preorder on the integers by a  b if and only if ⌊a2⌋ ≥ ⌊
b
2⌋. This is
coarsening of the standard order, where we also have 2q  2q + 1 for any integer q. We
write a ≈ b if a  b and b  a (that is, a, b ∈ {2p, 2p + 1} for some integer p).
Definition 3.28. Consider a sequence i ∈ In and a function κ : [1, ℓ]→ [0, n] fixing the
position of the red strands. A coarse longitude compatible with this data is a sequence
a = (a1, . . . , an) ∈ Z
n which satisfies the conditions of a longitude for the order , that
is:
(1) ik and ak have the same parity,
(2) ak  ak+1, and
(3) if k ≤ κ(p) then ak < rp, and if k > κ(p) then ak  rp.
We call (i, κ,a) a coarse longitude triple.
Note that every longitude is a coarse longitude, but not vice versa. A coarse metric
Stendhal diagram is a Stendhal diagram together with a choice of coarse longitude
triples on the top and bottom of the diagram. As with the metric KLRW algebra, we
define a product on the formal span of coarse metric Stendhal diagrams, requiring that
coarse longitudes in addition to labels in I must match, or else we take the product to
be zero. The coarse metric KRLW algebra T˜L = T˜
R
L consists of finite spans of
coarse metric Stendhal diagrams, modulo the local relations (3.1a–3.3).
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For an example of an element of T˜L which is not in T˜ , consider the diagram of
Example 3.24 but with the bottom longitudes of the black strands changed to −3,−2, 5:
x x y y x
−3 −1 −2 4 5
3−1 −1 4 6
xx x y y
3.7.1. Generators. One reason introducing the coarse metric KLRW algebra is that its
generators are easier to describe, as compared to the metric KLRW algebra.
We let e(i, κ,a) ∈ T˜L be the straight line diagram with (i, κ,a) the coarse longitude
triple assigned to both the top and bottom of the diagram. We’ll draw these diagrams
with the label ik and longitude ak written at the start and end of each strand. The
element yk(i, κ,a) ∈ T˜L is obtained from e(i, κ,a) by placing a dot on the kth black
strand.
We also have generators which cross strands; due to the presence of coarse longitudes
we have to be more careful than usual with these.
The crossing ψk of two neighbouring black strands is only defined when ak ≈ ak+1.
In that case we assign (i, κ,a) as the bottom longitude, and (ski, κ, ska) as the top
longitude.
e(i) =
i1
a1
i1
a1
im
am
im
am
· · · yk(i) =
i1
a1
i1
a1
im
am
im
am
· · · · · ·
ik
ak
ik
ak
ψk(i) =
i1
a1
i1
a1
im
am
im
am
ik
ak
ik
ak
ik+1
ak+1
ik+1
ak+1
· · · · · ·
The red-black crossings are defined in two cases. In the first case, the rightmost black
strand with longitude ak ≈ 2q for fixed q ∈ Z increases longitude by 2, and moves
rightward by crossing all red strands with longitude  2q+2. (Of course, there may be
no such red strands, in which case this generator doesn’t contain any crossings and just
changes the longitude.) All other longitudes remain the same. We denote this generator
by φ+k = φ
+
k (i, κ,a), where (i, κ,a
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diagram.
φ+k =
· · ·
· · ·
· · · · · ·
i1
a1
i1
a1
im
am
im
am
ik−1
ak−1
ik−1
ak−1
ik+1
ak+1
ik+1
ak+1
ik
ak
ik
ak + 2
The second case is the mirror image - it consists of the diagram where the leftmost
strand with longitude ak ≈ 2q decreases longitude by 2, crossing all red strands with
longitude ≈ 2q, and all other longitudes remain the same. We denote this generator
by φ−k = φ
−
k (i, κ,a), where (i, κ,a) is the coarse longitude triple on the bottom of the
diagram.
φ−k =
· · ·
· · ·
· · · · · ·
i1
a1
i1
a1
im
am
im
am
ik−1
ak−1
ik−1
ak−1
ik+1
ak+1
ik+1
ak+1
ik
ak
ik
ak − 2
3.7.2. Polynomial representation. Later in the paper, we will need to use the polynomial
representation of this algebra, which is a little complicated since we need many sets of
variables.
The polynomial representation of T˜L is given by
PolL =
⊕
(i,a,κ)
Pol(i,a, κ), where Pol(i,a, κ) = C[Y1(i,a, κ), . . . Yn(i,a, κ)]
where the sum is over all coarse longitude triples. The action is given by the formulae
(3.4a–3.4b). More precisely, x ∈ e(i′,a′, κ′)T˜Le(i,a, κ) defines an operator
x : Pol(i,a, κ)→ Pol(i′,a′, κ′)
which acts by ignoring longitudes, acting by (3.4a–3.4b), and then replacing the correct
longitudes in the variables. Since Pol is a faithful T˜λ-module for any λ, it follows that
PolL is a faithful T˜L-module. In fact, under the Mortia equivalence below PolL and Pol
are identified.
3.7.3. An equivalence. It turns out that (unlike the metric KLRW algebra or parity
KLRW algebra) the coarse metric KLRW algebra is always Morita equivalent to a usual
KLRW algebra, for a sequence λ which depends on R.
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Recall that to R we associate multiplicity functions ρi : Z→ N (cf. Section 3.3). For
q ∈ Z define λ(q) =
∑
i ρi(q)̟i, and set λ = (..., λ
(q−1), λ(q), ...). Note that generically,
λ = ̟R, but in general it is different.
There is a natural inclusion T˜λ → T˜ , which splits the red strand labeled λ(q) into∑
i ρi(q) red strands with labels from left to right given by the sequence (3.6). Observe
that the idempotents in the image of this map will never have a black strand between
two red strands
• where both red strands have longitude 2q, or
• where both red strands have longitude 2q + 1, or
• where the left red strand has longitude 2q and right one has longitude 2q + 1.
Proposition 3.29. The algebras T˜L and T˜
λ are Morita equivalent.
Proof. As in the proof of Lemma 3.26, our desired result reduces to showing that the
idempotents that carry coarse longitudes are precisely those to ones in the image of T˜λ.
Given a idempotent with a coarse longitude, the only obstruction to it lying in T˜λ
is if one of the three cases above occurs. First notice that the first one cannot occur
since that would not support a coarse longitude. In the latter two cases, there must be
a black strand of longitude 2q in between the red strands. Crossing this black strand
over the right red strand is irrelevant since the strands have opposite parities. Thus,
this idempotent is isomorphic to one in T˜λ.
On the other hand, given an idempotent in T˜λ, we’ll show that it carries a coarse
longitude. Consider a black strand between two red strands with longitudes rp and rp+1.
Note that |rp−rp+1| 6= 0. If |rp−rp+1| = 1 then we must have rp = 2q−1 and rp+1 = 2q
for some q. In this case we let the longitude of the black strand be whichever element
of {2q − 2, 2q − 1} has the correct parity. If |rp − rp+1| > 1 then we can just choose a
longitude a of the correct parity such that rp ≤ a ≤ rp+1. Clearly it’s possible to do this
for all black strands so that the coarse longitude conditions are met. 
4. Truncated shifted Yangians and KLR Yangian algebras
4.1. The shifted Yangian. Fix a weight µ. Following [BFNa, Appendix B], we now
define the shifted Yangian Yµ.
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Definition 4.1. The Cartan doubled Yangian Y∞ := Y∞(g) is defined to be the
C–algebra with generators E
(q)
i , F
(q)
i ,H
(p)
i for i ∈ I, q > 0 and p ∈ Z, with relations
[H
(p)
i ,H
(q)
j ] = 0,
[E
(p)
i , F
(q)
j ] = 2δijH
(p+q−1)
i ,
[H
(p+1)
i , E
(q)
j ]− [H
(p)
i , E
(q+1)
j ] = αi · αj(H
(p)
i E
(q)
j + E
(q)
j H
(p)
i ),
[H
(p+1)
i , F
(q)
j ]− [H
(p)
i , F
(q+1)
j ] = −αi · αj(H
(p)
i F
(q)
j + F
(q)
j H
(p)
i ),
[E
(p+1)
i , E
(q)
j ]− [E
(p)
i , E
(q+1)
j ] = αi · αj(E
(p)
i E
(q)
j + E
(q)
j E
(p)
i ),
[F
(p+1)
i , F
(q)
j ]− [F
(p)
i , F
(q+1)
j ] = −αi · αj(F
(p)
i F
(q)
j + F
(p)
j F
(q)
i ),
i 6= j,N = 1− αi · αj ⇒ sym[E
(p1)
i , [E
(p2)
i , · · · [E
(pN )
i , E
(q)
j ] · · · ]] = 0,
i 6= j,N = 1− αi · αj ⇒ sym[F
(p1)
i , [F
(p2)
i , · · · [F
(pN )
i , F
(q)
j ] · · · ]] = 0.
Definition 4.2. For any weight µ, the shifted Yangian Yµ is defined to be the quotient
of Y∞ by the relations H
(p)
i = 0 for all p < −〈µ, αi〉 and H
(−〈µ,αi〉)
i = 1.
Remark 4.3. Our conventions regarding Yangians differ slightly from the literature:
simply put, we have taken ~ = 2 instead of the more standard choice of ~ = 1. This is
not an essential difference, as is well-known, since these choices are isomorphic via a
simple rescaling of the generators: X
(r)
i 7→ (
1
2)
rX
(r)
i for X = E,H,F .
The algebra Y = Y0 is the usual Yangian with its standard Drinfeld presentation,
except that ~ = 2 as discussed above, and that upper indices are shifted by 1 (c.f.
[KWWY14, Section 3D]). Moreover, for µ dominant, the shifted Yangian as defined in
[KWWY14, Section 3F] as a subalgebra of Y , can be identified with the image of a shift
homomorphism Yµ −→ Y0 = Y (see [FKP
+18, Remark 3.9] for details). On the other
hand, when µ is not dominant, these shifted Yangians are not subalgebras of Y and
their definition first appeared in [BFNa, Appendix B].
There are a family of filtrations Fν1,ν2Yµ on Yµ, depending on a choice of weights
ν1, ν2 such that ν1 + ν2 = µ [FKP
+18, Section 5.4]. For the present paper, we will fix
the choice of ν1, ν2 so that
(4.1) 〈ν1, αi〉 = 〈λ, αi〉 −mi +
∑
j→i
mj , 〈ν2, αi〉 = −mi +
∑
i→j
mj
following [BFNa, Section B(i)].
4.1.1. Action on symmetric polynomials. Assume now that λ is a dominant weight, and
that µ is a weight such that λ− µ lies in the positive root cone. We will write λ− µ =∑
i∈I miαi. Given a set of parameters R = {Ri}i∈I of weight λ, define polynomials pi(u)
by the formula
pi(u) =
∏
c∈Ri
(u− c)
30 KAMNITZER, TINGLEY, WEBSTER, WEEKES, AND YACOBI
We use these to define elements A
(s)
i ∈ Yµ for i ∈ I, s ≥ 1 by the formula
(4.2) Hi(u) = pi(u)
∏
j∼i(u− 1)
mj
umi(u− 2)mi
∏
j∼iAj(u− 1)
Ai(u)Ai(u− 2)
.
where
Hi(u) = u
〈µ,α∨i 〉 +
∑
r>−〈µ,α∨i 〉
H
(r)
i u
−r, Ai(u) = 1 +
∑
s>0
A
(s)
i u
−s
We also consider the series
Ei(u) =
∑
r>0
E
(r)
i u
−r, Fi(u) =
∑
r>0
F
(r)
i u
−r
Consider the polynomial ring
P = C[zi,j : i ∈ I, 1 ≤ j ≤ mi]
Let Σ =
∏
i∈I Σmi be the product of symmetric groups, acting on P by permuting each
set of variables. We will be interested in the Σ-invariant polynomials PΣ. Denote
Wi(u) =
mi∏
r=1
(u− zi,r) and Wi,r(u) =
mi∏
s=1
s 6=r
(u− zi,s).
Let βi,r denote the algebra morphism P → P that shifts the variable zi,r by 2, i.e.
βi,r(zj,s) = zj,s + 2δijδrs.
Theorem 4.4. There is an action of Yµ on P
Σ, defined by
Ai(u) 7→ z
−miWi(u),(4.3a)
Ei(u) 7→ −
mi∑
r=1
∏
j→iWj(zi,r − 1)
(u− zi,r)Wi,r(zi,r)
β−1i,r ,(4.3b)
Fi(u) 7→
mi∑
r=1
pi(zi,r + 2)
∏
j←iWj(zi,r + 1)
(u− zi,r − 2)Wi,r(zi,r)
βi,r.(4.3c)
This theorem is inspired by the results of [GKLO05]. In [BFNa, Theorem B.15], we
showed that the above formulas define a homomorphism
(4.4) Φλµ : Yµ → A˜
to a suitable localization A˜ of the algebra of difference operators on P . Thus the above
certainly defines an action of Yµ on the field of fractions Frac(P ). To prove theorem, it
remains to show that the action preserves PΣ. This can be proven geometrically using
results comparing Yµ to the quantized Coulomb branch algebra and identifying P
Σ with
the equivariant cohomology of a point. It can also be proven algebraically, as we do
now.
Let us introduce the following notation. Let R be a commutative domain over C, and
consider the polynomial ring R[z1, . . . , zm] as well as its field of fractions R(z1, . . . , zm).
For 1 ≤ r ≤ m, we define an algebra endomorphism βr ∈ EndR (R(z1, . . . , zm)) by
βr(zs) = zs + 2δr,s. For 1 ≤ r < m, we define the divided difference operator ∂r ∈
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EndR (R(z1, . . . , zm)) by ∂r =
1
zr+1−zr
(sr − 1) where sr denotes the transposition per-
muting the variables zr, zr+1 and fixing all others.
Lemma 4.5. With notation as above, fix a polynomial c(t) ∈ R[t]. Consider the follow-
ing two endomorphisms of R(z1, . . . , zm):
m∑
r=1
c(zr)∏
1≤s≤m,s 6=r(zr − zs)
βr,(4.5)
∂m−1 · · · ∂1c(z1)β1(4.6)
Applied to any element of R(z1, . . . , zm)
Σm , these two operators agree. In particular,
both preserve R[z1, . . . , zm]
Σm .
Proof. We prove the first claim by induction on m, for any domain of coefficients R.
The case m = 1 is trivial, so let us assume the claim is true for m. In particular, letting
R′ = R(zm+1) we can think of any f ∈ R(z1, . . . , zm, zm+1)
Σm+1 ⊂ R′(z1, . . . , zm)
Σm .
Then by our inductive assumption,
∂m∂m−1 · · · ∂1c(z1)β1 · f = ∂m · (∂m−1 · · · ∂1c(z1)β1 · f)
= ∂m ·
m∑
r=1
c(zr)∏
1≤s≤m,s 6=r(zr − zs)
f(z1, . . . , zr + 2, . . . , zm, zm+1)
Using the fact that f is symmetric under Σm+1, applying ∂m to a summand where
1 ≤ r < m we get
1
zm+1 − zm
(
1
zr − zm+1
−
1
zr − zm
)
c(zr)∏
1≤s<m,s 6=r(zr − zs)
f(z1, . . . , zr + 2, . . . , zm+1)
=
c(zr)∏
1≤s≤m+1,s 6=r(zr − zs)
f(z1, . . . , zr + 2, . . . , zm+1)
Next, applying ∂m to the summand where r = m, we get
c(zm+1)
(zm+1 − zm)
∏
1≤s<m(zm+1 − zs)
f(z1, . . . , zm+1 + 2, zm)
+
c(zm)
(zm − zm+1)
∏
1≤s<m(zm − zs)
f(z1, . . . , zm + 2, zm+1)
Putting all summands together, this proves the claim.
For the second claim, note on the one hand that the operator (4.5) preservesR(z1, . . . , zm)
Σm ,
as it is equivariant for the action of Σm. On the other hand, the operator (4.6) preserves
R[z1, . . . , zm] since this is true of divided difference operators. Together with the first
claim, it follows that these operators map R[z1, . . . , zm]
Σm into
R(z1, . . . , zm)
Σm ∩R[z1, . . . , zm] = R[z1, . . . , zm]
Σm

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Proof of Theorem 4.4. Clearly the image of (4.3a) preserves PΣ, so let us prove that
(4.3c) does as well (the case (4.3b) being similar). This follows from Lemma 4.5, applied
to
R = C[zj,s : j 6= i, 1 ≤ j ≤ mj]
∏
j 6=i Σmj
c(t) = (t+ 2)r−1pi(t+ 2)
∏
j←i
Wj(t+ 1) ∈ R[t]
In this case the operator (4.5) from the lemma agrees with the action of F
(r)
i from (4.3c)
(i.e. the coefficient of u−r, under expansion at u =∞).

4.2. The truncated shifted Yangian. Let λ be a dominant weight, µ a weight with
λ ≥ µ, and R a set of parameters of weight λ. We now define the truncated shifted
Yangian Y λµ = Y
λ
µ (R). By Theorem 4.4, we have a homomorphism
Yµ −→ EndC(P
Σ)
which depends on µ but also on λ,R.
Definition 4.6. The truncated shifted Yangian Y λµ = Y
λ
µ (R) is the image of Yµ in
EndC(P
Σ).
From the definition, Y λµ has a faithful action on P
Σ. Note that by (4.3a), we see that
A
(s)
i = 0 in Y
λ
µ for s > mi. We can identify the image C[A
(s)
i ] ⊂ Y
λ
µ with P
Σ.
When g is finite type, the definition of Y λµ first appeared in [KWWY14, Section 4C] in
the case when µ is dominant, and in [BFNa, Appendix B] for all µ. Our present definition
of Y λµ is the straightforward generalization to arbitrary simply-laced Kac-Moody type.
Remark 4.7. More precisely, in both [KWWY14, Section 4C], [BFNa, B(viii)], Y λµ is
defined as the image Im(Φλµ) ⊂ A˜ of the map Φ
λ
µ : Yµ → A˜ into an algebra of difference
operators, as in (4.4). But this definition is isomorphic: the action of Yµ on P
Σ factors
through Im(Φλµ), and in fact there is a diagram
Yµ Y
λ
µ ⊂ EndC(P
Σ)
Im(Φλµ)
∼
Indeed, the action of Im(Φλµ) on P
Σ is faithful, since difference operators act faithfully
on polynomials.
Remark 4.8. Yet another variation on the definition of truncated shifted Yangian ap-
pears in [KTW+b], where it is defined instead as the quotient
Yµ/〈A
(r)
i : i ∈ I, r > mi〉
This algebra surjects onto Y λµ (as defined in the present paper), and we conjecture that
this surjection is an isomorphism, c.f. [KWWY14, Theorem 4.10]. This conjecture is
proven in finite type A in [KMWY18].
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Our interest in Y λµ comes from deformation quantization; note that Y
λ
µ inherits the
filtration Fν1,ν2Yµ from Yµ (see (4.1)). When g is finite type and µ is dominant, in
[KWWY14, Theorem 4.8] it was shown that Y λµ quantizes a scheme supported on the
Poisson variety Grλµ, a transverse slice to a spherical Schubert variety in the affine Grass-
mannian. It was conjectured that Y λµ quantizes precisely Gr
λ
µ, i.e. that
gr Y λµ
∼= C[Grλµ]
This conjecture was established by [BFNa, Corollary B.28], using the theory of Coulomb
branches.
Coulomb branches are developed mathematically in [BFNb], where an affine variety
MC = MC(H,V ) called the Coulomb branch, is associated to each pair (H,V ) con-
sisting of a reductive group H and a representation V of H. Its coordinate ring admits
a natural deformation quantization A~ = A~(H,V ) over C[~]; in particular MC(H,V )
has a Poisson structure. The case of greatest present interest to us is when the pair
(H,V ) is
H =
∏
i∈I
GL(mi), V =
⊕
i→j
Hom(Cmi ,Cmj )⊕
⊕
i
Hom(Cλi ,Cmi)
By [BFNa, Theorem 3.10], if g is finite type, then for (H,V ) as aboveMC is a generalized
slice Wλµ . Note that when µ is dominant there is an isomorphism W
λ
µ
∼= Grλµ.
It is not a priori clear what Coulomb branches have to do with Yangians. However, a
connection is established by [BFNa, Appendix B]: there is a homomorphism Rees(Yµ)→
A~ of graded C[~]–algebras, for any simply-laced Kac-Moody g. In other words, there is
a map of filtered algebras Yµ → A~=2. This map comes from the homomorphism (4.4),
and in particular there is an embedding of filtered algebras
Y λµ →֒ A~=2
[BFNa, Corollary B.28] shows that this embedding is an isomorphism of filtered algebras
when g is finite type and µ is dominant. In forthcoming work [KTW+a], we will partially
generalize this result to allow for arbitrary g.
Theorem 4.9. Let g be of any simply-laced Kac-Moody type, and let λ be dominant and
λ ≥ µ. Then there is an isomorphism of algebras
Y λµ
∼
→ A~=2
This still leaves the issue of filtrations: although these algebras are isomorphic, it is
possible that their associated graded algebras are not. Fortunately, in the case when
g is finite type, we can use the above theorem to directly generalize [BFNa, Corollary
B.28] (i.e. we remove the restriction that µ is dominant).
Corollary 4.10. Assume that g is of finite type. Then there is an isomorphism of
filtered algebras
Y λµ
∼
→ A~=2
In particular, grY λµ
∼= C[Wλµ ].
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Proof. We claim that: (a) Y λµ → A~=2 is a morphism of filtered algebras, (b) it is
an isomorphism of algebras, and (c) the induced map grY λµ → grA~=2 is surjective.
Assuming these three claims, it follows easily that Y λµ → A~=2 is an isomorphism of
filtered algebras.
The claims (a), (b) are immediate from the discussion above. To verify (c), consider
the induced map
gr Yµ → grA~=2 ∼= A~=0,
which corresponds to the closed embedding Wλµ ⊂ Wµ of affine schemes (see [FKP
+18,
Section 5.9]). Since this is a closed embedding, the above map of algebras is surjective.
This implies that grY λµ → grA~=2 is also surjective. 
Remark 4.11. There is a subtlety which we have neglected, namely the role of the
parameters R. In terms of Coulomb branches, by working equivariantly for the flavour
symmetry group GF =
∏
i∈I GLλi , we can deform A~ to an algebra A~,F over H
∗
GF
(pt).
A choice of parameters R defines a homomorphism
H∗GF×C×(pt)
∼= C[~]⊗
⊗
i∈I
H∗GLλi
(pt) −→ C,
which sends ~→ 2 and specializes H∗GLλi
(pt)→ C according to the multiset Ri.
Then more precisely, Theorem 4.9 states that there is an isomorphism
Y λµ (R)
∼
−→ A~,F ⊗H∗
GF×C
×(pt)
C
and Corollary 4.10 that this is an isomorphism of filtered algebras.
We note that there are some subtleties if we do not specialize ~ to 2 (or some other
non-zero complex number), in which case we no longer quantize Wλµ but rather some
other fibre of its deformation, see [BFNa, Remark B.29].
4.3. The flag Yangian. We will now study a matrix algebra over Y λµ . We begin with
the following general setup.
Assume we have a commutative complex algebra A and an algebra B ⊂ EndC(A)
containing A. We consider EndC(A
n). We can embed B ⊂ EndC(A
n) by acting on just
the first copy of A. On the other hand, the matrix algebras Mn(A) = EndA(A
n) and
Mn(B) also embed in EndC(A
n). We have the following observation.
Lemma 4.12. With the above setup, the subalgebra of EndC(A
n) generated by B and
by Mn(A) equals Mn(B).
Now, we recall the following standard results. For each i ∈ I, 1 ≤ r ≤ mi, we define
the divided difference operator ∂i,r : P → P by ∂i,r =
1
zi,r+1−zi,r
(si,r − 1) where si,k
denotes the operator permuting the variables zi,r, zi,r+1.
Proposition 4.13.
(1) P is a rank
∏
m!i free module over P
Σ.
(2) The algebra EndPΣ P is generated by the operators of multiplication by elements
of P and by the divided difference operators {∂i,r}.
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In particular, EndPΣ P contains the projection operator onto the subspace P
Σ. This
projection is given by
(4.7) e′m :=
∏
i
1
m!i
∂i,w0
∏
1≤k<l≤mi
(zi,k − zi,l)
where ∂i,w0 denotes the product of the divided difference operators ∂i,r corresponding
to any longest element in Σmi . Note that m = (mi)i∈I .
Definition 4.14. The flag truncated shifted Yangian FY λµ = FY
λ
µ (R) is defined to
be the subalgebra of End(P ) generated by the divided difference operators, multiplication
by elements of P and by Y λµ (R).
Thus, applying Lemma 4.12 to A = PΣ, B = Y λµ and n =
∏
mi!, we immediately
see that FY λµ is a rank
∏
m!i matrix algebra over Y
λ
µ . Moreover, the module e
′
mFY
λ
µ
∼=
Y λµ ⊗PΣ P induces a Morita equivalence between FY
λ
µ and Y
λ
µ .
We can embed Σ into FY λµ using the elements si,k = (zi,k+1 − zi,k)∂i,k + 1. When
we do this, we see that the idempotent e′m equal the usual idempotent of Σ. Thus we
see that the Morita equivalence between FY λµ -modules and Y
λ
µ -modules is just given by
M 7→MΣ.
4.4. The KLR Yangian algebra. Fix λ and an integral set of parameters R of weight
λ. We will now introduce a yet bigger algebra (depending on R), which will contain
FY λµ as a subalgebra, for all µ.
Definition 4.15. A cylindrical KLR diagram is a collection of finitely many black
curves in a cylinder R/Z × [0, 1]. Each curve is labeled with i ∈ I and decorated with
finitely many dots. The diagram must be locally of the form
with each curve oriented in the negative direction (we don’t depict the orientation). The
curves must meet the circles at y = 0 and y = 1 at distinct points with x 6= 0. We
consider these up to isotopy preserving the conditions above.
We draw cylindrical KLR diagrams on the plane, using a dashed line at x = 0 to
depict the gluing of the cylinder. We refer to the dashed line as the “seam” of the
cylinder. Here is an example of a cylindrical KLR diagram:
i
i
j
j
k
k
i
i
ℓ
ℓ
As usual, the product of two such diagrams is defined by stacking them on top of each
other if their labels match, and is zero otherwise.
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Given a list i ∈ Im, we let e(i) be the cylindrical KLR diagram with vertical strands
with these labels in order. We write zk(i) for the same diagram where the kth strand
carries a dot, and ψk(i) for the diagram where the kth and k+1st strands cross. (When
the labels are clear from the context we will simply write zk and ψk.). Diagrammatically
if i = (i1, ..., im) then e(i), zk(i), and ψk(i) are given by:
e(i) =
i1 im
· · · zk(i) =
i1 im
· · · · · ·
ik
ψk(i) =
i1 imik ik+1
· · · · · ·
We also have seam crossing diagrams σ±(i):
σ+(i) =
imi1 im−1
· · · σ−(i) =
i1 i2 im
· · ·
Let pi,+(u) = pi(u+ 2) and let
X¯ij(u, v) =
{
u− v − 1 i← j
1 otherwise
Q¯ij(u, v) = X¯ij(u, v)X¯ji(v, u) =

u− v − 1 i← j
v − u− 1 i→ j
1 i 6↔ j
Definition 4.16. The KLR Yangian algebra R= R(R)2 is the quotient of the span
of cylindrical KLR diagrams by
• the usual KLR algebra relations (3.1a–3.1g) for I using the polynomials Q¯ij ;
since these relations are local, we can apply them in a disk that avoids x = 0.
• the following relations around x = 0:
(4.8a) = − 2 = + 2
(4.8b)
i
= pi,+
(
i
)
i
= pi
(
i
)
2Following the Cyrillic spelling “Янгиан.” This is, of course, pronounced “Ya.”
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(4.8c)
ii
=
ii
+
ii
pi,+(zm)− pi(z1)
zm − z1 − 2
(4.8d)
ji
=
ji
if i 6= j.
Because diagrams can only be multiplied if their labels match, we have an obvious
decomposition of the algebra according to multiplicities of the simple roots in the label.
The diagrams e(i) give the idempotents corresponding to this decomposition.
Let
Pol R=
⊕
m≥1,
i∈Im
Poli, Poli := C[Z1(i), . . . , Zm(i)]
be a direct sum of polynomial rings, one for each list i.
Let σ : Im → Im be the rotation, so that σ(i1, . . . , im) = (im, i1 . . . , im−1) and extend
this to an algebra automorphism of Pol Rby
σ(Zk(i)) =
{
Zk+1(σ(i)) k < m
Z1(σ(i)) − 2 k = m.
Also for any 1 ≤ k < m, we write sk : I
m → Im for the usual transposition, extended
to an algebra automorphism of Pol Rby sk(Zr(i)) = Zsk(r)(sk(i)).
If we have a list i with ik = ik+1, then we define the divided difference operator
∂k : Poli → Poli by ∂k =
1
Zk+1(i)−Zk(i)
(sk − 1). (Note that in this formula sk acts on Poli
since ik = ik+1.).
Theorem 4.17. We have a faithful action of Ron Pol Rsending:
• the idempotent e(i) to the projection onto Poli
• the dot zk(i) to the multiplication operator Zk(i)
• the crossing ψk(i) to the Demazure operator or multiplication operator, depending
on whether ik = ik+1 or not:
(4.8e) ψk(i) 7→
{
∂k ik = ik+1
sk ◦ X¯ij(Zk(i), Zk+1(i)) ik 6= ik+1
• the seam crossings σ±(i) to the automorphism σ or its inverse times a polyno-
mial, depending on the sign:
σ+(i) 7→ σ|Poli(4.8f)
σ−(i) 7→
(
pi,+(Zm(i)) ◦ σ
−1
)
|Poli =
(
σ−1 ◦ pi(Z1(σ(i)))
)
|Poli(4.8g)
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Proof. The KLR relations hold by comparison with the usual polynomial relation of
the KLR algebra (for example, as in [Rou]). The other relations are straightforward to
check.
Thus, it remains to check that the representation is injective. Assume that we have
an element of the kernel. This is given by a sum of a finite number of cylindrical
diagrams, and the strands of each diagram trace out a word in the length 1 and length
0 generators in an extended affine symmetric group. First note that the relations (3.1f–
3.1g,4.8c–4.8d) allow to replace the element for one word with the diagram for the word
with a braid relation apply to it, plus diagrams with shorter words.
If one of these words is not reduced, then we can use braid relations until we have
two consecutive appearances of a generator. At this point, we can apply the relations
(3.1e,4.8b) to reduce the length. Thus, using the relations of the algebra, we can assume
this element of the kernel is a sum of diagrams corresponding to reduced words of
different elements of the affine symmetric group, times polynomials in dots. Note that
the action of each of such diagram in the representation is the action of the corresponding
symmetric group element, times a rational function, plus similar terms of shorter length.
Now consider an element w of maximal length with non-zero coefficient on its diagram.
In this case, the image of this element in the representation must be a sum of the usual
action of w with non-zero coefficient and shorter elements of the affine symmetric group.
Thus, this image is non-zero, contradicting the assumption. 
Remark 4.18. Let Polm =
⊕
i∈Im Poli so that Pol R=
⊕
m≥0 Polm. It’s clear from the
formulas that Polm is R-invariant for any m.
4.5. Relating the KLR Yangian and the flag Yangian algebras. As in the pre-
vious section, we fix λ and an integral set of parameters R. In addition we fix a weight
µ ≤ λ and let m = (mi)i∈I . Recall, that we previously fixed a total order on the set
I such that all vertices in I0¯ come before those in I1¯. Consider the sequence im where
the nodes of I appear in the above order, with i appearing with multiplicity mi. Let
e(im) be the corresponding idempotent in R. By the previous theorem, we can view
e(im) Re(im) as a subalgebra of endomorphisms of Polim . Using the above total order
on I, we will identify the variables zi,k with the variables z1(im), . . . , zm(im). In this
way, we identify Polim = P .
The algebra e(im) Re(im) also naturally contains a tensor product
⊗
iNHmi of nil-
Hecke algebras. This embeds as the subalgebra where we only permit crossings between
pairs of strands which have equal labels (and no crossing of the seam x = 0). We may
thus identify the element e′m ∈ e(im) Re(im) from (4.7).
Theorem 4.19. As subalgebras of EndC P , we have FY
λ
µ = e(im) Re(im). Moreover,
the elements E
(r)
i , F
(r)
i ∈ Y
λ
µ ⊂ FY
λ
µ correspond to elements of Ras follows:
E
(r)
i = −wi,+(zm1+···+mi + 2)
r−1e′m(4.9a)
F
(r)
i = (−1)
∑
i→jmjwi,−z
r−1
m1+···+mi−1+1
e′m(4.9b)
Here wi,± is the diagram wrapping the rightmost (resp. leftmost) strand with label i a
full positive (resp. negative) revolution around the cylinder.
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For example, diagrammatically:
wi,+ =
< i i > i
where the braces at the bottom denote labels from I, appearing in the order im. Mean-
while, the element zm1+...+mi corresponds to a dot on the right-most strand labelled
i.
Proof. First, let us confirm that the left and right sides of the equations (4.9a–4.9b) act
in the same way on PΣ, i.e. that the right-hand sides match (4.3b–4.3c).
We will prove (4.9a) carefully, and leave it to the reader to derive (4.9b) similarly.
First, we note that (zm1+···+mi + 2)
r−1 acts on P by (zi,mi + 2)
r−1. Then, as we move
the strand to the right, we pass strands with label j > i. By (4.8e), this has no effect
besides permuting the labels of variables, since either there is no arrow between the
nodes, or i→ j (by our choice of orientation, cf. Section 2.1). Then, we cross rightward
over x = 0, which by (4.8f) contributes an action of σ. Next, we cross rightward over
the strands with labels j < i. Those with j → i contribute factors of P ij in appropriate
variables. The crossing of all strands labelled j < i contributes a factor of∏
j<i
mj∏
k=1
Qij(zi,1, zj,k) =
∏
j<i
mj∏
k=1
(zi,1 − zj,k − 1) =
∏
j→i
Wj(zi,1 − 1).
Note that, although im is permuted during the process of crossing strands, after crossing
all those discussed above we are back at im.
Thus far, we have wrapped the strand almost all the way around the cylinder, but
without crossing any of the other strands with label i. We can summarize the action of
the element defined thus far by∏
j→i
Wj(zi,1 − 1)ρi(zi,mi + 2)
r−1 =
∏
j→i
Wj(zi,1 − 1)z
r−1
i,1 ρi
where ρi is the algebra automorphism of P defined by
ρi(zj,k) =

zj,k i 6= j
zi,k+1 i = j, k 6= mi
zi,1 − 2 i = j, k = mi
Note that ρi has the same effect on P
Σ as β−1i,1 .
Finally, in crossing over the remaining strands with label i, by applying (4.8e) again,
we get a contribution of ∂i,mi−1 · · · ∂i,2∂i,1. Altogether, we see that wi,+(zm1+...+mi +
2)r−1 acts on PΣ by
∂i,mi−1 · · · ∂i,1z
r−1
m1
∏
j→i
Wj(zi,1 − 1)β
−1
i,1
40 KAMNITZER, TINGLEY, WEBSTER, WEEKES, AND YACOBI
By Lemma 4.5 (see also the proof of Theorem 4.4), this agrees with the action of −E
(r)
i on
PΣ under (4.3b). This shows that the both sides of (4.9a) agree as operators PΣ → P .
Since we can embed Hom(PΣ, P ) = Hom(P,P )e′m ⊂ Hom(P,P ), and both the flag
Yangian and the KLR Yangian act faithfully on P , this proves (4.9a).
Note that equations (4.9a,4.9b) imply that, as subalgebras of End(P ),
FY λµ ⊂ e(im) Re(im).
Indeed these equations prove that the generators of Y λµ appear in e(im) Re(im). The
inclusion follows since e(im) Re(im) also contains the tensor product of nil-Hecke algebras
corresponding to packets of like-colored strands. It remains to check that this inclusion
is an equality. Our proof of this requires a detour into the theory of Coulomb branches,
and appears in [KTW+a].

Remark 4.20. It is possible to define a variant of Rin order to give a diagrammatic
description of Y λµ . To accomplish this, we use thick calculus in the sense of [KLMS12].
We consider diagrams in Rwhich start and end with the idempotent e(im) and then we
use a splitter to collect all strands with the same label i, in the sense of [KLMS12, §2].
We can consider these diagrams modulo the relations of Definition 4.16 away from the
splitters, as well as the relation that crossing two strands entering the splitter gives 0:
= 0
We compose these diagrams by stacking them, and resolving the product of splitters into
a half twist of the strands passing through it, as in [KLMS12, Cor. 2.6]. This algebra has
the unusual feature that it is not easy to write the identity in it, though it is possible using
[KLMS12, (2.70)]; we can extend our diagrammatic calculus further by allowing thick
strands that represent several strands with a single label “zipped together” (in [KLMS12],
these are drawn as green). We will not go into details about the relations between these
diagrams, as they can get quite complicated. In this framework, we can write E
(s)
i and
F
(s)
i as simpler diagrams:
E
(s)
i = −
i1 iri
· · · · · ·
s− 1
F
(s)
i = ±
i1 iri
· · · · · ·
s− 1
5. Weight modules and parity KLR algebras
5.1. Weight modules for (flag) truncated shifted Yangians. The algebras Y λµ , FY
λ
µ
have natural polynomial subalgebras, so we can consider weight modules.
The algebra Y λµ contains the polynomial subalgebra P
Σ = C[A
(s)
i ]. We identify
SpecPΣ with the set of collections S = (Si)i∈I of multisets, where |Si| = mi. Here
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S gives rise to the map evS : P
Σ → C taking A
(s)
i to the sth elementary symmetric
function of Si.
The algebra FY λµ contains the polynomial subalgebra P = C[zi,k]. We identify
SpecP =
∏
iC
mi , where ν = (νi)i∈I ∈ SpecP gives rise to the map evν : P → C
taking zi,k to νi,k.
Definition 5.1. A weight module over Y λµ (resp. FY
λ
µ ) is a module M for which
the subalgebra PΣ (resp. P ) acts locally finitely with finite-dimensional generalized
eigenspaces.
Let M be a weight module for Y λµ . So we can write
M =
⊕
S∈Spec PΣ
WS(M)
WS(M) =
{
v ∈M : ∃N s.t. (f − evS(f))
Nv = 0 for all f ∈ PΣ
}
We refer to WS(M) as the S-weight space of M and we say that M 7→ WS(M) is a
weight functor. Similarly, for a module M over FY λµ , we define Wν(M) and we have
weight modules where M =
⊕
ν
Wν(M).
Note that under the Morita equivalence, weight modules over FY λµ correspond to
weight modules over Y λµ . Now, there is an obvious map from SpecP → SpecP
Σ which
takes the tuples νi and turns them into multisets S(ν) = (Si(ν)). Let M be a weight
module over FY λµ and recall that its image under the Morita equivalence isM
Σ, where Σ
is the product of symmetric groups. The group Σ also acts on the space SpecP =
∏
C
mi
of weights for M and we can consider the stabilizer of a weight ν. It is easy to see that
(5.1) WS(ν)(M
Σ) =Wν(M)
StabΣ(ν).
We say that ν ∈
∏
i C
mi is an integral weight, if for each i ∈ I and k ≤ mi, νi,k is
an integer of the same parity as i. We say that a FY λµ weight module M has integral
weights, if Wν(M) 6= 0 implies that ν is an integral weight. Let FY
λ
µ -wtmod denote
the category of weight modules over FY λµ with integral weights.
Considering the adjoint action of the dots on the flag Yangian, we see that if a module
M is generated by finite many weight vectors, then every other weight that appears will
lie in the affine Weyl group orbit of the original weights. Since integral weights are closed
under the action of the affine Weyl group, we could equivalently define FY λµ -wtmod to
be the category of weight modules generated by vectors of integral weight.
5.2. An equivalence relating the flag Yangian and the metric KLRW algebras.
Recall that idempotents in the metric KLRW algebra T˜ = T˜ R are indexed by longitude
triples (i, κ,a) satisfying the conditions of Definition 3.21. For each integral weight ν,
let d(ν) = d(S(ν)) be the idempotent in T˜ . Following our notation from earlier, we let
d′(ν) ∈ T˜ be a summand of d(ν) obtained by acting by a primitive idempotent from
the nilHecke algebra on each packet of strands with the same label and longitude.
Let T˜ Rµ -modnil be the subcategory of finitely generated modules over T˜
R
µ where the
dots act nilpotently; since T˜ Rµ is finitely generated as a module over the dots, such a
module is necessarily finite dimensional.
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Theorem 5.2. There is an equivalence Θ: T˜ Rµ -modnil → FY
λ
µ -wtmod such that
(5.2) WS(Θ(M)
Σ) = d′(S)M Wν(Θ(M)) = d(ν)M.
This is actually a consequence of a more general equivalence, which we’ll discuss
below. While this equivalence factors through objects which are more auxilliary from
our perspective, it is easier to prove since it involves categories with simpler generators
and relations.
Let us note one interesting corollary. Let p˜(S) = [T˜ d′(S)]; this is equal to the cor-
responding vector p˜κ
i
up to division by the size of the stabilizer of ν in Σ. Transfering
Lemma 3.5 through this equivalence, we find that:
Corollary 5.3. We have
p˜(S) =
∑
b
(
dimWS(Θ(Lb)
Σ)
)
· b
where the sum is over parity canonical basis vectors b, and Lb is the corresponding simple
P˜ -module.
5.3. Weight modules for Я. Let M be a module for R. Such a module comes with a
decomposition M =
⊕
i
e(i)M , according to the idempotents e(i) of R. We say that M
is a weight module, if for all sequences i ∈ Im, we have
e(i)M =
⊕
a∈Cm
Wi,a(M)
where this is a decomposition into generalized eigenspaces
Wi,a(M) = {v ∈ e(i)M : ∃N s.t. (zk(i)− ak)
Nv = 0, for k = 1, . . . ,m}
We call the pair (i,a) ∈ Im × Cm integral, if for each k, ak is an integer of the
same parity as ik. We say that a R-module M has integral weights if Wi,a(M) 6= 0
implies that (i,a) is integral. Let R-wtmod denote the category of Rweight modules
with integral weights.
We have a quotient functor from R-wtmod to FY λµ -wtmod given by multiplication
by the idempotent e(im) defined earlier. This quotient functor has a fully faithful left
adjoint sending M to R⊗FY M .
The category R-wtmod has weight functors Wi,a indexed by integral pairs (i,a) as
above. We will be interested in morphism between these weight functors, the most
important (for our purposes) we call the neutral crossing which goes between pairs
connected by admissible permutations.
5.4. Admissible permutations and neutral crossings. Recall that the usual action
of the symmetric group Sm onm-tuples is given by the rule π(a) = (aπ−1(1), . . . , aπ−1(m)).
Definition 5.4. Let (i,a) ∈ Im × Cm. We say that a pair of distinct indices k, l ∈
{1, . . . ,m} are not (i,a)-switchable if ik ← il and ak = al + 1; otherwise, we say that
they are switchable. We say that a permutation π ∈ Σm is (i,a)-admissible if whenever
(k, l) are not (i,a)-switchable, then π(k), π(l) are in the same order as k, l.
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Note that k, k+1 are not (i,a) switchable if and only if X¯ik,ik+1 (ak, ak+1) = 0. Observe
also that the simple transposition sk is admissible if and only if k, k + 1 are switchable,
which means
if ik → ik+1 then ak 6= ak+1 − 1 and if ik ← ik+1, then ak 6= ak+1 + 1.
Lemma 5.5. Let π1, π2 be two permutations. Assume that π1 is (i,a)-admissible and
π2 is (π1(i), π1(a))-admissible. Then π2 ◦ π1 is (i,a)-admissible.
Proof. Suppose k < l are such that ik ← il and ak = al + 1. Then π1(k) < π1(l)
since π1 is (i,a)-admissible. Letting j = π1(i) and b = π1(a), we then have that
jπ1(k) = ik ← il = jπ1(l) and bπ1(k) = ak = al+1 = bπ1(l)+1. Since π2 is (j,b)-admissible
it follows that π2π1(k) < π2π1(l). The analogous argument holds if k > l. 
Lemma 5.6. Let π be a permutation which is (i,a)-admissible. Assume that ℓ(πsk) <
ℓ(π). Then sk is (sk(i), sk(a))-admissible.
Proof. Since ℓ(πsk) < ℓ(π), we see that π(k + 1) < π(k). Hence k, k + 1 are (i,a)-
switchable. This implies the desired result. 
The following corollary follows immediately from the previous two lemmas.
Corollary 5.7. If π is an (i,a)-admissible permutation, and if π = skr · · · sk1 is a
reduced word, then each skp is (skp · · · sk1i, skp · · · sk1a)-admissible.
The following examples of admissible permutations will be important later.
Lemma 5.8. Let (i,a) be an integral pair and assume that a is weakly increasing (with
respect to the usual partial order), and that up to reordering i = im. Let π = πi be the
shortest permutation such that π(i) = im. Then π is (i,a)-admissible.
Proof. Suppose that ik ← il. Then il is even and ik is odd. By our choice of the ordering
of I, il must come before ik in im, and hence π(l) < π(k). Now if ak = al + 1 then
al ≤ ak and so l < k. Therefore π(k), π(l) are in the same order as k, l and so π is
admissible. 
Lemma 5.9. Let (i,a) be an integral pair, and let π = πa be the shortest permutation
of {1, . . . ,m} such that π(a) is weakly increasing in the order  (cf. Section 3.7). Then
π is (i,a)-admissible.
Proof. Suppose ik ← il and ak = al + 1. Then il is even node and ik is odd. Hence
al = 2q and ak = 2q + 1 for some q, and so ak ≈ al. Therefore, by construction, π does
not change the relative order of k and l. 
Definition 5.10. Fix i,a. Suppose that sk is (i,a)-admissible. We define the neutral
crossing χk : Wi,a →Wski,ska as follows. For a Rweight module M and v ∈Wi,a(M),
we define
(5.3) χk(v) =
{
ψk
1
X¯ik,ik+1(zk,zk+1)
v ik 6= ik+1
(zk − zk+1)ψkv + v ik = ik+1.
Note that by the above admissible assumption X¯ik,ik+1(zk, zk+1) is invertible on Wi,a(M).
44 KAMNITZER, TINGLEY, WEBSTER, WEEKES, AND YACOBI
Though Pol is not a weight module, we have the following result which is proved by
an elementary computation.
Lemma 5.11. The neutral crossing χk is well-defined on Pol and acts by algebra auto-
morphism sk.
Lemma 5.12. Suppose that sk is admissible for i,a and let 1 ≤ l ≤ m. Then
e(i)χk = χke(ski) zlχk = χkzsk(l) ψlχk = χkψsk(l)
In fact, this lemma implies that χk maps Wi,a to Wski,ska.
Proof. Because Pol is a faithful representation, we can check these relations in End(Pol)
where they are obvious. 
Proposition 5.13. The neutral crossings obey the relations in the symmetric group in
the following sense.
(1) For any admissible elementary transposition, we have χ2k = I.
(2) If sk and sl are both admissible and |k − l| > 1, then χkχl = χlχk.
(3) If sk and sk+1 are both admissible, then we have χkχk+1χk = χk+1χkχk+1.
Proof. As in the proof of the previous lemma, we can check these relations in Pol. 
As a consequence of this proposition and of Corollary 5.7, we obtain the following.
Corollary 5.14. Suppose that π is a (i,a)-admissible and let i′ = π(i),a′ = π(a).
Using a composition of neutral crossings, we get an isomorphism χπ : Wi,a
∼
−→ Wi′,a′
which depends only on π.
Lemma 5.15. Suppose that π is (i,a)-admissible. Let 1 ≤ l ≤ m. Then
e(i)χπ = χπe(π(i)) zlχπ = χπzπ(l) ψlχπ = χπψπ(l)
There are other morphisms between weight functors which will be useful to us, which
we call the seam crossings.
Definition 5.16. Given (i,a) ∈ Im×Cm, we have σ(i) = (im, i1, . . . , im−1) and σ(a) =
(am−2, a1 . . . , am−1). We define the rightward seam crossing σˆ+ :Wi,a → Wσ(i),σ(a)
by applying the rightward crossing of the dashed line x = 0. We similarly define the
leftward seam crossing σˆ− : Wi,a →Wσ−1(i),σ−1(a).
We remark that the appearance of the minus 2 in the definition of σ(a) above is due to
relation (4.8a), and ensures that σˆ+ defines a natural transformation Wi,a →Wσ(i),σ(a).
5.5. An equivalence relating the coarse metric KLRW algebra Я. Given an
integral pair (i,a), we will define an idempotent d(i,a) ∈ T˜L as follows. We let κ(p) be
the number of indices i such that ai ≺ rp; note that κ(2q) = κ(2q+1) for all q ∈ Z. Set
π = πa (cf. Lemma 5.9). Then (π(i), κ, π(a)) is a coarse longitude triple, and we define
d(i,a) := e(π(i), κ, π(a)) ∈ T˜L. This defines a map
{ integral pairs (i,a) } → { idempotents for T˜L }
This map admits a 1-sided inverse by simply mapping the idempotent e(i, κ,a) to (i,a).
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Let T˜L -modnil denote the category of finitely-generated T˜L-modules where the dots
act nilpotently. Given M ∈ T˜L -modnil, we consider the action of various generators of
T˜L on M . Firstly, for any integral pair (i,a) and any 1 ≤ k ≤ m we have an operator
(5.4) yk : d(i,a)M → d(i,a)M
given by the action of yk(π(i), κ, π(a)) ∈ T˜L (cf. the discussion following Definition
3.28).
Secondly, we consider the action of the crossing ψπ(k) on d(i,a)M , where as above
π = πa. Since we are working in T˜L this crossing must carry coarse longitudes on the
top and bottom. If we hope to define a nonzero operator, on the bottom ψπ(k) must
carry (π(i), κ, π(a)). On the top the natural choice is (sπ(k)π(i), κ, sπ(k)π(a)). But note
that if ak 6≈ ak+1 then this is not necessarily a coarse longitude. Therefore we consider
the operator ψπ(k) on d(i,a)M only when ak ≈ ak+1, and the definition of this operator
breaks up into two cases:
ψπ(k) : d(i,a)M → d(i,a)M if ik = ik+1,(5.5)
ψπ(k) : d(i,a)M → d(ski, ska)M if ik 6= ik+1(5.6)
In the first case the crossing is given top longitude (π(i), κ, π(a)), and in the second case
(π(ski), κ, π(ska)). Notice that since ak ≈ ak+1, by the definition of π = πa, we have
that π(k + 1) = π(k) + 1.
Lemma 5.17. There is a functor Θ: T˜L -modnil → R-wtmod, such that for any integral
pair (i,a),
(5.7) Wi,a(Θ(M)) = d(i,a)M.
Proof. Let M ∈ T˜L -modnil. We begin by defining Θ(M) as a vector space by
Θ(M) =
⊕
(i,a) integral
d(i,a)Mδ(i,a)
where δ(i,a) is a formal symbol. This formal symbol is introduced to distinguish between
different pairs (i,a) which give rise to the same idempotent d(i,a).
Recall that the algebra Ris generated by the dots zk, the crossings ψk, and the seam
crossings of σ±. On d(i,a)Mδ(i,a) we consider operators as in (5.4-5.6), and define the
action of Ron Θ(M) as follows:
• We let zk ∈ Ract by
zkvδ(i,a) = (yπa(k) + ak)vδ(i,a)
Note that this has the correct eigenvalue, since yπa(k) is nilpotent.
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• We let the crossing ψk of two strands act by
(5.8) ψkvδ(i,a) =

ψπ(k)vδ(i,a) ik = ik+1, ak ≈ ak+1
1
yπ(k+1)−yπ(k)+ak−ak+1
vδ(i,a) ik = ik+1, ak 6≈ ak+1
+ 1yπ(k)−yπ(k+1)+ak−ak+1
vδ(i, ska)
ψπ(k)vδ(ski, ska) ik 6= ik+1, ak ≈ ak+1
X¯ikik+1(yπa(k) + ak, ik 6= ik+1, ak 6≈ ak+1
yπa(k+1) + ak+1)vδ(ski, ska)
As a sanity check on these formulae, note that when we apply ψk in Rto a weight
vector, we get a sum of weight vectors for the weights (ski,a) and (ski, ska) by
(3.1a–3.1d). If ik 6= ik+1, then we only have a non-zero term in the second case;
if ik = ik+1 and ak = ak+1, then these two weight spaces are the same. This will
only change the idempotent d(i,a) if ak ≈ ak+1. Note also that in the last case
(where ik 6= ik+1 and ak 6≈ ak+1) that d(ski, ska) = d(i,a), so given vδ(i,a) then
vδ(ski, ska) also makes sense.
• We send σ+ to φ
+
πa(m)
as defined in Section 3.7, which is the unique straight-line
diagram attaching d(i,a) to d((im, i1, . . . , im−1), (am + 2, a1, . . . am−1)) with the
least number of crossings. The only crossings in this diagram involve the single
black strand with bottom longitude am, and it only crosses the red strands for
elements of Rj in the interval am < r ≤ am + 2.
• We send σ− to the precomposition of the polynomial∏
r∈Ri
r 6=a1
(yπ(1) − r + a1).
with the diagram φ−πa(1), which is the straight-line diagram that joins d(i,a) to
d((i2, . . . , im, i1), (a2, . . . am, a1 − 2)). The only crossings in this diagram involve
the single black strand with bottom longitude a1, and it only crosses the red
strands for elements of Rj in the interval a1 − 2 < r ≤ a1.
We will now check that these formulae define an action of Ron Θ(M). Consider the
subcategory of T˜L modules for which this does define a R-action. Obviously, this set is
closed under taking submodules, quotients, and direct sums.
Recall that we have a faithful T˜L-module PolL. Let Pol
(N)
L denote the quotient of PolL
by the ideal I(N) generated by all symmetric polynomials in the Yi’s of degree ≥ N . It’s
clear from (3.4a–3.4b) that I(N) is invariant under T˜L, hence Pol
(N)
L has a well-defined
T˜L action. Note that any Yi must be nilpotent on this module, since the coinvariant
algebra is finite dimensional.
Since T˜L is faithful on the inverse limit of this system of modules, every module on
which the dots are nilpotent is a subquotient of the direct sum of these modules. Thus,
it suffices to check that we have a Raction when applying the construction Θ to Pol
(N)
L
for all N .
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We have that Θ(Pol
(N)
L ) =
⊕
d(i,a)Pol
(N)
L δ(i,a). Applying the formulae (3.4a–3.4b),
we find that on fδ(i,a) ∈ d(i,a)Pol
(N)
L δ(i,a):
• The generator zk acts by multiplication by Yπa(k) + ak.
• The crossing ψk maps fδ(i,a) to:
f − f (πa(k),πa(k+1))
Yπa(k) − Yπa(k+1)
δ(i,a) ik = ik+1, ak ≈ ak+1
fδ(i,a)
Yπ(k+1)−Yπ(k)+ak−ak+1
+ fδ(i,ska)Yπ(k)−Yπ(k+1)+ak−ak+1 ik = ik+1, ak 6≈ ak+1
Xikik+1(Yπa(k), Yπa(k+1))f
(πa(k),πa(k+1))δ(ski, ska) ik 6= ik+1, ak ≈ ak+1
X¯ikik+1(Yπa(k) + ak, Yπa(k+1) + ak+1)f
(πa(k),πa(k+1))δ(ski, ska) ik 6= ik+1, ak 6≈ ak+1
• The seam crossings σ± act by
σ+ · fδ(i,a) = fδ((im, i1, . . . , im−1), (am + 2, a1, . . . am−1))
σ− · fδ(i,a) =
∏
r∈Ri
(Yπ(1) − r + a1)fδ((i2, . . . , im, i1), (a2, . . . am, a1 − 2))
since the leftward crossing crosses one red strand with the same label for each
time a1 appears in r.
If we change basis by the formula (Yπa(k)+ak)δ(i,a) = Zkδ(i,a), then these formulas
become
zk · f(Z)δ(i,a) = Zkf(Z)δ(i,a)
ψk · f(Z)δ(i,a) =

f − f sk
Zk − Zk+1
δ(i,a) ik = ik+1, ak ≈ ak+1
f
Zk−Zk+1
δ(i,a) + f
sk
Zk−Zk+1
δ(i, ska) ik = ik+1, ak 6≈ ak+1
X¯ikik+1(Zk, Zk+1)f
skδ(ski, ska) ik 6= ik+1
σ+ · f(Z)δ(i,a) = σ(f)δ((im, i1, . . . , im−1), (am + 2, a1, . . . am−1))
σ− · f(Z)δ(i,a) =
∏
r∈Ri
(Z1 − r)σ
−1(f)δ((i2, . . . , im, i1), (a2, . . . am, a1 − 2))
Note that in the case of the ψk action, the formula breaks up into three cases (instead
of four), since if ik ← ik+1 and ak ≈ ak+1 then ak = 2q + 1 and ak+1 = 2q for some q.
Hence Xik,ik+1(Yπa(k), Yπa(k+1)) = X¯ik,ik+1(Zk, Zk+1) by the equality
Xikik+1(Yπa(k), Yπa(k+1)) = Xikik+1(Zk − ak, Zk+1 − ak+1)
= X¯ij(Zk, Zk+1 + ak − ak+1 − 1)
Finally note that the quotient of polynomials in C[Y1, . . . , Ym] by symmetric poly-
nomials of degree ≥ N is equal to the quotient of polynomials C[Z1, . . . , Zm] by the
symmetric polynomials of degree ≥ N in the shifted variables {Zk − ak}. That is, we
find Θ(Pol
(N)
L ) is the sum over integral weights a = (a1, ..., am) of the quotient of Polm
by I(N) shifted to this point (cf. Remark 4.18). Comparing with the formulas for the
polynomial action defined in (4.8e–4.8g) shows that the action defined via Θ agrees with
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the induced action of Rby those formulas. Thus, we indeed get a Raction in this case,
so we do in the general case as well. 
Lemma 5.18. There is a functor Γ : R-wtmod → T˜L -modnil such that for all coarse
longitude triples, we have
e(i, κ,a)N =Wi,a(N)
Proof. Let N be a Rweight module with integral weights. We’ll define an action of T˜L
on the vector space
Γ(N) =
⊕
i,a weakly -increasing
Wi,a(N)
Note that Γ(N) will in general be smaller than N , since typically N will have weights
which are not weakly -increasing.
Recall the generators of the algebra T˜L defined in Section 3.7. We let:
• the dots yk ∈ T˜L act by the nilpotent part zk − ak ∈ R.
• the crossing ψk ∈ T˜L of two strands with longitudes satisfying ak ≈ ak+1 is
simply given by ψk ∈ R
• The generator φ+k is sent to the composition of morphisms between weight func-
tors
(5.9) χk−1 · · ·χ1σ+χm−1 · · ·χk
In other words, in R, we wrap the kth strand one full rightward twist around
the cylinder crossing each other strand once, using a neutral crossing each time.
• The generator φ−k is sent to the composition
(5.10)
∏
r∈Ri
r 6=ak
(yk − r)
−1χk · · ·χm−1σ−χ1 · · ·χk−1
In other words, in R, we wrap the kth strand one full leftward twist around the
cylinder, crossing each other strand once, using a neutral crossing each time,
multiplied by the above rational function.
As in the proof of Lemma 5.17, we can check this by considering the subcategory of
weight modules on which this does define a T˜L action. We would like to claim that the
polynomial representation Pol Rlies in this subcategory. This is slightly tricky since of
course, the polynomial representation is not a weight module, but aiming to invert the
proof of Lemma 5.17 shows how we can get around this difficulty. Let I
(N)
a be the ideal
in C[Z] generated by symmetric functions of degree ≥ N in Zi− ai. The action of Ron
Pol Rinduces one on the sum of quotients
∑
a
Pol R/I
(N)
a which is a weight module. The
result of applying the functor Γ just gives the polynomial representation of T˜L modulo
the ideal I(N), since the formulas above just invert those of Lemma 5.17. Thus, these
modules lie in the category where Γ defines a T˜L-module structure; the inverse limit of
this system of modules is faithful, so every weight module is a subquotient of a direct
sum of them.
Thus, Γ is well-defined as a functor. By direct construction, this functor sends weight
modules to modules with finite dimensional images of e(i,a) where the dots are nilpotent,
and has the desired action on weight spaces. 
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Theorem 5.19. The functors Θ : T˜L -modnil → R-wtmod and Γ : R-wtmod →
T˜L -modnil give mutually inverse equivalences
R-wtmod ∼= T˜L -modnil
Proof. Let N ∈ R-wtmod. Unpacking the definitions from the previous two lemmas,
Θ(Γ(N)) =
⊕
(i,a) integral
Wπa(i),πa(a)(N)δ(i,a)
That is, the (i,a)-weight space of Θ(Γ(N)) is given by the (πa(i), πa(a))-weight space
of N . We must construct an isomorphism Θ(Γ(N)) ∼= N , which will be constructed one
weight space at a time as an isomorphism Wi,a(N) ∼=Wπa(i),πa(a)(N).
This will be supplied by the neutral crossings. For each i,a, πa is an admissible
permutation and so we have a neutral crossing map χπa : Wi,a(N) → Wπa(i),πa(a)(N).
We write χ : N → Θ(Γ(N)) for the direct sum of these maps. We must prove that χ is
a map of R-modules. To do this we will show that for each of the generators r of R, we
have χ(rv) = rχ(v) for all v ∈ N .
Because the modules N,Γ(N) and Θ(Γ(N)) have closely related underlying vector
spaces, we will introduce the following temporary notation. Given an element u ∈
Wπa(i),πa(a)(N), we will write u when it is regarded as an element of Γ(N) and uδ(i,a)
when it is regarded as an element of Wi,a(Θ(Γ(N))). So with this notation in mind, we
see that we need to show that
(5.11) χπr(a)(rv)δ(r(i), r(a)) = r(χπ(v)δ(i,a))
for each generator r and each v ∈ Wi,a(N). (Here r(i), r(a) indicates the effect of r on
the weights; if rv is not a weight vector, then we will have a sum of terms instead.)
The generators of Rare the dots zk, the crossings ψk, and the seam crossings σ±. We
will check these generators in turn.
We begin with r = zk and v ∈ Wi,a(N). Let π = πa. In this case r(i) = i, r(a) = a.
Applying Lemma 5.15 we have
χπ(zkv) = zπ(k)χπ(v)
and on the other hand, we have
zk(χ(v)δ(i,a)) = (yπ(k) + ak)χ(v)δ(i,a) = zπ(k)χ(v)δ(i,a)
and so (5.11) holds for the dots.
Now we consider r = ψk. There will be three cases to consider.
Case 1: ak ≈ ak+1. In this case, we find that πa = πska and we write π = πa. Thus
applying Lemma 5.15 we have
χπ(ψkv)δ(ski, ska) = ψπ(k)χπ(v)δ(ski, ska)
and on the other hand applying (5.8), we have
ψk(χπ(v)δ(i,a)) = ψπ(k)χπ(v)δ(ski, ska) = ψπ(k)χπ(v)δ(ski, ska)
so (5.11) holds in this case.
Case 2: ik = ik+1 and ak 6≈ ak+1. This case is slightly more complicated since ψkv will
not be a weight vector and in order to compute χ(ψk(v)) we need to write it as a sum of
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weight vectors. Applying the “dot/crossing” relation and the definition of the neutral
crossing, we see that
ψkv =
1
zk − zk+1
χk(v) +
1
zk+1 − zk
v
is its expansion as a sum of weight vectors; the first term lies in the (ski, ska) weight
space, whereas the second term lies in the (ski,a) weight space.
There are actually two subcases to consider here, depending on which of ak, ak+1 is
larger. These two cases are very similar, so let us assume that ak+1 is larger, so that
πska = πask. In particular, this means that
χ(ψkv) = χπχk
1
zk − zk+1
χk(v)δ(ski, ska) + χπ(
1
zk+1 − zk
v)δ(ski,a)
On the other hand applying the definitions from the previous two lemmas, especially
(5.8), we see that
ψk(χ(v)) =
1
zπ(k+1) − zπ(k)
χπ(v)δ(ski, ska) +
1
zπ(k+1) − zπ(k)
χπ(v)δ(ski,a)
Since χ2k = 1 and applying Lemma 5.15, we see that (5.11) holds in this case.
Case 3: ik 6= ik+1 and ak 6≈ ak+1. In this case χkv is a weight vector of weight
(ski, ska). Again, we have two subcases and we assume that ak+1 is larger which leads
us to πska = πask. Then we have
χ(ψk(v)) = χπχk(ψk(v))δ(ski, ska)
and applying the definitions, we have
ψk(χ(v)) = X¯ikik+1(zπ(k), zπ(k+1))vδ(ski, ska))
The result follows upon noting that χkψk = X¯ikik+1(zπ(k), zπ(k+1)) by the definition of
the neutral crossing and the χ2k relation.
Finally, we consider the positive seam crossing σ+ (the negative one is similar). As
above let v =Wi,a(N) and let π = πa. Then σ+(v) ∈Wσ(i),σ(a) where as before
σ(i) = (im, . . . , i1), σ(a) = (am + 2, a1, . . . , am−1)
Let us write (b1 . . . , bm) = π(a) and let k be the maximal index such that bk = m (so
that π(m) = k). By the definition of partial order , we have that
πσ(a)(σ(a)) = (b1, . . . , bk−1, bk + 2, bk+1, . . . , bm)
(the strange definition of  ensures that this is weakly- increasing). We conclude
πσ(a) = πsm−1 · · · s1.
Now, let us examine the LHS of (5.11) in this case. We see that it equals
χπχm−1 · · ·χ1σˆ+vδ(σ(i), σ(a))
On the other hand, following the definitions of the previous two lemmas, the RHS of
(5.11) is
σ+χπvδ(i,a) = χk−1 · · ·χ1σ+χm−1 · · ·χkχπvδ(σ(i), σ(a))
and so the result follows.
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On the other hand, let M ∈ T˜L -modnil. Then from the definitions, we naturally have
Γ(Θ(M)) = M . Checking that the module action is correct just runs the logic of the
previous paragraph backwards. 
Proof of Theorem 5.2. The algebra T˜ is a subalgebra of T˜L and we have an idempotent
eℓ ∈ T˜L defined as
eℓ =
∑
(i,κ,a) longitude triple
e(i, κ,a)
This satisfies T˜ = eℓT˜Leℓ.
We have a pair of quotient functors
eℓT˜L ⊗− : T˜L -modnil → T˜ -modnil e(im) R⊗− : R-wtmod→ FY
λ
µ -wtmod.
We have mutually inverse equivalences Θ : T˜L -modnil → R-wtmod and Γ : R-wtmod→
T˜L -modnil. Thus it suffices to show that
for M ∈ T˜L -modnil, if eℓM = 0, then e(im)Θ(M) = 0
and
for N ∈ R-wtmod, if e(im)N = 0, then eℓΓ(N) = 0
Suppose that M ∈ T˜L -modnil and eℓM = 0. Then
e(im)Θ(M) =
⊕
a s.t. (im,a) integral
d(im,a)Mδ(im,a)
so it suffices to show that for all integral (im,a) we have that d(im,a)M = 0. Now, im
has the property that if j is even and i is odd, then all appearances of j come before
any appearance of i in im. Assume that p < q and (im)p = j and (im)q = i. Since we
cannot have aq even and ap odd, if aq  ap then we must have aq ≥ ap. Thus, in the
idempotent d(im,a), the longitudes are weakly increasing. Thus d(im,a) is a summand
of eℓ and so d(im,a)M = 0 as desired.
On the other hand, suppose that N ∈ R-wtmod and e(im)N = 0. We need to show
that for any a weakly ≤-increasing, we have e(i, κ,a)Γ(N) = 0. Fix a weakly increasing.
Since e(i, κ,a)Γ(N) = Wi,a(N), we need to show that these weight spaces vanish. By
Lemma 5.8 and Corollary 5.14, there exists a′ such that Wi,a(N) ∼=Wim,a′(N) and thus
we conclude that Wi,a(N) = 0 as desired.
Finally, note that the quotient functor T˜L -modnil → T˜ -modnil is split by the in-
clusion functor T˜ -modnil → T˜L -modnil which is given by taking a T˜ module M to
T˜Leℓ ⊗T˜ M . Thus, the equivalence Θ takes a module M ∈ T˜ -modnil to
e(im)Θ(T˜Leℓ ⊗T˜ M) =
⊕
a s.t. (im,a) integral
d(im,a)Mδ(im,a)
and in particular, we see that Wa(Θ(M)) = d(a)M . 
These functors have a natural analogue for category O and for the finite-dimensional
modules. Let
x(ν) =
∑
i∈I
mi∑
k=1
νi,k.
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Definition 5.20. Let FY λµ -modfd be the category of finite dimensional FY
λ
µ modules
with integral weights. Let FY λµ -O
−
be the full subcategory of FY λµ -wtmod consisting
of those objects M , for which there exists N ∈ R, such that Wν(M) = 0 whenever
x(ν) < N . Similarly we define FY λµ -O
+
using the condition x(ν) > N .
Similarly, let Y λµ -O
−
be the full subcategory of Y λµ -wtmod consisting of those objects
M , for which there exists N ∈ R, such that WS(M) = 0 whenever x(S) < N . Similarly
we define Y λµ -O
+
using the condition x(S) > N .
Theorem 5.21. The equivalence Θ: T˜ Rµ -modnil → FY
λ
µ -wtmod restricts to equiva-
lences
±Tµ -mod ∼= FY
λ
µ -O
±
, 0Tµ -mod ∼= FY
λ
µ -modfd
Proof. We will prove the statement about FY λµ -O
−
. The statement about FY λµ -O
+
is
proved similarly and then the one for FY λµ -modfd is obtained by intersecting.
Suppose that M ∈ −Tµ -mod. Then for any ν, we have Wν(Θ(M)) = e(ν)(M).
Choose some ν such that d(ν)(M) 6= 0. Now, d(ν) = (i, κ,a) where a is obtained by
putting the elements of ν is order. Since M ∈ −Tµ -mod, for all 1 ≤ k ≤ m, we have
k < κ(ℓ) (as the rightmost strand must be red). Thus for all k, we have ak < rℓ and
thus we see that x(ν) =
∑
ak < mrℓ. So we can choose N = max(mr : r ∈ R) and we
are done.
Suppose that Θ(M) ∈ FY λµ -O
−
. Suppose that M does not lie in −Tµ -mod. Then for
some triple (i, κ,a) not having a rightmost red strand, we have e(i, κ,a)M 6= 0. Since
the rightmost strand in e(i, κ,a) is black, we can increase the label on this black strand
and still preserve the longitude condition. The straight line diagram which increases a
longitude is invertible in T . Thus we conclude that for all p ∈ N, we have e(i, κ,a +
2pεm)M 6= 0 (where εm = (0, . . . , 0, 1)). Now as in the proof of Theorem 5.2, there
exists ν such that Wν(Θ(M)) = e(i, κ,a+2pεm)M 6= 0. Then x(ν) =
∑
ak +2p. Since
Θ(M) ∈ FY λµ -O
−
, this is a contradiction. Thus, we see that M ∈ −Tµ -mod.

As noted before, this equivalence goes between a category with a well-known cat-
egorical action of the Lie algebra g and one where no such action is apparent. We’ll
correct this issue by constructing the counterpart action on category O in a future paper
[KTW+a].
Finally, we obtain that this equivalence matches highest weights of simples in O to
the product monomial crystal, as conjectured in [KTW+b]:
Corollary 5.22. The map ϕ induces a bijection between the highest weights of simple
modules in Y λµ -O
−
and B(R)µ, the µ weight set of the product monomial crystal B(R).
This bijection maps the simple Y λµ (R)-module of highest weight S to aRb
−1
S
∈ B(R).
Proof. By Corollary 3.27 we have a bijection ϕ : Irr(−Tµ -mod)→ B(R)µ. By Theorem
5.21 Irr(−Tµ -mod) = Irr(FY
λ
µ -O
−
). Now the equivalenceM 7→MΣ between FY λµ -mod
and Y λµ -mod, induces an equivalence between the respective category O’s. Hence we
have that Irr(FY λµ -O
−
) = Irr(Y λµ -O
−
), and ϕ induces the desired bijection.
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Now let L(S) be the simple Y λµ -module of highest weight S. Recall this means that
WS(L(S)) 6= 0, and if WT(L(S)) 6= 0 then x(T) < x(S). Let L = FY
λ
µ e
′
m ⊗Y λµ L(S)
be the simple FY λµ -module corresponding to L(S) under the Morita equivalence. By
Theorem 5.21 there is a simple −Tµ-module M such that Θ(M) = L, and hence
Θ(M)Σ = L(S). By Theorem 5.2 we have that d′(S)M 6= 0. This implies that
d(S)M 6= 0, and S is the highest monomial that doesn’t killM . Hence, by Corollary 3.27,
ϕ([M ]) = aRb
−1
S
, which implies under the identification Irr(−Tµ -mod) = Irr(Y
λ
µ -O
−
)
that ϕ([L(S)]) = aRb
−1
S
.

5.6. The non-integral case. In the preceding sections, we have only considered inte-
gral choices ofR and integral weights of shifted Yangians. This was mostly for simplicity
of presentation rather than due to any mathematical difficulties. In this section we briefly
describe how to generalize our results to the non-integral case.
First, we relax our assumptions to let R contain arbitrary elements of C; we could
generalize even further by considering any field of characteristic 0 without changing any
of the discussion below. Elements of r ∈ Ri and r
′ ∈ Rj “interact” in an interesting
way if r− r′ is an integer whose parity is even (odd) if i and j have the same (different)
parity. Let i¯ be the parity of i ∈ I, i.e. the element of Z/2Z such that i ∈ Ii¯. This
motivates the following definition:
Definition 5.23. We write (r, i) ∼ (r′, j) if r − r′ ≡ i¯ − j¯ (mod 2Z). This defines an
equivalence relation on C× I.
The equivalence classes for this relation map injectively to C/2Z by sending (r, i) 7→
r¯ + i¯. Note that R is integral if and only if its image in C/2Z is {0}.
We can naturally decompose Y λµ weight modules into “integrality classes.” For each
i ∈ I, fix a size mi, multi-subset Si of C/2Z. This collection S defines a point in∏
i(C/2Z)
mi/Σ. Equivalently, it defines an orbit of the semi-direct product Σ⋉
∏
(2Z)mi
acting on
∏
iC
mi , which we can think of as the extended affine Weyl group of
∏
iGLmi .
Definition 5.24. A weight module M for Y λµ has integrality class S if whenever
WS(M) 6= 0, then S = S (reduction modulo 2Z). Similarly a weight module M for
FY λµ has integrality class S if whenever Wν(M) 6= 0, then ν ∈ S (regarded as a
orbit).
We write Y λµ -wtmodS (respectively Y
λ
µ -O
±
S
, Y λµ -modfd,S ) for the categories of weight
(respectively O±, finite-dimensional) modules over Y λµ having integrality class S .
The Morita equivalence between Y λµ and FY
λ
µ restricts to an equivalence betweeen
Y λµ -wtmodS and FY
λ
µ -wtmodS .
By studying the adjoint action on the algebra Y λµ itself, it is easy to deduce the
following result.
Lemma 5.25. Every indecomposable weight module for Y λµ has an integrality class.
We can extend the notion of integrality class S to Rby considering weight modules
where the weight space for a pair (i,a) is only non-zero if the multiset of residues mod
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2Z of the complex numbers ak, such that ik = i, equals Si. Let X be the union in C/2Z
of images of Ri + i¯ and of Si + i¯ for i ∈ I. If R is integral, then the integral weight
modules we have studied previously are weight modules with integrality class given by
Si = {¯i, . . . , i¯}. In this case X = {0}.
Consider the Dynkin diagram I × X and the associated Lie algebra gX , which is
just |X| copies of g. We define weights λR =
∑
i
∑
r∈Ri
ωi,r¯+i¯ and µS = λR −∑
i
∑
s∈Si
αi,s+i¯.
The integrality class S is called R-integral if X coincides with the set of equivalence
classes for the equivalence relation on R.
Example 5.26. Let I = {x, y}, connected by a single edge x→ y with x¯ = 0 and y¯ = 1;
as before g = sl3. Consider Rx = {0, 1/2, 2 + 3i} and Ry = {0,−1/2}. Note that the
only pair of the elements of R which are equivalent is (x, 1/2) ∼ (y,−1/2), so there are 4
equivalence classes.
Thus, a integrality class is R-integral if the elements of Sx only contains elements of
{0¯, 1¯/2, 1¯, i¯} ⊂ C/2Z, and Sy only contains elements of {0¯,−1/2, 1¯, 1 + i}.
For example, if Sx = {1¯, 1/2} and Sy = {0¯,−1¯/2}, then this is an R-integral class
and X = {0¯, 1¯/2, 1¯, i¯}. We have that
λR = ωx,0¯ + ωx,1/2 + ωx,¯i + ωy,1¯ + ωy,1/2
µS = λR − αx,1¯ − αy,1¯ − αx,1/2 − αy,1/2
Attached to R and S , we can define metric KLRW algebras T˜ RµS ,±T
R
µS
, 0T
R
µS
asso-
ciated to the Dynkin diagram I×X, where the longitudes on strands with label (i, s) for
s ∈ C/2Z are required to live in the coset corresponding to s in C; in Definition 3.21, we
change the inequalities in (2) and (3) to equalities between real parts of the correspond-
ing complex numbers. Note that these algebras T˜ RµS , . . . depend on the integrality class
S , since X depends on S .
We define parity distance (as in Section 3.4) between strands labeled with nodes (i, x)
and (j, x) corresponding to the same element of X; we only count changes in parity
between strands in the same equivalence class as those we are comparing. Given this,
we can easily confirm the generalization of Lemma 3.25 and define the parity algebra
P˜RµS (respectively ±P
R
µS
, 0P
R
µS
) Morita equivalent to T˜ RµS (respectively, ±T
R
µS
, 0T
R
µS
).
If S is not R-integral, then that means that some black strand has a label that is not
in the same component of I×X with any red strands. By (3.1e, 3.3), every idempotent
in P˜RµS is isomorphic to one where we pull all strands labeled with this element of X to
the far left or far right. Thus, we have that ±P
R
µS
= 0.
We can now state the generalization of Theorem 1.2 to the non-integral case. The
proof of this result follows in the same way as Theorem 1.2, using the above metric (and
coarse metric) KLRW algebras and using R-modules having integrality class S .
Theorem 5.27. LetR,S be as above. The categories Y λµ -wtmodS , Y
λ
µ -O
±
S
, Y λµS -modfd,S
are equivalent to the categories P˜RµS -modnil,±P
R
µS
-mod, 0P
R
µS
-mod of modules over
parity KLRW algebras associated to the Dynkin diagram I ×X. In particular, if S is
not R-integral, then Y λµ -O
±
S
is trivial.
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We can prove this last assertion in a more lower tech way by noting which pairs of
weights are related by admissible permutations. Note that if ak and ak+1 are not equiv-
alent under the relation discussed above, then the permutation sk is always admissible.
Similarly, if am is not equivalent to any element of R, then the rightward seam crossing
σ+ : Wi,a → Wσ(i),σ(a) is an isomorphism (since σ−σ+ is multiplication by an invertible
polynomial in the dots). Combining these, let Q be a subset of I ×C/Z which is closed
under ∼, and contains no elements of R. If we let a(N) be defined by
a
(N)
i =
{
ak (ik, ak) /∈ Q
ak + 2N (ik, ak) ∈ Q
then the isomorphisms above show Wi,a ∼= Wi,a(N) for all N ∈ Z, but lying in O
±
requires the latter weight space must be 0 for N ≫ 0 (resp. N ≪ 0).
6. Gelfand-Tsetlin modules
Theorem 5.2 allows us to address a number of more classical questions in the repre-
sentation theory of U(glN ) and its W -algebras.
W-algebras arise in our setting as truncated shifted Yangians for g = sln, and the
weight λ = Nω1. Here, we follow the conventions of [WWY], with the exception of the
fact that we have specialized ~ = 2 in the Yangian rather than ~ = 1. We will note
when this convention causes issues.
Thus, we identify the Dynkin diagram of g with I = {1, . . . , n− 1}. We fix λ = N̟1,
and consider a weight µ with
µ =
n−1∑
i=1
µi̟n−i, λ− µ =
n−1∑
i=1
miαn−i.
(Notice that in order to match the conventions of [WWY] we have to index these coef-
ficients in a slightly strange way.) Consider the partition π ⊢ N ,
(6.1) π = (p1 ≤ · · · ≤ pn),
defined by
(6.2) p1 = m1, p2 = m2 −m1, ..., pn−1 = mn−1 −mn−2, pn = N −mn−1.
3
Let W (π) be the finite W -algebra quantizing the Slodowy slice to the nilpotent orbit
in glN with Jordan type given by π. In particular, U(glN ) itself corresponds to µ = 0
and π = (1, . . . , 1). In general, if µ is arbitrary, then the result is the OGZ algebras
introduced by Mazorchuk in [Maz99].
In [WWY] we give a modification of Brundan and Kleshchev [BK08] which matches
the truncated shifted Yangians in type A in our conventions to parabolic W -algebras.
Applied to this case we get an isomorphism of algebras:
(6.3) Y Nω1µ
∼=W (π).
This isomorphism is defined explicitly in [WWY, Section 4.2]. It should be empha-
sized that on the LHS of this equation, the coefficients of the polynomial pn−1(u)
3We have fixed the partition τ defined in [WWY, §1.2] to be (1N ).
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which appears in the definition of the A
(r)
i (Equation 4.2) are here formal parame-
ters R
(1)
n−1, . . . , R
(N)
n−1. Under (6.3) these are sent to generators of the center of W (π)
(which is isomorphic to that of U(glN )). To avoid confusion, in this section we will not
suppress our choice of a set of parameters, so if we specialise pn−1(u) to have complex
coefficients with roots given by a multiset R of weight Nωn−1, then we will write Y
λ
µ (R)
for the corresponding truncated shifted Yangian.
We also note that our isomorphism C[R
(1)
n−1, · · · , R
(N)
n−1]
∼= Z(glN ) is unchanged from
[WWY]; our changes of conventions have had cancelling effects. This isomorphism is
fixed by the fact that if we specialize pn−1(u) to have roots r1 < · · · < rN , then the
corresponding ideal in Z(glN ) kills the modules with highest weight
(6.4)
1
2
(r1 −N + 1, r2 −N + 3, . . . , rN +N − 1)
We have a chain of algebrasW1 ⊂W2 ⊂ · · · ⊂Wn =W (π) whereWk =W ((p1, . . . , pk))
Definition 6.1. The Gelfand-Tsetlin subalgebra Γ ⊂ W (π) is the subalgebra generated
by the centers of all Wk inside W (π) [FMO10].
Via the isomorphism (6.3), the inclusion of Wk ⊂Wn induces a map Y
mkω1
µk
→ Y Nω1µ
sending pk−1(u+ 1) 7→ Ak(u). Here Y
mkω1
µk
is a truncated shifted Yangian for slk , and
µk = mkω1 −
∑k−1
i=1 miαk−i.
Thus, the center of Wk is sent to the subalgebra of Y
Nω1
µ generated by the A
(r)
k for
all r, and Γ is sent to the subalgebra generated by A
(r)
k , R
(r)
n−1 for all k, r, which we call
the Gelfand-Tsetlin subalgebra of Y Nω1µ . This matches the algebra of the same name
defined in [BK08].
Definition 6.2. We call a finitely generated W (π) module a Gelfand-Tsetlin module
(or GT module for short) if Γ acts locally finitely.
As we’ll now explain, under the isomorphism (6.3), these correspond to weight mod-
ules of truncated shifted Yangians, as in Definition 5.1. Theorem 5.2 will therefore allow
us to give a description of the category of GT modules for the W -algebra W (π).
First note that fixing a maximal ideal of the center of W (π) corresponds to a set
of parameters R of weight Nωn−1. Any simple GT module factors through such a
specialization.
Having fixed R we can then further decompose the category of GT modules according
to a choice of integrality class S corresponding to π. Here S = (Si)i∈I , and Si is a
multi-subset of C/2Z of cardinality mi. Every maximal ideal of Γ has a corresponding
integrality class as in Definition 5.24. Following this definition, we say that a GT module
M has integrality class S if all the maximal ideals of Γ with non-zero weight spaces
are congruent modulo 2Z to S (that is, S is their integrality class).
In the terminology of Futorny, Molev and Osienko [FMO10], the irreducible Gelfand-
Tsetlin modules in this subcategory are precisely those with central character R that
are extended from maximal ideals of m ⊂ Γ with this integrality class. Also, in the study
of GT modules there has been some recent focus on non-singular and singular modules
(see e.g. [FGR17]). In our setting m is non-singular if the elements of Si are all distinct,
and singular of index ℓ if ℓ is the maximal multiplicity of an element of Si for some i.
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Definition 6.3. For R a set of parameters of weight Nωn−1 and S an integrality class
corresponding to π, we let GT(π,R,S ) be the category of Gelfand-Tsetlin modules of
integrality class S and central character corresponding to R.
Note that (6.3) induces an equivalence GT(π,R,S ) ∼= Y Nω1µ (R) -wtmodS , where
µ is determined from π as above. Now to relate the category GT(π,R,S ) to KLRW
algebras, recall that attached to the choices of R and S we have the set X ⊂ C/2Z
as in Section 5.6. Consider the Lie algebra slXn given by maps from X to sln. Let
r1, r2, . . . , rh be the distinct complex numbers that appear in Rn−1, and let g1, . . . , gh
be the multiplicity with which they appear. Let λk = gkω1,r¯k+1 be the highest weight
of Symgk(Ck), considered as a module over slXn with the copy of sln corresponding to
r¯k + 1 ∈ C/2Z acting by the natural representation, and all others acting trivially.
Let λ = (λ1, . . . , λh), and consider the tensor product
U(λ′) = U(nX− )⊗ V (λh)⊗ · · · ⊗ V (λ1).
Recall that by Proposition 3.1, U(λ′) is categorified by the category of finitely generated
T˜λ-modules. Define λR =
∑h
k=1 λk, and µS = λR − αS , where
(6.5) αS =
k∑
i=1
∑
s∈Si
αi,s+i¯.
Theorem 6.4. There is an equivalence of categories from GT(π,R,S ) to the category
of nilpotent representations of the KLRW algebra T˜λµS .
Proof. We have:
GT(π,R,S )
6.3
∼= Y Nω1µ (R) -wtmodS
5.27
∼= P˜RµS -modnil
3.9
∼= T˜λµS -modnil 
As promised in the introduction, we will leave most detailed discussion of the conse-
quences of this observation to later work, but will note that the results of our earlier
sections resolve several important questions about Gelfand-Tsetlin modules.
The first clear consequence is that GT(π,R,S ) is a Deligne tensor product of the
categories GT(πx,Rx,Sx) where we decompose our data according to the cosets of C/2Z
(i.e. it is the representation category of the tensor product of the endomorphism algebras
of projective generators in these categories). Thus, all questions about the structure of
simples, extensions, weight multiplicities, etc. can be derived from the integral case.
Perhaps of more direct interest, Lemma 3.20 gives a classification of simple Gelfand-
Tsetlin modules:
Corollary 6.5. There are canonical bijections between:
(1) the set of simple objects of GT(π,R,S );
(2) the elements of weight µS in the tensor product crystal B(λ)⊗ B(∞) for sl
X
n .
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Example 6.6. Consider the example π = (1, ..., 1); in this case, we have that W (π) =
U(glN ). Let us explain how our result applies in this case to modules extended from inte-
gral maximal ideals of Γ, since this is the most difficult case to attack with conventional
methods. First we fix an integral central character U(glN ). Following our conventions,
this corresponds to a choice of distinct integers r1, ..., rh such that ri 6≡ (N mod 2), and
positive multiplicities g1, ..., gh such that
∑
gi = N . Let m be the corresponding ideal of
Z(glN ); note that there is a finite dimensional module with this central character if and
only if gi = 1 for all i.
Then we have a canonical bijection between integral irreducible GT modules with cen-
tral character m and the zero weight space of the slN -crystal
B(g1ω1)⊗ · · · ⊗ B(ghω1)⊗ B(∞)
The reader might naturally wonder if this is related to the appearance of tensor prod-
uct crystals in the structure of category O, for example as in [BK08, Th. 4.4 & 4.5].
While not unrelated, this is not the same as the crystal structure induced by translation
functors; rather, it is Howe dual in an appropriate sense (much as in [MW18]).
Furthermore, the weight multiplicities of these simple modules have a natural inter-
pretation. Associated to each metric longitude, we have a projective T˜ e(S), and thus a
class in p˜(S) ∈ K0(T˜λ) ∼= U(λ).
Corollary 6.7. The weight multiplicity of a Gelfand-Tsetlin weight corresponding to S
in a simple is the coefficient of the corresponding canonical basis vector when p˜(S) is
expanded in the canonical basis of U(λ).
One can use this together with analysis of canonical bases to understand a number
of special cases of GT(π,R,S ), such as nonsingular or 1-singular modules or non-
critical modules, but this result also shows why concrete classification of Gelfand-Tsetlin
modules is so hard to do by hand: it essentially requires construction of these canonical
bases, and thus an understanding of Kazhdan-Lusztig theory in type A which one cannot
expect to achieve so explicitly.
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