Abstract. A graph is called a p{polyp if it consists of p simple paths of the same length and one endvertex of all these paths is a common vertex. The Polyp Packing problem is a generalization of the well known Bin Packing problem: How to pack a set of paths with di erent lengths to a set of polyps edge disjointly? It is proved that the Polyp Packing problem is NP-complete and that a modi cation of the First Fit algorithm gives a reasonable approximation.
Introduction
We will use the standard terminology of graph theory through the paper, but a few terms have multiple meaning in general so they are de ned next. : ; H k into G is an edge disjoint embedding for which u 6 = v implies f(u) 6 = f(v). The phrase path usually refers to a subgraph of a graph but in the present paper it will refer to the simple graph which is a path itself. So a simple path of length s refers to the graph with vertex set fv 0 ; v 1 ; : : : ; v s g and edge set ffv 0 ; v 1 g; fv 1 ; v 2 g; : : : fv s?1 ; v s gg.
Both of the following problems may be considered as a generalization of the Bin Packing problem 3]:
Given a simple path P, a set of simple paths possibly with many di erent lengths and a positive integer K. Is it possible to embed all the paths edge/vertex disjointly into K copies of P? (In the edge disjoint case the embedded path may contain a vertex more than once, but each edge only once.) G. O. H. Katona generalized this question: Given a graph G, a set of simple paths possibly with many di erent lengths and a positive integer K. Is it possible to embed all the paths edge/vertex disjointly into K copies of G?
The vertex disjoint problem is equivalent to the Bin Packing problem if G has a Hamiltonian path. The edge disjoint problem is equivalent to the Bin packing problem if G has an Eulerian path.
In the present paper this question is investigated in a special case when the given graph is a polyp. A graph is called p{polyp if it consists of p simple paths of the same length and one endvertex of all these paths is a common vertex | the center of the polyp. The paths attached to the center are called arms. These problems are called edge/vertex disjoint Polyp Packing problems. (The phrase polyp is the comprehensive name of the \central symmetric" sea animals which have 3 arms or legs. Thus an 8-polyp is an octopus. This might be incorrect in zoology but more ore less matches the mathematical terminology. ) Obviously if the given graph is a p{polyp then the problem is called p{Polyp Packing. The main di erence between the edge and vertex disjoint case is that several packed paths may contain edges of two di erent arms of a polyp but only one path in the second case. Note that there is no such di erence if p = 3 since in both the edge and vertex disjoint cases only one path may contain edges of two di erent arms. (See Fig 1. ) *This work was partially supported by the Hungarian National Foundation for Scienti c Research, OTKA Grant Numbers T 4271 and T 014302
Edge disjoint problem Vertex disjoint problem The length of a path or arm is the number of its edges, as usual. On the other hand, because of the similarity to the Bin Packing problem, the size of a path or an arm refers to the length of it.
First it is proved that both Polyp Packing problems are also NP{complete like the original Bin Packing problem. Then we consider a variant of the First Fit algorithm and determine how many more polyps are needed to pack the paths with the First Fit algorithm than with the optimal packing in the edge disjoint case. Some of the proofs are similar to the proofs in Johnson et al 3] which proves similar theorems about the original Bin Packing problem. In a forthcoming paper similar results will be presented in the vertex disjoint case which looks harder to prove. Proof: First of all it is trivial that both problems are in NP, since one can check the validity of a given packing in polynomial time.
Edge disjoint case. We transform Bin Packing to p{Polyp Packing. If in the Bin Packing problem we consider only integer size items and a \large" integer size bin instead of rational size items, the problem remains NP{complete, trivially. There is no real di erence if odd integer size bins are not allowed.
So we really transform this restricted problem to the Polyp Packing problem. There are two cases depending on the parity of p. In the rst case p is odd. Let the given set of integer sizes be a 1 ; a 2 ; : : : ; a t , the size of the bin is 2s and the integer in the question is K. We create a set of paths with lengths a 1 ; a 2 ; : : : ; a t then add p?1 2 K copies of a 4s long path. So there are t + p?1 2 K paths. We will show that it is possible to pack the t items into K bins of size 2s if and only if one can pack these paths into K copies of a p{polyp with 2s long arms. If the items are packed into K bins then rst put p?1 2 paths of length 4s into each of the K polyps. The paths which corresponds to the contents of the i's bin clearly can be packed to arm of the i's polyp which must remained uncovered.
If the set of the above given paths are packed into K polyps then each polyp must contain exactly p?1 2 paths of length 4s and one arm must contain paths with total size not more than 1. The items which corresponds to these paths may be packed to a separate bin.
The second case is the even p. A set of paths is created as before, paths with length a 1 ; a 2 ; : : : ; a t and additionally p?2 2 K paths of length 2s but the arms of the polyp now have length s. If it is possible to pack the t items into K bins of size 2s then it is easy to see that one can pack the above set of paths into K p{polyps with arm length s. p?2 2 paths of size 2s are put into the rst polyp and the paths corresponding the content of the rst bin are put into the remaining space in the rst polyp, etc.
On the other hand let us show that if one can pack the items into K p{polyps then there is a packing into K bins of size 2s. Delete the arms containing one of the paths of the additional paths with size 2s, clearly 2K arms remains. These arms contain all the paths which corresponds to the sizes a 1 ; a 2 ; : : : ; a t . Now a matching is made between these arms. If there is path which has a part in two di erent arms, these arms are matched. The remaining arms of a polyp can be matched arbitrarily. It is clear that exactly K pairs are obtained in this way. So put the items corresponding to the contents of one pair to one bin.
Vertex disjoint case. Let the given set of integer sizes be a 1 ; a 2 ; : : : ; a t , the size of the bin s and the integer in question K. A set of paths with lengths a 1 ? 1; a 2 ? 1; : : : ; a t ? 1 is created, K copies of a path with length s and (p ? 2)K copies of a path with length s ? 1 is added to this set.
First it is proved that if the items can be packed into K bins of size s then there is a packing of the above paths into K p{polyps with arm size s. Put one path of size s to the rst polyp so that it covers one arm, thus the endvertex of it will cover the center of the polyp. Then we put p ? 2 paths of size s ? 1 to the other arms, the only way for this is when each of them covers all vertices of an other arm. Finally the paths corresponding to the contents of the rst bin will t into the remaining arm of the rst polyp vertex disjointly. Then this procedure is repeated with each polyp.
To complete the proof it must be shown that if there is a packing of the above paths into K p{polyps then we can pack the items to K bins of size s. It is clear that if there is a packing of the paths to the polyps then there is exactly one path of size s in every polyp. This path must cover the center. It is also possible that it covers vertices in two di erent arms, but the paths in these two arms contain at most s vertices. Therefore we may assume that it covers one arm completely and the center, and the other paths are in a separate arm. A path of size s ? 1 can be only in an arm alone. Thus the paths corresponding to the items are packed into K di erent arms. So the content of one arm goes simply to one bin and the proof is complete.
Worst case of First Fit
Let us de ne the algorithm which will be investigated.
Let the p{polyps be indexed as P 1 ; P 2 ; : : :, initially each empty. The arms of P i are also indexed A i;1 ; : : : ; A i;p . The paths l 1 ; l 2 ; : : : ; l t will be placed in that order. To place l i , we try to put it into A 1;1 so that it completely ts into it. If it is not possible we try to put it into A 1;2 and so on. If we nd an arm which is not \full" we put l i to this arm as far as possible from the center. If all the arms of P 1 are \full" we try to put l i to A 1;1 and A 1;2 so that l i will contain the center of P 1 and A 1;1 is lled completely. Then we try to put it into A 1;1 and A 1;3 and so on, we continue using the lexicographic order of the pair of arms. If l i does not t to P 1 , we move on to P 2 , etc. This is called the First Fit algorithm. The number of polyps needed to pack a set L of paths is denoted by FF p (L), while the number of polyps in an optimal packing is OPT p (L). The set of paths may be viewed in the First Fit algorithm like a list since it gives us the order of the paths in the First Fit algorithm. So L really denotes this list while jLj denotes the number of paths in the list. One more notation:
To make computations easier, from now on, the arm length of the polyp will be the \unity". This means that every length will be divided by s, the number of edges in one arm of a polyp. Thus the arm of the polyp will have length one and the lengths of the paths will be rational numbers between 0 and 2. For example a path of length 2 7 originally had length 2s=7. First we are going to prove a few lemmas. These are also similar to the ones in 3] but sometimes more complex. Proof: If a polyp is lled with the above paths then some of the paths may cover some parts of two arms of the polyp. If this is the case then these two arms are called paired. We de ne a complete matching on the arms. If there are some paired arms they will be pairs in the matching too. The number of unpaired arms must be even since the number of arms is even. An arbitrary matching can be made between the leftover arms. In this way, a pair of arms lled with some paths is exactly the same as a bin lled with some items. But the size of the two arms is 2 here so if we want the bin to be size 1 then we must have items of size half of the corresponding path. 
Proof: Unfortunately it is not so easy to use the lemmas of 3] to prove the present lemma like in the previous case. Here we have to go through all the cases, again. Start with an observation which is used in each case.
There must be a pair of arms in P d where the sum of the weights is less then This means that the empty space in this pair of arms is larger than 1 3 . If the paths are packed with the First Fit algorithm then a new path is always placed such that one of its endvertex is the endvertex of some earlier placed path except if it is placed into an empty arm. Anyway it is clear that there may not be two separated empty parts in a pair of arms. Thus the previous inequality shows that a path of size > 1 3 will t to this polyp. Since d 1 3 this gives that d+1 > d .
Case 2: < d . This is the easiest part. If there is at most one path in A it must be at most 1, therefore a path of size 1 ts into A. On the other hand if there are two paths then the weight sum is at least 2 p since both paths must be over It is possible that some of the paths cover vertices from two di erent arms. These two arms will be called paired, again. In a pair of arms the empty part is \together" because the First Fit algorithm was used to pack the paths. Let e denote the length of the empty part. This empty part does not contain the center, so it is contained in one arm completely. This arm contains a part of the path which covers the center and it must contain some paths which are as far from the center as possible. Let b e be the closest path to the center among the latter paths. This path will be enlarged, let b 0 e = b e + min( + " must be true. In this way all the paths in region b) will go to later polyps. Exactly 3 will t to the rst arm, then 3 to the second etc. and after all arms are lled there is not enough place in the center for another one. This makes 3p in one polyp. Thus region b) will ll up N 6 polyps. The coarseness of the next polyp will be polyps were needed to pack these paths.
The optimal packing of the list L packs one path of each region to one pair of arms. This packing is optimal since the sum of the sizes of the paths is equal to the sum of the sizes of the polyps.
The author conjectures that FF p (L) 1:7OP T p (L) can be proved. It is easy to improve the above construction with the paths 1+"; 2=3+"; 2=7+"; 2=43+"; 2=1807+"; : : : but the improvement is only about 0:001 in the ratio, so this method does not prove the conjecture. On the other hand the following matching conjecture can be made. The method is almost the same as in the case of even arms but the arm without a pair makes some di erences here. The more arms the less di erence. For example if p = 3 the di erence is quite big. 
The lemmas needed to the proof are very similar to the even case. Proof: If a polyp is lled by the above paths then some of the paths may cover some parts of two arms of the polyp. If this is the case then these two arms are called paired arms. A maximal matching may be de ned on the arms. If there are some paired arms they will be pairs in the matching, too. The number of unpaired arms must be odd since the number of arms is odd. An arbitrary matching is made between the leftover arms missing only one arm. This arm is called the left arm.
Let us rst consider a pair of arms. If there is a path of size b such that 2 3 < b 1 then replace it with two paths one with size 2 3 and one with size b ? 2 3 . The weight sum in the polyp was not changed by this modi cation because the slope of the weight function is the same in (0; 1 3 ] and in 2 3 ; 1]. Hence it may be supposed that there are no path of size in range ( then they are replaced with a single path of size b 1 + b 2 . In this way the weight sum of the polyp may increase but cannot decrease. Therefore it can be assumed that there are at most one path smaller than 1 3 in every pair of arms. These replacements can be made in the left arm also, so the assumptions hold there too. because there is only one path smaller than 1 3 . This is a contradiction. The rest of the cases can be proved with exactly the same argument as the corresponding cases in the previous paragraph. m = 6: Only one case is possible: 
Proof: Let A be the pair of arms where the weight sum is minimal among the pairs. Suppose that no path of size > d ts to the polyp P d after completing the First Fit algorithm, therefore such a path does not t neither to A nor to the left arm A l . It will be proved in each case that this implies Case 1: d 1 3 .
It is easy to see in By the de nition of the coarseness every path in the polyp must be larger than 2 3 . The sum of the sizes in a pair of arms must be > 4 3 , therefore there must be at least two paths in each pair. Similarly there must be at least one paths in A l . Thus ; 1).
Proof: The proof of this lemma is very similar to the proof of Lemma 3 so it is left to the reader.
The rest of the proof of Theorem 4 is almost the same as the proof of Theorem 2 so it is also left to the reader.
By a slight modi cation in the weight function we can prove that R 3 < 2 and R 5 < 1:858 which does not di er very much from the value of the formula in Theorem 4 for p = 3 and p = 5. On the other hand it is clear that these paths t to N polyps and this is an optimal packing.
There is one more construction worth mentioning. This is an other lower bound which gives a somewhat better result for p = 3 than Theorem 5, but for larger number of arms Theorem 5 is better. The proof otherwise is the same as above so it is left to the reader.
Conclusions
We have seen that although it looks very hard to nd an optimal packing the very easily applicable First Fit algorithm works quite well. So if we can model some practical problem by the Polyp{packing one might use the First Fit algorithm.
The edge disjoint p{polyp-packing may be considered as a variant of the Bin Packing problem. Now we have groups of bins each group containing p bins. It is possible to break items into two piece and place the two parts into two di erent bins of the same group, but only one broken part is allowed in each bin. In 3] the reader may nd some problems which are modeled by the Bin Packing problem. With this modi cation we may model some modi ed problems. For example le allocation. It is desired to place les of varying sizes on as few disks as possible, where les may be broken into two parts and placed to di erent tracks of the same disk.
There are some open problems left. First of all, our results are not sharp so they may be improved. There are algorithms for the Bin Packing problem which give packing closer to the optimal. Probably such an algorithm would give a better result here also. On the other hand it is proved in 2] that for every positive " there exists an O(n)-time algorithm for Bin Packing that uses at most (1 + ") times more bins than the optimal packing. This may be true for Polyp Packing too.
Further investigation of this problem may include other graphs not just polyps. However there should be some restrictions in the vertex disjoint case. If we want to pack arbitrary paths into arbitrary graphs vertex disjointly then, with any algorithm, when we want to pack a particular path, it must be decided if this path ts into the graph or not. But this problem is NP-complete in general, since it contains the Hamiltonian path problem as a special case. One possible restriction is that the sizes of the paths have a constant upper bound. For example if all paths are at most 100 long, this problem does not arise.
However this problem does not arise in the edge disjoint case, because there is a polynomial algorithm to decide if it is possible to pack a given path to a graph such that it may cross a vertex more than once but it may cover each edge at most once. This problem is equivalent to the Chinese Postman problem which is solved in polynomial time in 1].
Most of the known variants of the Bin Packing problem can be formulated as a special case of the general graph packing problem by choosing a suitable graph class for \bins" and an other class for \items". For example if the \bins" and the \items" are graphs of rectangular grids we obtain the 2-dimensional parallel rectangle packing.
