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Al~raet-- I t  is well known that for a network with equal and independent edge failure probabilities p, 
the most reliable networks are those with max 2 and super 2 properties, when p is small. In this paper 
we will show that the hypercube networks posses both max 2 and super 2 properties. In addition, some 
other properties such as point transitive, Hamiltonian and the average message distance of the hypercube 
network are also derived. 
1. INTRODUCTION 
Based on the graph theoretic model, the network topology can be represented by an undirected 
graph G = (V, E) where V is the set of points (processing elements) and E is the set of edges 
(communication li ks). 
In the study of network reliability [1-9], many different models and measures have been defined. 
In this paper, we deal with the model made by Kel'mans [5] where it is assumed that points are 
perfectly reliable and all edges failed independently with the same probability p. Then the 
probability that the graph G(p ,  q )  is disconnected due to edge failure is expressed by 
q 
P(G, p) = ~. B,p'(l - p)q-i) (1) 
iffi,I 
where Bi is the number of edge disconnecting sets of order i and 2 is the edge connectivity of G. 
It is proved that the problem of calculating P(G, p) is N-P-hard [I0]. But there exists a P0 such that 
for all p < P0 there is a (p, q) graph Go with P(G, p) I> P(G0, p) for all (p, q) graph G, and Go is 
found by maximizing 2 over all (p, q) graph and then minimizing B~ overall such max 2 graphs. 
Here we will show that the hypercube network has max ;t and B~ is minimum over all (p, q) graph, 
thus the hypercube network is an optimal solution in the problem of network reliability design. 
2. SYSTEM TOPOLOGY AND PARAMETERS OF H(r,m) 
The hypercube network [11] denoted by H(r, m) is an interconnection f p = r m points which 
are placed in m dimensions and each dimension has r points. The p points can be labelled as 
0, l, 2 . . . . .  p - l, each point i between 0 and p - 1 can be expressed as an m-tuple representation 
(ira_lira_2...io) with base r where 
m-- I  
i=  Eik rk" 
k~O 
Let 
i(t+ ) = i~ _ , . . . ik + l ( ik + 1)ik-I.-./0 (mod r) 
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and 
i(k_ )= i,,_,... ik+ l(ik -- 1)ik-i. . .  io(mod r). 
A pair of points, i and j are neighbors if they satisfy any of the following relationships: 
(a) j = i(k+); 
(b) j = i(~ ), 
for all k, 0 ~< k ~< m - 1. Thus, the hypercube network is regular of degree 2 m. When r = 2 the 
intemonnection is the well known Boolean m-cube network [12-14]. 
The terminology used here follows the book by Harary [15] and undefined terms can be found 
there. 
Lemma 1 [11] 
The diameter of H(r, m) is equal to m Lr/2J . 
Definition 1 [15] 
The point connectivity r = r(G) of a graph G is the minimum number of points whose removal 
results in a disconnected or trivial graph. 
Definition 2 [15] 
The edge connectivity 2 = it(G) of a graph G is the minimum number of edges whose removal 
results in a disconnected or trivial graph. 
Definition 3 [15] 
A connected (p, q) graph G is called to have maximum point connectivity or simply G is max r 
if r,(G) = L Zq]p J . 
Definition 4 [15] 
A connected (p, q) graph G is called to have maximum edge connectivity or simply G is max 2 
ifA(G) = L2q/pJ .  
Lemma 2 
The hypercube network H(r, m) is max ~ and max 2. 
Proof. Bhat [11] has shown that in the hypereube network x = 2 = 2m. And 2q[p = 2m. Thus 
the lemma is proved. Q.E.D. 
It is known that the Cayley graph is point transitive. The following lemma will show that H(r, m) 
is a Cayley graph, thus H(r, m) is point transitive. 
Definition 5 [16] 
Let S be any abstract finite group, with identity e; and suppose tl is a set of generators for S, 
with properties 
xe[ l=~x- 'e [2 ;  ee l .  
The Cayley graph G -- G(S, fa) is simply the graph whose point set and edge set are V(G) = S; 
E(G) -- {{x,y}]x,y e S and x- l  y ~}.  
Lemma 3 [16] 
The Cayley graph G(S, fa) is point transitive. 
Lemma 4 
The hypercube network is a Cayley graph. 
Proof Let S = {i,,_~...ik...io[ik = 0, 1 . . . . .  r -- 1 and 0 ~< k ~< m - 1} be a set, with an associa- 
tive binary operation • to be the integer addition rood r where this operation has an identity element 
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0 . . .0 . . .  0 and each element x = x=_ l . . .Xk . . .  Xo has an inverse x - '  = (r - xm_ 1)... (r - xk). • • 
(r - x0). Thus, it is easily shown that (S, ,) forms a group. Select fl = {0~+ ), 0(_k)[0 ~< k ~< m - 1}, 
then 0(+ k) and 0(_ k) are inversed to one another. Clearly, each element of S is exact the r radix 
representation f the address of each point of H(r, m), thus, S = V(H(r, m)). Consider two any 
adjacent points i and iCk+ ) or i and i{k_ ) in H(r, m), then there are two cases as follows. 
From cases 
H(r, m) is a Cayley graph. 
(a) i -I • i(k+ ) 
= ( i ra_ , . . i k+, idk - , . . i o ) - '  * ( i ra - , . . ik+, ( ik  + 1) i , _ , . . i0 )  
= ((r -- ira_ I)'" . (r  - -  i k+, ) ( r  -- ik)(r -- i k_ , ) . . . ( r  -- io)) 
• ( i ra_ , . . i k+~( ik+ 1) ik_ , . . . i o )  
=0. . .010 . . .0  
= o(+~)~fl. 
Thus {i, i(k+)} ~ E(H(r, m)). 
(b) i-1 , i(_k) 
= ( im- l . . i k+ l ik ik - , . - i0 )  -1  * ( i , , ,_ , . . ik+,( ik  -- l ) i k_ , . . i o )  
= ((r -- i ra_ , ) . . . ( r  -- ik+, ) ( r  -- ik)(r -- i k_ , ) . . . ( r  -- io) ) 
• (im-l" "ik+l(ik - 1)ik- I"" "i0) 
=0. . .0 ( r -  1)0 . . . .  0 
= 0~)~.  
Thus {i, i(k)} ~ E(H(r, m)). 
(a) and (b), we obtain that E(H( r ,m) )= {{i,i~)}, {i, i~)}]0 ~< k ~< m-  1}. Thus, 
Q.E.D. 
12mma 5 
The hyl0ercube network is point transitive. 
Proof  The proof can be obtained from Lcmmas 3 and 4. Q.E.D. 
The average message distance plays a key role in determining the queueing delay in a computer 
network. The average message distance dav is defined as 
lP~.al(1---~.-P~ldij), (2) 
p,=o~ - l~Yo 
where d,, = O. 
As the hypercube network is point transitive, the term in parentheses is the same for all point 
i; thus 
l p--l 
F, a/j, (3) 
p- l j~0  
for arbitrary i. Without loss of generality, we can choose point 0 as the source point. Therefore, 
we need to calculate the total distance 
p-1 
T=ZA 
j=0 
of point 0 to all other points in H(r ,  m) .  Let Tj represent the total distance of point 0 to all other 
points (0..0/j_ i...i0) in H(r ,  m) ,  thus, TI is the total distance of a cycle with size r and T = Tin. 
Since the total distance from point (a0..  0..  0) to all other points (aim_ 2 . . .  ik. • • io) is equal to T=_ ~, 
and from point (0 . . .0 . . .0 )  to (a0 . . .0 . . .0 )  is equal to a i f0 <~ a <~ <~ Lr /2 J  , or equal to r - a 
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Fig. I. A hypercube network H(r, m) with r = 3 and m = 3. 
if Lr/2J 
Hence 
< a < r. Thus the total distance from point (0 . . .0 . . .0 )  to (aim_2.. . ik. . . io) is equal to 
{ Tm_ l+ar  m-I if O<~a<<. Lr/2]  Tm_ l+( r -a ) r  m-1 if [_r/2J <a<r .  
Lrl2J r - ! 
T.= ~. (Tm_,+ar"-')+ ~ (T.._,+(r-a)r"-') 
a=0 affi Lr/2J +t 
=rTm- i  + a+ ( r - -a )  r m-x 
a-O a -  Lr/2J +1 
=rT,  n_ l  +rm- lT l  
Solve the recurrence relation of equation (4), it is obtained that 
T=Tm 
= mr  m - I 7"1 • 
Since 
f r2 /4  
7", =~ Lrl2J ( Lrl2J + 1) 
Thus, we obtain the following theorem. 
if r is even 
if r is odd. 
(4) 
(5) 
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Fig. 2. A graph obtained from H(3, 3) where each cycle Ci is coalesced into a single point v. 
Theorem I
The average message distance of H(r, m) is 
f mrm+ 1 4(r ~-1~ if r is even 
da~ = 
m [r/2J (~r/2J  + l r  "-~ 
r m- 1 if r is odd 
,~ mr~4. 
Proof. The proof can be obtained by substituting equations (4) and (5) into equation (3). 
Q.E.D. 
Theorem 2 
The hypercube network is Hamiltonian. 
Proof. Let the r = points of H(r, m) be denoted as follows: 
0 if i = 0 
G t -~- r*+ay if l~<i~<rm--1,  
where x = Llog, i J  andy  = LilrJ r~-- i - -  1 mod Li/rJ r x. Then the sequenceao~am~. . .~  
a,m_ ,~ao  can be clearly shown as a Hamiltonian circuit. 
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Fig. 3. The case for the two edges qt and q2 of cycle Ci that are not adjacent. 
3. THE NETWORK REL IABIL ITY  OF H( r ,m)  
In the problem of designing computer network, one of the important features is finding a 
network which can minimize P(G, p) for given p, q and p [see equation (1)]. As stated in the 
introduction we need to find a network such that it has max 2 and B~ is minimum over all (p, q) 
graphs. In this section we will show that the hypercube network possesses these properties. 
[_,emma 6 [17] 
Let G be a max ,l graph with regular degree, then Ba >I p. 
Definition 6 
A graph G is called super edge connectivity or simply G is super 2 if G is max 2 and every 
minimum edge disconnecting set of G isolates a point. 
Since H(r, m) is regular and max 2, thus Ba ~>p. If we can show that H(r, m) possesses super 
2 property then B~ can achieve the lower bound. 
Theorem 3 
The hypercube network is super 2, for r > 2 and m > 1. 
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Fig. 4. The case for the two edges q~ and q2 of cycle C~ that are adjacent. 
Proof. The hypercube network H(r, m) can be represented asthe union ofn = r m- 1 point-disjoint 
cycles of length r, denoted by Co, C~, C2 . . . . .  Cn_ ~ together with r independent edges between Ct 
and C~(~+), C:~_~, for all i and k, 0 ~ i ~< n - 1, 0 < k ~< m - 2. For r = 3 and m = 3 is illustrated 
in Fig. 1. 
Let U be a minimum order disconnecting edge set of H(r, m). Since C~ is a cycle, U must contain 
at least two edges from Ci for some C~, 0 ~< i ~< n - 1, Otherwise, each Ci is connected and can 
be coalesced into a single point denoted by yr. In this case, the resulting graph is a r-multiple 
edge hypercube H(r ,m-1) .  For r=3 and m=3 is illustrated in Fig. 2. Since 
A(H(r, m - 1))= 2(m - 1), r multiple edges of H(r, m - 1) must be disconnected by U. Thus 
I U[ >1 2r(m - 1)> 2m = deg(H(r, m)), for r > 2 and m > 1. Therefore, it is impossible. 
Now let these two edges be q~ = {a, b}, q2 = {c, d}. Suppose q, and q2 are not adjacent. Without 
loss of generality, it can be assumed that points a and e are in one component and b, d in the other 
component. From Fig. 3 it is clear that there are 2 edge-disjoint paths from a, e through C~(k) and 
CiLk~ to b, d, for all k, 0 ~< k ~< m - 2. Hence, there are 4(m - 1) line disjoint paths from a, e th~'ough 
C:~ and Ci(k~ to b, d, for all k, 0 ~ k ~< m -2 .  Thus [U[ ~>2+4(m - l )=4m -2>2m = 
de~(H(r, m))_ This is also a contradiction. 
Hence qt and q2 have to be adjacent o a point b, denoted by q~ = {a, b}, q2 = {e, b} (see Fig. 4). 
Now it will be shown that b should be isolated by U. Suppose not. Without loss of generality, 
it can be assumed that there exists another point b' in C;~0~ such that b and b' are in the other 
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component.  F rom Fig. 4, we know that there exist two edge-disjoint paths from a, c through Ci~0) 
to b '  and there exists one edge-disjoint path from a, c through C;¢0), C,.¢k) and C~¢k) to b, for all k, 
- -  -b  - -  . 
1 ~<k ~< m -2 .  Thus, ]U[ /> 2+2+ I +2(m -2 )=2m + I >2m =deg(H( r ,m) ) ,  a contradic- 
tion again. 
Therefore, there should exist a minimum edge disconnecting set U which isolates the point b, 
and the theorem is proved. 
REFERENCES 
1• P• Baran, On distributed communication networks• IEEE Trans. Commun. Syst• CS-12, 1-9 (1964). 
2. D. B. Brown, A computerized algorithm for determining the reliability of redundant configurations. IEEE Trans. 
Reliability, R-20, 121-124 (1971). 
3. H. Frank, Vulnerability of communication networks• 1EEE Trans. Comman. Technol. COM-15, 778-789 (1967). 
4. H. Frank, Maximally reliable node weighted graphs. Proc. 3rd A. Princeton Conf. Inform• Sci. Syst. 1-6 (1969). 
5. A. K. Kel'mans, Connectivity of probabilistic networks• Automn remote Control 3, 444-460 (1967), 
6. E. Moore and C. Shannon, Reliable circuits using less reliable relays. J. Franklin Inst. 262, 191-208 (1956). 
7. M. Steffen and W. Dent, Construction of redundant networks with minimum distance. J Franklin Inst. 289, 223-23 l 
(1970)• 
8. R. S. Wilkov, Reliability considerations in computer network design. Proc. Int. Fed. Inform. Process. Soc. Congr., 
Ljubljana, Yugoslavia (1971). 
9. (3. Williams, The design of survivable communication network. IEEE Trans. Commun. Syst. CS-II, 230-247 0963). 
I0• J. Provan and M. Ball, The complexity of counting cuts and of computing the probability that a graph is connected. 
SlAM J! Comput. 12(4), 777-788 (1983). 
11. K. V. S. Bhat, On the properties of arbitrary hypercubes. Comput. Math. Applic. 8(5), 339-342 (1982). 
12. J, R. Armstrong and F. G. Gray, Fault diagnosis in a Boolean  cube array of microprocessors. IEEE Trans. Co~nput. 
-C-30, 587-590 (1981). 
13. M. C. Pease, The indirect binary n-cube microprocessor a ray. IEEE Trans. Comput. C-26, 458-473 (1977). 
14. H. Sullivan and T. R. Bashkow, A large scale, homogeneous, fully distributed parallel machine, I. Proc. IEEE Comput. 
Archit. 105-117 (1977). 
15. F. Harary, Graph Theory. Addison-Wesley, Reading (1969). 
16. N. L. Biggs, Algebraic Group Theory. Cambridge, New York (1974). 
17. C. S. Yang, J. F. Wang, J. Y. Lee and F. T. Boesch, The network analysis for the Boolean n-cube network. IEEE 
Trans. Circuit Syst. (in press). 
