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Abstract 
Permanent  brushless  dc  motors  have  been  used  in  many  areas.  Considering  to  their  vast  advantages, 
researchers have studied extensively for speed control and reducing the torque ripple of this motors. But a 
little study was done for both speed control and optimum design of them. This paper presents for the 
optimal design of a PMBLDC motor with goal of reducing volume and building cost. In addition the speed 
control aim is considered using a multi-objective nonlinear cost function which is solved by fuzzy particle 
swarm optimization. First characteristics of motor are expressed as functions of motor geometries. Then 
cost function which combines the step response characteristic of motor speed, building cost and its volume 
is constructed and minimized. To reach this goal in this application the new improved fuzzy particle swam 
optimization is used for the first time. The results of simulations show that this method has good ability 
and efficiency in reaching global best point in compare of GA and PSO methods. 
 
Keywords: Optimal design, Speed control, Cost function, DC motor, Improved fuzzy particle swarm optimization. 
 
1 Introduction 
Mainly speed control of Permanent magnet brushless dc motor, is a multi-objective problem with many 
variables and constraints. The aim of this paper is finding an optimal design for motor in order to minimize 
the volume and constructing cost and designing an appropriate controller for speed control of motor. At the 
beginning, the optimization variables, i.e. the objective function and constraints are formulated and finally 
an  optimization  algorithm  is  used  for  optimal  design  of  motor  parameters.  In  an  appropriate  speed 
controller system, output speed response to the reference speed is as fast as possible in the presence of load 
changes. Since the problem of optimal motor design is a multi objective and there is some constraints in it, 
a  powerful  optimization tool is needed for  solving  this  problem.  The  improved  fuzzy  particle swarm 
optimization, used in this paper, has a good ability in finding global optimum point and does not trap at 
local optimum point in multi objective problems with many number of limitations. In the sequel we review 
some significant researches which have been done on speed control or design optimization of PMBLDCs. 
Journal of Soft Computing and Applications 2014 (2014) 1-12  
Available online at www.ispacs.com/jsca  
Volume 2014, Year 2014 Article ID jsca-00050, 12 Pages  
doi:10.5899/2014/jsca-00050  
Research Article  Journal of Soft Computing and Applications                                                                                                                                                       2 of 12 
http://www.ispacs.com/journals/jsca/2014/jsca-00050/ 
 
 
International Scientific Publications and Consulting Services 
In  [1]  an  optimum  design  for  minimizing  of  force  ripple  and  maximization  of  thrust  force  in  linear 
brushless permanent magnet motor without finite element analysis is represented. In [2] optimal design of 
brushless dc  motor  by  utilizing  novel coefficient modeling for skewed PM and overhang structure is 
studied. In [3] for the first time, optimal design of these motors with goal of reducing losses, volume and 
building cost using genetic algorithm was presented. In [4,5] the fuzzy PI controller for controlling of 
BLDC  motor  was  represented.  In  [6]  speed  control  of  DC  motor  based  on  fuzzy  PI  controller  was 
represented. [7] optimizes adaptive factor of fuzzy PID controller. To improve the performance in [8] the 
PSO is used for improving in setting of PID controller parameters for speed control of DC motor. In [9], 
The PID-PSO and the PID-BF controller was compared in speed control of DC motor and the results show 
that the PSO method is better than BF in terms of settling time, overshoot, rise time and steady state error. 
In [10] the multi-objective bees algorithm to optimal tuning of PID controller for speed control of a DC 
motor was studied. The modeling and the simulation of PID control of BLDC motor speed and its toque 
were tested in [11] and also the different schemes of PWM controlled BLDC was studied. In [12] the 
complete original binary coded GA program in matlab was provided, GA was applied to find optimal 
solution for the parameters of DC motor with PID controller and indicated that GA is powerful global 
searching method. In [13] a speed control of a DC motor by selection of PID parameters using bio-inspired 
optimization  technique  of  Artificial  Bee  Colony  Optimization  (ABC)  was  designed.  In  this  reference 
model of a DC motor was considered as a second order system for speed control and the Bio inspired 
methods advantages over conventional methods were discussed. 
Although the PSO has shown important advances by providing high speed of convergence in specific 
problems, it exhibits some shortages [14]. The standard PSO (SPSO) has a poor ability to search at a fine 
grain  because  it  lacks  velocity  control  mechanism  [15,16].  To  overcome  this  disadvantages,  Shi  and 
Eberhart [17] used a fuzzy system to dynamically adapt the inertia weight namely Fuzzy PSO (FPSO). As 
a result, the performance of PSO algorithm has improved well. But it does not show precise biological 
model.  So  in  [18]  FPSO  was  improved  and  was  named  improved  fuzzy  particle  swarm  optimization 
(IFPSO). In this method the new inertia weigh value based on the global fitness best value and the current 
inertia weight value is obtained. The proposed IFPSO has two interesting characteristics: (1) to incorporate 
the difference between particles into PSO so that it can simulate a more precise biological model, the 
inertia weight is changed with the number of particles and (2) to truly reflect the actual search process, the 
inertia weight is set according to feedback taken from particles best memories.  
The  aim  of  this  paper  is  presenting  of  appropriate  method  for  optimal  design  and  speed  control  of 
PMBLDC motor. In this paper first the motor characteristic in form of mathematical equation is expressed 
which is obtained from its geometrical structure. After performance evaluation of IFPSO in compare with 
PSO  and  GA;  the  simulation  results  are  finally  given  to  demonstrate  the  effectiveness  of  proposed 
algorithm.  The  proposed  method  has  appropriate  features  in  terms  of  stable  convergence  and  good 
computational efficiency in compare with PSO and GA methods. 
 
2 Problem formulation 
Figure1, Shows the structure of a PMBLDC motor. The motor geometrical parameters are given in table 
1. 
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Figure 1: illustration of the key parameters of the BLDC motor 
 
Table1: The geometric parameters of motor 
number of poles pairs  P 
pole-arc per pole-pitch ratio  β 
magnet thickness 
m l  
stator/rotor core thickness 
y l  
winding thickness 
w l  
mechanical air gap 
g l  
rotor radius 
r r  
current density 
cu J  
wire gauge and stator/rotor axial length 
s l  
 
2.1. Motor volume 
The motor total volume is obtained by equation (2.1). 
2 ) ( y w g r s t l l l r l V                                                                                                                       (2.1) 
Where  s l , r r , g l , w l , y l are  wire  gauge  and  stator/rotor axial  length,  rotor  radius,  mechanical  air  gap, 
winding thickness, stator/rotor core thickness respectively. 
 
2.2. Motor building cost 
The cost of building motor includes of consume materials cost used in geometrical parts of motor. Motor 
constructing cost can be written as follows: 
   p c V c C m m m m 2 1 t y y w w f c w V c V k A c    ) (                                                                 (2.2) 
Where  m  ,  w  and  y  are the mass density of magnet, winding and stator/rotor core, respectively;  1 m c ,
w c  and  y c are  the  cost  per  unit mass  of  magnet,  wire and  core  materials, respectively.  m V ,  w V and  t V  
illustrate the volumes of the magnet, winding and stator/rotor core, respectively [3].   
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2.3. Speed control of DC motor 
At this section the output is speed of motor and reference rate is input. The transfer function of system is 
expressed  in  the  presence  of  load  torque.  This  system  is  controlled  with  a  proportional-Integrator-
derivative controller in front of the system's control structure. The speed control's parameter are PID 
parameters.  
Due to advantages of PID controller like simplicity, permanency, reliability and easy tuning of parameters, 
this controller is used widely in industrial. The standard PID speed controller computes the difference error 
between the reference speed and real one. Then system of BLDC motor signal is controlled by u(t) and a 
linear combination of the PID parameters. 
The controller u(t) signal is written as follows:   
)
) (
) ( ) ( ( ) (
0 dt
t de
K dt t e K t e K t u d
t
i p                                                                                                (2.3) 
where d i p K K K , , is proportional, integrator and deferential gain respectively. 
The transfer function of DC motor in the presence of load torque can be written as follows [7]: 
) ( ) ( 2
) ( ) (
) ( ) ( 2
) (
) ( ) ( ) ( ) ( ) (
T K e k V B a r s v B a L J a r Js a L
s L T s a L a r
T K e k V B a r s v B a L J a r Js a L
s d U T K
s L T s L G s d U s u G s
   


   
   
                                    (2.4) 
The diagram of BLDC motor speed controller system is displayed in Figure 2. In this Figure,  ) (s   is 
response speed to reference speed. 
 
 
Figure 2: Speed control of DC motor using with PID controller 
 
3 Particle swarm optimization 
One of the tools that is used in this paper for speed control and optimal design of DC motor is particle 
swarm optimization PSO. In this algorithm the particles are unknown parameters of motor structure and 
PID controller parameters. Motivated by social behavior of organisms such as fish schooling and bird 
flocking, Kennedy and Eberhart first introduced PSO method in 1995 [19]. PSO is a population based 
heuristic  searching  algorithm  guided  by  individuals'  fitness  information.  In  PSO  algorithm  candidate 
solutions of a specific optimization problem are called particles. This particles can be characterized by two 
factors, i.e., its velocity  T
in i i i v v v V ] .. [ 2 1  and position  T
in i i i x x x X ] .. [ 2 1  . where i denotes the particle i in the Journal of Soft Computing and Applications                                                                                                                                                       5 of 12 
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swarm. In the process of global searching, all particles in PSO move through the searching space, and 
adjust its velocity and position to find a better solution according to its own and neighboring experience 
particles experience. The fitness of every particle can be evaluated according to the objective function of 
optimization problem. The velocity and position of every particle will be determined at each iteration as 
follow: 
) ( ) ( ) ( ) 1 ( 2 2 1 1 i i i i i X G r c X P r c t V t V                                                                                         (3.5) 
) 1 ( ) ( ) 1 (     t V t V t X i i i                                                                                                                      (3.6) 
Where  ] ... [ 2 1 in i i i p p p P  denotes the best position found by particle i within t iteration steps, G = [g1 g2 ... 
gn]  denotes  the  best  position  among  all  particles  in  the  swarm  so  far.  ω  is  inertia  weight,  c1,  c2 are 
acceleration coefficients known as the cognitive and social parameters, respectively. r1and r2 independently 
uniformly distributed random variables in range [0,1].  
In PSO, Eq. (3.5) is used to calculate the new velocity according to its previous velocity, the distance of its 
current  position  from  both  its  own  personal  best  position  and  the  global  best  position  of  the  entire 
population, Then the particle flies toward a new position according Eq. (3.6). This process is repeated until 
a stopping criterion is reached. 
 
3.2. Improved fuzzy particle swarm optimization 
The inertia weight is an important factor in performance of PSO that equalize the local and global search 
ability. A big inertia weight improves the global search ability but slows the convergence. Conversely, a 
small  inertia  weight  makes  the  convergence  fast;  however  it  sometimes  trap  at  local  optimum  point. 
Hence, linearly and nonlinearly decreasing inertia weight were proposed [20-22]. 
However these algorithms improve the performance of PSO, they cannot truly reflect the actual search 
process without any feedback to know how particle's fitness are from the estimated (or real) optimal value, 
when the real optimal value is known in advance. To overcome this shortage, Shi and Eberhart used a 
fuzzy system to dynamically adapt the inertia weight namely Fuzzy PSO (FPSO) [17]. Consequently, the 
performance of PSO algorithm has improved well. However, introducing the same inertia weight for all 
particles,  by  ignoring  the  differences  among  particles  performances  simulated  a  roughly  animal 
background, not a exact biological model, while the particles should be behaved differently according to 
their states. For instance, the particle which its fitness is far away from the real optimum value, a big 
velocity is needed to globally explore the solution space and so its inertia weight must set to a large value. 
Conversely, for the particle which its fitness is near to the real optimum point only a small movement is 
required and thus inertia weight must set to a small value to help finer local searching. But, the same 
inertia weight was given to these opposite states. 
 Motivated by the aforementioned, the performance of FPSO has been improved by computing the inertia 
weight for each particle according to the state of the particle. Therefore, each particle may have different 
tradeoff between global and local search abilities, since each particle locates in a complicated environment  
and faces different situation. Because of this, a fuzzy logic is designed for every particle to provide the 
variations of weight factor as the output. The proposed fuzzy system has two inputs. Te first is called the 
normalized fitness of the current best position of particle i (NFCBPi). This input is determined as: 
KN i
KN
k
i k
i
F pbest F
F pbest F
NFCBP



) (
) (
1                                                                                                                       (3.7) 
where ) (
k
i pbest F is the fitness of the best previous position of ith particle in kth iteration. 
FKN is the known real optimal solution value and  ) (
1
i pbest F  is the fitness of ith particle in 1st iteration 
which is the worst acceptable performance of IFPSO for this particle.  Journal of Soft Computing and Applications                                                                                                                                                       6 of 12 
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The second fuzzy input is the current value of the inertia weight factor for ith particle ωi. Each fuzzy 
variable has three membership functions namely small (S), medium (M) and large (L). The fuzzy rules are 
given in Table 2. 
The illustration of membership functions for inputs and outputs of fuzzy in IFPSO are shown in Figures 3 
to 5. 
 
Table 2: The fuzzy rules 
 
 
 
Figure 3: Membership functions for NFCBP 
 
Figure 4: Membership functions for inertia weight 
 
 
Figure 5: MF for change of inertia weight 
 
4 Observations and results 
In this paper, the proposed multi objective cost function is a combination of optimal design of motor 
properties and speed control system parameters. The constant parameters of this problem have shown in 
Table 3. 
First the variables of optimization problem are written as follows: 
X=[P β lm ly lw lg rr λ AC KP Ki Kd]                                                                                                               (4.8) 
Among which the first 9 parameters are related to the optimal BLDC motor design. While the last 3 ones 
are related to the PID controller parameters. So, in total, 12 different parameters are given to optimization 
algorithms. 
 
Table 3: The constant parameters and their value 
Value  Parameters  Value  Parameters 
20 
1 m c   1.5     
        
1  2 m c   1.0        
3  y c   0.7 
f k  
0.045 
1 c   0.005  ε 
5.42 
2 c   7400 
m   
7700 
y    8900  w   
 
The cost function will be written as follows: 
) ( ) ( ) ( ) )( / 1 ( ) ( ) ( X RT w X OV w X ST w B B C w X V w x f rt ov st
knee
SY SY c t v o                                 (4.9) 
Where, wv, wc are weighting factor of motor total volume and building cost respectively. wst, wov, wrt are  
weighting factor of settling time, maximum overshoot and rise time respectively. Also OV(X), RT(X) and 
ST(X) are the function related to the calculation of the maximum overshoot, rise time and the response 
settling time for the optimization parameters vector X. They can be obtained by stepinfo command in Journal of Soft Computing and Applications                                                                                                                                                       7 of 12 
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matlab software. ε is a small constant. BSY is the stator core maximum flux density due to PM that can be 
written as follows: 
) ln( 2
1
m r
w g r
y
m r
SY
l r
l l r
Pl
l B k
B

 


                                                                                                                   (4.10) 
k1 can be expressed using this equations: 
1 ))] ( /( [ 9 . 0
1
1 2 1  
 
w g r l l P r
k
                                                                                                         (4.11) 
It should be mentioned that certain variables related to the speed control system should be changed based 
on the optimal design values. Changes in the design specifications affects the speed response. So, we will 
have the equations (4.12), (4.13) and (4.14). 
BV=BSY                                                                                                                                                     (4.12) 
KT=Ke=4PNSBsy                                                                                                                                      (4.13) 
s rl r S                                                                                                                                                      (4.14) 
Where P is the number of pairs of poles, N is the number of the winding and S is the multiply of rotor 
radius and effective length of the conductors. 
 
4.1. Implementation of IFPSO and comparison 
The maximum and minimum and best result for parameters obtained by IFPSO have shown in table 4. 
Table 5 illustrates the weighting factors of cost function that indicate the importance of reducing motor 
volume and increasing the rate of speed response. The reference speed and the load torque are 10 RPM and 
1 Nm, respectively. 
 
Table 4: The maximum and minimum of parameters and the best result obtained by IFPSO 
Optimum  Max  Min  Variables 
1.2841  6  1  P 
0.9511  1  0.5  β 
0.0012  0.012  0.001  lm 
0.0022  0.01  0.002  ly 
0.005  0.0055  0.001  lw 
0.0021  0.001  0.001  lg 
0.015  0.1  0.015  rr 
1.6641  2  0.3  λ 
0.8319  2  0.1  AC 
2967  4000  0  p k  
223  1500  0 
i k  
192.5399  500  0  d k  
 
Table 5: The weighting factor for cost function 
Value  weighting factor 
100 
vt w  
300 
c w  
1500 
st w  
15  ov w  
1500 
rt w  Journal of Soft Computing and Applications                                                                                                                                                       8 of 12 
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In the part of implementation of IFPSO, PSO and GA for fairly comparison, the population size and 
number of iteration of algorithms are the same. In GA the crossover rate and mutation rate are 0.7 and 0.1 
respectively. Table 6 presented the mean of these methods after 20 implementation of each algorithm. In 
Table 7 the min and max value of optimal characteristic obtained by each algorithms are showed.  
 
Table 6: The mean of optimal design characteristics obtained by IFPSO, PSO, GA 
 
Cost  
Total volume 
(  ( 
Constructing Cost 
)£( 
Rise time   
( Sec )  
Max.OV  
)%(  
 
Settling time 
(Sec) 
 
 
1350.27   0.000045   3.9683   0.000712   6.363   0.001461   GA  
1199.02   0.000044   3.5132   0.000021   6.76   0.000061   PSO  
1059.58   0.000038   3.0272   0.000014   19.9   0.000062   IFPSO  
 
 
Table 7: The max and min of optimal design characteristics obtained by IFPSO, PSO, GA 
 
From table 7 the results obtained for total volume and constructing cost by GA and PSO are similar nearly 
and near to IFPSO algorithm. But in speed response IFPSO reaches better rise time than other algorithms 
means  that  in  total  the  optimal  design  of  speed  control  obtained  by  IFPSO  is  the  best.After  20 
implementation the min and max of these simulations obtained and brought in table 7. Because of the good 
ability of cost function and its weighting factors, from this table it can be seen that all algorithms IFPSO, 
GA, PSO reach good results in achieving the optimal values. But it is cleared that IFPSO obtained better 
results in compare to GA and PSO in most optimal design characterization. It is obvious that IFPSO 
reaches better result in rise time, settling time, constructing cost and total volume of motor than other 
algorithms. 
In Figure 6 the speed response of these mentioned algorithms are demonstrated.  
Cost  
Total 
volume 
(  ( 
Constructing Cost 
)£( 
Rise time   
( Sec )  
Max.OV  
)%(  
 
Settling time 
(Sec) 
 
 
2186.1   0.000076   6.77   0.0071   17.901   0.0122   MAX   GA  
  1191.8   0.000041   3.67   0.000024   2.59   0.000056   MIN  
1521   0.000066   5.011   0.000034   17.389   0.000079   MAX   PSO  
779.22   0.000034   2.45   0.000025   2.3   0.000059   MIN  
1287.6   0.000051   4.028   0.000027   21   0.000073   MAX   IFPSO  
777.21   0.000028   2.15   0.000011   0.9273   0.000043   MIN  Journal of Soft Computing and Applications                                                                                                                                                       9 of 12 
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Figure 6: The response Speed obtained by IFPSO,PSO,GA 
 
From Figure 6 it can be understand that if the maximum overshoot is under 20% then the response speed 
reaches the reference speed well. As seen from Figure 6, the rise time, maximum overshoot and settling 
time represented in table 8 respectively. 
 
Table 8: The step response characteristic of speed motor obtained by GA,PSO,IFPSO 
Rise time (Sec)  Max.OV   )%(   Settling Time )Sec(   
0.000712  6.363  0.001461  GA 
0.000021  6.76  0.000061  PSO 
0.000014  19.9  0.000062  IFPSO 
 
 From Figure 6 and Table 7,8 it can be observed that the rise time obtained by IFPSO is less than other 
algorithms. So the good ability of proposed algorithm in speed control can be seen.  
Figure 7 shows the mean of best cost obtained by IFPSO,GA and PSO algorithms after 20 iterations. 
 
Figure 7: The mean Best Cost obtained by IFPSO,GA,PSO 
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Considering Figure 7, it is cleared that the IFPSO converges sharply to global point after 7 iterations and 
obtained better cost in compare to PSO and GA. But PSO and GA converges more slowly and with fewer 
accuracy than IFPSO. 
 
4 Conclusions  
 This paper represents optimal design of volume, building cost and speed control of PMBLDC motor 
using with improved fuzzy particle swarm optimization. In IFPSO the inertia weight changes base of its 
current  value  and  getting  feedback  from  fitness  of  each  particle.  Consequently  IFPSO  has  more 
convergence speed and more accuracy than PSO and GA methods. These methods compare with each 
other in simulations. The simulation results showed that IFPSO has good performance and efficiency in 
optimal design and speed control of PMBLDC motor. 
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