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DEDICATED TO PROFESSOR J. P. LA SALLE 
Back in 1959 in Krakow, Poland, at the seminar of my late teacher and 
master Professor Tadeusz Waiewski, I presented the now celebrated and 
classical paper, “The time optimal control problem,” by Professor LaSafle. 
At that time, this was one of a few papers that formed a foundation to the 
now well-established field in mathematics: Mathematical Control Theory. 
This fact has had-as it appears now-a decisive impact on the research 
that has been done by some of Waiewski’s group in Poland, including 
himself and myself. It would be sufficient to mention the important series of 
notes of Waiewski concerning the theory of orientor fields that originated 
directly from the discussion of LaSalle’s paper. 
This explains well my feeling of happiness and gratitude to the organizers 
of the conference for giving me this opportunity to express in person the high 
respect that we in Poiand have for professor Joseph LaSalle for what he has 
done for world mathematics. I also have personal reasons to be pleased at 
having been invited to contribute to this symposium honoring Professor 
LaSalle on the occasion of his retirement. I am one of these who had the 
opportunity to work for a longer term both at RIAS and the Lefschetz 
Center for Dynamical Systems and thus to be one of those to whom the 
chance was offered to use this tremendous source of research stimulation and 
to feel the unrepeatable and hard-to-describe atmosphere of cooperation and 
friendship that these two organizations created. 
In fact, the academic year 1960-1961, which I spent at RIAS, was as I 
can see now, very crucial to my life as a mathematician and also resulted in 
many lasting friendships that originated there, among others, I am proud to 
say, with Joe LaSalle. And this is what counts more in one’s life than any 
other thing. 
* This paper was presented at a meeting on Control Theory and Dynamical Systems heId 
at Brown University on May 8-9, 1981. 
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So let me be allowed to express on this occasion my very personal feelings 
of appreciation and gratitude to Joe for the role he played consciously or 
unconsciously in enriching my memories of the past two decades. 
CZESLAW OLECH 
1. INTRODUCTION 
Consider a nonlinear control system 
it =f(t, x, u), xER”, uER”, (NL) 
where the control is from a fixed compact set U, and the linear approx- 
imation of this system along a fixed solution x,(l), u*(t) of (NL); that is, the 
system 
yhere A(r) = @/lax@, x*(t), u+(t)). 
Denote by Jal’NL(t) and dL(t) the attainable set from the fixed initial 
condition, say, a for t = 0, for systems (NL) and (L), respectively. 
The celebrated maximum principle for a time optimal control problem for 
(NL) says in essence that, if x*(t) is the optimal solution, then x*(r) is a 
boundary point of -&(f) for 0 < t < T, where T is the optimal time. 
In this paper, we are concerned with an opposite question. What can be 
said about x*(t) with respect to (NL) if we know that x*(t) is a boundary 
solution of (L); that is, x*(t) E ZM~(~) for 0 < t < Z? A natural implication 
to be expected from this assumption is that x*(t) is a boundary point of 
d&(f), also. It is known that this is not true in general. Such an implication 
will lead us in some cases to the sufficiency of the maximum principle which 
for the nonlinear case requires an additional assumption. The aim of this 
paper is to present such an additional assumption which yields the above 
implication. 
The assumption we propose here is geometrical in its character and is 
concerned with the “shape” of the attainable set for the linear approximation 
in a neighbourhood of x,(T); namely, we will assume that dL(T) is 
contained in a ball B such that x,(T) E CUB. In a previous paper [ 11, we 
characterized the situation when the attainable set for a linear system or, 
equivalently, the integral of a set valued map, has the property of being R- 
convex; that is, can be obtained as the intersection of balls with a fixed but 
arbitrary radius R. The results of [ 1 ] are instrumental for this paper. 
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Instead of system (NL), we deal here with the control system in which the 
control parameter is eliminated; that is, we consider a differential inclusion 
Jz E qt, x), (1-l) 
where F(t, x) is a closed subset of R” for each (t, x). In Section 2, we define 
the linear approximation of (1.1) along a solution and give some properties 
of it. In Section 3, we recall the characterization of R-convexity of the 
integral of a set valued function obtained in [ 11. Section 4 contains the main 
result and its proof. This result is related to recent resufts of PliS [S ] and 
Lojasiewicz [3]. 
2. A LINEAR APPROXIMATION OF A DIFFERENTIAL INCLUSION 
Consider (1.1) and let x*(t) be any fixed solution of (1.1) on the interval 
[O, T]; that is, x*(t) is absolutely continuous and satisfies (1.1) almost 
everywhere in [0, T]. Hence, &(t) E F(t, x*(t)) a.e. in [0, T]. 
By the linear approximation of (1.1) aiong its solution x*(t), we shall 
mean any d~erentiai inclusion 
such that 
~(A(~)(X - x*(t)> f 2*(t), m xl) < k lx - X*(~)12, P-2) 
where d(*, *) stands for the distance of a point from a set, A(t) is integrable. 
Notice that, for F(t, x) =f(t, x, U), system (L) is the linear approximation 
of (NL) in the sense just defined. 
If F(t,x) admits a selection f(t,x) differentiable in x; that is, 
f(t, x) E F(r, x) andf is measurable in t and of class C2 in x for fixed t, and, 
if &(t) =f(r, x*(t)), then there exists a linear approximation of (1.1) along 
x* and A(t) = ($flax)(t,x,(t)). On the other hand, existence of a linear 
approximation of (1.1) implies the existence of a selection f(t, x) E F(t, x) 
such that f(t, x+(t)) = a,(t) and, by (2.2), If(t, x) -A(t)@ -x*) - 
f(t, x*(t))/ < k /x - x,(f)/*. Not much can be said about the regularity of& 
It is also clear that the linear approximation, if it exists, need not be 
unique. In fact, if &(t> is from the interior of F(t,x,(t)) and F(~(t,x) is 
continuous in x, then A(f) can be arbitrary. 
However, if x*(t) is a boundary solution of (2.1), then one can relate A(t) 
to the support function of F(z, x); that is, the function 
s(t, x9 P) = SUP ($3 P>* 
ueF(t,x) 
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The assumption that x,(t) is a boundary solution of (2.1) implies that 
there exists p(t) =&-l(t), where X(t) is the fundamental solution of 
f = A(t) x; that is, X(0) = I and z(t) = A(t) X(t), such that 
(PW, a*(o) = s(c X*W,PW). (2.3) 
From (2.2), we have the estimate 
(Pv i*(t)) + (PTA(t)(x -x*(t))) 
<s(&x,p)+ l~IkIx-x,(0l~. 
From (2.3) and (2.4), we obtain the following. 
(2.4) 
PROPOSITION 1. If (2.1) is a linear approximation of (1.1) and x*(t) is a 
boundary solution of (2.1), then there is p(t) # 0, p(t) =pJ’(t) such that 
Sk x3 P(4) - s(t9 x* (99 P(0) -P(l) A (4(x - x* (4) 
2 - I ~011 k Ix - x&I*. 
In particular, if s(t, .,p) is of class C’ for each t,pJixed, then 
(2.5) 
~s/W, x*(Q, p(t)) = p(t) A(t). P-6) 
Proof. Inequality (2.5) follows directly from (2.3) and (2.4). From (2.5), 
it follows that the differential of the left hand side of (2.5) is zero if it exists, 
which gives (2.6). 
Now consider a different situation. Instead of assuming that (2.1) satisfies 
(2.2), assume only that (2.3) holds for some p(m) absolutely continuous and 
never equal to zero. Defining A(t) in (2.1) from the equation 
liw = -P(f) A (43 (2.7) 
we obtain the linear differential inclusion (2.1) such that x*(t) is a boundary 
solution, but (2.2) may not hold. 
In such a situation, we replace (2.2) by the condition 
W, x> c W, x&>> + A(t)@ - x,(Q) + kC(lx - dt>l, p(t)), (2.8) 
where k is a positive constant and 
C(r,p(O) = N-) r-7 ix I(x,pW) Q r* I; (2.9) 
B(r) stands for the ball of radius r centered at zero. If (2.8) holds with A(t) 
satisfying (2.7), then (2.1) also approximates (1.1) but in a different sense. 
Analogously to Proposition 1, we have 
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PROPOSITION 2. IfA satisfies (2.7), (2.3) holds and (2.8) is assumed, 
then 
Sk X,PW) c s(4 x* (WW> +m A w - x*(4> 
+ k Jx - x,(t)l* (2.10) 
and, therefore, lf~?s/L?x exists for x = x,(t), then (2.6) holds. 
Proof. Inequality (2.10) follows directly from (2.8) and (2.9) while (2.6) 
is implied by (2.10). 
Notice that, if both (2.2) and (2.8) hold with p(t) given from (2.7) then 
as/ax for x = x*(t) exists and (2.6) holds. 
Finally we remark that, by the change of variables, 
x = X(f) Y + x* (t>, 
systems (1.1) and (2.1) are transformed, respectively, into 
it E G(t, Y) = X- ‘(WV, x(t) Y + x*(l)) 
-A(t)W).Y--f*(t)) 
and 
(2.11) 
(2.12) 
d E G(t, 0) = X-‘(t)(F(t, x*(t)) - i*(t)) (2.13) 
and conditions (2.2) and (2.8) are preserved by (2.11) with possibly a 
different constant k,y,(t) = 0 and p(t) = const. Indeed, the formula for 
G(t, y) can be checked directly. Assuming (2.2) and taking into account 
(2.1 l), we obtain 
40, G(t, v)) = d(X- ‘(W (4 A’(t) Y 
+ a*(t)), x- ’ (t) m, Jq) Y + x*(t))) 
< 4-4 (0 W) Y + -G(t)> % W> Y + x*(t)>) 
< ck K(t) A*. 
Similarly, (2.8) implies the inclusion 
x- ‘(OW, WI Y + x*(t)) - A w  W) Y - a*@>) 
c x- ’ (t)(W, x*(t)> - i* (0) 
+ H-‘(t) ww>YlYPw). 
Hence 
G(t, y) c G(t, 0) + &cd Y 13 PO>, 
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where p. =p(t) X(t) = const. Notice that 
x-‘(W l(P(t)>x) G 4 = iY l(Pw(thY~ G 45 
and, thus, X-‘(t) C(r, p(t)) c C(F, p) for some r” > r. 
3. R-CONVEXITY OF THE A~AINABLE SET FOR A LINEAR SYSTEM 
The attainable set for (2.1) from the zero initial condition is given by 
d(t) = X(t) [‘X-‘(t)F(t, x*(t)) dt, 
JO 
where the integral of the set valued function in the above formula is the set 
of integrals of all integrable selections, of the set valued function 
H(t) =X-‘(t)F(t, x,(t)). Such an integral is convex and closed when 
bounded (see [4]). The later fact is a generalization of the Liapunov theorem 
on the range of a vector valued map. The importance of this theorem for the 
linear control problem was noticed in the classical paper of LaSalle [2]. 
In [l], we gave several sufficient and necessary conditions for s@‘(t) or, 
equivalently, for the integral of a set valued function to be R-convex; that is, 
to be equal to an intersection of closed balls of fixed radius. 
We recall here one of them which we will use in the next section (see [ 1, 
Theorem 3.1 I). 
THEOREM 1. Let U be a set valued function from [O, 11 into closed 
subsets of R” and assume that I = (i U(t) dt is not empty and bounded. Then 
there exists an R such that I is R-convex if and only if there is an L > 0 such 
that, for each p E R”, IpI = 1 and any u(t) E U(t) such that (p, j u(t) dt) = 
max,,,(p, x), the i~e~uaIity 
holds for each u, v(t) E U(t) a,e. in [0, I]. 
Remark. Inequality (3.2) for fixed p is equivalent to the inclusion 
IcB(R; .I 
I 
u(t) dt - pR). 
0 
(3.3) 
The symbol B(R, a) stands for the closed ball of radius R with center at a. 
Notice also that R-convexity is preserved under a non-singular linear map 
possibly with different radius. Thus, the attainable set of a linear system 
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(2.1) is, because of (3.1), R-convex if and -only if the integral of 
X- l(t) F(t, x*(t)) has this property. 
4. THE MAIN RESULT 
Consider the differential inclusion 
1 E F(t, x), xf R”, (4.1) 
where F(t, x) is compact but not necessarily convex. Assume that F is 
measurable in t and 
Wf, YX w, xl) < M Ix - Y il (4.2) 
where h stands for the Hausdorff distance between two sets. 
Let x*(t) be a solution of (4.1) on [0, T] and x,(O) = 0. Consider the 
linear differential inclusion 
1 E A(f)(X -x*(r)) + F(t, x*(t)). (4.3) 
So x*(t) is also a solution of (4.3) and we assume that the attainable set J/ 
at time t = T from the zero initial condition for t = 0 satisfies the inclusion 
d- ~B(R,x,(T) -poR), IPOI = 1. (4.4) 
In particular, (4.4) implies that x,(T) is a boundary point of &’ and p. is 
normal to &’ at x*(7’). This gives the inequality 
(p(t)9 i*(t)) = s(t, x*(t), p(t)> a.e. in [0, T], (4.5) 
where p(t) =p,J-i(t) and X is the fundamental matrix solution of 
T2=A(t)x. 
Finally, assume that there is a constant k such that 
F(f, x) c F(t, x*(t)) + A(f)(X -X*(Q) 
+ kC(lx -~x&)l,~(t)), 
where C(r,p) = B(r, 0) n (x i{x,p) < rz 1. 
Under these assumptions, we have the following 
(4.6) 
THEOREM 2. Zf (4.4), (4.5) and (4.6) are assumed, then there is a t,, 
0 < t, < T, such that x*(t) is a boundary point of the attainable set of (4. I > 
from the zero initial condition for 0 < t ,< t,. 
Proof. From the remarks at the end of Section 2, we may restrict the 
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proof to the case when A(t) E 0 and x*(t) = 0. Take an arbitrary solution 
x(t) of (4.1) satisfying the initial condition x(0) = 0. We will prove that there 
is a t, < T such that 
which manifestly proves the theorem. Since i(t) E F(t, x(t)), it follows from 
(4.6) that there exists measurable u(t) E F(t, 0) such that 
I-W - WI < k I x(t)l 
and 
(P, 9 W - u(t)) < k I4Ol ‘a 
From assumption (4.4) and Theorem 1, we have the inequality 
j; I WI dt < L (/; (--PO, 40) dt) 
112 
. 
Inequality (4.7) implies existence of a constant K such that 
I x(0 G K ro’ I 4 dt. 
From (4.8) and the above inequality, we obtain 
(4.7) 
(4.8) 
(4.9) 
(4.10) 
I : C-P,, , W) dt < (- po, x(t)) + kK2 j’ (,’ [v(z)1 dr) * ds 0 0 
Applying now (4.9), we obtain the following inequality 
rp(t) G (-PO, x(t)) + kK2L2 !” (D(S) ds, 
0 
where q(t) = -1; (po, u(t)) dt. Notice that q(s) is nondecreasing because of 
(4.5). Therefore, sk cp(s) ds < &p(t) and, if to is such that 1 - kK2L2to > 0, the 
last inequality implies that 
(-IJo 9 x(t)) > &No for O<t<t,. 
Hence, (x(t),po) is nonpositive, which was to be proved. 
Remark. Notice that the last inequality, together with (4.9) and (4.10), 
implies the inequality L(x(t), --po)l’* > Ix(t)l, which actually means more. 
Namely, it implies that the attainable set for (4.1) for 0 < t < to is contained 
in a ball B(Z?, --p,a) if R’ is big enough. 
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We now give another version of Theorem 2, where we express assumption 
(4.6) in terms of the support function s(t, x,p) of F(t, x). Namely, instead of 
(4.6), we assume that 
&/8x(& x,p) exists and satisfies Lipschitz condition in x 
and p. (4.11) 
We have the following. 
THEOREM 3. For the right hand side of (4.1), assume that (4.2) and 
(4.11) hold. For a solution x*(t) of (4.1) on [0, T], assume that there is a 
p(t) such that (4.5) holds and 
P(t) = ww, x* w, P(O), P(O) = PO + 0. (4.12) 
Finally, for system (4.3) with A(t) satisfying the equation -p(t) A(t) = 
&/8x(& x*(t),p(t)), assume that inclusion (4.4) holds. Then the conclusion of 
Theorem 2 is true. 
Proof: Again, we restrict the proof to the case when x*(t) z 0 and 
as/ax(t, O,p,) s 0, and A(t) SE 0 in (4.3). In this case, we will prove that 
(4.11) implies (4.6); that is, we shall prove the inclusion 
F(t, x) c co F(t, 0) + kC(JxI, po) 
for k large enough. 
The above inclusion can be expressed in terms of support functions. In 
fact, it is equivalent to the inequality 
s(t, x, P) < 80, 0, P) + k&t) for eachp, Ip] = 1, (4.13) 
where rp is the support function for C(r,p,) given by 
4~) = r if (po,p> < r, 
v(P>=(P-P~~I(PW+~~ if (po,p) > r, 
where q(p) is such that lq(p)] = 1, (q(p),po) = r and P = a~, + h(p) with a 
and p nonnegative. 
From (4.1 I), we have the estimate 
s(t,x,P)~~(~,~~P~+~IP-PolI~l+~l~12~ 
while, from (4.2), 
(4.14) 
s(t, x,p> < s(t, O,P) + Ml-4 (4.15) 
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Fix x and suppose (p,, , p) < ] x /. Then (4.13) follows from (4.15) provided 
k>M. If (p,,,p) > (xl, then (p-pO] < 2(-p,,q(p)) and therefore (4.13) 
holds for k > 2L. 
To finish the proof, we repeat the same argument as in the proof of 
Theorem 2 with the difference that the function v(t) in (4.7), (4.8) takes 
values from co F(t, x*(t)) instead of F(t, x*(t)). But, if we replace F(t, x*(t)) 
by coF(t,x,(t)) in (4.3), then the attainable set will be the same so that 
assumption (4.4) will remain true. This completes the proof. 
Theorem 3 is related to a result of Plis [5]. The main difference is that 
Plis was assuming that F(t, x) is R-convex, which implies trivially (4.4) for 
any solution x* which satisfies (4.5), (4.12). Thus, his conclusion was that 
the attainable set for (4.1) is R-convex on some interval [0, t,], while we 
have considered the problem locally for an isolated solution x*(t) which 
satisfies the maximum principle, allowing F to be nonconvex. The regularity 
assumption (4.11) is implied by the assumptions of Plis. Plis did not use the 
linear approximation and gave a rather direct proof. 
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