The successes of deep residual learning are mainly based on one key
Introduction
Convolutional neural networks (CNN) have achieved a series of great successes on a variety of visual applications [Krizhevsky et al., 2012; Hariharan et al., 2014] . The advantages of CNN models on image classification tasks are mainly based on progressively computing high-level representations for images in a bottom-up and feed-forward fashion [Zeiler and Fergus, 2014] . While the depth of network plays a central role on model performance, it is not easy to train a very deep network until the recent birth of deep residual learning, which addresses the degradation problem effectively. Deep residual learning [He et al., 2016a] (i.e., residual networks) transforms the original representation learning problem y = H(x) to a residual learning problem by optimizing a residual mapping F (x) = H(x) − x and recasting y = F (x) + x in each * Corresponding author layer, since it is easier to push the residual function F (x) to 0 than to fit a nonlinear function H(x) to the identity mapping f (x) = x. By adding more layers to the residual networks, at least there exists a simple and easy-to-learn identity mapping solution that provides no higher training error than its shallower counterpart, while still leaving the opportunity to further improve model performance by learning deeper and better representations. As a result, residual networks won the first place in the ILSVRC 2015 classification competition, and its variants such as Inception-ResNet v2 [Szegedy et al., 2017] , ResNeXt [Xie et al., 2017] and SENet [Hu et al., 2017] are among the best-performing models on various tasks in ILSVRC 2016/2017 competitions.
There are many explanations for the superior performance of deep residual learning over conventional non-residual learning. A widely accepted explanation provided in the original paper [He et al., 2016a] claims that the residual mapping F (x) could be generally closer to zero than the nonresidual function H(x). This is justified by extensive experiments showing that the average layer response in residual networks is much lower than that of the non-residual plain counterparts, i.e., ||F (x)|| ||H(x)||. Moreover, the average layer response continuously drops when more residual layers are added. Similar explanation was provided in [Veit et al., 2016] from the perspective of model ensembling. And it has been reported that dropping layers randomly during testing does not noticeably affect the performance. All these evidences indicate that the general role of an individual layer in residual networks is not to learn a new representation, but rather to refine the representation learnt by previous layers.
A natural question we would like to ask is: since CNNs achieve good performance by progressively learning highlevel representations, how can low-level features be continuously refined to become high-level ones through residual learning? Apparently, features directly extracted from the input RGB channels and those in the last layer used for final prediction are unlikely to encode the same semantics. This suggests that the residual functions do learn some new highlevel features. To be more specific, from the layer viewpoint, a residual learning block typically acts as a refinement of the input representation. However, if we zoom into fine-grained feature channel level, new high-level features are still progressively emerging in the representation. In short, we conjugate that during residual learning, most of the features are obtained by refining previously learned basic ones, but some of them could be newly emerging high-level features. Notice that though it is possible to learn a new feature y i based on an irrelevant feature x i via residual function y i = F i (x) + x i , the model performance potentially suffers from the internal co-variance shift problem [Ioffe and Szegedy, 2015] since the learning of F i (x) is strongly coupled with the learning of x i .
Following the above insights, we introduce a novel Refine or Representmodule (or, RoR for short) as an alternative to pure residual learning. Unlike pure residual learning where every feature channel y i is learnt via its residual representation (i.e., y i = F i (x) + x i ), RoR applies random learning style configuration to each feature channel. For each layer, most channels are learnt via Refine learning style that adopts residual learning. In our framework, the channels in Refine style are used for refining its original representation and hence we apply regularization on the layer response ||F i (x)||. A small fraction of channels are learnt via Represent learning style, where the original mapping y i = H i (x) is learnt directly without modeling the residual function F i (x). The RoR module can be applied to all kinds of residual learning frameworks with the cost no larger than a dropout [Srivastava et al., 2014] operation, and introduces no extra parameters.
We demonstrate the effectiveness of RoR on CIFAR10, CI-FAR100 and ImageNet benchmark datasets. We employ the RoR module in the original ResNet and its popular variants ResNeXt and SENet. The results show that RoR substantially improves the performance of ResNet, ResNeXt and SENet with comparable model size, training speed and processing FLOPs.
Background
In recent years, various researches on convolutional neural networks (CNNs) have focused on developing more efficient network architectures [Krizhevsky et al., 2012; Simonyan and Zisserman, 2014; Szegedy et al., 2015; Lin et al., 2013; Srivastava et al., 2015; He et al., 2016a; Larsson et al., 2016; Szegedy et al., 2017; Huang et al., 2016a; . In general, there are two primary factors that affect the performance of CNN models: representational capacity and ease of optimization.
Typically, deeper models can achieve higher representational capacity than shallower models with the same size of parameters. The trend of fast growing depth in neural networks can be easily revealed from the winning models of the ILSVRC classification competitions. AlexNet [Krizhevsky et al., 2012] won the ILSVRC 2012 with a 8-layer CNN model. In 2014, VGG [Simonyan and Zisserman, 2014] and GoogLeNet [Szegedy et al., 2015] reached the depth of 19 and 22, respectively. In 2015, [He et al., 2016a] proposed a deep residual learning model and won the ILSVRC competition with a 152-layer model. All these successes are achieved without increasing the size of parameters.
However, deeper models also raise great difficulty in terms of optimization. As specified in [He et al., 2016a] , plain networks with over 30 layers result in substantially higher training error compared with their shallower counterparts, i.e., the degradation problem. And this suggests that finding good solutions to deep model optimization based on current techniques is challenging. Both the forward propagated information from the original image and the backward propagated gradients for parameter learning are washed out during training phase. Skip connection and its variants [Srivastava et al., 2015; He et al., 2016a; 2016b; Larsson et al., 2016; Smith et al., 2016; Huang et al., 2016a; are shown to be effective on training deep networks. In these works, there are multiple paths with different depths from the input layer to immediate layers or the final output layer, and the proposed models act like an ensemble of multiple networks with different depths [Veit et al., 2016; Larsson et al., 2016] . Therefore, the training of deeper networks are actually guided by multiple shallower networks. With such referring optimization targets given by shallower networks, the training becomes much easier.
Deep residual learning [He et al., 2016a] is one of the most widely used skip connection methods. The original residual networks [He et al., 2016a] [Gastaldi, 2017] , ResNeXt [Xie et al., 2017] , SENet [Hu et al., 2017] and DPN ] all achieve the state-of-the-art performance by the time they are proposed. The central idea of deep residual learning is adding identify mapping of the input to the output of each learning block. Therefore, only the residual part is learnt by the nonlinear mapping function. As analyzed by [Veit et al., 2016; He et al., 2016a; Huang et al., 2016a; , learning residual part is much easier than the learning of a completely new representation. Moreover, the identity mapping ensures the information learnt by one layer will be forwarded to all subsequent layers directly, which prevents information from being washed out and benefits gradient passing. However, learning from a referred representation also means that the learning block tends to refine previous learnt features rather than construct new high-level features Veit et al., 2016; Huang et al., 2016a] . This can be verified by the fact that layers can be dropped [Huang et al., 2016b] or even swapped [Veit et al., 2016] without significantly affecting model performance.
DenseNet [Huang et al., 2016a] shows that it could be more efficient to learn a new representation with narrow width compared with altering previous representations. Meanwhile, it has also been reported that there exists lots of redundancy [Huang et al., 2016a; Huang et al., 2017] in the representations learnt by DenseNet since the representations learned in deeper layers are just refinement for the previous basic ones. Dual Path Networks ensembles DenseNet and ResNet by creating both paths to residual units and paths to newly generated features with high-order RNN settings.
Different from previous works, this paper aims to study how to balance feature refinement and feature representation in the residual learning frameworks from a fine-grained channel-wise learning perspective. The potential of channelwise learning has also been explored by SENet [Hu et al., 2017] which introduces channel-wise recalibration and per-forms channel-wise learning based on dynamic and nonlinear cross-channel dependencies.
RoR: Explicit Channel-wise Configuration
Lots of convolutional neural network architectures consist of a stack of basic learning blocks. Without loss of generality, a learning block with parameters W can be viewed as a feature mapping function H:
For residual learning, we have:
where F (x, W ) is the nonlinear representation unit, e.g., Bottleneck unit with 1×1convBNReLU + 3×3convBNReLU + 1×1convBN, or Inception unit [Szegedy et al., 2017] . If we zoom into feature channel level, the mapping function for each feature channel i is:
where
Formally, for residual learning, we have:
The view of channel-wise learning facilitates the development of specialized operations on individual feature channel. For example, the ILSVRC 2017 winning model SENet [Hu et al., 2017] imposes channel-wise re-calibration as follows.
where * is element-wise product and SE i (F (x, W se )) learns a mask between 0 and 1 for each channel, by using a global average pooling layer followed by two small fully-connected layers. The masks are thus adapted to the input features dynamically. In spite of the flexibility and the contribution to model performance, we notice that the SE block in SENet require additional parameters and computational overhead in its squeeze and excitation phases before summation with the identity mapping function.
Refine or Represent Block
Following the intuition that most features of a layer are refined based on previously learnt features but a fraction of features could compose new high-level representation, we propose the Refine or Represent(RoR) block to explicitly configure individual feature channels with two different types of learning styles, namely Refine and Represent. Generally, a channel in Refine style is learnt via a combination of the residual function and the identity function, while a channel in Represent style adopts a single nonlinear mapping to obtain new feature. Formally, for any feature channel i, we have:
, if i is for representing new feature (6) It is worthy noticing that our RoR block is general to be incorporated into different kinds of residual learning blocks as it does not rely on any specific residual functions. There are two major advantages of explicitly assigning learning tasks to individual feature channels.
First, by removing part of the shortcut connections in the networks, RoR makes the learning of new features much easier during the training phase. Suppose we want to learn a new higher level feature y i , and y i is irrelevant to the shortcut connection x i which is a fine-tuned lower level feature. Adding the shortcut from x i to y i could have the following three problems: (1) approximating F i (x, W ) = y i − x i is harder than approximating F i (x, W ) = y i because in residual learning, x i is the summation of all the outputs from previous layers and has higher scale (i.e., standard deviation) than what can be learnt from a single layer; (2) the optimization algorithm always compares a raw feature y i learnt by only one layer against a fine-tuned feature x i , leading to a sub-optimal solution; (3) the learning of F i (x, W ) is strongly coupled with the learning of x i . When the representation x i changes during the training phase, the model needs to re-learn F i (x, W ) accordingly. This phenomenon is called internal co-variance shift and seriously affects model training [Ioffe and Szegedy, 2015] . Therefore, as criticized by [Huang et al., 2016a; , residual learning is not the ideal architecture for generating new feature representations. By explicitly removing part of those shortcut connections, RoR forces the model to generate some new higher level representations in each layer and refines them in the following layers.
Second, for a channel in Refine style, RoR makes it possible to add an additional regularization on the channel responses. Ideally, when y i is a refinement of x i , their difference should be relatively small. This inspires us to regularize the scale of the channel output ||F i (x, W )||. Previously, dropout [Srivastava et al., 2014] and stochastic depth [Huang et al., 2016b] can be viewed as two different regularization methods over the entire layer ||F (x, W )||. A major advantage of using dropout rather than directly applying L2 regularization term on layer output is: dropout is much easier to implement and introduces much less computational cost [Baldi and Sadowski, 2013] . Existing regularization methods do improve the performance of residual learning in many applications. However, they typically make residual learning even harder to generate new features. In RoR, we only apply regularization on the channels in Refine style so that the model can enjoy the benefits of regularizing the process of feature refinement without sacrificing the capability of generating new features. In practice, we find that applying drop-layer (i.e., stochastic depth [Huang et al., 2016b] ) to all the channels except those Represent ones leads to the best performance.
RoR Implementation
We implement the RoR block by replacing the original summation unit in each residual learning block. Our RoR implementation takes the shortcut connection x and output from the nonlinear learning unit F (x, W ) as its input, and computes the final output of the learning block. Figure 1 shows three examples of the RoR block. By configuring all channels to Refine learning style (in Figure 1(a) ), we obtain the exact residual network that is sufficient to refine and re-use input features. Likewise, configuring all channels to Rep- resent learning style (in Figure 1(b) ) leads to a plain nonresidual network, which tends to progressively generate highlevel features but suffers from the degradation problem. By randomly configuring a certain ratio of channels to Represent learning style for each learning block, we obtain a network architecture which is good at generating new features and refining learnt features at the same time. Different from the dropout techniques that dynamically throw away part of the connections for each training sample or training batch, the channels without shortcut connections in each learning block are pre-configured randomly before the training. Therefore, randomness only occurs during the network configuration and all the training/testing samples are evaluated using the same network. Similar to HashedNet and ShuffleNet [Zhang et al., 2017] which also pre-configure asymmetric networks, the feature learnt in each channel with RoR can adapt to the network architecture during the training.
The optimal ratio for feature channels in Represent learning style varies with different network architectures and applications. Intuitively, when more learning blocks are added, each individual learning block could take lower task loads on feature representation and the optimal ratio should be smaller; when the learning task is quite complex (though it is hard to measure task complexity in a quantitative manner), new features should be generated in deeper layers to capture highlevel concepts and hence a larger ratio is more beneficial. According to our experiments, a ratio around 0.05 works well for most conventional residual network architectures.
Experiments
We evaluate the performance of RoR using three image classification benchmarks: CIFAR-10, CIFAR-100 and ImageNet. We apply RoR on three conventional residual network architectures for image classification: ResNet, ResNeXt and SENet. During the famous ILSVRC Imagenet competition, the above three models have achieved the 1st place in 2015, the 2nd place in 2016 and the 1st place in 2017, respectively. 
Experimental Setup
• Datasets. Table 1 summarizes the statistics of the three datasets. The resolution of images in CIFAR is 32×32, while all the images in ImageNet is pre-processed to a unified resolution 224×224. Standard data augmentation methods (mirroring+random shifting+cropping) are applied to CI-FAR datasets. We apply the same data augmentation scheme described in [Szegedy et al., 2015] to ImageNet dataset. We also normalize the channel means to 0 and the channel standard deviations to 1 for all the datasets.
• Models for Comparison. Table 2 summarizes the details of residual learning models evaluated in the paper. ResNet-56, ResNet-110 and ResNet-164 are the implementations of residual networks [He et al., 2016a] with 3-layer bottleneck learning blocks for CIFAR dataset. ResNet-101 is the implementation of residual networks for ImageNet as described in original paper. Since it takes much longer time to train models on ImageNet (e.g., ResNet-101 takes 7 days using 2 GTX Titan XP GPUs), we only conduct one group of comparison using ResNet-101 (i.e., 3×7 days) as the referred architecture. For the ResNeXt and SE-ResNeXt architectures with even larger model sizes and computational cost, we only evaluate their performance on CIFAR. ResNeXt-29 is the implementation of residual networks with aggregated group convolution [Xie et al., 2017] for CIFAR dataset, where the group cardinality is 8 and the base width within a group is 64. SEResNeXt-29 is the implementation of SE learning block [Hu et al., 2017] based on ResNeXt-29 for CIFAR dataset. For each of the models, we also implement a slim version where the feature channels are halved, and the parameter size and FLOPs are reduced by 4x, to further study the trade-off between performance and model complexity.
To evaluate the effectiveness of RoR, we replace the summation operation in each residual learning block of ResNet, ResNeXt and SENet with the RoR module proposed in this et al., 2016b] (SDepth) randomly drops the residual parts for each learning block. Since RoR also introduces the layer-level dropout operation to regularize the layer response, SDepth is exactly a special case of RoR where all channels are set to Refine learning style. Therefore, we also compare with SDepth, aiming to show the pure gain from explicit channel-wise learning rather than the advantages from simple regularization on the layer response.
• Implementation and Training. All the models are implemented using PyTorch and trained with 2 GTX Titan XP GPUs. We train models on CIFAR dataset for 300 epochs and models on ImageNet dataset for 80 epochs. For all the models, standard mini-batch SGD with momentum is used as the optimization method. The batch size is set to 128 and momentum is set to 0.9. All the parameters are initialized using the method described in [He et al., 2015] . The learning rate starts from 0.01 and is reduced by 10x when 50% and 75% of the epochs are finished. The top-1 accuracy on test dataset is evaluated at termination. 
Comparison Results
We provide the error rates of different models on CIFAR datasets in Table 3 and 4. For CIFAR10, our RoR models outperform all the original residual networks with different depths, achieving error rates of 4.79%, 4.66% and 4.54% on respectively . Remarkably, the slim versions of RoR models, using only half of the feature channels, 1/4 parameter size and computation cost, achieve lower error rates than the non-slim ResNets in all the depths. RoR also performs better than ResNets with SDepth by reducing the error rate by 7%-16%. The performance of RoR is slightly behind, but still comparable to the two advanced ResNets variants: ResNeXt and SE-ResNeXt. This may be explained by that CIFAR10 is a relatively easy task and the usage of ResNeXt is an overkill that there is no need to further increase its ability of represent new features by introducing RoR blocks.
More encouraging results are observed on CIFAR100: the models with RoR blocks perform consistently better than the the original ResNets and those with SDepth. Compared with ResNets, RoR reduces error rate by over 10% for all the network depths. RoR outperforms ResNeXt and SE-ResNeXt by reporting 2.5% and 2.3% lower error rates, respectively.
We report the results on ImageNet in Table 5 . RoR suppresses the original ResNets and the one with SDepth, by reducing 0.6% and 0.8% error rates, respectively. The advantage of RoR on the slim version becomes more significant, i.e., slim RoR achieves 1.0% lower error rate than slim ResNets. All these results reveal the effectiveness of RoR with fine-grained channel-wise configuration on complex classification tasks. Figure 2 depicts the training and validation curves on ImageNet. The trends are consistent to the results in Table 5 . RoR achieves lower error rates than ResNets on both training and validation datasets. Notice that training RoR models is also efficient as no extra parameters are introduced, compared with the training of the plain residual networks. Figure 3 and Figure 4 show the parameter efficiency of RoR, SDepth and ResNets on two CIFAR datasets, respectively. We can see that RoR is consistently the most parameter efficient model, mainly because it allows the emergence of new features in each learning block. To achieve the same level of accuracy, RoR requires much smaller number of parameters than both SDepth and ResNets, e.g., RoR uses less than 1/5 of the parameters of SDepth and ResNets for achieving 5.55% test error.
Effect of Represent Channels
We now assess the effect of Represent channels on RoR models. From Figure 5 , we observe that the test error on CIFAR10 using RoR exhibits a U-shape curve by varying the ratio of Represent channels. Similar results are observed on other Figure 6: The effect of regularization strength on RoR datasets and we omit the figures due to page limit. For each of the three ResNets with RoR blocks, the lowest error rate is achieved by using a moderate ratio of Represent channels, i.e., 5%. The models with smaller ratios have more Refine channels and hence the performance will be degraded to that of the plain ResNets. The advantages of deeper structures with plain residual learning blocks become less significant, which can be indicated by the similar test errors from ResNets in different depths using a ratio of 0. However, it is important to note that RoR reduces error significantly on deeper network structures by using 5% Represent channels. This verifies the effectiveness of Represent channels on deeper model learning. As the ratio becomes larger, the error rate reported by RoR increases, especially on deeper models. This is reasonable as CIFAR10 is a simple classification task and more Represent channels will cause the overfitting problem.
Effect of Regularization
We next investigate the effect of regularization on Refine channels. Figure 6 shows the error rates by varying dropout rate for regularization. We make the following three observations. First, DropLayer for Refine channels will benefit model performance and RoR models in different depths consistently achieve the lowest error rates when the dropout rate is set to 20%. Second, dropout rate is not a dominant factor to model performance and the performance gain of RoR models always benefits from deeper model structures when the dropout rate varies from 0 to 40%. Finally, relatively larger dropout rates (e.g., 40%) achieve better performance than smaller rates (e.g., 0), which follows our intuition that the refined features should be closer to the original basic ones.
Conclusion
In this paper, we propose a novel Refine or Represent (RoR) module to distinguish the learning style on channel basis. We define two types of channel-wise learning styles, where channels in Refine style are learned via the conventional residual function with a regularization on the channel response, and those in Represent style act as plain learning blocks for feature representation. We adopt a random scheme to deploy explicit learning style configuration for each channel. Our RoR module can be easily applied to a range of residual learning blocks, without introducing extra model parameters. Extensive experiments on CIFAR and ImageNet benchmark tasks demonstrate the effectiveness of RoR module in terms of accuracy and parameter efficiency.
