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ABSTRACT
The response time of chemical sensors is a critical performance characteristic that
may determine their utility in a variety of applications. The rate-determining step, which
controls the response time, can be either mass transport or the rate of a
chemical/electrochemical reaction. To optimize the response of membrane-based sensors,
we developed voltammetric methods for the determination of diffusion coefficients in
polymeric membranes and demonstrated the influence of water and ion transport on the
short- and long-term behavior of solid contact ion-selective electrodes (SC-ISEs).
SC-ISEs are multi-layer systems with a conductive polymer (CP) film sandwiched
between an ion-selective membrane and a base electrode. The delamination of these
layers or the build-up of water between these layers leads to sensor failure. The water
layer test (WLT) is used to prove/disprove the appearance of a thin film of water between
the sensing layers. However, the interpretation of the results of a WLT is controversial,
and there are discrepancies between the predictions of existing theory and experimental
results. A series of mathematical models were constructed to reconcile theory and
practice and to guide WLT experiments.
Indicator dye-loaded, hollow nanocapsules (NCs) with single nanometer porous
wall can be used as extended lifetime optical pH sensing particles with millisecond
response time. However, when these nanocapsules are immobilized in a supporting
matrix, for a broad range of applications, the response time increased significantly. To
retain the short response time and the possibility of widespread utilization of NC-based
sensing, the surface of these hollow NCs were decorated with EDOT moieties, the
monomer of the CP, PEDOT. The EDOT moieties on the NC surfaces allowed the
vii

covalent attachment of the NCs to the bulk and surface of PEDOT films on electrode
surfaces towards the development of electrochemical and optical sensors with extremely
short response times.
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CHAPTER 1
INTRODUCTION
Blood glucose monitors are one of the most commonly used chemical and
biochemical sensors in the world. For the 34.2 million or 10.5% of the US population
with diabetes, blood glucose monitors play a vital role in their daily lives and overall
health [1-3]. It is impressive that within a few seconds, someone can know with
reasonable certainty the concentration of glucose in their blood. When using a sensor,
how certain one can be about a measurement is described by several performance
characteristics: sensitivity, selectivity, and detection-limit, to name a few [4-5]. How
long it takes from taking a sample to get reliable information about the concentration is,
however, just as important. This characteristic is generally controlled by the response
time of the sensor and is the motivating factor behind the work described in this
dissertation.
When electrode surfaces are modified by different coatings to enhance their
response, they are called modified electrodes, and the glucose sensor is an example [6].
The range of possible modifications come in many different forms beyond the glucose
sensor. For example, a recently designed sensor to measure the anesthetic drug propofol
is a glassy carbon or carbon fiber electrode modified with a hydrophobic membrane to
improve detection limits and reduce interferences [7-10]. Solid-contact ion-selective
electrodes are an example of a multilayered modified electrode where a base electrode is
coated with an ion-to-electron transducing conductive polymer and an ion-selective
membrane to impart selectivity in potentiometric measurements [11-12].
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The response of a modified sensor is the result of a sequence of processes, and the
response time of a sensor is governed by the rate-determining step—the slowest process
in the series of processes. Examples of the rate determining processes are a mass
transport (e.g., diffusion) or the rate of charge transfer (i.e., oxidation or reduction
reaction).
In this dissertation, related to the rate of response of modified electrodes three
problems are addressed: (i) an error analysis in the voltammetric determination of
diffusion coefficients in highly viscous, resistive media, e.g., plasticized hydrophobic
membranes; (ii) implementation of a three phases model for resolving the discrepancies
between predicted and experimental drift experienced with solid contact ion-selective
electrodes in the presence of interfering ions; (iii) synthesis of EDOT-decorated, porous,
hollow, polyacrylate-based nanocapsules for the electrochemical deposition to the bulk
and surface of an electrode towards the development of a zero-response time sensor.

Voltammetric Determination of Diffusion Coefficients
Voltammetry is an analytic technique where an applied potential between a
working and reference electrode generates a current from the oxidation or reduction of an
electroactive analyte. The expression describing the measured current depends on the
electrode geometry and the method by which the potential is applied. One of the most
commonly used voltammetric technique is cyclic voltammetry. In cyclic voltammetry for
a disc shaped microelectrode (d < 20 m) Equation 1.1, while for a macro electrode
Equation 1.2 (Randles–Sevcik equation) describe the concentration dependence of the
measured current [13].
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𝑖𝑚𝑖𝑐𝑟𝑜 = 4𝑛𝐹𝐷𝐶𝑟

(1.1)

𝑖𝑚𝑎𝑐𝑟𝑜 = 2.68 × 106 𝑛3/2 𝐴𝐷1/2 𝐶𝜈 1/2

(1.2)

Where 𝑖𝑚𝑖𝑐𝑟𝑜 and 𝑖𝑚𝑎𝑐𝑟𝑜 are the currents measured at a micro- and macro
electrode, respectively, and 𝑛, 𝐹, 𝐷, 𝐶, 𝑟, 𝐴, and 𝜈 are the number of electrons involved in
the oxidation/reduction reaction, the Faraday’s number, the diffusion coefficient, the
analyte concentration, the electrode radius, the electrode area, and the potential scan-rate,
respectively. The plot which is generated in a cyclic voltammetry experiment is called a
voltammogram. The typical shape of a voltammogram depends on the size of the
electrode. Macro electrodes typically generate peak shaped voltammograms with a peak
current, and microelectrodes generate sigmoidal voltammograms with a steady-state
current. While there are several possible applications for voltammetry, here, we will
discuss only the errors associated with the determination of diffusion coefficients in
highly viscous, and resistive media by voltammetry. This work is related to the
development and optimization of a modified voltammetric sensor for the feedbackcontrolled monitoring of the anesthetic drug propofol.
The propofol sensor relies on a hydrophobic membrane deposited on the surface
of a carbon electrode [10]. The modification of the carbon electrode surface prevented
electrode fouling, improved the detection limit (from 10-6 to 210-9 mol/dm3) and
eliminated the interference of hydrophilic drugs on the propofol sensor response. The rate
of response of the propofol sensor is a function of the thickness of the hydrophobic
membrane over the surface of the electrode and the diffusion coefficients in the
membrane. Although there are methods for the determination of diffusion coefficients in
3

plasticized PVC membranes they are challenging. We were interested in the possibility of
determining the diffusion coefficients with a votammetric method and in how to
minimize the errors in the diffusion coefficient estimates.
As can be seen in Equation 1.1 and 1.2, the measured current in a cyclic
voltammetry experiment is dependent on the diffusion coefficient of the analyte, the
concentration of the analyte, the scan-rate (for macro electrodes) and the electrode size.
To determine the diffusion coefficient using a macroelectrode, a typical experiment
would include collecting a series of voltammograms in a solution of known
concentration, and electrode size with a varying scan-rate and plotting the peak currents
(𝑖𝑝,𝑚𝑎𝑐𝑟𝑜 ) as function of the square-root of scan-rate (𝜈 1/2 ). By fitting a line to the
𝑖𝑝,𝑚𝑎𝑐𝑟𝑜 vs. 𝜈 1/2 pairs of data by least squares regression the diffusion coefficient can be
estimated. When microelectrodes are used for the determination of the diffusion
coefficients the steady state currents in a series of solutions with different known
concentrations must be measured (𝑖𝑠𝑠,𝑚𝑖𝑐𝑟𝑜 ) and the diffusion coefficient is determined
from the slope of the line fitted to the 𝑖𝑠𝑠,𝑚𝑖𝑐𝑟𝑜 vs. 𝐶 pairs of data.
The challenges in determining diffusion coefficients in complex media, such as
the hydrophobic membrane used in the propofol sensor, are related to deviations from
ideal shapes of the voltammograms (e.g., a peak shaped voltammogram when sigmoidal
is expected). The deviations from the theoretically expected voltammogram shapes are
due to the differences in the assumptions, used for the derivation of Equations 1.1 and
1.2, and the experimental conditions. When the diffusion coefficients are determined
from linear sweep voltammograms that are neither compliant with pure micro electrode
nor with pure macro electrode behavior, i.e., the voltammograms are best characterized
4

with mixed macro and microelectrode behaviors, significant errors can be made in the
estimated diffusion coefficients. Chapter 3: Voltammetric Determination of Diffusion
Coefficients in Polymer Membranes: Guidelines to Minimize Errors looks in depth at the
errors which may be introduced and suggest methods and procedures to minimize such
errors.

Theory and Practice of the Water Layer Test for Solid-Contact Ion-Selective
Electrodes
Ion-selective electrodes (ISEs) are potentiometric sensors commonly used in
medical and environmental applications [14-15]. The potential of ISEs (𝐸) is a function
of the concentration of the analyte in the sample solution (𝐶𝑖,𝑠 ) and is described by the
Nernst Equation (Equation 1.3):
𝐸 = 𝐸𝑜 +

𝑅𝑇 𝐶𝑖,𝑠
ln
𝑛𝐹 𝐶𝑖,𝑚

(1.3)

where 𝐸 𝑜 , 𝐶𝑖,𝑚 , 𝑛, 𝐹, 𝑅, and 𝑇 are the standard potential, the analyte
concentration in the membrane, the charge of the analyte ion, the Faraday constant, the
universal gas constant, and the absolute temperature, respectively. At room temperature
(298 K) for a monovalent cation, the Nernst equation can be formulated as:
𝐸[𝑚𝑉] = 𝐸 𝑜 + 59.16 log

𝐶𝑖,𝑠
𝐶𝑖,𝑚

(1.4)

The potential of an ISE is measured against a reference electrode with sample
composition independent potential. Under regular conditions 𝐶𝑖,𝑚 is constant, i.e. the
phase boundary potential is given by
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𝐸[𝑚𝑉] = 𝐸 𝑜′ + 59.16 log 𝐶𝑖,𝑠

(1.5)

There are two principle designs of ISEs, conventional and solid contact (SC). The
conventional ISE construction is a symmetrical arrangement in which the ion-selective
membrane (ISM) separates two solutions, the sample, and the inner filling electrolyte
solution. The ISE potential is measured between two reference electrodes; one placed in
the inner filling solution and the other into the sample solution. In contrast, the solid
contact ISE arrangement is asymmetrical in which one side of the ISM is in contact with
an electron-conducting phase, e.g., metal or conductive polymer, and the other is in
contact with the sample solution. The SC-ISE potential is measured between the electronconducting phase and an external reference electrode. The general construction of a solidcontact ISE can be seen in Figure 1.1.
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Figure 1.1 (left) Schematic representation of a SC-ISE, (middle) layered structure of a
solid-contact ion-selective electrode indicating the phase boundaries which contribute to
the measured electrode potential, and (right) layered structure of a solid-contact ISE with
an undesirable water layer between the ISM and its SC.
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The inner filling solution in conventional ISEs has been replaced with a SC to
simplify the electrode design with the aim of sensor miniaturization. However, without
adequate adhesion between the ISM and the SC, the membrane may delaminate with the
simultaneous formation of a thin layer of water between the SC and the ion-selective
membrane.
The formation of the water layer can occur during conditioning as a consequence
the rapid transport of water through the polymeric ion-selective membrane [16]. Once the
thin layer of water has formed, the electrodes cannot be considered as genuine SC
electrodes. With the formation of the water layer, the phase boundary potentials on the
membrane-water layer and the SC-water layer interfaces will contribute to the ISE
potential. Since the volume of the water layer is generally very small, even minor fluxes
of water or ions across the ion-selective membrane may result in significant concentration
changes in the water layer and result in a potential drift in the ISE potential.
The water layer test is an experimental protocol used to determine if an ISE
assembled with a solid internal contact is indeed a genuine SC electrode or if, during
conditioning, a water layer formed between the ion-selective membrane and its SC, i.e.,
the electrode should not be considered a solid-contact ISE. The water layer test is now a
commonly used protocol to characterize the performance of SC ion-selective sensors.
Typical potential-time traces for electrodes with and without a water layer can be seen in
Figure 1.2. The test is performed by first conditioning a freshly prepared SC electrode in
a solution containing only the primary ion—usually 0.1 mol/dm3 for at least 24 hours
(time -5 to 0 in Figure 1.2). The solution is then replaced by a solution containing only an
interfering ion; generally, at the same concentration as the concentration of the primary
8

ion in the solution used for conditioning. The electrode is kept in this solution for 6 to 24
hours, depending on the ISM thickness. Finally, the electrode is placed back into the
initial primary ion solution for an extended period. The potential of the tested electrode is
recorded for the entirety of the experiment. The potential vs. time transients recorded
during the water layer test are different for genuine SC electrodes (Fig 1.2. solid line) and
electrodes where a thin water layer has formed between the SC and the ion-selective
membrane (Fig 1.2. dashed line). The magnitude of the initial potential change is
characteristic of the selectivity coefficient of the ISE membrane. The potential of a
genuine SC electrode after the initial potential change would remain constant. In contrast,
with electrodes in which a water layer is present, ion fluxes through the membrane
into/out of the water layer will cause the potential to drift opposite to the initial potential
change, i.e., the transients are peak shaped.

9

Figure 1.2 Typical water layer test response for a genuine solid contact ISE with
PEDOT-C14(TPFPhB) as solid contact (solid line), and a solid contact ISE with a thin
film of water existing between the membrane and its PEDOT(PSS)-based solid contact
(dashed line).
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Recently, several questions related to the water layer test have evolved. These
questions were related to improper interpretation of the transients recorded during the
test, or the experimental parameters chosen for the test were criticized. Ion fluxes through
plasticized PVC membranes are slow, and the diffusion coefficients in conventional
plasticized PVC membranes are on the order of 10-8 cm2/s as will be discussed in Chapter
3. Therefore, the time necessary for recognizing potential drifts corresponding to ion
transport across thick sensing membranes or membranes with increased PVC to
plasticizer ratio (a positive test for a water layer) can be significantly long. The diffusion
coefficients in plasticized PVC membranes with increased PVC to plasticizer ratio can be
orders of magnitude smaller than in regular membranes with 1:2 PVC plasticizer ratio
[17]. Consequently, experiments conducted over a few hours without considering the
sensing membrane thickness and its composition may fail to identify the presence of a
water layer. Further details of the water layer test and an analysis of the important
parameters which influence the results are discussed in Chapter 4: Evaluation, Pitfalls,
and Recommendations for the “Water Layer Test” for Solid Contact Ion‐selective
Electrodes and Chapter 5: A Kinetic Description of the Membrane-Solution Interface for
Ion Selective Electrodes.

Porous Nanocapsules: Development and Applications
Recently, polyacrylate and polystyrene-based hollow nanocapsules (NCs) with
controlled diameter were synthesized using either lipid bilayers or self-assembled
surfactant vesicles as scaffolds [18-19]. By performing the synthesis in the presence of
pore-forming templates, different size pores in different concentrations could be
integrated into the single nanometer-thin capsule wall. Various compounds have been
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encapsulated or were synthesized in situ within the porous NCs, including silver
nanoparticles, metal complexes, pH-sensitive dyes, and fluorescent probes [20-23]. Longterm stability experiments show that the encapsulated compounds remain entrapped and
stable for more than a year. Additionally, cell cultures treated with these NCs
demonstrate biocompatibility, suggesting possibilities for in vivo medical applications
[24-25].
These NCs have been used as catalyst containers, drug delivery vehicles, and for
the development of “zero response time” sensors. They have been demonstrated to be an
optimal platform for optical sensors [26]. The nanometer-thin walls of the NCs can
retain the pH-sensitive dyes while providing unhindered diffusion of small molecules and
ions. Furthermore, the rate of fluorescence change for a dissolved dye and an
encapsulated dye was the same upon an instantaneous change in the solution pH in
stopped-flow fluorescence measurements [18]. Unfortunately, the free-floating, indicatorloaded nanometer-size capsules are not suitable for most sensing applications. To utilize
the dye-loaded NCs as practical sensors, they needed to be immobilized in a secondary
hydrogel matrix—double immobilization. With this double immobilization, some of the
unique advantages of the porous NCs were lost. For example, the response time of the
optical pH sensor with Nile Blue-loaded NCs embedded in a hydrogel matrix was
significantly longer compared to the free-floating NCs. This was due to limited rates of
proton diffusion through the hydrogel matrix.
The fast response of the dye-loaded NCs could be retained if the NCs were
immobilized on a sensing surface as a single or multi-layer film instead of the bulk of a
sensing matrix. The indicator loaded NCs on the surface of a fiber optic cable or
12

waveguide would be expected to produce a sensor response (change in color or
fluorescence) as fast as the free-floating NCs, and multiple layers of NCs are expected to
provide high sensitivity. However, for surface immobilization, the NCs would need to be
modified to enable covalent attachment. In Chapters 6: Synthesis and Deposition of
EDOT-Decorated Hollow Nanocapsules into PEDOT Films we discuss the synthesis of
the surface-modified polyacrylate nanocapsules with the electrochemical polymerizable
group 3,4-ethylenedioxythiophene (EDOT). EDOT is the monomer of the commonly
used conductive polymer PEDOT, which is also briefly discussed in Chapters 4 and 5.
Additionally, the deposition of the surface-modified nanocapsules is discussed. In
Chapter 7: Multilayer and Surface Immobilization of EDOT-decorated Nanocapsules the
immobilization of the EDOT-decorated nanocapsules on the surface of existing PEDOT
films and the synthesis of a bilayer structure is discussed.
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CHAPTER 2
SPECIFIC AIMS AND MOTIVATION
The objective of this work is to address some of the unique characteristics of
modified electrodes and to offer a new technology towards the development of “zeroresponse time” sensors. The fundamental understanding of the mechanism behind the
response of a chemical sensor, particularly potentiometric ion-selective sensor, is
understood and has been explained through a variety of mathematical models. Many of
those models describe the dynamic potential response by including mass transport. In the
development of “zero-response time” sensors, the reduction of the influence of diffusion
on the response time is vital and must be considered. In this dissertation, we describe the
modification of the surface of reagent loaded hollow nanocapsules for covalent
attachment to sensor surfaces. The nm-thin porous walls of the hollow nanocapsules do
not slow the rate of analyte transport towards the encapsulated reagent, so they are the
key elements for extremely short response times.
This dissertation focuses on three specific aims:
i.

Synthesis and characterization of hollow polymeric nanocapsules with
covalently linked EDOT motifs on their surfaces (EDOT-decorated
nanocapsules).

ii.

Electrochemical deposition of EDOT-decorated nanocapsules both to the
surface and bulk of a PEDOT film.

iii.

Development of a finite-difference model for simulating the transient
potential responses of solid-contact ion-selective electrodes in the
14

presence of interfering ions. in which a thin water layer has formed
between the solid-contact and the polymeric ion-selective membrane
through a kinetic description of ion exchange reactions between the
phases.
This project developed as two separate problems which are linked through a
shared interest in mass transport and sensor response. As was discussed in Chapter 1,
modified electrodes play an important role in the treatment and management of disease,
and the timely response of those electrode is paramount. The nanocapsules Dr.
Pinkhassik developed were used in our lab to build an optical pH sensor which required
the incorporation of nanocapsules into a hydrogel matrix. This secondary matrix,
however, increased the response time the pH sensor because H+ ions had to diffuse
though the hydrogel to reach the pH sensitive dyes entrapped in the nanocapsules.
The first specific aim is related to the development of a nanocapsules which are
decorated with the electropolymerizable group, 3,4-ethylenedioxythiophene (EDOT) on
their surface. To that end, we replaced a fraction of the monomeric material used in the
nanocapsules synthesis with the bifunctional monomer 2’-methyl acrylate-3,4ethylenedioxythiophene (EDOT-AA). The synthesis and validation (ATR-FTIR, DLS,
XPS, and SEM) of the EDOT-decorated nanocapsules utilizing this bifunctional
monomer is discussed in Chapter 6.
The second specific aim of this work is related to the deposition of the EDOTdecorated nanocapsules into a conductive polymer film. The presence and location of the
EDOT-decorated nanocapsules was determined by XPS depth profiling via Ar+ etching
where the capsules were loaded with marker molecules, iron(II) tris(2,2'-bipyridine).
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Variable angle ATR-FTIR was also used to track the location of the nanocapsules by
following ester specific peaks in the IR spectra. Additionally, the surface topography
was compared between the conductive polymer films deposited with and without NCs by
SEM and optical microscopy. The results on the characterization of PEDOT films with
nanocapsules in its bulk and on its surface is summarized in Chapters 6 and 7.
The third specific aim is related to the interpretation of the transients recorded
during the commonly used experimental protocol the “water layer test”. There we studied
the strength and deficiencies of the diffusion layer model developed by Morf et. al. and
the water layer model developed by Fibiolli et. al. [27-28]. Additionally, we adapted the
finite-difference diffusion layer model for the “water layer test”; compared its predictions
with previously proposed models and assessed the agreement between the simulated and
experimental transients. We also introduced an extension of the finite difference
diffusion layer model by considering the rate of the ion-exchange reaction at the
corresponding phase boundaries. The results of these comparison as well as the
derivation of the kinetic model are discussed in Chapters 4 and 5.
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CHAPTER 3
VOLTAMMETRIC DETERMINATION OF DIFFUSION
COEFFICIENTS IN POLYMER MEMBRANES: GUIDELINES TO
MINIMIZE ERRORS
Introduction
Determination of diffusion coefficients is an important factor in the design,
selection, and optimization of membranes used in many applications including
pharmaceutical screening [29], electrodialysis [30], drug delivery devices [31], separation
process engineering [32-34], and chemical and biosensors [35]. Membranes used in
chemical and biochemical sensors act as either sensing elements —as in ion-selective
electrodes [36] and bulk optodes [37]— or modulate the behavior of a base transducer,
e.g., extending the dynamic response range of the first generation enzyme sensors by a
mass transport limiting membrane coating [38]. In chemical sensors, the mass-transport
properties of the analyte and/or supporting compounds in the sensing matrix influence the
response of the sensor. Consequently, many labs, including ours worked on the
determination of diffusion coefficients in membranes [17, 39-41]. Unfortunately, many of
the published methods do not allow the determination of the diffusion coefficients of the
analyte of interest but rather only surrogate molecules because they often require
optically active analytes [39-40].
Murray et al. showed that the diffusion coefficients of dissolved redox molecules
could be determined in highly resistive fluids, ultralow temperature fluids, and
poly(ether)-based polymer melts of low- and mid-molecular weight polymers with
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voltammetric ultramicroelectrodes [42-45]. Their work also brought to light the
complexity of the problem by discussing theoretical and experimental challenges related
to mixed linear/hemispherical diffusion in linear sweep and cyclic voltammetry. Bard et
al. assessed both the diffusion coefficient of molecules and the number of electrons in
electrochemical reactions with less than 4% error from chronoamperometric transients
[46] recorded in aqueous KCl and NaOH solutions. The analysis depends on the
identification of the short, intermediate, and long-time sections of the
chronoamperogram. Determining these regimes requires advanced knowledge about the
magnitude of the ”unknown” diffusion coefficient because identifying these sections in
the chronoamperograms are based on calculated values of the dimensionless variable
𝐷𝑡/𝑟 2 where D is the diffusion coefficient, r is the radius of the micro disk electrode, and
t is the time. Later in this work, we will discuss how our analysis protocol can be applied
to the method of Bard et. al. for minimizing the error in the estimation of a diffusion
coefficients without advanced knowledge of the magnitude of the ”unknown” diffusion
coefficient. Recently, Zhang et al proposed a method for the determination of both the
concentration and the diffusion coefficient with less than 3% error using two working
electrodes of different sizes [47]. The authors recorded linear sweep voltammograms
with a 1.6 mm and a 0.1 mm diameter disc electrodes at different scan rates and derived
an expression for the calculation of both parameters from the scan rate dependence of the
peak currents recorded with the 1.6 mm diameter electrode and the steady-state currents
recorded with the 0.1 mm diameter disc electrode.
We recently became interested in determinating the diffusion coefficient of the
anesthetic drug propofol in plasticized PVC membranes related to the optimization of an
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electrochemical sensor for use in a feedback controlled delivery system [8, 48-49]. The
propofol sensor is a plasticized PVC membrane-coated glassy carbon electrode. The
sensitivity and selectivity of this membrane-coated electrode are greatly influenced by the
composition of the membrane, i.e., by the partition and diffusion coefficients of propofol
and the interfering compounds. The optimization of the propofol sensor required a rapid
and accurate method for estimating diffusion coefficients for propofol and a variety of
interfering compounds in a large number of membranes with different additives and
plasticizer to PVC ratios. The diffusion coefficients in the membrane coating of the
propofol sensor were determined by linear sweep voltammetry using a planar
electrochemical cell with a 5 μm radius carbon fiber ultramicroelectrode as the working
electrode was used [49]. We showed that by selecting the larger of two diffusion
coefficients, which were calculated from equations derived with the assumptions of only
linear or only spherical diffusion, the results are at least 86% accurate.
While many well-known voltammetric methods are experimentally and
computationally simple, they fail or have limited accuracy when the model assumptions
(short time kinetically limited regime vs. long-time diffusion limited regime) are not met.
In our contribution, we show that experiments in which neither the short (kinetically
limited) nor the long-time scale (diffusion limited) assumption are met the error in the
determination of the diffusion coefficient can be mitigated to a maximum systematic
error of 14%.
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Experimental
Reagents
Ferrocene (98%) was purchased from Sigma-Aldrich and the supporting
electrolyte, tetrabutylammonium perchlorate, from Sigma-Aldrich. Tetrabutylammonium
perchlorate was recrystallized two times from ethyl acetate before use, and all other
reagents were used as received without additional purification. All solutions were
prepared with 2-Nitrophenyl octyl ether (oNPOE) purchased from Sigma-Aldrich.

Electrodes and Instrumentation
For the electrochemical determination of the diffusion coefficients, a CH
Instruments (Austin, Texas) Model 760C potentiostat was used. Platinum (10, 25, 76, and
115 µm diameters) disk electrodes were used as working electrodes. Only the 10 µm
diameter electrode was a commercially available microelectrode (Bioanalytical Systems
MF-2005, West Lafayette, IN); the other electrodes were made in our laboratory by
encasing the appropriate Pt wires in glass. In the electrochemical measurements, a BSAi
Platinum wire (MW-1033) and glassy carbon rod were used as quasi-reference and
counter electrodes, respectively. In our calculations, the nominal radii of the microdisk
electrodes provided by the manufacturer were used and were confirmed with the help of a
Keyence VHX-1000 digital microscope (Keyence Inc., Osaka Japan). Before the
electrochemical measurements, the working electrode surfaces were polished with
progressively finer alumina slurry (Buehler, 1.0, 0.3, and 0.05 µm). After polishing, the
electrodes were sonicated in deionized water for 5 minutes.
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Theory
In a previous publication, we described a method for the determination of
diffusion coefficients in plasticized PVC membranes using linear sweep or cyclic
voltammetry in combination with a planar electrochemical cell [49]. Following the
collection of a series of voltammograms in the scan rate range between 10 and 200 mV/s,
an ipeak/SS vs. ν1/2 plot (peak/steady state current vs. square root of the scan rate) was
constructed, and a line was fitted to the data points by linear regression. Since the mass
transport was in the mixed linear/hemispherical regime in these experiments, the fitted
line had a non-zero slope (m) and a non-zero intercept (b), a clear indication that the
experimental conditions were not in agreement with linear (Eq. 3.1) or hemispherical
(Eq. 3.2) diffusion-based model assumptions.
3

1

1

𝑖𝑝𝑒𝑎𝑘 = 2.69 × 105 𝑛2 𝐴𝐷 2 𝐶𝑣 2

(3.1)

𝑖𝑆𝑆 = 4𝑛𝐹𝐷𝐶𝑟𝑑𝑖𝑠𝑘

(3.2)

where 𝑖𝑝𝑒𝑎𝑘 and 𝑖𝑆𝑆 are the peak and steady state currents respectively, 𝑛 is the
number of electrons in the electrochemical reaction, 𝐷 is the diffusion coefficient, 𝐶 is
the concentration, 𝐹 is the Faraday number, 𝑟 is the electrode radius, and 𝑣 is the scan
rate.
Using the slope (m) of the fitted line for calculating the diffusion coefficient (Eq.
3.3) provides a 𝐷 value (𝐷𝑠𝑙𝑜𝑝𝑒 ) corresponding to the linear diffusion-based model
assumption (Eq. 1, Randles-Sevcik equation) while using the intercept (b) for calculating
the diffusion coefficient (𝐷𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 , Eq. 3.4) corresponds to the validity of Eq. 3.2 which
has been derived with the assumption of hemispherical diffusion.
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2

𝑚

𝐷𝑠𝑙𝑜𝑝𝑒 = (
2.69 ×
𝐷𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 =

3
105 𝑛2 𝐴𝐶

(3.3)

)

𝑏
4𝑛𝐹𝐶𝑟𝑑𝑖𝑠𝑘

(3.4)

Either Eq. 3.3 or Eq. 3.4 can provide a more accurate estimate of the diffusion
coefficients in a given matrix depending on the magnitude of the diffusion coefficient and
the experimental conditions. However, selecting the improper equation for the
calculations may introduce significant systemic error. On the other hand, it can be
shown, that calculating the 𝐷 values with both Eqs. 3.3 and 3.4 and taking the larger of
the two will give the best estimate of the true diffusion coefficient. The same approach
could also be applied to the method of Bard et al. who used two separate equations (Eq.
12 and 13 in reference [46]) for calculating the unknown diffusion coefficients and the
number of electrons (n) in electrochemical reactions from chronoamperograms. However,
if n were known, Eqs. 12 and 13 in reference [46] would provide two diffusion
coefficients and the larger of the two estimates would be closer to the true value of the
diffusion coefficient. This can be seen in the cross over from the Eq. 12 estimate (b) to
the Eq. 13 estimate (c) in Figure 1 of [46].
Related to the D values calculated with Eqs. 3.3 and 3.4, it can be shown that the
absolute error in the larger of the two diffusion coefficients will be less, or in the worst
case, it will be equal to 14% assuming zero experimental error. In this paper, we show the
influence of the working electrode size on the error in the estimates of the diffusion
coefficients and provide guidelines for the selection of an optimal electrode size to
minimize the error in the determinations of diffusion coefficients of known magnitude.
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Using the optimal electrode size for the experiments the maximum error in the larger of
the two diffusion coefficients will be significantly smaller than 14% assuming zero
experimental error.
Modeling voltammograms is not novel. One of the most cited paper in analytical
chemistry published in the 1960s by Nicholson and Shain [50] described the current
along a linear sweep voltammogram (LSV) for a spherical electrode (hanging mercury
drop electrode) (Eq. 3.5). In their approach, the measured current is described as the sum
of two currents: the current generated via linear diffusion from an area corresponding to
the surface of the spherical electrode flattened into a plane, and a spherical correction
term which was proposed by Reinmuth [51].
𝑖(𝐸) = 𝑖𝑝𝑙𝑎𝑛𝑒 (𝐸) + 𝑖𝑠𝑝ℎ𝑒𝑟𝑖𝑐𝑎𝑙 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑖𝑜𝑛 (𝐸)
1

1

1 1

𝑖(𝐸) = 𝑛𝐹𝐴𝐷2 𝐶𝜎 2 𝜋 2 𝜒(𝜎𝑡) + 4𝑛𝐹𝐷𝐶 (

𝑟𝑠𝑝ℎ𝑒𝑟𝑒

) 𝜙(𝜎𝑡)

(3.5a)
(3.5b)

where 𝑖(𝐸) is the current at different applied potentials throughout the scan, the
variables 𝑛, 𝐹, 𝐴, 𝐷, 𝐶 and 𝑟 have the same meanings as above, while 𝜒(𝜎𝑡) and 𝜙(𝜎𝑡)
are pure numbers provided in the original work of Nicholson and Shain [50] as function
of 𝑛(𝐸 − 𝐸1⁄2 ), 𝜎𝑡 is the dimensionless time (𝜎 =

𝑛𝐹
𝑅𝑇

𝑣), 𝐸1⁄2 is the half wave potential,

𝑣 is the scan rate, R is the universal gas constant, T is the absolute temperature, and t is
the time.
Later, Aoki and Osteryoung provided a theoretical model for the description of
LSVs for microdisk electrodes [52] assuming mixed linear and hemispherical diffusion.
Since these comprehensive models consider both linear and hemispherical diffusion
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simultaneously, they could have specific advantages for the determination of the
diffusion coefficients from experimentally recorded LSVs compared to Equations 3.3 and
3.4. Unfortunately, the calculations using Aoki and Osteryoung’s model are too
computationally difficult to be practical for parameter determination. On the other hand,
the model proposed by Nicholson and Shain cannot be applied for LSVs recorded with a
microdisk electrode, although it would be computationally simple since it has been
derived for a spherical electrode.
The first term of the Nicholson and Shain’s model equation (Eq. 3.5) describes
voltammograms for a disk electrode with pure linear diffusion. When implemented for
the peak current of the voltammogram it reduces to the Randles-Sevcik equation (Eq. 3.1)
which was derived by Sevcik [53] nearly twenty years before the work of Nicholson and
Shain [50] . The second term of Eq. 3.5 accounts for the contribution of the spherical
mass transport to the measured current (Eq. 3.6) and only becomes significant with
decreasing electrode sizes.

𝑖 = 𝑛𝐹𝐴𝐷𝐶 [

1

1+

(𝜋𝐷𝑡)2

1
𝑟𝑠𝑝ℎ𝑒𝑟𝑒

]

(3.6)

At long times (𝑙𝑖𝑚𝑡→∞ ) Eq. 3.6 reduces to [13]:
𝑖𝑆𝑆 = 4𝑛𝐹𝐷𝐶 (

1
𝑟𝑠𝑝ℎ𝑒𝑟𝑒

)

(3.7)

The spherical contribution term in Nicholson and Shain’s model is the product of
the steady-state solution for a spherical electrode and a sigmoidal waveform term, 𝜙(𝜎𝑡).
Consequently, to describe the voltammograms for a disk electrode, in analogy to the
Nicholson and Shain’s approach (Eq. 3.5), one could substitute the steady-state current of
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a spherical electrode (Eq. 3.7) with the steady state current of a microdisk electrode (Eq.
3.2):
1

1 1

𝑖(𝐸) = 𝑛𝐹𝐴𝐷2 𝐶𝜎 2 𝜋 2 𝜒(𝜎𝑡) + 4𝑛𝐹𝐷𝐶𝑟𝑑𝑖𝑠𝑘 𝜙(𝜎𝑡)

(3.8)

Alternatively, the spherical to planar radial equivalence (Eq. 3.9) discussed by
Amatore [54] and Oldman [55-56] could be used for the same conversion.
𝑟𝑠𝑝ℎ𝑒𝑟𝑒 =

2𝑟𝑑𝑖𝑠𝑘
𝜋

(3.9)

ipeak/SS vs. ν1/2 plots generated with this modified version of Nicholson and Shain’s
equation (Eq. 3.8) and Aoki and Osteryoung’s model for a microdisk electrode were
overlapping with no statistical difference in the slopes or the intercepts of the fitted lines
(Fig. 5b in [49]).

Results and Discussion
As we discussed in the theoretical section, under ideal linear or hemispherical
diffusion conditions the concentration dependence of the peak or steady-state current in
linear sweep voltammetry can be described with Equations 3.1 or 3.2, respectively.
However, the LSVs recorded with a 5 µm radius carbon fiber microelectrode in a
plasticized PVC membrane transitioned from sigmoidal to peak-shaped with increasing
scan rates indicating that the measured current was controlled by significant contributions
from both linear and hemispherical diffusion. This transition from sigmoidal to peakshaped LSVs, which were observed experimentally (see Figure 4 in [20]), can be
replicated using the modified version of Nicholson and Shain’s equation (Eq. 3.8) with
parameters corresponding to the experimental conditions (see Figure 3.1).
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Figure 3.1 Simulated voltammograms by Equation 3.8. Parameters: D = 10-7cm2/s, r = 5
µm, T = 298 K, and R = 8.314 J/(mol K). The curves correspond to dimensionless scan
rates of 6.2, 4.2, 3.1, 2.2, and 0.98 for scan-rates ranging between 400 to 10 mV/s.
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Figure 3.2 shows a peak/steady-state current vs. scan-rate1/2 (𝑖𝑝𝑒𝑎𝑘/𝑆𝑆 vs. ν1/2)
plot. The solid black lines in Figure 3.2 were generated from the simulated data (Eq. 3.8)
𝑖

using the normalized, dimensionless current (4𝑛𝐹𝐷𝐶𝑟) and the square root of the
1

2

dimensionless scan-rate (𝑝 =

𝑟 2 𝐹𝜐 2
𝐷𝑅𝑇

) as y- and x-axes, respectively. As shown in the

figure, as long as p > 2 the dimensionless current increases linearly with the square root
of the dimensionless scan-rate (Fig. 3.2). Deviations from this linear dependence become
significant at values of p < 2.
When the scan rate dependence of the peak/steady state current is determined
experimentally, the 𝑖𝑝𝑒𝑎𝑘/𝑆𝑆 vs. ν1/2 plots are constructed from only a limited number of
𝑖𝑝𝑒𝑎𝑘/𝑆𝑆 data points recorded at selected scan rates (e.g., points in both Fig. 3.2a and
3.2b). Next, a line is fitted to these data points to estimate the diffusion coefficient. These
lines are depicted with dotted lines in both Fig. 3.2a and 3.2b. As shown in Figure 3.2a,
when the data point were recorded at dimensionless scan rate values of p < 2, the slope of
the fitted line (dashed line in the figure) significantly deviates from theoretically expected
slope (solid line in the figure) while the intercept of the fitted line is in agreement with
the expected value. On the other hand, as shown in Figure 3.2b, when the data point were
recorded at dimensionless scan rate values of p > 2, the slope of the fitted line (dashed
line in the figure) is in is in agreement with the expected value (solid line in the figure)
but the intercept of the fitted line (dashed line in the figure) deviates significantly from
the theoretically expected intercept (solid line in the figure). Consequently, the diffusion
coefficients calculated from the slope (Eq. 3.3) or the intercept (Eq. 3.4) of these lines
may have a systematic error.
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Figure 3.2 Dimensionless peak/steady-state current vs. the square root of the
dimensionless scan-rate plots generated from simulated LSVs using Equation 3.8 in two
scan rate ranges (solid lines). The data points (squares) and the dotted line represent the
results of a hypothetical experiment in which LSVs were recorded at selected scan rates
(a: p=√𝑟 2 𝐹𝜐⁄𝐷𝑅𝑇<1 and b: p=√𝑟 2 𝐹𝜐⁄𝐷𝑅𝑇>>2) and a line was fitted to the data points
by linear regression for the determination of the diffusion coefficient. The insets are
blown up representations of the same figures at low p values. The red line in (a) and the
blue line in (b) represent the theoretically expected scan rate dependence of a
microelectrode (Eq. 3.2) and a macroelectrodes (Eq. 3.1).
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By observing Figure 3.2, it should be clear that the selection of the scan rate range
for such an experiment influences both the slope and intercept of the fitted line and
consequently the diffusion coefficients calculated from these fitted parameters. If the
LSVs used for the determination of the diffusion coefficients were recorded at low
dimensionless scan-rates (Fig. 3.2a with p=√r 2 Fυ⁄DRT<1) the intercept of the fitted line
would approach the theoretically expected 𝑖𝑝𝑒𝑎𝑘 ⁄4𝑛𝐹𝐷𝐶𝑟 = 1 intercept. Alternatively, if
the LSVs used for the determination of the diffusion coefficients were recorded at high
scan-rates (Fig. 3.2b with p=√r 2 Fυ⁄DRT>>2) the slope of the fitted line would approach
the theoretically expected slope. By calculating the diffusion coefficients from both the
slope and the intercept of the fitted line, the larger of the two will provide the better
estimate of the true diffusion coefficient regardless whether the experiments were
performed at low, high, or intermediate range of dimensionless scan-rates.
In analogy to Figure 3.2, a series of 𝑖𝑝𝑒𝑎𝑘/𝑆𝑆 vs. ν1/2 plots were generated using
Equation 3.8 for experimentally relevant scan-rates (200, 100, 50 and 10 mV/s) and
diffusion coefficients ranging from 10-5 to 10-10 cm2/s. Next, Equations 3.3 and 3.4 were
used to calculate two diffusion coefficients (𝐷𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 ) from the slopes and intercepts of
the lines fitted through the points of the 𝑖𝑝𝑒𝑎𝑘/𝑆𝑆 vs. ν1/2 plots. Finally, the
𝐷𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 /𝐷𝑚𝑜𝑑𝑒𝑙 ratio (where 𝐷𝑚𝑜𝑑𝑒𝑙 is the diffusion coefficients used to generate the
𝑖𝑝𝑒𝑎𝑘/𝑆𝑆 vs. ν1/2 plots) was calculated and plotted as a function of 𝐷𝑚𝑜𝑑𝑒𝑙 (Fig. 3.3). The
lines in Figure 3.3a show how well each estimate predicts the true diffusion coefficient
(𝐷𝑚𝑜𝑑𝑒𝑙 ). At low diffusion coefficients (log Dmodel < −9), the voltammograms generated
by Equation 3.8 are peak shaped (Fig. 3.3b) because the current is controlled by the first
term of Equation 3.8 (linear diffusion). As shown in Figure 3.3a, for low diffusion
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coefficients Equation 3.3 (Randles-Sevcik equation) predicts the true diffusion
coefficients most accurately. Alternatively, at large diffusion coefficients (log Dmodel >
−6), the voltammograms are sigmoidal shape (Fig. 3.3d) because the current is controlled
by the second term of Equation 3.8 (hemispherical diffusion). For large diffusion
coefficients Equation 3.4 provides the most accurately estimate of the true diffusion
coefficients. In the diffusion coefficient regions where the voltammograms transition
from sigmoidal to peak shape (Fig. 3.3c), the lines representing the two estimates in
Figure 3.3a (calculated by Eqs. 3.3 and 3.4) crossover at a point of equivalent accuracy of
𝐷𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 . The 𝐷𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 ⁄𝐷𝑚𝑜𝑑𝑒𝑙 lines in Figure 3.3a show that if the diffusion
coefficients are calculated with both Equations 3.3 and 3.4 the absolute error in the larger
of the two diffusion coefficients will be less, or in the worst case it will be equal to 14%
(the error at the crossover point).
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Figure 3.3 (a) 𝐷𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 ⁄𝐷𝑚𝑜𝑑𝑒𝑙 ratios as function of the logarithm of 𝐷𝑚𝑜𝑑𝑒𝑙 . 𝐷𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒
has been calculated from 𝑖𝑝𝑒𝑎𝑘/𝑆𝑆 vs. ν1/2 plots using Equation 3.3 (Randles-Sevcik
equation) or Equation 3.4 (microdisk electrode equation). The 𝑖𝑝𝑒𝑎𝑘/𝑆𝑆 vs. ν1/2 plots were
constructed from simulated LSVs (Eq. 3.8) with scan rates ranging between 10 and 200
mV/s, and diffusion coefficients (𝐷) between 10-5 cm2/s and 10-10 cm2/s. The horizontal
line (𝐷𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 ⁄𝐷𝑚𝑜𝑑𝑒𝑙 = 1) represents perfect agreement between the 𝐷𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 and
𝐷𝑚𝑜𝑑𝑒𝑙 . Figures 3.3b, 3.3c and 3.3d are simulated LSVs generated by Equation 3.8 with
𝑙𝑜𝑔 𝐷𝑚𝑜𝑑𝑒𝑙 = −9.5 (𝑏); −7.1(𝑐) and −5.0 (𝑑) (shown as dotted vertical lines in 3.3a)
for the scan rates of 200, 100, 50 and 10 mV/s.
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Performing experiments around or at the crossover point in Figure 3.3a should be
avoided if possible to mitigate the errors associated with estimated diffusion coefficients.
This can be achieved, by performing the LSVs with either very large (large D values) or
very small (small D values) dimensionless scan rates. Figure 3.4 shows the systematic
error associated with the determination of diffusion coefficients by LSV using different
sizes of electrodes when the larger of the two values calculated with Equations 3.3 and
3.4 is selected as 𝐷𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒 . It also shows the influence of the electrode size on the
position of the crossover point where the estimated D values have the same
approximately 14% error. To generate Figure 3.4, the same simulations were performed
as in Figure 3.3 but for different sizes of the electrodes. Data points along horizontal lines
in Figure 3.4 show the expected errors in the determination of the diffusion coefficients
ranging between 10-10 and 10-5 cm2/s. The horizontal white line represents the expected
errors using a 5 µm radius disk electrode as shown in Figure 3.3a. If the magnitude of
the diffusion coefficient to be determined is known, the contour plot of Figure 3.4 can be
used for selecting the most appropriate electrode size for minimal error in the
experimentally determined diffusion coefficients.
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Figure 3.4 Contour plot showing the systematic error associated with the determination
of diffusion coefficients by LSV using different sizes of electrodes (see the color code
next to the contour plot) and selecting the larger of the two values calculated with
Equations 3.3 and 3.4. The white horizontal line is an example to show the expected
errors in the diffusion coefficients ranging between 10-10 and 10-5 cm2/s using a 5 μm
radius disk electrode. The solid black line corresponds to the dimensionless scan-rate of p
= 1.275, which is associated with the largest systematic error in the entire range of
diffusion coefficients.
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The proposed method for the determination of diffusion coefficients has the
largest error where voltammograms transition from sigmoidal to peak-shaped. To find
the scan rate of this transition in Figure 3.5 the first derivate of the dimensionless current
is plotted as a function of the logarithm of the square root of the dimensionless scan-rate.
The inflection point of the curve in Figure 3.5 corresponds to the dimensionless scan-rate
(p = 1.275) at which the rate of transition is greatest. The electrode radii calculated from
p = 1.275 is associated with the maximum expected error in the entire range of diffusion
coefficients. The corresponding 𝑟𝑝=1.275 vs log D values are plotted as a black line in
Figure 3.4. This line represents the maximum systematic error in the determination of
diffusion coefficients by LSV. Figure 3.5 can also be used to identify the transition zone
between the two diffusion regimes, i.e., the transition from sigmoidal to peak shaped
LSVs, as 0.2 < p < 9. Since the systematic error is expected to be the largest in this
region, performing the experiments in the dimensionless scan rate range 0.2 > p > 9 is
recommended. This can be achieved by selecting an appropriate electrode size/scan rate
combination.
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Figure 3.5 First derivative of the dimensionless current (𝑖 ⁄4𝑛𝐹𝐷𝐶𝑟 ) vs square root of
1

the dimensionless scan-rate1/2 ((𝑝2 = 𝑟 2 𝐹𝜐⁄𝐷𝑅𝑇 )2 ) plotted on a semi-log scale to
represent the transition from sigmoidal to peak shaped LSV. The vertical dashed line at p
= 1.275 marks the inflection point.
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To demonstrate the feasibility of the proposed method and support the
conclusions of our model calculations the diffusion coefficients of ferrocene was
determined in 2-nitrophenyl octylether (o-NPOE) using different sizes of electrodes. oNPOE is a commonly used plasticizer of polyvinyl chloride (PVC)-based ion-selective
membranes [57] and membranes used to modify the response of voltammetric working
electrodes [8, 48, 58]. To determine the diffusion coefficient of ferrocene a series of
linear-sweep voltammograms were recorded with different sizes of electrodes (10, 25, 76,
and, 125 µm diameters) and scan-rates (100, 50, 10, and 5 mV/s which correspond to pvalues between 0.25 and 13). The LSV experiments were performed in 0.2 mM ferrocene
containing o-NPOE in the presence of 20 mM tetrabutylammonium perchlorate as
supporting electrolyte. Figure 3.6 shows the diffusion coefficients of ferrocene in oNPOE calculated from the scan rate dependence of the peak/steady state current using
Equation 3.3 (black rectangles) and Equation 3.4 (red rectangles). The experimentally
determined estimates of the diffusion coefficients (points) follow the trend lines of the
theoretically expected estimates calculated by Equation 3.8 with Dferrocene= 7.89x10-7
cm2/s (the average the best estimates of the diffusion coefficients determined with the 5
µm and the 125 µm electrodes). Our estimated diffusion coefficient is in agreement with
the Stokes-Einstein estimate of 7.41 × 10−7

𝑐𝑚2
𝑠

using 0.32 nm as the hydrodynamic

𝑘𝑔

radius of ferrocene [59] and 1.38 × 10−2 𝑚∙𝑠 as the dynamic viscosity on o-NPOE [60].
With increasing electrode sizes, the Randle-Sevcik estimate of the diffusion coefficient
(Eq. 3.3) approaches the true value of the diffusion coefficient, while with decreasing
electrode sizes the estimate provided by Equation 3.4 approaches the true value of the
diffusion coefficient.
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Figure 3.6 Experimentally determined diffusion coefficients of ferrocene in oNPOE
using LSVs with electrodes of various radii. The points were calculated from the scan
rate dependence of LSVs using Equation 3.3 (black squares) and Equation 3.4 (red
squares), and the error bars were calculated using the errors in the slope and intercept of
a line fit to the peak/steady-state current vs. square root of the scan rate plot
(𝑖𝑠𝑙𝑜𝑝𝑒/𝑆𝑆 𝑣𝑠. 𝑣 1⁄2 ). The trend lines were calculated from the slope (black line) or the
intercept (red line) of the scan rate dependence of simulated LSVs by Equation 3.8 using
Dferrocene= 7.89x10-7 cm2/s. LSVs were recorded in 0.2 mM ferrocene containing oNPOE with 20 mM tetrabutylammonium perchlorate as supporting electrolyte. The blue
triangles represent third which were calculated with Equation 3.10.
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We can further mitigate the errors related to the estimation of diffusion
coefficients within the non-ideal dimensionless scan rate region by performing multiple
linear regression on the 𝑖𝑝𝑒𝑎𝑘/𝑆𝑆 vs. ν1/2 data used to generate Figure 3.4. The calculation
weights both diffusion coefficient estimates (Eqs. 3.3 and 3.4) and provides a third
estimate (Eq. 3.10), which approaches the true value more accurately in the 0.2 < p < 9
region.
𝐷𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 = 0.2992𝐷𝑅𝑆 + 0.8273𝐷𝑆𝑆

(3.10)

Figure 3.6 shows all three estimated diffusion coefficients which were calculated
with Equation 3.3 (Randles-Sevcik equation), Equation 3.4 (microelectrode equation) and
Equation 3.10 (regression method). It can be seen that taking the largest value of the
three estimates (DSS, DRS, and Dregression) the error in the 0.2 < p < 9 region can be further
mitigated.

Conclusions
Here we presented an analysis of the errors associated with the determination of
the diffusion coefficients in plasticized polymeric membranes using the scan rate
dependence of LSVs. As a model experiment, the diffusion coefficient of ferrocene was
determined in o-NPOE. It is shown that the error of the estimated diffusion coefficients
can be mitigated to a maximum of 14% by selecting the larger of two diffusion
coefficients calculated from the same data sets using the slope or the intercept of the line
fitted to the peak/steady-state current vs. scan-rate1/2 data points. We demonstrate that by
selecting an appropriate electrode size for the experiments and performing the
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experiments in the suggested normalized scan rate range (0.2 > p > 9) the error in the
method becomes negligible compared to experimental error.
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CHAPTER 4
EVALUATION, PITFALLS AND RECOMMENDATIONS FOR THE
“WATER LAYER TEST” FOR SOLID CONTACT ION-SELECTIVE
ELECTRODES
Introduction
Solid contact (SC) ion-selective electrodes (ISEs) are multilayer structures [61].
The sensing membrane may be layered directly over an electron-conducting substrate
(coated wire electrodes) or over an intermediate layer, e.g. conductive polymer,
sandwiched between the ion-selective membrane and the electron-conducting substrate.
Throughout the years SC-ISEs gained importance; however, their utility in long term
monitoring and in-vivo applications were questioned due the commonly experienced
potential drifts. The origin of the drifting potentials and the accompanying poor potential
repeatability and reproducibility of certain SC-ISEs could be in part assigned to the
formation of an aqueous film (“water layer”) between the ion-selective membrane and its
solid contact [28, 62]. The layered structure of a genuine SC-ISE should prevent the
formation of a such a water layer [63]. Morf et al. derived a theoretical model to describe
the expected long-term drifts with polymeric membrane coated solid contact ISEs in
which a thin water layer separated the ion-selective membrane and its SC [62]. To
demonstrate the validity of Morf’s model, Fibbioli [28] developed a simple test, which
became known as the “water layer test,” to evaluate the presence of water layer in SCISEs [28]. Since this pioneering work, the “water layer test” became a standard protocol
for the assessment of the performance characteristics of SC-ISEs [64-65]. In this “water
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layer test,” a SC electrode that has been fully equilibrated in a primary ion solution, is
exposed to a solution containing only interfering ions and the electrode potential is
recorded until the new equilibrium is established. Next, the electrode is transferred back
to the original, primary ion solution, and its potential is again recorded until the original
equilibrium is established. Following the sudden change in the composition of the
bathing solution (e.g., for a potassium ion-selective electrode when the solution is
changed from KCl to NaCl and NaCl to KCl), there is immediate step-change in the
electrode potential (function of the selectivity coefficient and the concentration change),
which is expected to remain constant with SC electrodes without a water layer. On the
other hand, if the electrode potential after its immediate step-change gradually decays
(drifts) in opposite direction to the initial potential change, it is considered to be evidence
for non-ideal SC electrode behavior, i.e., for the presence of a water layer between the SC
and the ion-selective membrane.
Most of the examples in Morf’s and Fibbioli’s papers [28, 62] suggest relative
short (few hours) equilibration times upon replacing the primary ion solution in contact
with the SC electrode to an interfering solution and back. The model assumptions in
Morf’s model, e.g., infinitesimally thin water layer, and the very thin, 20 m, sensing
membrane in Fibbioli’s experiments, in part explain the short equilibration times. In this
paper, we will show that depending on the experimental conditions, the equilibration
times can be quite long (sometimes several days long). Consequently, the potential drifts
related to the ion fluxes through the sensor membrane and the water layer at the
beginning of the equilibration (or even for extended periods of time) can be very small.
Without a detailed understanding of the rate-determining processes in the water layer test,
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such small drifts can be misinterpreted as evidence for the lack of an established water
layer.
To resolve the discrepancy between the predicted rate of equilibration in the water
layer test using Morf’s model and the rate of equilibration in certain water layer tests, we
will show the influence of the critical parameters on the rate of the potential changes in
these tests using the Morf’s model [62], as well as by simulating the concentration
changes in the water layer test using a finite-difference model by extending the
simulations from the original two-phase system (sample solution/membrane) [62, 66-67]
to a three-phase system (sample solution/membrane/water layer). We will also show the
influence of the (i) thickness of the ion-selective membrane, (ii) thickness of the water
layer, (iii) diffusion coefficient in the membrane, and (vi) mobile site concentration in the
ion-selective membrane on the potential vs. time transients recorded in the “water-layer
test.” Based on the results we will recommend time frames for the necessary equilibration
in these experiments for unambiguous interpretation of the data. Recently, it has been
shown that the “water-layer test” can provide unambiguous answers in minutes through
the CO2 sensitivity of solid contact pH electrodes [63].

Experimental
Reagents
The chemicals used for the preparation of the ion-selective membranes (ISMs)
were poly(vinyl chloride) (PVC, high molecular weight), bis(2-ethylhexyl) sebacate
(DOS), potassium tetrakis(p-chlorophenyl) borate (KTpClPB), potassium ionophore I
(Valinomycin) and tetrahydrofuran (THF), which were purchased from Sigma-Aldrich.
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For the electrochemical polymerization of PEDOT(PSS), we used 3,4ethylenedioxythiophene (EDOT) from Sigma-Aldrich and sodium poly(4styrenesulfonate) (NaPSS) from Acros Organics. Potassium chloride (KCl) and sodium
chloride (NaCl) were purchased from Fisher Scientific. Potassium
tetrakis(pentafluorophenyl) borate (KTPFPhB) was purchased from Boulder Scientific
Company (Longmont, CO). Tetradodecylammonium chloride was purchased from
Sigma-Aldrich. Tetradodecylammonium tetrakis(pentafuorophenyl)borate (TDDATPFPhB) was prepared by metathesis reaction between tetradodecylammonium chloride
(TDDACl) and high purity potassium tetrakis-(pentafuorophenyl)borate (KTPFPhB) in
dichloromethane. The inorganic contaminants were removed from the organic electrolyte
by repeated liquid phase extraction using de-ionized (DI) water. The protocols for the
chemical synthesis of monomer EDOT-C14 (2-n-tetradecyl-2,3-dihydrothieno-[3,4b][1,4]dioxine) were described before.[68-69] The aqueous solutions were prepared with
18.2 MΩcm resistivity deionized water from a Millipore Milli-Q A10 system.

Potentiometric Measurements and Equipment
The potentiometric measurements were performed at room temperature using a
Lawson Lab (Malvern, PA) 16-channel high input impedance data acquisition system in
conjunction with an Orion model 900200 or Accumet 13-620-273 double junction
Ag/AgCl reference electrode (Thermo Scientific). The reference electrode inner solution
was 3 mol/dm3 NaCl and outer solution was 1 mol/dm3 NaCl. We used NaCl as salt
bridge electrolyte to eliminate the possibility of potential drifts related to primary ion
leaching from the reference electrode junction into the sample solution. The data
acquisition system has been connected to a computer equipped with the EMF Suite
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version 2.0.0.2 program. The solid contact (SC) electrodes were built on commercially
available GC (3 mm diameter) and Au (1.6 mm diameter) electrodes embedded in 6.4
mm outer diameter electrode bodies (Bioanalytical System, Inc. (BASi), West Lafayette,
IN). For the electrochemical deposition of PEDOT(PSS) and PEDOT-C14(TPFPhB) CH
Instruments model 900 potentiostat (CH Instruments Inc., Austin, TX) was used.

Electrodes Preparation
The Au and GC electrodes were polished stepwise on wet microcloth pads using
Al2O3-based slurry with gradually decreasing grain sizes (1, 0.3, and 0.05 μm) (Buehler,
Lake Bluff, IL). Between the individual polishing steps, the electrodes were rinsed with
deionized water. The polished electrodes were cleaned by sonication in water containing
soap twice for 10 min and then three times in deionized water.

PEDOT(PSS) Deposition
The PEDOT(PSS) film was deposited over the polished electrode surfaces by
galvanostatic polymerization in a three-electrode electrochemical cell. The
electrochemical cell was filled with deaerated solution of 0.015 mol/dm3 EDOT and 0.1
mol/dm3 NaPSS in which a platinum coil and GC rod served as reference and counter
electrodes, respectively. The electrosynthesis of 0.1 and 1 μm thick PEDOT(PSS) films
was performed at 0.2 mA/cm2 current density with 72 s and 714 s electrolysis times,
respectively [70]. After the deposition of the PEDOT(PSS) films, the electrodes were
rinsed with copious amounts of deionized water and left for one hour to dry. Then the
electrodes with the deposited PEDOT(PSS) films were moved to a desiccator under
vacuum and kept in the desiccator overnight.

44

PEDOT-C14(TPFPhB) Deposition
The PEDOT-C14(TPFPhB)-based conductive polymer films were deposited over
the polished/cleaned electrode surfaces by cyclic voltammetry in an acetonitrile solution
of 0.01 mol/dm3 EDOT-C14 and 0.03 mol/dm3 tetradodecylammonium
tetrakis(pentafluorophenyl) borate (TDDA-TPFPhB). In the electrochemical cell, a
platinum coil served as a quasi-reference electrode and a GC rod as a counter electrode.
During the electrochemical deposition, the potential of the working electrode was cycled
from −0.85 V to +1.4 V five times with a scan rate of 0.1 V/s. The potential scanning was
stopped at -0.85 V; consequently, the film was converted to its reduced form at the end of
the electrochemical deposition [69]. After the electropolymerization, the PEDOTC14(TPFPhB)-coated electrodes were rinsed with copious volumes of acetonitrile and left
to dry overnight in a desiccator under vacuum.

Ion-Selective Membrane Formulation and Deposition
The membrane components, 3 mg Valinomycin, 0.7 mg or 0.07 mg KTpClPhB,
100 mg PVC and 200 mg DOS were dissolved in 1.7 mL of THF to prepare a membrane
cocktail for drop-casting or spin-coating. We used different amounts of KTpClPB in the
membranes to study the influence of mobile site concentration on the transients recorded
during the “water layer tests.” The amount of the drop-cast membrane cocktail was
proportional to the surface area of the electrodes for both the coated wire and the
PEDOT(PSS)-coated electrodes, i.e., 11.0 μL membrane cocktail was deposited over the
1.6 mm diameter Au electrodes, and 40.0 μL over the 3.0 mm diameter GC electrodes
which resulted in 70 to 80 µm membrane thicknesses. A drill press was used for spin
coating the BASi electrodes with the plasticized PVC membranes [48]. The electrode was
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secured in the chuck of the drill press and dipped into the PVC membrane cocktail
solution. Next, the electrode was removed from the vial containing the membrane
cocktail, and the drill press was switched on and rotated for 60 s at 1100 rpm. After the
electrode was removed from the chuck it was kept in an upright position until the
complete evaporation of THF. This protocol resulted in 1 – 3 µm thick PVC membranecoating on the electrode surface.

Water layer test
The freshly prepared potassium selective ISEs were conditioned in 0.1 mol/dm3
KCl solution for 72 h for complete equilibration. Based on previous experiences and
published data, primarily with coated wire electrodes, the 72 hours long equilibration is
sufficiently long for the formation of a water layer, if it happens. Next, the electrodes
were transferred to 0.1 mol/dm3 NaCl solution for 24 h. Finally, the electrodes were
transferred back into a new aliquot of 0.1 mol/dm3 KCl solution. The electrode potentials
were recorded during the 72 hours equilibration, and during the two times 24 hours
experiment when they were in 0.1 mol/dm3 NaCl and KCl solutions with 20 s/data
sampling rate. After the water layer test all electrodes were conditioned 10-3 mol/dm3 KCl
solution for 3 hours and calibrated in KCl solutions ranging between 10-1 and 10-3
mol/dm3 to confirm that no delamination of the membranes occurred and the thin
membranes do not have pin holes.

Results and Discussion
Transients recorded with genuine or real SC electrodes and those in which a water
layer has formed between the solid contact and the ion-selective membrane, i.e., which
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are only claimed as SC, are very different. In Figure 4.1 we show potential vs. time
transients recorded during water layer tests with a coated wire electrode and two solid
contact electrodes. One of the SC electrodes had slightly hydrophilic PEDOT(PSS) as
solid contact [71] while the other the hydrophobic PEDOT-C14(TPFPhB) as solid contact
[63]. With the PEDOT-C14(TPFPhB)-based electrode, following the sudden change in the
composition of the bathing solution (from KCl to NaCl and NaCl to KCl), the immediate
step-change in the electrode potential remains constant. This is the expected behavior for
a genuine or true SC electrode. The magnitude of the potential change is a function of the
primary and interfering ion concentrations and the selectivity coefficient of the
membrane. In contrast, when the same experiment is performed with the coated wire
electrode or the PEDOT(PSS)-based electrode, the electrode potential, after its immediate
step-change, gradually decays (drifts) in opposite direction to the initial potential change.
In other words, it appears that the electrode gradually loses its selectivity. Transients like
the ones with the coated wire and PEDOT(PSS)-based electrodes are considered proof of
non-ideal SC electrode behavior—or evidence for the formation of a water layer between
the SC and the ion-selective membrane. However, as is shown in Figure 4.1, the potential
drifts can be significantly different for the different kinds of SC electrodes. With the
coated wire K+ selective electrode, following the KCl to NaCl and NaCl to KCl
concentration changes, the drift was 28 and -8.5 mV/h, respectively. On the other hand,
with the PEDOT(PSS)-based electrode, following the same concentration changes, the
drift was only 1.8 and -0.6 mV/h, respectively. Since in our experiments the material and
the thickness of the ion-selective membrane were the same, these differences are
apparently related to the properties of the water layer (e.g., thickness and composition).
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The water layer with the coated wire electrode is assumed to be infinitesimally thin with
very low ion activity. On the other hand, the transients recorded with the PEDOT(PSS)based electrode is assumed to be the consequence of the significant water uptake of
PEDOT(PSS) [71], which has hydrogel like properties. De Marco observed a 10 to 15 %
increase in the PEDOT(PSS) film thickness during extended conditioning and interpreted
this increase as the result of water uptake into the PEDOT(PSS). Certainly, the formation
of a water layer with high Na+ ion concentration between, PEDOT(PSS) and the ionselective membrane is another possibility. The PEDOT(PSS) film in the experiment
shown in Figure 4.1 was 1 m thick and was loaded with large amounts of NaPSS [72],
as a consequence of its deposition protocol.
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Figure 4.1 Potential vs. time transients recorded during water layer tests with a coated
wire electrode and two solid contact electrodes; one with PEDOT-C14(TPFPhB) and
the other with PEDOT(PSS) as solid contact. The transients were recorded upon
changing the bathing solution concentration from 0.1 M KCl to 0.1 M NaCl (top) and
from 0.1 M NaCl back to 0.1 M KCl (bottom). The sensing membrane in all three
electrodes was an 80 m thick potassium selective membrane (see experimental). For
better comparison, the potential values of the individual electrodes in 0.1 M KCl (top)
and in 0.1 M NaCl (bottom) were matched to have the same potential values at the time
of the changes in the solution concentrations. In the inset in the figure on the right, the
potential axis has been expanded to highlight the significant differences in the drifts.
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The transients shown in Figure 4.1 were recorded with solid contact electrodes in
which the SCs were coated with sensing membranes of the same thickness and
composition. But the rate of the drift may also be different as a consequence of the
sensing membrane thickness and composition (e.g. polymer to plasticizer ratio) as well as
due to the differences in the thickness and material properties of the solid contact (e.g.,
hydration rate and water uptake). As examples, in Figures 4.2 and 4.3 the influence of the
ion-selective membrane, and the PEDOT(PSS) layer (“water layer”) thickness on the
potential vs. time transients are shown, respectively.
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Figure 4.2 The influence of the ion-selective membrane thickness on the potential vs.
time transients in the water layer test. On one of the electrodes an 80 m thick PVC
membrane was deposited by drop-casting while on the other a 2 m thick membrane
by spin coating over 1 m thick PEDOT(PSS) layer. For better comparison, the
potential values of the individual electrodes in 0.1 M KCl (top) and in 0.1 M NaCl
(bottom) were matched to have the same potential values at the time of the changes in
the solution concentrations.
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As can be seen in Figure 4.2 the rate of the potential drift after the initial potential
step response, which is due to the concentration change, is larger for the SC electrode that
has been prepared with the thinner, 2 m thin, membrane. According to Figure 4.3, the
drift is significantly larger with the SC electrode which has been prepared with the 0.1
m PEDOT(PSS) layer compared to the one which has been prepared with the with the 1
m thick PEDOT(PSS) layer.
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Figure 4.3 The influence of the PEDOT(PSS) film thickness on the potential vs. time
transients in the water layer test. A 2 m thick PVC membrane was deposited over a
0.1 m and a 1 m thick PEDOT(PSS) layer by spin coating. For better comparison,
the potential values of the individual electrodes in 0.1 M KCl (left) and in 0.1 M NaCl
(right) were matched to have the same potential values at the time of the changes in the
solution concentrations.
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It should also be noted that the drifts with the SC electrode that was prepared with
the 2 m thin ion-selective membrane and the commonly used 1 m thick PEDOT(PSS)
layer was only 3.6 mV/h or 60 V/min after the KCl to NaCl concentration change and 1.3 mV/h or 22 V/min after the NaCl to KCl concentration change. With the 1 m thick
PEDOT(PSS) film and 80 m thick membrane, the drifts were even smaller: 1.8 mV/h or
30 V/min after the KCl to NaCl concentration change and -0.6 mV/h or 10 V/min after
the NaCl to KCl concentration change. These drifts are so small that without recording
the transients for extended periods of time, like in Figure 4.2 and 4.3, they might not be
recognized as evidence for a water layer but rather as related to drifts in the reference
electrode potentials or related to temperature changes.
Identifying the source of the drifts might be even more difficult in experiments in
which the SC electrodes are prepared with (i) thick solid contact with large ion
concentration or buffer capacity, (ii) thick sensing membranes, and (iii) ion-selective
membranes in which the diffusion coefficients are very small because they were cast with
more than 33% PVC content. Consequently, in our view, providing adequate time for the
equilibration in the water layer test is essential for unambiguous results or preventing the
incorrect interpretation of the transients. To confirm that the transient responses of the
PEDOT-C14(TPFPhB)-based electrode indeed represent a true SC behavior, the
experiment shown in Figure 4.1 was repeated with a PEDOT-C14(TPFPhB)-based
electrode in which the SC was coated with a 2 m thin K+ selective membrane. The
transients with the two electrodes were identical (Figure S4.1).
For modeling the potential responses of an ion-selective electrode in the water
layer test, Morf et al.[28, 62] consider a membrane which is in contact with aqueous
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solutions on both of its sides, with the assumption that the volume on the inner filling
solution side is extremely small (thin water layer). For calculating the transient
concentration change in this water layer, the authors use an expression from the book by
J. Crank [73] in which the concentration change is described with the help of the time
function, 𝑓(𝑡) with 𝜇 = 1,2, … ∞.
𝑓(𝑡) = 1 −

4
2
∑(−1)𝜇 (2𝜇 + 1)−1 𝑒 [−(2𝜇+1) 𝑡⁄𝜏1]
𝜋

(4.1)

𝜇

where
𝜏1 = 4𝑑2 ⁄𝜋 2 𝐷

(4.2)

𝑑 is the membrane thickness and 𝐷 is the diffusion coefficient in the membrane.
Using Equations 4.1 and 4.2, the authors derived an expression for the potentialtime traces expected in a “water-layer test”:
′𝑜
∑𝑚 𝑎 𝑚
𝑅𝑇
𝑙𝑛 [
]
′′
∑𝑚 𝑎 𝑚
𝑧𝐹

(4.3)

′𝑜
∑𝑚 𝑎 𝑚
𝑅𝑇
𝐸(𝑡 > 0) = 𝐸𝑅 +
𝑙𝑛 [
]
′′
∑𝑚 𝑎 𝑚
𝑧𝐹

(4.4)

𝐸(𝑡 < 0) = 𝐸𝑅 +

+

′
′
∑𝑚 𝐾𝑚 𝑎𝑚
∑𝑚 𝑎 𝑚
𝑅𝑇
[1
𝑙𝑛 {
−
𝑓(𝑡)]
+
′𝑜
′𝑜 𝑓(𝑡)}
∑𝑚 𝐾𝑚 𝑎𝑚
∑𝑚 𝑎 𝑚
𝑧𝐹

where 𝐸(𝑡 < 0) is the potential of a SC-ISE equilibrated in a primary ion
solution, 𝐸(𝑡 > 0) is the transient potential recorded in the water layer test, 𝐸𝑅 is a
reference potential (the sum of all constant potential contributions in the potentiometric
′𝑜
cell), R, T, z, and F have their usual meanings, 𝑎𝑚
is the activity of the conditioning
′
solution (𝑡 < 0), 𝑎𝑚
is the activity of the solution on the sample side of the membrane
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′′
(𝑥 = 0) that replaces the conditioning solution for t > 0, 𝑎𝑚
is the ion activity on the

other side of the membrane (𝑥 = 𝑑), 𝐾𝑚 is the overall partition coefficient of the ions.
For a relatively short period of time, following the change of the solution on the
sample side of the membrane, the tested electrode shows the expected potential change
dominated by the selectivity coefficient (Eq. 4.5), but with passing time, as 𝑓(𝑡)
approaches zero, as the membrane progressively loses its selectivity (Eq. 4.6).
𝐸(𝑡 ≈ 0) − 𝐸(𝑡 < 0)

≈

(4.5)

𝑅𝑇
𝑅𝑇
𝑙𝑛 [𝑎𝑖′ + ∑ 𝐾𝑖𝑗 𝑎𝑗′ ] −
𝑙𝑛 [𝑎𝑖′𝑜 + ∑ 𝐾𝑖𝑗 𝑎𝑗′𝑜 ]
𝑧𝐹
𝑧𝐹
𝑗

𝑗

𝑅𝑇
𝑅𝑇
𝐸(𝑡 ≫ 0) − 𝐸(𝑡 < 0) ≈
𝑙𝑛 [𝑎𝑖′ + ∑ 𝑎𝑗′ ] −
𝑙𝑛 [𝑎𝑖′𝑜 + ∑ 𝑎𝑗′𝑜 ]
𝑧𝐹
𝑧𝐹
𝑗

(4.6)

𝑗

where 𝐾𝑖𝑗 is the selectivity coefficient of the membrane towards the interfering
ion J, when the primary ion is I.
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Figure 4.4 Simulated potential vs. time transients using Morf-Fibbioli model [28, 62]
for describing the expected responses of a solid contact electrode in which an
infinitesimally thin water layer formed between the ion-selective membrane and its SC.
1a) Influence of the diffusion coefficient on the transients. ( 𝐾𝑖𝑗 = 10−3 , 𝑑 =
180 𝜇𝑚); 1b) Influence of the selectivity coefficient on the transients ( 𝐷 =
2 × 10−7

𝑐𝑚2
𝑠

, 𝑑 = 180 𝜇𝑚); 1c): Influence of the ion-selective membrane thickness

on the transients ( 𝐷 = 2 × 10−7

𝑐𝑚2
𝑠

, 𝐾𝑖𝑗 = 10−3 ).
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Figure 4.4 shows some of the results of our simulations using Morf’s model (Eq.
4.4) [28, 62]. In these simulations, we used diffusion coefficients that can be expected for
the ion-ionophore complex in conventional plasticized PVC membranes with 1:2 PVC to
plasticizer mass ratio [17] (Fig. 4.4a). To assess the influence of the selectivity
coefficients on the expected transients we selected 𝐾𝑖𝑗 = 10−3 and 𝐾𝑖𝑗 = 10−0.5 as
examples for good and poor selectivity, respectively (Fig. 4.4b). Finally, to simulate the
influence of the membrane thicknesses we simulated expected transients with the
assumptions of very thin (10 µm), commonly used (80 µm) and membranes which are
used in Philips electrodes (180 µm) (Fig. 4.4c). As shown in Figure 4.4, the shape of the
transients and the influence of the studied parameters coincide with the expectations. The
influence of the selectivity coefficient on the transients has been already shown in the
original paper by Morf [62]. However, there is a significant difference in the rates of the
experimentally recorded (Fig. 4.1 to 4.3) and simulated (Fig. 4.4) potential vs. time
traces. Morf’s model suggests much faster equilibration than experienced in “water-layer
tests” performed in analogous conditions.
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Figure 4.5 Comparison of the simulated and experimentally recorded transients of
solid contact electrodes. a) Transients corresponding to the 10−1 𝑀 𝐾𝐶𝑙 to
10−1 𝑀 𝑁𝑎𝐶𝑙 concentration change. b) Transients corresponding to the 10−1 𝑀 𝑁𝑎𝐶𝑙
to 10−1 𝑀 𝐾𝐶𝑙 concentration change. The simulated transients were generated by
Equation 4.4, while the experimental curve was recorded with a coated wire-type
electrode. The parameters used for the simulations and the experiment were identical.
Ion-selective membrane thickness was 𝑑𝑚𝑒𝑚 : 80𝜇𝑚 and the diffusion coefficient in
the membrane was 𝐷𝑚𝑒𝑚 : 2 × 10−8 𝑐𝑚2 ⁄𝑠. For better comparison, the equilibrium
potential values for the simulated transients and the one recorded with the coated wire
electrode in 10−1 𝑀 𝐾𝐶𝑙 and 10−1 𝑀 𝑁𝑎𝐶𝑙 were matched and the simulated potential
changes were normalized corresponding to the concentration changes from
10−1 𝑀 𝐾𝐶𝑙 to 10−1 𝑀 𝑁𝑎𝐶𝑙 and back to 10−1 𝑀 𝐾𝐶𝑙 .
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In Figure 4.5, we compared the transients of a water later test recorded with a
coated wire electrode with transients predicted by Morf’s theory. As it can be seen in
Figure 4.5, the theoretical model suggests significantly faster equilibration than
experienced with the coated wire electrode, which had the fastest rate of equilibration
among the electrodes that showed the characteristics transients indicating a water layer
(Fig. 4.1 to 4.3). To reconcile the apparent differences between theory and experiment,
we extended the two-layer (membrane/ aqueous solution) finite difference model (FD
model) to a three-layer model (water layer/membrane/aqueous solution).
The finite difference (FD) model has historically been used to describe transport
in ion-selective electrodes in which two separate phases—a solution and membrane
phases—with an interface that is determined by thermodynamic and a pseudo-continuity
equations (Eqs. 4.7-9) [67]. The equations which have been used to describe the
interface have been criticized [74], and possible modifications were recommended [7577]. Here we describe the responses of a SC-ISE with the presence of a water layer
between the ion-selective membrane and the solid-contact to the concentration changes
used in the water layer test. Scheme 4.1 shows the three-phase system which was split
into N, M, and K number of discrete elements.
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Scheme 4.1 Finite-difference discretization of a three-phase system consisting of a
water layer, membrane, and solution phases that are sub-divided into K, M, and N
number of elements respectively.
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Transport in the bulk of each of the three phases was described by Fick’s second
law of diffusion. The concentrations of each element in the membrane, solution and water
layer phases, excluding the elements at the membrane solution interfaces, were calculated
by Equation 4.7.
𝐶𝑖 (𝑥, 𝑡 + Δt) = 𝐶𝑖 (𝑥, 𝑡)
−

(4.7)

𝐷𝑖 Δ𝑡
(𝐶𝑖 (𝑥 − Δx, t) − 2C𝑖 (𝑥, 𝑡) + 𝐶𝑖 (𝑥 + Δx, t))
2
Δ𝑥𝑚

where 𝐷𝑖 and 𝐶𝑖 are the diffusion coefficient and concentration of species 𝑖 at
position 𝑥 and time 𝑡. The concentrations in the boundary elements of the membrane
phase were calculated by Equation 4.8 and 4.9 which have been derived using
conservation of mass and charge and the partition coefficients.

𝐶𝑖,0 (𝑡) =

′
𝐶𝑖,𝑁
(𝑡) 𝐶𝑅𝑡𝑜𝑡
′
𝐶𝑖,𝑁
(𝑡) +

(4.8)

𝑝𝑜𝑡
′
𝐶𝑗,𝑁
(𝑡)𝐾𝑖,𝑗

𝑡𝑜𝑡
𝐶𝑖,0 (𝑡) = 𝐶𝑅,𝑚
− 𝐶𝑗,0 (𝑡)

(4.9)

′
′
Where 𝐶𝑖,0, 𝐶𝑗,0, 𝐶𝑖,𝑁
and 𝐶𝑗,𝑁
are the concentrations of the primary and interfering

ions in the membrane and solution phases, respectively, 𝐶𝑅𝑡𝑜𝑡 is the concentration of the
𝑝𝑜𝑡
ion-exchange sites and 𝐾𝑖,𝑗
is the selectivity coefficient.

The boundary at element K was held under zero flux conditions and the 0 element
in the solution phase was changed for the specific experimental simulation. The internal
boundary element in the solution phases (element N in Scheme 1) which is adjacent to
the membrane phase (element 0) was described by equation 10.
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′
′
(𝑡 + ∆𝑡) = 𝐶𝑖,0
(𝑡) +
𝐶𝑖,0

−

𝐷𝑖,𝑠 ∆𝑡 ′
′
(𝐶𝑖,𝑁−1 − 𝐶𝑖,𝑁
)
∆𝑥𝑠2

(4.10)

𝐷𝑖,𝑚 ∆𝑡
(𝐶𝑖,𝑁−1 − 𝐶𝑖,𝑁 )
2
∆𝑥𝑚

Where 𝐷𝑖,𝑠 and 𝐷𝑖,𝑚 are the diffusion coefficient of the primary ion in the solution
2
and membrane phases, respectively, and ∆𝑥𝑠2 and ∆𝑥𝑚
are the spacial steps in the solution

and membrane phases.
In Figure 4.6, we show the result of a simulation of transients expected in a water
layer test by the FD model. For the simulations 1 µm water layer and 80 µm ion-selective
membrane thicknesses were assumed, respectively. The transients simulated by the FD
model are compared to transients generated by Morf’s model (Eq. 4.4) [62] and the
transients recorded with a coated wire electrode. Apparently, although the equilibration
times calculated with the FD model are significantly longer than those calculated with
Morf’s model, i.e., the transients simulated with the FD model approach the experimental
data somewhat better, the lack of agreement between the simulated and measured
transients may appear discouraging. However, significant advantage of the FD model is
that it allows the investigation of the influence of various parameters on the expected
transients, or in other words, checking the validity of assumptions used by the
simulations in Figure 4.6, including the water layer thickness and composition and
mobile ion-exchange site concentration.
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Figure 4.6 Comparison of the simulated and experimentally recorded transients of
solid contact electrodes. The experimental protocol is the same as in Figure 4.5. The
simulated transients labeled as Morf’s Model (blue) were generated by Equation 4.4,
and the curve labeled FD Model (orange) were generated by the finite-difference
model. The experimental curve (gray) was recorded with a PEDOT(PSS) electrode.
The parameters used for the simulations and the experiment were identical. Activity
step from 10−1 𝑀 𝐾𝐶𝑙 to 10−1 𝑀 𝑁𝑎𝐶𝑙 and back to 10−1 𝑀 𝐾𝐶𝑙 while the ionselective membrane thickness and the diffusion coefficient in the membrane were
𝑑𝑚𝑒𝑚 : 80𝜇𝑚 and 𝐷𝑚𝑒𝑚 : 2 × 10−8 𝑐𝑚2 ⁄𝑠, respectively. The finite-difference model
used the additional parameters, 𝐶𝑅𝑡𝑜𝑡 = 0.01 𝑀, 𝐷𝑖,𝑠 , 𝐷𝑗,𝑠 , 𝐷𝑖,𝑤𝑙 , 𝐷𝑗,𝑤𝑙 =
6 × 10−6 𝑐𝑚2 /𝑠 and water layer thickness of 1𝜇𝑚. For better comparison, the
equilibrium potential values of the PEDOT(PSS) electrode were shifted to simulated
equilibrium potential values and were normalized to the simulated potential changes
corresponding to the concentration changes from 10−1 𝑀 𝐾𝐶𝑙 to 10−1 𝑀 𝑁𝑎𝐶𝑙 and
back to 10−1 𝑀 𝐾𝐶𝑙 .
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To show the influence of the water layer thickness on the rate of equilibration in
the water layer test, potential vs. time transients were generated by the FD model with the
assumption that a 64 m thick water layer exists between the SC and a 64 m thick
membrane. These conditions are identical to one of the examples discussed in Morf’s
paper [62]. As we show in Figure S4.2 now there is a salient agreement between the
simulated transient and the one recorded with a coated wire electrode.
Similar to the thickness the composition of the water layer has also a significant
influence on the on the rate of equilibration in the water layer test. The ionic
concentrations in the water layer can be widely different depending on the kind and
preparation of the solid contacts. The transients shown in Figure 4.7 were simulated with
the assumption of a 1 𝜇𝑚 thin water layer with 0.1 M or 5.0 M KCl concentrations. As it
is seen in the figure, if the ion concentrations are high in the water layer the rate of
equilibration can be very long even with a relatively thin water layer (1 m was used for
the simulated curves in Fig. 4.7). The significantly longer equilibration experienced with
the PEDOT(PSS)-based SC electrodes (see Fig. 4.1) compared to the coated wire
electrode may be explained with the high Na+ ion concentrations in PEDOT(PSS).
The rate of equilibration in the water layer test is also impacted by the ionic site
concentration in the membrane Figure S4.3. However, the influence of the ionic site
concentration is significantly smaller than that of the thickness of the water layer or the
ionic concentrations in the water layer in part because the range in which the ionic site
concentration can change in a practical ISE is limited.
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Figure 4.7 Simulated transients using the finite difference model for 1 m thin water
layer containing 0.1 M (blue curve) and 5.0 M KCl. The other parameters used for the
simulations were identical to the conditions to Figure 4.6. Activity step from
10−1 𝑀 𝐾𝐶𝑙 to 10−1 𝑀 𝑁𝑎𝐶𝑙 and back to 10−1 𝑀 𝐾𝐶𝑙 while the ion-selective
membrane thickness and the diffusion coefficient in the membrane were 𝑑𝑚𝑒𝑚 : 80𝜇𝑚
and 𝐷𝑚𝑒𝑚 : 2 × 10−8 𝑐𝑚2 ⁄𝑠, respectively. The finite-difference model used the
additional parameters, 𝐶𝑅𝑡𝑜𝑡 = 0.01 𝑀, 𝐷𝑖,𝑠 , 𝐷𝑗,𝑠 , 𝐷𝑖,𝑤𝑙 , 𝐷𝑗,𝑤𝑙 = 6 × 10−6 𝑐𝑚2 /𝑠.
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Conclusions
Since its inception, the water layer test is considered an important validation step
in the characterization of SC-ISEs. However, the experimental conditions and protocols
must be selected properly for unambiguous interpretation. Since the original model
simulations suggested relatively short equilibration times, mainly related to inadequate
model assumptions, the experimental parameters and protocols for the water layer tests
were not selected properly, and consequently lead to misinterpretation of the results. The
transients recorded in the water layer tests, with SC electrodes utilizing thick sensing
membranes in which the diffusion coefficients were small, showed minimal drifts for
extended periods of time. This apparently negligible drift, compared to the predictions of
the original models, were often misinterpreted as evidence for the lack of an established
water layer.
In this paper, using an extended, three phases (sample solution/membrane/water
layer) finite difference model and water layer tests performed with coated wire and
PEOT(PSS)-based SC electrodes we show the influence of the membrane thickness, the
diffusion coefficients in the membrane, the water layer thickness, the water layer
composition and the ionic site concentrations in the membrane on the equilibration times
and the shape of the transients recorded in the water layer test. We also show, that the
rate of equilibration in these tests can be very slow, resulting in very small drifts for
extended periods of time. In the early models, it was assumed that an infinitesimally thin
the water layer is responsible for the characteristic drifts recorded in the water layer tests
and the composition of the solution layer below the membrane was not considered. The
simulations performed in this paper using the FD model however, showed that both the
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thickness and the composition of the water layer has significant influence on the
transients. Indeed, to be able to fit the experimentally recorded transients relatively large
water thicknesses and/or ion concentration had to be assumed in the FD simulations.
Large concentrations of NaPSS in the hydrogel like PEDOT(PSS) film in the
PEDOT(PSS)-based SC electrodes may explain the behavior of this sensor in the water
layer tests.
The interpretation of the water layer test is most straightforward when both the
sensing membrane and the “water layer” below the sensing membrane is very thin.
However, no direct information is available about the thickness of the water layer. Only
an “effective” or “apparent” thickness can be determined by fitting a simulated transient
to an experimentally recorded one using all the known parameters of the experiment
(sensing membrane thickness, diffusion coefficient in the membrane, ionic site
concentration in the membrane). It is termed only as “effective” or “apparent” thickness
because its value depends also on the ionic composition of the water layer.
Based on the presented results we recommend selecting the experimental
conditions for the water layer test by considering the properties of the tested electrode,
e.g., the sensing membrane thickness, the diffusion coefficient in the sensing membrane.
But in general: 1) The thickness of the ion-selective membrane should be as thin as
possible. 2) The conditioning time for the tested electrode in primary ion solution should
be long enough to formation of a water layer and complete equilibration with the
conditioning solution. We recommend at least 72 hours. 3) The ion to electron transducer
film below the sensing membrane should be as thin as possible, especially if it is
hydrophilic, or shows hydrogel properties. 4) Recording the electrode potentials
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following the concentration changes in the solution should be long enough for ions to be
transported through the membrane and equilibrated with the aqueous film below the
membrane if any. We recommended 24 to 48 hours.
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CHAPTER 5
A KINETIC DESCRIPTION OF THE MEMBRANE-SOLUTION
INTERFACE FOR ION SELECTIVE ELECTRODES
Introduction
Ion-selective electrodes (ISEs) are ubiquitous in the fields of medicine,
environmental science and often used in industrial applications [78-81]. In traditional
ISEs, the ion-selective membrane separates two solutions, an inner filling solution and
the sample, and the membrane potential is measured between two reference electrodes:
one in the inner filling solution and the other in the sample solution. In recent years,
there have been significant efforts to replace the inner filling solution and inner reference
electrode with a solid ion-to-electron transducer: solid-contact ion-selective electrode
(SC-ISE) [11-12, 82-85]. The solid contact can be a noble metal (e.g., Pt or Au), glassy
carbon, a conducting polymer (CP), etc. The use of CPs as SCs in ISEs have several
advantages (e.g., the possibility of site-specific electrochemical deposition of the CP and
ease of miniaturization). However, certain CP-based SC-ISEs have also disadvantages,
e.g., poor reproducibility of the standard potentials, and limited long-term stability. The
latter is commonly related to the inadequate adhesion between the layers of the SC-ISE
[86].
The “water layer test” (WLT) was introduced to determine if either the adhesion
between the ion-selective membrane (ISM) and its SC was intact or the layers were
separated due to the build-up of a thin film of water, a water layer, between them [87].
The formation of a water layer (WL) between the ISM and its SC contributes to the
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commonly experienced instability in the potentiometric measurements with SC ISEs. The
WLT test relies on the measurement of potential transients related to concentration
changes in the WL as a consequence of ion-fluxes across the ISM into the WL or from
the WL into the sample. The concentration changes in the WL are coupled with changes
in the boundary potentials between the WL and the ISM as well as the WL and the SC,
which become apparent through a characteristic potential drift. The appearance of this
potential drift in the WLT is considered proof for the presence of a WL.
Work done by Morf et al. and Fibbioli et al. laid down the theoretical and
experimental foundation for the WLT [27, 87]. Recently, we showed that the time
required to see a drift, as a consequence of ion diffusion through the ISM, is significantly
longer than previous models have predicted [88]. So, the time necessary for a properly
executed WLT can be quite long. To reduce experimentation time, an alternative
measurement protocol was proposed. It was shown that the WLT can be executed in
minutes instead of hours by assessing the CO2 interference with SC pH sensors [12].
To resolve the discrepancy between the predicted and experimentally recorded
transients in the WLT, the mathematical models which have been most extensively used
to describe the responses of ISEs [27, 75-76, 86, 88-92] were considered. These models
are the Phase Boundary Potential model (PBP) [93], the Nernst-Plank-Poisson model
(NPP) [51, 92], and the Finite-Difference Diffusion layer model (FDM) [76, 94]. Among
these models, the PBP model allows only the qualitative interpretation of the most
common features of the transients but cannot be used to simulate the transient responses
in the WLT. While the NPP model can be considered most comprehensive model, the
methods used to solve the system are quite sophisticated and often out of reach for many
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researchers. Conversely, the diffusion layer finite-difference model introduced by Morf
(FDM) [76, 94] is computationally less demanding than the NPP model and has shown to
have predictive power for ion-selective electrode behavior.
By extending the finite-difference diffusion layer model from a two-layer to a
three-layer system [88], corresponding to the layer structure of SC ISEs (solution-ISMWL), recently we have suggested possibilities to resolve the discrepancies between
experimental results in the WLT and the predictions of the original FDM model
developed by Morf et. al. [27]. In this three-layer FDM we utilized the same boundary
equations, which are used in the original FDM models [27]. While the results of our
three-layer FDM simulations approached the experimentally recorded transients in the
WLT better than the simulations made with Morf’s two-layer model, the differences
between measured and simulated potential transients were still significant. It has been
assumed that these differences are rooted in a common source that is related to the
calculations of the concentrations at the membrane solution interface with the FDM.
Yuan et al. pointed out that the FDM is unable to account for concentration changes on
the membrane side of the phase boundary [76] and proposed the use of equal flux
conditions. Egorov et al. also indicated that the FDM model has significant shortcomings
when the flux of ions into the bulk of the membrane is not negligible [75-76, 94]. To
overcome these issues, we extended the FDM model with a kinetic description of the ionexchange reactions at the ISM-solution interface to assess the boundary concentrations
between the ISM and the adjacent solution-phase more accurately. In the following
sections we refer to this extended model, which combines a phase boundary exchange
rate expression with the FDM model as “kinetic model”.
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In this contribution, we present the derivation of the new kinetic model and
provide a protocol for calculating the concentrations at the ISM-solution interface.
Additionally, we show the influence of the ion-exchange rate-constant on the ISE
responses in different experiments. The new, kinetic model was validated by simulating
experimental conditions which are commonly used in (i) calibration experiments, e.g.,
when the concentration of primary or interfering ion concentrations are changed in the
presence of constant interfering or primary ion background, respectively; (ii) experiments
where a membrane composition changes due to the uptake of primary [76] or interfering
ions [75]. The latter experiments are interesting because the ISE responses deviate from
the Nikolsky-Eisenman equation, e.g., produce a super-Nernstian response [76]. Finally,
the new kinetic model was used to simulate conditions used in the WLT to understand the
influence of the experimental parameters on the potential vs. time transients.

Theory
As stated above, several models have been developed to describe the potential
responses of ion-selective electrodes (ISEs). Morf et al. analyzed the responses of ionselective membranes (ISMs) when exposed to primary and interfering ions by an explicit
finite difference method considering diffusion in adjacent elements (FDM model) [27]. In
the FDM model, the ISM is described as a two-phase system, solution and ISM phase,
with a connecting interface. The model addresses the movement of two species, which
are held an equilibrium at the interface joining two phases, and Fick’s laws describe
diffusion in the two separate phases,
𝐽 = −𝐷

𝑑𝐶
𝑑𝑥

(5.1)
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𝑑𝐶
𝑑2𝐶
=𝐷 2
𝑑𝑡
𝑑𝑥

(5.2)

Where 𝐽, 𝐷 and 𝐶 are the diffusive flux, diffusion coefficient and concentration,
respectively. The interface between the two phases is described by a thermodynamic
expression derived from the conservation of mass and charge and the definition of the
partition coefficient,

𝐶𝑖,𝑚 =

𝐶𝑖,𝑠 𝐶𝑅𝑡𝑜𝑡
𝑝𝑜𝑡
𝐶𝑖,𝑠 + 𝐶𝑗,𝑠 𝐾𝑖,𝑗

(5.3)

Where 𝐶𝑖,𝑚 , 𝐶𝑖,𝑠 , are the concentration of the primary ion in the membrane side (m) and
the solution side (s) of the interface and Cj,s is the concentration of the interfering ion on
𝑝𝑜𝑡
the solution side of the interface. The parameters 𝐶𝑅𝑡𝑜𝑡 and 𝐾𝑖,𝑗
are the total anionic site

concentration in the membrane and the selectivity coefficient, respectively. The
membrane and solution system are divided into identical finite elements with individual
but uniform properties in both time and space, and the differential equations are expanded
to an explicit finite difference form and solved sequentially. Where Fick’s second law is
expressed as,
𝐶𝑖,𝑠 (𝑥, 𝑡 + Δt) = 𝐶𝑖,𝑠 (𝑥, 𝑡)
𝐷𝑖,𝑠 Δ𝑡
+
(𝐶𝑖,𝑠 (𝑥 − Δx, t) − 2Ci,s (𝑥, 𝑡) + 𝐶𝑖,𝑠 (𝑥 + Δx, t))
Δ𝑥 2

(5.4)

Where 𝐷𝑖,𝑠 is the diffusion coefficient of species i in phase s. One of the benefits of this
diffusion layer model is that it can be solved using readily available software (such as
Excel), and the solution of the explicit equation will be stable and convergent when the
parameters meet the following criteria [73],
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𝐷 Δ𝑡 1
≤
Δ𝑥 2
2

(5.5)

Where Δ𝑡 and Δ𝑥 are the temporal and spatial time steps.
Scheme 5.1 shows the finite difference discretization of the membrane solution
interface with the major assumptions related to the FDM. Concerns related to the general
utility of FDM stem from the following deficiencies: (i) The concentration of interfering
ions in the membrane is estimated as the difference of the calculated primary ion
concentration and the total anionic site concentration through the definition of
electroneutrality. Additionally, the concentration of the interfering ions in the bathing
solution is considered constant and neither diffusion nor exchange of interfering ions is
considered. (ii) The method by which the concentrations on the solution side of the
interface is calculated does not account for ionic fluxes across the membrane/solution
interface. The concentration in the solution element adjacent to the membrane (labeled as
solution phase element S in Scheme 5.1 upper left black box) is calculated from the
concentration at equilibrium and the flux between the adjacent solution elements and the
flux between the two membrane elements closest to the membrane/solution interface
(labeled as membrane phase elements 0 and 1 in Scheme 5.1 upper left black box). Since
the flux of ions between the solution and membrane is not considered, the use of the
continuity equation may not be justified. However, this model has been shown to work for
many applications [27, 90].

75

Scheme 5.1 Black box (upper left): Discretization of the membrane-solution interface.
Red arrows represent the flux between elements within the corresponding phases. Blue
arrows represent exchange of ions at the membrane solution phase boundary. The
letters M and S represent the total number of elements in the membrane and the
solution phase, respectively, which are divided and numbered starting from element
zero, i.e., the numbers represent the spatial position of the elements in the phases in
relation to the total number of elements for each phase. Red box (upper right):
Equations used to calculate the concentrations with the diffusion layer model in the
membrane and solution elements adjacent to the phase boundary. Blue box (bottom):
Equations used to calculate the concentrations in membrane and solution elements
adjacent to the phase boundary for each species by considering ion-exchange at the
phase boundary.
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Previously, we reported on the extension of the FDM model from a two-layer to a
three layers system, which was required for the simulation of the three-layered system of
SC-ISEs, i.e., water layer—membrane—sample solution system, in the WLT.
Considering the deficiency of the FDM model in simulating certain experimental
conditions, discussed earlier, and assumed to be a consequence of the inconsistent
application of the continuity equation at the interfaces, we investigated the possibility of
describing the concentrations at the ISM-solution interface with considering ionexchange kinetic. In this contribution, our goal is to understand the consequences of the
incorporation of expressions for the rates of ion-exchange kinetics in the finite-difference
model on the simulated transients in the WLT. However, in our view, considering the
rate of ion exchange reactions at the ISE phase boundaries could have additional
important areas of applications in interpreting ISE responses.
The exchange reaction which maintains electroneutrality at the interfaces of the
membrane and solution can be described by the following reaction scheme,
+
+
𝑖𝑠+ + 𝑗𝑚
⇌ 𝑖𝑚
+ 𝑗𝑠+

(5.6)

Where 𝑖 and 𝑗 represent the primary and interfering ion, respectively, and the subscripts s
and m represent the solution and membrane phases. It is assumed the exchange reaction
follows first-order kinetics for each species. Equation 5.7 shows an example of the
kinetic expression for the primary ion concentration in the membrane phase.
(

𝑑𝐶𝑖,𝑚 (0, 𝑡)
⃗ 𝐶𝑖,𝑠 (𝑆, 𝑡)𝐶𝑗,𝑚 (0, 𝑡) − 𝑘⃖⃗ 𝐶𝑖,𝑚 (0, 𝑡)𝐶𝑗,𝑠 (𝑆, 𝑡)
)
=𝑘
𝑑𝑡
𝑅𝑋𝑁
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(5.7)

⃗ and 𝑘⃖⃗ are the forward and reverse rate constants, respectively, and the
Where 𝑘
expressions for the other species are stated in the same way. The relationship between the
𝑝𝑜𝑡
rate constants and the selectivity coefficient ( 𝐾𝑖,𝑗
), is defined by Equation 5.8.

𝑝𝑜𝑡
𝐾𝑖,𝑗
=

𝑑𝐶𝑖,𝑚 (0,𝑡)

At equilibrium the (

𝑑𝑡

)

𝑅𝑋𝑁

𝑘⃖⃗
⃗
𝑘

(5.8)

term in Equation 5.7 is zero and under these

conditions, Equations 5.7 and 5.8 can be used to derive Equation 5.3, the thermodynamic
expression for the primary ion concentration in the membrane (𝐶𝑖,𝑚 ), which is used in the
FDM model. The derivation is provided in the Supplementary Information.
The diffusion of each species in the bulk of the phases is described by Fick’s
second law of diffusion (Eq. 2). At the interfaces, the exchange reaction (7) is introduced
and combined with the continuity equation to give Equation 5.10.
𝜕𝐶𝑖,𝑚 (0, 𝑡
𝜕 2 𝐶𝑖,𝑚 (0, 𝑡)
𝑑𝐶𝑖,𝑚 (0, 𝑡)
(
)
= 𝐷𝑖,𝑚
+
𝜕𝑡
𝜕𝑥 2
𝑑𝑡
𝑅𝑋𝑁

(5.10)

This expression was applied for each species at both sides of the WL/membrane and
membrane/sample solution interfaces. Solving the series of equations can be done using
implicit or explicit methods with a range of possible solution protocols. Here we used an
explicit form of the expressions and solved them sequentially in MATLAB. For most
simulations, they can be performed on a personal computer with reasonable computation
times; however, when long computation times were required for the WLT simulations
due to the small-time interval limitation of Equation 5.5, a high-performance cluster was
used and generally gave results in less than 24 hours.

78

Results and Discussion
In the existing models for ISEs the diffusion of ions in either the membrane or
solution phases is described by kinetic parameters using Fick’s laws (Eq 1 and 2). In
contrast, the concentrations on the two sides of the phase boundary and the phase
boundary potential of ISEs is described by thermodynamic parameters (Eq 3).
Consequently, the thermodynamic description is problematic when both ion exchange
and diffusion influence the concentrations in adjacent phase elements. On the other hand,
if ion-exchange is formulated as a dynamic process, diffusion and ion-exchange together
can be utilized in the continuity equation. In this contribution we assumed that the ion
exchange reactions can be described by first-order kinetics because with this assumption
the calculations remained relatively simple and expanding the model to the much more
complex Nernst-Plank-Poisson model was not necessary.
Before using the new kinetic model (i.e., FDM model extended with a reaction
rate term in Equation 5.10) to simulate various scenarios in the WLT, we studied the
influence of the newly implemented rate-constant on the expected transients in the
simplest potentiometric experiments: (i) monitoring the potential transients following a
step-change in the interfering ion concentration, in the presence of constant primary ion
concentration; (ii) recording the calibration curves for electrodes following step changes
in the primary ion concentration at constant level of interfering ion concentrations. The
expectation for the new kinetic model is that the predicted potential values at equilibrium
coincide with values calculated with thermodynamic parameters.
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Kinetic Model Validation: Response to a Step Change in Interfering Ion
Concentration
When the concentrations of interfering ions abruptly change in a solution with
constant primary ion concentration the Nikolsky-Eisenman equation can be used to
calculate the expected potential change at equilibrium. For example, the potential of a
cation selective electrode, in contact with a 10-4 M primary ion solution and a selectivity
pot

coefficient K i,j = 10-3, is expected to change 15.36 mV at equilibrium if the
concentration of a monovalent interfering ion in the same solution is changed from 10-2 to
10-1 M. Figure 5.1 shows the simulated potential responses of an ISE to this concentration
change assuming different forward rate constants. As shown in the figure, the rate
constant has a significant impact on the transients but at higher rate constants, between 25
and 100 M-1s-1, the traces approach the expected equilibrium potential value within a
minute. Similar potential overshoots, as shown in Figure 5.1, were reported for both glass
[95-97] and precipitate based electrodes [98]. These transients were explained as the
consequence of a transient increase in primary ion concentration on the solution side of
the interface, in response to a step change in the interfering ion concentration [98]. The
primary in concentration increase in the boundary layer is related to the rapid uptake of
interfering and expulsion of primary ions by the membrane. The shape and time course of
the transients are very similar to those recorded with glass and precipitate-based
electrodes, although a direct comparison is difficult due to the concentration and flow rate
dependence of the transients. The flow rate dependence of the transients is apparent in the
thickness of the aqueous solution layer in the model. Above
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100 M-1 s-1 rate constant value, the simulated potential transients hardly change.
Therefore, a value of 100 M-1 s-1 was used for most the simulations in this report.
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Figure 5.1 Influence of the forward rate constant on the potential vs. time traces
predicted by the kinetic model for a cation selective electrode in contact with a 10-4
mol/dm3 primary ion solution following a step change (10-2 to 10-1 mol/dm3) in the
interfering ion concentration. The arrow shows the direction of change with increasing
rate-constant values: 0.1, 1, 10, 25, 50, 75, and 100 M-1s-1. The two horizontal dashed
lines represent the equilibrium potentials before and after the activity step. The potential
difference between the two dashed lines is 15.36 mV. It has been determined using the
Nikolsky-Eisenman equation. Model parameters: solution/membrane/water layer
thicknesses were 10, 188 and 2.5 m; 𝐷𝑚 = 10−8
10

𝑚𝑚𝑜𝑙
𝑑𝑚3

𝑝𝑜𝑡

, 𝐾𝑖,𝑗 = 10−3 )
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, 𝐷𝑠 = 10−5

𝑐𝑚2
𝑠

, 𝐶𝑅𝑡𝑜𝑡 =

Kinetic Model Validation: Response to Changes in the Primary Ion Concentration
during Calibration in the Presence of Interfering Ions
Figure 5.2 shows the simulated transient potential responses using the kinetic
model with an assumed 100 M-1 s-1 rate constant when the concentration of the primary
ions was changed between 10-1 to 10-7 mol/L at different levels of interfering ion
concentrations. The simulated transients are in perfect agreement with the expectations,
i.e., the dynamic range of the simulated potential-time traces increases with decreasing
levels in interfering ion concentration. The calibration curves constructed from
equilibrium potentials of the transient response curves are in perfect agreement with the
expectations based on the Nikolsky-Eisenman equation.
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Figure 5.2 a.) Simulated potential vs. time traces of a cation ISE during calibration from
10-1 to 10-6 and back to 10-1 mol/dm3 in the presence of different levels of interfering
concentrations. The primary ion concentrations were changed very 80 s. b.) Calibration
curves constructed from the equilibrium potential values (the potential values before each
activity step) recorded in the presence of the different levels of interfering ion
concentrations. The transients were simulated by the kinetic boundary model using the
following model parameters: solution/membrane/water layer thicknesses: 10, 180 and 80
𝑐𝑚2
𝑐𝑚2
𝑚𝑚𝑜𝑙
⃗ = 100 𝑀−1 𝑠 −1 , 𝐾 𝑝𝑜𝑡 =
m; 𝐷𝑚 = 10−8
, 𝐷𝑠 = 10−5
, 𝐶𝑅𝑡𝑜𝑡 = 10
,𝑘
−3

𝑠

𝑑𝑚3

𝑠

10 )
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𝑖,𝑗

Kinetic Model Validation: Super-Nenstian Response of a Membrane which
Initially was Void of Primary Ions
To test the general applicability of the kinetic model, conditions resulting in nonideal ISE responses were also simulated and the simulated transients were compared to
the transients generated by previously proposed models which were developed to address
the discrepancies in FDM as discussed earlier. Bakker et al. [76] noted that the FDM
cannot accurately predict the potential response of an ISE to primary ions when the ISM
prior the calibration was saturated with interfering ions. Figure 5.3a shows the predicted
potential response for an electrode which has been conditioned in a solution containing
only interfering ions upon exposure to increasing concentrations of primary ions. The
transient in Figure 5.3a was simulated using the kinetic model, introduced in this
contribution, using the same parameters as Bakker et. al. in their simulations. The
simulated transient agrees with the experimental curve in Fig. 2a in reference [15], where
the super-Nernstian potential response between 10-4 and 10-3 M primary ion
concentration (-log10 4 to 3) is driven by the rapid uptake of primary ions into the ISM,
which can be seen in Figure 5.3b.

85

Figure 5.3 (a) Simulated potential vs. time transient of an ISE initially void of primary
ions exposed to a solution with varying primary ion concentrations. (b) The interfacial
primary ion concentrations on the membrane (red) and solution (blue) side of the
membrane-solution interface. The vertical dotted lines in both Figures 5.3a and 5.3b
represent step changes in the concentrations. The numbers between the dotted vertical
lines are the negative logarithms of the primary ion concentrations. The transients were
simulated using the kinetic model, introduced in this contribution, using the same
parameters as in reference [76] for better comparison. The thickness of the boundary
solution layer and the membrane were 120 and 200 𝜇𝑚, 𝐷𝑚 = 10−8 𝑐𝑚2 /𝑠, 𝐷𝑠 =
⃗ = 100 𝑀−1 𝑠 −1 , 𝐾 𝑝𝑜𝑡 = 10−5
10−5 cm2 /𝑠, 𝐶𝑅𝑡𝑜𝑡 = 10 mmol/dm3 , 𝑘
𝑖,𝑗
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Kinetic Model Validation: Deviations from the Nikolsky-Eisenman equation in the
presence of highly interfering ions
As was discussed above and was addressed by Bakker et al., the FDM may fail
under conditions where membrane composition is not constant [76]. Egorov et al. later
pointed out that a deficiency of the FDM is related to the omittance of the time-dependent
changes in the interfering ion concentration and proposed further modification in FDM
[75]. Egorov et al. were addressing the non-ideal response of an ISE when the electrode
in the presence of low concentrations of primary ions is exposed to highly interfering
ions. In such experiments, anion-selective electrodes show a significant potential drift
towards lower potentials (Figure 5.4 – black trace). Bakker’s modified FDM model, with
the assumption of constant interfering ion (j) concentration in the vicinity of the phase
boundary (labeled as Modif model (cj=constant) and orange dots), overestimates the
potential drift compared to the experimentally observed. To align the FDM model with
the experimentally observed data, Egorov introduced modifications in the FDM [75, 77,
94]. In his model (IET model), changes in the interface concentrations were taken into
consideration using a correction factor. As can be seen in Figure 5.4, the simulated curves
calculated with Egorov’s IET model (gray dots), overlay with experimental data. When
the interfering ion concentration from Egorov’s model is applied in Bakker’s Modif
model (labeled as Modif Model and orange circles) it also leads to a perfect fit with the
experiments. Similarly, because the kinetic description of the interface proposed here can
account for the exchange of ions at the interface, the simulated data using the kinetic
model also coincide with the experimental data. The results of the simulations to validate
the “kinetic” model, i.e., the extension of the FDM model with a kinetic term, is more
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than encouraging and suggest that the “kinetic” model can accurately predict ISE
behavior for a range of possible experimental conditions.
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Figure 5.4 Experimentally recorded and simulated potential vs. time transients for
nitrate ISE when exposed to 10-5 mol/dm3 picrate in the presence of 10-3 mol/dm3
nitrate ion. The data labeled Exp data, Modif Model, IET Model and Modif Model
(Cbulk=constant) were extracted from the original publication of Egorov (Figure 3 in
reference [75]) using WebPlotDigitizer and have the same notations as in the original
publication. For the simulation with the kinetic model the following parameters were
used: The boundary solution layer and membrane thickness were 25 and 400
⃗ =
𝜇𝑚, 𝐷𝑚 = 9 × 10−12 𝑚/𝑠 2 , 𝐷𝑠 = 1.6 × 10−9 m2 /𝑠, 𝐶𝑅𝑡𝑜𝑡 = 10 mmol/dm3 , 𝑘
𝑝𝑜𝑡
−1 −1
−5
100 𝑀 𝑠 , 𝐾𝑖,𝑗 = 3.8 × 10
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Simulations of the Water Layer Test using the Kinetic Model
It is well documented that ISE exposed to a step-change in interfering ion
concentration at low concentration of primary ion will results in a short spike in the
potential transient [95-102]. The cause for the potential spike is explained by an efflux of
primary ions from the membrane to the solution, which temporally increases the local
concentration of primary ions on the solution side of the membrane/solution interface.
This transient increase in the local concentration of primary ions in the utmost vicinity of
the membrane, according to the Nernst equation, generates the potential jump before it
relaxes towards the equilibrium potential as the excess of primary ions diffuse away from
the membrane into the bulk of the solution. Because this phenomenon is a result of the
efflux of ions from the membrane, the diffusion layer model cannot arcuately predict the
transients since it does not consider the adjacent elements in the membrane phase when
calculating the solution elements. As can be seen in Figure 5.5, there is a significant
deviation in the prediction of the diffusion layer model (black curve) from the
experimentally collected data (blue circles). However, because the kinetic model, as its
key feature, considers an ion exchange process at the membrane solution interface, the
transient increase in the primary ion concentration and the concurrent transient spike in
the electrode potential is accurately predicted by the kinetic model (red curve).
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Figure 5.5 Transient response curve of an iodide ion selective electrode in contact with
10−5 𝑚𝑜𝑙/𝑑𝑚3 iodide ion upon a step change in the interfering bromide ion
𝑚𝑜𝑙
concentration from 0 to 2 × 10−2 𝑑𝑚3 . Blue dots: Experimental data extracted from
Figure 3 published in reference [98] using WebPlotDigitizer. Black curve: Simulated
potential transients predicted by the FDM model. Red curve: Simulated potential
transient using the kinetic model. The transients were simulated using the following
model parameters: solution/membrane/water layer thicknesses: 11, 180 and 80
𝑐𝑚2
𝑐𝑚2
𝑚𝑚𝑜𝑙
⃗ = 100 𝑀−1 𝑠 −1 , 𝐾 𝑝𝑜𝑡 =
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Simulations of the Water Layer Test using the Kinetic Model
The initial goal for developing the new kinetic model was to identify the key
parameters in the WLT that could lead to an accurate description of the transients
experienced in the water layer test. However, to compare the simulated transients
generated with the kinetic model to the transients generated with the FDM model of
Fibbioli et. al. or the three-layer FDM model tested in our previous publication [88]
several parameters must be defined which are essential in the kinetic model but are absent
in the model of Fibbioli et. al. These parameters are the rate-constant, the diffusion layer
thickness on the sample side of the membrane, and the water layer thickness on the
backside of the membrane. As in the other simulations a rate constant of
100 M-1 s-1 was selected. Figure 5.6 shows a comparison between the kinetic model
discussed here (solid lines) and the three-layer FDM proposed in our previous publication
[88]. The most important difference in the traces is the time interval in which the
potential approaches a new equilibrium. The curves simulated with the kinetic model
reach the new equilibrium after significantly longer time than the three layers FDM
model without the kinetic extension, i.e., the transients simulated with the kinetic model
approach the experimental equilibration times better than the three layers FDM model.
The influence of the membrane thickness on the transients agrees with the expectations.
The transition time for an ISE with 180 µm membrane is about 5 time longer than with an
80 µm membrane. The increase in the equilibration time compared to the three-layer
FDM is between a factor of 1.8 (80 µm membrane) and 2.5 (180 µm membrane).
Although this increase is significant the transients simulated with the kinetic model still
predict much faster equilibration compared what is observed experimentally.
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Figure 5.6 Simulated potential vs. time transients for the water layer test for a cation
selective SC electrode following the replacement of the bathing solution from primary
ions to interfering ions (a) or from interfering ions to primary ions (b) of the same, 0.1
mol/dm3 concentrations. Black line traces were simulated by the kinetic model, the red
traces were simulated by the three-layer finite difference model, and the blue traces
were simulated by Fibbioli’s model. All simulations were performed with the
assumptions that the sensing membranes were 180 or 80 µm thick. The other
parameters for the simulations were: The boundary solution layer and water layer
thicknesses were 10 and 1 µm, 𝐷𝑚 = 2 × 10−8
𝑚𝑚𝑜𝑙
⃗ = 100 𝑀−1 𝑠 −1 , 𝐾 𝑝𝑜𝑡 = 10−3 )
10
,𝑘
𝑑𝑚3

𝑖,𝑗
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In our previous publication, we showed that the ion concentration in the WL has a
significant influence on the rate of equilibration, or the equilibration time in the WLT. In
this contribution we performed similar simulations with the kinetic model but assumed
more realistic, i.e., much lower concentrations in the water layer. As can be seen in
Figure 5.7, in agreement with our earlier findings the equilibration time increases with
increasing concentrations in the WL. However, the simulated transients still decayed
much faster than those recorded experimentally when 0.01 or 0.1 mol/dm3 were assumed
as ionic concentrations in the WL. Addtiaonlly, we investigated the effect of the rateconstant on the predicted WLT transients. As can be seen as the black line in Figure 5.7,
decreasing the rate-constant from 100 to 25 M-1s-1 increases the expected observed
transients significantly. However, when compared to the coated wire electrode (Figure
5.7 dashed blue line), drifts in the predicted transients are still observed quicker. Because
there are many factors involved in the dynamic behavior observed in the water layer test,
the difference could be explained by errors in the membrane thickness, slower kinetics,
and higher or lower initial concentrations in the water layer. In summary, although the
predictions of the kinetic model were in excellent agreement with the experimental
findings in a variety of experiments, only an incremental improvement was realized when
the transients in the WLT were simulated with the kinetic model using the same large rate
⃗ = 100 𝑀−1 𝑠 −1) as in the other simulations.
constant ( 𝑘
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Figure 5.7 Simulated potential vs time transients for water layer test for a cation
selective SC electrode following the replacement of the bathing solution from primary
ions to interfering ions (a) or from interfering ions to primary ions (b) of the same 0.1
mol/dm3 concentration. The simulated curves were calculated with the kinetic model
with the assumption that the initial primary ion concentration in the water layer is either
0.01 mol/dm3 (red curves) or 0.1 mol/dm3 (solid blue curve). The effect of changing
the rate-constant to 25 M-1 s-1 with initial primary ion concentraiton in the water layer
set to 0.1 mol/dm3 can be seen as the black curve. For comparision, the potetnittal
transients of a coated wire electrode with a 80 𝜇𝑚 thick membrane is shown as the
dashed blue line. The other parameters for the simulations were: The boundary
solution layer, membrane and water layer thicknesses were 10, 80 and 1 𝜇𝑚, 𝐷𝑚 =
𝑐𝑚2
𝑐𝑚2
𝑚𝑚𝑜𝑙
⃗ = 100 𝑀−1 𝑠 −1 , 𝐾 𝑝𝑜𝑡 = 10−3
2 × 10−8
, 𝐷𝑠 = 10−5
, 𝐶𝑅𝑡𝑜𝑡 = 10
,𝑘
𝑠

𝑠

𝑑𝑚3
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𝑖,𝑗

Conclusion
Mathematical models of ion-selective electrodes, in some cases, can be used to
guide In the history of ion selective electrodes mathematical models were used to
optimize the composition of the sensing membranes, guide experiments, and explain nonideal response behavior, etc. The theoretical models for ISEs, almost exclusively assume
thermodynamic equilibrium at the membrane/solution phase boundary. In this report, we
have presented a congruent model which combines the kinetic treatment of ion-exchange
and the dynamic treatment of diffusion. By treating the ion-exchange through a kinetic
expression, it could be combined with the mathematical description of diffusion in the
continuity equation. The rate-constant in the new model was shown to have a significant
impact on the predicted transients corresponding to instantaneous change in the sample
solution concentrations. The novel kinetic description of the membrane-solution interface
is a relatively simple and the results generated with this novel description agree with the
results of common experiments in potentiometry using a large rate constant (100 M-1 s-1) ,
e.g., calibration curves in the presence of interfering ions. Simulated transients generated
with the novel kinetic model also aligned well with previously published transients
representing special cases of potentiometry (e.g., super-Nernstian response). In our view,
the kinetic description of the interface could have significant benefits if used in lieu of the
thermodynamic expressions in interpreting ISE responses. The implementation of the
kinetic model for simulating the transients in the water layer test also resulted in a better
agreement with the experiments compared to the previous models.
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CHAPTER 6
DEPOSITION OF EDOT-DECORATED HOLLOW
NANOCAPSULES INTO PEDOT FILMS FOR OPTICAL AND
ELECTROCHEMICAL SENSING
Introduction
Recently, polyacrylate and polystyrene-based hollow nanocapsules (NCs) with
controlled diameter were synthesized using either lipid bilayers or self-assembled
surfactant vesicles as scaffolds.[18-19, 103-106] In the presence of acrylate monomers,
cationic and anionic surfactants self-assemble into nanometer-sized vesicle structures
with the acrylate monomers residing in the hydrophobic region. The hydrophobic region
of the surfactant vesicles can be further loaded with free-radical initiators and
hydrophobic non-reactive pore-forming templates, e.g., glucose pentaacetate (GPA) or
glucose pentabenzoate (GPB).[107] Upon polymerization, the monomers located in the
vesicle bilayer, form hollow polyacrylate shell or nanocapsule with a single nanometerthin wall.[108] When the pore-forming templates are removed, hollow NCs with porous
walls remain behind. The pore sizes and pore density in the NC wall can be tuned
through the appropriate selection of the pore-forming template and its concentration.
These NCs have been used as ratiometric thermometers, and drug delivery systems.[109111] The NCs were also loaded with a variety of pH-sensitive dyes to make pH
measurements in low volume samples (few L).[18, 23, 26] The dye molecules loaded
within the interior of the NCs maintained their pH sensitivity, while the nanometer-thin,
porous walls of the NCs allowed free, unhindered diffusion of protons from the sample
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solution into the interior of the NCs.[23, 108] The unhindered diffusion has been
confirmed by recording the rate of change in fluorescent intensity of free dye and dye
loaded NCs, following a step-change in the solution pH in a stopped-flow optical
measurement system. Since the rates were indistinguishable, it projected the feasibility of
the development of “zero response time” sensors.[18] When homogeneous catalysts were
entrapped in the interior of the hollow NCs, to create nanoreactors with semipermeable
walls, the reaction rates were identical with the free and the encapsulated catalyst.[112114]
However, to utilize such nanometer-size sensing particles in chemical and
biosensors they must be immobilized within a sensing matrix or attached to the surface of
a sensing device that is in contact with the sample. Unfortunately, some of the attractive
features of nanoparticle sensing may be lost when the sensing particles are embedded into
an inert matrix.[26] When the pH-sensitive NCs were embedded in the bulk of a
crosslinked polyvinyl alcohol hydrogel (secondary immobilization), the extremely fast
response of the free NCs was lost.[26]
We were interested in combining the distinctive versatility of reagent
immobilization in the interior of nanocapsules with the possibility of building chemical
sensors in which the immobilization does not compromise the response time of the
sensor. To achieve this goal, we considered immobilization methods that offers both bulk
and surface immobilization of nanocapsules. The immobilization of the indicator/reagent
molecule-loaded NCs into the bulk of the sensing layer of a chemical sensor is important
for adequate response sensitivity and dynamic range, while surface immobilization offers
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the possibility of incredibly short response times for both optical and electrochemical
sensors.[115]
While several methods have been used for surface immobilization of
nanoparticles (e.g., click- and thiol-gold chemistry)[116-117] immobilization onto
conductive polymers offers unique advantages, especially for designing electrochemical
sensors. To preserve easy access of analyte molecules to the interior of NCs, we have
evaluated how to decorate the NC surface with functional groups that offer easy covalent
attachment to a conductive polymer without the need for changing the protocol of
nanocapsule synthesis and loading. Based on our experience with poly(3,4ethylenedioxythiophene) (PEDOT) as conductive polymer[11-12, 118] and acrylatebased hollow nanocapsules,[19] we selected the bifunctional monomer, 2’-methyl
acrylate-3,4-ethylenedioxythiophene (EDOT-AA), as a monomer for the synthesis of
EDOT-decorated nanocapsules. EDOT-AA has been previously used to create copolymer
net-like structures where the electroactivity of the conductive polymer is
maintained.[119] By replacing tert-butyl methacrylate and butyl methacrylate with the
bifunctional monomer EDOT-AA, as the principle monomeric material in the synthesis
of polyacrylate-based hollow NCs, EDOT-decorated NCs were synthesized (EDOTNCs). In EDOT-AA, the acrylate motif is utilized for the synthesis of the hollow NC
walls while the EDOT motif, the monomer of the conductive polymer PEDOT, protrudes
from the surface of the NCs. FTIR-ATR spectroscopy was used to confirm the
incorporation of EDOT in the walls of the NCs when EDOT-AA is used in the NC
synthesis. By using electrochemical deposition, the EDOT-decorated NCs were
immobilized into the bulk of PEDOT films. Prior to their immobilization, the
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nanocapsules were loaded with the pH sensitive dye Nile Blue or an iron(II)
tris(bipyridine) complex (Fe(bpy)3) in situ synthesized in the interior of the NCs. The
presence and distribution of the nanocapsules on the surface and in the bulk of
electrochemically deposited PEDOT films were demonstrated using digital microscopy,
SEM, and XPS depth profiling.

Experimental
Reagents
For the synthesis of the acrylate-based nanocapsules and their EDOT moiety
decorated alternatives hexadecyltrimethylammonium p-toluenesulfonate (CTAT), sodium
dodecylbenzenesulfonate (SDBS), ethylene glycol dimethacrylate (EGDMA), tert-butyl
methacrylate (t-BMA), butyl methacrylate (BMA), glucose pentaacetate (GPA), and 2,2dimethoxy-2-phenyl-acetophenone (DPA), were purchased from Sigma-Aldrich. 2’methyl acrylate-3,4-ethylenedioxythiophene (EDOT-AA) was synthesized in our
laboratory. The inhibitors in the acrylate monomers (t-BMA, BMA, and EGDMA) were
removed by passing the monomers through a 2-inch alumina column (Fluka 06300,
aluminum oxide for chromatography) prepared in a glass Pasteur pipette before use. For
the synthesis of EDOT-AA, 3,4-dimethoxythiophene (DMT), 3-chloro-1,2-propanediol
(ChPD), acrylic acid (AA), K2CO3, and KI were purchased from Sigma-Aldrich. For the
deposition of the conductive polymers, potassium tetrakis(pentafuorophenyl)borate
(KTPFPhB) was purchased from Boulder Scientific, and 3,4-ethylenedioxythiophene
(EDOT) was purchased from Sigma-Aldrich.
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Synthesis
Synthesis of 2’-chloromethyl-3,4-ethylenedioxythiophene (EDOT-Cl)
The synthesis of EDOT-Cl has been described previously [120-121]. In brief, a
mixture of 3,4-dimethoxythiophene (777 mg, 5.39 mmol) and 3-chloropropo(1,2)diol
(0.898 mL, 10.78 mmol) with catalytic amounts of p-toluene sulfonic acid (125 mg,
0.539 mmol) is heated in 45 mL of toluene for 24 hours under nitrogen atmosphere
(Scheme 1). The reaction mixture is then filtered through silica gel, and the solvent is
removed by vacuum distillation. The crude product is then purified by column
chromatography in hexanes with a dichloromethane gradient (from 20% to 50%) to
produce a white powder (68% yield). 1H-NMR (400 MHz, CDCl3): (ppm): 6.35 (m, 2H),
4.4– 4.0 (m, 3H), 3.63 (t, 2H).
Synthesis of 2’-methyl acrylate-3,4-ethylenedioxythiophene (EDOT-AA)
EDOT-AA was synthesized using a previously published protocol [120]. In brief,
EDOT-Cl (1.12 g, 5.8 mmol), acrylic acid (1.04 g, 14.5 mmol), K2CO3 (1.44 g, 14.5
mmol), and a catalytic amount of KI (19 mg, 0.116 mmol) is held at 120oC in DMSO
(Scheme 1). The progression of the reaction is checked using thin-layer chromatography
and stopped after the total consumption of the limiting EDOT-Cl reagent (approximately
4 hours). After cooling the mixture to room temperature, 100 mL of water is added to the
reaction mixture, and the product is extracted with DCM and then washed several times
with water. After removal of the solvent, the crude product was purified by column
chromatography in hexane:ethyl acetate (2:1) mixture to produce a viscous yellow oil
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(64% yield). 1H-NMR (400 MHz, CDCl3): (ppm): 6.45 (d, 1H), 6.36 (m, 2H), 6.16 (t,
1H), 5.90 (d, 1H), 4.37 (m, 3H), 4.24 (d, 1H), 4.10 (m, 1H).
Synthesis of EDOT-Decorated Nanocapsules
The scheme of the synthesis of EDOT-decorated polyacrylate nanocapsules is
shown in Figure 6.1. First, two separate surfactant (anionic and cationic) stock solutions
were prepared by dissolving either 100 mg of SDBS (0.287 mmol) for the anionic stock
solution or 100 mg of CTAT (0.219 mmol) for the cationic stock solution along with 3
mg DPA (0.01 mmol), 32 µL EGDMA (0.166 mmol) and 64 µL EDOT-AA (0.377
mmol) in 10 mL of water which were then incubated at 35oC for 30 minutes. The two
stock solutions are then mixed in an 80:20 (anionic:cationic) volume-ratio and further
incubated at 25oC for 60 minutes. In the presence of acrylate monomers, cationic and
anionic surfactants self-assemble into nanometer-sized vesicle structures with the acrylate
monomer residing in the hydrophobic region of the vesicles. Following the final
incubation, the mixture was pneumatically extruded up to 16 times through a track-etched
membrane with 100 nm-sized pores (Transferra Nanosciences Inc.) using UHP nitrogen.
After the final extrusion, the solution was transferred to a quartz test tube and was
exposed to UV light (λmax = 254 nm) for 90 minutes to initiate and propagate the
methacrylate polymerization within the hydrophobic interior of the surfactant vesicle
walls. The addition of a few drops of saturated sodium chloride following polymerization
precipitates the nanocapsules, which are centrifuged (3600 RPM for 5 minutes),
decanted, and washed with methanol, methanol/water, then water again to remove the
surfactant molecules from the exterior of the NCs.
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In this contribution, we describe two possible variations for the synthesis and
loading of the hollow NCs. In the first, more general variation, the NC synthesis is
performed in the presence of the indicator/reagent molecules aimed for encapsulation. In
contrast, in the second variation, the reagent is in situ synthesized in the interior of the
hollow NCs. The pH-sensitive dye Nile Blue was encapsulated using the first variation
by adding 4 x 10-5 mol/dm3 Nile Blue to the 10 mL surfactant solutions used for the NC
synthesis. The dark blue color of the precipitated NCs at the final step of the NC
synthesis confirmed the successful capsule formation. The NCs demonstrated their
stability by retaining their dark blue color after repeated washings, resuspension, and
centrifugation.
For the in situ synthesis of the iron(II) tris(bipyridine) complex in the interior of
the NCs, NCs with pores in their walls were synthesized. To synthesize hollow NCs with
porous walls, the surfactant solutions used for the NC synthesis also contained glucose
pentaacetate (GPA) as a pore-forming template (2.5 mg, 6.4 µmol). Following
polymerization, the nanocapsules were treated with 500 µL of 1 mol/L NaOH for 60
minutes to remove the pore-forming template from the walls of the NCs. Since the
diameter of GPA is approximately 0.8 nm, after the removal of GPA from the wall of the
NCs, it is perforated with 0.8 ± 0.2 nm diameter pores [122]. The capsules with porous
walls were washed as described above. The retention of the ester bonds between the
acrylate walls of the NCs and the EDOT moieties was confirmed indirectly with FTIRATR; the peak at 1480 cm-1 which is characteristic for EDOT, remained the same
following the treatment of the EDOT-decorated NCs with the concentrated NaOH
solution.
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Scheme 6.1 Synthesis of 2’-chloromethyl-3,4-ethylenedioxythiophene (EDOT-Cl) and
2’-methyl acrylate-3,4-ethylenedioxythiophene (EDOT-AA) from dimethoxythiophene
(DMT)

104

Synthesis of EDOT-Decorated Nanocapsules
The scheme of the synthesis of EDOT-decorated polyacrylate nanocapsules is
shown in Figure 6.1. First, two separate surfactant (anionic and cationic) stock solutions
were prepared by dissolving either 100 mg of SDBS (0.287 mmol) for the anionic stock
solution or 100 mg of CTAT (0.219 mmol) for the cationic stock solution along with 3
mg DMPA (0.01 mmol), 32 µL EGDMA (0.166 mmol) and 64 µL EDOT-AA (0.377
mmol) in 10 mL of water which were then incubated at 35oC for 30 minutes. The two
stock solutions are then mixed in an 80:20 (anionic:cationic) volume-ratio and further
incubated at 25oC for 60 minutes. In the presence of acrylate monomers, cationic and
anionic surfactants self-assemble into nanometer-sized vesicle structures with the acrylate
monomer residing in the hydrophobic region of the vesicles. Following the final
incubation, the mixture was pneumatically extruded up to 16 times through a track-etched
membrane with 100 nm-sized pores (Transferra Nanosciences Inc.) using UHP nitrogen.
After the final extrusion, the solution was transferred to a quartz test tube and was
exposed to UV light (λmax = 254 nm) for 90 minutes to initiate and propagate the
methacrylate polymerization within the hydrophobic interior of the surfactant vesicle
walls. The addition of a few drops of saturated sodium chloride following polymerization
precipitates the nanocapsules, which are centrifuged (3600 RPM for 5 minutes),
decanted, and washed with methanol, methanol/water, then water again to remove the
surfactant molecules from the exterior of the NCs.
In this contribution, we describe two possible variations for the synthesis and
loading of the hollow NCs. In the first, more general variation, the NC synthesis is
performed in the presence of the indicator/reagent molecules aimed for encapsulation. In
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contrast, in the second variation, the reagent is in situ synthesized in the interior of the
hollow NCs. The pH-sensitive dye Nile Blue was encapsulated using the first variation
by adding 4 x 10-5 mol/dm3 Nile Blue to the 10 mL surfactant solutions used for the NC
synthesis. The dark blue color of the precipitated NCs at the final step of the NC
synthesis confirmed the successful capsule formation. The NCs demonstrated their
stability by retaining their dark blue color after repeated washings, resuspension, and
centrifugation.
For the in situ synthesis of the iron(II) tris(bipyridine) complex in the interior of
the NCs, NCs with pores in their walls were synthesized. To synthesize hollow NCs with
porous walls, the surfactant solutions used for the NC synthesis also contained glucose
pentaacetate (GPA) as a pore-forming template (2.5 mg, 6.4 µmol). Following
polymerization, the nanocapsules were treated with 500 µL of 1 mol/L NaOH for 60
minutes to remove the pore-forming template from the walls of the NCs. Since the
diameter of GPA is approximately 0.8 nm, after the removal of GPA from the wall of the
NCs, it is perforated with 0.8 ± 0.2 nm diameter pores [122]. The capsules with porous
walls were washed as described above. The retention of the ester bonds between the
acrylate walls of the NCs and the EDOT moieties was confirmed indirectly with FTIRATR; the peak at 1480 cm-1 which is characteristic for EDOT, remained the same
following the treatment of the EDOT-decorated NCs with the concentrated NaOH
solution.
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Figure 6.1 Schematic overview of the steps of the synthesis of EDOT-decorated NCs. (1)
In the presence of acrylate monomers, anionic and cationic surfactants self-assemble into
vesicles. The acrylate monomer with a photoinitiator resides in the hydrophobic region
of the vesicles. The hydrophobic region may also be loaded with a pore-forming
template. (2) The vesicles are extruded through a track-etch membrane and (3) the
monomer in the hydrophobic region is polymerized by UV illumination. (4) The
surfactant vesicle template and pore-forming template molecules are removed.
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In Situ Synthesis of Iron (II) Tris(bipyridine) Complex in the Interior of Porous
Nanocapsules
The in situ synthesis of iron (II) tris(bipyridine) chloride within the interior of
nanocapsules begins by incubating 100 mg of NCs synthesized using GPA as a poreforming template in chloroform (1 mL) with 2,2’-bipyrdine (70 mg, 0.448 mmol) for 24
hours. During this time, the bipyridine molecules diffuse through the pores to the interior
of the EDOT-NCs. Next, iron(II) chloride (99.4 mg, 0.5 mmol in 1 mL of water) is added
dropwise to the EDOT-NC/bipyridine solution. Iron(II), in the presence of 2,2’bipyrdine, forms a stable complex both in the interior of the EDOT-NC and the bulk of
the solution. Since the size of the rigid Fe(II) tris(2,2'-bipyridine) chloride complex is too
large to escape from the NCs through the pores, that portion of the synthesized complex
remained in the interior of the EDOT-NCs during repeated washing cycles. After removal
of the chloroform by vacuum distillation, the iron (II) tris(bipyridine) chloride containing
NCs were separated from the solution by centrifugation (3600 RPM for 5 minutes), and
the supernatant was decanted. The unencapsulated iron (II) tris(bipyridine) complex was
removed by repeated resuspension, centrifugation, and decanting using methanol and
methanol-water and water as washing solutions. A change in NC color (from colorless to
red) after extensive washings was immediate evidence of successful in situ synthesis. The
presence of tris(bipyridine) iron (II) complex inside of the hollow NCS was also
confirmed by XPS. In Figure 6.2 the XPS spectra of iron(II) tris(2,2'-bipyridine) chloride
and iron (II) tris(2,2’-bipyridine) complex loaded NCs are compared to the XPS spectra
of empty NCs. For the XPS analysis, 100 µL aliquots of the suspensions of iron(II)
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tris(bipyridine), iron(II) tris(bipyridine) loaded NCs, or empty NCs were dried on a Au
target.
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Figure 6.2 XPS spectra of iron(II) tris(2,2'-bipyridine) (FeDipy control—red),
encapsulated iron(II) tris(2,2'-bipyridine) synthesized in situ in the interior of porous
hollow NCs (FeDipy loaded nanocapsules—blue), and empty EDOT-decorated
nanocapsules (unloaded nanocapsules—black).
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Methods and Instrumentation
Electrode Preparation
The Au electrodes (3 mm diameter, MF-1002, Bioanalytical System, Inc., West
Lafayette, IN) were sequentially polished on wet micro cloth polishing pads (Buehler,
Lake Bluff, IL) with decreasing grain size Al2O3 slurry (1, 0.3 and 0.05 µm, Buehler,
Lake Bluff, IL). Between the individual polishing steps, the electrodes were washed with
DI water. After the polishing step with the 0.05 µm slurry, the electrodes were sonicated
twice for 10 minutes in soapy water and three times 10 minutes in DI water with DI water
rinsing between each sonication.

Deposition of PEDOT and EDOT-Decorated Nanocapsules
Poly(3,4-ethylenedioxythiophene) (PEDOT) is probably the most studied mixed
ion-to-electron conducting polymer.[123-125] It is a commonly used ion-to-electron
transducer material in solid contact ion selective electrodes [126-127] and voltammetric
ion sensors.[128] Its electrochemical and electrical properties were characterized in
combination with different dopant anions, e.g., poly(styrenesulfonate) (PSS), and
chloride.[123, 125] More recently, highly hydrophobic PEDOT derivatives, e.g.,
PEDOT-C14, gained attraction, in both potentiometric[12] and voltammetric sensors[128]
to prevent the buildup of water between the conductive polymer and the adjoining layers
in multi-layered sensor systems. As we show in Table S1 of the Supplementary
Information, when the highly hydrophobic TPFPhB− anion is used as dopant in regular
PEDOT films (PEDOT(TPFPhB)) the hydrophobicity of the films are very similar to
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those which were deposited using the hydrophobic derivative of EDOT (EDOT-C14)[12]
for the electrochemical deposition.
In this work PEDOT(TPFPhB) was used as a conductive polymer film for the
deposition of the EDOT-decorated NCs because, as we show in Figures S6.2 and S6.4 in
the Supplementary Information, in contrast to PEDOT(PSS) and PEDOT(Cl), it showed
remarkable similarities to the glassy carbon electrode in voltammetric experiments.
Moreover, based on preliminary FTIR-ATR studies, the efficiency of the deposition was
much better compared to PEDOT(PSS) films. Additional information on the electrical
and electrochemical properties of the PEDOT(TPFPhB)-based working electrode in
comparison to PEDOT(PSS) and PEDOT(Cl)-based electrodes are provided in Figures
S6.2-S6.5 in the Supplementary Information.
PEDOT(TPFPhB) was deposited galvanostatically (0.2 mA/cm2) on 3 mm Au
electrodes in a three-electrode electrochemical cell using a CH Instruments model 900
potentiostat (CH Instruments Inc., Austin, TX). In the electrochemical cell, a platinum
wire and glassy carbon rod served as the quasi-reference and counter electrodes,
respectively. The polymerization solution contained 0.03 mol/dm3 KTPFPhB and 0.015
mol/dm3 EDOT in an acetonitirile-water mixture (2:8—acetonitrile:water). Following the
deposition, the films were rinsed with a substantial amount of acetonitrile and left for one
hour to dry. The conditions for the electrochemical deposition of the copolymer film
consisting of PEDOT(TPFPhB) and EDOT-decorated NCs was the same with the
exception that the deposition solution also contained 10 mg/mL EDOT-decorated
nanocapsules.
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Dynamic Light Scattering (DLS)
Hydrodynamic diameter distributions of nanocapsules were determined on a
Malvern Nano-ZS Zetasizer (Malvern Instruments Ltd., Worcestershire, U.K.). 750 µL of
the nanocapsule sample suspension, after polymerization and before washing, was
pipetted into a polystyrene cuvette without dilution. Measurements were made at room
temperature using a 633 nm helium-neon laser operated at a fixed angle of 173o. The
measurement of the size distribution of the NCs in each sample was repeated 3 times, and
at least 10 scans were collected for each measurement to assess the uncertainty of the
DLS measurements.

X-Ray Photoelectron Spectroscopy
XPS analysis of the PEDOT(TPFPhB) films co-deposited with EDOT-decorated
NCs was performed using a Thermo Scientific K-Alpha XPS system equipped with a
monochromatic Al Kα X-ray source at 1486.6 eV. A spot size of 400 µm2 was used with
an X-ray power of 75 W at 12 kV. The instrument was calibrated to give binding energies
of 84.0 eV for Au 4f7/2 and 284.6 eV for the C1s line of adventitious (aliphatic) carbon
present on the non-sputtered samples. For depth profiling, an Ar+ gun, with 3000 eV
etching energy and 120 s etching times was used. Between the 11 etching steps, a series
of XPS spectra were collected: high-resolution spectra of C 1s, O 1s, S 2p, and Fe 3p
taken with 40 eV pass energy and a survey spectrum with a pass energy of 200 eV. The
high-resolution scans were collected with an energy step size of 0.1 eV. The XPS data
acquisition and analysis were performed using the Avantage software package.
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Digital and Scanning Electron Microscopy
Digital and SEM images of PEDOT(TPFPhB) films and PEDOT(TPFPhB) films
co-deposited with EDOT-decorated NCs on a 3 mm BASi Au electrode (Bioanalytical
System, Inc., West Lafayette, IN 47906) were collected using a Keyence VHX-1000
digital microscope and a Nova NanoSEM 650 (FEI Co.) at 30 kV. Before the SEM
analysis, the samples were coated with 5 nm of gold-palladium (60:40) layer using an
EMS 550X Sputter Coater.

FTIR-ATR Measurements
FTIR-ATR measurements were made on a Nicolet 380 (Thermo Fisher Scientific
Inc.) instrument using a 45o angle of incidence in combination with a diamond ATR
crystal. A series of 32 scans were collected for each sample. All samples were placed
directly on the diamond crystal with adequate pressure applied for a clear signal. The NC
samples were dried under vacuum for 24 hours prior to FTIR-ATR analysis.

Results and Discussion
In our previous work, we showed that indicator dyes-loaded porous NCs can be
used for accurate pH measurements in few L samples when embedded in a polyvinyl
alcohol hydrogel matrix [26]. In this paper, we demonstrate a covalent immobilization
method utilizing hollow NCs with the vision of utilizing the immobilized, reagent loaded
NCs for both optical and electrochemical sensor development. As an immobilization
platform, the conductive polymer PEDOT offered an exciting possibility when used in
combination with NCs that include EDOT motifs on their porous walls. During
electrochemical polymerization, the EDOT decorated NCs could be co-polymerized with

114

free EDOT molecules and therefore can be site specifically deposited into the bulk or
onto the surface of PEDOT films.

Characterization of the EDOT-decorated NCs by DLS, FTIR-ATR, and Stability
After EDOT-AA was synthesized and verified by NMR spectroscopy, EDOTdecorated nanocapsules (EDOT-NCs) were synthesized using EDOT-AA (66%) and
EGDMA (33%) as monomeric material. Before polymerization, the monomer-loaded
surfactant vesicles were extruded multiple times through a track-etched membrane with
100 nm pore size. The effect of the number of extrusions on the size distribution of the
NCs was studied by extruding the EDOT-NCs 0, 4, 8, 12, and 16 times. The size
distribution was measured using DLS immediately after polymerization without dilution
and before salting out and washing the NCs. Without extrusion, the surfactant vesicles
were distributed in three groups with mean diameters of approximately 20, 170, and 8000
nm corresponding to micelle, vesicle and lamellar microstructures, respectively.[19] As
can be seen in Figure 6.3, with an increasing number of extrusions, the distribution
progressively approaches a monodispersion. After 16 extrusions, an average
hydrodynamic diameter of 170 nm was measured.
Once the size distribution of the EDOT-decorated NCs was determined, we
demonstrated encapsulation efficacy by monitoring the retention of an encapsulated dye,
Nile Blue, after removing the surfactant templates and storing them in water at room
temperature for a period greater than 2 years. Capsules loaded with Nile Blue, shown in
Figure S6.2b and S6.2c in the Supporting Information, were stored in water for times
greater than 2 years with no leaching of the dye from the interior of the nanocapsules.
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Figure 6.3 Hydrodynamic diameter distribution of NCs, determined by dynamic light
scattering after n times pneumatic extrusion through a 100 nm track-etched membrane
and polymerization.
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While the formation of the NCs is suggested by the retention of NB in the NCs, as
well as the results from the DLS measurements, to prove that the NCs were indeed
formed from EDOT-AA and EGDMA upon polymerization, FTIR-ATR spectroscopy
was used. Figure 6.4 shows the FTIR-ATR spectra of acrylate-based NCs (33% BMA,
33% t-BMA, 33% EGDMA) as well as their EDOT moieties-decorated alternatives,
labelled NC and EDOT-NC, respectively. Also shown is the spectra of EDOT monomer
and EDOT-NCs after they were treated for 10 minutes in 1 mol/dm3 NaOH. The NaOH
treatment was used to remove the GPA pore-forming templates from the NC walls. The
FTIR-ATR spectra recorded after the NaOH treatment was used to determine the pHsensitivity of the ester bonds which link the EDOT to the acrylate polymer. Since the
characteristic carbon-carbon double bond stretching peak at 1480 cm-1, apparent both in
the EDOT and EDOT-NC spectra remained unchanged after base treatment,[129] it
supports that the ester bond between the NC walls and the EDOT moieties remained
intact after base treatment.
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Figure 6.4 FTIR spectra of acrylate-based NCs (blue), EDOT decorated, acrylate-based
NCs (red), EDOT decorated, acrylate-based NCs after 10-minute treatment in 1 mol/L
NaOH (black), and EDOT(brown).
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Deposition of EDOT decorated NCs into PEDOT films
The EDOT-decorated NCs were synthesized with the aim of using the EDOT
functionality to copolymerize with free EDOT during the electrochemical deposition of
PEDOT films over electrode surfaces, i.e., to immobilize loaded NCs into the bulk and
over the surface of PEDOT films. In Figure 6.5 we show digital microscopy and SEM
images of PEDOT film surfaces following their galvanostatic deposition in the presence
of acrylate-based NCs (Figure 6.5a and c) and EDOT motif-decorated NCs (Figure 6.5b,
d and e). After the deposition, the electrodes were rinsed with 5 mL of acetonitrile 5
times before being left to dry for at least one hour. Although the experimental conditions
for the deposition of the films were identical, the images are remarkably different.
The digital microscopy image of the PEDOT film surface (Figure 6.5a), which
was deposited in the presence of NCs without polymerizable EDOT motif on their
surfaces, is shiny dark blue, the same as an electrochemically deposited PEDOT film
which was deposited in the absence of NCs. In contrast the image of the PEDOT film
surface which was deposited in the presence of the EDOT-decorated NCS is covered with
a thin hazy coating (Fig. 6.5b). The SEM images of the same surfaces show the
difference between the two PEDOT surfaces even more clearly. The SEM image
corresponding to Figure 6.5a is shown in Figure 6.5c. At the selected resolution, the
surface appears to be completely smooth, without any particles, i.e., when the NCs do not
have polymerizable groups on their surfaces, they are not incorporated or attached to the
electrochemically deposited PEDOT film. The SEM image shown in Figure 6.5d,
corresponding to Figure 6.5b, looks completely different, although it was recorded with
the same resolution. The PEDOT surface in Figure 6.5d is covered with a large number

119

of particles. In Figure 6.5e, the same electrode surface as in 6.5d is shown in larger
magnification. Now, between the larger particles one can recognize an abundance of
smaller spherical objects almost homogeneously scattered on the entire surface. The
larger particles are believed to be clusters of NCs, while the small sperical objects are
assumed to be the EDOT-decorated NCs covalently attached to the PEDOT film surface.
Higher resolution SEM images of NCs which were synthesized with the same protocol
were published previously (see Figure 9 in reference [130]).
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Figure 6.5 Digital microscopy (a, and b) and SEM images (c and d) of PEDOT(TPFPhB)
films deposited galvanostatically in the presence acrylate-based NCs without EDOT
decoration (a and c) and with EDOT decoration (b and d).
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Tracing Fe(II) tris(2,2'-bipyridine) Chloride Complex Loaded NCs in the Interior
of Electrochemically Deposited PEDOT Films by XPS Depth Profiling
To get information beyond the surface of the PEDOT films, i.e., the distribution
of EDOT-NCs in the bulk of the PEDOT films deposited in the presence of EDOTdecorated NCs, XPS and EDX were performed. The XPS depth profiling of PEDOT
films required NCs in which compounds with characteristic binding energies are
encapsulated, e.g., metal nanoparticles, catalysts, or metal complexes [114, 131-132]. In
this work iron(II) tris(2,2'-bipyridine) chloride complex was synthesized in situ in the
interior of the porous hollow NCs with the aim of tracking the distribution of the
encapsulated iron ions in the electrochemically deposited PEDOT films during XPS
analysis. (See the section In Situ Synthesis of Iron (II) Tris(bipyridine) Complex in the
Interior of Porous Nanocapsules).
The iron(II) tris(2,2'-bipyridine) chloride loaded EDOT-decorated NCs, deposited
into a PEDOT(TPFPhB) film over a Au electrode surface, were analyzed by XPS to trace
the EDOT-NCs in the copolymer film. Following an XPS survey scan as well as higher
resolution element-specific scans of the PEDOT film surface, the surface of an EDOTNC/PEDOT(TPFPhB) film was exposed to argon plasma etching for layer by layer
analysis of the conductive polymeric material below its utmost surface. After each Argon
plasma etching step, the freshly exposed surface was analyzed by XPS survey scan as
well as high-resolution element-specific scans to detect sulfur, an indicator for thiophene
moieties in PEDOT, carbon, and iron, which has been encapsulated in the interior of the
NCs, as well as gold, the underlying electrode material. Figure 6.6 summarizes the
results of the depth profiling experiment, i.e., the atomic percentages as a function of
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etching time. The atomic percentages measured at zero time correspond to the pristine
surface of the PEDOT(TPFPhB) film which has been deposited in the presence of iron(II)
complex loaded EDOT-NCs while the data collected after certain etching times provide
information on the elemental distribution in the deeper layers of the PEDOT film. Since
iron, which is encapsulated in the NCs as Fe(II) tris(2,2'-bipyridine) complex, is in
significantly lower concentration in the film than the other elements, its atomic
percentage is shown on the right-hand y-axes of Figure 6.6. As can be seen in Figure 6.6,
in the first 600 seconds of etching time, both the carbon and sulfur signals are constant,
indicating homogeneous distribution in the top layers and the bulk of the
PEDOT(TPFPhB) film. Between 600 and 1200 seconds of etching times, both the carbon
and sulfur signals decay with the simultaneous appearance and increase in the gold
signal, indicating that the Ar etching reached the interface between the underlying gold
electrode and the EDOT-NC/PEDOT(TPFPhB) polymer film. The iron signal (right axis)
tracks the carbon and sulfur signals with a somewhat higher percentage of iron at the top
layer of the PEDOT(TPFPhB) film. Since the iron signal traces the distribution of
encapsulated Fe(II) tris(2,2'-bipyridine) complex in the interior of the NCs, the recorded
concentration profile proves the presence of NCs on both the surface and the bulk of the
PEDOT(TPFPhB) polymer film deposited electrochemically in the presence of EDOTNC. In other words, these data suggest that the EDOT-decorated NCs can be utilized for
embedding reagent loaded NCs into the bulk and over the surface of conductive polymer
films based on the electrochemical deposition of EDOT derivatives.
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Figure 6.6 Sulfur (S), carbon (C), iron (Fe), and gold (Au) atomic percentages in a
PEDOT film co-deposited with tris(2,2'-bipyridine) iron (II) chloride loaded EDOT-NCs.
The atomic percentages were determined by XPS depth-profiling using Argon plasma
etching with 120s etching intervals at 3000 eV.
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Conclusion
Polyacrylate and polystyrene-based hollow NCs with nm-thin porous walls offer
many attractive applications. However, when such nanocapsules are aimed for chemical
and biosensors, they must be immobilized. But, when the NCs are embedded in a
polymer matrix, the very attractive, short response time of NC-based sensing becomes
compromised. In this paper, we showed the possibility of the immobilization of hollow
NCs to a conductive polymer (PEDOT) film. It required the synthesis of the bifunctional
monomer EDOT-acrylate which allowed the decoration of the nanocapsule surfaces with
EDOT moieties that could be co-polymerized electrochemically in the presence of free
EDOT molecules onto electrode surfaces. The incorporation of EDOT moieties in the
walls of the NCs when EDOT-AA is used for the NC synthesis was confirmed by FTIRATR spectroscopy. To demonstrate the potential utilities of reagent filled hollow NCs, in
this work, we described two possible variations for loading the hollow NCs with
reagents. In the first, the NC synthesis has been performed in the presence of the
indicator/reagent molecules, i.e., the indicator molecules were entrapped during the NC
synthesis. As an example, the encapsulation of the indicator dye Nile Blue was used. In
the second variation, the reagent was in situ synthesized in the interior of the hollow NCs
with porous walls. As an example, for this second possibility, the in-situ synthesis of
Fe(bpy)3 complex in the interior of hollow NCs was used. The presence and distribution
of the nanocapsules on the surface of electrochemically deposited PEDOT films was
demonstrated by digital microscopy and SEM. To determine the distribution of NCs in
the bulk of the electrochemically deposited PEDOT films the Fe(bpy)3 complex loaded
NCs were used in combination with XPS depth profiling.
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As an exceptionally attractive potential future application of the reagent loaded
NCs, we envision an enzyme sensor, like the glucose sensor, which would utilize glucose
oxidase (GOx) enzyme loaded NCs covalently attached to a voltammetric working
electrode surface. The pores in the NC wall would allow unhindered access for glucose
and oxygen to GOx and for H2O2 for oxidation on the electrode surface.
PEDOT(TPFPhB) was selected for the immobilization of the NCs due to its superior
electrochemical properties in voltammetric experiments. For an optical sensor with
adequate sensitivity and extremely short response time, the indicator dye loaded NCs
would be immobilized to an optical waveguide surface. The incorporation of ionophores
and ion-exchange sites in the NCs may increase the use-life time of potentiometric ionselective microelectrodes and optodes. However, to achieve these goals the concentration
of NCs in the bulk or on the surface of the sensing matrix must be increased. Preliminary
FTIR-ATR studies on PEDOT surfaces, which were deposited in the presence of EDOTdecorated NCs, showed very small, hardly detectable, concentrations of NCs in the top ~
1-1.5 m layer of the film. The NC concentration in the bulk and surface of the PEDOT
films could be increased by optimizing both the synthesis (increase the density of EDOT
moieties on the NC surfaces) and the electrochemical deposition of the NCs (optimizing
the EDOT to EDOT-NC ratio during the electrochemical deposition).
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CHAPTER 7
MULTILAYER AND SURFACE IMMOBILIZATION OF EDOTDECORATED NANOCAPSULES
Introduction
Cationic and anionic surfactants, in particular ratios, in the presence of acrylate
monomers,[130] preferentially self-assemble into vesicles with the monomer populating
the hydrophobic region of the vesicles. The hydrophobic region of the surfactant vesicles
can be further loaded with free-radical UV initiators and hydrophobic non-reactive poreforming templates, e.g., glucose pentaacetate or glucose pentabenzoate.[133] The flexible
vesicles can be resized by extrusion through a track-etched membrane. Upon UV
polymerization, the monomers located in the vesicle bilayer, form a polymeric shell or
nanocapsule (NC) with a single nanometer-thin wall.[134] When the pore-forming
templates are removed, hollow NCs with porous walls remain behind. The pore sizes and
pore density in the NC wall can be tuned through the appropriate selection of the poreforming template and its concentration. The interior of the NCs can be loaded with a
range of compounds either by encapsulation before the polymerization of the porous
walls or by in situ synthesis following polymerization.[105, 135] However, the
encapsulation efficiency is a function of electrostatic interactions between the surfactants
and charged cargo molecules aimed for encapsulation.[110]
The loaded NCs with porous walls have been used as drug delivery devices,
ratiometric thermometers, catalyst-loaded nanoreactors, and as optical sensing
particles.[26, 111, 114, 136] Due to the nanometer-thin walls of the NCs, diffusion of
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ions and small molecules through the capsule wall is practically unhindered. The
unhindered diffusion was confirmed by response time measurements in a stopped-flow
manifold using free and encapsulated fluorescent dyes.[137] However, when pHsensitive dye-loaded NCs were embedded in a polyvinyl alcohol hydrogel matrix, the
extremely short response time experienced with the free-floating NCs was lost, and the
diffusion in the supporting matrix dominated the rate of response.[26] To overcome the
disadvantages related to the entrapment of the NCs in a supporting matrix, which was
necessary for practical sensor design, we became interested in alternative immobilization
methods allowing the immobilization of the hollow NCs with porous walls to a sensing
surface.
While several methods have been used for surface immobilization of
nanoparticles (e.g., click- and thiol-gold chemistry[138-139]), immobilization onto
conductive polymers offers unique advantages, especially for designing electrochemical
sensors. The possibility of site-specific electrochemical deposition of CPs is a significant
advantage in building multianalyte, miniature sensor arrays.[82] Nanomaterial-doped
conducting polymers are important in electrochemical and biosensors development.[140]
Since the introduction of poly(3,4-ethylenedioxythiophene) as an ion-to-electron
transducer in solid contact ion-selective electrodes,[141] conductive polymers are
extensively used in the design of novel potentiometric sensors.[83, 142-143] To combine
the benefits of the reagent-loaded hollow NCs with the convenience and broad-ranging
application possibilities of conducting polymers, we have synthesized hollow NCs from
an acrylate linked 3,4-ethylenedioxythiophene (EDOT-AA) monomer, i.e., the surfaces
of these NCs are decorated with EDOT moieties.[144] The synthetic protocol of the NCs
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and a schematic representation of a NC wall with the protruding EDOT moieties is shown
in Figure 7.1. The incorporation of EDOT moieties in the walls of the NCs when EDOTAA is used for the NC synthesis was confirmed by FTIR-ATR spectroscopy.[144] The
EDOT moieties on the NC surfaces could be co-polymerized with free EDOT molecules
during the electrochemical deposition of PEDOT films. Prior to their co-polymerization
with free EDOT, the EDOT-decorated NCs were loaded with the pH sensitive dye Nile
Blue or with iron(II) tris(bipyridine) complex, which has been in-situ synthesized inside
of the interior of the NCs with porous walls. The iron(II) tris(bipyridine) complex
entrapped in the interior of the NCs was used as an indicator for tracking the distribution
of the NCs within the bulk of electrochemically deposited PEDOT films using XPS depth
profiling.
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Figure 7.1 Schematic representation of the synthesis EDOT-decorated NCs and the NC
wall with the protruding EDOT moieties
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In Figure 7.2, we show three different deposition methods for coupling the
EDOT-decorated NCs to PEDOT films: (1) galvanostatic co-deposition of a PEDOT film
over a gold electrode surface in the presence of EDOT-decorated NCs (bulk deposition),
(2) potentiostatic immobilization of EDOT-decorated NCs to the surface of an existing
PEDOT film (surface deposition), (3) galvanostatic co-deposition of a PEDOT film in the
presence of EDOT-decorated NCs over an existing PEDOT film (bilayer deposition). In
our previous paper,[144] we proved the incorporation of NCs in PEDOT films deposited
by the first method (bulk deposition) by tracking the presence of an iron (II) bipyridine
complex by XPS depth profiling using Ar+ etching. In this work, we expand the
characterization of PEDOT films with a focus on the surface and bilayer deposition
methods. These deposition methods expand the potential applications of the hollow NCs
for the development of modified electrodes with reagent loaded NCs in the bulk or on the
surface of their sensing layers.
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Figure 7.2 Schematic representation of bulk, surface, and bilayer deposition method of
EDOT-decorated NCs using PEDOT(TPFPhB) as supporting matrix and the schematic
representation of the variable angle ATR-FTIR measurements made of the polymer
films. Bulk and bilayer depositions are performed by the galvanostatic co-deposition of
EDOT-decorated NCs with free EDOT and KTPFPhB in the depositing solution over a
gold electrode or an existing PEDOT(TPFPhB) film, respectively. The surface
deposition is performed by potentiostatic deposition of EDOT-decorated NCs without
free EDOT in the deposition solution to an existing PEDOT(TPFPhB) film. The small
gray circles in the PEDOT films represent the EDOT-decorated NCs. The schematic
label Variable Angle ATR-FTIR is a representation of how the deposited films were
measured in the ATR-FTIR experiments.
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Experimental
Reagents
The chemicals used in the synthesis of the EDOT-decorated NCs were
hexadecyltrimethylammonium p-toluenesulfonate (CTAT), sodium
dodecylbenzenesulfonate (SDBS), ethylene glycol dimethacrylate (EGDMA), tert-butyl
methacrylate (t-BMA), butyl methacrylate (BMA), glucose pentaacetate (GPA), 2,2dimethoxy-2-phenyl-acetophenone (DPA), and 2’-methyl acrylate-3,4ethylenedioxythiophene (EDOT-AA), and all were purchased from Sigma-Aldrich with
the exception of EDOT-AA which was synthesized in our lab [145]. Before use, the
inhibitor in the acrylate monomers (t-BMA, BMA, and EGDMA) were removed by
filtration through a 2-inch alumina column (Fluka 06300, aluminum oxide for
chromatography). The chemicals used in the synthesis of EDOT-AA were 3,4dimethoxythiophene (DMT), 3-chloro-1,2-propanediol (ChPD), acrylic acid (AA),
K2CO3, and KI which were purchased from Sigma-Aldrich. For the deposition of the
conductive polymers, potassium tetrakis(pentafuorophenyl)borate (KTPFPhB) and 3,4ethylenedioxythiophene (EDOT) were purchased from Sigma-Aldrich. Aqueous solutions
were prepared with 18.2 MΩcm resistivity deionized water from a Millipore Milli-Q A10
system.

Synthesis
For the synthesis of EDOT-Cl and EDOT-AA, we followed previously published
protocols [120-121]. Modifications in the protocol are provided in our previous paper.
The synthesis of the EDOT-decorated NCs, as well as the in-situ synthesis of iron (II)
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tris(bipyridine) complex inside of the porous NCS, has been also described in our
previous paper [145]. The structures of the synthesized materials have been confirmed by
1

H-NMR, FTIR-ATR, and XPS. The size distribution of the NCs was determined by DLS

measurement.

Instruments and Methods
Electrode Preparation
The PEDOT films were deposited either on ITO coated glass slides
(MilliporeSigma, St. Louis, MO) or Au electrodes (3 mm diameter, MF-1002,
Bioanalytical System, Inc., West Lafayette, IN). The ITO coated glass slides were used
for the FTIR-ATR studies, while the Au electrodes were used for XPS analysis of the
PEDOT films. The gold electrodes were polished on microcloth polishing pads (Buehler,
Lake Bluff, IL) with Al2O3 slurry in decreasing grain size (1, 0.3 and 0.05 µm, Buehler,
Lake Bluff, IL) before use. Between polishing steps, the electrodes were washed with DI
water. After the final polishing step with the 0.05 µm slurry, the electrodes were
sonicated twice for 10 minutes in soapy water and three times 10 minutes in DI water
with DI water rinsing between each sonication. ITO coated glass slides were used as
received but were cleaned by sonicating the electrodes in methanol for 10 minutes,
followed by sonication in water for 10 minutes and a final acetonitrile rinse before use.
Deposition of PEDOT and EDOT-Decorated Nanocapsules
PEDOT films were co-polymerized with the EDOT-decorated NCs with three
different methods, shown in Figure 7.2. The aim of this paper is to explore the possibility
of depositing the EDOT-decorated NCs only to the surface of the PEDOT films (surface
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deposition and bilayer deposition in Fig. 7.2). With these methods, we attempted to
deposit the NCs to the surface of an existing PEDOT film.
Bulk Deposition
PEDOT(TPFPhB) films were deposited galvanostatically (0.2 mA/cm2) on ITO
coated glass slides or a Au electrode surface in a three-electrode electrochemical cell
using PGSTAT 20 (Metrohm Autolab Inc.). The deposition times varied depending on
the required film thickness. 714 s electrolysis time resulted in approximately 1 m thick
PEDOT(TPFPhB) films.[11] In the electrochemical cell, platinum wire and glassy carbon
rod served as the quasi-reference (0.275 V vs. sat. Ag/AgCl in 0.1 mol/dm3 KCl) and
counter electrodes, respectively. The polymerization solution contained 0.03 M
KTPFPhB and 0.015 M EDOT in an acetonitrile-water mixture (20 % acetonitrile). For
the bulk immobilization of the EDOT-decorated NCs the solution also contained 10
mg/mL EDOT-decorated NCs. Following the deposition, the films were slowly rinsed 5
mL of acetonitrile five times and left for one hour to dry.
Surface Deposition
For the surface deposition of the EDOT-decorated NCs, a PEDOT(TPFPhB) film
was first deposited to an ITO coated glass slide or Au electrode in the same manner as
described above. Next, the PEDOT(TPFPhB) film was rinsed with 320 mL of
acetonitrile, and the electrodes were submerged into a solution containing only 10 mg/mL
EDOT-decorated NCs in a 0.03 M KTPFPhB solution without EDOT, and a potential of
1.2 V was applied for 1200s vs quasi-platinum reference (0.275 V vs. sat. Ag/AgCl in 0.1
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mol/dm3 KCl). The electrodes were then rinsed again 320 mL of acetonitrile and left to
dry for one hour.
Bilayer Deposition
For the bilayer deposition of the EDOT-decorated NCs first, an approximately 1
m thick PEDOT(TPFPhB) film was deposited galvanostatically (0.2 mA/cm2 for 714 s)
on an ITO glass slide or Au electrode as was described above. Following the
PEDOT(TPFPhB) film deposition, a copolymer film was deposited with 356 s
electrolysis time in a solution containing KTPFPhB (0.03 M), EDOT (0.015 M) and
EDOT-NCs (10 mg/mL) in acetonitrile/water mixture (20 % acetonitrile). The
electrochemical cell and the galvanostatic current density (0.2 mA/cm2) were the same as
above. Following each deposition step, the electrodes were rinsed with 320 mL of
acetonitrile.
FTIR-ATR Spectroscopy
To characterize the distribution of NCs in PEDOT films following different
deposition protocols, an IFS 66/S FTIR spectrometer (Burker Inc.) was used in junction
with a Seagull variable angle reflection accessory and a Zinc Selenide crystal (Harrick
Scientific Products) for variable angle FTIR-ATR measurements. Variable angle
measurements were collected by pressing the conductive polymer films deposited on ITO
coated glass slides to the surface of the crystal with an applied torque of 920 g·cm. A
schematic representation of how the samples were pressed against the ZnSe crystal is
shown in Figure 7.2. Generally, 64 interferograms were recorded with a deuterated
triglycine sulfate detector and a resolution of 4 cm-1. FITR-ATR spectra of the NCs alone
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were collected by applying a small amount of dried NCs to a VideoMVP single reflection
element diamond ATR accessory (Harrick Scientific Products) using the same parameters
as the variable angle measurements.
The penetration depth was calculated by Equation 7.1 [146].
𝑑=

𝜆

(

𝑛 2
2𝜋𝑛1 √sin2 𝜃 − (𝑛2 )
1

(7.1)

where 𝑑 is the penetration depth, and 𝜆, 𝜃, 𝑛1 and 𝑛2 are the wavelength, incident
angle, and the refractive indices of ATR crystal and sample refractive index, respectively.
A refractive index of 2.414 was used for ZnSe crystal [147]. Since the refractive index of
the PEDOT(TPFPhB)/NC films is a function of its composition [148], the true refractive
index of the PEDOT films were unknown. A value of 1.5 was used for this analysis as
PEDOT(PSS) is often quoted as having a refractive index between 1.4 and 1.6 [149-150].
The absorbance values at a characteristic wavenumber were determined as the difference
between the peak absorbance value and the absorbance value at the base of the peak.
X-ray Photoelectron Spectroscopy (XPS)
XPS analysis of the PEDOT(TPFPhB) films co-deposited with EDOT-decorated
NCs was performed using a Thermo Scientific K-Alpha XPS system equipped with a
monochromatic Al Kα X-ray source at 1486.6 eV. A spot size of 400 µm2 was used with
an X-ray power of 75 W at 12 kV. The instrument was calibrated to give binding energies
of 84.0 eV for Au 4f7/2 and 284.6 eV for the C1s line of adventitious (aliphatic) carbon
present on the non-sputtered samples. For depth profiling, an Ar+ gun, with 3000 eV
etching energy and 180 s etching times was used. Between the 19 etching steps, a series
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of XPS spectra were collected: high-resolution spectra of C 1s, S 2p, and Fe 3p were
taken with 40 eV pass energy. The high-resolution scans were collected with an energy
step size of 0.1 eV. The XPS data acquisition and analysis were performed using the
Avantage software package.

Results and Discussion
In a previous report, we described the synthesis of EDOT-decorated NCs from
EDOT-AA, and EGDMA using SDBS and CTAT formed vesicle templates and showed
that these NCs could be co-polymerized with free EDOT molecules, i.e., co-deposited
with a supporting PEDOT(TPFPhB) matrix.[144] The co-deposited NCs could be traced
both in the bulk and on the surface of PEDOT(TPFPhB) films. In our experiments
PEDOT(TPFPhB) was used as supporting conductive polymer matrix for the covalent
attachment of the EDOT-decorated NCs due to the unique electrochemical properties of
the PEDOT(TPFPhB) coated glassy carbon electrode (GC). In contrast to GC electrodes
coated with PEDOT(PSS) and PEDOT(Cl), the PEDOT(TPFPhB) coated electrode had
small double later capacitance and showed identical behavior in cyclic voltammetry
experiments to the GC electrode.[144] Consequently, TPFPhB− anions were chosen for
doping the PEDOT films with considerations of potential future electrochemical sensor
developments. Here we investigated the possibility of depositing the EDOT-decorated
NCs predominantly to the surface of existing PEDOT(TPFPhB) films. We tested the
possibility of the deposition of the EDOT-decorated NCs without free EDOT in the
polymerization solution and termed this method as “surface deposition”. We also tested
the possibility of the co-deposition of the EDOT-decorated NCs with PEDOT(TPFPhB)
in the presence of free EDOT molecules as a thin surface layer on the top of an existing
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PEDOT film, i.e., the formation of a bilayer structure. We termed this possibility as “bilayer deposition”. For analyzing the deposited films, variable angle FTIR-ATR
spectroscopy and XPS depth profiling with Ar+ etching was used. In the XPS studies, the
NCs were loaded by iron (II) bipyridine complex synthesized inside of the porous NCs
before their deposition onto electrode surfaces.
FTIR-ATR spectra of PEDOT(TPFPhB) and acrylate-based NCs were recorded
(Figure 7.3) to identify characteristic absorbance peaks that could be used to track the
concentration/distribution of NCs in conductive polymer films. In the PEDOT(TPFPhB)
spectrum the absorbance bands at 1627, 1466, and 1273 cm-1 are assigned to asymmetric
C=C stretching, C-C stretching, and inter-ring stretching of the C-C bonds, respectively.
The bands at 1158, 1122, 1074, 1018 and 997 cm-1 are attributed to the C-O-C vibration
in ethylenedioxy ring, and the bands at 948, 865, and 709 cm-1 are the characteristic
stretching bands of the thiophene ring.[151-154] The prominent peaks in the FTIR-ATR
spectrum of the acrylate-based NCs (Figure 7.3, blue line) at 1720 and 1150 cm-1 are
assigned to the C=O and C-O stretching for the ester functional group, respectively, and
the peak at 1460 cm-1 is assigned to the C-H bending. The ester absorbance peaks appear
to be adequate for tracing the NCs in the PEDOT film and determine their relative
concentration in the copolymer film. However, due to the proximity of the C-O-C
vibrational peaks from the ethylenedioxy ring at 1158 cm-1 and 1122 cm-1 and the 1466
cm-1 in the PEDOT(TPFPhB) spectrum and the 1150 cm-1 and 1460 cm-1 absorbance peak
in the acrylate-based NC spectrum the quantification might still prove to be complex. To
show the expected change in the spectrum of PEDOT(TPFPhB) with increasing
concentration of acrylate-based NCs on its surface a series of simulated spectra were
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generated from the individual spectra of PEDOT(TPFPhB) and the acrylate-based NCs in
Figure 7.3a by adding the NCs spectrum in increasing proportion to the
PEDOT(TPFPhB) spectrum according to the following expression:
𝐴 = 𝐴𝑃𝐸𝐷𝑂𝑇 + 𝑥𝐴𝑛𝑎𝑛𝑜𝑐𝑎𝑝𝑠𝑢𝑙𝑒𝑠
where 𝐴 is the simulated absorbance, 𝐴𝑃𝐸𝐷𝑂𝑇 and 𝐴𝑛𝑎𝑛𝑜𝑐𝑎𝑝𝑠𝑢𝑙𝑒𝑠 are the principle
absorbances of PEDOT and the NCs, respectively, and 𝑥 is a proportionality constant.
The three important regions of the resulting spectra are shown in Figure 7.3b-d.
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Figure 7.3 (a) FITR-ATR spectra of PEDOT(TPFPhB) deposited galvanostatically on
an ITO coated glass slide and dried polyacrylate NCs (spectra were shifted along the
absormance axis for better comparison). (b-d) Spectral regions of interest in the
generated/expected FTIR-ATR spectra constructed with Equation 2 with x = 0, 0.01,
0.05, 0.1, 0.15, 0.2, 0.3, 0.4 and 0.5. ∆𝐴𝑚𝑎𝑥 was calculated as the maximum difference
in absorbance for each of the peaks from the data plotted (e.g., in (b) the absorbance
from the smallest peak (x = 0, blue curve with no peak present) was subtracted from
the largest peak (x = 0.5, orange curve showing the largest absorbance)).
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The acrylate specific peak at 1720 and 1460 cm-1, Figure 7.3b and 7.3c can be
used to identify the presence of NCs in a PEDOT/NC copolymer film with more or less
sensitivity, respectively (see ∆𝐴𝑚𝑎𝑥 values in Fig. 7.3). Since the measured spectra of the
copolymer films are complex, an internal reference peak was chosen at 976 cm-1, with an
absorbance which is relativity independent from changing NC concentration in the
copolymer film (∆𝐴𝑚𝑎𝑥 = 0.65 𝑚𝐴𝑈, Fig. 7.3d). The large absorbance peak at 1150 cm1

could provide an additional indication for the presence of NCs in the copolymer film,

however, the significant absorbance bands from PEDOT in the proximity may prevent
the quantification of the copolymer at that wavenumber.

FTIR-ATR Characteristics of EDOT-Decorated Nanocapsules in
PEDOT(TPFPhB) Films Deposited with the Bilayer and Bulk Deposition
Protocols.
In this paper, we speak about bilayer when the PEDOT(TPFPhB)/EDOTdecorated NC copolymer film is deposited on top of an existing PEDOT film. The bilayer
films were studied by variable angle FTIR-ATR and compared to the spectral
characteristics of bulk deposited films which were deposited the same way but directly to
the surface of a gold electrode (see Fig. 7.2 for schematic representations). The FTIRATR spectra of these films were measured at angles ranging from 39o to 60o using a ZnSe
crystal corresponding to penetration depths between 1.9 to 0.31 µm for 1720 cm-1. The
collected spectra for the bulk and bilayer deposited films are shown in Figure 7.4. The
incorporation of the EDOT-decorated NCs into the electrochemically deposited films is
confirmed by the characteristic ester peak of the NCs at 1720 cm-1 in both spectra. The
gradual increase of the absorbance values with decreasing angle, best seen at lower
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wavenumbers, is the consequence of the increasing penetration depth. To get information
on the NC distribution in the PEDOT(TPFPhB) films, deposited by the bulk and bilayer
deposition protocols, the characteristic peaks at 1460 and 1720 cm-1, indicating the
presence of NCs in the deposited films (Fig. 7.4) were analyzed in detail.
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Figure 7.4 FTIR-ATR spectra EDOT-decorated NCs deposited by the bulk (left) and
bilayer (right) deposition methods into PEDOT(TPFPhB) films. The individual spectra
were recorded at various angles corresponding to different penetration depths using a
ZnSe crystal.
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Figure 7.5a shows the change in absorbance with increasing penetration depth at
1460 cm-1 for both the bulk and bilayer deposited films. According to Beer-Lambert law,
the absorbance is expected to increase linearly with the penetration depth in a
homogeneous film with a slope of molar absorptivity times concentration. In the bulk
deposited film, in which the NCs are assumed to be distributed homogenously, the
absorbance indeed increases linearly at low penetration depths values. Since the film
thickness is about only 1 m, as the penetration depth approaches the film thickness, the
absorbance value approaches a saturation value corresponding to the total NC
concentration in the film. Deviations from a linear increase in the absorbance above ~ 0.7
m is likely due to a difference in the deposited film structure and NC distribution in the
film at the polymer-electrode interface.
In contrast to the film deposited with the bulk deposition protocol, NCs are
expected to be present only in the 0.5 µm top layer of the film deposited with the bilayer
protocol since the underlying PEDOT(TPFPhB) film was deposited in the absence of
EDOT-decorated NCs. Consequently, the absorbance values recorded at variable angles
are expected to increase linearly only up to ~ 0.5 µm penetration depth, where the
penetrating IR beam reaches the boundary and the absorbance is expected to reach a
maximum value. Indeed, this is seen in Figure 7.5a where the maximum absorbance is
reached at around 0.5 µm corresponding to the thickness of the copolymer film. In
Figure 7.5c we show the results of the same analysis on the 1720 cm-1 peak. The
conclusion of this analysis is the same, although the difference in the penetration depth
where the curves, corresponding to the bulk and bilayer deposition, start to deviate from
the linear increase in the absorbance, or where they reach their saturation value, are less
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significant than in Figure 7.5a. However, in agreement with the difference in the film
thicknesses which are loaded with NCs, the maximum absorbance is significantly less in
the samples deposited with the bilayer (0.5 µm) than with the bulk (1.0 µm) protocol.

146

Figure 7.5 (a and c): Change in absorbance with increasing penetration depth at 1460
cm-1 (a) and 1720 cm-1 (c) wavenumbers in PEDOT(TPFPhB) films deposited with the
bulk and bilayer deposition protocols. The curves were constructed from the spectra
shown in Figure 7.4. (b and d): Change in absorbance ratios with increasing penetration
depth. The absorbance ratios were calculated for the peaks at 1460 and 1720 cm-1 with
respect the independent peak at 976 cm-1 as 𝐴1460 ⁄𝐴976 (b) and 𝐴1720 ⁄𝐴976 (d) for the
bulk and bilayer deposited films.
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Using the NCs concentration-independent peak at 976 cm-1 as an internal
reference, in Figure 7.5b and d, we show the change in the 𝐴1460 ⁄𝐴976 and 𝐴1720 ⁄𝐴976
absorbance ratios as a function of the penetration depth. As can be seen in Figures 7.5b
and d, at low penetration depth values, these absorbance ratios are significantly larger for
the film deposited with the bilayer deposition protocol compared to the film deposited
with the bulk deposition protocol. Moreover, the 𝐴1460 ⁄𝐴976 and 𝐴1720 ⁄𝐴976
absorbance ratios for the films deposited with the bilayer protocol decay very quickly
with the increasing penetration depth and remain essentially constant once the penetration
depth exceeded 0.5 µm, the interface between the PEDOT(TPFPhB) and the NCcontaining PEDOT(TPFPhB) films. In contrast, the same ratios in the bulk deposited
films are almost constant or are slightly increasing. The significant difference in the
traces confirms that the bilayer deposition method results in a film with significantly
larger NCs concentration in its top layer compared to underlaying PEDOT(TPFPhB)
film, which has been deposited in the absence of EDOT-decorated NCs.

FTIR-ATR and XPS Characterization of EDOT-Decorated Nanocapsules in
PEDOT(TPFPhB) Films Deposited with the Surface Deposition Protocol.
The possibility of depositing the EDOT-decorated NCs to the surface of an
existing PEDOT film without supporting free EDOT was studied by ATR-FTIR and
XPS. We attempted to deposit the EDOT-decorated NCs over a 1 µm thick,
galvanostatically deposited PEDOT(TPFPhB) layer using a potentiostatic deposition
protocol (1.2 V for 1200 s vs quasi-reference (0.275 V vs. sat. Ag/AgCl in 0.1 mol/dm3
KCl)), see Figure S7.1 in the Supplementary Material. To evaluate the efficiency of this
deposition protocol, FTIR-ATR spectra were collected from the target surface with 35°,
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45°, and 60° incident angle using a ZnSe hemispherical crystal (Figure 7.6a). As
expected, with increasing penetration depth (decreasing angle of incidence) the
absorbance increases at all wavenumbers. Although we did not have any specific
information about the thickness of a NC layer deposited potentiostatically (e.g., in
comparison to the penetration depth for the IR beam or the film deposited by the bilayer
deposition protocol) it was assumed that the concentration of NCs on the surface of the
electrode is significantly larger compared to the deeper layers of the PEDOT(TPFPhB)
film. If the deposited NC layer is very thin, then the characteristic acrylate peak should
hardly increase with increasing penetration depth. To assess the concentration of NCs on
the PEDOT(TPFPhB) film, similar to Figure 7.5b and d, the 𝐴1720 ⁄𝐴976 absorbance
ratios were calculated at 0.78 and 0.43 µm penetration depth (corresponding to incident
angles of 45° and 60°, respectively) and compared to the 𝐴1720 ⁄𝐴976 absorbance ratios
in a film deposited with the bulk deposition protocol. The results are summarized in
Table 1.
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Table 7.1 𝐴1720 ⁄𝐴976 ratios in NC containing PEDOT(TPFPhB) films at different
penetration depths. The films were deposited with the surface and bulk deposition
protocol.
Penetration depth
0.78 µm
0.43 µm

𝐴1720 ⁄𝐴976
Surface deposited film
Bulk deposited film
0.75
2
0.43

1.6
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The data in Table 1, suggests a lower average concentration of NCs in the film
deposited with the surface deposition protocol compared to the bulk deposited film,
which at first sight could be interpreted that the surface deposition protocol deposited
only a very thin layer of NCs. However, the change in the 𝐴1720 ⁄𝐴976 with the
penetration depth is similar to that of the bulk deposited films, which suggests that NCs
are not confined to the surface of the PEDOT(TPFPhB) film, but they are also present in
the underlying layers of the PEDOT(TPFPhB) film. On the other hand, when we
subtracted the FTIR-ATR spectrum of the surface deposited films collected at 60o (0.43
µm penetration depth) from the spectrum collected at 45o (0.78 µm penetration depth),
the absorbance peak at 1720 cm-1, indicating the presence of NCs in the film, disappeared
from the difference of the two spectra (see Figure 7.6b). From these results, we
concluded that most of the NCs deposited by the surface deposition protocol are
concentrated in the top 0.43 µm thick layer of the PEDOT(TPFPhB) film.
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Figure 7.6 (a) Variable angle FTIR-ATR spectra of PEDOT(TPFPhB) film with
EDOT-decorated NCs on its surface. The EDOT-decorated NCs were deposited
potentiostatically (1.2 V for 1200 s) with the surface deposition method. The spectra
were recorded with 35o(blue), 45o (red) and 60o (black) incident angle using a ZnSe
crystal. (b) The difference of two FTIR-ATR spectra of PEDOT(TPFPhB) film with
EDOT-decorated NCs on its surface recorded at 45o and 60o incident angles (𝐴45𝑜 −
𝐴60𝑜 ) (red curve) and the FTIR-ATR spectra of a PEDOT(TPFPhB) film without
incorporated NCS.
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The EDOT decorated NCs were deposited to the PEDOT(TPFPhB) film surfaces
both as empty, hollow NCs as well as NCs loaded with iron(II) bipyridine complex.
Parallel to the FTIR-ATR analysis of PEDOT(TPFPhB) films which were deposited with
the empty NCs on their surfaces, the PEDOT(TPFPhB) films, which were deposited with
the iron(II) bipyridine complex-loaded NCs were analyzed by XPS. For the XPS
experiments, the iron(II) bipyridine complex loaded NCs were deposited
potentiostatically (1.2 V for 1200 s vs quasi-reference (0.275 V vs. sat. Ag/AgCl in 0.1
mol/dm3 KCl)). To determine the distribution of NCs in the surface layers of the
PEDOT(TPFPhB) films XPS depth profiling with Ar+ etching was used (19 etching
intervals with 180 s etching times and 3000 eV energy). The results of the depth profiling
experiment are shown in Figure 7.7. After 19 etching cycles, the PEDOT(TPFPhB) film
is completely etched from the underlaying Au electrode. According to Figure 7.7, the
carbon, sulfur, and iron fitted areas all follow the same decaying pattern, which suggests
that the iron(II) bipyridine complex loaded NCs are present in the full cross-section of the
PEDOT film.
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Figure 7.7 XPS depth-profiles of iron, sulfur, and carbon in PEDOT(TPFPhB) films
with potentiostatically deposited, iron(II)tris(2-2’-bipyridine)-loaded NCs on their
surfaces. The individual data points were determined after 180 s, 3000 eV Ar+ plasma
etching cycles.
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Although both the variable angle FTIR-ATR analysis and XPS depth profiling
suggest that NCs are present in the deeper layers of the PEDOT film, even with the
surface deposition protocol, the results do not coincide completely. The discrepancy is
most likely due to the differences in the sensitivity and layer-by-layer resolution between
the two methods. On the other hand, considering the highly porous structure of PEDOT
films, with pore sizes larger than the average diameter (170 nm) of NCs synthesized in
this study (see Figure S7.3),[155] it is not surprising that NCs were identified in the
deeper layers of the PEDOT(TPFPhB) film. It must also be considered that the surface
morphology of PEDOT film changes when over oxidized which may facilitate the
diffusion of NCs into the bulk of the PEDOT film.[156] Since during the potentiostatic
(surface) deposition very high oxidation potentials (1.2 V vs quasi-reference (0.275 V vs.
sat. Ag/AgCl in 0.1 mol/dm3 KCl)) were used, this may explain why we could detect NCs
in the entire cross-section of the PEDOT(TPFPhB) film. The 1.2 V applied potential was
used to overcome the film resistance and allow the oxidation of the EDOT motifs on the
surface of the nanocapsules. Although our objective with the surface deposition was to
immobilize the NCs as a thin layer of NC network to the surface of a PEDOT film, which
could not be realized in its entirety, in part due to the porous structure of the PEDOT
film, the EDOT-decorated NCs offer a wide variety of effective deposition procedures for
immobilizing NCs into PEDOT films.

Conclusions
In this work, we investigated the deposition of EDOT-decorated NCs into the
bulk, a surface layer (bilayer) and on the uppermost surface of an existing PEDOT film.
For the bulk and bilayer deposition, galvanostatic deposition method was used with
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EDOT present in the deposition solution while the surface deposition of the NCs was
attempted potentiostatically without EDOT in the deposition solution. The deposited
films were studied using variable angle FTIR-ATR and XPS depth profiling to track the
location of the NCs in the deposited films. When bilayer structures were made, the
interface between the NC-free and NC-loaded layers could be identified at the expected
depth using FTIR-ATR. In contrast, the FTIR-ATR and XPS analysis of the films
deposited potentiostatically, in the absence of EDOT in solution, showed small amounts
of NCs in the entire cross-section of the films. The luck of success of depositing a thin
layer network of NCs could be the consequence of the potentiostatic deposition method
that could overoxidize the PEDOT film and enhance its already highly porous structure.
On the other hand, the galvanostatic deposition of EDOT-decorated NCs was shown to
produce structures loaded with high concentration of NCs with a variety of potential
applications including the fabrication of chemical and biosensors.
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CHAPTER 8
CONCLUSIONS
Modified electrodes offer unique measurement possibilities that would otherwise
be difficult to achieve. For example, the application of enzyme layers to an electrode
surface makes the rapid determination of several bioactive compounds, including
glucose, possible. While modifications in many cases influence the response of the sensor
in an advantageous way, they can impart performance trade-offs, which require
optimization. For example, by the application of a hydrophobic, highly plasticized
membrane to the surface of a glassy carbon or carbon fiber electrode, a sensor for the
anesthetic drug propofol can be made. This polymeric membrane prevents electrode
fouling and boosts both selectivity and sensitivity. However, the membrane also leads to
deviations from ideal electrode behavior in which mass transport can be described by
linear or spherical diffusion. As it is discussed in Chapter 3, when the assumptions on
linear or spherical diffusion are violated, it may contribute to significant errors in the
voltammetric determination of diffusion coefficients in complex media, such as the
highly plasticized PVC membranes. We also showed that by selecting appropriate scanrates in linear sweep voltammetry, it could be achieved that either linear or spherical
diffusion dominates the mass transport, and simultaneously the errors are mitigated.
Finally, we demonstrated that even if the selection of optimal experimental conditions is
not feasible, the error in the diffusion coefficient can be limited to a maximum of 14%.
In multilayer sensors, the compatibility between the layers is essential. Solid
contact ISEs were developed with the promise of miniaturization and multi-analyte
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sensing. However, the compatibility between the solid-contact (SC), often conductive
polymer films, and the ion-selective membrane is not always ideal. The consequence of
non-ideal compatibility means a lack of adequate adhesion between the ISM and the SC
and the appearance of a thin aqueous film between the ISM and its SC. When a water
layer is formed between the ISM and its SC, the electrode can no longer be considered a
genuine SC electrode, and the “water layer test” (WLT) is an experimental protocol used
to make that determination. Here, the experimental parameters which dictate the results
of the WLT have been investigated through the development of a three-layered finitedifference model. Additionally, the three-layer system was altered to include a kinetic
expression, which is discussed in Chapter 5. Our model calculations provided guidance
for performing the WLT: 1) The ISM should be as thin as possible to maximize the fluxes
across the membrane. 2) Before the WLT, the SC ISE should be stored in an aqueous
solution (conditioning) for a time period long enough for the formation of a water layer
and full equilibration of the ISM (at least 72 hours). 3) The ion-to-electrode transducing
film should be as thin as possible. 4) After a change in the solution (from primary to
interfering ion concentration or opposite), the electrode potential should be recorded to
reach a new equilibrium, i.e., long enough for ions to diffuse through the ISM (at least 24
hours). The kinetic modification was used to replace the thermodynamic expression for a
more realistic description of the interfacial concentration at the solution-membrane
interface. Additionally, the kinetic description is consistent with the continuity equation
and is simple to calculate.
The attachment of the recently developed electropolymerizable polyacrylate
nanocapsules (NCs) to sensing surfaces extends the category of modified electrodes with
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unique possibilities in a variety of applications. Towards the development, an optical pH
sensor for flow-through measurements, the pH-sensitive dye loaded NCs were
immobilized in a hydrogel matrix. In Chapters 6 and 7, we discussed the recent
development of polyacrylate NCs, which were decorated with the electropolymerizable
group 3,4-ethylenedioxythiophene (EDOT). The synthesis and the decoration of the NCs
with EDOT moieties was confirmed by FTIR-ATR. The EDOT-decorated NCs were
deposited into the bulk, surface, and as a bilayer in poly(3,4’-ethylenedioxythiophene)
films. The distribution of NCs in the PEDOT films was studied by variable angle ATRFTIR as well as by tracking the location of an in situ synthesized iron(II) bipyridine
complex using XPS depth profiling. With the EDOT decoration and the possibility to
immobilize the NCs to a surface, the range of possible applications has been extended.
The entrapment of enzymes and redox mediators might lead to the development of
nanocapsule-based electrochemical or optical enzyme sensors. The deposition of a
multilayered nanocapsule network on the surface of an optical waveguide can facilitate
the development of high sensitivity optical sensors with “zero-response time.”
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CHAPTER 9
RECOMMENDATIONS FOR FUTURE WORK

Based on the successful synthesis and deposition of EDOT-decorated
nanocapsules (NCs), this immobilization method should be the focus of developing
surface-immobilized electrochemical and optical sensors. Although it has been shown
that NCs can be synthesized with EDOT as functional group on their surfaces, and these
EDOT-decorated NCs can be deposited onto sensing surfaces, their utility in sensing
applications has not been shown.
The development of practical sensors may require the optimization of the
synthesis and deposition. For example, the optimal concentration of EDOT on the NC
surfaces should be determined and the synthesis of the NCs with different concentrations
of EDOT-AA in the polymerization mixture should be investigated. Furthermore, the
protocol of the deposition method should be optimized, and the deposition of the NCs on
a variety of conductive surfaces should be evaluated. In addition, the effectiveness of
galvanostatic and potentiostatic depositions should be compared, and the current densities
during the galvanostatic deposition should be optimized.
In this work, we have developed a technique to quantify the concentration of NCs
in a PEDOT film using FTIR-ATR. In these experiments, the concentration of the NCs
was always 10 mg/cm3. It would be prudent to investigate the effects of the nanocapsule
concentration in the polymerization solution on the characteristics of the NC-loaded
films.
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Other exciting possibilities to incorporate NCs into a conductive polymer film
would be to include a counter ion to the surface of the NCs instead of the monomer
subunit. For example, the commonly used counter ion for PEDOT, polystyrene sulfonate,
can be synthesized from the monomer styrene sulfonate. By synthesizing NCs using
styrene sulfonate, facile immobilization of NCs into a PEDOT film can be driven by
electrostatic interactions as opposed to covalent attachment, as is done with EDOTdecorated NCs.
The surface immobilization of a nanocapsule network may lead to optical sensors
with adequate sensitivity and short response time. The incorporation of enzymes into the
NCs and immobilization of these NCs to electrochemical sensor surfaces projects the
possibility of the development of a “zero-response time” enzymatic sensor. Surfaceimmobilized, enzymes, or catalyst-loaded NCs offer the potential of the construction of
flow-through catalytic reactors. With an optimized deposition method, dye-loaded NCs
could be deposited on the surface of optical waveguides for continuous optical
monitoring.
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APPENDIX A
Supplementary Material for Chapter 4
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Figure S4.1 Potential vs. time transients recorded during water layer tests with two
PEDOT-C14(TPFPhB)-based SC electrodes in which only the thickness of the sensing
membranes were different: 80 m and 2 m, respectively. The transients were recorded
upon changing the bathing solution concentration from 0.1 M KCl to 0.1 M NaCl and
from 0.1 M NaCl back to 0.1 M KCl. For better comparison, the potential values of the
individual electrodes in 0.1 M KCl were matched to have the same potential values at
the time of the changes in the solution concentrations.
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Figure S4.2 Comparison of potential vs. time transients simulated with the FD model
(blue curve) and the transients recorded with the coated wire electrode (orange curve)
for the 0.1 M KCl to 0.1 M NaCl (left) and 0.1 M NaCl to 0.1 M KCl (right)
concentration changes in the water layer test. For the simulation it has been assumed
that a 64 m thick water layer is between the solid contact and a 64 m thick sensing
membrane. The inset in the left figure shows the entire simulated transient in which the
KCl to NaCl and the NaCl to KCl concentration changes were introduces at ~0.4 and
7.9 h, respectively.
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Figure S4.3 Simulated potential vs. time transients of solid contact electrodes in
which the sensing membrane was loaded with 𝐶𝑅𝑡𝑜𝑡 = 0.01 𝑀 or 𝐶𝑅𝑡𝑜𝑡 = 0.001 𝑀
concentration of anionic sites. The experimental protocol was the same as in Figure 5.
The simulated transients were generated by the finite-difference model using the
10−1 𝑀 𝐾𝐶𝑙 to 10−1 𝑀 𝑁𝑎𝐶𝑙 activity step. The ion-selective membrane thickness and
the diffusion coefficient in the membrane were 𝑑𝑚𝑒𝑚 : 80𝜇𝑚 and 𝐷𝑚𝑒𝑚 : 2 ×
10−8 𝑐𝑚2 ⁄𝑠, respectively. Additional parameters, 𝐷𝑖,𝑠 , 𝐷𝑗,𝑠 , 𝐷𝑖,𝑤𝑙 , 𝐷𝑗,𝑤𝑙 =
6 × 10−6 𝑐𝑚2 /𝑠 and water layer thickness of 1𝜇𝑚.
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Figure S4.4 (left) Simulated potential vs. time traces of an ISE through a calibration
from 10-7 to 0.1 mol/L in the presence of different levels of interfering ion
concentrations; (right) Simulated calibration curves constructed from the equilibrium
potential values of the potential vs. time transients shown on the left. Model
parameters: ( 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛/𝑚𝑒𝑚𝑏𝑟𝑎𝑛𝑒/𝑤𝑎𝑡𝑒𝑟 𝑙𝑎𝑦𝑒𝑟 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 = 10/188/
2.5 𝜇𝑚, 𝐷𝑚 = 2 × 10−8

𝑐𝑚2
𝑠

, 𝐷𝑠 = 10−6

𝑐𝑚2
𝑠

, [𝑋 − ] = 10
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= 10−3 )

APPENDIX B
Supplementary Material for Chapter 5
Derivation of the thermodynamic description of the ion-selective
membrane/sample solution interface, Equation 5.3, from the kinetic
description.
(

𝑑𝐶𝑖,𝑚 (0, 𝑡)]
⃗ 𝐶𝑖,𝑠 𝐶𝑗,𝑚 − 𝐾 𝑝𝑜𝑡 𝑘
⃗ 𝐶𝑖,𝑚 𝐶𝑗,𝑠
)
=𝑘
𝑖,𝑗
𝑑𝑡
𝑅𝑋𝑁

𝑑𝐶𝑖,𝑚 (0,𝑡)]

At equilibrium (

𝑑𝑡

)

𝑅𝑋𝑁

= 0.

Therefore,
𝑝𝑜𝑡
0 =𝐶𝑖,𝑠 𝐶𝑗,𝑚 − 𝐾𝑖,𝑗
𝐶𝑖,𝑚 𝐶𝑗,𝑠

With 𝐶𝑗,𝑚 = 𝐶𝑅𝑡𝑜𝑡 − 𝐶𝑖,𝑚 ,
𝑝𝑜𝑡
0 =𝐶𝑖,𝑠 (𝐶𝑅𝑡𝑜𝑡 − 𝐶𝑖,𝑚 , ) − 𝐾𝑖,𝑗
𝐶𝑖,𝑚 𝐶𝑗,𝑠

Solving for 𝐶𝑖,𝑚 ,
𝑝𝑜𝑡
0 =𝐶𝑖,𝑠 𝐶𝑅𝑡𝑜𝑡 − 𝐶𝑖,𝑠 𝐶𝑖,𝑚 , −𝐾𝑖,𝑗
𝐶𝑖,𝑚 𝐶𝑗,𝑠

𝐶𝑖,𝑚 =

𝐶𝑖,𝑠 𝐶𝑅𝑡𝑜𝑡
𝑝𝑜𝑡
𝐶𝑖,𝑠 + 𝐾𝑖,𝑗
𝐶𝑗,𝑠

Kinetic Model MATLAB Code
clear
clc
%% Diffusion Parameters
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Dis
Djs
Dim
Djm

=
=
=
=

1E-5;
1E-5;
1E-8;
1E-8;

%
%
%
%

cm^2/s
cm^2/s
cm^2/s
cm^2/s

%% Membrane Parameters
X = 0.01E3; % mol/dm^3
K = 1E-3;
k = 0.1;
%% Space
length_solution = 10E-4; % cm was 120
length_membrane = 80E-4; % cm
length_waterLayer = 80E-4; % cm
Nx_solution = 20;
Nx_membrane = 80;
Nx_waterLayer = 3;
dx_solution = length_solution/Nx_solution;
dx_membrane = length_membrane/Nx_membrane;
dx_waterLayer = length_waterLayer/Nx_waterLayer;
%% Time
time_final = 30;
dt = 0.4*(Dim/dx_membrane^2)^2; % or
dt = 0.00001
Nt = round(time_final/dt);
%% Inital Conditions
Cis = zeros(Nx_solution,Nt) + 0.0001E3; % mol/cm^3
Cjs = zeros(Nx_solution,Nt) + 0.01E3;
Cim = zeros(Nx_membrane,Nt) +
Cis(Nx_solution,1)*X/(Cis(Nx_solution,1)+K*Cjs(Nx_solution,1));
Cjm = zeros(Nx_membrane,Nt) + X-Cim(1,1);
Ciwl = zeros(Nx_waterLayer,Nt) + 0.1E3; % mol/cm^3
Cjwl = zeros(Nx_waterLayer,Nt) + 0E3; % mol/cm^3
%% Boundary Variables
global Cib Cjb
Cib = Cis(1,:);
Cjb = Cjs(1,:);
%% Count number
start = 1
%% Model
for t = 1:Nt-1
%% Boundary Conditions (comment out all but the experiment to run).
%[Cib(t), Cjb(t)] = step(Nt, t, 0.0001E3, 0.1E3);
%[Cib] = calibration(Nt, t);
%[Cib(t), Cjb(t)] = waterLayerTest(Nt, t);
if t > Nt*0.1
Cjb(t) = 0.1E3;
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end
%% Model Equations
% Solution
Cis(1,t+1) = Cis(1,t) + Dis*dt/dx_solution^2 *(Cib(t) - 2*Cis(1,t) +
Cis(2,t));
Cjs(1,t+1) = Cjs(1,t) + Djs*dt/dx_solution^2 *(Cjb(t) - 2*Cjs(1,t) +
Cjs(2,t));
for x = 2:Nx_solution-1
Cis(x,t+1) = Cis(x,t) + Dis*dt/dx_solution^2 *(Cis(x-1,t) 2*Cis(x,t) + Cis(x+1,t));
Cjs(x,t+1) = Cjs(x,t) + Djs*dt/dx_solution^2 *(Cjs(x-1,t) 2*Cjs(x,t) + Cjs(x+1,t));
end
Cis(Nx_solution,t+1) = Cis(Nx_solution,t)
*(Cis(Nx_solution-1,t) - Cis(Nx_solution,t))
- k*Cis(end,t)*Cjm(1,t));
Cjs(Nx_solution,t+1) = Cjs(Nx_solution,t)
*(Cjs(Nx_solution-1,t) - Cjs(Nx_solution,t))
+ k*Cis(end,t)*Cjm(1,t));

+ dt*(Dis/dx_solution^2
+ K*k*Cim(1,t)*Cjs(end,t)
+ dt*(Djs/dx_solution^2
- K*k*Cim(1,t)*Cjs(end,t)

% Membrane
Cim(1,t+1) = Cim(1,t) + dt*(Dim/dx_membrane^2 *(-Cim(1,t) +
Cim(2,t)) - K*k*Cim(1,t)*Cjs(end,t) + k*Cis(end,t)*Cjm(1,t));
Cjm(1,t+1) = Cjm(1,t) + dt*(Djm/dx_membrane^2 *(-Cjm(1,t) +
Cjm(2,t)) + K*k*Cim(1,t)*Cjs(end,t) - k*Cis(end,t)*Cjm(1,t));
for x = 2:Nx_membrane-1
Cim(x,t+1) = Cim(x,t) + Dim*dt/dx_membrane^2 *(Cim(x-1,t) 2*Cim(x,t) + Cim(x+1,t));
Cjm(x,t+1) = Cjm(x,t) + Djm*dt/dx_membrane^2 *(Cjm(x-1,t) 2*Cjm(x,t) + Cjm(x+1,t));
end
Cim(end,t+1) = Cim(end,t) + dt*(Dim/dx_membrane^2 *(Cim(end-1,t)
- Cim(end,t)) - K*k*Cim(end,t)*Cjwl(1,t) + k*Ciwl(1,t)*Cjm(end,t));
Cjm(end,t+1) = Cjm(end,t) + dt*(Djm/dx_membrane^2 *(Cjm(end-1,t)
- Cjm(end,t)) + K*k*Cim(end,t)*Cjwl(1,t) - k*Ciwl(1,t)*Cjm(end,t));
% Water Layer
Ciwl(1,t+1) = Ciwl(1,t) + dt*(Dis/dx_waterLayer^2 *(-Ciwl(1,t) +
Ciwl(2,t)) + K*k*Cim(end,t)*Cjwl(1,t) - k*Ciwl(1,t)*Cjm(end,t));
Cjwl(1,t+1) = Cjwl(1,t) + dt*(Djs/dx_waterLayer^2 *(-Cjwl(1,t) +
Cjwl(2,t)) - K*k*Cim(end,t)*Cjwl(1,t) + k*Ciwl(1,t)*Cjm(end,t));
for x = 2:Nx_waterLayer-1
Ciwl(x,t+1) = Ciwl(x,t) + Dis*dt/dx_waterLayer^2 *(Ciwl(x-1,t)2*Ciwl(x,t) + Ciwl(x+1,t));
Cjwl(x,t+1) = Cjwl(x,t) + Djs*dt/dx_waterLayer^2 *(Cjwl(x-1,t)2*Cjwl(x,t) + Cjwl(x+1,t));
end
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Ciwl(Nx_waterLayer,t+1) = Ciwl(Nx_waterLayer,t) +
Dis*dt/dx_waterLayer^2 *(Ciwl(Nx_waterLayer-1,t)Ciwl(Nx_waterLayer,t));
Cjwl(Nx_waterLayer,t+1) = Cjwl(Nx_waterLayer,t) +
Djs*dt/dx_waterLayer^2 *(Cjwl(Nx_waterLayer-1,t)Cjwl(Nx_waterLayer,t));
end
%% Calculate Potential:
E1 = 59*log10(Cis(end,:)./Cim(1,:) + K*Cjs(end,:));
E2 = 59*log10(Ciwl(1,:)./Cim(end,:) + K*Cjwl(1,:));
E = E1-E2;
n = size(E,2);
dt = time_final/n;
t = [dt:dt:time_final];
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MATLAB Functions
Step Function
function [ Ciba, Cjba ] = step(Nt, t, Cib_step, Cjb_step )
global Cib Cjb
Ciba = Cib;
Cjba = Cjb;
if t > round(0.25*Nt)
Ciba = Cib_step;
Cjba = Cjb_step;
end
end

Water Layer Test Function
function [ Cib, Cjb ] = waterLayerTest(Nt, t)
Cib = 0.1E3;
Cjb = 0;
if t > round(0.5*Nt)
Cib = 0.1E3;
Cjb = 0;
elseif t > round(0.1*Nt)
Cib = 0;
Cjb = 0.1E3;
end
end

Calibration Function
function [ Cib ] = calibration( Nt, t )
global Cib
if t > round(10*Nt/11)
Cib(t) = 0.1E3;
elseif t > round(9*Nt/11)
Cib(t) = 0.01E3;
elseif t > round(8*Nt/11)
Cib(t) = 0.001E3;
elseif t > round(7*Nt/11)
Cib(t) = 0.0001E3;
elseif t > round(6*Nt/11)
Cib(t) = 0.00001E3;
elseif t > round(5*Nt/11)
Cib(t) = 0.000001E3;
elseif t > round(4*Nt/11)
Cib(t) = 0.00001E3;
elseif t > round(3*Nt/11)
Cib(t) = 0.0001E3;
elseif t > round(2*Nt/11)
Cib(t) = 0.001E3;
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elseif t > round(Nt/11)
Cib(t) = 0.01E3;
end
end
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APPENDIX C
Supplementary Material for Chapter 6
EDOT-Decorated Hollow Nanocapsules (NCs) without Loading, and with
Nile Blue and Fe(bpy)3 Loading

Figure S6.1 Photographic images of nanocapsules (NCs) in suspension and following
centrifugation. Subsequent to their synthesis, the NCs were precipitated with NaCl, the
supernatant was decanted and the NCs were washed, centrifuged and resuspended in
repeated cycles. a) centrifuged empty hollow NCs, b) Nile Blue loaded NCs in
suspension, c) Nile Blue loaded nanocapsules after centrifugation d) Fe(bpy)3 loaded
nanocapsules in suspension, e) Fe(bpy)3 loaded nanocapsules after centrifugation.
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Hydrophobicity of the PEDOT films
Table S6.1 Water Contact Angles Measured on the Surfaces of ~ 1 μm Thick PEDOT
Films Deposited by Cyclic Voltammetry (CV) or Galvanostatically with (0.2 mA/cm2,
714 s) Ʇ
PEDOT(TPFPhB)
20% ACN*

PEDOT(TPFPhB)
50% ACN

PEDOT(TPFPhB)
80% ACN

PEDOT(PSS)
H2O

PEDOTC14(TPFPhB)
100% ACN

Galvanostatic
(n=16)

CV
(n=4)

Galvanostatic
(n=6)

Galvanostatic
(n=6)

Galvanostatic
(n=4)

CV
(n=16)

146.2±2.5

150.0±6.4

129.2±4.4

126.5±2.9

55.2±3.5

136±5

*ACN: acetonitrile
Ʇ The contact angle of PEDOT(Cl) was less than 15°

Table S6.2 Double layer capacitance values of different working electrodes determined
from cyclic voltammetric experiments recorded in 0.1 MKCl solution with 100 mV/s
scan rate (n=2)
Electrode Material
GC/PEDOT(TPFPhB)* GC/PEDOT(PSS)*

Glassy carbon
(GC)
1.6 µF
4.8 µF
*Deposited with 10 mC charge

535 µF

GC/PEDOT(Cl)*
406 µF

Electrical and electrochemical properties of PEDOT films in voltammetric
experiments
The cyclic voltammetry experiments were performed in a three electrode
electrochemical cell in which a glassy carbon electrode or PEDOT films coated GC
electrodes were used as working electrodes. In the cell a CH Instruments a silver/silver
chloride reference electrode with 0.1 M KCl filling solution was used as reference
electrode and a platinum wire served as counter electrode. In Figures S6.2 to S6.5 we
show the results of cyclic voltammetry experiments recorded in ferrocene methanol
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(FcMeOH) solutions with the PEDOT(TPFPhB) coated glassy carbon (GC) electrode as
well as with an uncoated GC electrode, and CG electrodes coated by PEDOT(PSS) and
PEDOT(Cl) films. In these experiments the PEDOT(TPFPhB) coated GC electrode
showed remarkable similarities to the uncoated GC electrode. The peak separation,
corresponding the to the oxidation and reduction of FcMeOH was 57.0 mV (theoretical
57.8 mV) for both electrodes and the peak currents increased linearly with the
concentration (Figure S6.2) and the square root of the scan rate (𝑣1/2) (Figure S6.4). The
3 electrochemical surface areas ,calculated from the slope of the 𝑖 vs 𝑣1/2 plot (Figure
S6.4c) ,were identical and agreed with the geometrical surface areas of the two
electrodes. Moreover, as it can be seen in Table S6.2, the double layer capacitance of
these electrodes was small and similar to each other.
In contrast to the PEDOT(TPFPhB) electrode, the double layer capacitance of
both the PEDOT(PSS) coated and PEDOT(Cl) coated GC electrodes was very large
(Table S6.2). As a consequence of these large capacitance values, beyond the very large
charging current, the concentration dependence of the faraday current is hardly
recognizable (Figure S6.3). The shape of the cyclic voltammograms shown in Figure
S6.5 is a consequence of the linear increase of the charging current with the scan rate.
The large capacitance of the PEDOT(PSS) and PEDOT(Cl) coated electrodes makes
them excellent ion-to-electron transducers in potentiometric sensors. In contrast, due to
its low capacitance the PEDOT(TPFPhB) is an excellent working electrode candidate in
voltammetric sensors.
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Figure S6.2 Cyclic voltammograms recorded with a GC (a) and a PEDOT(TPFPhB)
coated GC electrode (b) in ferrocene methanol (FcMeOH) solutions and calibration
curves generated from the peak currents as a function of the concentration (c). The
arrows show the effect of increasing concentrations. Backgound electrolyte: 0.1 M KCl;
Scan rate: 100 mV/s. The concentrations of the FcMeOH solutions were 45.9, 66.1, 84.7,
118, 147 μM.

Figure S6.3 Cyclic voltammograms recorded with a PEDOT(PSS) coated GC (a) and
PEDOT(Cl) coated GC electrode (b) in ferrocene methanol (FcMeOH) solutions.
Backgound electrolyte: 0.1 M KCl; Scan rate: 100 mV/s. The concentrations of FcMeOH
solutions were 45.9, 66.1, 84.7, 118, 147 μM.

Figure S6.4 Scan rate dependence of the voltammetric peak current in 147 μM FcMeOH
solution. (a) Recorded with a GC electrode; (b) Recorded with PEDOT(TPFPhB) coated
GC electrode. The arrows indicate the effect of increasing scan rate (c) Peak current vs.
𝑣!⁄" plot. Background electrolyte 0.1 M KCl; The curves were recorded at 25, 50, 75, 100,
150 and 200 mV/s.
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Figure S6.5 Scan rate dependence of the voltammetric current in 147 μM FcMeOH
solution. (a) Recorded with a PEDOT(PSS) coated GC electrode; (b) Recorded with
PEDOT(Cl) coated GC electrode. The arrows indicate the effect of increasing scan rate.
Background electrolyte 0.1 M KCl; The curves were recorded at 25, 50, 75, 100, 150 and
200 mV/s.
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APPENDIX D
Supplementary Material for Chapter 7
Supplementary Material

Figure S7.1 Potentiostatic i-t curve collected by applying 1.2 V vs. Pt wire to a 3 mm
Au electrode coated with 1 µm thick PEDOT(TPFPhB) film immersed in a EDOT-NC
solution (10 mg/mL) with 3.0 mmol/dm3 TPFPhB supporting electrolyte.
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Figure S7.2 Potential graph of the galvanostatic deposition of EDOTNC/PEDOT(TPFPhB) copolymer film to a 3 mm Au electrode using GC and Pt wire as
counter and reference electrodes, respectively, from a 0.03 mol/L KTPFPhB, 0.015 mol/L
EDOT and 10 mg/mL EDOT-NC containing solution.
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