We define a generic algorithmic framework to prove pure discrete spectrum for the substitutive symbolic dynamical systems associated with some infinite families of Pisot substitutions over a three-letter alphabet. We focus on the families obtained as the arbitrary finite products of the substitutions associated with the Brun and the Jacobi-Perron continued fraction algorithms.
Introduction
Substitutions are morphisms of the free monoid, which allow the generation of infinite words and shift spaces. They play a prominent role among symbolic dynamical systems with zero entropy, and are intimately connected with induction, first return maps, and self-induced systems (see for instance [Fog02, Que10] for more details).
According to the Pisot substitution conjecture, every irreducible substitution whose expansion factor is a Pisot number is conjectured to have pure discrete spectrum, or equivalently, to be measure-theoretically isomorphic to a translation on a compact abelian group. Rauzy introduced in [Rau82] an explicit construction to establish this property in the unimodular case, by defining a bounded compact set with fractal boundary, now called the Rauzy fractal of the substitution. The study of Pisot substitutions has led to many developments in various domains, including combinatorics on words, symbolic dynamics, fractal topology and number theory (see [Fog02, BST10] and the references therein).
Although pure discrete spectrum is algorithmically decidable for a given irreducible unit Pisot substitution [ST09, BST10, AL11], no general strategy exists to check whether pure discrete spectrum holds for all the substitutions of a given infinite family. Such families, for which pure discrete spectrum has been proved, include some families of substitutions issued from beta-numeration [Aki00, BBK06] , and the three-letter Arnoux-Rauzy substitutions [BJS12, BŠW13] .
A particular type of infinite families of substitutions can be obtained by fixing a finite set of substitutions S and by considering all the finite products of substitutions over S; this is for example how Arnoux-Rauzy substitutions are constructed. The present work extends the results of [BJS12] on Arnoux-Rauzy substitutions to further "product families" over a different finite
• Prove the existence of a finite number of seeds, such that for every admissible infinite sequence of dual substitutions, one of the seeds allows to generate a full discrete plane by iterating the associated dual substitutions.
• Prove that the dual substitutions satisfy the annulus property: the images of a pattern homeomorphic to a topological are also topological annuli, with increasing radii. Then, concentric annuli of increasing size are generated around the seed, hence covering arbitrarily large balls.
There are many obstructions to this strategy, which require several new tools to be handled. First, the annulus property is not true unless several restrictions are imposed on the patterns. The first such restriction is the covering property introduced in [IO94] , which is necessary for the annulus property, but not sufficient, contrary to as stated in [IO94] (a counterexample is given in Example 3.4). Hence we must enforce strong covering properties (as introduced in [BJS12] ), which are highly nontrivial to check for a given family of substitutions, and for which the use of computer algebra was needed [Sag] .
Another obstruction is the proof of existence of seeds, for which we introduce in this article a new algorithmic tool, generation graphs, which allows to prove the existence of seeds in a computational way (also using Sage [Sag] ), but also to obtain a very precise understanding of the cases when the seed U is not enough to generate a full discrete plane.
This strategy and the new tools that we have introduced are described in detail in Section 3.1.
Main results
We focus on two families of substitutions, the substitutions associated with the Brun algorithm [Bru58] , and the substitutions associated with the Jacobi-Perron algorithm [Sch73] . Our first results concern discrete plane generation using the dual substitutions associated with these multidimensional continued fraction algorithms, which are stated in Section 4.
• In Theorem 4.1 we prove that there exist finite seeds (not much larger than U) that allow the generation of full discrete planes for every admissible sequence of substitutions.
• In Theorem 4.2 (Brun) and Theorem 4.4 (Jacobi-Perron), we characterize the infinite sequences for which the seed U is enough to generate a full discrete plane. These characterizations are given in terms of finite state automata with few vertices, which are obtained algorithmically.
• In Theorem 4.5 we prove that translates of arbitrarily large balls always appear in the images of U.
The above results allow us to deduce several corollaries, including our original motivation to prove pure discrete spectrum, and some other related results of dynamical and number-theoretical nature. They are stated and discussed in Section 5.
• In Theorem 5.1 we prove the pure discrete spectrum property for every admissible finite product of Brun or Jacobi-Perron substitutions.
• In Theorem 5.3, we characterize all the finite products of Brun or Jacobi-Perron substitutions for which the origin is not an inner point of the Rauzy fractal. Connectedness of the corresponding Rauzy fractals can also be deduced (Theorem 5.2). These topological properties are related with many number-theoretical properties, as discussed in Section 5.3.
• We obtain explicit Markov partitions for the toral automorphisms associated with the incidence matrices of the substitutions, as well as good topological properties of the elements of the partition. This is discussed in Section 5.1.
• In Theorem 5.4 we prove that any real cubic number field can be associated with a toral translation (using a Rauzy fractal), thanks to a result by Paysant-Le-Roux and Dubois [PD84] .
Related results for Arnoux-Rauzy substitutions have been obtained in [BJS13, BJS12] . Pure discrete of Arnoux-Rauzy substitutions has also been independently obtained in [BŠW13] . Our tools also have been successfully been applied to a problem in discrete geometry about the critical thickness at which an arithmetic discrete is 2-connected [BJJP13] , in connection with the ordered fully subtractive algorithm. The modified Jacobi-Perron substitutions are studied in [FIY13] using the same tools.
Organization of the paper Substitutions, dual substitutions, discrete planes and multidimensional continued fractions are defined in Section 2. In Section 3 we describe the general strategy used for generating discrete planes (a detailed account of the strategy is given in Section 3.1). In Section 4 we state our main results about discrete plane generation using Brun and Jacobi-Perron substitutions. Finally, in Section 5, we apply our discrete plane generation results to prove many properties of the substitution systems associated with the finite products of Brun and Jacobi-Perron substitutions, as well as other implications of number-theoretical nature.
where i ∈ {1, 2, 3} is the type of [x, i] , and x ∈ Z 3 is the vector of [x, i] . In this paper we will refer to collections of faces as unions of faces, and by abuse of language we will often say that a face f belongs to a union of faces even if f is in fact included in it. The notation x + [y, i] stands for [x + y, i] .
We now define discrete planes. Denote by ·, · the usual scalar product. Let v ∈ R 3 >0 . The discrete plane Γ v of normal vector v is the union of faces [x, i] , with i ∈ {1, 2, 3} and x ∈ Z 3 satisfying 0 x, v < e i , v . More intuitively, Γ v can also be seen as the boundary of the union of the unit cubes with integer coordinates that intersect the lower half-space {x ∈ R 3 : x, v < 0}. The set of its vertices in Z 3 corresponds to the classic notion of standard arithmetic discrete plane in discrete geometry [Rev91] .
Observe that the pattern
is included in every discrete plane since the coordinates of the normal vector v of a discrete plane Γ v are assumed to be positive.
Dual substitutions
Let σ be a unimodular substitution. The dual substitution E 1 (σ) is defined for any face [x, i] as
We extend this definition to unions of faces: E 1 (σ)(P ∪ Q) = E 1 (σ)(P ) ∪ E 1 (σ)(Q).
The term "dual" comes from the fact that E 1 (σ) was originally introduced in [AI01] as the dual of a geometric realization of σ as a linear map in an n-dimensional vector space (where n is the size of the alphabet of σ). This is where the formula given in the above definition comes from. A more general setting is introduced in [SAI01] , where the linear maps E k and E k are introduced for every k ∈ {0, . . . , n}. Intuitively, E k (σ) acts on k-dimensional objects and its dual E k (σ) acts on (n − k)-dimensional objects.
Basic properties of dual substitutions are summarized in the proposition below. The first statement ensures that composition behaves well. The second statement can be interpreted as a form of "linearity" of E 1 , and allows us to specify a mapping E 1 simply by providing M σ and the images of [0, 1] , [0, 2] , [3, 1] . The last two statements establish fundamental links between discrete planes and dual substitutions, which will be used throughout this paper. Fer06] ). Let σ be a unimodular substitution. We have:
Proposition 2.1 ([AI01,
contains no face.
Brun substitutions
Let v ∈ R 3 0 such that 0 v 1 v 2 v 3 . The Brun algorithm [Bru58] is one of the possible natural generalizations of Euclid's algorithm. Together with the Jacobi-perron algorithm, this algorithm is one of the most classical multidimensional continued fraction algorithms: this is a fibred algorithm, which is Markovian, that is, "without memory", defined by piecewise fractional maps (it is thus unimodular), according to the formalism developed in [Bre81, Sch00] . We consider here the additive version of Brun algorithm which can be defined as follows: subtract the second largest component of v to the largest and reorder the result. (The interest of working with its additive version is that we will recover a finite set of associated substiutions.) This yields:
Iterating this map starting from v (0) = v yields an infinite sequence of vectors v (1) , v (2) , . . . and the algorithm can be rewritten in matrix form:
where M 1 , M 2 and M 3 are the matrices with non-negative integer entries whose inverses are given below
3 is applied otherwise. Note that the matrices M i are non-negative. We thus have
The Brun expansion of a vector v ∈ R 3 0 is the infinite sequence (i n ) n 1 obtained above. The overscript notation v (n) will be used to denote sequences of vectors produced by a continued fraction algorithm.
Example 2.2.
• If v = (1, 2, 5) then (i n ) = 12132111 . . . is an eventually constant sequence containing infinitely many 1's but finitely many 2's and 3's.
• If v = (1, 2, √ 5) then (i n ) = 313 1112 1112 . . . is an eventually periodic sequence containing infinitely many 1's and 2's but finitely many 3's.
• If v = (1, 2, e) then (i n ) = 313212221112 . . . is an aperiodic sequence containing infinitely many 1's and 2's but finitely many 3's. We now define the Brun substitutions by
and we denote their associated dual substitutions by Σ Brun
) for i ∈ {1, 2, 3}. These substitutions and Brun's algorithm are linked by the following equality:
for i ∈ {1, 2, 3}, where the M i are the matrices associated with the Brun algorithm above. By virtue of Proposition 2.1, it follows that, if v ∈ R 3 >0 with 0 < v 1 v 2 v 3 , then
Hence, if (i n ) n 1 is the Brun-expansion of v, we deduce from Equation (1) that
for all n 1, and, in particular,
This fact, together with the convergence of the algorithm, will be used in the proofs of Sections 3 and 4. We are interested only in the finite products σ = σ Brun
such that the dominant eigenvalue of M σ is a cubic Pisot number. Such finite products are characterized in Proposition 2.4 below. Note that such a simple characterization does not necessarily exist in the general case of an arbitrary set of substitutions. Definition 2.5 (Brun-admissible sequence). A sequence (i n ) n ∈ {1, 2, 3} N is Brun-admissible if it contains infinitely many 3's. 
Jacobi-Perron substitutions
an,bn v (n−1) where M a,b is a matrix with non-negative integer entries, and we can define the Jacobi-Perron expansion of v as the infinite sequence (a n , b n ) n 1 . It can be proved that (a n , b n ) n 1 is the Jacobi-Perron expansion of some vector v if and only if for every n 1 we have 0 a n b n , b n = 0, and a n = b n implies a n+1 = 0 (see [Sch73, Sch00, Bre81]). Definition 2.6 (Jacobi-Perron-admissible-admissible sequence). A sequence (a n , b n ) n 1 such that for every n 1 we have 0 a n b n , b n = 0, and a n = b n implies a n+1 = 0, is called an Jacobi-Perron-admissible sequence.
Here again, we can state a convenient characterization of expansions of totally irrational vectors.
Proposition 2.7 ([Per07]).
A sequence (a n , b n ) n 1 is a Jacobi-Perron admissible sequence if and only if it is the Jacobi-Perron expansion of totally irrational vector v ∈ R 3 0 . Moreover, the Jacobi-Perron algorithm is convergent: for every such expansion (a n , b n ) n∈N , there is a unique vector v whose expansion is (a n , b n ) n∈N .
Let the Jacobi-Perron substitutions be defined by
for all a, b 0, and set Σ JP a,b = E 1 (σ JP a,b ). These substitutions are chosen in such a way that
for every a, b 0, so the correspondence with dual substitutions and discrete planes is analogous to the one described above for the Brun substitutions. We also have:
an,bn is irreducible Pisot if 0 a n b n and b n = 0 for all n 1.
Note that, unlike Brun substitutions, Jacobi-Perron substitutions do not consist of a finite number of substitutions, but of infinitely many substitutions parametrized by a, b ∈ N. In essence this reflects the fact that the associated continued fraction algorithm is multiplicative, in opposition with the additive version of Brun algorithm given in Section 2.2. Such notions are defined formally in [Sch00] .
Additive version of Jacobi-Perron substitutions
When dealing with Jacobi-Perron substitutions in Section 3, we will work directly on the substitutions Σ JP a,b , except in Section 3.4: indeed we construct in this section generation graphs, with our construction applying only for products of finitely many substitutions (and there are infinitely many substitutions σ JP a,b ). Hence we will need to decompose σ JP a,b in products using finitely many different substitutions. A first natural additive substitutive realization of Jacobi-Perron algorithm is given by
The problem with this decomposition is that it is not restrictive enough, which makes the generation graphs associated with this family too difficult to handle.
So we choose another additive decomposition, which enforces the constraint 0 a b and b 1 to be satisfied in the additive products. Let
We have
Finally, we define Θ i = E 1 (θ i ) for i ∈ {1, 2, 3, 4}. These are the substitutions that will be used in Section 3.4 to construct generation graphs for the Jacobi-Perron substitutions.
Note that the "rhythm" is provided by θ 3 and θ 4 , in the sense that every product θ i 1 · · · θ in starting with θ 3 or θ 4 can be uniquely decomposed into a product of σ JP
3 Generating discrete planes with substitutions
General strategy
The aim of Section 3 is to establish the following discrete plane generation results for the dual substitutions associated with the Brun and Jacobi-Perron algorithms. We recall that a pattern is a finite union of faces and that a seed V is a pattern such that iterating any sequence of respectively Brun or Jacobi-Perron substitutions from V yields patterns covering arbitrarily large discs centered at the origin.
• There exist finite patterns V such that iterating any sequence of substitutions from V yields patterns covering arbitrarily large discs centered at the origin. This is proved in Theorem 4.1 for Brun and Jacobi-Perron substitutions. Such a pattern is called a seed.
• An effective characterization of the sequences for which the seed U satisfies the above property is given in Theorem 4.2 for the Brun substitutions and in Theorem 4.4 for the Jacobi-Perron substitutions, where U is the seed .
• Iterating any sequence of substitutions from U yields patterns covering arbitrarily large discs, which are not necessarily centered at the origin. This is proved in Theorem 4.5 for both families of substitutions. This is illustrated by the following example. Let The annulus property The patterns generated by iterating dual substitutions can have complicated shapes, so there is no obvious way of proving that such a sequence covers arbitrarily large discs. (In contrast, such a property is obvious for square 2 × 2 substitutions of the plane, because the generated patterns are simply squares of size 2 n .)
One approach for proving this property in the context of dual substitutions has been initiated by Ito and Ohtsuki [IO94] . The idea is to make sure that the generated patterns contain an increasing number of annuli of positive width, and hence cover arbitrarily large discs. This requires that the annulus property holds, i.e., that the image of an annulus by a dual substitution remains an annulus. However, the annulus property is wrong if no additional assumptions are made on the annuli, as shown in Example 3.4. This is why we must introduce covering properties in Section 3.2, which are some combinatorial restrictions on the annuli. These restrictions allow us to prove the annulus property in Section 3.3. The proofs require many verifications which are specific to the set of substitutions under study. Hence the results given in Sections 3.2 and 3.3 are stated in a generic way (they do not depend on the choice of substitutions), and proving that they hold for our families of substitutions is reduced to technical verifications, which are carried out in Section 6.
Generation graphs For our strategy to work, establishing the annulus property is necessary but not sufficient: we must also make sure that, starting from a candidate seed, at least one annulus is eventually generated by iterating sufficiently many substitutions.
A first strategy to do so is to track all the possible images of the seeds under iteration of admissible products, and prove that an annulus is always eventually generated around the seed U centered at the origin. This is the strategy which has been successfully used with Arnoux-Rauzy substitutions in [BJS13] .
However, as illustrated in Figure 1 , some sequences of Brun (or Jacobi-Perron) substitutions do not generate annuli around the seed U. Consequently, the strategy described above for Arnoux-Rauzy substitutions becomes impractical for Brun and Jacobi-Perron substitutions.
This leads us to introduce another kind of generation graphs in Section 3.4 where we do not track all the possible patterns around a seed, but rather all the possible sequences of preimages of each face of the annuli we want to generate. This yields much smaller graphs, whose vertices are faces (and not patterns), and which can be constructed algorithmically. Again, these constructions (stated in Section 3.4) are generic, and the specific constructions are carried out in Sections 6.4 and 6.5 for the Brun and Jacobi-Perron substitutions.
Covering properties
We now introduce L-coverings and strong L-coverings, which are the combinatorial tools that will be used in order to prove the annulus property in Section 3.3.
We recall that a pattern is a finite union of faces. A pattern is said to be edge-connected if any two faces are connected by a path of faces f 1 , . . . , f n such that f k and f k+1 share an edge, for all k ∈ {1, . . . , n − 1}. In the definitions below, L will always denote a set of patterns which is closed by translation of Z 3 , so we will define such sets by giving only one element of each translation class. Let L be a set of patterns. A pattern P is L-covered if for all faces e, f ∈ P , there exist patterns Q 1 , . . . , Q n ∈ L such that (1) e ∈ Q 1 and f ∈ Q n ; (2) Q k ∩ Q k+1 contains at least one face, for all k ∈ {1, . . . , n − 1}; (3) Q k ⊆ P for all k ∈ {1, . . . , n}.
The next proposition, due to [IO94] , gives a sufficient combinatorial criterion to prove that a dual substitution preserves L-covering.
We will see in Example 3.4 that L-coverings are not sufficient for our purposes, so we introduce strong L-coverings. A pattern P is strongly L-covered if P is L-covered and if for every pattern X ⊆ P that is edge-connected and consists of two faces, there exists a pattern Y ∈ L such that X ⊆ Y ⊆ P .
Example 3.2. Consider the following two sets of patterns (which will later be used with the Brun and Jacobi-Perron substitutions in Section 6):
and let P 1 = , P 2 = , P 3 = , P 4 = . We have:
• P 3 is L Brun -and L JP -covered, but not strongly covered.;
• P 4 is strongly L Brun -and L JP -covered.
The annulus property
In this section we define L-annuli and we introduce Property A, which is a sufficient condition under which we can prove that a dual substitution Σ verifies the annulus property: if A is an L-annulus of P , then Σ(A) is an L-annulus of Σ(P ) (Proposition 3.6).
The boundary ∂P of a pattern P is the union of the edges e of the faces of f such that e is contained in one face only. An L-annulus of a simply connected pattern P is a pattern A such that A is strongly L-covered, A and P have no face in common, and P ∩ ∂(P ∪ A) = ∅. Note that the condition P ∩ ∂(P ∪ A) = ∅ in the above definition is a concise way to express the fact that the L-covered setA is a "good surrounding" of U.
Example 3.3. Let A 1 , A 2 , A 3 and A 4 be defined by
where U is depicted in dark gray. We have:
• A 1 is not an annulus of U because U ∩ ∂(U ∪ A 1 ) is nonempty (it contains an edge).
• A 2 is not an annulus of U because U ∩ ∂(U ∪ A 2 ) is nonempty (it contains a point).
• A 3 is not an L Brun -annulus of U because it is not strongly L Brun -covered. Indeed, if X = ⊆ A 3 is the pattern depicted in white in the picture, there does not exist a pattern
Example 3.4. Let P be a pattern that consists of the single face [0, 3] (shown in dark gray below) and let A be the set of faces surrounding P defined in the picture below.
The pattern A is both L Brun -and L JP -covered, but not strongly (so it is not a valid annulus). Its images by Brun or Jacobi-Perron substitutions fail to be topological annuli (as shown above), which illustrates the necessity of strong coverings if we want the image of an annulus to remain an annulus. The faulty two-face pattern and its images are shown in white.
Definition 3.5. Let Σ be a dual substitution, and let L a set of edge-connected patterns. We say that Property A holds for Σ with respect to L if for every connected two-face pattern f ∪ g and for every disconnected two-face pattern f 0 ∪ g 0 such that f ∈ Σ(f 0 ) and g ∈ Σ(g 0 ), the following holds: there do not exist a pattern P and an L-annulus A of P (both included in a common discrete plane Γ) such that f 0 ∈ P and g 0 ∈ Γ \ (A ∪ P ).
Thanks to the following proposition, Property A (together with strong L-covering assumptions) implies the annulus property. The main interest of Property A is that it can be checked by treating finitely many cases, by enumerating all the two-face connected patterns f ∪ g that admit a disconnected preimage. This is done for the Brun and Jacobi-Perron substitutions in 6.4 and 6.5. Proposition 3.6. Let Σ be a dual substitution and L be a set of edge-connected patterns such that Property A holds for Σ with respect to L. Assume that the image by Σ of every strongly L-covered pattern is strongly L-covered. Let P be a pattern and A be an L-annulus of P , both included in a common discrete plane. Then Σ(A) is an L-annulus of Σ(P ).
Proof. The pattern A is strongly L-covered because it is an L-annulus, so Σ(A) is also strongly L-covered, by assumption. It remains to show that Σ(P ) ∩ ∂(Σ(P ) ∪ Σ(A)) = ∅. Suppose the contrary. This means that there exist faces f, g, f 0 , g 0 such that f ∈ Σ(f 0 ), g ∈ Σ(g 0 ), f ∪ g is connected, and f 0 ∪ g 0 is disconnected as shown below.
These are precisely the conditions stated in Property A, so such a situation cannot occur and the proposition holds.
The annulus property will be crucially used in the proof of Theorem 4.1: it ensures that a quantity called the minimal combinatorial radius (defined in Section 4) is strictly increasing under iteration of dual substitutions.
Generation graphs
Let Σ 1 , . . . , Σ be dual substitutions and let V 1 , . . . , V m be seeds from which we want to iterate the Σ i . The aim of this section is to characterize the sequences (i n ) n∈N ∈ {1, . . . , } N such that for n large enough and for every V i , the patterns Σ i 1 · · · Σ in (V i ) eventually contain an L-covered annulus of some V j (where L is a set of patterns associated with the substitutions Σ i ).
This characterization is achieved thanks to the algorithmic construction of generation graphs below. We start with a set X that contains the faces of all the possible L-annuli of the seeds V i , and we recursively backtrack their preimages, encoding all the information in the graph. Intuitively, if V i is such that every "backward" path of preimages from X eventually comes back to V i , then the seeds V i always generates an L-annulus of another V j . This observation is formalized in Proposition 3.10 below, which provides us with the desired characterizations of sequences (i n ) n∈N ∈ {1, . . . , } N . We need two technical assumptions for the above method to work in practice.
• We use a filter set F, by restricting the allowed preimages to F only. This makes generation graphs more manageable by eliminating some useless faces. For example, the set F Brun that will be used with the Brun substitutions is the set of all the faces that belong to a discrete plane Γ v with 0 < v 1 < v 2 < v 3 .
• Moreover, we assume that Σ 1 , . . . , Σ are substitutions associated with a convergent continued fraction algorithm, in the same sense as described for the Brun and Jacobi-Perron substitutions in Propositions 2.3 and 2.7, namely: 
Definition 3.7. Let Σ 1 , . . . , Σ be dual substitutions, F be a family of faces (the "filter set") and X be a finite set of faces (the "initial set"). The generation graph associated with Σ 1 , . . . , Σ , F and X is defined as the graph G = n 0 G n where (G n ) n 0 is the sequence of directed graphs (whose vertices are faces), defined by induction in the following way.
(1) Initialization. G 0 has no edges and its set of vertices is X .
(2) Iteration. Suppose that G n is constructed for some n 0. Start with G n+1 equal to G n . Then, for each vertex f of G n , for each i ∈ {1, . . . , }, and for each g ∈ F such that f ∈ Σ i (g), add the vertex g and the edge g
Remark 3.8. The non-decreasing union G = n∈N G n considered in Definition 3.7 is not necessarily finite. In fact, G is finite if and only if G n = G n+1 for some n ∈ N. This is the case for the set of Brun substitutions, as we will see in Section 6.4. However, even if G n = G n+1 never occurs, the infinite graph G can still be successfully exploited, as will be done in Section 6.5 for the Jacobi-Perron substitutions.
Remark 3.9. The orientation of edges in generation graphs has been chosen in such a way that it agrees with the usual arrow notation for composition of functions. In particular, for every path 
. . , f n are all in the vertices of G. By assumption on f 0 we cannot have f n ∈ V, so the faces f 0 , f 1 , . . . , f n yield the required path in G.
(
The patterns U and f n are disjoint patterns included in a common discrete plane (because U is included in every discrete plane). Hence, Proposition 2.1 implies that
Remark 3.11. Statement (1) of Proposition 3.10 will be used to obtain "positive" results, such as the fact that a given seed V always generates a full discrete plane (see Theorem 4.1). Conversely, Statement (2) will be used in Theorems 4.2 and 4.4 to characterize the sequences (i n ) n∈N for which iterating the corresponding sequence of dual substitutions fails to generate an entire discrete plane when starting from U.
Main results
We now state our main results relative to discrete plane generation. In order to express the fact that some patterns grow by iterating substitutions, we need to define the minimal combinatorial radius rad(P ) of a pattern P containing U := . It is equal to the length of the shortest sequence of faces f 1 , . . . , f n in P such that f 1 ∈ U, f i and f i+1 share an edge, and f n shares an edge with the boundary of P . Intuitively, rad(P ) measures the minimal distance between 0 and the boundary of P . Alternative notions of distance to the origin could have been considered; the point here is to express the fact that the radius of a sequence of patterns (P n ) n∈N tends to infinity. This will imply that the patterns P n cover arbitrarily large discs centered at the origin when n tends to infinity.
Existence of finite seeds
We start by stating the existence of finite seeds such that iterating any admissible sequence of substitutions generates patterns with arbitrarily large minimal combinatorial radius. These finite seeds V Brun 
, 2, 3} n that contains more than N occurrences of 3, and for every V ∈ {V Brun Perron expansion (a 1 , b 1 ) , . . . , (a n , b n ) such that n N , and for every
Proof. The intuitive idea behind this proof goes as follows. Given n concentric annuli around a seed V, applying sufficiently many substitutions will:
• preserve the n concentric annuli (thanks to the annulus property),
• generate a new annulus around the seed V (thanks to generation graphs), so we have n + 1 concentric annuli, and repeating this reasoning yields the result. We now formalize the above reasoning to prove Statement (1) of Theorem 4.1 about Brun substitutions. By virtue of Lemma 6.10, there exists M 1 such that for every (i 1 , . . . , i n ) ∈ {1, 2, 3} n containing more than M occurrences of 3, the pattern Σ Brun and let (i 1 , . . . , i n ) ∈ {1, 2, 3} n containing more than N occurrences of 3. Write Σ Brun
R, it is enough to prove that . Now suppose that for some k ∈ {1, . . . , R − 1}, the pattern
, like above (with j ∈ {1, 2}). We use the annulus property for Brun substitutions: thanks to Proposition 3.6 (the annulus property), Proposition 6.4 (strong covering conditions) and Proposition 6.6 (Property A), the patterns
. In total this makes k + 1 concentric annuli contained in Σ R−k Σ R−k+1 · · · Σ R (V). They do not contain any faces in common thanks to Proposition 2.1, so the induction step holds and the result for Brun substitutions is proved.
Statement (2) for Jacobi-Perron substitutions can be proved by the same reasoning. We apply Lemma 6.10 (to generate an annulus around the seed), Proposition 3.6 (the annulus property), Proposition 6.5 (strong covering conditions), and Proposition 6.8 (Property A).
Note that in the above proods, we have implicitly used the fact that if a pattern contains U and an L Brun -or L JP -annulus of U, then it must contain one of the seeds V Brun i or V JP i . This is proved in Proposition 6.2 for Brun substitutions and in Proposition 6.3 for Jacobi-Perron substitutions.
Characterizing sequences for which U is not a seed
We now give characterizations of the "bad" sequences of substitutions, that is, the sequences of substitutions such that the seed U does not generate patterns with arbitrarily large combinatorial radius. Proof. First, note that the 4-vertex graph given in the statement of Theorem 4.2 and the graph G Brun given in Section 6.4, admit the same sets of infinite path labellings containing infinitely many 3's. (The 4-vertex graph above is a "reduced" version of G Brun .) Also note that the inclusion Σ Brun 
is strictly contained in Γ v (otherwise Theorem 4.1 would imply equality). Hence, Proposition 3.10 (1) applied to the graph G Brun (computed in Section 6.4) proves that such an infinite path must appear in G Brun . Conversely, the existence of such a path proves that the corresponding face Note that in some cases we must take a power of i m . . . i 1 for such a loop to exist, which is the case for example with i 2 i 1 = 32, because there is a loop labelled by 3232 but no loop labelled by 32.
Theorem 4.4. Let (a n , b n ) n∈N be an admissible Jacobi-Perron expansion and let v be a vector whose Jacobi-Perron expansion is (a n ,
strict subset of Γ v if and only if there exists
1 such that for every k 0, we have
Proof. Let (i n ) n∈N be the additive Jacobi-Perron expansion corresponding to (a n , b n ) n∈N . Because this additive expansion is admissible, it must contain infinitely many 3's or 4's. Like in the proof of Theorem 4.4, the infinite labelling sequences of the graph G JP defined in Section 6.5 give us the desired characterization, thanks to Proposition 3.10. Indeed, in the graph G JP , following an infinite path containing infinitely many 3's or 4's forces us to turn clockwise, visiting f c , f e and f d cyclically and in this order. The result then follows from the definition of the additive decomposition of Σ JP a,b by Θ 1 , Θ 2 , Θ 3 , Θ 4 , and by the following facts, which can easily be checked:
• any path from f c to f e in G JP corresponds to a n = 0, • any path from f d to f c in G JP corresponds to a n = b n , • any path from f e to f d in G JP corresponds to 0 < a n < b n .
We have recovered in Theorem 4.4 the same characterization as the one stated in [IO94] , by using a different notion of generation graphs, which does not require the same succession of lemmas as found in [IO94] .
Translates of seeds always occur
The next theorem states that the seed U is always sufficient to generate translates of patterns with arbitrarily large radius (even though U is not always sufficient to generate patterns of arbitrarily large radius centered at the origin). 
contains a translate of a pattern P with rad(P ) R for every (i 1 · · · i n ) ∈ {1, 2, 3} n that contains more than N occurrences of 3;
an,bn (U) contains a translate of a pattern P with rad(P ) R for every admissible Jacobi-Perron expansion (a 1 , b 1 ) , . . . , (a n , b n ) such that n N .
Proof. Since we are dealing with translates of seeds, we cannot use generation graphs like in the previous theorems. We must track "by hand" all the possible sequences of iterations starting from U, and explicitly check that a translate of one of the seeds of Theorem 4.1 is eventually generated. This is done in detail in Lemma 6.13 for Statement (1) and in Lemma 6.14 for Statement (2). The result then follows directly from Theorem 4.1: once a translate of a seed occurs, its images are translates of patterns with arbitrarily large combinatorial radius. (Note that by "linearity" of E 1 substitutions, the image of a translate of a pattern is always a translate of its image.)
Applications
We now give some applications of the discrete plane generation results established in Section 3. We start with some dynamical properties of finite products of Brun and Jacobi-Perron substitutions in Section 5.1, and some topological properties of their Rauzy fractals in Section 5.2. Some number theoretical properties of the associated number systems are given in 5.3. Before stating our results we recall the following:
an,bn is Jacobi-Perron-admissible if for every 1 k n, we have
Dynamical properties of products of substitutions
Apart from the case of irreducible unimodular Pisot substitutions on two letters, for which the Pisot conjecture is true [BD02, HS03] , there are few results about the dynamics of infinite families of substitutions. One such result states that some families of substitutions arising from β-numeration are semi-conjugate to toral translations; see [Aki00, BBK06] .
The tools developed in Section 3 enable us to establish dynamical properties of the infinite families consisting of arbitrary finite products Brun or Jacobi-Perron substitutions in Theorem 5.1 below. Even though our tools are not fully algorithmic, they can be seen as an extension of the techniques known for the study of a single substitution, where many algorithms have been developed.
Theorem 5.1. For every admissible finite product σ of Brun or Jacobi-Perron substitutions, the system (X σ , S) is semi-conjugate to a translation on the two-dimensional torus.
Proof. This theorem follows directly from [IR06] , where it is proved that (X σ , S) is semiconjugate to a toral translation if and only if E 1 (σ) n (U) covers translates of patterns with arbitrarily large combinatorial radius. Indeed, this property is proved in Theorem 4.5 for Brun and Jacobi-Perron substitutions.
Note that Theorem 5.1 has also been proved for Arnoux-Rauzy substitutions in [BJS12] , and also in [BŠW13] by different methods (homological tools).
Markov partition for toral automorphisms
Markov partitions for the toral automorphisms (T 3 , M) are known to exist in the case where M is hyperbolic (no eigenvalues lie on the unit circle) [Bow08] . There is a general way to construct them explicitly in dimension two [AW70, Adl98] , but no such constructions are known for dimensions d 3. A result of Bowen [Bow78] states that such partitions must have fractal boundary if d 3, which reduces the hopes of finding nice explicit Markov partitions.
In the particular case where M is the incidence matrix of a Pisot substitution, Rauzy fractals provide a way to construct explicit Markov partitions for (T 3 , M). Such an approach was initiated in [IO93, KV98, Pra99] and was proved to be successful in the Pisot case [IR06, Sie00] , provided that the associated Rauzy fractal satisfies good tiling properties. (equivalently, that the associated system is semi-conjugate to a toral translation).
Consequently, another dynamical application of Theorems 4.1 and 4.5 is that for every matrix M which is the incidence matrix of an admissible product of Brun or Jacobi-Perron substitutions, an explicit Markov partition can be constructed for the toral automorphisms (T 3 , M). Also note that the result about the connectedness of Rauzy fractals (Theorem 5.2 in Section 5.2) implies that the domains of the Markov partition in question are connected.
Topological properties of Rauzy fractals of products of substitutions
Before stating the results of this section, we mention that there are many connections between some topological properties of Rauzy fractals (such as being connected or having zero interior point) and some number theoretical properties of the associated dominant Pisot eigenvalue. This is described more in detail in Section 5.3.
Connectedness
The following result states that the Rauzy fractals of the substitutions in the families we consider are all connected. Contrary to the other results of this section, this can be proved by using L-coverings only (there is no need for strong coverings or the annulus property). It has been proved in the case of Arnoux-Rauzy substitutions using similar tools [BJS13] .
Theorem 5.2. The Rauzy fractal of every admissible finite product of Brun or Jacobi-Perron substitutions is connected.
Proof. Let σ be such an admissible product. Thanks to Propositions 6.4 and Proposition 6.5, these patterns E 1 (σ) n (U) are all L-connected, for the case of Brun and Jacobi-Perron substitutions. (Where L is the set of patterns associated with the substitutions.)
Since L consists of connected patterns only, the definition of L-coverings implies that every L-covered pattern is path-connected. It follows that the patterns E 1 (σ) n (U) are connected for every n 0, so the Rauzy fractal of σ is a Hausdorff limit of connected sets, according to the definition of Rauzy fractals. The result then follows from the fact that connectedness is preserved by the Hausdorff limit.
There are examples of such connected fractals which are not simply connected. This raises the question of characterizing the products that yield a simply connected fractal, which is an interesting and seemingly difficult question.
Zero interior point Discrete plane generation properties can be interpreted in terms of Rauzy fractals. More precisely, the origin is as an interior point of the Rauzy fractal of σ if and only if the patterns E 1 (σ) n (U) generate patterns with arbitrarily large combinatorial radius centered at the origin (see [BS05] or [ST09] ). This has the following immediate consequences for for Brun and Jacobi-Perron substitutions (thanks to Theorem 4.2 and Theorem 4.4).
Note that in the case of Arnoux-Rauzy substitutions, the seed U always generate a full discrete plane when iterating an admissible sequence, so for Arnoux-Rauzy substitutions the origin is always an interior point of the Rauzy fractal [BJS12] . ((a 1 , b 1 ) , . . . , (a n , b n )) ∞ satisfies the condition given in Theorem 4.4. This theorem is illustrated on some finite products of Brun substitutions in Figure 2 . The comments made in Example 4.3 also apply to the finite products of substitutions considered in Theorem 5.3. For example, the origin is an interior point of the Rauzy fractal of σ Brun 
Number-theoretical implications
Links with topology of Rauzy fractals The connectedness of the fractal is conjectured to guarantee explicit relations between the norm of β and the β-expansion of 1 [AG05] . The properties of rational numbers with purely periodic β-expansions are closely related to the shape of the boundary of the Rauzy fractal [ABBS08, AFSS10].
In Diophantine approximation, explicit computation of the size of the largest ball contained in the fractal provides the best possible simultaneous approximations of some two-dimensional vectors with respect to a specific norm [HM06] .
Finiteness properties and zero interior point of fractals
The (F) property (introduced in [FS92] ), which expresses some finiteness properties of digital expansions in non-integer base β, can be reformulated in topological terms: it is equivalent to the fact that the origin is an interior point of the central tile associated with β [Aki99, Aki02].
Several variants of the (F) property have been proposed, one of them being the extended (F) property, introduced in [BS05, FT06] to extend the classical (F) property to the numeration system associated with a substitution σ. The extended (F) property can also be stated in topological terms: it is true if and only if the origin is an interior point of the Rauzy fractal associated with σ.
Consequently, Theorem 5.3 below, which characterizes the products of Arnoux-Rauzy, Brun and Jacobi-Perron substitutions for which the origin is an interior point of the Rauzy fractal, also provides a characterization of when such a product of substitutions satisfies the extended (F) property.
Fractal tiles for cubic number fields Thanks to a result by Paysant-Le-Roux and Dubois [PD84] we are able to associate Rauzy fractal dynamics with every cubic real field in the theorem below. (1, 1, 1 ). This projection expresses as
The vectors π v,1 ⊥ (e i ) expressed in the basis (e 3 − e 1 , e 3 − e 2 ) are congruent to the translation by (v 2 , v 3 ) modulo Z 2 . The projection π v,1 ⊥ can also be used to define the Rauzy fractal of σ (instead of the projection π σ used in the definition of Rauzy fractals), so the results follows by taking α = v 2 , β = v 3 thanks to Theorem 4.5.
Technical proofs
The following two sets of patterns will be used throughout this section:
Remark 6.1. We will often use the arithmetic restrictions of the definition of discrete planes in order to simplify the combinatorics of the patterns that occur in a discrete plane. We give below a visual representation of the dual substitutions that will be manipulated in this section. The black dot stands for x on the left hand sides and for M −1 σ x on the right-hand sides. 
Preimages by dual substitutions
Proof. According to Remark 6.1, the algebraic restriction 0 < v 1 < v 2 < v 3 implies that Γ v must contain one of the following patterns surrounding U:
The first two possibilities correspond to the L Brun -annuli given in the statement of the proposition. The three other patterns can be ruled out since they contain , or , which is forbidden by Remark 6.1 because v 1 < v 2 < v 3 . Lastly, we check that these two patterns do contain L Brun -annuli of U.
Similarly we can prove the following. 
Covering properties
Proposition 6.4 (Strong L Brun -covering). Let P be an L Brun -covered pattern such that the patterns , and do not occur in P . Then
for every Q ∈ L Brun , as can be verified from the equalities below:
It remains to prove that Σ Brun
(P ) be an edgeconnected two-face pattern. If X is a translate of one of the first 6 patterns of L Brun , then the result trivially holds (take Y = X in the definition of strong coverings).
If X is a translate of f ∪ g = , then there must exist f 0 , g 0 ∈ P with f 0 = g 0 such that f ∈ Σ Brun i (f 0 ) and g ∈ Σ Brun i (g 0 ). Indeed, we can check that X cannot be contained in the image of single face, by definition of the Σ Brun i . Enumerating all the possible such preimages f 0 , g 0 gives
(P ), which enables us to take Y = ∈ L Brun . The cases X = or can be settled exactly in the same way. We have treated 9 cases over 12 possible cases for X, so the proof is complete because we have ruled out the 3 remaining patterns in the statement of the proposition. . A similar reasonning can be carried out for each of the other 9 patterns Q ∈ L JP , which proves that P is L JP -covered.
It remains to prove the strong L JP -covering. Let X ⊆ Σ JP a,b (P ) be an edge-connected two-face pattern. If X is a translate of one of the first 7 patterns of L JP , then the result is obvious, because X is itself in L JP . If X is a translate of , then we must have X = ⊆ ⊆ Σ JP a,b (P ), because in an image by Σ JP a,b , a face of type 1 must come from a face of type 3, so there must also be a face of type 3 at the same position (because b = 0). If X is a translate of , a similar reasoning yields X = ⊆ ⊆ Σ JP a,b (P ). If X is a translate of , then X is in the image of a face of type 3, or has one face in the image of a face of type 2, and the other face in the image of a face of type 3. In both cases, we must have X = ⊆ ⊆ Σ JP a,b (P ) (since b a). We have treated 10 cases over 12 possible cases for X, and the two remaining patterns have been ruled out in the statement of the proposition. Proof. There are finitely many two-face connected patterns f ∪ g, so we can enumerate all the faces f, g, f 0 , g 0 that satisfy f ∈ Σ(f 0 ), g ∈ Σ(g 0 ), f ∪ g is connected and f 0 ∪ g 0 is disconnected (see Definition 3.5), for Σ = Σ Brun 
Suppose that there exists a pattern P and an L Brun -annulus A of P that is included in a discrete plane such that f 0 ∈ P and g 0 / ∈ A. Because A is an annulus of P , every extension of f 0 ∪ g 0 within a discrete plane must be of the form or , where f 0 ∪ g 0 is shown in light gray and the dark gray faces are in A.
The first case cannot happen because it contains an occurrence of , which is forbidden since we are restricted to discrete planes Γ v with 0 v 1 v 2 v 3 (see Remark 6.1). The second case also cannot happen, because A is strongly L Brun -covered. Indeed, ⊆ A, so there must exist a translate of a pattern of L Brun that is included in A and that contains . The only such pattern in L Brun is (note that / ∈ L Brun ). This is impossible because then and f 0 ∪ g 0 overlap, which is a contradiction because f 0 , g 0 / ∈ A and ⊆ A. The same reasoning applies to the eight other cases.
In order to prove Property A for Jacobi-Perron substitutions (Proposition 6.8 below), we first need to prove Lemma 6.7 below, which describes all the possible disconnected preimages by Σ JP a,b of a two-face connected pattern. A striking fact is that there are only three possible such preimages, despite the fact that a and b can take infinitely many values.
Lemma 6.7. Let f and g be two faces such that
Then f ∪ g is a translate of one of the three patterns
Proof. We first need the following easy preliminary fact (Equation 2 
In contrast with the Brun substitutions, we cannot prove Lemma 6.7 by enumerating all the possibilities because a and b can take infinitely many values. However, the problem can be reduced to solving a simple family of linear equations, which then allows a systematic study of the disconnected preimages of f ∪ g. We will show that if Condition (3) holds, then Condition (1) or (2) fails, unless f ∪ g is a translate of P 1 , P 2 or P 3 . We will only treat the cases (i, j) = (1, 1) and (i, j) = (3, 3), where i is the type of f and j is the type of g. These two cases correspond to the simplest and the most complicated cases, respectively. The other cases can be treated similarly. Let Now, if y − x = ±(0, 0, 1) or ±(0, 1, 0), then y − x ∈ V 11 , so f ∪ g is connected (by Equation (2)), which contradicts Condition (2). If y − x = (0, 1, t) with t 1 then Condition (1) is violated by the fact that there exists no discrete plane Γ v with 0 < v 1 < v 3 and 0 < v 2 < v 3 which contains both f and g. Indeed, if it were the case, the definition of discrete planes would imply that −v 1 < v 2 + tv 3 < v 1 , which is impossible for 0 < v 1 < v 3 and 0 < v 2 < v 3 . The same reasoning applies to the remaining case y − x = (0, −1, −t), with t 1. Note that unlike the generation graphs constructed in Sections 6.4 and 6.5, the graph of Figure 3 used in the proof of Lemma 6.13 has been constructed "by hand" and not algorithmically. Constructing such a graph is tedious, but checking its validity is easy (for example using computer algebra).
Generating translates of seeds
We now prove an analogue of the previous lemma for Jacobi-Perron substitutions. The proof is easier (we need a smaller graph) because the set of "bad" Jacobi-Perron is more constrained by Theorem 4.4.
Lemma 6.14. There exists N 0 such that if n N and (a 1 , b 1 ) , . . . , (a n , b n ) is an admissible Jacobi-Perron expansion, then Σ JP 
