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摘　要: 为了表示部分可观察马尔可夫环境下,多 Agent 决策中各 Agent 之间的动态结构关系,对影响图
( IDs)在结构和时间上进行扩展, 形成一种能够对其他Agent建模的决策模型:交互式动态影响图( I-DIDs)。
I-DIDs是不确定环境下多Agent 进行序贯决策的图模型。该模型的解是在对其A gent 行为概率分布的预测
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Abstract: To represent the dynamic relationship betw een agents in mult i-agent M arkov decision process
w ith part ially observable sett ings shared by other agents, the inter act iv e dynamic influence diag rams ( I-
DIDs) w ere presented by ex tending inf luence diag rams ( IDs) o ver time and st ructure. I-DIDs are gr aphical
models for sequent ial decision making in part ially observable set t ing shared by other agents. It may be
used to compute the po licy of an agent giv en its belief as the agent acts and observ es in the set t ing . Exact
algo rithms fo r so lving I-DIDs demand the solut ions of po ssible models of the agents and then update all
models at ever y t ime step. The space of o ther models grows exponent ially w ith the number of t ime steps,
increasing the computat ional complex ity. T hus an exact solution o f I-DIDs based on minimal sets w as pre-
sented by reducing the space of o ther agents′possible models and updating the selected models, thereby
the computat ional complex ity w as simplif ied. Final ly, model instances w ere given. The experimental re-
sults show the validity of the algo rithm .
Key words: mult i-Agent decision; interactive dynam ic influence diagrams ( I-DIDs) ; behaviorally equiva-
lent ; minimal updat ing sets
　　影响图[ 1] ( IDs)已成为不确定环境下处理单个
Agent 决策问题的一种重要工具。为了使影响图能
处理多 Agent 决策问题, 文献[ 2]对 IDs进行扩展,




考虑不同 Agent之间的差异, 因而 Agent 不能对环
境中的其他 Agent进行建模。文献[ 3]在 MAIDs的
基础上,提出影响图网( NIDs)模型, N IDs模型中考





MAIDs 在时间上进行扩展, 提出多 Agent 动态影
响图( MADIDs) , 用于表示动态环境中多 Agent 协
作的结构关系。文献[ 5]提出交互式动态影响图 ( I-
DIDs)模型, 用于描述交互式部分可观察马尔可夫
决策过程( I-POMDPs)。该模型中, Agent 通过嵌套
结构对其他 Agents 建模,其模型解是在对其他 A-
gents 行为概率分布的预测下, 提供给该 Agent 的
最优决策, 因此更能有效解决多 Agent 的决策问













在一个包含 2个 Agent ( Agent i 与Agent j )的
有限嵌套的决策系统中, Agent i的 I-POMDPs 模
型可定义为一个七元组:
I-POMDP i, l = 〈I S i, l , A , T i , i , Oi, R i, 〉,
其中: I S : S×M j , l- 1表示交互式状态空间, S 为 A-
gent 所处的物理环境状态, M j , l- 1为 Agentj 在 l- 1
( l为嵌套层数)层的模型空间。对于每个模型 m j∈
M j , m j = j = 〈bj , j〉, 其中, bj∈B ( I S j ) , j = 〈A j ,
j , T j , Oj , R j , OC j〉分别为智能体 j 的信念状态和模
型框架。OC j 为智能体 j 的最优决策标准。A = A i×
A j :智能体的联合动作集合。T i: S×A→S′∈[ 0, 1] ,
Agent i 的状态转移函数。 i : i的观察值集合。O i:
A×S×→ ∈[ 0, 1] , 观察函数。R i : S×A→R~ 收益
函数,表示在状态 s∈S, 执行联合动作a i×a j 获得的





其他 A gent 候选模型 m j∈M j )的一个概率分布, 分
别记为 b( s)、b(m j s)。满足 0< b( s) , b( m j s) < 1, 且
∑
s∈S
b( s) = 1,∑
mj ∈M j






















































T i( s t, a t- 1i × a t- 1j , s t- 1)。 ( 1)
1. 3　策略评价
I-DID 的目标是寻求一个可以最大化系统在
0～T时间内期望收益值的策略 p , 即
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图( I-IDs)
[ 7] , I-IDs 在 IDs 的基础上加入一种新类型
的节点: 模型节点, 用来对其他 Agent建模。一个包
含 2个 Agent 的决策系统, 对其中一个 Agent i建立
第 l 层的 I-IDs 模型, 如图 1( a)所示, 代表其他 A-
gent 决策行为的变量A j 被转化为机会节点, 其取值
由相应的概率分布所控制: 当 aj ∈ OPT 时,
Pr ( a j∈A
l
j ) = 1/ OPT ,否则为0。
图 1　交互式影响图模型
F ig . 1　I-ID m odel
一个自底向上的, 不同层次的交互式状态空间
I S: S×M j , l- 1的迭代结构,如式( 3)所示:
I S i, 0 = S ,
j , 0 = {〈bj , 0 , j〉: bj , 0∈ B( I S j , 0 ) } ,
I S i, l = S ×M j , l- 1 ,
j , l = {〈bj , l, j〉: bj , l ∈B ( I S j , l) }。
( 3)
　　 j , 0是 0层上 Agentj 模型的集合,每个模型是
一个 IDs模型。 j , l是 l层上 j 模型的集合。当 l> 0
时, 每个模型又是 I-IDs模型。图 1( a)中连接模型
节点 M j , l- 1和机会节点 A j 的虚线称为策略连接[ 8] ,
反映了模型 m j , l- 1与其最优决策 OPT (m j , l- 1)的一
一映射关系。图 1( b)用只包含机会节点的贝叶斯网
替代模型节点和策略连接, 把一个 I-ID 模型转化成




型: I-DIDs。图 2给出了 2个时间片上的包含 2个
Agent的 I-DIDs 模型。节点 A i 和A j 的状态是 i和





上的条件概率分布 CPD( condit ional proba-











t , ai, a
t- 1
j )分别对应 I-POMDPs 模型中的概
率转移函数和观察函数。效用节点 R i 代表 i的收
益。I-DIDs模型中, 引入了新的结构关系:模型更新
连接(连接模型节点 M t- 1j , l- 1和 M tj , l- 1的点划线)。
图 2　2 个时间片上的 I-DID 模型
F ig . 2　DID model at tw o-time slice
模型更新连接表达了 2方面的内容:第一,它记
录了候选模型空间不断增长的过程。如图 3所示, 假
设 t- 1时刻模型节点 M
t- 1
j , l- 1包含 2个模型( m
t- 1, 1
j , l- 1 ,
m
t- 1, 2
j , l- 1 ) , 每 个 模 型 对 应 一 个 最 优 动 作, 即





一时间片的模型数量 M tj , l- 1 = M t- 1j , l- 1‖OPT
(m j , l- 1)‖ j = 4;第二, 模型更新连接记录了信度
更新过程。节点 Mod[ M
t









j )的函数, 如果 j 在信度状态为
b
t- 1
j , l- 1∈m
t- 1
j , l- 1时,执行动作 OPT( m
t- 1
j , l- 1 ) ,进入 t时间
片, 获得观察 o
t
j , 更新信度状态达 b
t
j , l- 1∈m
t









j )的取值为 1,否则为 0。
图 3　模型更新过程
F ig . 3　P rocess o f the model upda ted
3　I-DIDs的精确求解算法
I-DIDs模型的解是在对其他 Agent 行为的概
率分布的预测下提供给该 A gent 的最优决策, 因此
首先要求解其他 Agent 底层模型, 这也决定了 I-
DIDs模型求解过程是自底向上的反复迭代的过程。
得到底层模型解,即获得 j 所有模型的策略树,亦可
获得节点 A j 和 Mod[M j ]的条件概率表, 即可实现
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推理。具体算法如下:
EXACT 算法
输入: I-DIDs( l> 1)或DIDs( l= 0)模型,时间片
数: T , 初始模型(m j , 0∈M
′
j , 0 )
输出:表示 Agent i在 1- T 时间上决策策略图
1) : For( t= 1; t= < T ; t+ + ) ,
2) : If ( l> 0) ,首先处理其他 Agent 底层模型
更新问题;
3) : For ( le= 0; i< l ; le+ + ) ;
4) : 根据 t时间片的最优决策 a j= OPT ( m
t
j )和






5) : 返回 aj , oj ;
6) : 各个时间片上 aj , oj 的累计, 形成 M
1










9) : 添加( le+ 1)层上的节点及相应的条件概率
表,编译图形文件;






选模型空间, 且其他 Agent 模型随时间的增加成指
数级增长, i 不仅要求解各时间片上的每个候选模






直观上, 对于 i 来说, 只注重 j 最后执行的行
为,而 j 的观察及其对状态的信度分布等其他因素
均不能直接影响 i的决策。因此, i 不必区分处于同
一行为等价类中 j 的 2个不同模型。这样所得 I-
DIDs 模型的解仍然保持着问题的最优性。下面介绍
行为等价的定义。
定义1　行为等价: 2个模型m j , l- 1和m
′
j , l- 1,满足
OPT(m j , l- 1) = OPT (m
′
j , l- 1 ) ,称为行为等价模型。
在行为等价基础上给出最小模型集合的定义:
定义 2　最小模型集合: 模型集合 M j , l- 1为
M j , l- 1的一个最大子集,且不存在其他模型与 m j , l- 1
∈M j , l- 1同处于一个行为等价类中。此时 M j , l- 1为
M j , l- 1的一个最小模型集合。
由于在各个行为等价类中选取的具有代表性的
模型不同,所以最小模型集合 M j , l- 1不唯一,但其模
型基数是固定的。集合 M j , l- 1用最少数量的模型包
括了 M j , l- 1中 j 的所有行为, 所以经最小模型集合
简化后的候选模型空间, 仍保留了 i决策时所需要
考虑的全部情形。但是, j 的模型被删除后,势必会
影响 i对 j 模型信度的概率分布情况, 为了弥补这
一损失,此时调整 i对 m j , l- 1∈M j , l- 1的条件概率分
布, 使其等于所有同处于该行为等价类模型 m j , l- 1
∈ j , l- 1的概率之和, 即
bi (m
q
j , l- 1 s) = ∑
m
j , l- 1
∈ q
j , l- 1
bi(m j , l- 1 s)。 ( 4)




获得基于行为等价的最小模型集合 M j , l - 1, 一个直
接的获得 M j , l- 1的方法是自底向上合并策略树。为
区别策略树,把合并后的图形称为策略图。
图 4给出了最后 3个时间片上 2个策略树合并
的过程。其中, * 代表通配符。需要指出的是, 图
4( b)中,合并 t= T - 1时间片上 2个粗线圆的节点,
因为在( T - 1)和 T 时间片上,以此节点为根节点的
2棵决策树相同。合并后所得到的策略图,节点数量
明显减少。图 4( c)策略图中, 节点表示 A gent 的最
优动作,与模型有一一对应关系,所以模型数量亦得
到相应的减少。





I-DIDs 模型中, t 时间片上, Agent j 的候选模
型数量为 M j = M
0





初始模型数量。一个包含( N + 1)个 Agents 的 I-
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DIDs 模型, 若每一层上每个 Agent 的模型个数为
M , 则得到 l 层上问题的解需处理模型个数是









型个数为 ( ( N M
*
j ) l ) , M
*
j 是最小模型集中包





F ig . 4　Merge policy trees based on the theor y of beha-
vior al equivalence
5　实验与分析
以 Pio tr 等介绍的多 A gent 老虎问题 [ 6]为例进
行实验。该问题包含左门和右门 2 扇门。状态集
S = {T L , TR } ,指示老虎在左门后或右门后;动作集
A i= A j= {OL , OR , L }分别指示开左门、开右门和倾
听,即收集信息, 提供关于老虎位置和其他 Agent
动作的观察信息。这些动作可以任意组合成团队的
联合动作。联合动作< L , L > 保持环境状态不变。为
了使其成为无限时间问题, 如果任一 Agent 打开一
扇门,环境随机地、一致地复原为一个新状态。观察
集 1= {GL , GR }指示老虎的可能位置, 观察集 2
= { CL , CR , S }指示其他 Agent 的可能行为, 2个观
察集中元素可以任意组合成联合观察集合。对该问
题建立 I-DIDs模型,如图 2所示。为了能够用传统
的 DIDs 求解方法(贝叶斯推理)求解 I-DIDs 模型,
该问题 I-DIDs模型转化成 DIDs 模型如图 5所示。
图 5　I-DID 转化成 DID 模型
Fig . 5　T ransform I-D ID model into D ID model
实验中取其他Agent 初始模型个数 M
1
j, 0 = 50,
取时间步分别为3, 6, 8, 10进行实验。以Hug in 为基
础,在 Java 环境下运行程序(系统配置: WinXP, du-
al processor 1. 73 GHz, 2 GB memor y) , 对两种算法
进行比较, 结果如表 1所示。从表中运行时间数据可
以看出,随着时间片的增加,其他A gent 模型数量越
多, Exact M S所体现的有效性就越明显。
表 1　Exact 与 Exact MS算法运行时间比较
Tab. 1　Run time comparison between Exact and Exact MS
l Algor ithm
T
3 6 8 10
1 Exact 3. 49 7. 03 50. 96 270. 6
Exact M S 3. 01 5. 58 12. 63 20. 36
2 Exact 28. 82 68. 74 205. 5 —
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的 I-DIDs 求解更加束手无措, 因此下一步的工作是
从嵌套层数入手, 寻求提高模型求解能力的方法。
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