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ABSTRACT: We study n-dimensional area-minimizing currents T in Rn+1,
with boundary ∂T satisfying two properties: ∂T is locally a finite sum of(n − 1)-dimensional C1,α orientable submanifolds which only meet
tangentially and with same orientation, for some α ∈ (0,1]; ∂T has mean
curvature = hνT where h is a Lipschitz scalar-valued function and νT is the
generalized outward pointing normal of ∂T with respect to T. We give a
partial boundary regularity result for such currents T. We show that near
any point x in the support of ∂T, either the support of T has very
uncontrolled structure, or the support of T near x is the finite union of
orientable C1,α hypersurfaces-with-boundary with disjoint interiors and
common boundary points only along the support of ∂T.
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1 Introduction
This work continues the topic introduced and studied in [9]. We consider
n-dimensional area-minimizing locally rectifiable currents T in Rn+1 with
boundary ∂T satisfying two properties as follows. First, we suppose there is
an α ∈ (0,1] so that ∂T can locally be written as a finite sum of C1,α
orientable (n − 1)-dimensional (embedded) submanifolds which meet only
tangentially with equal orientation; we thus say that T has C1,α
tangentially immersed boundary, see Definition 3.1. Second, we suppose T
has Lipschitz co-oriented mean curvature, see Definition 3.6; this means
that ∂T has generalized mean curvature H∂T = hνT where h is Lipschitz
and νT is the generalized outward pointing unit normal of ∂T with respect
to T (see Lemma 3.1 of [3] and (2.9) of [4] for the existence of νT ).
The main result we aim to prove we heuristically state as follows:
Theorem 4.33 Suppose T is an n-dimensional area-minimizing locally
rectifiable current in Rn+1 with C1,α tangentially immersed boundary ∂T for
some α ∈ (0,1], where ∂T has Lipschitz co-oriented mean curvature. Also
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2Figure 1: An illustration of the conclusions of Theorem 4.33.
suppose x is a singular point of ∂T, and near x the support of T equals a
finite union of orientable C1,α hypersurfaces-with-boundary. Then near x,
the support of T equals a finite union of orientable C1,α
hypersurfaces-with-boundary, which pairwise meet only along common
boundary points.
Figure 1 shows a current satisfying the conclusion of Theorem 4.33. There,
T is given by integrating over three surfaces-with-boundary, with
orientation as illustrated. Over two of the surfaces, T is given multiplicity
one, whereas in the remaining surface T is given multiplicity two over a
region of that surface as labeled. Thus, T has tangentially immersed
boundary consisting of four curves. The better way to understand Theorem
4.33 is through the contrapositive: at any point x in the support of ∂T near
which the support of T is not as in Figure 1, T near x must have
complicated structure; perhaps for example having infinite topology at x.
Previously, Theorem 4.33 was shown in case α = 1, see Theorem 5.3 of [9].
In case n = 2, Theorem 6.5 of [9] shows that Theorem 4.33 holds for general
α ∈ (0,1]. Hence, to prove Theorem 4.33 we only need to consider the case
n ≥ 3, with in particular α ∈ (0,1).
1.1 Proof of Theorem 4.33
The proof of Theorem 4.33 follows the general strategy set by the proof of
Theorem 5.3 of [9]. The key is to consider half-regular singular points of
∂T. These points are defined in Lemma 3.5, which we roughly describe:
2
Lemma 3.5: Suppose T is an n-dimensional area-minimizing locally
rectifiable current in Rn+1 with C1,α tangentially immersed boundary ∂T for
some α ∈ (0,1]. If x is a singular point of ∂T, then for any ρ > 0 there exists
x in the singular set of ∂T with ∣x − x∣ < ρ and a non-empty open set
U ⊂Rn+1 so that x ∈ ∂U and the support of ∂T in U is a union of disjoint
non-empty (n − 1)-dimensional submanifolds; we call such an x a
half-regular point of T.
This is Lemma 3.8 of [9], but we give it here for convenience. A version of
Lemma 3.5 also appears as Lemma 1 of [7] in the context of two-dimensional
solutions to the c-Plateau problem in space. To prove Theorem 4.33, we
must show the following asymptotic description of T at half-regular points.
Lemma 4.1: Suppose T is an n-dimensional area-minimizing locally
rectifiable current in Rn+1 with C1,α tangentially immersed boundary ∂T for
some α ∈ (0,1], where ∂T has Lipschitz co-oriented mean curvature. If x is
a half-regular point of T, then every tangent cone of T at x is a sum of
half-hyperplanes with constant orientation after rotation (see Definition
3.2).
Succinctly, Definition 3.2 defines a sum of half-hyperplanes with constant
orientation after rotation to be a current given by integrating over a union
of half-hyperplanes meeting along a common (n − 1)-dimensional subspace
of Rn+1, where the half-hyperplanes are oriented analogously to Figure 1.
The proof of Lemma 4.1 follows through naturally. Suppose for
contradiction that (after translation) 0 ∈ spt∂T is a half-regular point of T
with a tangent cone which is not a sum of half-hyperplanes with constant
orientation after rotation. Then we will see that Theorem 3.4 implies that
(after rotation) T near 0 is supported in the graph of a function u defined
off Rn. By definition of half-regular points, we conclude there is a C1,α
subset Ω ⊂Rn with 0 ∈ ∂Ω so that spt∂T ∩ (Ω ×R) is a union of disjoint
non-empty (n − 1)-dimensional submanifolds contained in the graph of u.
The proof of Theorem 4.32 then concludes by applying a generalization of
the Hopf boundary point lemma to ∂T at 0, using that ∂T has Lipschitz
co-oriented mean curvature.
Given Lemma 4.1, then the proof of Theorem 4.33 follows word-for-word as
in the proof of Theorem 5.3 of [9], which shows Theorem 4.33 in case α = 1.
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Indeed, the proof of Theorem 5.3 of [9] is very geometric, given Lemma 5.1
of [9] which concludes the same asymptotic result at half-regular points as
Lemma 4.1 but in case α = 1. Thus, the majority of our work involves
proving Lemma 4.1.
The proof of Lemma 5.1 of [9] concludes by applying the usual Hopf
boundary point lemma (see for example Lemma 3.4 of [6]), since α = 1 in
that case. Here, to prove Lemma 4.1 for general α ∈ (0,1], we must apply a
more general version of the Hopf boundary point lemma recently proved by
the author in [8]. We state the needed version as Lemma A.16 for
convenience in the Appendix. Succinctly, as needed here, Lemma A.16
states that the Hopf boundary point lemma holds for C1,α weak solutions s
of equations of the form
n−1∑
i,j=1
Di (aijDjs) + n−1∑
i=1
ciDis + ds = 0
over a C1,α domain, where the aij are (as usual) C0,α and uniformly elliptic,
ci are bounded, but we can assume d ∈ Lq for some q > n− 1. More generally,
[8] shows the Hopf boundary point lemma holds assuming the lower-order
coefficients are merely in a Morrey space.
1.2 Future Work
A tempting conjecture to make is that the conclusion of Theorem 4.33
holds without the initial regularity assumption.
Conjecture: Suppose T is an n-dimensional area-minimizing locally
rectifiable current in Rn+1 with C1,α tangentially immersed boundary ∂T for
some α ∈ (0,1], where ∂T has Lipschitz co-oriented mean curvature. If x is
a singular point of ∂T, then near x the support of T equals a finite union of
orientable C1,α hypersurfaces-with-boundary, which pairwise meet only
along common boundary points.
However, much work is needed in this direction. It may at least be possible
to show that T has unique tangent cone at every singular point x of ∂T.
Contrarily, there is no hope to extend the present results in the case of
general n-dimensional area-minimizing currents in Rn+k; this is discussed in
the last paragraph of Section 1.3 of [9].
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1.3 Outline
We start in §2 by setting some notation, as well as recalling a few
well-known facts about currents we shall need. Next, in §3 we precisely
define C1,α tangentially immersed boundaries and boundaries having
Lipschitz co-oriented mean curvature; these are Definitions 3.1,3.6
respectively. We as well state for convenience the results from [9] which we
shall need. In §4 we state and prove our main results, beginning with the
asymptotic description near half-regular points Lemma 3.5 and concluding
with the statement of our main result Theorem 4.33. We note that we omit
the explicit proof of Theorem 4.33, as it is virtually identical to the proof of
Theorem 5.3 of [9]. Finally, in the Appendix, for convenience we make some
calculations in Lemma A.1 needed in the proof of Lemma 3.5, and state the
general Hopf boundary point lemma needed here in Lemma A.16.
1.4 Acknowledgements
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Institute for Advanced Study, as an Associate Member.
2 Notation
We list basic notation and terminology we shall use throughout.
• N,R will denote the natural and real numbers respectively. We shall
let n ∈N with n ≥ 2. In this section we will let nˆ ∈ {1, . . . , n}.
• We shall typically write points x = (x1, . . . , xn+1) ∈Rn+1. Depending
on context, we shall let
Rnˆ = {(x1, . . . , xnˆ,0, . . . ,0) ∈Rn+1 ∶ x1, . . . , xnˆ ∈R}.
We shall typically write points
ξ =(ξ, . . . , ξn−2) = (ξ1, . . . , ξn−2,0,0,0) ∈Rn−2 (if n ≥ 3),
z =(z1, . . . , zn−1) = (z1, . . . , zn−1,0,0) ∈Rn−1, and
y =(y1, . . . , yn) = (y1, . . . , yn,0) ∈Rn.
We will let 0 denote the zero vector in different dimensions,
depending on context.
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• If n ≥ 3, for each nˆ ∈ {n − 2, n − 1, n} let pnˆ ∶Rn+1 →Rnˆ denote the
projection
pnˆ(x) = (x1, . . . , xnˆ).
• Let e1, . . . , en+1 be the standard basis vectors for Rn+1.
• For A ⊆Rn+1, let closA denote the closure of A.
• We shall let Bρ(x) be the open ball in Rn+1 of radius ρ > 0 centered at
x. For x ∈Rnˆ, we write Bnˆρ (x) = Bρ(x) ∩Rnˆ.
• For x ∈Rn+1 and λ > 0, we let ηx,λ ∶Rn+1 →Rn+1 be the map
ηx,λ(xˆ) = xˆ−xλ . We shall make use of η−x,1, which is translation by x.
• We let ∗ ∶ ⋀nRn+1 →Rn+1 be the Hopf map
∗(n+1∑
i=1
xi(−1)i−1e1 ∧ . . . ∧ ei−1 ∧ ei+1 ∧ . . . ∧ en+1) = (−1)n n+1∑
i=1
xiei.
Note that ∗(e1 ∧ . . . ∧ en) = en+1.
• We shall let D denote differentiation generally over Rn+1 or Rnˆ,
depending on context. In the proof of Lemmas 4.1,A.1,A.16 we will
let D denote differentiation over Rn−1 and D differentiation over
Rn−2, for emphasis.
Also in the proof of Lemmas 4.1,A.1 we will consider functions
F = F (y, p) with y ∈Rn and p ∈Rn−1 (in particular, for Gij and H as
in (4.17)). We denote with k ∈ {1, . . . , n − 1} the following derivatives:
DkF is the derivative of F with respect to the yk-variable; DnF is the
derivative of F with respect to the yn-variable;
∂F
∂pk
is the derivative of
F with respect to the pk-variable.
• Hnˆ shall denote nˆ-dimensional Hausdorff measure in Rn+1.
We now give notation related to currents in Rn+1. For a thorough
introduction to currents, see [5],[10].
• Recall that Dnˆ(U) denotes for U ⊆Rn+1 an open set the smooth
nˆ-forms compactly supported in U.
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• For T a current in U ⊆Rn+1 an open set and f ∶ U →Rn+1, we denote
f#T the push-forward current of T by f ; we shall frequently make use
of ηx,λ#T and in particular the translation η−x,1#T.
• We say a current C is a cone if η0,λ#C = C for every λ > 0.
• Given an orientable nˆ-dimensional submanifold M ⊂Rn+1, we denote⟦M⟧ the associated multiplicity one current, given an orientation.
• Denote by Enˆ the nˆ-dimensional current in Rn+1 given by
Enˆ(ω) = ∫Rnˆ⟨ω, e1 ∧ . . . ∧ enˆ⟩ dHnˆ for ω ∈ Dnˆ(Rn+1).
• For U ⊆Rn+1 an open set and T an nˆ-dimensional current in U, we let
µT denote the associated mass measure of T. This is given for Uˆ an
open subset of U by µT (Uˆ) = supω∈Dnˆ(Uˆ),∣ω∣≤1 T (ω). As usual, we set
sptT = sptµT .
For A a µT -measurable set, we let T A denote the restriction
current (T A)(ω) = ∫A < ω, T⃗ > dµT for ω ∈ Dnˆ(U), where T⃗ is the
orientation vector of T.
Given x ∈ U, we denote the density of T at x by
ΘT (x) = lim
ρ↘0
µT (Bρ(x))
ρnˆHnˆ(Bnˆ1 (0)) ,
whenever this limit exists.
• Given U ⊆Rn+1 an open set, we let Inˆ,loc(U) be the set of
nˆ-dimensional currents T so that T,∂T are respectively nˆ- and(nˆ − 1)-rectifiable integer multiplicity.
For T ∈ Inˆ,loc, we let TxT denote the approximate tangent space of T
for the µT -almost-every x ∈ U such that this space exists; naturally,
we let T ⊥x T denote the orthogonal complement of TxT in Rn+1.
• For T ∈ Inˆ,loc(U), we denote δT to be the first variation of mass, given
by
δT (X) = ∫ divT X dµT
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for X ∈ C1c (U ;Rn+1).
We say that T has mean curvature HT ∶ U →Rn+1 if HT is
µT -measurable and if
δT (X) = ∫ X ⋅HT dµT
for every X ∈ C1c (U ;Rn+1)
• For T ∈ Inˆ,loc(U), we let regT denote the regular set of T : the set of
x ∈ sptT so that there is a ρ > 0 such that T Bρ(x) = θ⟦M⟧ for θ ∈N
and M an nˆ-dimensional orientable (embedded) C1 submanifold of
Bρ(x). We define the singular set singT = sptT ∖ regT.
• We say T ∈ Inˆ,loc(U) is area-minimizing if µT (Uˆ) ≤ µR(Uˆ) whenever
Uˆ ⊂ U is an open set with clos Uˆ ⊂ U and R ∈ Inˆ,loc(U) with ∂R = ∂T
and spt(T −R) ⊂ Uˆ .
• For T ∈ Inˆ,loc(U) area-minimizing there is, by Lemma 3.1 of [3] (see as
well (2.10) of [4]), a µ∂T -measurable vectorfield νT ∶ U →Rn+1
satisfying ∣νT ∣ ≤ 1 for µ∂T -almost-everywhere so that
δT (X) = ∫ νT ⋅X dµ∂T
for every X ∈ C1c (U ;Rn+1). We call νT the generalized outward
pointing normal of ∂T with respect to T. Note that since∣δT (X)∣ ≤ ∫ ∣X ∧ ∂⃗T ∣ dµ∂T by Lemma 3.1 of [3] (see also (2.9) of [4])
for X ∈ C1c (U ;Rn+1), we conclude νT (x) ∈ T ⊥x ∂T for µ∂T -almost-every
x ∈ U.
3 Definitions and previous results
We now state for convenience the necessary results and definitions from [9].
We begin by defining precisely what it means to have C1,α tangentially
immersed boundary.
Definition 3.1. Let U ⊆Rn+1 be an open subset and α ∈ (0,1]. We define
TI
1,α
n,loc(U) to be the set of area-minimizing T ∈ In,loc(U) so that ∂T is
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locally C1,α tangentially immersed: for every x ∈ spt∂T there is ρ > 0, an
orthogonal rotation Q, and N ∈N so that
∂T Bρ(x) = (−1)n N∑
ℓ=1
mℓ[(η−x,1 ○Q ○ΦT,ℓ)#(En−1 Bn−1ρ (0))] Bρ(x),
where for each ℓ = 1, . . . ,N we have mℓ ∈N, and ΦT,ℓ ∈ C1,α(Bn−1ρ (0);Rn+1)
is the map
ΦT,ℓ(z) = (z,ϕT,ℓ(z), ψT,ℓ(z)),
where ϕT,ℓ, ψT,ℓ ∈ C1,α(Bn−1ρ (0)) satisfy
ϕT,ℓ(0) = ψT,ℓ(0) = 0 and DϕT,ℓ(0) = DψT,ℓ(0) = 0.
This is Definition 3.1 of [9] in case k = 1. Observe that we could define what
it means for a current to have C1,α tangentially immersed boundary in
general. But we include the requirement that T ∈ TI1,αn,loc(U) must be
area-minimizing for future brevity. Observe that if T ∈ TI1,αn,loc(U) then the
approximate tangent space Tx∂T exists for every x ∈ spt∂T.
In order to clearly state our results, we will state Definition 3.3. First, to
better understand Definition 3.3 and for convenience, we state Lemma 3.2
of [9].
Lemma 3.2. Suppose C ∈ In,loc(Rn+1) is an area-minimizing cone with
∂C =m(−1)nQ#En−1 for some m ∈N and an orthogonal rotation Q. Then
C is of one of the following two forms:
(1) There is N ∈ {1, . . . ,m} and distinct orthogonal rotations Q1, . . . ,QN
about Rn−1 so that
C = N∑
k=1
mk(Q ○Qk)#(En {y ∈Rn ∶ yn > 0}),
where m1, . . . ,mN ∈N satisfy ∑Nk=1mk =m.
(2) There is θ ∈N so that
C = Q#((m + θ)En {y ∈Rn ∶ yn > 0} + θEn {y ∈Rn ∶ yn < 0}).
Proof. See the proof of Lemma 3.2 of [9].
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We thus give the following definition:
Definition 3.3. Suppose C ∈ In,loc(Rn+1). If C is as in (1) of Lemma 3.2,
then we say that C is a sum of half-hyperplanes with constant orientation
after rotation. If C is as in (2) of Lemma 3.2, then we say that C is a
hyperplane with constant orientation but non-constant multiplicity.
We now state the main result of [9], which is needed to prove Lemma 3.5.
We need Theorem 3.4 so that we can apply the general Hopf boundary
point lemma of [8] to prove Lemma 3.5.
Theorem 3.4. Let U ⊆Rn+1 be an open set, α ∈ (0,1], and T ∈ TI1,αn,loc(U).
Suppose x ∈ spt∂T and that T at x has a tangent cone which is a hyperplane
with constant orientation but non-constant multiplicity (as in Definition
3.3). Then there is a ρ ∈ dist(0,dist(x, ∂U)) and a solution to the minimal
surface equation u ∈ C∞(Bnρ (0)) with u(0) = 0 and Du(0) = 0 such that
sptT ∩Bρ(x) = η−x,1(Q(graphBnρ (0) u)) ∩Bρ(x)
for an orthogonal rotation Q. The orientation vector for T is given by
∗T⃗ (x˜) = Q⎛⎜⎝⎛⎝ −Du√1 + ∣Du∣2 , 1√1 + ∣Du∣2⎞⎠
RRRRRRRRRRRpn(Q−1(x˜−x))
⎞⎟⎠
if x˜ ∈ sptT ∩Bρ(x).
Proof. This is Theorem 3.18 of [9]. Note that we should have, as stated
above, pn(Q−1(x˜ − x)) and not projRn x˜ as stated in [9].
Next, we state a lemma which consequentially defines (and shows the
existence of) half-regular points at the boundary of T ∈ TI1,αn,loc near any
singular point of ∂T. As previously noted, half-regular points were
previously used to prove a main result of [9], which we wish to extend here
in Theorem 4.33. Lemma 3.5 is a simpler, but sufficient, version of Lemma
3.8 of [9].
Lemma 3.5. Let U be an open subset of Rn+1, α ∈ (0,1], and
T ∈ TI1,αn,loc(U). Suppose x ∈ sing ∂T and that ρ ∈ (0,dist(x, ∂U)) is as in
Definition 3.1, so that
∂T Bρ(x) = (−1)n N∑
ℓ=1
mℓ[(η−x,1 ○Q ○ΦT,ℓ)#(En−1 Bn−1ρ (0))] Bρ(x)
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for N,m1, . . . ,mN ∈N, an orthogonal rotation Q, and
ΦT,ℓ ∈ C1,α(Bn−1ρ (0);Rn+1) for each ℓ = 1, . . . ,N. Then there is z ∈ Bn−1ρ (0),
a radius σ ∈ (0, ρ − ∣z∣], and distinct ℓ, ℓ˜ ∈ {1, . . . ,N} so that
• (η−x,1 ○Q ○ΦT,ℓ)(Bn−1σ (z)) ∪ (η−x,1 ○Q ○ΦT,ℓ˜)(Bn−1σ (z)) ⊂ reg ∂T,
• ΦT,ℓ(Bn−1σ (z)) ∩ΦT,ℓ˜(Bn−1σ (z)) = ∅,
• ΦT,ℓ(∂Bn−1σ (z)) ∩ΦT,ℓ˜(∂Bn−1σ (z)) ≠ ∅.
With this, we say any point
x ∈ ΦT,ℓ(∂Bn−1σ (z)) ∩ΦT,ℓ˜(∂Bn−1σ (z))
is half-regular.
Proof. Follows directly from the statement of Lemma 3.8 of [9].
Finally, we precisely define what it means for an area-minimizing current T
to have boundary with Lipschitz co-oriented mean curvature. This and
Definition 3.1 are our main concepts.
Definition 3.6. Let U be an open subset of Rn+1, and suppose T ∈ In,loc(U)
is area-minimizing. We say ∂T has Lipschitz co-oriented mean curvature if
∂T has mean curvature H∂T = hνT for h ∶ U →R a Lipschitz function,
where νT ∶ U →Rn+1 is the generalized outward pointing normal of ∂T with
respect to T ; this means that
∫ div∂T X dµ∂T = ∫ X ⋅ (hνT ) dµ∂T
for all X ∈ C1c (U ;Rn+1).
The assumption that T is area-minimizing in Definition 3.6 is merely to
guarantee the existence of the generalized outward pointing unit normal νT
of ∂T with respect to T ; see Lemma 3.1 of [3] and (2.10) of [4]. Definition
3.6 is a more specific version of Definition 4.1 of [9], which does not require
h to be Lipschitz.
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4 Main results and proofs
We now put our two main concepts together, and study co-dimension one
area-minimizing currents T with boundary being both C1,α tangentially
immersed and having co-oriented Lipschitz mean curvature. Again, our
main result is Theorem 4.33, which states that near any x ∈ sing ∂T of such
a current T, either T near x exhibits a reasonable amount of regularity (as
in Figure 1) or sptT near x must be extremely irregular. To prove Theorem
4.33, we must prove Theorem 4.32, which states that the boundary ∂T of
any such current T is regular near any point x ∈ spt∂T such that T at x has
tangent cone which is a hyperplane with constant orientation but
non-constant multiplicity. Given Theorem 4.32, then the proof of Theorem
4.33 is virtually identical to the proof of Theorem 5.3 of [9].
To prove Theorem 4.32 we must prove Lemma 4.1, which shows that if
x ∈ spt∂T is half-regular (see Lemma 3.5), then every tangent cone of T at
x must be a sum of half-hyperplanes with constant orientation after
rotation. The proof of Lemma 4.1 will take the majority of this section.
Lemma 4.1. Let U ⊆Rn+1 be an open set, and suppose T ∈ TI1,αn,loc(U)
where ∂T has Lipschitz co-oriented mean curvature H∂T = hνT . For any
x ∈ sing ∂T, there is ρ ∈ (0,dist(x, ∂U)) so that for any half-regular
x ∈ sing ∂T ∩Bρ(x) (see Lemma 3.5), every tangent cone of T at x is the
sum of half-hyperplanes with constant orientation after rotation (see
Definition 3.3).
Proof. Suppose (after translation) x = 0 ∈ sing ∂T. Observe that
TI
1,α
n,loc(U) ⊆ TI1,βn,loc(U) for each β ∈ (0, α]. Replacing α with any
αˆ ∈ (0,min{α, n−2
n−1}), we can those suppose by Definition 3.1, and after a
rotation if necessary, that there is a ρ ∈ (0,dist(0, ∂U)) such that there are
N,m1, . . . ,mN ∈N and maps ΦT,ℓ(z) = (z,ϕT,ℓ(z), ψT,ℓ(z)) for z ∈ Bn−1ρ (0)
and each ℓ = 1, . . . ,N so that
(4.2)
∂T Bρ(0) = (−1)n N∑
ℓ=1
mℓΦT,ℓ#(En−1 Bn−1ρ (0)) Bρ(0)
with ϕT,ℓ, ψT,ℓ ∈ C1,α(Bn−1ρ (0)) for α ∈ (0, n − 2n − 1) , satisfying
ϕT,ℓ(0) = ψT,ℓ(0) = 0 and DϕT,ℓ(0) = DψT,ℓ(0) = 0;
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recall that we shall let D denote differentiation over Rn−1, for emphasis (see
the ninth item in §2). We can also choose ρ ∈ (0,dist(x, ∂U)) sufficiently
small depending on ǫ = ǫ(n) > 0, to be determined later, so that
(4.3) ∥DϕT,ℓ∥C(Bn−1ρ (0)), ∥DψT,ℓ∥C(Bn−1ρ (0)) < ǫ.
Suppose x ∈ spt∂T ∩Bρ/4(0) is a half-regular point. Thus, by Lemma 3.5
there is z ∈ Bn−1
ρ/4 (0) and σ ∈ (0, ρ12) such that (after relabeling)
(4.4)
∣z −pn−1(x)∣ = 3σ,
x ∈ ΦT,1(∂Bn−13σ (z)) ∩ΦT,2(∂Bn−13σ (z)),
ΦT,1(Bn−13σ (z)) ∪ΦT,2(Bn−13σ (z)) ⊂ reg ∂T, and
ΦT,1(Bn−13σ (z)) ∩ΦT,2(Bn−13σ (z)) = ∅;
note that in applying Lemma 3.5 we have replaced σ with 3σ.
Consider any tangent cone C of T at x. Then C is area-minimizing and by
(4.2) there is an orthogonal rotation Q so that
∂C = ⎛⎝ ∑{ℓ∈{1,...,N}∶x∈ΦT,ℓ(Bn−1ρ (0))}mℓ
⎞⎠(−1)nQ#En−1.
We conclude by Lemma 3.2 and Definition 3.3 that C is either a sum of
half-hyperplanes with constant orientation after rotation or a hyperplane
with constant orientation but non-constant multiplicity. Suppose for
contradiction that C is a hyperplane with constant orientation but
non-constant multiplicity. After applying Theorem 3.4 to T at x, our goal
is to apply Lemma A.16 (a Hopf boundary point lemma) to ∂T at x, with
(4.4) in mind, in order to yield a contradiction. To properly do so will
require that we carefully set some notation.
Proceeding, and to be clear, we assume for contradiction by (4.2),(4.3) that
there is m,θ ∈N so that
(4.5)
C = (Q ○R)#((m + θ)En {y ∈Rn ∶ yn > 0}+θEn {y ∈Rn ∶ yn < 0})
for an orthogonal rotation R about Rn−1
and an orthogonal rotation Q with ∥Q − In+1∥ < Cǫ
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where In+1 is the (n+1)× (n+1) identity matrix and C = C(n) > 0; note that
we mean R fixes Rn−1. Also, Q is such that Q(Rn−1) = Tx∂T. Observe as
well that if ǫ = ǫ(n) > 0 is sufficiently small then ∣pn−1(R−1(Q−1(z)))∣ ≥ 2 for
all z ∈ ∂Bn−13 (0). We can thus take S an orthogonal rotation so that by (4.4)
(4.6)
S
⎛⎝ pn−1 (R
−1 (Q−1 (ηpn−1(x),σ(z))))∣pn−1 (R−1 (Q−1 (ηpn−1(x),σ(z))))∣
⎞⎠ = en−1,
S(en) = en, S(en+1) = en+1.
We shall use S so that we can define a region Ωˆ over which we can apply
Lemma A.16 as stated.
We now translate and rotate T so that we can apply Lemma A.16 at the
origin. Define the orthogonal rotation and the current respectively
(4.7) Qˆ = S ○R−1 ○Q−1 and Tˆ = (Qˆ ○ ηx,σ)#T.
We now choose ǫ = ǫ(n) > 0, as well as z ∈ Bn−1
ρ/4 (0) and σ ∈ (0, ρ12) as
described if necessary, so that the following three occur.
First, choose ǫ = ǫ(n) > 0 sufficiently small so that by (4.3),(4.4),(4.6),(4.7)
(in particular the first identity of (4.6)) we have for each ℓ = 1,2
(4.8)
(Bn−21 (0) × (−3,3)) ∩ (pn−1 ○ Qˆ ○ ηx,σ ○ΦT,ℓ) (Bn−13σ (z))
= {z ∈ Bn−21 (0) × (−3,3) ∶ zn−1 > wℓ(pn−2(z))} ⊂ Bn−17 (0)
where wℓ ∈ C1,α(Bn−21 (0)) satisfies
wℓ(0) = 0, Dwℓ(0) = 0, and ∥wℓ∥C1,α(Bn−2
1
(0)) < ǫ;
recall that we shall let D denote differentiation over Rn−2, for emphasis (see
the ninth item in §2). The functions wℓ shall be used to define the region Ωˆ
over which we shall apply Lemma A.16. But the next step will be necessary
to define Ωˆ.
Second, taking σ > 0 smaller and z closer to x in that direction if necessary
(more specifically, replacing σ with σˆ ∈ (0, σ) and z with
zˆ = x + σˆ
3
(z − pn−1(x))), we can assume z ∈ Bn−1ρ/4 (0) and σ ∈ (0, ρ12) are such
that (4.4),(4.8) still hold while by (4.2),(4.5),(4.6),(4.7) we have that
Definition 3.1 holds for Tˆ at the origin with radius = 8 ∶ there are
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Nˆ, mˆ1, . . . , mˆNˆ ∈N and maps ΦTˆ ,ℓ(z) = (z,ϕTˆ ,ℓ(z), ψTˆ ,ℓ(z)) for z ∈ Bn−18 (0)
and each ℓ = 1, . . . , Nˆ so that
(4.9)
∂Tˆ B8(0) = (−1)n Nˆ∑
ℓ=1
mˆℓΦTˆ ,ℓ#(En−1 Bn−18 (0)) B8(0)
with ϕTˆ ,ℓ, ψTˆ ,ℓ ∈ C1,α(Bn−18 (0)) satisfying
ϕTˆ ,ℓ(0) = ψTˆ ,ℓ(0) = 0, DϕTˆ ,ℓ(0) =DψTˆ ,ℓ(0) = 0, and∥ϕTˆ ,ℓ∥C1,α(Bn−18 (0)), ∥ψTˆ ,ℓ∥C1,α(Bn−18 (0)) < ǫ;
note that 8σ < 3ρ
4
and Nˆ ∈ {1, . . . ,N}. After relabeling, we define and
conclude by (4.4),(4.7),(4.8),(4.9) and Definition 3.1 that
(4.10)
w(ξ) =max{w1(ξ),w2(ξ)} for ξ ∈ Bn−21 (0),
Ω ={z ∈ Bn−21 (0) × (−3,3) ∶ zn−1 > w(pn−2(z))},
0 ∈ΦTˆ ,1(∂Ω) ∩ΦTˆ ,2(∂Ω),
ΦTˆ ,1(Ω) ∪ΦTˆ ,2(Ω) ⊂ reg∂Tˆ , and
ΦTˆ ,1(Ω) ∩ΦTˆ ,2(Ω) = ∅,
with w ∈ C1,α(Bn−21 (0)) satisfying
w(0) = 0, Dw(0) = 0, and ∥w∥C1,α(Bn−2
1
(0)) < ǫ.
We will later modify the function w, for technical reasons, in order to define
the region Ωˆ over which we will apply Lemma A.16 to yield a contradiction.
Third, we can also assume z ∈ Bn−1
ρ/4 (0) and σ ∈ (0, ρ12) are such that
(4.8),(4.9),(4.10) continue to hold while Theorem 3.4 holds for Tˆ at the
origin with radius = 8. More specifically, by (4.5),(4.6),(4.7) and Theorem
3.4 there is u ∈ C∞(Bn8 (0)) so that
(4.11)
spt Tˆ ∩B8(0) =graphBn
8
(0) u ∩B8(0),
u(0) =0 and Du(0) = 0 with ∥u∥C2(Bn
8
(0)) < ǫ,
∗Tˆ (y, u(y)) = (−Du(y),1)√
1 + ∣Du(y)∣2 for (y, u(y)) ∈ B8(0);
note that we specifically used S(en+1) = en+1 by (4.6). The graph of u,
together with Definition 3.6, will allow us to compute the appropriate
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uniformly elliptic weak equation satisfied by ∂T (heuristically speaking), to
which we will apply Lemma A.16.
Consider ϕTˆ ,ℓ for ℓ = 1,2. Our goal is to show that we can apply Lemma
A.16 to s = ϕTˆ ,2 −ϕTˆ ,1 at the origin. For this, fix ℓ ∈ {1,2} and for simplicity
of notation (until otherwise stated) write ϕ = ϕTˆ ,ℓ. We must show ϕ satisfies
a divergence-form equation. We do so in the following four steps, which will
require setting some notation.
First note that by (4.9),(4.11) with ǫ = ǫ(n) > 0 sufficiently small we have
(4.12) ΦTˆ ,ℓ(Ω) = {(z,ϕ(z), u(z,ϕ(z))) ∶ z ∈ Ω}.
To further simplify notation, define for y ∈ Bn8 (0) and z ∈ Ω
(4.13)
hˆ(y) =σh((Qˆ ○ ηx,σ)−1(y, u(y))),
ui(y) =Diu(y) = ei ⋅Du(y) for i ∈ {1, . . . , n},
ϕj(z) =Djϕ(z) = ej ⋅Dϕ(z) and
∂j(z) =(ej , ϕj(z), uj(z,ϕ(z)) + un(z,ϕ(z))ϕj(z))
for j ∈ {1, . . . , n − 1},
where recall for emphasis we let D be the gradient over Rn−1.
Second, consider the downward pointing unit normal of the graph of ϕ over
Ω within the graph of u. This is given by ν(z,ϕ(z),Dϕ(z)) for z ∈ Ω where
we define ν ∶ Bn8 (0) ×Rn−1 →Rn+1 by
(4.14) ν(y, p) = ((p,−1,0) + ( (p,−1)⋅Du(y)1+∣Du(y)∣2 ) (−Du(y),1))√
1 + ∣p∣2 − ((p,−1)⋅Du(y))2
1+∣Du(y)∣2
for y ∈ Bn8 (0) and p ∈Rn−1.
Third, we define the matrix giving the metric tensor of ΦT,ℓ(Bn−18 (0)), and
the entries of its inverse. For each p ∈Rn−1 and q ∈Rn define
(4.15)
g(p, q) = In−1 + (1 + q2n)ppT + qn(ppn−1(q)T +pn−1(q)pT )+pn−1(q)pn−1(q)T , and
gij(p, q) = ei ⋅ g(p, q)−1ej for i, j ∈ {1, . . . , n − 1},
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where In−1 is the (n − 1) × (n − 1) identity matrix; g is generally invertible,
but we may by (4.9),(4.11) restrict g to ∣p∣, ∣q∣ small. Consequentially, we
can choose ǫ = ǫ(n) > 0 sufficiently small so that
(4.16) ∥g(p, q) − In−1∥ < ǫ and ∥g(p, q)−1 − In−1∥ < ǫ
for each i, j ∈ {1, . . . , n − 1} whenever p ∈ Bn−1ǫ (0) and q ∈ Bnǫ (0).
Fourth, we apply Definition 3.6. Take any ζ ∈ C1c (Ω). Using Definition 3.6
with the vector field
X(x) = Z(x)ζ(pn−1(x))en for x ∈ Ω ×R2,
where Z ∶Rn+1 →R is a function of the form Z(x) = Z(xn, xn+1) for
x ∈Rn+1, we can show using as well (4.7),(4.9)-(4.15) that
∫ n−1∑
i,j=1
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
gij(Dϕ(z),Du(z,ϕ(z)))×D∂i(z)(ζ(z)en) ⋅ ∂j(z)
×√det (g(Dϕ(z),Du(z,ϕ(z))))
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
dHn−1(z)
= ∫
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
hˆ(z,ϕ(z), u(z,ϕ(z)))× ν(z,ϕ(z), u(z,ϕ(z))) ⋅ ζ(z)en
×√det(g(Dϕ(z),Du(z,ϕ(z))))
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
dHn−1(z).
Computing using (4.13),(4.14), we conclude ϕ is a weak solution over Ω to
the divergence-form equation
(4.17)
n−1∑
i,j=1
Di (Gij(z,ϕ(z),Dϕ(z))Djϕ(z)) =H(z,ϕ(z),Dϕ(z)) with
Gij(y, p) =√det(g(p,Du(y)))gij(p,Du(y)) and
H(y, p) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
hˆ(y, u(y))⎛⎜⎝
1 + ( (p,−1)⋅Du(y)
1+∣Du(y)∣2 )un(y)√
1 + ∣p∣2 − ((p,−1)⋅Du(y))2
1+∣Du(y)∣2
⎞⎟⎠
×√det(g(p,Du(y)))
for y ∈ Bn8 (0) and p ∈Rn−1, where
Gij ∈ C∞(Bn8 (0) ×Rn−1) for each i, j ∈ {1, . . . , n − 1} and
H ∶ Bn8 (0) ×Rn−1 →R is Lipschitz.
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Choosing ǫ = ǫ(n) > 0 sufficiently small, we conclude by (4.11),(4.16) that
(4.18)
n−1∑
i,j=1
Gij(y, p)pˆipˆj ≥ 3
4
∣pˆ∣2 for all pˆ ∈Rn−1
whenever y ∈ Bn8 (0) and p ∈ Bn−1ǫ (0).
Before we set and consider s = ϕTˆ ,2 −ϕTˆ ,1 (to which we shall apply Lemma
A.16), we must use (4.17) to derive second derivative estimates for ϕ. Since
ϕ ∈ C1,α(Ω) by (4.9), then standard Schauder theory together with
(4.17),(4.18) imply ϕ ∈ C2,α(Ω). One can show this more directly using the
gradient estimates from [6] and difference quotient methods. The
calculations which follow illustrate the argument.
Define and conclude by (4.10) with ǫ = ǫ(n) > 0 sufficiently small
(4.19)
wˆ(ξ) =2w(ξ) + 4ǫ∣ξ∣1+α for ξ ∈ Bn−21 (0) where
wˆ ∈C1,α(Bn−21 (0)) satisfies
wˆ(0) =0, Dwˆ(0) = 0 and ∥Dwˆ∥C(Bn−2
1
(0)) < 6ǫ,
Ωˆ ={z ∈ Bn−21 (0) × (−3,3) ∶ zn−1 > wˆ(pn−2(z))},
Ωˆ ⊂Ω ∩ {z ∈ Bn−21 (0) × (0,3) ∶ zn−1 > 2ǫ∣pn−2(z)∣1+α},
and closBn−1zˆn−1
4
(zˆ) ⊂ Ω when zˆ ∈ Ωˆ.
Let us show the last claim. Fix zˆ ∈ Ωˆ, then the fifth item of (4.19) implies
zˆn−1 > 0. Moreover, for any z ∈ closBn−1zˆn−1
4
(zˆ) we have by (4.10) and the
definition of wˆ, Ωˆ with ǫ = ǫ(n) ∈ (0,1)
zn−1 =w(pn−2(z)) + zˆn−1 + zn−1 − zˆn−1+w(pn−2(zˆ)) −w(pn−2(z)) −w(pn−2(zˆ))≥w(pn−2(z)) + zˆn−1 − ∣zn−1 − zˆn−1∣− ǫ∣pn−2(zˆ) − pn−2(z)∣ −w(pn−2(zˆ))
≥w(pn−2(z)) + zˆn−12 −w(pn−2(zˆ))>w(pn−2(z)) + 2ǫ∣pn−2(z)∣1+α ≥ w(pn−2(z)).
We now note that Ωˆ is precisely the region over which we shall apply
Lemma A.16. But now we bound the second derivative of ϕ over Ωˆ.
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Since closBn−1zˆn−1
4
(zˆ) ⊂ Ω, we can consider ζ ∈ C1c (Bn−1zˆn−1
4
(zˆ)) and integrate
(4.17) against Dkζ with k ∈ {1, . . . , n − 1} fixed. Recalling that ϕ ∈ C2,α(Ω)
by Schauder theory, then using integration by parts we can define and
conclude with k ∈ {1, . . . , n − 1} fixed that
ϕk =Dkϕ ∈ C1,α(closBn−1zˆn−1
4
(zˆ))
is a weak solution over Bn−1zˆn−1
4
(zˆ) to the equation
(4.20)
n−1∑
i,j=1
Di (AijDjϕk) + n−1∑
i=1
Di (Biϕk) = n−1∑
i=1
DiF
i
where by (4.9),(4.17) for z ∈ closBn−1zˆn−1
4
(zˆ) and i, j ∈ {1, . . . , n − 1} we define
Aij(z) =Gij(z,ϕ(z),Dϕ(z)) + n−1∑ˆ
j=1
(∂Gijˆ
∂pj
)(z,ϕ(z),Dϕ(z))Djˆϕ(z)
Aij ∈ C0,α(closBn−1zˆn−1
4
(zˆ)),
Bi(z) = n−1∑ˆ
j=1
(DnGijˆ)(z,ϕ(z),Dϕ(z))D jˆϕ(z)
Bi ∈ C0,α(closBn−1zˆn−1
4
(zˆ)),
F i(z) =δikH(z,ϕ(z),Dϕ(z)) − n−1∑ˆ
j=1
(DkGijˆ)(z,ϕ(z),Dϕ(z))Djˆϕ(z)
F i ∈ C0,α(closBn−1zˆn−1
4
(zˆ));
observe that we use the notation for derivatives discussed in the ninth item
of §2. We now use (4.20) together with standard Schauder estimates from
[6] to bound ∣Dϕk(zˆ)∣.
We must thus observe the equation (4.20) is uniformly elliptic, for which we
use the calculations of Lemma A.1. To see this, note that (4.9),(4.19) with
ǫ = ǫ(n) > 0 sufficiently small imply (z,ϕ(z)) ∈ Bn8 (0) and Dϕ(z) ∈ Bn−1ǫ (0)
for each z ∈ Bn−1zˆn−1
4
(zˆ). We conclude by (4.9),(4.18),(A.5) and the definition
of Aij above that
n−1∑
i,j=1
Aij(z)pipj ≥ 1
2
∣p∣2 for all p ∈Rn−1,
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when z ∈ Bn−1zˆn−1
4
(zˆ), if ǫ = ǫ(n) > 0 is sufficiently small. Recalling that
ϕk =DkϕTˆ ,ℓ for ℓ = 1,2 and k ∈ {1, . . . , n − 1},
then the demonstrated uniform ellipticity of the Aij together with
(4.9),(4.11),(4.15),(4.16),(4.17),(4.20) means that we can apply Theorem
8.32 of [6] over Bn−1zˆn−1
4
(zˆ). We conclude there is a C > 0 depending on n,
supBn
8
(0)×Bnǫ (0) ∣H ∣, and the Lipschitz constant of H so that for each ℓ = 1,2
and k ∈ {1, . . . , n − 1}
(4.21) ∣DDkϕTˆ ,ℓ(zˆ)∣ ≤ Czˆn−1 for zˆ ∈ Ωˆ;
note that we in particular used ∥ϕTˆ ,ℓ∥C1,α(Bn−18 (0)), ∥u∥C2(Bn8 (0)) < ǫ.
Now define and conclude by (4.9),(4.19)
(4.22) s = ϕTˆ ,2 − ϕTˆ ,1 ∈ C1,α(clos Ωˆ).
Observe as well by (4.10),(4.12),(4.19) that
∅ =ΦTˆ ,1(Ωˆ) ∩ΦTˆ ,2(Ωˆ)
={(z,ϕTˆ ,1(z), u(x,ϕTˆ ,1(z))) ∶ z ∈ Ωˆ}∩ {(z,ϕTˆ ,2(z), u(x,ϕTˆ ,2(z))) ∶ z ∈ Ωˆ}.
We conclude ϕTˆ ,1(z) ≠ ϕTˆ ,2(z) for each z ∈ Ωˆ. After relabeling, we can
suppose together with (4.9) that
(4.23) s(z) > s(0) = 0 for each z ∈ Ωˆ and Ds(0) = 0.
We wish to apply Lemma A.16 (a Hopf boundary point lemma) to s at the
origin. To do so, we must verify that s satisfies a uniformly elliptic equation
with C0,α top order coefficients, and appropriately bounded lower order
coefficients.
Using (4.17) and one-dimensional calculus, we conclude s is a weak solution
over Ωˆ to the equation
(4.24)
n−1∑
i,j=1
Di (aijDjs) + n−1∑
i=1
ciDis + ds = 0
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where we define for each i, j ∈ {1, . . . , n − 1}
(4.25)
aij(z) =∫ 1
0
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Gij(Y (t, z), P (t, z))
+ n−1∑ˆ
j=1
(∂Gijˆ
∂pj
)(Y (t, z), P (t, z))Pjˆ(t, z)
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
dt,
ci(z) = − ∫ 1
0
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
n−1∑ˆ
j=1
(DnGijˆ)(Y (t, z), P (t, z))Pjˆ (t, z)
+ (∂H
∂pi
)(Y (t, z), P (t, z))
⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
dt,
d(z) = − ∫ 1
0
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
n−1∑
iˆ,jˆ=1
Diˆ ((DnGiˆjˆ)(Y (t, z), P (t, z))Pjˆ(t, z))
+ (DnH)(Y (t, z), P (t, z))
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ dt,
with Y (t, z) = (z, tϕTˆ ,2(z) + (1 − t)ϕTˆ ,1(z)),
P (t, z) = tDϕTˆ ,2(z) + (1 − t)DϕTˆ ,1(z),
and Pjˆ(t, z) = ejˆ ⋅ P (t, z) for each jˆ ∈ {1, . . . , n − 1},
for t ∈ [0,1] and z ∈ Ωˆ. Observe that by (4.9),(4.19) we have
(4.26) Y (t, z) ∈ Bn5 (0) and P (t, z) ∈ Bn−1ǫ (0)
for t ∈ [0,1] and z ∈ Ωˆ if ǫ = ǫ(n) > 0 is sufficiently small. We conclude by
(4.9),(4.18),(4.25),(A.5) that
(4.27)
n−1∑
i,j=1
aij(z)pipj ≥ 1
2
∣p∣2 for all p ∈Rn−1
when z ∈ Ωˆ, if ǫ = ǫ(n) > 0 is sufficiently small. We as well have that
Y (t,0) = 0 and P (t,0) = 0 for each t ∈ [0,1] by (4.9), and so by
(4.11),(4.15),(4.17) we have
(4.28) aij(0) = δij = aji(0) for each i, j ∈ {1, . . . , n − 1}.
In order to apply Lemma A.16, we must now consider the boundedness of
the coefficients of the equation given in (4.25).
First, we readily conclude by (4.9),(4.17) that
(4.29) aij ∈ C0,α(clos Ωˆ) and ci ∈ L∞(Ωˆ)
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for each i, j ∈ {1, . . . , n − 1}. We as well claim d ∈ Lq(Ωˆ) for each
q ∈ (n − 1, n−2
α
) . This is not immediately evident, and so we carefully verify
in what follows.
We can compute in (4.25) that
(4.30)
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∑n−1iˆ,jˆ=1(DiˆDnGiˆjˆ)(Y (t, z), P (t, z))Pjˆ(t, z) (a)+∑n−1iˆ,jˆ=1(D2nGiˆjˆ)(Y (t, z), P (t, z))Piˆ(t, z)Pjˆ(t, z) (b)
+∑n−1iˆ,jˆ=1 ⎧⎪⎪⎨⎪⎪⎩
(DnGiˆjˆ)(Y (t, z), P (t, z))× (tDiˆDjˆϕTˆ ,2(z) + (1 − t)D iˆDjˆϕTˆ ,1(z)) (c)
+∑n−1iˆ,jˆ,k=1
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(∂DnGiˆjˆ
∂pk
)(Y (t, z), P (t, z))Pjˆ(t, z)
× (tDiˆDkϕTˆ ,2(z) + (1 − t)DiˆDkϕTˆ ,1(z)) (d)+(DnH)(Y (t, z), P (t, z)) (e)
for z ∈ Ωˆ. Consider the function
P(z) = 1∣pn−2(z)∣α for z ∈ Ωˆ with pn−2(z) ≠ 0.
We will show there is C > 0 depending on n, the C2 norm of the Giˆjˆ, ǫ > 0,
and the Lipschitz constant of H so that ∣d(z)∣ ≤ CP(z) for all z ∈ Ωˆ with
pn−2(z) ≠ 0. We consider each term (a)-(e) labelled above as follows:
(a) Note that Giˆjˆ ∈ C∞(Bn8 (0) ×Rn−1) for each iˆ, jˆ ∈ {1, . . . , n − 1} by
(4.17). Also recall Y (t, z) ∈ Bn5 (0) and P (t, z) ∈ Bn−1ǫ (0) by (4.26) for
each t ∈ [0,1] and z ∈ Ωˆ. We conclude there is C > 0 depending on n
and
max
iˆ,jˆ∈{1,...,n−1} ∥D iˆDnGiˆjˆ∥C2(Bn5 (0)×Bn−1ǫ (0))
so that for each t ∈ [0,1] and z ∈ Ωˆ with pn−2(z) ≠ 0RRRRRRRRRRRR
n−1∑
iˆ,jˆ=1
(DiˆDnGiˆjˆ)(Y (t, z), P (t, z))Pjˆ(t, z)
RRRRRRRRRRRR
≤ C ≤ CP(z);
we as well used pn−2(z) ∈ Bn−21 (0) for each z ∈ Ωˆ and the definition of
Pjˆ given in (4.25).
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(b) We argue exactly as in (a), and conclude by (4.17),(4.19),(4.26) that
for each t ∈ [0,1] and z ∈ Ωˆ with pn−2(z) ≠ 0
RRRRRRRRRRRR
n−1∑
iˆ,jˆ=1
(D2nGiˆjˆ)(Y (t, z), P (t, z))Piˆ(t, z)Pjˆ(t, z)
RRRRRRRRRRRR
≤ C ≤ CP(z)
where C > 0 depends on n and maxiˆ,jˆ∈{1,...,n−1} ∥D2nGiˆjˆ∥C2(Bn5 (0)×Bn−1ǫ (0)).
(c) Using (4.9),(4.19),(4.21),(4.25),(4.26) and (A.5) from Lemma A.1 we
compute for t ∈ [0,1] and z ∈ Ωˆ with pn−2(z) ≠ 0
∣ n−1∑
iˆ,jˆ=1
(DnGiˆjˆ)(Y (t, z), P (t, z)) (tDiˆDjˆϕTˆ ,2(z) + (1 − t)DiˆDjˆϕTˆ ,1(z)) ∣
≤ (n − 1)2∣Y (t, z)∣ ( C
zn−1
) ≤ C(n − 1)2 ((1 + ǫ)∣z∣
zn−1
)
≤ (1 + ǫ)C(n − 1)2 (∣pn−2(z)∣ + zn−1
zn−1
)
= (1 + ǫ)C(n − 1)2 (∣pn−2(z)∣
zn−1
+ 1)
≤ (1 + ǫ)C(n − 1)2 ( 1
2ǫ∣pn−2(z)∣α + P(z))
= (1 + ǫ)C(n − 1)2 ( 1
2ǫ
+ 1)P(z)
where C = C(n) > 0 is as in (4.21).
(d) We compute as in (c) using (4.9),(4.19),(4.21),(4.25),(4.26) and (A.5)
from Lemma A.1 to conclude that for t ∈ [0,1] and z ∈ Ωˆ with
pn−2(z) ≠ 0
RRRRRRRRRRRRRRRR
n−1∑
iˆ,jˆ,k=1
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(∂DnGiˆjˆ
∂pk
)(Y (t, z), P (t, z))Pjˆ(t, z)
×(tD iˆDkϕTˆ ,2 + (1 − t)D iˆDkϕTˆ ,1)
RRRRRRRRRRRRRRRR≤ ǫC(n − 1)3 ∣Y (t, z)∣
zn−1
≤ (1 + ǫ)C(n − 1)3 (1
2
+ ǫ)P(z)
where C = C(n) > 0 is as in (4.21).
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(e) We estimate using (4.17),(4.19),(4.26) for t ∈ [0,1] and z ∈ Ωˆ with
pn−2(z) ≠ 0 ∣(DnH)(Y (t, z), P (t, z))∣ ≤ C ≤ CP(z)
where C > 0 depends on the Lipschitz constant of H.
These five calculations show as claimed that there is a C > 0 depending only
on n,
max
iˆ,jˆ∈{1,...,n−1} ∥DiˆDnGiˆjˆ∥C2(Bn5 (0)×Bn−1ǫ (0)), maxiˆ,jˆ∈{1,...,n−1} ∥D2nGiˆjˆ∥C2(Bn5 (0)×Bn−1ǫ (0)),
ǫ > 0, and the Lipschitz constant of H (see (4.17)) so that
∣d(z)∣ ≤ CP(z) = C∣pn−2(z)∣α for z ∈ Ωˆ with pn−2(z) ≠ 0.
However, since α ∈ (0, n−2
n−1
) by (4.2), then
(4.31) d ∈ Lq(Ωˆ) for each q ∈ (n − 1, n − 2
α
)
as claimed. We can now apply Lemma A.16.
Lastly, we can thus compute using (4.11),(4.15),(4.16),(4.17),(4.25),(4.26)
and (A.5) that
∥aij∥C(Ωˆ) ≤ C for each i, j ∈ {1, . . . , n − 1}
where C = C(n) > 0. This together with
(4.19),(4.22),(4.23),(4.24),(4.27),(4.28),(4.29),(4.31)
contradict Lemma A.16, if ǫ = ǫ(n) > 0 is chosen sufficiently small in (4.3).
We conclude that for each half-regular x ∈ spt∂T ∩Bρ(x), every tangent
cone of T at x must be a sum of half-hyperplanes with constant orientation
after rotation.
Having shown Lemma 4.1, then proving our main result Theorem 4.33
follows proving Theorem 5.3 of [9]. As in [9], it is convenient and of interest
to first prove the following theorem, which is a generalization of Theorem
5.2 of [9].
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Theorem 4.32. Suppose α ∈ (0,1], U ⊆Rn+1 is an open set, and suppose
T ∈ TI1,αn,loc(U) where ∂T has Lipschitz co-oriented mean curvature. If
x ∈ spt∂T and T at x has tangent cone which is a hyperplane with constant
orientation but non-constant multiplicity (as in Definition 3.3), then
x ∈ reg∂T.
Proof. The proof is exactly as the proof of Theorem 5.2 of [9]. Since the
proof is brief, we include it here for convenience.
Suppose for contradiction x ∈ sing ∂T and that T at x has tangent cone
which is a hyperplane with constant orientation but non-constant
multiplicity. Theorem 3.4 implies there is ρ ∈ (0,dist(x, ∂U)) so that T at
every xˆ ∈ Bρ(x) ∩ spt ∂T has unique tangent cone which is a hyperplane
with constant orientation but non-constant multiplicity. However, by
Lemma 3.5 we can find a half-regular x ∈ Bρ(x) ∩ sing ∂T. This contradicts
Lemma 4.1.
We are now ready to state our main result.
Theorem 4.33. Suppose α ∈ (0,1], U ⊆Rn+1 is an open set, and suppose
T ∈ TI1,αn,loc(U) where ∂T has Lipschitz co-oriented mean curvature. Suppose
x ∈ spt∂T and that there exists ρ ∈ (0,dist(x, ∂U)) and C1
hypersurfaces-with-boundary M1, . . . ,MA in Bρ(x) so that either:
(1) sptT ∩Bρ(x) = ⋃Aa=1(closMa) ∩Bρ(x), or
(2) sptT ∩Bρ(x) ⊆ ⋃Aa=1(closMa) ∩Bρ(x) and T ⊥x ∂T /⊂ TxMa for each
a ∈ {1, . . . ,A} such that x ∈ closMa.
Then there is σ ∈ (0, ρ) and B ∈ {1, . . . ,2ΘT (x)} so that
sptT ∩Bσ(x) = B⋃
b=1(closWb) ∩Bσ(x)
for orientable C1,α hypersurfaces-with-boundary W1, . . . ,WB in Bσ(x). For
each b ∈ {1, . . . ,B} we have x ∈ ∂Wb and Wb ∩ spt∂T ⊂ reg ∂T. Furthermore,
for each b, b˜ ∈ {1, . . . ,B} we have
(closWb) ∩ (closWb˜) ∩Bσ(x) ⊆ (∂Wb) ∩ (∂Wb˜) ∩Bσ(x).
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Proof. The proof is virtually word-for-word the same as the proof of
Theorem 5.3 of [9]. Assuming (after translation) that x = 0 ∈ spt∂T and
(after rotation) T0∂T =Rn−1, then the proof here as in Theorem 5.3 of [9] is
geometric, by considering slices of T with respect to two-dimensional planes
along perpendicularly to Rn−1. To complete the proof, we only need to
change references to two ingredients which are different here. First, the
proof of Theorem 5.3 of [9] applies Theorem 5.2 of [9] at several points; we
simply replace these references with the generalization Theorem 4.32 above.
Second, the second-to-the-last paragraph of the proof of Theorem 5.3 of [9]
applies the boundary regularity for stationary varifolds with C1,1 boundary
of [1]. At this instance, we must instead apply the boundary regularity for
stationary varifolds with C1,α boundary of [2].
All other calculations, in particular all other references to facts from [9]
itself, apply to T ∈ TI1,αn,loc(U) with α ∈ (0,1]. For example, the proof of
Theorem 5.3 of [9] begins by referencing Lemma 3.9 of [9], which holds for
all α ∈ (0,1].
A Appendix A
We present here two lemmas, for the sake of making the proof of Lemma
4.1 more readable. The first, Lemma A.1, is a set of calculations we use in
order to apply Lemma A.16. The second, Lemma A.16, is a version of the
general Hopf boundary point lemma from [8], which we include here for
convenience.
To state Lemma A.1, recall the notation for various derivatives set in the
ninth item of §2.
Lemma A.1. For each p ∈Rn−1 and q ∈Rn define the (n − 1) × (n − 1)
matrix g(p, q) and the entries of the inverse by
(A.2)
g(p, q) = In−1 + (1 + q2n)ppT + qn (ppn−1(q)T +pn−1(q)pT )+ pn−1(q)pn−1(q)T ,
gij(p, q) = ei ⋅ g(p, q)−1ej for i, j ∈ {1, . . . , n − 1}
where In−1 is the (n − 1) × (n − 1) identity matrix; note that g is generally
invertible, but we will in what follows consider g with ∣p∣, ∣q∣ small.
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There is ǫ = ǫ(n) > 0 sufficiently small so that if
(A.3) u ∈ C∞(Bn8 (0)) with Du(0) = 0 and ∥u∥C2(Bn8 (0)) < ǫ,
and if we set for i, j ∈ {1, . . . , n − 1}
(A.4) Gij(y, p) =√det(g(p,Du(y)))gij(p,Du(y)),
then for each i, j ∈ {1, . . . , n − 1} we have
(A.5) ∣(DnGij)(y, p)∣, ∣(∂DnGij
∂pk
) (y, p)∣ ≤ ∣y∣ and ∣(∂Gij
∂pk
) (y, p)∣ ≤ 1
when y ∈ Bn8 (0) and p ∈ Bn−1ǫ (0).
Proof. We begin by observing that we can choose ǫ = ǫ(n) > 0 sufficiently
small so that by (A.2)
(A.6) ∥g(p, q) − In−1∥ ≤ ǫ and ∥g(p, q)−1 − In−1∥ ≤ ǫ
whenever p ∈ Bn−1ǫ (0) and q ∈ Bnǫ (0).
Next, using g(p,Du(y))g(p,Du(y))−1 = In−1 and Jacobi’s equation
Dn(det g(p,Du(y))) = trace (g(p,Du(y))TDn(g(p,Du(y))))
we compute
(A.7)
(DnGij)(y, p)
=trace (g(p,Du(y))
TDn(g(p,Du(y))))
2
√
det g(p,Du(y)) gij(p,Du(y))
− ⎧⎪⎪⎪⎨⎪⎪⎪⎩
√
det g(p,Du(y))
× ei ⋅ g(p,Du(y))−1(Dn(g(p,Du(y))))g(p,Du(y))−1ej .
We can thus choose ǫ = ǫ(n) > 0 sufficiently small so that by (A.3),(A.6)
(A.8) ∣(DnGij)(y, p)∣ ≤ C ∥Dn(g(p,Du(y)))∥
where C = C(n) > 0, for each y ∈ Bn8 (0) and p ∈ Bn−1ǫ (0).
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We now compute Dn(g(p,Du(y))). For simplicity denote
(A.9)
un(y) =Dnu(y), Du(y) =pn−1(Du(y)),
unn(y) =D2nu(y), and Dun(y) =DDnu(y),
Then by (A.2) we can write
g(p,Du(y))) = I + (1 + un(y)2)ppT + un(y) (pDu(y)T +Du(y)pT)+Du(y)Du(y)T ,
and so
(A.10)
Dn(g(p,Du(y))) =2un(y)unn(y)ppT + unn (pDu(y)T +Du(y)pT)+ un(y) (pDun(y)T +Dun(y)pT )+Dun(y)Du(y)T +Du(y)Dun(y)T
whenever p ∈Rn−1 and y ∈ Bn8 (0).
Now to bound (DnG)(y, p), we see that (A.3),(A.9),(A.10) imply if
ǫ = ǫ(n) > 0 is sufficiently small
(A.11)
∥Dn(g(p,Du(y)))∥ ≤C∥u∥C2(Bn
8
(0))∣Du(y)∣≤C∥u∥2
C2(Bn
8
(0))∣y∣ ≤ ǫ∣y∣
where C = C(n) > 0, for each y ∈ Bn8 (0) and p ∈ Bn−1ǫ (0). This together with
(A.3),(A.8) implies
(A.12) ∣(DnGij)(y, p)∣ ≤ Cǫ∣y∣ ≤ ∣y∣
for each y ∈ Bn8 (0) and p ∈ Bn−1ǫ (0), if ǫ = ǫ(n) > 0 is sufficiently small.
Next, we bound ∣(∂Gij
∂pk
) (y, p)∣ . Compute by (A.2),(A.9)
( ∂g
∂pk
) (p,Du(y)) =(1 + un(y)2) (ekpT + peTk )
+ un(y) (ekDu(y)T +Du(y)eTk ) .
This together with g(p,Du(y))g(p,Du(y))−1 = I and (A.2),(A.3),(A.6)
gives
(A.13) ∥( ∂g
∂pk
)(p,Du(y))∥ + ∥(∂g−1
∂pk
) (p,Du(y))∥ ≤ Cǫ
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where C = C(n) > 0, for each y ∈ Bn8 (0) and p ∈ Bn−1ǫ (0) if ǫ = ǫ(n) > 0 is
sufficiently small. We can thus compute as in (A.7) using (A.6),(A.13)
(A.14)
∣(∂Gij
∂pk
)(y, p)∣
≤ ∣trace (g(p,Du(y))T ( ∂g∂pk ) (p,Du(y)))∣
2
√
det g(p,Du(y)) ∣gij(p,Du(y))∣
+ ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
√
det g(p,Du(y))
× ∥g(p,Du(y))−1∥∥( ∂g
∂pk
) (p,Du(y))∥ ∥g(p,Du(y))−1∥
≤Cǫ ≤ 1
where C = C(n) > 0, for each y ∈ Bn8 (0) and p ∈ Bn−1ǫ (0) if ǫ = ǫ(n) > 0 is
sufficiently small.
Lastly, let us bound ∣(∂DnGij
∂pk
) (y, p)∣ . Compute by (A.9),(A.10)
∂
∂pk
(Dn(g(p,Du(y)))) =2un(y)unn(y) (ekpT + peTk )
+ unn(y) (ekDu(y)T +Du(y)eTk )+ un(y) (ekDun(y)T +Dun(y)eTk ) .
We conclude by (A.3) if ǫ = ǫ(n) > 0 is sufficiently small
(A.15)
∥ ∂
∂pk
(Dn(g(p,Du(y))))∥ ≤C∥u∥C2(Bn
8
(0))∣Du(y)∣
≤C∥u∥2C2(Bn
8
(0))∣y∣≤ǫ∣y∣
where C = C(n) > 0, for each y ∈ Bn8 (0) and p ∈ Bn−1ǫ (0). Differentiating the
identity (A.7) with respect to the pk-variable, using again Jacobi’s
equation, gives that (∂DnGij
∂pk
) (y, p) is the sum of the terms
•
trace((( ∂g
∂pk
)(p,Du(y)))TDn(g(p,Du(y))))
2
√
det g(p,Du(y)) gij(p,Du(y)),
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•trace
⎛
⎝g(p,Du(y))T ∂∂pk (Dn(g(p,Du(y))))⎞⎠
2
√
det g(p,Du(y)) gij(p,Du(y)),
• −
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
trace (g(p,Du(y))TDn(g(p,Du(y))))
4(det g(p,Du(y)))3/2
× trace(g(p,Du(y))T ( ∂g
∂pk
) (p,Du(y))) gij(p,Du(y)),
•
trace(g(p,Du(y))TDn(g(p,Du(y))))
2
√
det g(p,Du(y)) (∂gij∂pk ) (p,Du(y)),
• −
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
trace(g(p,Du(y))T ( ∂g
∂pk
) (p,Du(y)))
2
√
det g(p,Du(y))
× ei ⋅ g(p,Du(y))−1(Dn(g(p,Du(y))))g(p,Du(y))−1ej ,
• −⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
√
det g(p,Du(y))
× ei ⋅ ∂
∂pk
(g(p,Du(y))−1)(Dn(g(p,Du(y))))g(p,Du(y))−1ej,
• −⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
√
det g(p,Du(y))
× ei ⋅ g(p,Du(y))−1 ( ∂
∂pk
(Dn(g(p,Du(y))))) g(p,Du(y))−1ej ,
• −⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
√
det g(p,Du(y))
× ei ⋅ g(p,Du(y))−1(Dn(g(p,Du(y)))(∂g−1
∂pk
) (p,Du(y))ej .
Observe that each term contains either
Dn(g(p,Du(y))) or ∂
∂pk
(Dn(g(p,Du(y)))).
We can thus compute using (A.3),(A.6),(A.11),(A.13),(A.15)
∣(∂DnGij
∂pk
) (y, p)∣ ≤ Cǫ∣y∣ ≤ ∣y∣
where C = C(n) > 0, for y ∈ Bn8 (0) and p ∈ Bn−1ǫ (0) if ǫ = ǫ(n) > 0 is
sufficiently small. This together with (A.12),(A.14) gives (A.5).
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Finally, we need a more general Hopf boundary point lemma than the usual
one (found for example in Lemma 3.4 of [6]). For this, we refer to [8].
However, we won’t need as general of a result as found in Theorem 4.1 of
[8], and so for convenience we state here the more precise Hopf boundary
point lemma which we presently need.
Lemma A.16. Suppose wˆ ∈ C1,α(Bn−21 (0)) satisfies wˆ(0) = 0 and
Dwˆ(0) = 0, and let
Ωˆ = {z ∈ Bn−21 (0) × (0,3) ∶ zn−1 > wˆ(pn−2(z))}.
Also suppose q > n − 1, and with α ∈ (0,1) suppose
• aij ∈ C0,α(clos Ωˆ), ci ∈ L∞(Ωˆ) for i, j ∈ {1, . . . , n − 1}, and d ∈ Lq(Ωˆ),
• ∑n−1i,j=1 aij(z)pipj ≥ 12 ∣p∣2 for all p ∈Rn−1 and z ∈ Ωˆ,
• aij(0) = aji(0) for each i, j ∈ {1, . . . , n − 1}.
There is an ǫ > 0 depending on n and maxi,j∈{1,...,n−1} ∥aij∥C(clos Ωˆ) such that
if ∥Dwˆ∥C(Bn−2
1
(0)) < ǫ, and if s ∈ C1,α(clos Ωˆ) is a weak solution over Ωˆ to the
equation
n−1∑
i,j=1
Di (aijDjs) + n−1∑
i=1
ciDis + ds = 0
with s(z) > s(0) = 0 for all z ∈ Ωˆ, then Ds(0) ≠ 0.
Proof. We merely sketch the proof, and refer to [8]. Define the function
sˆ ∈ C1,α(Bn−11 (en−1)) by
sˆ(z) = s(z + wˆ(pn−2(z))en−1) for z ∈ Bn−11 (en−1);
note since wˆ(0) = 0 and ∥Dwˆ∥C(Bn−2
1
(0)) < ǫ, then we can choose ǫ = ǫ(n) > 0
sufficiently small so that {z + wˆ(pn−2(z))en−1 ∶ z ∈ Bn−11 (en−1)} ⊂ Ωˆ.
Consider the map
Wˆ(z) = z + wˆ(pn−2(z))en−1 for z ∈ Bn−11 (en−1),
and the calculation
Disˆ(z) =(Dis)(Wˆ (z)) +Di(wˆ(pn−2(z)))(Dn−1s)(Wˆ (z))
=(Dis)(Wˆ (z)) +Di(wˆ(pn−2(z)))Dn−1sˆ(z).
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Then defining the function
dˆ(z) =max{0, d(Wˆ (z))} for z ∈ Bn−11 (en−1)
and using Wˆ as a change of variables, we can show sˆ ∈ C1,α(Bn−11 (en−1)) is a
weak solution over Bn−11 (en−1) to an equation of the form
n−1∑
i,j=1
Di (aˆijDj sˆ) + n−1∑
i=1
cˆiDisˆ + dˆsˆ ≤ 0,
where the coefficients satisfy
• aˆij ∈ C0,α(closBn−11 (en−1)), cˆi ∈ L∞(Bn−11 (en−1)) for i, j ∈ {1, . . . , n − 1},
and dˆ ∈ Lq(Bn−11 (en−1)), since wˆ ∈ C1,α(clos Ωˆ);
• ∑n−1i,j=1 aˆij(z)pipj ≥ 14 ∣p∣2 for all p ∈Rn−1 and z ∈ Ωˆ, using∥Dwˆ∥C(Bn−2
1
(0)) < ǫ with ǫ > 0 sufficiently small depending on n and
maxi,j∈{1,...,n−1} ∥aij∥C(clos Ωˆ);
• dˆ is weakly non-positive over Bn−11 (en−1) (see Definition 2.5 of [8]);
• aˆij(0) = aˆji(0) for each i, j ∈ {1, . . . , n − 1}, since wˆ(0) = 0 and
Dwˆ(0) = 0.
Moreover, we still have sˆ(z) > sˆ(0) = s(0) = 0, since wˆ(0) = 0. We can thus
apply Lemma 3.3 of [8] (with n − 1 in place of n), using as well Remarks
2.2,4.2(i) of [8], to conclude
0 ≠Dsˆ(0) = D(s(z + wˆ(pn−2(z))))∣z=0 =Ds(0),
using again wˆ(0) = 0 and Dwˆ(0) = 0.
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