Compressive sensing (CS) has proved effective for tomographic reconstruction from sparsely collected data or under-sampled measurements, which are practically important for few-view CT, tomosynthesis, interior tomography, and so on. To perform sparse-data CT, the iterative reconstruction commonly use regularizers in the CS framework. Currently, how to choose the parameters adaptively for regularization is a major open problem. In this paper, inspired by the idea of machine learning especially deep learning, we unfold a state-of-the-art "fields of experts" based iterative reconstruction scheme up to a number of iterations for data-driven training, construct a Learned Experts' Assessment-based Reconstruction Network ("LEARN") for sparse-data CT, and demonstrate the feasibility and merits of our LEARN network. The experimental results with our proposed LEARN network produces a superior performance with the well-known Mayo Clinic Low-Dose Challenge Dataset relative to several state-ofthe-art methods, in terms of artifact reduction, feature preservation, and computational speed. This is consistent to our insight that because all the regularization terms and parameters used in the iterative reconstruction are now learned from the training data, our LEARN network utilizes application-oriented knowledge more effectively and recovers underlying images more favorably than competing algorithms.
learning techniques [32] [33] [34] [35] [36] [37] [38] . Particularly, in [32] Chen et al. proposed a three-layers convolutional neural network (CNN) for noise reduction in low-dose CT. Kang 
et al. transformed low-dose CT (LDCT)
images into the wavelet domain for deep learning based denoising [33] . Yang et al. observed that deep CNN with pixel-wise mean squared error (MSE) overly smoothened images, and proposed a perceptual similarity measure to measure the loss [34] . Inspired by the idea behind the autoencoder, Chen et al. developed a residual encoder decoder CNN (RED-CNN) for low-dose CT (LDCT) image denoising [35] .
To suppress the artifacts from under-sampling for CT imaging, Han [36] and Jin et al. [37] independently proposed two U-Net based algorithms. More recently, generative adversarial networks (GANs) were introduced for low-dose CT [38] .
Although these initial results with deep learning techniques are encouraging, they are the postprocessing methods, and inherently overlook the data consistence. Here we see an opportunity to combine the deep learning techniques and iterative reconstruction algorithm for improved image reconstruction from sparse data. Until now, very limited results were presented in this aspect. Wang et al. proposed an accelerating MRI reconstruction strategy by imposing a deep learning based regularization term [39] . Based on the work of sparse coding [40] , Yang et al. unfolded the alternating direction method of multipliers (ADMM) into a CNN network, efficiently accelerating the MRI reconstruction [41] . Similar to this work, a variational model was embedded into an unrolled gradient decent scheme for CS-based MRI reconstruction [42] . In the field of CT reconstruction, to our best knowledge, the only work with deep learning is to expand FBP into a three-layer network, which learns the weightings and additional filters to reduce the error of a limited angle reconstruction [43] . However, when the sampling rate is low, the FBP network would fail to yield usable images.
Inspired by the previous works reported in [42, 44] , in this paper we will generalize the iteration reconstruction framework into a Learned Experts' Assessment-based Reconstruction Network (LEARN).
There are three benefits from our extension: a) The reconstruction procedure is significantly accelerated; b) all the regularization terms and balancing parameters can be adaptively learned in the training stage; and c) as shown below in detail, the image quality of the LEARN network is competitive relative to the state-of-the-art iterative methods at a much-reduced computational cost. The rest of the paper is organized as follows. In the next section, we derive and explain our proposed LEARN network. In the third section, we describe the experimental design and analyze representative results. In the last section, we discuss relevant issues and conclude the paper.
II. METHODS

A. Regularized CT Reconstruction
Typically, the CT reconstruction problem is treated as solving a linear system:
where 12 ( , ,..., ) T J x x x x  denotes a vector of discrete attenuation coefficients for a patient image, A is the imaging system or projection matrix of IJ  elements corresponding to a specific configuration of the CT system, and 12 ( , ,..., ) T I y y y y  represents the measured data after calibration and logtransform. Mathematically, the element of A , , ij a , stands for the intersection of the i -th x-ray path with the j -th pixel. The purpose of image reconstruction is to recover the unknown x from the system matrix A and observed data y .
If a set of projection data is complete without significant noise, Eq. (1) can be analytically inverted with FBP in either fan-beam or cone-beam geometry [45] . However, for the sparse-data CT reconstruction problem, the linear system Eq. (1) becomes underdetermined and has infinite solutions.
The reconstructed image with FBP will suffer from strong image artifacts and significantly degraded image quality, and iterative reconstruction algorithms are the method of choice to overcome the challenges because these algorithms can easily accommodate imaging physics and prior knowledge at the cost of much-increased computational time.
For iterative image reconstruction, Eq. (1) can be solved by minimizing the following constrained objective function: 
where the first term is for data fidelity, which addresses the consistency between reconstructed x and observed measurement y , the second term () Rx is for regularization, and  controls the balance between data fidelity and regularization.
Previous studies were mainly focused on the development and implementation of different prior terms.
For example, TV is a popular one for its ability of keeping sharp discontinuities but it is actually based on the piecewise constant assumption for an underlying image [46] . In biomedicine, it is generally inaccurate to assume that CT images are piecewise constant. Better alternative regularizers include various variants of TV and other regularizers, such as total generalized variation (TGV) [47] , nonlocal TV (NLTV) [48] , and tight framelet (TF) [49] , but most of them were handcrafted and cannot be used for all kinds of images in different clinical applications.
B. LEANT Network for Sparse-Data CT
In [50] , a generalized regularization term, referred to as fields of experts (FoE), was proposed as 
where  is the parameters balancing the regularizers.
Assume that the second term in Eq. (5) is differentiable and convex. Then, a simple gradient descent scheme can be applied to optimize Eq. (5):
where  is the search step and should be carefully chosen. With Eq. (5), the gradient term can be obtained as
where ( )= '( )   , the superscript T stands for the transpose of a matrix, and T A denotes the back projection operator. The transpose of the filter kernel can be obtained after the convolutional kernel is rotated by180 degrees. In our previous work [44] for low-level vision tasks, a time-dependent version was proposed. The parameters, potential functions and kernels can be changed iteration-wise, which makes our method more flexible. This method has achieved promising results in several important tasks, including image denoising, inpainting, and MRI reconstruction. To our best knowledge, our work is the first to apply this strategy to CT reconstruction.
By letting the terms of Eq. (7) be iteration-dependent, Eq. (6) is changed to
can be freely scaled,  is neglected in Eq. Our method has generalized these CS-based iterative reconstruction models. The critical part to solve Eq. (8) is to determine the specific forms of t k G and t k  . In the reference [50] , the FoE prior was learned from training data by hybrid Monte Carlo sampling, which was based on an idea similar to learning a sparse transform for CS-based reconstruction [21] [22] [23] . Although learned prior could improve the performance to a certain extent, the iterative procedure is still time-consuming.
Actually, the term
, with the transforms dependent on the iteration index, can be interpreted as being parallel to a classical CNN. In each iteration, an image x is convolved with To extend the flexibility of the network, we actually implement the term
iteration as a multilayer CNN, including convolutional and ReLU layers. With a predetermined number of iterations, we can unfold Fig. 1 to a deep CNN, with all the regularization terms and parameters trainable. In this sense, our proposed network to solve Eq. (8) is named as a Learned Experts'
Assessment-based Reconstruction Network ("LEARN"), as illustrated in Fig. 2 .
In Fig. 2 , we use a three layer CNN (3Layer-CNN) [32] to substitute
iteration. 3Layer-CNN was proposed to denoise low-dose CT images, which is a post-processing method.
The mapping function of 3Layer-CNN can be formulated by
where the weights
consist of 1 n , 2 n and 3 n convolution kernels with a uniform size of 1 s , 2 s and 3 s respectively,
are the corresponding biases, * represents the convolution operator, and ReLU( )  is the activation function. The whole LEARN network is cascaded with multiple iterations denoted by blocks in Fig. 2 . The zoomed green box shows the flowchart of operations in each block. In addition to the 3Layer-CNN at the bottom, a term . While the 3Layer-CNN alone is subject to the risk of over-smoothing the image details, the overall architecture is a residual network that preserves the structural details and accelerates the training speed [35] .
It is underlined that all the iteration-index-dependent parameters of the LEARN network, including the convolution operators, will be learned from training data. The numbers of filters is the corresponding reference image. The parameter set
contains all the parameters that are iteration-index-specific, including 1) the balancing parameter t  , 2) the filter weights . In this study, we optimized the loss function using the Adam method [51] . For the initialization of training parameters, the base learning rate was set to 10 -4 , and slowly decreased down to 10 -5 . The convolution kernels were initialized according to the random Gaussian distribution with zero mean and standard deviation 0.01.
To perform the back propagation procedure for the proposed LEARN network, the gradient computation is the key but it is different from that for a normal CNN due to the existence of the data fidelity term. The formulation of all the computational steps for back propagation involves the applications of the chain rule multiple times for every layer but they are technically trivial. For brevity, here we only choose the differentiation parts as an example to illustrate how to perform back propagation, and the other CNN layers can be similarly computed.
The associated gradient / t L   can be obtained by back propagation as follows:
Clearly, we need to compute the three kinds of differentiation in Eq. (11) 
Second, due to 
Third, according to the formula for updating 1 t x  in Eq. (10), 21 / tt xx   is given as
where I is an identity matrix of JJ  and 
III. EXPERIMENTAL DESIGN AND REPRESENTATIVE RESULTS
To evaluate the imaging performance of the LEARN network under realistic conditions, a set of clinical data and images was used, which was established and authorized by Mayo Clinics for "the 2016 NIH-AAPM-Mayo Clinic Low Dose CT Grand Challenge". The image dataset contains 5,936 1mm thickness full dose 512×512 CT images from 10 patients. The projection dataset is composed of projection data from 2,304 views per scan. The reference images were generated using the FBP method from all 2,304 projection views. The projection data was down-sampled to 64 and 128 views respectively to simulate the few-view geometry. 25 images were randomly selected for each patient, and there are totally 250 images cases into our dataset for this study. Fig. 3 demonstrates examples in the dataset. It is seen that different parts of the human torso were included. Another observation is that due to the thin slice thickness, image noise is evident even in the fully sampled images. The LEARN network was trained with a subset of paired full dose and under-sampled images. The rest of the image pairs were respectively used for testing. For fairness, cross-validation was performed in the testing stage. After CT images from patients were used to train the LEARN network, CT images from the other 2 patients were used for testing.
In our experiments, the following basic parameters were evaluated for their impacts on image quality. The number of filters in the last layer 3 n was set to 1 and the numbers of filters in the first two layers were both set to 24. The kernel size of all layers was set to 3×3. t  was set to 0 and the initial input to the network 0 x was set to the FBP result. The number of iterations t N was set to 50. The proposed LEARN network was implemented in MATLAB using MatConvNet [52] and all the experiments were performed in MatLab 2017a on a PC (Intel i7 6800K CPU and 64 GB RAM). The training stage is timeconsuming on CPU. A common way for acceleration is to work in parallel on GPU. In our work, the training process was executed with a graphic processing unit card GTX 1080.
Three classic metrics, including the root mean square error (RMSE), peak signal to noise ratio (PSNR) and structural similarity index measure (SSIM) [53] , were chosen for quantitative assessment of image quality.
Three state-of-the-art methods were compared against our LEARN network, including ASD-POCS [11] , dual dictionary learning (Dual-DL) [19] , and FBPConvNet [37] . ASD-POCS is a widely used iterative reconstruction method with the TV regularization. Dual-DL is a contemporary iterative reconstruction model aided by learned dictionaries from external data, which can be grouped into the category of learning-based methods. FBPConvNet is the most recently proposed CNN-based sparse-view CT method. It is essentially a post-processing method. The parameters of ASD-POCS and Dual-DL were set according to the suggestions from the original papers and optimized using a golden-section search to minimize RMSE. For fair comparison, the external global dictionary for Dual-DL was trained with the same training dataset as that used by the FBPConvNet and LEARN networks. FBPConvNet was trained with the same training strategy as LEARN network. Furthermore, data augmentation was applied as recommended by the original reference [37] .
A. Visualization-Based Evaluation
To visualize the performance of our LEARN network, representative slices were selected. In Fig. 4 , the abdominal image reconstructed from 64 views were reconstructed using different methods. As the sampling rate was rather sparse, the artifacts in the resultant FBP reconstruction is too severe to show any diagnostically useful information. All the other four methods efficiently suppressed the artifacts.
However, as shown in Fig. 4(c) , ASD-POCS suffered from the notorious blocky effect, caused by the clinically improper assumption that the underlying image was piecewise constant [46] . Dual-DL produced a better visual effect than TV-POCS, but the edges of tissues were blurred. The reason for blurring is the use of the weighted average of dictionary atoms. This procedure can efficiently remove the noise in smooth regions, but the details may not be kept very well. It is observed that Fig. 4 (e) has the best spatial resolution. The structures were clear, and even the noise in the reference image was eliminated. However, comparing to the reference image, many important details were smoothened away.
Except enhanced blood vessels, some other structures were distorted as indicated by the red arrows. This phenomenon was also observed in [32, 35] , and a brief analysis was given in our previous paper [35] .
Three comments can be made on this defect. First, FBPConvNet involves multiple down-sampling and In other words, their work did not involve the measurements into the processing procedure, which means that the image quality could only be suboptimal. In Fig. 4(f) , the LEARN network maintained most of the details, especially in terms of noise reduction, the contrast enhanced blood vessels and other small structures. Fig. 5 demonstrated the results in the zoomed ROI, which was indicated by the red box in Fig. 4(a) .
The red arrows indicated a liver region containing several contrast enhanced blood vessels. The blue arrow pointed to a location with possible metastasis, which is clinically important. In Fig. 5(b) , the artifacts were severe and covered all the information. Although ASD-POCS preserved some structures, the details were heavily blurred. Dual-DL kept parts of the details, but the contrast was low with artifacts due to the weighted average of dictionary patches. FBPConvNet gave the best contrast in all the cases, but many details were smoothened in the liver. The possible metastasis was difficult to be recognized. In Fig. 5(f) , the LEARN network preserved the vessels better than the other methods, with the metastasis being clearly identified. Fig. 6 presents the thoracic images reconstructed from 128 views using the different methods respectively. With the increase of sampling angles, the artifacts in the FBP reconstruction were significantly reduced than the counterpart in Fig. 4(b) . All the other methods eliminated most of the artifacts. The red arrows indicated three regions with structural details. The Dual-DL and LEARN networks reproduced images most consistent to the reference. ASD-POCS blurred the edges in the top of the image. FBPConvNet distorted the details in the top region in the image, and overly smoothened the interventricular septum in the middle of the image. We also chose a small region in Fig. 7 to enlarge more details for further examination. As marked by the red arrows, the LEARN network preserved the edges better than the other methods. The blue circle indicates a pseudo-structure observed by FBP and FBPConvNet in Fig. 7(b) and (e) respectively. Actually, the FBP result was the input of FBPConvNet so that it can be predicted that without referencing to the original projection data, CNN-based postprocessing methods cannot reliably distinguish between subtle details and weak artifacts.
B. Quantitative and Qualitative Evaluation
Table I lists the quantitative results for the reconstructions from 64 and 128 views in Fig. 4 . It is seen that the proposed LEARN network achieved the best results in terms of the metrics, which agrees with our visual observations. In the cases of 64 and 128 views, our model gained improvements of 5.7 and 5.3 dB for PSNR respectively. Our results were also impressive in terms of RMSE and SSIM.
The quantitative results for the images in Fig. 6 from either 64 or 128 views were presented in Table   II . Similar trends can be observed in Table I . The LEARN network preformed the best overall, making consistent improvements in all the metrics. Table III shows the quantitative results in the full cross validation, obtained by averaging the corresponding values of testing cases. The proposed LEARN network outperformed all the other methods in all the metrics significantly. This solid evidence is in strong agreement with our visual observations.
The run time for each method was also given in the table, benchmarked in the CPU mode. Due to the operations invovling the system matrix, the LEARN network was a bit slower than FBPConvNet but LEARN could be viewed as a smarter and faster implementation of iterative algorithms, carries over all the advantages of iterative reconstruction, runs 3-and 300-fold faster than ASD-POCS and Dual-DL respectively.
For qualitative evaluation, 30 reference images used for testing and their corresponding under-sampled images reconstructed using different methods were randomly selected for experts' evaluation. Artifact reduction, noise suppression, contrast retention and overall quality were included as qualitative indicators with five assessment grades: from 1 = worst to 5 = best. Two radiologists D1 and D2 respectively with 8 and 6 years of clinical experience scored these images. The reference images were used as the gold standard. For each set of images, the scores were reported as means ± SDs (average scores ± standard Table IV .
As demonstrated in Table IV , the impressions on the images reconstructed by FBP were much poorer than that on the reference images in terms of the scores. All the other image reconstruction methods significantly improved the image quality, and FBPConvNet and the proposed LEARN network achieved the best results. The scores of LEARN were closer to the ones of the reference images, and the student's t test results showed a similar trend that the differences between the reference images and the results from LEARN were not statistically significant in all the qualitative indices.
C. Trade-Offs between Network and Performance
Although it is believed that one of the advantages of the neural network approach is parameter-free, several parameters of the network architecture are still needed to be set. In practice, with traditional IR methods, such as ASD-POCS, we must adjust the regularization parameter for every task, since the structures of images may be extremely different. On the other hand, with neural networks, the regularization parameters can be learned from training samples, which is highly desirable for image reconstruction targeting a much wider class of tasks. In other words, all the parameters of the LEARN architecture can be selected to match the whole training dataset for multiple tasks. Once the network is trained, it can be applied to all the targeted tasks without further modification. 
1). Number of Filters
We tested the cases of 12 =8 nn  , 16, 24, 32 and 48 respectively. The corresponding quantitative results were given in Table V . It can be seen that with the increase of the number of filters, the performance was improved, but the profit gradually declined. Meanwhile, the training and run time will significantly rise. To balance performance and computational time, the number of filters was set to 24 in our LEARN prototype.
2). Impact of the Filter Size
Different filter sizes, 3, 5, 7 and 9 respectively, were tested. The results are in Table VI . First, the scores went up with an increased filter size, but when the size was larger than 7, the values of the metrics began to decline. It is well known that increasing the filter size can enlarge the receptive field, which will help CNN extract higher-level features. These features are quite similar to high order statistical features.
However, when the filter size increases, more training samples are needed to avoid overfitting.
Meanwhile, increasing the filter size will also increase the training and run time.
3). Number of Iterations (Number of Layers)
The number of layers represents the number of iterations modeled in our network. To achieve a satisfactory result, we usually iterate the algorithm a sufficient number of times. Our model can learn the parameters to accelerate the reconstruction procedure, making each LEARN-type iteration more effective than an equivalent iteration in the classic iterative reconstruction process. The quantitative results with different numbers of layers were plotted in Fig. 8 . It is seen that when the number of iterations was less than 30, the improvement by adding more iterations was significant. After the number of layers went beyond 30, the performance became saturated. When the number went up to 50, the performance reached the peak and began to decline with additional iterations. Meanwhile, adding more layers into the network will aggravate the computational burden for training the network. Taking both performance and computational cost into account, we chose =50 t N in our experiments.
4). Number of Samples
In traditional applications of deep learning, a huge number of training samples will help improve the performance of the network, but in our work with the utilization of data fidelity in each iteration, the amount of training samples seems not necessary huge. The results with different amounts of training samples are given in Table VII . Clearly, before the number of training samples reached 150, the 
D. Computational Cost
Due to the complexity of the proposed network architecture, we implemented it in MatLab aided by
MatConvNet. The efficiency of the program can be improved in the current popular frameworks, such as Caffe or TensorFlow. A major issue is how to deal with the system matrix. For 512 bins and 64 view, the size of the system matrix exceeds 14 GB and challenges the video memory. For our current implementation, it took 25 hours to train the network with 100 images and 50 hours with 200 images.
Although the training stage is time-consuming, the run time is much faster than the classic iterative reconstruction methods, as shown in Table III . Once the training stage is finished offline, the LEARNbased reconstruction is much more efficient than the competing iterative reconstruction methods, be it of the simple TV type or of more advanced dictionary learning type.
IV. DISCUSSIONS AND CONCLUSION
Deep learning has achieved remarkable results in many fields such as computer vision, image analysis, and machine translation. Inspired by this exciting development, it is envisioned that machine learning especially deep learning will play an instrumental role in tomographic reconstruction such as in the field of radiology [54, 55] . Along this direction, learning-based or learned image reconstruction algorithms are being actively developed, focusing on utilizing prior knowledge to improve image quality. Two representative examples are dictionary learning and learned sparsifying transform. In the first example, either a synthesis or an analysis dictionary can be learned from an external data source to represent sparsely an underlying image to be reconstructed. In the second example, a fixed sparsifying transform can be learned from training data. Both examples allow sparse coding data-driven and much more efficient. In this paper, we have demonstrated the feasibility and merits of simultaneously learning multiple transforms/dictionary atoms and associated weighting factors, making the deep learning based image reconstruction more adaptive and more powerful. Essentially, our model can be seen as a generalized version of the previously published learned reconstruction algorithms, with a potential to train the system matrix as well, which not only learns the regularization terms but also all the other parameters in the model. It is underlined that in all the published methods, once the dictionary or the transform was learned, it will not change during the iterative procedure. For the first time, our model learns all regularization terms and parameters in an iteration dependent manner, thereby optimizing image quality and accelerating reconstruction speed in an intelligent way. As well known in the iterative reconstruction community, if 1 ( ) ( )
