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Introduction
There has recently been an increased interest in sporadic recombination as an important, and previously underestimated, source of genetic diversification in bacteria and viruses (Smith, 1992) , (Robertson et al., 1995) . The exploitable consequence of this process, in which DNA subsequences are exchanged between different strains or species, is that the DNA sequence alignment of the involved taxa has a mosaic structure, with different regions corresponding to different phylogenetic topologies. Many detection methods for identifying the nature and the breakpoints of this mosaic structure are based on moving a window along the alignment and computing a phylogenetic divergence score for each window position (e.g. (Grassly and Holmes, 1997) , (McGuire et al., 1997) ). Breakpoints then correspond to peaks in the signal thus obtained. While parametric bootstrapping has been applied to estimate the significance of these peaks, this ultimately fails to address the more relevant question of whether the discovered mosaic structure of the alignment itself is statistically significant. In a recent study we found that different scanning methods, or different parameters for the same scanning method, 'detect' different mosaic structures of the DNA sequence alignment (see Section 6). This calls for a hypothesis test to discriminate between alternative candidate mosaic structures. (Halpern, 2000) addressed this problem by mapping the columns of an alignment of three sequences -two parents and a putative recombinant strain -to binary digits and then testing for multiple changepoints in the transformed binary sequence. While this method is mathematically sound, it suffers from a limitation to alignments of only three taxa by the very nature of the transformation. (Husmeier and Wright, 2001 ) modelled recombination in DNA sequence alignments with a hidden Markov model, which is a generative probabilistic model and therefore amenable to standard statistical hypothesis tests. The dimension of the hidden state space, however, increases superexponentially with the number of sequences in the alignment, which practically restricts this approach to alignments of four or five taxa. The aim of the present paper is to overcome these restrictions and to devise a hypothesis test that is less limited in the number of taxa. We have applied the proposed method to DNA sequence alignments of up to 10 sequences, for which we obtained promising results.
Method
Let D denote a DNA sequence alignment, and H a hypothesis about its segmentation. In the absence of prior knowledge we should discriminate between alternative segmentations H α and H β on the basis of the Bayes factor P (D|H β )/P (D|H α ), which, if greater than 1, suggests rejecting H α in favour of H β . Bayesian hypothesis testing and model selection is thus based on the computation of the marginal likelihood or evidence
where q is the vector of all model parameters, which has the prior probability distribution P (q|H). From Bayes' rule, P (q|D, H)P (D|H) = P (D|q, H)P (q|H), we obtain ln P (D|H) = ln P (D|q, H) + ln P (q|H) − ln P (q|D, H)
Introducing the definitions
where S is the entropy and U corresponds to a negative internal energy in statistical physics, we obtain ln
The first term is straightforward to estimate,
where q t is sampled from the posterior distribution P (q|D, H) with Markov chain Monte Carlo (MCMC). However, the entropy is analytically -and generally even numerically -intractable 1
1 The normalisation of the posterior distribution requires the solution of an integral over the whole parameter space: P (q|D, H) = 1 Z P (D|q, H)P (q|H), where Z = P (D|q, H)P (q|H)dq, which is intractable. and can only be estimated approximately. To proceed, consider a segmentation of the DNA sequence alignment into K subregions. This corresponds to the introduction of K identical models with separate parameter vectors q k . Since there is no overlap between the regions, the joint posterior distribution factorises:
The parameter vector q k can be broken up into the tree topology ψ k , the vector of branch lengths w k , and the parameter vector θ k of the nucleotide substitution model. We now approximate the joint probability of these three parameter groups by the product of its marginals:
Inserting (7) and (8) into (4) gives
where
The first partial entropy, (10), is straightforward to compute after obtaining the marginal posterior probabilities P (ψ k |D, H) from the MCMC trajectories. However, further approximations have to be made for solving the integrals in (11) and (12). First, we apply the Laplace method and approximate both P (w k |D, H) and P (θ k |D, H) by a multivariate Gaussian distribution. This gives (see, for instance, (Deco and Obradovic, 1996) ):
where m = dim(θ k ), n = dim(w k ), C k is the covariance matrix of P (θ k |D, H), and H k is the inverse covariance matrix of P (w k |D, H), which is equal to the Hessian of − ln P (w k |D, H).
The computation of C k is straightforward, after correcting for the correlation between consecutive samples of the MCMC trajectory (see appendix). For the computation of det
where N k denotes the number of informative sites in the kth segment of the alignment 2 . We now make the same approximation as applied in the derivation of Bayes 2 Consider the kth segment of the DNA sequence alignment with Mk column vectors of nucleotides, Dk = {y1, . . . , yM k }. Under the assumption that mutations at different sites are independent of each other, the likelihood factorises, P (Dk) = M k t=1 P (yt), and the log likelihood thus contains Mk additive terms: ln P (Dk) = M k t=1 ln P (yt). Column vectors yt which are monomorphic, that is, contain only one nucleotide, are noninformative and have no impact on the curvature of the likelihood surface. The eigenvalues of the Hessian of the log likelihood are thus determined by the remaining Nk polymorphic sites, that is, they scale like Nk.
Information Criterion (BIC) and set ε i k = N k ∀i (Schwarz, 1978) . Then (14) simplifies to
Inserting (13) and (15) into (9) gives the following approximate expression for the entropy:
With this result, the evidence for a DNA sequence segmentation, P (D|H), is obtained from (5). So far, we have assumed that the candidate segmentations are proper prior hypotheses, which means that they were determined independently of the data. However, in most practical applications the segmentations to be discriminated will usually have been optimised with respect to the data before being subjected to the proposed discrimination test. This implies that the locations of the segment boundaries, which were subject to the optimisation scheme, are random variables rather than fixed parameters. Consequently, the expression in (5) is conditionally dependent on b, the vector of all segment boundaries, P (D|H, b), and we have to add another round of marginalisation:
Here, P (b|H) is the prior over segment boundaries, which we choose to be uniform:
where Ω denotes the sequence length, and P (b i |H) = 0 otherwise 3 . To solve the integral in (17), we adopt again the Gaussian approximation, as in (MacKay, 1992) , and neglect interactions between the segment boundaries:
, whereb denotes the optimised set of boundary locations, and
This gives:
in which K − 1 = dim b is the number of breakpoints. Equation (19) shows the corrected expression for the evidence P (D|H) after integrating out the segment boundaries. This expression contains two terms. The first term is the uncorrected evidence of (5). The second 3 More precisely, the prior is P (b|H) =
K (that is, the sequence length is much greater than the number of segments), this difference is negligible.
term, referred to as the Occam factor in (MacKay, 1992) , results from the integration over the segment boundaries and requires a computation of the posterior variances σ 2 i . Introducing the unit vector e i with components e ij = δ ij (Kronecker delta), the second derivatives in (18) can be numerically approximated as follows: (20) In principle this allows computing the σ −2 i by perturbing each of the segment boundaries b i by some small value ∆b, and then repeating, after each perturbation, the procedure leading to (5). However, since each perturbation has to be followed by a new MCMC simulation, the computational costs would be discouragingly large. We therefore make a further approximation and assume that a perturbation of a segment boundary has a negligible effect on the posterior distribution of the other parameters, P (q|D, H, b). This implies that the entropy contribution of the perturbation can be neglected and that σ −2 i can be computed from the 'energy' contribution alone, using the sample obtained from the previous MCMC run:
A justification of this approximation will be given in Section 6 and Table 3 . In summary, the evidence for a DNA sequence segmentation is computed as follows:
1. Compute the 'energy' U (H) from (6).
Compute the entropy S(H) from (16).
3. Compute the variances of the boundary locations, σ i , from (21).
Compute the evidence from
Note that if the location of a segment boundary b i is the result of a prior choice rather than an optimisation, (21) might result in a negative value of σ 2 i . In this case it is reasonable to set the posterior uncertainty √ 2πσ i equal to the prior uncertainty Ω, which discards the corresponding Occam factor in (22).
Implementation
An MCMC algorithm for the Bayesian analysis of phylogenetic trees was developed by (Larget and Simon, 1999) , and their software package, BAMBE (written in C++), can be obtained from http://www.mathcs.duq.edu/larget/bambe.html. We have written MATLAB programs, available from http://www.bioss.sari.ac.uk/∼dirk/software/ABBESS/INFO.html, that compute the Bayesian evidence P (D|H) from the MCMC trajectories produced by BAMBE. Further documentation is available from the indicated URL, and the invocation and alternative options of the programs are explained by typing help plus the program name at the MATLAB prompt. Figure 1: Left: Phylogenetic tree for the synthetic problem. DNA sequences (5000 bp long) were evolved along the tree, using the Kimura 2-parameter model (transition-transversion ratio = 2) of nucleotide substitution. Two recombination events, involving closely related (A01 ←→ A10) and distantly related (A00 ←→ B00) taxa, were simulated by swapping the indicated lineages. All branch lengths are equal (unit branch length w) except for the internal branch between A and B, whose length is 2w. The simulations were repeated for a second tree, where the branch lengths were perturbed as described in the text. Right: Segmentations of DNA sequence alignments. The first two rows show the null hypothesis (top) and the true segmentation (second from the top). The remaining rows show alternative segmentations: 1) Segmentation of only the left recombinant region (A00 ←→ B00). 2) Segmentation of only the right recombinant region (A01 ←→ A10). 3) Subdivision of both recombinant regions. 4) Subdivision of the three non-recombinant regions. 5) Subdivision of all regions. 6) Correct segmentation with a slight misplacement of the breakpoints, shifted by 10 nucleotides to the right.
Test Datasets

Synthetic Data
We simulated sporadic recombination events in a synthetic population of 8 strains. The DNA sequences of the taxa were evolved down the branches of the phylogenetic tree of Figure 1, using the Kimura 2-parameter model of nucleotide substitution. Partial sequences were generated from different topologies, as indicated in the figure, and then spliced together. This simulates the exchange of DNA sequences between different strains of the population. We generated five DNA sequence alignments for different values of the unit branch length: w = 0.1, 0.075, 0.05, 0.025, 0.01. The simulations were repeated with a different phylogenetic tree, in which the molecular clock constraint of Figure 1 was relaxed. To this end, the branch lengths were randomly selected from an interval between half and twice the original branch length: w i = w2 z i , where z i is a random variable uniformly distributed in [−1, 1]. Again, five sequence alignments were generated, with w = 0.1, 0.075, 0.05, 0.025, 0.01.
Dengue Virus
We investigated the mosaic structure of seven strains of Dengue virus, for which contiguous C, prM/M, and E gene sequences were available. These seven strains were the same as those studied in (Holmes et al., 1999) , with GenBank accession numbers S64849, M87512, D00501, D00503, D00502, M23027, and French Guiana (not available on GenBank, taken from (Holmes et al., 1999) ). We used the multiple sequence alignment from (Holmes et al., 1999) , which has 
Hepatitis B Virus
Hepatitis B is caused by a DNA virus with a short genome of only 3200 bp. Evidence for recombination was first found in (Bollyky et al., 1996) . The sequences used in this paper include two recombinant strains (accession numbers D00329 and X68292), and eight nonrecombinant strains (accession numbers D00330, D00630, L27106, M32138, M54923, M57663, V00866, X01587). The sequences were aligned with ClustalW, using the default parameters. Columns with gaps were discarded, giving a total alignment length of 3049 bp. The breakpoints found in (Bollyky et al., 1996) are at positions 5 603, 1882, 2071, and 2238.
Neisseria
We analysed a 787 bp DNA sequence alignment of the argF gene of eight strains of Neisseria with the following GenBank accession numbers: X64860, X64861, X64866, X64869, X64870, X64871, X64872, X64873. This data set was used by (Zhou and Spratt, 1992) , who found a recombinant region between positions 1 and 202, and a differently diverged region between nucleotides 508 and 538 6 .
4 The total length of the alignment in (Holmes et al., 1999 ) is 2325 nucleotides, of which we discarded the columns with gaps.
5 The recombination breakpoints in the original data set prior to discarding columns with gaps were at positions 735, 2014, 2203, 2370. 6 The numbering scheme for the bases in (Zhou and Spratt, 1992 ) starts at 296 bp and ends at 1083 bp, so the location of the breakpoints have to be shifted by 295 bp. Figures 1 and 2 . The MCMC simulations on the synthetic data were repeated twice, for two different phylogenetic trees with (top) and without (bottom) molecular clock constraint (in the latter case the indicated branch lengths are approximate). The MCMC simulations on the real-world data were repeated with different initialisations (top: neighbour-joining tree, bottom: random tree).
Data
T r u e 1 2 3 4 5 6 7 Synthetic, w = 0.1 1506 1057 500 1500 1503 1496 1453 1245 1055 259 1242 1247 1244
Results
Figures 1 and 2 show different candidate segmentations of the DNA sequence alignments discussed in the previous section. These segmentations include the null hypothesis (one homogeneous region), the true 7 segmentation, and various alternative segmentations in which the true sub-regions have either been partially merged or further sub-divided 8 . The task is to find the true segmentation, and we test how reliable a selection criterion the approximate Bayesian evidence of (22) is. The terms U (6), S ψ k (10), and S θ k (13), which contribute to the evidence, have to be computed with MCMC. This was done with the program package BAMBE, described in (Larget and Simon, 1999) . We started the simulations from two different initialisations -a random tree and a tree obtained with the neighbour-joining clustering algorithm -to ensure that the obtained results were consistent 9 . For the numerical approximation to the second derivative in (21), we chose a discretisation length of ∆b = 10 nucleotides, except for the Neisseria data, where due to the shorter segment lengths we reduced this value to ∆b = 5 nucleotides. To test if this leads to reasonable results, we plotted, in Figure 3 , the 7 For real-world DNA sequence alignments, 'true' refers to the segmentation predicted in the literature. 8 A more detailed description of these segmentations can be found on http://www.bioss.sari.ac.uk/∼dirk/software/ABBESS/INFO data.html.
9 Further details of the MCMC simulations: For each segmentation, the system was equilibrated over Teq Metropolis-Hastings steps, using global tree manipulations for the proposal moves. (In BAMBE, two different kinds of proposal moves -local and global -are available, which are described in (Larget and Simon, 1999) .) This was followed by a sampling period over T Metropolis-Hastings steps, using local tree manipulations and sampling tree configurations in intervals of ∆T Metropolis-Hastings steps. We found that, for the synthetic problem, a choice of Teq = 10, 000, T = 20, 000, and ∆T = 100 was sufficient, leading to a total simulation time of 10 minutes on a SUN Ultra 10. On the real-world problems, we multiplied these values by a factor of 10. The latter, however, is a rather conservative estimate that may be reduced considerably. Table 2 : Relative evidence. The table shows ln P (D|H) − ln P (D|H0), where H0 is the null hypothesis (no segmentation). For each data set, the highest score is printed in boldface letters. The segmentations are shown in Figures 1 and 2 . The second column shows the percentage of polymorphic sites. The MCMC simulations on the synthetic data were repeated twice, for two different phylogenetic trees with (top) and without (bottom) molecular clock constraint (in the latter case the indicated branch lengths are approximate). The MCMC simulations on the real-world data were repeated with different initialisations (top: neighbour-joining tree, bottom: random tree).
Data
size of the individual log Occam factors, ln
, against the segment boundary, b i , for the most finely tessellated synthetic mosaic structure (segmentation 5 in Figure 1 ). The Occam factor measures the reduction of the posterior uncertainty of the boundary location, √ 2πσ i , compared to the prior uncertainty, Ω. One would therefore expect that (i) the Occam factor for a true breakpoint is smaller than for a spurious breakpoint, and that (ii) the Occam factor for a true breakpoint decreases as the branch lengths of the phylogenetic tree (and, consequently, the degree of polymorphism) increase 10 . Both tendencies are borne out in Figure 3 . Table 1 shows the average log posterior scores, U (H). For a uniform prior on the parameters, which is assumed in our study -see (Larget and Simon, 1999) -U reduces to the average log likelihood (as seen from (3)) and is thus a selection criterion that one naively might be inclined to adopt. However, Table 1 shows that a selection based on U identifies the correct segmentation only in a single case and usually prefers the finer tessellated alternatives. On the contrary, Table 2 shows that the evidence ln P (D|H) is nearly always maximised for the true segmentation (recall that 'true' for the real-world alignments refers to the segmentation predicted in the literature).
Discussion
In the derivation of (21) we have assumed that a perturbation of a boundary location has a negligible effect on the posterior distribution of the other parameters, P (q|D, H, b) . This implies that the resulting change in the entropy ∆S can be neglected against the change in the 'energy' ∆U . We tested this proposition by comparing sequences 6 and TRUE of the synthetic alignments (see Figure 1) , and sequences 4 and 'TRUE' of the Dengue virus alignment (see Figure 2) . The results are shown in Table 3 and suggest that |∆S| |∆U | holds for most sequence alignments. However, this relation is not satisfied for the synthetic alignments obtained from phylogenetic trees with short branch lengths, w ≤ 0.025. In fact, in these cases the approximate evidence fails to select the true segmentation. Besides the violation of |∆S| |∆U |, the short branch lengths of the tree themselves aggravate inaccuracies in the estimation of the evidence. Short branch lengths imply that the number of mutations and, consequently, the number of informative sites is small, as indicated by the low percentage of polymorphic sites; see Table 2 . Lack of information in the data implies that the posterior distribution of the parameters conditional on the data will be rather broad, which leads to a large contribution of the entropy term (4) to the evidence (5). Consequently, inaccuracies in the computation of the entropy, as brought about by the approximations made, will have a comparatively large impact on the evidence and may account for its failure to detect the correct segmentation. Note, however, that for all other alignments the evidence does select the true mosaic structure, which suggests that, overall, the inaccuracies incurred as a result of the approximations to the entropy are acceptable and that the proposed discrimination scheme is viable in practice.
The proposed algorithm is a selection rather than a detection algorithm, and it is not suitable for finding the best mosaic structure from scratch. The segmentations considered in Table 3 : Entropy and 'energy' differences resulting from a perturbation of the segment boundary locations. The table shows the differences of the 'energy' U and the entropy S associated with a shift of the segment boundaries. For the synthetic sequence alignments, the four true boundaries were shifted by 10 nucleotides, leading to segmentation 6 in Figure 1 . For each branch length, the table shows two values, corresponding to the two phylogenetic trees employed in the study (see text). The (single) 'true' boundary of the Dengue virus alignment was also shifted by 10 nucleotides, which corresponds to segmentation 4 in Figure 2 . The table shows two values resulting from different MCMC simulations. For most data sets, |∆U | is considerably larger than |∆S|, which supports the approximation made in the derivation of equation (21).
this study were chosen because -by merging and subdividing the true segments -a reasonable set of alternative candidate mosaic structures was generated on which the effectiveness of the proposed algorithm could be tested. In practice the selection algorithm has to be combined with a scanning or detection method for creating a reasonable 'posterior' set of mosaic structures. Two examples are shown in Figure 4 . The first example applies RECPARS (Hein, 1993) to one of the synthetic DNA sequence alignment (molecular clock, w = 0.01). RECPARS is a fast detection method that applies a dynamic programming algorithm to find the optimal mosaic structure according to maximum parsimony. The result, however, depends on various parameters (transition cost, transversion cost, recombination cost) that have to be chosen in advance and can not be optimised with the algorithm. We chose a transition cost of 2 and a transversion cost of 5, as in (Hein, 1993) , but varied the recombination cost. As seen from Figure 4 this leads to different predictions for the mosaic structure. Among those, the evidence is maximised for the segmentation most similar to the true segmentation 11 . In the second example, TOPAL-1 (McGuire et al., 1997) was applied to the Neisseria DNA sequence alignment. TOPAL-1 12 slides a window along the alignment and computes a phylogenetic divergence signal for each window position. Recombination breakpoints correspond to peaks in the signal thus obtained, and the statistical significance of these peaks is tested with parametric bootstrapping. However, which peaks come out as significant depends on the parameter setting of the algorithm. Figure 4 shows two mosaic structures that, in (McGuire et al., 1997) , were predicted to be significantly different from the null hypothesis. The approximate Bayesian discrimination scheme proposed in this article selects the mosaic structure that is supported in the literature (e.g. (Zhou and Spratt, 1992) ).
Notice that while the focus of this paper has been on recombination, the algorithm detects any segmentation of a DNA sequence alignment, where a segment is a region with a significant change in the distribution of nucleotide column vectors. Besides recombination (change of the tree topology), rate variation (change of the branch lengths) is another cause for a change of this distribution. In fact, the third segment of the 'true' Neisseria DNA sequence mosaic structure (Figures 1 and 4) is believed to result from rate variation rather than recombination (Zhou and Spratt, 1992) . Thus after selecting a mosaic structure on statistical grounds, its cause -that is, whether the segmentation is due to recombination or rate variation -still needs to be investigated separately.
Conclusion
We have proposed an approximate Bayesian selection scheme to discriminate between alternative candidate mosaic structures of DNA sequence alignments. The selection is based on the marginal likelihood or evidence, which is calculated with standard approximations from physics and statistics. The method was tested on a set of various synthetic and real-world DNA sequence alignments. The successful identification of the true segmentation in most of the synthetic and all real-world alignments suggests that the proposed method -despite its approximations -is viable in practice. xtx † t , where the superscript † denotes matrix transposition. Consecutive samples obtained from the trajectory of an MCMC simulation are not independent, however, and the true sample size N needs to be replaced by the effective sizẽ N of an equivalent independent sample. Consider an arbitrary component of the vector, x, which has x = 0, x 2 = σ 2 , and an autocorrelation function acf(t) =
x i x i+t σ 2 that we assume to be exponential: acf(t) = e −t/τ .
For an entity A = 
N
We thus obtain for the effective sample size:
