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a b s t r a c t
This article deals with the inference on a right-censored partially linear single-index
model (RCPLSIM). The main focus is the local empirical likelihood-based inference on
the nonparametric part in RCPLSIM. With a synthetic data approach, an empirical log-
likelihood ratio statistic for the nonparametric part is defined and it is shown that its
limiting distribution is not a central chi-squared distribution. To increase the accuracy of
the confidence interval, we also propose a corrected empirical log-likelihood ratio statistic
for the nonparametric function. The resulting statistic is proved to follow a standard chi-
squared limiting distribution. Simulation studies are undertaken to assess the finite sample
performance of the proposed confidence intervals. A real example is also considered.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Lu and Cheng [8] proposed a right-censored partially linear single-index model (RCPLSIM)
YiG = η(βTXi)+ θ TZi + ei, i = 1, . . . , n, (1)
which can be obtained by using the synthetic dependent data proposed by Koul et al. [6]. In the model (1), YiG = Viδi/(1−
G(Vi)), i = 1, . . . , n, where n i.i.d. triples (Vi, δi) = (Yi ∧ Ci, I[Yi 6 Ci]), i = 1, . . . , n, can be observed, while Yi may be
censored randomly on the right by some censoring variable Ci, i = 1, 2, . . . , n, and hence cannot be observed completely;
G(·) is the cumulative distribution function of the censoring time Ci, and it can be verified that E(YiG|Xi, Zi) = E(Yi|Xi, Zi),
ei = YiG − E(YiG|Xi, Zi). In the RCPLSIM, η(·) is an unknown univariable function, β ∈ Rq is an unknown parametric vector
with ∥β∥ = 1 for identifiability, Xi ∈ Rq, Yi ∈ R and Zi ∈ Rp, θ ∈ Rp is an unknown parameter vector. Here we suppose that,
given Xi and Zi, Ci is independent of Yi, i = 1, 2, . . . , n.
In the standard survival analysis setting, the censored partial linear single-indexmodel is a special case of partially linear
single-index proportional hazards regression models (see [15]). Special cases of the censored partial linear single-index
model have been considered by many researchers. For instance, if η(·) = 0 in RCPLSIM (1), the censored partial linear
single-indexmodel reduces to usual censored linear model, which has been studied by Koul et al. [6] and Lai et al. [7] among
others; the RCPLSIM (1) becomes the censored partial linear models when the dimension of X is one, the relevant research
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can be found in Qin and Jing [12] andWang and Li [16]. On the other hand, the case of nonparametric regressionmodel with
censored data is considered by Fan and Gijbels [2] by using local linear approximations.
In addition, when the response variable Yi is fully observable the model (1) becomes the partially linear single-index
model. The partially linear single-index model, as a semiparametric model, was proposed by Carroll et al. [1], and they
actually considered a generalized version, where a known link function is discussed in the regression function. There is an
extensive literature for the partially single-index model with three main approaches: the penalized spline method [21],
the minimum average variance estimation method [19,18], the empirical likelihood method [23] and the other related
methods [22,17].
To the best of our knowledge, Lu and Cheng [8]was the first to explore themodel (1), and studied its estimation procedure
and obtained the asymptotic properties of the parametric and the nonparametric components. To obtain the accuracy of the
unknowns, their confidence regions often need to be constructed. Naturally, One can use the normal approximation or
bootstrap method to construct confidence regions of interest. If the normal approximation method is used to derive the
confidence region, the result in Lu and Cheng [8] tells us that the limiting variance of the estimators is very complicate
and thus it is inconvenient to be used for construction of confidence region. It is well known that empirical likelihood
method, proposed by Owen [9], has many advantages such as avoiding to estimate the asymptotic variance for constructing
confidence region, and determining the confidence regions shape and orientation entirely by the data itself. Thus, this paper
considers the empirical likelihood-based inference for the RCPLSIM. This method has been successfully applied in many
fields, e.g., in linear regression models [10], generalized linear models [5], general estimating equation [13], partially linear
model [14], partially linear single-index model [23], varying-coefficient model [20] and semiparametric varying-coefficient
partially linear model [4].
In this paper, it is of interest to consider the problem of the confidence interval construction for the nonparametric
function η(·) in the model (1), which is inspired by Xue and Zhu [20]. In their paper they gave the empirical likelihood
confidence region for the unknown functions of the varying-coefficient model. However, to the best of our knowledge,
there has been less attention focused on the above nonparametric inference problem for themodel (1), and those tools used
in Xue and Zhu [20] cannot directly be applied to the model (1) because of the different estimation methods in two models.
This motivates us to propose a new empirical likelihood inference method to construct the pointwise confidence interval
for η(·) in the model (1).
The rest of this paper is organized as follows. In Section 2 an adjusted empirical log-likelihood ratio is defined and
some assumptions andmain results are also given, furthermore, the confidence interval for the function η(·) is constructed.
Section 3 provides examples based on simulated data, and a comparison between the adjusted empirical likelihoodmethod
proposed and the normal approximation method is performed in term of coverage probabilities and widths of confidence
intervals. In Section 4 a real example is given to illustrate our proposed method. In Appendix we present the proofs of the
main results.
2. Methodology and main results
For given parametric vector (β, θ), we define an auxiliary random variable
ϕi(η(x)) =

YiG − η(x)− θ TZi

K((βTXi − x)/h1), (2)
where K(·) is a kernel function, and h1 is a bandwidth (see [20]). By (2), we can show that E{ϕi(η(x))} = 0. Similar to [20],
we can define an empirical log-likelihood ratio function for η(x). However, we cannot directly apply the proposed auxiliary
random variable ϕi(η(x)) to construct the confidence interval for η(x) because ϕi(η(x)) contains the unknown parametric
vector (β, θ) and the unknown function G(·). For this, in proposed expression (2) we may substitute (β, θ) and G(·) with
their estimators βˆ, θˆ and Gˆn(·), respectively. The estimation procedure for β, θ and G(·) is as follows.
For G(·), we use the Kaplan–Meier estimator [6]
Gˆn(t) = 1−
n
i=1

n− i
n− i− 1
I[V(i)6t,δ(i)=0]
,
where V(1) 6 · · · 6 V(n) are the order statistics of the V -sample, and δ(i) is the δ associated with V(i), i = 1, . . . , n. The
estimators of β and θ can be obtained by the least-squares method. Write Kh2(·) = K(·/h2)/h2. Then, by the local linear
method [3], we can firstly define the estimators of η(·) and η′(·). Similarly to [8,23], they can be expressed as
ηˆ(x;β, θ) =
n
i=1
Mni(x;β)(YiGˆn − θ TZi), ηˆ′(x;β, θ) =
n
i=1
Mni(x;β)(YiGˆn − θ TZi), (3)
where
Mni(x;β) = Vni(x;β)
 n
j=1
Vnj(x;β), Mni(x;β) = Vni(x;β) n
j=1
Vnj(x;β),
Vni(x;β) = Kh2(βTXi − x)

Sn,2(x;β)− (βTXi − x)Sn,1(x;β)

,
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Vni(x;β) = Kh2(βTXi − x) (βTXi − x)Sn,0(x;β)− Sn,1(x;β) ,
Sn,k(x;β) = 1n
n
i=1
(βTXi − x)kKh2(βTXi − x), k = 0, 1, 2.
Finally, the estimators βˆ, θˆ of β, θ can be obtained by minimizing the sum of squared errors
Q(β, θ) =
n
i=1

YiGˆn − ηˆ(βTXi;β, θ)− θ TZi
2
with respect to β and θ under the constraint ∥β∥ = 1.
In order to obtain the solution to minimizer of Q(β, θ), one naturally need to obtain the derivative of η(βTXi) at the
point β . However, it is easy to see that η(βTXi) does not have derivative at the point β because of the constraint ∥β∥ = 1.
The detailed discussion can be found in [23], who used the ‘‘delete-one-component’’ method to deal with this issue. Here
we only express its sketch as follows. By simple transform we can define β(r) = (β1, . . . , βr−1, βr+1, . . . , βq)T as a q − 1
dimensional parameter vector after removing the rth component βr of β , where 1 6 r 6 q. Then, β can be rewritten as
β = β(β(r)) = (β1, . . . , βr−1, (1− ∥β(r)∥2)1/2, βr+1, . . . , βq)T . (4)
Noting that the true parameter β(r) must satisfy the constraint ∥β(r)∥ < 1, one may infinitely differentiate β in a
neighborhood of β(r), and define the Jacobian matrix as Jβ(r) = ∂β∂β(r) = (γ1, . . . , γq)T , where γs is a q−1 dimensional vector
with sth component 1, and can be expressed as γr = −(1 − ∥β(r)∥2)−1/2(β1, . . . , βr−1, (1 − ∥β(r)∥2)1/2, βr+1, . . . , βq)T ,
1 6 s 6 q, s ≠ r . Noting that
Q(β, θ) = Q(β(β(r)), θ) ≡Q(β(r), θ),
wemay obtain the estimators βˆ(r), θˆ of β(r), θ byminimizingQ(β(r), θ)with respect to β(r), θ . Thus the resulting estimators
βˆ(r), θˆ are equivalent to solving the equation
n
i=1

YiGˆn − ηˆ(βTXi;β, θ)− θ TZi

(ηˆ′(βTXi;β, θ)XTi Jβ(r) , ZTi )T = 0.
Then by using (4) the estimators βˆ of β can be obtained.
Remark 1. In nonparametric smoothing, we use two different bandwidths h1 and h2 in (2) and (3), respectively. To
construct a confidence interval for the nonparametric part η(·), we use the bandwidth h1 to obtain the auxiliary random
statistic, see [20]; To obtain the root-n consistent estimators of β, θ , we must use the bandwidth h2 to undersmooth the
nonparametric part η(·), see [1].
Therefore, by using the similar argument to [20], we can obtain one estimator for ϕi(η(x)) and an estimated corrected
empirical log-likelihood ratio that can be defined as
Ln(η(x)) = −2max n
i=1
log(npi) : pi > 0,
n
i=1
pi = 1,
n
i=1
piϕˆi(η(x)) = 0

, (5)
where
ϕˆi(η(x)) =

YiGˆn − η(x)− θˆ TZi − [ηˆ(βˆTXi)− ηˆ(x)]

K((βˆTXi − x)/h1)
and ηˆ(x) = ηˆ(x; βˆ, θˆ ).
Applying the Lagrange multiplier method to Ln(η(x)), one can derive that
Ln(η(x)) = 2 n
i=1
log{1+ λϕˆi(η(x))}, (6)
where λ is determined by
1
n
n
i=1
ϕˆi(η(x))
1+ λϕˆi(η(x)) = 0. (7)
Note that the asymptotic distribution of Ln(η(x)) is not standard chi-squared because ϕˆi(η(x)), i = 1, . . . , n, are dependent.
In fact, it can be shown that Ln(η(x)) converges in distribution to a weighted sum of central chi-squared distribution. The
following theorem gives the asymptotic distribution of Ln(η(x)).
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Let
Σ1(x) = ν(x)E

YG − η(βTX)− θ TZ
2
, where ν(x) = f (x)

K 2(t)dt;
H(s) = E {ν(x)YGI[s < V ]}
(1− G(s))(1− F(s−)) , Σ(x) = Σ1(x)−Σ2(x),
Σ2(x) =
 +∞
−∞
H2(s)(1− F(s−))(1−∆ΛG(s))dG(s),
ΛG(t) =
 t
−∞
1
(1− G(s−))dG(s), ∆Λ
G(s) = ΛG(s)−ΛG(s−).
The following conditions are needed to obtain the main results that are stated in the following theorems.
Conditions
(C1) The link function η(·) has a Lipschitz continuous second derivative, and f (t), as the density function of βTX, is bounded
away from zero and satisfies the Lipschitz condition of order 1 on T = {t = βT x: x ∈ A}, andA is a compact support
of X .
(C2) The kernel function K(·) is a bounded and symmetric probability density function and it is twice continuously
differentiable, and satisfies the condition that

t4K(t)dt <∞.
(C3) supx,z

E(e2|X = x, Z = z) <∞, supx E(e4|X = x) <∞, supx{E(Y 2G |X = x)} <∞ and supx E(Y 4G |X = x) <∞.
(C4) The functions G(s) and F(s) have no common jumps for all s 6 τQ ≡ inf{t: Q (t) = 1}, where Q (t) = P(V 6 t), and
they satisfy that E

|ν(x)||Y |
(1−G(Y ))(1−F(Y ))1/2

< ∞ and  τQ0 ∥H(s)∥2(1 − ΛG(s))dG(s) < ∞, where Σ(x), Σ1(x) and Σ2(x)
are the positive scalars.
(C5) The bandwidths h1, h2 satisfy that h1 = cn−1/5, nh42 → 0 and nh32 = O(log n) as n → ∞, where c is some positive
constant.
Theorem 1. Suppose that Conditions C1–C5 hold. For given x, if η(x) is the true value of the parameter, then
Ln(η(x)) d−→ωχ21 , (8)
where
d−→ stands for convergence in distribution,ω is the eigenvalue of Σ−11 (x)Σ(x), i.e.ω = Σ−11 (x)Σ(x), andχ21 is a standard
chi-square random variables with 1 degree of freedom.
The following notations are needed. Let F denotes the distribution of Yi, and let Fˆn be the Kaplan–Meier estimator of F .
Write fˆ (x) = 1/nni=1 Kh1(βˆTXi − x),∆ΛGˆnn (t) = ΛGˆnn (t)−ΛGˆnn (t−).
Hn(s) =
1/(nfˆ (x))
n
i=1
K 2h1(βˆ
TXi − x)YiGˆn I[s < Vi]
(1− Gˆn(s))(1− Fˆn(s−))
,
ΛGˆnn (t) =
1
n
n
i=1
(1− δi)I(Vi 6 t)
(1− Gˆn(t−))(1− Fˆn(t−))
,
Σˆ1n(x) = 1n
n
i=1
ϕˆi(η(x))2, Sn(x) =

1/
√
n
 n
i=1
ϕˆi(η(x))
2
,
Σˆ2n(x) = 1n
n
i=1
(1− δi) {Hn(Vi)}2

1−∆ΛGˆnn (Vi−)

,
Σˆn(x) = Σˆ1n(x)− Σˆ2n(x).
In order to the Wilks’ phenomenon holds, we thus propose an adjusted empirical log-likelihood ratio, which isLn,ad(η(x)) = Rn(x)Ln(η(x)), (9)
where Rn(x) = tr[Σˆ−1n (x)Sn(x)]/tr[Σˆ−11n (x)Sn(x)], tr(·) denoting the trace operator.
Theorem 2. Suppose that Conditions C1–C5 hold. For given x, if η(x) is the true value of the parameter, then
Ln,ad(η(x)) d−→χ21 , (10)
where
d−→ stands for convergence in distribution, and χ21 is a chi-squared distribution with 1 degree of freedom.
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By Theorem 2, a confidence region for the parameter η(x) can be constructed by (10). More precisely, we can defineCα,ad(η(x)) = {η(x) : Ln,ad(η(x)) 6 cα} as a confidence interval for η(x) with asymptotically correct coverage probability
1− α, where 0 6 α < 1 and cα satisfies that P(χ2q 6 cα) = 1− α.
Remark 2. when δi = 1 for all i our proposed method can be extended to the partially linear single-index model
(e.g. [23]); secondly, the RCPLSIM is the generalization of the partially linear model with right-censored data (e.g. [16])
and our method can also be used to construct a confidence interval for the nonparametric part in the partially linear model
with right-censored data.
3. Simulation studies
In this section we carry out some small simulations to show the finite sample performance of our proposed method.
We will consider the two approaches for constructing the pointwise confidence intervals for η(·): the adjusted empirical
log-likelihood (EL) as suggested in Section 2 and the normal approximation (NA) method proposed by Lu and Cheng [8].
Our simulations use the model
Yi = η(β1Xi1 + β2Xi2)+ θZi + εi, i = 1, . . . , n, (11)
where β1 = 1/
√
5, β2 = 2/
√
5, and Xi1 and Xi1 are bivariate with independent uniform (−0.5, 0.5) components,
Zi ∼ N(0, 0.42), εi ∼ N(0, 0.22). In the above model, η(x) = cos(πx) and θ = 1.
In nonparametric regressions, the second-order kernel function K(u) = 1516 (1 − u2)2I(|u|61) is used for all smoothing
steps. For j = 1, 2, the estimated bandwidth hˆj,opt for hj can be obtained by the ‘‘leave-one-sample-out’’ method, see [20].
To obtain the root-n estimators of the parameters, the final estimated bandwidth for h2 is taken as n−2/15hˆ2,opt , see [1]. In
our simulations, the sizes of the sample are taken as 50 and 150. The censoring variable Ci is a normal random variable
with mean ν and variance 4. We also vary ν to produce difference censoring rates (CR). In this section we take CR = 20%,
45%. Here we consider only the pointwise confidence intervals of η(·) under the different cases. We show the performance
of the residual-adjusted empirical likelihood for the nonparametric components in terms of average lengths and coverage
probabilities of the pointwise confidence intervals in Figs. 1–2 and Table 1. In each case, the nominal level 1 − α is 0.95
and the number of simulated realizations is 1000. Figs. 1 and 2 show average confidence intervals under different cases and
Table 1 shows the coverage probabilities under different sample sizes and different censoring rates.
From the above simulation results, we draw the following conclusions:
(1) FromTable 1, it is easy to see that EL performs slightly better thanNA in terms of coverage probabilities of the confidence
intervals. In Fig. 1, we find that EL-based pointwise intervals are narrower than those based on NA, and, for the fixed CR,
the average confidence intervals decrease as n increases.
(2) Comparing the values in Table 1 for the two approaches, we see that, the coverage probabilities of EL andNAmethods are
close to the nominal level as n increases, and from Table 1, for every fixed n, we also see that the coverage probabilities
decrease as the CR increases and, for the fixed CR, we see that the coverage probabilities increase as the n increases.
(3) Fig. 2(a) shows that, for every fixed sample size, the average confidence intervals increase as the censoring rate increases;
Fig. 2(b) shows that, for every fixed censoring rate, the average confidence intervals decrease as n increases.
4. An application
In this section, we use our proposed empirical likelihood method to analyze a real example from the Veteran’s
Administration Lung Cancer (VALC) Study Clinical Trial, which described that males with advanced inoperable lung cancer
were randomized to either a standard or test chemotherapy. In the VALC clinical trial, the primary end point for therapy
comparisonwas the time to death. Among the 137 cases, ninewere censored.We consider three covariates: age at diagnosis
(X1), Karnofsky score (X2) and diagnosis time (Z). A censored partially linear single-index model is as follows,
Y = η(βTX)+ θZ,
whereβTX = β1X1+β2X2, Y is the survival time and it can be estimated as

YGˆ, which denotes the estimated transformation
response. By using our proposed method, we can estimate β1, β2 and θ as 0.6616,−0.7498 and−0.1373, respectively, and
construct the pointwise confidence intervals of the link function η(·), which is given in Fig. 3. We can see that, from Fig. 5,
the EL-based pointwise confidence intervals are slightly narrower than that based on the NA method.
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Fig. 1. The averages of 95% pointwise confidence intervals for η(·) based on EL (dashed curves) and NA (dotted curves) and CR = 20%: (a) n = 50;
(b) n = 150.
Fig. 2. The averages of 95% pointwise confidence intervals for η(·) based on EL: (a) n = 150, CR = 20% (dashed curves) and CR = 45% (dash-dotted
curves); (b) CR = 20%, n = 50 (dash-dotted curves) and n = 150 (dashed curves).
–40 –20 0 20 40
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40
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βTX
Fig. 3. Application to the real data. Estimation (solid curve) and the 95% pointwise confidence intervals for η(·) based on EL (dotted curves) and NA (dashed
curves).
Table 1
Coverage probabilities of confidence intervals on η(0) when
nominal confidence level is 95%.
CR (%) n EL NA
20 50 0.887 0.874
150 0.935 0.931
45 50 0.796 0.752
150 0.926 0.923
Appendix
A.1. Proof of Theorems 1 and 2
To prove Theorems 1 and 2, it suffices to prove the following Lemmas.
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Lemma 1. Under the assumptions of Theorem 1, if η(x) is the true value of the parameter, we have
(i)
1√
nh1
n
i=1
ϕˆi(η(x))
d−→N(0,Σ(x)), (ii) 1
nh1
n
i=1

ϕˆi(η(x))
2 p−→Σ1(x),
whereΣ(x) andΣ1(x) are defined in Section 2.
Lemma 2. Under the assumptions of Theorem 1, if η(x) is the true value of the parameter, we have
(i) max
16i6n
|ϕˆi(η(x))| = op((nh1)1/2), (ii) λ = Op((nh1)−1/2).
Firstly, suppose that Lemmas 1 and 2 hold, we prove Theorem 1. Applying a Taylor series expansion to the Eq. (6) and
invoking Lemmas 1 and 2, we can obtain that
Ln(η(x)) =  1√
nh1
n
i=1
ϕˆi(η(x))
2 
1
nh1
n
i=1
[ϕˆi(η(x))]2
−1
+ op(1),
which, combined with Lemma 1(ii), leads to
Ln(η(x)) = Σ−11 (x)

1√
nh1
n
i=1
ϕˆi(η(x))
2
+ op(1)
=

Σ−1/2(x)
1√
nh1
n
i=1
ϕˆi(η(x))
2
Σ−11 (x)Σ(x)+ op(1)
=

Σ−1/2(x)
1√
nh1
n
i=1
ϕˆi(η(x))

λ1

Σ−1/2(x)
1√
nh1
n
i=1
ϕˆi(η(x))

+ op(1), (A.1)
where λ1 = Σ−11 (x)Σ(x). This together with Lemma 1(i), Theorem 1 is then proved.
The proof of Theorem 2 is similar to those of Theorem 1, thus the details are omitted.
A.2. Proof of Lemmas 1 and 2
Next we give the proofs of Lemmas 1 and 2.
Proof of Lemma 1. By Part (i) and using the similar arguments as those used in Lemma 5 of [23], one can complete the proof
of Part (ii). Here we only prove (i).
By the definition of ϕˆi(η(x)) and the Taylor expansion, it is easy to show that
1√
nh1
n
i=1
ϕˆi(η(x)) = 1√
nh1
n
i=1
Viδi
1− G(Vi)
Gˆn(Vi)− G(Vi)
1− G(Vi) K((βˆ
TXi − x)/h1)
+ 1√
nh1
n
i=1

YiG − θ TZi − η(βTXi)

K((βˆTXi − x)/h1)
+ 1√
nh1
n
i=1

(η(βTXi)− ηˆ(βˆTXi)+ (ηˆ(x)− η(x)))

K((βˆTXi − x)/h1)+ op(1)
≡ Θ1 +Θ2 +Θ3 + op(1). (A.2)
Using the fact that, for every i
K((βˆTXi − x)/h1) = K((βTXi − x)/h1)+ K ′((βTXi − x)/h1)(βˆ − β)TXi + op(n−1/2), (A.3)
and the result βˆ − β = Op(n−1/2) from Theorem 2 of [8] and simple calculation, we can get that
Θ1 = 1√
nh1
n
i=1
Viδi(Gˆn(Vi)− G(Vi))
(1− G(Vi))(1− G(Vi))K((β
TXi − x)/h1)+ op(1). (A.4)
Similarly, we can obtain that
Θ2 = 1√
nh1
n
i=1

YiG − θ TZi − η(βTXi)

K((βTXi − x)/h1)+ op(1). (A.5)
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Next we will show that
Θ3
p−→ 0. (A.6)
Using a Taylor expression leads to
ηˆ(βˆTXi)− η(βTXi) = η′(βTXi)(βˆ − β)TXi + ηˆ(βTXi)− η(βTXi)+ op(n−1/2),
which, together with (A.3) and some simple calculation, results in
Θ3 = 1√
nh1
n
i=1

(ηˆ(x)− η(x))− η′(βTXi)(βˆ − β)TXi − [ηˆ(βTXi)− η(βTXi)] + op(n−1/2)

K((βˆTXi − x)/h1)
≡ Θ31 +Θ32 +Θ33 +Θ34, (A.7)
where
Θ31 = 1√
nh1
n
i=1
[K ′((βTXi − x)/h1)(βˆ − β)TXi + op(n−1/2)]

ηˆ(x)− η(x)
+ 1√
nh1
n
i=1

ηˆ(x)− η(x) K((βTXi − x)/h1)
Θ32 = 1√
nh1
n
i=1
[K ′((βTXi − x)/h1)(βˆ − β)TXi + op(n−1/2)]

ηˆ(βTXi)− η(βTXi)

+ 1√
nh1
n
i=1

ηˆ(βTXi)− η(βTXi)

K((βTXi − x)/h1)
Θ33 = 1√
nh1
n
i=1
[K ′((βTXi − x)/h1)(βˆ − β)TXi + op(n−1/2)]

η′(βTXi)(βˆ − β)TXi

+ 1√
nh1
n
i=1

η′(βTXi)(βˆ − β)TXi

K((βTXi − x)/h1)
Θ34 = 1√
nh1
n
i=1
[K ′((βTXi − x)/h1)(βˆ − β)TXi + op(n−1/2)]op(n−1/2)
+ 1√
nh1
n
i=1
K((βTXi − x)/h1)op(n−1/2).
By using the result of Theorem 3 of [8] and the similar arguments to those used in Lemmas 3–4 of [23], we can show that
Θ31
p−→ 0. (A.8)
Similarly, we can show that
Θ3k
p−→ 0, k = 2, 3, 4. (A.9)
Therefore, we prove (A.6).
By using the similar arguments as those used in [7], together with (A.2) and (A.4)–(A.6), we complete the proof of
Lemma 1. 
Proof of Lemma 2. Here we only prove part (i). As to part (ii), its proof can be completed by using Lemma 1 and the same
arguments as that used in the proof of expression (2.14) in [11].
Write
η˜ix = (ηˆ(x)− η(x))K((βˆTXi − x)/h1), Y˜iG = (YiGˆn − YiG)K((βˆTXi − x)/h1),
Λ˜i = (YiG − θ TZi − η(βTXi))K((βˆTXi − x)/h1),
η˜i = (ηˆ(βˆTXi)− η(βTXi))K((βˆTXi − x)/h1).
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By using the notation of Lemma 1 and some simple calculation, we can show that
max
16i6n
|ϕˆi(η(x))| 6 c max
16i6n
|Λ˜i| + c max
16i6n
|η˜i| + c max
16i6n
|η˜ix| + c max
16i6n
|Y˜iG| (A.10)
≡ Ξ1 + Ξ2 + Ξ3 + Ξ4, (A.11)
where c > 0 generally represents any constant which may take a different value for each appearance.
Similarly to the proof of the above Lemma 1 and the proof of Lemma A.1 in [20], we can obtain that
Ξl = op((nh1)1/2), l = 1, 2, 3. (A.12)
As toΞ4, by using the similar argument to (5.14) of [16], it is easy to see that
Ξ4 = op((nh1)1/2),
which, combining (A.11) with (A.12), leads to Lemma 2. 
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