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By ﬁrst principles atomistic analysis we demonstrate how controlled localized doping distributions in
nanoscale Si transistors can suppress leakage currents. We consider dopants (B and P atoms) to be
randomly conﬁned to a  1 nm width doping region in the channel. If this region is located away from the
electrodes, roughly 20% of the channel length L, the tunneling leakage is reduced 2 compared to the
case of uniform doping and shows little variation. Oppositely, we ﬁnd the leakage current increases by
orders of magnitude and may result in large device variability. We calculate the maximum and minimum
conductance ratio that characterizes the tunnel leakage for various values of L. We conclude that doping
engineering provides a possible approach to resolve the critical issue of leakage current in nanotransistors.
DOI: 10.1103/PhysRevLett.109.266803

PACS numbers: 73.63.b, 31.15.A, 73.22.f, 73.23.Ad

An increasingly important aspect of nanoscale devices is
the inevitable ﬂuctuations that occur due to atomic disorder
or randomness [1,2]. When system sizes are small enough
( 10 nm) to reveal the discreteness or graininess of materials, the statistical ﬂuctuations around the average properties become very important. Experimentally, one source
of variation that has already become a serious problem for
modern commercial devices is the effect of random dopant
ﬂuctuations (RDF). RDF results in random performance
ﬂuctuations due to the particular microscopic arrangement
of the small number of dopant atoms in nanoscale devices.
The primary consequence of RDF is ﬂuctuations in the
threshold voltage (gate voltage at which the device is
‘‘ON’’) that compromises device performance and functionality. It is impossible to design functional systems if
physical properties ﬂuctuate wildly and randomly from
device to device. One solution is to precisely control the
position of the dopants [3], as demonstrated in a singledopant transistor [4]. However, incorporating disorder or
randomness in nanoelectronics modeling remains of paramount importance [1].
In this work, instead of considering the detrimental
effect of RDF on the ON-state performance as is common
[5–8], we employ ﬁrst principles transport modeling to
investigate how highly controlled doping proﬁles can
improve OFF-state characteristics. In particular, we focus
on variations in leakage current in nanoscale Si transistor
structures. As devices continue to shrink, leakage currents
(source-drain current in the OFF state) are found to
increase, due to quantum mechanical tunneling and
reduced barrier heights, which signiﬁcantly contributes to
the rising power consumption of transistors [9]. Our results
strongly suggest that careful control over the location of
dopants in the device channel can reduce leakage currents,
by orders of magnitude, and may minimize device variability. The importance of this effect is signiﬁcantly dependent on channel length L, where the conductance is found
0031-9007=12=109(26)=266803(5)

to ﬂuctuate by a factor of 2 at L ¼ 6:5 nm while a factor
nearing 105  is observed at L ¼ 15:2 nm. In overview, we
study leakage current as a function of varying doping
locations as well as channel lengths and determine the
interplay between thermionic and tunneling conduction.
Theoretical model.—Instead of considering completely
random and uniform doping in the entire transistor channel,
as is typical in RDF research, here we focus on how device
characteristics can be improved by controlling and localizing the dopants in certain regions along the channel.
Speciﬁcally, we ﬁx the doping concentration and conﬁne
the dopants to a 1.1 nm region in the channel [see Fig. 1(a)]:
in this conﬁned region the dopants are randomly distributed. We consider Si n-p-n and p-n-p device structures
with L ranging from 6.5 nm to 15.2 nm, where n and p
designate electron and hole doped, respectively. The modeled device structures exclude the effect of a gate voltage,
which is physically akin to Si transistors in the OFF state.
The source and drain leads are uniformly and heavily
doped to a doping concentration of 5  1019 cm3 . For
n-type (p-type) channels, we consider phosphorus (boron)
dopant atoms with a concentration of 5  1018 cm3 .
Our calculation is based on atomic ﬁrst principles where
density functional theory (DFT) is carried out within the
Keldysh nonequilibrium Green’s function formalism [10].
NEGF-DFT is the state-of-the-art approach for parameterfree atomistic modeling of quantum transport properties.
To deal with doping at the atomic level, we apply the
coherent potential approximation (CPA) for the open device structure [11]. The NEGF-DFT-CPA formalism is
implemented in the NANODSIM ﬁrst principles quantum
transport package [12]. This technique is designed for
quantum transport calculations of nanoscale devices with
random disorder, without using any phenomenological
parameters. It allows for arbitrary doping concentrations,
includes the chemical interactions of the dopant atoms and
extracts the average properties in a single calculation.
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FIG. 1 (color online). (a) Diagram of the simulated system.
The doping length (indicated with arrows) is set to 1.1 nm
for this study. (b, c) Conductance per area versus doping
location for B- and P-doped channels for L ¼ 10:9 nm and
Cd ¼ 5  1018 cm3 . (d) Relative conductance variation around
the case of uniform doping versus doping location.
(e) Comparison between ab initio G and WKB conductance
per area [using the self-consistent potential shown in panels
(f, g)]. The amplitude of the WKB G is adjusted to the simulated
data. The conductivity effective mass for silicon was used,
me ¼ 0:26 and mh ¼ 0:36 [20]. (f, g) Potential proﬁle at each
point along the simulation box. From front to back the dopants
are located in layers starting next to the source and ending in the
center of the channel. The area (dashed) curve at the forefront
corresponds to the potential proﬁle of the undoped (uniformly
doped) channel and the solid horizontal lines indicate EF .

Moreover, NEGF-DFT-CPA naturally and self-consistently
computes the energy levels and occupations of the disorder
sites, as well as the scattering properties of the potentials
due to impurities which depend on screening determined
through the self-consistent electronic density. The approximation made when utilizing CPA is the assumption that the
disorder sites are statistically uncorrelated (for more on
CPA, see Ref. [13]). Employing other self-consistent DFT
techniques for this problem is intractable, as one would
need to simulate 104 atoms with a single dopant. The
modiﬁed Becke-Johnson exchange potential [14] is
employed to correctly predict the experimental band gap
of Si (¼ 1:11 eV). The simulated device possesses an
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inﬁnite cross section, as we employ periodic boundary
conditions in the directions perpendicular to transport. In
this study we consider the effect of RDF along the transport
direction, and the cross section of the supercell is equal to
 is the lattice constant. To
aSi  aSi where aSi ¼ 5:43 A
ensure a smooth matching of the potential at the simulation
box edges, 6.5 nm of buffer layers are used for the source
and drain [as shown in Fig. 1(a)]. All other numerical
details can be found in Ref. [15].
Localized doping.—To begin, we keep L ﬁxed to
10.9 nm. In Figs. 1(b) and 1(c), we plot the OFF-state
conductance per area (V ¼ 0) versus doping location for
B-doped (n-p-n) and P-doped (p-n-p) channels. Note that
throughout this article, reference to the conductance G
implies a conductance per area. Depending on the doping
location, large variations in conduction are observed. The
largest (smallest) tunneling probability corresponds to the
dopants nearest (farthest) to the electrodes. The ratio of
maximum conductance over minimum conductance equals
 44 for B doped and  57 for P doped. It is noteworthy
that conduction is almost entirely ballistic, as the diffusive
contribution to the transmission—which we also calculated by including the vertex correction to the transmission
formula [11], is roughly 0.01% of the total.
We also plot the conductance G obtained by simulating a
uniform doping proﬁle and a channel without doping. As
expected, the uniform doping conductance GUNI is in between
the maximum and minimum conductance values (GMAX and
GMIN ) obtained via localized doping. In Fig. 1(d), we show
the relative conductance variation around GUNI for both
B- and P-doped channels. The conductance deviates most
signiﬁcantly ( 600%) from GUNI when the dopants are
located in the ﬁrst nanometer next to the source or drain.
Importantly, Fig. 1(d) also indicates that one can achieve,
on average, a 70% reduction in tunneling current (relative
to GUNI ) as long as the dopants are located anywhere
except the ﬁrst 2 nm of the source or drain.
To better understand the behavior of G with varying
doping location, in Figs. 1(f) and 1(g) we show the potential
proﬁle at every point along the channel. With the exception
of the area curve at the forefront, each area plot corresponds
to the potential with the dopants moving from the ﬁrst layer
(next to the source) to the middle layer. The absolute value
of the potential increases signiﬁcantly as the dopants move
towards the center of the channel. By grouping the dopants
in a narrow section of the channel, instead of uniformly
doping (red dashed line), a larger potential barrier is
obtained since the concentrated doping charge enhances
the local work function difference between the lead and
the channel. When the dopants are near the lead-channel
interface the holes (electrons) originating from the B (P)
dopants partially combine with the excess electrons (holes)
donated from the n-type (p-type) lead.
To conﬁrm that the conduction variations shown in
Figs. 1(b) and 1(c) originate from the particular shape of
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the potential proﬁle, we compare against the WentzelKramers-Brillouin (WKB) tunneling model [16]. The
expression for WKB tunneling depends solely on the barrier shape:
T  e2 ;

¼

1 Z qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2m jVðzÞ  EF jdz;
@

(1)

where VðzÞ is the potential proﬁle, m is the conductivity
effective mass, and h ¼ 2@ is Planck’s constant.
The integration occurs only in the region where VðzÞ 
EF > 0, i.e., where carriers must tunnel through the
barrier. Figure 1(e) compares the WKB conductance versus
the simulated data using a proportionality constant as a
parameter. The agreement is good, which conﬁrms that the
variations in G are solely due to the particular shape of the
tunneling barrier.
In Figs. 1(b) and 1(c), the conductance of the B-doped
channel is roughly a decade larger than that of the P-doped
channel. The main reason is the difference in EF relative to
the band edge for the conduction "c and valence "v bands.
With the leads doped to 5  1019 cm3 , we have EF 
"c ¼ 0:041 eV and jEF  "v j ¼ 0:014 eV, due to the particular curvature of the bands. From Eq. (1) for WKB
tunneling, it is clear that a small change in jVðzÞ  EF j
will inﬂuence the tunneling probability exponentially.
Varying channel length.—The effect of channel length
on leakage current with regard to localized doping is found
to be very illuminating. Figures 2(a) and 2(c) present G
versus doping location as a function of L, for B- and Pdoped channels. Two trends are clear: (i) the average G
decreases with increasing L and (ii) the variations in G are
more pronounced with increasing L. Regarding (i), G
increases signiﬁcantly for small L because the potential
barrier height begins to drop when L < 2ls , where ls is the
screening length. If the channel is very short, incomplete
screening of the lead-channel interface prevents the potential from attaining its maximum value. For L ¼ 6:5 nm,
the barrier height is almost small enough to allow carriers
to travel above the barrier. Simultaneously, the barrier
width always decreases linearly with L, which further
enhances tunneling probabilities when L < 15 nm.
In order to highlight point (ii), Fig. 2(b) shows both
GMAX and GMIN versus L. We ﬁnd that the conductance
drops very rapidly and the disparity between GMAX and
GMIN increases with L. Figure 2(d) presents the ratio of
GMAX =GMIN versus L. This plot indicates the importance
of doping location; the larger the ratio, the more signiﬁcant
the effect. For L ¼ 6:5 nm the G ratio is  2, thus changing the position of the dopants is only somewhat important.
However, for L ¼ 15:2 nm the ratio approaches 105 , indicating that control over the position of the dopants can be
crucial for device performance and variability. The source
of this effect is the result of a more rapidly increasing
potential when the dopants are near the center of the
channel versus next to the electrodes.

FIG. 2 (color online). (a)–(c) Conductance versus doping location as a function of channel length, for B- and P-doped channels.
(b) Maximum G and minimum G [taken from panels (a) and (c)]
versus channel length L. (d) Ratio of Max½G=Min½G versus
L. (e) Relative conductance variation around the case of uniform
doping versus doping location as a function of L. (f) Optimal
doping distance from the source or drain versus L. The optimal
distance corresponds to the doping layer where the relative
conductance variation in (e) becomes negative. Cd is ﬁxed to
5  1018 cm3 .

Last, in Fig. 2(e), we show the relative conductance
variation around the case of uniform doping. For short
channels the positive and negative ﬂuctuations are roughly
equal, while for longer channels the positive values grow
larger and the negative values appear to saturate. Thus, for
larger L, control over doping distributions can decrease the
leakage current by a factor of 2 compared to GUNI . However,
a lack of control can lead to leakage currents up to
102 –103  GUNI . Figure 2(e) also indicates the regions
where doping is to be avoided, namely in the vicinity of
the source or drain. In Fig. 2(f), we plot the distance from
the source or drain at which G is less than GUNI . Since the
doping layers are 1.1 nm in length, the data points appear
as discrete steps corresponding to 1, 2, and 3 doping layers.
From a linear ﬁt, the optimal doping distance from the
source or drain is found to be roughly 20% of L.
Tunneling versus thermionic conduction.—Up to this
point, we have only considered conduction at EF [G ¼
G0 TðEF Þ], corresponding to experiments performed at low
temperature and small bias. In the following, we study how
the effect of temperature inﬂuences the transport characteristics. Starting from the expression of the current [17],
2e Z þ1
I¼
Tð"Þ½fL ð"Þ  fR ð"Þd";
(2)
h 1
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where fL;R ¼ fð"  L;R Þ is the Fermi-Dirac occupation
function and Tð"Þ is the transmission. In the limit of vanishing temperature T and applied voltage V, one ﬁnds fL 
fR  ð"  EF ÞeV which yields I=V ¼ 2e2 =hTðEF Þ ¼
G0 TðEF Þ. Here, we are interested in the case of V ! 0,
but ﬁnite T. By expanding the integrand of Eq. (2) to ﬁrst
order in V, we ﬁnd
G ¼ I=V ¼
¼

Z þ1
1

Z þ1
1
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Gð"Þd"

G0 Tð"Þeð"EF Þ f2 ð"  EF Þd";

(3)

where   ðkB TÞ1 , kB is Boltzmann’s constant. This
relation describes how thermally excited carriers contribute to the current. Using this expression, we can determine
both the tunneling (carriers going through the potential
barrier) and thermionic (carriers excited above the potential barrier) contributions to the current.
In Figs. 3(a) and 3(b), the transmission versus energy
(relative to EF ) is presented for P and B doping. As a
comparison, we show the case of doping in the ﬁrst and
middle layers, which yield the highest and lowest Tð"Þ
values. The barrier height energies indicate the separation
between carriers traveling through the barrier (tunneling)
and above the barrier (thermionic). Tunneling transport is
found to vary exponentially while the ballistic transport of
the thermionic transmission shows a linear distribution, as
expected for 3D semiconductors [18].

Figures 3(c) and 3(d) plot the energy-dependent conductance [Gð"Þ, from Eq. (3)] versus energy for P and B
doping. At T ¼ 300 K, we observe that G for middle layer
(ML) doping is still much smaller than that of ﬁrst layer
(FL) doping. Moreover, the average " is pushed further
from EF as doping moves from FL to ML. The small
barrier height of FL doping can easily be surpassed by
excited carriers, thus leading to a large thermionic contribution (P, 89% and B, 98%). The opposite behavior is
observed for ML, which results in roughly equal contributions of tunneling (P, 58% and B, 42%) and thermionic
(P, 42% and B, 58%) conduction. The larger thermionic
contribution for B doping originates from the larger
EF  "c value, compared to P doping, which decreases
the effective barrier height (as discussed above).
Interestingly, G increases by 105 –106 going from T ¼ 0
to 300 K (see Table I). This occurs because Tð"Þ increases
exponentially as  moves away from EF . Importantly, at
room temperature the variations in G due to doping location are further enhanced compared to T ¼ 0. Table I
shows that the ratio GðFLÞ=GðMLÞ reaches  102 , roughly
double that at zero T. Thus, the effect of localized doping is
even more pronounced for common device temperatures.
Summary.—We have investigated the effect of localized
doping on leakage current in short channel Si transistor
structures using ﬁrst principles transport simulations.
Assuming the dopants (B or P) are conﬁned to 1.1 nm
regions along the channel, our results predict large conductance ﬂuctuations as a function of doping location.
The effect becomes more pronounced with increasing L,
with GMAX =GMIN ranging from 2 (L ¼ 6:5 nm) to 105
(L ¼ 15:2 nm). By placing dopants near the center of the
channel, leakage current is always below that of uniform
doping and varies only slightly; however, dramatic
increases occur when doping in the vicinity (roughly
20% of L) of the leads. Last, our calculations demonstrate
that the variations in G are even more pronounced when
going from T ¼ 0 ! 300 K. In summary, if nanometer
control over dopant locations is beyond our current
TABLE I. Conductance of P- and B-doped channels with
doping localized in the ﬁrst and middle layer for T ¼ 300 K
and T ¼ 0 K. Ratio of ﬁrst layer-middle layer conductance is
shown. L ¼ 10:9 nm and Cd ¼ 5  1018 cm3 . FL, ﬁrst layer
and ML, middle layer.

FIG. 3 (color online). (a, b) Transmission versus energy (relative to EF ) for P- and B-doped channels, which correspond to
p- and n-type leads, respectively. The blue (red) curve corresponds to doping in the ﬁrst (middle) layer. The barrier height
energy is also indicated. The occupation function for transport
[the integrand of Eq. (3) divided by G0 Tð"Þ] at T ¼ 300 K is
shown as a dashed green line. (c, d) Energy-dependent conductance Gð"Þ [Eq. (3)] versus energy for P- and B-doped channels.
Note that Gð"Þ for the middle layer was multiplied by 100, for
clarity. L ¼ 10:9 nm and Cd ¼ 5  1018 cm3 .

FL
2

GðG0 =nm Þ
[T ¼ 300 K]
GðFLÞ=GðMLÞ
[T ¼ 300 K]
GðG0 =nm2 Þ
[T ¼ 0 K]
GðFLÞ=GðMLÞ
[T ¼ 0 K]
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1:4  10 ðPÞ
1:4  103 ðBÞ
101 (P)
93 (B)
3:1  109 ðPÞ
2:5  108 ðBÞ
57 (P)
44 (B)

ML
1:4  105 ðPÞ
1:5  105 ðBÞ
5:4  1011 ðPÞ
5:6  1010 ðBÞ

PRL 109, 266803 (2012)

PHYSICAL REVIEW LETTERS

capability, one can reduce leakage current and perhaps
lessen device variability by minimizing the probability of
dopants appearing next to the source and drain. We note in
passing that apparently a similar strategy is being considered commercially [19].
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