Introduction
In a series of papers [KK86] , [KK90] Kostant and Kumar introduced and successfully applied the techniques of nil (or 0-) Hecke algebras to study equivariant cohomology and K-theory of flag varieties. In particular, they showed that the dual of the nil Hecke algebra serves as an algebraic model for the T -equivariant singular cohomology of G/B (here G is a split semisimple linear algebraic group with a chosen split maximal torus T and G/B is the variety of Borel subgroups). In [HMSZ] and [CZZ] , this formalism has been generalized using an arbitrary formal group law associated to an algebraic oriented cohomology theory in the sense of Levine-Morel [LM07] , via the Quillen formula. Namely, given a formal group law F and a finite root system with a set of simple roots Π, one defines the formal affine Demazure
Formal Demazure and push-pull operators
In this section we recall definitions of the formal group algebra and of the formal Demazure and push-pull operators, following [CPZ, §2, §3] and [CZZ] .
Let R be a commutative ring with unit, and let F be a one-dimensional commutative formal group law (FGL) over R, i.e. F (x, y) ∈ R[[x, y]] satisfies F (x, 0) = 0, F (x, y) = F (y, x) and F (x, F (y, z)) = F (F (x, y), z).
Example 2.1. The additive FGL is defined by F a (x, y) = x+y, and a multiplicative FGL is defined by F m (x, y) = x + y − βxy with β ∈ R. The coefficient ring of the universal FGL F u (x, y) = x + y + i,j≥1 a i,j x i y j is generated by the coefficients a ij modulo relations induced by the above properties and is called the Lazard ring.
Example 2.2. Consider an elliptic curve given in Tate coordinates by
(1 − µ 1 t − µ 2 t 2 )s = t 3 .
The corresponding FGL over the coefficient ring R = Z[µ 1 , µ 2 ] is given by [BB10, Cor. 2.8] F (x, y) := x+y−µ1xy
1+µ2xy . Its genus is the 2-parameter generalized Todd genus introduced and studied by Hirzebruch in [Hi66] . Its exponent is given by the rational function e ǫ 1 x +e ǫ 2 x ǫ1e ǫ 1 x +ǫ2e ǫ 2 x in e x , where µ 1 = ǫ 1 + ǫ 2 and µ 2 = −ǫ 1 ǫ 2 which suggests to call F a hyperbolic FGL and to denote it by F h . By definition we have F h (x, y) = x + y − xy(µ 1 + µ 2 F h (x, y)) and, thus, that the formal inverse of F h is identical to the one of F m (i.e. ] by the closure of the ideal generated by elements x 0 and x λ1+λ2 − F (x λ1 , x λ2 ) for any λ 1 , λ 2 ∈ Λ. Here 0 is the identity element in Λ. Let I F denote the kernel of the augmentation map ǫ : S → R, x α → 0.
Let Λ be a free Abelian group of finite rank and let Σ be a finite subset of Λ. A root datum is an embedding Σ ֒→ Λ ∨ , α → α ∨ into the dual of Λ satisfying certain conditions [SGA, Exp. XXI, Def. 1.1.1]. The rank of the root datum is the Q-rank of Λ ⊗ Z Q. The root lattice Λ r is the subgroup of Λ generated by Σ, and the weight lattice Λ w is the Abelian group defined by Λ w := {ω ∈ Λ ⊗ Z Q | α ∨ (ω) ∈ Z for all α ∈ Σ}.
We always assume that the root datum is reduced and semisimple (Q-ranks of Λ r , Λ w and Λ are the same and no root is twice another one). We say that a root datum is simply connected (resp. adjoint ) if Λ = Λ w (resp. Λ = Λ r ), and then use the notation D sc n (resp. D ad n ) for irreducible root data where D = A, B, C, D, E, F, G is one of the Dynkin types and n is the rank.
The Weyl group W of a root datum (Λ, Σ) is a subgroup of Aut Z (Λ) generated by simple reflections s α for all α ∈ Σ defined by s α (λ) := λ − α ∨ (λ)α, λ ∈ Λ.
We fix a set of simple roots Π = {α 1 , . . . , α n } ⊂ Σ, i.e. a basis of the root datum: each element of Σ is an integral linear combination of simple roots with either all positive or all negative coefficients. This partitions Σ into the subsets Σ + and Σ − of positive and negative roots. Let ℓ denote the length function on W with respect to the set of simple roots Π. Let w 0 be the longest element of W with respect to ℓ and let N := ℓ(w 0 ).
Following [CZZ, Def. 4 .4] we say that the formal group algebra S is Σ-regular if x α is not a zero divisor in S for all roots α ∈ Σ. We will always assume that:
The formal group algebra S is Σ-regular. By [CZZ, Lemma 2.2] this holds if x + F x is not a zero divisor in R[ [x] ], in particular if 2 is not a zero divisor in R, or if the root datum does not contain any symplectic datum C sc as an irreducible component.
Following [CPZ, Definitions 3.5 and 3.12] for each α ∈ Σ we define two R-linear operators ∆ α and C α on S as follows: x−α (note that κ α ∈ S). The operator ∆ α is called the Demazure operator and the operator C α is called the push-pull operator or the BGG operator.
Example 2.3. For the hyperbolic formal group law F h we have κ α = µ 1 + µ 2 F h (x −α , x α ) = µ 1 for each α ∈ Σ. If the root datum is of type A If it is of type A sc 2 we have Σ = {±α 1 , ±α 2 , ±(α 1 + α 2 )}, Λ = ω 1 , ω 2 with simple roots α 1 = 2ω 1 − ω 2 , α 2 = 2ω 2 − ω 1 and x α1 = 2x1−µ1x
, where x 1 := x ω1 and x 2 := x ω2 .
According to [CPZ, §3] the operators ∆ α satisfy the twisted Leibniz rule
i.e. ∆ α is a twisted derivation. Moreover, they are S Wα -linear, where W α = {e, s α }, and
Remark 2.4. Properties (2.2) and (2.3) suggest that the Demazure operators can be effectively studied using the theory of twisted derivations and the invariant theory of W . On the other hand, push-pull operators do not satisfy properties (2.2) and (2.3) but according to [CPZ, Theorem 12 .4] they correspond to the push-pull maps between flag varieties and, hence, are of geometric origin.
For the i-th simple root α i , let ∆ i := ∆ αi and s i := s αi . Given a non-empty sequence I = (i 1 , . . . , i m ) with i j ∈ {1, . . . , n} define
We say that a sequence I is reduced in W if s i1 s i2 . . . s im is a reduced expression of the element w = s i1 s i2 . . . s im in W , i.e. it is of minimal length among such decompositions of w. In this case we also say that I is a reduced sequence for w of length ℓ(w). For the neutral element e of W , we set I e = ∅ and ∆ ∅ = C ∅ = id S .
Remark 2.5. It is well-known that for a nontrivial root datum the composites ∆ Iw and C Iw are independent of the choice of a reduced sequence I w of w ∈ W if and only if F is of the form F (x, y) = x + y + βxy, β ∈ R. . So for such F we can define ∆ w := ∆ Iw and
The operators ∆ w and C w play a crucial role in the Schubert calculus and computations of the singular cohomology (F = F a ) and the K-theory (F = F m ) rings of flag varieties.
For a general F (e.g. for F = F h ) the situation becomes much more intricate as we have to rely on choices of reduced decomposition I w .
Let us now prove a Euclid type lemma for later use. (and that 2 is invertible for C sc l ). In particular, S is Σ-regular. Then x α |x β x ′ implies that x α |x ′ for any two positive roots α = β and for any x ′ ∈ S.
(For example, in adjoint type E 7 we require that either 2
, and in simply connected type E 7 , we require that 2 is regular in R.)
Proof of Lemma 2.7. It is equivalent to show that x β is regular in S/(x α ). If α and β belong to different irreducible components, we can complete α and β into bases of the lattices of their respective components by [CZZ, Lemma 2.1], and then complete the union of the two sets into a basis of Λ. By [CPZ, Cor. 2.13], it gives an isomorphism S ≃ R[[x 1 , · · · , x l ]] sending x α to x 1 and x β to x 2 , so the conclusion is obvious in this case.
If α and β belong to the same irreducible component, we can assume that the root datum is irreducible. 
. A repeated application of Lemma 2.6 shows that x β is regular provided n i · F x is regular in R[[x]] for at least one i = 1. Using Planche I to IX in [Bo68] giving coefficients of positive roots decomposed on simple ones, one checks for every type that it is always the case under the assumptions. For example, in the E 6 case, there are always two 1's in any decomposition (except if the root is simple), hence the absence of any requirement.
In the E 7 case, the same is true except for the longest root, in which there is a 1, a 2 and a 3, hence the requirement that 2 · F x or 3 · F x is regular in R 
if n is regular in R, the conclusion of Lemma 2.7 holds when formal integers are replaced by usual integers in R in the adjoint case. But more cases are covered. For example, if the formal group law is the multiplicative one x+y −xy, then one can show that 2· F x is regular in R[ [x] ] for any noetherian ring R (exercise: consider the ideal generated by the coefficients of a power series annihilating 2 · F x), and in particular if R = Z[a, b]/(2a, 3b), in which neither 3 nor 2 are regular, but Lemma 2.7 will still apply to all adjoint types.
Two bases of the formal twisted group algebra
We now recall definitions and basic properties of the formal twisted group algebra Q W , Demazure elements X α and push-pull elements Y α , following [HMSZ] and [CZZ] . For a chosen set of reduced sequences {I w } w∈W we introduce two Q-bases {X Iw } w∈W and {Y Iw } w∈W of Q W and describe transformation matrices (a X v,w ) and (a Y v,w ) with respect to the canonical basis {δ w } w∈W of Q W . Let S W be the twisted group algebra of S and the group ring R[W ], i.e. S W = S ⊗ R R[W ] as an R-module and the multiplication is defined by
where δ w is the canonical element corresponding to w in R[W ]. The algebra S W is a free S-module with basis {1 ⊗ δ w } w∈W . Note that S W is not an S-algebra since the embedding S ֒→ S W , x → x ⊗ δ e is not central.
Since the formal group algebra S is Σ-regular, it embeds into the localization
. Let Q W be the Q-module obtained by localizing the S-module S W , i.e. Q W = Q ⊗ S S W . The product on S W extends to Q W using the same formula (3.1) on basis elements (x and x ′ are now in Q).
Inside Q W , we use the notation q := q⊗δ e and δ w := 1⊗δ w , 1 := δ e and δ α := δ sα for a root α ∈ Σ. Thus qδ w = q ⊗ δ w and δ w q = w(q) ⊗ δ w . By definition, {δ w } w∈W is a basis of Q W as a left Q-module, and S W injects into Q W via δ w → δ w .
For each α ∈ Σ we define the following elements of Q W (corresponding to the operators ∆ α and C α , respectively, by the action of (4.3)):
called the Demazure elements and the push-pull elements, respectively. Direct computations show that for each α ∈ Σ we have
We set δ i := δ si , X i := X αi and Y i := Y αi for the i-th simple root α i . Given a sequence I = (i 1 , i 2 , . . . , i m ) with i j ∈ {1, . . . , n}, the product X i1 X i2 . . . X im is denoted by X I and the product
We define
In particular, x w0 = α∈Σ + x α if w 0 is the longest element of W .
Proof. Items (a)-(d) follow immediately from the definition. As for (e) we have
which is invertible in S since so is x−α xα . Lemma 3.2. Let I v be a reduced sequence for an element v ∈ W .
Then X Iv = w≤v a X v,w δ w for some a X v,w ∈ Q, where the sum is taken over all elements of W less or equal to v with respect to the Bruhat order and a , where the first row and column correspond to e ∈ W and the second to s α ∈ W .
The Weyl and the Hecke actions
In the present section we recall several basic facts concerning the Q-linear dual Q * W following [HMSZ] and [CZZ] . We introduce a left Q W -action '•' on Q * W . The latter induces an action of the Weyl group W on Q * W (the Weyl-action) and the action by means of X α and Y α on Q * W (the Hecke-action). These two actions will play an important role in the sequel.
and q ∈ Q. Moreover, there is a Q-basis {f w } w∈W of Q * W dual to the canonical basis {δ w } w∈W defined by f w (δ v ) := δ Kr w,v (the Kronecker symbol) for w, v ∈ W . Definition 4.1. We define a left action of Q W on Q * W as follows:
There is a coproduct on the twisted group algebra S W that extends to Q W defined by [CZZ, Def. 8.9]:
Here ⊗ Q is the tensor product of left Q-modules. It is cocommutative with co-unit ε : Q W → Q, qδ w → q [CZZ, Prop. 8.10]. The coproduct structure on Q W induces a product structure on Q * W , which is Q-bilinear for the natural action of Q on Q * W (not the one using •). In terms of the basis {f w } w∈W this product is given by component-wise multiplication:
In other words, if we identify the dual Q * W with the Q-module of maps Hom(W, Q)
then the product is the classical multiplication of ring-valued functions.
The multiplicative identity 1 of this product corresponds to the counit ε and equals 1 = w∈W f w . We also have
e. the Weyl group W acts on the algebra Q * W by Q-linear automorphisms. Proof. By Q-linearity of the action of W and of the product, it suffices to check the formula on basis elements f = f w and f ′ = f v , for which it is straightforward.
Observe that the ring Q can be viewed as a left Q W -module via the following action:
Then by definition we have
As in (2.2) and (2.3) we have
Indeed, using (4.2) and Lemma 4.3 we obtain
and
And as in (3.2), we obtain
We set A i = A αi and B i := B αi for the i-th simple root α i . We set
•B im for a non-empty sequence I = (i 1 , . . . , i m ) with i j ∈ {1, . . . , n} and A ∅ = B ∅ = id. The operators A I and B I are key ingredients in the proof that the natural pairing of Theorem 12.4 on the dual of the formal affine Demazure algebra is non-degenerate.
Push-pull operators and elements
Let us now introduce and study a key notion of the present paper, the notion of push-pull operators (resp. elements) on Q (resp. in Q W ) with respect to given coset representatives in parabolic quotients of the Weyl group.
Let (Σ, Λ) be a root datum with a chosen set of simple roots Π. Let Ξ ⊆ Π and let W Ξ denote the subgroup of the Weyl group W of the root datum generated by simple reflections s α , α ∈ Ξ. We thus have W ∅ = {e} and W Π = W . Let
− be subsets of positive and negative roots respectively.
Given subsets Ξ
Proof. We prove the first statement only, the second one can be proven similarly. Since v acts faithfully on Σ Ξ , it suffices to show that for any
, which is impossible. On the other hand, if β is positive, then
where the latter equality follows from (3.3) and the fact that
and a push-pull element with respect to W Ξ/Ξ ′ by
We set C Ξ := C Ξ/∅ and Y Ξ := Y Ξ/∅ (so they do not depend on the choice of W Ξ/∅ = W Ξ in these two special cases).
. Also in the trivial case where Ξ = Ξ ′ , we have x Ξ/Ξ = 1, while C Ξ/Ξ = id Q and Y Ξ/Ξ = 1 if we choose e as representative of the only coset. Observe that for Ξ = {α i } we have W Ξ = {e, s i } and C Ξ = C i (resp. Y Ξ = Y i ) is the push-pull operator (resp. element) introduced before and preserves S.
Example 5.4. For the formal group law F h and the root datum A 2 , we have
Proof. The independence follows, since
W Ξ ′ by Corollary 5.2. The second part follows, since for any v ∈ W Ξ , and for any set of coset representatives W Ξ/Ξ ′ , the set vW Ξ/Ξ ′ is again a set of coset representatives.
Actually, we will see in Corollary 12.2 that the operator C Ξ sends S to S WΞ .
Remark 5.6. The formula for the operator C Ξ (with Ξ ′ = ∅) had appeared before in related contexts, namely, in discussions around the Becker-Gottlieb transfer for topological complex-oriented theories (see [BE90, (2.1)] and [GR12, §4.1]). The definition of the element Y Ξ/Ξ ′ can be viewed as a generalized algebraic analogue of this formula.
Lemma 5.7 (Composition rule). Given subsets
Proof. We prove the formula for Y 's, the one for C's follows since C acts as Y , and the composition of actions corresponds to multiplication. We have
The following lemma follows from the definition of C Ξ/Ξ ′ .
Lemma 5.8 (Projection formula). We have
Lemma 5.9. Given a subset Ξ of Π and α ∈ Ξ we have
Proof. (a) The first identity follows from Lemma 5.7 applied to Ξ ′ = {α} (in this case
For the second identity, let α W Ξ be the set of right coset representatives of W α \W Ξ , thus each w ∈ W Ξ can be written uniquely either as w = s α u or as w = u with u ∈ α W Ξ . Then
(b) then follows from (a) and (3.2).
The push-pull operators on the dual
We now introduce and study the push-pull operators on the dual of the twisted formal group algebra Q * W . For w ∈ W , we define f WΞ as a left Q-module, and f
In other words, {f Ξ w } w∈W Π/Ξ is a set of pairwise orthogonal projectors, and the direct sum of their images is (Q * W ) WΞ .
Definition 6.2. Given subsets Ξ ′ ⊆ Ξ of Π and a set of representatives W Ξ/Ξ ′ we define a Q-linear operator on Q *
and call it the push-pull operator with respect to W Ξ/Ξ ′ . It is Q-linear since so is the
Lemma 5.7 immediately implies:
Lemma 6.4 (Projection formula). We have
Proof. Using (4.2) and Lemma 4.3, we compute
Here is an analogue of Lemma 5.5.
Lemma 6.5. The operator A Ξ/Ξ ′ restricted to (Q * W ) W Ξ ′ is independent of the choices of representatives W Ξ/Ξ ′ and it maps (Q *
For any w ∈ W and v ∈ W Ξ ′ , by Corollary 5.2, we have
which proves that the action on f of any factor δ w (
where the last equality holds since δ v Y Ξ/Ξ ′ is again an operator Y Ξ/Ξ ′ corresponding to the set of coset representatives vW Ξ/Ξ ′ (instead of W Ξ/Ξ ′ ). This proves the second claim.
Lemma 6.6. We have
Proof. By Lemma 4.2 we get
In particular
where the second equality follows from Corollary 5.2.
Together with Lemma 6.1 we therefore obtain:
Definition 6.8. We define the characteristic map c : Q → Q * W by q → q • 1. By the definition of the '•' action, c is an R-algebra homomorphism given by c(q) = w∈W w(q)f w , that is, c(q) ∈ Q * W is the evaluation at q ∈ Q W via the action (4.3) of Q W on Q. Note that c is Q W -equivariant with respect to this action and the '•'-action. Indeed, c(z
The following lemma provides an analogue of the push-pull formula of [CPZ, Theorem. 12 .4].
Lemma 6.9. Given subsets
Proof. By definition, we have
Relations between bases coefficients
In this section we describe relations between coefficients appearing in decompositions of various elements on the different bases of Q W and of Q * W . Given a sequence I = (i 1 , . . . , i m ), let I rev := (i m , . . . , i 1 ).
Lemma 7.1. Given a sequence I in {1, . . . , n}, for any x, y ∈ S and f, f ′ ∈ Q * W we have
Similarly, we have
Proof. By Lemma 5.9.(b) we have Y Π X α = 0 for any α ∈ Π. By (4.5) we obtain
To prove the corresponding formula involving A I , note that
) by iteration. The formulas involving C operators are obtained similarly. 
and symmetrically
′X I,v 1. Lemma 7.1 then yields the formula by comparing the coefficients of X I and X I rev . The formula involving Y I is obtained similarly.
Lemma 7.3. For any sequence I, we have
Proof. We prove the first formula only. The second one can be obtained using similar arguments. Let
The formula then follows from Corollary 7.2.
Let {X * Iw } w∈W and {Y * Iw } w∈W be the Q-linear bases of Q * W dual to {X Iw } w∈W and {Y Iw } w∈W , respectively, i.e. X * Iw (X Iv ) = δ Lemma 7.4. We have X * Ie = 1 and, therefore, X * Ie (z) = z · 1, z ∈ Q W (the action defined in (4.3)). For any sequence I with ℓ(I) ≥ 1, we have X * Ie (X I ) = X I · 1 = 0 and, moreover, if we express X I = v∈W q v X Iv , then q e = 0.
Proof. Indeed, for each v ∈ W we have X * Ie (δ v ) = b X v,e = 1 = 1(δ v ). Therefore, X * Ie = 1. The formula for X * Ie (z) then follows by (4.4). Since X α · 1 = 0, we have X I · 1 = 0. Finally, we obtain Given a subset Ξ of Π we define
Note that W Ξ is a set of left coset representatives of W/W Ξ such that each w ∈ W Ξ is the unique representative of minimal length. We will extensively use the following fact [Hu90, §1.10]:
(8.1) For any w ∈ W there exist unique u ∈ W Ξ and v ∈ W Ξ such that w = uv and ℓ(w) = ℓ(u) + ℓ(v).
Definition 8.1. Let Ξ be a subset of Π. We say that the reduced sequences {I w } w∈W are Ξ-compatible if for each w ∈ W and the unique factorization w = uv with u ∈ W Ξ and v ∈ W Ξ , ℓ(w) = ℓ(u) + ℓ(v) of (8.1) we have I w = I u ∪ I v , i.e. I w starts with I u and ends by I v .
Observe that there always exists a Ξ-compatible family of reduced sequences. Indeed, one could start with arbitrary reduced sequences {I u } u∈W Ξ and {I v } v∈WΞ , and complete it into a Ξ-compatible family {I w } w∈W by defining I w as the concatenation I u ∪ I v for w = uv with u ∈ W Ξ , v ∈ W Ξ .
Theorem 8.2. For any Ξ-compatible choice of reduced sequences {I w } w∈W , if u ∈ W Ξ , then for any sequence I in W Ξ of length at least 1 (i.e. α i ∈ Ξ for each i appearing in the sequence I), we have X * Iu (zX I ) = 0 for all z ∈ Q W . Proof. Since {X Iw } w∈W is a basis of Q W , we may assume that z = X Iw for some w ∈ W . We decompose X I = v∈WΞ q v X Iv with q v ∈ Q. By Lemma 7.4 we may assume v = e.
We proceed by induction on the length of w. If ℓ(w) = 0, we have X Iw = X Ie = 1. Since W Ξ ∩ W Ξ = {e}, for any v ∈ W Ξ , v = e, we conclude that X * Iu (X Iv ) = 0. The induction step goes as follows: Assume ℓ(w) ≥ 1. Since the sequences are Ξ-compatible, we have
′ ∈ W Ξ , and ℓ(I ′ ) ≥ ℓ(I) ≥ 1. We can thus assume that w ∈ W Ξ , so that by Lemma 7.6,
Iu (X Iwv ) = 0 since wv is not a minimal coset representative: indeed, we already have w ∈ W Ξ and v = e. Applying X * Iu to other terms in the above summation gives zero by induction.
Remark 8.3. The proof will not work if we replace X's by Y 's, because constant terms appear (we can not assume v = e).
Corollary 8.4. For any Ξ-compatible choice of reduced sequences {I u } u∈W , the family {X * Iu } u∈W Ξ is a Q-module basis of (Q * W )
WΞ .
Proof. For every α i ∈ Ξ we have
, where the last equality follows from Theorem 8.2. Therefore, X *
for any z ∈ Q W . Write σ = w∈W x w X * Iw for some x w ∈ Q. If w / ∈ W Ξ , then I w ends by some i such that α i ∈ Ξ which implies that 
The formal Demazure algebra and the Hecke algebra
In the present section we recall the definition and basic properties of the formal (affine) Demazure algebra D F following [HMSZ] , [CZZ] and [Zh13] .
Following [HMSZ] , we define the formal affine Demazure algebra D F to be the R-subalgebra of the twisted formal group algebra Q W generated by elements of S and the Demazure elements X i for all i ∈ {1, . . . , n}. By [CZZ, Lemma 5.8], D F is also generated by S and all X α for all α ∈ Σ. Since κ α ∈ S, the algebra D F is also generated by Y α 's and elements of S. Finally, since δ α = 1 − x α X α , all elements δ w are in D F , and D F is a sub-S W -module of Q W , both on the left and on the right.
Remark 9.1. Since {X Iw } w∈W is a Q-basis of Q W , restricting the action (4.3) of Q W onto D F we obtain an isomorphism between the algebra D F and the Rsubalgebra D(Λ) F of End R (S) generated by operators ∆ α (resp. C α ) for all α ∈ Σ, and multiplications by elements from S. This isomorphism maps X α → ∆ α and Y α → C α . Therefore, for any identity or statement involving elements X α or Y α there is an equivalent identity or statement involving operators ∆ α or C α .
According to [HMSZ, Theorem 6 .14] (or [CZZ, 7.9 ] when the ring R is not necessarily a domain), in type A n , the algebra D F is generated by the Demazure elements X i , i ∈ {1, . . . , n}, and multiplications by elements from S subject to the following relations:
Furthermore, by [CZZ, Prop. 7 .7], for any choice of reduced decompositions {I w } w∈W , the family {X Iw } w∈W (resp. the family {Y Iw } w∈W )) is a basis of D F as a left S-module.
We show now that for some hyperbolic formal group law F h , the formal Demazure algebra can be identified with the classical Iwahori-Hecke algebra.
Recall that the Iwahori-Hecke algebra H of the symmetric group S n+1 is a Z[t, t
−1 ]-algebra with generators T i , i ∈ {1, . . . , n}, subject to the following relations:
(The T i 's appearing in the definition of the Iwahori-Hecke algebra [CG10, Def. 7.1.1] correspond to tT i in our notation, where
Following [HMSZ, Def. 6 .3] let D F denote the R-subalgebra of D F generated by the elements X i , i ∈ {1, . . . , n}, only. By [HMSZ, Prop. 7 .1], over R = C, if F = F a (resp. F = F m ), then D F is isomorphic to the completion of the nil-Hecke algebra (resp. the 0-Hecke algebra) of Kostant-Kumar. The following observation provides another motivation for the study of formal (affine) Demazure algebras.
Let us consider the FGL of example 2.2 with invertible µ 1 . After normalization we may assume µ 1 = 1. Then its formal inverse is x x−1 , and since (1+µ 2 x i x j )x i+j = x i + x j − x i x j , the coefficient κ ij of relation (c) is simply µ 2 :
Proposition 9.2. Let F h be a normalized (i.e. µ 1 = 1) hyperbolic formal group law over an integral domain R containing Z[t, t −1 ], and let a, b ∈ R. Then the following are equivalent
We have a = t+t −1 or −t−t −1 and b = −t or t −1 respectively. Furthermore µ 2 (t + t −1 ) 2 = −1; in particular, the element t + t −1 is invertible in R.
Proof. Assume there is an isomorphism of R-algebras given by T i → aX i + b. Then relations (b) and (B) are equivalent and relation (A) implies that
Therefore b = −t or t −1 and a = t −1 − t − 2b = t + t −1 or −t − t −1 respectively, since 1 and X i are S-linearly independent in D F ⊆ D F .
Relations (C) and (a) then imply
Therefore, by relation (c) and (9.1), we have a 3 µ 2 − a 2 b − ab 2 = 0 which implies that 0 = a 2 µ 2 − ab − b 2 = (t + t −1 ) 2 µ 2 + 1. Conversely, by substituting the values of a and b, it is easy to check that the assignment is well defined, essentially by the same computations. It is an isomorphism since a = ±(t + t −1 ) is invertible in R.
Remark 9.3. The isomorphism of Proposition 9.2 provides a presentation of the Iwahori-Hecke algebra with t + t −1 inverted in terms of the Demazure operators on the formal group algebra
Remark 9.4. In general, the coefficients µ 1 and µ 2 of F h can be parametrized as µ 1 = ǫ 1 + ǫ 2 and µ 2 = −ǫ 1 ǫ 2 for some ǫ 1 , ǫ 2 ∈ R. In 9.2 it corresponds to ǫ 1 = t t+t −1 and ǫ 2 = t −1 t+t −1 (up to a sign) and in this case [BuHo, Thm. 4 .1] implies that F h does not correspond to a topological complex oriented cohomology theory (i.e. a theory obtained from complex cobordism M U by tensoring over the Lazard ring). Observe that such F h still corresponds to an algebraic oriented cohomology theory in the sense of Levine-Morel. S for any v ∈ W , so it suffices to show that x Π f v ∈ D 
By Lemma 10.2, we have x Π f w0 ∈ D ⋆ F . For an arbitrary v ∈ W , by Lemma 4.2, we obtain
Corollary 10.4. For any z ∈ D F , we have x Π z ∈ S W and zx Π ∈ S W .
Proof. It suffices to show that for any sequence I v , x Π X Iv and X Iv x Π belong to S W . Indeed,
, so we only need to prove that Z is a D F -submodule.
It suffices to show that for any f ∈ Z and for any simple root α i , the element X i • f is still in Z, or in other words, that for any two simple roots α i and α j , we still have
Rearranging the numerator, we see that it is divisible by both x w(αi) and x w(αj ) , so it is divisible by x w(αi) x w(αj ) by Lemma 2.7. Suppose s j (α i ) = α i , then s j (α i ) = α j . Since X i • f = w p w f w with p w ∈ S as above, we need to prove that the coefficient of f w in X j X i • f is in S, for any w. This coefficient is
Since the numerator is already divisible by x w(αi) and by x wsj (αi) by assumption, it suffices, by Lemma 2.7, to show that it is divisible by x w(αj ) . Setting γ = w(α j ) and ν = w(α i ), it becomes (q w − q sν w )x sγ (ν) − (q sγ w − q sγ sν w )x ν . Using that Remark 10.9. In Theorem 10.7, it is not possible to remove entirely the assumptions on the root system and the base ring, as the following example shows. Take a root datum of type G 2 , and a ring R in which 3 = 0, with the additive formal group law F over R. Then, S is Σ-regular, and if (α 1 , α 2 ) is a basis of simple roots, with β = 2α 2 + 3α 1 being the longest root, we have x β = 2x α2 = −x α2 . It is not difficult to check that the element f = ( α∈Σ + , α =β x α )f e is in Z, but Lemma 10.12. For any Ξ ⊆ Π and w ∈ W , we haveX
The ring Q W is functorial in the root datum (i.e. along morphisms of lattices that send roots to roots) and in the formal group law. This functoriality sends elements X α (or Y α ) to themselves, so it restricts to a functoriality of the subring D F . It also sends the elementsX Ξ Iw (orŶ Ξ Iw ) to themselves. We can therefore assume that the root datum is adjoint, and that the formal group law is the universal one over the Lazard ring, in which all integers are regular, since it is a polynomial ring over Z.
Consider the involution ι on Q W given by qδ w → (−1)
Since the root datum is adjoint, we have D F = {f ∈ Q W | f · S ⊆ S} by [CZZ, Remark 7 .8], so it suffices to show that ι(X Ξ Iw ) · x ∈ S for any x ∈ S. We have
By Lemma 2.7, it is enough to show that v∈W (−1)
which is divisible by x α by Corollary 10.10. ThereforeX
Theorem 10.13. Q
If Ξ
′ ⊆ Ξ andw ∈ W/W Ξ ′ , letŵ its class in W/W Ξ . We consider the projection and the sum over orbit maps
The coproduct on Q W/WΞ therefore restricts to a coproduct on D F,Ξ . We then have the following commutative diagram of S-modules which defines the map η Ξ (11.1)
Proof. It follows by diagram chase from Diagram (11.1) applied first to Ξ and then to Ξ ′ , using the surjectivity of
Lemma 11.2. We have p Ξ (zX α ) = 0 for any α ∈ Σ Ξ and z ∈ Q W .
Proof. Since p Ξ is a map of Q-modules, it suffices to consider z = δ w , in which case
(a) Let {I w } w∈W be a family of Ξ-compatible reduced sequences. 
Besides, it is fixed by W Ξ by Lemma 5.5.
Proof. We prove the first identity. The second identity is obtained similarly. 
An involution
In the present section we define an involution on D F and study the relationship between the equivariant characteristic map and the push-pull operators.
We define an R-linear involution τ :
Lemma 13.1. We have τ (z 1 z 2 ) = τ (z 2 )τ (z 1 ) for any z 1 , z 2 ∈ Q W , i.e. the map τ just defined is indeed an involution.
Proof. For any q ∈ Q, we have τ (q) = q and τ (qδ w ) = τ (δ w )q, so it suffices to check that τ (δ v δ w ) = τ (δ w )τ (δ v ), which it is immediate from the definition of the multiplication in Q W .
Note that xΠ w −1 (xΠ) is in S for any w ∈ W by Lemma 3.1.(e), so the involution τ restricts to S W .
Corollary 13.2. For any sequence I, we have τ (X i ) = X i and τ (qX I ) = X I rev q. In particular, τ induces an involution on D F .
Proof. By Lemma 13.1 it suffices to show that τ (X i ) = X i , which follows from direct computation.
Recall that the characteristic map c : Q → Q * W introduced in 6.8 satisfies that q → w∈W w(q)f w , or in other words, c(q)(z) = z · q for z ∈ Q W . In particular, we have c(q)(X I ) = ∆ I (q) and c(q)(δ w ) = w(q), w ∈ W.
Lemma 13.3. For any q ∈ Q and z ∈ Q W , we have
We have the following special cases of Lemma 13.3:
Corollary 13.4. For any sequence I and x ∈ S, we have
Proof. Letting z = Y I (resp. z = X I ) in Lemma 13.3, and using τ (Y I ) = Y I rev and τ (X I ) = X I rev from Corollary 13.2 we get the two identities.
Corollary 13.5. For any z ∈ Q W , we have A Π (τ (z)
•f e ) = (z · 1)1. In particular, A Π (q •f e ) = q1 and A Π (B I (f e )) = ∆ I rev (1)1 = δ Kr I,∅ 1.
14. The non-degenerate pairing on the W Ξ -invariant subring
In this section, we construct a non-degenerate pairing on the subring of invariants (D ⋆ F )
WΞ . Using this pairing we provide several S-module bases of (D
For any w ∈ W, u ∈ W Ξ we set
where a X w,uv and a Y w,uv are the coefficients introduced in Lemma 3.2 and 3.3. Lemma 14.1. For any w ∈ W we have
Proof. We prove the first formula only; the second one is obtained similarly. By Lemma 7.3 and 6.6,
by (8.1), representing v = uv ′ , and Lemma 5.1,
Lemma 14.2. For any w ∈ W, u ∈ W Ξ , we have d 
Hence, the matrix D
On the other hand, for u ∈ W Ξ , we have
By Corollary 8.5, and because X * Iu is fixed by W Ξ , we have b
which is invertible in S by Lemma 14.5 below. Since the determinant of M Proof. We already know that this product is in S, since it is the determinant of the matrix M We construct now an algebraic version of the push-forward map.
For any Ξ ⊆ Π, the W Ξ invariant subring S WΞ (resp. Q WΞ ) acts by multiplication on the right on S W/WΞ (resp. Q W/WΞ ) by the formula ( w qwδw) · q ′ = w qww(q ′ )δw (note that w(q ′ ) does not depend on the choice of a representative w ofw). When q ∈ S WΞ (resp. Q WΞ ) and f ∈ S ⋆ W/WΞ (resp. f ∈ Q * W/WΞ ), we write q • f for the map dual to the multiplication on the right by q.
Recall that d
W/WΞ was defined at the beginning of section 11, and that it sends fw to fw. By Corollary 5.2 we know that
We define A Ξ/Ξ ′ : In some sense, Theorem 15.6 is not completely satisfactory in terms of geometry: in the parabolic case, although we do know that the Schubert classes {A Ξ A I rev w (x Π f e )} w∈W Ξ form a basis, we did not find a good description of the dual basis with respect to the bilinear form.
