Abstract: This paper proposes a novel interactive teaching-learning optimizer (ITLO) for voltage source converter based high voltage direct current (VSC-HVDC) systems with offshore wind farm integration. Conventional vector control strategy is adopted, in which the parameters of eight proportional-integral (PI) loops are optimally tuned to achieve a reliable and satisfactory control performance under various operation conditions. Multiple classes are employed to realize a wider exploration compared with that of original teaching-learning based optimization (TLBO). Moreover, a small world network (SWN) is incorporated for an interactive learning among the teachers or students from different classes, such that a deeper exploitation can be resulted in. Hence, ITLO can effectively avoid a local optimum due to the appropriate trade-off between explorations and exploitations. Three case studies are carried out, such as active and reactive power tracking, short-circuit fault at power grid, and offshore wind farm connection. Simulation results verify the effectiveness and advantages of ITLO over that of existing meta-heuristic optimization algorithms.
VSC-HVDC Modelling
The studied system is illustrated in Fig. 1 , in which an offshore wind farm and a strong AC grid are connected at the PCC to transmit AC power to the rectifier. The rectifier regulates the DC voltage and reactive power, while the inverter regulates the active and reactive power, respectively. Note that the voltage of PCC us1 might vary due to the connection of offshore wind farm as the wind power is usually uncertain. In addition, only the balanced conditions are taken into account, e.g., the three phases have identical parameters and their voltages and currents have the same amplitude while each phase shifts 120° between themselves. A more detailed VSC model featuring the related switches can be employed but this would only add a slight ripple in voltage waveforms due to the associated switch action, which does not significantly affect the fundamental dynamics [28] . As a consequence, VSCs are represented by their average model [29] .
The rectifier dynamics can be written at the angular frequency as [4, 6] .
where the rectifier is connected with PCC via the equivalent resistance R 1 and inductance L 1 , respectively. C 1 is the DC bus capacitor at the rectifier side, 
where the inverter is connected with the AC grid 2 via the equivalent resistance R 2 and inductance L 2 , respectively. C 2 is the DC bus capacitor at the inverter side, The interconnection between the rectifier and inverter through the DC cable can be represented by
where R 0 represents the equivalent DC cable resistance. The phase-locked loop (PLL) [30] is adopted during the transformation from the abc frame to the dq frame. In the synchronous frame, u sd1 , u sd2 , u sq1 , and u sq2 are the d-, q-axis components of the PCC and AC grid 2 voltages; i d1 , i d2 , i q1 and i q2 are that of the line currents; u rd , u id , u rq and u iq are that of the converter input voltages. P 1 , P 2 , Q 1 , and Q 2 are the active and reactive powers transmitted to the VSCs; V dc1 and V dc2 are the DC voltages; and i L is the DC cable current.
At the rectifier side, the q-axis is set to be in phase with the PCC voltage u s1 . Correspondingly, the q-axis is set to be in phase of the AC grid 2 voltage u s2 at the inverter side. Hence, u sd1 and u sd2 are equal to 0 while u sq1 and u sq2 are equal to the magnitude of u s1 and u s2 , respectively. Note that this paper adopts such framework from [4] [5] [6] 8 ] to provide a consistent control design procedure and an easy control performance comparison, while other frameworks can also be used as shown in [9] . The only difference of these two alternatives is the representation of derived system equations, while control design is totally the same. At last, the power flows can be calculated as 1  s q 1 q 1  s d 1 d 1  s q 1 q 1   1  sq1 d1  sd1 q1  sq1 d1   2  sq2 q2  sd2 d2  sq2 q2   2  sq2 d2  sd2 q2  sq2 d2   3  3  (  )  2  2  3  3  (  )  2  2  3  3  (  )  2  2  3  3  (  )  2 2
Interactive Teaching-Learning Optimizer

Principle of ITLO
Compared with TLBO, ITLO adopts multiple classes for an optimal solution searching, in which each class consists of a teacher and a group of students, as schematically shown in Fig. 2 . The related concepts and principles are demonstrated as follows:
 Teacher: An individual owning the best solution (which has the smallest fitness function) of a class, who is responsible for teaching and guiding the students of that class to find a better solution, and also learning beneficial knowledge through interactions with other teachers.
 Student: An individual owning a solution with a larger fitness function than that of the teacher in the corresponding class, who endeavours to find a better solution via continuously learning the helpful knowledge from the teacher and interactions with other students.
 Role swapping: If a student finds a better solution than that of the teacher in one iteration, then their roles will be swapped, i.e., the promising student will be promoted as a new teacher while the incompetent teacher has to be demoted as a new student of that class in the next iteration.
Small world network
In general, the population-based algorithms, e.g., GA and PSO, are implemented for optimization with a completely deterministic or a completely stochastic interaction network. However, Watts and Strongetz [27] have discovered that the social networks in a human or animal group/society do not always strictly focus on themselves, but might often biased to some neighbourhood between themselves. Motivated by this natural phenomenon, an SWN mechanism was developed to generalize the unique feature of such social networks. It has been proved that global searching ability of the population-based techniques can be significantly enhanced with the use of SWN, e.g., PSO with SWN based dynamic topology [31] and improved SWN based group search optimization (GSO) [32] . Hence, SWN is incorporated for the interaction network construction among the teachers or students.
In the SWN, each individual can stochastically interact with any other individuals with a probability of p. Here, the probability of interaction p ij between the ith individual and the jth individual can be calculated as
where k is the iteration number; k max is the maximal iteration number; C p is the probability coefficient, with 0<C p <1.
Teaching between teachers and students
In general, a teacher aims to raise the average scores/grades of the entire class, such that all students can continuously improve their solutions through reducing the gap between the teacher's highest scores/grades and the relatively lower average scores/grades of the whole class, in which the solution of each student can be updated as [19, 20]  
where superscripts i and m represent the ith class and the mth student, respectively; im k x denotes the solution of the mth student in the ith class at the kth iteration; t i k x is the obtained solution of the teacher in the ith class at the kth iteration; teach im x means the solution of the mth student learned from the teacher; M k i represents the average solution of the ith class at the kth iteration; f denotes the fitness function; r is a random number among the range of [0, 1]; T F is a teaching factor determining the average solution that needs to be improved, whose value can be either 1 or 2 which is again a heuristic step and decided stochastically with an equal probability; and P s is the population size of each class.
Interactive learning among teachers or students
Each individual (e.g., a teacher or a student) has his/her personal social (interaction) network with others. If an individual finds that others own more beneficial knowledge through interaction, then his/her current solution will be updated based on that one, which yields is the set of interacted individuals of the mth person of the ith class at the kth iteration, which is determined by (5).
Comparisons of TLBO and ITLO
Each teacher only interacts with teachers from other classes via SWN, while each student can interact with students from any classes with a probability described by (5) . Further, the main differences between TLBO and ITLO are highlighted in Table 1 for table of results, which can be explained as follows:
 Range of exploration: TLBO employs a single class of individuals for the global searching, while all the students are guided by only one teacher, hence he/she may be trapped at a local optimum as all the individuals can only gain beneficial knowledge from a single class. In contrast, ITLO raises the number of class for a wider explorations, in which each teacher can independently guide his/her own students of that class, such that the probability of finding a higher quality optimal solution can be naturally increased, that is, an enhanced global searching ability can be guaranteed.
 Depth of exploitation: In TLBO, each student just stochastically learns from one of the other students or a single teacher. However, the student in ITLO can learn from his/her own teacher, as well as from others through the interaction with SWN. Such interactions stem from different classes and are continuously varying according to SWN, thus a deeper exploitation can be achieved.
ITLO Design for Optimal PI Controller Parameters Tuning of the VSC-HVDC System
ITLO based control structure for VSC-HVDC systems
It can be observed from Fig. 3 that the VSC-HVDC control system contains two parts, i.e., the rectifier controller and inverter controller. At the rectifier side, the outer control loops regulate both the DC voltage V dc1 and reactive power Q 1 to obtain the dq-axes current references * and * , respectively, while the inner control loops regulate these two currents associated with the compensation terms ′ and ′ to obtain the final control inputs u d1 and u q1 . Similarly, at the inverter side, the outer control loops regulate both the active power P 2 and reactive power Q 2 to obtain the dq-axes current references * and * , respectively, while the inner control loops regulate these two currents associated with the compensation terms ′ and ′ to obtain the final control inputs u d2 and u q2 . ITLO is adopted to optimally tune the parameters of eight PI loops. At each iteration, the controlled variables of VSC-HVDC systems will be considered into the optimization model, i.e., the fitness functions and corresponding solutions, while each solution represents a teacher or a student in ITLO. Then the solutions of all the students and teachers will be gradually improved until the final optimal parameters are found, which will be then adopted in the VSC-HVDC control systems. Three cases are taken into account, e.g., (1) active and reactive power tracking; (2) 5-cycle line-line-line-ground (LLLG) fault at PCC; and (3) offshore wind farm connection, together with the consideration of the overall control costs, the optimization model of ITLO for the studied system is constructed as (13) and (14) [6] .
Here, the number of the classes n is selected as a fixed number, which is set to be 5 for all the cases in this paper, as shown in Table 2 . Besides, the initial set of individuals (students and teachers) can be obtained by randomly choosing from the feasible region, as follows:
where 0 im x denotes the initial solution of the mth individual in the ith class; R is a random vector, of which each element is randomly distributed among the range of [0, 1], while its size equals to the number of controllable variables; x ub and x lb are the upper and lower bounds of the controllable variables, respectively. According to the obtained initial solutions by (15) , the fitness function of each individual can be directly calculated by (13) , then an individual with the minimal fitness function of that class will be promoted as the teacher of that class, while other individuals are degraded as the students.
Note that each teacher only interacts with teachers from other classes via SWN, i.e., a teacher will interact another teacher with a probability determined by (5) .
Moreover, the mechanism of interactive learning among teachers is the same as that among students, so they are organized together through (10) to (12) . Based on such interactive learning, a teacher will learn more beneficial knowledge from one of his/her interacted teachers with the minimal fitness function, thus the current solution can be considerably improved with a much smaller fitness function.
Parameter setting of ITLO
In ITLO, four parameters, the maximal iteration number k max , probability coefficient C p , population size P s , and the number of class n are very crucial thus need to be carefully selected for a desirable parameter tuning performance of VSC-HVDC systems. Here, k max determines the obtained optimal solution and execution time, which is chosen from one of the integers {50, 100, 150, 200, 250} according to a proper trade-off between the execution time and the quality of the obtained optimal solution. In general, a larger k max will lead to a longer execution time and a higher quality optimal solution. Through trial-and-error, it shows that the optimal solutions obtained by different algorithms remain to be constants or just changed slightly when k max ≥150, thus it is set to be 150 to appropriately shorten the execution time for all the algorithms. Finally, the uniform design technique [33] is adopted to find the appropriate parameters with a few experiments, which values are given in Table 2 .
Overall execution of ITLO
To this end, the overall execution procedure of ITLO for VSC-HVDC systems is illustrated in Fig. 4 .
Case Studies
The proposed ITLO has been applied for optimal PI controller parameters tuning of VSC-HVDC system, which control performance is compared to that of GA [14] , GSO [34] , PSO [16] , and TLBO [19] , respectively. The AC grids frequency is 50 Hz and the VSC-HVDC system parameters are tabulated in Table 3 . Moreover, control inputs are modulated by the sinusoidal pulse width modulation (SPWM) technique [4, 6] while the switching frequency is 1620 Hz for both the rectifier and inverter [5] . The simulation is executed on Matlab/Simulink 7.10 using a personal computer with an Intel® Core™i7 CPU at 2.2 GHz and 4 GB of RAM.
Besides, ITLO and all the other algorithms are applied for offline optimization, not online optimization. In other words, when the optimal PI controller parameters are finally found, the obtained optimal PI controller parameters will be adopted and maintained thereafter. This is due to the fact that their execution time (in hour) is too long to satisfy a real-time control of VSC-HVDC systems, in which the power tacking, events happened in the connected power systems, and offshore wind farm are normally in milliseconds. Here, the element of the above vector is denoted by integral gain of reactive power Q 1 (K iQ1 ); proportional gain of d-axis current I d1 (K pQ1 ); integral gain of d-axis current I d1 (K iId1 ); proportional gain of reactive power Q 1 (K pId1 ); integral gain of DC voltage V dc (K iVdc ); proportional gain of DC voltage V dc (K pVdc ); integral gain of q-axis current I q1 (K iIq1 ); proportional gain of q-axis current I q1 (K pIq1 ); integral gain of reactive power Q 2 (K iQ2 ); integral gain of reactive power P 2 (K pQ2 ); proportional gain of reactive power P 2 (K iId2 ); integral gain of q-axis current I q2 (K pId2 ); proportional gain of reactive power Q 2 (K iP2 ); proportional gain of q-axis current I q2 (K pP2 ); integral gain of d-axis current I d2 (K iIq2 ); respectively. Note that these parameters are the same for all of the three cases, as shown in objective function (13).
Active and reactive power tracking
Simulation results obtained under six consecutive step changes of both active power and reactive power are given in Fig.  5 , which attempts to simulate sudden power variations at different operation points. It is obvious that ITLO has the smallest overshoot of active power and reactive power, together with a rapid and smooth power tracking. Moreover, it has the smallest DC voltage variation during each power tracking with the fastest convergence.
5-cycle LLLG fault at PCC
A 5-cycle LLLG fault occurs at PCC when t=0.1s and removed at t=0.2s. Due to the fault, PCC voltage is decreased to a critical level [35, 36] . Fig. 6 illustrates that ITLO can rapidly restore the VSC-HVDC system with the smallest reactive power oscillations. In addition, ITLO can produce just a minimal AC fault current and restore it very rapidly, thus it is more effective in handling the AC fault compared to that of other algorithms. Finally, the overall control costs illustrate that ILTO just needs the least control efforts to restore the disturbed system.
Offshore wind farm connection
Due to the unpredictability and uncertainties of the wind speed [10] , the injected wind power is normally a random value which may result in a voltage variation at PCC [6, 8, 37, 38] . Hence, a sinusoidal AC voltage disturbance Δu s1 =19.8sin(8πt) kV (0.15 p.u.) starts at t=0.5s and ends at t=1.5s is applied to simulate the effect of offshore wind farm connection. The corresponding system responses are illustrated by Fig. 7 , it clearly shows that ITLO can provide a minimal oscillation of DC voltage and reactive power, thus it is capable to effectively suppress such malignant oscillations.
Comparative studies
The integral of absolute error (IAE) indices of each approach calculated in different cases are tabulated in Table 4 than that of TLBO, while it can obtain the optimal results in all other cases. In particular, its IAE Q1 is only 51.30% of that of GA in 5-cycle LLLG fault, and its IAE Vdc1 is merely 33.33% of that of GSO in offshore wind farm connection. The overall control costs are demonstrated in Fig. 8 , which clearly shows that ITLO has the lowest overall control costs in all cases. In addition, Table 5 provides the statistical results of fitness function obtained by different algorithms in 10 runs, in which all the performance indices of ITLO are the lowest among all algorithms. Note that all the algorithms have been executed for 10 runs, thus 10 optimal solutions with different fitness function can be obtained, among which the optimal solution with the minimal fitness function in 10 runs is regarded as the best case, while the one with the maximal fitness function is regarded as the Worst case. In particular, different runs adopt different initialization sets which are chosen according to (15) . Here, the initialization sets include 3500 solutions (50 populations*5 classes*14 variables). Due to page limits, only half of the initialization sets of the best case (25 populations*14 variables=350 solutions) are provided which can be found in Table 6 .
Moreover, the smallest mean value indicates that ITLO can generally find a higher quality optimum, while the smallest relative standard deviation (Rel. Std. Dev.) verifies that ITLO has the highest convergence stability and reliability. As a result, ITLO is adequate to effectively avoid a local optimum because of a wider exploration through multiple classes, as well as a deep exploitation via SWN based interactive learning, such that a relatively high and reliable global searching ability can be guaranteed.
At last, the statistical results of execution time, convergence time, and iteration number are summarized by Table 7 , in which the execution time and convergence time of GA are the shortest due to its simple structure, while that of ITLO are longer than other approaches due to its more complicated optimization mechanism resulting from the wider exploration and deeper exploitation. Note that such long execution time is acceptable in practical VSC-HVDC system operation as such optimization is in an offline manner.
It is worth noting that the solution sets of the different algorithms used for comparison are strongly depended upon the initial set of individuals. As a result, a random initialization is employed to determine the initial set of individuals by (15) , instead of a simply fixed or subjective initial set. More specifically, all the algorithms use the same manner to initialize the set of individuals by (15) , while their sets of initial individuals might be quite different due to the random initialization. In fact, this is also one of the main reason of executing all the algorithms in 10 runs, such that a much fair comparison of performance can be achieved instead of a merely single run with a random initialization.
Conclusions
A novel ITLO scheme is developed in this paper for the optimal PI controller parameters tuning of VSC-HVDC system with offshore wind farm integration. A wider exploration can be achieved by employing the multiple classes into knowledge learning, meanwhile the interactive learning among the teachers or students through SWN can provide a deeper exploitation. Under such improved optimization framework, the global searching ability of ITLO is remarkably enhanced, i.e., the local optimum can be effectively avoided. Three case studies have been undertaken to evaluate its control performance and are compared to that of other typical meta-heuristic optimization algorithms. Simulation results have verified that ITLO can smoothly track the active and reactive power reference, rapidly restore the disturbed system after a 5-cycle LLLG fault occurs at PCC, and effectively suppress the malignant oscillations of DC voltage and reactive power resulted from uncertain wind speed variations. At last, the overall control costs of ITLO are the lowest among all algorithms. Table 3 The VSC-HVDC system parameters [6] .
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