The National Atmospheric Research Laboratory (NARL) situated at Gadanki, Andhra Pradesh, constitutes the primary source for Indian MST radar data (Mesosphere-Stratosphere-Troposphere). The primary purpose of the MST radar is to analyze and explore the atmospheric dynamics. The MST radar is developed with an array antenna in the active phase and consists of 1024 Yagi-Uda antennas being operated at a frequency of 53 MHz. The NARL provides atmospheric wind data by using MST radar. The wind speed parameters are calculated from the radar echo signals by using spectral estimation. In this paper, the analysis and evaluation of data-adaptive spectral estimation algorithms namely nonparametric iterative adaptive approach (IAA) and semiparametric methods-sparse learning via iterative minimization (SLIM) and sparse iterative covariance-based estimation (SPICE)-have been presented. These algorithms exhibit high resolution and low sidelobe levels. The detectability of the radar signals is improved at low signal-to-noise (SNR) conditions. The zonal speed (U), meridional speed (V) and wind speed (W) are computed and are validated using the Global Positioning System (GPS) radiosonde data. From the results, the SPICE algorithm outperforms the other two data-adaptive algorithms and the existing periodogram method.
Introduction
Radar can be developed for the detection and location of the targets. The Doppler radars can also be used for remote sensing applications. The National Atmospheric Research Laboratory (NARL) is facilitated with MST radar from which the data is retrieved for studying and analyzing the active behaviour of the atmosphere. The MST radar is operating at a frequency of 53 MHz based on the Doppler principle. It provides the atmospheric information starting from an altitude of 3.6 km with a resolution of 150 m. These are clear air radars, and they operate typically in very high frequency (VHF 30-300 MHz) and ultra high frequency (UHF 300-3 GHz) bands. Table 1 gives the technical specifications of the Indian MST radar. The information on the atmospheric wind data is provided by MST radar. The Doppler frequency profiles can be determined from the MST radar echoes, and further, the Doppler profiles can be used to calculate wind velocities. The NARL developed an algorithm for processing the atmospheric data retrieved from the MST radar, which is known as Atmospheric Data Processor (ADP) [14] . The ADP employs the basic periodogram method. In this paper, we use the periodogram as the existing method. The principle advantage of periodogram is simple to implement and low in computational complexity.
The existing periodogram method is falling short at higher altitudes, where SNR is low. In literature, several methods have been proposed for the Doppler estimation. Bispectral estimation algorithm [13] is applied to radar at a high computational cost. The multitaper based spectral estimation [15] has the advantage of the reduction in variance and is applied to the radar data. However, it has a spectral peak broadening. An adaptive estimation technique had presented to estimate Doppler spectra, with specific parameters which can able to track the signal in the range of Doppler spectral frame [16] . Several methods like wavelet-based denoising [10] and the cepstral thresholding [11, 12] have also been used for spectrum cleaning and then Doppler spectrum estimation leading to the calculation of wind velocities. According to [11, 12] , a polyphase approach was employed for spectrum estimation using uniform filter banks. Recent studies applied principal component analysis (PCA) on the radar data, before periodogram estimation using Blackman-Tukey, and minimum variance methods [2] . All the existing methods used in spectral estimation for atmospheric radar data falls under two estimation methods either parametric or nonparametric. However, the parametric method requires the prior knowledge of some parameters and nonparametric method has global leakage (peaks at unwanted frequencies) and local leakage (main beam limits).
In this paper, data-adaptive algorithms are applied for the spectral estimation of radar data. The nonparametric iterative adaptive approach (IAA) [4, 18] is based on weighted least squares minimization. The sparse learning via iterative minimization (SLIM) [1, 17] algorithm is a sparse signal regularized minimization algorithm. The sparse iterative covariancebased estimation (SPICE) [3, 9] algorithm is based on the minimization of the weighted covariance matrix. These are data-dependent approaches which provide precise detection, even in clutter interference or high noise levels. Also, these data-adaptive algorithms work with well with a single snapshot or multiple snapshots. The flow chart of the proposed methods is given in Fig. 1 .
The paper is structured as: Section 2 presents the basic data model. In Section 3, the IAA algorithm is explained in detail. The SLIM algorithm is discussed in Section 4. In Section 5, the SPICE algorithm is explained. The Practical MST radar results are shown in Section 6. In Section 7, the conclusion is given.
In this paper, uppercase and lowercase boldface letters indicate matrices and vectors respectively. The scalar quantities are indicated by normal letters. Notations diag(•), E(•), (•) * , ‖•‖, |•| and denotes the diagonalization operation, the expectation operator, the complex conjugate transpose (Hermitian transpose), the Frobenius norm and the modulus. The kth element of a vector is represented by the subscript [•] k , and I N represents an N × N identity matrix.
Data Model
The atmospheric radar data retrieved from NARL is uniformly spaced complex base-band signal with two-phase components namely in-phase (I) and quadrature (Q) phases.
Let the complex data be y(t n ), which is formed by the combination of complex exponentials with frequencies
where t n f g N n¼1 denotes the uniformly or non-uniformly spaced sampling time instants and C is the small number. The magnitude of the kth frequency component Ω k isŝ k and e(t n ) is additive white Gaussian noise component that corresponds to the nth sampling time. Let K be the number of frequency points that is sampled and K ≫ C. The frequency points can be represented as ω k = Ω max k/K. Radar controller PC-AT Pentium-IV featuring programmable experiment specification file . Computer system PC-AT Pentium-IV system with ADSP 21060 DSP processors for data acquisition and processing.
Accordingly, the complex data can be modelled as
The expanded version of the above equation is
Those values of k for which ω k ϵ Ω k f g C k¼1 , the corresponding s k values will be non-zero. Vectorically, the equation can be represented in the form:
where a(ω k ) is defined as
Here y = [y(t 1 ), y(t 2 ), …., y(t N )] T . |s k | 2 is the power value that has to be estimated, associated with the kth frequency.
The covariance matrix of the complex data is given as
where
. In matrix P, the first K diagonal elements p i f g K i¼1 are the power values to be estimated and remaining elements p i f g KþN i¼Kþ1 are the noise variance values.
Iterative Adaptive Approach (IAA)
The Iterative adaptive approach [18] is a nonparametric, datadependent method based on the weighted least squares criterion. The cost function is given as follows:
Let p k (i) denotes the estimate of p k at ith iteration, and let
Making use of the Woodbury matrix identity of The iterative process, which is used for the estimation of power is given beloŵ
The single frequency least-squares (SFLS) (termed as periodogram) method is used to obtain initial estimate m r (0).
The iterations can be stopped when the following condition is met
where p(i) is a vector that contains the power spectrum estimation values.
The summary of the algorithm is given in Table 2 .
Sparse Learning via Iterative Minimization (SLIM)
The semiparametric method namely SLIM works under the assumption σ 0 = σ 1 = … = σ N − 1 = σ. This algorithm is termed as a maximum a posterior (MAP) approach. Let us consider a Bayesian model for (4):
where y,s and σ are the received signal vector, complex-valued signal vector and noise power, respectively. The variable q is the user parameter, whose value lies in between 0 and 1.
The estimates of s and σ can be done by MAP approach
Applying the negative logarithm to (14) , it will become
which is the regularized minimization for the sparse signal recovery.
i.e.,ŝ;σ ¼ min
The optimization problem is resolved in an iterative manner by using the cyclic minimization (CM) and majorizationminimization (MM) [6] methods. The first given estimates of s and σ are assumed, and by using the cyclic optimization technique, the estimates of s and σ are found. The optimization of s keeping σ fixed and the optimization of σ keeping s fixed are the two steps used for iteration. The updated SLIM formulae are as shown below:
1. Let s(i) and σ(i) be the transitional estimates of s and σ, respectively. We need to minimize the function (16) with respect to s.
Solving for s(i + 1) by making the derivative (d/ ds H )g(s, σ(i)) to zero, we get the nonlinear Eq. (17)
where P = diag {p}, p = [p 1 , p 2 , …., p N ] T and p n = |x n | 2 − q . Since P is a nonlinear function of s, it is hard to solve s(i + 1). We use a heuristic approach.
Put P = P(i), where P(i) = diag {p(i)}, 
4.
Check if ‖‖p(i) − p(i − 1)‖‖ 2 /‖‖p(i)‖‖ 2 < 10 −5 , if this condition fails, then iterate steps 2 and 3, else STOP. p(i) = [p 1 (i), p 2 (i), …., p N (i)] T and p n (i) = |x n (i)| 2 − q . Then (17) becomes
The solution to (18) is simple and as follows:
Finally, the (i + 1)th iteration is given as
Let us define covariance matrix R(i) = AP(i)A H + σ(i)I then
2. Next, the function (16) is minimized with respect to σ. Setting (d/dσ)g(s(i), σ) to zero leads to:
The algorithm is initiated by the application of a matched filter, so that p n 0 ð Þ ¼ a H n y=a H n a n 2 , for n = 1, 2, … , N, where a n is the n-th column of A, and σ 0
where x(0) is obtained from {p n (0)}. It finds the local minimum of the cost function (4) and converges rapidly. The convergence criterion for the algorithm is ‖p(i) − p(i − 1)‖ 2 / ‖p(i)‖ 2 < Δ where Δ is the small positive number and it shows no significant improvement after 15-20 iterations. Here we use the user parameter value q as 0. The summary of the SLIM algorithm is given in Table 2 .
Sparse Iterative Covariance-Based Estimation (SPICE)
The semiparametric algorithm/sparse iterative covariancebased estimation [7, 8] can be attained by minimizing the covariance matrix fitting criterion and is a hyperparameterfree technique. This offers finer resolution and low sidelobe levels while preserving robustness against associated sources. The cost function of the SPICE algorithm is obtained by the minimization of the weighted covariance matrix and is as follows:
where R −1/2 denotes Hermitian square root of R −1 .
This leads to (24) which is to be minimized
We know that tr R ð Þ¼E y
Put ‖a k ‖ 2 /‖y‖ 2 as w k in (27)
The minimization of f ′ corresponds to the function:
Clearly from (26), ‖y‖ 2 is an unbiased estimate of ∑ KþN k¼1 a k k k 2 p k and also consistent. Henceforth, the minimization problem can be stated as
Let Q be a complex matrix of size N × (K + N) such that QD * = I. Using this, the minimization problem can be rewritten as
The minimization of h is done by an iterative algorithm.
Step 0. Compute the initial power estimates {p k } as p k 0 ð Þ ¼ a * k y j j 2 a k k k 4 (32) similar to periodogram.
Step 1. With fixed {p k } at the most recent value, minimize h wrt Q * , such that QD * = I. The optimum value of Q that minimizes h is given as
Step 2. With the recent value of Q * , minimize h wrt {p k ≥ 0} such that ∑ KþN k¼1 w k p k ¼ 1. The solution to this step is closed form as detailed below.
For the ith iteration, let
The minimization problem for solving step 2 of the said algorithm is
where β k (i) is the kth element of β(i).
From the Cauchy-Schwartz inequality,
In order to satisfy the constraint in (23), the new estimate of power p k in the next iteration is 
The iterative steps are summarized as
Step 1) Evaluate the covariance matrix R M R¼∑ KþN k¼1 p k a k a * k
Step 2) Update the power spectrum values
Step 3) Go to step 1 and iterate the steps until convergence. The iterations can be stopped when ‖p(i + 1) − p(i)‖/‖p(i)‖ < 10 −5 , where p(i) is a vector containing the estimated power spectrum values. The summary of the SPICE algorithm is given in Table 2 .
The power update equation for SLIM and SPICE has the similar multiplicative form and for IAA is of the other form. The updating formulas of all the three algorithms depend on a * k R −1 i ð Þy and the power that is raised depends on the method, where it is 1st power for SPICE and 2nd power for both IAA and SLIM.
Results
The MST radar data retrieved from NARL, Gadanki, consists of 15 scans, of which, each scan contains the signal information from 6 beams directions (East, West, Zenith-X, Zenith-Y, North and South). Every beam has 147 range bins, starting from 3.6 km to 25.6 km with a range resolution of 150 m. Each range bin has 512 samples of complex time-series data. The data-adaptive algorithms and Fig. 4 Zonal, meridional and wind speed for July 2, 2014, data using periodogram, IAA, SLIM, SPICE and GPS periodogram is used for the power spectrum estimation of the radar data.
The Doppler frequency for each range bin is calculated using the maximum peak method (i.e. frequency that has maximum value) from the attained spectrum. Similarly, the Doppler is calculated for all the remaining range bins to get the profile. For a higher range of heights, it is shown that peaks arise at unwanted frequency points in the spectrum. Considering this problem, it is shown that, between two adjacent range bins, the wind profile does not change in a drastic manner. Therefore, while looking at the spectrum of the higher bin, only those frequency points that are in the close proximity of the Doppler frequency of the lower bin need be of importance. Hence, the Doppler frequency of the higher bin will be the position of the peak that arises in this particular frequency band. The magnitudes of all the other peaks that arise outside this range of frequencies may be overlooked and thus considered as zero.
The 
where v E , v W , v ZX , v ZY , v N and v S are the Doppler velocities of the six beams and the subscripts represent the corresponding beams, v x , v y and v z are the zonal (U), meridional (V) and vertical Z velocity components, respectively. The vertical direction beams, Zenith-X and Zenith-Y, do not play a function in the calculation of the wind velocity.
The wind speed W is computed as The Global Positioning System (GPS) radiosonde wind speed data is used for the comparison of wind speed derived from the Doppler velocities.
The data-adaptive algorithms are applied to the MST radar data on 9 February 2015 for all the 6 beams. The SNR calculated [5] for the radar data using the proposed algorithm and existing algorithm (periodogram-ADP) are shown in Fig. 2 . It can be observed from Fig. 2 that the SPICE gives the improved SNR values even at the higher range than IAA, SLIM and periodogram method. The average SNR values (dB) for 6 beams on February 9 and 10, 2015, are determined and are shown in Table 3 . The comparative evaluation of average SNR values also reveals that SPICE gives better SNR values compared to the existing periodogram method.
The Doppler height profiles for the four scans of the east beam attained by using periodogram, IAA, SLIM and SPICE are shown in Fig. 3a, b, c and d , respectively, for the radar data collected on February 9, 2015. The compared mean Doppler profiles and standard deviations are shown in Figs. 3e and 5f, respectively. The observed significant difference among them is that the standard deviation for SPICE and SLIM are lied very close to the zero whereas that of IAA and periodogram. They showed an apparent deviation from zero up to the height of 20 km.
The zonal, meridional and wind speed components estimated using the periodogram, data-adaptive algorithms and GPS radiosonde are depicted in Figs. 4 and 5 for the data collected on July 2, 2014, and February 9, 2015, respectively. It is revealed that all the data-adaptive algorithms are following the GPS. The PCA method is also applied to the data and is compared with the data-adaptive methods. The wind speeds for real-time radar data collected on two different dates namely July 2, 2014, and February 9, 2015, are represented in Fig. 6. From Fig. 6 , it can be seen that the data-adaptive methods are following the GPS data than the periodogram and particularly SPICE is estimating the wind speed almost similar, whereas PCA either underestimates or overestimates the wind speed with respect to the GPS data. Even for the height range from 14 to 17 km, the SPICE algorithm outperforms the existing spectral estimation methods.
The consistency is checked by calculating the correlation between GPS data and wind speed obtained using data-adaptive techniques for the radar data retrieved during 9-12 February 2015. The correlation between the GPS data and periodogram, IAA, SLIM and SPICE are shown in Fig. 7 . With reference to Fig. 7 , the correlation values are shown in Table 4 , showing the efficiency of the dataadaptive methods, especially SPICE algorithm. In Table 4, the correlation values for the radar data collected during 4-8 October 2006, is given. From Table 4 , we observed that the SPICE method has the highest correlation factor than IAA and SLIM.
Conclusions
The three data-adaptive spectral estimation algorithms are presented and are applied to the MST radar data. Significant enhancement in SNR at higher altitudes is achieved. The proposed algorithms showed the reduction in deviation of mean Doppler profiles and standard deviation when compared to the existing periodogram method. This proves that data-adaptive algorithms, even at higher ranges, functions superior compared to existing algorithms. The wind velocities obtained from the proposed algorithms are validated using the GPS radiosonde values. The correlation between wind speeds calculated using GPS and periodogram, IAA, SLIM and SPICE for the radar data collected in October 2006 is 0.84, 0.89, 0.91 and 0.95, respectively, and in February 2015 is 0.85, 0.92, 0.94, and 0.97, respectively. SPICE outperforms the IAA and SLIM in all parameters. The proposed methods give improved results with high computational complexity. This is because of the computation of the matrix inversion and can be carried out using efficient methods that can result in less computational time.
