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Abstract
We propose a new approach for the recovery of bi-
nary signals in compressed sensing, based on the local
minimization of a non-convex cost functional. The
desired signal is proved to be a local minimum of
the functional under mild conditions on the sensing
matrix and on the number of measurements. We de-
velop a procedure to achieve the desired local mini-
mum, and, finally, we propose numerical experiments
that show the improvement obtained by the proposed
approach with respect to classical convex methods.
1 Introduction
Binary compressed sensing (BCS, [1]) refers to com-
pressed sensing (CS, [2]) in the case of sparse binary
signals. We can mathematically formulate BCS as
follows: recover the sparsest x ∈ {0, 1}n from y = Ax,
given A ∈ Rm,n with m < n. This is the simplest for-
mulation of the most general problem of CS for finite-
valued or discrete signals, that is, signals whose com-
ponents are known to belong to a finite or discrete
alphabet. The first theoretical analyses on this topic
are very recent [3], despite the relevance in practical
applications is widespread, e.g., in digital commu-
nications, wireless communications, sensor networks,
digital image processing, spectrum sensing, localiza-
tion, and quantized systems.
It is worth noticing that the classical recovery al-
gorithms for CS can be applied to finite-valued sig-
nals as well, but they are not always prone to embed
prior information on the discrete nature of the signal,
which is expected to improve the accuracy of the so-
lution. On the other hand, the discrete nature might
lead to combinatorial approaches, which turn out to
be computationally burdensome. In this paper, we
instead show that solving a non-convex problem over
the convex hull of the alphabet can lead to the exact
recovery. In [3], the problem is tackled by solving
the basis pursuit [4] on the convex hull of the alpha-
bet, and theoretical results on phase transition and
stability are provided under null space properties.
In this paper, we propose a new formulation of the
problem, introducing a cost functional tailored for
binary signals in {0, 1}. For simplicity, we restrict
the problem to the noise-free setting. Generaliza-
tions to large alphabets and noisy settings are under
study. We however notice that the binary case is it-
self relevant, and BCS has drawn some attention in
the last years, see, e.g., [1, 5–10]. In these papers,
methods that take into account the prior informa-
tion on the binary nature of the signal are proposed,
and are shown to perform better than classical CS
strategies in numerical experiments. Moreover, the
problem of recovering binary signals is widespread
in different frameworks, e.g., localization [11], hybrid
systems [12], and jump linear systems [13], with pos-
sible applications to fault detection.
Our main contribution is the introduction and
analysis of a cost functional suitable for BCS. In par-
ticular, we prove that a minimum is exactly the de-
sired signal. A drawback of our approach is the non-
convexity of the functional; however, we develop a
suitable iterative procedure, which can be used to
look for the the desired minimum. This method is
shown to improve the recovery with respect to clas-
sical CS convex approach.
The paper is organized as follows. In Section 2,
we introduce the problem. In Section 3 we prove
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our main theoretical guarantees. In Section 4, we
describe the recovery algorithm and show some sim-
ulation results. Finally, we draw some conclusions.
2 Problem statement
In this work, we propose a new efficient approach
to BCS. Specifically, we consider the following cost
functional:
F : [0, 1]n → R+
F(x) := 1
2
‖y −Ax‖22 + λ
n∑
i=1
(
xi − 1
2
x2i
)
, λ > 0.
(1)
F(x) is similar to the popular Lasso functional
[4, 14], but it presents a concave penalty g(x) =∑n
i=1
(
xi − 12x2i
)
, which belongs to the family of min-
imax concave penalties (MCP). In the last years, the
MCP family has been used and analyzed for sparse
recovery and variable selection [15–17], and for in-
network recovery of jointly sparse signals [18].
Even though other concave penalties are more pop-
ular in the literature (for example, the log penalty
[19]), g(x) is preferable for its quadratic polyno-
mial structure, which makes it mathematically more
tractable. For example, it is possible to compute
its global minimum by quadratic programming or
other techniques of polynomial optimization [20],
even though this is computationally burdensome.
This point is not examined in this paper, but may be
considered for future developments. As we explain in
the next section, in this work we rather focus on fast
algorithms to find the desired local minima of F .
3 Theoretical guarantees
In this section, we show that finding a (local) min-
imum of (1) can lead to the exact recovery of the
unknown binary, sparse signal, under mild assump-
tions. Specifically, our assumptions are weaker than
usual conditions required in CS: neither coherence
conditions nor restricted isometry property nor null
space property [4] are involved in our analysis. The
main results can be summarized as follows: the true
x˜ ∈ {0, 1}n is a local minimum of (1), and it is the
unique signal in {0, 1}n which is a local minimum of
F over the convex hull [0, 1]n. Therefore, using any
descent algorithm that achieves a local minimum, if
the achieved value is binary, then it is the exact sig-
nal.
The non-convex F can have multiple minima, thus
finding the right solution may be not easy. However,
the following points should be considered.
• Fast algorithms are available to get local minima,
that can be run multiple times starting from dif-
ferent initial points. This increases the chance
of getting the right solution.
• The non-convexity of F is described by its Hes-
sian matrix ATA−λI, which has n−m negative
eigenvalues (assuming λ sufficiently small). In-
creasing the number of measurements m we re-
duce the number of negative eigenvalues, thus we
somehow mitigate the non-convexity of F (which
sometimes is even convex in [0, 1]n).
These observations suggest that suitable design of the
system and implementation of the recovery method
reinforce the possibility of exact reconstruction. In
this paper, these points are verified via numerical
simulations, while a theoretical investigation is left
for future extended work.
Let us now prove the theoretical guarantees.
Let x˜ ∈ {0, 1}n, with support S and sparsity level
k, and let y = Ax˜. We indicate by A[m] any subma-
trix of A obtained by selecting m columns, while we
write Q  0 to say that matrix Q is positive definite.
We recall that a family of vectors {v1, . . . , vn} ⊂ Rm,
m < n, are said to be in general position if any∑
i σivi, with σi ∈ {0,±1}, is different from ±vj ,
for any j = 1, . . . , n [21].
Assumption 1.
(a) AT[m]A[m] − λI  0;
(b) the sparsity level is not larger than the number
of measurements: k ≤ m;
(c) the columns of A are in general position.
2
Conditions (a) and (c) are usual: for example, any
random matrix with entries generated according to a
continuous distribution satisfy them with probability
one [21]. Instead, condition (b) is a necessary require-
ment to recover a sparse signal (in CS theory, at least
m ≥ ck log ( nm) for some c > 0 is required [4]).
Theorem 1. Let x˜ ∈ {0, 1}n, with support S and
sparsity level k, and let y = Ax˜. Under assumptions
1.(a)-(b), x˜ is an isolated local minimum of F(x) as
defined in (1).
Proof. Let x˜ ∈ {0, 1}n and let h ∈ Rn be any small
increment such that x˜ + h ∈ [0, 1]n. Our goal is to
show that F(x˜+ h) > F(x˜) for any h 6= 0. Let S be
the support of x˜, and SC = {1, . . . , n} \ S.
F(x˜+ h)−F(x˜) =
=
1
2
‖Ah‖22 + λ
n∑
i=1
hi − λ
2
‖h‖22 − λ〈x˜, h〉
=
1
2
‖Ah‖22 + λ
n∑
i=1
hi − λ
2
‖h‖22 − λ
∑
i∈S
hi
=
1
2
‖Ah‖22 + λ
∑
i∈SC
hi − λ
2
‖h‖22 .
In particular, let us notice that hi ≥ 0 when i ∈ SC
(while hi ≤ 0 when i ∈ S).
We now prove that f(h) = 12 ‖Ah‖22 +λ
∑
i∈SC hi−
λ
2 ‖h‖22 > 0 for any h 6= 0 with sufficiently small mag-
nitude. This is sufficient to obtain the thesis. Let us
say that |hi| < , where  will be assessed in a while.
Since f is differentiable, we compute its gradient
to look for minima in the interior part of its do-
main. We easily obtain a unique stationary point
−(ATA − λI)−1λv where v ∈ {0, 1}n has entries
equal to 1 in SC and zero elsewhere. Assuming that
λ is smaller than the positive eigenvalues of ATA,
the Hessian matrix ATA− λI has both positive and
negative eigenvalues (in particular, the negative ones
are equal to −λ). Therefore, the stationary point
is a saddle. In order to find minima, we then move
on the boundaries. Let A[m] be any selection of m
columns of A. We assume that AT[m]A[m] − λI  0
(this is always false for any A[j], j > m) according
to Assumption 1.(a). Therefore, n −m entries must
be on boundaries ({0, } for hSC , {−, 0} for hS) to
have a candidate minimum. Fixed, these n −m en-
tries, let Ω be the set of the remaining m entries: we
compute the gradient on Ω to look for the minimum.
We obtain hΩ = (A
T
ΩAΩ − λI)−1(ATΩAΩChΩC − λv)
where v ∈ {0, 1}m is 1 on SC ∩ Ω. By Assumption
1.(a), ATΩAΩ − λI  0, therefore this corresponds to
a minimum. However, since the entries of hΩC are
in {0,±}, we can choose an  small enough so that
the entries of hΩ all have magnitude greater than
. More precisely, if  is much smaller than λ, hΩ
can be approximated by (ATΩAΩ − λI)−1(−λv) =
−(λATΩAΩ − I)−1v, which in turn can be approx-
imated by v is λ is small. In conclusion the so-
computed candidate minimum is outside the domain,
and also the entries over Ω should be on the bound-
aries. In conclusion, we are observing that a candi-
date minimum for f is in {0,±}n.
At this point, we notice that if hSC = 0, then
f(h) = 12 ‖AShS‖22 − λ2 ‖hS‖22, which has minimum
for hS = 0. On the other hand, if there exists a
j ∈ SC such that hj = , this is sufficient to have
f(h) > λ
(
− k2 2
)
, which is positive for any  < 2k
(which again can be assumed for the arbitrariness of
). This proves that f(h) ≥ 0 for any sufficiently
small h, and f(h) = 0 if and only if h = 0.
As a consequence, F(x˜ + h) > F(x˜) for any h 6=
0.
Theorem 2. Let x˜ ∈ {0, 1}n, with support S and
sparsity level k, and let y = Ax˜. Under assumptions
1.(a)-(b)-(c), if λ is sufficiently small, then x˜ is the
global minimum of F(x) defined in (1) over {0, 1}n.
Proof. Let us consider f(h) as defined in the proof of
Theorem 1. In order to investigate the minima of F
over {0, 1}n, we consider hS ∈ {0,−1}k and hSC ∈
{0, 1}n−k. Therefore, f(h) ≥ 12‖Ah‖22−λk2 . Now, for
any h 6= 0, if the columns of A are in general position,
then 12‖Ah‖22 has a positive value. Therefore, we can
always assume λ <
‖Ah‖22
k , which proves that f(h) >
0. This yields to F(z) > F(x˜) for any z ∈ {0, 1}n.
3
The following theorem reinforces this result by
proving that x˜ is the unique minimum over {0, 1}n.
Theorem 3. Let us consider any z ∈ {0, 1}n, z 6= x˜.
Under assumptions 1.(a)-(b)-(c), if λ is sufficiently
small, then, z is not a minimum of F .
Proof. Let us consider any z ∈ {0, 1}n, z 6= x˜. We
prove that there exists a direction h along which
F(z + h) < F(z). First, we have:
F(z + h)−F(z) =
=
1
2
‖Ah‖22 + 〈Ah,A(z − x˜)〉+ λ
∑
i∈SC
hi − λ
2
‖h‖22 .
(2)
Now, let us define h = −(z − x˜), where  > 0. This
h is an admissible increment, since if zi = 1, then
h ≤ 0, while if zi = 0, then h ≥ 0; therefore, for
 ≤ 1, z + h ∈ [0, 1]n. Substituting this h in (2), we
obtain:
F(z + h)−F(z) ≤ 
2
2
‖A(z − x˜)‖22 −  ‖A(z − x˜)‖22 +
+ λ‖z − x˜‖22 −
λ
2
2 ‖z − x˜‖22 =
= 
(
2
2
− 1
)(
‖A(z − x˜)‖22 − λ‖z − x˜‖22
)
(3)
where we use the fact that ‖ · ‖1 is equal to ‖ · ‖22 if
the argument is binary. As the columns of A are in
general position, then ‖A(z − x˜)‖22 is a positive value,
and we can always choose λ so that ‖A(z − x˜)‖22 −
λ‖z − x˜‖22 > 0. Thus, the last expression in (3) is
negative for any  <
√
2. Since this is true for any
arbitrarily small  > 0, we conclude that F(z + h)−
F(z) < 0 if the direction of h is z − x˜. This proves
that z cannot be a minimum.
4 Numerical results
In this section, we propose some numerical simula-
tions that support the efficiency of our approach.
4.1 Algorithm
An algorithm that can be used to compute a (local)
minimum of F in [0, 1]n is the iterative reweighting
procedure (abbreviated as RW) introduced in Algo-
rithm 1.
Algorithm 1 Reweighting (RW)
1: Initialize: x(0) ∈ [0, 1]n; λ > 0
2: for all t = 1, . . . , Tstop do
3: Update weights:
wi(t) = 1− xi(t) for any i ∈ {1, . . . , n}
4: Lasso:
x(t+ 1) = argmin
x∈[0,1]n
1
2
‖y −Ax‖22 + λ
n∑
i=1
wi(t)xi
5: end for
1−xi(t+1) is the derivative of g(xi(t+1)) = xi(t+
1) − 12xi(t + 1)2. In the literature, such reweighting
method has been studied for different concave penal-
ties (e.g., log(|x|+), (|x|+)q, q ∈ (0, 1)) and proved
to reach a local minimum of concave-penalized func-
tionals of kind 12‖Ax− y‖22 + λ
∑
i g(|xi|) [19,22–24].
Even though limited to local minimization, practi-
cal experiments show that reweighting algorithms are
generally very efficient and produces accurate esti-
mates in many applications, e.g., magnetic resonance
imaging, sensor selection and distributed CS in sen-
sor networks [18,19,25–28].
For our experiments, we use reweighting, which
turns out to be efficient. We however notice that
other approaches might be tested, ranging from alter-
nating minimization (subproblems of dimensions m
are convex) and block-coordinate descent to the alter-
nating direction method of multipliers (ADMM, [29]).
We leave a comparison analysis for future work.
4
4.2 Results
We consider the following setting for our simula-
tions1. The desired signal is x˜ ∈ {0, 1}n with n = 100
and sparsity level k = 5. m measurements are
taken, y = Ax˜, through a Gaussian sensing matrix
A ∼ N (0, 1m ), m ∈ [10, 40]. The Lasso step in Al-
gorithm 1 is iteratively solved via ADMM, which is
stopped when the sum of squared primal and dual
residuals is below 10−6 [29]. We study two possibili-
ties: the first one, indicated as RW, is the `1 reweight-
ing procedure introduced in Algorithm 1 with initial
condition x(0) = 0; in the second one, indicated by
RWR, we re-run RW when the obtained solution is
verified to be not the desired one via Theorem 3,
restarting from x(0) ∈ [0, 1]n generated uniformly at
random. This is an heuristic method to test different
initializations over [0, 1]n. We set Tstop = 4 (as no-
ticed in [19], the most of benefit is generally obtained
in the first reweigthing iterations), while the max-
imum number of re-initializations in RWR is fixed
to 20. We compare the proposed method to Lasso
and Basis Pursuit (BP) [4], both solved via ADMM.
BP is conceived for the free-noise case, while Lasso is
known to have a bias. Lasso and BP do not envisage
the prior information on the binary nature of the sig-
nal, but one can quantize the obtained solution over
{0, 1}: we compute the performance metrics in both
standard and quantized solutions. Finally, we notice
that, for all the methods (RW, RWR, Lasso, BP),
when k is known, we can add the equation
∑
i xi = k
to the system Ax = y, which is expected to improve
the performance. The following performance metrics
are evaluated (we indicate by x̂ the estimate of x˜):
• relative square error RSE = ‖x̂− x˜‖22/‖x˜‖22;
• false positive rate, that is, the normalized num-
ber of occurrences x̂i 6= 0 when x˜i = 0;
• false negative rate, that is, the normalized num-
ber of occurrences x̂i = 0 when x˜i 6= 0;
• exact recovery, which is defined as RSE < 10−3
and no false positives/negatives;
1Code available at https://github.com/sophie27/Non-
convex-approach-to-binary-compressed-sensing
• total number of ADMM iterations.
The results, displayed in Figure 1, are averaged over
500 runs. When k is unknown (left column), RW and
RWR always achieve better performance than classi-
cal methods when m ≥ 15. In particular, the random
re-initialization in RWR gives a substantial gain, and
always gets the exact solution at m = 25, where clas-
sical methods do not overpass 90% of success. When
k is known (thus equation
∑
i xi = k is added), as
expected, the general recovery accuracy is improved.
In this case, BP is as accurate as RW, while again
RWR performs better, achieving 100% of success at
m = 20.
The price of the improvement obtained by RW
and RWR is the increased number of iterations. Fu-
ture work will consider the development of faster
strategies to get the desired local minimum. How-
ever, ADMM iterations are low-complex and the time
spent for these experiments is acceptable (105 it-
erations require less than 20 seconds on a CPU @
1.80GHz, RAM 16Gb).
5 Conclusion
In this paper, we have introduced a new efficient
framework to tackle the recovery of sparse binary
signals acquired according to the compressed sensing
paradigm. We have formulated the problem as local
minimization of a non-convex, polynomial cost func-
tional, which has a (local) minimum that corresponds
to the desired conditions under very mild conditions.
The search of such local minimum can be efficiently
performed via iterative algorithms, such as reweight-
ing procedures. In future work, we will study the
conditions under which the desired minimum is the
global minimum of the functional, and we will extend
the approach to larger, non-binary alphabets and to
systems with noise.
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Figure 1: Noise-free measurements, n = 100, k = 5; left column: unknown k, right column: known k. For
Lasso, RW, RWR: λ = 10−2. Lasso Q and BP Q refer to the solutions obtained by quantizing the Lasso
and BP solutions over {0, 1}n (this is particularly useful for Lasso, which produces biased solutions in the
absence of noise).
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