Introduction
Since the emergence of weather radar technology in the 1940s, research has sought to tap the full potential of weather radar observations. During the digital age, improvements in radar technology have been closely linked to advancements in computer science and software engineering. Making use of modern radars is not possible without software.
Much progress has been, and continues to be made in the acquisition, analysis, display and use of weather radar data. A great deal of software exists for radar data processing - some of it old and some new, some proprietary and some freely available, some good and some not so good.
What is clear to most people who work in this field is that the amount of time spent dealing with outdated or inadequate software significantly reduces the time available for making scientific progress. File formats are varied and non--standard; software works on some platforms and not on others. Good documentation is scarce. Work is repeated by multiple organizations over and over again. Systems developed by different organizations do not interact well with each other.
In this paper, we argue that community--based Open Source Software (OSS) development could provide the means to reduce these inefficiencies, and to improve the standard and scope of weather radar software. We define OSS as "software with its source code made available and licensed in a way that provides the rights to study, change and distribute the software to anyone and for any purpose." (St. Laurent 2008) .
In order to explore the specific role of OSS in the field of radar data processing, we address the following topics: What is actually required from radar processing software (Section 2)? Why do we expect OSS to better meet these requirements (Section 3)? In Section 4, we highlight five active OSS projects, and present lessons learned from these projects in Section 5. Section 6 discusses how the efforts of those projects might be combined such that the whole is greater than the sum of its parts. Section 7 finally presents our overall conclusion.
The "radar processing chain" and its components
A prime feature of radar data processing is the large number and variety of steps that need to be taken along the different levels of a processing chain. Such a chain begins at the digital signal receiver and ends at one out of countless products required by different users. Basically, each of these specific user requirements implies the design of a specific processing chain. It would be beyond the scope of this paper to list all of the specific requirements, e. g. in radar engineering, severe weather detection, atmospheric modeling, water resources management, agriculture, validation of remote sensing products, TV broadcasting, or even the tracking of non--meteorological echoes such as birds and insects.
Instead, we briefly outline typical components of a radar processing chain. Section 3 will then introduce how OSS can improve these individual components, and to gain more flexibility in tailoring processing chains to meet specific user requirements.
Data handling and format conversion
In working with radar data, a frequent challenge is the decoding of a multitude of different file formats for data storage and exchange. Despite efforts towards common data models (see Section 3), different dialects still exist in addition to a large variety of legacy formats.
Translation to Cartesian coordinates, merging data from multiple radars
Raw radar observations exist in spherical coordinates, with the added complexity of earth curvature and beam bending due to atmospheric refraction. For many applications, variables in polar coordinates must be projected to a Cartesian reference system, a precondition for their integration with other geo--data. If multiple radars are operated in a network, it is likely that the data must be collated and merged onto a common grid.
Algorithms
A wide variety of algorithms may be applied in a typical weather radar processing chain. These algorithms include e.g. Doppler--velocity dealiasing, echo and storm motion tracking, as well as vertically--integrated liquid estimation. Often, these fields serve as primary inputs to operational and research grade severe storm products that require single-- and multi--Doppler wind retrievals, mesocyclone or tornadic rotation identification, and echo classification such as convective/stratiform discrimination and hail designation. Subsequent algorithms introduce conversions from radar moment to product fields, most notably the conversion from reflectivity factor to precipitation intensity. Challenges in quantitative precipitation estimation are addressed in the following paragraph in more detail.
Quantitative Precipitation Estimation
For quantitative precipitation estimation, a multitude of potential error sources need to be accounted for. These are typically inhomogeneous in space and time (Germann et al. 2006 (Germann et al. , 2009 .
On the one hand, these errors are introduced through the fundamental limitations of the measurement approach -the instantaneous, volume--integrated measurements of a quantity aloft which is only indirectly related to precipitation. On the other hand, quantitative estimation is impaired by a wide range of specific errors and artifacts such as calibration, ground echoes, attenuation, bright--band echoes associated with the melting layer, uncertain Z(R) relationships, and others (Villarini et al. 2010) . Addressing these errors requires a combination of advanced correction algorithms. It should be emphasized, though, that different users usually have different perceptions of "data quality" that may imply different priorities in the correction of quantitative errors. Most algorithms come with an intrinsic trade--off as they potentially introduce new errors while removing others. For example, one user might favor an aggressive clutter elimination in order to assimilate the radar product into a Numerical Weather Prediction model (Fornasiero et al. 2006; Peura et al. 2006) , while another user might prefer a more conservative product in order to detect small scale convective features. A single product, even if created with the best methods currently available, will not be able to accommodate all these needs simultaneously.
Displays and visualization
One of the most important requirements for end users is the visualization of observed and derived quantities, ideally including different varieties of horizontal and vertical cross--sections, animated loops, and integration with data in other coordinate projections.
3 The potential benefits of Open Source Software OSS has grown significantly over the recent decades, and has a strong presence in scientific computing. The motivations for using and developing OSS are mixed, ranging from the philosophical to purely practical (see e. g. WGLS 2000). Raymond (1999) highlighted the community aspects of OSS, while Casson and Ryan (2006) pointed out the benefits of affordability, flexibility, transparency, interoperability, and perpetuity (or longevity). In the following, we would like to point out specific implications of these benefits for weather radar software.
Affordability (of infrastructure)
From a software engineering perspective, the most challenging part of a radar processing chain is the establishment of a common infrastructure that enables the implementation of advanced processing algorithms. Building infrastructure is expensive, but if done right it enables rapid implementation of more complex algorithms and other processing steps. Given good infrastructure, developers can focus on making actual progress instead of redundant programming efforts.
Flexibility (in tailoring processing chains)
As we pointed out in Section 2, different users have different notions of what constitutes "good quality". From the perspective of application development, specific user priorities are typically addressed by a specific combination of algorithms in the processing chain. For that purpose, open algorithms can be used as building blocks to facilitate tailoring such custom production chains.
More generally, OSS allows modifying the software in order to custom--tailor solutions, e. g. for addressing specific needs towards the integration into specific infrastructures or large companies or agencies. open code could lead the way towards standardization of specific processing steps. In fact, the innovation process of OSS in general has been related to the process of knowledge production in science (von Krogh and Spaeth 2007) . Furthermore, OSS could accelerate scientific and technological progress by providing mechanisms for incorporating code from other software products, e.g. as libraries, modules or code fragments. We can think of this as cross--fertilization, the efficiency of which is determined by the level of interoperability (see next paragraph) and the standard of documentation. The concept of Open Algorithms can be seen as a "best practice" in this regard. Open Algorithms implement standardized documentation at a high abstraction level, independent from any specific programming language, in order to facilitate implementation on any platform. An exemplary collection can be found in the BALTRAD cookbook (http://git.baltrad.eu/trac/wiki/cookbook).
Interoperability (using common and open data models)
Open data models offer transparency to both data producers and users. These models encourage international data exchange (Viglione et al. 2010) , and help to bridge gaps between communities (e. g. academia and operational organizations). The adoption of open and common data models simplifies software by reducing the number of formats to be supported, which in turn reduces the software development costs, and increases interoperability among different software platforms.
In the radar world, the Universal Format (Barnes 1980) was an early attempt at achieving this, and it is still supported through RSL and Radx (see Section 4) . More recent data models are mainly based on NetCDF and HDF5 formats. The OPERA Data Information Model (ODIM) has evolved in Europe (Michelson et al. 2014 , Michelson et al. 2003 , and exists in HDF5 and BUFR representations. The ODIM_H5 representation has spread widely, being embraced by the community to the extent that, as of February 2014, it is used by 23 of the 25 countries that currently provide their data to the European radar composite products being produced by OPERA's data center Odyssey. ODIM_H5 is also widely supported by industry. Similarly, the successful development and proliferation of CF Conventions (Eaton et al, 2011) , building on NetCDF, has led to the CfRadial data format for data in polar coordinates (Dixon et al, 2013) .
Longevity (of community efforts)
Individual (closed--source) efforts often last only as long as their principal author remains actively involved, and they subsequently tend to languish through lack of software maintenance and support. Community projects can achieve longevity provided the community exceeds a critical size. The Linux Foundation is an example of how communities have even established their own institutions to achieve this aim.
Examples of individual Open Source Software projects
This section describes five community--based OSS projects, without claiming to be exhaustive.
We outline the history, background and intended users of these projects, and show how they themselves have benefited from other open source software. In addition, we provide tabular details with respect to technical features (Table 1) , supported data formats (Table 2) , and available features for quality control and error correction (Table 3) .
Insert Tables 1--3 within Section 4 of the manuscript (see tables at the end of the manuscript)

LROSE / TITAN
The initial goal of TITAN (http://www.rap.ucar.edu/projects/titan) was to evaluate the effectiveness of rainfall--enhancement experiments in South Africa in the early 1980s.
Development then moved to NCAR with the goal of thunderstorm tracking and nowcasting (Dixon and Wiener, 1993) Validation (GV) programs. The goal of RSL was to provide a set of library functions to ingest various formats into a well--defined radar "super--structure" that could be used with data analysis modules in a transparent way. This "super--structure" is composed of a header containing site information, along with a number of volume structures. Using this paradigm allows for writing format--independent modules, and thus interoperability. RSL forms the backbone of NASA's Ground Validation System (GVS) which provides science products (3--d Cartesian grids, rain maps, rain type, etc.) to NASA and the science community. RSL is also used by other groups from within and outside the United States, including government agencies, academia and other research groups. As a library, RSL is intended for software developers. RSL has been successfully incorporated in the Py--ART software (see below), and a high--level implementation is available for
IDL.
BALTRAD 15 partners in 12 countries are developing a system for weather radar networking and data processing, using European structural funds. The BALTRAD project is operationally oriented, with the objective to provide real--time infrastructure to the Baltic Sea Region in support of a multitude of applications, including the transport sector, hydrology, radiation and nuclear safety, and numerical weather prediction. The community--based nature of the partnership is a cornerstone that stems from the reality that many small organizations do not have sufficient weather radar expertise of their own and are therefore reliant on international cooperation to make progress ).
The primary goal in developing the BALTRAD software was to create and use modern data exchange methods. Data processing is optional, recognizing that some partners already have processing chains with which they are content. Therefore, the system is built modularly so that the major components are independent and communicate using open TCP--based mechanisms.
Instead of enabling the management of data in various formats, the approach has been to convert all data to the open ODIM_H5 standard (Section 3). The community has been remarkably successful in creating translation software that is applied in each country to convert from in--house or proprietary formats to ODIM_H5. The decentralized nature of the network implies that all partners use the same system to exchange polar radar data, and the system can then be used by each partner locally, using a common set of algorithms, to tailor the production chain to meet their purposes.
The BALTRAD Toolbox forms the data processing framework (Henja et al. 2010 ). The real--time focus calls for a design that uses common functionality for file I/O, and the ability to chain well--defined processing algorithms in memory. Tools developed by different partners, some of which pre--date the project, are integrated by combining the partners' open algorithms with the toolbox file I/O functionality; examples are Ropo (Peura 2002) , Rack (Peura 2012) , and RADVOL--QC (Ośródka et al. 2012) . Together with asynchronous parallel processing, this allows for scaling of the applications to the European continental level (Henja and Michelson 2012) .
Py-ART
The Python--ARM Radar toolkit (Py--ART) is an architecture for geophysical retrievals from radial and gridded remote sensing data. Py--ART was designed to add value to the Atmospheric Radiation Measurement, ARM (Ackerman and Stokes 2003), Climate Facility's scanning radars (Mather and Voyles 2013) . In Py--ART, polar volumes and Cartesian grids are read into standard data objects (the Radar and Grid objects) which are fully self--describing. The underlying Radar structure is based on the CfRadial information model (see Section 3); however, Py--ART also supports a range of other formats (see Table 2 ).
The following is an example of an application chain that has been set up within the ARM program: (1) read in raw data from the ARM C--Band system in Oklahoma, (2) adjust for reflectivity offsets, (3) extract the propagation component from the differential phase ), (4) infer specific attenuation based on Gu et al. (2011) , (5) retrieve rainfall rates as a function of specific attenuation (Ryzhkov et al. 2014) , and then (6) use a k--d or ball--tree based objective analysis technique (Barnes 1964 ) to map these rates to a Cartesian grid. The development of wradlib (Heistermann et al. 2013 ) was initiated in 2011 by the Universities of Potsdam and Stuttgart, Germany. wradlib aims to facilitate interactive analysis of radar data and off--line processing in research environments. Operational applications might be possible, but are, so far, not the main development goal. Basic processing offers access to a wide range of national and international file formats, georeferencing, gridding and compositing, as well as high--level visualization on the polar and Cartesian levels. Other modules address the detection and correction of major error sources as well as differential phase processing (Table 3) . In this way, wradlib allows the user to customize workflows in order to meet various requirements. Among the users and the developers, there is a strong focus on hydrological applications. wradlib is designed to support Windows, Linux and Mac OS platforms. This is facilitated by using Python as the Another motivation for wradlib was to provide a community platform to develop and share code across institutional boundaries. Given that it has no dedicated funding, wradlib's development is actually driven by its (as yet small) user community. Therefore, extensive steps have been undertaken to facilitate collaboration and exchange between users and developers, including distributed version control and public code hosting, mailing lists for users and developers, and extensive on--line documentation (http://wradlib.bitbucket.org), with an infrastructure to keep code and documentation synchronized. This documentation not only provides a detailed API reference, but also allows newcomers to get started with tutorials, recipes and worked examples which also demonstrate how to combine the different functions in order to create complete workflows.
Py--ART is available on
Lessons learned
In Section 3, we pointed out the promises of the Open Source paradigm to the field of radar data processing. The recent emergence of several OSS platforms provides evidence that some of these promises might just come to fruition: Five active OSS community projects were reviewed in Section 4, and some distinct lessons can be learned from their comparison:
First, most projects are very specific with respect to their background and their intended users.
Py--ART and wradlib are similar in their intention to facilitate convenient, interactive tool--sets in typical research environments. This implies a focus on rapid prototyping of new algorithms, and is achieved by using a high--level language such as Python and correspondingly high--level libraries for scientific computing and visualization. In contrast, BALTRAD's prime feature is the operational, real--time exchange and processing of data in large radar networks. LROSE is somewhere in between, as it aims to suit both operational system requirements and research environments.
Finally, RSL focuses entirely on its role to provide a uniform interface for legacy formats.
Second, we have shown how some of the projects have benefited from the incorporation of code from other OSS projects (both specific and unspecific to radar), supporting our hypothesis that OSS speeds up scientific progress in the field of radar data processing. In Section 3, we established that interoperability enhances the potential for "cross--fertilization" effects among different platforms. The interaction between the BALTRAD exchange system and the BALTRAD Toolbox as well as the incorporation of the RSL library in Py--ART are excellent examples. It is interesting to note, though, that strategies to ensure interoperability differ among platforms.
BALTRAD entirely relies on the ODIM data model and leaves it to the community to decide how to convert local data to achieve ODIM compliance. LROSE, Py--ART, RSL, and wradlib also support the modern open data models; however, their strategy is to include as many legacy formats as possible, to meet the requirements of their respective user communities.
Third, the role of "community" deserves some clarification. So far, we have mainly focused on the role of OSS, but the projects presented all have a substantial community involvement. This is a typical feature of OSS projects, but not a prerequisite. Furthermore, the notion of community in OSS is necessarily fuzzy. Traditionally, we distinguish between user and developer communities, but for OSS, these communities interact at multiple levels. According to Robles (2004) , users should rather be considered as co--developers. This concept is very real in all of the aforementioned OSS projects where the developer communities actually form part of the user communities. Users contribute feedback in terms of bug reports and feature requests. Most of the projects undertook extensive measures to encourage user feedback (e. g. by issue tracking and mailing lists). As a side effect of mailing lists, active user communities are typically eager to provide support to fellow users.
The experiences with community involvement in BALTRAD deserve some special attention.
BALTRAD is not only unique from a technical point of view, but also with respect to the scale of
funding, the size of the partnership, and the operational ambition. Following its public release, the software has been downloaded widely and deployed in some cases by organizations outside the partnership. The incubator nature of the EU structural funds has obviously succeeded in creating a critical mass and momentum that is set to continue. The funds have been helpful in establishing a large community, but it has been a challenge to efficiently implement the concepts of community--based development. In particular, it proved difficult to combine the two aims of (a) establishing a central, sustainable and operationally viable architecture, and (b) integrating the interests of the partners, some with significant legacy code bases. This conflict has the potential to impede the implementation of OSS concepts, particularly if issues of distrust among partners are not addressed, and if partners feel that their own interests do not align with community interests.
It might be obvious that such tensions are inevitable in large consortia. However, for scientists and OSS enthusiasts it might be a new and perhaps disillusioning experience that the Open Source sector is not immune to such issues. The lesson learned at least from BALTRAD is that working as a community with Open Source requires making an extra effort, that must not be underestimated, to understand how each partner can both contribute and benefit. However, this is not the only area of conflict. Other issues emerged from Section 4 that indicate trade--offs and the need for compromises:
(a) Real--time operations vs. research lab: performance is a fundamental issue in any real--time operation that involves large radar networks. In settings where performance is a priority, we traditionally find dense software code written mostly in low level languages, at the cost of clarity and transferability. In contrast, researchers often prefer high level programming languages which allow for rapid prototyping and legible code, however, at the cost of performance. Good coding practices can minimize this trade--off, but probably not resolve it. Likewise, good system design can reduce the effort required to migrate code from research to operations. Windows is widely used in research environments. Therefore, platform support (including Windows) is a substantial criterion for some users. Platform independence is easier to achieve via high--level programming languages, but again, somewhat at the cost of performance. So far, wradlib is the only package that explicitly supports both Linux and Microsoft Windows. 
Combining individual projects into a true community effort
In the previous sections, we have discussed five OSS projects that have been successful, each in their own way, in providing software tools to the weather radar community.
Each project on its own, however, falls short of the goal of a true community--wide effort.
Funding is limited, development teams are small and the problem domain is large. No single project has the resources to meet the diverse needs of the whole community. What is needed is a way of combining the efforts such that the whole is greater than the sum of the parts. To do so requires interoperability between the systems so that development in one project can save time and effort in another. As the following points show, we have good reason to be optimistic. Advances in common data formats Table 2 lists 17 actively--used radar data formats, and this list is not exhaustive. Dealing with so many variants is inefficient and costly. However, two modern formats (ODIM_H5 and CfRadial) are emerging as having wide support and are becoming de--facto standards. ODIM_H5 is based on the NASA HDF5 framework, while CfRadial is based on NetCDF. Both are therefore self--describing and readily accessible via any language that has HDF5 and NetCDF support.
Improvements in language tools
The growth of Python as a scientific computing platform has resulted in a proliferation of tools on which to build radar processing packages (Lin 2012 //help.github.com/articles/using--pull--requests): Any user is allowed to fork from the main branch, any user can propose changes, any user can review these changes, but the final decision about whether a requested change is actually included into the main branch is made by the lead developers. This approach has been successfully applied to many OSS efforts, including the very large but collaborative Linux kernel project for which Git was originally developed.
Conclusion
This article is only a snapshot of developments that are ongoing. We discussed the specific benefits of the Open Source paradigm for the weather radar community, and presented the activities of five disparate OSS projects in the field of radar data processing. We found that these projects have been remarkably successful in addressing the needs of specific user groups.
There may be a natural desire to consolidate these efforts into a single uniform community platform. Based on our findings, though, we conclude that a single solution will not be able to accommodate the diverse needs of the entire community. Furthermore, there are priorities (national, institutional, personal) that will most likely prevent such a consolidation. Instead, we expect different projects to co--exist, and to interact in a dynamic collaboration. The guiding principle of such a cross--project collaboration will be interoperability, allowing not only for the platforms to exchange data, but also to exchange code (e. g. as shared libraries, code fragments, and Open Algorithms), and thus speed up technological and scientific progress through cross--fertilization. In particular, this development will facilitate the transfer of mature algorithms from the research domain to operational applications. But while the standardization of algorithms is an important concern of the radar community, we should also be aware that diversity of approach is an important aspect of scientific endeavor.
In order to foster active communication within the community, we have created a community resource to present and discuss radar--related OSS tools: http://theradarcommunity.wikidot.com.
We invite the BAMS audience - as a subset of both the developer and user community - to use this site as a resource to help decide which software to use for their specific requirements, or which software effort to support through development collaboration. Advanced Z/R transformatio n
