Abstract-This paper introduces a multiterminal escape routing algorithm for the design of printed circuit boards (PCBs) that control digital microfluidic biochips (DMFBs). The new algorithm extends a negotiated congestion-based single-terminal escape router that has been shown to be superior to previous methods. It relaxes the pin assignment to allow pin groups to be broken up when doing so can reduce the number of PCB layers. Experimental results indicate that the improved method can reduce both the number of PCB layers and average wirelength compared to existing DMFB escape routers.
I. INTRODUCTION
T HIS paper presents a multiterminal escape routing algorithm for the design of printed circuit boards (PCBs) for digital microfluidic biochips (DMFBs), and empirically demonstrates that it is more effective than existing escape routers in terms of its ability to reduce the number of PCB layers required to realize a design. Reducing the number of PCB layers, in turn, reduces the cost of the DMFB, which is typically integrated into a software-programmable laboratory-on-a-chip (LoC).
Compared to traditional benchtop chemistry methods, LoCs offer the benefits of miniaturization, automation, and software control; this reduces the overall usage of costly reagents on a per-experiment basis and eliminate many sources of human error. DMFBs have been used for a wide variety of applications including cryopreservation [27] , single-cell analysis [29] , immunoassays [32] , point-of-care diagnostics [21] , [25] , [26] , drug screening [1] , and many others. As shown in Fig. 1 , a DMFB is a 2-D grid of electrodes that offers discrete control over individual droplets of liquid: activating an electrode underneath a droplet holds it inplace; activating adjacent electrodes induces droplet motion through an electrostatic force, a phenomenon referred to as electrowetting on dielectric [28] . Fig. 2 depicts a basic DMFB instruction set. As a DMFB offers abundant spatial parallelism, many such operations can be performed concurrently. In addition to the operations shown in Fig. 2 , integrated sensors [6] , [23] , [33] and external devices (e.g., heaters [17] , [40] , magnets [29] , etc.) can be placed adjacent to prespecified array locations, which add new operational capabilities to the device. Fig. 3 illustrates the main stages of DMFB synthesis. The input is a biochemical assay, specified as a directed acyclic graph (DAG). The first three stages of the flow schedule, place, and route the DAG onto the device: these topics are beyond the scope of this paper; we refer the interested reader may refer to [3] and [10] for details.
The fourth stage of the synthesis flow is pin-mapping, which can reduce the number of control pins required to address the DMFB while converting the chip from a general-purpose Fig. 3 . DMFB synthesis flow: an assay, represented as a DAG is scheduled, operations are then placed on the DMFB surface, according to the schedule, and routes are computed to transport droplets between operation locations and I/O ports on the perimeter of the chip. After synthesis, pin-mapping and wire routing can be performed to reduce the number of external control signals and lay out the PCB that delivers signals to the DMFB. programmable device to an application-specific design [41] . This lowers the total device cost by reducing the number of PCB-mounted shift registers required to supply control signals, along with the 2-D PCB area required to mount them [11] . Pin-mapping is optional and is not required to produce a correctly working device.
As shown in Fig. 4 , direct-addressing DMFBs, in which each electrode has an independent control pin, are perfectly feasible, although they may come at a higher cost in terms of the number of PCB layers and the number of control signals; pin-constrained DMFBs have been optimized via pin-mapping, allowing multiple electrodes to share the same control line without affecting assay execution [41] .
The last stage of the synthesis flow is PCB wire routing, which is the focus of this paper. The wire router determines a connection from a control pin on the perimeter of the chip to each electrode that it drives. As the position of the control pin is not known a-priori, the route "escapes" to any location on the perimeter of the chip. On a single-layer PCB, the routes must be disjoint (nonintersecting); if intersections cannot be avoided, the routed nets must be partitioned across multiple layers, as shown in Fig. 5 .
In principle, multiple PCB layers may be needed to realize both direct-addressing and pin-constrained DMFBs, although it has always been presumed that the latter requires fewer layers. This paper shows empirically that pathological pin assignments can significantly increase the number of PCB layers; if such pin assignments are avoided, then the number of PCB layers depends primarily on the quality of the escape routing solution, rather than pin assignment decisions. To further reduce the number of PCB layers, this paper introduces a scheme that eliminates pathological pin assignments that may result from overly aggressive pin-mapping decisions. Prior work has shown that the cost of each additional PCB layer is significantly greater than the cost of marginally increasing the pin count [11] , which justifies the optimization strategy advocated here.
The escape router introduced in this paper is based on the principle of negotiated congestion [19] , [20] , [24] , [31] .
The results reported within demonstrate that negotiated congestion yields fewer PCB layers than prevailing approaches based on maze routing with an integrated rip-up and reroute step [14] , [38] . The escape router introduced here can be used independently to route a precomputed pin-mapping solution, or it can replace the escape routing subroutine employed by integrated methods that simultaneously co-optimize pin-mapping and escape routing.
II. RELATED WORK
Prior work on PCB escape routing for DMFBs has been integrated with pin mapping in the context of synthesizing application-specific designs [14] . The application has already been scheduled, placed, and routed, so the electrode activation sequence for a direct addressing chip is known. These algorithms convert the direct addressing DMFB into an application-specific pin-constrained design with fewer control pins, and, presumably, lower cost. Typically, these algorithms target single-layer PCBs and co-optimize the number of control pins with other objectives relating to routability [16] and/or reliability [35] , [38] , [39] . Power-aware [13] and reliabilityaware [12] pin mappers that do not integrate PCB escape routers have also been proposed.
These aforementioned algorithms typically model pin sharing as clique partitioning problem on a compatibility graph (or, equivalently, as a graph coloring problem on a conflict graph) [41] . Each clique (independent set) in the graph represents a potential pin group, i.e., a set of electrodes that can share the same control pin without inadvertently causing errorenous behavior in terms of the electrode actuation sequence. These algorithms incrementally form pin groups one-by-one in accordance with the chosen optimization criteria; in other words, they compute a clique (independent set) from the conflict (compatibility) graph, and remove the corresponding nodes from the graph to form the pin group.
The algorithms differ in terms of how escape routing is performed. Some of them incrementally compute escape routes for the nets corresponding to each pin group. Others try to compute escape routes for all pin groups at the same time; if a legal escape route for all nets cannot be found, they may break apart some of the pin groups (increasing the number of control pins) and then recompute the escape route, eventually stopping when a legal route is found, or the chip design degenerates to a direct-addressing solution.
The aforementioned integrated algorithms typically employ greedy maze routers based on breadth-first search or Lee's algorithm [15] for 2-D grids [16] , [35] , [38] , [39] . Some of the more advanced techniques in this space include: using Lee's algorithm to tether all of the electrodes in a pin group together and then modeling the escape process as a network flow [39] or integer linear program (ILP) [16] ; ripping up and rerouting nets that may have contributed to failures [38] ; and enhancing Lee's algorithm with an A* cost function [35] . It is also possible to formulate the entire multiterminal escape routing problem as an ILP [4] . Although ILP-based approaches may yield optimal solutions, we eschew their usage because they are unable to tractably scale to handle large problem instances, unless it can be proven that P = NP.
The negotiated congestion router presented in this paper repeatedly rips up and reroutes nets while adjusting the associated history and penalty costs in congested areas. Prior work has shown that this approach is more effective than straightforward maze routing [19] , [20] , [24] , [31] , and it is far more efficient than ILP-based formulations. The algorithm described in this paper can be run once, after pin mapping, or it can be called repeatedly as a subroutine by any of the integrated algorithms described above.
Our implementation differs from the aforementioned algorithms in one key respect: we attempt to minimize the number of PCB layers as an objective, rather than assuming one available PCB layer as a constraint. This is motivated by the observation that dual-sided PCB technology has a nonlinear cost curve: if n is an odd number, and n-and (n + 1)-layer PCB has the same cost; the cost increases for n+2 layers [11] . A second observation is that cost of adding an extra control pin is much lower than the cost of adding an extra PCB layer.
In response, we include an optional layer minimization step that increases the pin count by breaking apart pin groups when doing so can reduce the number of PCB layers. In many cases, a small increase in the number of control pins can reduce the number of PCB layers, leading to an overall reduction in cost.
III. MULTITERMINAL PCB ESCAPE ROUTING
This section outlines our multiterminal PCB escape routing algorithm for DMFBs based on the principle of negotiated congestion. The algorithm takes as input the DMFB dimensions, electrode locations, and the preliminary pin assignment. As noted earlier, a pin group is the set of electrodes driven by a common external control pin. The pin assignment can either be direct addressing, in which each electrode is driven by a unique control pin, or pin-constrained, where electrodes share control pins. Each electrode must belong to exactly one pin group, as it can only be driven by one control pin; electrodes that lack a control pin driving them can be removed from the DMFB, as they are not used during assay operation.
Initially, the router tries to find a legal escape route using one PCB layer; if this is not possible, it searches for a multilayer route with the minimum number of layers. In the most straightforward configuration, the algorithm does not modify the pin assignment; a more advanced configuration allows the router to modify the pin assignment opportunistically, when doing so can reduce the number of layers. To obtain a legal solution, each net must be routed on exactly one layer; introducing vias to allow nets to switch PCB layers is not permitted because doing so would degrade signal integrity [2] , [22] .
A. Problem Definition
The input to the multiterminal escape routing problem is a pin map M = (P, E) and a routing graph G (described in the next section). P is the set of external control pins, and E is a set of electrodes. E is partitioned into |P| subsets (pin groups) such that E p i contains the electrodes driven by control pin p i ∈ P. The location of each electrode in the routing graph G is known, but the location of pin p i on the perimeter of the chip has not yet been determined. An escape route for p i is a multiterminal routing tree, within the routing graph, that connects all of the electrodes in E p i to one another and to any vertex on the perimeter of the chip; in the case of a singleterminal net, the routing tree degenerates to a path. A legal escape routing solution for two (or more) nets p i and p j such that i = j is a set of two (or more) vertex-disjoint trees in the routing graph [4] , [5] , [14] , [19] , [37] , [38] .
In a multilayer PCB, a routing graph G j is created for layer j. Each net must be routed on one PCB layer, and layer switching is not permitted, as mentioned above; all of the escape routes on the same layer, once again, must be disjoint. Our escape router has the freedom to assign (and reassign) nets to PCB layers; the number of PCB layers can be specified as a constraint, or the escape router can attempt to minimize the number of PCB layers while ensuring legal routes for all nets.
Once an escape routing solution has been obtained for all nets, the next step is to establish a physical connection from the escape point to the control pin, which may be placed anywhere on the PCB. This problem can be handled by different algorithms [36] , and is beyond the scope of this paper.
B. Graph Representation
We employ a planar graph, called the routing resource graph (RRG), to represent the free space on the PCB underneath the DMFB [19] . The orthogonal capacity of the RRG is the number of wires that can pass between two orthogonally adjacent electrodes, and the diagonal capacity is the number of wires that can pass between diagonally adjacent electrodes; in modern PCB technologies, the diagonal capacity is slightly larger than the orthogonal capacity [37] . An RRG tile can be generated for different orthogonal capacities: the orthogonal capacity is determined by the PCB technology (wire diameter and spacing rules) and the electrode dimension; the diagonal capacity is derived from the tile size and its orthogonal capacity. A higher orthogonal capacity can reduce the number of layers needed since more wires are able to pass between the electrodes; our algorithm and RRG can scale to any orthogonal capacity, but through experiment, we found diminishing returns on orthogonal capacities above three [11] .
The RRG is a 2-D array of tiles, where each tile itself is a planar sub-RRG, as shown in Fig. 6 . Each tile contains a set of edge nodes which are either escape nodes on the perimeter of the chip, or interface nodes to adjacent tiles. The tile also includes internal nodes, which represent the physical portion of the PCB layer available for routing wires. The black nodes represent control electrodes, or the vias which connect to the electrodes; these nodes are sinks for the router. The DMFB (including electrodes) lies on top of the PCB.
Without loss of generality, escape routing physically establishes a connection between a control pin and the electrode(s) that it drives on layer n. This means that a via must be created from the 2-D position of each electrode upward from layer n to connect to the electrode above it. This via creates a physical blockage at the same position as the electrode(s) on all PCB layers above n; thus, it is not possible to route wires through these positions, so the corresponding nodes and all incident edges must be removed from the RRG for each layer above n. Since the via does not extend below layer n, the RRG nodes in the same position as the electrode can be used for routing on all layers below n.
C. Single-Layer, Multiterminal Escape Routing
First, we describe a multiterminal PCB escape routing procedure for a single PCB layer. The pseudocode, shown in Fig. 8 , takes the RRG and pin mapping as input. The routing phase (lines 9-11) executes a multiterminal variant of Lee's maze routing algorithm [15] on each pin group p i . Under the negotiated congestion paradigm, multiple paths corresponding to distinct nets may share RRG nodes and edges [19] , [20] . In each subsequent iteration of Lee's algorithm the nets are rerouted, attempting to avoid intersections, until a set of disjoint paths (i.e., a legal solution) is obtained.
Lee's algorithm [15] is used to route nets corresponding to pin groups one at a time. First, the RRG is modified by adding a supersource node which connects to each external pin on the RRG perimeter. This supersource is used as the source of the search, while the set of electrodes e j ∈ E p i are the sinks. A breadth first search is then performed, marking each cell with the iteration it was discovered. Once the first sink (i.e., an electrode e j ∈ E p i ) is found during the search, the path is obtained by tracing back to the node just before the supersource. This path is added to the current net W p i corresponding to that electrode group, and will be used as the escape wire for that group. The entire net W p i is then reinitialized as the set of source nodes. The supersource is removed from the RRG to prevent future iterations from escaping to the edge of the chip; it is reinserted into the RRG when the next net is routed. This breadth first search is repeated until all electrodes (sinks) in the group E p i are discovered. The source nodes are initialized to contain the stack of current nodes on the net W p i during each run. Fig. 7 shows Lee's multiterminal escape routing algorithm finding the escape wire off chip, then routing between seven electrodes in the same pin group.
Negotiated congestion allows multiple nets to share the same routing resource(s) during the search; although such routing solutions are illegal, allowing the router to explore them during the search leads to higher quality solutions when and if the search converges. As the search processes negotiated congestion assigns a history cost to nodes that are presently in use in order to reduce the likelihood that another net routed during the current iteration will share the node. After routing all pin groups (p i ∈ P) the negotiated congestion router increases the history cost of each RRG node x that is shared among multiple nets (lines 12-16 in Fig. 8) using
A legal routing solution is obtained if all nets are routed without any shared nodes; otherwise, all nets are immediately ripped up and rerouted on the RRG using the updated history costs. Intuitively, as the history costs of congested RRG nodes increases over time, the likelihood that nets continue to route through these nodes is reduced, nudging the overall routing solution toward convergence.
There is no guarantee that negotiated congestion will converge to a legal solution, presuming that one even exists. As such, the algorithm could, presumably, loop indefinitely. To prevent this from occurring, a maximum number of iterations is established a-priori; if a legal route is not achieved after the maximum number of iterations, then the router quits and reports a failure to the user. Based on previous work [20] , we let the router iterate 30 times before declaring a failure. Fig. 9(a) and (b) , respectively, shows examples of pin assignments that can and cannot be routed on a single PCB layer. 
D. Multilayer Multiterminal Escape Routing
If a single-layer escape router fails, it is still possible to produce a legal and usable escape routing solution using multiple PCB layers. Fig. 10 presents pseudocode for an algorithm that we call layered negotiated congestion (LNC). LNC generalizes Fig. 12. (a) Pin 1 routed using only one external control signal, the wire wraps around the entire chip; at most three more control pins will be able to route into internal portion of the current layer. (b) Electrodes are now allowed to route directly off chip instead, resulting in 9 additional pins, but more nets are now able to route on this layer, reducing total number of layers.
our single-layer routing algorithm so that it can route multiple layers.
If the single-layer negotiated congestion algorithm fails (i.e., multiple nets share a node after 30 iterations), routed nets are processed one-by-one in-order; through experimentation we discovered that ordering the nets does not significantly change the results. If the current net shares one or more node with a net that has been previously processed and has been routed successfully, then it is removed from the routing solution for the current layer; otherwise, it is left in-place. Fig. 11 shows an example of this process.
Next, LNC generates the RRG for the subsequent layer, blocking off all RRG nodes corresponding to positions where vias have already been instantiated, and routes all of the remaining nets, i.e., those that were not successfully routed on the first layer. This process repeats until all nets are routed. Eventual convergence is guaranteed since the first net is guaranteed to route on an empty layer.
E. Layer Minimization
The LNC escape routing method works well in general, however, it does have some drawbacks. One example is where a single control pin shares a large number of electrodes that span the perimeter of the chip, as shown in Fig. 12(a) . Regardless of the location of the escape pin, this route will block many other nets from being able to route on the current layer. This can significantly reduce the number of routes per layer, and unnecessarily increase the number of PCB layers.
To address this concern, we propose layer minimized negotiated congestion (LMNC) to reduce the likelihood that adverse routes occur by relaxing the pin grouping when doing so it likely to reduce the number of PCB layers. For example, Fig. 12(b) shows each electrode in the same pin group routed off-chip; although this increases the number of control pins, doing so reduces congestion on the current layer.
LNC initiates the route for each net at the supersource node until it finds the first electrode e j ∈ E p i (sink) in the pin group; it then traces back a path from e j to the supersource, and uses that path as the set of sources for the remainder of the search, which ensures that routed net W i escapes exactly once. LMNC relaxes this constraint, allowing electrode group E p i to be partitioned into multiple groups, each of which is driven by a new control pin.
As shown in Fig. 13 , line 20, LMNC does not remove the supersource node from the set of sources. At each step, the wavefront expands the supersource node as well as the set of sinks that have been discovered thus far. If a new sink e j is discovered by expansion from an existing net, then it is added to that net; however, if e j is discovered by expansion from the supersource node, then e j is added to a new electrode group E p i j that is driven by a new control pin p i j with a new (partially) routed net W i j that escapes from e j to the perimeter of the chip.
The wavefront expansion then continues from all partially routed nets W i 1 , W i 2 , . . . , W i j , as well as the supersource. When all sinks are discovered, the resulting nets are disjoint (except for the supersource node), i.e., W i j ∩ W i k = ∅ when k = j, but drive all electrodes in the pin group E p i . In other words, E p i = j E p i j and W i = j W i j .
F. Detour Reduction
The LNC and LMNC algorithms repeatedly call Lee's algorithm [15] to compute routes for each net, while adjusting the history and penalty costs to reduce the likelihood of intersections occurring on regions of the chip that were highly congested in previous iterations. For any given layer of the chip, the routes that were chosen may have detours around unused portions of the chip in order to avoid occupying cells with high costs. Sometimes, these detours lead to unnecessary increases in wirelength. The following two sections introduce extensions to LNC and LMNC that attempt to limit the occurrence of unnecessary detours and reduce wirelength.
1) Limited-Turn Maze Expansion:
Lee's algorithm does not specify the order in which to expand cells at the wavefront. The first extension, which borrows ideas from prior work by Rubin [31] , favors expansion in the current direction of the search. Rubin's algorithm was originally applied to a 2-D grid; our implementation, which we call limited-turn maze expansion (LTME) is modified to account for the diagonal edges in the routing graph. The priority for node expansion under LTME is as follows.
1) The cell which is in exactly the same direction.
2) The cells which are diagonally in the same general direction.
3) The cells which are perpendicular to the current direction. 4) Finally, the cells which are diagonally in the opposite direction. For example, if the current direction is north (N), then the highest priority is to expand the cell in the N direction; the second highest priorities are to expand the two cells in the NE and NW directions; the third highest priorities are to expand the two cells in the E and W directions; and the lowest priorities are to expand the two cells in the SE and SW directions.
The basic premise is that favoring the current direction of expansion will minimize the number of unnecessary detours (i.e., those that are not required to route around occupied routing resources).
2) Post-Processing: The second extension is a postprocessing (PP) step that rips up and reroutes each net, one-at-a-time, while leaving the other routed nets in-place. If Lee's algorithm is used, then the rerouted net may have a route that is shorter and/or has fewer turns, as the history cost that has accumulated during negotiated congestion are now ignored; if LTME is used, then the resulting route is likely to have fewer detours as well. A legal route is guaranteed to exist since the route that was originally ripped up was legal.
For LMNC, we start with the original pin groups (not the ones that have been split apart by the LMNC process). We post-process each layer one-at-a-time, and do not move nets (or subnets) between layers. First we try to route the entire pin group using the LNC router; if we are lucky, this route succeeds without creating extra pin groups, and can lead to a pin count reduction compared to the initial LMNC result. If the LNC route fails, we reroute the net using the LMNC router; similarly, this route may reduce the pin-expansion compared to the initial LMNC result.
IV. EXPERIMENTAL RESULTS

A. Baseline Router
Our baseline escape router is based on a subroutine which is part of an integrated pin-mapper and wire router targeting single-layer PCBs [38] ; when a single-layer escape routing solution cannot be found, the pin-mapping solution is relaxed and the algorithm reroutes some of the nets. The escape routing subroutine is based on Lee's algorithm [15] coupled with a rip-up and reroute PP step. Our implementation of this escape router uses a process akin to LNC to extend single layer routes to multiple layers as described in Fig. 10 . Henceforth, we refer to this escape router as the Naïve method. Our experiments compare the Naïve method with the LNC and LMNC escape routers introduced in this paper; we also evaluate the runtime and solution quality of the negotiated congestion router compared to the Naïve method as subroutine for integrated algorithms that simultaneously optimize the pin-mapping and escape routing solutions.
B. Experimental Setup
All experiments reported here were performed on a Dell Optiplex 580 PC with an AMD Phenom II X2 B53 Processor, and 4 GB of memory running 32-bit Ubuntu 14.04 LTS.
The first experiment compares LNC and LMNC to the Naïve method on several precomputed pin-mappings reported in previous papers [11] , [18] , [41] . We assume an orthogonal capacity of three and a diagonal capacity of six in all experiments [11] .
A second experiment evaluates the impact of detour avoidance techniques, as discussed in Section IV-D, on the same benchmark set.
The third experiment uses three pinmappers [12] , [13] , [41] and one integrated pin-mapping and escape routing algorithm [39] to compare LNC and LMNC to the Naïve method, when used as a subroutine.
The fourth and final experiment considers a more efficient implementation of the integrated algorithm, which uses the Naïve method as an escape routing subroutine, but then applies LNC and LMNC as PP steps.
Escape routing alone does not determine the cost of a PCB; the exact PCB cost cannot be known until the PCB is fully laid out, including both the number of layers and 2-D planar dimensions. The PCB will have other IC components, such as a microcontroller (to interface to a host PC) [10] and shift registers when the number of DMFB control pins exceeds the supply of microcontroller outputs [11] . Prior work has shown that the number of PCB layers has a much greater impact on cost than the number of control pins [11] .
C. Experiments on Known Pin-Mapping Solutions
All benchmarks used in this experiment are either direct addressing pin assignments, or optimized pin assignments taken from previously published papers. The benchmarks labeled Zhao_XXX were taken from [41] and those labeled Luo_XXX from [18] ; these benchmarks do not use every electrode in the 2-D grid. The benchmarks labeled XXX_DA impose a direct addressing scheme on the pattern of used electrodes from the preceding references. The benchmark FPPC 12×15 is taken from [11] . The benchmarks IA_XXX are individually addressing chips, which are similar to direct addressing chips, but use all electrodes. Table I reports the number of PCB layers obtained by all three algorithms. The Naïve method and LNC to not alter the pin-mapping, while LMNC does; the last column shows the resulting pin count for LMNC. Table I shows that LNC and LMNC achieve far fewer PCB layers than the Naïve method. LNC and LMNC achieve identical results for all eight direct and individually addressable chips in Table I , as there is no opportunity for LMNC to further increase the pin count. LMNC achieved fewer PCB layers than LNC for eight of the nine remaining pin-constrained chips. Fig. 17 shows the Zhao_Protein benchmark routed using the Naïve method, requiring seven PCB layers. Meanwhile, LNC required four PCB layers, as shown in Fig. 18 , and LMNC required just three layers, as shown in Fig. 19 .
1) Number of PCB Layers and Pin Count:
Altogether, the results reported in Table I clearly establish the algorithmic superiority of negotiated congestion compared to the Naïve method. On average, LNC reduced the number of layers by 42.59%, with a maximum savings of 72.73%, while LMNC was able to further reduce the number of layers by 19.29% with a maximum improvement of 50%.
2) Wirelength: Table II reports the average and total wirelength obtained by the Naïve method, LNC, and LMNC. Compared to the Naïve method, LNC reduced total and average wirelength, indicating an improvement in routability. Compared to LNC, LMNC increased total wirelength, but reduced average wirelength per control pin. The increase in total wirelength occurs because each additional control pin creates a new net that must escape; the reduction in average wirelength per net suggests improvements in routability due to LMNC's ability to intelligent split apart pin groups. Once again, LNC and LMNC obtain identical solutions for direct and individually addressable chips.
3) Runtime: Fig. 14 reports the runtimes of LNC and LMNC normalized to the runtime of the Naïve method. The Naïve method, which calls Lee's algorithm once per PCB layer, ran considerably faster than LNC, which may iterate up to thirty times [20] . LMNC, however, runs faster than LNC because the reduction in layers due to intelligent pin group splitting leads to faster convergence with fewer calls to the negotiated congestion router. Since PCB layout is performed offline, we consider the runtime overhead of LNC and LMNC to be tolerable. Table III reports the effectivness of the LTME and PP detour minimization techniques, as described in Section III-F, when integrated with LMNC. Results are reported for LMNC in isolation, LMNC with LTME and PP individually, and LMNC with both LTME and PP. Table III reports the initial pin count of each benchmark, the resulting pin count and number of PCB layers after minimization, and the average and total wirelength; the last row reports summated results across all of the benchmarks. The best overall results were obtained running LMNC with both LTME and PP.
D. Detour Avoidance Experiments
Detour minimization minimally impacted the number of PCB layers. LMNC + PP yielded the same number of PCB layers as LMNC in isolation for each benchmark; LMNC + LTME and LMNC + LTME + PP reduced the number of PCB layers compared to LMNC by one for two benchmarks, Luo_Protein and Zhao_InVitro. This suggests that LTME offers a substantial, yet limited, improvement in routability.
LMNC + PP reduced the summated pin count from 606 to 600 compared to LMNC, while both LMNC + LTME and LMNC + LTME + PP reduced the summated pin count Fig. 15 . Runtimes of different integrated pin-mapping and wire routing algorithms using LNC and LMNC as escape routing subroutines, normalized to the runtime of the same algorithms using the Naïve method.
further, to 591; all three detour minimization configurations increased the pin count for some of the benchmarks while reducing it for others; in aggregation, the results seemed favorable. Among the two benchmarks where detour minimization reduced the number of PCB layers, the pin count increased for Luo_Protein and decreased for Zhao_InVitro. LMNC + PP had the highest summated wirelength, larger than LMNC; LMNC + LTME reduced the summated wirelength compared to LMNC, while LMNC + LTME + PP achieved the lowest summated wirelength. For some benchmarks, the introduction of detour reduction techniques increased total wirelength, while other benchmarks exhibited the opposite effect. Thus, there is no clear, uniform trend, although the summated results show that LMNC + LTME + PP achieves the lowest summated wirelengths.
In summary, the results reported in Table III suggest that detour minimization techniques are effective, and that the best results can be obtained by using LMNC with both LTME and PP; however, for any given benchmark, the impact of detour minimization may turn out to be unfavorable. In practice, all four algorithmic configurations should be evaluated and the best result selected.
E. Escape Routing as Subroutine 1) Experiment Details:
This section compares the performance of the Naïve method, LNC, and LMNC as subroutines for use within larger algorithmic frameworks that simultaneously co-optimize pin-mapping with escape routing to produce low-cost application-specific pin-constrained DMFBs. Reference [10] summarizes our implementation of Fig. 16 . Runtimes for the switching-aware [39] algorithm using the Naïve method as an escape routing subroutine followed by LNC and LMNC for PP, and using LNC as an escape routing subroutine followed by LMNC for PP. The runtimes are normalized to the runtime of the Naïve method sans PP. these frameworks. We compare the performance of these escape routing subroutines in the context of five different optimization strategies.
The first four algorithms perform pin mapping upfront with PCB escape routing as a PP step: the first clique-based pin mapper [41] ; and then power-aware [13] , reliability-aware [12] and routability-aware (ACER) [16] pin-mappers.
The fifth algorithm is a switching-aware pin-mapper [39] which integrates PCB escape routing with the pin-mapping process; pin sharing decisions may be undone if the number of intermediate PCB layers grows too high, similar in principle to LMNC. The pin-mapping part of the algorithm limits the amount of switching activity at each electrode, which mitigates the device-level problem of contact-angle reduction. The escape route is computed and recomputed incrementally each time two pin groups are merged.
The algorithms are run on a set of assays summarized in [10] . Each assay is run through the synthesis flow targeting a 15 × 19 DMFB using identical schedulers, placers: list scheduling [8] , [34] was used for all assays, except for "Protein Split 5," in which case only path scheduling [9] could find a legal solution; a virtual topology for placement [7] ; and a maze router to compute droplet routes [7] , [30] . Pin-mapping and wire routing were performed on the electrode activation sequence produced by the droplet router.
2) PCB Layers and Pin Count: Table IV compares the number of PCB layers and the number of external control pins count obtained by the Naïve method, LNC, and LMNC as escape routing subroutines. LNC yielded marginal reductions in the number of PCB layers compared to the Naïve method in most, but not all, cases, whereas, LMNC reduced the number of PCB layers in all cases, achieving as much as a 67% reduction; in two cases (Protein for the power-aware pin-mapper, and BIN 13/128 for ACER), LNC increased the number of PCB layers compared to the Naïve method. LMNC achieved its PCB layer reduction by increasing the pin count. As noted previously, the number of PCB layers has a greater impact on PCB cost than pin count, thus, the tradeoff here is considered to be favorable.
3) Runtime: Fig. 15 reports the runtime of LNC and LMNC, normalized to the Naïve method for the five pin mappers discussed previously. As expected, negotiated congestion causes LNC and LMNC to run slower than the Naïve method. This overhead is exacerbated for integrated pin-mappers that repeatedly call an escape routing subroutine. That being said, since pin-mapping and PCB layout (including, but not limited to, escape routing) are performed offline, we believe that the reduced layer counts justify the increase in runtime.
F. Post-Processing Experiments
The switching-aware pin-mapper repeatedly calls a PCB escape routing algorithm as a subroutine [39] ; this yielded a two-hour runtime for LNC, and just under an hour for LMNC, compared to just ten minutes for the Naïve method. To counteract the long run times required for this algorithm we ran a separate set of experiments that used the Naïve method as Fig. 18 . LNC routes the Zhao_PCR benchmark using four PCB layers. Fig. 19 . LMNC routes the Zhao_PCR benchmark using three PCB layers, but increases the number of external control pins from 14 to 35. the integrated subroutine. As a PP step, we then ran LNC and LMNC to try to reduce the number of PCB layers while running significantly faster. Table V and Fig. 16 report the result of these experiments.
Using LNC as a PP step was marginally effective, reducing the number of PCB layers by as many as two, while increasing the number of PCB layers by one in two cases; meanwhile, PP using LMNC reduced the number of PCB layers in all cases, with a maximum reduction of 50%. We performed a similar experiment using LNC as the integrated escape router with LMNC for PP, but this approach failed to yield further improvements; this result is not reported in Table V . Fig. 16 reports the normalized runtimes of the switching-aware router and different escape routing and PP configurations. Using LNC as an escape-routing subroutine is significantly slower than using the Naïve method, regardless of which PP algorithm is chosen. Using the Naïve router with LNC and LMNC for PP increase the algorithmic runtime by 1.68× and 1.53× respectively; when LNC is used as the escape routing subroutine and LMNC for PP, the runtime increases by as much as 20.85×, which is untenable and mostly ineffective, as mentioned above.
V. CONCLUSION
Negotiated congestion was shown to be a useful an effective approach to the multiterminal escape routing problem for PCB-mounted DMFBs. An escape routing algorithm based on negotiated congestion can be run in standalone mode to route a PCB for a given chip, or it can be called as a subroutine by integrated algorithms that simultaneously cooptimize pin-mapping with PCB escape routing. By allowing the algorithm to break apart previously computed pin groups at the escape routing stage the LMNC variant of the proposed algorithm was able to reduce the number of PCB layers, which directly affects the cost of the system. Escape routing alone creates the portion of the PCB underneath the DMFB; however, it does not solve other pertinent issues, including the placement of other components (e.g., microcontrollers, shift registers, etc.) on the PCB, nor does it instantiate connections between these components and the external control pins. Future work will attempt to automate these tasks, yielding fully functional and workable layouts for PCB-mounted DMFBs. He has published five conference papers and two journals. His current research interests include languages, synthesis, and hardware interfacing for continuous-flow microfluidic biochips.
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