Abstract. This paper proposes a robust intelligent technique to produce the initial population close to the optimal solution for the job-shop scheduling problem (JSSP). The proposed technique is designed by a new heuristic based on an intelligent skip from the primal point of the solution space to a better one that considers a new classification of jobs on machines. This new classification is named mPlates-Jobs. The main advantages of the proposed technique are its capability to produce any size of the initial population, its proximity to the optimal solution, and its capability to observe the best-known solution in the generated initial population for benchmark datasets. The comparison of the experimental results with those of Kuczapski's, Yahyaoui's, Moghaddam and Giffler's, and Thompson's initialization techniques, which are considered the four state-of-the-art initialization techniques, proves the abovementioned advantages. In this study, the proposed intelligent initialization technique can be considered a fast and intelligent heuristic algorithm to solve the JSSP based on the quality of its results.
Introduction
The job-shop scheduling problem (JSSP) is one of the most difficult non-deterministic polynomial hard combinatorial complexity optimization problems [1, 2] . Since the mid-50s, research on JSSP has continued given its widespread applications in industry, management, transportation, business, and service sectors. Its history is characterized by the proposal of exact methods, such as branch and bound algorithms [3] and integer programming [4] . Although exact algorithms for very small-size instances of combinatorial optimization problems are guaranteed to find an optimal solution in bounded time, an exact algorithm to solve JSSP in polynomial time is unavailable. Current algorithms are applicable only for small-size instances. Thus, researchers focused on heuristic and metaheuristic algorithms as approximation methods. These algorithms, namely, memetic algorithm [5] , genetic algorithm [6, 7] , bee colony optimization [8] , ant colony optimization [9] , particle swarm optimization [10] , artificial immune system [11] , electromagneticlike mechanism [12] , chemical reaction optimization [13] , DNA computing [14] , and others [15] [16] [17] , are mostly population-based algorithms. These algorithms require the production of an initial population to start the exploration and exploitation of the solution space. A high-quality initial population would speed up these algorithms, but the attention of researchers is often focused on other steps of the meta-heuristic algorithm. Thus, studies on the subject are limited.
The initialization of JSSP has been performed using various methods, such as random methods, priority rules, and heuristic algorithms. Based on published literature, most of the previous researchers used random techniques, such as random keys, to produce an initial population ( [6] , [18] , [10] , [14] , and [19] ). However, the quality of the random points produced is far below that of optimal points. Algorithms that use random initialization require more computation time to reach an optimal solution than those that use guided techniques in the initialization section. Priority dispatching rules simulated by Moghaddam and Daneshmand [20] and Canbolat and Gundogar [21] are ranked second in the initialization techniques, according to the number of their applications in previous literature. Considering that priority rules are easy to execute and have low requirements for computational power, they have fascinated many researchers. Giffler and Thompson's (G&T) algorithm [22] is one of the most important and original executions of priority rules. Kuczapski et al. [7] proposed an efficient initialization procedure to enhance genetic algorithm by generating near-optimal initial populations. Yahyaoui et al. [23] also proposed a heuristic initialization procedure based on integer linear programming; their results are comparable with those of other proposed initialization procedures [24] . This paper proposes a novel intelligent initialization technique to enhance population-based algorithms by generating initial populations close to the optimal solution in an acceptably short computational time. To achieve this goal, a novel heuristic is designed to generate any size of the initial population. A new intelligent skipping strategy (ISS) is embedded in the proposed heuristic to enable skipping from a primal point of solution space to a better one. The ISS is designed by first introducing a new classification of jobs, called mPlates-Jobs, to machines based on the operation number of jobs. Second, a novel set of rules, namely, the activator rules of mPlates (ARs), is designed to activate the mPlates-Jobs. Finally, ISSARs is produced based on the ISS and ARs of mPlates.
The rest of the paper is organized as follows: Section 2 describes and formulates JSSP. Section 3 presents the pre-processing of JSSP. Section 4 proposes a generic heuristic to produce an initial population and elaborates on the ISS embedded in the proposed heuristic. Section 5 reports the experimental and comparative results. Section 6 discusses the conclusions and future work.
JSSP Description
A JSSP, which is considered in this study, can be formulated as follows: A set of jobs = { 1 , 2 , … , } is provided on a set of machines = { 1 , 2 , … , }. The operations of the jobs = { , = 1,2, … , & = 1,2, … , } have to be processed in the machines under three types of constraints, namely, precedence, capacity, and release and due date constraints. Precedence constraints include three limitations: each job should be processed through the sequence of machines in a predetermined order ( ); the machine orders among different jobs are unconfined; and no precedence constraints exist among the operations of different jobs. Capacity constraints comprise five restraints: machines are independent of one another; machines cannot remain idle while an operation is waiting for processing; each machine can only handle at most one operation at a time; each job can be processed only once on a given machine; and jobs are independent of one another. Finally, release and due date constraints contain three restrictions. First, no negative starting time is observed. Second, the processing time of operations is given a length. Finally, the processing of each operation must not be interrupted. Therefore, to satisfy these constraints and to achieve the objective of JSSP, the starting time of the processing operation is considered the decision variable of JSSP. A feasible schedule is assigned time slots on the machines for operations by satisfying the constraints of the problem and by finding a sequence of jobs on machines ( ); the corresponding schedule should minimize the maximum completion time of the last completed operation (makespan/ ) [25] as the standard objective function of JSSP. Therefore, the problem target is in finding a sequence of jobs on machines ( ) whereby its corresponding schedule satisfies all constraints and, at the same time, minimizes the makespan.
Pre-processing of the JSSP
One of the key issues in successfully applying meta-heuristics to JSSP is in encoding a schedule to search space [26] , that is, a suitable selection of encoding scheme is extremely important in enhancing the search effectiveness of any meta-heuristic. In addition, all of the encoding schemes proposed for the JSSP can generate an active schedule through the decoder.
Encoding Solution Space
In this study, a modified version of the preference list-based representation [26] is considered in a matrix format as the encoding scheme. One condition is designed over the encoded points to satisfy the feasibility and escape the loop of consecutive operations. Thus, the sequence of jobs on machines matrix, called , is considered as the encoding scheme that represents the points of the solution space. Each row of the matrix represents a permutation of jobs to be processed in a given machine. Therefore, the entries of are jobs. Each job on each row (machine) has to be viewed only once. This limitation comes from precedence and capacity constraints (i.e., processing of each operation must not be interrupted, and each job can be processed only once on a given machine). JSSP has ( !) different with machines and jobs. Some of these do not have a feasible schedule because they have at least one loop of operations. If an does not have at least one of the first processed operations of jobs ( 1 ) with the lowest order (the first to process) on each machine as the source operation and does not have at least one of the last processed operations of jobs ( ) with the highest order (the last to process) on each machine as the sink operation, then at least one loop from operations is created in . There are (( − 2)( − 1)!) different with at least one loop from operations; these types of are rejected.
Decoder Algorithm
An encoded point is not a schedule, but it has a corresponding active feasible schedule. A feasible schedule that includes no idle time is called active.
Constructing another schedule with at least one operation finishing earlier and that with no operation finishing later is not possible [27] . Therefore, a decoder algorithm should be designed to construct an active feasible schedule that corresponds to a given encoding. The most famous decoder algorithm was proposed by Giffler and Thompson [22] and later improved by many other researchers [10, 19, 28] . In the present study, a new heuristic decoder algorithm, called the switching function, is designed to construct an active feasible schedule that corresponds to a given . The algorithm has a simple structure and guarantees the satisfaction of all constraints. A brief outline of the switching function is as follows:
Step 0: 0 → and 0 → . Step 2: → ′ and → ′
Step 3: If ′ ′ is not processed, then proceed to
Step 4, else return to Step 1.
Step Step 6: If = ′ and = ′ , then return to Step 1, else → ′, → ′, then return to Step 4.
For a better presentation of the procedure of the switching function, a small instance, including three jobs and three machines, is considered in Table 1 . 
The predetermined sequence of operations ( ) of the instance is as follows:
(1)
A feasible encoded point of solution space ( 1 ) is arbitrarily (randomly) considered:
The procedure of the algorithm for generating the corresponding feasible active schedule of 1 is explained in Table 2 and Fig. 1 . Table 2 shows that ( ) is a starting time of .
Initialization Technique

Heuristic to Generate an Initial Population
In this study, a new heuristic is proposed to generate the initial population. The algorithm of the heuristic is elaborated in Fig. 2 , where two main parts are included. The first part, which uses the priority rule (shortest remaining time first, SRTF) generates one primal 1 . The literature on constructing initial schedules directly uses the priority rules, but in the present study, these rules are used in generating the primal 1 . The rule used to design 1 is the SRTF. The second step includes producing the remaining , where = 2, … , _ . The second part considers the calculation of the remaining − 1 of s, the −1 generated earlier, as a source or primal . The ISS is then performed to find an improved on two machines of the primal consecutively. Before running ISS, a machine (or a row of −1 ) is randomly selected from all machines (called ) by randomly drawing a number from among [1 … ]. The ISS is designed based on a new classification of jobs on machines (mPlates-Jobs) and the AR of mPlates as an activator of mPlates. The ISS aims to find a new with better quality and more difference than the primal −1 . ISS focuses on , which is located in row of −1 . ISS will then modify the orders of jobs on and the other machines. Next 
Proc. Operations Note
Step 1 1 → , 1 → j
Step 2 1 → ′ , 1 →
′
Step 3 (1,1) → 12 ( 12 ) = 1: 1 12 is not processed and go to Step 4
Step 4 ′ = { 11 }, = ∅
Step 5
Consider 11 instead 12 and go to Step 4
Step 4 ′ = ∅, = ∅
Step 5 Figure 1 .a
Step 6
Due to ≠ ′ So → ′, → ′ and Return to
Step 4
(1,1) → 12 ( 12 ) = 1: 1
Step 6 Duo to
Step 2 2 → ′ , 1 → ′
Step 3 (2,1) → 32 ( 32 ) = 2: 2 32 is not processed and go to Step 4 Step 4 ′ = { 31 }, = ∅
Consider 31 instead 32 and go to Step 4
( 32 ) = 6 ( 32 ) = 10 (2,1) processed Evaluate 32 Figure 1 .d
Step 6 Duo to = ′ & = ′ So go to Step 1 Step 1 3 → , 1 →
Step 2 3 → ′ , 1 →
Step 3 (3,1) → 11 11 is processed and go to Step 1 ⋮ ⋮ ⋮
Step 1 3 → , 3 →
Step 2 3 → ′ , 3 → ′
Step 3 (3,3) → 22 22 is processed and go to Step 1
Step 1 Terminate the progress Terminate when = 3 & = 3 is generated by the priority rule, which has not yet been applied in the construction procedure. For example, 1 is produced by SRTF. In addition, unsuccessful times occur when finding a new improved 2 by reselecting the value of . Thus, a new primal is generated by the earliest due date. The abovementioned procedure is completed to produce , given that the new sequence of jobs can be found on two machines/rows of the primal . The new concept of mPlates-Jobs is first explained in the rest of this section. Next, the ARs of mPlates are designed, and finally, a brief outline of ISS based on the first generation rules of mPlates (ISSARs) is described. The procedure of the heuristic algorithm to produce an initial population is presented in Fig. 2 . The items used in Fig. 2 are explained in Table 3 . Table 3 . Items used in Figure 1 Items Description Θ Set of machines that is used to generate based on the primal SJM.
r_index It shows that the primal SJM is improved twice on two machines. k_index It presents that the primal SJM is improved while ISS-AR runs on α.
primal_index It presents the index number of SJM that is considered as primal SJM.
( ℎ )
The quality (makespan) of the corresponding active feasible schedule to the exchanged primal SJM, which is obtained from running ISS-AR on .
( )
The quality (makespan) of the corresponding active feasible schedule to the primal SJM. The upper bound on the number of iterations to find an improved SJM. while ISS-AR runs on . The upper bound on the number of iterations to find a new improved SJM based on the primal SJM.
SRTF
The priority rule of the shortest remaining time first.
EDD
The priority rule of the earliest due date.
LPT
The priority rule of the longest processing time.
Plates-Jobs and mPlates-Jobs
Two new job classifications are proposed, namely, Plates-Jobs and mPlates-Jobs, which are based on the concepts and structures of and M, respectively. In these classifications of jobs, the dependent rules, which are presented in the next subsection, create a range of candidates of processing orders for each job in . The range reduces the dimension of the search space; thus, a better and new can be determined in a shorter period. In Plates-Jobs, jobs are classified based on machine number and should be processed in the same operation. The classification of jobs in PlatesJobs is obtained from . Each row of Plates-Jobs is assigned to a given operation. Each available machine in a given operation creates one class of jobs, which is named Plate-Jobs, and includes at least one job. Each Plate-Jobs is indexed through the generated machine number. The classification of jobs generated in PlatesGenerating Initial Population Procedure ( )
Generate based on the priority rule (SRTF)
Run the ISS-ARs on from the primal
The exchanged primal → the primal 21 Jobs is reorganized based on the operation number applied over the same machine and is called mPlates-Jobs. Each row of mPlates-Jobs is assigned to a given machine. Fig. 3 (9) 1 (10) 5 (4) 3 (1) Based on Table 4 , of Ft06 can be easily presented as follows:
The first column/operation of to be considered has two machines ( 2 3 ), and the second has four machines ( 1 , 2 , 3 , and 4 ). Thus, 1 has two Plates-Jobs: one indexed with 2 that includes three jobs ( 2 , 4 , and 6 ) and another indexed with 3 , which has three other jobs ( 1 , 3 , and 5 ). 2 has four Plates-Jobs: the first belongs to 1 and consists of two jobs ( 1 and 4 ) ; the second depends on 2 and has only one job ( 5 ); the third depends on 3 and has one job ( 2 ); and the last belongs to 4 and consists of two jobs ( 3 and 6 ). Other Plates-Jobs are created with different job numbers for the remaining operations/columns of , as presented in Table 5 . For example, 5 has four Plates-Jobs: the first consists of one job ( 1 ); the second, two jobs ( 2 and 5 ); the third, one job ( 3 ); and the last, two jobs ( 4 and 6 ).
The Plates-Jobs of Ft06 (Table 5 ) are individually reorganized, based on machine numbers, to create mPlates-Jobs. In the first step, 1 is selected. 1 has three Plates-Jobs on 2 ( 1 and 4 ), 4 ( 3 and 6 ), and 5 ( 2 and 5 ) because these jobs are indexed by 1 . These jobs are moved to the first row of mPlates-Jobs. This movement is repeated for the rest of the machines and their Plates-Jobs (Table 6 ). For example, to create mPlates-Jobs related to 4 , Plates-Jobs should be found indexed by 4 over operations on Plates-Jobs (Table 5 ). Three Plates-Jobs, namely, ( 2 : 3 , 6 ), ( 4 : 1 , 4 ) and ( 6 : 2 , 5 ) are available to fill up the fourth row of mPlates-Jobs (see Table 6 ). The number of rows and their elements on the lower floor of mPlates-Jobs are similar to those on . For example, mPlate-Jobs1 on 2 has three jobs ( 2 , 4 , and 6 ). Three empty cells are found on its lower floor that can be loaded by any permutation of these three jobs, which are exactly similar to those of the first three cells of on 2 /row2. Each mPlate-Jobs represents a limitation on the exchange of the processing orders of its jobs on . The empty lower floors of mPlates-Jobs are randomly filled up by the available jobs on each mPlate. An example is shown in Table 7 .
The SJM randomly produced from the lower floors of mPlates-Jobs in Table 7 is presented as follows: .
The makespan of the based on Eq. (4) is 60, whereas the optimal makespan of Ft06 is 55.
(Eq. (4)) is randomly generated based on available real processing orders for candidate jobs on their mPlates. This finding shows the capability and efficiency of the proposed classification of jobs (mPlates-Jobs).
The Activators Rules of mPlates (ARs)
An mPlates-Jobs is designed as a classification of jobs over machines based on and when matched with the structure of . This classification is generated just once in the proposed intelligent initialization technique and possesses a fixed structure. Three rules are proposed to activate and to make up training on the mPlates-Jobs. These rules, which are regarded as the ARs of mPlates, are as follows: The range of candidate orders for each job on a given machine becomes limited based on the ARs. In this range, each order has a different selection probability. For example, mPlates-Jobs related to 6 and 3 are considered to explain the ARs (Fig. 4) . The mPlates-Jobs related to 6 include four mPlates ( 3 , 4 , 5 , and 6 ), which consecutively operate. With regard to Rules 1 and 2, the range of candidate orders for 3 or 6 on 6 (the sixth row of ) is (1, 2, 3, 4, 5) such that orders 1 and 2 have 55% to 75% chances of sitting 3 or 6 on them. The chances of orders 3 and 4 to select are 25% to 40%, and order 5 has 5% to 10% chance of selecting 3 or 6 . According to Rule 3, 6 can obtain order 5 with 20% to 30% probability, and it can sit on order 6 with 70% to 80% chances. However, the mPlates of 3 and 6 are not consecutive. Reducing the search space of the solution space by using ARs depends on the dimensions of the dataset (number of jobs and machines) and the complexity of the process. For datasets with larger dimensions, more reduction in the search space from the solution space will occur. For instance, the search space of La19 [29] with 10 jobs:10 machines has to reduce 3.9594e + 64 points to 1.8092e + 40 based on the ARs.
ISS Based on the ARs
The robust intelligent initialization technique is completed by designing an ISS based on the ARs. The technique is called ISS-ARs. For ISS-ARs, one condition with two equations (Eqs. (5) and (6)) is considered as the threshold for performing ARs. If the jobs on a given machine satisfy the thresholds for performing ARs, their processing orders are exchanged in relation to ARs. Finally, the processing orders of the jobs, which have moved, on the other machines are modified. A brief outline of ISS-ARs is as follows:
Step 1: Focus on a given machine/row ( ) of the primal , recognize the current orders of jobs on
, and identify the mPlates-Jobs, which can be combined based on Rule 1.
Step 2: Classify the list candidate orders of jobs and the probability that the jobs will be selected based on Rule 2 or Rule 3 in three or two layers.
Step To choose the target order randomly, one layer from CL, FL, and SL should be selected based on their probability. Subsequently, one order from the selected layer is kept random.
Step 4: Simultaneously, move jobs from their current order to a new order (Step 3). The movement should be made with certainty that the order of these jobs in their other operations has settled on other machines with the best value. Otherwise, exchange the order during its mPlate, if jobs satisfy Condition 1 and Eq. (5).
Steps 3 and 4 are repeated for all mPlates-Jobs on and are created as an exchanged version of the primal .
To check the quality of the exchanged version of the primal after Steps 2 to 4, and to determine whether it has improved or not, the switching function should be run over the exchanged version of the primal . The initialization procedure that works based on this strategy is called ISS-ARs.
Condition 1: Suppose that the _ of with operation ( ) is on the primal and the nearest _ based on its mPlate equals . To match the _ of with its nearest _ , should be moved by one unit to the left or right depending on the value of . If > , jobs with _ − 2 , − 1, and + 1 are with operation , with operation
, and with operation , respectively. If these operations satisfy Eq. (5), then the orders of and should be swapped, and the makespan of the exchanged primal should be recalculated. Subsequently, the procedure should be repeated until the current order of reaches . (6), then the _ s of and should be swapped, the makespan of the exchanged primal should be recalculated, and then the procedure should be repeated until the current order of reaches . The current orders ( _ ) of jobs on 1 should be recognized in relation to Step 1, and the mPlates, which can be combined based on Rule 1 of ARs, should be identified. ( 1 , 2) , which consists of 3 and 6 and is referred to as 4 ; and ( 1 , 3), which is composed of 2 and 5 and cited by 5 . Given ( 1 , 2) and ( 1 , 3) , jobs are indexed by consecutive operations, and they can be combined as the FL. Meanwhile, ( 1 , 1), which remains as one layer, is the CL. The _ layer for each mPlate and the list of candidate orders with their probabilities for jobs based on Rules 2 and 3 of ARs, which are in accordance with Step 2, are shown in Table 8 .
In
Step 3, the first ( 1 , 1) includes 1 and 4 . Next, order1 and order2 are randomly selected for 4 and 1 , respectively. 4 and 1 can be swapped with each other ( 4 can be moved to order 1) because these conditions satisfy Eq. (6). Thus, the exchanged sequence of jobs on 1 is equal to (4 1 5 6 3 2). Moreover, given the movement of 4 to the right side, the current orders of 4 on other machines should be simultaneously controlled. If the condition of Eq. (5) is satisfied, then the current orders should be exchanged, and the makespan of the exchanged primal should be recalculated based on Step 4. 1 should not be moved because its target and current orders are similar. Newly exchanged primal , a result of performing Table 9 . ( 1 , 2), whereas Step 3, executed on ( 1 , 2), begins on 3 . The target order of 3 is chosen from two layers. CL includes order3 and order4 with 85% probability, and FL consists of order5 and order6 with 15% probability (Table 8) . Therefore, based on the probability of the orders, order3 is randomly selected for 3 . The _ of 3 is order5. If 3 and the jobs in the right side can satisfy Eq. (5), then first, 3 should be moved to order4 and the next one should be moved to order3. Thus, 3 and 6 are swapped with each other ( 3 is moved to order4) once they satisfy Eq. (5). Subsequently, the makespan value is recalculated. Therefore, the exchanged sequence of jobs on 1 equals (4 1 5 3 6 2). Next, the order of 3 on other machines should be checked based on Step 4. The results are presented in Table 10 . Step 3 is repeated over 3 to check the capability of 3 to move to order 3. 3 and the jobs in the right side ( 5 ) satisfy Eq. (5) and therefore can be swapped with each other. The exchanged sequence of jobs on 1 equals (4 1 3 5 6 2). The makespan of the exchanged is 68. Next, the order of 3 on other machines is checked based on Step 4. The results are shown in Table 11 . 
Experimental Results
ISS-ARs is tested on benchmark datasets available in the OR library [30] and Willem [24] to evaluate the proposed intelligent construction procedure. The dataset details and parameters, which are used to execute ISS-ARs, include programming, processor, population size, , , and others. These details and parameters are presented in Table 13 . The experimental results of ISS-ARs are presented in Table 14 , based on the makespan as the objective function (Ran.
). is the number of generations required to reach the solution, and T is the CPU time to produce the initial population. The experimental results are also compared with the best-known solution (BKS), simulated G&T algorithm [22] , heuristic initialization (IPG) proposed in [7] , GA with IPG (IPG + GA), and without IPG as evaluated in [7] . Table 14 . Experimental results and their comparison with the results of G&T, GA, and Kuczapski's algorithm [7] Instance BKS ISS-ARs G&T GA IPG + GA IPG Ran. T method (SM), and proposed a new heuristic initialization method, namely "the third new proposed method" (YTPM). They also considered the results of a constraint satisfaction adaptive neural network (CSANN) to evaluate their results. Table 15 shows that ISS-ARs succeeded in generating a point better than BKS for Willem's dataset [24] , which belonged to Yang and Wang [31] . Finally, Table 16 shows the experimental results of ISS-ARs that are compared with those of the simulating priority rules proposed by Moghadam and Daneshmand-Mehr [20] : first in first out (FIFO), last in first out (LIFO), low-value function (LVF), and highvalue function (HVF).
The advantages of ISS-ARs are clearly proven by the quality of solutions and the lower computational times obtained through the comparisons presented in Tables 14 to 16 . 
Conclusion
A novel intelligent initialization technique is proposed to generate an initial population close to the optimal solution. The technique is based on an ISS from a primal point to a better one. The ISS is designed based on a new classification of jobs, called mPlates-Jobs, which considers a predetermined precedence constraint ( ). A set of rules, namely, ARs, is proposed to activate and formulate the training of the mPlates-Jobs.
ISS-ARs can produce any size of initial population. Based on the experimental results and the comparison with other available valid methods in Tables 14 to 16 , ISS-ARs generate an initial population in a significantly short computation time. The best point of the produced initial population is close to an optimal solution. The important result that shows the advantage of the ISS-ARs is the observation of the BKS among the initial populations of La01, La02, and La03 in Table 14 . Another important result is the successful generation of a point that is better than the BKS of Willem's dataset [24] among the initial population, as shown in Table 15 . The ISS-AR of this study is a fast, intelligent heuristic algorithm for solving the JSSP, based on the quality of the experimental results.
This study has created the perfect foundation through which a more effective procedure to produce the initial population with a shorter computation time and better quality than ISS-AR can be designed. The implementation of ISS-ARs in other cases of JSSPs and other scheduling problems is the recommended second phase of future studies.
