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Abstract
Probabilistic automata were introduced by Rabin in 1963 as language acceptors. Two automata are equivalent if
and only if they accept each word with the same probability. On the other side, in the process algebra community,
probabilistic automata were re-proposed by Segala in 1995 which are more general than Rabin’s automata. Bisim-
ulations have been proposed for Segala’s automata to characterize the equivalence between them. So far the two
notions of equivalences and their characteristics have been studied mostly independently. In this paper, we consider
Segala’s automata, and propose a novel notion of distribution-based bisimulation by joining the existing equivalence
and bisimilarities. We demonstrate the utility of our definition by studying distribution-based bisimulation metrics,
which gives rise to a robust notion of equivalence for Rabin’s automata. We compare our notions of bisimulation to
some existing distribution-based bisimulations and discuss their compositionality and relations to trace equivalence.
Finally, we show the decidability and complexity of all relations.
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1. Introduction
In 1963, Rabin [1] introduced the model probabilistic automata as language acceptors. In a probabilistic au-
tomaton, each input symbol determines a stochastic transition matrix over the state space. Starting with the initial
distribution, each word (a sequence of symbols) has a corresponding probability of reaching one of the final states,
which is referred to as the accepting probability. Two automata are equivalent if and only if they accept each word
with the same probability. The corresponding decision algorithm has been extensively studied, see [1, 2, 3, 4].
Markov decision processes (MDPs) were known as early as the 1950s [5], and are a popular modelling formalism
used for instance in operations research, automated planning, and decision support systems. In MDPs, each state has
a set of enabled actions and each enabled action leads to a distribution over successor states. MDPs have been widely
used in the formal verification of randomized concurrent systems [6], and are now supported by probabilistic model
checking tools such as PRISM [7], MRMC [8] and IscasMC [9].
On the other side, in the context of concurrent systems, probabilistic automata were re-proposed by Segala in
1995 [10], which extend MDPs with internal nondeterministic choices. Segala’s automata are more general than
Rabin’s automata, in the sense that each input symbol may correspond to more than one stochastic transition matrices.
Various behavioral equivalences were defined, including strong bisimulations, strong probabilistic bisimulations, and
weak bisimulation extensions [10]. Strong bisimulations require all transitions being matched by equivalent states,
whereas weak bisimulations allow single transition being matched by a finite execution fragment. These behavioral
equivalences are used as powerful tools for state space reduction and hierarchical verification of complex systems.
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Thus, their decision algorithms [11, 12, 13] and logical characterizations [14, 15, 16] were widely studied in the
literature.
Equivalences are defined for the specific initial distributions over Rabin’s automata which are deterministic with
respect to the input word. On the other side, bisimulations are usually defined over states over Segala’s automata
which are non-deterministic, i.e., an input word induces often more than one probability distributions. For Segala’s
automata, state-based bisimulations have arguably too strong distinguishing power, thus various relaxations have been
proposed, recently. In [17], a distribution-based bisimulation was defined for Rabin’s automata. Because of the
deterministic nature, they proved further that this turns out to be an equivalent characterization of the equivalence in
a coinductive manner, as for bisimulations. Later, this leads to, a distribution-based weak bisimulation in [18]. Since
states can be matched by distributions, this novel equivalence relation ignores the branching structure of the model,
and produces weaker relations over states than classical weak bisimulations [10].
The induced distribution-based strong bisimulation was further studied in [19]. Interestingly, whereas the weak
bisimulation is weaker, it was shown that the distribution-based strong bisimulation agrees with the state-based bisim-
ulations when lifted to distributions. This is rooted in the formulation of the weak bisimulation in [18]: constraints are
proposed for each state in the distribution independently. This may appear too fine for the overall behaviour of the dis-
tribution: this limitation was illustrated in an example at the end of the paper [18]. Other formulations of distribution-
based bisimulations have been proposed recently. In [20], weaker notions of weak bisimulations are further studied.
But the corresponding strong bisimulations have not been discussed. Recently, in [21], a new distribution-based strong
bisimulation is proposed for Segala’s automata and extensions with continuous state space.
As one contribution of this paper, we consider Segala’s probabilistic automata, and propose a novel notion of
strong distribution-based bisimulation. The novel relation is coarser than the relations in [19, 18]: we show that
for Rabin’s probabilistic automata it coincides with equivalences, and for Segala’s probabilistic automata, it is rea-
sonably weaker than the existing bisimulation relations. Thus, it joins the two equivalence notions restricting to the
corresponding sub-models.
Another contribution of this paper is the characterization of distribution-based bisimulation metrics. Bisimulations
for probabilistic systems are known to be very sensitive to the transition probabilities: even a tiny perturbation of the
transition probabilities will destroy bisimilarity. Thus, bisimulation metrics have been proposed [22]: the distance
between any two states are measured, and the smaller the distance is, the more similar they are. If the distance is
zero, one then has the classical bisimulation. Because of the nice property of robustness, bisimulation metrics have
attracted a lot attentions on MDPs and their extensions with continuous state space, see [23, 24, 25, 26, 27, 28, 29,
30, 31, 32]. All of the existing bisimulation metrics mentioned above are state-based. On the other side, as states
lead to distributions in MDPs, the metrics must be lifted to distributions. In the second part of the paper, we propose
a distribution-based bisimulation metric; we consider it being more natural as no lifting of distances is needed. We
provide a coinductive definition as well as a fixed point characterization, both of which are used in defining the state-
based bisimulation metrics in the literature. We provide a logical characterization for this metric as well, and discuss
the relation of our definition and the state-based ones. A direct byproduct of our bisimulation-based metrics is the
notion of equivalence metric for Rabin’s probabilistic automata. As for bisimulation metrics, the equivalence metric
provides a robust solution for comparing Rabin’s automata. To the best of our knowledge, this has not been studied in
the literature.
Lastly, we consider the strong bisimulation obtained from [20], and investigate the relations of it, together with
our relation and the one defined in [21]. We show that our distribution-based bisimulation is the coarsest among them.
In more detail, we show that even though all the distribution-based bisimulations are not compositional in general,
they are compositional if restricted to a subclass of schedulers. We compare all notions of bisimulation to trace
equivalences, and show that they are all finer than a priori trace distribution equivalence, but incomparable to trace
equivalences. Further, we study the corresponding decision algorithms in this paper. In [21], the authors have studied
the decision algorithm for their bisimulation, and they pointed out that it can be used for deciding other variants
as well. In contrast to state-based bisimulation metrics, the problem of computing distribution-based bisimulation
metrics is much harder. Actually, we prove that the problem of computing the distribution-based bisimulation metrics
without discounting is undecidable. However, if equipped with a discounting factor, the problem turns to be decidable
and is NP-hard.
This paper is an extended version of the conference paper [33]. In addition to the conference version, we have
added missing proofs, investigated the relationship of our bisimulation with other distribution-based bisimulations
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in the literature, and shown their compositionality with respect to a subclass of schedulers. We also discussed the
decidability and complexity of computing all mentioned relations.
Organization of the paper. We discuss related works in Section 2. We introduce some notations in Section 3.
Section 4 recalls the definitions of probabilistic automata, equivalence, and bisimulation relations. We present our
distribution-based bisimulation in Section 5, and bisimulation metrics and their logical characterizations in Section 6.
In Section 7 we recall some existing notions of bisimulation in the literature and compare them with our bisimula-
tion. We also discuss their compositionality and relations to trace equivalences. The decidability and complexity of
distribution-based approximate bisimulation are presented in Section 8, while Section 9 concludes the paper.
2. Related Works
In probabilistic verification, bisimulation-based behavioral equivalences are often used in abstracting the original
system by aggregating bisimilar states together. Coarser bisimulation thus leads to smaller quotient system through
the aggregation process. On the other side, smaller quotient may lose properties of the original system. The logical
characterization problem studies the relationship between bisimilar states and logical equivalent states.
For Segala’s automata, he has already investigated the relationship of behavioural equivalences and logical equiv-
alences with respect to the logic PCTL (probabilistic computational tree logic). It was shown that strong bisimulation
preserves PCTL properties, and weak bisimulation preserves a PCTL fragment without the next operator [10, 34].
Moreover, these bisimulations are strictly finer than PCTL equivalence, i.e., they distinguish even states which satisfy
the same set of PCTL formulas. In [35], a novel coarser bisimulation was proposed which agrees with the PCTL
logical equivalences. Extensions of the Hennessy-Milner logic of Larsen and Skou [36] were also extensively studied
in the literature in this respect, including [37, 14, 15, 38, 39].
PCTL logical formulas have atomic propositions to characterize state properties, and can express more involved
nested properties. For a simple class of properties, such as the probabilistic reachability, the state-based bisimulations
are arguably too fine grained. In the literature several authors proposed preorders based on asymmetric simulation
relations [34, 40]. Recently, this has led to further development of several distribution-based symmetric bisimulations
[18, 19, 20, 33, 21], as discussed in the introduction.
To construct the quotient system with respect to a bisimulation, one needs to decide whether two states or distri-
butions are bisimilar. Thus, decision algorithm for bisimulations is a fundamental problem, and has been extensively
studied in the literature. This rooted in the partition refinement algorithm for the classical transition system. For
Segala’s automata, while state-based bisimulation can be decided in polynomial time [12, 11, 41, 42, 13], decision
procedures for distribution-based bisimulation are more expensive than the ones for state-based bisimulation [43, 44].
3. Preliminaries
Distributions.. For a finite set S , a (probability) distribution is a function µ : S → [0, 1] satisfying |µ| := ∑s∈S µ(s) =
1. We denote by Dist(S ) the set of distributions over S . We shall use s, r, t, . . . and µ, ν . . . to range over S and Dist(S ),
respectively. Given a set of distributions {µi}1≤i≤n, and a set of positive weights {pi}1≤i≤n such that
∑
1≤i≤n pi = 1, the
convex combination µ =
∑
1≤i≤n pi · µi is the distribution such that µ(s) =
∑
1≤i≤n pi · µi(s) for each s ∈ S . The support
of µ is defined by supp(µ) := {s ∈ S | µ(s) > 0}. For an equivalence relation R defined on S , we write µRν if it holds
that µ(C) = ν(C) for all equivalence classes C ∈ S/R. A distribution µ is called Dirac if |supp(µ)| = 1, and we let δs
denote the Dirac distribution with δs(s) = 1.
Note that when S is finite and an order over S is fixed, the distributions Dist(S ) over S , when regarded as a subset
of R|S |, is both convex and compact. In this paper, when we talk about convergence of distributions, or continuity of
relations such as transitions, bisimulations, and pseudo-metrics between distributions, we are referring to the normal
topology of R|S |. For a set F ⊆ S , we define the characteristic (column) vector ηF by letting ηF(s) = 1 if s ∈ F, and 0
otherwise.
pseudo-metric.. A pseudo-metric over Dist(S ) is a function d : Dist(S ) × Dist(S ) → [0, 1] such that (i) d(µ, µ) = 0;
(ii) d(µ, ν) = d(ν, µ); (iii) d(µ, ν) + d(ν, ω) ≥ d(µ, ω). In this paper, we assume that a pseudo-metric is continuous.
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4. Probabilistic Automata and Bisimulations
4.1. Probabilistic Automata
Let AP be a finite set of atomic propositions. We recall the notion of probabilistic automata introduced by
Segala [10].
Definition 4.1 (Probabilistic Automata). A probabilistic automaton is a tuple A = (S , Act,→, L, α) where S is a
finite set of states, Act is a finite set of actions, → ⊆ S × Act × Dist(S ) is a transition relation, L : S → 2AP is a
labelling function, and α ∈ Dist(S ) is the initial distribution.
As usual we only consider image-finite probabilistic automata, i.e. for all s ∈ S , the set {µ | (s, a, µ) ∈ →} is finite.
A transition (s, a, µ) ∈ → is denoted by s a−→ µ. We denote by EA(s) := {a | s a−→ µ} the set of enabled actions in s. We
say A is input-enabled, if EA(s) = Act for all s ∈ S . The state s is deterministic if (s, a, µ) ∈ → and (s, a, µ′) ∈ →
imply that µ = µ′. We say A is an MDP if all states in S are deterministic.
Interestingly, a subclass of probabilistic automata were already introduced by Rabin in 1963 [1]; Rabin’s proba-
bilistic automata were referred to as reactive automata in [10]. We adopt this convention in this paper.
Definition 4.2 (Reactive Automata). We say A is reactive if it is input-enabled and deterministic, and for all s,
L(s) ∈ {∅, AP}.
Here the condition L(s) ∈ {∅, AP} implies that the states can be partitioned into two equivalence classes according
to their labelling. Below we shall identify F := {s | L(s) = AP} as the set of accepting states, a terminology used in
automata theory. In a reactive automaton, each action a ∈ Act is enabled precisely once for all s ∈ S , thus inducing a
stochastic matrix M(a) satisfying s a−→ M(a)(s, ·).
4.2. Probabilistic Bisimulation and Equivalence
First, we recall the definition of (strong) probabilistic bisimulation for probabilistic automata [10]. Let {s a−→ µi}i∈I
be a collection of transitions, and let {pi}i∈I be a collection of probabilities with
∑
i∈I pi = 1. Then (s, a,
∑
i∈I pi · µi) is
called a combined transition and is denoted by s a−→P µ where µ =
∑
i∈I pi · µi.
Definition 4.3 (Probabilistic bisimulation [10]). An equivalence relation R ⊆ S × S is a probabilistic bisimulation
if sRr implies that L(s) = L(r), and for each s a−→ µ, there exists a combined transition r a−→P ν such that µRν.
We write s ∼P r whenever there is a probabilistic bisimulation R such that sRr.
Recently, in [18], a distribution-based weak bisimulation has been proposed, and the induced distribution-based
strong bisimulation is further studied in [19]. Their bisimilarity is shown to be the same as ∼P when lifted to distribu-
tions. Below we recall the definition of equivalence for reactive automata introduced by Rabin [1].
Definition 4.4 (Equivalence for Reactive Automata [1]). Let Ai = (S i, Act,→i, Li, αi), i = 1, 2, be two reactive
automata with Fi being the set of final states for Ai. We say A1 and A2 are equivalent if A1(w) = A2(w) for each
w ∈ Act∗, where Ai(w) := αiMi(a1) . . . Mi(ak)ηFi provided w = a1 . . . ak.
Stated in plain english, A1 and A2 with the same set of actions are equivalent iff for an arbitrary input w, A1 and
A2 accept w with the same probability.
So far bisimulations and equivalences were studied mostly independently. The only exception we are aware
is [17], in which for Rabin’s probabilistic automata, a distribution-based bisimulation is defined that generalizes both
equivalence and bisimulations.
Definition 4.5 (Bisimulation for Reactive Automata [17]). Let Ai = (S i, Act,→i, Li, αi), i = 1, 2, be two reactive
automata, and Fi the set of final states for Ai. A relation R ⊆ Dist(S 1) × Dist(S 2) is a bisimulation if for each µRν it
holds (i) µ · ηF1 = ν · ηF2 , and (ii) (µM1(a))R(νM2(a)) for all a ∈ Act.
We write µ ∼d ν whenever there is a bisimulation R such that µRν.
It was shown in [17] that two reactive automata are equivalent if and only if their initial distributions are distribution-
based bisimilar according to the definition above.
4
5. A Novel Bisimulation Relation
In this section we introduce a notion of distribution-based bisimulation for Segala’s automata by extending the
bisimulation defined in [17]. We shall show the compatibility of our definition with previous ones in Subsection 5.1,
and some properties of our bisimulation in Subsection 5.2.
For the first step of defining a distribution-based bisimulation, we need to extend the transitions starting from states
to those starting from distributions. A natural candidate for such an extension is as follows: for a distribution µ to
perform an action a, each state in its support must make a combined a-move. However, this definition is problematic,
as in Segala’s general probabilistic automata, action a may not always be enabled in all support states of µ. In this
paper, we deal with this problem by first defining distribution-based bisimulations (resp. distances) for input-enabled
automata, for which the transition between distributions can be naturally defined, and then reducing the equivalence
(resp. distance) of two distributions in a general probabilistic automaton to the bisimilarity (resp. distance) of these
distributions in an input-enabled automaton which is obtained from the original one by adding a dead state and some
additional transitions to the dead state.
To make our idea more rigorous, we need some notations. For A ⊆ AP and a distribution µ, we define µ(A) :=∑
{µ(s) | L(s) = A}, which is the probability of being in those state s with label A.
Definition 5.1. We write µ a−→ µ′ if for each s ∈ supp(µ) there exists s a−→P µs such that µ′ = ∑s µ(s) · µs.
We first present our distribution-based bisimulation for input-enabled probabilistic automata.
Definition 5.2. Let A = (S , Act,→, L, α) be an input-enabled probabilistic automaton. A symmetric relation R ⊆
Dist(S ) × Dist(S ) is a (distribution-based) bisimulation if µRν implies that
1. µ(A) = ν(A) for each A ⊆ AP, and
2. for each a ∈ Act, whenever µ a−→ µ′ then there exists a transition ν a−→ ν′ such that µ′Rν′.
We write µ ∼A ν if there is a bisimulation R such that µRν.
Obviously, the bisimilarity ∼A is the largest bisimulation relation over Dist(S ).
For probabilistic automata which are not input-enabled, we define distribution-based bisimulation with the help of
input-enabled extension specified as follows.
Definition 5.3. Let A = (S , Act,→, L, α) be a probabilistic automaton over AP. The input-enabled extension of A,
denoted by A⊥, is defined as an (input-enabled) probabilistic automaton (S ⊥, Act,→⊥, L⊥, α) over AP⊥ where
1. S ⊥ = S ∪ {⊥} where ⊥ is a dead state not in S ;
2. AP⊥ = AP ∪ {dead} with dead < AP;
3. →⊥ =→ ∪ {(s, a, δ⊥) | a < EA(s)} ∪ {(⊥, a, δ⊥) | a ∈ Act};
4. L⊥(s) = L(s) for any s ∈ S , and L⊥(⊥) = {dead}.
Definition 5.4. Let A be a probabilistic automaton which is not input-enabled. Then µ and ν are bisimilar, denoted
by µ ∼A ν, if µ ∼A⊥ ν.
We always omit the superscript A in ∼A when no confusion arises.
5
5.1. Compatibility
In this subsection we instantiate appropriate labelling functions and show that our notion of bisimilarity is a
conservative extension of both probabilistic bisimulation [1] and equivalence relations [17].
Lemma 5.1. Let A be a probabilistic automaton where AP = Act, and L(s) = EA(s) for each s. Then, µ ∼P ν implies
µ ∼ ν.
PROOF. First, it is easy to see that for a given probabilistic automaton A with AP = Act and L(s) = EA(s) for each
s, and distributions µ and ν in Dist(S ), µ ∼P ν in A if and only if µ ∼P ν in the input-enabled extension A⊥. Thus we
can assume without loss of any generality that A itself is input-enabled.
It suffices to show that the symmetric relation
R = {(µ, ν) | µ ∼P ν}
is a bisimulation. For each A ⊆ Act, let S (A) = {s ∈ S | L(s) = A}. Then S (A) is the disjoint union of some
equivalence classes of ∼P; that is, S (A) = ·∪{M ∈ S/∼P | M ∩ S (A) , ∅}. Suppose µ ∼P ν. Then for any M ∈ S/∼P,
µ(M) = ν(M), hence µ(A) = µ(S (A)) = ν(S (A)) = ν(A).
Let µ
a
−→ µ′. Then for any s ∈ S there exists s a−→P µs such that
µ′ =
∑
s∈S
µ(s) · µs.
Now for each t ∈ S , let [t]∼P be the equivalence class of ∼P which contains t. Then for every s ∈ [t]∼P , to match the
transition s a−→P µs there exists some νst such that t
a
−→P ν
s
t and µs ∼P νst . Let
νt =
∑
s∈[t]∼P
µ(s)
µ([t]∼P )
· νst .
Then we have t a−→P νt, and ν
a
−→ ν′ where
ν′ =
∑
t∈S
ν(t) · νt.
It remains to prove µ′ ∼P ν′. For any M ∈ S/∼P, since µs ∼P νst we have
νt(M) =
∑
s∈[t]∼P
µ(s)
µ([t]∼P)
νst (M) =
∑
s∈[t]∼P
µ(s)
µ([t]∼P)
µs(M).
Thus
ν′(M) =
∑
t∈S
ν(t)
∑
s∈[t]∼P
µ(s)
µ([t]∼P )
µs(M)
=
∑
s∈S
µ(s)µs(M)
∑
t∈[s]∼P
ν(t)
ν([s]∼P)
=
∑
s∈S
µ(s)µs(M) = µ′(M)
where for the second equality we have used the fact that µ([t]∼P ) = ν([s]∼P) whenever s ∼P t. 
Probabilistic bisimulation is defined over distributions inside one automaton, whereas equivalence for reactive
automata is defined over two automata. However, they can be connected by the notion of direct sum of two automata,
which is the automaton obtained by considering the disjoint union of states, edges and labelling functions respectively.
Lemma 5.2. Let A1 and A2 be two reactive automata with the same set of actions Act, and α1 and α2 the corre-
sponding initial distributions. Then the following are equivalent:
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Figure 1: An illustrating example in which L(s) = EA(s) for each s.
1. A1 and A2 are equivalent,
2. α1 ∼d α2,
3. α1 ∼ α2 in their direct sum.
PROOF. The equivalence between (1) and (2) is shown in [17]. The equivalence between (2) and (3) is straightfor-
ward, as for reactive automata our definition degenerates to Definition 4.5. 
To conclude this subsection, we present an example to show that our bisimilarity is strictly weaker than ∼P.
Example 5.1. Consider the example probabilistic automaton depicted in Fig. 1, which is inspired from an example
in [17]. Let AP = Act = {a}, L(s) = EA(s) for each s, and ε1 = ε2 = 0. We argue that q ≁P q′. Otherwise, note
q
a
−→ 12δr1 +
1
2δr2 and q
′ a−→ δr′ . Then we must have r′ ∼P r1 ∼P r2. This is impossible, as r1
a
−→ 23δs1 +
1
3δs2 and
r′
a
−→ 12δs′1 +
1
2δs′2 , but s1 ∼P s
′
1 ≁P s2 ∼P s
′
2.
However, by our definition of bisimulation, the Dirac distributions δq and δq′ are indeed bisimilar. The reason is
that we have the following transition
1
2
δr1 +
1
2
δr2
a
−→
1
3δs1 +
1
6δs2 +
1
6δs3 +
1
3δs4 ,
and it is easy to check δs1 ∼ δs3 ∼ δs′1 and δs2 ∼ δs4 ∼ δs′2 . Thus we have
1
2δr1 +
1
2δr2 ∼ δr′ , and finally δq ∼ δq′ .
5.2. Properties of the Relations
In the following, we show that the notion of bisimilarity is in harmony with the linear combination and the limit
of distributions.
Definition 5.5. A binary relation R ⊆ Dist(S ) × Dist(S ) is said to be
• linear, if for any finite set I and any probabilistic distribution {pi}i∈I , µiRνi for each i implies (∑i∈I pi·µi)R(
∑
i∈I pi·
νi);
• continuous, if for any convergent sequences of distributions {µi}i and {νi}i, µiRνi for each i implies (limi µi)R(limi νi);
• left-decomposable, if (∑i∈I pi ·µi)Rν, where 0 < pi ≤ 1 and
∑
i∈I pi = 1, then ν can be written as
∑
i∈I pi · νi such
that µiRνi for every i ∈ I.
• left-convergent, if (limi µi)Rν, then for any i we have µiRνi for some νi with limi νi = ν.
We prove below that our transition relation between distributions satisfies these properties.
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Lemma 5.3. For an input-enabled probabilistic automaton, the transition relation a−→ between distributions is linear,
continuous, left-decomposable, and left-convergent.
PROOF.
• Linearity. Let I be a finite index set and {pi | i ∈ I} a probabilistic distribution on I. Suppose µi
a
−→ νi for each
i ∈ I. Then by definition, for each s there exists s a−→P µis such that νi =
∑
s µi(s) · µis. Now let µ =
∑
i∈I pi · µi.
Then for each s ∈ supp(µ),
s
a
−→P µs :=
∑
i∈I
piµi(s)
µ(s) · µ
i
s.
On the other hand, we check that
ν :=
∑
i∈I
pi · νi =
∑
s∈S
∑
i∈I
piµi(s) · µis =
∑
s∈S
µ(s) · µs.
Thus µ a−→ ν as expected.
• Continuity. Suppose µi
a
−→ νi for each i ∈ I, and limi µi = µ. By definition, for each s there exists s
a
−→P µ
i
s such
that νi =
∑
s µi(s) · µis. Note that Dist(S ) is a compact set. For each s we can choose a convergent subsequence
{µ
ik
s }k of {µis}i such that limk µ
ik
s = µs for some µs. Then s
a
−→P µs, and
µ
a
−→ ν :=
∑
s∈S
µ(s) · µs.
Note that for each k,
‖νik − ν‖1 ≤ ‖µik − µ‖1 +
∑
s∈S
µ(s)‖µiks − µs‖1
where ‖ · ‖1 denotes the l1-norm. We have ν = limk νik by the assumption that limi µi = µ. Thus limi νi = ν, as
{νi}i itself converges.
• Left-decomposability. Let µ := (∑i∈I pi · µi) a−→ ν. Then by definition, for each s there exists s a−→P µs such that
ν =
∑
s µ(s) · µs. Thus
µi
a
−→ νi :=
∑
s∈S
µi(s) · µs.
Finally, it is easy to show that
∑
i∈I pi · νi = ν.
• Left-convergence. Similar to the last case. 
Theorem 5.1. The bisimilarity relation ∼ is both linear and continuous.
PROOF. Note that if µi ∈ Dist(S ) for any i, then both ∑i pi · µi and limi µi (if exists) are again in Dist(S ). Thus we
need only consider the case when the automaton is input-enabled.
• Linearity. It suffices to show that the symmetric relation
R =


∑
i∈I
pi · µi,
∑
i∈I
pi · νi
 | I finite,
∑
i∈I
pi = 1,∀i.(pi ≥ 0 ∧ µi ∼ νi)

is a bisimulation. Let µ = ∑i∈I pi · µi, ν =
∑
i∈I pi · νi, and µRν. Then for any A ⊆ AP,
µ(A) =
∑
i∈I
pi · µi(A) =
∑
i∈I
pi · νi(A) = ν(A).
Now suppose µ a−→ µ′. Then by Lemma 5.3 (left-decomposability), for each i ∈ I we have µi a−→ µ′i for some µ′i
such that µ′ =
∑
i pi · µ′i . From the assumption that µi ∼ νi, we derive νi
a
−→ ν′i with µ′i ∼ ν′i for each i. Thus
ν
a
−→ ν′ :=
∑
i pi · ν′i by Lemma 5.3 again (linearity). Finally, it is obvious that (µ′, ν′) ∈ R.
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• Continuity. It suffices to show that the symmetric relation
R = {(µ, ν) | ∀i ≥ 1, µi ∼ νi, lim
i
µi = µ, and lim
i
νi = ν}
is a bisimulation. First, for any A ⊆ AP, we have
µ(A) = lim
i
µi(A) = lim
i
νi(A) = ν(A).
Let µ
a
−→ µ′. By Lemma 5.3 (left-convergence), for any i we have µi a−→ µ′i with limi µ′i = µ′. To match the
transitions, we have νi
a
−→ ν′i such that µ′i ∼ ν′i . Note that Dist(S ) is a compact set. We can choose a convergent
subsequence {ν′ik }k of {ν
′
i }i such that limk ν
′
ik = ν
′ for some ν′. From the fact that limi νi = ν and Lemma 5.3
(continuity), it holds ν a−→ ν′ as well. Finally, it is easy to see that (µ′, ν′) ∈ R.

In general, our definition of bisimilarity is not left-decomposable. This is in sharp contrast with the bisimulations
defined by using the lifting technique [45]. However, it should not be regarded as a shortcoming; actually it is the key
requirement we abandon in this paper, which makes our definition reasonably weak. This has been clearly illustrated
in Example 5.1.
6. Bisimulation Metrics
We present distribution-based bisimulation metrics with discounting factor γ ∈ (0, 1] in this section. Three differ-
ent ways of defining bisimulation metrics between states exist in the literature: one coinductive definition based
on bisimulations [46, 47, 48, 26], one based on the maximal logical differences [23, 25, 49], and one on fixed
point [24, 49, 27]. We propose all the three versions for our distribution-based bisimulations with discounting. More-
over, we show that they coincide. We fix a discounting factor γ ∈ (0, 1] throughout this section. For any µ, ν ∈ Dist(S ),
we define the distance
dAP(µ, ν) := 12
∑
A⊆AP
|µ(A) − ν(A)| .
Then it is easy to check that
dAP(µ, ν) = max
B⊆2AP
∣∣∣∣∣∣∣
∑
A∈B
µ(A) −
∑
A∈B
ν(A)
∣∣∣∣∣∣∣ = maxB⊆2AP

∑
A∈B
µ(A) −
∑
A∈B
ν(A)
 .
6.1. A Direct Approach
Definition 6.1. Let A = (S , Act,→, L, α) be an input-enabled probabilistic automaton. A family of symmetric rela-
tions {Rε | ε ≥ 0} over Dist(S ) is a (discounted) approximate bisimulation if for any ε ≥ 0 and µRεν, we have
1. dAP(µ, ν) ≤ ε;
2. for each a ∈ Act, µ a−→ µ′ implies that there exists a transition ν a−→ ν′ such that µ′Rε/γν′.
We write µ ∼Aε ν whenever there is an approximate bisimulation {Rε | ε ≥ 0} such that µRεν. For any two distributions
µ and ν, we define the bisimulation distance of µ and ν as
DAb (µ, ν) = inf{ε ≥ 0 | µ ∼Aε ν}. (1)
Again, the approximate bisimulation and bisimulation distance of distributions in a general probabilistic automa-
ton can be defined in terms of the corresponding notions in the input-enabled extension; that is, µ ∼Aε ν if µ ∼
A⊥
ε ν,
and DAb (µ, ν) := DA⊥b (µ, ν). We always omit the superscripts for simplicity if no confusion arises.
It is standard to show that the family {∼ε| ε ≥ 0} is itself an approximate bisimulation. The following lemma
collects some properties of ∼ε.
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Lemma 6.1. 1. For each ε, the ε-bisimilarity ∼ε is both linear and continuous.
2. If µ ∼ε1 ν and ν ∼ε2 ω, then µ ∼ε1+ε2 ω;
3. ∼ε1 ⊆ ∼ε2 whenever ε1 ≤ ε2.
PROOF. The proof of item 1 is similar to Theorem 5.1. For item 2, it suffices to show that {Rε | ε ≥ 0} where
Rε =
⋃
ε1+ε2=ε
(
∼ε1 ◦ ∼ε2
)
is an approximate bisimulation (in the extended automaton, if necessary), which is routine.
For item 3, suppose ε2 > 0. It is easy to show {Rε | ε ≥ 0}, Rε = ∼εε1/ε2 , is an approximate bisimulation. Then if
µ ∼ε1 ν, that is, µ ∼ε2ε1/ε2 ν, we have µRε2ν, and thus µ ∼ε2 ν as required. 
The following theorem states that the infimum in the definition Eq. (1) of bisimulation distance can be replaced
by minimum; that is, the infimum is achievable.
Theorem 6.1. For any µ, ν ∈ Dist(S ), µ ∼Db(µ,ν) ν.
PROOF. By definition, we need to prove µ ∼Db(µ,ν) ν in the extended automaton. We first prove that for any ε ≥ 0, the
symmetric relations {Rε | ε ≥ 0} where
Rε = {(µ, ν) | µ ∼εi ν for each ε1 ≥ ε2 ≥ · · · ≥ 0, and limi→∞ εi = ε}
is an approximate bisimulation. Suppose µRεν. Since µ ∼εi ν we have dAP(µ, ν) ≤ εi for each i. Thus dAP(µ, ν) ≤ ε
as well. Furthermore, if µ a−→ µ′, then for any i ≥ 1, ν a−→ νi and µ′ ∼εi/γ νi. Since Dist(S ) is compact, there exists a
subsequence {νik }k of {νi}i such that limk νik = ν′ for some ν′. We claim that
• ν
a
−→ ν′. This follows from the continuity of the transition a−→, Lemma 5.3.
• For each k ≥ 1, µ′ ∼εik /γ ν
′
. Suppose conversely that µ′ ≁εik /γ ν
′ for some k. Then by the continuity of ∼εik /γ,
we have µ′ ≁εik/γ ν j for some j ≥ ik. This contradicts the fact that µ′ ∼ε j/γ ν j and Lemma 6.1(3). Thus µ′Rε/γν′
as required.
Finally, it is direct from definition that there exists a decreasing sequence {εi}i such that limi εi = Db(µ, ν) and
µ ∼εi ν for each i. Then the theorem follows. 
A direct consequence of the above theorem is that the bisimulation distance between two distributions vanishes if
and only if they are bisimilar.
Corollary 6.1. For any µ, ν ∈ Dist(S ), µ ∼ ν if and only if Db(µ, ν) = 0.
PROOF. Direct from Theorem 6.1, by noting that ∼ = ∼0. 
The next theorem shows that Db is indeed a pseudo-metric.
Theorem 6.2. The bisimulation distance Db is a pseudo-metric on Dist(S ).
PROOF. We need only to prove that Db satisfies the triangle inequality
Db(µ, ν) + Db(ν, ω) ≥ Db(µ, ω).
By Theorem 6.1, we have µ ∼Db(µ,ν) ν and ν ∼Db(ν,ω) ω. Then the result follows from Lemma 6.1(2). 
6.2. Modal Characterization of the Bisimulation Metric
We now present a Hennessy-Milner type modal logic motivated by [23, 25] to characterize the distance between
distributions.
Definition 6.2. The class Lm of modal formulae over AP, ranged over by ϕ, ϕ1, ϕ2, etc, is defined by the following
grammar:
ϕ ::= B | ϕ ⊕ p | ¬ϕ |
∧
i∈I
ϕi | 〈a〉ϕ
where B ⊆ 2AP, p ∈ [0, 1], a ∈ Act, and I is an index set.
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Given an input-enabled probabilistic automaton A = (S , Act,→, L, α) over AP, instead of defining the satisfaction
relation |= in the qualitative setting, the (discounted) semantics of the logic Lm is given in terms of functions from
Dist(S ) to [0, 1]. For any formula ϕ ∈ Lm, the satisfaction function of ϕ, denoted by ϕ again for simplicity, is defined
in a structurally inductive way as follows:
• B(µ) := ∑A∈B µ(A);
• (ϕ ⊕ p)(µ) := min{ϕ(µ) + p, 1};
• (¬ϕ)(µ) := 1 − ϕ(µ);
• (∧i∈I ϕi)(µ) := infi∈I ϕi(µ);
• (〈a〉ϕ)(µ) := sup
µ
a
−→µ′
γ · ϕ(µ′).
Lemma 6.2. For any ϕ ∈ Lm, ϕ : Dist(S ) → [0, 1] is a continuous function.
PROOF. We prove by induction on the structure of ϕ. The basis case when ϕ ≡ B is obvious. The case of ϕ ≡ ϕ′ ⊕ p,
ϕ ≡ ¬ϕ′, and ϕ ≡ ∧i∈I ϕi are all easy from induction. In the following we only consider the case when ϕ ≡ 〈a〉ϕ′.
Take arbitrarily {µi}i with limi µi = µ. We need to show there exists a subsequence {µik }k of {µi}i such that
limk ϕ(µik ) = ϕ(µ). Take arbitrarily ε > 0.
• Let µ∗ ∈ Dist(S ) such that µ a−→ µ∗ and ϕ(µ) ≤ γ · ϕ′(µ∗) + ε/2. We have from the left-convergence of a−→ that
µi
a
−→ νi for some νi, and limi νi = µ∗. By induction, ϕ′ is a continuous function. Thus we can find N1 ≥ 1 such
that for any i ≥ N1, |ϕ′(µ∗) − ϕ′(νi)| < ε/2γ.
• For each i ≥ 1, let µ∗i ∈ Dist(S ) such that µi
a
−→ µ∗i and ϕ(µi) ≤ γ · ϕ′(µ∗i ) + ε/2. Then we have µ
a
−→ ν∗ with
ν∗ = limk µ∗ik for some convergent subsequence {µ
∗
ik }k of {µ
∗
i }i. Again, from the induction that ϕ′ is continuous,
we can find N2 ≥ 1 such that for any k ≥ N2, |ϕ′(µ∗ik ) − ϕ′(ν∗)| < ε/2γ.
Let N = max{N1, N2}. Then for any k ≥ N, we have from µ
a
−→ ν∗ that
ϕ(µik ) − ϕ(µ) ≤ γ[ϕ′(µ∗ik ) − ϕ′(ν∗)] + γ · ϕ′(ν∗) − ϕ(µ) + ε/2
≤ γ[ϕ′(µ∗ik ) − ϕ′(ν∗)] + ε/2 < ε.
Similarly, from µik
a
−→ νik we have
ϕ(µ) − ϕ(µik ) ≤ γ[ϕ′(µ∗) − ϕ′(νik )] + γ · ϕ′(νik ) − ϕ(µik ) + ε/2
≤ γ[ϕ′(µ∗) − ϕ′(νik )] + ε/2 < ε.
Thus limk ϕ(µik ) = ϕ(µ) as required. 
From Lemma 6.2, and noting that the set {µ′ | µ a−→ µ′} is compact for each µ and a, the supremum in the semantic
definition of 〈a〉ϕ can be replaced by maximum; that is, (〈a〉ϕ)(µ) = max
µ
a
−→µ′
γ · ϕ(µ′). Now we define the logical
distance for distributions.
Definition 6.3. The logic distance of µ and ν in Dist(S ) of an input-enabled automaton is defined by
DAl (µ, ν) = sup
ϕ∈Lm
|ϕ(µ) − ϕ(ν)| . (2)
The logic distance for a general probabilistic automaton can be defined in terms of the input-enabled extension; that
is, DAl (µ, ν) := DA⊥l (µ, ν). We always omit the superscripts for simplicity.
Now we can show that the logic distance exactly coincides with bisimulation distance for any pair of distributions.
Theorem 6.3. Db = Dl.
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PROOF. As both Db and Dl are defined in terms of the input-enabled extension of automata, we only need to prove the
result for input-enabled case. Let µ, ν ∈ Dist(S ). We first prove Db(µ, ν) ≥ Dl(µ, ν). It suffices to show by structural
induction that for any ϕ ∈ Lm, |ϕ(µ) − ϕ(ν)| ≤ Db(µ, ν). There are five cases to consider.
• ϕ ≡ B for some B ⊆ 2AP. Then |ϕ(µ) − ϕ(ν)| = |∑A∈B[µ(A) − ν(A)]| ≤ dAP(µ, ν) ≤ Db(µ, ν) by Theorem 6.1.
• ϕ ≡ ϕ′ ⊕ p. Assume without loss of generality that ϕ′(µ) ≥ ϕ′(ν). Then ϕ(µ) ≥ ϕ(ν). By induction, we have
ϕ′(µ) − ϕ′(ν) ≤ Db(µ, ν). Thus
|ϕ(µ) − ϕ(ν)| = min{ϕ′(µ) + p, 1} − min{ϕ′(ν) + p, 1} ≤ ϕ′(µ) − ϕ′(ν) ≤ Db(µ, ν).
• ϕ ≡ ¬ϕ′. By induction, we have |ϕ′(µ)− ϕ′(ν)| ≤ Db(µ, ν), thus |ϕ(µ) − ϕ(ν)| = |1− ϕ′(µ) − 1 + ϕ′(ν)| ≤ Db(µ, ν)
as well.
• ϕ ≡
∧
i∈I ϕi. Assume ϕ(µ) ≥ ϕ(ν). For any ε > 0, let j ∈ I such that ϕ j(ν) ≤ ϕ(ν) + ε. By induction, we have
|ϕ j(µ) − ϕ j(ν)| ≤ Db(µ, ν). Then
|ϕ(µ) − ϕ(ν)| ≤ ϕ j(µ) − ϕ j(ν) + ε ≤ Db(µ, ν) + ε,
and |ϕ(µ) − ϕ(ν)| ≤ Db(µ, ν) from the arbitrariness of ε.
• ϕ ≡ 〈a〉ϕ′. Assume ϕ(µ) ≥ ϕ(ν). Let µ′∗ ∈ Dist(S ) such that µ
a
−→ µ′∗ and γ · ϕ′(µ′∗) = ϕ(µ). From Theorem 6.1,
we have µ ∼Db(µ,ν) ν. Thus there exists ν′∗ such that ν
a
−→ ν′∗ and µ′∗ ∼Db(µ,ν)/γ ν′∗. Hence γ · Db(µ′∗, ν′∗) ≤ Db(µ, ν),
and
|ϕ(µ) − ϕ(ν)| ≤ γ · [ϕ′(µ′∗) − ϕ′(ν′∗)] ≤ γ · Db(µ′∗, ν′∗) ≤ Db(µ, ν)
where the second inequality is from induction.
Now we turn to the proof of Db(µ, ν) ≤ Dl(µ, ν). We will achieve this by showing that the symmetric relations
Rε = {(µ, ν) | Dl(µ, ν) ≤ ε}, where ε ≥ 0, constitute an approximate bisimulation. Let µRεν for some ε ≥ 0. First, for
any B ⊆ 2AP we have ∣∣∣∣∣∣∣
∑
A∈B
µ(A) −
∑
A∈B
ν(A)
∣∣∣∣∣∣∣ = |B(µ) − B(ν)| ≤ Dl(µ, ν) ≤ ε.
Thus dAP(µ, ν) ≤ ε as well. Now suppose µ a−→ µ′ for some µ′. We have to show that there is some ν′ with ν a−→ ν′ and
Dl(µ′, ν′) ≤ ε/γ. Consider the set
K = {ω ∈ Dist(S ) | ν a−→ ω and Dl(µ′, ω) > ε/γ}.
For each ω ∈ K , there must be some ϕω such that |ϕω(µ′) − ϕω(ω)| > ε/γ. As our logic includes the operator ¬, we
can always assume that ϕω(µ′) > ϕω(ω) + ε/γ. Let p = supω∈K ϕω(µ′). Let
ϕ′ω = ϕω ⊕ [p − ϕω(µ′)], ϕ′ =
∧
ω∈K
ϕ′ω, and ϕ = 〈a〉ϕ′.
Then from the assumption that Dl(µ, ν) ≤ ε, we have |ϕ(µ) − ϕ(ν)| ≤ ε. Furthermore, we check that for any ω ∈ K ,
ϕ′ω(µ′) = ϕω(µ′) ⊕ [p − ϕω(µ′)] = p.
Thus ϕ(µ) ≥ γ · ϕ′(µ′) = γ · p.
Let ν′ be the distribution such that ν a−→ ν′ and ϕ(ν) = γ · ϕ′(ν′). We are going to show that ν′ < K , and then
Dl(µ′, ν′) ≤ ε/γ as required. For this purpose, assume conversely that ν′ ∈ K . Then
ϕ(ν) = γ · ϕ′(ν′) ≤ γ · ϕ′ν′ (ν′) ≤ γ · [ϕν′(ν′) + p − ϕν′ (µ′)]
< γ · p − ε ≤ ϕ(µ) − ε,
contradicting the fact that |ϕ(µ) − ϕ(ν)| ≤ ε.
We have proven that {Rε | ε ≥ 0} is an approximate bisimulation. Thus µ ∼ε ν, and so Db(µ, ν) ≤ ε, whenever
Dl(µ, ν) ≤ ε. So we have Db(µ, ν) ≤ Dl(µ, ν) from the arbitrariness of ε. 
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6.3. A Fixed Point-Based Approach
In the following, we denote by M the set of pseudo-metrics over Dist(S ). Denote by 0 the zero pseudo-metric
which assigns 0 to each pair of distributions. For any d, d′ ∈ M, we write d ≤ d′ if d(µ, ν) ≤ d′(µ, ν) for any µ and ν.
Obviously ≤ is a partial order, and (M,≤) is a complete lattice.
Definition 6.4. Let A = (S , Act,→, L, α) be an input-enabled probabilistic automaton. We define the function F :
M→M as follows. For any µ, ν ∈ Dist(S ),
F(d)(µ, ν) = max
a∈Act
{ dAP(µ, ν), sup
µ
a
−→µ′
inf
ν
a
−→ν′
γ · d(µ′, ν′), sup
ν
a
−→ν′
inf
µ
a
−→µ′
γ · d(µ′, ν′)}.
Then, F is monotonic with respect to ≤, and by Knaster-Tarski theorem, F has a least fixed point, denoted DAf , given
by
DAf =
∞∨
n=0
Fn(0) .
Here
∨
means the supremum with respect to the order ≤.
Once again, the fixed point-based distance for a general probabilistic automaton can be defined in terms of the
input-enabled extension; that is, DAf (µ, ν) := DA⊥f (µ, ν). We always omit the superscripts for simplicity.
Similar to Lemma 6.2, we can show that the supremum (resp. infimum) in Definition 6.4 can be replaced by
maximum (resp. minimum). Now we show that D f coincides with Db.
Theorem 6.4. D f = Db.
As both D f and Db are defined in terms of the input-enabled extension of automata, we only need to prove Theorem 6.4
for input-enabled case, which will be obtained by combining Lemma 6.3 and Lemma 6.6 below.
Lemma 6.3. For input-enabled probabilistic automata, D f ≤ Db.
PROOF. It suffices to prove by induction that for any n ≥ 0, Fn(0) ≤ Db. The case of n = 0 is trivial. Suppose
Fn(0) ≤ Db for some n ≥ 0. Then for any a ∈ Act and any µ, ν, we have
(1) dAP(µ, ν) ≤ Db(µ, ν) by the fact that µ ∼Db(µ,ν) ν;
(2) Note that µ ∼Db(µ,ν) ν. Whenever µ
a
−→ µ′, we have ν a−→ ν′ for some ν′ such that µ′ ∼Db(µ,ν)/γ ν′, and hence
γ · Db(µ′, ν′) ≤ Db(µ, ν). That, together with the assumption Fn(0) ≤ Db, implies
max
µ
a
−→µ′
min
ν
a
−→ν′
γ · Fn(0)(µ′, ν′) ≤ Db(µ, ν).
The symmetric form can be similarly proved.
Summing up (1) and (2), we have Fn+1(0) ≤ Db. 
To prove the other direction, we first introduce the notion of bounded approximate bisimulations.
Definition 6.5. Let A be an input-enabled probabilistic automaton. We define symmetric relations
•
ε
∼0 :=Dist(S ) × Dist(S ) for any ε ≥ 0;
• for n ≥ 0, µ ε∼n+1 ν if dAP(µ, ν) ≤ ε and whenever µ a−→ µ′, there exists ν a−→ ν′ for some ν′ such that µ′ ε/γ∼ n ν′.
•
ε
∼ :=
⋂
n≥0
ε
∼n.
The following lemma collects some useful properties of ε∼n and ε∼.
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Lemma 6.4. 1. ε∼n ⊆ ε∼m provided that n ≥ m;
2. for any n ≥ 0, ε∼n ⊆ ε
′
∼n provided that ε ≤ ε′;
3. for any n ≥ 0, ε∼n is continuous;
4. ε∼ = ∼ε.
PROOF. Items 1, 2, and 3 are easy by induction, and so is the ∼ε ⊆ ε∼ part of item 4. To prove ε∼ ⊆ ∼ε, we show that
{
ε
∼| ε ≥ 0} is an approximate bisimulation. Suppose µ ε∼ ν. Then dAP(µ, ν) ≤ ε by definition. Now let µ a−→ µ′. For each
n ≥ 0, from the assumption that µ ε∼n+1 ν we have ν
a
−→ νn such that µ′
ε/γ
∼ n νn. Let {νik }k be a convergent subsequence
of {νn}n such that limk νik = ν′ for some ν′. Then from the continuity of
a
−→ we have ν a−→ ν′. We claim further that
µ′
ε/γ
∼ ν′. Otherwise there exists N such that µ′ 6∼ ε/γNν′. Now by the continuity of
ε/γ
∼ N , we have µ′ 6∼ ε/γNν j for
some j ≥ N. This contradicts the fact that µ′ ε/γ∼ j ν j and item 1. 
Lemma 6.5. For any n ≥ 0, we have µ F
n(0)(µ,ν)
∼ n ν.
PROOF. We prove this lemma by induction on n. The case of n = 0 is trivial. Suppose µ F
n (0)(µ,ν)
∼ n ν for some n ≥ 0.
Let a ∈ Act. By definition, we have
Fn+1(0)(µ, ν) ≥ max
µ
a
−→µ′
min
ν
a
−→ν′
γ · Fn(0)(µ′, ν′).
Thus for any µ a−→ µ′, there exists ν a−→ ν′ such that γ ·Fn(0)(µ′, ν′) ≤ Fn+1(0)(µ, ν). By induction, we know µ′ Fn (0)(µ′ ,ν′)∼ n
ν′, thus µ′ F
n+1(0)(µ,ν)/γ
∼ n ν
′ from Lemma 6.4(2). On the other hand, we have Fn+1(0)(µ, ν) ≥ dAP(µ, ν) by definition.
Thus we have µ F
n+1(0)(µ,ν)
∼ n+1 ν. 
With the two lemmas above, we can prove that Db ≤ D f .
Lemma 6.6. For input-enabled probabilistic automata, Db ≤ D f .
PROOF. For any µ and ν, by Lemmas 6.5 and 6.4(2), we have µ D f (µ,ν)∼ n ν for all n ≥ 0, so µ D f (µ,ν)∼ ν by definition.
Then from Lemma 6.4(4) we have µ ∼D f (µ,ν) ν, hence Db(µ, ν) ≤ D f (µ, ν). 
6.4. Comparison with State-Based Metric
In this subsection, we show that our distribution-based bisimulation metric is upper bounded by the state-based
game bisimulation metric [24] for MDPs. This game bisimulation metric is particularly attractive as it preserves
probabilistic reachability, long-run, and discounted average behaviours [50]. We first recall the definition of state-
based game bisimulation metric for MDPs in [24]:
Definition 6.6. Given µ, ν ∈ Dist(S ), µ ⊗ ν is defined as the set of weight functions λ : S × S → [0, 1] such that for
any s, t ∈ S , ∑
s∈S
λ(s, t) = ν(t) and
∑
t∈S
λ(s, t) = µ(s).
Given a metric d defined on S , we lift it to Dist(S ) by defining
d(µ, ν) = inf
λ∈µ⊗ν

∑
s,t∈S
λ(s, t) · d(s, t)
 .
Actually the infimum in the above definition is attainable.
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Definition 6.7. We define the function f : M→M as follows. For any s, t ∈ S ,
f (d)(s, t) = max
a∈Act
1 − δL(s),L(t) , sup
s
a
−→Pµ
inf
t
a
−→Pν
γ · d(µ, ν), sup
t
a
−→Pν
inf
s
a
−→Pµ
γ · d(µ, ν)

where δL(s),L(t) = 1 if L(s) = L(t), and 0 otherwise. We take inf ∅ = 1 and sup ∅ = 0. Again, f is monotonic with
respect to ≤, and by Knaster-Tarski theorem, F has a least fixed point, denoted d f , given by
d f =
∞∨
n=0
f n(0) .
Now we can prove the quantitative extension of Lemma 5.1. Without loss of any generality, we assume that A
itself is input-enabled. Let dn = f n(0) and Dn = Fn(0) in Definition 6.4.
Lemma 6.7. For any n ≥ 1, dAP(µ, ν) ≤ dn(µ, ν).
PROOF. Let λ be the weight function such that dn(µ, ν) = ∑s,t∈S λ(s, t) · dn(s, t). Since dn(s, t) ≥ 1 − δL(s),L(t) , we have
dn(µ, ν) ≥ 1 −
∑
s,t:L(s)=L(t)
λ(s, t).
On the other hand, for any A ⊆ AP, recall that S (A) = {s ∈ S | L(s) = A}. Then
µ(A) − ν(A) =
∑
s∈S (A)
µ(s) −
∑
t∈S (A)
ν(t)
=
∑
s∈S (A)
∑
t<S (A)
λ(s, t) −
∑
t∈S (A)
∑
s<S (A)
λ(s, t).
Let B ⊆ 2AP such that dAP(µ, ν) = ∑A∈B[µ(A) − ν(A)]. Then
dAP(µ, ν) ≤
∑
A∈B
∑
s∈S (A)
∑
t<S (A)
λ(s, t) ≤
∑
s,t:L(s),L(t)
λ(s, t),
and the result follows. 
Theorem 6.5. Let A be a probabilistic automaton. Then D f ≤ d f .
PROOF. We prove by induction on n that Dn(µ, ν) ≤ dn(µ, ν) for any µ, ν ∈ Dist(S ) and n ≥ 0. The case n = 0 is
obvious. Suppose the result holds for some n − 1 ≥ 0. Then from Lemma 6.7, we need only to show that for any
µ
a
−→ µ′ there exists ν a−→ ν′ such that γ · Dn−1(µ′, ν′) ≤ dn(µ, ν).
Let µ
a
−→ µ′. Then for any s ∈ S , s a−→P µs with µ′ =
∑
s∈S µ(s) · µs. By definition of dn, for any t ∈ S , we have
t
a
−→P νt such that γ · dn−1(µs, νt) ≤ dn(s, t). Thus ν a−→ ν′ := ∑t∈S ν(t) · νt, and by induction, Dn−1(µ′, ν′) ≤ dn−1(µ′, ν′).
Now it suffices to prove γ · dn−1(µ′, ν′) ≤ dn(µ, ν).
Let λ ∈ µ ⊗ ν and γs,t ∈ µs ⊗ νt be the weight functions such that
dn(µ, ν) =
∑
s,t∈S
λ(s, t) · dn(s, t), dn−1(µs, νt) =
∑
u,v∈S
γs,t(u, v) · dn−1(u, v).
Then
dn(µ, ν) ≥ γ ·
∑
s,t∈S
λ(s, t) · dn−1(µs, νt)
= γ ·
∑
u,v∈S
∑
s,t∈S
λ(s, t)γs,t(u, v) · dn−1(u, v).
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We need to show that the function η(u, v) := ∑s,t∈S λ(s, t)γs,t(u, v) is a weight function for µ′ and ν′. Indeed, it is easy
to check that
∑
u
η(u, v) =
∑
s,t∈S
λ(s, t)
∑
u
γs,t(u, v) =
∑
s,t∈S
λ(s, t)νt(v)
=
∑
t∈S
ν(t)νt(v) = ν′(v).
Similarly, we have ∑v η(u, v) = µ′(u). 
Example 6.1. Consider Fig. 1, and assume ε1 ≥ ε2 ≥ 0 and γ = 1. It is easy to check that D f (δq, δq′) = 12 (ε1 − ε2).
However, according to the state-based bisimulation metric, d f (δr1 , δr′) = 16 + ε1 and d f (δr2 , δr′) = 16 + ε2. Thus
d f (δq, δq′) = 16 + 12 (ε1 + ε2).
6.5. Comparison with Equivalence Metric
Note that we can easily extend the equivalence relation defined in Definition 4.5 to a notion of equivalence metric:
Definition 6.8 (Equivalence Metric). Let A1 and A2 be two reactive automata with the same set of actions Act. We
sayA1 andA2 are ε-equivalent, denotedA1 ∼dε A2, if for any input word w = a1a2 . . .an ∈ Act∗, |A1(w)−A2(w)| ≤ ε.
Furthermore, the equivalence distance between A1 and A2 is defined by Dd(A1,A2) := inf{ε ≥ 0 | A1 ∼dε A2}.
Now we show that for reactive automata, the equivalence metric Dd coincide with our un-discounted bisimulation
metric Db, which may be regarded as a quantitative extension of Lemma 5.2.
Proposition 6.1. Let A1 and A2 be two reactive automata with the same set of actions Act. Let the discounting factor
γ = 1. Then Dd(A1,A2) = Db(α1, α2) where Db is defined in the direct sum of A1 and A2.
PROOF. We first show that Dd(A1,A2) ≤ Db(α1, α2). For each input word w = a1a2 . . . an, it is easy to check that
Ai(w) = ϕ(αi) where ϕ = 〈a1〉〈a2〉 . . . 〈an〉(F1 ∪ F2). As we have shown that Db = Dl, it holds |A1(w) − A2(w)| ≤
Db(α1, α2), and hence A1 ∼dDb(α1,α2) A2. Then Dd(A1,A2) ≤ Db(α1, α2) by definition.
Now we turn to the proof of Dd(A1,A2) ≥ Db(α1, α2). First we show that
Rε = {(µ, ν) | µ ∈ Dist(S 1), ν ∈ Dist(S 2),Aµ1 ∼dε Aν2}
is an approximate bisimulation. Here for a probabilistic automaton A, we denote by Aµ the automaton which is the
same as A except that the initial distribution is replaced by µ. Let µRεν. Since L(s) ∈ {∅, AP} for all s ∈ S 1 ∪ S 2, we
have µ(AP) + µ(∅) = ν(AP) + ν(∅) = 1. Thus
dAP(µ, ν) = |µ(AP) − ν(AP)| = |µ(F1) − ν(F2)|.
Note that µ(F1) = Aµ1(e) and ν(F2) = Aν2(e), where e is the empty string. Then dAP(µ, ν) = |Aµ1(e) −Aν2(e)| ≤ ε.
Let µ
a
−→ µ′ and ν a−→ ν′. We need to show µ′Rεν′, that is, Aµ
′
1 ∼
d
ε A
ν′
2 . For any w ∈ Act
∗ and i = 1, 2, note that
A
µ′
i (w) = Aµi (aw). Then
|A
µ′
1 (w) −Aν
′
2 (w)| = |Aµ1(aw) −Aν2(aw)| ≤ ε,
and hence Aµ
′
1 ∼
d
ε A
ν′
2 as required.
Having proven that Rε is an approximate bisimulation, we know A1 ∼dε A2 implies α1 ∼ε α2. Thus
Dd(A1,A2) = inf{ε | A1 ∼dε A2} ≥ inf{ε | α1 ∼ε α2} = Db(α1, α2).

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7. Comparison with Distribution-based Bisimulations in Literature
In this section, we review some distribution-based definitions of bisimulation in the literature and discuss their
relations. We first recall the definition in [20] except that we focus on its strong counterpart. For this, we need some
notations. Recall that EA(s) denotes the set of actions which can be performed in s. A distribution µ is consistent,
denoted −→µ , if EA(s) = EA(t) for any s, t ∈ supp(µ), i.e., all states in the support of µ have the same set of enabled
actions. In case µ is consistent, we also let EA(µ) = EA(s) for some s ∈ supp(µ).
Definition 7.1. Let A = (S , Act,→, L, α) be a probabilistic automaton. A symmetric relation R ⊆ Dist(S ) × Dist(S )
is a §-bisimulation if µRν implies that
1. µ(A) = ν(A) for each A ⊆ AP,
2. for each a ∈ Act whenever µ a−→ µ′, there exists a transition ν a−→ ν′ such that µ′Rν′, and
3. if not −→µ , there exist convex decompositions µ = ∑1≤i≤n pi · µi and ν =
∑
1≤i≤n pi · νi such that −→µi and µiRνi for
each 1 ≤ i ≤ n.
We write µ ∼A
§
ν if there is a §-bisimulation R such that µRν.
Note that Definition 7.1 is given directly for general probabilistic automata without the need for input-enabled
extension. Recently, another definition of bisimulation based on distributions was introduced in [21]. The main
difference arises in the lifting transition relation of distributions. Let A ⊆ Act and S A = {s ∈ S | EA(s) ∩ A , ∅}, i.e.,
S A contains all states which is able to perform an action in A. Instead of labelling a transition with a single action,
transitions of states and distributions in [21] are labelled by a set of actions, denoted A . Formally, s A µ if there
exists a ∈ A such that s a µ, otherwise we say actions A are blocked at s. Accordingly, µ A ν if µ(S A) > 0 and for
each s ∈ S A ∩ supp(µ), there exists s A µs such that
ν =
1
µ(S A)
∑
s∈S A∩supp(µ)
µ(s) · µs.
Intuitively, a distribution µ is able to perform a transition with label A if and only if at least one of its supports can
perform an action in A. Furthermore, all states in S A ∩ supp(µ) should perform such a transition in the meanwhile.
The resulting distribution is the weighted sum of all the resulting distributions with weights equal to their probabilities
in µ. Since it may happen that some states in supp(µ) cannot perform such a transition, i.e., supp(µ) * S A, we need
the normalizer 1
µ(S A) in order to obtain a valid distribution. Below follows the definition of bisimulation in [21], where
µ(A, A) = µ({s ∈ S A | L(s) = A}), the probability of states in µ labelled by A while being able to perform actions in A.
Definition 7.2. Let A = (S , Act,→, L, α) be a probabilistic automaton. A symmetric relation R ⊆ Dist(S ) × Dist(S )
is a †-bisimulation if µRν implies that
1. µ(A, A) = ν(A, A) for each A ⊆ Act and A ⊆ AP,
2. for each A ⊆ Act, whenever µ A µ′, there exists a transition ν A ν′ such that µ′Rν′.
We write µ ∼A
†
ν if there is a †-bisimulation R such that µRν.
For simplicity, we omit the superscript A of all relations if it is clear from the context. Similar to Theorem 5.1,
we can prove that both ∼§ and ∼† are linear. In the following, we show that in general ∼ is strictly coarser than ∼§ and
∼†, while ∼§ and ∼† are incomparable. Furthermore, if restricted to input-enabled probabilistic automata, ∼ and ∼§
coincide.
Theorem 7.1. Let A = (S , Act,→, L, α) be a probabilistic automaton.
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Figure 3: µ ∼† ν but µ ≁§ ν.
1. ∼†, ∼§ ( ∼.
2. ∼† and ∼§ are incomparable.
3. If A is input-enabled, ∼† ( ∼§ ≡ ∼.
PROOF. We prove the theorem in several steps:
1. ∼§ ⊆ ∼. Let
R = {(p · µ1 + (1 − p) · δ⊥, p · ν1 + (1 − p) · δ⊥) | p ∈ [0, 1] ∧ µ1 ∼A§ ν1}.
It suffices to show that R is a bisimulation in A⊥. Let µRν such that µ ≡ (p · µ1 + (1 − p) · δ⊥) and ν ≡
(p · ν1 + (1 − p) · δ⊥) with µ1 ∼A§ ν1. It is easy to show that µ(A) = ν(A) for any A ⊆ AP. Suppose µ
a
−→⊥ µ
′
for some a ∈ Act, we shall show that there exists ν a−→⊥ ν′ such that µ′Rν′. This is trivial if a < EA(s) for all
s ∈ supp(µ1), or a ∈ EA(µ1) and −→µ1. Now let µ1 ≡ ∑i∈I pi · µi with µi being consistent for each i ∈ I. Let
J = {i ∈ I | a ∈ EA(µi)}. By Definition 5.3, for each i ∈ J there exists µ′i such that µi
a
−→ µ′i and
µ′ ≡
∑
i∈J
pi · µ′i + (1 −
∑
i∈J
pi) · δ⊥.
Since µ1 ∼A§ ν1, there exists ν1 ≡
∑
i∈I pi · νi such that −→νi and µi ∼A§ νi for each i ∈ I. Moreover, for every i ∈ J,
there exists νi
a
−→ ν′i such that µ
′
i ∼
A
§
ν′i . Now let
ν′ ≡
∑
i∈J
pi · ν′i + (1 −
∑
i∈J
pi) · δ⊥.
Then ν a−→⊥ ν′. From the linearity of ∼A§ and the definition of R, we can easily show that µ
′Rν′, thus R is a
bisimulation in A⊥.
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2. ∼† ⊆ ∼. The proof is similar as the above case. Let
R = {(p · µ1 + (1 − p) · δ⊥, p · ν1 + (1 − p) · δ⊥) | p ∈ [0, 1] ∧ µ1 ∼A† ν1}.
Then we show that R is a bisimulation in A⊥. Let µRν, i.e., there exists p ∈ [0, 1], µ1, and ν1 such that
µ ≡ p · µ1 + (1 − p) · δ⊥, ν ≡ p · ν1 + (1 − p) · δ⊥, and µ1 ∼A† ν1. Apparently, µ(A) = ν(A) for any A ⊆ AP.
Let µ
a
−→⊥ µ
′
. We shall show there exists ν a−→⊥ ν′ such that µ′Rν′. Note µ
a
−→⊥ µ
′ indicates that µ1
{a}
 µ′1 with
µ′ ≡ p ·µ′1+ (1− p) ·δ⊥. Since µ1 ∼A† ν1, there exists ν1
{a}
 ν′1 such that µ
′
1 ∼
A
†
ν′1. Therefore there exists ν
a
−→⊥ ν
′
with ν′ ≡ p · ν′1 + (1 − p) · δ⊥. By the definition of R, µ′Rν′ as desired.
3. ∼ *∼§ and ∼ *∼†. Let µ and ν be two distributions as in Fig. 2, where each state is labelled by its shape.
By adding extra transitions to the dead state, we can see µ ∼ ν by showing that the following relation is a
bisimulation: {(µ, ν), (ν, µ)} ∪ ID, where ID denotes the identity relation. However, neither µ ∼§ ν nor µ ∼† ν
holds. For the former, since µ is not consistent, we shall split it to δs1 and δs2 by Definition 7.1, where δs1 cannot
be simulated by ν and its successors. To see µ ≁† ν, let A = {a, b}. Then µ can evolve into box states with
probability 1, while the probability is at most 0.5 for ν.
4. ∼† * ∼§. Let µ and ν be two distributions as in Fig. 3, where all states have the same label. Let R =
{(µ, ν), (ν, µ)} ∪ ID. By Definition 7.2, it is easy to see that R is a †-bisimulation. Therefore µ ∼† ν. However,
µ ≁§ ν. Since s1, s2, and s3 have different enabled actions, thus µ shall be split into three dirac distributions,
none of which can be simulated by any successor of ν.
5. ∼§ * ∼†. Let µ and ν be the distributions in Fig. 2 except that s1 and t1 have a transition with label b to some
state with a different label from all the others. We see that µ ∼§ ν, since by adding transitions with label b to s1
and t1, both µ and ν are consistent, thus need not to be split. However, µ ≁† ν. To see this, let A = {a, b}. Then
µ can evolve into box states via a transition with label A with probability 1, which is not possible in ν.
6. If A is input-enabled, then ∼ ⊆ ∼§. Since in an input-enabled probabilistic automaton, all distributions are con-
sistent, and there is no need to split, i.e., the last condition in Definition 7.1 is redundant. The counterexample
given in the above case can be used to show that ∼§ is strictly coarser than ∼† even if restricted to input-enabled
probabilistic automata. 
7.1. Bisimulations and Trace Equivalences
In this subsection, we discuss how different bisimulation relations and trace equivalences are related in Segala’s
automata. A path σ ∈ S × (Act × S )∗ is an alternative sequence of states and actions, and a trace w ∈ Act∗ is a
sequence of actions. Let Paths∗(A) denote the set of all finite paths of a probabilistic automaton A and σ ↓ the last
state of σ. Due to the non-determinism in a probabilistic automaton, a scheduler is often adopted in order to obtain a
fully probabilistic system. A scheduler can be seen as a function taking a history execution as input, while choosing
a transition as the next step for the current state. Formally,
Definition 7.3. Let A = (S , Act,→, L, α) be a probabilistic automaton. A scheduler π : Paths∗(A) 7→ Dist(Act ×
Dist(S )) of A is a function such that π(σ)(a, µ) > 0 only if (σ ↓, a, µ) ∈ →.
Let A = (S , Act,→, L, α) be a probabilistic automaton, π a scheduler, w a trace of A, and µ a distribution over S .
The probability of w starting from µ under the guidance of π, denoted Prπµ(w), is equal to
∑
s∈S µ(s) · Prπs (w, s), where
Prπs (w, σ) = 1 if w is empty. If w = aw′,
Prπs (w, σ) =
∑
s
a
−→µ
π(σ)(a, µ) ·
∑
t∈S
µ(t) · Prπt (w′, σ ◦ (a, t)).
Below follows the definition of trace distribution equivalence [10]:
Definition 7.4. Let A = (S , Act,→, L, α) be a probabilistic automaton, and µ, ν ∈ Dist(S ). Then µ and ν are trace
distribution equivalent, written as µ ≃ ν, if for each scheduler π of A, there exists another scheduler π′ such that
Prπµ(w) = Prπ
′
ν (w) for each w ∈ Act∗ and vice versa.
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Figure 5: µ ∼§ ν, but µ 6≃ ν.
Due to the existence of non-deterministic choices in a probabilistic automaton, we can have an alternative defi-
nition of trace distribution equivalence, called a priori trace distribution equivalence, by switching the order of the
qualifiers of schedulers and traces, which resembles the definitions of a priori bisimulation in [24, 51].
Definition 7.5. Let A, µ, and ν be as in Definition 7.4. Then µ and ν are a priori trace distribution equivalent,
written as µ ≃prio ν, if for each scheduler π of A and w ∈ Act∗, there exists another scheduler π′ of A such that
Prπµ(w) ≥ Prπ
′
ν (w) and vice versa.
In Definition 7.4, we require Prπµ(w) ≥ Prπ
′
ν (w) instead of Prπµ(w) = Prπ
′
ν (w), mainly to simplify the proofs in the
sequel. However, due to the existence of combined transitions, these two definitions make no difference. Directly
from the definitions, ≃, ≃prio, and ∼ coincide on reactive automata. For general probabilistic automata, ≃prio is strictly
coarser than ≃. Moreover, we have the following theorem:
Theorem 7.2. 1. ≃ is incomparable to ∼†, ∼§, and ∼.
2. ∼ ( ≃prio.
PROOF. By Theorem 7.1, to prove clause 1 it suffices to show ≃ * ∼, ∼§ * ≃, and ∼† * ≃.
1. ≃ * ∼. Let s0 and t0 be two states as in Fig. 4. It is easy to see that δs0 ≃ δt0 but δs0 ≁ δt0 .
2. ∼† * ≃. Let µ and ν be as in Fig. 3. We have shown in the proof of Theorem 7.1 that µ ∼† ν. However, µ 6≃ ν.
For instance, there exists a scheduler of µ enabling us to see traces “ac”, “ad”, or “bd” each with probability 13 ,
which is not possible for ν.
3. ∼§ * ≃. Let µ and ν be as in Fig. 5. Let R = {(µ, ν), (ν, µ)} ∪ ID. By Definition 7.1, R is a §-bisimulation.
Therefore µ ∼§ ν. However µ 6≃ ν. For instance, there exists a scheduler such that from µ we will see “be” with
probability 12 while never see “bd”, but starting from ν, the probabilities of “be” and “bd” are always the same.
4. ∼ ⊆ ≃prio. By contraposition. Assume there exists µ and ν such that µ ∼ ν but µ 6≃prio ν, i.e., there exists a
scheduler π and a trace w ∈ Act∗ such that for all schedulers π′, Prπµ(w) < Prπ
′
ν (w). Let w = a0a1 . . . an. Let µ0
and ν0 be the corresponding distributions of µ and ν after adding extra transitions to the deadlock state ⊥. Then
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Figure 6: δs0 ∼ µ, but (δs0 ‖A δr0 ) ≁ (µ ‖A δr0 ), where A = {a, b, c}.
in the input-enabled extended automaton, let the chain of transitions µ0
a0
−→ µ1
a1
−→ . . .
an
−→ µn mimic π as follows:
For each 0 ≤ i < n and s ∈ supp(µi), all transitions of s chosen by π with labels different from ai are switched
to transitions with labels ai. After doing so, the probability of seeing w will not be lowered. By assumption,
whenever ν0
a0
−→ ν1
a1
−→ . . .
an
−→ νn, it holds µn(⊥) < νn(⊥), which contradicts that µ ∼ ν.
5. ≃prio * ∼. The counterexample in Fig. 4 also applies here, as δs0 ≃prio δt0 but δs0 ≁ δt0 . 
7.2. Compositionality
In this subsection, we discuss the compositionality of all mentioned bisimulation relations. Let Ai = (S i, Acti,→i
, Li, αi) be two probabilistic automata with i ∈ {0, 1} and A ⊆ Act1 ∩ Act2. For any µ0 ∈ Dist(S 0) and µ1 ∈ Dist(S 1),
we denote by µ0 ‖A µ1 a distribution over S 0 × S 1, the element of which is written as s0 ‖A s1 where s0 ∈ S 0 and
s1 ∈ S 1 for convenience, such that (µ0 ‖A µ1)(s0 ‖A s1) = µ0(s0) · µ1(s1). We recall the definition of parallel operator
of probabilistic automata given in [10].
Definition 7.6. Let Ai = (S i, Acti,→i, Li, αi) be two probabilistic automata with i ∈ {0, 1} and A ⊆ Act1 ∩ Act2. The
parallel composition of A1 and A2 with respect to A, denoted A1 ‖A A2, is a probabilistic automaton (S , Act0 ∪
Act1,→, L, α0 ‖A α1) where
• S = S 0 × S 1,
• s0 ‖A s1
a
→ µ0 ‖A µ1 with a ∈ A if ∀i ∈ {0, 1}, si a→i µi,
• s0 ‖A s1
a
→ µ0 ‖A µ1 with a < A if ∃i ∈ {0, 1}, si a→i µi and µ1−i = δs1−i ,
• L(s0 ‖A s1) = L0(s0) ∪ L1(s1).
We say ∼ is compositional if for any probabilistic automata A0 and A1, A ⊆ Act0 ∩ Act1, and any distributions
µ0, µ
′
0 ∈ Dist(S 0) and µ1 ∈ Dist(S 1), whenever µ0 ∼ µ′0 in A0, we have µ0 ‖A µ1 ∼ µ′0 ‖A µ1 in A0 ‖A A1. Similarly,
we can define the notion of compositionality for the other relations. In the following, we show that all the three
bisimulation relations mentioned in this section are unfortunately not compositional in general:
Theorem 7.3. ∼, ∼§, and ∼† are not compositional.
PROOF. We only show the non-compositionality of ∼, since the other two can be proved in a similar way. Let s0,
µ, and r0 be as in Fig. 6. It is easy to see that δs0 ∼ µ. However, when composing δs0 and µ with δr0 by enforcing
synchronization on A = {a, b, c}, we have (δs0 ‖A δr0) ≁ (µ ‖A δr0). For instance, µ ‖A δr0 can reach the distribution
1
2δs1‖Ar1 +
1
2δs2‖Ar2 , from which transitions with label b or c are both available, each with probability
1
2 . However, this
is not possible in δs0 ‖A δr0 , where transitions with label b or c cannot be enabled at the same time. 
Although the three bisimulations are not compositional in general, we show that, by restricting to a subclass of
schedulers, they are compositional. For this, we need to introduce some notations. Let →֒ be a transition relation on
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distributions defined as follows: In case µ is sequential, i.e., none of the states in its support has a Cartesian form,
µ
a
→֒ µ′ iff µ a−→ µ′ as in Definition 5.1. Otherwise if µ = µ0 ‖A µ1 for some A ⊆ Act, then µ
a
→֒ µ′ iff
• either a ∈ A, and for all i ∈ {0, 1}, there exists µi
a
→֒ µ′i such that µ
′
= µ′0 ‖A µ
′
1,
• or a < A, and there exists i ∈ {0, 1} and µi
a
→֒ µ′i such that µ
′
= µ′0 ‖A µ
′
1 with µ
′
1−i = µ1−i.
Intuitively, →֒ is subsumed by −→ such that transitions of a distribution µ0 ‖A µ1 can be projected to transitions of
µ0 and µ1. The definition of →֒ can be generalized to distributions composed of more than 2 distributions. It is
worthwhile to mention that the definition of →֒ is not ad hoc. Actually, it coincides with transitions induced by
distributed schedulers [52]. It has been argued by many authors, see e.g. [10, 53, 52], that schedulers defined in
Definition 7.3 are too powerful in certain scenarios. For this, a subclass of schedulers, called distributed schedulers,
was introduced in [52] to restrict the power of general schedulers. Instead of giving the formal definition of distributed
schedulers, we illustrate the underlying idea by an example. We refer interested readers to [52] for more details.
Example 7.1. Let s0, r0, µ be as in Fig. 6. We have shown in Theorem 7.3 that δs0 ‖A δr0 ≁ µ ‖A δr0 with A = {a, b, c}.
The main reason is that in µ ‖A δr0 , there exists a scheduler such that it chooses the left a-transition of r0 when at
s5 ‖A r0, while it chooses the right a-transition of r0 when at s6 ‖A r0. This scheduler cannot be simulated by any
scheduler of δs0 ‖A δr0 . However, such a scheduler is not distributed, since it corresponds to two different transitions
of r0, thus cannot “distribute” its choices to states s0 and r0.
Let SD denote the set of all distributed schedulers. It is easy to check that distributed schedulers induce exactly
transitions in →֒. Even though ∼ is not compositional in general, we show that it is compositional if restricted
to distributed schedulers, similarly for ∼§ and ∼†. Below we redefine the bisimulation relations with restricted to
schedulers in SD, which is almost the same as Definition 5.2 except that all transitions under consideration must be
induced by a distributed scheduler.
Definition 7.7. Let A = (S , Act,→, L, α) be an input-enabled probabilistic automaton. A symmetric relation R ⊆
Dist(S ) × Dist(S ) is a (distribution-based) bisimulation with respect to SD if µRν implies that
1. µ(A) = ν(A) for each A ⊆ AP, and
2. for each a ∈ Act, whenever µ a→֒ µ′ then there exists ν a→֒ ν′ such that µ′Rν′.
We write µ ∼A
SD
ν if there is a bisimulation R with respect to SD such that µRν.
In an analogous way, we can also define the restricted version of ∼§, ∼†, and ∼ε, denoted ∼(§,SD), ∼(†,SD), and ∼(ε,SD)
respectively. Below we show that by restricting to distributed schedulers, ∼, ∼§, and ∼† are all compositional.
Theorem 7.4. ∼SD , ∼(§,SD), and ∼(†,SD) are compositional.
PROOF. We only prove the compositionality of ∼SD here, as the proofs for the other cases are similar. Let Ai =
(S i, Acti,→i, Li, αi) be two probabilistic automata with i ∈ {0, 1} and A ⊆ Act1 ∩ Act2. Let R = {(µ0 ‖A µ1, ν0 ‖A
µ1) | µ0 ∼SD ν0}, where µ0, ν0 ∈ Dist(S 0) and µ1 ∈ Dist(S 1). It suffices to show that R is a bisimulation with
respect to SD. Let (µ0 ‖A µ1)R(ν0 ‖A µ1). Obviously, (µ0 ‖A µ1)(A) = (ν0 ‖A µ1)(A) for each A ⊆ AP, since, say,
(µ0 ‖A µ1)(A) = ∑B,B′.B∪B′=A µ0(B) · µ1(B′). Let µ0 ‖A µ1
a
→֒ µ′. We show that there exists ν0 ‖A µ1
a
→֒ ν′ such that
µ′Rν′. We distinguish two cases:
1. a < A: According to the definition of →֒, either (i) µ0
a
→֒ µ′0 such that µ
′ ≡ µ′0 ‖A µ1, or (ii) µ1
a
→֒ µ′1 such that
µ′ ≡ µ0 ‖A µ
′
1, We first consider case (i). Since µ0 ∼SD ν0, there exists ν0
a
→֒ ν′0 such that µ
′
0 ∼SD ν
′
0. Therefore
ν0 ‖A µ1
a
→֒ ν′0 ‖A µ1. According to the definition of R, we have µ
′ ≡ (µ′0 ‖A µ1)R(ν′0 ‖A µ1) ≡ ν′ as desired.
The proof of case (ii) is similar and omitted here.
2. a ∈ A: It must be the case that µ0
a
→֒ µ′0 and µ1
a
→֒ µ′1 such that µ
′ ≡ µ′0 ‖A µ
′
1. Since µ0 ∼SD ν0, there exists
ν0
a
→֒ ν′0 such that µ
′
0 ∼SD ν
′
0. Hence there exists ν0 ‖A µ1
a
→֒ ν′0 ‖A µ
′
1 such that µ
′ ≡ (µ′0 ‖A µ′1)R(ν′0 ‖A µ′1) ≡ ν′.

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Example 7.2. Let s0, r0, and µ be as in Example 7.1. Since s0 and µ are sequential, ∼SD degenerates to ∼, and
δs0 ∼SD µ. We can also show that δs0 ‖A δr0 ∼SD µ ‖A δr0 with A = {a, b, c}. Intuitively, by restricting to distributed
schedulers, r0 cannot choose different transitions when at s5 ‖A r0 or s6 ‖A r0, thus transitions with label b or c cannot
be enabled at the same time.
Since the bisimilarity ∼ can be seen as a special case of approximate bisimulation with ε = 0, approximate bisim-
ulation is in general not compositional either. However, by restricting to distributed schedulers, the compositionality
also holds for (discounted) approximate bisimulations.
Theorem 7.5. ∼(ε,SD) is compositional for any γ ∈ (0, 1].
PROOF. Let Ai = (S i, Acti,→i, Li, αi) be two probabilistic automata with i ∈ {0, 1} and A ⊆ Act1 ∩ Act2. Let
{R(ε,SD) | ε ≥ 0}, where
R(ε,SD) = {(µ0 ‖A µ1, ν0 ‖A µ1) | µ0 ∼(ε,SD) ν0},
be a family of relations on Dist(S 0) × Dist(S 1). It suffices to show that each R(ε,SD) is a (discounted) approximate
bisimulation with respect to SD. Note that dAP(µ0 ‖A µ1, ν0 ‖A µ1) = dAP(µ0, ν0). The remaining proof is analogous to
the proof of Theorem 7.4 and omitted here. 
A direct consequence of Theorem 7.5 is that the bisimulation distance is non-expansive under parallel operators,
if restricted to distributed schedulers, i.e., Db(µ0 ‖A µ1, ν0 ‖A µ1) ≤ Db(µ0, ν0) for any µ0, ν0, and µ1.
8. Decidability and Complexity
It has been proved in [21, Lem. 1] that every linear bisimulation R corresponds to a bisimulation matrix E of size
n × m with n = |S | and 1 ≤ m ≤ n. Two distributions µ and ν are related by R iff (µ − ν)E = 0, where distributions
are seen as vectors. Furthermore, by making use of the linear structure, a decision algorithm was presented in [21]
for ∼†. It was also mentioned that, with slight changes, this algorithm can be applied to deal with both ∼ and ∼§.
Interested readers can refer to [21] for details about the algorithm. However, we show in this section that the problem
of deciding approximate bisimulation is more difficult: it is in fact undecidable when no discounting is permitted,
while the discounted version is decidable but NP-hard.
In the remaining part of this section, we shall focus on approximate bisimulations with and without discounting.
We first recall the following undecidable problem [54].
Theorem 8.1. Let A be a reactive automaton and ε ∈ (0, 1). The following problem is undecidable: Whether A is
ε-empty, i.e., whether there exists w ∈ Act∗ such that A(w) > ε.
By making use of the following reduction, we show that approximate bisimulation without discounting is unde-
cidable.
Lemma 8.1. Let A be a reactive automaton with initial distribution α and ε ∈ (0, 1). Let s be a state such that
L(s) = ∅ and s a−→ δs for all a ∈ Act. Then A is ε-empty iff α ∼ε δs.
PROOF.
1. Suppose A is ε-empty. We show that α ∼ε δs. Assume α ≁ε δs. By construction, it must be the case that from
α a distribution µ is reached in finite steps such that µ(F) > ε with F ⊆ S being the set of accepting states,
which contradicts that A is ε-empty.
2. Suppose α ∼ε δs. We show that A must be ε-empty. By contraposition, suppose there exists w ∈ Act∗ such that
A(w) > ε. Let w = a0a1 . . . an. This means that there exits α a0−→ µ0 a1−→ . . . an−→ µn such that µn(F) > ε. Since δs
can only reach itself, we have α ≁ε δs, a contradiction. 
Directly from Theorem 8.1 and Lemma 8.1, we reach a proposition as below showing the undecidability of ap-
proximate bisimulation without discounting.
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Proposition 8.1. The following problem is undecidable: Given ε ∈ (0, 1) and µ, ν ∈ Dist(S ), decide whether µ ∼ε ν
without discounting.
For discounted approximate bisimilarity, the problem turns out to be decidable. Instead of presenting the algorithm
formally in this paper, we only sketch how the algorithm works. Intuitively, in the definition of discounted approximate
bisimulation, the distance ε is discounted with γ at each step. Since γ is strictly less than 1, ε will for sure become
larger than or equal to 1 in finite steps, in which case µ ∼ε ν for any µ and ν. This enables us to identify a finite
set of pivotal distributions, which contains enough information for deciding discounted approximate bisimulation in
a probabilistic automaton. However, we also note that the algorithms presented in [28, 29] for computing state-based
approximate bisimilarity cannot be applied here. Even though we can identify a finite set of pivotal distributions,
for each pivotal distribution there are infinitely many distributions approximately bisimilar with it. Therefore in the
algorithm these infinite sets of distributions have to be represented symbolically, which makes the whole algorithm
very involved. Actually we can show that deciding discounted approximate bisimulation is NP-hard.
Theorem 8.2. The following decision problem is NP-hard: Given ε, γ ∈ (0, 1) and µ, ν ∈ Dist(S ), decide whether
µ ∼ε ν with discounting factor γ.
PROOF. Firstly, we recall the following NP-hard problem from, say, [55]: Given an undirected graph G = (V, E)
and k ≤ |V |, decide whether there exists a clique in G with size larger than k. Note a clique is a sub-graph where
every two vertexes are connected. We shall reduce the clique checking problem to the problem of deciding discounted
approximate bisimulation. Our reduction is almost the same as [56], where the clique checking problem was reduced
to the problem of deciding the consensus string in a hidden Markov chain. We sketch the construction as below:
Fix an order over vertexes in V = {a1, . . . , an} with n = |V |. Let AG = (S , Act,→, L, α) be a reactive probabilistic
automaton such that
1. S = ∪1≤i≤nS i ∪ {s, t, r} where for each i, S i = {s ji }1≤ j≤n. To simplify the presentation, we let s
n+1
i = t for each i
in the sequel;
2. Act = V ∪ {τ} and α = δs;
3. The transition relation → is defined as follows:
(a) s τ−→ µ such that for 1 ≤ i ≤ n, µ(s1i ) = λiλ , where λ =
∑
1≤i≤n λi with λi = 2deg(ai) and deg(ai) being the
degree of vertex ai;
(b) for each 1 ≤ i, j ≤ n, we distinguish several cases: If j = i, then s ji
ai
−→ s
j+1
i ; If j , i and (ai, a j) < E, then
s
j
i
τ
−→ s
j+1
i ; If j , i and (ai, a j) ∈ E, then both s ji
a j
−→ µ and s ji
τ
−→ µ where µ(s j+1i ) = µ(r) = 12 ;
(c) All other transitions not stated in the above items have the form u a−→ δr for u ∈ S and a ∈ Act;
4. L(t) = AP and L(u) = ∅ for each u , t. That is, t is the only accepting state.
To help understanding the construction, we present in Fig. 8 the probabilistic automaton corresponding to the undi-
rected graph depicted in Fig. 7. For simplicity, the state r and all transitions leading to it are omitted. The order over
vertexes is defined by a ≤ b ≤ c ≤ d, and the four branchings of s after performing action τ correspond to, from left
to right, d, c, b, a, respectively. The example is taken from [56].
By construction, all paths in AG able to reach t are of length n + 1 and have the same probability 1λ . The size of
the maximal clique in G is k iff there exists δs
τ
−→
b1
−→ . . .
bn
−→ µ such that µ(t) = k
λ
and |{bi}1≤i≤n \ {τ}| = k. Moreover,
the set {bi}1≤i≤n \ {τ} constitutes the maximal clique in G. Note that µ is also the distribution reachable from δs where
the probability of t is maximal. Since such µ can only be reached from δs after performing n + 1 transitions, we have
δr∼εδs for any ε ≥ γn+1 · kλ . Therefore, for any given γ ∈ (0, 1), the size of the maximal clique of G is k iff δr ∼(γn+1· kλ ) δs
but δr ≁(γn+1· k−1
λ
) δs. 
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a b
c d
Figure 7: An undirected graph with {a, b, c} being the maximal clique.
s
t t t t
τ
2
18
4
18
4
18
8
18
a τ a τ a τ a
1
2
1
2
1
2
1
2
1
2
1
2 b τ
τ b τ b
1
2
1
2
1
2
1
2 c τ c τ
c
1
2
1
2
1
2
1
2
d τ
1
2
1
2
τ
d τ τ
Figure 8: A reactive PA corresponding to the graph in Fig. 7.
9. Discussion and Future Work
In this paper, we considered Segala’s automata, and proposed a novel notion of bisimulation by joining the existing
notions of equivalence and bisimilarities. Our relations are defined over distributions. We have compared our bisim-
ulation to some existing distribution-based bisimulations and discussed their compositionality and relations to trace
equivalences. We have demonstrated the utility of our definition by studying distribution-based bisimulation metrics,
which have been extensively studied for MDPs in state-based case. The decidability and complexity of deciding
approximate bisimulations with or without discounting were also discussed.
State-based bisimulation has proven to be a powerful state space reduction technique in model checking. As future
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work we would like to study how distribution-based bisimulations can be used to accelerate probabilistic model check-
ing. One may combine it with state-based bisimulation which has efficient decision procedure, or component-based
verification technique. As another direction of future work we would like to investigate weaker preorder relations
such as simulations between distributions.
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