We present new properties for the Fractional Poisson process and the Fractional Poisson field on the plane. A martingale characterization for Fractional Poisson processes is given. We extend this result to Fractional Poisson fields, obtaining some other characterizations. The fractional differential equations are studied. We consider a more general Mixed-Fractional Poisson process and show that this process is the stochastic solution of a system of fractional differential-difference equations. Finally, we give some simulations of the Fractional Poisson field on the plane.
We present new properties for the Fractional Poisson process and the Fractional Poisson field on the plane. A martingale characterization for Fractional Poisson processes is given. We extend this result to Fractional Poisson fields, obtaining some other characterizations. The fractional differential equations are studied. We consider a more general Mixed-Fractional Poisson process and show that this process is the stochastic solution of a system of fractional differential-difference equations. Finally, we give some simulations of the Fractional Poisson field on the plane.
There are several different approaches to the fundamental concept of Fractional Poisson process (FPP) on the real line. The "renewal" definition extends the characterization of the Poisson process as a sum of independent non-negative exponential random variables. If one changes the law of interarrival times to the Mittag-Leffler distribution (see [32, 33, 44] ), the FPP arises. A second approach is given in [6] , where the renewal approach to the Fractional Poisson process is developed and it is proved that its one-dimensional distributions coincide with the solution to fractionalized state probabilities. In [34] it is shown that a kind of Fractional Poisson process can be constructed by using an "inverse subordinator", which leads to a further approach.
In [26] , following this last method, the FPP is generalized and defined afresh, obtaining a Fractional Poisson random field (FPRF) parametrized by points of the Euclidean space R 2 + , in the same spirit it has been done before for Fractional Brownian fields, see, e.g., [17, 20, 22, 30] .
The starting point of our extension will be the set-indexed Poisson process which is a well-known concept, see, e.g., [17, 22, 37, 38, 47] .
In this paper, we first present a martingale characterization of the Fractional Poisson process. We extend this characterization to FPRF using the concept of increasing path and strong martingales. This characterization permits us to give a definition of a set-indexed Fractional Poisson process. We study the fractional differential equation for FPRF. Finally, we study Mixed-Fractional Poisson processes.
The paper is organized as follows. In the next section, we collect some known results from the theory of subordinators and inverse subordinators, see [8, 36, 49, 50] among others. In Section 2, we prove a martingale characterization of the FPP, which is a generalization of the Watanabe Theorem. In Section 3, another generalization called "Mixed-Fractional Poisson process" is introduced and some distributional properties are studied as well as Watanabe characterization is given. Section 4 is devoted to FPRF. We begin by computing covariance for this process, then we give some characterizations using increasing paths and intensities. We present a Gergely-Yeshow characterization and discuss random time changes. Fractional differential equations are discussed on Section 5.
Finally, we present some simulations for the FPRF.
1. Inverse Subordinators. This section collects some known resuts from the theory of subordinators and inverse subordinators [8, 36, 49, 50 ].
Subordinators and their inverse.
Consider an increasing Lévy process L = {L(t), t ≥ 0}, starting from 0, which is continuous from the right with left limits (cadlag), continuous in probability, with independent and stationary increments. Such a process is known as a Lévy subordinator with Laplace exponent φ(s) = µs + This means that Ee −sL(t) = e −tφ(s) , s ≥ 0.
Consider the inverse subordinator Y (t), t ≥ 0, which is given by the first-passage time of L :
The process Y (t), t ≥ 0, is non-decreasing and its sample paths are a.s. continuous if L is strictly increasing. We have {(u i , t i ) : L(u i ) < t i , i = 1, . . . , n} = {(u i , t i ) : Y (t i ) > u i , i = 1, . . . , n} ,
and it is known [39, 41, 49, 50] that for any p > 0, EY p (t) < ∞. Let U (t) = EY (t) be the renewal function. Sincẽ
thenŨ characterizes the inverse process Y , since φ characterizes L.
We get a covariance formula [49, 50] Cov(Y (t), Y (s)) = min(t,s) 0 (U (t − τ ) + U (s − τ ))dU (τ ) − U (t)U (s).
The most important example is considered in the next section, but there are some other examples.
1.2.
Inverse stable subordinators. Let L α = {L α (t), t ≥ 0}, be an α−stable subordinator with φ(s) = s α , 0 < α < 1. The density of L α (1) is of the form [48] g α (x) = 1 π Here we use the Wright' s generalized Bessel function (see, e.g., [16] )
, z ∈ C, (1.2) where γ > −1, and β ∈ R. The set of jump times of L α is a.s. dense. The Lévy subordinator is strictly increasing, since the process L α admits a density. Then the inverse stable subordinator
has density [36, p.110 ] (see also [43] )
The Laplace transform of the density f a (t, x) is
Its paths are continuous and nondecreasing. For α = 1/2, the inverse stable subordinator is the running supremum process of Brownian motion, and for α ∈ (0, 1/2) this process is the local time at zero of a strictly stable Lévy process of index α/(1 − α).
Let
be the Mittag-Leffler function [16] , and recall the following: i) The Laplace transform of function E α (−λt α ) is of the form
(ii) The function E α (λt α ) is an eigenfunction at the the fractional Caputo-Djrbashian derivative D α t with eigenvalue λ [36, p.36]
where D α t is defined as (see [36] )
Note that the classes of functions for which the Caputo-Djrbashian derivative is well defined are discussed in [36, Sections 2.2. and 2.3] (in particular one can use the class of absolutely continuous functions).
Proposition 1.1. The α-stable inverse subordinators satisfy the following properties:
In particular, (A)
Proof. See [8, 49, 50 ].
1.3. Mixture of inverse subordinators. This subsection collects some results from the theory of inverse subordinators, see [49, 50, 36, 5, 28] .
Different kinds of inverse subordinators can be considered. Let L α 1 and L α 2 be two independent stable subordinators. The mixture of them L α 1 ,α 2 = {L α 1 ,α 2 (t), t ≥ 0} is defined by its Laplace transform: for s ≥ 0,
It is possible to prove that
. This expression is equal to a 1 α L α 1 ,α 2 (t) for any t > 0 if and only if α 1 = α 2 = α, in which case the process L α 1 ,α 2 can be reduced to the classical stable subordinator (up to a constant).
The inverse subordinator is defined by
We assume that C 2 = 0 without loss of generality (the case C 2 = 0 reduces to the previous case of single inverse subordinator). It was proved in [28] that 10) where E α,β (z) is the two-parametric Generalized Mittag-Leffler function ( [14, 16] )
Also for the Laplace transform of the density
, t ≥ 0}, we have the following expression [35] : 11) and the Laplace transform off is given by
From [5, Theorem 2.3] we have the following expression for u ≥ 0, t > 0:
One can also consider the tempered stable inverse subordinator, the inverse subordinator to the Poisson process, the compound Poisson process with positive jumps, the Gamma and the inverse Gaussian Lévy processes. For additional details see [28, 49, 50] .
Fractional Poisson Processes and Martingales.
2.1. Preliminaries. The first definition of FPP N α = {N α (t), t ≥ 0} was given in [32] (see also [33] ) as a renewal process with Mittag-Leffler waiting times between the events N α (t) = max {n :
where {T j } , j = 1, 2, . . . are iid random variables with the strictly monotone Mittag-Leffler distribution function
The following stochastic representation for FPP is found in [34] :
where N = {N (t), t ≥ 0}, is the classical homogeneous Poisson process with parameter λ > 0, which is independent of the inverse stable subordinator Y α . One can compute the following expression for the one-dimensional distribution of FPP (see [46] ):
where f α is given by (
α (z) is the k−th derivative of E α (z), and E γ α,β (z) is the three-parametric Generalized Mittag-Leffler function defined as follows [16, 42] :
where
is the Pochhammer symbol.
Finally, in [6, 7] it is shown that the marginal distribution of FPP satisfies the following system of fractional differential-difference equations (see [25] ):
t is the fractional Caputo-Djrbashian derivative (1.6). See also [11] .
Remark. Note that
where f α (t, u) is given by (1.3), and [28] showed that
where Cov(Y α (t), Y α (s)) is given in (1.7) while Cov(N (t), N (s)) = λ min(t, s). In particular,
The definition of the Hurst index for renewal processes is discussed in [14] . In the same spirit, one can define the analogous of the Hurst index for the FPP as
To prove the formula (2.2), one can use the conditional covariance formula [45, Exercise 7.20 .b]:
where Z 1 , Z 2 and Y are random variables, and
Remark. For more than one random variable in the condition, the conditional covariance formula becomes more complicated, it can be seen even for the conditional variance formula:
The corresponding formulas can be found in [9] . That is why for random fields we develop another technique, see Appendix.
2.2. Watanabe characterization. Let (Ω, F, P) be a complete probability space. Recall that the Theorem 2.1. Let N = {N (t), t ≥ 0} be a F t −adapted, simple locally finite point process. Then N is a homogeneous Poisson process iff there is a constant λ > 0, such that the process M (t) = N (t) − λt is an F t −martingale.
We extend the well-known Watanabe characterization for FPP. The following result may be seen as a corollary of the Watanabe characterization for Cox processes as in [10, Chapetr II] . We will make use of the following lemma.
Lemma 2.1 (Doob's Optional Sampling Theorem). Let M be a right-continuous martingale. Then, if T and S are stopping times such that P (T < +∞) = 1 and
The thesis is hence a consequence of the Doob's Optional Sampling Theorem (see, e.g., [23, Theorem 7.29] with X = N , τ ≡ +∞ and σ = S).
Theorem 2.2. Let X = {X(t), t ≥ 0} be a simple locally finite point process. Then X is a FPP iff there exist a constant λ > 0, and an α-stable subordinator L α = {L α (t), t ≥ 0}, 0 < α < 1, such that, denoted by Y α (t) = inf{s : L α (s) ≥ t} its inverse stable subordinator, the process is a right-continuous martingale with respect to the induced filtration
is uniformly integrable.
, where Y α is the inverse of an α-stable subordinator and N is a Poisson process with intensity λ > 0.
Note that X ≥ 0 and (Y α ≥ 0 are monotone non-decreasing, and hence the boundenesses in L 2 given by (2.3) and Proposition 1.1 iiiA) imply that {N (Y α (t)) − λY α (t), 0 ≤ t ≤ T } is uniformly integrable (see, for example, [23, pag. 67]) . Therefore N (Y α (t)) − λY α (t) is still a martingale, by Lemma 2.1. Notice that Y α (t) is continuous increasing and adapted; therefore it is the predictable intensity of the sub-martingale X. Now, let τ be a stopping time s.t. Y α (τ ) ≤ T , and hence λY α (τ ) ≤ λT . Then, since N is a Poisson process with intensity λ > 0,M (t) = M (τ ∧ t) is a martingale bounded in L 2 and null at 0, and therefore it converges in L 2 to M (τ ), with variance bounded by
Then the family (2.4) is uniformly bounded in L 2 , which implies the thesis. Conversely, it is enough to prove that
Consider the inverse of Y α (t) :
{Z(t), t ≥ 0} can be seen as a family of stopping times. Then, by Lemma 2.1,
is still a martingale. The fact that Y α is continuous implies that Y α (Z(t)) = t, and hence X(Z(t))−λt is a martingale. Moreover, since Z(t) is increasing, X(Z(t)) is a simple point process.
Following the classical Watanabe characterization, X(Z(t)) is a classical Poisson process with parameter λ > 0. Call this process
For recent developments and random change time results, see also [31, 40] . In particular, we thank a referee to have outlined that a similar result has been obtained in [40, Lemma 3.2] .
Mixed-Fractional Poisson Processes.
3.1. Definition. In this section, we consider a more general Mixed-Fractional Poisson process (MFPP)
where the homogeneous Poisson process N with intensity λ > 0, and the inverse subordinator Y α 1 ,α 2 given by (1.9) are independent. We will show that N α 1 ,α 2 is the stochastic solution of the system of fractional differential-difference equations: for k = 0, 1, 2, . . .,
with initial conditions:
where D α t is the fractional Caputo-Djrbashian derivative (1.6), and for
Distribution Properties.
Using the formulae for Laplace transform of the fractional CaputoDjrbashian derivative (see, [36, p.39] ):
one can obtain from (3.2) with k = 0 the following equation
for the Laplace transform
and using the formula for an inverse Laplace transform (see, [16] ), for
one can find an exact form of the p
(t) in terms of generalized Mittag-Leffler functions (2.1):
For k ≥ 1,we obtain from (3.2):
Thus from (3.2) we obtain the following expression for the Laplace transform of p
On the other hand, one can compute the Laplace transform from the stochastic representation (3.1). If
where f α 1 ,α 2 (t, x) is given by (1.13), then using (1.11),(1.12) we have for k ≥ 0, s > 0
Note that
the same expression as (3.6). We can formulate the result in the following form:
is the stochastic solution of the system of fractional differential-difference equations (3.2) with initial conditions (3.3).
Note that in [5] one can find some other stochastic representations of the MFPP (3.1). Also, some analytical expression for p (α 1 ,α 2 ) 0 (t) is given by (3.5), while the analytical expression for p
Moreover, p
,for k ≥ 1, can be obtained by the following recurrent relation:
and from (3.4): 
We extend the Watanabe characterization for MFPP. Let Λ(t) : R + → R + be a non-negative right-continuous non-decreasing deterministic function such that Λ(0) = 0, Λ(∞) = ∞, and Λ(t) − Λ(t−) ≤ 1 for any t. Such a function will be called consistent. The Mixed-Fractional Nonhomogeneous Poisson process (MFNPP) is defined as
where the homogeneous Poisson process N with intensity λ = 1, and the inverse subordinator Y α 1 ,α 2 given by (1.9) are independent.
Theorem 3.2. Let X = {X(t), t ≥ 0} be a simple locally finite point process. X is a MFNPP iff there exist a consistent function Λ(t), and a mixed stable subordinator
is a martingale with respect to the induced filtration
Proof. The proof is analogue to that of Theorem 2.2.
Two-Parameter Fractional Poisson Processes and Martingales.
4.1. Homogeneous Poisson random fields. This section collects some known results from the theory of two-parameter Poisson processes and homogeneous Poisson random fields (PRF) (see, e.g., [47, 37] , among the others).
Let (Ω, F, P ) be a complete probability space and let F t 1 ,t 2 ; (t 1 , t 2 ) ∈ R 2 + be a family of sub-σ-fields of F such that
(ii) F 0,0 contains all null sets of F;
the increments of the random field X(t 1 , t 2 ), (t 1 , t 2 ) ∈ R 2 + over the rectangle ((s 1 , s 2 ) , (t 1 , t 2 )]. In addition, we denote
A strong martingale is an integrable two-parameter process X such that
where S = ((s 1 , s 2 ) , (t 1 , t 2 )], λ > 0, and |S| is the Lebesgue measure of S.
If we do not specify the filtration, {F t 1 ,t 2 } will be the filtration generated by the field itself, completed with the nulls sets of F N = σ N (t 1 , t 2 ), (t 1 , t 2 ) ∈ R 2 + . It is known that then there is a simple locally finite point random measure N (·), such that for any finite n = 1, 2, . . . , and for any disjoint bounded Borel sets
Theorem 4.1 (Two Parameter Watanabe Theorem [19] ). A random simple locally finite counting measure N is a two-parameter PRF iff N (t 1 , t 2 ) − λt 1 t 2 is a strong martingale.
Fractional Poisson random fields. Let
α 2 (t), t ≥ 0 be two independent inverse stable subordinators with indices α 1 ∈ (0, 1) and α 2 ∈ (0, 1), which are independent of the Poisson field N (t 1 , t 2 ), (t 1 , t 2 ) ∈ R 2 + . In [26] , the Fractional Poisson field (FPRF) is defined as follows
We obtain the marginal distribution of FPRF: for k = 0, 1, 2, . . .,
where f a (t, x) is given by (1.3) . In other words, for (t 1 , t 2 ) ∈ R 2 + , k = 0, 1, . . .
where the Wright generalized Bessel function is defined by (1.2), and g α (x) is defined by (1.1).
Using the Laplace transform given by (1.4) one can obtain an exact expression for the double Laplace transform of (4.2): for k = 0, 1, 2, . . .,
and, for (
;
.
We can summarize our results in the following s 2 ) ) are given by (4.5), (4.7), (4.6), respectively.
The proof is given in [30] , see also Appendix for more details and more general results hold for any Lévy random fields.
Remark. Following the ideas of this paper, the Hurst index of the Fractional Poisson random field in d = 2 can be defined as follows:
Remark. Any random field
defined on the positive quadrant R 2 + can be extended in the whole space R 2 in the following way: let Z j (t 1 , t 2 ), (t 1 , t 2 ) ∈ R 2 + , j = 1, 2, 3, 4 be independent copies of the random field
Then one can defineZ
Therefore, modifying the cadlag property we obtain a Poisson like random fieldZ(t 1 , t 2 ), (t 1 , t 2 ) ∈ R 2 which has a similar covariance structure (replacing t 1 , t 2 , s 1 , s 2 by |t 1 |, |t 2 |, |s 1 |, |s 2 |).
4.3.
Characterization on increasing paths. Let L α = {L α (t), t ≥ 0}, be an α-stable subordinator, and Y α = {Y α (t), t ≥ 0} be its inverse (α ∈ (0, 1)). Recall that L α (t) is a cadlag strictly increasing process, while Y α (t) is nondecreasing and continuous. As a consequence, the latter defines a random nonnegative measure µ α on (R + , B R + ) such that µ α ([0, t]) = Y α (t). The σ-algebra G contains all the information given by µ α :
Now, let X(t) = N (Y α (t)) be a FPP, where N has intensity λ. We denote by {F X t , t ∈ R + } its natural filtration. We note that each
In other words, by [10, Theorem T4] , the FPP X is a doubly stochastic Poisson process with respect to the filtration {σ(F X t , G), t ∈ R + }. Therefore a first characterization of a FPP may be written in the following way.
Corollary 4.1. A process N α is a FPP iff it is a doubly stochastic Poisson process with intensity λY α , with respect to the filtration {σ(F X t , G), t ∈ R + }. In other words, whenever B 1 , . . . , B n are disjoint bounded Borel sets and x 1 , . . . , x n are non-negative integers, then
An analogous result may be found for FPRF. In fact, let Y
(1)
α 2 (t), t ≥ 0 be two independent inverse stable subordinators with indices α 1 ∈ (0, 1) and α 2 ∈ (0, 1). Let µ α 1 and µ α 2 , G 1 and G 2 their respective σ-algebras (this notation will be used in the following results).
If µ α = µ α 1 ⊗ µ α 2 is the product measure and G = σ(G 1 , G 2 ), we can follow the same reasoning as above once we have noted that
In other words, the FPRF X is a F * -doubly stochastic Poisson process (see [37] for the definition of F * -doubly stochastic Poisson process) with respect to the filtration {σ(F X t 1 ,t 2 , G)), (t 1 , t 2 ) ∈ R 2 + } by [37, Theorem 1] . Again, we may summarize this result in the following statement. Proposition 4.2. A process N α 1 ,α 2 is a FPRF iff it is a F * -doubly stochastic Poisson process with intensity λY α 1 · Y α 2 , with respect to the filtration {σ(F X t 1 ,t 2 , G)), t 1 , t 2 ∈ R + }. In other words, whenever B 1 , . . . , B n are disjoint bounded Borel sets in R + × R + and x 1 , . . . , x n are non-negative integers, then
Now, let t 1 > 0 be fixed. The process t → N α 1 ,α 2 (t 1 , t) is the trace of the FPRF along the increasing t-indexed family of sets t → [(0, 0), (t 1 , t)]. As a consequence of the previous results, we obtain: Theorem 4.2. A random simple locally finite counting measure N α 1 ,α 2 is a FPRF iff G 1 , G 2 are independent, and fixed t 1 , t 2 ≥ 0, the process N α 1 ,α 2 (t 1 , t), conditioned on G 1 , is a FPP N α 2 (t), the process N α 1 ,α 2 (t, t 2 ), conditioned on G 2 , is a FPP N α 1 (t), and the two processes
Proof. Assume that N α 1 ,α 2 is a FPRF and t 1 > 0 fixed. Denote by X t = N α 1 ,α 2 (t 1 , t) and note that σ({Y α 2 (t), t ≥ 0}) = G 2 . Let B 1 , . . . , B n be disjoint bounded Borel sets and x 1 , . . . , x n non-negative integers. We have
and hence X t = M (Y α 2 (t)), where, conditioned on G 1 , M is a Poisson process with intensity λY α 1 (t 1 ). The conditional independence follows by similar arguments, and hence the first implication is proved. Conversely, by [37] , to prove Proposition 4.2 it is sufficient to prove (4.8). Denote by
Combining (4.10), (4.11) and (4.12) we finally get (4.8):
Let A be the collection of the closed rectangles {A t 1 ,t 2 : t ∈ R 2 + }, where A t 1 ,t 2 = {(s 1 , s 2 ) ∈ R 2 + : 0 ≤ s i ≤ t i , i = 1, 2}. The family A generates a topology of closed sets A(u), which is closed under finite unions and arbitrary intersections, called a lower set family (see, e.g., [1, 22] ). In other words, when a point (t 1 , t 2 ) belongs to a set A ∈ A(u), all the rectangle A t 1 ,t 2 is contained in A:
A function Γ : R + → A(u) is called an increasing set if Γ(0) = {(0, 0)}, it is continuous, it is non-decreasing (s ≤ t =⇒ Γ(s) ⊆ Γ(t)), and the area it underlies is finite for any t and goes to infinity when t increases (lim t→+∞ |Γ(t)| = ∞). Note that, for a nonnegative measure µ on B R + ×R + , it is well-defined the non-decreasing right-continuous function:
Accordingly, given an increasing path Γ and a random nonnegative measure N (in [22] , it is an increasing and additive process), we may define the one-parameter process N • Γ as the trace of N along Γ:
Theorem 4.2 shows an example of characterizations of FPRF. In [18] , the authors proved a characterization of the inhomogeneous Poisson processes on the plane thorough its realizations on increasing families of points (called increasing path) and increasing families of sets, called increasing set (see also [2, 21] ).
We are going to characterize an FPRF in the same spirit.
Theorem 4.3. A random simple locally finite counting measure N α 1 ,α 2 is a FPRF iff, conditioned on G, N • Γ is a one-parameter inhomogeneous Poisson process with intensity λ(µ α • Γ), for any increasing set Γ, independent of G.
Proof. Assume that N α 1 ,α 2 is a FPRF. Then, for any 0 ≤ s 1 < t 1 ≤ s 2 < t 2 ≤ · · · ≤ s n < t n , the sets
Conversely, note that that (4.9) may be checked only on disjoint rectangles B 1 , B 2 , . . . , B n (see also [22] ). After ordering partially the rectangles with respect to ≺, one can build an increasing sets Γ such that B i = Γ(t i ) \ Γ(s i ), where 0 ≤ s 1 < t 1 ≤ s 2 < t 2 ≤ · · · ≤ s n < t n . By hypothesis, N • Γ is an inhomogeneous Poisson process with intensity µ α • Γ. Then,
Now, a function Γ :
, and the area it underlies goes to infinity (lim t→+∞ Γ 1 (t)Γ 2 (t) = ∞). In other words, an increasing path is an increasing set where, for each t, Γ(t) is a rectangle. Given an increasing path Γ and a process N (t 1 , t 2 ), the one-parameter process N • Γ is the trace of N along Γ:
When dealing with the laws of the traces of a process along increasing paths, one cannot hope to prove, for instance, the conditional independence of two filtrations as H 1 s 1 ,s 2 and H 2 s 1 ,s 2 , since the event that belong to those filtrations are generated by the increments of the process on regions that are not comparable with respect to the partial order ≺.
As an example, there is no increasing path that separates the three rectangles
2)} and hence we cannot give the joint law of ∆ (1,0) N (2, 1) and ∆ (0,1) N (1, 2). On the other hand, Proposition 4.2 suggests that, if we assume the independence of N (B 1 ) and N (B 2 ) conditioned on F 1,1 , the equation (4.9) may be proved for B 1 , B 2 and B 3 via increasing paths (as in [2, 3, 18, 21] ). This consideration has suggested the following definition.
We say that the filtration satisfies the conditional independence condition or the Cairoli-Walsh condition ((F4) in [13] , see also [24] ) if for any F-measurable integrable random variable Z, and for any (t 1 , t 2 ) :
Thus, following the same ideas as in [2, 3, 18, 21] , one can prove the following result.
Theorem 4.4. A random simple locally finite counting measure N α 1 ,α 2 is a FPRF iff, conditioned on G, the Cairoli-Walsh condition holds and N • Γ is an inhomogeneous Poisson process with intensity Y α 1 (Γ 1 (t)) · Y α 2 (Γ 2 (t)), for any increasing path Γ.
A remark on Set-Indexed Fractional Poisson Process. Let T be a metric space equipped with a Radon measure on its Borel sets. We assume existence of an indexing collection A on T , as it is defined in [22] . We are interested to considering processes indexed by a class of closed sets from T . In this new framework, Γ : R + → A is called an increasing path if it is continuous and increasing: s < t =⇒ Γ(s) ⊆ Γ(t) (called a flow in [17] ) We can now define Set-Indexed Fractional Poisson process.
A set-indexed process X = {X U , U ∈ A} is called a Set-Indexed Fractional Poisson process(SIFPP), if for any increasing path Γ the process X Γ = {X Γ(t) , t ≥ 0} is an FPP.
Remark. Following results of [22] , we can state that any SIFPP is a set-indexed Lévy process. Details and martingale characterizations will be presented elsewhere.
4.4.
Gergely-Yezhow characterization. Let (U n , n ≥ 1) be a sequence of i.i.d. (0, 1)-uniform distributed random variables, independent of the processes Y α i , i = 1, 2. The random indexes associated to the 'records' (ν n , n ≥ 1) are inductively defined by
It is well known (see, e.g., [4, p.63-78] ) that P (∩ n {ν n < ∞}) = 1, and hence the k-th record V k of the sequence is well defined:
Moreover, the number of U n 's that realize the maximum by time n is almost surely asymptotic to log(n) as n → ∞. In other words, the sequence (ν n ) n growths exponentially fast. Now, given a increasing set Γ, we define
Theorem 4.5. A random simple locally finite counting measure N α 1 ,α 2 is a FPRF iff N • Γ is distributed as Y Γ , for any increasing set Γ.
Proof. In the proof we assume that lim t µ α • Γ(t) = ∞ almost surely. When this is not the case, the proof should be changed as in [15] , where generalized random variables are introduced exactly when 1 − exp(−"intensity at ∞") < 1.
By Theorem 4.3, we must prove that, conditioned on G, Y Γ is an inhomogeneous Poisson process with intensity µ α • Γ. Conditioned on G, let F (t) := 1 − exp(−µ α • Γ(t)) be the continuous deterministic cumulative distribution function. Let F − be its pseudo-inverse F − (x) = inf{y : F (y) > x}, and define ξ n = F − (U n ), for each n. Then (ξ n , n ≥ 1) is a sequence of i.i.d. random variables with cumulative function F . As in [15] , put ζ n = max(ξ 1 , . . . , ξ n ), (n = 1, 2, . . .) omitting in the increasing sequence ζ 1 , ζ 2 , . . . , ζ n , . . . all the repeating elements except one, we come to the strictly increasing sequence [15, Eq. (3)] ζ 1 , ζ 2 , . . . , ζ n , . . . Now, since F − is monotone, it is obvious by definition that ζ n = F − (V n ). Again, F − is monotone, and hence
that is the process v(t) defined in [15, Eq. (7')]. The thesis is now an application of [15, Theorem 1] and Theorem 4.3.
Random time change.
The process µ α may be used to reparametrize the time of the increasing paths and sets. In fact, for any increasing path Γ = (Γ 1 (t), Γ 2 (t)), let
be the first time that the intensity is seen to be bigger than s on the increasing path, and define
the reparametrization of Γ made by µ α . Analogously, for any increasing set Γ, let
We note that, for any fixed s and A ∈ A(u)
. We recall that a random measurable set Z : Ω → A(u) is called a G A -stopping set if {A ⊆ Z} ∈ G A for any A. As a consequence, the reparametrization given in (4.13) transforms Γ(·) into Γ µα (·), a family of continuous increasing stopping set by (4.14). Such a family is called an optional increasing set. The random time change theorem (which can be made an easy consequence of the characterization of the Poisson process given in [51] ) together with Theorem 4.3 and Theorem 4.4 give the following corollaries, that can be seen as extensions of some results in [2, 3] .
A random simple locally finite counting measure N α 1 ,α 2 is a FPRF iff, conditioned on G, N • Γ µα is a standard Poisson process, for any increasing set Γ. Corollary 4.3. A random simple locally finite counting measure N α 1 ,α 2 is a FPRF iff, conditioned on G, the Cairoli-Walsh condition holds [13, 24] and N • Γ µα is a standard Poisson process, for any increasing path Γ.
Fractional Differential Equations.
A direct calculation may be applied to show that the marginal distribution of the classical Poisson random field
satisfy the following differential-difference equations:
and the initial conditions:
We are now ready to derive the governing equations of the marginal distributions of FPRF
given by (4.2) or (4.3). These equations have something in common with the governing equations for the non-homogeneous Fractional Poisson processes [27] . For a function u(t 1 , t 2 ), (t 1 , t 2 ) ∈ R 2 + , the Caputo-Djrbashian mixed fractional derivative of order
Assuming that
is integrable as function of four variables t 1 , t 2 ,υ 1 , υ 2 , the double Laplace transform of the the Caputo-Djrbashian mixed fractional derivative
whereũ(s 1 , s 2 ) = L {u(t 1 , t 2 ); s 1 , s 2 } is the double Laplace transform of the function u(t 1 , t 2 ).
Remark. Note that the Laplace transform of f α (t, x) given by (1.4) as α = 1 is of the form e −sx and its inverse is the delta distribution δ(t − x). Accordingly, as α → 1, f α (t, x) converges weakly to δ(t − x), and we denote it by f α (t, x) → δ(t − x).
The proof of (5.5) is standard and we omit it (see [35, p. 37] for the one-dimensional case).
, be the FPRF defined by (4.1).
1) Then its marginal distribution given in (5.4) satisfy the following fractional differentialintegral recurrent equations:
with the initial conditions: (t 1 , t 2 ) , k = 0, 1, 2, . . ., be defined as in equations (4.2) or (4.3) . Then the characteristic function of the FPRF, for z ∈ R:
Taking the double Laplace transform of (5.9) and using (1.4) and (4.4) yields
Using an integration by parts for a double integral [29] :
we get from (5.5), (5.10) and (5.10) with
Using (5.5), (1.4) we can invert the double Laplace transform as follows: And finally, by inverting the characteristic function (5.9), we obtain
Using (5.1), (5.2) and (5.3) we arrive to (5.6), (5.7) and (5.8) correspondingly.
2) Finally, as α j → 1, j = 1, 2 we have e −s α j j x j → e −s j x j , j = 1, 2, and their Laplace inversions are delta function: δ(t j − x j ), j = 1, 2. Thus, 2) is proven.
6. Simulations. In this section we show some simulations of FPRF made with Matlab based on the α-stable random number generator function stblrnd. For a relevant work on statistical parameter estimation of FPP in connection with simulations, see also [12] .
The subordinators L α are simulated exactly at times t n = n∆, where ∆ = 0.0005 till they reach a defined value S end . More precisely,
where X is independently simulated with stblrnd(α, 1, α √ ∆ , 0). Accordingly,
and hence Ee −sLα(tn) = exp{−t n s α }, s ≥ 0, n = 0, 1, . . . , N.
The simulation of the inverse stable subordinators Y α (s), s ∈ [0, T end ] are thus made at times s n = L α (t n ), n = 1, . . . , N with values Y α (s n ) = n∆. To simulate a FPRF N α 1 ,α 2 (s 1 , s 2 ) on the window (0, S end ) × (0, S end ), we first simulate two independent inverse stable subordinators Y (1)
) is a Poisson random variable with mean ∆ 2 . As ∆ 2 1, we approximate it with a Bernoulli random variable Y of parameter ∆ 2 . When Y = 1, we add a point at random inside the rectangle.
In Figure 1 the simulations of the inverse stable subordinators Y We also compute the quantity
given in (4.2), for different values of t 1 , t 2 , α 1 and α 2 . In fact, with a Monte Carlo procedure, we approximate the above quantity with
where (X n , n = 1, . . . , N ) and (Y n , n = 1, . . . , N ) are independent sequences of i.i.d. distributed as Y
α 2 (t 2 ), respectively. Summing up, the integral in (4.2) is computed numerically, and the simulations with N = 1500 are presented in Figure 2 . We underline the variety of the shape of distributions that can be generated with this two-parameter model in addition to its flexibility to include, for example, different cluster phenomena. In this Appendix, we prove a general result that can be used to compute the covariance structure of the parameter-changed Poisson random field: 
α 2 (t2) and the corresponding p k (t1, t2) = P (N (Y1(t1), Y2(t2)) = k) for λ = 10 and different values of t1, t2, α1 and α2.
where Y 1 = {Y 1 (t 1 ), t 1 ≥ 0} and Y 2 = {Y 2 (t 2 ), t 2 ≥ 0} are independent non-negative non-decreasing stochastic processes, in general non-Markovian with non-stationary and non-independent increments, and N = {N (t 1 , t 2 ), (t 1 , t 2 ) ∈ R 2 + } is a PRF with intensity λ > 0. We also assume that Y 1 and Y 2 are independent of N.
For example, Y 1 and Y 2 might be inverse subordinators.
Theorem A.1. Suppose that N is a PRF, Y 1 and Y 2 are two non-decreasing non-negative independent stochastic processes which are also independent of N. Remark. These formulae are valid for any Lévy random field N = {N (t 1 , t 2 ),(t 1 , t 2 ) ∈ R 2 + }, with finite expectation EN (1, 1) and finite variance VarN (1, 1), for PRF EN (1, 1) = λ; VarN (1, 1) = λ and to apply these formulae one needs to know U 1 (t 1 ) = EY 1 (t), U 2 (t 2 ) = EY 2 (t), U t 1 ), Y 1 (s 1 )) , Cov (Y 2 (t 2 ), Y 2 (s 2 )) which are available for many non-negative processes Y 1 (t) and Y 2 (t) induction inverse subordinators.
Remark. One can compute the following expression for the one-dimensional distribution of the parameter-changed PRF: Proof of Theorem A.1. We denote
(u 2 ) = P {Y 2 (t 2 ) ≤ u 2 } .
We know that for a PRF Since the processes N, Y 1 , Y 2 are independent, a conditioning argument yields (A.1) and (A.2). In a similar way, one can consider the case s 1 > t 1 , s 2 < t 2 .
Proof of Proposition 4.1. It follows from Theorem A.1 and Proposition 1.1.
