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Abstract 
 
Renewable energy sources have become of great importance in the last decade 
as a result of the environmental global awareness. In Australia, renewable energy 
is a political hot topic where all major parties recognize the importance of taking 
a stance on environmental issues.  
Solar power is the fastest-growing source of renewable energy, and countries 
with favorable solar irradiance are seeing increasing levels in commercial and 
residential photovoltaic PHV installations. The low voltage LV (0.415 kV) 
rooftop PHV system installations in particular have swelled in the few recent 
years. 
Although most power industry key-players focus on large-scale renewable 
applications like microgrids and concentrated plants, the use of small rooftop 
PHV generations have become increasingly attractive for the general public 
individuals due to the existing governmental incentives and energy policies. 
PHV generations are intermittent by nature as their output powers are dependent 
on different environmental time-changing variables. The low penetration levels 
of rooftop PHV generations do not produce network problems, however, it is 
expected to see a high penetration of those generations in the near future which 
will create new challenges in power management of the distribution networks. 
The insufficiency of knowledge, researches and experience on the potential 
impacts of high installation rate of rooftop PHV generations may jeopardize the 
security and reliability of the distribution power grid and may reduce the 
network efficiency by increasing power losses. 
This research will approach the problem of hybrid network management which 
is a combination of a conventional power network and PHV rooftop generation 
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on LV. The aim of this research is to develop an algorithm and a mathematical 
model for power optimization problem which reduce energy losses, and 
maximize the yield of PHV generation without violating the network constraints. 
The algorithm suggests power curtailment applied to PHV generation; however, 
this curtailment is minimized by the power optimization solution. The use of 
battery energy storage systems (BESSs) is discussed in detail, and an algorithm 
is developed to determine the minimum required BESS sizes and numbers which 
are needed to capture curtailed PHV energy. Finally, BESS power dispatch 
schedules are created to maintain the lowest network losses. 
The algorithms presented in this work are validated using a simulation on a real 
29-buses LV system, with highly penetrated rooftop generation. The grid is 
assumed to operate in parallel with the main distribution grid. 
Different software tools are used in this work; General Algebraic Modeling 
System GAMS is used to solve the nonlinear mathematical power optimization 
model, Power Factory 2018 is used to model and run the dynamic power flow 
analysis. MATLAB is used to create load curves, irradiance profiles based on 
real data of solar irradiance and load in Sydney. 
The current rooftop PHV installations are neither controlled nor monitored, the 
control algorithms and operational methodologies presented in this work can be 
integrated into the energy management system EMS to enhance the hybrid 
network efficiency and maximize the PHV benefits which will have positive 
impacts on the network availability and energy prices as well.  
1 
 
1. Introduction 
1.1. Background 
Renewable energy sources RES will be the dominant sources of electrical energy in 
the future.  The global environmental awareness in addition to political and economic 
trends suggest that there will be no other alternatives to clean energy. The current 
electric power industry is basically supplied by fuels such as natural gas and coal, for 
example, in Australia, 83% of the electricity generation is based on fossil fuels in 
2018. However, those fossil sources are restricted and are expected to deplete in the 
future, moreover, the use of fossil sources results in many environmental and health 
problems [45]. 
Australian Renewable Energy Agency (ARENA) defines renewable energy as the 
form of energy that is generated using natural resources, provided that those 
resources are continually available and are not subject to depletion. In this context, 
RES have the ability to renew indefinitely over time and do not run out [4]. 
Energy Photovoltaic generation has become of progressive importance in the 
electrical power market for several reasons. They not only generate power quietly 
without any noise pollution, but also at zero operational emission level. Another 
important quality of PHV generations is that they may exist in different forms in 
terms of generation capacity, so you can find a large-scale PHV generation plant 
with a capacity of 10 MW,  and you can find PHV generation on the small-scale 
down to 1 kW level in the LV distribution networks. The small LV photovoltaic 
systems are owned, managed and operated by the consumers themselves.  
The political and economic trends accompanied with increasing social desire for 
clean energy sources resulted in a significant rise in the rooftop PHV installations. 
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Those PHV rooftop installations exist as residential or commercial applications, in 
the order of 1 to 10 kW.  
In addition, The Australian Government provides different incentives for small-scale 
residential and commercial renewable energy systems. The small-scale energy 
scheme (SRES) offers financial incentives for ordinary individuals or small 
commercial businesses to install approved and eligible renewable energy systems, 
such as, PHV systems, small wind generation systems, small hydro systems, solar 
water heaters. The beneficiaries are able to receive benefits which help them with the 
purchase cost.  
In Comparison to other types of distributed generation DG, rooftop PHV generations 
are the most common and they exist in small size, low voltage and low power output. 
Accordingly, it is suitable for those generations to be interfaced directly with the LV 
distribution system on 0.415 kV level. 
Research on introducing RES in distribution systems started by the end of the 1970s. 
The impact of the intermittent nature of DG on power distribution networks planning 
and operations were discussed in [33, 34]. Other studies have conducted a 
comparison between power demand curves with PHV irradiance curves to forecast 
the total system load profiles [26]. Many researches and studies addressed the 
advantages of line loss reductions and savings from PHV systems installations using 
simplified distribution line modeling [18, 20, 29, 40]. Although PHV generation 
systems were introduced in the late 1970s, their penetration and contribution to the 
power production were very limited due to economic consideration. The impact of 
penetration of those small number of installations has not been studied extensively at 
that time due to the limited use of those resources in the distribution power system. 
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In addition, small PHV generations existed mainly as single-phase sources at the 
beginning, while unbalanced power flow analysis and modeling were developed by 
the end of the 1980s and during 1990s, and have evolved and became mature 
afterward [49, 50].  
By the beginning of the 21st century, the rate of PHV installations has increased 
exponentially. The political and economic tendency suggested that several areas 
would experience high penetration levels of PHV generation on the distribution grid. 
Therefore, researches and studies of the PHV systems impact on the existing grid 
became more significant and warranted. 
The complex nature of distribution networks provides researchers with diversified 
sets of problems. For instance, different seasonal approaches were analyzed and 
implemented in timely manners to manage the immanent loading unbalance in 
distribution [7, 10]. 
Voltage stability and power loss reduction are major concerns for system planners 
and operators. Different methodologies were developed to reduce power losses, 
improve the voltage profile by optimal capacitor localization and duty operation [37, 
47]. Distribution network configuration and capacitor control Schemes were 
developed and analyzed for optimal service restoration in the incidence of power 
interruptions or outages [32, 38, 39]. Distribution automation has earned great 
importance due to its potential operational effects on reliability enhancement [43], 
monitoring of power quality [35] and cost reduction [48]. 
Until recent days, the interaction between the high rate of Rooftop PHV installations 
and the existing LV distribution network has not been researched adequately, there is 
a necessity to update the control methodology of hybrid LV grids to reflect the 
expectations and ambitions of the renewable energy integration into the grid.   
4 
 
Optimal Energy management on LV networks should include power generation 
scheduling of PHV generation units, optimal battery placement, a complex objective 
function to account for losses minimization and maximum power yield without 
violating the system constraints.   
Current conventional power systems are composed of mainly few massive generation 
stations which are situated near the fuel sources, and a high voltage transmission 
network to transfer the electrical energy across large geographical areas, and 
eventually, distribution systems whose basic role is to deliver the energy to the end 
consumers. This traditionally hierarchical structure of the power grids is 
experiencing a dramatic change in the expected future power networks [42]. 
1.2. Motivation: 
PHV energy generation has become a key player in the electric power industry due to 
the factors mentioned in 1.1. While the technology of PHV generation is not new, the 
social, economic and environmental trends are pushing towards a rapid and 
significant boost in the total rooftop PHV generation capacities.  
Since PHV Generation is mostly possessed and taken care by the end customer, 
system planning teams and distribution network operators DNOs do not have much 
knowledge nor control over those PHV sources when integrated into the distribution 
networks, nevertheless, DNOs and system planners still have a responsibility to 
supervise and manage those hybrid networks.  
As the installed PHV capacity increases the distribution network, planners and DNOs 
will face new types of problems and challenges which did not exist before, and will 
require new innovative engineering solutions. 
Power flow analysis is an essential tool needed for developing power engineering 
solutions. It is used to forecast system response, highlight weaknesses and 
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deficiencies with a probability to occur, and simulate different operational and 
control scenarios to conclude the optimum configuration.  
Power flow analysis tool needs different sorts of data; static data and dynamic data. 
Static data includes network topology, feeders, transformers impedances operating 
voltages, protection data, and much more. These static data are used to build 
mathematical models for all network components used to construct the power 
system.  
On the other hand, dynamic data is variable by nature. It varies over time based on 
several factors such as; loading conditions, generation schedules, environmental 
conditions, maintenance schedules, circuit breakers conditions. 
Photovoltaic generation is intermittent by nature and variable in time, so a special 
consideration needed when modeling those sources in the power flow. PHV sources 
need to be modeled and operated to achieve the maximum energy yield without 
violating network constraints while reducing the network power losses. 
Current electrical power networks are mammoth and highly complex in nature. 
Electrical power is mostly generated traditionally in few centralized power 
generation plants then propagates through transmission and distribution networks to 
reach the end customers. The Major potential challenge for current power networks 
is that those networks need to satisfy the future requirements of power demand, 
reliability, availability and system security while tolerating the rapid increase in the 
RES integration. 
The RES integration into the existing grid brings up additional complexity in 
planning, operation and management of the hybrid distribution networks. The 
majority of the research attention is focused around microgrids and/or large-scale 
renewable energy plants, but less attention is paid on LV hybrid distribution 
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networks. The growth in rooftop PHV generation is comparable to other sectors and 
with continual development and price decline in BESS technology, it becomes an 
interesting research field to study the interactions of small PHV generations and 
BESSs with the existing conventional grid technologies. 
1.3. Problem Statement 
Nowadays, Rooftop PHV systems operate in independent mode, those systems are 
neither monitored nor controlled by the DNO’s control center. The amount of power 
generated from those PHV sources are intermittent and not managed by a central 
EMS, rather, PHV generators are programmed to maintain the maximum power 
output regardless of the grid demand and voltage conditions, this behavior is 
achieved by the power conditioner unit (PCU) which is a smart device that adjusts 
the operating point of the PHV system constantly to maintain the max power output. 
This principle of independent operation causes several operational difficulties on the 
LV network in terms of voltage violations and power losses. 
Some researchers introduced algorithms and operational philosophies to tackle the 
optimum power flow problem in complex hybrid power networks. Sa'adah Daud 
introduced some potential impacts of PHV generation in relation to the power 
network losses by implementing several operational schemes using standardized 
IEEE bus systems of 13, 33 and 69 buses [18]. The aim of the study was to conclude 
the best network configuration which results in the lowest line losses. For that 
purpose, various placements of DGs were analyzed in a microgrid under different 
levels of PHV penetrations. Daud concluded that the maximum allowable PHV 
generation capacity should not exceed 65% of all the served demand. However, the 
conclusion drawn from that study was focused around microgrids which are 
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structured and operated in medium voltage (MV) and its application was not 
extended to the LV networks with distributed generations. 
 L. Hassaine [27] discussed different topologies for power inverter operations in 
PHV systems connected to the grid. One operational method was based on the phase 
shifting of the PHV inverter dq control, this method of operation is mainly a 
decoupled active -reactive power flow control of three-phase power inverter. Another 
discussed control method was αβ–Control in which the network currents are 
transformed into a stationary reference frame. Lastly, abc control was introduced 
which is a type of control that is based on nonlinear controllers like hysteresis and 
dead beat, the research concluded that those nonlinear controllers are preferable due 
to their capability of dealing with dynamic situations, however, those discussed 
controlling algorithms are useful in uncontrolled power inverters and may not suit 
the future needs. 
L. Dulau’s study [20] was focused on conducting an optimal power flow for one 
complete single day for a network containing DGs, his algorithm proposed two 
major objective functions; cost minimization and energy losses reduction without 
violating main network system constraints of voltage and loading limits. The idea 
of two-objective function was effective and useful, but the study was executed 
using MV IEEE 30 bus system voltage level and without battery storage. 
Different researchers approached the problem of optimal power flow (OPF) in hybrid 
grids [18, 20, 27].  
Ochoa [40] suggested a modified OPF procedure on 33 kV networks based on a 
multiperiod selection. His main idea is to formulate the power optimization problem 
by varying the operating power factor of the DG sources. He concluded that DG 
systems with variable power factor can generate more energy that DG systems with 
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unity power factor. This conclusion is based on the fact that variable power factor 
allows to install more DGs capacities without violating system voltage limits. 
However, his OPF is basically a trade-off between energy losses and more generation 
capacity. Operating at power factor less than unity at some period of the day means 
that some generated energy are spilled and Ochoa did not study storage solutions to 
capture this spilled (reduced) energy. 
Gabash [21] discussed a new approach of P and Q  flow control in LV Networks, his 
research suggested power curtailment of the PHV generations to maintain the loading 
and system voltage limits, additionally, he introduced  reactive power injection in his 
power flow algorithm to take advantage of the PCU capability of generating Vars 
when the PCU is not fully loaded. However, Gabash did not discuss battery system 
installations and their power dispatch schedule. 
The previous researches studied the problems of PHV grid integration and 
management, but the majority of those studies were related to microgrids and MV or 
HV networks. Accordingly, they are not quite applicable to LV small scale systems 
which are not designed to operate in microgrid mode. The other researches which 
addressed LV networks PHV management did not optimize the system entirely as 
discussed in chapter 3.  
The work presented in this thesis is a continuation of those researches which are 
discussed in chapter 4. 
Australia is seeing a high rate of PHV installations and the majority of those PHV 
systems are residential systems [4]. The increasing rate of PHV Rooftop generation 
became a major concern to the grid operators because the future large DG will have 
diversified impacts on the power networks in terms of voltage profiles, reliability, 
network security, energy management and losses. 
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This research’s aim is to develop algorithms to control and manage the LV networks 
with considerable penetration of PHV rooftop DGs. The network management is 
based on the optimal power flow configuration which reduces losses and increases 
the generation yield with the maximum utilization of storage systems.  
Current residential PHV systems are not managed by control or EMS centers, each 
PHV system is designed to operate near its max power throughput which is 
consumed locally and/or exported to the grid without consideration of the grid 
condition. This operational philosophy will not be tolerable in the future when the 
distributed generations dominate the power networks.  
This thesis proposes a new control methodology to balance the power flow among 
different rooftop PHV installations connected to the LV grid. The proposed 
algorithm is based on remote and centralized control concept. The PCU’s 
components (power inverter and DC converter) are controlled using a smart EMS  to 
satisfy multiple objective function. The optimization problem is nonlinear by nature 
and is set up to maximize the amount of PHV power dispatch. 
This work introduces a new algorithm in battery storage installations. The algorithm 
calculates the lowest number and minimum sizes of battery storages needed to store 
the excess PHV generated energy. The Excess PHV generated energy is the energy 
which causes system over-voltage problems and is required to be curtailed to 
maintain the system voltage healthiness. 
In addition to sizing and battery locations, a methodology is developed to construct a 
power dispatch schedule for the battery systems during all day. This methodology 
ensures that the network losses are kept minimum and the battery systems discharge 
and charge once per day. 
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1.4. Approach and Methodology  
The focus of this study is to analyze the power flow of the LV hybrid networks 
which is operated in grid-connected mode. An optimal power flow algorithm is 
developed in this research based on the assumption that controlling the real and 
reactive power (P, Q) is feasible in PHV generation systems with the help of modern 
PCUs as proved in [11, 15]. 
LV distribution network is of a radial structure where the real power travels in one 
direction from the source towards the connected loads. However, in hybrid LV 
networks the power may travel on both directions on the main LV feeder which 
depends on the mount of load demand and the PHV generation output level.  
In order to conduct optimal power flow studies, mathematical modeling for the grid-
connected PHV systems is required in the power flow problem formulation, that 
modeling needs to be proper and accurate to incorporate the unique characteristics of 
the PHV systems.  
PHV systems are composed basically of PHV arrays, power conditioner units 
(PCUs) and optional batteries. PCUs play vital roles in the PHV systems, and it is 
essential to understand the principle of operation of those units to model and solve 
the optimal power flow problem.  
PCUs contains two fundamental block functions, DC-DC converters and DC-AC 
inverters. Both have which built-in control circuitry whose functions are: 
● Maximum power point tracking (MPPT). 
● Phase angle control and synchronization between the connected PHV system 
and the grid by controlling the firing angles. 
● Regulation (stabilization) of the output voltage of the PHV system on the AC 
side. 
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● Energy storage management and local demand supply. 
By controlling the AC inverters and DC-DC converters the photovoltaic generation 
bus can be modeled as either PQ bus (constant Power and reactive power) or PV 
(constant power and constant voltage) as discussed in chapter 3. 
Innovative smart grid technology started to penetrate the distribution networks. This 
technology enables EMS to control and manage the PCUs based on the developed 
optimization algorithm to control the amount of active, reactive power dispatch and 
voltage of each PHV bus.  
The PHV systems can be set up as either local or remote controlled. In remote 
control mode, the distributed PCUs are controlled by the EMS system whose primary 
role is to set up the maximum possible injected power based on the optimal power 
flow solution. 
1.5. Impact statement 
The soaring rate of rooftop PHV generation systems is a consequence of the global 
trend of shifting towards clean energy, this trend is strongly supported by various 
governmental incentives and environmental factors amongst the globe. The 
inadequacy of expertise in hybrid networks power management as well as global 
standards results in many doubts about the readiness of the existing power networks 
to adapt to the anticipated complex future smart grids. 
This research will handle the OPF in LV networks with the aid of BESSs. Different 
seasonal periods and different load profiles are analyzed to reflect the dynamic 
control behavior of the hybrid LV networks. The algorithm will help to structure an 
optimal solution which maximizes the PHV power yield, minimizes BESSs sizes and 
numbers while maintaining the system voltage and loading limits. The provided OPF 
solution will be cost-effective in terms of energy generation, power losses and 
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battery utilization. Although this study is focused on LV networks, it can be 
beneficial for researchers who target diffident levels of high voltages. 
By this research, the benefits of PHV generations will be maximized, and the 
interaction between the DNOs and the PHV owners will be emphasized. OPF 
solutions have positive impacts on the energy prices which benefits both consumers 
and power industry companies.  
1.6. Contributions 
The major contributions introduced in this thesis are: 
• Re-evaluate the current algorithms and methodologies implemented in power 
flow optimization in hybrid LV networks. 
• Investigate new parameters in the quasi-dynamic power flow studies which 
are related to the optimum usage of energy storage batteries and their 
locations. 
• Developed a new approach for operation and control to maximize utilization 
of rooftop PHV installations based on maximum PHV generation yield, 
optimum storage amount and location and extensive utilization of PHV 
power conditioners capability. 
• Utilization of nonlinear optimization problem solver (GAMS) to build up and 
solve the multi-objective function of the OFR problem. 
• Real 29-buses LV system was modelled and simulated in power simulation 
tool (DIgSILENT  PowerFactory 2018) with real solar irradiance curves 
obtained from Australian PHV Institute. 
• Energy prices modeling, losses prices modeling, PHV generation profiles, 
load demand profiles were construed for one year period.  
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• The BESS introduction in the optimization problem is a new concept which is 
added to the optimization process to solve the overall optimization problem. 
1.7. Organization of Thesis 
This thesis is composed of 6 chapters; chapter 1 presents a general introduction on 
renewable energy and photovoltaic generation researches, motivation and potential 
impacts, problem statement and literature review. It Also introduces a brief 
description of methodology and approach. 
Chapter 2 contains background and a review of PHV generation components, 
operation principle, BESS and power control. Additionally, It presents definitions of 
modern power network concepts such as smart grid, virtual power plants and 
microgrids. 
Chapter 3 is a review for the power flow problem, PQ and PV bus modeling, mesh 
and radial network structures, voltage and current control schemes. 
Chapter 4 discusses the concept of power flow optimization and minimizing losses, 
introducing the nonlinear objective function and formulation of optimization 
equations.  
Chapter 5 implements simulation procedures on a real study case based on the 
developed methodology in chapter 4, introduces the BESSs sizing and allocation 
algorithm, presents the simulation outputs and discuss the results. 
Chapter 6 draws the conclusions of the study and open the door for further future 
analysis and recommendations. 
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2. Background  
2.1. PHV Generation Structure and Components  
A PHV generator is a system which transforms the solar irradiation energy into 
electrical energy. The PHV system is composed basically of three fundamental units; 
generation unit, conditioning unit and storage unit.  
The basic element in the generation unit is the PHV cell. The PHV cell has low 
voltage and low power output, accordingly, several PHV cells are grouped to create a 
bigger and more useful structure in power system applications. 
PHV Cells are connected in series to form panels (modules), the panels are 
connected in series to create strings which boost voltage. Finally, strings are 
paralleled to create a PHV array with a higher current and power output. In large 
PHV applications, the PHV arrays can be connected in parallel again for a further 
boost in output current. The PHV panels generate DC current and voltage which 
require additional stages of processing and conditioning. Power conditioning consists 
of two essential functions, maximum power point tracking MPPT and DC/AC 
inversion. 
A special smart and sophisticated device called the power conditioning unit (PCU) is 
responsible for MPPT and DC/AC inversion functions. PCU is the interface between 
the PHV generation array and the power utility grid [43]. A basic schematic of PHV 
installation is shown in Figure 2.1  
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Figure 2.1 Functional block diagram of a rooftop PHV system 
 
2.1.1. The PHV Cell 
PHV cell which is the basic element of the Solar PHV system is manufactured from 
semiconductor elements. The cell is manufactured in a two-layer structure, the first 
layer (called P-layer) is an extrinsic crystal of a semiconductor element doped with a 
small portion of another positive element to provide positive charge carriers known 
as holes. The second layer is an extrinsic crystal of a semiconductor element and 
doped with a small portion of another negative element to provide negative charge 
carriers (called N layer) while the junction between the two layers is called P-N 
junction. By this structure, the PHV cell is very similar to a common diode, however, 
the surface of the PHV cell is bigger to collect energy from solar irradiation as shown 
in figure 2.2. 
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Figure 2.2 Basic structure of PHV cell [19] 
 
Solar cell behaves like a current source whose current is generated by the flux of 
solar irradiation reaching Earth’s surface. When the solar radiation is incident upon 
the PN junction, the semiconductor atoms absorb the radiated photons and create 
positive and negative charges carriers, forming a permanent electric field in the 
vicinity of the P-N junction.  
When PHV cell is not illuminated it mimics the characteristics of a common forward 
biased diode, and its forward biased current is referred to as dark current. However, 
when the cell is subjected to irradiation, another generated current is produced in the 
opposite direction of the dark current, this current is referred to as a photocurrent Iph. 
Iph is constant in value and it is independent of the applied voltage as long as the 
intensity of the solar radiation is constant. Iph changes almost linearly with the solar 
radiation because the solar radiation is responsible for generating the positive and 
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negative charge carriers in the PHV cell, so any increase in the solar irradiation will 
result in more charge carriers and hence more current. 
The circuit modeling of the PHV cell can be represented by a DC current source in 
parallel with a diode. The DC current source models the photocurrent while the diode 
models the dark current as shown in figure 2.3  
 
Figure 2.3 Ideal circuit model of PHV cell 
 
2.1.2. Shunt and series resistances of PHV cells  
The circuit modeling discussed in 2.1.1 is basically an ideal representation for the 
PHV cell, in reality, the practical model is slightly different which contains series 
and shunt resistances along with the ideal model. 
Figure 2.4 shows a circuit model of the non-ideal PHV cell, it is widely adopted in 
textbooks and researches, moreover, it utilizes specification sheets inputs and it 
describes the PHV cell behavior accurately [14, 36]. 
 
Figure 2.4 Non-Ideal circuit model of PHV cell 
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RS is a lumped resistor which models different series losses across the PHV cell, 
those losses result from PHV semiconductor resistance, metal grid resistance, 
collector bus and internal wiring resistances. Rsh is the lumped shunt resistance of the 
PHV cell which results basically from the manufacturer defects. shunt resistances 
provide alternative current paths for the photogenerated current and they take place 
as small shorts at the emitter semiconductor layer and the perimeter of the cell 
borders.  
Figure 2.5 shows voltage and current curves for a typical PHV module with marked 
3 important operating points, short circuit current ISC, open circuit voltage VOC and 
maximum power operating point Vm,Im. 
 
Figure 2.5 Voltage and current I-V in typical PHV module 
 
2.1.3. Photovoltaic modules and arrays  
PHV cells are aggregated in parallel and series connections to boost their voltage and 
power output and to be suitable for commercial power use. 
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A PHV module is composed of several PHV cells connected in series to magnify the 
output voltage. PHV modules used in rooftop generation come in two common 
schemes 72 cells and 60 cells connection with rated voltages of 34 and 30.5 V 
respectively with an average power rating of 250-300 W and dimensions of 1.9 x 1 
meter [19]. 
PHV modules contain additional components of bypassing diodes as illustrated in 
figure 2.6, this bypassing configuration serves to bypass any non-illuminated or 
defected cell since any shaded cell acts as a reverse biased diode and block the 
module current.  
 
Figure 2.6 PHV module 
 
PHV modules (panels) are connected in series to form a string. The string connection 
is meant to achieve a higher voltage level suitable for the grid connection and the 
string usually is terminated with blocking diodes to prevent the solar cells from 
consuming power (back-feeding). Finally, strings are connected in parallel to 
maximize the output current of the PHV system and hence the system power output 
as shown in figure 2.7. 
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Figure 2.7 PHV array schematic 
2.2. Power Conditioners 
A power conditioner unit (PCU) is a multifunctional smart unit which interfaces the 
PHV array with the grid. PCU performs several tasks such as DC-DC conversion, 
maximum power point tracking (MPPT), DC to AC inversion, smoothing filters and 
protection. These functions are described in detail in the following sections. 
2.2.1. DC to DC Converter 
Transforming the DC Voltage from one level to another requires a special device 
called DC-DC converter. It is a power electronic device which is used widely in PHV 
applications and has the capability to lower or raise the DC voltage in two basic 
modes, buck or boost mode. 
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Fig 2.8 shows a simplified schematic of a DC/DC boost converter. VS represents a 
DC source (PHV array output), a voltage-controlled semiconductor switch denoted 
by S, with a specific switching cycle as shown in Figure 2.9. 
 
Figure 2.8 DC/DC boost converter [19] 
During TON, Switch S is closed, and inductor L is charging magnetic energy while 
the other parts of the circuit are shorted. Switch S is then opened during the second 
portion of the switching cycle TOFF. When switch S is opened, the output voltage Va 
becomes the sum of VS and VL according to the assumed inductor L polarity (Figure 
2.8).  
 
Figure 2.9 DC-DC boost switching signal [19] 
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VL is positive when switch S is closed, VL becomes negative when switch S is opened 
as per the assumed polarity. When VL is negative it is in the same polarity as the 
source voltage VS, accordingly, the output voltage becomes higher than the source 
voltage by the amount of VL. 
When switch S is closed, capacitor C starts to discharge, and Va starts to decrease 
(but still greater than VS) to a certain level until next switching. 
To achieve steady state condition the inductor average voltage VL is forced to equal 
zero for every complete switching cycle, if VL fails to average to zero, then VL will 
start to accumulate to a very high voltage level which will result in the device failure. 
The relationship between output voltage Va with input voltage VS is  
 
𝑉𝑎 =
𝑉𝑆
1 − 𝐷
 (2.1) 
where D is the total switching cycle in seconds as demonstrated in figure 2.9. 
DC/DC converters are smart and sophisticated devices and widely used in PHV 
applications, they have internal controller algorithms used to maximize the output 
power of the PHV panels, that function is called maximum power tracking as 
described in the following section. 
2.2.2. Maximum Power Point Tracking MPPT 
DC to DC voltage converter plays a vital role in delivering the maximum output 
power available to the PHV array from the solar irradiance. The output power and 
voltage level of any PHV module are related directly to the solar irradiation intensity, 
this irradiation is stochastic by nature due to environmental conditions, accordiongly, 
the output current and power of the PHV module are stochastic too. Figure 2.10 
shows current-voltage (IV) and power curves of a generic PHV module for different 
levels of solar irradiation intensity. 
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Figure 2.10 I-V characteristic curve of PHV panel for different irradiances 
As illustrated in figure 2.10, there is a specific operating point (current and voltage) 
that results in the maximum power output of the PHV module for every solar 
irradiation level. In order to achieve the maximum power point, the operating point 
needs to be adjusted every time the solar irradiation and/or the load changes because 
the maximum power point is different for each I-V curve [44]. 
MPPT function is integrated into the DC-DC converter, it modifies the load voltage 
transformation ratio and hence the output current to achieve the maximum power 
operating point. This function takes place when there is a change in the load line or a 
change in the I-V curve. Basically, DC to DC converter is a DC transformer which 
adjusts the load line to intersect the maximum power point. 
Figure 2.11 shows a simplified control block diagram of an MPPT DC-DC converter. 
The voltage and current output of the PHV module are sensed and inputted to the 
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MPPT function, MPPT algorithm concludes the deviation from the optimal operating 
point, the difference is converted into gate drive pulses by using pulse width 
modulation PWM, the gate drives the firing angles of the DC-DC converter which 
results in boosting or lowering the output voltage the converter.  
 
Figure 2.11 MPPT function block diagram [44] 
2.2.3. Power Inverters  
Power inverters are used widely in PHV generation applications, it is basically a high 
power rated electronic device used to convert DC voltage to an AC voltage. Power 
inverter ties the DC output of the DC-DC converter with the AC bus of the utility 
grid. Modern power inverters are bidirectional, they can be used to convert from DC 
to AC voltages and vise versa, this allows to control over the desired voltage output 
level as well as frequency control [30]. 
Inverters are manufactured with a number of switching devices, mainly IBGT or 
MOSFET semiconductor switches. Current industry power inverters are self- 
commutated and can provide control over power delivered (or power factor) and they 
have harmonic suppression capability. 
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Fig 2.12 shows a simplified single phase full wave inverter which implements pulse 
PWM principle. Two reference signals (triangular and sinusoidal) are needed to 
generate a pulse width modulated signal which controls the gate drives of T1, T2, T3 
and T4. Vo1 is the desired fundamental AC output voltage while Vo is the total 
inverted voltage at the inverter output bus.  
 
Figure 2.12 Single phase full bridge inverter [30] 
 
 
Figure 2.13 PWM modulation [30] 
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By controlling the frequency 𝑓𝑠 and the amplitude 𝑉𝑐𝑜𝑛𝑡𝑟𝑜𝑙 of the reference signals, 
the inverter can regulate the inverter output voltage as desired, and it can control the 
undesired harmonics magnitude and allocation too. 
The simplified formula describes the relationship between input and output voltages 
of a three-phase power inverter is: 
 
𝑉𝐿𝐿 = √
3
2
× 𝑀𝑎
𝑉𝐷𝐶
2
, 𝑤ℎ𝑒𝑟𝑒 𝑀𝑎 =
𝑉𝑐𝑜𝑛𝑡𝑟𝑜𝑙
𝑉𝑡𝑟𝑖
 [30]               (2.2) 
Note that in the previous relation, VLL is the fundamental frequency voltage while the 
other harmonic voltages are assumed to be filtered out to produce a smooth 
sinusoidal voltage wave 
The reference triangular control signal frequency is higher than the fundamental 
power frequency of 50 or 60 Hz, the higher switching frequency shifts the harmonic 
content to higher frequency levels away from the fundamental power frequency 
which results in better and more effective harmonic filtration. However, a higher 
switching frequency results in higher switching losses and may cause a failure in the 
switching operation in addition to the cost increase, so a trade-off is necessary 
between all those factors. 
There are two major control schemes in DC/AC inverters, voltage control and current 
control. The size and the application type of the PHV generation are the crucial 
factors which determine the selection of the control scheme. 
The current control is preferable when there is no need to control the bus voltage 
because the bus voltage is controlled and regulated by the DNO. This control 
scenario is preferred in PHV residential applications because it allows the PCU to 
control the output current to produce a higher power factor.[27] 
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Current control scheme senses the grid voltage and makes it as a reference voltage 
Vcontrol, and by controlling the firing angles of the inverters’ switches T1, T2, T3 and 
T4, it becomes possible to control the output current phase angle on the AC side of 
the inverter. High power factor close to unity is achieved when the output AC current 
angle is in phase or close to the grid voltage angle. This current control scheme 
allows the PHV module to export its generated real power to the network at 
maximum level regardless of the grid voltage magnitude.[44] 
On the other hand, the voltage control scheme is preferable when there is a need to 
monitor and control the inverter bus voltage, for example, when the PHV generation 
is in islanded mode (off-grid connection). In this configuration, voltage control  
is necessary to maintain the voltage on the network within the standard limits. 
Additionally, a large industrial or commercial PHV generation may also use the 
voltage control scheme to enhance the voltage profile at the output bus. The large 
PHV generation tends to cause undesirable overvoltage on the grid, especially during 
peak solar irradiance period. In this scheme, the bus voltage is maintained within a 
tolerance regardless of the output generated power of the PHV generator[27].  
Figure 2.14 shows an example of a control block diagram for a PHV system which 
can be operated either as a current controlled or voltage-controlled source. 
 
Figure 2.14 PHV generation control [27] 
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The selected control scheme decides the appropriate PHV generator modeling in the 
power flow studies. A PHV generator utilizing a current control scheme needs to be 
modeled as constant PQ source and a PHV generator utilizing a voltage control 
scheme needs to be modeled as a PV source. Further discussion is presented in 
chapter 3. 
2.3. Distributed generation (embedded generation) 
Distributed generation DG is defined as any type of power generation which is 
integrated into an existing power distribution grid, its generation capacity is much 
lower than the conventional generation systems. 
Conventional distribution networks have been designed and optimized for a one-way 
power flow (from the source towards the consumers). However, the introduction of 
DG enabled the customers to become prosumers (producers and consumers), the 
prosumers are able to generate their own required energy for local consumption and 
sell any excess energy to the grid. It became quite important for electricity industry 
businesses to analyze potential impacts and benefits resulting from connecting the 
DGs to the distribution network. 
The distributed generation which is also known as embedded generation is small 
compared to conventional generation, typical examples of this generation are: 
• Microturbines. 
• Alternating engines (fossil fuels). 
• PHV generation (solar). 
• Small hydro schemes. 
• Wind turbines. 
In this regard, the electrical power industry is experiencing massive DG growth, 
specially in the form of PHV rooftop generation. This remarkable growth is due to 
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governmental policies originated from climate change activities, fluctuating oil 
prices challenges, and the need for demand-side management (DSM) to reduce 
network construction and operational costs. For many consumers, small DG is 
favorable because it provides them with flexibility and increased energy security. 
2.4. Microgrid 
There is one definition for microgrid, but it is widely accepted that microgrid is an 
electrical grid to which one or more distributed generation sources are connected in 
addition to the loads. This grid is well-defined within geographical as well as 
electrical boundaries. 
The DGs and the loads connected to microgrid are controlled as a single entity within 
its electrical boundaries. Microgrid is designed to operate in two operational modes; 
islanded mode and grid-connected mode. In grid-connected mode the microgrid 
operates in synchronism with the main power grid [28]. 
Microgrid technology has evolved much in the last recent years, the modernized 
future power grids are expected to contain several forms of microgrids integrated 
with the main power grid, those microgrids may be powered by renewable, non-
renewable or mixed energy sources. Some future microgrids may have the capability 
to operate individually to supply the local demands without load shedding, other 
microgrids may have to shed some load when they disconnect from the main power 
grid, others may have enough generation capacity to export energy to the main power 
grid. 
A microgrid is of great benefit to the distribution power networks, it provides a 
backup for the consumers in case of emergencies, disturbances, or scheduled 
maintenance programs on the main distribution grid. Moreover, microgrids help to 
cut energy costs in different ways, on one hand, microgrids reduce power losses due 
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to demand reduction from the main grid, which results in lower copper losses in the 
main feeders. On the other hand, the demand reduction from the main grid allows the 
DNO to serve more additional loads on other network locations using the same 
existing network assets without overloading. 
2.5. Virtual Power Plants  
A virtual power plant VPP (sometimes referred to as a hybrid power network) 
 is defined as a network of decentralized and small-scale power generating units 
accompanied by energy storage systems. The interconnection of those generation 
units and storage systems are managed and controlled through a centralized EMS. 
However, those sources are still to be considered independent from the operation and 
ownership perspective.  
With the availability of massive data transmitted by the remote microgeneration units 
in the VPP, the EMS is able to forecast, monitor and dispatch the generated power 
efficiently within the permissible limits of the networked components. 
2.5.1. How does a Virtual Power Plant work? 
Residential or commercial PHV systems (and BESSs) provide electrical power to the 
houses or commercial buildings on which they are installed. Any excess generated 
power is exported to the grid. The excess exported power is controlled remotely and 
centrally to meet the needs of the grid and provides additional energy resources to 
the rest of the network when required. 
A Virtual Power Plants allows integrating the increasing number of renewable 
energy units into existing power grids and this is achieved by the evolution in the IT 
and communication technology connecting all networked components.  Additionally, 
energy traders within VPPs will be able to use live data to optimize, forecast and 
trade generated renewable energies effectively.  
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Although there are many challenges ahead Of VPPs, the benefits of the VPPs cannot 
be denied. VPPs promise more affordable energy prices in localized areas, 
decreasing environmental impact, more reliable power networks with less failure 
demand peaks, and finally offers customers more flexibility. 
Amid the continual evolution of solar and battery technologies, VPPs are expected to 
alter the nature of the electricity market, which will necessitate new means of 
managing supply and demand and creating new business market models. 
2.6. Smart grid 
Smart grid is a modern version of the electrical grid which employs two-way 
information and communications technology (ICT) for maximizing the grid’s 
benefits. Several types of information and data are gathered in an automated fashion 
about the behaviours of the suppliers, consumers and the power grid components. 
Decisions and specific actions are made based on the analysis of this information 
which boosts the power network performance in different ways such as [2]: 
• Improving reliability and enhancing the security of the power network. 
• Increasing efficiency and reducing losses. 
• Economic operation and sustainability of the generation and distribution of 
electricity. 
The well-known organization, Smart Grid Australia (SGA), refines its views on the 
Australian energy policy continually. This policy is responsible to expedite 
Australia’s ambitions in transferring to clean energy in the few coming decades. 
SGA works toward modernization of the Australian power grid, so by capturing 
extensive information about energy demand and consumption, it will enhance 
network operations and increase its performance. This will enable the investors to 
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make better decisions and  engage the consumers and results in more collaboration 
between all the stakeholders of power industry [1]. 
A smart grid contains several components and new operational philosophies which 
were not feasible in the past due to technology constraints. Variable tariff enabled the 
DNOs to manage the energy demand during the day in a more efficient way. They 
provide incentives to the consumers to shift their load to the off-peak periods of the 
day and help to average the demand over the 24 hours day period. 
Smart meters depend on two-way communication channels which made the 
integration of embedded generations smoother and easier. Additionally, those 
communication channels and protocols allowed other operational strategies to exist, 
such as automatic and scheduled switching and remote appliances control [24]. 
The smart grid is expected to enhance reliability, security, availability, and efficiency 
of power distribution over the conventional power networks.  
The smart grid can benefit power networks in different ways:  
• Higher efficiency of electricity transmission and distribution 
• Lower power costs for the customers and utilities due to lower management 
costs as a result of reduced operations. 
• Reduction in peak demand, which contributes to lowering the cost of power 
networks infrastructure. 
• Better integration of microgrids and large-scale renewable energy plants. 
• Better integration of small (micro) residential and commercial power 
generation systems 
• Improved security 
• Support for VPP implementation in the future power networks by providing 
smart communication channels 
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3. Power Flow and Modeling 
The previous chapters reviewed and discussed several theoretical and industrial 
concepts of PHV cells, modules and arrays. Basic PHV modules and arrays 
structures were presented, characteristic equations were introduced which describe 
the generation behavior of the PHV modules and arrays. 
Later, DC-DC and DC-AC converts were presented, and two basic control 
algorithms were discussed, current control and voltage control. Modeling of PHV 
generation systems as PV source or PQ source was briefly mentioned. 
This chapter reviews the basic theory of power flow problem, detailed PHV 
generation modeling. This is necessary for modeling the power optimization problem 
and running simulation analysis later in this work. 
3.1. Radial network configuration  
The conventional power system is constructed in a hierarchal manner. Power is 
generated in generation stations at specific sites, the generated power is then 
transmitted through a transmission system at high voltage levels. The final stage in 
that hierarchal structure is the distribution system which delivers the electric power 
from the transmission system to individual consumers at medium (MV) and low 
voltage levels. 
In distribution systems, power lines carry the power at a medium voltage and deliver 
it to the secondary distribution substations which contain MV/LV secondary 
distribution transformers. Secondary distribution substations dispatch the power on 
low voltage level, nominally 240V or 110V (Line to neutral) through LV distribution 
feeders. Each LV feeder connects the end customers to the grid along with necessary 
protection and metering devices. 
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Ring (meshed) network configuration is not preferable in distribution grid due to its 
complexity and high construction cost. Meshed network configuration is basically 
designed for high voltage transmission systems. Accordingly, the radial system 
configuration is used in LV distribution systems. 
In the radial configuration, feeders radiate from a node (Main distribution bus or root 
node) in one direction towards the connected loads, in this configuration the 
electrical power is transferred using a main feeder from which many sub-feeders 
emerge until they terminate in the end consumer’s point of connection. 
Fig 3.1 shows a typical 28 radial bus system where Bus 1 is the root node which 
supplies power to a radial distribution feeder. The feeder between bus 1 and 10 can 
be considered as the main branch while other portions are considered sub-branches. 
Connected loads (end customers) are indicated by arrows radiating from the local 
consumer buses (Bus2 to Bus 28). 
Radial distribution networks are usually of a tree structure which contains no internal 
ring (loop) configuration. This tree structure is fed by a single source only (no 
parallel sources), so each load is supplied by the main single power source (injection 
source) through single route only. 
 
Figure 3.1 Typical 28 bus radial bus system 
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3.2. Power flow Problem 
Power transmission systems are usually constructed with ring facility (parallel 
feeders) and meshed structure (multiple sources) where the power can flow in either 
direction through the feeder. This power flow depends on the network parameters of 
scheduled generation, network fault or maintenance conditions and voltage levels. 
However, low voltage distribution system is referred to as a radial or tree structure 
where the power transfers from the source to the load in one direction. 
Power system analysis (load flow analysis) helps to understand the network state 
under current loading conditions and predict the behavior of the network under other 
different loading conditions as well as contingency situations. The main aims of the 
power flow analysis are to reduce power losses, generation scheduling, maintain 
voltage limits and feeder loading capacity.  
Conventional distribution power systems are composed of several building blocks of 
lines, transformers, capacitors, automatic voltage regulators, switches, circuit 
breakers and loads. However, the new smart grids contain in addition to that, 
distributed generation systems and controllers. 
In order to analyze the system response and the behavior under different loading 
conditions, power flow analysis tool is utilized which requires detailed modeling of 
all the above-mentioned components and elements.  
Figure 3.2 shows the basic structural block in any distribution system, it represents 
the basic building components of the power network [49]. 
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Figure 3.2 Distribution system building block [50] 
 
In Figure 3.2, cogenerator refers to any distributed generation system connected to 
bus K, the shunt capacitor models the line capacitance and/or any power factor 
correction capacitor. 
There are two common methods used in solving power flow problem is distribution 
networks, backward-forward sweep and the well-known conventional Newton-
Raphson methods. Each one of these two methods solves power flow problem for the 
steady state voltages; however, the first method is designed so handle radial networks 
only while the second method is for general network structures. 
Two main types of PHV generation models exist. The first model is a PQ source 
which is known as constant power and reactive power source. The second model is a 
PV source, which is known as constant power and constant voltage. These two 
source models are generally discussed in the following sections and discussed further 
for PHV generation modeling in chapter 4. 
3.2.1. Constant PQ Sources 
Distributed generations (sometimes referred to as co-generation) is a sort of 
supplementary generation and are usually operated as a constant power source. 
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Generally, synchronous co-generations are operated in a manner to maintain constant 
levels of active and reactive power outputs within a constant power factor. Power 
factor controllers are required by some utilities to maintain the power factor of the 
co-generation to be within very sharp limits plus or minus 1% [17]. 
The situation is different for induction co-generation, these co-generators cannot 
control their output power factor because their output reactive power is dependent on 
the terminal voltage which controlled by the DNO.  However, the PQ model of the 
induction generator is just a simplification which is built on a simplification 
assumption of a constant voltage magnitude of the PV bus model [17]. 
3.2.2. Constant PV Generation Sources 
Some small generators may have the facility and enough control mechanisms which 
allow them to regulate and maintain their terminal voltage within a predetermined 
range. In this situation, these co-generators resemble the conventional big power 
generation stations where the output power is controlled and maintained to a 
scheduled value and the terminal bus voltage is maintained using complex controllers 
of automatic voltage regulation (AVR) and feedback loops.  
For a PV source, the reactive power output is not controlled, and it depends on the 
behavior of the total power network to which it is connected. 
3.2.3. Backward-Forward Sweep in Radial Networks 
Backward-forward sweep is an algorithm used to solve the power flow problem in 
distribution networks with radial structure and relatively high R/X ratio. This method 
is considered a very effective method for power flow analysis with a very good 
convergence compared to conventional Newton-Raphson or fast decoupled power 
flow analysis. 
38 
 
Using this method, each bus branch power losses are calculated in addition to 
voltages of each bus (node). 
Backward/Forward sweep does not require calculation of the Jacobian matrix in 
contrast to the Newton Raphson method. However, this sweep may not be helpful if 
applied to active distribution networks or smart grids which contain smart metering, 
distributed or centralized control systems and system automation.  
This method is composed of two stages, forward sweep and backward sweep 
iterations. In the forward sweep direction, voltage drop calculation is performed so 
that the nodes voltages are updated, the voltage drop is calculated using the updated 
current calculation from the previous backward sweep. 
During the backward sweep, the branch currents are calculated and summed up to the 
root node, forward sweep starts again to update the voltages of the nodes after 
calculating the voltage drops. 
In the backward sweep the currents are calculated based on the network load 
modeling chosen, the basic load models are: 
1. Constant current model, where the current magnitude stays constant 
regardless of the network conditions.  
2. Constant impedance model, where the current varies as the node voltage 
changes.  
3. Constant power model, where the power demand keeps constant regardless 
of the network conditions.  
In the beginning, a flat voltage is assumed across all the network nodes and the 
backward sweep is performed first by calculating all the currents back to the root 
node. Afterwards, the second stage of iteration (forward sweep) begins to calculate 
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node voltages using voltage drops on branch impedances by the current calculated in 
the previous backward sweep step [41]. 
To illustrate this method, consider Figure 3.2 which shows a portion of the radial 
distribution system in single line diagram notation 
The following set of equations can be defined based on figure 3.2 
 𝑃𝑛+1 =  𝑃𝑛  −  𝑃𝐿𝑂𝑆𝑆(𝑛,𝑛+1) − 𝑃𝐿𝑛+1 (2.1) 
 𝑄𝑛+1 =  𝑄𝑛  −  𝑄𝐿𝑂𝑆𝑆(𝑛,𝑛+1) − 𝑄𝐿𝑛+1 (3.2) 
Where, 
Pn+1 = Real power flowing from bus n+1 to bus n+2;  
Pn = Real power flowing from bus n to bus n+1;  
PLOSS(n,n+1) = Real power losses in the branch between bus n and bus n+1 
Qn+1 = Reactive power flowing from bus n+1 to bus n+2;  
Qn = Reactive power flowing from bus n to bus n+1;  
QLOSS(n,n+1) = Reactive power losses in the branch between bus n and bus n+1 
PLn+1 = Connected power demand at bus n+1 
QLn+1 = Connected reactive power demand at bus n+1 
Branch power and reactive power losses can be calculated from the following 
equations: 
 
𝑃𝐿𝑂𝑆𝑆(𝑛,𝑛+1) = 𝑅𝑛
𝑃𝑛
2 + 𝑄𝑛
2
𝑉𝑛2
 (3.3) 
 
𝑄𝐿𝑂𝑆𝑆(𝑛,𝑛+1) = 𝑋𝑛
𝑃𝑛
2 + 𝑄𝑛
2
𝑉𝑛2
 (3.4) 
Where PLOSS(n,n+1)  and QLOSS(n,n+1) are active and reactive power losses in the branch 
between bus n and n+1 respectively, 𝑅𝑛 and 𝑋𝑛 are the real and imaginary 
impedance components between bus n and n+1 respectively and 𝑉𝑛 is bus n voltage. 
In complex phasor (bold letters) notation, the forward sweep voltage equation can be 
formulated as: 
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𝑽𝒏+𝟏 = 𝑽𝒏 −
𝑃𝑛 − 𝑗𝑄𝑛
|𝑽𝒏|𝟐
(𝑅𝑛 + 𝑗𝑋𝑛) (3.5) 
In terms of power, the following backward sweep equations can be formulated 
 
𝑰𝒏 =
(𝑽𝒏 −  𝑽𝒏+𝟏)
(𝑅𝑛 + 𝑗𝑋𝑛)
 (3.6) 
 
𝑃𝑛 = 𝑃
′
𝑛+1 +  𝑅𝑛
(𝑃𝑛+1
2 +  𝑄𝑛+1
2 )
|𝑽𝒏|𝟐
 (3.7) 
 
𝑄𝑛 = 𝑄
′
𝑛+1 +  𝑋𝑛
(𝑃𝑛+1
′2 +  𝑄𝑛+1
′2 )
|𝑽𝒏|𝟐
 (3.8) 
Where, 
𝑃′𝑛+1 = 𝑃𝑛+1 + 𝑃𝐿𝑛+1 
𝑄′𝑛+1 = 𝑄𝑛+1 + 𝑄𝐿𝑛+1 
Where 𝑃𝐿𝑛+1, 𝑄𝐿𝑛+1 are the loads connected to Bus n+1. It is worth to note if bus 
n+1 is connected to distributed generation, then 𝑃𝐿𝑛+1, 𝑄𝐿𝑛+1 become the 
summation of the local load and local generation with maintaining the correct sign 
notation. 
The forward seep and backward seep iterations continue until the voltage difference 
between the last two iterations becomes less than a preset tolerance where the 
iterations stop, and the power flow solution converges. 
 
 
Figure 3.3  Radial distribution system, single line diagram 
41 
 
3.2.4. Newton-Raphson Method 
In Newton Raphson power flow solution, three types of buses are defined, load bus, 
swing bus and generator bus. Load bus is usually considered as PQ bus and the 
generator bus is classified as PV bus since generators have internal controllers to 
maintain terminal voltages. However, swing bus (or slack bus) is a reference bus 
whose voltage is assumed to have a fixed value (usually 1 per unit) with power angle 
equals to zero [25]. 
In the Newton-Raphson method, the connected load is assumed to be known from 
previous load forecasting or scheduled demands, and the same applies to the injected 
power on generator buses. Any power mismatch between the generation and the load 
demand is assigned to the swing bus which balances the demand and the generation 
[25]. 
For a PV bus, the known or predefined (scheduled) value of the injected real power 
is used to balance the demand mismatch equation, However, since the reactive power 
is unknown, it cannot be balanced in the mismatch equation. The voltage magnitude 
on a PV bus is also fixed and is not considered a state variable in the power flow 
solution. 
In PV buses modeling, reactive power Q is unknown and un-scheduled where its 
value depends on the power flow solution, however, for each iteration step, a 
limitation is imposed on the maximum deliverable reactive power which can be 
supplied by a generator connected to a PV bus. 
When this limit is violated, the power flow reports the solution as invalid which 
means there is no solution that can achieve the target bus voltage without violating 
the reactive power capability. Another solution to the reactive power constraint 
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violation is to convert the PV bus into a PQ bus, and in this situation, the generation 
will work under current control scheme [6]. 
3.3. Current controlled PHV Generator Modeling 
 
 PHV generation modeling depends on the control scheme chosen for that PHV 
system. As discussed in chapter 2, there are two types of PHV controlling schemes, 
current control scheme and voltage control scheme. 
 The current control scheme of a PHV generator is modeled as PQ source because the 
voltage at the terminals of the PHV generator is not maintained. In this control 
scheme, the output power factor is maintained at a high level close to unity by 
controlling the current phase shift with reference to the grid voltage.  
The real output power is determined using MPPT functionality in the DC-DC 
converter which depends on the level of the solar irradiation. As a conclusion, when 
the real power is controlled to a maximum value by MPPT and the power factor is 
controlled to be close to unity then the reactive power is controlled implicitly. Since 
P and Q are monitored and controlled, the current controlled PHV generation needs 
to be modeled as PQ source connected to PQ bus.  
In current control scheme , the generated real and reactive power of the PHV 
generator is simply added to the scheduled (forecasted) power demand connected to 
that load bus, in this procedure the sign convention needs to be maintained, so that 
the generated PHV power is of opposite sign to the connected load and the total 
connected load is then entered to the power flow tool to solve for the steady-state 
voltages and currents. Current control scheme is suitable for small PHV generation 
where the nominal generation capacity is less than 10 kW. 
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3.4. Voltage controlled PHV Generator Modeling 
 
The other scheme of PHV control is voltage control where the terminal voltage of the 
PHV system is maintained within a preset range. This controller basically varies the 
modulation index of the DC/AC inverter to control the magnitude of the output 
voltage (Equation 2.5).  
In this control scheme, real power is controlled to the maximum level by MPPT 
functionality. However, controlling the voltage magnitude results in a variable output 
voltage angle which is translated into a variable and uncontrollable output reactive 
power or power factor. 
Under these conditions, this control scheme is modeled as a constant voltage and 
power source connected to a PV bus. Constant PV modeling is usually more suitable 
for large commercial or industrial PHV applications. 
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4. Power flow Optimization 
 
4.1. Introduction 
Today’s distribution power networks are seeing a high penetration rate of distributed 
generation due to several economic, political and environmental concerns. 
Photovoltaic PHV generation is one of the booming energy industry sectors due to its 
promising future and continual cost reduction trends. Several governmental 
incentives and regulations were introduced to facilitate and ease the integration of 
those PHV sources into the grid.   
Although the current penetration level of PHV generation is still moderate compared 
with the existing conventional generation, it is expected to rise much more in the 
near future, and when the penetration level of PHV generation becomes significant, 
different unprecedented operational problems will appear as a result of voltage and 
current limits violations. 
A solution to the violation problem was proposed in [46] by power curtailment. This 
approach derates the PHV system capacity and results in less return on investment. 
Other researchers suggested to utilize storage systems to capture generated energy to 
prevent limits violation [8, 16], but those studies were conducted on wind generation 
or microgrids. 
Small PHV rooftop generation power management was addressed in [21] to optimize 
the power flow on low voltage distribution networks without using battery storage 
systems. The main idea in that research is to utilize the reactive power generation 
capability of the power conditioner units. This approach allows the PCU to generate 
or absorb reactive power as well as generating real (active) power during the peak 
generation period. This operational scheme proved to be effective which maximized 
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the benefit of using PHV systems but still requires power curtailment since no 
BESSs are utilized. 
In [22] a compound power optimization problem was formulated which optimizes 
both active and reactive power on MV network with wind generation. The objective 
of that algorithm is to maximize the real power yield and reduce losses while 
utilizing preexisting storage systems 
Based on the previous survey, there is a need to analyze and optimize the behavior of 
the LV distribution networks with assumed high penetration level of distributed 
generation. This required the optimization to handle both design (planning) and 
operational aspects under the influence of the energy market and governmental 
regulations.  
The researchers studied the optimization problem from an operational point of view 
(i.e on an already existing network) on mainly MV networks, but this research 
focuses on both the design enhancement and operations of hybrid LV network. The 
design enhancement is presented in the form of developing and optimizing BESS 
design and operational scheme needed to store any excess PHV energy which was 
not discussed in other LV studies. The scheme will minimize the required BESSs 
sizes and numbers while maintaining the lowest losses obtained by power 
optimization. 
This work is a continuation of works discussed in the above survey in such a way 
that power optimization is to be mixed with BESS optimization. It is worth to 
mention that when the previous researches included storage systems, they assumed 
an already existing amount of storage to be operated; in contrast, my research will 
design BESS from scratch in terms of capacity, number, and power dispatch 
schedule and bus allocation.  
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4.2. Potential and Problem Description  
The aim of this research is to analyze and evaluate the potential of applying a power 
optimization algorithm on a low voltage distribution network with PHV distributed 
generation and design suitable BESS. As mentioned in chapter 2, PHV system is 
composed basically of PHV modules and power conditioner unit, and as proved in 
[11, 15], power conditioner unit has the ability to generate both Active and reactive 
power (P, Q) and it can function in all of the 4 quadrants of power supply scheme. 
PCUs are connected to DC power sources as described in chapter 2 such as PHV 
arrays or battery storage units. They have different functions of maximum power 
point tracking and DC to AC inversion and protection functions too.  
The power capability of PCU is defined as the maximum apparent power which can 
be supplied by its terminals. Figure 4.1 shows the power capability curve of PCU on 
PQ diagram, its power capability curve is traced as a circle whose center is the origin 
point and its radius length equals the magnitude of rated complex power of the PCU. 
The real operating point of the PCU is anywhere inside or on the perimeter of the 
circle to satisfy the ratings of the device. 
 
Figure 4.1 PCU power capability curve 
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PCU is a key component in any PHV system, and its price is relatively expensive, 
this suggests that its capacity should be utilized fully. 
4.2.1. PCU Capacity and Power Curtailment 
PHV generation curve is bell-shaped by nature, the peak power generation depends 
on the level of irradiance during the day. The curve starts to rise gradually since early 
morning hours until it reaches its peak generation point around noon hours, then it 
starts to decrease until sunset. Figure 4.2 shows a typical PHV radiation in per unit 
on the base of 1000 W value in Sutherland, NSW 2232, this data was retrieved from 
a published database of Australian PHV Institute [31]. 
The curve shows the average PHV generation for 3 months summer period, the data 
is averaged over the summer period and sampled and averaged at 1 hour for one day 
duration. 
 
Figure 4.2 Average daily summer PHV generation Sutherland, NSW 2232 
 
PHV systems ratings are based on ideal lab conditions of 1000 W/m2 solar irradiance, 
this necessitates PCU rating selection to match the PHV panel nominal capacity. For 
example, a 3 kW PHV system can produce 3 kW power at an ideal solar irradiance 
level of 1000 W/m2, the rated PCU power conversion capacity must be 3 kW to 
match the PHV panels generation capacity. 
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However, in reality, the PHV systems do not generate at rated capacity because the 
solar irradiance is not at 1000 W/m2 level most of the time and it varies from 
geographical area to another one. For example, in Fig 4.2, the maximum generated 
power is 0.7 pu, assuming a PHV system capacity of 3 kW, then the amount of 
expected PHV generated power at that hour = 0.7 x 3 = 2.1 kW, however, this power 
may be curtailed further to avoid system voltage violations. 
During the hours where the PHV generation is off irradiance peak or in a 
geographical area that does not receive ideal 1000 kW/m2 irradiance, the PCU 
capacity is not fully utilized because as per the current practice, rooftop PHV 
systems are to operate at a power factor PF close to unity. Accordingly, if the PF is 
not restricted to unity then the PCU will become capable of delivering both active 
and reactive when the full PCU capacity is not utilized by PHV panels. 
Figure 4.3 demonstrates the potential benefits of controlling both active and reactive 
power capability of the PCU. 
 
Figure 4.3 PHV generation curve and PCU available capacity 
 
PCU Capacity and PV Generated Power 
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The PHV generation starts around hour 7:00 and ends around 20:00, the red line 
represents the rated PCU power capability while the blue curve represents the daily 
PHV power generation.  
As can be seen from this scenario, even when the PHV system is producing 
maximum power at full solar irradiance level (around 12:00), the PCU rating is still 
not reached. The area under the green curve represents the available capacity of the 
PCU which can be utilized to produce or consume reactive power without violating 
the PCU ratings. 
From the above discussion, it can be concluded that the un-availed PCU capacity can 
be utilized in reactive power generation and optimization. More discussion about 
PCU is presented in the next section. The reactive power capability of the PCU can 
help stabilize the voltage limits and reduce line losses. 
In addition to the scenario described in figure 4.3, it is worth to mention that voltage 
violation is a common problem in highly PHV penetrated distribution networks, and 
as suggested in [46], the PHV real power generation must be curtailed by a specific 
amount using a curtailment factor 𝛼𝑐(𝑖, ℎ) (𝛼𝑐(𝑖, ℎ) ≤ 1, where i is the bus number, 
h is the hour) to help reduce the high voltage values which may appear on the 
network. 
This active power curtailment (spilled out) can be achieved by controlling the PCU 
unit as discussed in chapter 2. In this condition, the PCU is derated and the available 
PCU power capability increases as the real power generation is reduced.  
For any hour h, there are many values of 𝛼𝑐(𝑖, ℎ) combinations that allow the LV 
network to operate within its limits without violations, but there must exist one 
combination that maximizes the PHV generated power and reduce the losses and still 
allows the network to operate within its limits. The core output of the optimization 
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problem solution is to find out 𝛼𝑐(𝑖, ℎ) values for all LV nodes with PHV generation 
during all the optimization hours h’s. 
4.2.2. Battery Storage Potential 
Another potential for power flow optimization is related to the usage of BESS. BESS 
can store the generated PHV energy during the peak generation hours, this increases 
the yield of the PHV system and maximizes the returns.  
Figure 4.4 shows a typical per unit graph of power demand and generated PHV 
power. The green shaded area represents the excess PHV generated power which 
needs to be either curtailed or stored in battery units to be utilized out of the peak 
areas. 
 
Figure 4.4 Daily PHV generation and load demand 
 
A BESS is composed of basically a PCU and battery units. As discussed in chapter 2, 
PCUs can operate in the 4 power quadrants when interfaced with suitable power like 
battery units. According to this 4-quadrant capability, PCUs are capable of delivering 
active and reactive power or absorbing active and reactive power when connected to 
energy batteries. 
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The reason behind the ability of PCUs to deliver and absorb active power is that PCU 
can be operated as an inverter as well as a rectifier, so when the batteries are charged 
the PCU operates as a rectifier, but when the batteries are in discharging mode, the 
PCU operates as an inverter. 
Battery storage units store the energy as chemical energy and many battery Lithium 
Li chemistries exist in the market, for example, Li Cobalt, Li Manganese and Li 
NMC, each type has its own pros and cons in terms of cost, physical size, charge 
capacity, power capability, durability and safety concerns. Conventional flow 
batteries still exist in the market and they are favorable when the physical size does 
not matter. 
The charging and discharging cycle of the battery unit is described using the 
following two formulas[5]: 
• Discharging mode,  
 
𝐸𝐵𝐴𝑇𝑇(𝑡) = 𝐸𝐵𝐴𝑇𝑇(𝑡 − ∆𝑡) − 
𝑃𝑑𝑖𝑠𝑐ℎ
𝜂𝑑
× ∆𝑡 (4.1) 
• Charging mode, 
 
𝐸𝐵𝐴𝑇𝑇(𝑡) = 𝐸𝐵𝐴𝑇𝑇(𝑡 − ∆𝑡) −  
𝑃𝑐ℎ𝑎𝑟
𝜂𝑐
× ∆𝑡 (4.2)  
 
Where, 𝐸𝐵𝐴𝑇𝑇(𝑡) is the battery energy level at time t , 𝑃𝑐ℎ𝑎𝑟 and 𝑃𝑑𝑖𝑠𝑐ℎ are the 
charging and discharging power levels during the time period of ∆𝑡. 𝜂𝑑 and 𝜂𝑐 are 
the battery charging and discharging efficiency factors respectively. 
For the power optimization problem, a specific optimization time horizon needs to be 
defined, during that period, the battery units are charged and discharged once to 
maintain the durability of the battery units. 
The battery state of charge 𝑆𝑂𝐶 defines the upper and the lower bounds of the charge 
levels. The very common 𝑆𝑂𝐶 is 20% to 90% [5], in other words, the charge level 
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(Alternatively, stored energy 𝐸𝐵𝐴𝑇𝑇(𝑡)) must reside between 20% and 90% of the 
nominal battery capacity. 
Maximum depth of charge 𝐷𝑂𝐷𝑚𝑎𝑥 is defined as the maximum usable battery 
capacity and found using the following equation:  
 𝐷𝑂𝐷𝑚𝑎𝑥 = 𝑆𝑂𝐶𝑚𝑎𝑥 − 𝑆𝑂𝐶𝑚𝑖𝑛 (4.3) 
 
 However, the advantages of installing BESS may be compromised due to the high 
installation costs. To maximize the gain, the BESSs should be fully utilized to cover 
both the initial installation costs and depreciation costs.  
More discussion about the BESS capacity calculations and BESS power dispatch 
schedule is presented in section 5.6.4. 
The following section discusses the price model which will be used in the 
optimization problem. 
4.3. Energy price model 
IPART 2018-2019 report (Independent Pricing and Regulatory Tribunal at New 
South Wales Australia) [12] suggested two feed-in tariff benchmark schemes, time-
dependent benchmark tariff shown in Table 4.1, and a flat benchmark tariff of 6.9 to 
8.4 c/kWh, this price guide targeted the small scale PHV generation. 
 
Table 4.1 Variable Feed-in tariff guide 
Time window (c/kWh) Time 
window 
(c/kWh) % of solar 
exports 
6:30 am to 3:30 
pm 
6.9 to 7.2 6 am to 3 pm 6.5 to 7.9 86.2 
3:30 to 4:30 pm 8.9 to 11.7 3 to 4 pm 7.4 to 9.1 8.0 
4:30 to 5:30 pm 11.3 to 13.3 4 to 5 pm 11.2 to 13.7 4.0 
5:30 to 6:30 pm 12.8 to 20.9 5 to 6 pm 14.1 to 17.2 1.5 
6:30 to 7:30pm 8.7 to 9.6 6 to 7 pm 10.7 to 13.0 0.271 
7:30 to 8:30 pm 8.4 to 8.5 7 to 8 pm 7.8 to 9.5 0.012 
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Although IPART proposed two feed-in tariff benchmarks (flat and time-dependent), 
retailers in NSW still offer their customers single feed-in tariff (all day flat tariff).  In 
this work, the all-day flat feed-in tariff is chosen to reflect the current market trend. 
Australia’s National Electricity Market (NEM) is a wholesale market where the 
prices fluctuate continually as a response to the supply and demand at any time 
period during the day. Those prices are based on the offers supplied by the network 
generators for specific volumes on particular set times as well as the demand. 
In Australia, the bids to produce electricity are received by the Australian Energy  
Market Operator (AEMO) [3] and sorted in an ascending manner according to the 
bids price. The cheapest bid is considered first, and as the demand increases the other 
bids with higher prices are considered to participate in the generation. 
Bids are received by the generators one day ahead of the targeted day, based on that 
the power scheduling is done for the next 24 hours according to the cheapest bids. 
Different stages of power forecasting and scheduling exist, such as pre-dispatch 
forecasting, five-minute supply-demand matching, short term forecasting and long-
term forecasting. The process of forecasting, bidding, power scheduling and 
stakeholders engagement is complex and it is beyond the scope of this work.  
Line losses cost is complex to model in the optimization problem. Power losses 
occur due to power flow in the conductors, this power flow may originate from the 
main grid supplier or from the PHV generation sources. Main grid power prices are 
affected directly by the NEM spot market while PHV generation line losses tend to 
be priced as per the feed-in tariff. For the sake of simplicity, the losses prices are 
assumed to be the same as NEM spot market variable prices which are shown in 
figure 4.5.  
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It can be concluded from figure 4.5 that the losses prices are not constant, and they 
vary during every day in the year as a result of the NEM variable pricing mechanism.   
 
Figure 4.5 Average AEMO spot market pricing 2017/2018 [3] 
 
IPART suggested that the Feed-in tariff should be scaled by the loss factor, due to 
the fact that PHV generation results in lower line losses. The advised loss factor in 
NSW for 2018-2019 is 1.07 [12], which means that the value of solar energy export 
should be scaled by 1.07 because they result in lower network losses.  
 Two types of meter connection schemes exist in NSW, net meters and gross meters. 
In a gross meter scheme, the PHV owners sell all of their generated PHV energy to 
the retailer at a specific feed-in tariff, but they still need to buy the energy they need 
from the retailer. The gross meter scheme was beneficial to the customers when feed-
in tariff was much higher than the energy retailer tariff, under Solar Bonus Scheme 
(SBS) the remuneration reached 60 c/kWh. However, the current retailer tariff is 
higher than the feed-in tariff, so the gross meter is not favorable anymore. 
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In the net metering scheme, the PHV owners consume as much PHV generated 
energy as they need in their local households, and any excess generated energy is 
exported to the grid and paid for by the feed-in tariff. This scheme results in more 
savings to the PHV owners since it reduces their annual energy bills as a result of 
consuming their own generated energy rather than buy it for a high price from the 
retailer. 
According to the above-discussed market and pricing mechanism, in this work a 
simplified market strategy is assumed for the purpose of power flow optimization as 
follows: 
1- BESSs are economically feasible with no grid integration limitations 
2- Flat feed-in tariff price model is assumed as per IPART [12]. 
3- The DNO allows active and reactive power in either direction without 
limitations 
4- A net metering scheme is selected.  
5- The demand price 𝑃𝑑 is assumed constant all over the day for an average of 
25 c/kWh [12], this is the tariff for which the consumer is charged when 
drawing power from the grid. 
4.4. Load profiles  
Electrical loads are variable by nature, they vary during the day and they vary from 
one season to another. Unlike the transmission system, it is not feasible nor 
economical in the distribution network to monitor and record low voltage customer’s 
demand using SCADA systems (Supervisory Control and Data Acquisition). DNOs 
conduct statistical analysis on their customers to determine the various load profiles 
during the year. Those load profiles are used in system planning for reliability and 
correct network sizing. 
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Different factors affect the shape of the final load profile. The following procedure 
describes the process of load profile creation. 
 The current practice is to categorize the load profiles into three basic types: 
1. Residential profiles 
2. Commercial profiles 
3. industrial profiles  
It is worth to mention that a mixed load type also exists, in this type, the load profile 
is reconstructed from the basic load types according to a known certain percentage, 
for example, a mixed load can be defined as 50% residential 50% commercial. In this 
case, the load profile value of each curve is scaled by 50% and added together to 
describe the final mixed load profile. 
Seasonal load profiles are classified according to the year’s four seasons, spring, 
summer, fall and winter seasons. Also, other day type profiles are created based on 
the day types as follows  
1. Normal working day  
2. Partial working day (Saturday) 
3. Weekend day 
4. Public holiday  
Each day type category can be further broken down into sub-categories if more 
accuracy is required. Load profiles (curves) are created for a duration of 24 hours 
window with usually a one-hour sample and they are unitless (per unit). 
Figure 4.6 shows a typical example of residential load profile for a normal working 
day in the summer season  
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Figure 4.6 Typical residential load profile for a normal working day in summer 
 
In order to determine the actual load at a specific time, we multiply the per unit value 
obtained from the load curve with the recorded peak load in kW. For example, if the 
recorded peak annual load for a certain customer is 4 kW, then the forecasted load 
for the normal working day Monday at hour 10:00 am equals 0.63 X 4 kW = 2.54 
kW. Note that 0.63 is obtained from the curve in figure 4.6 at 10 am. 
The load curves are modeled in this work to conduct the power optimization 
algorithm for a period of one year (4-seasons categorization) and it will be described 
further in chapter 5 when describing the simulation and practical case study    
4.5. Solar Irradiance Curves 
On Earth, the region located between 30ᵒ South and 30ᵒ North receives the highest 
solar irradiance. The majority of the solar energy received at Earth’s surface is in the 
form of waves of short length, part of this solar energy is consumed in the planet’s 
heat cycle, weather cycle, wind and waves. Another small fraction is consumed in 
the plant's photosynthesis, the rest of the absorbed solar energy is re-emitted back 
into space (at infrared frequencies). 
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The amount of solar intensity received by a certain area on earth is affected by 
different factors, such as seasons, weather conditions, latitude and obliquity 
Global radiation is defined as the total solar radiation falling on a certain surface on 
Earth at a given location which is described as:  
Global radiation = Direct beam+ diffuse beam + reflected beam W/m2   
Where the direct beam is defined by an empirical formula as: 
 𝐷𝑖𝑟𝑒𝑐𝑡 𝐵𝑒𝑎𝑚 = 1353 ×  0.7𝐴𝑀
0.678
  W/m2    (4.4) 
Where AM is the air mass ratio and is calculated from the sun’s elevation.  
Diffuse radiation is in the range of 15% of the direct beam in clear weather and 
around 100% in totally cloudy days. Other empirical formulas are defined to describe 
the solar radiation intensity at a given place which is out of the scope of this work. 
From the above discussion, it can be concluded that the amount of solar irradiance at 
a given location varies according to the different factors of weather, latitude, 
obliquity, and others. The amount of PHV power generated differs from one day to 
another even at the same given location  
Figure 4.2 in the previous section showed that PHV generation is of bell shape 
during the sunrise period and zero elsewhere. Figure 4.7 shows an average seasonal 
solar radiation intensity at Sutherland 2232 in NSW, the data were obtained from the 
Australian PHV Institute [31] and then averaged to suit the requirements of this 
work. 
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Figure 4.7 Average Seasonal Solar Irradiance in Sutherland, NSW 
 
The Solar irradiance curves are inputs to the power optimization algorithm presented 
in section 4.6, the averaged four seasons solar irradiance curves are mapped into 4 
distinct days (96 hours), each season is represented by 24 hours duration, I adopted 
this approach to model the PHV generation output all over the year in the power flow 
solution program since the optimization is done for one full year. 
4.6. PCU Equations 
As Demonstrated in chapter 2, PHV systems are composed mainly of two parts; the 
PHV panel (array) and the PCU. PHV panel produces DC power and the PCU 
converts the power to an AC one. It was also demonstrated that the PCU can work in 
the 4 power quadrants, so it can supply active and reactive power to the grid and also 
it can absorb active and reactive power, however, the 4-quadrant capability is 
affected by the type of power source connected to the PCU, PHV panels are not able 
to absorb active power so the PCU connected to them can only operate in the first 
and fourth power quadrants.  
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In the case of DC batteries, the batteries can generate (discharge) or absorb (charge) 
active power, so when DC batteries are connected to a PCU, the PCU can operate in 
the four power quadrants. 
In order to optimize the power flow of the PHV generation, it is necessary to 
consider the reactive power capability of the PCU. As discussed in section 4.2.1 the 
PCU may reach its rating (maximum utilization) only around the noon hours for less 
than 3 hours duration as seen in figure 4.3, and it is capability is not fully utilized 
otherwise. Additionally, in geographical locations where the solar irradiance is less 
than the standard value (1000 W/m2), the PCU is not even fully utilized during the 
noon hours. 
This work will optimize the power flow to maximize the utilization of the PCU by 
considering the active and reactive power capability of the PCU, also it will consider 
the power curtailment factor to maintain the system's limits of voltage and conductor 
current ratings.  
Power curtailment factor αc is necessary to achieve convergence in the power flow 
solution which indicates a feasible power solution. Feasible power solution means 
that the voltages are within the acceptable limits and that the conductors currents are 
within the thermal capacity. 
In order to formulate the optimization problem, it is necessary to emphasize the 
importance of  𝛼𝐶(𝑖, ℎ)  variable. 
𝛼𝐶(𝑖, ℎ) is the power curtailment factor at bus i during hour h, and it is limited to          
0 ≤ 𝛼𝐶(𝑖, ℎ) ≤ 1, so when 𝛼𝐶(𝑖, ℎ) = 1, there is no power curtailment and all the 
power generated by the PHV panel is outputted to the bus. When𝛼𝐶(𝑖, ℎ) < 1, there 
will be some spilled PHV power. 
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Power curtailment (spilling) is necessary in most of the cases, especially when the 
PHV penetration level is very high, it guarantees that the grid voltage and current 
limits are not violated. Power curtailment can be achieved by the means of the 
controllers integrated into the PCU. By shifting the MPPT point to an adjacent point, 
the PHV system generates less PHV power that available. The active and reactive 
power optimization will utilize the unused PCU capability too in dispatching reactive 
power. 
An example of an operating point of the PCU is demonstrated in figure 4.8, this 
operating point represents a PCU connected to a DC source and generating both P 
and Q. The Sign convention is adopted so that if the power is entering the bus it is of 
positive sign and vice versa.   
 
 
Figure 4.8 Operating point of PCU 
 
It is worth to mention that the operating point 1 or 2 is adjusted by the variable 
curtailment factor 𝛼𝐶 to prevent voltage violations in the power flow solution. 
The operating point of PCU can be described by the following set of equations: 
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 𝑆𝑃𝐶𝑈(𝑖, ℎ) = √(𝑃𝑃𝑉(𝑖, ℎ). 𝛼𝐶(𝑖, ℎ))2 + (𝑄𝑑(𝑖, ℎ))2  (4.5) 
 𝑄𝑎𝑣𝑎(𝑖, ℎ) = ±√(𝑆2𝑃𝐶𝑈.𝑟𝑎𝑡𝑒𝑑(𝑖) − (𝑃𝑃𝑉(𝑖, ℎ). 𝛼𝐶(𝑖, ℎ))2  (4.6) 
 √(𝑃𝑃𝑉(𝑖, ℎ). 𝛼𝐶(𝑖, ℎ))2 + (𝑄𝑑(𝑖, ℎ))2  ≤  𝑆𝑃𝐶𝑈.𝑟𝑎𝑡𝑒𝑑(𝑖) (4.7) 
 −𝑄𝑎𝑣𝑎(𝑖, ℎ) ≤ 𝑄𝑑(𝑖, ℎ) ≤  𝑄𝑎𝑣𝑎(𝑖, ℎ) (4.8) 
Where, 
𝑆𝑃𝐶𝑈(𝑖, ℎ) = the operating point apparent power of PCU at bus i during hour h 
𝑃𝑃𝑉(𝑖, ℎ) = the generated real PHV power at bus i, during hour h 
𝛼𝐶(𝑖, ℎ) = curtailment factor at bus i during hour h to maintain system limits 
𝑄𝑑(𝑖, ℎ) = the dispatched reactive power at bus i and hour h supplied by PCU 
𝑄𝑎𝑣𝑎(𝑖, ℎ) = the available reactive power of the PCU at bus i and hour h, 
Note that 𝑄𝑎𝑣𝑎 is determined by the curtailment factor and PCU rating, so when the 
curtailed real power is high ( less P exported to the grid) this allows more space for 
the reactive power to be generated by the PCU, however, the actual dispatched  𝑄𝑑 
does not necessarily equal the available reactive power capability 𝑄𝑎𝑣𝑎. 𝑄𝑑 is 
determined by the solution of the power optimization problem and its value cannot 
exceed 𝑄𝑎𝑣𝑎 at any time. 
 
4.7. Objective function 
The power optimization presented in this work is performed over different periods of 
time. In sections 4.4 and 4.5, the load profiles are constructed to represent the power 
load demand 𝑃𝑑𝑒𝑚𝑎𝑛𝑑 during 4 seasons period, and the solar generation profiles were 
also constructed in the same manner. 
 The power optimization formulation should satisfy the following conditions: 
• Minimize the power curtailment (increase the active PHV power generation) 
without violating current and voltage limits. 
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• Utilize the spare capacity of the PCU to generate or absorb reactive power 
when the PCU operates at less than the rated values.  
• The reactive power utilization will help to stabilize the voltage and hence 
boost the PHV active power generation recursively. 
• Minimizing the active power losses due to conductors’ resistances. 
• Optimal BESS allocation and sizing with optimal power dispatch schedule. 
The power optimization problem is defined mathematically by a multi-objective 
function as follows: 
 𝑂𝑏𝑗 =  𝐹1 − 𝐹2 − 𝐹3    (4.9) 
The optimization solution is to maximize Obj where: 
F1 is the PHV generated power scaled by the feed-in tariff as in the following 
equation 
 
𝐹1 = ∑ 𝐹𝐼𝑇(ℎ) .
𝐻
ℎ=1
 ∑ 𝑃𝑃𝑉(𝑖, ℎ)
𝑁
𝑖=1
. 𝛼𝐶(𝑖, ℎ) (4.10) 
Where, 
𝐹𝐼𝑇(ℎ) = the feed-in tariff of the PHV generation during hour h 
𝑃𝑃𝑉(𝑖, ℎ) and 𝛼𝐶(𝑖, ℎ) are as defined in equation 4.5 
As can be concluded from 4.10, F1 is the total yield of the PHV generation during 
the optimization total period of H hours for all the N buses (nodes) and its unit is 
monetary dollars. 
However, as discussed in section 4.3 (Energy price model), till now, the feed-in tariff 
provided by the power retailers in NSW are flat all the day, and this is the approach 
which is adopted in this work, so 𝐹𝐼𝑇(ℎ) becomes 𝐹𝐼𝑇 . 
H is the total optimization period in hours, and as discussed in 4.4 and 4.5, the 4 
seasons of the year are averaged into 4 days, so H equals 96 hours. 
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F2 in equation 4.8 represents the cost of losses during the total optimization problem, 
these copper losses can be formulated as in the following equation  
𝐹2 =
1
2
∑ 𝑇𝑎𝑟𝑟(ℎ) .
𝐻
ℎ=1
∑ ∑ 𝐺(𝑖, 𝑗)(
𝑁
𝑗=1
𝑁
𝑖=1
𝑉𝑟𝑒𝑎𝑙
2  (𝑖, ℎ) + 𝑉𝑖𝑚𝑔
2  (𝑖, ℎ) + 𝑉𝑟𝑒𝑎𝑙
2  (𝑗, ℎ)
+ 𝑉𝑖𝑚𝑔
2  (𝑗, ℎ) − 2(𝑉𝑟𝑒𝑎𝑙(𝑖, ℎ). 𝑉𝑟𝑒𝑎𝑙(𝑖, ℎ)
+ 𝑉𝑖𝑚𝑔(𝑗, ℎ). 𝑉𝑖𝑚𝑔(𝑗, ℎ)))    
(4.11) 
Where, 
𝑇𝑎𝑟𝑟(ℎ) = the spot market price as in figure 4.5 in section 4.3 
𝐺(𝑖, 𝑗) = the real component of the network admittance matrix 
𝑉𝑟𝑒𝑎𝑙(𝑖, ℎ) and 𝑉𝑟𝑒𝑎𝑙(𝑗, ℎ) are the real voltage components at buses i,j  during hour h 
𝑉𝑖𝑚𝑔(𝑖, ℎ) and 𝑉𝑖𝑚𝑔(𝑗, ℎ) are the imaginary voltage components at buses i,j  during 
hour h 
F3 is defined as the demand cost, which is the cost that the end consumers will pay 
for drawing energy from the grid. F3 is formulated as follows: 
 
𝐹3 = ∑ 𝑇𝑎𝑟𝑟𝑐(ℎ) .
𝐻
ℎ=1
 ∑ 𝑃𝑑𝑒𝑚𝑎𝑛𝑑(𝑖, ℎ)
𝑁
𝑖=1
 (4.12) 
Where, 
𝑇𝑎𝑟𝑟𝑐(ℎ) = end consumer daily tariff by which the end customers are charged when 
drawing energy from the LV grid during hour h 
𝑃𝑑𝑒𝑚𝑎𝑛𝑑(𝑖, ℎ) = the power demand connected to bus i during hour h 
Note that as per discussion in 4.3, currently, the retailers in NSW charges end 
customers on the basis of a flat tariff, so  𝑇𝑎𝑟𝑟𝑐(ℎ) will be considered constant 
during the day.  
𝑃𝑑𝑒𝑚𝑎𝑛𝑑(𝑖, ℎ) is calculated from the load profiles as discussed is section 4.4 
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In equations 4.10 to 4.12, different tariffs were introduced 𝐹𝐼𝑇(ℎ), 𝑇𝑎𝑟𝑟(ℎ) and 
𝑇𝑎𝑟𝑟𝑐(ℎ), those tariffs are necessary to define the optimization problem successfully 
since the optimization is done based on the cost of energy and losses. 
4.8. Constraints 
In order to solve the power optimization problem defined in equation 4.8, different 
solution boundaries and constraints need to be defined. If those boundaries are 
violated, then the solution is considered unfeasible. The constraints are categorized 
into two groups, equality constraints, and inequality constraints  
4.8.1. Equality Constraints 
Equality constraints are related to the power demand at any bus i during hour h so 
that the total power entering the node equals the total power leaving the node. This 
constraint is applied for both real active power and reactive power as demonstrated in 
the following equations: 
At any bus i during hour h, 
 
𝑉𝑟𝑒𝑎𝑙(𝑖, ℎ) ∑(𝐺(𝑖, 𝑗) . 𝑉𝑟𝑒𝑎𝑙(𝑗, ℎ) 
𝑁
𝑗=1
− 𝐵(𝑖, 𝑗). 𝑉𝑖𝑚𝑔(𝑗, ℎ)) + 
𝑉𝑖𝑚𝑔(𝑖, ℎ) ∑(𝐺(𝑖, 𝑗) . 𝑉𝑖𝑚𝑔(𝑗, ℎ) 
𝑁
𝑗=1
+ 𝐵(𝑖, 𝑗). 𝑉𝑟𝑒𝑎𝑙(𝑗, ℎ)) + 
𝑃𝑑𝑒𝑚𝑎𝑛𝑑(𝑖, ℎ) − 𝑃𝑃𝑉(𝑖, ℎ). 𝛼𝐶(𝑖, ℎ) − 𝑃𝑖𝑛𝑗(ℎ) = 0 
(4.13) 
            
Where all the terms in equation 4.13 except 𝑃𝑖𝑛𝑗 are as defined in the equations 4.5 to 
4.12. 𝑃𝑖𝑛𝑗(ℎ) is the injected real power at the slack bus which is the LV secondary 
side of the distribution transformer. 𝑃𝑖𝑛𝑗(ℎ) evaluates only when equality equation is 
executed for the slack bus and it is set to zero for all other buses 
Equation 4.13 states that the summation of generated PHV power, the load demand, 
the power entering the bus and power leaving the bus must equal zero. 
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 Assuming the proper sign notation, the power leaving the bus is assumed to be of 
positive sign and the power entering the bus is assumed to be of a negative sign. 
The same equality constrains equation can be formulated to the reactive power flow 
at any bus i during hour h as follows: 
 
𝑉𝑖𝑚𝑔(𝑖, ℎ) ∑(𝐺(𝑖, 𝑗) . 𝑉𝑟𝑒𝑎𝑙(𝑗, ℎ) 
𝑁
𝑗=1
− 𝐵(𝑖, 𝑗). 𝑉𝑖𝑚𝑔(𝑗, ℎ)) − 
𝑉𝑟𝑒𝑎𝑙(𝑖, ℎ) ∑(𝐺(𝑖, ℎ) . 𝑉𝑖𝑚𝑔(𝑗, ℎ) 
𝑁
𝑗=1
+ 𝐵(𝑖, 𝑗). 𝑉𝑟𝑒𝑎𝑙(𝑗, ℎ)) + 
𝑄𝑑𝑒𝑚𝑎𝑛𝑑(𝑖, ℎ) −  𝑄𝑑(𝑖, ℎ) − 𝑄𝑖𝑛𝑗 = 0               
(4.14) 
                 
Where 𝑄𝑑𝑒𝑚𝑎𝑛𝑑 is the reactive power demand, 𝑄𝑑 is the dispatched reactive power 
generated by the PCU and 𝑄𝑖𝑛𝑗  is the injected reactive power at the slack bus. Again, 
𝑄𝑖𝑛𝑗 appears only when equality equation is executed for the slack bus and it is set to 
zero for all other buses. 
The sign notation assumed in equation 4.14 is the same sign notation defined in 
equation 4.13. 
4.8.2. Inequality Constraints 
Inequality constrain equations are necessary to define the system limits of voltages 
and equipment ratings, those limitations are described as follows: 
• The voltage needs to be within -9%,+7 % of the nominal distribution voltage 
at any bus i. 
• PCU’s voltage and current ratings cannot be exceeded. 
• Feeders cannot exceed their thermal current carrying capacity.  
• Injected reactive and active power at slack bus needs to be limited according 
to the distribution transformer ratings and DNO’s policy. For this purpose, 
the slack bus is numbered 1 and it is taken as the reference for the power 
optimization process as well as the power flow solution. 
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• By default, the real power curtailment factor 𝛼𝐶 is limited between 0 and 1, 
where 0 and 1 are included  
The above conditions can be formulated into Inequality equations as follows: 
 𝑉𝑚𝑖𝑛 ≤ 𝑉(𝑖, ℎ) ≤ 𝑉𝑚𝑎𝑥 (4.15) 
 𝑃𝑖𝑛𝑗_max_𝑏𝑐𝑘  ≤ 𝑃𝑖𝑛𝑗(ℎ) ≤ 𝑃𝑖𝑛𝑗_max_𝑓𝑤 (4.16) 
 𝑄𝑖𝑛𝑗_max_𝑏𝑐𝑘  ≤ 𝑄𝑖𝑛𝑗(ℎ) ≤ 𝑄𝑖𝑛𝑗_max_𝑓𝑤 (4.17) 
 0 ≤ 𝛼𝐶(𝑖, ℎ) ≤ 1 (4.18) 
 𝑆(𝑖, 𝑗, ℎ) ≤ 𝑆𝑓𝑒𝑒𝑑𝑒𝑟_𝑚𝑎𝑥(𝑖, 𝑗) (4.19) 
In equation 4.16, 𝑃𝑖𝑛𝑗_max_𝑏𝑐𝑘 is the maximum allowable injected power in the 
backward direction at the slack bus, this power transfers from the LV side of the 
distribution transformer to the HV side and hence it has a negative sign, the same 
applies to 𝑄𝑖𝑛𝑗_max_𝑏𝑐𝑘 . 
𝑃𝑖𝑛𝑗_max _𝑓𝑤 is the maximum power supplied or injected by the distribution 
transformer and it travels in the positive direction from the slack bus to LV loads, the 
same applies to 𝑄𝑖𝑛𝑗_max _𝑓𝑤. 
Equation 4.19 is related to the maximum feeder carrying capacity, so the apparent 
power flow in the feeder connecting bus i and j at any hour h  𝑆(𝑖, 𝑗, ℎ) cannot exceed 
the maximum thermal capacity of the feeder 𝑆𝑓𝑒𝑒𝑑𝑒𝑟_𝑚𝑎𝑥(𝑖, 𝑗) 
4.9. Summary and Problem Solution 
The power optimization process was described in detail through section 4.1 to 4.8. 
the optimization problem has several inputs, outputs and control variables. 
The input parameters to the optimization process are summarized as  
a. Branches’ impedances used to model the admittance matrix 
b. Feeders’ maximum power carrying capacity between any two buses i and j 
c. PCUs’ Maximum power capacity  
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d. PHV panels ratings  
e. PHV irradiance curves  
f. Load demand profiles  
g. The tariffs models, feed-in, consumer and spot market prices 
h. Maximum power limits at the slack bus in both directions 
The control variables are the variables to be evaluated during the power optimization 
process to satisfy the objective function of minimizing the losses’ costs and 
maximizing the PHV real power yield. The control variables are related to the PCU’s 
capability to control active and reactive power dispatch as discussed in 3.3 and 3.4. 
The power optimization process will calculate the necessary reactive power dispatch 
𝑄𝑑(𝑖, ℎ) and the real power curtailment factors 𝛼𝐶(𝑖, ℎ) during all the hours of the 
targeted optimization period. The outputs of the optimization process are the power 
schedule for P and Q at all PHV buses during each hour. 
Figure 4.9 demonstrates the input-output relations in the optimization process 
The equations from 4.5 to 4.19 describes the formulation of the power optimization 
problem in a full manner. Those equations are classified into two types; core 
equations and secondary equations. 
Core equations are the equations from 4.9 to 4.12, those highly nonlinear equations 
need to be solved using numerical (iterations) solver. The other remaining equations 
(the secondary equations) are considered as guidance to limit the values of the 
variables to be within their constraints and allowable limits, this is necessary to find a 
feasible solution to the core equations. 
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Figure 4.9 Input-output optimization block diagram 
 
The following summarize the steps that are needed to formulate and solve the power 
optimization problem: 
1. Defining the electrical boundaries of the LV grid which is to be optimized  
2. Obtaining the impedances and thermal ratings of all branches within the 
targeted LV grid  
3. Construct the admittance matrix  
4. Define the reference slack bus (bus number 1)  
5. Obtain the power interchange limits from the DNO at the slack bus  
6. Obtain the annual solar PHV irradiance curves for the geographical area of 
the LV grid and averaging the irradiance curves into 4 days to simulate the 4 
seasons of the year 
7. Obtain LV consumers demand profiles and averaging them into 4 days to 
simulate the 4 seasons of the year 
8. Obtain all customers’ PHV systems data including PHV panels ratings and 
PCUs power ratings 
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9. Energy price modeling for the different tariffs 𝑇𝑎𝑟𝑟(ℎ), 𝐹𝐼𝑇(ℎ) and 
𝑇𝑎𝑟𝑟𝑐(ℎ) 
10. Enter all the data to a prepared nonlinear optimization solver program 
11. The solver program solves for power curtailment factors 𝛼𝐶(𝑖, ℎ) and reactive 
power dispatch 𝑄𝑑(𝑛, ℎ) values. 
12. Validation by running power flow analysis using a quasi-dynamic simulation 
tool to solve the power flow problem for all the optimization period. 
13. Apply the 𝛼𝐶(𝑖, ℎ) and 𝑄𝑑(𝑖, ℎ)  using a generation scheduler which allocates 
power dispatch for each PCU (remote EMS control system).  
14. Power optimization achieved during the targeted period.  
15. Run BESS sizing and allocation algorithm. I have developed this algorithm to 
capture the curtailed (spilled out) energy using BESS, the algorithm is 
described in section 5.6.3 in details. 
Steps 13 and 16 are described in detail in chapter 5, where extensive simulations are 
conducted on a real power optimization problem case that employs all the techniques 
described in this thesis. 
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5. Simulation and Results 
In this chapter, a real optimization case study is analyzed in light with the procedure 
described in chapter 4. Different software tools are used in this chapter, for example, 
GAMS is used to solve the nonlinear power optimization problem, Matlab is used to 
constructed load profiles and solar irradiance curves, PowerFactory is used to model 
the network and run the power flow simulation. 
Consumer load profiles are created from real data which was collected from Ausgrid 
power distribution utility. Solar Irradiance curves are created from real data which 
was collected from the Australian PHV institute in the Sydney region. 
By the end of this chapter, the algorithms for battery storage sizing, allocation and 
power dispatch schedules are discussed extensively. Those battery storage algorithms 
are essential and complete the power optimization solution which was presented in 
the previous chapter.   
5.1. Test system and study case construction  
The power optimization algorithm discussed in chapter 4 is applied to a real 3-phase 
balanced LV network which was studied in [13]. This test system contains 29 LV 
buses at 0.415 kV connected to the secondary side of an MV/LV transformer. The 
MV/LV transformer is rated at 20/0.415 kV, 250 kVA with 6% short circuit voltage. 
The short circuit power level at the 20 kV side equals 400 MVA and based on those 
figures, the source Thevenin equivalent impedance Zth = 1 Ω  
Figure 5.1 shows the network single line diagram SLD for the LV network used in 
the power optimization problem. It is worth to note that any consumer load 
connection point is simulated in PowerFactory as a virtual busbar BB, for example, 
BB-5 refers to consumer number 5 connection point, and so on for the rest of the 
consumers.  
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Figure 5.1 LV network single line diagram SLD 
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The power network lines impedances are reported in table 5.1 in ohms Ω. To 
demonstrate Table 5.1 consider L1-2 as an example, L1-2 is the line between bus 1 
and bus 2 and it has a resistance R of 0.0195 Ω, and a reactance X of 0.007 Ω. 
Table 5.1 Network parameters 
Line R [Ω] X [Ω] Line R [Ω] X [Ω] 
L1-2 0.0195 0.0070 L14-16 0.0202 0.0072 
L2-3 0.2603 0.0137 L10-17 0.0815 0.0299 
L3-4 0.3192 0.0168 L17-18 0.0617 0.0416 
L4-5 0.0190 0.0010 L18-19 0.1664 0.0610 
L2-6 0.2033 0.0107 L19-20 0.0779 0.0041 
L6-7 0.1938 0.0102 L18-21 0.0347 0.0234 
L2-8 0.1406 0.0126 L21-22 0.0628 0.0423 
L8-9 0.0310 0.0081 L22-23 0.0617 0.0416 
L9-10 0.0607 0.0054 L23-24 0.0312 0.0028 
L10-11 0.0807 0.0072 L23-25 0.0868 0.0078 
L11-12 0.1943 0.0713 L22-26 0.1664 0.0610 
L11-13 0.0572 0.0051 L18-27 0.0573 0.0200 
L13-14 0.0746 0.0067 L9-28 0.0665 0.0035 
L14-15 0.1501 0.0134 L8-29 0.1596 0.0084 
 
5.2. PHV irradiance modeling  
It is necessary when solving the power optimization problem and conducting power 
flow simulation to prepare the PHV irradiance curves related to the geographical 
zone under optimization. Australian PHV Institute [31] shares solar PHV data to help 
the researchers, governments, solar companies and any interested parties. 
The data published on the institute’s website is massive with one-hour sampling 
across different geographical areas in Australia. In this work, the solar irradiance 
data was selected for Sutherland NSW 2230. The chosen data contains hourly PHV 
solar irradiance values for the year period of from 1/7/2017 till 30/6/2018 (8760 
readings). 
However, this number of readings is massive and needs to be compressed, so these 
data were manipulated to produce PHV irradiance curves for 4 days as in the 
following procedure: 
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1. 4 seasons are considered, spring, summer, fall and winter 
2. The 8760 PHV irradiance readings were grouped into 4 groups according to 
the season in which they were recorded. 
3. Each group contains approximately 2190 readings for a period of 3 months  
4. Every 3 months represent one full season. 
5. The one-hour 2190 season readings are averaged over the season period to 
produce one day with a one-hour sampling rate. 
6. The process is repeated for all seasons.  
Day 1 represents average spring season PHV irradiance values, day 2 represents 
summer, day 3 and day 4 represents fall and winter seasons respectively. 
By the above-mentioned procedure, the whole PHV generation or irradiance readings 
are squeezed into 4 days with a total duration of 4 x 24 = 96 hours. The 96-hour 
period is the one used for both the power optimization problem and the dynamic 
power flow simulation. 
Figure 5.2 shows the averaged PHV irradiance curves in the Sutherland area for the 
96 hours period resulted from the aforementioned procedure. 
 
Figure 5.2 96-hour average PHV irradiance in Sutherland 
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5.3. Load profiles construction 
Load profiles were discussed thoroughly in section 4.4. Load profiles were 
constructed from data published by Ausgrid [9] for 300 LV customers in NSW who 
own PHV systems. The published data were manipulated in a similar manner as in 
section 5.2 to produce averaged 4 days representing spring, summer, fall and winter 
with one-hour sample size.  
Figure 5.3 shows the averaged load demand profiles for PHV residential customers 
during the different year’s seasons. 
 
Figure 5.3  Load Demand Profiles for LV customers 
 
Table 5.2 shows the averaged load profiles in tabular form; these data will be an 
input for both the power optimization problem as well as the dynamic power flow 
simulation.  
Table 5.2 Averaged load profile values 
Hour Spring Summer Fall Winter 
1:00 0.291 0.346 0.313 0.348 
2:00 0.261 0.295 0.278 0.312 
3:00 0.248 0.285 0.256 0.289 
4:00 0.246 0.270 0.241 0.281 
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5:00 0.250 0.265 0.247 0.304 
6:00 0.284 0.289 0.280 0.373 
7:00 0.385 0.335 0.383 0.564 
8:00 0.428 0.373 0.443 0.676 
9:00 0.416 0.399 0.424 0.602 
10:00 0.383 0.406 0.399 0.519 
11:00 0.373 0.426 0.390 0.486 
12:00 0.382 0.453 0.393 0.462 
13:00 0.384 0.475 0.396 0.459 
14:00 0.372 0.485 0.385 0.443 
15:00 0.363 0.494 0.377 0.434 
16:00 0.378 0.513 0.396 0.482 
17:00 0.433 0.550 0.488 0.644 
18:00 0.574 0.633 0.653 0.972 
19:00 0.638 0.646 0.667 1.000 
20:00 0.617 0.611 0.620 0.936 
21:00 0.586 0.612 0.576 0.880 
22:00 0.516 0.552 0.512 0.761 
23:00 0.444 0.494 0.457 0.612 
0:00 0.353 0.401 0.367 0.451 
 
5.4. Limits setup  
In sections 4.6,4.7 and 4.8 the power optimization mathematical model was 
described extensively; this model contains several nonlinear secondary equations 
which define system limits. 
5.4.1. Network setup and limits 
Solving the optimization problem requires setting up several limits so that the 
numerical solver can find a feasible solution. 
The following assumptions and limits are made: 
• Nominal Voltage 415 V, with less than +7 % and more than or equal -9% 
variation limits as per Australian standard AS 61000.3.100   
• The distribution transformer 20/0.415 kV is assumed to have an automatic 
voltage regulator AVR so that the voltage of bus number 1 (refer to figure 
5.1) is maintained at 1.05 p.u. 
• Bus number 1 is chosen as a slack bus. 
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• All LV lines are rated 90 KVA (125 Ampere). 
• The load buses are modeled as PQ buses. 
• The PHV systems controllers are modeled as PQ sources (refer to section 
3.2). 
• Maximum power interchange with the source grid is 90 KVA. 
5.4.2. Tariff setup  
The tariffs were selected as per discussion in section 4.3 and section 4.7 as follows: 
• The feed-in tariff 𝐹𝐼𝑇 is constant and equals to 17 c/kWh [12]. 
• The customer’s tariff 𝑇𝑎𝑟𝑟𝑐 is constant and equals 25 c/kWh [12]. 
• The Losses price 𝑇𝑎𝑟𝑟 is assumed variable as in [3]. 
5.4.3. Maximum Load records and PHV Capacity 
Table 5.3 shows the maximum yearly load records for each LV customer associated 
with each LV bus. These data are necessary to calculate the hourly LV customer 
demand based on the load profiles as demonstrated in section 4.4 
PHV capacity column in table 5.3 defines the nominal capacity of each PHV system 
connected to LV buses, these data are necessary to calculate the amount of PHV 
generated power for each hour of the optimization period as discussed in sections 4.2 
and 4.5. 
A reasonable assumption is made here that if PHV generation exists at an LV 
customer bus then its nominal capacity equals 140% of the maximum annual load 
demand of that LV bus consumer. This 140% boost is made due to the fact that 
average irradiance levels in NSW are less than the lab standard value of 1000 W/m2 
due to environmental effects, so by increasing the nominal rating of the PHV 
installations, they will meet the load demands effectively. 
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Table 5.3 Annual demand peak and PHV 
Capacities 
Bus Annual 
Demand 
Peak(kW) 
Load 
Power 
Factor 
PHV Capacity 
kW 
1 0 - 0 
2 0 - 0 
3 3 0.90 4 
4 3 0.90 4 
5 5 0.90 7 
6 5 0.90 7 
7 7 0.90 10 
8 0 - 0 
9 3 0.90 4 
10 0 - 0 
11 2 0.90 3.5 
12 3 0.90 4 
13 2 0.90 3.5 
14 0 - 0 
15 5 0.90 7 
16 8 0.90 10 
17 5 0.90 7 
18 0 - 0 
19 5 0.90 7.5 
20 4 0.90 5.5 
21 3 0.90 4 
22 0 - 0 
23 0 - 0 
24 6 0.90 8.5 
25 8 0.90 10 
26 3 0.90 4 
27 3 0.90 4.5 
28 2 0.90 3 
29 3 0.90 4.5 
 
5.5. Power optimization solution and output 
The test system and all its inputs were defined fully through sections 5.1 to 5.4. The 
power optimization equations defined in chapter 4 can now be applied to the test 
system to calculate the values of the curtailment factors on all buses with PHV 
generations for the nominated period of 96 hours. 
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As demonstrated in chapter 4, the optimization equations are large in size and highly 
non-linear so they must be solved numerically using a software optimization tool 
which is selected to be GAMS (General Algebraic Modeling System) [23] software 
version 25.1.2. 
GAMS is a sophisticated modeling system utilized in optimization by mathematical 
programming. It contains a language compiler and built in excellent high-
performance numerical solvers. GAM is designed to handle complex and large-scale 
applications which can be linear, nonlinear or mixed integer problems. 
The optimization mathematical model and the constraints equations mentioned in 
chapter 4 were programmed in GAMS and all the input parameters from section 5.1 
till 5.4 were also inputted to the GAMS program. 
Matrices creation and manipulation were done with the help of MATLAB R2018b, 
for example, admittance matrix, load profiles and irradiance profiles. 
In section 4.2 it was demonstrated that the generated PHV power needs to be 
curtailed to enable the system to operate without voltage violations, so, the power 
optimization solution consists of values of curtailment factors 𝛼𝐶(𝑖, ℎ)   
Table 5.4 shows a sample of various optimization output values of 𝛼𝐶 at bus 11, the 
total number of 𝛼𝐶(𝑖, ℎ) is 2016 values for all PHV buses during 96 hours. 
 
Table 5.4 curtailment factor 𝜶𝑪 for bus 11 
Hour 𝜶𝑪(𝟏𝟏, 𝒉) Hour 𝜶𝑪(𝟏𝟏, 𝒉) Hour 𝜶𝑪(𝟏𝟏, 𝒉) Hour 𝜶𝑪(𝟏𝟏, 𝒉) 
1 1.000 25 1.000 49 1.000 73 1.000 
2 1.000 26 1.000 50 0.000 74 0.000 
3 1.000 27 1.000 51 1.000 75 1.000 
4 1.000 28 1.000 52 1.000 76 1.000 
5 1.000 29 1.000 53 1.000 77 1.000 
6 1.000 30 1.000 54 1.000 78 1.000 
7 1.000 31 1.000 55 1.000 79 1.000 
8 1.000 32 1.000 56 1.000 80 1.000 
9 1.000 33 1.000 57 1.000 81 1.000 
10 0.929 34 1.000 58 0.786 82 1.000 
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11 0.709 35 0.848 59 0.857 83 0.999 
12 0.619 36 0.669 60 0.716 84 0.782 
13 0.577 37 0.613 61 0.653 85 0.713 
14 0.606 38 0.616 62 0.658 86 0.718 
15 0.664 39 0.637 63 0.708 87 0.803 
16 0.871 40 0.749 64 0.912 88 0.996 
17 1.000 41 0.753 65 1.000 89 1.000 
18 1.000 42 1.000 66 1.000 90 1.000 
19 1.000 43 1.000 67 1.000 91 1.000 
20 1.000 44 1.000 68 1.000 92 1.000 
21 1.000 45 1.000 69 1.000 93 1.000 
22 0.000 46 1.000 70 1.000 94 1.000 
23 1.000 47 0.000 71 1.000 95 1.000 
24 1.000 48 1.000 72 1.000 96 1.000 
 
5.6. Validation, Power flow simulation using PowerFactory  
After calculating the 𝛼𝐶(𝑖, ℎ) values, the LV network becomes ready for power 
system analysis. Power system modeling and analysis was described in chapter 3, 
and in this work, it is executed using a software tool called DigSilent PowerFactory 
2018 SP3. This software is very popular in analyzing power systems and it has the 
facility to run dynamic power flow analysis. The PowerFactory license used in this 
work is PF4T-license (PowerFactory for thesis license), it is free of charge and full 
functional license offered for research students. 
The test network described in sections 5.1 to 5.4 which was inputted into the power 
optimization algorithm program, is modeled in PowerFactory for simulation and 
analysis. All the data reported in sections 5.1 to 5.4 are utilized in modeling and 
simulating the network using Powerfactory, these data can be summarized again as 
follows: 
• Network parameters (impedances), 
• Network connectivity(topology) 
• Feeder sizes and limits 
• Nominal voltage limits  
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• Load demand peaks 
• Load curves   
• PHV systems ratings 
• PHV generation power schedules 
• PHV power curtailment factors 𝛼𝐶(𝑖, ℎ) obtained from the power 
optimization solution. 
In order to build a good comparison, 4 operational simulation cases were defined as 
in the following sections. 
5.6.1. Case 0 without optimization and without PHV generation 
In this scenario, the network and the demand described so far in chapter 5 is modeled 
but without PHV generation, this scenario serves as a base study case. Cases 1,2 and 
3 will be compared to this base study case later. 
The simulation output summary is reported in table 5.5 which shows the total period 
losses and total energy demand. 
Table 5.5 Total Energy Demand and Total Energy losses – Case 0 
Energy (Line Losses) 
kWh 
Energy (Total Load, Active Power) 
kWh 
244.33 3829.84 
 
Figure 5.4 shows the LV network modeled in PowerFactory for case 0, and figure 5.5 
shows power flow simulation results for 96 hours (4 days) duration. 
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Figure 5.4 Case 0 LV network model  
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Figure 5.5 Case 0 Load flow curves 
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5.6.2. Case 1 with PHV generation but without optimization  
This scenario is a hypothetical scenario where it is assumed that no control is 
imposed on the PHV systems and they generate power at a maximum level according 
to available solar irradiance at each hour using MPPT as discussed in 2.3.  
This scenario is not a realistic one and does not utilize power optimization. It helps 
demonstrate the existing problem of voltage violations in highly penetrated PHV 
networks and justifies why power curtailment is needed. 
Table 5.6 shows the total system summary  during the 96 hours period 
Table 5.6 LV network operational summary with PHV systems – Case 1 
Energy 
(Losses) 
kWh 
Energy (Total Load, 
Active Power) 
kWh 
Energy (Total PHV 
Generation, Active Power) 
kWh 
196.74 3829.84 2228.23 
 
Table 5.7 shows the maximum voltage reached during the 96 hours period, this table 
demonstrates the overvoltage problem which occurs on highly PHV penetrated 
networks with no control schemes. 
Table 5.7 Maximum bus voltages during 96 hours Case 1 
 in descending order 
Bus Max. Voltage 
[p.u.] 
Bus Max. Voltage 
[p.u.] 
BB-25 1.121 BB-12 1.106 
BB-15 1.112 BB-11 1.105 
BB-16 1.110 BB-10 1.100 
BB-24 1.119 BB-28 1.089 
BB-23 1.119 BB-9 1.089 
BB-20 1.118 BB-29 1.085 
BB-26 1.118 BB-5 1.072 
BB-19 1.117 BB-4 1.072 
BB-22 1.117 BB-3 1.064 
BB-21 1.114 BB-8 1.083 
BB-27 1.113 BB-7 1.068 
BB-18 1.113 BB-6 1.063 
BB-14 1.110 BB-2 1.055 
BB-17 1.108 BB-1 1.050 
BB-13 1.107   
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Table 5.8 shows the total energy generated by each PHV system in the 4 days period 
(96 hours) in kWh. 
Table 5.8 Daily PHV generated Energy kWh – Case 1  
Day 1 Day 2 Day 3 Day 4 Total 
PHV 3 20.48 20.54 17.05 14.68 72.76 
PHV 4 20.48 20.54 17.05 14.68 72.76 
PHV 5 35.85 35.95 29.84 25.69 127.33 
PHV 6 35.85 35.95 29.84 25.69 127.33 
PHV 7 51.21 51.36 42.62 36.70 181.90 
PHV 9 20.48 20.54 17.05 14.68 72.76 
PHV 11 17.92 17.98 14.92 12.85 63.66 
PHV 12 20.48 20.54 17.05 14.68 72.76 
PHV 13 17.92 17.98 14.92 12.85 63.66 
PHV 15 35.85 35.95 29.84 25.69 127.33 
PHV 16 51.21 51.36 42.62 36.70 181.90 
PHV 17 35.85 35.95 29.84 25.69 127.33 
PHV 19 38.41 38.52 31.97 27.53 136.42 
PHV 20 28.17 28.25 23.44 20.19 100.04 
PHV 21 20.48 20.54 17.05 14.68 72.76 
PHV 24 43.53 43.66 36.23 31.20 154.61 
PHV 25 51.21 51.36 42.62 36.70 181.90 
PHV 26 20.48 20.54 17.05 14.68 72.76 
PHV 27 23.04 23.11 19.18 16.52 81.85 
PHV 28 15.36 15.41 12.79 11.01 54.57 
PHV 29 23.04 23.11 19.18 16.52 81.85 
 
Figure 5.6 shows the LV network model in PowerFactory with PHV generation, it is 
worth to note that the buses with red color (fully or partially) are the ones which 
experienced high voltage violations during sometime in the 96 hours period. 
Figure 5.7 (a) shows the active and reactive power exchange at the slack bus during 
the operational 96 hours period. Figures 5.7 (b) and (c) show the total generated PHV 
power, total load demand and total system losses for the same operational period. 
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Figure 5.6 Case 1 LV network model 
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Figure 5.7 Case 1 Load flow curves 
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5.6.3. Case 2 PHV generation with optimization  
In this scenario, it is assumed that the PHV systems are controlled remotely using 
EMS system. The control scheme is configured so that the curtailment factors 
obtained from the optimization process are applied to each PHV generator at each 
hour. These curtailment factors are calculated in 5.5 as the output of the optimization 
process and applied to the LV network in case 1.  
Table 5.9 shows the system operational summary of the grid during the 96 hours and 
table 5.10 shows the maximum bus voltages during the same period. 
Table 5.9 LV network operational summary with PHV systems – Case 2 
Energy 
(Losses) 
kWh 
Energy (Total Load, 
Active Power) 
kWh 
Energy (Total PHV 
Generation, Active Power) 
kWh 
129.35 3829.84 1508.94 
 
 
Table 5.10 Maximum bus voltages during 96 hours – Case 2 
 in descending order 
Bus Max. Voltage 
[p.u.] 
Bus Max. Voltage 
[p.u.] 
BB-25 1.069 BB-12 1.064 
BB-15 1.066 BB-11 1.064 
BB-24 1.069 BB-10 1.063 
BB-23 1.069 BB-28 1.060 
BB-20 1.069 BB-9 1.060 
BB-26 1.068 BB-5 1.060 
BB-19 1.068 BB-29 1.059 
BB-22 1.068 BB-4 1.059 
BB-21 1.067 BB-3 1.056 
BB-27 1.067 BB-8 1.059 
BB-18 1.067 BB-7 1.058 
BB-17 1.065 BB-6 1.055 
BB-16 1.065 BB-2 1.052 
BB-14 1.065 BB-1 1.050 
BB-13 1.065   
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Table 5.11 shows the daily PHV systems generated energy, those values are obtained 
after applying the curtailment factors obtained from the optimization solution in 5.5 
Table 5.11 Daily PHV generated Energy kWh – Case 2 
 Day 1 Day 2 Day 3 Day 4 Total 
PHV 3 11.37 11.46 9.86 9.28 41.97 
PHV 4 13.02 13.14 11.31 10.64 48.11 
PHV 5 11.40 11.50 9.90 9.31 42.10 
PHV 6 22.91 23.17 19.92 18.70 84.70 
PHV 7 32.68 33.04 28.41 26.68 120.81 
PHV 9 23.31 23.37 20.27 18.94 85.89 
PHV 11 25.76 25.97 22.49 20.82 95.05 
PHV 12 18.91 19.06 16.51 15.28 69.76 
PHV 13 13.71 13.81 11.97 11.08 50.57 
PHV 15 29.41 29.76 25.76 23.76 108.70 
PHV 16 34.64 35.07 30.36 27.99 128.06 
PHV 17 13.80 13.95 12.08 11.15 50.99 
PHV 19 15.38 15.47 13.41 12.44 56.70 
PHV 20 9.47 9.37 8.18 7.69 34.71 
PHV 21 13.99 14.15 12.05 11.31 51.50 
PHV 24 13.16 15.90 10.92 11.27 51.25 
PHV 25 13.30 16.00 11.21 11.34 51.86 
PHV 26 21.27 27.91 17.77 19.93 86.88 
PHV 27 20.85 27.05 17.51 19.25 84.66 
PHV 28 26.90 39.64 24.05 27.83 118.42 
PHV 29 12.62 12.49 10.91 10.24 46.26 
 
 
Figure 5.8 (a) shows the active and reactive power exchange curves at the slack bus 
during the operational 96 hours period, Fig 5.8 (b) and (c) show the total generated 
PHV power, total load demand and total system losses for the same operational 
period. As an example, figure  5.9 shows the active PHV generated power and 
voltages on buses 3,13 and 25, it is evident from the graphs that there are no voltage 
violations during all the operation 96 hours period, also, the effects of power 
curtailment on the PHV generation curves can be observed. 
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Figure 5.8 Case 2 Load flow curves 
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Figure 5.9 Power and voltages on:  (a) bus 3  (b) bus 13 (c) bus 25 
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5.6.4. Case 3 with optimization and optimum battery allocation  
In case 2, the curtailment factors are applied to each PHV generator. Those factors 
resulted from the optimization process, and their purpose is to maintain the system 
voltage within the allowable limits while maximizing the PHV generation as much as 
possible. 
Although using curtailment factors is mandatory to maintain the system voltage, they 
have a negative impact on the PHV investment due to the unutilized generation 
capacity of the PHV systems. For example, assume a PHV system has a generation 
capacity of 3kW under 1000 W/m2 solar irradiance (nominal rating), if the 
curtailment factor was calculated to be 0.7 during a certain hour, then the PHV 
output energy equals 0.7 x 1h x 3kW =2.1 kWh instead of full capacity of 3kWh, a 
spilled energy of 0.9 kWh is necessary to maintain the system voltage. 
However, in this thesis I developed a solution to the spilled energy using BESSs, the 
algorithm is named  battery sizing and allocation algorithm (BSAA) and described as 
follows: 
1. Solve the power optimization as described in chapter 4  
2. Obtain the values of curtailment factors 𝛼𝐶(𝑖, ℎ) for all PHV buses i and all 
hours h. 
3. Calculate the required daily energy spill for each PHV generator for the total 
optimization period. 
4. Highlight the maximum daily energy spill for each PHV system. 
5. Calculate the required battery size for each PHV system based on equations 
4.1, 4.2 and 4.3 using the energy value obtained in step 4, see section 5.6.4.1. 
6. Run dynamic power flow analysis for the system without curtailment and 
record voltage values.  
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7. Install BESS on the bus with maximum voltage violation. 
8. Construct a power dispatch schedule for each BESS during the whole period 
as described in section 5.6.4.2. 
9. Run dynamic power flow for all the period BUT without curtailment factors 
using power system analysis tool. 
10. Record the newly reduced voltage violations.  
11. If voltage violations still exist go to step 7 and select the PHV bus with the 
highest voltage violation.  
12. In step 9 if the bus with highest voltage violation had been selected before, 
then select the next bus with highest voltage violation and install the required 
BESS as per calculations in steps 5-7. 
13. Repeat until there are no voltage violations at any bus. 
The above-discussed algorithm is able to capture the energy spill resulted from 
curtailment factors and at the same time it selects the optimum BESS locations and 
sizes. The algorithm ensures that BESS will capture all expected spilled energy with 
a minimum requirement of BESS sizing, which results in better investment and 
higher operational efficiency. 
Figure 5.8 shows the flow chart of the BSAA algorithm which implements all the 13 
steps necessary to optimize the BESS design and operation. The flow chart covers 
both following sections 5.6.4.1 and 5.6.4.2 
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Figure 5.10 BSSA Flow chart 
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5.6.4.1. Battery Sizing  
Table 5.12 shows the daily calculated energy spill percentage for each PHV system, 
these spill values can be calculated in two ways, either by applying the curtailment 
factors 𝛼𝐶(𝑖, ℎ) obtained in section 5.5 to the hourly generated PHV power, or by 
subtracting table 5.11 ( case 2 results) from table 5.8 ( case 1 results), both methods 
lead to the same result . 
Remember, case 1 is formulated without any PHV curtailment and case 2 is 
formulated by the curtailment factors obtained from the power optimization solution, 
so the difference between the two cases represents the spilled energy. 
 
Table 5.12 Daily energy spill in kWh, BESS capacity in kWh 
 Day 1 Day 2 Day 3 Day 4 Max 
Expected 
BESS 
Capacity 
PHV 3 7.33 4.64 6.13 3.41 7.33 10.47 
PHV 4 7.18 4.54 5.84 3.34 7.18 10.26 
PHV 5 14.58 8.04 12.06 5.77 14.58 20.83 
PHV 6 15.00 8.90 12.33 6.44 15.00 21.42 
PHV 7 24.31 11.72 18.57 8.88 24.31 34.73 
PHV 9 7.86 8.06 6.14 4.44 8.06 11.51 
PHV 11 6.56 6.52 5.06 3.57 6.56 9.37 
PHV 12 7.46 7.40 5.74 4.04 7.46 10.66 
PHV 13 6.53 6.47 5.02 3.54 6.53 9.32 
PHV 15 12.93 12.78 9.92 7.00 12.93 18.48 
PHV 16 18.53 18.32 14.21 10.03 18.53 26.47 
PHV 17 12.54 12.58 9.57 6.75 12.58 17.97 
PHV 19 12.64 12.55 9.47 6.71 12.64 18.06 
PHV 20 9.26 9.18 6.93 4.91 9.26 13.23 
PHV 21 6.77 6.73 5.08 3.60 6.77 9.68 
PHV 24 14.12 13.89 10.47 7.43 14.12 20.17 
PHV 25 16.57 16.29 12.27 8.71 16.57 23.67 
PHV 26 6.68 6.59 4.97 3.53 6.68 9.54 
PHV 27 7.67 7.64 5.77 4.08 7.67 10.95 
PHV 28 5.89 6.04 4.60 3.33 6.04 8.62 
PHV 29 9.06 8.96 7.13 5.21 9.06 12.94 
 
The BESS charge/discharge cycle is assumed to be 24 hours (1 day), so the average 
power should equal zero during one day period. The fifth column in Table 5.12 
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shows the maximum daily energy spill values among the 4 days (96 hours) period, 
these values are used to calculate the expected BESS capacity.  
For example, PHV 3 system has a maximum energy spill equals 7.33 kWh which 
occurs on day 1 (spring), so the battery should be sized to capture all this spilled 
energy. Based on equation 4.1 to 4.3 and assuming SOC 20%-90% ( DOD 70%), the 
battery capacity can be calculated as:  
Capacity(BESS3) = Maximum daily energy spill ÷ DOD = 10.47 kWh. Column 6 in 
table 5.12 shows the expected BESSs’ capacities needed to capture the spilled energy 
based on the maximum daily energy spill. 
The term expected BESS capacity is used here to refer to the fact (as shown later in 
table 5.13) that it is not necessary to install BESSs on all PHV buses. 
5.6.4.2. BESS allocation and power dispatch schedule 
According to the BSAA algorithm and the flow chart shown in figure 5.10, the first 
BESS installation will take place on bus BB-25 (refer to table 5.7) because it 
experiences the highest voltage violation (1.121 p.u.) when no curtailment factors are 
used. The BESS capacity needed for this bus is 32.67 kWh (refer to table 5.12). 
In order to find the effect of installing the BESS on BB-25, a quasi-dynamic power 
flow analysis will be conducted for the total period of 96 hours, this dynamic power 
flow requires setting up a power dispatch schedule for the BESS during the whole 
period. 
The power dispatch schedule for the BESS is composed of two main periods, 
charging period and discharging period. It is important to note that total BESS 
charging and discharging period is 24 hours, so the batteries charge and discharge 
once every day. 
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To demonstrate the process of constructing a BESS power dispatch schedule, 
consider bus BB-25 as an example. 
To find the spilled PHV power, the following equation is used: 
Spilled PHV Power =  PHV generated power without curtailment (Case 1)                                   
                                      − PHV generated power with curtailment (Case 2) 
(5.1) 
Figure 5.11 shows 3 curves; the total uncontrolled PHV power generation at BB-25, 
the PHV generated power after curtailment and the spilled Power calculated as per 
equation 5.1. 
Two periods are identified, charging period and discharging period. Charging period 
is the period where the generated PHV power is curtailed (denoted by the gray curve 
in figure 5.11) and represents a potential for charging the batteries.  
Discharging period is the period where the generated PHV power is zero, in this 
period the potential is that the batteries are supposed to discharge and support the 
grid. 
Numerically, the charging and discharging periods can be distinguished as follows: 
Spilled power  > 0             Charging period.  
Spilled power  = 0            Discharging period.  
Charging period takes place during the daytime when there are solar irradiance and 
PHV generation, while discharging period occurs during the night time. 
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Figure 5.11 PHV generated power, curtailed PHV power and spilled power 
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In the charging period, the power dispatch schedule of the BESS is exactly the same 
as the spilled power curve but with a minus sign to reflect the fact that the BESS is 
absorbing power the spilled power. 
However, in the discharging period, the following steps were performed to create the 
BESS power dispatch schedule at bus i: 
1- Calculate the energy stored during the charging period (11~12 hours), 
𝐸𝑠𝑡𝑜𝑟𝑒𝑑(𝑖). 
2- Calculate the energy demand during the night (11~12 hours), 
𝐸𝑛𝑖𝑔ℎ𝑡 𝑑𝑒𝑚𝑎𝑛𝑑(𝑖) 
3- Divide 𝐸𝑠𝑡𝑜𝑟𝑒𝑑(𝑖) by 𝐸𝑛𝑖𝑔ℎ𝑡 𝑑𝑒𝑚𝑎𝑛𝑑(𝑖) to calculate scaling factor 𝛽(𝑖) 
4- BESS power dispatch schedule at bus i, 𝑃𝐵𝐸𝑆𝑆(𝑖), is a scaled version of power 
demand at night as in the following equation  
𝑃𝐵𝐸𝑆𝑆(𝑖) = 𝛽(𝑖) × 𝑃𝑛𝑖𝑔ℎ𝑡 𝑑𝑒𝑚𝑎𝑛𝑑(𝑖) (5.2) 
Where i is the bus number under scheduling. 
It is worth to note that when we force the BESS power dispatch schedule to be a 
scaled version of Pdemand, we maintained one of the objectives of power optimization 
solution which is minimizing power losses. 
Figure 5.12 shows the power demand connected for bus BB-25 and the total BESS 
power schedule constructed from the charging and discharging periods.
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Figure 5.12 BESS power dispatch schedule at bus BB-25 
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In figure 5.12, all the energy stored in BESS during charging period (daytime) equals 
the energy dispatched during the discharging period (night), accordingly, the average 
power of BESS over 24 hours is zero as required. 
5.6.4.3. Case 3 Results  
Case 3 was constructed based on the battery sizing and allocation algorithm BSAA 
explained in 5.6.4.1 and 5.6.4.2. In this scenario, case 1 was used to determine the 
voltage violation levels iteratively which was used to allocate the BESSs, and case 2 
is used to determine the sizing and required power dispatch schedule for those 
BESSs based on power curtailment factors. 
Case 3 contains all the PHV generations without any curtailment factors (Maximum 
PHV generation) where the voltage levels are within the limits. The minimum 
requirement of BESSs are deployed in terms of sizes and numbers. 
As a result of BSAA application, table 5.13 shows that only 12 BESSs are required to 
eliminate power curtailment although the grid has 21 PHV buses (out of total 29 
buses).  
Table 5.13 BESS sizes and locations 
case 3 
 Location BESS Capacity kWh 
BB 12 10.66 
BB 13 9.32 
BB 15 18.48 
BB 16 26.47 
BB 17 17.97 
BB 19 18.06 
BB 20 13.23 
BB 21 9.68 
BB 24 20.17 
BB 25 23.67 
BB 26 9.54 
BB 27 10.95 
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Table 5.14 shows the maximum voltage records during the optimization period (96 
hours) after installation of BESSs as in table 5.13. It can be seen that all the voltages 
are within the limits ( 0.91 ≤V < 1.07 p.u.)  
Table 5.14 Case 3 Maximum and minimum voltages  
Bus Voltage Max. 
[p.u.] 
Voltage Min. 
[p.u.] 
1 BB-5 1.069 1.007 
2 BB-4 1.069 1.007 
3 BB-20 1.069 0.911 
4 BB-15 1.069 0.934 
5 BB-19 1.069 0.912 
6 BB-25 1.069 0.898 
7 BB-16 1.069 0.936 
8 BB-14 1.069 0.937 
9 BB-24 1.068 0.901 
10 BB-26 1.068 0.905 
11 BB-23 1.068 0.902 
12 BB-13 1.068 0.943 
13 BB-22 1.068 0.909 
14 BB-27 1.068 0.921 
15 BB-28 1.064 0.974 
16 BB-29 1.064 0.984 
17 BB-21 1.068 0.917 
18 BB-18 1.068 0.922 
19 BB-12 1.068 0.944 
20 BB-11 1.068 0.947 
21 BB-17 1.068 0.937 
22 BB-10 1.066 0.956 
23 BB-7 1.065 1.017 
24 BB-9 1.064 0.975 
25 BB-3 1.061 1.022 
26 BB-8 1.062 0.987 
27 BB-6 1.061 1.025 
28 BB-2 1.052 1.039 
29 BB-1 1.050 1.050 
 
Table 5.15 shows the system operational summary and table 5.16 shows the daily 
PHV systems’ generated energy. All the tables are calculated for the 96 hours 
operational period. 
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Table 5.15 LV network operational summary with PHV 
systems – Case 3 
Energy 
(Losses) 
kWh 
Energy (Total Load, 
Active Power) 
kWh 
Energy (Total PHV 
Generation, Active 
Power) 
kWh 
131.74 3829.84 2228.23 
 
 
Table 5.16 Daily PHV generated Energy kWh – Case 3  
Day 1 Day 2 Day 3 Day 4 Total 
PHV 3 20.48 20.54 17.05 14.68 20.48 
PHV 4 20.48 20.54 17.05 14.68 20.48 
PHV 5 35.85 35.95 29.84 25.69 35.85 
PHV 6 35.85 35.95 29.84 25.69 35.85 
PHV 7 51.21 51.36 42.62 36.70 51.21 
PHV 9 20.48 20.54 17.05 14.68 20.48 
PHV 11 17.92 17.98 14.92 12.85 17.92 
PHV 12 20.48 20.54 17.05 14.68 20.48 
PHV 13 17.92 17.98 14.92 12.85 17.92 
PHV 15 35.85 35.95 29.84 25.69 35.85 
PHV 16 51.21 51.36 42.62 36.70 51.21 
PHV 17 35.85 35.95 29.84 25.69 35.85 
PHV 19 38.41 38.52 31.97 27.53 38.41 
PHV 20 28.17 28.25 23.44 20.19 28.17 
PHV 21 20.48 20.54 17.05 14.68 20.48 
PHV 24 43.53 43.66 36.23 31.20 43.53 
PHV 25 51.21 51.36 42.62 36.70 51.21 
PHV 26 20.48 20.54 17.05 14.68 20.48 
PHV 27 23.04 23.11 19.18 16.52 23.04 
PHV 28 15.36 15.41 12.79 11.01 15.36 
PHV 29 23.04 23.11 19.18 16.52 23.04 
 
The real and reactive power flow at the slack bus is shown in Figure 5.13, those are 
the power interchange curves between the local grid and the external source grid.
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Figure 5.13 Case 3 Load flow curves 
105 
 
The detailed curves of BESSs and PHVs power dispatches and losses are shown in 
figure 5.14. The figure shows the curve of the total summed BESSs power dispatch, 
the total PHV systems’ power curve, the interchange power curve with the external 
grid at the slack bus and the load demand curve.  
 
Figure 5.14 Detailed power dispatch curves 
 
It is shown in figure 5.14 that the total PHV systems generation operates at 
maximum level without any curtailment. During the PHV generation peak period 
(around noon), the BESSs and the Slack bus power curves are negative which 
indicates that they are receiving power instead of dispatching, this is an expected 
result because, during the peak generation period, the PHV generators’ output  power 
is more than the demand, part of this excess power is stored in the BESSs while the 
remaining part is exported to the external source grid at the slack bus. 
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5.7. Observations and remarks  
Four different design and operational scenarios were simulated and solved using 
Power system analysis tool PowerFactory. Case 0 is considered as the base case 
where no PHV generation exits in the LV network, this case serves as a reference 
case to compare with other cases, especially to compare losses reduction. 
Case 1 is a hypothetical, nonrealistic case where all PHV generations are not 
controlled, and they operate according to their internal MPPT function. In this 
scenario, all PHV generators inject the maximum power into the grid according to 
the solar irradiance level, this scenario experienced high voltage violations. This case 
was constructed for two goals, firstly, to record the total PHV generated energy 
without curtailment which is used as an input for the power optimization problem.  
The second important goal is that case 1 is used to record the maximum voltage 
violations and their bus locations, this data was used in the battery sizing and 
allocation BSAA algorithm in case 3. Every time a BESS is chosen to be installed, the 
power flow is run for case 1 with the new BESS, then the voltage violation is 
observed again, this process is repeated until there are no voltage violations (refer to 
BSAA). 
Case 2 simulates the network after solving the power optimization problem, in this 
case, power curtailments were applied to each PHV generator to maintain the 
network voltage limits. However, as per the power optimization objectives, although 
the PHV generation was reduced, this reduction was minimized as much as possible 
to maximize the PHV generation output. 
Case 3 is constructed with BESSs and configured as per BSAA. In this scenario, there 
was no power curtailment and the BESSs were used to store the additional PHV 
energy which causes overvoltage in case 1. The power dispatch schedule for each 
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BESS was constructed based on the load demand and the calculated energy 
curtailment in case 2. The BESS allocation was optimized based on case 1 simulation 
(voltage violations) as illustrated in BSAA. Table 5.17 shows a comparison summary 
for all the simulation cases results  
 
Table 5.17 All Simulation Cases Comparison 
 
Energy 
losses 
kWh 
Energy 
Demand 
kWh 
PHV 
energy 
Generation 
kWh 
Over- 
voltage 
violation 
Spilled 
PHV 
energy 
kWh 
Spilled 
PHV 
energy 
% 
losses 
% 
Case 0 244.33 3829.84 0.00 No NA NA 6% 
Case 1 196.74 3829.84 2228.23 Yes 0 0% 5% 
Case 2 129.35 3829.84 1508.94 No 719.29 32% 3% 
Case 3 131.74 3829.84 2228.23 No 0 0% 3% 
 
From table 5.17, it can be concluded that if power optimization was only applied to 
the LV grid (Case 2) there will be no voltage violations, however, this comes at the 
expense of spilling 719.29 kWh of the PHV energy (32%). 
In case 3, when BESSs were used, there was no energy spilling, and the total PHV 
generated energy was at a maximum level which is equal to the PHV energy 
generation in case 1 (2228.23 kWh), the PHV yield maximization (gain) is 719.29 ÷ 
1508.94 = 47.67%  
The losses in case 2 and case 3 were 3% which 50% reduction when compared to 
case 0 which implemented no PHV generation and has losses 6%. 
Figure 5.15 shows the slack bus power flow and the total grid losses curves for the 4 
simulation cases over 96 hours. 
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Figure 5.15 Power comparison for all simulation cases  
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By comparing case2 and case 3, it is obvious that the amount of power P exported to slack 
bus is more in case 3 than in case 2, which means that BESSs not only store spilled power 
during the day, but also allow more PHV power to be exported to the external grid. 
At night time, case 3 draws less power P from the slack bus source than case 2, this is due to 
the fact that the stored energy in the BESSs are discharged at night which reduces the power 
drawn from the slack bus. The same applies to losses, where at day time case 2 losses are 
less than case 3 and vice versa at night time.  
By comparing case 2 with case 1, we can conclude that the power exported to the external 
grid (at the slack bus) is more in case 1 than case 2, this is due to the fact that in case 2 there 
is PHV power curtailment to maintain the voltage within limits, while in case 1 there is no 
power curtailment, so all excess PHV generated power which is not consumed by local 
demands, is exported to the external grid, this causes over voltage violations. 
As a conclusion, case 3 wins because it has the lowest losses and maximum PHV 
generations without any voltage violations, in fact, in this case, there is no limitation 
on the PHV generated power. However, if BESS’s investment is not a feasible 
option, then case 2 wins where the PHV generation is reduced just enough to 
maintain the voltage within the limits, which means that the reduction is made as 
small as possible using the power optimization algorithm that maximizes the PHV 
generation yield. 
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6. Conclusion and Future Work 
 
6.1. Conclusions 
This thesis reviews many fundamentals of the PHV generation principles in terms of 
design, planning and operations. The focus is on highly PHV penetrated LV 
networks (0.415 kV) which are expected to take place in the near future.  
The aim of this work is to tackle the overvoltage violation problems which appear on 
highly PHV hybrid LV networks. The LV network is not assumed to be a microgrid, 
rather, it is seen as a virtual power plant VPP where the interaction between the local 
grid and the main distributor is essential for power exchange during all the day. 
The current energy market practices allow the individuals at LV networks to install 
PHV systems and generate PHV power without limitations or control on the amount 
of the generated power. This practice leads to several overvoltage violations which 
necessitates power curtailment to maintain the healthiness of the network. 
The power curtailment on the PHV systems should be systematic in such a way that 
the power curtailment is as lowest as possible, and the losses are as lowest as 
possible. This approach results in maximizing the amount of PHV yield without 
voltage violations. 
A power optimization problem is structured into two major steps. The first step is 
non-linear mathematical modeling of the power optimization problem with multiple 
objectives function. Those objectives are formulated to maximize the PHV 
generation yield (or minimizing the necessary PHV power curtailment), reducing 
power losses and satisfying the load demand. Different constraints are imposed on 
the mathematical model to ensure no system limits are violated regarding voltage 
constraints and feeders carrying capacity. 
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The second major step of the optimization is the planning and allocation of battery 
energy storage systems BESSs. Although this step is not mandatory, it is highly 
recommended which results in capturing all the PHV spilled power in the first step. 
The developed battery sizing and allocation algorithm BSAA ensured the minimum 
required amount of BESS which captures all the spilled energy and maintains the 
system limits at the same time. 
The power optimization problem is designed to tackle multiple loading conditions 
with different solar irradiance levels. For this purpose, the power optimization 
problem is solved for the year seasons, spring, summer, fall and winter.  
Demand load profiles are created for the whole year, however, to reduce the number 
of calculations, the load profiles are averaged for each season and compressed into 
one day. This approach results in 4 different load profiles, each load profile lasts for 
24 hours and it simulates one season of the year. 
The solar irradiance curves are necessary to calculate the amount of PHV power 
generations which are inputs to the power optimization problem formulation. The 
solar irradiance curves are constructed and averaged with the same approach of the 
load profiles and 4 averaged solar irradiance curves are obtained, each curve 
represents one season with totally 96 hours (4 days) for all the seasons. 
Other important inputs to the power optimization problem modeling are the energy 
prices. 3 different energy prices models are implemented, demand price, losses price 
and feed-in tariff. Those inputs are essential since the optimization problem is 
formulated around enlarging the system financial profits by reducing losses and 
maximizing the PHV energy output. 
Installation of BESSs in the second step of the optimization mandates developing a 
suitable power dispatch schedule. BESSs are treated like conventional generation 
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plants which require power generation schedule, however, BESSs are capable of 
storing and dispatching real power while conventional generations dispatch power 
only. 
A unique power dispatch schedule was construed for each BESS according to 
developed BSAA algorithm, the power schedule is designed in such a way to 
maintain the power optimization benefits obtained in the first step. The power 
schedules ensure that the suggested power curtailment in the first step are captured 
totally and the losses are maintained to the lowest possible level as calculated before. 
Additionally, the BESS power schedule also guarantees that the batteries are charged 
and discharged once only during a day. 
The power optimization algorithm was applied to a real case study of 29-buses LV 
network. The load demand curves were constructed and processed based on shared 
customers raw data at Ausgrid website [9]. The solar irradiance curves were 
constructed and processed with the help of solar preliminary data shared on the 
Australian PHV Institute [31], the chosen geographical location was Sutherland, 
NSW 2232. The 3 energy price models were developed based on reports found on 
AEMO & IPART websites. 
Admittance matrix, load demand profiles, PHV irradiance profiles and energy price 
models were formulated with the help of MATLAB. The non-linear power 
optimization problem was solved using GAMS software which is a powerful tool in 
solving non-linear optimization equations. 
Quasi-dynamic power flow analysis was performed using DigSilent PowerFactory 
2018 on 4 created scenarios. All the dynamic data of load profiles, PHV generation 
schedules, BESS power dispatch schedules, were inputted to the study cases and the 
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simulations were executed for a period of 96 hours duration with a one-hour time 
stamp.  
The output results of the simulations validated the solution of power optimization 
and BSAA algorithms.  The results showed a considerable reduction in power losses, 
around 50% reduction, and when BESSs are installed according to BSAA, the PHV 
generation gain was 47.67% with the same 50% losses reduction. Only 12 BESSs 
were needed to capture all the spilled PHV energy. The batteries’ size calculations 
were designed to minimize the required capacity of the BESSs. 
6.2. Research Contributions  
The work presented in this thesis is a continuation of research in the field of power 
optimization and management of PHV penetrated networks. The key contributions to 
this research field which have been made by this thesis work are: 
• Mathematical modeling of a power optimization problem with a multiple-
objective function of minimizing losses and increasing the PHV generations 
yield 
• Introduced an algorithm to model energy prices, losses prices and feed-in tariff 
in the power optimization problem. 
• This work presented different network scenarios which introduced different 
simulation techniques, results, and comprehensive analysis for dynamic system 
studies on a real 29 bus system for a one-year period. 
• Demonstrated that high penetration of PHV generation may jeopardize the 
network reliability and availability due to high voltage violations. Those 
violations may occur at different places on the network with different severities. 
• Demonstrated that PHV generation remote control is becoming more and more 
essential when the level of PHV penetration is high. This remote control should 
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make use of the smart grid infrastructure which will connect a centralized smart 
EMS system to the PHV generators. 
• Showed that the PHV remote control is necessary to reduce (curtail) a portion of 
the PHV generation to maintain system voltage limits. However, this reduction 
can be minimized using optimization presented in this thesis.  
• Developed a sophisticated algorithm to install BESS on LV networks. This 
algorithm’s goal is to minimize the capacity of required BESS while keeping the 
network losses at the lowest level as obtained by the power optimization 
solution. 
• This thesis provides two algorithms for both power optimization as well as 
battery sizing and allocation. It widens the horizon for including new parameters 
and tools utilized in distribution system planning and operations, including 
examples of their implementation and simulation results. 
6.3. Future Work  
This thesis is a contribution towards the comprehensive study and analysis of highly 
PHV penetrated LV networks, its impacts may be reflected in the design, planning 
and economic operations of power distribution systems.  
This work provides engineering discipline with different power optimization models 
and algorithms, such as power optimization mathematical model, load demand 
modeling, energy prices modeling, battery sizing and allocation algorithms. Those 
models and algorithms are beneficial to power system studies, network design and 
network operational planning. 
The work presented in this thesis provides system planners with powerful tools for 
designing the future of the distribution networks. The future design should consider 
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the objectives of economic power dispatch as well as maximizing the profit of the 
rooftop PHV generations.  
The methodology presented in this work can be used to simulate and analyze 
distribution systems with varied load demand curves, different price models, 
stochastic solar irradiance curves and varied levels of PHV penetration. 
The simulation presented in this thesis provides the distribution network operators 
with two optimized solutions. The first solution is to run and operate the hybrid LV 
network with optimized PHV generations dispatch which requires power curtailment 
as a sacrifice. However, the algorithm ensures the lowest power curtailment is 
implemented.  
The second solution is to install BESSs while the algorithm ensures that BESSs 
requirement is the lowest for best investment revenues. 
As a result, the outcome of this research can be used as a decision-making tool when 
investment in battery storage systems is a favorable option. The methods presented 
can be used to calculate the return of the BESS installation and compare it with the 
optimized LV network without BESS.  
This work presents only a sample of the applications for which these algorithms may 
be used to improve the design, planning and operations for distribution systems with 
high PHV penetration. 
As the penetration levels of PHV generations increase, the behavior of distribution 
systems will be impacted by the stochastic nature solar renewable source. It may be 
necessary as future work to include other schemes to be developed in the 
optimization algorithm such as protection schemes, load balancing, self-healing, 
distribution automation, capacitor placement, load shedding, and distribution 
automation. 
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