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We study certain non-symmetric wavefunctions associated to the quantum nonlinear Schr o-
dinger (QNLS) model, introduced by Komori and Hikami using representations of the degenerate
ane Hecke algebra. In particular, they can be generated using a vertex operator formalism
analogous to the recursion that denes the symmetric QNLS wavefunction in the quantum
inverse scattering method. Furthermore, some of the commutation relations encoded in the
Yang-Baxter equation are generalized to the non-symmetric case.
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Introduction
The quantum nonlinear Schr odinger (QNLS) model for a 1-dimensional bosonic gas was intro-
duced by Lieb and Liniger [40] in 1963 and has been studied extensively since, e.g. [12,15,16,
18{21,23,24,26,29,31,34,35,54,61]. It describes a system of N particles moving along a circle
or an innite line with pairwise contact interaction whose strength is determined by a constant
 2 R. Most of the theory deals with the repulsive case ( > 0).
The QNLS model was introduced [40] as the rst example of a parameter-dependent boson gas
for which eigenstates and eigenvalues of the quantum Hamiltonian can be calculated exactly.
Earlier, Girardeau [22] studied a related system which does not contain a (nontrivial) parameter
but which can be obtained from the Lieb-Liniger system in the limit  ! 1. We also remark
that a free system of bosons is obtained in the limit  ! 0, which is an important test case for
results on the QNLS model.
Assume the particle coordinates are given by x = (x1;:::;xN) 2 JN for some closed interval
J  R. In units where Planck's constant ~ equals 1 and the mass of each particle 1
2, the
Hamiltonian H for the QNLS model is formally given by
H =   + 2
X
1j<kN
(xj   xk); (1.1)
with associated eigenvalue problem
H	 = E	;
for some E 2 R, where 	 is an element of a yet-to-be-determined function space. We have
written  =
PN
j=1 @2
j for the Laplacian, where @j = @
@xj. We emphasize that the denition Eqn.
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(1.1) is entirely formal, i.e. we have not specied the domain of H. We will address this in due
course.
Despite having been studied for a long time, the QNLS model still has open questions attached
to it. Dealing with these issues is all the more important since the QNLS model is in many ways
a prototypical integrable model; it is often chosen as a test case for (new) methods. With this
thesis we hope to make some advances in the theoretical understanding of the QNLS model.
1.1 Function spaces and the symmetric group
To place the Hamiltonian Eqn. (1.1) on a more rigorous footing, we introduce the following
standard terminology for function spaces. Given U a subset of RN or CN which has a nonempty
interior, let F(U) denote the vector space of complex-valued functions on U and consider its
subspace
C(U) = ff 2 F(U) : f is continuousg:
If U is open, we have the further subspaces
Ck(U) = ff 2 F(U) : f has derivatives up to order k which are continuousg; k 2 Z>0;
C1(U) = ff 2 F(U) : f is smoothg;
C!(U) = ff 2 F(U) : f is real-analyticg;
P(U) = ff 2 F(U) : f is polynomialg:
Given that each particle's location is restricted to be in the closed interval J  R, note that the
term in (1.1) proportional to  is linked to an arrangement of hyperplanes
Vj k =

x 2 JN : xj = xk
	
; for j < k:
The corresponding set of regular vectors is given by
JN
reg = JN n
[
1j<kN
Vj k =

x 2 JN : xj 6= xk if j 6= k
	
:
The alcoves are the connected components of JN
reg. The fundamental alcove is given by
JN
+ =

x 2 JN : x1 > ::: > xN
	
:1.1. FUNCTION SPACES AND THE SYMMETRIC GROUP 3
We recall some basic facts and denitions related to the symmetric group SN. The transposition
of two elements j;k 2 f1;:::;Ng, i 6= j is denoted sj k. For ease of notation we will sometimes
write 1 2 SN as sj j for some j = 1;:::;N. For j = 1;:::;N   1 the transposition sj j+1 is
written sj and called simple. SN is generated by the simple transpositions fsj : 1  j  N   1g
and has the corresponding presentation
SN =


s1;:::;sN 1js2
j = 1; sjsj+1sj = sj+1sjsj+1; sjsk = sksj if jj   kj > 1

:
SN has an obvious (left) action on JN dened by w(x1;:::;xN) = (xw1;:::;xwN), where
(x1;:::;xN) 2 JN and w 2 SN. In fact SN acts as a Weyl group associated to the collec-
tion of hyperplanes Vj k, i.e. the transpositions sj k act as reections in the hyperplane Vj k,
which are isometries with respect to the standard Euclidean inner product dened by
hx;yi :=
N X
j=1
xjyj for x;y 2 JN;
in other words hwx;yi =


x;w 1y

for all w 2 SN and all x;y 2 JN. Furthermore, JN
reg is an
invariant subset under the above action, and SN also acts on the collection of hyperplanes and
on the collection of alcoves. The latter action is transitive, so that JN
reg =
S
w2SN wJN
+ . Also,
there is a left action of SN on F(JN), dened by
(wf)(x) = f(w 1x);
for w 2 SN, f 2 F(JN) ! C, and x 2 JN. The vector space C(JN) is an invariant subset under
this action, and in the case J = R, so are Ck(RN), C1(RN), C!(RN) and P(RN). We note that
SN acts on the sets obtained from the above by replacing JN by JN
reg or CN. Given z 2 C,
we denote by  z its complex conjugate. The corresponding complex Euclidean inner product is
dened by


z;z0
:=
N X
j=1
zj z0
j for z;z0 2 CN;
and satises hwz;z0i =


z;w 1z0
for all w 2 SN and z;z0 2 CN. If X is a set acted upon by
SN, then XSN denotes the subset of elements of X that are left xed by SN.4 CHAPTER 1. INTRODUCTION
1.2 The QNLS problem revisited; the coordinate Bethe ansatz
It is well-known [12, 26, 40] that the eigenvalue problem of the Hamiltonian (1:1) should be
interpreted as the system of equations
 	jJN
reg = E	jJN
reg; (1.1)
(@j   @k)	jV +
j k   (@j   @k)	jV  
j k = 2	jVj k; for 1  j < k  N; (1.2)
for a 	 2 C(JN)SN whose restriction to JN
reg is twice continuously dierentiable. Here we have
used the notation
fjV 
j k = lim
xk!xj
xj?xk
f (1.3)
for f 2 C(JN). The equations (1.2) are called the derivative jump conditions.
Furthermore, if J is bounded without loss of generality we may assume that J = [ L=2;L=2],
for some L 2 R>0. In this case for the Hamiltonian to be (formally) self-adjoint it is necessary
to apply the following boundary conditions to 	 and its derivative:
	(x)jxj= L=2 = 	(x)jxj=L=2;
@j	(x)jxj= L=2 = @j	(x)jxj=L=2;
for j = 1;:::;N: (1.4)
Because 	 is SN-invariant, it is sucient to impose the conditions
 	jJN
+ = E	jJN
+ ; (1.5)
(@j   @k)	jV +
j j+1 = 	jVj j+1; for j = 1;:::;N   1; (1.6)
where we may now take 	 2 C(JN
+ ) with twice continuously dierentiable restriction to JN
+ .
The conditions (1.4) can also be simplied:
	(L=2;x1;:::;xN 1) = 	(x1;:::;xN 1; L=2);
@x	(x;x1;:::;xN 1)jx=L=2 = @x	(x1;:::;xN 1;x)jx= L=2:
(1.7)
Lieb and Liniger [40] solved this system by modifying an approach which Bethe used to analyse
the one-dimensional Heisenberg model [6]. This method is now known as the (coordinate) Bethe
ansatz. Write ei 2 C!(JN) for the plane wave with wavenumbers given by  = (1;:::;N) 2
CN, i.e. the function dened by
ei(x) = eih;xi = e
i
PN
j=1 jxj : (1.8)1.2. THE QNLS PROBLEM REVISITED; THE COORDINATE BETHE ANSATZ 5
This Bethe ansatz results in the statement that the Bethe wavefunction 	1;:::;N 2 C(JN) given
by
	1;:::;N(x) =
1
N!
X
w2SN
0
@
Y
1j<kN
wj   wk   i
wj   wk
1
Ae
i
PN
j=1 wjxj; for x 2 JN
+ ; (1.9)
solves the QNLS problem, i.e. it satises Eqns. (1.1-1.2) with E =
PN
j=1 2
j. Furthermore, if
1;:::;N are distinct real numbers satisfying the Bethe ansatz equations (BAEs), viz.
eijL =
N Y
k=1
k6=j
j   k + i
j   k   i
; for j = 1;:::;N; (1.10)
then in addition 	 satises Eqns. (1.4).
Example 1.2.1 (N = 2). We present the explicit expression of the Bethe wavefunction for N =
2 and J = [ L=2;L=2] for some L > 0. On the fundamental alcove

(x1;x2) 2 J2 : x1 > x2
	
we have
	1;2(x1;x2) =
1
2

1 2 i
1 2
ei(1x1+2x2) +
1 2 + i
1 2
ei(2x1+1x2)

;
the reader may verify that this leads to the following expressions for arbitrary (x1;x2) 2 J2:
	1;2(x1;x2) =
1
2

1 2 sgn(x1 x2)i
1 2
ei(1x1+2x2) +
+
1 2 + sgn(x1 x2)i
1 2
ei(2x1+1x2)

:
This function satises the system Eqns. (1.1-1.2), which in this case reads:
 (@2
1 + @2
2)	1;2(x1;x2) = (2
1 + 2
2)	1;2(x1;x2); if   L=2 < x1 6= x2 < L=2;
lim
x2!x1
x1>x2
(@1   @2)	1;2(x1;x2)   lim
x2!x1
x1<x2
(@1   @2)	1;2(x1;x2) = 2	1;2(x1;x1);
if   L=2 < x1 < L=2:
Furthermore, if
1 2+i
1 2 i = ei1L = e i2L, then we have
	1;2(L=2;x) = 	1;2( L=2;x) 	1;2(x;L=2) = 	1;2(x; L=2)
(@1	1;2)(L=2;x) = (@1	1;2)( L=2;x) (@2	1;2)(x;L=2) = (@2	1;2)(x; L=2):
We will keep returning to the N = 2 case throughout the thesis.6 CHAPTER 1. INTRODUCTION
1.3 Quantum inverse scattering method
An important solution technique for the QNLS model, and an example of a method using
the QNLS model as a test case, has been the quantum inverse scattering method (QISM). The
QISM is a quantized version of the classical inverse scattering method, a technique used for solv-
ing certain nonlinear partial dierential equations, and was developed by the Faddeev school
[17,36,52,56,57] after Baxter's pioneering work on exactly solvable models in statistical me-
chanics and his method of commuting transfer matrices; see [2] for a text book account and
references therein.
The application of the QISM to the QNLS model will be reviewed in Chapter 2. We make
some general remarks here. The QISM revolves around the so-called monodromy matrix T =

A B
C D

, a parameter-dependent 2x2-matrix whose entries are operators on the relevant state
space (in the case of the QNLS model, the Fock space, which is the direct sum of all spaces
L2(JN)SN of symmetrized square-integrable functions on the nite box JN). T satises the
Yang-Baxter equation related to the Yangian of gl2 whence commutation relations are obtained
for its entries. The algebra generated by A;B;C;D is called the Yang-Baxter algebra. The
relevance of the monodromy matrix to physical models lies in the fact that the transfer matrices
T = A + D form a self-adjoint commuting family and commute with (in fact are generating
functions for) the integrals of motion, including the Hamiltonian. It can be shown that under
certain conditions on the j (also called Bethe ansatz equations), the functions
	1;:::;N := BN :::B1	; (1.1)
are eigenfunctions of the transfer matrix, and hence of the Hamiltonian, where 	; is a reference
state (in the QNLS case it is 1 2 L2(J0)  = C).
1.4 Root systems and ane Hecke algebras
An important contribution by Gaudin [20] was the realization that the Lieb-Liniger system can
be naturally generalized in terms of (classical) crystallographic root systems. These general-
izations can also be solved by the Bethe ansatz approach and have been the subject of further
study [15,16,23,27,29]. It has been highlighted by Heckman and Opdam [29] that represen-
tations of certain degenerations of ane Hecke algebras play an essential role, providing the
second method for solving the QNLS problem.1.5. NORM FORMULAE, COMPLETENESS AND INTEGRABILITY 7
In particular, a non-symmetric function  1;:::;N can be constructed that solves the QNLS
eigenvalue problem Eqns. (1.1-1.2). Upon symmetrization one recovers the Bethe wavefunction
	1;:::;N; hence we will refer to  1;:::;N as the pre-wavefunction. This function  1;:::;N was
introduced into the theoretical picture of the QNLS model by Komori and Hikami [31,34] in
analogy to the non-symmetric Jack polynomials in the Calogero-Sutherland-Moser model [4,30,
49]. Furthermore, Hikami [31] has made clear the connection with Gutkin's propagation operator
or intertwiner [16,23], which intertwines two representations of the relevant degeneration of the
ane Hecke algebra. We will review this approach in Chapter 3 in more detail.
1.5 Norm formulae, completeness and integrability
In general, the norms of quantum-mechanical wavefunctions are important for the calculation
of probabilities because of the following reason. If 	 is a wavefunction of a quantum-mechanical
system whose L2-norm k	k equals 1, then j	(x)j2 can be interpreted as the probability den-
sity of nding the quantum system at location x. If 	 is an arbitrary wavefunction, then
~ 	 = 	=k	k is normalized and the aforementioned notion of probability density can be assigned
to j~ 	(x)j2 = j	(x)j2=k	k2.
As for the Bethe wavefunctions, their norms were conjectured by Gaudin [21] to be given by
so-called determinantal formulae. This was proven by Korepin [35] using QISM techniques.
Emsiz [15] has conjectured similar formulae for the norms of the eigenfunctions associated with
more general crystallographic root systems which have been veried for systems of small rank [7].
An important and dicult problem has been to determine the completeness of the Bethe wave-
functions. The spectrum of the Hamiltonian changes drastically depending on the type of
interaction (repulsive or interactive) and the geometry (line or circle). In the attractive case,
where  < 0, bound states occur (due to multi-particle binding), leading to a mixed spectrum.
For the system on the line, completeness of the Bethe eigenstates was shown by Oxford [47].
For the corresponding system on the circle this question is still an open problem.
For the repulsive case, the completeness of the Bethe wavefunctions in L2(RN)SN, where the
Hamiltonian has a purely continuous spectrum, was proven by Gaudin [18,19,21]. For the cor-8 CHAPTER 1. INTRODUCTION
responding problem on a bounded interval J (i.e. the system of quantum particles on a circle),
completeness (in L2(JN)SN) and orthogonality of the set of eigenfunctions of the QNLS Hamil-
tonian, viz. f	 :  satises the BAEs (1:10)g, were proven by Dorlas [12] using completeness
of the plane waves, a continuity argument at  = 0 and QISM techniques. To do this, it is
crucial to specify the right domain of H, so that it becomes essentially self-adjoint (i.e. its
closure is self-adjoint).
The QNLS model is a quantum integrable system, by which we mean that innitely many in-
tegrals of motion (conserved charges) exist: operators on L2(JN)SN which are simultaneously
diagonalized by the solutions of Eqns. (1.1-1.2), i.e. the Bethe wavefunctions. Because of
completeness of the Bethe wavefunctions, these operators mutually commute.
1.6 Experimental construction of the QNLS model
So far we have discussed the rich mathematical structures of the QNLS model. Its physical
signicance has been demonstrated by recent experiments [59,60] where systems described by
the QNLS model, consisting of magnetically conned ultra-cold rubidium atoms, have been
manufactured. These atoms are trapped using the magnetic eld generated by electrical currents
on a microchip; because of the low temperature, the movement of the atoms is reduced and an
eectively one-dimensional system is created. Theoretical advances in the QNLS model may be
of importance to such experiments and any new technology that arises out of them: by virtue
of integrability it may be possible to obtain exact data which can help to calibrate equipment.
1.7 Present work
The general problem that this thesis aims to address is the disparateness of the QISM and the
Hecke algebra approach. Each has their own advantages; the QISM yields recursive relations
for the Bethe wavefunctions whereas the degenerate ane Hecke algebra can be immediately
generalized to other reection groups. However, since both methods solve the QNLS problem
there should be connections, and we will highlight some of them.
In particular, we will focus on the pre-wavefunctions  1;:::;N and demonstrate that they are
more important to the theory of the QNLS model than previously thought. In Thm. 5.2.2 we
will prove that the pre-wavefunctions can be generated by operators b
 : C(RN) ! C(RN+1)1.8. OUTLINE OF THESIS 9
(for which we will give explicit formulae) as follows:
 1;:::;N = b 
N :::b 
1	; = b+
1 :::b+
N	;;
where (1;:::;N) 2 CN. In particular, we remark that the pre-wavefunctions are dened using
the ane Hecke algebra method, but satisfy a QISM-type relation (cf. Eqn. (1.1)); this ties
these two solution methods for the QNLS model more closely together. Furthermore, we obtain
the relation
BS(N) = S(N+1)b
;
where S(N) = 1
N!
P
w2SN w, leading to a new proof that BN :::B1	; indeed is the Bethe wave-
function. These operators b
 can also be seen as operators densely dened on non-symmetric1
Fock space, the direct sum of all the spaces L2(JN) for a bounded interval J, on which we
can dene further operators a;c
;d. These, together with S(N+1)b
, restrict to the QISM
operators A;B;C;D and we will highlight similar commutation relations that they satisfy,
prompting the concept of a non-symmetric Yang-Baxter algebra.
1.8 Outline of thesis
In Chapters 2 and 3 we will review the main theories in existence that solve the QNLS model.
In both chapters we present some original work. Chapter 4 is a short chapter highlighting some
connections between these two solution methods, which is largely original work. The main body
of original work, the theory surrounding the operators a;b
;c
;d, is found in Chapter 5. Fi-
nally, in Chapter 6 we provide some concluding remarks.
There are two appendices with detailed calculations, to which will be referred in Chapters 3, 4
and 5 where needed. This is followed by a list of symbols on page 132 and a list of references
on page 137.
1Or rather, \not-necessarily-symmetric".10 CHAPTER 1. INTRODUCTIONChapter 2
The quantum inverse scattering
method (QISM)
In this chapter we recall that the QNLS system of N spinless quantum particles on a line, a
line segment or a circle formally corresponds to the N-particle sector of a bosonic nonrelativis-
tic quantum eld theory which can be studied with the aid of the quantum inverse scattering
method (QISM), also known as the algebraic Bethe ansatz (ABA). This is a quantum version
of the (classical) inverse scattering methods and was introduced and developed by the (then)
Leningrad school led by Faddeev [17,36,52,56,57], which was preceded by Baxter's seminal work
[2] on exactly solvable models in statistical mechanics. It also contributed to the development
of quantum groups. Besides the work of the Faddeev school specic to the QNLS model [35,54]
we should also mention Gutkin's exposition [26]. For a mathematical background, we refer the
reader to [50,51].
We will start o by dening various Hilbert spaces and then briey review the quantum eld-
theoretic context of the QNLS Hamiltonian and the quantum inverse scattering method, centred
around the so-called monodromy matrix, Its entries are the generators of a spectrum generating
algebra (Yang-Baxter algebra) of the Hamiltonian and their commutation relations are encoded
in the famous Yang-Baxter equation. We will discuss the use of the Yang-Baxter algebra in
constructing eigenfunctions of the QNLS Hamiltonian and highlight some further properties of
the Yang-Baxter algebra, providing a connection to Yangians. Having reviewed the existing
theory, we present new integral formulae for the entries of the monodromy matrix which we
believe have computational advantages.
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2.1 Hilbert spaces
We will consider systems of quantum particles whose movement is restricted to a one-dimensional
set (an innite line, a nite line segment or a circle). In quantum mechanics, the possible states
of these systems are described by wavefunctions, which are elements of a Hilbert space. Let
J  R be a closed interval. The reader should keep in mind two cases: R itself and an interval
of some nite length L > 0. In any event, for N a nonnegative integer, consider
L2(JN) =

f : JN ! C :
Z
JN
dNxjf(x)j2 < 1

;
the set of square-integrable functions on JN, which is a Hilbert space with respect to the inner
product1
(f;g)N =
Z
JN
dNxf(x)g(x); (2.1.1)
for f;g 2 L2(JN). The corresponding norm is denoted by k  kN.
Denition 2.1.1. Let N be a nonnegative integer and J  R a closed interval. The (non-
symmetric) N-particle sector and the symmetric N-particle sector are the two Hilbert spaces
hN(J) = L2(JN); HN(J) = hN(J)SN  hN(J);
respectively. Note that h0(J) = H0(J) = C, which is spanned by the constant 1 2 h0(J) = H0(J),
i.e. the constant function: J0 ! C with value 1, which we will denote by 	; and refer to as the
pseudo-vacuum.
Remark 2.1.2. The established QISM for the QNLS is formulated in terms of the symmetric
N-particle sectors dened above. However, since the non-symmetric N-particle sectors can be
seen as an intermediate step in the construction of the N-particle sectors, we discuss them here
as well. In Chapter 5 they will play a more central role.
Notation (Symmetric and non-symmetric objects). In the rest of this thesis, whenever there
is a pair of objects (i.e. sets, functions on those sets, operators acting on such functions)
of which one is the symmetrized counterpart of the other, we will write the symmetric object
with a capital letter and the more general, not necessarily symmetric, object with a lower-case
letter, as we have done already for hN(J) and HN(J).
1For HN(J) it is also common to use the inner product dened by
1
N!
R
JN d
Nxf(x)g(x). However, by not
including the 1=N! factor we may express certain adjointness relations more easily.2.1. HILBERT SPACES 13
Remark 2.1.3. The N-particle sectors are state spaces for several particles moving along J.
In particular, the symmetric N-particle sector HN(J) is the state space of a system of indis-
tinguishable particles or bosons, i.e. quantum particles whose wavefunction is invariant under
exchange of coordinates (or more generally, invariant under exchange of \quantum numbers",
i.e. eigenvalues of \observables", certain formally self-adjoint operators on the state space).
This concept is the reason for the use of the symmetric group in the denition of HN(J).
Let w 2 SN. Note that (wf;g)N =
 
f;w 1g

N, for all f;g 2 hN(J). Hence, the inner product
on HN(J) satises
(F;G)N = N!
Z
JN
+
dNxF(x)G(x);
where we recall the fundamental alcove JN
+ =

x 2 JN : x1 > ::: > xN
	
.
Consider the direct sum of all non-symmetric N-particle sectors
L
N0 hN(J). Formally dene
an inner product on this space as follows
(f0  f1  f2  :::;g0  g1  g2  :::) := (f0;g0)0 + (f1;g1)1 + (f2;g2)2 + :::;
where for each N 2 Z0, fN;gN 2 hN(J). We emphasize that this does not properly dene an
inner product as the innite sum may not converge. As usual we may also (formally) dene
the associated norm kfk =
p
(f;f) for f 2
L
N0 hN(J); we will also formally consider the
inner product given by this formula and the corresponding norm on the direct sum of symmetric
N-particle sectors, which is a subspace. Finally, we note that the restriction of the formal inner
product (;) to any N-particle sector yields the existing inner product (;)N, so that we may
denote all these inner products simply by (;) if convenient. We are now ready for
Denition 2.1.4. The (non-symmetric) Fock space and the symmetric Fock space are given by
h(J) =
8
<
:
f 2
M
N0
hN(J) : kfk < 1
9
=
;
; H(J) =
8
<
:
F 2
M
N0
HN(J) : kFk < 1
9
=
;
 h(J);
respectively. These are Hilbert spaces with respect to the inner product (;) dened above and
they contain the dense subspaces of nite vectors (cf. [26, Prop. 6.2.2])
hn(J) =
(
f 2 h(J) : 9M 2 Z0 : f 2
M M
N=0
hN(J)
)
; Hn(J) = hn(J) \ H:
Remark 2.1.5. The Fock spaces allows for linear combinations of elements from dierent N-
particle sectors (i.e. superpositions of states containing a di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We note that the N-particle sectors hN(J) and HN(J), and also the Fock spaces h(J) and H(J)
are separable Hilbert spaces, i.e. admit countable orthonormal bases.
Remark 2.1.6. Essentially all Hilbert spaces used in physical theories are separable.
2.1.1 Test functions
In our case, the N-particle sectors hN(J) and HN(J) contain dense subspaces
dN(J) := C1
cpt(JN); DN(J) = C1
cpt(JN)SN = dN(J) \ HN;
respectively, consisting of test functions on JN, i.e. smooth functions from JN to C with compact
support. We form the spaces
d(J) :=
M
N0
dN(J); D(J) =
M
N0
DN(J) = d(J) \ H(J);
which are dense proper subsets of h(J) and H(J), respectively.
Remark 2.1.7. These dense subspaces are used to dene (possibly unbounded) operators on h
and H. In physics one is interested in Hamiltonians, certain (formally) self-adjoint operators
with real unbounded spectrum, as the eigenvalues are interpreted as \energy". Operators dened
everywhere on an innite-dimensional Hilbert space are necessarily bounded by virtue of the
Hellinger-Toeplitz theorem (see e.g. [50]). Hence, we must allow for operators that are only
dened on dense subsets.
Densely dened operators T on h(J) have a uniquely dened formal adjoint T, which is an
operator on h(J) satisfying (f;Tg) = (Tf;g) for all f;g 2 d(J). Note that this formal adjoint
may not be densely dened (it may even have trivial domain). Similarly we may consider formal
adjoints of operators densely dened on H(J).
For all aforementioned Hilbert spaces X = hN;HN;h;H;dN;DN;d;D we will use the shorthand
notation X = X(J) if J is clear from the context.
2.1.2 Periodicity and boundary conditions
The N-particle sector of the Fock space associated to the system on a circle of circumference L
is obtained by imposing L-periodicity on the elements of the N-particle sector hN(R) and hence
given by L2

(R=LZ)
N

, i.e. the Hilbert space of (symmetrized) L-periodic square-integrable2.2. QUANTUM FIELD THEORY 15
functions: RN ! C. Alternatively, we may dene these N-particle sectors in terms of the
N-particle sectors for the bounded interval J = [ L=2;L=2] and use the Hilbert space
n
f 2 hN : 8x 2 JN; 8j; f(x)jxj= L=2 = f(x)jxj=L=2
o
;
note that this does not depend on our particular choice2 of J. The same discussion applies to
the subspaces of symmetric functions.
Because of the physical interpretation of elements of a Hilbert space H as probability amplitudes
in quantum mechanics (i.e. their squared absolute values are probability densities for quantum
particles; this is also the reason why L2 functions are used), we are only interested in the
subspace

F 2 H : Fj@ Dom(F) = 0
	
, i.e. the set of functions which vanish at the boundary of
their domain. This is a closed linear subspace, and hence a Hilbert space in its own right.
 For J = R, F 2 HN(J) = L2(RN) implies limxj!1 F(x) = 0 and hence all elements of
the Hilbert space are physically meaningful.
 However, in the Hilbert space HN([ L=2;L=2]) with L 2 R>0, this subspace is
n
F 2 HN([ L=2;L=2]) : Fjxj=L=2 = 0 for all j = 1;:::;N
o
;
a subspace of the Hilbert space of L-periodic functions. It turns out that in this case it is
often more natural to study the subspace of H(J) of L-periodic functions.
2.2 Quantum eld theory
In the standard setup of the QISM [17,36] the Hamiltonian and the monodromy matrix for the
QNLS model are introduced as expressions in terms of quantum eld operators. We will briey
highlight some basic notions of non-relativistic quantum eld theory (the formalism known as
\second quantization").
2Another common choice is J = [0;L]. The choice J = [ L=2;L=2] has the benet that, again, certain
adjointness relations can be expressed more conveniently and that at least formally the system with J = R is
recovered in the limit L ! 1.16 CHAPTER 2. THE QUANTUM INVERSE SCATTERING METHOD
Notation (Deleting and appending single variables). Let N be a nonnegative integer.
 Let x = (x1;:::;xN) 2 JN and y 2 J. Then (x;y) = (x1;:::;xN;y) 2 JN+1 and
(y;x) = (y;x1;:::;xN) 2 JN+1.
 Let x = (x1;:::;xN+1) 2 JN+1 and j = 1;:::;N + 1. Then
x^ | = (x1;:::; ^ xj;:::;xN+1) = (x1;:::;xj 1;xj+1;:::;xN+1) 2 JN:
For each y 2 R two quantum elds (y);(y) are introduced as End(D)-valued distributions,
given by (y)(D0) = 0 and
((y)F)(x) =
p
N + 1F(x;y); for F 2 DN+1;x 2 JN;
((y)F)(x) =
1
p
N + 1
N+1 X
j=1
(y   xj)F(x^ |); for F 2 DN;x 2 JN+1;
(2.2.1)
for any positive integer N. These denitions can be made rigorous using so-called smeared elds,
for which we refer the reader to [51]. The key properties of the quantum elds is that they are
formally adjoint and satisfy the canonical commutation relations:
[(x);(y)] = (x   y); [(x);(y)] = [(x);(y)] = 0 (x;y 2 J):
The quantum elds can be dierentiated (in a distributional sense):
(@y(y)F)(x) =
p
N + 1@yF(x;y); for F 2 DN+1;x 2 RN;
(@y(y)F)(x) =
1
p
N + 1
N+1 X
j=1
0(y   xj)F(x^ |); for F 2 DN;x 2 RN+1:
Note that 0, the distributional derivative of the Dirac delta, is characterized by (0;F) =
 (;F0) =  F0(0) for all F 2 D1.
2.2.1 The Hamiltonian
We can (formally) express the QNLS Hamiltonian (1.1) from the Introduction as follows
H =
Z
J
dx
 
(@x)(x)(@x)(x) + (x)2(x)2
: (2.2.2)
In fact, H is an operator-valued distribution densely dened on End(D). From Eqn. (2.2.2)
it follows that H is formally self-adjoint3. The derivation of Eqn. (2.2.2) uses that, for all
3We recall that H with a suitable choice of domain is essentially self-adjoint [12]; in the case of bounded J we
recall the statement from Subsect. 2.1.2 that one needs to consider the subspace of H(J) of functions satisfying
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F 2 D1
N and x 2 JN,
Z
J
dx (@x(x))(@x(x)) =  ;
 
(y)2(y)2F

(x) =
X
j6=k
(y   xj)(y   xk)F(x^ |;^ k;y;y)
Remark 2.2.1. The convention to write (x) (and any of its derivatives) to the left of (x)
(and any of its derivatives) is called normal ordering. Physically this is required so that the
system reproduces the correct ground-state energy. Note that Eqn. (2.2.2) is what one would
obtain by quantizing the Hamiltonian of the classical non-linear Schr odinger (CNLS) model using
normal ordering:
Hclass
 () =
Z
R
dx
 
j@x(x)j2 + j(x)j4
:
This explains the name \quantum nonlinear Schr odinger model". We also note that the CNLS
model can be solved by the classical inverse scattering method.
2.2.2 The monodromy matrix and the transfer matrix
In the introductory remarks at the start of this chapter we touched upon an object called the
monodromy matrix as an important tool to study the QNLS model. Here we will make this
more precise. We will rst dene the monodromy matrix and then show that it is an important
tool in solving the eigenvalue problem of the QNLS Hamiltonian. Dene the (local) L-matrix
for the QNLS as
L(x) =
0
@ i=2 (x)
(x) i=2
1
A: (2.2.3)
Using the time-ordered exponential [36,52,54] we can (formally) construct the (non-local) mon-
odromy matrix T, an operator on End(C2 
 H) densely dened on End(C2 
 D):
T = :exp+
Z
J
dxL(x): =
X
n0
Z
Jn
+
dnx : L(xn):::L(x1) : (2.2.4)
where : ::: : indicates that normal ordering of the quantum elds (x);(x) is applied. That
is, when expanding the product of matrices L(xn):::L(x1), in the resulting expressions any
(x) is moved to the left of any (y).
The monodromy matrix is a 2x2-matrix with entries given by:
T =
0
@T 11
 T 12

T 21
 T 22

1
A =
0
@A B
C D
1
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We will see in Prop. 2.4.2 (iv) that the matrix entries of T are bounded on the dense subspace
Hn, which implies that T can be viewed as an element of End(C2 
 H).
The transfer matrix is obtained by taking the partial trace over C2 of the monodromy matrix:
T = TrC2 T = A + D: (2.2.5)
We will see in Section 2.4 that A and D have the same dense domain D so that T is also
densely dened. From Cor. 2.4.3 we know that for J bounded and  2 R, T is self-adjoint.
Furthermore, in Thm. 2.4.8 we will see that for all ; 2 C, [T;T] = 0, and in Thm. 2.5.7
that 	 := BN :::B1	; is an eigenfunction of T, assuming that  satises certain conditions.
Dorlas [12] has shown that the 	 are a complete set in HN.
The importance of the transfer matrix, and hence the monodromy matrix, to the study of the
QNLS Hamiltonian H follows from the following argument (e.g. see [36]). The Hamiltonian
H is a linear combination of the coecients obtained by asymptotically expanding T, i.e. by
expanding T in powers of  in the limit  ! i1. Then expanding [T;T] = 0 with respect
to  implies that these expansion coecients commute with T. Hence, we obtain [H;T] = 0.
More precisely,
log

eiL=2 T

!i1

i

H[0]
 +
i
2

H[1]
  
i
2
H[0]


+
+
i
3

H[2]
   iH[1]
  
2
3
H[0]


+ O( 4); (2.2.6)
where H
[2]
 = H and we have introduced the number and momentum operators
H[0]
 =
Z
J
dx(x)(x); H[1]
 =  i
Z
J
dx(x)
d
dx
(x):
These three operators are part of an innite family of operators H
[n]
 , for n = 0;1;:::, which
can be recovered recursively by calculating coecients for higher powers of  1 in Eqn. (2.2.6).
There exists a formalism [24] for expressing all H
[n]
 in terms of the Bose elds (x);(x).
Alternatively (again see [36]) the H
[n]
 can be rigorously dened by their restrictions to HN; for
this purpose consider the n-th power sum polynomials dened by
pn(1;:::;N) =
N X
j=1
n
j : (2.2.7)
Then we have
H[n]
 jHN = pn( i@1;:::; i@N) =
N X
j=1
( i@j)n; (2.2.8)2.3. THE R-MATRIX AND THE YANG-BAXTER EQUATION 19
together with the higher-order derivative jump conditions at the hyperplanes:
(@j   @k)
2l+1 jV +
j k   (@j   @k)
2l+1 jV  
j k = 2 (@j   @k)
2l jVj k; for 1  2l + 1  n   1:
It follows from the above that the H
[n]
 all commute with T and hence with each other and with
H. Therefore they can be interpreted as integrals of motion.
2.3 The R-matrix and the Yang-Baxter equation
The monodromy matrix satises the (quantum) Yang-Baxter equation (QYBE), which involves
another operator called the (QNLS) R-matrix.
Denition 2.3.1. Let  2 C n f0g and  2 R. Then
R = 1 
 1  
i

P 2 End(C2 
 C2); (2.3.1)
where P 2 End(C2 
 C2) is the permutation operator: P(v1 
 v2) = v2 
 v1 for v1;v2 2 C2.
Remark 2.3.2. This particular R-matrix is relevant not only to the QNLS model, but also
appears in other contexts such as the XXX model [6] and the Toda chain [58]. These models are
therefore algebraically related.
Note that R is invertible unless  = i; for these singular values of  we see that Ri =
1 
 1  P is proportional to a projection. In general, RR  =
2+2
2 . It can be easily checked
that, for distinct nonzero ; 2 C, R satises:
(R )12 (R)13 (R)23 = (R)23 (R)13 (R )12 2 End(C2 
 C2 
 C2): (2.3.2)
The subscript ij indicates which embedding End(C2 
 C2) ,! End(C2 
 C2 
 C2) is used.
Remark 2.3.3. Eqn. (2.3.2) has many solutions, amongst which the R-matrix dened in Defn.
2.3.1 stands out as the simplest nontrivial one.
2.3.1 The Yang-Baxter equation
We will now outline the method used in [26] and [36] to derive the QYBE, an identity involving
the R-matrix and the monodromy matrix T . Since T is dened in terms of the L-matrix, it
makes sense to establish rst a more basic identity involving R and L. For notational convenience
we introduce the standard basis of sl2:
  =
 
0 0
1 0
!
; + =
 
0 1
0 0
!
; z =
 
1 0
0  1
!
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satisfying the sl2-relations [z;] = 2, [+; ] = z. It can be checked that
P =
1
2
(1 
 1 + z 
 z)=2 + + 
   +   
 +:
Lemma 2.3.4. Let ; 2 C be distinct. Then
R  (1 + L(x) 
 1 + 1 
 L(x) +   
 +) =
= (1 + L(x) 
 1 + 1 
 L(x) + + 
  )R  2 End(C2 
 C2 
 H): (2.3.3)
Proof. Expanding the identity by powers of , we see that the statement follows from
[P;L(x) 
 1 + 1 
 L(x)) = i(   )(+ 
       
 +);
which is a consequence of the elementary identities
P (L(x) 
 1)   (1 
 L(x))P =  
i(   )
2
P (z 
 1);
P (1 
 L(x))   (L(x) 
 1)P =
i(   )
2
(z 
 1)P;
[(z 
 1);P] = 2(+ 
       
 +):
Theorem 2.3.5. [26,36] Let ; 2 C be distinct. Then T satises the quantum Yang-Baxter
equation4:
R  (T 
 1)(1 
 T) = (1 
 T)(T 
 1)R  2 End(C2 
 C2 
 H): (2.3.4)
Proof. We explain the basic idea of the proof, referring to [26,36] for details. The interval J
is split into subintervals; the monodromy matrix is redened for each subinterval allowing the
original monodromy matrix to be written as a product of monodromy matrices for subintervals.
The key step is to use the \local" equation Eqn. (2.3.3) and integrate it over each subinterval.
We will now study the four matrix entries of T in more detail; in particular, we will study their
commutation relations which are encoded in the QYBE (2.3.4).
2.4 The Yang-Baxter algebra
Let  2 C and J = [ L=2;L=2] with L 2 R>0. The following expressions for the matrix entries
of T, densely dened on each DN, are well-known [26, Eqns. (6.1.6)-(6.1.7) and Eqn.(6.1.13)].
A = e iL=2
N X
n=0
n
Z
J2n
+
d2ny e
 i
P2n
j=1( 1)jyj
0
B
@
2n Y
j=1
j odd
(yj)
1
C
A
0
B
@
2n Y
j=1
j even
(yj)
1
C
A : DN ! HN; (2.4.1)
4It is also known as the exchange relation or simply the RT T -relation.2.4. THE YANG-BAXTER ALGEBRA 21
B =
N X
n=0
n
Z
J2n+1
+
d2n+1y e
 i
P2n+1
j=1 ( 1)jyj
0
B
@
2n+1 Y
j=1
j odd
(yj)
1
C
A
0
B
@
2n+1 Y
j=1
j even
(yj)
1
C
A : DN ! HN+1; (2.4.2)
C =
N X
n=0
n
Z
J2n+1
+
d2n+1y e
i
P2n+1
j=1 ( 1)jyj
0
B
@
2n+1 Y
j=1
j even
(yj)
1
C
A
0
B
@
2n+1 Y
j=1
j odd
(yj)
1
C
A : DN+1 ! HN; (2.4.3)
D = eiL=2
N X
n=0
n
Z
J2n
+
d2ny e
i
P2n
j=1( 1)jyj
0
B
@
2n Y
j=1
j even
(yj)
1
C
A
0
B
@
2n Y
j=1
j odd
(yj)
1
C
A : DN ! HN: (2.4.4)
To obtain explicit expressions for these, it is benecial to introduce unit step functions. The
one-dimensional unit step function  : R ! f0;1g is dened by
(x) =
8
> <
> :
1; x > 0;
0; x  0:
The multidimensional unit step function  : RN ! f0;1g is given by (x) =
QN
j=1 (xj).
Furthermore, (x1 > ::: > xN) is shorthand for (x1   x2;x2   x3;:::;xN 1   xN).
Example 2.4.1 (N = 2). The denitions in Eqns. (2.4.1-2.4.4) yield the following for the case
N = 2:
AjD2 = e iL=2
 
1 + 
Z
J2
+
dy1 dy2 ei(y1 y2) (y1)(y2)+
+2
Z
J4
+
dy1 dy2 dy3 dy4 ei(y1 y2+y3 y4) (y1)(y3)(y2)(y4)
!
;
BjD2 =
Z
J
dy eiy (y) + 
Z
J3
+
dy1 dy2 dy3 ei(y1 y2+y3) (y1)(y3)(y2)+
+ 2
Z
J5
+
dy1 dy2 dy3 dy4 dy5 ei(y1 y2+y3 y4+y5) (y1)(y3)(y5)(y2)(y4)
CjD3 =
Z
J
dy e iy (y) + 
Z
J3
+
dy1 dy2 dy3 ei( y1+y2 y3) (y2)(y1)(y3)+
+ 2
Z
J5
+
dy1 dy2 dy3 dy4 dy5 ei( y1+y2 y3+y4 y5) (y2)(y4)(y1)(y3)(y5)
DjD2 = eiL=2
 
1 + 
Z
J2
+
dy1 dy2 ei( y1+y2) (y2)(y1)+
+2
Z
J4
+
dy1 dy2 dy3 dy4 ei( y1+y2 y3+y4) (y2)(y4)(y1)(y3)
!
:
Focusing on the expression for A, from Eqn. (2.2.1) we have
((y1)(y2)F)(x1;x2) = (y1 x1)F(x2;y2) + (y1 x2)F(x1;y2)
((y1)(y3)(y2)(y4)F)(x1;x2) = (y1 x1)(y3 x2)F(y2;y4) + (y1 x2)(y3 x1)F(y2;y4);22 CHAPTER 2. THE QUANTUM INVERSE SCATTERING METHOD
for F 2 D2, so that
(AF)(x1;x2) =
= e iL=2

F(x1;x2) + 
Z
J2
dy1 dy2(y1>y2)ei(y1 y2) (y1 x1)F(x2;y2)+
+ 
Z
J2
dy1 dy2(y1>y2)ei(y1 y2) (y1 x2)F(x1;y2)+
+ 2
Z
J4
dy1 dy2 dy3 dy4(y1>y2>y3>y4)ei(y1 y2+y3 y4) (y1 x1)(y3 x2)F(y2;y4)
+2
Z
J4
dy1 dy2 dy3 dy4(y1>y2>y3>y4)ei(y1 y2+y3 y4) (y1 x2)(y3 x1)F(y2;y4)

= e iL=2

F(x1;x2) + 
Z
J
dy(x1>y)ei(x1 y) F(x2;y) + 
Z
J
dy(x2>y)ei(x2 y) F(x1;y)+
+ 2
Z
J2
dy1 dy2(x1>y1>x2>y2)ei(x1+x2 y1 y2) F(y1;y2)
+2
Z
J2
dy1 dy2(x2>y1>x1>y2)ei(x1+x2 y1 y2) F(y1;y2)

= e iL=2
 
F(x1;x2) + 
Z x1
 L=2
dy ei(x1 y) F(x2;y) + 
Z x2
 L=2
dy ei(x2 y) F(x1;y)+
+ 2
Z x1
x2
dy1
Z x2
 L=2
dy2 ei(x1+x2 y1 y2) F(y1;y2)
+2
Z x2
x1
dy1
Z x1
 L=2
dy2 ei(x1+x2 y1 y2) F(y1;y2)
!
:
We will provide explicit integral formulae such as the one for A in Example 2.4.1 shortly. First
we highlight
Proposition 2.4.2 (Properties of A, B, C, and D). Let  2 C.
(i) We have
A(DN);D(DN)  HN; B(DN)  HN+1; C(DN)  HN 1; C(H0) = 0:
(ii) A and D  are formally adjoint, as are B and C .
(iii) The actions of A, B, C, D on 	; are as follows:
A	; = e iL=2 	;; (B	;)(x) = eix; C	; = 0; D	; = eiL=2 	;:
(iv) Crucially, the operators A, B, C and D are bounded on Hn if J is bounded. More
precisely, let 0 2 R and L 2 R>0. Then
kAjHNk  e(0+jjN)L; if   0  Im;
kBjHNk;kCjHNk  N
p
Le(0=2+jjN)L; if   0  Im  0;
kDjHNk  e(0+jjN)L; if Im  0:
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In particular, for  2 R we have
kAjHNk;kDjHNk  ejjNL;kBjHNk;kCjHNk  N
p
LejjNL : (2.4.6)
(v) Furthermore, we can express A and D in terms of B, and C in terms of A or D,
as follows:
A = [( L=2);B]; D = [(L=2);B]; C =
1

[(L=2);A] =
1

[( L=2);D]:
Proof. Properties (i)-(iii) follow immediately from Eqns. (2.4.1-2.4.4). To establish property
(iv), we refer to [26, Props. 6.2.1 and 6.2.2] for the details of the proof of the norm bounds for
A and C. Hence A (on any half-plane Im   0) and C (on any \strip" jImj  0) can
be uniquely extended to bounded operators dened on each HN. These have bounded adjoints
dened on each HN, of which D and B must be the restrictions to D, because of property
(ii). Since the adjoint of a bounded operator is bounded, we obtain the norm bounds for D
(on the half-plane Im  0) and B as well. For  2 R, the norm bounds for A, B, C,
and D follow immediately. For property (v), we remark that since the operators A, B, C
and D are bounded they can viewed as endomorphisms of H. Then the desired result follows
immediately from Eqns. (2.4.1-2.4.4).
In view of property (i) we will refer to B as the QNLS (particle) creation operator. Combining
properties (ii) and (iv) we obtain that
A
 = D ; B
 = C : (2.4.7)
Eqn. (2.4.6) yields that T = A+D is bounded on each HN, and hence its unique extension to
HN is continuous. From property (ii) it follows that T is formally self-adjoint; by the continuity
of the L2 inner product its extension to HN is also formally self-adjoint, and hence self-adjoint.
We have obtained
Corollary 2.4.3. For J bounded and  2 R, T is bounded and self-adjoint on Hn.
2.4.1 Integral formulae for the entries of the monodromy matrix
To understand the matrix entries of T better, we study their action on HN. Let N and n be
nonnegative integers with n  N. Dene the following sets of multi-indices
in
N = fi 2 f1;:::;Ngn : for l 6= m; il 6= im g; (2.4.8)
In
N = fi 2 f1;:::;Ngn : i1 < ::: < in g  in
N; (2.4.9)24 CHAPTER 2. THE QUANTUM INVERSE SCATTERING METHOD
of n-tuples consisting of distinct and increasing elements from the index set f1;:::;Ng, respec-
tively.
Notation (Deleting and appending multiple variables). Let X be a set; let N and n be
nonnegative integers with n  N.
 Given x = (x1;:::;xN) 2 XN and i 2 in
N. There is a unique element j = (j1;:::;jn) 2
In
N \ SN(i). We write
x^ { = x^ {1:::^ {n = ((:::(x^ |n):::)^ |2)^ |1:
In other words, x^ { is the element of XN n obtained by deleting those xj with j = im
for some m.
 Also, given x 2 XN and y = (y1;:::;yn) 2 Xn for some positive integer n, then
(x;y) = (x1;:::;xN;y1;:::;yn) 2 XN+n.
Notation (Integral limits). Let N and n be nonnegative integers with n  N and let L 2
R>0. Whenever i 2 in
N and x 2 [ L=2;L=2]N, we will use the conventions that xi0 = L=2
and xin+1 =  L=2; this facilitates the notation of certain integrals.
Let J  R be a bounded or unbounded interval. For any set X  JN, denote by X the
characteristic function of X. Furthermore, we will use the same notation X to denote the
multiplication operator acting on F(JN) or F(JN
reg) by sending f to x 7! X(x)f(x) (for
x 2 JN or x 2 JN
reg, respectively). To dene (possibly unbounded) operators on HN it is
sucient to specify the resulting function in the set JN
+ and then symmetrize to JN
reg by applying
P
w2SN w 1JN
+ w; for each x, only the term with wx 2 JN
+ survives. Moreover, one can extend
the resulting function to the entire hypercube JN such that the extension is continuous at the
hyperplanes Vj k (the limits xk ! xj in both domains xj ? xk are identical due to symmetry).
Denition 2.4.4 (Elementary integral operators). Let  2 C, J = [ L=2;L=2] with L 2 R>0
and n = 0;:::;N. Dene the elementary integral operators,
^ E;i = ^ E;i1 :::in+1 : HN ! HN+1; for i 2 In+1
N+1;
 E
;i =  E
;i1 :::in : HN ! HN; for i 2 In
N;
 E;i =  E;i1 :::in : HN+1 ! HN; for i 2 In
N;
9
> > > > =
> > > > ;
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by the following formulae. For F 2 DN, x 2 JN+1
+ , i 2 In+1
N+1 we have

^ E;iF

(x) =
 
n Y
m=1
Z xim
xim+1
dym
!
ei(
Pn+1
m=1 xim 
Pn
m=1 ym) F (x^ {;y1;:::;yn);
for F 2 DN, x 2 JN
+ and i 2 In
N we have

 E+
;iF

(x) = e iL=2
 
n Y
m=1
Z xim
xim+1
dym
!
ei
Pn
m=1(xim ym) F (x^ {;y1;:::;yn);

 E 
;iF

(x) = eiL=2
 
n Y
m=1
Z xim 1
xim
dym
!
ei
Pn
m=1(xim ym) F (x^ {;y1;:::;yn);
and for F 2 DN+1, x 2 JN
+ and i 2 In
N we have
   E;iF

(x) =
 
n Y
m=1
Z xim 1
xim
dym
!
ei(
Pn
m=1 xim 
Pn+1
m=1 ym) F (x^ {;y1;:::;yn+1):
From Eqns. (2.4.1-2.4.4) the following expressions can be deduced (see e.g. [26]):
A =
N X
n=0
n X
i2In
N
 E+
;i : HN ! HN; (2.4.11)
B =
1
N + 1
N X
n=0
n X
i2In+1
N+1
^ E;i : HN ! HN+1; (2.4.12)
C = (N + 1)
N X
n=0
n X
i2In
N
 E;i : HN+1 ! HN; (2.4.13)
D =
N X
n=0
n X
i2In
N
 E 
;i : HN ! HN; (2.4.14)
where  2 C. We have changed the multiplicative factor of B from 1 p
N+1 to 1
N+1, and similarly
for C from
p
N + 1 to N + 1. This corresponds to conjugating the monodromy matrix by a
matrix of the form !z =
 
! 0
0 ! 1
!
. Because R commutes with (!z 
 1)(1 
 !z) the YBE
(2.3.4) is preserved and hence this formalism describes the same physical system.
Example 2.4.5 (N = 2, continuation of Example 2.4.1). We present the explicit formulae
for the action of the matrix entries of T on suitable functions F restricted to the appropriate
fundamental alcove. For F 2 D2 and (x1;x2) 2 J2
+ (i.e. L=2 > x1 > x2 >  L=2) we have
(AF)(x1;x2) = e iL=2
 
F(x1;x2) + 
Z x1
 L=2
dy ei(x1 y) F(x2;y)+
+ 
Z x2
 L=2
dy ei(x2 y) F(x1;y)+
+ 2
Z x1
x2
dy1
Z x2
 L=2
dy2 ei(x1+x2 y1 y2) F(y1;y2)
!
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(DF)(x1;x2) = eiL=2
 
F(x1;x2) + 
Z L=2
x1
dy ei(x1 y) F(x2;y)+
+ 
Z L=2
x2
dy ei(x2 y) F(x1;y)+
+ 2
Z L=2
x1
dy1
Z x1
x2
dy2 ei(x1+x2 y1 y2) F(y1;y2)
!
:
For F 2 D2 and (x1;x2;x3) 2 J3
+ we have
(BF)(x1;x2;x3) =
1
3

eix1 F(x2;x3) + eix2 F(x1;x3) + eix3 F(x1;x2)+
+ 
Z x1
x2
dy ei(x1+x2 y) F(x3;y) + 
Z x1
x3
dy ei(x1+x3 y) F(x2;y)+
+ 
Z x2
x3
dy ei(x2+x3 y) F(x1;y)+
+ 2
Z x1
x2
dy1
Z x2
x3
dy2 ei(x1+x2+x3 y1 y2) F(y1;y2)

;
and nally for F 2 D3 and (x1;x2) 2 J2
+ we have
(CF)(x1;x2) = 3
 Z L=2
 L=2
dy e iy F(x1;x2;y)+
+ 
Z L=2
x1
dy1
Z x1
 L=2
dy2 ei(x1 y1 y2) F(x2;y1;y2)+
+ 
Z L=2
x2
dy1
Z x2
 L=2
dy2 ei(x2 y1 y2) F(x1;y1;y2)+
+2
Z L=2
x1
dy1
Z x1
x2
dy2
Z x2
 L=2
dy3 ei(x1+x2 y1 y2 y3) F(y1;y2;y3)
!
:
Because of the above representation of the operators A, B, C, D as integral operators we
shall also refer to them as the QISM integral operators.
2.4.2 Commutation relations between the QISM integral operators
Having established in Prop. 2.4.2 (iv) that A, B, C, D are bounded in Hn, we consider
the subalgebra of End(H) generated by them and refer to it as the (symmetric) Yang-Baxter
algebra for the QNLS. Immediately from Thm. 2.3.5 we have
Corollary 2.4.6. For all choices of j1;k1;j2;k2 2 f1;2g and all ; 2 C,  6=  we have
h
T
j1 k1
 ;T j2 k2

i
=  
i
   

T
j2 k1
 T j1 k2
   T j2 k1
 T
j1 k2


; (2.4.15)2.4. THE YANG-BAXTER ALGEBRA 27
i.e. we have
[A;A] = [B;B] = [C;C] = [D;D] = 0
[A;B] =  
i
   
(BA   BA); (2.4.16)
[A;C] =
i
   
(CA   CA);
[B;A] =  
i
   
(AB   AB); (2.4.17)
[B;D] =
i
   
(DB   DB); (2.4.18)
[C;A] =
i
   
(AC   AC); (2.4.19)
[C;D] =  
i
   
(DC   DC);
[D;B] =
i
   
(BD   BD); (2.4.20)
[D;C] =  
i
   
(CD   CD);
[A;D] =  
i2
   
(BC   BC); (2.4.21)
[D;A] =  
i2
   
(CB   CB);
[B;C] =  
i
   
(AD   AD); (2.4.22)
[C;B] =  
i
   
(DA   DA): (2.4.23)
We will at times refer to these identities by the letters of the operators appearing in the com-
mutator on the left-hand side of the equals sign. For example, the AB-relation is the relation
labelled (2.4.16) and is the relation used to move an A-operator past a B-operator from left to
right. We make the following observations.
 The DD- and CC-relations are the (formal) adjoints of the AA- and BB-relations, respec-
tively. There is a subtlety in the derivation of these relations from Cor. 2.4.6. For example
for the AA-relation one obtains ( +i)[A;A] = 0, so that an additional assumption
    6=  i seems necessary. However, by swapping  and  this can be overcome.
 The BD-, DB-, CD- and DC-relations are the adjoints of the AC-, CA-, AB- and BA-
relations, respectively.
 The AD-, BC-, CB- and DA-relations are formally self-adjoint.
It is easily checked that the BA-relation is equivalent to the AB-relation; similarly, the BD-
relation to the DB-relation. More generally, we have28 CHAPTER 2. THE QUANTUM INVERSE SCATTERING METHOD
Lemma 2.4.7. Let ; be distinct complex numbers, and X and Y parametrized elements of
an associative algebra over C satisfying
[X;Y] = h  (XY   XY)
for some h : C n f0g ! C n f0g : z 7! hz satisfying h z =  hz. Then
[Y;X] = h  (YX   YX):
Proof. Note that it follows immediately that [X;Y] = [X;Y] We may write
[Y;X] =  [X;Y] =  h  (XY   XY)
= h  ([X;Y] + YX   [X;Y]   YX) = h  (YX   YX):
2.4.3 Integrability of the QNLS model
Referring back to the discussion at the end of Section 2.2, we now formulate the condition from
which the integrability of the QNLS model follows.
Theorem 2.4.8 (Commuting transfer matrices). Let ; 2 C. Then [T;T] = 0.
Proof. We may assume  6= . In view of [A;A] = [D;D] = 0, it is sucient to prove that
[A;D] =  [D;A] = [A;D], i.e. that [A;D] is invariant under  $ . This follows
immediately from Eqn. (2.4.21).
Let  2 R. From Cor. 2.4.3 and Thm. 2.4.8 it follows that we have a commuting family of self-
adjoint operators T, they have common eigenfunctions, necessarily independent of the spectral
parameter . We will now construct these eigenfunctions.
2.5 The Bethe wavefunction and the algebraic Bethe ansatz
We start this process by using the operators B to construct from an element of H0 an element
of HN, i.e. a wavefunction representing an N-particle state.
2.5.1 The Bethe wavefunction
Introduce the set of complex regular vectors
CN
reg =

 2 CN : j 6= k if j 6= k
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Denition 2.5.1 (Bethe wavefunction). Let  = (1;:::;N) 2 CN
reg. We dene the Bethe
wavefunction as
	 =
0
@
N Y
j=1
Bj
1
A	;: (2.5.1)
Remark 2.5.2. Note that the Bethe wavefunction is an N-particle wavefunction since we have
applied the QNLS particle creation operator N times to the pseudovacuum 	;. By virtue of the
relation [B;B] = 0, the order of the product of the B-operators does not matter and hence
for any w 2 SN, 	 = 	w, so 	 is a wavefunction describing a system of bosons. If J is
bounded, we will see that further conditions need to be imposed on  in order to make 	 an
eigenfunction of T. The wavefunctions 	 will turn out to be nontrivial linear combinations of
plane waves with wavenumbers given by permutations of ; the interaction between the particles
is encoded in the combinatorial nature of the coecients of the Bethe wavefunction.
Let (1;:::;N+1) 2 CN+1
reg . Immediately from its denition we have the following key property
of the Bethe wavefunction 	:
	1;:::;N+1 = BN+1	1;:::;N: (2.5.2)
2.5.2 The Bethe ansatz equations
Let L 2 R>0 and  2 R. The Bethe ansatz equations (BAEs) for  2 CN are
eijL =
Y
k6=j
j   k + i
j   k   i
; for j = 1;:::;N: (2.5.3)
Let  2 CN be a solution of the BAEs (2.5.3). Then it is easily checked that  satises the
following conditions.
(i) For any w 2 SN, w is a solution.
(ii) For any integer m,  + 2
L m1 is also a solution, where 1 = (1;:::;1) 2 CN.
(iii) The quantity
PN
j=1 j is an integer multiple of 2=L.
Remark 2.5.3. The latter statement is physically relevant as it indicates that the total momen-
tum is quantized.
Lemma 2.5.4. [36] Let  > 0. All solutions  of the BAEs (2.5.3) are in RN. The set of
solutions is injectively parametrized by ZN and hence there are innitely many solutions.30 CHAPTER 2. THE QUANTUM INVERSE SCATTERING METHOD
Outline of proof. We refer to [36] for the detailed proof. The reality of the solutions of the BAEs
can be obtained by a straightforward estimate on the imaginary parts of the j, where one uses
that  is positive. The existence of solutions, as well as the parametrization, follows by recasting
Eqn. (2.5.3) in logarithmic form; this gives
Lj +
N X
k=1
2tan 1

j   k


= 2nj; for j = 1;:::;N;
where the nj are integers if N is odd and half-integers if N is even. One then makes use of the
fact that these equations also form the extremum condition for the so-called Yang-Yang action
S =
L
2
N X
j=1
2
j   2
N X
j=1
njj +
1
2
X
1j6=kN
Z j k
0
dtan 1




:
Let  2 CN
reg. Introduce the short-hand notation

 () =
N Y
j=1
j     i
j   
; (2.5.4)
note that 
 2 C!((C n fg)N) is SN-invariant.
Lemma 2.5.5. Let L 2 R>0,  2 R and  2 CN
reg. The BAEs (2.5.3) is equivalent to the
conditions
eijL =
+
j(^ |)
 
j(^ |)
; for j = 1;:::;N; (2.5.5)
+
j(^ |) = eijL  
j(^ |); for j = 1;:::;N: (2.5.6)
Proof. For the case  = 0 the claims are immediate; suppose now that  6= 0. The equivalence
of the BAES with Eqn. (2.5.5) follows immediately from the condition that  2 CN
reg. As for
Eqn. (2.5.6), it is certainly necessary for Eqn. (2.5.5); it is also sucient since j   k = i
cannot occur for any pair j;k, as we prove now by supposing the opposite. Starting with such
a pair, using Eqn. (2.5.6) one constructs a sequence (jl)l1 where for all l, jl 2 f1;:::;Ng and
jl  jl+1 = i. From the existence of l < m with jl = jm we obtain 0 = jl  jm = (m l)i,
in contradiction with  6= 0.
2.5.3 The algebraic Bethe ansatz
The central idea of the ABA is to impose the Bethe ansatz equations on  to obtain an eigen-
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Proposition 2.5.6. Let L 2 R>0,  2 R and (;) 2 CN+1
reg . Then
A	 = +
 ()e iL=2 	 +
N X
j=1
+
j(^ |)
i
j   
e ijL=2 	^ |;; (2.5.7)
D	 =  
 ()eiL=2 	  
N X
j=1
 
j(^ |)
i
j   
eijL=2 	^ |;: (2.5.8)
Proof. By induction; for N = 0 the statements are trivially true. We will complete the proof
by showing that the statement for A holds \as is" if the statement holds with N ! N   1.
Writing 0 = (1;:::;N 1), we have that 	 = BN	0. From Eqn. (2.4.16) we have
A	 =
N      i
N   
BNA	0 +
i
N   
BAN	0:
The induction hypothesis yields
A	 =
N      i
N   
BN
0
@+
 (0)e iL=2 	0 +
N 1 X
j=1
+
j(0
^ |)
i
j   
e ijL=2 	0
^ |;
1
A+
+
i
N   
B
0
@+
N(0)e iNL=2 	0 +
N 1 X
j=1
+
j(^ |)
i
j   N
e ijL=2 	^ |
1
A
= +
 ()e iL=2 	 + +
N(0)
i
N   
e iNL=2 	0;+
+
N 1 X
j=1
+
j(0
^ |)

N      i
N   
i
j   
+
i
N   
i
j   N

e ijL=2 	^ |;:
Using that
N      i
N   
i
j   
+
i
N   
i
j   N
=
N   j   i
N   j
i
j   
we obtain Eqn. (2.5.7). The proof for Eqn. (2.5.8) goes analogously, using the commutation
relation Eqn. (2.4.20) instead of Eqn. (2.4.16).
Now we can state and prove
Theorem 2.5.7 (Spectrum of the transfer matrix). Let L 2 R>0,  2 R and (;) 2 CN+1
reg .
Then 	 is an eigenfunction of the transfer matrix T with eigenvalue
() = e iL=2 +
 () + eiL=2  
 () (2.5.9)
precisely if  satises the BAEs (2.5.3).
Proof. Prop. 2.5.6 allows us to write down a formula for (A + D)	. Consequently the
necessary and sucient condition for 	 being an eigenfunction is that for all j = 1;:::;N,
+
j(^ |) =  
j(^ |)eijL. By virtue of Lemma 2.5.5, this is equivalent to the system of BAEs
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Remark 2.5.8. The restriction  2 CN
reg in Thm. 2.5.7 is important: it has been shown ([36,
Section VII.4] and [32]) that a Pauli principle holds for the QNLS model (and, more generally,
for any one-dimensional interacting quantum system): one can show that eigenfunctions 	 of
T where some of the j coincide do not exist.
Example 2.5.9 (N = 2; the algebraic Bethe ansatz). We recall from Example 1.2.1 that
	1;2jR2
+ =
1
2

1   2   i
1   2
ei(1x1+2x2) +
1   2 + i
1   2
ei(2x1+1x2)

and the reader should check that this equals B2B1	;. The statement in Prop. 2.5.6 for the
case N = 2 reads
A	1;2 =
1      i
1   
2      i
2   
e iL=2 	1;2+
+
1   2 + i
1   2
i
1   
e i1L=2 	2; +
1   2   i
1   2
i
2   
e i2L=2 	1;
D	1;2 =
1    + i
1   
2    + i
2   
eiL=2 	1;2+
 
1   2   i
1   2
i
1   
ei1L=2 	2;  
1   2 + i
1   2
i
2   
ei2L=2 	1;:
In order for 	1;2 to be an eigenfunction of T = A + D it is clear that it is necessary and
sucient that
1   2 + i
1   2
e i1L=2 =
1   2   i
1   2
ei1L=2
1   2   i
1   2
e i2L=2 =
1   2 + i
1   2
ei2L=2;
i.e. that
1   2 + i
1   2   i
= ei1L = e i2L;
since it cannot happen that 1 2 = i (this would lead to 2 = 0). In this case, the eigenvalue
of T equals
(1:2) =
1      i
1   
2      i
2   
e iL=2 +
1    + i
1   
2    + i
2   
eiL=2 :
2.5.4 The transfer matrix eigenvalue
Here we consider some properties of the function (). First of all, note that if  2 RN (i.e.
in particular if  solves the BAEs (2.5.3)) and  2 R, then e iL=2 +
 () and eiL=2  
 ()
are conjugate complex numbers, so that () 2 R, as expected for a self-adjoint operator T.2.5. THE BETHE WAVEFUNCTION AND THE ALGEBRAIC BETHE ANSATZ 33
Moreover, we can recover the eigenvalues of the QNLS integrals of motion
PN
j=1 n
j by expanding
() in powers of  1, analogously to Eqn. (2.2.6). Using
j      i
j   
= 1 +
i

X
k0

j

k
; log(1 + x) =
X
l1
( 1)l 1xl=l
we obtain
log

eiL=2 ()

!i1
 log
 
+
 ()

=
N X
j=1
log
0
@1 +
i

X
k0

j

k
1
A =
!i1

N X
j=1
X
l1
( 1)l 1
l

i

l
0
@
X
k0

j

k
1
A
l
!i1

i

p0 +
i
2

p1  
i
2
p0

+
i
3

p2   ip1  
2
3
p0

+ O( 4);
where pn = pn().
Next, we study the analyticity of  7! ().
Proposition 2.5.10. Let L 2 R>0,  2 R and  2 CN
reg. Assume that  satises the BAEs
(2.5.3). Then  7! () is analytic.
Proof. As for the meromorphic function  7! 
 (), its singularities are simple poles at j. The
residue at j is given by
Res!j 
 () = lim
!j
(   j)
 () = i lim
!j

 (^ |) = i 
j(^ |):
Any singularities of the meromorphic function  7! () would be simple poles at j. We have
Res!j () = lim
!j
(   j)() = i e ijL=2

+
j(^ |)    
j(^ |)eijL

= 0;
by virtue of the BAEs (2.5.3). Riemann's theorem on removable singularities implies that this
function is holomorphically extendable over j; since this holds for each j, this function can be
extended to a function that is holomorphic, and hence analytic, on CN.
We will still write  7! () for this extended function. In other words, the BAEs guarantee
not only that 	 is an eigenfunction of T but that the corresponding eigenvalue also depends
analytically on  2 C.
There is a useful partial fraction expansion for  7! (), reminiscent to equation (2.10) in [42].34 CHAPTER 2. THE QUANTUM INVERSE SCATTERING METHOD
Lemma 2.5.11. Let  2 R and (;) 2 CN+1
reg . Then

 () = 1 
N X
j=1
i
j   

j(^ |):
Proof. We only prove the case  =  ; the case  = + follows by replacing  by  . Consider
the following polynomial function in :
p() :=
N Y
j=1
(j    + i)  
0
@
N Y
j=1
(j   ) + i
N X
k=1
Y
j6=k
(j   k + i)
j   
j   k
1
A:
Because the coecient of (j  )N vanishes, p() has degree at most N  1 in . On the other
hand, we may evaluate, for l = 1;:::;N,
p(l) = i
N Y
j=1
j6=l
(j   l + i)   i
0
B
@
N X
k=1
k6=l
N Y
j=1
j6=k
(j   k + i)
j   l
j   k
+
N Y
j=1
j6=l
(j   l + i)
1
C
A = 0:
Since p() is a polynomial function of degree less than N but with N distinct zeros k, we
conclude that p() is zero for all  2 C. It follows that for all  2 C n f1;:::;Ng
0 = p()=
N Y
j=1
(j   ) =  
 ()  
0
@1 + i
N X
j=1
1
j   
 
j(^ |)
1
A:
Corollary 2.5.12. Let  2 R, L 2 R>0 and (;) 2 CN+1
reg . Assume that  satises the BAEs
(2.5.3). Then
() = e iL=2 +eiL=2  e iL=2 i
N X
j=1
 
j(^ |)
eijL  eiL
j   
:
Proof. Using Lemma 2.5.11 we obtain
() = +
 ()e iL=2 + 
 ()eiL=2
= e iL=2 +eiL=2  i
N X
j=1
+
j(^ |)e iL=2   
j(^ |)eiL=2
j   
:
The BAEs (2.5.3) allow us to change the product +
j(^ |) into  
j(^ |)eijL, and consequently
we obtain the desired expression.
This form of the Bethe Ansatz eigenvalue allows for a nice application; we know that  7! ()
is analytic at j, and using Thm. 2.5.12 we can calculate j(). We have, for l = 1;:::;N,
j() = lim
!j
() = e ijL=2 +eijL=2  i e ijL=2
N X
k=1
lim
!j
 
k(^ k)
eikL  eiL
k   
= e ijL=2 +eijL=2  i e ijL=2
N X
k=1
k6=j
 
k(^ k)
eijL  eikL
j   k
+ Le ijL=2  
j(^ |);
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2.5.5 The action of C on the Bethe wavefunction
To complete this section, we compute C	. In physics one is interested in inner products of
the form (	;	) and for this purpose having expressions for C	 as linear combinations of
certain 	~  is helpful [35].
Lemma 2.5.13. Let  2 R, L 2 R>0 and (0;;) 2 CN+1
reg . Then
(DA   DA)	0 =
=

 
 (0)+
 (0)ei( )L=2   
 (0)+
 (0)e i( )L=2

	0+
 
N 1 X
j=1
i
j 

 
j(0
^ |)+
 (0)ei(j )L=2 + 
 (0)+
j(0
^ |)e i(j )L=2

	0
^ |;+
+
N 1 X
j=1
i
j 

 
j(0
^ |)+
 (0)ei(j )L=2 + 
 (0)+
j(0
^ |)e i(j )L=2

	0
^ |;+
 
N 1 X
j;k=1
j<k

j  i
j 
i
j 
i
k 
 
j  i
j 
i
j 
i
k 

 
j(0
^ |)+
k(0
^ k)ei(j k)L=2 +
+

k  i
k 
i
k 
i
j 
 
k  i
k 
i
k 
i
j 

 
k(0
^ k)+
j(0
^ |)e i(j k)L=2

	0
^ |;^ k;;:
Proof. By virtue of Prop. 2.5.6 we have
DA	0 =
=  
 (0)+
 (0)ei( )L=2 	0+
 
N 1 X
j=1

 
j(0
^ |)+
 (0)
i
j 
ei(j )L=2   
 (0
^ |)+
j(0
^ |)
i
j 
i
 
e i(j )L=2

	0
^ |;+
+
N 1 X
j=1
 
 (0
^ |;)+
j(0
^ |)
i
j 
e i(j )L=2 	0
^ |;+
 
N 1 X
j;k=1
j6=k
 
j(0
^ |;^ k;)+
k(0
^ k)
i
j 
i
k 
ei(j k)L=2 	0
^ |;^ k;;:
Now subtract from this the corresponding expression for DA	0. After collecting like terms,
we obtain the lemma.
Proposition 2.5.14. Let  2 R, L 2 R>0 and (;) 2 CN+1
reg . Then C	 =
=  
N X
j=1
i
j 

 
j(^ |)+
 (^ |)ei(j )L=2   
 (^ |)+
j(^ |)e i(j )L=2

	^ |+
 
N X
j;k=1
j<k
i
j 
i
k 

 
j(^ |)+
k(^ |;^ k)ei(j k)L=2 + 
k(^ k)+
j(^ |;^ k)e i(j k)L=2

	^ |;^ k;:36 CHAPTER 2. THE QUANTUM INVERSE SCATTERING METHOD
If  satises the BAEs (2.5.3) this simplies to
C	 =  
N X
j=1
i eijL=2
j 
 
j(^ |)

+
 (^ |)e iL=2   
 (^ |)eiL=2

	^ |+
  2
N X
j;k=1
j<k
i
j 
i
k 
ei(j+k)L=2  
j(^ |;^ k) 
k(^ |;^ k)	^ |;^ k;:
Proof. Note that the second statement follows immediately from the rst statement, which we
prove by induction. Note that for N = 0 we indeed recover C	; = 0. For the induction step,
write 0 = (1;:::;N 1) 2 CN 1
reg . Now by Eqn. (2.4.23) we obtain
C	 = BNC	0  
i
N 
(DNA   DAN)	0:
The induction hypothesis yields
BNC	0 =
=  
N 1 X
j=1
i
j 

 
j(0
^ |)+
 (0
^ |)ei(j )L=2   
 (0
^ |)+
j(0
^ |)e i(j )L=2

	^ |+
 
N 1 X
j;k=1
j<k
i
j 
i
k 

 
j(0
^ |)+
k(0
^ |;^ k)ei(j k)L=2 + 
k(0
^ k)+
j(0
^ |;^ k)e i(j k)L=2

	^ |;^ k;;
whereas from Lemma 2.5.13 we obtain the much-aligned expression
 
i
N 
(DNA   DAN)	0 =
=  
i
N 


 
N(0)+
 (0)ei(N )L=2   
 (0)
+
N(0)e i(N )L=2

	0+
+
i
N 
N 1 X
j=1
i
j N


 
j(0
^ |)+
 (0)ei(j )L=2 + 
 (0)
+
j(0
^ |)e i(j )L=2

	^ |+
 
i
N 
N 1 X
j=1
i
j 


 
j(0
^ |)
+
N(0)ei(j N)L=2 +
 
N(0)
+
j(0
^ |)e i(j N)L=2

	0
^ |;+
+
i
N 
N X
j;k=1
j<k

j  i
j 
i
j N
i
k 
 
j N i
j N
i
j 
i
k N


 
j(0
^ |)
+
k(0
^ k)ei(j k)L=2 +
+

k  i
k 
i
k N
i
j 
 
k N i
k N
i
k 
i
j N


 
k(0
^ k)
+
j(0
^ |)e i(j k)L=2

	^ |;^ k;:
It follows that the coecient of 	^ | (1  j  N   1) in C	 equals

i
N 
i
j N
 
j(0
^ |)+
 (0)  
i
j 
+
 (0
^ |) 
j(0
^ |)

ei(j )L=2 +
+

i
j 
 
 (0
^ |)+
j(0
^ |) +
i
N 
i
j N
 
 (0)+
j(0
^ |)

e i(j )L=2
=
 i
j 

 
j(^ |)+
 (^ |)ei(j )L=2   
 (^ |)+
j(^ |)e i(j )L=2

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the corresponding terms together with the term proportional to 	0 combine to the desired sum
over j = 1;:::;N. Furthermore, the coecient of 	^ |;^ k; (1  j < k  N) equals

 
i
j 
i
k 
+
i
N 

j  i
j 
i
j N
i
k 
 
j N i
j N
i
j 
i
k N


  
j(0
^ |)+
k(0
^ k)ei(j k)L=2 +
+

 
i
j 
i
k 
+
i
N 

k  i
k 
i
k N
i
j 
 
k N i
k N
i
k 
i
j N


  
k(0
^ k)+
j(0
^ |)e i(j k)L=2
=
 i
j 
i
k 

 
j(^ |)+
k(^ |;^ k)ei(j k)L=2 + 
k(^ k)+
j(^ |;^ k)e i(j k)L=2

;
the corresponding terms together with the term proportional to 	0
^ |; = 	^ |; ^ N; give the desired
expression for the sum over j and k.
2.6 The limiting case J = R
Na vely one could expect that as L ! 1 in the ABA for the bounded interval, we obtain that
	 describes the system of N bosonic particles moving along R. However, as made clear in
[26, Section 8], this limit is very subtle. In particular, the QNLS creation operators limL!1 B
when seen as operators on H(R) have a trivial domain for  2 R. Although the operator B does
not explicitly depend on L, cf. Eqn. (2.4.12), simply letting B act on an element of HN(R)
does not produce an element of HN+1(R).
In particular, the Bethe wavefunctions 	 are not square-integrable. This is not surprising;
the solutions for the non-interacting case, i.e. symmetrized plane waves SN ei are not square-
integrable either, because the non-symmetric plane waves ei are not. However, there is a weaker
sense of completeness of the plane waves in hN = L2(RN), and hence for the symmetrized plane
waves in HN(R), aorded by the Fourier transform on L2(RN), which is a unitary operator as
per the Plancherel theorem (see, e.g. [50]). For all f 2 hN
f(x) =
Z
RN
dN ~ f()eih;xi
for some ~ f 2 hN, which can be seen as a linear combination of (possibly uncountably innitely
many) plane waves ei. It is not dicult to see that an analogous result holds for all F 2 HN:
F(x) =
Z
RN
dN ~ F()

SN ei

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which is what is sometimes referred to in the literature as the \completeness (or closure) of the
free eigenstates in L2(RN)", despite the fact that the symmetrized plane waves are not square-
integrable ([18], [26, Section 2]). The result by Gaudin [18,19] shows that the 	 play a similar
role in HN; for all F 2 HN we have
F(x) =
Z
RN
dN ~ F()	(x);
for some \deformed Fourier coecients" ~ F 2 HN.
2.6.1 Action of the QISM integral operators on 	 dened on the line
The operation B dened by the formulae in Eqn. (2.4.12) is well-dened as an operator:
C(RN)SN ! C(RN+1)SN+1 (the limits of integration are all bounded in Eqn. (2.4.12)). The
operators A;D explicitly depend on L, cf. Eqn. (2.4.11) and Eqn. (2.4.14).
Proposition 2.6.1. [26, Section 8] Let L 2 R>0,  2 R,  2 RN
reg and  2 C n f1;:::;Ng.
Then
B	 = 	; 2 C(RN)
and, for x 2 RN,
lim
L!1
eiL=2 (A	)(x) = +
 ()	(x); if Im > 0;
lim
L!1
e iL=2 (D	)(x) =  
 ()	(x); if Im < 0:
Furthermore
lim
L!1
eiL=2 (T	)(x) = +
 ()	(x); if Im > 0;
lim
L!1
e iL=2 (T	)(x) =  
 ()	(x); if Im < 0:
Using these expressions and the aforementioned deformed Fourier formalism one can dene
limL!1 eiL=2 A, limL!1 e iL=2 D and limL!1 eiL=2 T as operators on HN(R) for suit-
able non-real values of ; this denes bounded operators on HN(R).
Proof. The expression for B	 in the limit L ! 1 is proven in [26, Thm. 8.2.3]. We refer
to [26, Eqns. (8.3.1) and (8.3.2)] for the rst expressions for eiL=2 A	 and e iL=2 D	 in
the limit L ! 1 and [26, Eqn. (8.3.3)] for the boundedness of A and D. The statement about
the transfer matrices follows by noting that for Im > 0, eiL=2 D is exponentially damped as
L ! 1, and likewise for the case Im < 0.2.7. THE QUANTUM DETERMINANT AND THE YANGIAN 39
2.7 The quantum determinant and the Yangian
Using the commutation relations from Eqn. (2.4.15) we may construct an element of H which
commutes with A, B, C and D, i.e. it is in the centre of the Yang-Baxter algebra.
Denition 2.7.1. Let  2 R and  2 C. Write  =   i=2. The quantum determinant of
the monodromy matrix of the QNLS model is the operator
qdetT = A+D    B+C : (2.7.1)
Note that qdetT 2 End(HN) and it satises
qdetT 
 = qdetT : (2.7.2)
Proposition 2.7.2. [T
j k
 ;qdetT] = 0 for all j;k = 1;2 and all ; 2 C with  6= . That is,
qdetT is in the centre of the Yang-Baxter algebra.
Proof. In light of Eqn. (2.4.7) and Eqn. (2.7.2) it suces to prove [A;qdetT] = [B;qdetT] =
0. Note that
[A;qdetT] =

A;A+D 

  

A;B+C 

:
Dealing with the rst commutator, we have

A;A+D 

= A+

A;D 

=  
i2
  
A+
 
BC    B C

;
by virtue of Eqn. (2.4.21). It follows that for [A;qdetT] = 0 it suces to prove

A;B+C 

=  
i
  
A+
 
BC    B C

: (2.7.3)
Eqn. (2.4.19) yields
C A =
   +
    
AC   
i
    
A C: (2.7.4)
On the other hand, Eqn. (2.4.17) gives
B+A =
    
   +
AB+ +
i
   +
A+B: (2.7.5)
In particular it follows that
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Combining Eqns. (2.7.4-2.7.6) we nd that
B+C A =
   +
    
B+AC   
i
    
B+A C
=
   +
    

    
   +
AB+ +
i
   +
A+B

C   
i
    
A+B C
= AB+C  +
i
    
A+
 
BC    B C

;
which is equivalent to Eqn. (2.7.3).
To show that B and qdetT commute, we note that
[B;qdetT] =

B;A+D 

  B+

B;C 

:
We have from Eqn. (2.4.20)
D B =
   +
    
BD   
i
    
B D; (2.7.7)
and from Eqn. (2.4.17)
BA+ =
   + + i
   +
A+B  
i
   +
AB+: (2.7.8)
From Eqns. (2.7.7-2.7.8) we obtain

B;A+D 

=

   + + i
   +
A+B  
i
   +
AB+

D +
  A+

   +
    
BD   
i
    
B D

=  
i
    
i
   +
A+BD  +
i
    
A+B D  
i
   +
AB+D :
On the other hand, we have by virtue of Eqn. (2.4.22) and Eqns. (2.7.5-2.7.6),
B+

B;C 

=  
i
    
B+
 
AD    A D

=  
i
    

    
   +
AB+  
i
   +
A+B

D    A+B D

=
i
    
A+B D  
i
   +
AB+D   
i
    
i
   +
A+BD ;
and indeed we see that

B;A+D 

= 

B;B+C 

.
Remark 2.7.3. This result means that qdetT plays the role of the Casimir element in the
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Corollary 2.7.4. Let  2 CN
reg. Also, let  2 C such that both  are unequal to any of the j.
Then
qdetT	 = e L=2 	: (2.7.9)
Proof. Using Lemma 2.7.2, we have
qdetT	 = qdetT
0
@
N Y
j=1
Bj
1
A	; =
0
@
N Y
j=1
Bj
1
AqdetT	;;
and
qdetT	; = A+D 	; = e i( i=2)L=2 ei(+i=2)L=2 	; = e L=2 	;:
Lemma 2.7.4 tells us that the Bethe wavefunction 	 is an eigenfunction of the quantum de-
terminant, with the corresponding eigenvalue independent of . We note that this is without
imposing the BAEs Eqn. (2.5.3) on . Since the 	 are a complete set in H, it follows that
qdetT acts as multiplication by the constant e L=2 throughout H.
The quantum determinant provides a connection with the Yangian [8,13,14,44]. The Yangian
of gl2 is a Hopf algebra, more precisely a deformation of the current algebra of gl2 [8, Chapter
12]. More precisely, it is dened to be the algebra Y (gl2) generated by the elements T
j k
(l) where
j;k 2 f1;2g and l 2 Z0 subject to
h
T
j1 k1
(l1+1);T
j2 k2
(l2)
i
 
h
T
j1 k1
(l1) ;T
j2 k2
(l2+1)
i
=  

T
j2 k1
(l1) T
j1 k2
(l2)   T
j2 k1
(l2) T
j1 k2
(l1)

;
which is what one would obtain from Cor. 2.4.6 by writing T
j k
 =
P
l 1 T
j k
(l)  l+1 and dening
T
j k
( 1) = j k, where we have introduced the Kronecker delta
 : X  X ! f0;1g : (x;y) 7! xy :=
8
> <
> :
1; x = y
0; otherwise;
for any set X. Owing to the exchange relation (2.3.4) Y (gl2) becomes a (quasitriangular) Hopf
algebra with comultiplication , counit  and antipode s given by
( 
 id)T = (T)12 (T)13 ; ( 
 id)T = 1; (s 
 id)T = T  1
 :
The quantum determinant qdetT generates the centre of Y (gl2).42 CHAPTER 2. THE QUANTUM INVERSE SCATTERING METHOD
2.8 Alternative formulae for the QISM integral operators
We return to the explicit integral formulae for the operators A;B;C;D as presented in Eqns.
(2.4.11-2.4.14). There is a practical disadvantage to these formulae, which we will explain now.
Functions f 2 HN are generally dened on the fundamental alcove JN
+ (or its closure) and then
extended to JN by ordering the entries of the argument x in decreasing order, i.e. by applying
P
w2SN wJN
+ (only that term with w 1x 2 JN
+ remains). This means that in order to calculate
(Af)(x), say, for each i 2 In
N we need to arrange (x1;:::; c xi1;:::; c xin;:::;xN;y1;:::;yn) 2
JN in a decreasing order so that we can use the formula for F(x) for x 2 JN
+ . Because ym
runs from xim down to xim+1, it can assume any position among the intermediate coordinates
xim 1 > xim 2 > ::: > xim+1+1. In other words, in general we have no control over the order of
the arguments of F, which leads to computational issues; this we will now address.
Example 2.8.1. Consider the action of A on a function F 2 H4. Specically, concentrate on
the terms in the summand with n = 2. The set I2
4 contains the tuples (1;2), (1;3), (1;4), (2;3),
(2;4), (3;4). Taking i = (3;4) gives

 E+
;34F

(x1;x2;x3;x4) =
Z x3
x4
dy1
Z x4
 L=2
dy2 ei(x3+x4 y1 y2) F (x1;x2;y1;y2):
Note that x1 > x2 > y1 > y2 so the arguments of F for this term can be unconditionally
rearranged to be in the alcove J4
+. However, taking i = (1;4) gives

 E+
;14F

(x1;x2;x3;x4) =
Z x1
x4
dy1
Z x4
 L=2
dy2 ei(x1+x4 y1 y2) F (x2;x3;y1;y2):
We do have x2 > x3 > y2 but for y1 we have three possibilities: y1 > x2, x2 > y1 > x3,
and x3 > y1 > x4, so we need to do some work before we can rearrange the arguments of
F for this term. The idea is simply to split up the integral over [x4;x1] in three integrals:
R x1
x4 =
R x1
x2 +
R x2
x3 +
R x3
x4 . Hence

 E+
;14F

(x1;x2;x3;x4) =
Z x1
x2
dy1
Z x4
 L=2
dy2 ei(x1+x4 y1 y2) F (y1;x2;x3;y2)+
+
Z x2
x3
dy1
Z x4
 L=2
dy2 ei(x1+x4 y1 y2) F (x2;y1;x3;y2)+
+
Z x3
x4
dy1
Z x4
 L=2
dy2 ei(x1+x4 y1 y2) F (x2;x3;y1;y2):
Now note that in each of the three sets of arguments of f, we have the correct ordering.
We will now formalize this in generality. Given nonnegative integers n  N and i 2 In
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introduce the following sets:
I+
i := fj = (j1;:::;jn) 2 In
N : im  jm < im+1; for m = 1;:::;ng;
~ I+
i :=

j = (j1;:::;jn 1) 2 In 1
N 1 : im  jm < im+1; for m = 1;:::;n   1
	
;
~ I 
i :=

j = (j1;:::;jn+1) 2 In+1
N+1 : im 1 < jm  im; for m = 1;:::;n + 1
	
;
I 
i := fj = (j1;:::;jn) 2 In
N : im 1 < jm  im; for m = 1;:::;ng:
We recall that if j 2 In
N we use the notation xj0 = L=2 and xjn+1 =  L=2.
Lemma 2.8.2. Let  2 C and n = 0;:::;N. For F 2 HN, x 2 JN+1
+ ;i 2 In+1
N+1 we have

^ E;iF

(x) =
X
j2~ I+
i
 
n Y
m=1
Z xjm
xjm+1
dym
!
ei(
Pn+1
m=1 xim 
Pn
m=1 ym) 
 F
 
x1;:::;(d xim;:::;xjm;ym;xjm+1)
n
m=1 ;:::; [ xin+1;:::;xN

;
for F 2 HN, x 2 JN
+ ;i 2 In
N we have

 E+
;iF

(x) =
X
j2I+
i
 
n Y
m=1
Z xjm
xjm+1
dym
!
ei
Pn
m=1(xim ym) 
 F
 
x1;:::;(d xim;:::;xjm;ym;xjm+1)
n
m=1 ;:::;xN

;

 E 
;iF

(x) =
X
j2I 
i
 
n Y
m=1
Z xjm 1
xjm
dym
!
ei
Pn
m=1(xim ym) 
 F
 
x1;:::;(xjm 1;ym;xjm;:::; d xim)
n
m=1 ;:::;xN

;
and for F 2 HN+1, x 2 JN
+ ;i 2 In
N we have
   E;iF

(x) =
X
j2~ I 
i
 
n Y
m=1
Z xjm
xjm+1
dym
!
ei(
Pn
m=1 xim 
Pn+1
m=1 ym) 
 F
 
x1;:::;(xjm 1;ym;xjm;:::; d xim)
n
m=1 ;:::;xjn+1 1;yn+1;xjn+1;:::;xN

:
Proof. These formulae are obtained by splitting each integration interval into a union of intervals
between adjacent xj, e.g. for  E+
;iF
Z xim
xim+1
dym =
im+1 1 X
jm=im
Z xjm
xjm+1
dym:
Taking all summations over jm together as a summation over j = (j1;:::;jn), we obtain j 2 I+
i .
Now for each m = 1;:::;n we have xim > ::: > xjm > ym > xjm+1 so that we can write the
argument of F as indicated. The other formulae follow analogously.44 CHAPTER 2. THE QUANTUM INVERSE SCATTERING METHOD
Lemma 2.8.2 essentially solves the problem alluded to at the start of this section. Wishing to
treat all arguments of F in these formulae in the same manner, we introduce unit step functions.
Example 2.8.3 (Continuation of Example 2.8.1). We obtain

 E+
;14F

(x1;x2;x3;x4) =
Z
J
dy1
Z
J
dy2 ei(x1+x4 y1 y2) 
 (F (y1;x2;x3;y2)(x1 > y1 > x2)(x4 > y2 >  L=2)+
+ F (x2;y1;x3;y2)(x2 > y1 > x3)(x4 > y2 >  L=2)+
+F (x2;x3;y1;y2)(x3 > y1 > x4)(x4 > y2 >  L=2)):
We can simplify matters further by introducing Dirac deltas for those arguments of F over which
we do not integrate; writing y = (y1;y2;y3;y4) this gives the terms
`

 E+
;14F

(x1;x2;x3;x4) =
Z
J4
+
dy e i(y1+y2+y3+y4) F(y1;y2;y3;y4)
 ((x1 > y1 > x2)(y2   x2)(y3   x3)(x4 > y2 >  L=2)+
+ (y1   x2)(x2 > y2 > x3)(y3   x3)(x4 > y4 >  L=2)+
+(y1   x2)(y2   x3)(x3 > y3 > x4)(x4 > y4 >  L=2)):
To generalize this, given n = 0;:::;N and i 2 In
N, consider ic = (ic
1;:::;ic
N n) = (1;:::;N)^ { 2
IN n
N . It is the unique element of IN n
N which has no entries in common with i. For example,
for N = 5, n = 2, and i = (1;4), we have ic = (2;3;5). For i 2 In
N, note that if j 2 I+
i then
jc
m 2 fic
m   1;ic
mg, and if j 2 I 
i then jc
m 2 fic
m;ic
m + 1g. Also, for i 2 In+1
N+1, j 2 ~ I+
i  In
N so
that both ic
m and jc
m are in IN n
N+1 and indeed jc
m 2 fic
m   1;ic
mg. We can now state and prove
Lemma 2.8.4. Let  2 C and n = 0;:::;N. For F 2 HN, x 2 JN+1
+ ;i 2 In+1
N+1 we have

^ E;iF

(x) =
Z
JN
+
dNy ei(
PN+1
k=1 xk 
PN
k=1 yk) F(y)

X
j2~ I+
i
 
n Y
m=1
(xjm > yjm > xjm+1)
! 
N n Y
m=1

 
yjc
m   xic
m

!
;
for F 2 HN, x 2 JN
+ ;i 2 In
N we have

 E+
;iF

(x) =
Z
JN
+
dNy ei
PN
k=1(xk yk) F(y)

X
j2I+
i
 
n Y
m=1
(xjm > yjm > xjm+1)
! 
N n Y
m=1
(yjc
m xic
m)
!
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
 E 
;iF

(x) =
Z
JN
+
dNy ei
PN
k=1(xk yk) F(y)

X
j2I 
i
 
n Y
m=1
(xjm 1 > yjm > xjm)
! 
N n Y
m=1
(yjc
m xic
m)
!
;
and for F 2 HN+1, x 2 JN
+ ;i 2 In
N we have
   E;iF

(x) =
Z
JN
+
dNy ei(
PN
k=1 xk 
PN+1
k=1 yk) F(y)

X
j2~ I 
i
 
n+1 Y
m=1
(xim 1 >ym>xim)
! 
N n 1 Y
m=1
(yn+m+1   xic
m)
!
:
Proof. Again we focus on the expression for  E+
;iF. Starting from Lemma 2.8.2 we relabel the
integration variables ym to yjm; we like to think of the integrations as being over R and hence
introduce a step function (xjm > yjm > xjm+1). Also, we introduce integrations over vari-
ables yjc
m for m = 1;:::;N   n with Dirac deltas (yjc
m   xic
m). We multiply the integrand by
ei(xic
m yjc
m) = 1, producing an overall factor ei
PN
k=1(xk yk).
We claim that the arguments of F in decreasing order are now given by y1;:::;yN; it suces to
show that under the restrictions xjm > yjm > xjm+1, and yjc
m = xic
m, we have yl > ym if l < m,
for all l;m = 1;:::;N. Taking the restrictions given by the step functions and Dirac deltas
into account, it is clear that the (yj1;:::;yjn) satisfy yj1 > ::: > yjn and (yjc
1;:::;yjc
N n) satisfy
yjc
1 > ::: > yjc
N n. Also, if jl < jc
m, then jl+1  jc
m and we have yjl > xjl+1  xjc
m  xic
m = yjc
m,
because jc
m  ic
m. Finally, if jc
m < jl, then jc
m+1  jl and hence yjc
m = xic
m  xjc
m+1  xjl > yjl,
because ic
m  jc
m + 1. This produces the desired formula for  E+
;iF. The other formulae can be
dealt with in the same way.
By summing over i and including the appropriate factors, we obtain
Theorem 2.8.5. Let  2 C. For F 2 HN and x 2 JN
+ we have
(AF)(x) =
Z
JN
+
dNy ei(
PN+1
k=1 xk 
PN
k=1 yk) F(y)

N X
n=0
X
i2In
N
X
j2I+
i
 
n Y
m=1
(xjm > yjm > xjm+1)
! 
N n Y
m=1
(yjc
m xic
m)
!
;
(DF)(x) =
Z
JN
+
dNy ei(
PN
k=0 xk 
PN
k=1 yk) F(y)

N X
n=0
X
i2In
N
X
j2I 
i
 
n Y
m=1
(xjm 1 > yjm > xjm)
! 
N n Y
m=1
(yjc
m xic
m)
!
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for F 2 HN and x 2 JN+1
+ we have
(BF)(x) =
1
N + 1
Z
JN
+
dNy ei(
PN+1
k=1 xk 
PN
k=1 yk) F(y)

N X
n=0
X
i2In+1
N+1
X
j2~ I+
i
 
n Y
m=1
(xjm > yjm > xjm+1)
! 
N n Y
m=1
(yjc
m xic
m)
!
;
and for F 2 HN+1 and x 2 JN
+ we have
 (CF)(x) = (N + 1)
Z
JN+1
+
dNy ei(
PN+1
k=0 xk 
PN+1
k=1 yk) F(y)

N 1 X
n=0
X
i2In
N 1
X
j2~ I 
i
 
n+1 Y
m=1
(xjm 1 >yjm >xjm)
! 
N n 1 Y
m=1
(yjc
m   xic
m)
!
:
Furthermore, the domains of integration JN
+ , JN+1
+ may be replaced by RN, RN+1, respectively,
because of the unit step functions in the integrands.
These alternative expressions for the generators of the Yang-Baxter algebra appear to be new.Chapter 3
The degenerate ane Hecke algebra
(dAHA)
In this chapter we will review another established method for solving the QNLS eigenvalue prob-
lem Eqns. (1.1-1.2), which involves a deformation of the group algebra of the symmetric group
SN, called the degenerate ane Hecke algebra, or also the graded Hecke algebra of type AN 1. Its
main advantage compared to the QISM is that it can be naturally generalized to dierent reec-
tion groups, both nite and ane. Most of these, the classical Weyl groups, allow for meaningful
interpretations in physical systems; they are the symmetry groups of one-dimensional systems
of quantum particles with certain boundary conditions. The systematic study of these systems
was begun by Gaudin [20], and Gutkin and Sutherland [23,27].
Ane Hecke algebras were introduced and studied initially by Lusztig and Kazhdan [33,41], and
Drinfel0d [14]. Their relevance to the QNLS problem was highlighted by Heckman and Opdam
[28,29] who used an innitesimal version of them, the graded Hecke algebra. A generalization of
the ane Hecke algebra, the double ane Hecke algebra, has been used by Cherednik [10] to
prove Macdonald's constant term conjecture for Macdonald polynomials.
In this thesis we will restrict ourselves to the case of the Weyl group SN. We will review some
theory of the symmetric group and its group algebra; subsequently the degenerate ane Hecke
algebra (dAHA)1 is introduced, which is a deformation of the group algebra of the symmetric
group with the coupling constant  functioning as a deformation parameter. We will highlight
1The abbreviation DAHA is usually reserved for the aforementioned double ane Hecke algebra.
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three of its representations that play a role in nding the QNLS wavefunction:
 The regular representation in momentum space, generated by deformed transpositions ~ sj;
and multiplication operators j, acting on analytic functions in .
 The integral representation in position space, generated by deformed transpositions sj;
(the term proportional to  in these are integral operators) and partial dierential operators
 i@j, acting on smooth functions on RN. This can be viewed as the Fourier transform of
the rst representation.
 The Dunkl-type representation in position space, generated by transpositions and de-
formed partial dierential operators  i@j;, acting on continuous functions on RN whose
restrictions to the set of regular vectors is smooth.
The crucial propagation operator [16,23,31] is constructed, which intertwines the integral and
Dunkl-type representations and maps plane waves, i.e. functions of the form x 7! eih;xi for
some  2 CN, to non-symmetric functions   that solve the QNLS eigenvalue problem Eqns.
(1.1-1.2). For the QNLS model these non-symmetric functions were rst considered by Komori
and Hikami [34]. We will call these solutions pre-wavefunctions, since upon symmetrizing them
one recovers the QNLS wavefunction 	. They will return to our attention in Chapter 5.
3.1 The symmetric group
In this section we review some facts involving the symmetric group. There is a natural way of
embedding SN in SN+1 which is useful for recursive constructions.
Lemma 3.1.1. We have
SN+1 = SN  fsmN+1 : m = 1;:::;N + 1g = fsmN+1 : m = 1;:::;N + 1g  SN:
Proof. Since each w 2 SN permutes the set fsmN+1 : m = 1;:::;N + 1g, the second equality
follows and it suces to prove the rst, which can be done by noting that the following mapping
is a one-to-one correspondence:
p : SN+1 ! SN  f1;:::;N + 1g : w 7! (wsw 1(N+1)N+1;w 1(N + 1)):
Note that for w 2 SN, wsw 1(N+1)N+1(N+1) = w(w 1(N+1)) = N+1, so that wsw 1(N+1)N+1
can be thought of as an element of SN, and indeed p maps into SN  f1;:::;N + 1g. Since
SN+1 and SN  f1;:::;N + 1g are nite sets of the same cardinality it suces to show p is3.1. THE SYMMETRIC GROUP 49
injective. This follows from the fact that p has a left-inverse: SN f1;:::;N +1g ! SN+1 given
by (w0;j) 7! w0sj N+1.
3.1.1 The group algebra of the symmetric group
The group algebra of the symmetric group is the unital associative algebra of all linear combi-
nations of elements of SN,
CSN =
8
<
:
X
w2SN
cww : cw 2 C
9
=
;
;
where the multiplication in SN is extended linearly. The symmetrizer is given by
S(N) =
1
N!
X
w2SN
w 2 CSN: (3.1.1)
It satises wS(N) = S(N)w = S(N) for all w 2 SN and hence is a projection:
 
S(N)2
= S(N).
The symmetrizer can be constructed recursively:
Lemma 3.1.2. Let N  1 be an integer. We have
S(N+1) = S(N) 1
N + 1
N+1 X
m=1
smN+1 = S(N) 1
N + 1
N+1 X
m=1
sN :::sm
=
1
N + 1
N+1 X
m=1
smN+1S(N) =
1
N + 1
N+1 X
m=1
sm :::sNS(N):
Proof. The expressions S(N) 1
N+1
PN+1
m=1 smN+1 and 1
N+1
PN+1
m=1 smN+1S(N) follow directly from
Lemma 3.1.1. To obtain the expression S(N) PN+1
m=1 sN :::sm note that
smN = sm :::sN 1sNsN 1 :::sm:
Since sm :::sN 1 2 SN, it can be absorbed into S(N) and hence we nd
S(N)
N+1 X
m=1
smN+1 = S(N)
N+1 X
m=1
sN :::sm:
In the same fashion we obtain
N+1 X
m=1
smN+1S(N) =
N+1 X
m=1
sm :::sNS(N):
The group algebra CSN acts on the polynomial algebra C[X1;:::;XN] (the normal symmet-
ric group action can be extended linearly). The indeterminates Xj themselves also act on50 CHAPTER 3. THE DEGENERATE AFFINE HECKE ALGEBRA
C[X1;:::;XN] by multiplication. The combined algebra, written HN, is isomorphic to CSN 

C[X1;:::;XN] as a vector space, and is generated by s1;:::;sN 1;X1;:::;XN with relations:
sjsj+1sj = sj+1sjsj+1; for j = 1;:::;N   2;
[sj;sk] = 0; for j;k = 1;:::;N   1 : jj   kj > 1;
s2
j = 1; for j = 1;:::;N   1;
sjXk   Xsj(k)sj = 0; for j = 1;:::;N   1;k = 1;:::;N;
[Xj;Xk] = 0; for j;k = 1;:::;N:
3.1.2 The length function
For w 2 SN, consider
(w) = f(j;k) 2 f1;:::;Ng : j < k; w(j) > w(k)g; (3.1.2)
i.e. the set of ordered pairs whose order is inverted by w. The length of w is dened to be
l(w) = j(w)j: (3.1.3)
We note that such a characterization ts in the context of the denition of the length of an
element of a general Weyl group in terms of the (positive) root system. Hence the results in
[43, x2.2] can be used. Here we review some of these results applied to the case of SN.
Evidently we have l(w) = 0 if and only if w = 1. Since (sj) = f(j;j + 1)g it follows
that l(sj) = 1 for j = 1;:::;N   1. Also, l(w 1) = l(w) follows from the observation
(w 1) = w

(j;k) 2 f1;:::;Ng2 : (k;j) 2 (w)
	
.
For all w1;w2 2 SN, l(w1w2)  l(w1) + l(w2) and the following conditions are equivalent:
l(w1w2) = l(w1) + l(w2); (3.1.4)
(w1w2) = w 1
2 (w1) [ (w2); (3.1.5)
(j;k) 2 w 1
2 (w1) =) j < k: (3.1.6)
Let j = 1;:::;N   1 and w 2 SN. Using the equivalence of Eqn. (3.1.4) and Eqn. (3.1.6), once
with w1 = w, w2 = sj, and once with w1 = wsj, w2 = sj, we obtain
l(wsj) = l(w) + sgn(w(j + 1)   w(j)): (3.1.7)3.1. THE SYMMETRIC GROUP 51
A simple induction argument may be used to obtain that for all w 2 SN
l(w) = min
w=si1:::sil
l;
i.e. the length of a permutation w is simply the minimum number of simple transpositions in a
decomposition for w. Such a decomposition is called reduced.
The set (w) will be used several times during this chapter; the following lemma is useful for
inductions on the length of w.
Lemma 3.1.3. Let w 2 SN with a reduced expression w = si1 :::sil. Then
fwsj k : (j;k) 2 (w)g = fsi1 ::: ^ sim :::sil : m = 1;:::;lg;
where the hat placed over sim indicates that this particular transposition is removed from the
product. In particular, the length of each wsj k, where (j;k) 2 (w), is strictly less than the
length of w.
Proof. By induction on l. The statement for l = 0 is vacuously true. To see that the statement
for l + 1 follows from the statement for l, given a reduced composition w = si1 :::sil+1, write
w0 = wsil+1 = si1 :::sil and note that the induction hypothesis implies

w0s |  k : (j;k) 2 sil(w0)
	
= fsi1 ::: ^ sim :::sil : m = 1;:::;lg;
where for j = 1;:::;N,  | = sil+1(j). Right-multiplying by sil we obtain

wsj k : (j;k) 2 sil(w0)
	
=

si1 ::: ^ sim :::sil+1 : m = 1;:::;l
	
:
Now make use of the equivalence of Eqns. (3.1.5-3.1.6).
3.1.3 Duality of SN-actions
We will be considering functions of two N-tuples  2 CN, x 2 RN (or subsets thereof), and we
wish to study the two distinct SN-actions on such functions. An example of such a function is
the plane wave: CN  RN ! C : (;x) 7! eih;xi. We will denote these two actions as follows.52 CHAPTER 3. THE DEGENERATE AFFINE HECKE ALGEBRA
Notation (Distinction of SN-actions). Let w 2 SN and f : CN  RN ! C. Then we may
dene two functions wf; ~ wf : CN  RN ! C as follows:
(wf)(;x) = f(;w 1x)
( ~ wf)(;x) = f(w 1;x):
For functions f : CN ! C whose argument is denoted  we will sometimes denote the
action of w 2 SN on such a function by ~ w, as well.
In the context of root systems, this notation is reminiscent to the duality of the action of
the Weyl group on the Euclidean space, spanned by the co-roots, and the action on its dual,
spanned by the roots.
Let  2 CN and note that the plane wave ei satises
(wei)(x) = ei(w 1x) = eih;w 1xi = eihw;xi = eiw(x) =

~ w 1 ei

(x);
for all x 2 RN, i.e. wei = ~ w 1 ei.
3.2 The degenerate ane Hecke algebra
We will now introduce a deformation of the symmetric group algebra which is the central object
in this chapter. It was introduced independently by Lusztig [41] and Drinfel0d [14].
Denition 3.2.1. Let  2 R. The degenerate ane Hecke algebra (dAHA), denoted HN
 , is the
algebra with generators s1;:::;sN 1;X1;:::;XN and relations
sjsj+1sj = sj+1sjsj+1; for j = 1;:::;N   2; (dAHA 1)
[sj;sk] = 0; for j;k = 1;:::;N   1 : jj   kj > 1; (dAHA 2)
s2
j = 1; for j = 1;:::;N   1; (dAHA 3)
sjXk   Xsj(k)sj =  i (j k   j+1k); for j = 1;:::;N   1;k = 1;:::;N; (dAHA 4)
[Xj;Xk] = 0; for j;k = 1;:::;N: (dAHA 5)
HN
 can be viewed as a deformation of HN = HN
0 , controlled by . We will identify C[X] and
CSN as subalgebras of HN
 . There are some well-known properties of HN
 [9,41,46] that can be
directly obtained from Eqns. (dAHA 1-dAHA 5). For all j = 1;:::;N, w 2 SN we have
wXj = Xw(j)w   iw
0
@
X
k:(j;k)2(w)
sj k  
X
k:(k;j)2(w)
sj k
1
A 2 HN
 : (3.2.1)3.3. THE REGULAR REPRESENTATION IN MOMENTUM SPACE 53
This can be proven by induction on l(w). Also, for all j = 1;:::;N   1 and p 2 C[X],
sjp(X1;:::;XN)   p(Xsj(1);:::;Xsj(N))sj =  i(jp)(X1;:::;XN) 2 HN
 ; (3.2.2)
where we have introduced the divided dierence operator2 j 2 End(C[X])
(jp)(X1;:::;XN) =
p(X1;:::;XN)   p(Xsj(1);:::;Xsj(N))
Xj   Xj+1
: (3.2.3)
Since the polynomial p(X1;:::;XN)   p(Xsj(1);:::;Xsj(N)) is alternating in Xj;Xj+1 it is di-
visible by Xj   Xj+1, and hence indeed jp 2 C[X]. Eqn. (3.2.2) can be demonstrated by
induction on the degree of p. Finally, combining Eqns. (3.2.1-3.2.2) we obtain that the centre
of HN
 is the subalgebra of symmetric polynomials:
Z(HN
 ) = C[X]SN: (3.2.4)
3.3 The regular representation in momentum space
This representation is also known as the Bern ste n-Gel0fand-Gel0fand representation, as well as
the Demazure representation [5,11]. For this representation we will consider the vector space of
polynomial functions P(CN)  = C[1;:::;N]. In particular, we will identify a copy of HN
 as a
subalgebra of End(P(CN)).
The divided dierence operator j introduced in Eqn. (3.2.2) can be \dualized" as follows.
Denition 3.3.1. [15,25] Let 1  j 6= k  N and  2 R. Then ~ j k =
1 ~ sj k
j k 2 End(P(CN)) is
dened by

~ j kp

(1;:::;N) =
p(1;:::;N)   p(sj k1;:::;sj kN)
j   k
; (3.3.1)
where p 2 P(CN) and  2 CN. Note that p   ~ sj kp is a polynomial alternating in j;k, so
that it is divisible by j   k; in other words ~ j k is a bona de operators on End(P(CN)). For
j = 1;:::;N   1 we write ~ j = ~ j j+1 and introduce the deformed simple transposition
~ sj; = ~ sj   i ~ j 2 End(P(CN)): (3.3.2)
Lemma 3.3.2. We list some useful properties of the divided dierence operators that follow
immediately from the denition. Let 1  j 6= k  N.
(i) For 1  l 6= m  N, we have ~ sj k ~ lm = ~ sj k(l)sj k(m)~ sj k.
2Alternatively, it is known as the Bern ste n-Gel
0 fand-Gel
0 fand operator or Lusztig-Demazure operator.54 CHAPTER 3. THE DEGENERATE AFFINE HECKE ALGEBRA
(ii) ~ sj k ~ j k = ~ k j~ sj k =  ~ j k~ sj k = ~ j k and hence ~ 2
j k = 0.
(iii) For a;b 2 Z0 we have:
~ j ka
jb
k =
8
> > > > > <
> > > > > :
 
X
aA;Bb 1
A+B=a+b 1
A
j B
k ; if a  b
X
bA;Ba 1
A+B=a+b 1
A
j B
k ; if a  b:
Proof. Property (i) follows from ~ lm being a linear combination of 1 and ~ slm whose coecients
only depend on l and m. Next, property (ii) is an immediate consequence of property (i), and
property (iii) is a straightforward calculation.
A representation of an associative algebra can be dened by xing the images of its generators.
Because the underlying vector space structure can be preserved by linearly extending these
assignments one only needs to check that the relations used in the denition of the associative
algebra are also preserved.
Proposition 3.3.3. [15,25] The following assignments dene a representation 
reg
 of HN
 on
P(CN)  = C[1;:::;N].
reg
 (sj) := ~ sj;; reg
 (Xj) := j: (3.3.3)
Proof. We will repeatedly refer to Appendix A.1. We only need to show that with denitions
Eqn. (3.3.3), the axioms Eqns. (dAHA 1-dAHA 5) hold, with (sj;Xk) ! (~ sj;;k).
(dAHA 1) This involves the most work; we have
~ sj;~ sj+1;~ sj;   ~ sj+1;~ sj;~ sj+1; =
= ~ sj~ sj+1~ sj   ~ sj+1~ sj~ sj+1+
  i

~ sj~ sj+1 ~ j + ~ sj ~ j+1~ sj + ~ j~ sj+1~ sj   ~ sj+1~ sj ~ j+1   ~ sj+1 ~ j~ sj+1   ~ j+1~ sj~ sj+1

+
  2

~ sj ~ j+1 ~ j + ~ j~ sj+1 ~ j + ~ j ~ j+1~ sj   ~ sj+1 ~ j ~ j+1 + ~ j+1~ sj ~ j+1 + ~ j+1 ~ j~ sj+1

+
+ i3

~ j ~ j+1 ~ j   ~ j+1 ~ j ~ j+1

= 0:
This follows from applying, for the term proportional to , Eqn. (A.1.3) with (j;k;l) !
(j;j + 1;j + 2) and Eqn. (A.1.4) twice, once with (j;k;l) ! (j;j + 1;j + 2) and once
with (j;k;l) ! (j +2;j +1;j); for the term proportional to 2, Eqn. (A.1.5) (again, once
with (j;k;l) ! (j;j + 1;j + 2) and once with (j;k;l) ! (j + 2;j + 1;j)); for the term
proportional to 3, Eqn. (A.1.6) with (j;k;l) ! (j;j + 1;j + 2).3.3. THE REGULAR REPRESENTATION IN MOMENTUM SPACE 55
(dAHA 2) We write, for jj   kj > 1,
[~ sj;; ~ sk;] = [~ sj; ~ sk]   i

[~ sj; ~ k]   [~ sk; ~ j]

  2[~ j; ~ k]:
These commutators vanish because of Lemma A.1.2.
(dAHA 3) We simply have, by virtue of Lemma 3.3.2, Property (ii),
~ s2
j; = (~ sj   i ~ j)(~ sj   i ~ j) = ~ s2
j   i(~ sj ~ j + ~ j~ sj)   2 ~ 2
j = 1:
(dAHA 4) This follows from Lemma A.1.1 with k = j + 1:
~ sj;k   sj(k)~ sj; = (~ sj   i ~ j)k   sj(k)(~ sj   i ~ j)
=  i

~ jk   sj(k) ~ j

=  i (j k   j+1k);
(dAHA 5) This is trivial.
Because the polynomial functions form a dense subspace of the analytic functions, we immedi-
ately get a representation of HN
 on this larger vector space.
Corollary 3.3.4. The assignments given by Eqn. (3.3.3) dene a representation of HN
 on
C!(CN).
For any w 2 SN with decomposition w = si1 :::sil for some i1;:::;il 2 f1;:::;N   1g, we will
write
~ w = ~ si1; ::: ~ sil;; (3.3.4)
because of Prop. 3.3.3 this does not depend on the choice of the decomposition and hence is
a well-dened map: SN ! C!(CN). We extend this notation linearly to any element t of the
group algebra CSN, writing ~ t for 
reg
 (t). In particular, we may consider
~ S(N)
 = reg
 (S(N)) =
1
N!
X
w2SN
~ w: (3.3.5)
If w = sj k, then for ~ w = (~ sj k) we may also write ~ sj k;.
Notation (Comparing operators in function spaces with dierent particle numbers). When
it is important to highlight in which F(JN) we consider the action of an operator, we will
indicate this by adding a superscript (N) to the operator in question, such as s
(2)
1 for the
transposition acting on F(J2) by (s
(2)
1 f)(x1;x2) = f(x2;x1) and s
(3)
1 for the transposition
acting on F(J3) by (s
(3)
1 f)(x1;x2;x3) = f(x2;x1;x3).56 CHAPTER 3. THE DEGENERATE AFFINE HECKE ALGEBRA
We now introduce G = G
(N)
 2 C!(CN
reg) by
G() =
N Y
j;k=1
j<k
j   k   i
j   k
: (3.3.6)
Recalling the notation 
 () from Eqn. (2.5.4), we have the obvious property that
G(N+1)
 (;) = +
 ()G(N)
 (); G(N+1)
 (;) =  
 ()G(N)
 (); (3.3.7)
for (;) 2 CN+1
reg . Denote by the same symbol G() = G
(N)
 () the corresponding multiplica-
tion operator in End(C!(CN
reg)). Then we have
Proposition 3.3.5. The following identity holds in End(C!(CN)):
~ S(N)
 = ~ S(N)G(N)
 (): (3.3.8)
Proof. By induction on N; the case N = 1 is trivial. To complete the proof, for  2 CN and
0 = (1;:::;N 1) 2 CN 1, and note that
~ S(N)G(N)
 () =
1
N
N X
m=1
~ sm ::: ~ sN 1 ~ S(N 1)+
N(0)G(N 1)
 (0)
=
1
N
N X
m=1
~ sm ::: ~ sN 1+
N(0) ~ S(N 1)G(N 1)
 (0)
where we have used Lemma 3.1.2 and Eqn. (3.3.7), as well as the fact that +
 (0) is symmetric
in the j. Now by virtue of Lemma A.1.6, we obtain that
~ S(N)G(N)
 () =
1
N
N X
m=1
~ sm; ::: ~ sN; ~ S(N 1)G(N 1)
 (0);
and now the induction hypothesis, together with Lemma 3.1.2 once more, yields
~ S(N)G(N)
 ()=
1
N
N X
m=1
~ sm; ::: ~ sN 1; ~ S(N 1)
 = ~ S(N)
 :
3.4 The integral representation
We now turn to a second representation of the dAHA, introduced as a tool to study the QNLS
problem in [23,27]. Consider the space C(RN) of continuous complex-valued functions on RN.
For 1  j 6= k  N, we introduce the integral operator Ij k 2 End
 
C(RN)

dened by
(Ij kf)(x) =
Z xj xk
0
dyf(x   y(ej   ek)) (3.4.1)3.4. THE INTEGRAL REPRESENTATION 57
for f 2 C(RN) and x 2 RN. Note that, for f 2 C(RN) and x 2 Vj k =

x 2 RN : xj = xk
	
, we
have (Ij kf)(x) = 0. Also, Ij k restricts to an operator on C1(RN) and indeed to C!(RN). For
j = 1;:::;N   1, we write Ij = Ij j+1 and introduce
sj; = sj + Ij 2 End
 
C1(RN)

; (3.4.2)
We remark that also sj; restricts to an operator on C!(RN).
Proposition 3.4.1. [29] The following assignments dene a representation int
 of HN
 on
C1(RN):
int
 (sj) := sj;; int
 (Xj) :=  i@j: (3.4.3)
In other words, C1(RN) is an HN
 -module; furthermore, C!(RN) is a submodule.
The proof given by Heckman and Opdam in [29] refers to [23] for the Coxeter relation sj;sj+1;sj;
= sj+1;sj;sj+1;, which is the trickiest relation to prove. Here, we will present a dierent proof,
relying on the representation 
reg
 .
Proof of Prop. 3.4.1. Consider the Fourier expansion of an arbitrary f 2 C1(RN),
f =
Z
RN
d ~ f()ei;
for certain Fourier coecients ~ f() 2 C. We can use this and Lemma A.2.1 to turn the axioms
(dAHA 1-dAHA 5) that we need to prove into the axioms of the regular representation, which
we already know to hold by virtue of Prop. 3.3.3.
For example, to prove that [sj;;sk;] = 0 for jj   kj > 1 we can write
[sj;;sk;]f =
Z
RN
d ~ f()[sj;;sk;]ei :
Lemma A.2.1 yields (sj;sk;   sk;sj;)ei = (sj;~ sk;   sk;~ sj;)ei; because sj; and ~ sk; act
on dierent spaces they commute so that (sj;sk;   sk;sj;)ei = (~ sk;sj;   ~ sj;sk;)ei and
we can use Lemma A.2.1 once more. This gives
[sj;;sk;]f =  
Z
RN
d ~ f()[~ sj;; ~ sk;]ei;
which is zero by virtue of Prop. 3.3.3, so that indeed [sj;;sk;] = 0 for jj   kj > 1. All axioms
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Similar to the notation for the regular representation 
reg
 , for any w 2 SN with w = si1 :::sil
for some i1;:::;il 2 f1;:::;N   1g, we will write
w = si1; :::sil;; (3.4.4)
because of Prop. 3.4.1 this does not depend on the choice of the sim. Similarly to the notation for
the regular representation, we extend this linearly to the whole group algebra CSN; in particular
we have
S(N)
 = int
 (S(N)) =
1
N!
X
w2SN
w 2 End(C1(RN)): (3.4.5)
Again, if w = sj k, then for w = (sj k) we may also write sj k;.
3.5 The Dunkl-type representation
Recall the notation (w) introduced in Eqn. (3.1.2). For j = 1;:::;N we introduce j 2
End(C1(RN
reg)) dened by specifying its action on each alcove:
jjw 1RN
+ =
X
k:(k;j)2(w)
sj k  
X
k:(j;k)2(w)
sj k; for w 2 SN: (3.5.1)
Denition 3.5.1. [34,45,46] Let j = 1;:::;N and  2 R. The Dunkl-type operator is given by
@j;jw 1RN
+ = @j   j 2 End(C1(RN
reg)); (3.5.2)
i.e. for f 2 C1(RN
reg), x 2 w 1RN
reg and w 2 SN we have
(@j;f)(x) = (@jf)(x)   
0
@
X
k:(k;j)2(w)
f(sj kx)  
X
k:(j;k)2(w)
f(sj kx)
1
A:
In particular, we have @j;jRN
+ = @j.
Alternatively, we may provide a single formula for j, and hence @j;, on the entire RN
reg as
follows. Given i = (i1;:::in) 2 f1;:::;Ngn, introduce the notation
i = i1 :::in (3.5.3)
for the multiplication operator on F(RN
reg) determined by
(if)(x) = (xi1 > xi2 > ::: > xin)f(x);3.5. THE DUNKL-TYPE REPRESENTATION 59
for f 2 F(RN
reg) and x 2 RN
reg. We remark that i restricts to an endomorphism of C1(RN
reg).
Also note that if i 62 in
N (i.e. if some of the im are the same) then i = 0. It then follows that
j =
X
k<j
j ksj k  
X
k>j
k jsj k 2 End(C1(RN
reg)): (3.5.4)
Hence, for f 2 C1(RN
reg) and x 2 RN
reg we have
@j;f(x) = @jf(x)   
X
k<j
(xj   xk)f(sj kx) + 
X
k>j
(xk   xj)f(sj kx):
Proposition 3.5.2. [45,46] The following assignments dene a representation Dunkl
 of HN
 on
C1(RN
reg).
Dunkl
 (sj) := sj; Dunkl
 (Xj) :=  i@j;: (3.5.5)
Proof. This follows immediately from Cor. A.3.2 and Lemma A.3.5.
Lemma 3.5.3. Let F 2 C[1;:::;N]SN. Then
[w;F(@1;;:::;@N;)] = 0 2 End(C1(RN
reg)); w 2 SN; (3.5.6)
F(@1;;:::;@N;) = F(@1;:::;@N) 2 End(C1(RN
reg)): (3.5.7)
Proof. Eqn. (3.5.6) follows immediately from Eqn. (3.2.4) applied to the image of HN
 under
Dunkl
 . To obtain Eqn. (3.5.7), let f 2 C1(RN
reg), x 2 RN
+ and w 2 SN. It suces to prove that
(F(@1;;:::;@N;)f)(w 1x) = (F(@1;:::;@N)f)(w 1x). From @j;jRN
+ = @jjRN
+ it follows that
(F(@1;;:::;@N;)f)(w 1x) = (wF(@1;;:::;@N;)f)(x) = (F(@1;;:::;@N;)wf)(x)
= (F(@1;:::;@N)wf)(x) = (wF(@1;:::;@N)f)(x)
= (F(@1;:::;@N)f)(w 1x):
Example 3.5.4 (Dunkl-type operators for N = 2). From Defn. 3.5.1 it follows that
@1; = @1 + 21s12; @2; = @2   21s12;
i.e.
(@1;f)(x1;x2) = (@1f)(x1;x2) + (x2   x1)f(x2;x1);
(@2;f)(x1;x2) = (@2f)(x1;x2)   (x2   x1)f(x2;x1)
for f 2 C1(R2
reg) and (x1;x2) 2 R2
reg. The reader should check that these satisfy the dAHA
axioms, viz.
s1@1;   @2;s1 = ; [@1;;@2;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3.5.1 Common eigenfunctions of the Dunkl-type operators
In order to connect the Dunkl-type operators @j; to the study of the QNLS eigenvalue problem,
it is important to allow the study of Eqns. (1.1-1.2) for non-symmetric functions. Consider the
following subspaces of C(RN), which were introduced in [16,23].
CB1(RN) =
n
f 2 C(RN) : 8wfjwRN
+ has a C1 extension to some open
neighbourhood of wRN
+
o
; (3.5.8)
CB1(RN) =
n
f 2 C(RN) : fjRN
reg 2 C1(RN
reg)
o
; (3.5.9)
C1
(RN) =
n
f 2 CB1(RN) : (@j   @k)fjV +
j k   (@j   @k)fjV  
j k = 2fjVj k for 1  j < k  N
o
:
(3.5.10)
Note that CB1(RN)  CB1(RN). Furthermore, it has been observed [16, Prop. 2.2] that, due
to the hypoellipticity of the Laplacian,
f 2 C1
(RN) and fjRN
reg =  EfjRN
reg as distributions =) f 2 CB1(RN):
Lemma 3.5.5. Let j = 1;:::;N and f 2 CB1(RN); suppose that @j;(fjRN
reg) 2 C1(RN
reg) is a
constant multiple of fjRN
reg. Then @j;(fjRN
reg) can be continuously extended to RN. Hence, @j;f
may be viewed as an element of CB1(RN).
Proof. There exists m 2 C such that @j;(fjRN
reg) = mfjRN
reg. For any 1  k < l  N we
simply dene @j;fjVk l to be mfjVk l; since f is continuous this ensures that this extension is
continuous.
For  = (1;:::;N) 2 CN, we consider the following eigenvalue problem for f 2 CB1(RN):
@j;f = ijf; for j = 1;:::;N: (3.5.11)
Lemma 3.5.6 (Uniqueness of solutions). Let  2 CN and  2 R. Suppose that f 2 CB1(RN)
satises the system (3.5.11). Then f is uniquely dened up to an overall scalar factor, i.e. the
subspace of CB1(RN) consisting of solutions of (3.5.11) is 1-dimensional.
Proof. Suppose that f;g 2 CB1(RN) both satisfy Eqn. (3.5.11). We may assume that both
f and g are nonzero, and after multiplying one of them by a nonzero complex number, that
f(0) = g(0). Note that h = f   g 2 CB1(RN) satises the same system Eqn. (3.5.11), and
h(0) = 0. It is sucient to prove that h = 0.3.5. THE DUNKL-TYPE REPRESENTATION 61
Claim: Given w 2 SN, if hj(w0) 1RN
+ = 0 for all w0 2 SN with l(w0) < l(w), then hjw 1RN
+ = 0.
It is clear that from the claim the lemma follows; in particular it follows that hjRN
+ = 0 and by
induction on l(w) we obtain hjRN
reg = 0; nally by continuity we have h = 0. To prove the claim,
by virtue of Eqn. (3.5.2) we have for x 2 w 1RN
+,
@jh(x) = ijh(x)+
0
@
X
k:(k;j)2(w)
h(sj kx)  
X
k:(j;k)2(w)
h(sj kx)
1
A; for j = 1;:::;N; (3.5.12)
where sj kx 2 (wsj k) 1RN
+ with l(wsj k) < l(w) as follows from Lemma 3.1.3. Hence Eqn.
(3.5.12) reduces to @jhjw 1RN = ijh, j = 1;:::;N, i.e. hjw 1RN = cw ei for some cw 2 C.
Continuity at x = 0 yields that cw = 0, i.e. hjw 1RN = 0.
The relevance of system (3.5.11) to the QNLS Hamiltonian is expressed in
Proposition 3.5.7 (The Dunkl-type operators and the QNLS eigenvalue problem). Suppose
that f 2 CB1(RN) satises the system (3.5.11) for some  2 CN. Then f 2 C1
(RN) and
 fjRN
reg =
PN
j=1 2
jfjRN
reg, i.e. f solves the QNLS eigenvalue problem Eqns. (1.1-1.2) with
E =
PN
j=1 2
j except for SN-invariance.
Proof. That f is an eigenfunction of   on the regular vectors with eigenvalue p2() follows
from  = p2(@1;;:::;@N;), which in itself is a consequence of Lemma 3.5.3, Eqn. (3.5.7)
applied to F = p2. As for the claim that f satises the derivative jump conditions, note that
from Eqn. (3.5.4) it follows that
@j = @j; + 
X
l<j
j lsj l   
X
l>j
ljsj l
and therefore
@j   @k = @j;   @k; + 
X
l<j
j lsj l   
X
j<l<k
ljsj l   k jsj k   
X
l>k
j lsj l+
  
X
l<j
k lsk l   k jsj k   
X
j<l<k
k lsk l + 
X
l>k
lksk l
= @j;   @k;   2k jsj k + 
X
l<j
(j lsj l   k lsk l)
+ 
X
j<l<k
( ljsj l   k lsk l) + 
X
k<l
( ljsj l + lksk l):62 CHAPTER 3. THE DEGENERATE AFFINE HECKE ALGEBRA
Applying this to f 2 CB1(RN) satisfying the system (3.5.11) we have
(@j   @k)fjV +
j k = i(j   k)fjV +
j k + 
X
l<j
(j lsj l   k lsk l)fjV +
j k+
+ 
X
j<l<k
( ljsj l   k lsk l)fjV +
j k + 
X
k<l
( ljsj l + lksk l)fjV +
j k
= i(j   k)fjVj k   
X
j<l<k
sj lfjVj k;
and
(@j   @k)fjV  
j k = i(j   k)fjV  
j k   2sj kfjV  
j k + 
X
l<j
(j lsj l   k lsk l)fjV  
j k+
+ 
X
j<l<k
( ljsj l   k lsk l)fjV  
j k + 
X
k<l
( ljsj l + lksk l)fjV  
j k
= i(j   k)fjVj k   2fjVj k   
X
j<l<k
sj lfjVj k:
We conclude that (@j   @k)fjV +
j k   (@j   @k)fjV  
j k = 2fjVj k.
3.6 The propagation operator and the pre-wavefunction
There exists a special element of Hom(C1(RN);CB1(RN)) that allows us to construct solutions
of the system (3.5.11).
Denition 3.6.1. [31] Let  2 R. The propagation operator or intertwiner is the following
element of End(C(RN
reg)):
P =
X
w2SN
w 1RN
+w =
X
w2SN
w 1RN
+w 1w; (3.6.1)
where w 1RN
+ is the multiplication operator associated to the characteristic function of the set
w 1RN
+. In other words, P is the element of End(C(RN
reg)) determined by
Pjw 1RN
+ = w 1w; for w 2 SN: (3.6.2)
Note that P0 is the identity operator on C(RN
reg). The propagation operator was introduced by
Gutkin [23]. Some of its properties in the case of the Weyl group SN were elucidated by Hikami
[31]. A vector-valued analogue was considered by Emsiz [15].
Example 3.6.2 (The propagation operator for N = 2). For N = 2 we have
P = R2
+ + s1R2
+s1s1; = 1 + s1R2
+(s1s1;   1) = 1   s1R2
+I1;3.6. THE PROPAGATION OPERATOR AND THE PRE-WAVEFUNCTION 63
i.e.
(Pf)(x1;x2) = f(x1;x2) + (x2   x1)
Z x2 x1
0
dyf(x1 + y;x2   y):
The reader is invited to check that the following identities hold formally, and consider the proper
domain for each identity (i.e. on which function space it acts):
s1P = Ps1;; @1;P = P@1; @2;P = P@2:
The statements of the next two lemmas are (at least implicitly) already present in [15,23,31].
Lemma 3.6.3. Let  2 R. For f 2 C(RN), PfjRN
reg can be continuously extended to RN. As a
consequence, P restricts to an element of End(C(RN)).
Proof. Let w 2 SN. The neighbouring alcoves of w 1RN
+ are (sjw) 1RN
+, where j = 1;:::;N 1,
and the shared boundary of w 1RN
+ and (sjw) 1RN
+ is a subset of the hyperplane Vw 1(j)w 1(j+1).
It is sucient to prove that, for j = 1;:::;N   1, we have
lim
xw 1(j+1)!xw 1(j)
x2w 1RN
+
(Pf)(x) = lim
xw 1(j+1)!xw 1(j)
x2(sjw) 1RN
+
(Pf)(x):
Using Eqn. (3.6.2) this is equivalent to
lim
xw 1(j+1)!xw 1(j)
 
w 1wf

(x) = lim
xw 1(j+1)!xw 1(j)
 
w 1sjsj;wf

(x): (3.6.3)
For the right-hand side of Eqn. (3.6.3) we note that
w 1sjsj;w = w 1(1   Ij j+1)w = (1   Iw 1(j)w 1(j+1))w 1w:
Now using that limxj!xk Ij k = 0 establishes Eqn. (3.6.3).
Lemma 3.6.4. Let  2 R. For f 2 C1(RN), Pf 2 C1(RN
reg). As a consequence, P restricts
to an element of Hom(C1(RN);C1(RN
reg)).
Proof. Let w 2 SN. Then Pfjw 1RN
+ = w 1wfjw 1RN
+, which is a linear combination of
products of reection operators sj k and integral operators Ij k, both of which send smooth
functions to smooth functions.
By combining Lemmas 3.6.3 and 3.6.4 we obtain
Corollary 3.6.5. Let  2 R. P restricts to an element of Hom(C1(RN);CB1(RN)).
The crucial property of P is that it intertwines the integral and Dunkl-type representations of
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Theorem 3.6.6 (Intertwining property, [31]). Let  2 R. We have
wP = Pw 2 Hom(C1(RN);CB1(RN)); w 2 SN; (3.6.4)
@j;(PjRN
reg) = (P@j)jRN
reg 2 Hom(C1(RN);C1(RN
reg)); j = 1;:::;N: (3.6.5)
Proof. For Eqn. (3.6.4) we simply have
wP =
X
v2SN
wv 1RN
+v =
X
v2SN
v 1RN
+(vw) = Pw:
To prove Eqn. (3.6.5) it is sucient to show that @j;P = P@j on each alcove w 1RN
+ (w 2 SN).
Indeed, on w 1RN
+ we have
@j;P   P@j = [@j;P] + 
0
@
X
k:(j;k)2(w)
sj k  
X
k:(k;j)2(w)
sj k
1
AP
= [@j;P] + P
0
@
X
k:(j;k)2(w)
sj k;  
X
k:(k;j)2(w)
sj k;
1
A:
by virtue of Eqn. (3.5.2) and Eqn. (3.6.4). Next, Eqn. (3.6.2) yields
@j;P   P@j = w 1
0
@@w(j)w   w@j + w
0
@
X
k:(j;k)2(w)
sj k;  
X
k:(k;j)2(w)
sj k;
1
A
1
A: (3.6.6)
Since (w;Xj) 7! (w; i@j) denes a representation of the dAHA, we can use Eqn. (3.2.1),
which for this representation reads
w@j = @w(j)w + w
0
@
X
k:(j;k)2(w)
sj k;  
X
k:(k;j)2(w)
sj k;
1
A;
so that the right-hand side in Eqn. (3.6.6) vanishes.
We note that the above proof is dierent from the one given in [31], although the key ingredient
Eqn. (3.2.1) is the same.
3.6.1 The action of the propagation operator on analytic functions
We will review further established properties of the propagation operator which are relevant to
the study of the QNLS model involving the following subspaces of C(RN):
CB!(RN) =
n
f 2 C(RN) : 8wfjwRN
+ has a real-analytic extension to RN
o
; (3.6.7)
C!
 (RN) =
n
f 2 CB!(RN) : (@j   @k)
r fjV +
j k   (@j   @k)
r fjV  
j k =
(1   ( 1)r) (@j   @k)
r 1 fjVj k for 1  j < k  N and r 2 Z>0
o
: (3.6.8)
Note that C!
 (RN)  C1
(RN). Firstly, by considering power series expansions, one obtains3.6. THE PROPAGATION OPERATOR AND THE PRE-WAVEFUNCTION 65
Lemma 3.6.7 (Action of P on analytic functions). Let  2 R. P restricts to an injective
element of Hom(C!(RN);CB!(RN)).
The following further statements are due to [16] to which we refer for the detailed proofs.
Proposition 3.6.8 (Invertibility of the propagation operator [16, Thm. 5.3(ii)]). Let  2 R.
Then P denes a bijection between C!(RN) and C!
 (RN).
Proof. Given f 2 C!
 (RN) one considers the unique analytic function g that coincides with f on
the fundamental alcove. Then it can be shown by continuity, the derivative jump conditions,
and an induction argument that f = Pg everywhere.
Since C!(RN) is a H-submodule of C1(RN) (in terms of the int-action) from Prop. 3.6.8 we
obtain
Corollary 3.6.9. Let  2 R. The operators @j;   @k; (1  j < k  N) preserve the space
C!
 (RN). Hence, C!
 (RN) is a HN
 -module. Furthermore, in Hom(C!(RN);C!
 (RN)) we have
wP = Pw; w 2 SN; (3.6.9)
(@j;   @k;)P = P (@j   @k); 1  j < k  N; (3.6.10)
3.6.2 The pre-wavefunction
Since for all  2 CN, ei 2 C!(RN), from Prop. 3.6.8 we infer that P ei 2 C!
 (RN) which
shows the relevance of this function to the QNLS model. However, we will be able to arrive at
this statement in a dierent way. For now, we will merely use the analyticity of ei and Lemma
3.6.7 to conclude that P ei 2 CB!(RN). First, since this function will be the central object of
study for the rest of this thesis, we have
Denition 3.6.10. Let  2 R and  2 CN. The pre-wavefunction is the function
  := P ei 2 CB!(RN): (3.6.11)
Remark 3.6.11. The pre-wavefunction will turn out to provide an intermediate step in the
construction of the symmetric wavefunction, but in Chapter 5 it will play a more central role.
The reader should think of   as a deformation of the plane wave ei; indeed, for  = 0 the
propagation operator is the identity operator. The next lemma highlights this further.
The action of the regular representation in momentum space and the Dunkl-type representation
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Lemma 3.6.12. Let  2 R and  2 CN. Then
@j;  = ij ; for j = 1;:::;N; (3.6.12)
w  = ~ w 1
  ; for w 2 SN: (3.6.13)
Proof. This follows rather straightforwardly by virtue of the intertwining property of the prop-
agation operator. More precisely, from Eqn. (3.6.5) we have
@j;

 jRN
reg

= @j;

P ei jRN
reg

=

P@j ei

jRN
reg = ij

P ei

jRN
reg = ij jRN
reg;
and following Lemma 3.5.5 we obtain (3.6.12). Also, from Eqn. (3.6.4) we have
w  = wP ei = Pw ei = P ~ w 1
 ei = ~ w 1
 P ei = ~ w 1
  ;
where we have used Eqn. (A.2.5). We note that if  2 CN n CN
reg, Eqn. (3.6.13) may have to
be interpreted in accordance with the proof of Lemma A.2.1, Eqn. (A.2.2) for the irregular case
(xj = xk), i.e. as the result of an appropriate limit in momentum space.
Let  2 CN. We recall that the plane wave ei 2 C1(RN) is the unique solution (up to a
constant factor) of the system of partial dierential equatons @jf = ijf for j = 1;:::;N.
From Eqn. (3.6.12) it follows that   for  2 CN solves the \deformed" system (3.5.11) in
CB1(RN). Hence, from Lemma 3.5.6 we obtain the following result which will be important in
Chapter 5:
Corollary 3.6.13. Let  2 R and  2 CN. Then the solution set of the system (3.5.11) in
CB1(RN) is one-dimensional, and it is spanned by  .
Moreover, by virtue of Prop. 3.5.7 we obtain that   satises the QNLS eigenvalue problem:
Corollary 3.6.14. Let  2 R and  2 CN. Then   satises the derivative jump conditions
and   jRN
reg =
PN
j=1 2
j jRN
reg.
Remark 3.6.15. We have remarked on the fact that   satises the derivative jump conditions
simply by virtue of being the image of a real-analytic function under P, cf. Prop. 3.6.8.
However, we wish to highlight the point that the pre-wavefunction satises these conditions by
virtue of being a common eigenfunction of the Dunkl-type operators.
Lemma 3.6.16. Let  2 R and  2 CN. We have
  =
X
w2SN
w 1RN
+ ~ w 1
 ~ wei :3.7. THE BETHE WAVEFUNCTION 67
Proof. We have, for each w 2 SN,
w 1w ei = w 1 ~ w 1
 ei = ~ w 1
 w 1 ei = ~ w 1
 ~ wei;
by virtue of Cor. A.2.2. Now multiply by w 1RN
+ and sum over all w 2 SN.
Example 3.6.17 (The pre-wavefunction for N = 2). From Lemma 3.6.16 we obtain that
 1;2 =

R2
+ + s1R2
+~ s1;~ s1

ei(1;2) =

1 + is1R2
+
~ 1

ei(1;2)
= ei(1;2) +
i
1   2
21

ei(1;2)  ei(2;1)

;
i.e.
 1;2(x1;x2) = ei(1x1+2x2) +
i
1   2
(x2   x1)

ei(1x1+2x2)  ei(2x1+1x2)

:
It follows from Cor. 3.6.6 that we have
@1; 1;2 = i1 1;2; @2; 1;2 = i2 1;2;
and hence
 (@2
1 + @2
2) 1;2(x1;x2) = (2
1 + 2
2) 1;2(x1;x2); if x1 6= x2
lim
x2!x1
x1>x2
(@1   @2) 1;2(x1;x2)   lim
x2!x1
x1<x2
(@1   @2) 1;2(x1;x2) = 2 1;2(x1;x1):
3.7 The Bethe wavefunction
Note that for any  2 CN
reg the pre-wavefunction   2 CB1(RN) solves the QNLS eigenvalue
problem - except that it is not SN-invariant (either in momentum or position space). This can
be rectied by symmetrizing   in position space.
Denition 3.7.1. Let  2 R and  2 CN. The Bethe wavefunction is given by
	 := S(N)  =
1
N!
X
w2SN
w  2 CB1(RN)SN:
Remark 3.7.2. This 	 is the same function as 	 dened in Chapter 2 (Defn. 2.5.1) using
the quantum inverse scattering method. We will discuss this equality further in Chapter 4 and
we will give a (new) proof of it in Chapter 5 (Cor. 5.2.4).
Theorem 3.7.3. [16,25,31] Let  2 R and  2 CN. 	 is an eigenfunction of F(@1;;:::;@N;)
with eigenvalue F(i), for any F 2 C[]SN. Furthermore, 	 solves the QNLS eigenvalue
problem: it satises Eqn. (1.1) with E = kk2 and the derivative jump conditions Eqn. (1.2).68 CHAPTER 3. THE DEGENERATE AFFINE HECKE ALGEBRA
Proof. Using Lemma 3.5.3 we have
F(@1;;:::;@N;)	 = F(@1;;:::;@N;)S(N)  = S(N)F(@1;;:::;@N;) 
= S(N)F(i)  = F(i)	;
proving the rst statement. Hence, by virtue of Cor. 3.6.14, 	 is an eigenfunction of  . As
for the derivative jump conditions Eqn. (1.2), it can be easily checked that if f 2 CB1(RN)
satises it, so does wf, for any w 2 SN. Taking f =  , using Prop. 3.5.7, summing over all w
and dividing out a factor N! we obtain that 	 also satises Eqn. (1.2).
Remark 3.7.4. By virtue of Thm. 3.7.3, we see that the QNLS integrals of motion arise
as symmetric expressions F(@1;;:::;@N;) in the Dunkl-type operators @j;, which mutually
commute and act on Bethe wavefunctions as multiplication by F(i). Recall the power sum
polynomials pn dened by pn() =
PN
j=1 n
j . It is well-known [42] that symmetric polynomials
in  are themselves polynomial expressions in the pn(), where n = 1;:::;N. There are other
sets that generate C[]SN in this way, but the pn allow for a useful physical interpretation. More
precisely, the pn( i@1;;:::; i@N;) reproduce the integrals of motion discussed in Subsect.
2.2.2. In particular,
p0( i@1;;:::; i@N;) = N;
p1( i@1;;:::; i@N;) =  i(@1 + ::: + @N);
p2( i@1;;:::; i@N;) =  :
The Bethe wavefunction 	 can also be obtained from   through a symmetrization in mo-
mentum space; in particular this demonstrates that 	 is SN-invariant not only in the particle
coordinates, but also in the particle momenta.
Proposition 3.7.5. Let  2 R and  2 CN. Then
	 = ~ S(N)G(N)
 () : (3.7.1)
Proof. We have
~ S(N)G(N)
 ()  = ~ S(N)
 P(N)
 ei = P(N)
 ~ S(N)
 ei = P(N)
 S(N)
 ei
= S(N)P(N)
 ei = S(N)  = 	;
where we have used Prop. 3.3.5, Eqn. (A.2.5) and Eqn. (3.6.4).3.7. THE BETHE WAVEFUNCTION 69
This approach leads us to the following well-known statement expressing the Bethe wavefunction
in terms of plane waves. This particular proof of it does not appear to be in the literature.
Proposition 3.7.6. [16,25,31] Let  2 R and  2 CN. Then
	 =
X
w2SN
w 1RN
+
~ S(N)G(N)
 (w)ei : (3.7.2)
In particular,
	jRN
+ = ~ S(N)G(N)
 ()ei : (3.7.3)
Proof. First, Eqn. (3.7.3) is established by restricting Eqn. (3.7.1) to the fundamental alcove
and using that  jRN
+ = ei. Eqn. (3.7.2) follows from the principle that a symmetric continuous
function is completely determined by its values in the fundamental alcove. More precisely,
	(x) =
X
w2SN
RN
+(wx)	(wx) =
X
w2SN
RN
+(wx) ~ S(N)G(N)
 ()eih;wxi
=
X
w2SN
w 1RN
+(x) ~ S(N)G(N)
 ()eihw 1;xi =
X
w2SN
w 1RN
+(x) ~ S(N)G(N)
 (w)ei(x);
since ~ S(N) ~ w = ~ S(N) for all w 2 S(N).
3.7.1 Periodicity
In order to solve the QNLS problem on a interval of length L 2 R>0, we need to impose L-
periodicity on 	 and @j	 in the j-th argument for j = 1;:::;N. We will recover the Bethe
ansatz equations as conditions on the  that ensure periodicity. Denote t  = sN 1 :::s2s1 2 SN,
so that t (j) = j   1 (mod N).
Lemma 3.7.7. Let  2 R, L 2 R>0 and  2 CN. Assume  satises the BAEs (2.5.3). Then
eiNL G(N)
 (~ t ) = G(N)
 ():
Proof. This follows from Eqn. (3.3.7) and Eqn. (2.5.6) with j = N, writing 0 = (1;:::;N 1):
eiNL G(N)
 (~ t ) = eiNL G(N)
 (N;0) = eiNL G(N 1)
 (0) 
N(0)
= G(N 1)
 (0)+
N(0) = G(N)
 ():
Proposition 3.7.8. [16,25] Let  2 R, L 2 R>0 and  2 CN. Assume  satises the BAEs
(2.5.3). Then 	 and @j	, for j = 1;:::;N, are L-periodic in each argument.70 CHAPTER 3. THE DEGENERATE AFFINE HECKE ALGEBRA
Proof. Because of the SN-invariance of 	 it suces to prove that
	(x1;:::;xN 1; L=2) = 	(L=2;x1;:::;xN 1);
@N	(x1;:::;xN)jxN= L=2 = @N	(xN;x1;:::;xN 1)jxN=L=2;
where (x1;:::;xN 1) 2 JN
+ , with J = [ L=2;L=2]. Because of continuity of 	 we may relax
this to (x1;:::;xN 1) 2 JN
+ , i.e. L=2 > x1 > ::: > xN 1 >  L=2. Note that  2 RN because
of the BAEs. We have
	(L=2;x1;:::;xN 1) = ~ S(N)G(N)
 ()ei1L=2 ei(2x1+:::+NxN 1)
= ~ S(N)~ t G(N)
 ()ei1L=2 ei(2x1+:::+NxN 1)
= ~ S(N)G(N)
 (~ t )e
it (1)L=2 e
i(t (2)x1+:::+t (N)xN 1)
= ~ S(N)G(N)
 (~ t )eiNL=2 ei(1x1+:::+N 1xN 1) :
On the other hand
	(x1;:::;xN 1; L=2) = ~ S(N)G(N)
 ()e iNL=2 ei(1x1+:::+N 1xN 1);
so that it is sucient to prove
~ S(N)G(N)
 (~ t )eiNL=2 ei(1x1+:::+N 1xN 1) = ~ S(N)G(N)
 ()e iNL=2 ei(1x1+:::+N 1xN 1) :
Similarly, for the condition on the derivative, we obtain that it is sucient to prove
~ S(N)G(N)
 (~ t )N eiNL=2 ei(1x1+:::+N 1xN 1) =
~ S(N)G(N)
 ()N e iNL=2 ei(1x1+:::+N 1xN 1) :
Applying Lemma 3.7.7 completes the proof for both 	 and its derivative.
We draw the reader's attention to the fact that if  6= 0 the pre-wavefunction   ( 2 CN)
cannot be made periodic by imposing a condition on . We will illustrate this for the case
N = 2.
Example 3.7.9 (N = 2). From Example 3.6.17 we will show that imposing L-periodicity on
 1;2 in either argument leads to a contradiction. We have
 1;2(x1;x2) = ei(1x1+2x2) +
i
1   2
(x2   x1)

ei(1x1+2x2)  ei(2x1+1x2)

:
L-periodicity in the rst argument, viz.  1;2( L=2;x) =  1;2(L=2;x) for  L=2 < x < L=2,
translates as
1   2 + i
1   2
e i1L=2 ei2x  
i
1   2
e i2L=2 ei1x = ei1L=2 ei2x;3.7. THE BETHE WAVEFUNCTION 71
i.e. for all x 2 ( L=2;L=2)
ei(1 2)x =
1   2 + i
i
e i(1 2)L=2  
1   2
i
ei(1+2)L=2 :
It follows that 1 = 2, which leads to a contradiction as follows. By De l'H^ opital's rule we have
 ;(x1;x2) := lim
2;1!
 1;2(x1;x2) = ei(x1+x2) (1 + (x2   x1)(x2   x1)):
Hence  ;( L=2;x) =  ;(L=2;x) for all x 2 ( L=2;L=2) implies that for all such x, 1+(x+
L
2) = eiL. Substituting x = L=2 leads to L = 0, contradictory to assumptions. L-periodicity
in the second argument can be ruled out by applying Lemma 3.6.12.72 CHAPTER 3. THE DEGENERATE AFFINE HECKE ALGEBRAChapter 4
Interplay between the quantum
inverse scattering method and the
degenerate ane Hecke algebra
The purpose of this chapter is to highlight connections between the two discussed methods for
solving the QNLS eigenvalue problem, some of which may be known to experts in the eld, but
which are not discussed in the literature. This interplay can be seen as something reminiscent
of Schur-Weyl duality; the Yangian of gl2, the algebraic object underlying the QYBE, is a
deformation of the current algebra of gl2 and its representation theory should be related to that
of the degenerate ane Hecke algebra, which is a deformation of the group algebra of SN.
4.1 Equality of the wavefunctions and dimension of the solution
spaces
In chapters 2 and 3 we have reviewed the construction of the Bethe wavefunctions 	 using two
dierent methods. To distinguish them, for now we refer to them as 	
QISM
 = BN :::B1	; and
	dAHA
 = S(N) . In order to prove that 	
QISM
 = 	dAHA
 , it would be helpful if the solution
space of the set of equations they solve were one-dimensional. Unfortunately, the solution space
of the system Eqns. (1.1-1.2) is not one-dimensional; We illustrate this by the case N = 1. Let
 2 C. The most general eigenfunction of  @2
x with eigenvalue 2 is given by
	(x) = c0

cos(x) +
i

sin(x)

=
c0
2

 + 

eix +
   

e ix

;
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with c0; 2 C. For L-periodicity we need the Bethe ansatz condition eiL = 1, but no additional
condition on . Thus we have a 2-dimensional space parametrized by the constants c0 and . If
we choose  = , 	 is also an eigenfunction of  i@x with eigenvalue  and we recover 	 / ei.
However in [16] a useful result is obtained for the generalization of the eigenvalue problem to
ane Weyl groups. In the case of the symmetric group, and using the present notation, we have
Theorem 4.1.1. [16, Thm. 2.6] Write J = [ L=2;L=2] for some L 2 R>0. Let  2 R and
 2 CN. Then the vector space of functions 	 2 CB1(RN)SN satisfying the derivative jump
conditions Eqn. (1.2) and
P( i@1;;:::; i@N;)	jJN
reg = P()	jJN
reg; for P 2 C[X]SN (4.1.1)
has dimension at most 1; the dimension equals 1 if and only if  is a solution of the Bethe
ansatz equations Eqn. (2.5.3) and  2 RN
reg.
It is important to impose Eqn. (4.1.1), which is a stronger condition than Eqn. (1.1), and can
be seen as dening a particular self-adjoint extension of  . Fortunately, both the QISM and
the dAHA approach take this into account; both yield that 	 satises (4.1.1), so we obtain
from Thm. 4.1.1 that 	
QISM
 and 	dAHA
 are proportional.
Having discussed the dimensionality of the solution space of the QNLS eigenvalue problem, we
can use this to demonstrate that 	
QISM
 = 	dAHA
 .
Theorem 4.1.2. Let  2 CN
reg. Then 	
QISM
 = 	dAHA
 .
Proof. In view of Thm. 4.1.1 it is sucient to establish that 	
QISM
 (0) = 	dAHA
 (0); we will
in fact show that evaluating both expressions for the Bethe wavefunction at x = 0 yields 1.
For the QISM wavefunction, we use induction. The case N = 0 is obvious. To go from N to
N + 1, let i 2 In+1
N+1 and note that limx!0 ^ Ei = 0 unless n = 0. Hence for  2 CN+1
reg write
0 = (1;:::;N) and note that
	
QISM
 (0;:::;0 | {z }
N+1
) = lim
x1;:::;xN+1!0

BN+1	
QISM
0

(x)
= lim
x1;:::;xN+1!0
1
N + 1
N X
j=1
eiN+1xj 	
QISM
0 (x^ |) = 1;
by virtue of the induction hypothesis, and the fact that BF is continuous at the hyperplanes
Vj k for all F 2 H. To prove the statement for 	dAHA
 , simply let Eqn. (3.3.8) act on 1 2 C!(CN
reg)
and use that w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We will give a new proof in Chapter 5 that 	
QISM
 = 	dAHA
 .
Remark 4.1.3. Having xed 	(0) = 1, we have chosen a normalization of the wavefunction.
This does not make 	 a probability amplitude, i.e. k	k 6= 1. By obtaining formulae for the
norm k	k one nds the corresponding probability amplitude 1
k	k	.
4.2 Recursive constructions using the dAHA
As mentioned earlier, an advantage of the QISM is the appearance of a recursive formula Eqn.
(2.5.1) immediately from the denition of 	. In the dAHA method these recursive relations
can be obtained from the embedding of SN into SN+1 in Lemma 3.1.1. We will do this for the
pre-wavefunction   as well as the Bethe wavefunction 	. The regular representation of the
dAHA in momentum space plays a key role here.
For  2 C, denote by ^ e 
 the element of End(F(RN);F(RN+1)) determined by
 
^ e 
f

(x1;:::;xN+1) = eixN+1 f(x1;:::;xN);
for f 2 F(RN) and (x1;:::;xN+1) 2 RN+1.
Proposition 4.2.1 (Recursion for the pre-wavefunction). Let  = (1;:::;N+1) 2 CN+1 and
x = (x1;:::;xN+1) 2 RN+1
reg . Writing 0 = (1;:::;N) 2 CN, we have
  =
N+1 X
m=1
~ smN+1;smN+1
 
N Y
k=1
k N+1
!
^ e (N+1) 0:
Proof. Applying Lemma 3.1.1 and Lemma 3.6.16 we obtain
  =
X
w2SN+1
w 1RN+1
+ ~ w 1
 ~ wei =
N+1 X
m=1
X
w02SN
sm N+1(w0) 1RN+1
+ ~ smN+1;( ~ w0
) 1 ~ w0~ smN+1 ei
=
N+1 X
m=1
~ smN+1;
X
w02SN
sm N+1(w0) 1RN+1
+ ( ~ w0
) 1 ~ w0smN+1 ei
=
N+1 X
m=1
~ smN+1;smN+1
X
w02SN
(w0) 1RN+1
+ ( ~ w0
) 1 ~ w0 ei :
Write x0 = (x1;:::;xN) 2 RN
reg. Now, (w0) 1RN+1
+ (x) = 1 precisely if xw0(1) > ::: > xw0(N+1),
but w0(N + 1) = N + 1, so the condition (w0) 1RN+1
+ (x) = 1 is equivalent to (w0) 1RN
+(x0) = 1
and xw0(k) > xN+1 for all k = 1;:::;N, i.e. xk > xN+1 for all k = 1;:::;N. This yields
(w0) 1RN+1
+ (x) =
 
N Y
k=1
(xk   xN+1)
!
(w0) 1RN
+(x0)76 CHAPTER 4. INTERPLAY BETWEEN THE QISM AND THE DAHA
and hence
 (x) =
N+1 X
m=1
~ smN+1;smN+1
 
N Y
k=1
(xk   xN+1)
!
X
w02SN
w0RN
+(x0)( ~ w0
) 1 ~ w0 eih;xi :
Finally, using eih;xi = eiN+1xN+1 eih0;x0i, we have
 (x) =
N+1 X
m=1
~ smN+1;smN+1
 
N Y
k=1
(xk   xN+1)
!
eiN+1xN+1 
X
w02SN
(w0) 1RN
+(x0)( ~ w0
) 1 ~ w0 eih0;xi;
where we recognize the summation over w0 as  0(x0), as per Lemma 3.6.16.
Proposition 4.2.2 (Recursion for the Bethe wavefunction). Let  = (1;:::;N+1) 2 CN+1
and x = (x1;:::;xN+1) 2 RN+1
+ . Write 0 = (1;:::;N). We have
	 =
1
N + 1
N+1 X
m=1
~ smN+1+
N(0)^ e (N+1)	0 =
1
N + 1
N+1 X
m=1
~ smN+1;^ e (N+1)	0:
Proof. Using Prop. 3.7.5, one of the identities from Lemma 3.1.2 and Prop. 3.3.3, we obtain
	 = ~ S(N+1)
 ei =
1
N + 1
N+1 X
m=1
(~ smN+1) ~ S(N)
 ^ e (N+1)ei0
=
1
N + 1
N+1 X
m=1
~ smN+1;^ e (N+1) ~ S(N)
 ei0
=
1
N + 1
N+1 X
m=1
~ smN+1;^ e (N+1)	0:
establishing the rst expression for 	. The second expression is equivalent to the rst by virtue
of Lemma A.1.6 and the identity sm :::sNS(N) = smN+1S(N) in SN+1.
4.3 The Yang-Baxter algebra and the regular representation of
the dAHA
In this section we note that the regular representation of the dAHA occurs in a natural way
in the Yang-Baxter commutation relations as presented in Cor. 2.4.6. This does not appear to
have been documented in the literature on the subject. However, it is another indicator of the
close relationship between the dAHA and the QISM.
Lemma 4.3.1. Let j;j+1 2 C. Then
[T
k1 l1
j ;T
k2 l2
j+1 ] =
 i
j   j+1

T
k2 l1
j T
k1 l2
j+1   T
k2 l1
j+1 T
k1 l2
j

=  i

~ jT
k2 l1
j T
k1 l2
j+1

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In particular, Eqn. (2.4.16), Eqn. (2.4.20) and Eqn. (2.4.23) can be written as
Aj+1Bj =
 
~ sj; Bj+1Aj

; (4.3.1)
Dj+1Bj =
 
~ sj;Bj+1Dj

; (4.3.2)
Cj+1Bj =

i ~ jDj+1Aj

: (4.3.3)
Proof. This follows immediately from Eqn. (2.4.15). We have used ~ sj; = ~ sj   i ~ j and
~ sj~ sj; = ~ sj; ~ sj in the derivation of Eqns. (4.3.1-4.3.2).
Notation (Delimiting the action of divided dierence operators and deformed permuta-
tions). The parentheses in

~ jT
k2 l1
j T
k1 l2
j+1

delimit the action of the divided dierence oper-
ator ~ j: it only acts on the j and j+1 appearing inside the parentheses. The same holds
for expressions such as
 
~ sj;Bj+1Dj

involving the deformed permutations. We emphasize
that typically the integral operators T k l
 act on functions that do not depend on , in which
case the parentheses are unnecessary.
From Eqns. (4.3.1-4.3.2) we can derive various expressions for the action of A and D on the
wavefunction 	:
Proposition 4.3.2. Let  2 R, L 2 R>0 and (;N+1) 2 CN+1. Denote by w0 the longest
element in SN (sending j to N + 1   j, for j = 1;:::;N). Then
AN+1	 = ~ sN;  ::: ~ s1; ~ s1 ::: ~ sN e iN+1L=2 	
=

1   i ~ N N+1

:::

1   i ~ 1N+1

e iN+1L=2 	
= ~ w0

1   i ~ 1N+1

:::

1   i ~ N N+1

e iN+1L=2 	;
DN+1	 = ~ sN; ::: ~ s1;~ s1 ::: ~ sN eiN+1L=2 	
=

1 + i ~ N N+1

:::

1 + i ~ 1N+1

eiN+1L=2 	
= ~ w0

1 + i ~ 1N+1

:::

1 + i ~ N N+1

eiN+1L=2 	:
Proof. We will derive the expressions for DN+1	 from Eqn. (4.3.2). We have
DN+1	 = DN+1BN :::B1	;
= ~ sN;BN+1DNBN 1 :::B1	; = ::: = ~ sN; ::: ~ s1;BN+1 :::B2D1	;
= ~ sN; ::: ~ s1;~ s1 ::: ~ sNBN :::B1DN+1	;:
We have moved the D operator to the right as far as possible; now we use D	; = eiL=2 	;
and we obtain
DN+1	 = ~ sN; ::: ~ s1;~ s1 ::: ~ sN eiN+1L=2 BN :::B1	;;78 CHAPTER 4. INTERPLAY BETWEEN THE QISM AND THE DAHA
leading to the rst expression for DN+1	. Lemma A.1.7 provides us with the second expres-
sion. From ~ j N+1 = ~ w0 ~ N+1 j N+1 ~ w0 and w0 2 SN we obtain the third expression. The
expressions for AN+1	 are found in the same way, starting from Eqn. (4.3.1).
We can now easily recover more properties of AN+1	 and DN+1	.
 Since 	 is SN-invariant in position space, so are AN+1	 and DN+1	 (any permuta-
tion w commutes with the operators ~ sj; acting in momentum space and with the factor
eiN+1L). Because f	 :  satises the BAEs (2.5.3)g form a complete set in HN, we
obtain that A and D are operators on HN.
 AN+1	 and DN+1	 can be obtained from each other by  !  ;L !  L.
In fact, using this formalism we can provide an alternative proof for Prop. 2.5.6.
Proposition 4.3.3. Let  6= 0, L 2 R>0 and (;) 2 CN+1. Then
A	 = +
 ()e iL=2 	 +
N X
j=1
+
j(^ |)
i
j   
e ijL=2 	^ |;;
D	 =  
 ()eiL=2 	  
N X
j=1
 
j(^ |)
i
j   
eijL=2 	^ |;:
Proof. Write N+1 = . It is sucient to prove
~ sN; ::: ~ s1;~ s1 ::: ~ sN eiN+1L=2 ~ S(N) =
=
0
@eiN+1L=2  
N+1()  
N X
j=1
eijL=2  
j(^ |)
i
j   N+1
~ sj ::: ~ sN
1
A ~ S(N); (4.3.4)
this would concern the formula for D	; to obtain the equivalent statement for A	 apply
 !  , L !  L. Eqn. (4.3.4) can be proven by induction; the case N = 0 is trivial. To
establish the induction step, we rst observe that
~ sN;
i
j   N
~ sj ::: ~ sN ~ S(N) =
=

N   N+1 + i
N   N+1
~ sN  
i
N   N+1

i
j   N
~ sj ::: ~ sN ~ S(N)
=
N   N+1 + i
N   N+1
i
j   N+1
~ sj ::: ~ sN 2~ sN~ sN 1~ sN ~ S(N)  
i
N   N+1
i
j   N
~ sj ::: ~ sN ~ S(N)
=
N   N+1 + i
N   N+1
i
j   N+1
~ sj ::: ~ sN~ sN 1 ~ S(N)  
i
N   N+1
i
j   N
~ sj ::: ~ sN ~ S(N)
=

N   N+1 + i
N   N+1
i
j   N+1
 
i
N   N+1
i
j   N

~ sj ::: ~ sN ~ S(N)
=
j   N   i
j   N
i
j   N+1
~ sj ::: ~ sN ~ S(N):4.4. THE Q-OPERATOR 79
Now write 0 = (1;:::;N 1) 2 CN 1 and note that ~ S(N 1) ~ S(N) = ~ S(N) so that, by virtue of
the induction hypothesis, we have
~ sN; ::: ~ s1;~ s1 ::: ~ sN eiN+1L ~ S(N) = ~ sN; ::: ~ s1;~ s1 ::: ~ sN 1 eiNL ~ sN ~ S(N) =
= ~ sN;
0
@eiNL=2  
N(0)  
N 1 X
j=1
eijL=2  
j(0
^ |)
i
j   N
~ sj ::: ~ sN 1
1
A ~ S(N 1)~ sN ~ S(N)
=
0
@~ sN; eiNL=2  
N(0)~ sN  
N 1 X
j=1
eijL=2  
j(0
^ |)~ sN;
i
j   N
~ sj ::: ~ sN
1
A ~ S(N)
=

eiN+1L=2  
N+1()   eiNL=2  
N(0)
i
N   N+1
~ sN+
 
N 1 X
j=1
eijL=2  
j(0
^ |)
j   N   i
j   N
i
j   N+1
~ sj ::: ~ sN
1
A ~ S(N)
=
0
@eiN+1L=2  
N+1()  
N X
j=1
eijL=2  
j(^ |)
i
j   N+1
~ sj ::: ~ sN
1
A ~ S(N);
which establishes the induction step.
Remark 4.3.4. As the statements made in this section are a direct consequence of the QYBE
(2.3.4), it follows that the dAHA plays a role, through its regular representation, in the theory
of any physical system with an R-matrix given by Defn. 2.3.1.
4.4 The Q-operator
For the QNLS model we can follow a method from statistical mechanics, initially formulated
by Baxter for the eight-vertex model [1,2], which has been deployed for other solvable lattice
models and spin chains (see, e.g. [3,37{39,48,55]). In this method one constructs an operator
Q, known as \Baxter's Q-operator", which is in involution with the transfer matrix T and
typically used to nd the spectrum of T as a substitute for the Bethe ansatz. Its application
to the QNLS model is particularly interesting since it aords a connection to the Dunkl-type
operators from Chapter 3.
Theorem 4.4.1. Let  2 R and L 2 R>0. There exists a family of operators fQ :  2 Cg,
densely dened on HN = HN([ L=2;L=2]), satisfying the following conditions.
(i) For all ; 2 C,
[T;Q] = [Q;Q] = 0: (4.4.1)80 CHAPTER 4. INTERPLAY BETWEEN THE QISM AND THE DAHA
(ii) The TQ-equation holds for all  2 C:
TQ = e iL=2 Q+i + eiL=2 Q i: (4.4.2)
(iii) If  2 CN
reg satises the BAEs (2.5.3) then Qj	 = 0 for all j = 1;:::;N.
Proof. First we assume that (;) 2 CN+1
reg and  satises the BAEs (2.5.3). Then from Thm.
2.5.7 we know that the Bethe wavefunction 	 is an eigenfunction of the transfer matrix T:
T	 =

e iL=2 +
 () + eiL=2  
 ()

	:
Multiplying by
QN
j=1(j   ) we arrive at
T
0
@
N Y
j=1
(j   )
1
A	 =
0
@e iL=2
N Y
j=1
(j      i) + eiL=2
N Y
j=1
(j    + i)
1
A	: (4.4.3)
Using the completeness of f	 :  satises the BAEsg in HN, we may dene the operator Q
on a dense subset of HN by specifying its action on Bethe wavefunctions as follows,
Q	 :=
0
@
N Y
j=1
(j   )
1
A	; (4.4.4)
and extending this linearly. Property (iii) follows immediately. Eqn. (4.4.3) now reads
TQ	 =

e iL=2 Q+i + eiL=2 Q i

	:
Eqns. (4.4.1-4.4.2) follow by applying them on 	, where  satises the BAEs (2.5.3), again by
using completeness.
We recall the Dunkl-type operators @j;, j = 1;:::;N, which act as @j in the fundamental alcove
RN
+. With this in mind, we now present the main result of this section.
Theorem 4.4.2. Let  2 CN
reg be a solution of the BAEs (2.5.3). Also, let  2 C. Then
Q	 =
0
@
N Y
j=1
( i@j;   )
1
A	
and we have the identity
Q =
N Y
j=1
( i@j;   ) = ( 1)N
N X
n=0
in en( i@1;;:::; i@N;)N n
on a dense subspace of HN, where the elementary symmetric polynomial en is given by
en() =
X
i2IN
n
n Y
m=1
im =
X
1i1<:::<inN
i1 :::in (4.4.5)4.4. THE Q-OPERATOR 81
Proof. Since
QN
j=1( i@j;  ) is a symmetric polynomial in @1;;:::;@N;, we may use the rst
part of Thm. 3.7.3. Together with Eqn. (4.4.4) this implies that
0
@
N Y
j=1
( i@j;   )
1
A	 = Q	:
As f	 :  satises the BAEs (2.5.3)g is complete in HN and both Q and symmetric expres-
sions in the @j; are dened on a dense subspace, the second result follows.
Remark 4.4.3. Referring back to Eqn. (2.2.8) and Eqn. (3.5.7), we have seen the power sum
symmetric polynomials in the Dunkl-type operators appearing as expansion coecients with re-
spect to  in the transfer matrix T. The expansion of Baxter's Q-operator yields the elementary
symmetric polynomials in the Dunkl-type operators. We remark that both sets of polynomials
generate the algebra of symmetric polynomials in N indeterminates. From a physical perspective,
T and Q are generating functions for alternative sets of integrals of motion. T is the natural
object in the QISM and Q is the natural object in the dAHA method. The TQ-equation (4.4.2)
connects these two approaches.82 CHAPTER 4. INTERPLAY BETWEEN THE QISM AND THE DAHAChapter 5
The non-symmetric Yang-Baxter
algebra
In this section we set out the main body of original work in this thesis. We will describe operators
a, b
, c
, d that are extensions of the operators A, B, C, D 2 End(H([ L=2;L=2])) from
Chapter 2 to a dense subspace of h = h([ L=2;L=2]). These operators generate a subalgebra of
End(h) which we will call the non-symmetric Yang-Baxter algebra. For example, we will discuss
operators b
 2 Hom(hN;hN+1) that generate the pre-wavefunctions recursively, i.e.
 1;:::;N+1 = b 
N+1 1;:::;N = b+
1 2;:::;N+1; (5.0.1)
in correspondence with Eqn. (2.5.2):
	1;:::;N+1 = BN+1	1;:::;N;
note that since  1;:::;N+1 is not SN+1-invariant (in position or momentum space), it is natural
that there should be two ways of recursively expressing it as in Eqn. (5.0.1). We will prove
this recursive property based on Cor. 3.6.13 and identities @j;b 
N+1 :::b 
1 = jb 
N+1 :::b 
1 and
@j;b+
1 :::b+
N+1 = jb+
1 :::b+
N+1 for all j = 1;:::;N + 1. Using the denition of 	 in terms
of the  , which are in turn dened in terms of representations of the dAHA, and the above
recursion Eqn. (5.0.1), we are able to give a new proof (Cor. 5.2.4) for the QISM recursion
	 =
QN
j=1 Bj	;.
Also, in Section 5.3 we will obtain commutation relations for the non-symmetric Yang-Baxter
algebra on a subspace of h by expressing the operators a, d, and c
 in terms of the b
 and
using Eqn. (5.0.1).
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5.1 The non-symmetric integral operators
5.1.1 Denitions and basic properties
For N 2 Z0, n = 0;:::;N we recall
in
N = f(i1;:::;in) 2 f1;:::;Ngn : il 6= im for l 6= mg:
We also recall that given i 2 in
N and x 2 JN, unless otherwise specied, xi0 denotes L=2, and
xin+1 denotes  L=2.
Let N be a nonnegative integer and f 2 F(JN). We can act on such functions by \deletion",
\insertion", and \replacement" of variables, as follows:
Deletion. Let x 2 JN+1 and j = 1;:::;N + 1. Then
(^ jf)(x) = f(x^ |) = f(x1;:::; ^ xj;:::;xN+1): (5.1.1)
Note that ^ j 2 Hom(F(JN);F(JN+1)).
Insertion. Let y 2 J. We consider  (y) 2 Hom(F(JN+1);F(JN)) given by
( +(y)f)(x) = f(y;x1;:::;xN); (  (y)f)(x) = f(x1;:::;xN;y): (5.1.2)
Also note that
[ +(y);   (z)] = 0: (5.1.3)
The operators  (y) are non-symmetric versions of the quantum eld (y) (up to a scalar
factor).
Replacement. For j = 1;:::;N and y 2 J, we have
(j!yf)(x) = f(x1;:::;xj 1;y;xj+1;:::;xN);
and, for i 2 in
N, y 2 Jn,
i!y =
n Y
m=1
im!ym: (5.1.4)
We note that i!y 2 End(F(JN)); furthermore, for all w 2 SN we have
wi!y = 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Given i = (i1;:::;in) 2 in
N, write i+ = (i1 +1;:::;in +1) 2 in
N+1. Recall the notation i for the
multiplication operator in End(F(RN
reg)) dened by (if)(x) = (xi1 > xi2 > ::: > xin)f(x),
for f 2 F(RN
reg), x 2 RN
reg.
Denition 5.1.1. Let L 2 R>0,  2 C and n = 0;:::;N. Given i 2 in
N, the associated
elementary (non-symmetric) integral operators,
^ e
;i = ^ e
;i1 :::in : hN ! hN+1
 e
;i =  e
;i1 :::in : hN ! hN;
 e
;i =  e
;i1 :::in : hN+1 ! hN;
are densely dened on d([ L=2;L=2]) by means of:
^ e+
;ijdN = eix1 i+ 1
 
n Y
m=1
Z xim+1
xim+1+1
dym ei(xim+1 ym)
!
i+!y ^ 1; where xin+1+1 = x1;
^ e 
;ijdN = eixN+1 N+1i
 
n Y
m=1
Z xim 1
xim
dym ei(xim ym)
!
i!y ^ N+1; where xi0 = xN+1;
 e+
;ijdN = e iL=2 i
 
n Y
m=1
Z xim
xim+1
dym ei(xim ym)
!
i!y;
 e 
;ijdN = eiL=2 i
 
n Y
m=1
Z xim 1
xim
dym ei(xim ym)
!
i!y;
 e+
;ijdN+1 = i
 
n Y
m=0
Z xim
xim+1
dym ei(xim ym)
!
i!y   (y0)
 e 
;ijdN+1 = i
 
n+1 Y
m=1
Z xim 1
xim
dym ei(xim ym)
!
i!y  +(yn+1):
For the latter four operators, the standard conventions xin+1 =  L=2, xi0 = L=2 apply.
Note that for n = 0 the above denitions ^ e
 := ^ e
;; simplify to
(^ e+
f)(x1;:::;xN+1) = eix1 f(x2;:::;xN+1)
(^ e 
f)(x1;:::;xN+1) = eixN+1 f(x1;:::;xN):
We have already encountered the operator ^ e 
 in Section 4.2. Note that
^ e+
 ei = ei(;); ^ e 
 ei = ei(;);
which can be seen as the  = 0 case for the intended recursions Eqn. (5.0.1).
Example 5.1.2. Let  2 C. The statement
^ e+
;2jd2 = eix1 31
Z x3
x1
dy ei(x3 y) 1!y ^ 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means that for all f 2 d2, (x1;x2;x3) 2 J3 the function ^ e+
;2f is dened by

^ e+
;2f

(x1;x2;x3) = eix1 (x3   x1)
Z x3
x1
dy ei(x3 y) f(y;x2):
Useful properties of these maps are listed and proven in Appendix B.
Denition 5.1.3 (Non-symmetric integral operators). Let L 2 R>0,  2 R and  2 C. We
dene the operators a;b
;c
;d on h by specifying their action on d:
a =
X
n0
na;n; where a;njdN =
X
i2in
N
 e+
;i; (5.1.6)
b
 =
X
n0
nb
;n; where b
;njdN =
X
i2in
N
^ e
;i; (5.1.7)
c
 =
X
n0
nc
;n; where c
;njdN+1 =
X
i2in
N
 e
;i (5.1.8)
d =
X
n0
nd;n; where d;njdN =
X
i2in
N
 e 
;i: (5.1.9)
Proposition 5.1.4 (Properties of the non-symmetric integral operators). Let L 2 R>0,  2 R
and  2 C. The operators a;b
;c
;d have the following properties.
(i) We have
a(dN);d(dN)  hN; b
(dN)  hN+1; c
(dN)  hN 1; c
(h0) = 0:
(ii) b
 is the formal adjoint of c
 , and a is the formal adjoint of d .
(iii) The actions of a, b
, c
, d on 	; are as follows:
a	; = e iL=2 	;;
 
b
	;

(x) = eix; c
	; = 0; d	; = eiL=2 	;:
(iv) The operators a, b
, c
, d are bounded on the dense subset hn. Hence, they can be seen
as endomorphisms of h and can be composed with other elements of End(h).
(v) For w 2 SN, we have
[w;a]jhN = [w;b 
]jhN = [w;c+
]jhN+1 = [w;d]jhN = 0:
Furthermore,
[S(N);a]jhN = [S(N);b 
]jhN = [S(N);c+
]jhN+1 = [S(N);d]jhN = 0:5.1. THE NON-SYMMETRIC INTEGRAL OPERATORS 87
Proof. We prove each property separately.
(i) This follows from the denition of the elementary integral operators.
(ii) Using Lemma B.1.1 we see that
 
b+
f;g

N =
N X
n=0
n X
i2in
N

^ e+
;if;g

N
=
N X
n=0
n X
i2in
N

f;  e 
 ;ig

N 1
=

f;c 
 g

N 1
;
where f 2 hN 1 and g 2 hN. The other adjointness relations are demonstrated in the
same fashion.
(iii) This follows immediately by using the denition of these operators in terms of the elemen-
tary integral operators.
(iv) This follows from the triangle inequality for the operator norm and the fact that the a,
b
, c
, d are all nite linear combinations of the elementary integral operators.
(v) This is obtained by summing the statements in Lemma B.1.3 over the appropriate multi-
indices i.
In light of Prop. 5.1.4, Property (i), the operators b
 will be referred to as the non-symmetric
creation operators.
Example 5.1.5 (N = 2). We will present here expressions for the action of the non-symmetric
integral operators a;b
;c
;d on suitable functions f. The reader should compare this with
Example 2.4.5. For f 2 d2 and (x1;x2) 2 J2 we have
(af)(x1;x2) = e iL=2
 
f(x1;x2) + 
Z x1
 L=2
dy ei(x1 y) f(y;x2) + 
Z x2
 L=2
dy ei(x2 y) f(x1;y)+
+ 2(x1 > x2)
Z x1
x2
dy1
Z x2
 L=2
dy2 ei(x1+x2 y1 y2) f(y1;y2)+
+ 2(x2 > x1)
Z x2
x1
dy1
Z x1
 L=2
dy2 ei(x1+x2 y1 y2) f(y2;y1)
!
;
(df)(x1;x2) = eiL=2
 
f(x1;x2) + 
Z L=2
x1
dy ei(x1 y) f(y;x2) + 
Z L=2
x2
dy ei(x2 y) f(x1;y)+
+ 2(x1 > x2)
Z L=2
x1
dy1
Z x1
x2
dy2 ei(x1+x2 y1 y2) f(y1;y2)+
+ 2(x2 > x1)
Z L=2
x2
dy1
Z x2
x1
dy2 ei(x1+x2 y1 y2) f(y2;y1)
!
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For f 2 d2 and (x1;x2;x3) 2 J3 we have
(b 
f)(x1;x2;x3) = eix3

f(x1;x2) + (x3 > x1)
Z x3
x1
dy ei(x1 y) f(y;x2)+
+ (x3 > x2)
Z x3
x2
dy ei(x2 y) f(x1;y)+
+ 2(x3 > x1 > x2)
Z x3
x1
dy1
Z x1
x2
dy2 ei(x1+x2 y1 y2) f(y1;y2)+
+2(x3 > x2 > x1)
Z x3
x2
dy1
Z x2
x1
dy2 ei(x1+x2 y1 y2) f(y2;y1)

;
(b+
f)(x1;x2;x3) = eix1

f(x2;x3) + (x2 > x1)
Z x2
x1
dy ei(x2 y) f(y;x3)+
+ (x3 > x1)
Z x3
x1
dy ei(x3 y) f(x2;y)+
+ 2(x2 > x3 > x1)
Z x2
x3
dy1
Z x3
x1
dy2 ei(x2+x3 y1 y2) f(y1;y2)+
+2(x3 > x2 > x1)
Z x3
x2
dy1
Z x2
x1
dy2 ei(x2+x3 y1 y2) f(y2;y1)

:
Finally, for f 2 d3 and (x1;x2) 2 J2 we have
(c 
f)(x1;x2) =
Z L=2
 L=2
dyf(y;x1;x2) + 
Z L=2
x1
dy1
Z x1
 L=2
dy2 ei(x1 y1 y2) f(y2;y1;x2)+
+ 
Z L=2
x2
dy1
Z x2
 L=2
dy2 ei(x2 y1 y2) f(y2;x1;y1)+
+ 2(x1 > x2)
Z L=2
x1
dy1
Z x1
x2
dy2
Z x2
 L=2
dy3 ei(x1+x2 y1 y2 y3) f(y3;y1;y2)+
+ 2(x2 > x1)
Z L=2
x2
dy1
Z x2
x1
dy2
Z x1
 L=2
dy3 ei(x1+x2 y1 y2 y3) f(y3;y2;y1);
(c+
f)(x1;x2) =
Z L=2
 L=2
dyf(x1;x2;y) + 
Z L=2
x1
dy0
Z x1
 L=2
dy1 ei(x1 y0 y1) f(y1;x2;y0)+
+ 
Z L=2
x2
dy0
Z x2
 L=2
dy1 ei(x2 y0 y1) f(x1;y1;y0)+
+ 2(x1 > x2)
Z L=2
x1
dy0
Z x1
x2
dy1
Z x2
 L=2
dy2 ei(x1+x2 y0 y1 y2) f(y1;y2;y0)+
+ 2(x2 > x1)
Z L=2
x2
dy0
Z x2
x1
dy1
Z x1
 L=2
dy2 ei(x1+x2 y0 y1 y2) f(y2;y1;y0):
5.1.2 Connections with the QNLS symmetric integral operators
We now highlight why the operators a;b
;c
;d are relevant to the study of the QNLS model.
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Lemma 5.1.6. Let J = [ L=2;L=2] with L 2 R>0,  2 R,  2 C and F 2 HN. Then
aFjJN
+ = AFjJN
+ S(N+1)b
FjJN+1
+ = BFjJN+1
+
c
FjJN 1
+ = CFjJN 1
+ dFjJN
+ = DFjJN
+ :
Proof. By summing over all suitable i in Lemma B.1.5; we remark that in the denition of b
there is an extra condition on i (involving the labels 1 and N +1, respectively), so that we need
to symmetrize to get a sum of all i 2 In+1
N+1.
Proposition 5.1.7 (Symmetric integral operators as restrictions of non-symmetric integral
operators). Let L 2 R>0,  2 R and  2 C. Then
ajHN = A; S(N+1)b
jHN = B; c
jHN = C; djHN = D:
Proof. We make the following observations.
 From Prop. 5.1.4 (v) we may conclude that a and d map SN-invariant functions to
SN-invariant functions.
 The two operators S(N+1)b
 evidently map to SN+1-invariant functions and by virtue
of Lemma 5.1.6 their actions on an element of HN coincide on the alcove and hence
everywhere.
 c+
 maps SN+1-invariant functions to SN-invariant functions due to Prop. 5.1.4 (v); more
precisely,
c+
S(N+1)f = c+
S(N)S(N+1)f = S(N)c+
S(N+1)f;
for an arbitrary f 2 hN+1. Also, by summing over all suitable i in Lemma B.1.4 we obtain
that c+
jHN = c 
jHN, so that c 
 has the same property.
Since SN-invariant functions are determined by their behaviour on the fundamental alcove JN
+ ,
application of Lemma 5.1.6 completes the proof.
An important consequence of Prop. 5.1.7 is the following
Corollary 5.1.8. Let L 2 R>0,  2 R and  2 C.
BS(N) = S(N+1)b 
 2 Hom(hN;HN+1):
Proof. From Prop. 5.1.7 we obtain that BS(N) = S(N+1)b 
S(N). Applying Prop. 5.1.4 (v)
gives the desired result.
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hN
S(N)

b 
 // hN+1
S(N+1)

HN
B // HN+1
Figure 5.1.1: Diagrammatic presentation of Cor. 5.1.8
5.1.3 Relations among the non-symmetric integral operators
The following proposition will be used to reduce statements involving the operators a, c
 and
d to statements about b
.
Proposition 5.1.9. Let L 2 R>0 and  2 R.
(i) For  2 C, in End(hN) we have
b+
  +( L=2) =  +( L=2)s1b+
; b 
   (L=2) =   (L=2)sNb 
;
i.e. for f 2 dN and (x1;:::;xN) 2 JN we have
 
b+
  +( L=2)f

(x1;:::;xN) =
 
b+
f

(x1; L=2;x2;:::;xN);
 
b 
   (L=2)f

(x1;:::;xN) =
 
b 
f

(x1;:::;xN 1;L=2;xN):
(ii) For  2 C, in End(hN) we have
a =  +( L=2)b+
; d =   (L=2)b 
;
i.e. for f 2 dN and (x1;:::;xN) 2 JN we have
(af)(x1;:::;xN) =
 
b+
f

( L=2;x1;:::;xN);
(df)(x1;:::;xN) =
 
b 
f

(x1;:::;xN;L=2):
(iii) Let ; 2 C. Then in Hom(hN;hN+1)
b+
a =  +( L=2)s1b+
b+
; b 
d =   (L=2)sN+1b 
b 
;
i.e. for f 2 dN and (x1;:::;xN+1) 2 JN+1 we have
 
b+
af

(x1;:::;xN+1) =
 
b+
b+
f

(x1; L=2;x2;:::;xN+1);
 
b 
df

(x1;:::;xN+1) =
 
b 
b 
f

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(iv) Let  2 C. In Hom(hN+1;hN) we have
c+
 = [  (L=2);a] =  +( L=2)[  (L=2);b+
];
c 
 = [ +( L=2);d] =   (L=2)[ +( L=2);b 
]:
Proof. The properties are proven separately.
(i) This follows from the denitions of ^ e
. For the product  +( L=2)s1b+
 note that those
terms in the underlying summation over i 2 in
N with i1 = 1 vanish, because of x1 2 J:
either (::: >  L=2 > x1) = 0 will occur or there will be an integral with upper and lower
limit equal to x1 =  L=2. A similar argument can be made for the product   (L=2)sNb 
.
(ii) This follows straightforwardly from the denitions of  e.
(iii) This is established by combining Properties (i)-(ii).
(iv) In (b+
f)(L=2;x; L=2) (x 2 RN) split the summation over i 2 in
N into those terms with
i1 = N, corresponding to the terms appearing in (c+
f)(x), and those with i1 6= N,
corresponding to the terms appearing in (af)(L=2;x). Then use  +( L=2)  (L=2)b+
 =
  (L=2)a by virtue of Property (ii). A similar argument for b 
 is used.
Remark 5.1.10. Properties (ii)-(iv) in Prop. 5.1.9 may in fact be used to dene a;d;c
.
These identities are generalizations of Prop. 2.4.2 (v), the corresponding identities for the
symmetric operators A;B;C;D 2 End(H).
5.2 Recursive construction of the pre-wavefunction
In order to prove the important recursive property Eqn. (5.0.1), we will present commutation
relations between b
 and @j; which are backed up by lemmas from Appendix B.2. Crucially,
this will also rely on Cor. 3.6.13.
First we need to address the dierence in domains between the Dunkl-type operators (acting on
smooth functions on the regular vectors RN
reg) and the creation operators b
 (acting on square-
integrable functions on the bounded interval [ L=2;L=2]). Note that the formulae dening
the b
 can be seen as dening linear maps, denoted by the same symbols, from C(RN) to
C(RN+1), for any nonnegative integer N; the reader should compare this to the interpretation
of B as an element of Hom(C(RN)SN;C(RN+1)SN+1) in Section 2.6. Furthermore, both b
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restrict to elements of Hom(CB1(RN);CB1(RN+1)), as they clearly preserve smoothness on the
(open) alcoves of RN. By restricting the functions upon which the b
 act to RN
reg, nally we
may view b
 as elements of Hom(C1(RN
reg);C1(RN+1
reg )). Therefore, compositions of the form
@
(N+1)
j; b
 for j = 1;:::;N + 1 and b
@
(N)
j; for j = 1;:::;N make sense as linear operators:
C1(RN
reg) ! C1(RN+1
reg ).
Proposition 5.2.1. Let  2 R and  2 C. Then in Hom(C1(RN
reg);C1(RN+1
reg )) we have
@
(N+1)
N+1;b 
 = ib 
; @
(N+1)
1; b+
 = ib+
; (5.2.1)
@
(N+1)
j; b 
 = b 
@
(N)
j; ; @
(N+1)
j+1; b+
 = b+
@
(N)
j; ; j = 1;:::;N: (5.2.2)
Proof. We write @
(N)
j for the partial derivative @j acting on functions dened on (an open set
in) RN. For Eqn. (5.2.1), by collecting powers of  we see that it suces to prove
(@
(N+1)
N+1   i)b 
;0 = 0; (@
(N+1)
1   i)b+
;0 = 0; (5.2.3)
(@
(N+1)
N+1   i)b 
;n+1 = 
(N+1)
N+1 b 
;n;
(@
(N+1)
1   i)b+
;n+1 = 
(N+1)
1 b+
;n;
for n = 0;:::;N   1; (5.2.4)

(N+1)
N+1 b 
;N = 0; 
(N+1)
1 b+
;N = 0: (5.2.5)
Eqn. (5.2.3) follows from (b 
;0f)(x1;:::;xN+1) = eixN+1 f(x1;:::;xN) and (b+
;0f)(x1;:::;xN+1)
= eix1 f(x2;:::;xN+1). Eqn. (5.2.4) is established in Lemma B.2.9, and Eqn. (5.2.5) in Lemma
B.2.10.
Again by collecting powers of , for Eqn. (5.2.2) we see that it is sucient to prove
@
(N+1)
j b 
;0 = b 
;0@
(N)
j ; @
(N+1)
j+1 b+
;0 = b+
;0@
(N)
j ; (5.2.6)
@
(N+1)
j b 
;n+1 
(N+1)
j b 
;n = b 
;n+1@
(N)
j  b 
;n
(N)
j ;
@
(N+1)
j+1 b+
;n+1 
(N+1)
j+1 b+
;n = b+
;n+1@
(N)
j  b+
;n
(N)
j ;
for n = 0;:::;N   1; (5.2.7)

(N+1)
j b 
;N = b 
;N
(N)
j ; 
(N+1)
j+1 b+
;N = b+
;N
(N)
j : (5.2.8)
We note that Eqn. (5.2.6) is trivial since (b 
;0f)(x1;:::;xN+1) = eixN+1 f(x1;:::;xN) and
(b+
;0f)(x1;:::;xN+1) = eix1 f(x2;:::;xN+1). Eqn. (5.2.7) follows from Lemmas B.2.11 and
B.2.12 and Eqn. (5.2.8) is established in Lemma B.2.13.
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Theorem 5.2.2 (Recursive construction for the pre-wavefunction). Let  2 R and (1;:::;N) 2
CN. We have
 1;:::;N = b 
N :::b 
1	; = b+
1 :::b+
N	; 2 CB1(RN): (5.2.9)
Hence, we have the recursion
 1;:::;N = b 
N 1;:::;N 1 = b+
1 2;:::;N 2 CB1(RN): (5.2.10)
Since the functions   and the operators b
 do not depend on L, we may interpret Eqns. (5.2.9-
5.2.10) as identities in hN([ L=2;L=2]), where we have denoted the restriction of   to the
bounded interval [ L=2;L=2] by the same symbol.
Proof. First of all, we note that b 
N :::b 
1	; and b+
1 :::b+
N	; are both elements of CB1(RN)
since 	; 2 CB1(R0)  = C. In light of Cor. 3.6.13, showing that b 
N :::b 
1	;;b+
1 :::b+
N	; 2
CB1(RN) are solutions of the system (3.5.11) would imply that they are at least proportional
to  1;:::;N. Let j = 1;:::;N. Then
@
(N)
j; b 
N :::b 
1 = b 
N :::b 
j+1@
(j)
j;b 
j :::b 
1
by repeated application of Eqn. (5.2.2) in Prop. 5.2.1. We invoke Eqn. (5.2.1) and obtain
@
(N)
j; b 
N :::b 
1 = b 
N :::b 
j+1 ijb 
j :::b 
1 = ijb 
N :::b 
j+1b 
j :::b 
1;
an identity in Hom(C1(R0
reg);C1(RN
reg)), with C1(R0
reg)  = C. We obtain that b 
N :::b 
1	; 2
CB1(RN) is an eigenfunction of @
(N)
j; with eigenvalue ij, for all j = 1;:::;N, as required.
Similarly, we see that b+
1 :::b+
N	; is an eigenfunction of @j; with eigenvalue j:
@
(N)
j; b+
1 :::b+
N = b+
1@
(N 1)
j 1; b+
2 :::b+
N = ::: = b+
1 :::b+
j 1@
(j)
1;b+
j :::b+
N
= b+
1 :::b+
j 1 ijb+
j :::b+
N = ijb+
1 :::b+
j 1b+
j :::b+
N:
It follows that b 
N :::b 
1	; and b+
1 :::b+
N	; are multiples of  1;:::;N. To see that they
are in fact equal, it suces to show that the functions coincide on the fundamental alcove
RN
+ =

x 2 RN : x1 > ::: > xN
	
. Eqn. (3.6.2) yields  1;:::;NjRN
+ = ei(1;:::;N). To see that
b 
N :::b 
1	;jRN
+ = ei(1;:::;N) we need a simple inductive argument; in the fundamental alcove for
all j = 1;:::;N  1, we have xN < xj, so that for all fN 1 2 CB1(RN 1) and (x1;:::;xN) 2 RN
+
we have
(b 
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Now (x1;:::;xN 1) 2 RN 1
+ and if fN 1 = b 
N 2fN 2 for some fN 2 2 CB1(RN 2) then again
we see that fN 1(x1;:::;xN 1) = eiN 1xN 1 fN 2(x1;:::;xN 2) so that
(b 
Nb 
N 1fN 2)(x1;:::;xN) = ei(N 1xN 1+NxN) fN 2(x1;:::;xN 3):
Continuing thus, we obtain that (b 
N :::b 
1	;)(x1;:::;xN) = e
i
P
j jxj 	; for
(x1;:::;xN) 2 RN
+; hence b 
N :::b 
1	;jRN
+ = ei(1;:::;N) as required. A similar argument shows
that b+
1 :::b+
N	;jRN
+ = ei(1;:::;N).
Remark 5.2.3. Eqn. (5.2.10) can be seen as a Fourier transform of the statement in Prop.
4.2.1, and as a generalization of Eqn. (2.5.2) to non-symmetric wavefunctions.
We have demonstrated how the pre-wavefunction can be generated by the successive application
of operators b 
. We are now able to give an alternative proof that the 	 dened using the
QISM (i.e. by repeated application of the operators Bj) is in fact equal to the 	 dened using
the dAHA (i.e. by symmetrizing the pre-wavefunction):
Corollary 5.2.4. Let L 2 R>0,  2 R and  = (1;:::;N) 2 CN. Then
	 = BN	1;:::;N 1:
Hence, 	 = BN :::B1	;. These may be viewed as identities in both CB1(RN)SN and
HN([ L=2;L=2]).
Proof. Straightforwardly we have, by virtue of Eqn. (5.2.10) and Cor. 5.1.8,
	1;:::;N = S(N) 1;:::;N = S(N)b 
N 1;:::;N 1 = BNS(N 1) 1;:::;N 1 = BN	1;:::;N 1:
Proposition 5.2.5 (Relation with the non-symmetric propagation operator). Let L 2 R>0,
 2 R and  2 C. We have
P(N+1)
 ^ e 
 = b 
P(N)
 2 Hom(CB1(RN);CB1(RN+1)):
Proof. Note that the ei ( 2 CN) form a complete set in hN(RN) (in the sense discussed in
Section 2.6). Hence the proposition follows from the observations
P(N+1)
 ^ e 
 ei = P(N+1)
 ei(;) =  ;
and
b 
P(N)
 ei = b 
  =  ;:
The commuting diagram in Figure 5.2.1 conveys Prop. 5.2.5 succinctly. Furthermore, we can
summarize the contents of Thm. 5.2.2 and Prop. 5.2.5 in Figure 5.2.2.5.3. COMMUTATION RELATIONS 95
hN
P
(N)


^ e 
 // hN+1
P
(N+1)


hN
b 
 // hN+1
Figure 5.2.1: Diagrammatic presentation of Prop. 5.2.5 which conveys the notion that rst
applying the propagation operator P
(N)
 and then the -dependent particle creation operator b 

gives the same result as rst applying the free particle ( = 0) creation operator e 
 and then
P
(N+1)
 .
1
P
(0)
 =1

^ e 
1 // ei1
P
(1)
 =1

^ e 
2 // ei(1;2)
P
(2)


^ e 
3 // :::
^ e 
N 1 // ei(1;:::;N 1)
P
(N 1)


^ e 
N // ei(1;:::;N)
P
(N)


1
S(0)=1

b 
1 //  1
S(1)=1

b 
2 //  1;2
S(2)

b 
3 // :::
b 
N 1 //  1;:::;N 1
S(N 1)

b 
N //  1;:::;N
S(N)

1
B1 // 	1
B2 // 	1;2
B3 // :::
BN 1 // 	1;:::;N 1
BN // 	1;:::;N
Figure 5.2.2: Scheme for recursive constructions of the wavefunction 	. In the three rows we
have the non-symmetric plane waves, the non-symmetric pre-wavefunctions (highlighting the
new formulae from Thm. 5.2.2), and the symmetric Bethe wavefunctions. Note that the three
operators ^ e 
, b 
, B coincide when acting on h0 or h1. The plane waves can be obtained from
the pre-wavefunctions by setting  = 0. This also works on the level of the creation operators;
when setting  = 0 in b 
 one obtains ^ e 
.
5.3 Commutation relations
Let J = [ L=2;L=2] be bounded. We will now prove commutation relations of the non-
symmetric integral operators a;b
;c
;d, which we will refer to as the non-symmetric Yang-
Baxter relations. These operators are dened on a dense subset of hN = hN(J); however, we
will only prove these relations here on the subset
zN = h  :  2 CNi; (5.3.1)
i.e. the completion of the subspace of hN spanned by the pre-wavefunctions  .96 CHAPTER 5. THE NON-SYMMETRIC YANG-BAXTER ALGEBRA
Proposition 5.3.1. Let L 2 R>0,  2 R and ; 2 C. Then
[b 
;b+
 ] = 0 2 Hom(zN;zN+2):
Proof. This follows from the fact that b 
b+
   and b+
 b 
  both equal  ;;, for  2 CN, as
per Thm. 5.2.2.
The next theorem generalizes the connection of the Yang-Baxter algebra with the regular rep-
resentation of the dAHA in momentum space studied in Section 4.3 to the non-symmetric case.
Theorem 5.3.2. Let L 2 R>0,  2 R and 1;2N+1;N+2 2 C. Then we have
sN+1b 
N+2b 
N+1 =

~ sN+1;b 
N+2b 
N+1

2 Hom(zN;zN+2)
s1b+
1b+
2 =

~ s1;b+
1b+
2

2 Hom(zN;zN+2):
Moreover, we have
b 
N+2dN+1 =

~ sN+1;dN+2b 
N+1

2 Hom(zN;zN+1);
b+
1a2 =

~ s1;a1b+
2

2 Hom(zN;zN+1);
or, alternatively,
dN+2b 
N+1 =

~ sN+1;b 
N+2dN+1

2 Hom(zN;zN+1) (5.3.2)
a1b+
2 =

~ s1;b+
1a2

2 Hom(zN;zN+1): (5.3.3)
Proof. From Lemma 3.6.12, Eqn. (3.6.13) we have, for arbitrary (1;:::;N+2) 2 CN+2
sN+1 1;:::;N+2 = ~ sN+1; 1;:::;N+2:
Using Eqn. (5.2.10) this is equivalent to
sN+1b 
N+2b 
N+1 1;:::;N = ~ sN+1;b 
N+2b 
N+1 1;:::;N;
which yields the desired identity for compositions of b . A similar argument applies for compo-
sitions of b+, using s1 1;:::;N+2 = ~ s1; 1;:::;N+2, and  1;:::;N+2 = b+
1b+
2 3;:::;N+2.
The statements connecting the operators b  and d, and b+ and a, respectively, are obtained
by sending the appropriate xj to its minimum or maximum value (i.e., L=2) in Thm. 5.3.2,
relabelling the remaining xj and using Lemma 5.1.9 (ii)-(iii). The alternative formulations Eqns.
(5.3.2-5.3.3) follow from Lemma 2.4.7.5.3. COMMUTATION RELATIONS 97
\Unpacking" the notation involving the operators ~ sj; in Thm. 5.3.2 we obtain
sN+1b 
b 
   b 
b 
 =
i
   

b 
;b 


2 Hom(zN;zN+2);
s1b+
b+
   b+
b+
 =
 i
   

b+
;b+


2 Hom(zN;zN+2);

b 
;d

=
i
   
 
db 
   db 


2 Hom(zN;zN+1);

b+
;a

=
 i
   
 
ab+
   ab+


2 Hom(zN;zN+1):
Lemma 5.3.3. Let L 2 R>0,  2 R and (;N+1) 2 CN+1. Then
aN+1  = ~ sN;  ::: ~ s1; ~ s1 ::: ~ sN e iN+1L=2  
=

1   i ~ N N+1

:::

1   i ~ 1N+1

e iN+1L=2   (5.3.4)
dN+1  = ~ sN; ::: ~ s1;~ s1 ::: ~ sN eiN+1L=2  
=

1 + i ~ N N+1

:::

1 + i ~ 1N+1

eiN+1L=2  : (5.3.5)
Proof. Using Eqn. (5.3.2) we can move the operator d to the right, as follows:
dN+1  = dN+1b 
N :::b 
1	; = ~ sN+1;b 
N+1dNb 
N 1 :::b 
1	;
= ~ sN+1;b 
N+1~ sN;b 
NdN 1b 
N 2 :::b 
1	; = ::: = ~ sN; ::: ~ s1;b 
N+1 :::b 
2d1	;:
From d	; = eiL=2 	; we obtain
dN+1  = ~ sN; ::: ~ s1; ei1L=2  2;:::;N+1 = ~ sN; ::: ~ s1;~ s1; ::: ~ sN; eiN+1L=2  ;
as required. Using Lemma A.1.7 we also nd the other expression for dN+1 . The expressions
for aN+1  are obtained analogously.
Corollary 5.3.4. Let L 2 R>0,  2 R and ; 2 C. Then [d;d] = 0 2 End(zN).
Proof. It suces to show that dN+2dN+1  is invariant under N+1 $ N+2, for (;N+1;N+2)
2 CN+2. Applying Eqn. (5.3.5) we note that
dN+2dN+1  =

1 + i ~ N N+1

:::

1 + i ~ 1N+1

eiN+1L=2 dN+2 
=

1 + i ~ N N+1

:::

1 + i ~ 1N+1




1 + i ~ N N+2

:::

1 + i ~ 1N+2

ei(N+1+N+2)L=2  
=

1 + i ~ N N+1

1 + i ~ N N+2

:::
 :::

1 + i ~ 1N+1

1 + i ~ 1N+2

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Writing
yN+1;N+2(j) :=

1 + i ~ j N+1

1 + i ~ j N+2

= 1 + i(~ j N+1 + ~ j N+2)   2 ~ j N+1 ~ j N+2
for j = 1;:::;N, it follows that
dN+2dN+1  = yN+1;N+2(N):::yN+1;N+2(1)ei(N+1+N+2)L=2  :
Note that the expression ei(N+1+N+2)L=2   is invariant under N+1 $ N+2, i.e. under the
action of the symmetrizer 1
2(1 + ~ sN+1), so that it is sucient to show that
yN+1;N+2(N):::yN+1;N+2(1)(1 + ~ sN+1) = yN+2;N+1(N):::yN+2;N+1(1)(1 + ~ sN+1):
This in turn follows from repeatedly applying
yN+1;N+2(j)(1 + ~ sN+1) = yN+2;N+1(j)(1 + ~ sN+1);
which is a consequence of
~ j N+1 ~ j N+2(1 + ~ sN+1) = ~ j N+2 ~ j N+1(1 + ~ sN+1)
a restatement of Lemma A.1.8.
Write zn = hn \
S
N0 zN. Using Prop. 5.1.4 (ii) we may take adjoints of the statements in
Prop. 5.3.1, Thm. 5.3.2 and Cor. 5.3.4 and obtain
Theorem 5.3.5 (Non-symmetric Yang-Baxter algebra). Let L 2 R>0,  2 R and ; 2 C.
Then we have the following relations in End(zn):
[a;a] = [b 
;b+
] = [c 
;c+
] = [d;d] = 0
[a;b+
] =  
i
   
 
b+
a   b+
a

; [b+
;a] =  
i
   
 
ab+
   ab+


;
[d;b 
] =
i
   
 
b 
d   b 
d

; [b 
;d] =
i
   
 
db 
   db 


;
[a;c+
] =
i
   
 
c+
a   c+
a

; [c+
;a] =
i
   
 
ac+
   ac+


;
[d;c 
] =  
i
   
 
c 
d   c 
d

; [c 
;d] =  
i
   
 
dc 
   dc 


:
It can also be checked that [b
;b
] 6= 0 (as expected) by applying both b
b
 and b
b
 to 	;.
This is equivalent to saying that  ; 6=  ;, as can be immediately checked from the expression
for  1;2 in Example 3.6.17. By taking adjoints it follows that [c
;c
] 6= 0.
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Conjecture 5.3.6. The relations listed in Thm. 5.3.5 hold in End(hn), and hence in End(h).
This could be proven by showing that the set of all  , where  runs through CN, is complete
in hN e.g. by establishing invertibility of the propagation operator P
(N)
 on a dense subset of
hN containing the pre-wavefunctions and using the completeness of the plane waves ei in hN.
Alternatively, it may be possible to establish commutation relations among the b
;n 2 End(hN)
and use the expansions b
 =
P
n nb
;n to establish Prop. 5.3.1 and the rst two statements in
Thm. 5.3.2 as identities in Hom(hN;hN+2).
Remark 5.3.7. Note that all presented relations in Thm. 5.3.5 can be \symmetrized" to estab-
lished relations for the symmetric integral operators as presented in Cor. 2.4.6. For example,
from
[a;b+
] =
 i
   
 
b+
a   b+
a

one obtains
S(N+1)[a;b+
]jHN =
 i
   
S(N+1)  
b+
ajHN   b+
ajHN

;
which yields
[a;S(N+1)b+
]jHN =
 i
   

S(N+1)b+
ajHN   S(N+1)b+
ajHN

by virtue of Prop. 5.1.4 (v). Then applying Prop. 5.1.7 gives Eqn. (2.4.16). This way all
relations in Cor. 2.4.6 are obtained, except the AD-, BC-, CB- and DA-relations.
Another set of commutation relations can be obtained from Lemma 5.1.9 (iv). These cannot be
symmetrized to relations in Cor. 2.4.6.
Lemma 5.3.8. Let L 2 R>0,  2 R and ; 2 C such that  6= . Then
[a;d] = 
 
c 
b+
   c+
b 


2 End(zN); (5.3.6)
[d;a] = 
 
c+
b 
   c 
b+


2 End(zN): (5.3.7)
In particular, [a;d] is not invariant under  $ , in contrast to [A;D] cf. Eqn. (2.4.21).
Proof. Focusing on the right-hand side, we have

 
c 
b+
   c+
b 


=  +( L=2)db+
   d +( L=2)b+
     (L=2)ab 
 + a  (L=2)b 
;
by virtue of Lemma 5.1.9 (iv). Now applying Lemma 5.1.9 (ii) and subsequently Prop. 5.3.1
and Eqn. (5.1.3) we obtain that

 
c 
b+
   c+
b 


=  +( L=2)  (L=2)b 
b+
     (L=2) +( L=2)b+
b 
 + ad   da = [a;d]:
This establishes Eqn. (5.3.6); Eqn. (5.3.7) follows by applying  $ .100 CHAPTER 5. THE NON-SYMMETRIC YANG-BAXTER ALGEBRA
Remark 5.3.9 (Integrability in the non-symmetric case). We claim that the only eigenfunctions
of t := a + d are the 	 where  satises the BAEs (2.5.3). In connection with this, we
recall that   cannot be made L-periodic by imposing conditions on  as has been demonstrated
for N = 2 in Subsection 3.7.1. The claim that 	 is indeed an eigenfunction of t follows
immediately from the remark that a and d restrict to A and D on the domain of symmetric
functions. Hence t restricts to T on that domain, as well, and we have [t;t]jHN = 0.
However, in general, [t;t] 6= 0, since [a;d] 6= [a;d].
5.4 The limiting case J = R
This section generalizes Section 2.6 to the non-symmetric case. Analogously to the behaviour
of A and D for L ! 1 as discussed in Lemma 2.6.1, we present
Proposition 5.4.1. Let  2 R,  2 RN
reg and  2 C n f1;:::;Ng. Then
b 
  =  ; 2 C(RN); b+
  =  ; 2 C(RN)
and, for x 2 RN,
lim
L!1
eiL=2 (a )(x) = +
 () (x); if Im > 0;
lim
L!1
e iL=2 (d )(x) =  
 () (x); if Im < 0:
Proof. Write N+1 = . The expressions for
 
limL!1 b


  are obtained by induction, noting
that   does not depend on L and hence
lim
L!1
b 
N+1 :::b 
1	; = b 
N+1 :::b 
1	; =  1;:::;N+1;
and similarly for b+
.
With respect to
 
limL!1 e iL=2 d

 , note that 1+i ~ j N+1 =
j N+1+i
j N+1  
i
j N+1~ sj N+1.
Expanding the product

1 + i ~ N N+1

:::

1 + i ~ 1N+1

in Eqn. (5.3.5) yields linear combi-
nations of products of ~ sj N+1. The only term proportional to 1 2 SN is obtained by choosing the
term with 1 in each factor 1 + i ~ j N+1. This produces a term
N +i
N  :::
1 +i
1  =  
 ().
We see that e iL=2 d  will be a linear combination of  
 () 1;:::;N and terms proportional
to ei(j )L=2  1;:::;j 1;;j+1;:::;N (with coecients independent of L). Note that the exponent
in ei(j )L=2 has negative real part, provided Im < 0, causing all terms but  
 () 1;:::;N to
vanish in the limit L ! 0. The expression eiL=2 a  is analysed in a similar manner.5.4. THE LIMITING CASE J = R 101
If we can prove a completeness theorem of the   in hN (in the sense alluded to in Section
2.6), we would obtain from Prop. 5.4.1 and the estimate j
 ()j 

1 +
jj
jImj
N
the following
statement.
Conjecture 5.4.2. We can extend limL!1 eiL=2 a and limL!1 e iL=2 d to operators on
hN. Furthermore, they are bounded on hN provided that Im 6= 0.102 CHAPTER 5. THE NON-SYMMETRIC YANG-BAXTER ALGEBRAChapter 6
Conclusions and some open problems
We have highlighted the important theoretical role the pre-wavefunction plays for the QNLS
model, in particular for the connection between the dAHA approach and the QISM. The key
points of this thesis are best summarized by comparing some important properties of the pre-
wavefunction   and the Bethe wavefunction 	. This will also allow us to pinpoint some
possible future avenues of research.
Relation to the symmetric group
Although the pre-wavefunction is not SN-invariant, its denition by means of the non-
symmetric propagation operator involves the symmetric group in an essential way:   =
P
w2SN w 1RN
+w 1w ei. For instance, antisymmetrizing   will not result in a fermionic
wavefunction, i.e. one that transforms as 	w = sgn(w)	 for w 2 SN. This leaves us
with a question whether a similar propagation operator formalism can be set up for a
one-dimensional fermionic system with pairwise contact interaction.
Periodicity
We have seen in Subsection 3.7.1 that the Bethe wavefunctions 	 can be made periodic
by imposing the Bethe ansatz equations (2.5.3) on the  but that this is not possible for
the pre-wavefunctions  . Equivalently, on a bounded interval, the 	 become eigenfunc-
tions of the transfer matrix (Thm. 2.5.7), but not the   (Rem. 5.3.9). When taking the
limit L ! 1 however, both 	 and   are eigenfunctions of eiL=2 T and eiL=2 t,
respectively, if Im ? 0, as per Prop. 2.6.1 and Prop. 5.4.1. A natural problem to consider
would be the variant where the periodicity condition is replaced with an open or reecting
boundary condition and to investigate in how far the pre-wavefunction formalism carries
through in those cases.
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Physical interpretation
Both   (by virtue of Cor. 3.6.14) and 	 solve the QNLS eigenvalue problem Eqns.
(1.1-1.2), although, of course,   is not a physically acceptable solution, as it is not SN-
invariant and hence does not represent a bosonic state. A priori it is conceivable that the
pre-wavefunction represents a state of N non-identical particles of the same mass and with
the same pairwise contact interaction. However, as discussed at the end of Subsection 2.1.2,
physically we are only interested in the subspace of L2 functions which vanish at the bound-
ary of their domain. This leads to periodicity conditions  jxj= L=2 =  jxj=L=2 (= 0),
which we know cannot be satised already in the case N = 2, cf. Example 3.7.9.
Completeness, orthogonality and norm formulae
As alluded to in the Introduction, the set

	 :  2 RN
+ satises the BAEs (2.5.3)
	
is
complete in HN([ L=2;L=2]), as follows from the work of Dorlas [12, Thm. 3.1]; in fact,
it is an orthogonal basis for a dense subspace. As highlighted in the discussion follow-
ing Conj. 5.3.6, it would be helpful if we could establish a similar property for the
set

  :  2 RN
+ satises the BAEs (2.5.3)
	
or even the larger set

  :  2 CN 	
in
hN([ L=2;L=2]). It would also be worthwhile to obtain formulae for the L2-norms k k
and L2-inner products ( ; ). Initial calculations for the case N = 2 would seem to sug-
gest that if both  and  satisfy the BAEs (2.5.3) then ( ; ) = 0 only if kk = kk.
Recursive construction
Both the Bethe wavefunction (Defn. 2.5.1) and the pre-wave-function (Thm. 5.2.2) can be
generated by a product of operators B and b
 acting on the reference state 	;, respec-
tively, although for the pre-wavefunction care must be taken with the ordering of the b
.
An interesting question is whether there are such recursions in terms of (explicit) integral
formulae for Bethe wavefunctions and pre-wavefunctions corresponding to other boundary
conditions, which ties in with Sklyanin's work [53] on the boundary Yang-Baxter equation.
Yang-Baxter algebra
There is the notion of a Yang-Baxter algebra in both the symmetric and the non-symmetric
context, and we have similar expressions for a  and A	, and d  and D	, using
the regular representation of the dAHA. However, the AD-, BC-, CB- and DA-relations
from Cor. 2.4.6 cannot be directly generalized to relations for the non-symmetric integral
operators a;b;c;d. Instead, we have the relations Eqns. (5.3.6-5.3.7). An open problem
is the precise relation of the operators a;b;c;d to the Yangian.Appendix A
The degenerate ane Hecke algebra:
calculations
A.1 The regular representation
A.1.1 Properties of the divided dierence operators ~ j k
Here we present several technical lemmas involving the operators ~ j k which are used to give
a proof of Prop. 3.3.3, i.e. to demonstrate that the regular representation of the dAHA in
momentum space is indeed a representation. We believe it is important that this thesis is
self-contained and therefore that these technical steps are included.
Lemma A.1.1. Let 1  j 6= k  N and let l = 1;:::;N. Writing  l = sj kl, we have
~ j kl    l ~ j k = j l   k l 2 End(C!(CN)):
Proof. This follows from
~ j kl    l ~ j k =
l    l~ sj k    l +  l~ sj k
j   k
=
l    l
j   k
= j l   k l:
Lemma A.1.2. If j;k;l;m 2 f1;:::;Ng are distinct, then
h
~ sj k; ~ lm
i
=
h
~ j k; ~ lm
i
= 0.
Proof. This follows directly.
Lemma A.1.3. Let j;k;l 2 f1;:::;Ng be distinct. Then
h
~ j k; ~ k l
i
= ~ sk l ~ j k ~ k l~ sj k.
Proof. First note that
~ j k ~ k l =
1   ~ sj k
j   k
1   ~ sk l
k   l)
=
1
j   k

1   ~ sk l
k   l
+
~ sj k~ sk l   ~ sj k
j   l

: (A.1.1)
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By swapping j and l and using ~ k j =  ~ j k, we have
~ k l ~ j k =
1
k   l

1   ~ sj k
j   k
+
~ sk l~ sj k   ~ sk l
j   l

: (A.1.2)
When subtracting Eqn. (A.1.2) from Eqn. (A.1.1) we notice that the terms proportional to
1 2 CSN cancel. In particular, we nd the following expression for the commutator:
[~ j k; ~ k l] =
(k   l) 1   (j   l) 1
j   k
~ sj k  
~ sk l~ sj k
(k   l)(j   l)
+
+
~ sj k~ sk l
(j   k)(j   l)
+
(j   l) 1   (j   k) 1
k   l
~ sk l:
Making use of the fact that a 1   b 1 = (b   a)a 1b 1 we see that
[~ j k; ~ k l] =
(k   l) 1(~ sj k   ~ sk l~ sj k) + (j   k) 1(~ sj k~ sk l   ~ sk l)
j   l
=
(k   l) 1~ sk l(~ sk l~ sj k   ~ sj k) + (j   k) 1~ sk l(~ sj k~ sk l~ sj k   1)
j   l
= ~ sk l
(k   l) 1(1   ~ sk l) + (j   l) 1(~ sj k~ sk l   ~ sj k)
j   k
~ sj k:
By comparing with Eqn. (A.1.1), we see that this equals ~ sk l ~ j k ~ k l~ sj k.
For the following lemma we no longer need to write out ~ j k as a divided dierence. We can
simply make use of the previous lemmas and properties of the ~ sj k.
Lemma A.1.4. Let j;k;l 2 f1;:::;Ng be distinct. Then
~ sj k ~ k l~ sj k = ~ sk l ~ j k~ sk l; (A.1.3)
~ sj k~ sk l ~ j k = ~ k l~ sj k~ sk l; (A.1.4)
~ k l~ sj k ~ k l = ~ j k ~ k l~ sj k + ~ sj k ~ k l ~ j k; (A.1.5)
~ j k ~ k l ~ j k = ~ k l ~ j k ~ k l: (A.1.6)
Proof. Eqn. (A.1.3) follows immediately by moving the leftmost transposition through the di-
vided dierence operator (both the left- and right-hand side equal ~ j l). Eqn. (A.1.4) is obtained
from Eqn. (A.1.3) by left-multiplying by ~ sj k and right-multiplying by ~ sk l.
Note that from Eqn. (A.1.3) and Lemma A.1.3 we obtain
~ sj k ~ k l~ sj k ~ k l~ sj k = ~ sk l ~ j k~ sk l ~ k l~ sj k = [~ j k; ~ k l]:
Now conjugate this by ~ sj k to establish Eqn. (A.1.5).A.1. THE REGULAR REPRESENTATION 107
Finally, we use Lemma A.1.3 to obtain that the left-hand side of Eqn. (A.1.6) produces poly-
nomials invariant in k $ l and maps polynomials invariant in k $ l to 0:
~ j k ~ k l ~ j k = [~ j k; ~ k l]~ j k + ~ k l ~ 2
j k = ~ sk l ~ j k ~ k l~ sj k ~ j k = ~ sk l ~ j k ~ k l ~ j k;
~ j k ~ k l ~ j k = ~ j k[~ k l; ~ j k] + ~ 2
j k ~ k l = ~ j k~ sj k ~ k l ~ j k~ sk l =  ~ j k ~ k l ~ j k~ sk l:
We obtain ~ j k ~ k l ~ j k =  ~ sk l ~ j k ~ k l ~ j k~ sk l and ~ k l ~ j k ~ k l =  ~ sj k ~ k l ~ j k ~ k l~ sj k, by swap-
ping j and l. Hence in order to prove Eqn. (A.1.6) it suces to show ~ sk l ~ j k ~ k l ~ j k~ sk l =
~ sj k ~ k l ~ j k ~ k l~ sj k. This is done by repeatedly applying Eqn. (A.1.3):
~ sk l ~ j k ~ k l ~ j k~ sk l =  ~ sk l ~ j k~ sk l ~ k l~ sk l ~ j k~ sk l =  ~ sj k ~ k l~ sj k ~ k l~ sj k ~ k l~ sj k
=  ~ sj k ~ k l~ sk l ~ j k~ sk l ~ k l~ sj k = ~ sj k ~ k l ~ j k ~ k l~ sj k:
A.1.2 Recursive relations involving the deformed permutations
We present two lemmas that establish recursive relations involving the regular representation
used in Prop. 3.3.5 and Prop. 4.2.2.
Lemma A.1.5. Let  2 R,  2 CN and  2 C n f1;:::;Ng. We have
N X
m=1
~ sm; ::: ~ sN 1;
i
N   
~ S(N) =
 
1   +
 ()
 ~ S(N) 2 End(C!(CN
reg)):
Proof. By induction; the N = 1 case follows from
i
1  = 1 
1  i
1  . To establish the induction
step we rst remark that
~ sN;
i
N+1   
~ S(N+1) =

 i
N   N+1
i
N+1   
+
N   N+1 + i
N   N+1
i
N   
~ sN

~ S(N+1)
=
i
N   
N+1      i
N+1   
~ S(N+1):
Using this we see that
N+1 X
m=1
~ sm; ::: ~ sN;
i
N+1   
~ S(N+1) =
=
 
N X
m=1
~ sm; ::: ~ sN;
i
N+1   
+
i
N+1   
!
~ S(N+1)
=
 
N X
m=1
~ sm; ::: ~ sN 1;
i
N   
N+1      i
N+1   
+
i
N+1   
!
~ S(N+1)
=
 
N X
m=1
~ sm; ::: ~ sN 1;
i
N   
~ S(N)N+1      i
N+1   
+
i
N+1   
!
~ S(N+1):108 APPENDIX A. THE DAHA: CALCULATIONS
By virtue of the induction hypothesis this yields
N+1 X
m=1
~ sm; ::: ~ sN;
i
N+1   
~ S(N+1) =

 
1   +
 ()
 ~ S(N)N+1      i
N+1   
+
i
N+1   

~ S(N+1)
=

 
1   +
 ()
 N+1      i
N+1   
+
i
N+1   

~ S(N+1)
=
 
1   +
 (;N+1)
 ~ S(N+1):
Lemma A.1.6. Let  2 R, (;N+1) 2 CN+1. In End(C!(CN+1)) we have
N+1 X
m=1
~ sm ::: ~ sN+
N+1() ~ S(N) =
N+1 X
m=1
~ sm; ::: ~ sN; ~ S(N):
Proof. We proceed by induction; note that in End(C!(CN)) we have
~ sj; = ~ sj  
i
j   j+1
(1   ~ sj) =  
i
j   j+1
+ ~ sj
j   j+1   i
j   j+1
; (A.1.7)
so that
(1 + ~ s1)
1   2   i
1   2
= 1 + ~ s1;;
which proves the case N = 1. For the induction step write 0 = (1;:::;N 1). We have
N+1 X
m=1
~ sm ::: ~ sN+
N+1() ~ S(N) =
  
N X
m=1
~ sm ::: ~ sN 1
!
~ sN + 1
!
+
N+1() ~ S(N)
=
 
N X
m=1
~ sm ::: ~ sN 1+
N(0)~ sN
N   N+1   i
N   N+1
+ +
N+1()
!
~ S(N):
Focusing on the rst term we have
PN
m=1 ~ sm ::: ~ sN 1+
N(0)~ sN
N N+1 i
N N+1
~ S(N) =
=
N X
m=1
~ sm ::: ~ sN 1+
N(0) ~ S(N 1)

~ sN; +
i
N   N+1

~ S(N)
=
N X
m=1
~ sm; ::: ~ sN 1; ~ S(N 1)

~ sN; +
i
N   N+1

~ S(N)
=
N X
m=1
~ sm; ::: ~ sN 1;

~ sN; +
i
N   N+1

~ S(N);
where we have used Eqn. (A.1.7) and Lemma 3.1.2, as well as the induction hypothesis. Assume
for now that N+1 6= j for j = 1;:::;N It follows that
N+1 X
m=1
~ sm ::: ~ sN+
N+ 1() ~ S(N) =
 
N X
m=1
~ sm; ::: ~ sN; + +
N+ 1() +
N X
m=1
~ sm; ::: ~ sN 1;
i
N N+1
!
~ S(N)
=
 
N X
m=1
~ sm; ::: ~ sN; + 1
!
~ S(N) =
N+1 X
m=1
~ sm; ::: ~ sN;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by virtue of Lemma A.1.5 with  = N+1, as required. To obtain this statement for N+1 = j,
take the limit N+1 ! j, apply the De l'H^ opital's rule and use that dierentiation preserves
the space C!(CN).
A.1.3 The regular representation and the Yang-Baxter algebra
The following two lemmas are used in Sections 4.3 and 5.3.
Lemma A.1.7. We have

1 + i ~ N N+1

:::

1 + i ~ 1N+1

= ~ sN; ::: ~ s1;~ s1 ::: ~ sN:
Proof. By induction on N; the case N = 1 is trivially true. For the induction step we nd

1 + i ~ N N+1

:::

1 + i ~ 1N+1

=

1 + i ~ N

~ sN~ sN

1 + i ~ N 1N+1

:::

1 + i ~ 1N+1

;
= (~ sN   iN)

1 + i ~ N 1N

:::

1 + i ~ 1N

~ sN;
= ~ sN;~ sN 1; ::: ~ s1;~ s1 ::: ~ sN 1~ sN;
where we have used Lemma 3.3.2 (i)-(ii), the denition of ~ sj;, and the induction hypothesis.
Lemma A.1.8. Let j;k;l 2 f1;:::;Ng be distinct. Then
h
~ j k; ~ j l
i
(1 + ~ sk l) = 0.
Proof. Note that
~ j k ~ j l(1 + ~ sk l) =
1
j   k
(1   ~ sj k)
1
j   l
(1   ~ sj l)(1 + ~ sk l)
=
1
j   k

1
j   l
(1   ~ sj l)  
1
k   l
(~ sj k   ~ sj l)

(1 + ~ sk l)
=

1
j   k
1
j   l
 
1
k   l

1
j   k
~ sj k  
1
j   l
~ sj l

(1 + ~ sk l);
which is clearly invariant under the swap k $ l.
A.2 Plane waves and the degenerate ane Hecke algebra
Here we will show that the regular and integral representations are intimately related.
Lemma A.2.1. Let  = (1;:::;N) 2 CN. Then we have, for 1  j 6= k  N,
sj k ei = ~ sj k ei; (A.2.1)
Ij k ei =  i ~ j k ei : (A.2.2)
Furthermore, for j = 1;:::;N   1 we have
sj; ei = ~ sj; ei : (A.2.3)110 APPENDIX A. THE DAHA: CALCULATIONS
Proof. Eqn. (A.2.1) follows immediately. Let x 2 RN be arbitrary. For Eqn. (A.2.2), note that
for  2 CN such that j 6= k,

Ij k ei

(x) = eih;xi
Z xj xk
0
dy e i(j k)y =
 i
j   k

eih;xi  eih;x (xj xk)(ej ek)i

=
 i
j   k

eih;xi  eih;sj kxi

=  i
ei(x)   ei ~ sj k(x)
j   k
=  i ~ j k ei(x);
as required. In the case that j = k, we have

Ij k ei

(x) = eih;xi
Z xj xk
0
dy = (xj   xk)eih;xi;
on the other hand, ( i ~ j k ei)(x) is to be interpreted as
lim
!0
 i ~ j k eih+(ej ek);xi =  i lim
!0
eih+(ej ek);xi  eih (ej ek);xi
2
=  i lim
!0
ei(xj xk)  e i(xj xk)
2
eih;xi
= lim
!0
(xj   xk)ei(xj xk) eih;xi = (xj   xk)eih;xi;
by virtue of De l'H^ opital's rule, whence we obtain Eqn. (A.2.2) for all  2 CN. Finally, Eqn.
(A.2.3) follows from combining Eqn. (A.2.1) and Eqn. (A.2.2) with k = j + 1.
As a result, we have
Corollary A.2.2. Let  = (1;:::;N) 2 CN and w 2 SN. Then
wei = ~ w 1 ei; (A.2.4)
w ei = ~ w 1
 ei : (A.2.5)
Proof. We decompose w as a product of l, say, simple reections: w = si1 :::sil. Using Eqn.
(A.2.1) we nd that
wei = si1 :::sil ei = si1 :::sil 1~ sil ei = ~ silsi1 :::sil 1 ei;
since [~ sj;sk] = 0 for all i;j. Continuing this way, we obtain Eqn. (A.2.4):
wei = ~ sil ::: ~ si1 ei = ~ w 1 ei :
The proof of Eqn. (A.2.5) is entirely analogous, relying on Eqn. (A.2.3).A.3. THE DUNKL-TYPE REPRESENTATION 111
A.3 The Dunkl-type representation
Similar to Subsection A.1.1, we provide technical results needed to settle Prop. 3.5.2, i.e. to
show that the Dunkl-type representation of the dAHA is in fact a representation.
Lemma A.3.1. Let j = 1;:::;N   1 and k = 1;:::;N. Write  k = sjk. Then
sjk    ksj =  (j k   j+1k):
Proof. We have
sjksj    k =
X
l<k
 k ls k l  
X
l<k
 l  ks k l  
X
l< k
 k ls k l +
X
l> k
l  ks k l:
The terms with l 6= j;j + 1;k; k have  l = l and all cancel out. In the case that j + 1 < k =  k
the remaining terms cancel each other as well:
k j+1sk j+1 + k jsk j   k jsk j   k j+1sk j+1 = 0;
and similarly in the case that k =  k < j. Hence, only in the case k = j;j + 1 is there any
contribution; this is easily seen to equal  j+1jsj j+1 j j+1sj j+1 =  sj in the case that k = j;
in the case k = j + 1 it equals j+1jsj j+1 + j j+1sj j+1 = sj.
From Lemma A.3.1 we immediately obtain
Corollary A.3.2. Let j = 1;:::;N 1 and k = 1;:::;N. Then sj@k; @sjk;sj =  (j k   j+1k).
Lemma A.3.3. Let j = 1;:::;N   1 and k;l 2 1;:::;N. Then
sj [@k;;@l;] =
h
@sj(k);;@sj(l);
i
sj:
Proof. For all k = 1;:::;N denote  k := sj(k). Repeatedly using Cor. A.3.2, we have
sj@k;@l; =
 
@ k;sj + (j+1k   j k)i

@l;
= @ k;
 
@ l;sj + (j+1l   j l)i

+ (j+1k   j k)i@l;
= @ k;@ l;sj + i
 
(j+1k   j k)@l; + (j+1l   j l)@ k;

:
By reversing the role of k and l we obtain
sj@l;@k; = @ l;@ k;sj + i
 
(j+1l   j l)@k; + (j+1k   j k)@ l;

;
so that
sj[@k;;@l;] = [@ k;;@ l;]sj + i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where
Yj;k;l = (j+1l   j l)
 
@ k;   @k;

  (j+1k   j k)
 
@ l;   @l;

:
It suces to show that Yj;k;l = 0. We can assume without loss of generality that k < l. Hence
we must be in either of three cases: k 6= j;j +1, or l 6= j;j +1, or k = j;l = j+1. If k 6= j;j +1,
@ k; = @k; and j k = j+1k = 0, so that Yj;k;l = 0. The argument for l 6= j;j + 1 is identical.
Finally, if k = j;l = j + 1 we have
Yj;k;l = (1   0)(@j+1;   @j;)   (0   1)(@j;   @j+1;) = @j+1;   @j; + @j;   @j+1; = 0:
Lemma A.3.4. Let w 2 SN and k;l = 1;:::;N. Then
w[@k;;@l;] = [@w(k);;@w(l);]w:
Proof. Write w = si1 :::sil for some positive integer l. We have by induction
w[@k;;@l;] = si1 :::sil[@k;;@l;] = si1 :::sil 1[@sil(k);;@sil(l);]sil = ::: =
= [@si1:::sil(k);;@si1:::sil(l);]si1 :::sil = [@w(k);;@w(l);]w:
Lemma A.3.5. Let k;l = 1;:::;N. Then [@k;;@l;] = 0.
Proof. Let w 2 SN. It is sucient to prove that ([@k;;@l;]f)(x) = 0 for all f 2 C1(RN
reg) and
all x 2 w 1RN
+. By virtue of Lemma A.3.4 and Eqn. (3.5.2)
([@k;;@l;]f)(x) =
 
w 1[@w(k);;@w(l);]wf

(x) =
 
[@w(k);;@w(l);]wf

(wx)
=
 
[@w(k);@w(l)]wf

(wx) = 0:Appendix B
The non-symmetric Yang-Baxter
algebra: calculations
This part of the appendix lists useful properties of the non-symmetric integral operators a,
b
, c
 and d. Throughout it, we assume that  2 R and L 2 R>0. As usual we denote
J = [ L=2;L=2].
B.1 Properties of the elementary integral operators
Lemma B.1.1. Let n = 0;:::;N, i 2 in
N and  2 C. Then ^ e
;i is the formal adjoint of  e
 ;i and
 e+
;i is the formal adjoint of  e 
 ;i.
Proof. These statements are proven by changing the order of integration in (;). For example,
to show that ^ e+
;i is the formal adjoint of  e 
 ;i it is sucient to prove, for arbitrary f 2 hN,
g 2 hN+1, Z
JN+1
dN+1x

^ e+
;if

(x)g(x) =
Z
JN
dNxf(x)

 e 
 ;ig

(x): (B.1.1)
Write in+1 = 1. The left-hand side of Eqn. (B.1.1) is given by
Z
JN+1
dN+1x(xi1+1 > ::: > xin+1 > x1)
 
n Y
m=1
Z xim+1
xim+1+1
dym
!

 ei(y1+:::+yn xi1+1 ::: xin+1 x1)(i+!y ^ 1f)(x)g(x)
=
0
B
@
N+1 Y
j=2
8m j6=im+1
Z
J
dxj
1
C
A
 
n Y
m=1
Z
J
dym
! 
n+1 Y
m=1
Z
J
dzm
!
(z1 > y1 > ::: > zn > yn > zn+1)
 ei(y1+:::+yn z1 ::: zn zn+1)(i+!y ^ 1f)(x)(1!zn+1;i+!zg)(x);
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where we have relabelled xi1+1;:::;xin+1 as z1;:::;zn and x1 as zn+1. We will now relabel
y1;:::;yn as xi1+1;:::;xin+1 to obtain the expression
0
@
N+1 Y
j=2
Z
J
dxj
1
A(^ 1f)(x)(xi1+1 > ::: > xin+1)
Z L=2
xi1+1
dz1
 
n Y
m=2
Z xim 1+1
xim+1
dzm
!Z xin+1
 L=2
dzn+1
 ei  (xi1+:::+xin z1 ::: zn zn+1)(i+!zg)(zn+1;x2;:::;xN+1)
=
0
@
N Y
j=1
Z
J
dxj
1
Af(x1;:::;xN)(xi1 > ::: > xin)
 
n+1 Y
m=1
Z xim 1
xim
dzm
!

 ei  (xi1+:::+xin z1 ::: zn zn+1)(i!z  +
zn+1g)(x1;:::;xN);
where we have relabelled (x2;:::;xN+1) ! (x1;:::;xN). This equals the right-hand side of Eqn.
(B.1.1). The other statements are proven in a similar way (without the last relabelling of the
xj).
Lemma B.1.2. Let n = 0;:::;N, i 2 in
N and  2 C. Then ^ e
;i,  e
;i and  e 
;i are all bounded
on hn.
Proof. We prove the statement for ^ e 
;i; the other proofs are along the same lines (and by virtue
of Lemma B.1.1 only proofs for three out of the six operators need to be given). Let x 2 JN+1.
For y 2 Jn we have the estimate
 
ei(xN+1+
Pn
m=1(xim ym))
 

2
= e Im(xN+1+
Pn
m=1(xim ym))
 ejImj(jxN+1j+
Pn
m=1(jximj+jymj))  e(2n+1)jImjL : (B.1.2)
Using this for f 2 hN we obtain

 

^ e 
;if

(x)

 
2
=
=

 

Z
Jn
dny ei(xN+1+
Pn
m=1(xim ym)) (xN+1 > y1 > xi1 > ::: > yn > xin)(i!yf)(x0)
 
 
2

Z
Jn
dny

 ei(xN+1+
Pn
m=1(xim ym))
 

2
(xN+1 > y1 > xi1 > ::: > yn > xin)



Z
Jn
dny

(i!yf)(x0)

2

 e(2n+1)jImjL Ln
n!
Z
Jn
dny
 (i!yf)(x0)
 2 ;
where x0 = (x1;:::;xN) and we have used standard inequalities for absolute values of integrals
and integrals of products with Lebesgue-integrable integrand.B.1. PROPERTIES OF THE ELEMENTARY INTEGRAL OPERATORS 115
For the norm of ^ e 
;if we have
k^ e 
;ifk2
N+1 =
Z
JN+1
dN+1x

 

^ e 
;if

(x)

 
2

Ln
n!
e(2n+1)jImjL
Z
Jn+1
dn+1y
Z
JN
dNxjf(x)j
2 =
L2n+1
n!
e(2n+1)jImjL kfk2
N;
i.e.
k^ e 
;ifkN+1 
Ln+ 1
2
p
n!
e(n+1)jImjL kfkN:
It follows that ^ e 
;i is bounded.
Given w 2 SN, denote by w+ the element of SN+1 determined by
w+(1) = 1; w+(j + 1) = w(j) + 1 for j = 1;:::;N: (B.1.3)
Lemma B.1.3. Let n = 0;:::;N, i 2 in
N,  2 C and w 2 SN. Then
w^ e 
;i = ^ e 
;wiw 2 Hom(hN;hN+1) (B.1.4)
w+^ e+
;i = ^ e+
;wiw 2 Hom(hN;hN+1) (B.1.5)
w e+
;i =  e+
;wiw 2 Hom(hN+1;hN) (B.1.6)
w e 
;i =  e 
;wiw+ 2 Hom(hN+1;hN) (B.1.7)
w e
;i =  e
;wiw 2 End(hN): (B.1.8)
Proof. Let x 2 JN+1. By virtue of Eqn. (5.1.5) we have
w^ e 
;i = eixN+1 w
 
n Y
m=1
(xim 1   xim)
Z xim 1
xim
dym ei(xim ym)
!
i!y ^ N+1
= eixN+1
 
n Y
m=1
(xwim 1   xwim)
Z xwim 1
xwim
dym ei(xwim ym)
!
wi!y ^ N+1w = ^ e 
;wiw;
where xi0 = xN+1, which proves Eqn. (B.1.4). Eqn. (B.1.6) can be proven by taking adjoints;
indeed, from

f;  e+
;iw 1g

N
=

^ e 
 ;if;w 1g

N+1
=

w^ e 
 ;if;g

N+1
=

^ e 
 ;wiwf;g

N+1
=

wf;  e+
;wig

N
=

f;w 1 e+
;wig

N
;
where f 2 hN, g 2 hN+1, we infer that  e+
;iw 1 = w 1 e+
;wi, i.e. w e+
;i =  e+
;wiw. The other
equations are proven analogously.
Lemma B.1.4. Let n = 0;:::;N   1, i 2 in
N 1 and  2 C. We have
 e+
;ijHN =  e 
;ijHN:116 APPENDIX B. THE NON-SYMMETRIC YBA: CALCULATIONS
Proof. The desired statement follows from the observation that for F 2 HN and x 2 RN 1 both

 e
;iF

(x) are equal to
ei
Pn 1
m=1 xim
 
n+1 Y
m=1
(xim 1   xim)
Z xim 1
xim
dym e iym
!
F(x^ {;y):
Lemma B.1.5. Let n = 0;:::;N, i 2 in
N and  2 C. Then
^ e
;iFjJN+1
+ =
8
> <
> :
^ E;iFjJN+1
+ ; i 2 In
N;
0; otherwise;
for F 2 HN;
 e
;iFjJN
+ =
8
> <
> :
 E
;iFjJN
+ ; i 2 In
N;
0; otherwise;
for F 2 HN;
 e
;iFjJN
+ =
8
> <
> :
 E;iFjJN
+ ; i 2 In
N;
0; otherwise;
for F 2 HN+1:
Proof. Concerning the statement for  e
;i, note that for x 2 JN
+ ,
n Y
m=1
(xim   xim+1) =
n Y
m=1
(xim 1   xim) =
8
> <
> :
1; if i1 < ::: < in;
0; otherwise;
this yields that  e
;iF restricted to the alcove vanishes unless i1 > ::: > in, in which case one
obtains the equality with the  E
;i by applying Defn. 5.1.1 and Defn. 2.4.4 straightforwardly.
The statements for ^ e
;i and  e
;i follow in a similar manner.
B.2 The non-symmetric particle creation operators and the
Dunkl-type operators
Here we aim to provide auxiliary results from which Thm. 5.2.1 can be proven. It is apparent
that we need to study commutation relations of the operators ^ e
;i (which can be seen as lin-
ear operators: C1(RN
reg) ! C1(RN+1
reg )) with the partial dierential operators @j and the step
functions k l. Before we look at these commutators, we establish some useful results.
Lemma B.2.1. Let h : R ! C be integrable; let x0;x 2 R and let  2 C. We have
[@1;
Z x0
x1
dy1 ei(x0+x1 y1) 1!y1]h(x1) =  eix1 h(x0):
Proof. Apply the Leibniz integral rule and integrate by parts.B.2. THE NON-SYMM. CREATION OPERATORS AND DUNKL-TYPE OPERATORS117
Lemma B.2.2. Let h : R2 ! C be integrable; let x0;x1;x2 2 R and let  2 C. We have
[@1;
Z x0
x1
dy1
Z x1
x2
dy2 ei(x0+x1+x2 y1 y2) 1!y1]h(x1;y2)
=
Z x0
x1
dy1 ei(x0+x2 y1) h(y1;x1)  
Z x1
x2
dy2 ei(x1+x2 y2) h(x0;y2):
Proof. The desired expression equals
Z x0
x1
dy1 ei(x0+x1 y1) @x1
Z x1
x2
dy2 ei(x2 y2) h(y1;y2)+
+
Z x1
x2
dy2 ei(x2 y2)

@x1;
Z x0
x1
dy1 ei(x0+x1 y1) 1!y1

h(x1;y2):
By virtue of Lemma B.2.1 and the Leibniz integral rule once more we obtain the result.
B.2.1 The operators ^ e

;i
In the rest of this section, we assume that  2 C and we suppress it in the notation: ^ e
i = ^ e
;i
and b
;n = b
n. We will make statements for both ^ e+
i and ^ e 
i ; in general we will provide detailed
proofs for ^ e 
i and indicate how the proof is modied for ^ e+
i .
Lemma B.2.3. Let i 2 in
N and j = 1;:::;N such that none of the im equals j. Then
@
(N+1)
j ^ e 
i = ^ e 
i @
(N)
j ; @
(N+1)
j+1 ^ e+
i = ^ e+
i @
(N)
j :
Proof. This follows immediately from the denitions of ^ e
i .
Conversely, if one of the im equals j, the commutators @
(N+1)
j ^ e 
i  ^ e 
i @
(N)
j and @
(N+1)
j+1 ^ e+
i  ^ e+
i @
(N)
j
are nonzero. First of all, we deal with the case that n = 1.
Lemma B.2.4. Let j = 1;:::;N. Then
@
(N+1)
j ^ e 
j   ^ e 
j @
(N)
j =  
(N+1)
N+1js
(N+1)
j N+1^ e ; @
(N+1)
j+1 ^ e+
j   ^ e+
j @
(N)
j = 
(N+1)
j+11 s
(N+1)
1j+1 ^ e+:
Proof. This follows immediately upon applying Lemma B.2.1.
The following lemmas deal with the case n > 1.
Lemma B.2.5. Let n = 1;:::;N.
 Let (j;i) 2 in
N. Then
@
(N+1)
j ^ e 
j i   ^ e 
j i@
(N)
j = 
(N+1)
j i1 ^ e 
i 
(N)
i1 j s
(N)
i1 j   
(N+1)
N+1js
(N+1)
j N+1^ e 
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 Let (i;j) 2 in
N. Then
@
(N+1)
j+1 ^ e+
ij   ^ e+
ij@
(N)
j =  
(N+1)
in 1+1j+1^ e+
i 
(N)
j in 1s
(N)
in 1 j + 
(N+1)
j+11 s
(N+1)
1j+1 ^ e+
i :
Proof. We prove the statement for ^ e . The proof for ^ e+ goes completely analogously. Let
x = (x1;:::;xN+1) 2 RN+1
reg . Write x0 = (x1;:::;xN), y = (y1;:::;yn 1), and i0 = j. assume
xN+1 > xj > xi1 > ::: > xin 1. Using Lemma B.2.2 we obtain
@
(N+1)
j ^ e 
j i   ^ e 
j i@
(N)
j =
=
"
@j;
Z xN+ 1
xj
dY
Z xj
xi1
dy1 ei(xN+ 1+xj+xi1 Y  y1) j!Y
# 
n 1 Y
m=2
Z xim   1
xim
dym ei(xim ym)
!
i!y ^ N+1
=
 Z xN+1
xj
dY ei(xN+1+xi1 Y )
 
n 1 Y
m=2
Z xim 1
xim
dym ei(xim ym)
!
i!(xj;y2;:::;yn 1)^ N+1+
 
Z xj
xi1
dy1 ei(xj+xi1 y1)
 
n 1 Y
m=2
Z xim 1
xim
dym ei(xim ym)
!
i!y;j!xN+1 ^ N+1
!
=
 Z xN+1
xj
dy1 ei(xN+1+xi1 y1)
 
n 1 Y
m=2
Z xim 1
xim
dym ei(xim ym)
!
si1 j(j;i2;:::;in 1)!y ^ N+1+
 sj N+1 eixN+1
Z xN+1
xi1
dy1 ei(xi1 y1)
 
n 1 Y
m=2
Z xim 1
xim
dym ei(xim ym)
!
i!y ^ N+1
!
:
We can re-write the second term as  sj N+1^ e 
i ; hence it suces to show
^ e 
i i1 jsi1 j =
Z xN+1
xj
dy1 ei(xN+1+xi1 y1)
 
n 1 Y
m=2
Z xim 1
xim
dym ei(xim ym)
!
i!y ^ N+1si1 j:
This can be established by writing
R xN+1
xj dy1 =
R xN+1
xi1
dy1(y   xj).
Lemma B.2.6. Let n = 1;:::;N.
 Let (i;j) 2 in
N and i0 = (i1;:::;in 2). Then
@
(N+1)
j ^ e 
ij   ^ e 
ij@
(N)
j =  
(N+1)
in 1 j^ e 
i0 j
(N)
j in 1s
(N)
in 1j:
 Let (j;i) 2 in
N and i0 = (i2;:::;in 1). Then
@
(N+1)
j+1 ^ e+
j i   ^ e+
j i@
(N)
j = 
(N+1)
j+1i1+1^ e+
j i0
(N)
i1 j s
(N)
i1 j :
Proof. Again, we note that the proof for the statement for ^ e+ is analogous to the following proof
for ^ e . Let x = (x1;:::;xN+1) 2 RN+1
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that xN+1 > xi1 > ::: > xin 1 > xj. Note that
h
@j; ^ e 
ij
i
=
= eixN+1
 
n 1 Y
m=1
Z xim 1
xim
dym ei(xim ym)
!"
@j;
Z xin 1
xj
dY ei(xj Y ) j!Y
#
i!y ^ N+1
=  eixN+1
 
n 1 Y
m=1
Z xim 1
xim
dym ei(xim ym)
!
e
i(xj xin 1) (i0;j)!y ^ N+1sin 1;j;
by virtue of Lemma B.2.1. Using
R xin 2
xin 1
dyn 1 =
R xin 2
xj dyn 1(yn 1   xin 1) and  we obtain
the result.
Lemma B.2.7. Let n = 1;:::;N, l = 2;:::;n   1 and (i;j;k) 2 in
N such that i 2 il 1
N .
 Write i0 = (i1;:::;il 2). Then
@
(N+1)
j ^ e 
ij k   ^ e 
ij k@
(N)
j = 
(N+1)
j k1 ^ e 
ik
(N)
k1 js
(N)
j k1   
(N+1)
il 1 j ^ e 
i0 jk
(N)
j il 1s
(N)
il 1 j:
 Write k0 = (k2;:::;kn l). Then
@
(N+1)
j+1 ^ e+
ij k   ^ e+
ij k@
(N)
j =  
(N+1)
il 1+1j+1^ e+
ik
(N)
j il 1s
(N)
il1 j + 
(N+1)
j+1k1+1^ e+
ijk0
(N)
k1 js
(N)
j k1:
Proof. Let x = (x1;:::;xN+1) 2 RN+1
reg . Write y = (y1;:::;yl 1), y0 = (y1;:::;yl 2), z =
(z1;:::;zn l) and z0 = (z2;:::;zn l). Also write i0 = N + 1, k0 = j, i0 = (i1;:::;il 2),
k0 = (k2;:::;kn l) and assume that xN+1 > xi1 > ::: > xil 1 > xj > xk1 > ::: > xkn l. We
apply Lemma B.2.2 to obtain
h
@j; ^ e 
ij k
i
= eixN+1
 
l 1 Y
m=1
Z xim 1
xim
dym ei(xim ym)
! 
n l Y
m=2
Z xkm 1
xkm
dzm ei(xkm zm)
!


"
@j;
Z xil 1
xj
dY
Z xj
xk1
dz1 ei(xj+xk1 Y  z1) j!Y
#
i!y;k!z ^ N+1
= eixN+1
 
l 1 Y
m=1
Z xim 1
xim
dym ei(xim ym)
! 
n l Y
m=2
Z xkm 1
xkm
dzm ei(xkm zm)
!


 Z xil 1
xj
dz1 ei(xk1 z1) i!y;j!z1;k1!xj;k0!z0 ^ N+1+
 
Z xj
xk1
dz1 e
i(xj+xk1 xil 1 z1) i!y;j!xil 1;k!z ^ N+1
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= eixN+1
  
l 1 Y
m=1
Z xim 1
xim
dym ei(xim ym)
! 
n l Y
m=2
Z xkm 1
xkm
dzm ei(xkm zm)
!


Z xil 1
xj
dz1 ei(xk1 z1) i!y;k!z ^ N+1sj k1+
 
 
l 2 Y
m=1
Z xim 1
xim
dym ei(xim ym)
! 
n l Y
m=1
Z xkm 1
xkm
dzm ei(xkm zm)
!


Z xil 2
xil
dyl ei(xj yl) i0!y0;j!yl 1;k!z ^ N+1sil 1 j
!
:
For the rst term in square brackets, write
R xil 1
xj dz1 =
R xil 1
xk1
dz1(z1 xj), and for the second,
write
R xil 2
xil 1
dyl 1 =
R xil 2
xj dyl 1(yl   xil). This gives the desired result for ^ e ; the proof for
^ e+ is along the same lines.
Lemma B.2.8. Let n = 0;:::;N and i 2 in
N. For distinct positive integers j;k not exceeding
N we have

(N+1)
j k ^ e 
i   ^ e 
i 
(N)
j k = 
(N+1)
j k ^ e 
i 
(N)
k j ; (B.2.1)

(N+1)
j+1k+1^ e+
i   ^ e+
i 
(N)
j k = 
(N+1)
j+1k+1^ e+
i 
(N)
k j : (B.2.2)
In particular 
(N+1)
j k ^ e 
i   ^ e 
i 
(N)
j k = 
(N+1)
j+1k+1^ e+
i   ^ e+
i 
(N)
j k = 0 if no il equals j or k, or if il = j and
im = k for some l;m.
Proof. We prove the statements for ^ e 
i ; the proof for the statements for ^ e+
i goes entirely analo-
gously.
In the case that j 6= il 6= k for all l, we immediately have 
(N+1)
j k ^ e 
i = ^ e 
i 
(N)
j k . Also, if
j = il;k = im, say, then both 
(N+1)
j k ^ e 
i and ^ e 
i 
(N)
j k vanish if l > m and are equal to ^ e 
i if
l < m. This is obvious for 
(N+1)
j k ^ e 
i , and for ^ e 
i 
(N)
j k it follows from the denition of ^ e 
i where
yl < ym precisely if xil < xim. In particular, we have 
(N+1)
j k ^ e 
i = ^ e 
i 
(N)
j k in this case, as well.
In the remaining case, j 6= im for all m and k = il, say. The situation with j and k swapped goes
analogously. Eqn. (B.2.1) is equivalent to ^ e 
i 
(N)
j il = 
(N+1)
j il ^ e 
i   
(N+1)
j il ^ e 
i 
(N)
il j = 
(N+1)
j il ^ e 
i 
(N)
j il ,
which is true since none of the im equals j and xj > xil is implied by xj > yl in the integration
in the denition of ^ e 
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B.2.2 The operators b

;n
The next step in building the operators b
 are the b
;n, and we list some useful results about
these operators here. For N 2 Z0, j = 1;:::;N, and n = 0;:::;N we introduce the notation
in
N(j) = fi 2 in
N : 8mim 6= j g: (B.2.3)
Lemma B.2.9. Let n = 0;:::;N   1. Then
(@
(N+1)
N+1   i)b 
(n+1) = 
(N+1)
N+1 b 
(n); (B.2.4)
(@
(N+1)
1   i)b+
(n+1) = 
(N+1)
1 b+
(n): (B.2.5)
Proof. Let i 2 in+1
N , x = (x1;:::;xN+1) 2 RN+1
reg and y = (y1;:::;yn+1). To prove Eqn. (B.2.4),
write i0 = (i2;:::;in+1), x0 = (x1;:::;xN) and y0 = (y2;:::;yn+1) and note that
@
(N+1)
N+1 ^ e 
i = i^ e 
i + eixi1 
(N+1)
N+1is
(N+1)
i1 N+1
 
n+1 Y
m=2
Z xim 1
xim
dym ei(xim ym)
!
i0!y0 ^ N+1
= i^ e 
i + 
(N+1)
N+1i1s
(N+1)
i1 N+1^ e 
i0:
Summing over i gives
(@
(N+1)
N+1   i)b 
(n+1) =
X
i2in+1
N

(N+1)
N+1i1s
(N+1)
i1 N+1^ e 
i0 =
N X
j=1

(N+1)
N+1js
(N+1)
j N+1
X
i2in
N(j)
^ e 
i = 
(N+1)
N+1 b 
(n);
where we have used that 
(N+1)
N+1js
(N+1)
j N+1^ e 
i = 0 if one of the im equals j. As for Eqn. (B.2.5),
a similar argument applies, where we write i0 = (i1;:::;in), x0 = (x2;:::;xN+1) and y0 =
(y1;:::;yn). We obtain
@
(N+1)
1 ^ e+
i = i^ e+
i   
(N+1)
in+1 1s
(N+1)
1in+1^ e+
i0;
hence summing over i yields, as required,
(@
(N+1)
1   i)b+
(n+1) =  
N+1 X
j=2

(N+1)
j 1 s
(N+1)
1j
X
i2in
N(j)
^ e+
i = 
(N+1)
1 b+
(n):
Lemma B.2.10. We have 
(N+1)
N+1 b 
(N) = 
(N+1)
1 b+
(N) = 0.
Proof. Writing x = (x1;:::;xN+1), we note that
b 
(N) =
X
i2iN
N
^ e 
i =
X
w2SN
^ e 
w(1):::w(N):
Note that ^ e 
i is nonzero only if xN+1 > xm for all m = 1;:::;N. Therefore, for any i 2 in
N and
any j = 1;:::;N we have 
(N+1)
N+1js
(N+1)
j N+1^ e 
i = 0. Summing over j and i then proves the lemma.
A similar argument may be made for 
(N+1)
1 b+
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Lemma B.2.11. Let n = 0;:::;N   1 and j = 1;:::;N. Then
@
(N+1)
j b 
(n+1)   b 
(n+1)@
(N)
j =  
(N+1)
N+1js
(N+1)
j N+1b 
(n) +
n X
l=1
X
i2in
N(j)


(N+1)
j il ^ e 
i 
(N)
il j s
(N)
il j   s
(N+1)
il j 
(N+1)
j il ^ e 
i 
(N)
il j

;
@
(N+1)
j+1 b+
(n+1)   b+
(n+1)@
(N)
j = 
(N+1)
j+11 s
(N+1)
1j+1 b+
(n)  
n X
l=1
X
i2in
N(j)


(N+1)
il+1j+1^ e+
i 
(N)
j il s
(N)
il j   s
(N+1)
il+1j+1
(N+1)
il+1j+1^ e+
i 
(N)
j il

:
Proof. Let j = 1;:::;N. First we deal with the case n = 0. Lemmas B.2.3-B.2.4 give us
@
(N+1)
j b 
(1)   b 
(1)@
(N)
j =
N X
k=1

@
(N+1)
j ^ e 
k   ^ e 
k @
(N)
j

= @
(N+1)
j ^ e 
j   ^ e 
j @
(N)
j
=  
(N+1)
N+1js
(N+1)
j N+1^ e  =  
(N+1)
N+1js
(N+1)
j N+1b 
(0);
and similarly
@
(N+1)
j+1 b+
(1)   b+
(1)@
(N)
j = @
(N+1)
j+1 ^ e+
j   ^ e+
j @
(N)
j = 
(N+1)
j+11 s
(N+1)
1j+1 b+
(0):
Since the summations over l in the equations in the lemma vanish for n = 0 the results follow.
For n > 0 we have
@
(N+1)
j b 
(n+1)   b 
(n+1)@
(N)
j =
X
i2in+1
N

@
(N+1)
j ^ e 
i   ^ e 
i @
(N)
j

=
X
i2in+1
N
9l: il=j

@
(N+1)
j ^ e 
i   ^ e 
i @
(N)
j

=
X
i2in
N(j)
n+1 X
l=1

@
(N+1)
j ^ e 
i1:::il 1 j il:::in   ^ e 
i1:::il 1 j il:::in@
(N)
j

:
Let i 2 in
N(j). Using Lemmas B.2.5-B.2.7 we have
n+1 X
l=1

@
(N+1)
j ^ e 
i1:::il 1 j il:::in   ^ e 
i1:::il 1 j il:::in@
(N)
j

=
=  
(N+1)
N+1;js
(N+1)
j N+1^ e 
i + 
(N+1)
j i1 ^ e 
i 
(N)
i1 j s
(N)
i1 j +
+
n X
l=2


(N+1)
j il ^ e 
i 
(N)
il j s
(N)
il j   
(N+1)
il 1 j ^ e 
i1:::il 2 j il :::in
(N)
j il 1s
(N)
il 1 j

  
(N+1)
in j ^ e 
i1:::in 1j
(N)
j in s
(N)
in j
=  
(N+1)
N+1js
(N+1)
j N+1^ e 
i +
n X
l=1

(N+1)
j il ^ e 
i 
(N)
il j s
(N)
il j  
n+1 X
l=2

(N+1)
il 1 j ^ e 
i1:::il 2 j il :::in
(N)
j il 1s
(N)
il 1 j:
Note that by virtue of Eqn. (B.1.4) the second summation over l can be written as
 
n X
l=1

(N+1)
il j ^ e 
i1:::il 1 j il+1 :::in
(N)
j il s
(N)
il j =  
n X
l=1
s
(N+1)
il j 
(N+1)
j il ^ e 
i 
(N)
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Combining this, we obtain that
n+1 X
l=1

@
(N+1)
j ^ e 
i1:::il 1 j il:::in   ^ e 
i1:::il 1 j il:::in@
(N)
j

=
=  
(N+1)
N+1js
(N+1)
j N+1^ e 
i +
n X
l=1


(N+1)
j il ^ e 
i 
(N)
il j s
(N)
il j   s
(N+1)
il j 
(N+1)
j il ^ e 
i 
(N)
il j

:
Summing over all i 2 in
N(j) we nd that
@
(N+1)
j b 
(n+1)   b 
(n+1)@
(N)
j =  
(N+1)
N+1js
(N+1)
j N+1
X
i2in
N(j)
^ e 
i +
+
n X
l=1
X
i2in
N(j)


(N+1)
j il ^ e 
i 
(N)
il j s
(N)
il j   s
(N+1)
il j 
(N+1)
j il ^ e 
i 
(N)
il j

:
Now nally note that for i 2 in
N such that im = j for some m, we have

(N+1)
N+1ims
(N+1)
j N+1^ e 
i = 
(N+1)
im+11s
(N+1)
1j+1 ^ e+
i = 0; (B.2.6)
since 
(N+1)
N+1ims
(N+1)
im N+1
(N+1)
N+1i = 
(N+1)
im+11s
(N+1)
1im+1
(N+1)
i+ 1 = 0. This means that

(N+1)
N+1js
(N+1)
j N+1b 
(n) = 
(N+1)
N+1js
(N+1)
j N+1
X
i2in
N(j)
^ e 
i ;
which completes the proof for n > 0 for the formula for ^ e . The proof for the formula for ^ e+
follows the same arguments:
@
(N+1)
j+1 b+
(n+1)   b+
(n+1)@
(N)
j =
X
i2in
N(j)
n+1 X
l=1

@
(N+1)
j+1 ^ e+
i1:::il 1 j il:::in   ^ e+
i1:::il 1 j il:::in@
(N)
j

=
X
i2in
N(j)

(N+1)
j+11 s
(N+1)
1j+1 ^ e+
i +
 
X
i2in
N(j)
n X
l=1

s
(N+1)
il+1j+1
(N+1)
il+1j+1^ e+
i 
(N)
j il   
(N+1)
il+1j+1^ e+
i 
(N)
j il s
(N)
il j

:
For j = 1;:::;N denote

 
j
(N+1)
=
j 1 X
k=1

(N+1)
j k s
(N+1)
j k  
N X
k=j+1

(N+1)
k j s
(N+1)
j k

+
j
(N+1)
=
j 1 X
k=1

(N+1)
j+1k+1s
(N+1)
j+1k+1  
N X
k=j+1

(N+1)
k+1j+1s
(N+1)
j+1k+1;
(B.2.7)
so that

(N+1)
j =

 
j
(N+1)
  
(N+1)
N+1js
(N+1)
j N+1; 
(N+1)
j+1 =

+
j
(N+1)
+ 
(N+1)
j+11 s
(N+1)
1j+1 :124 APPENDIX B. THE NON-SYMMETRIC YBA: CALCULATIONS
Lemma B.2.12. Let j = 1;:::;N and n = 0;:::;N. Then

 
j
(N+1)
b 
(n)   b 
(n)
(N)
j =
n X
l=1
X
i2in
N(j)


(N+1)
j il ^ e 
i 
(N)
il j s
(N)
il j   s
(N+1)
il j 
(N+1)
j il ^ e 
i 
(N)
il j

;

+
j
(N+1)
b+
(n)   b+
(n)
(N)
j =  
n X
l=1
X
i2in
N(j)


(N+1)
il+1j+1^ e+
i 
(N)
j il s
(N)
il j   s
(N+1)
il+1j+1
(N+1)
il+1j+1^ e+
i 
(N)
j il

:
Proof. Let 1  j 6= k  N. Note that ^ e  = eixN+1 ^ N+1 and hence 
(N+1)
j k s
(N+1)
j k ^ e   
^ e 
(N)
j k s
(N)
j k = 
(N+1)
k j s
(N+1)
j k ^ e    ^ e 
(N)
k j s
(N)
j k = 0, so that the statements for n = 0 follow..
Now suppose n  1, 1  j 6= k  N and let i 2 in
N. Then

(N+1)
j k s
(N+1)
j k b 
(n)   b 
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because of Eqn. (B.1.4). Similarly we obtain
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by virtue of j k + k j = 1. It follows that
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where we have applied Lemma B.2.8. Lemma B.2.8 and j k + k j = 1 yield 
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:
Again, the statement for b+
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Lemma B.2.13. Let j = 1;:::;N. Then

(N+1)
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(N) b+
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Proof. Both left- and right-hand sides vanish; the left-hand sides because of Eqn. (B.2.6), and
the right-hand sides because of Lemma B.2.12 for n = N (in which case in
N is the SN-orbit of
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See below for the list of symbols used in this thesis and the page where they are rst dened.
We also refer the reader to the various boxes headed \Notation" on pages 12, 16, 24, 52, 55 and
77.
Greek letters
 Coupling constant ..................................................Page 1
 =
PN
j=1 @2
j Laplacian operator .................................................Page 1
j Divided dierence operator acting on C[X] ..........Eqn. (3.2.3), Page 53
~ j; ~ j k Divided dierence operator appearing in regular representation of
dAHA .............................................. Eqn. (3.3.1), Page 53
(x) Dirac delta .........................................................Page 1
xy Kronecker delta ...................................................Page 41
(x);(x) Unit step function ................................................ Page 21
(x1 > ::: > xN) Shorthand for (x1   x2;x2   x3;:::;xN 1   xN) ................. Page 21
i = i1 :::in Multiplication operator corresponding to step
function .............................................Eqn. (3.5.3), Page 58
j = 
(N)
j Auxiliary function used in denition of Dunkl-type operator
@j; ................................................. Eqn. (3.5.1), Page 58
(
j )(N+1) Shifted version of 
(N+1)
j .......................... Eqn. (B.2.7), Page 123
 = (1;:::;N) Vector of wavenumbers .............................................Page 4
 Shorthand for   i=2 ........................................... Page 39
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Dunkl
 Dunkl-type representation ...........................Eqn. (3.5.5), Page 59
int
 Integral representation of dAHA .................... Eqn. (3.4.3), Page 57

reg
 Regular representation in momentum space of dAHA Eqn. (3.3.3), Page 54
(w) Set of ordered pairs in f1;:::;Ng whose order is inverted by
w 2 SN ............................................. Eqn. (3.1.2), Page 50
;z Basis elements of sl2 .............................................. Page 20
() Eigenvalue of T .................................... Eqn. (2.5.9), Page 31

 () Shorthand for
QN
j=1
j i
j  ........................ Eqn. (2.5.4), Page 30
(y);(y) Quantum elds ..................................... Eqn. (2.2.1), Page 16
 (y) Insertion operator ...................................Eqn. (5.1.2), Page 84
^ j Deletion operator ................................... Eqn. (5.1.1), Page 84
j!y;i!y Replacement operator ...............................Eqn. (5.1.4), Page 84
X Characteristic function of the set X ...............................Page 24
	 Bethe wavefunction .................................... Eqn. (1.9), Page 5
	; = 1 2 h0(J) Pseudo-vacuum ................................................... Page 12
  Pre-wavefunction .................................. Eqn. (3.6.11), Page 65
Roman letters
A Generator of symmetric Yang-Baxter algebra ........Eqn. (2.4.1), Page 21
a;a;n Generator of non-symmetric Yang-Baxter algebra ... Eqn. (5.1.6), Page 86
B Generator of symmetric Yang-Baxter algebra; particle creation
operator ............................................ Eqn. (2.4.2), Page 21
b
;b
;n Generator of non-symmetric Yang-Baxter algebra;
non-symmetric particle creation operators ...........Eqn. (5.1.7), Page 86
C Generator of symmetric Yang-Baxter algebra ........Eqn. (2.4.3), Page 21B.2. THE NON-SYMM. CREATION OPERATORS AND DUNKL-TYPE OPERATORS129
CN
reg Set of complex regular vectors .................................... Page 28
C(U) Vector space of continuous functions: U ! C .......................Page 2
Ck(U) Vector space of k-times continuously dierentiable
functions: U ! C .................................................. Page 2
C1(U) Vector space of smooth functions: U ! C .......................... Page 2
C!(U) Vector space of real-analytic functions: U ! C ..................... Page 2
CB1(RN) Set of continuous functions with C1 restriction to regular
vectors ..............................................Eqn. (3.5.8), Page 60
CB1(RN) Set of continuous functions with smooth restriction to regular
vectors ..............................................Eqn. (3.5.9), Page 60
CB!(RN) Set of continuous functions with real-analytic restriction to regular
vectors ..............................................Eqn. (3.6.6), Page 64
C1
(RN) Set of functions in CB1(RN) satisfying the derivative jump
conditions ......................................... Eqn. (3.5.10), Page 60
C!
 (RN) Set of functions in CB!(RN) satisfying the higher-order boundary jump
conditions ...........................................Eqn. (3.6.8), Page 64
c
;c
;n Generator of non-symmetric Yang-Baxter algebra ... Eqn. (5.1.8), Page 86
D Generator of symmetric Yang-Baxter algebra ........Eqn. (2.4.4), Page 21
D = DN Vector space of symmetric test functions
L
N0 DN(J) ............Page 14
DN = DN(J) Vector space of symmetric test functions C1
cpt(JN)SN .............. Page 14
d;d;n Generator of non-symmetric Yang-Baxter algebra ... Eqn. (5.1.9), Page 86
@j = @
@xj j-th partial derivative ..............................................Page 1
@j; Dunkl-type operator ................................ Eqn. (3.5.2), Page 58
d = dN Vector space of non-symmetric test functions
L
N0 dN(J) ........ Page 14
dN = dN(J) Vector space of non-symmetric test functions C1
cpt(JN) ............ Page 14130 APPENDIX B. THE NON-SYMMETRIC YBA: CALCULATIONS
^ E;i;  E
;i;  E;i Elementary symmetric integral operators ..........................Page 25
E Eigenvalue of Hamiltonian ......................................... Page 1
ei Plane wave with wavenumbers given by  ..............Eqn. (1.8), Page 5
^ e
 Shorthand for ^ e
;; ................................................ Page 85
^ e
;i;  e
;i;  e
;i Elementary non-symmetric integral operators ..................... Page 85
en() n-th elementary symmetric polynomial ..............Eqn. (4.4.5), Page 80
F(U) Vector space of functions: U ! C .................................. Page 2
G() Coecient in Bethe wavefunction ................... Eqn. (3.3.6), Page 56
H Hamiltonian for the QNLS model ...................... Eqn. (1.1), Page 1
H
[n]
 Higher QNLS integrals of motion ....................Eqn. (2.2.8), Page 19
HN Combined algebra isomorphic to CSN 
 C[X1;:::;XN] as
vector space ...................................................... Page 50
HN
 Degenerate ane Hecke algebra ...................................Page 52
H = H(J) Symmetric Fock space N0HN(J) ............................... Page 13
Hn = Hn(J) Dense subspace of H(J) of nite vectors ...........................Page 13
HN = HN(J) Symmetric N-particle sector L2(JN)SN ............................Page 12
h = h(J) Non-symmetric Fock space N0hN(J) ........................... Page 13
hn = hn(J) Dense subspace of h(J) of nite vectors ........................... Page 13
hN = hN(J) Non-symmetric N-particle sector L2(JN) ..........................Page 12
Ij;Ij k Integral operator appearing in integral
representation of dAHA .............................Eqn. (3.4.1), Page 57
In
N Set of n-tuples with increasing entries in f1;:::;Ng..Eqn. (2.4.9), Page 24
i+ Shorthand for (i1 + 1;:::;in + 1) ..................................Page 85
in
N Set of n-tuples with distinct entries in f1;:::;Ng .... Eqn. (2.4.8), Page 23B.2. THE NON-SYMM. CREATION OPERATORS AND DUNKL-TYPE OPERATORS131
in
N(j) Shorthand for fi 2 in
N : 8mim 6= j g ............... Eqn. (B.2.3), Page 121
J Closed interval containing permitted particle locations ..............Page 1
JN
reg Set of regular vectors ...............................................Page 2
JN
+ Fundamental alcove ................................................Page 2
L Length of bounded interval J ...................................... Page 4
L2(JN) Hilbert space of square-integrable functions: JN ! C ............. Page 12
L(x) QNLS (local) L-matrix ..............................Eqn. (2.2.3), Page 17
l(w) Length of w 2  .................................... Eqn. (3.1.3), Page 50
N Number of particles ................................................Page 1
P Propagation operator ............................... Eqn. (3.6.1), Page 62
P Permutation operator of C2 
 C2 ..................................Page 19
P(U) Vector space of polynomial functions: U ! C ...................... Page 2
pn() n-th power sum symmetric polynomial .............. Eqn. (2.2.7), Page 18
Q QNLS Q-operator ...................................Eqn. (4.4.4), Page 80
qdetT Quantum determinant of the monodromy matrix ....Eqn. (2.7.1), Page 39
R QNLS R-matrix .................................... Eqn. (2.3.1), Page 19
SN Symmetric group ...................................................Page 3
S(N) Symmetrizer ........................................ Eqn. (3.1.1), Page 49
S
(N)
 Image of symmetrizer under integral representation of
dAHA .............................................. Eqn. (3.4.5), Page 58
~ S
(N)
 Image of symmetrizer under regular representation of dAHA in momentum
space ............................................... Eqn. (3.3.5), Page 55
sj = sj j+1 Simple transposition swapping j and j + 1 ......................... Page 3
sj k Transposition swapping j and k ....................................Page 3132 APPENDIX B. THE NON-SYMMETRIC YBA: CALCULATIONS
sj; Deformed simple transposition appearing in integral representation of
dAHA .............................................. Eqn. (3.4.2), Page 57
~ sj; Deformed simple transposition appearing in regular representation of dAHA
in momentum space .................................Eqn. (3.3.2), Page 53
T Transfer matrix ..................................... Eqn. (2.2.5), Page 18
T QNLS monodromy matrix ...........................Eqn. (2.2.4), Page 17
t Shorthand for a + d ........................................... Page 100
Vj k Hyperplane

x 2 JN : xj = xk
	
................................... Page 2
V 
j k Indicates a limit xk ! xj is taken with xj ? xk .........Eqn. (1.3), Page 4
w Arbitrary element of SN ........................................... Page 3
w+ Shifted permutation ............................... Eqn. (B.1.3), Page 115
w0 Longest element in SN ............................................Page 77
w Deformed permutation acting in position space ......Eqn. (3.4.4), Page 58
~ w Deformed permutation acting in momentum space ...Eqn. (3.3.4), Page 55
x = (x1;:::;xN) Particle locations .................................................. Page 1
zN Completion of span of all   in hN. .................Eqn. (5.3.1), Page 95References
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