Abstract. We consider Toeplitz operators with symbols that are almost periodic matrix functions of several variables. It is shown that under certain conditions on the group generated by the Fourier support of the symbol, a Toeplitz operator is Fredholm if and only if it is invertible.
Preliminaries and main result
Let (AP k ) be the algebra of complex valued almost periodic functions of k real variables, i.e., the closed subalgebra of L ∞ (R k ) (with respect to the standard Lebesgue measure) generated by all the functions e λ (t) = e i λ,t , where
Here the variable t = (t 1 , · · · , t k ) ∈ R k , and
is the standard inner product of λ and t. For every f (t) ∈ (AP k ) its Fourier series is defined by the formal sum −i λ,t f (t)dt, λ ∈ R k , (1.2) and the sum in (1.1) is taken over the set σ(f ) = {λ ∈ R k : f λ = 0}, called the spectrum of f . The spectrum of every f ∈ (AP k ) is at most a countable set. Denote by Λ(f ) the smallest additive subgroup of R k which contains σ(f ). The
For the general theory of almost periodic functions of one and several variables we refer the reader to [4, 8, 9] and to Chapter 1 in [10] .
Let ∆ be a non-empty subset of R k . Denote
the set (algebra if ∆ is a subgroup of R k ) of n× n matrices with entries in (AP k ) ∆ . Introduce an inner product on (AP k ) by the formula
The completion of (AP k ) with respect to this inner product is called the Besikovitch space and is denoted by (B k ). Thus (B k ) is a Hilbert space. The elementary exponentials e λ (t), λ ∈ R k , form an orthonormal basis in (B k ). For a nonempty set Λ ⊆ R k , define the projection
where f ∈ (AP k ). The projection Π Λ extends by continuity to the orthogonal projection (also denoted Π Λ ) on (B k ). We denote by (B k ) Λ the range of Π Λ , or, equivalently, the completion of (AP k ) Λ with respect to the inner product (1.4 is the Hilbert space of n × 1 columns with components in (B k ) Λ . A subset S of R k is called a halfspace if it is closed under multiplication by nonnegative real numbers and addition, and has the properties that R k = S ∪ (−S) and S ∩ (−S) = {0}. A standard example of a halfspace is given by
The vectors in R k are understood as column vectors; the superscript T denotes the transpose. Clearly, when k = 1 the only halfspaces are [0, ∞)(= E 1 ) and (−∞, 0]. It turns out (see, for example, [12] for a proof) that a set S ⊂ R k is a halfspace if and only if there exists a real invertible k × k matrix A such that
A halfspace S naturally induces a total order > S on R k by the rule: λ > S µ if and only if λ − µ ∈ S and λ = µ.
Given f ∈ (AP k ) n×n and a nonempty subset Ω ⊆ R k , the Toeplitz operator
n×1 Ω as follows:
the definition is extended by continuity to g ∈ (B k )
n×1 Ω . We will be interested in the case when Ω = Λ ∩ S, where Λ is an additive subgroup of R k which contains Λ(f ), and S is a halfspace. Note that the cases Λ = Λ and Λ = R k are not excluded. We state the main result of this paper.
k and the halfspace S are such that the following condition is satisfied:
Then the operator T f (Λ ∩ S) is Fredholm if and only if it is invertible.
Results in the spirit of Theorem 1.1 are known in the literature. It is proved in [3] that Toeplitz operators on L 2 (R n ) with (suitably interpreted) almost periodic symbols are invertible if and only if they are Fredholm. A particular case of Theorem 1.1 (where k = 1 and Λ = R) was proved in [5] (see also [6] ); another proof of this particular case using the theory of limit operators ( [11] , [1] ) is given in [7] (in the equivalent language of Wiener-Hopf operators) and [2] . The approach of [3] is based on a far-from-trivial verification of the fact that the C * -algebra generated by Toeplitz operators under consideration does not contain non-zero compact operators, and on the following known and simple fact: A C * -algebra A of linear bounded operators on a Hilbert space that contains I has only zero intersection with the ideal K of compact operators if and only if every Fredholm operator that belongs to A is invertible. For the reader's convenience, here is a short proof of this fact: Assume A∩K = {0}, and let X ∈ A be Fredholm. The limit lim ε→0 ε(X * X +εI)
exists in A and coincides with the orthogonal projection on the kernel of X. By assumption, this orthogonal projection, being a finite rank operator, must be zero. Applying this argument to X * , we conclude also that Range X is the whole Hilbert space, i.e., X is invertible. Conversely, assume that every Fredholm operator in A is invertible, and let K ∈ A ∩ K. Then for every real c the operator I + cKK * ∈ A is Fredholm, hence invertible. It follows that σ(KK * ) = {0}, therefore K = 0. Note that if condition (A) is satisfied, then the factor-group Λ /Λ(f ) is infinite. However, the condition of the factor-group Λ /Λ(f ) being infinite does not imply condition (A), as the following example shows: Let Λ = Z 2 ⊂ R 2 (here Z stands for the set of integers),
In this example, for every element (0, m) ∈ Λ such that (0, m) > S 0 there exist only finitely many elements λ ∈ Λ for which (0, m) > S λ > S 0. Here, e.g., the Toeplitz operator with (scalar valued) symbol f (t 1 , t 2 ) = e it2 , considered as an operator on (B 2 ) 1×1 Z 2 ∩S , is Fredholm but not invertible. The following two corollaries are noteworthy:
halfspace, then the Toeplitz operator T f (S) is Fredholm if and only if T f (S) is invertible.
For the proof observe that Λ(f ) is at most countable, whereas for every µ > S 0 the set
is a continuum (as easily follows from (1.5)). It remains to apply Theorem 1.1 with 
(f ) is discrete and Λ ⊃ Λ(f ) is divisible, then the operator T f (Λ ∩ S) is Fredholm if and only if it is invertible.
In particular, Λ(f ) is discrete if f is a periodic matrix function.
Proof of the main result
We start with a lemma. 
holds.
Proof. Denote T j = T | Hj , j ∈ J, and let J 1 be the set of such j ∈ J that dim Ker T j > 0. Since Ker T = j∈J Ker T j , this set must be finite. A similar reasoning applied to adjoint operators shows that J 2 = {j ∈ J : dim Ker T * j > 0} is finite as well. Let J 0 = J 1 ∪ J 2 , and represent T as the orthogonal sum of the operatorsT = j∈J0 T j andT = j∈J\J0 T j . Observe that KerT = KerT * = {0}.
The Fredholmness of T implies the Fredholmness, and thus invertibility, ofT . But
It is easy to derive a necessary and sufficient condition for T to be Fredholm. It consists of (2.1) combined with Fredholmness of T j for all j ∈ J 0 . However, we do not need this statement in what follows.
Proof of Theorem 1.1. Assume the hypotheses and notation of Theorem 1.1, and let T f (Λ ∩ S) be a Fredholm operator. We show that the kernel of T f (Λ ∩ S) is trivial. Let {Ω j } j∈J be the collection of all distinct cosets of Λ by Λ(f ), indexed with an index set J. It is easy to see that (
For an elementary exponential e λ x, where λ ∈ Ω j ∩ S and x a non-zero vector in C n , we have
Since the elementary exponentials e λ x (where λ is arbitrary in Ω j ∩ S and x is an arbitrary element of a fixed orthonormal basis in C n ) form an orthonormal basis in
Ωj ∩S , it follows that the subspace (
We also have the orthogonal decomposition
Therefore, by Lemma 2.1, there exist a finite set J 0 ⊂ J and ε > 0 such that the
Ωj ∩S , call it T j , is invertible for j ∈ J \ J 0 , and moreover
In the Fourier series for h, ν∈Λ \S h ν e ν , we have
and therefore there exists a finite set Q ⊆ Λ \ S such that
Let µ ∈ Q be the largest element in Q (with respect to the total order induced by S); thus µ ≥ S q for every q ∈ Q. By condition (A), there is µ 0 ∈ Λ \ S such that µ 0 > S µ. We then have
In addition, by condition (A), we may select countably many elements λ j ∈ Λ \ S, j = 1, 2, . . . , such that λ j > S µ 0 and λ j − λ k ∈ Λ(f ) for all j = k. Let g j = e λj g 0 . Since Π Λ ∩S (f g 0 ) = 0 we have Since the elements λ j belong to different cosets of Λ by Λ(f ), we obtain a contradiction with (2.2), according to which the inequality (2.4) is possible only for j ∈ J 0 .
We have proved that Ker T f (Λ ∩ S) = {0}. Denote byf ∈ (AP k ) n×n the matrix function such thatf (t) is the conjugate transpose of the matrix f (t), for every t ∈ R k . It is easy to see that Λ(f ) = Λ(f ). Also, (T f (Λ ∩ S)) * = Tf (Λ ∩ S).
Applying the already proved part of Theorem 1.1 tof , we see that
Λ ∩S . The invertibility of T f (Λ ∩ S) follows.
