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Seznam uporabljenih kratic in
simbolov
API Application Programming Interface (aplikacijski programski vmesnik)
CDI Contexts & Dependency Injection (dodajanje konteksta in vkljucˇevanje odvisnosti
platforme Java)
DB Database (podatkovna zbirka)
DRY Don’t Repeat Yourself (princip o ponovni uporabi programske kode)
EAR Enterprise Archive (skupni arhiv za zdruzˇevanje modulov platforme Java)
EL Expression Language (jezik izrazov platforme Java)
ESB Enterprise Service Bus (komunikacijski kanal storitev)
GPS Global Positioning System (sistem globalnega pozicioniranja)
HTTP Hypertext Transfer Protocol (komunikacijski protokol za prenos nadbesedila)
IaaS Infrastructure as a Service (infrastruktura kot storitev)
IP Internet Protocol (internetni protokol)
Java EE Java Platform, Enterprise Edition (izdaja platforme Java za poslovne informa-
cijske sisteme)
Java ME Java Platform, Micro Edition (mikro izdaja platforme Java)
JAR Java Archive (arhiv platforme Java)
JAX-RS Java API for RESTful Services (vmesnik API za storitve REST platforme Java)
JPA Java Persistence API (vmesnik API platforme Java za upravljanje relacijskih po-
datkov)
JSON JavaScript Object Notation (berljiva oblika zapisa podatkovnih objektov)
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JSF JavaServer Faces (ogrodje za spletne strani platforme Java)
JSP JavaServer Pages (spletne strani platforme Java)
PaaS Platform as a Service (platforma kot storitev)
REST Representational State Transfer (arhitekturni nacˇin prenasˇanja stanj)
RPC Remote Procedure Calls (oddaljeni klici procedur)
SaaS Software as a Service (programska oprema kot storitev)
SOA Service-Oriented Architecture (storitveno usmerjena arhitektura)
SOAP Simple Object Access Protocol (protokol za izmenjavo podatkov)
UI User Interface (uporabniˇski vmesnik)
URI Uniform Resource Identifier (enoten identifikator virov)
WS Web Services (spletne storitve)
WSDL Web Service Definition Language (jezik za definicijo vmesnikov spletnih storitev)
XML Extensible Markup Language (razsˇirljiv oznacˇevalni jezik)
Povzetek
Danes zˇe na dnevni ravni uporabljamo storitve s kontekstno informacijo o lokaciji za iz-
boljˇsanje uporabniˇske izkusˇnje. Lokacijske storitve so dobro opredeljene in zanje obstaja
vecˇ arhitektur, predvsem v obliki monolitnih resˇitev. Tezˇava obstojecˇih arhitektur je v
njihovi slabi skalabilnosti in nezmozˇnosti prilagajanju ogromni kolicˇini zahtevkov, ki smo
ji pricˇa danes. Tezˇava obstojecˇih arhitektur se kazˇe tudi v nezmozˇnosti definicije in ra-
zvoja vmesnikov API, ki se odzivajo glede na lokacijo. V magistrski nalogi smo definirali
arhitekturo, ki omogocˇa definicijo in razvoj lokacijsko odvisnih vmesnikov API tipa REST.
Kljucˇna lastnost vmesnikov API je dolocˇanje pravic dostopa in prilagajanje delovanja glede
na lokacijo uporabnika. Pri definiciji arhitekture smo sledili konceptom mikrostoritev s
ciljem doseganja elasticˇne skalabilnosti, visoke razpolozˇljivosti, razumljivosti in neodvisno-
sti. Z uporabo koncepta mikrostoritev ter ostalih arhitekturnih in nacˇrtovalskih vzorcev
smo zasnovali arhitekturo, ki temelji na konceptih oblaka in omogocˇa visoko horizontalno
skalabilnost. Uspesˇnost arhitekture smo potrdili z verificiranjem zmozˇnosti definicije vme-
snika API tipa REST z razlicˇnim obnasˇanjem glede na lokacijo uporabnika, z mozˇnostjo
samodejnega skaliranja mikrostoritev v oblaku in z verifikacijo nacˇrtovalskih vzorcev.
Kljucˇne besede




We use services which use our location information to improve user experience on daily
basis. Location-based services are well defined and can be built based on several existing
architectures, especially in the form of a monolithic solution. Poor scalability and inability
to handle immense loads are problems which existing architectures face today. Existing
architectures also don’t provide an option to define and develop location based APIs. In
this master thesis we defined an architecture which allows the definition and development
of APIs that respond based on user location. Key feature of the API is access control and
adjusting functions based on user location. We based the architecture on microservices
with the aim of achieving elastic scalability, high availability, understandability and de-
coupling. By using microservices and other architectural design patterns we designed an
architecture which uses cloud concepts and enables high horizontal scalability. We vali-
dated the success of the architecture design by verifying the possibility of implementing
an REST API with different behavior depending on the user location, the possibility of
automatic scaling of microservices in the cloud and by verifying the design patterns.
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V cˇasu mobilnih aplikacij in spletnih storitev med bolj popularne sˇtejemo lokacijske sto-
ritve (angl. Location-based services), ki uporabljajo informacijo o lokaciji za izboljˇsanje
uporabniˇske izkusˇnje in nadzor nad funkcionalnostmi sistema. Lokacijske storitve informa-
cijo o lokaciji navadno pridobijo na podlagi informacij iz omrezˇja, triangulacije mobilnega
signala ali pa s pomocˇjo vgrajenih sprejemnikov GPS v mobilnih napravah. Lokacijske sto-
ritve so dobro opredeljene [1, 2, 3] in zanje obstaja vecˇ monolitnih arhitektur [4, 5, 6, 7], ki
pa niso skalabilne in ne omogocˇajo definicije ter razvoja vmesnikov API tipa REST. Slaba
skalabilnost monolitnih arhitektur se odrazˇa pri nezmozˇnosti skaliranja aplikacij oz. slabi
izrabi virov pri horizontalnem skaliranju. Definicija in razvoj vmesnikov API sta kljucˇna
pri sledenju najnovejˇsim arhitekturnim in implementacijskim vzorcem.
Veliko sˇtevilo uporabnikov in ogromne obremenitve strezˇnikov sta prinesla nove zah-
teve in razvoj naprednejˇsih arhitektur. Podjetja, kot so Google1, Twitter2, eBay3 in Ama-
zon4, so napredovali od velikih monolitnih arhitektur k arhitekturi mikrostoritev (angl.
Microservices) [8, 9], katere mikrostoritve so implementirane z razlicˇnimi programskimi je-
ziki. Mikrostoritve omogocˇajo visoko skalabilnost, minimalno porabo virov, razpolozˇljivost
in zanesljivost delovanja v sodobnih oblacˇnih infrastrukturah IaaS in PaaS. Mikrostoritve
so navadno izpostavljene preko vmesnikov API tipa REST, preko katerih se tudi med-






2 POGLAVJE 1. UVOD
posameznih mikrostoritev in ohranjanje njihove uporabnosti v prihodnjih zahtevah ter
spremembah aplikacije. Nepremiˇsljena definicija in razvoj vmesnikov API pa lahko pri-
nese obilico nevsˇecˇnosti, potrebo po popravkih ali ponovno zasnovo ter implementacijo
mikrostoritve.
1.2 Sorodna dela
Obstojecˇe monolitne arhitekture lokacijskih storitev [4, 6, 10] so nepopolne in ne izpo-
stavljajo lokacijsko odvisnih vmesnikov API tipa REST. Mikrostoritve, ki pa navadno
izpostavljajo vmesnike API tipa REST, so trenutno zelo aktualna tema, kar je razvidno
iz obilice cˇlankov in del s tega podrocˇja [9, 11, 12, 13, 14, 15]. V nadaljevanju je podan
pregled kljucˇnih sorodnih del. V prvem delu sta opisani dve zˇe zasnovani arhitekturi lo-
kacijskih storitev, na koncu pa so podana sˇe aktualna dela s podrocˇja razvoja vmesnikov
API in mikrostoritev, ki so pomembna za zasnovo nasˇe arhitekture.
V cˇlanku [6] je predstavljena preprosta arhitektura lokacijske storitve za anonimno
komuniciranje med dvema entitetama (objavitelj in narocˇnik). Avtorji so arhitekturo
implementirali z uporabo platforme Java ME in podali vmesnik storitve. Sama arhitektura
kljub svoji preprostosti daje idejo o osnovnih zahtevah ter funkcionalnostih lokacijske
storitve in prikazuje preprost nacˇin implementacije s platformo Java. Za razliko od nasˇega
pristopa, resˇitev v tem cˇlanku ne omogocˇa definicije lokacijsko odvisnih vmesnikov API,
obenem tudi ni prilagojena izvajanju v oblaku, saj ne omogocˇa ucˇinkovitega skaliranja ter
minimalne porabe virov.
V nasprotju z arhitekturo, opisano v prejˇsnjem odstavku, arhitektura v cˇlanku [4]
daje obsezˇnejˇso resˇitev za lokacijske storitve v obliki objavljanja in narocˇanja (angl. Pu-
blish/Subscribe). Avtorji opredelijo prostorske atribute dogodkov, ki so potrebni za de-
lovanje in dolocˇanje ustreznosti lokacije uporabnika. Opisana arhitektura daje sˇirsˇo sliko
o problemu, vendar predstavlja monolitno resˇitev in ne sledi principu mikrostoritev, kar
posledicˇno pomeni slabo skalabilnost arhitekture ter neprilagojenost izvajanju v oblaku.
Poleg tega arhitektura ne omogocˇa razvoja lokacijsko odvisnih vmesnikov API.
Cˇlanek [10] opisuje lokacijski vmesnik API skupaj z implementacijo primera, ki temelji
na platformi Java ME. Sama ideja avtorjev je predstavitev vmesnika, ki omogocˇa uporabo
zemljevidov, geokodiranja in navigacije, za uporabo v naprednejˇsih lokacijskih storitvah,
kar bi mocˇno zmanjˇsalo cˇas razvoja mobilnih aplikacij. Vmesnik omogocˇa standardiziran
dostop do lokacije mobilne naprave v realnem cˇasu, spremljanje prihoda v obmocˇje in
shrambo tocˇk interesa. Sam vmesnik je odlicˇen za implementacijo odjemalcev lokacijskih
storitev na mobilnih napravah in nam daje idejo o zmozˇnostih odjemalcev na mobilnih
napravah.
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V knjigi [16] so predstavljeni vmesniki API tipa REST in mnozˇica pravil za razvoj
le-teh, ki so bila pripravljena na podlagi najboljˇsih in uveljavljenih praks. Avtor skupaj
z zasnovo naslovov URI in uporabo protokola HTTP predstavi sˇe nacˇine za podajanje
sporocˇil ter metapodatkov v glavah zahtevkov. V delu so poudarjene tezˇave pomanjkanja
standardov na tem podrocˇju in predlagana pravila, ki naslavljajo te tezˇave. Avtor pred-
stavi pomembnost razvoja in razmiˇsljanja o vmesnikih API namesto implementacije, ki
navadno ni tezˇavna.
V obsˇirnem delu [9] so opisane mikrostoritve, njihova integracija in skaliranje. Mikro-
storitve so manjˇse avtonomne storitve, ki se medsebojno povezujejo. Avtor opiˇse prednosti,
zaradi katerih so postale izjemno priljubljene med razvijalci in arhitekti. Predstavljena
je integracija s poudarkom na vmesnikih API tipa REST, ki so trenutno eni izmed bolj
priljubljenih. Skaliranje in zagotavljanje razpolozˇljivosti skupaj z ukrepi sta predstavljeni
na koncu dela in dajejo dobre napotke za snovanje arhitekture.
Mikrostoritve v smislu samodejnega skaliranja in prilagajanja izvajanju v racˇunalniˇskem
oblaku so opisane v delu [13]. Ohlapna povezava mikrostoritev omogocˇa dinamicˇnejˇse ob-
javljanje v oblaku in skaliranje posameznih mikrostoritev glede na obremenitve v nekem
trenutku. Doseganje visoke razpolozˇljivosti in elasticˇna skalabilnost sta zelo pomembni
lastnosti nasˇe arhitekture, ki sta bili premiˇsljeno dosezˇeni pri zasnovi le-te. V cˇlanku
je prikazano tudi samo spreminjanje sˇtevila instanc mikrostoritev v oblaku pri samodej-
nem skaliranju glede na obremenitve, ki je eden izmed mozˇnih nacˇinov prikaza delovanja
arhitekture.
Serija sedmih cˇlankov [15], ki opisujejo vse od ideje mikrostoritev do izbire strategije
za objavljanje le-teh, je povzetek in celosten primer zasnove arhitekture mikrostoritev, ki
je sluzˇila kot opora pri zasnovi lastne arhitekture. Avtor je opisal tezˇave monolitnih arhi-
tektur in razmiˇsljanje arhitektov pri prehodu na novo arhitekturo mikrostoritev. Cˇlanek
sicer povzema ugotovitve in ideje mnogih drugih avtorjev, vendar lahko sluzˇi kot odlicˇno
pregledno delo.
Iz zgornjega pregleda sorodnih del je razvidno, da visoko skalabilna arhitektura za
razvoj lokacijsko odvisnih vmesnikov API, kot je predlagana v tej magistrski nalogi, sˇe ne
obstaja.
1.3 Cilji in prispevki
V magistrskem delu smo zasnovali visoko skalabilno arhitekturo za razvoj lokacijsko odvi-
snih vmesnikov API, ki temelji na najsodobnejˇsih razvojnih konceptih, omogocˇa elasticˇno
skalabilnost in minimalno porabo virov. Kljucˇna lastnost lokacijsko odvisnih vmesnikov
API je dolocˇanje pravic dostopa in prilagajanje delovanje glede na lokacijo uporabnika.
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V prvi fazi magistrske naloge smo analizirali aktualne arhitekture drugih storitev, ki
sledijo vzorcu mikrostoritev in najnovejˇsih praks. Na podlagi poglobljene analize drugih
arhitektur smo zasnovali lastno visoko skalabilno arhitekturo za razvoj lokacijsko odvisnih
vmesnikov API. V drugi fazi smo zasnovali nacˇin za podajanje lokacije vmesnika API,
ki mora biti prilagodljiv na vecˇje sˇtevilo lokacij. Na koncu smo zasnovano arhitekturo
implementirali z uporabo platforme Java EE in jo konfigurirali z ogrodjem KumuluzEE
[11, 17]. Implementirano arhitekturo smo objavili v oblacˇni infrastrukturi PaaS. Uspesˇnost
arhitekture smo v nadaljevanju potrdili z verificiranjem zmozˇnosti definicije vmesnika API
tipa REST z mozˇnostjo razlikovanja uporabnikov glede na njihovo lokacijo. Skalabilnost
arhitekture pa smo preverili z mozˇnostjo samodejnega skaliranja mikrostoritev v oblaku
ob vecˇjih obremenitvah.
Glavni prispevek magistrske naloge je zasnova visoko skalabilne arhitekture za defi-
nicijo in razvoj lokacijsko odvisnih vmesnikov API tipa REST, ki predstavlja napredek v
primerjavi z dosedanjimi monolitnimi resˇitvami. Resˇitev je zasnovana v smeri minimalne
porabe virov in omogocˇa elasticˇno skalabilnost. Arhitektura temelji na najsodobnejˇsih
konceptih in vzorcih, razvita je z uporabo mikrostoritev. Drug vecˇji prispevek magistrske
naloge je implementacija arhitekture z najnovejˇsim ogrodjem KumuluzEE [11, 17]. Sama
implementacija je dokumentirana in podrobno predstavljena v magistrskem delu.
1.4 Struktura magistrskega dela
Preostanek magistrskega dela je razdeljen na sˇest poglavij. Lokacijsko odvisni vmesniki
API, lokacijske storitve in implementacija lastne lokacijsko odvisne anotacije so opisani v
poglavju 2. Teoreticˇna podlaga mikrostoritev, ki zajema opis arhitekture, primerjavo z
drugimi arhitekturami, integracijo in skaliranje, je predstavljena v poglavju 3. Zasnova
visoko skalabilne arhitekture za razvoj lokacijsko odvisnih vmesnikov API je opisana v
poglavju 4. Implementacija arhitekture s platformo Java EE, konfiguracija z ogrodjem
KumuluzEE in objava v oblacˇni infrastrukturi je podrobno dokumentirana v poglavju 5.
V poglavju 6 je predstavljena verifikacija arhitekture v oblacˇni infrastrukturi PaaS. Na




Aplikacijski programski vmesniki (angl. Application Programming Interface, API) izposta-
vljajo funkcionalnosti storitev na uveljavljene nacˇine, ki omogocˇajo preprosto komunikacijo
preko zahtevkov in odgovorov protokola HTTP. V tradicionalnih monolitnih arhitekturah
se za komunikacijo s spletnimi storitvami uporablja protokol SOAP skupaj s sporocˇili tipa
XML. V zadnjem cˇasu pa se za komunikacijo med odjemalci in storitvami vecˇinoma upo-
rablja arhitekturni nacˇin REST skupaj s sporocˇili tipa JSON. Za povezovanje in uporabo
vmesnikov API je kljucˇnega pomena dokumentacija, saj le-ta podaja informacije, ki so
potrebne za uspesˇno integracijo. Dokumentacijo za vmesnike API tipa REST navadno
podajamo s specifikacijo Swagger1.
Lokacijsko odvisni vmesniki API omogocˇajo sˇe vecˇ naprednih funkcionalnosti, ki so
potrebne za izpostavitev lokacijskih storitev. Lokacijske storitve (angl. Location-based
services) za izboljˇsanje uporabniˇske izkusˇnje in nadzor nad funkcionalnostmi sistema upo-
rabljajo informacijo o uporabniˇski lokaciji. Integracija informacije o uporabniˇski lokaciji v
delovanje storitev je uveljavljen koncept, kar je razvidno iz obilice lokacijskih storitev na
podrocˇju navigacije, sˇporta, zabave, druzˇabnih omrezˇij, oglasˇevanja itd. Za nas najbolj
zanimive so lokacijske storitve, ki lahko dolocˇajo pravice dostopa in prilagajajo delovanje
na podlagi lokacije odjemalca. To poglavje v nadaljevanju podrobno opisuje lokacijske sto-
ritve in navaja naprednejˇse primere uporabe. V poglavju je predstavljen nacˇin podajanja
lokacijske odvisnosti in prilagajanja delovanja vmesnikov API tipa REST s specifikacijo
Swagger, ki smo jo razsˇirili z mozˇnostjo dodajanja obmocˇij delovanja posameznih metod
tipa REST. Na podlagi razsˇiritve specifikacije je mogocˇe definirati lokacijsko odvisne vme-
snike API tipa REST. Na koncu poglavja pa je predstavljena implementacija anotacije za
dodajanje lokacijske odvisnosti na vmesnike API na podlagi platforme Java EE.
1http://www.swagger.io/
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2.1 Opis lokacijskih storitev
Lokacijske storitve so definirane kot storitve, ki integrirajo lokacijo odjemalca in druge in-
formacije za izboljˇsanje uporabniˇske izkusˇnje in dodajanje vrednosti sami storitvi [1, 2, 3].
Osrednja informacija lokacijskih storitev je torej lokacija odjemalca oz. uporabnika. Lo-
kacija odjemalca se navadno pridobi s pomocˇjo vgrajenih sprejemnikov GPS v mobilnih
napravah ali na podlagi informacij iz omrezˇja ob dostopu preko brskalnikov. V odvi-
snosti od arhitekture same storitve se lokacija bodisi posˇlje na strezˇnik bodisi uporabi v
odjemalcˇevi aplikaciji. Glede na sˇtevilo mobilnih naprav in njihovo zmozˇnostjo lokaliza-
cije preko sprejemnikov GPS ni cˇudno, da so lokacijske storitve izredno popularne, kar je
razvidno iz obilice namenskih lokacijskih aplikacij (Google Maps2, Uber3, Pokemon Go4).
Storitve izpostavljamo preko vmesnikov, trenutno najbolj popularni so vmesniki API
tipa REST [9, 16, 18], zato smo se v magistrskem delu osredotocˇili na lokacijsko odvisnost
le-teh. Za izpostavljanje naprednejˇsih funkcij lokacijskih storitev morajo vmesniki API
omogocˇati definicijo vecˇ primerov uporabe, ki omogocˇajo lazˇjo implementacijo lokacijske
odvisnosti. V nadaljevanju so nasˇteti in opisani posamezni primeri uporabe.
Zmozˇnost definicije lokacijske odvisnosti vmesnika API in izpostavljenih metod je ena
izmed glavnih zahtev za razvoj lokacijskih storitev. Definicija obmocˇja delovanja oz. aktiv-
nosti lokacijske storitve in primerjava le-tega z lokacijo odjemalca storitve je eden izmed
glavnih primerov uporabe, na katerem sloni celotno delovanje storitve. Posamezne me-
tode vmesnika API so lahko definirane za razlicˇna obmocˇja ne glede na obmocˇje delovanja
vmesnika.
Zmozˇnost definicije nacˇina dolocˇanja pravic dostopa glede na lokacijo odjemalca sto-
ritve je naslednji primer uporabe vmesnikov. Vmesnik API je lahko definiran na vecˇ
obmocˇjih in glede na ta obmocˇja je treba razlikovati med posameznimi odjemalci in njiho-
vimi tezˇnjami po dostopu do vmesnika in izpostavljenimi metodami. Poleg onemogocˇanja
dostopa do vmesnika in izpostavljenih metod pa je mozˇno tudi prilagajanje delovanja
storitve.
Naslednji primer uporabe je zmozˇnost definicije delovanja vmesnika in odgovorov me-
tod glede na lokacijo in pravice dostopa odjemalca. Glede na izracˇunano obmocˇje nahaja-
nja na podlagi lokacije odjemalca storitve je mogocˇe definirati prilagojene odgovore metod.
Odgovori metod se lahko razlikujejo vse od podrobnosti entitet in sˇtevila polj pa vse do
sˇtevila izbranih entitet posredovanih v obliki odgovora, kar je na kratko predstavljeno na
sliki 2.1.
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Slika 2.1: Prilagajanje odgovora metode vmesnika glede na obmocˇje.
vmesnikov, ki izpostavljajo lokacijske storitve. V naslednjem poglavju je podana razsˇiritev
specifikacije Swagger za celovito definicijo lokacijsko odvisnih vmesnikov API tipa REST,
ki vkljucˇuje te primere uporabe.
2.2 Definicija lokacijsko odvisnih vmesnikov
Lokacijske storitve lahko izpostavimo preko vmesnikov API, ki jih je pred implementacijo
storitve dobro cˇim bolje definirati. Definicija vmesnikov omogocˇa lazˇji in hitrejˇsi razvoj, ki
najbolje uposˇteva smernice in prakse razvoja vmesnikov API tipa REST [16, 19]. Doku-
mentacija vmesnikov pa opisuje in omogocˇa lazˇje povezovanje in uporabo vmesnika drugim
razvijalcem. V magistrski nalogi smo vmesnike API tipa REST izmed mnozˇice specifikacij
definirali in dokumentirali z aktualno specifikacijo Swagger, ki omogocˇa celostno predsta-
vitev vmesnikov.
V prilogi A.1 je definiran vmesnik API tipa REST s specifikacijo Swagger v orodju
Swagger Editor5. Orodje omogocˇa definicijo vmesnikov, dopolnjevanje sintakse in prever-
janje pravilnosti. To orodje poleg definicije ter preverjanja pravilnosti omogocˇa samodejno
ustvarjanje strezˇniˇskih aplikacij, ki izpostavljajo vmesnik API, in odjemalcev v razlicˇnih
programskih jezikih.
Iz definicije vmesnika so razvidne vse informacije, ki so potrebne za implementacijo in
uporabo tega vmesnika. Na voljo so splosˇne informacije o izpostavljenem vmesniku. Poleg
5http://editor.swagger.io/
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osnovnih informacij so izpostavljene tudi informacije o posameznih metodah. Za vsako
metodo so podane splosˇne informacije, parametri metode in mozˇni odgovori. Metode so
izpostavljene v skupinah glede na pot. Na koncu navadno definiramo skupne entitete,
ki jih uporabljamo kot parametre ali odgovore metod. Specifikacija Swagger omogocˇa
celostno definicijo vmesnikov API tipa REST, vendar brez lokacijskih odvisnosti. Cˇe bi
zˇeleli definirati metodo na vmesniku, ki bi ustrezala primeru s slike 2.1, bi to storili zgolj
z nasˇtevanjem odgovorov brez natancˇne informacije o lokacijski odvisnosti le-teh.
Specifikacijo Swagger smo zato razsˇirili z mozˇnostjo dodajanja obmocˇij delovanja vme-
snika in lokacijske odvisnosti posameznim metodam ter odgovorom. Na podlagi dopolnjene
specifikacije je tako mozˇno definirati lokacijsko odvisne vmesnike API tipa REST, kot je
razvidno v prilogi A.2.
Specifikacijo Swagger smo lokacijsko razsˇirili podobno, kot je to narejeno za var-
nost vmesnika. Na definicijo vmesnika smo dodali polje locationDefinitions za podajanje
obmocˇij delovanja vmesnika in izpostavljenih metod. Posamezna obmocˇja so poimeno-
vana s kljucˇno besedo, opisana z daljˇsim opisom in imajo svoj tip. Trenutno je podprt
samo tip krog, ki je definiran z zemljepisno sˇirino, dolzˇino in polmerom v metrih. Tako je
mozˇno preprosto podati obmocˇje na uveljavljen nacˇin za podajanje lokacije oz. obmocˇja. V
definiciji vmesnika se je v nadaljevanju mozˇno poljubno sklicevati na ta obmocˇja delovanja.
Obmocˇja delovanja vmesnika smo nato uporabili za dolocˇitev obmocˇja delovanja po-
sameznih metod tipa REST, ki jih ta vmesnik izpostavlja. Na vsaki metodi na vmesniku
je mozˇno definirati polje onLocation in v njem nasˇteti vsa obmocˇja delovanja metode. Z
dodatnima poljema smo zagotovili lokacijsko odvisnost in dolocˇili pravila dostopa glede
na lokacijo odjemalca storitve do vmesnika ter metod tipa REST.
Lokacijske storitve lahko tudi prilagajajo delovanje glede na lokacijo uporabnika, kar
je navzven razvidno predvsem iz odgovorov metod. Za ta primer uporabe smo dodali polje
onLocation na posamezne odgovore metod. V tem polju je mozˇno za posamezni odgovor
nasˇteti obmocˇja delovanja metode. Polje torej definira, v katerih obmocˇjih metoda vracˇa
posamezni odgovor.
Z zgoraj nasˇtetimi dodatnimi polji v specifikaciji Swagger smo naslovili primere upo-
rabe lokacijskih storitev, ki so opisana v poglavju 2.1. Razsˇirjena specifikacija omogocˇa
podajanje lokacijske odvisnosti vmesnikov API in dolocˇa pravice dostopa ter prilagajanje
delovanja vmesnikov API glede na lokacijo uporabnika. Z razsˇirjeno specifikacijo Swagger
je mozˇno natancˇno definirati vmesnik, ki ustreza primeru s slike 2.1.
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2.3 Implementacija anotacije
Na podlagi opisa lokacijskih storitev in definicije vmesnikov API iz predhodnih poglavij
je v tem poglavju predstavljen prakticˇen primer implementacije lokacijsko odvisnega vme-
snika API tipa REST z uporabo platforme Java EE. V poglavju so predstavljeni preucˇeni
mozˇni nacˇini podajanja lokacijske odvisnosti vmesnikov in razlog za izbor implementacije
lokacijske odvisnosti s pomocˇjo lastne anotacije. V nadaljevanju je nato dokumentirana
implementacija lastne anotacije vse od zasnove projekta do dejanske logike v prestre-
zniku. Potem so predstavljeni nacˇini definicije lokacijske odvisnosti ter obmocˇja delovanja
na vmesnikih API tipa REST in njihovih izpostavljenih metodah. Na koncu poglavja pa
je opisana predlagana razsˇiritev konfiguracijske datoteke web.xml z mozˇnostjo definicije
obmocˇij delovanja aplikacije, ki izpostavlja vmesnike API.
Pred implementacijo logike za preverjanje ustreznosti lokacije odjemalca glede na
definirana obmocˇja delovanja se poraja vprasˇanje o morebitnem preverjanju na odje-
malcu. Preverjanje o ustreznosti lokacije bi lahko izvedli na uporabniˇskem vmesniku
pred posˇiljanjem klicev REST na storitve glede na zacˇetna pridobljena obmocˇja delovanja.
Preverjanje ustreznosti lokacije na odjemalcu prinasˇa obcˇutno zmanjˇsanje dela na strani
strezˇnika, kar je ena izmed kljucˇnih prednosti. Kljub tej prednosti pa se pojavljajo velike
neskladnosti in tezˇave s tem pristopom. Pri neskladnosti delovanja je miˇsljeno predvsem
na izvajanje logike na razlicˇnih lokacijah, poslovna logika in preverjanje varnosti bi se
izvajala na mikrostoritvah, medtem ko bi se ustreznost lokacije preverjala na odjemalcu.
Poleg neskladnosti delovanja ta pristop prinasˇa sˇe dodatne metode na vmesnikih za prido-
bivanje obmocˇij delovanja ali dodatno mikrostoritev, ki skrbi za urejanje in pridobivanje
obmocˇij delovanja. Preverjanje lokacije se iz teh razlogov zato preverja na strezˇniku, kar
prinasˇa sicer vecˇ dela na zˇe obremenjenih mikrostoritvah, vendar pa zmanjˇsuje sˇtevilo
klicev REST s strani odjemalcev. Informacija o lokaciji se zato iz odjemalca posˇlje v glavi
zahtevka REST na vmesnik API, kjer se ta informacija nadaljnje obdela.
Mozˇnih nacˇinov za preverjanje ustreznosti lokacije odjemalca glede na obmocˇja delova-
nja je vecˇ. Na mikrostoritvah, ki izpostavljajo vmesnike API, lahko programsko preverimo
lokacije. Ta nacˇin je preprost, vendar je potrebno dopolniti ali spremeniti vse metode na
vmesnikih API, ki jim zˇelimo dodati lokacijsko odvisnost. Malce boljˇsa resˇitev bi bila za-
snove centralizirane lokacijske mikrostoritve, ki bi skrbela za izracˇun ustreznosti lokacije
odjemalca. Ta resˇitev bi prinesla le en dodaten klic lokacijske mikrostoritve iz posameznih
metod, ki bi na podlagi lastne podatkovne zbirke obmocˇij delovanja preprosto izracˇunala
ustreznost lokacije. Tak pristop prinasˇa dodatno potrebo po razvoju, urejanju in objavi sˇe
ene visoko skalabilne storitve. Za najbolj primerno resˇitev se je izkazala implementacija
lastne anotacije s pomocˇjo prestreznika za anotiranje vmesnikov in izpostavljenih metod.
Ta nacˇin omogocˇa dodajanje lokacijske odvisnosti brez spremembe kode v posameznih me-
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todah ter prestavitev kljucˇne kode za preverjanje lokacije v lasten modul, ki ga je mogocˇe
vkljucˇiti tudi v druge mikrostoritve.
Lastno anotacijo s pomocˇjo prestreznika smo zasnovali z mozˇnostjo anotacije novih in
zˇe obstojecˇih razredov platforme Java EE brez potrebe po dodatni spremembi program-
ske kode v metodah. Ta nacˇin omogocˇa uporabo anotacije @OnLocation na metodah in
razredih platforme Java EE, ki izpostavljajo vmesnik API tipa REST, podobno kot lahko
anotiramo varnostne omejitve dostopa z anotacijo @RolesAllowed. Anotacijo smo imple-
mentirali v lastnem modulu, katerega smo razvili v obliki modula Maven, ki omogocˇa
vkljucˇitev v druge projekte in module. Na ta nacˇin je mozˇno anotacijo za lokacijsko
odvisnost uporabiti zgolj z dodajanjem odvisnosti na izdelan modul v konfiguracijski da-
toteki projekta Maven. Zasnova modula je privzeta, dodali pa smo odvisnost na artefakt
kumuluzee-cdi-weld, ki omogocˇa uporabo tehnologije CDI 1.2 platforme Java EE za do-
dajanje kontekstov in vkljucˇevanje odvisnosti.
Anotacija za lokacijsko odvisnost vmesnikov API za svoje delovanje uporablja dve in-
terni entiteti (entiteta Location in eniteta Area), ki sta prikazani v izseku 2.1. Entiteta
Location predstavlja lokacijo, definirano z zemljepisno sˇirino in dolzˇino. Ta entiteta se
uporablja za zapis lokacije odjemalca in izracˇun razdalje med dvema lokacijama. Enti-
teta Area predstavlja obmocˇje, definirano z imenom, polmerom in zemljepisno dolzˇino ter
sˇirino. Ta entiteta se uporablja za zapis obmocˇij delovanja vmesnikov in izracˇun ustrezno-
sti lokacije odjemalca glede na obmocˇje.
pub l i c c l a s s Locat ion {
pr i va t e double l a t i t u d e ;
p r i va t e double l ong i tude ;
. . .
}
pub l i c c l a s s Area extends Locat ion {
pr i va t e St r ing name ;
p r i va t e double rad iu s ;
. . .
}
Izsek 2.1: Podatkovni model anotacije za lokacijsko odvisnost.
Razdalja med dvema lokacijama, podanima z zemljepisno sˇirino in dolzˇino, se izracˇuna
s pomocˇjo formule haversine (angl. Haversine formula), ki v izracˇunu uposˇteva krivino
krogle in predstavlja najkrajˇso razdaljo po plasˇcˇu krogle. Poenostavljena formula, ki smo
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jo implementirali s platformo Java EE, je podana z












kjer je r radij Zemlje v metrih, ϕ1, ϕ2 zemljepisna sˇirina tocˇk v radianih in λ1, λ2
zemljepisna dolzˇina tocˇk v radianih. Rezultat d je podan v metrih, tako kot smo podali
radij Zemlje.
V izseku 2.2 je prikazana definicija anotacije za lokacijsko odvisnost vmesnikov API v
platformi Java EE. Anotacija je povezana in implementirana s prestreznikom. Z anotacijo
je mozˇno anotirati razrede vmesnikov in tudi posamezne metode na teh razredih. Sama
anotacija se ohranja na razredih in metodah tudi tekom izvajanja, ker je informacija po-
trebna za pravilno izvajanje prestreznika. Anotacija ima atribute ime, zemljepisno sˇirino,
dolzˇino in polmer. S temi atributi je mozˇno definirati obmocˇja z lokacijo in polmerom, ter
jih tudi poimenovati. Nobeden od atributov anotacije za lokacijsko odvisnost ni obvezen,
kar pa je podrobneje predstavljeno v nadaljevanju.
@InterceptorBinding
@Target ({ ElementType .TYPE, ElementType .METHOD })
@Retention ( Retent ionPo l i cy .RUNTIME)
pub l i c @ in t e r f a c e OnLocation {
@Nonbinding
St r ing name ( ) ;
@Nonbinding
double l a t i t u d e ( ) ;
@Nonbinding
double l ong i tude ( ) ;
@Nonbinding
double rad iu s ( ) ;
}
Izsek 2.2: Definicija anotacije za lokacijsko odvisnost.
Prestreznik anotacije za lokacijsko odvisnost, ki je prikazan v dodatku B, prestrezˇe
klic razredov ali metod oznacˇenih kot lokacijsko odvisne in vrne odgovor z napako, ali pa
posreduje zahtevek na klicano metodo. Prestreznik smo omogocˇili z navedbo v konfigura-
cijski datoteki beans.xml v mapi za meta informacije znotraj projekta. Prestreznik najprej
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preveri, ali zahtevek REST vsebuje informacijo o zemljepisni dolzˇini ter sˇirini odjemalca
in v primeru napacˇnega formata ali odsotnosti te informacije vrne odgovor z opisno na-
pako. Naslednji korak v izvajanju prestreznika je pridobivanje informacije o anotaciji za
lokacijsko odvisnost iz razreda ali metode. Na podlagi informacije o obmocˇju delovanja
anotacije se izvajanje razveja v tri veje. Pri izvajanju prve veje se preveri, ali je obmocˇje
definirano kar z informacijo o zemljepisni sˇirini, dolzˇini in polmerom. V primeru da loka-
cija pridobljena iz zahtevka REST ustreza definiranemu obmocˇju, se izvede posredovanje
zahtevka na klicano metodo, drugacˇe pa se vrne odgovor z opisno napako. Pri drugi veji
izvajanja se preveri, ali je obmocˇje definirano z imenom. V tem primeru se lokacija iz
zahtevka REST primerja z vsemi obmocˇji delovanja, navedenimi v konfiguracijski dato-
teki za obmocˇja, in v primeru ujemanja s pravilno poimenovanim obmocˇjem se zahtevek
posreduje na klicano metodo. Pri zadnji veji izvajanja pa se izmed vseh obmocˇij v kon-
figuracijski datoteki za obmocˇja preveri ustreznost lokacije iz zahtevka REST, ter se v
primeru zadetka obmocˇja izvajanje nadaljuje na klicani metodi. Zahtevku REST pa se v
tem primeru doda tudi informacija o obmocˇju delovanja, ki mu ustreza lokacija odjemalca,
za kasnejˇso uporabo znotraj klicane metode. V primeru neskladja z obmocˇji delovanja ali
odsotnosti konfiguracijske datoteke za obmocˇja se vrne odgovor z opisno napako.
Izsek 2.3 prikazuje nacˇin uporabe implementirane anotacije za lokacijsko odvisnost.
Metode na razredu, ki implementira vmesnik, so anotirane na tri mozˇne nacˇine, vsakemu
ustreza ena izmed vej opisanih v prejˇsnjem odstavku. Anotacija na metodi za pridobivanje
informacije o obstoju izdelka je definirana kar z zemljepisno sˇirino, dolzˇino in polmerom,
ki skupaj oznacˇujejo obmocˇje delovanja. Anotacija na metodi za pridobivanje izdelka je
definirana z imenom obmocˇja, ki se izvede le, cˇe lokacija odjemalca ustreza obmocˇju s
podanim imenom iz konfiguracijske datoteke za obmocˇja. Zadnja anotacija na metodi
za pridobivanje vseh izdelkov pa je definirana brez parametrov, kar sprozˇi preverjanje
ustreznosti lokacije odjemalca glede na vsa obmocˇja v konfiguracijski datoteki.
V izseku 2.4 je prikazana vsebina konfiguracijske datoteke location-definitions.xml,
ki predstavlja nacˇin podajanja lokacijske odvisnosti za uporabo v prestrezniku anotacije
za lokacijsko odvisnost. Posamezna obmocˇja delovanja so definirana znotraj oznak area,
ki omogocˇajo preslikavo v objekt Area iz podatkovnega modela anotacije. Trenutno je
konfiguracijsko datoteko mozˇno vkljucˇiti v mapo projekta WEB-INF, ki uporablja imple-
mentirano anotacijo. Za nadaljnjo uporabo pa predlagamo vkljucˇitev vsebine datoteke
v opisno datoteko za objavo web.xml. Na podoben nacˇin, kot so definirane varnostne
omejitve, bi lahko podali sˇe lokacijsko odvisnost vmesnikov, s tem pa bi zmanjˇsali sˇtevilo
potrebnih datotek in povezano kompleksnost z uporabo anotacije za lokacijsko odvisnost.
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@RequestScoped
@Path( ”/ i z d e l k i ” )
pub l i c c l a s s I zde l ekV i r {
@HEAD
@Path( ”/{ id }” )
@OnLocation ( l a t i t u d e = 46.076471 , l ong i tude = 14.499496 ,
rad iu s = 100)




@Path( ”/{ id }” )
@OnLocation (name = ”obmocje2” )










Izsek 2.3: Anotacija metod z anotacijo za lokacijsko odvisnost.
S tem smo zakljucˇili s podrobnim opisom mozˇne implementacije lokacijsko odvisnih
vmesnikov API tipa REST s platformo Java EE. Nasˇa implementacija anotacije za loka-
cijsko odvisnost omogocˇa preprosto ponovno uporabo v drugih projektih in konfiguracijo
s pomocˇjo ogrodja KumuluzEE. Kljub natancˇni zasnovi anotacije, pa bi zˇeleli razsˇiriti
opisno datoteko web.xml, ki vsebuje kljucˇne informacije, potrebne za objavo projekta na
strezˇnikih in oblacˇnih strukturah, z mozˇnostjo definicije obmocˇij delovanja vmesnikov.
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<?xml ve r s i on=” 1 .0 ” encoding=”UTF−8” standa lone=”yes ”?>
<l o ca t i on−d e f i n i t i o n s>
<area>
<name>obmocje1</name>
< l a t i t u d e>46.076471</ l a t i t u d e>
<l ong i tude>14.499496</ l ong i tude>
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Mikrostoritve (angl. Microservices) so majhne in neodvisne storitve, ki med sabo komu-
nicirajo preko vmesnikov API. Posamezne mikrostoritve implementirajo manjˇsa opravila
in predstavljajo zaokrozˇene funkcionalne celote. Mikrostoritve so navadno zadolzˇene za
pridobivanje, urejanje in dodajanje ene entitete podatkovnega modela. Arhitektura mi-
krostoritev omogocˇa visoko skalabilnost in je kot taka primerna za danasˇnje oblacˇne infra-
strukture PaaS. To poglavje v nadaljevanju podrobno opisuje mikrostoritve in primerjavo s
tradicionalno monolitno arhitekturo. V poglavju je predstavljeno skaliranje mikrostoritev,
kocka skaliranja, skaliranje mikrostoritev v oblacˇnih strukturah in arhitekturni elementi,
ki vse to omogocˇajo. Na koncu poglavja pa je predstavljeno ogrodje KumuluzEE, ki av-
tomatizira proces objave in konfiguracije aplikacij, ki temeljijo na platformi Java EE.
3.1 Opis mikrostoritev
Projekti z implementacijo in dodajanjem novih funkcionalnosti scˇasoma postanejo ogro-
mne monolitne strukture. Projekti postanejo prevecˇ kompleksni za preprosto spreminjanje
in razumevanje, kljub prizadevanjem po cˇisti kodi in organizirani strukturi. Kompleksnost
projektov delno naslovimo z delitvijo na module in podobna ideja stoji tudi za mikrosto-
ritvami. Mikrostoritve, ki med sabo komunicirajo preko vmesnikov, naslavljajo tezˇave
velikih monolitnih struktur z razcˇlenitvijo na funkcionalne celote. Arhitektura mikrosto-
ritev omogocˇa lazˇje iskanje po funkcionalnostih, velikost mikrostoritev pa omogocˇa lazˇje
spreminjanje in dodajanje novih funkcionalnosti. Pojavlja se vprasˇanje o obsegu posame-
znih mikrostoritev [9]. Mikrostoritve naj bi obsegale pridobivanje, urejanje in dodajanje
ene entitete podatkovnega modela oz. manjˇso celostno funkcionalnost. Dobra razdelitev
na mikrostoritve je lahko tezˇavna in je v veliki meri odvisna predvsem od podatkovnega
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Slika 3.1: Implementacija arhitekture z razlicˇnimi tehnologijami.
modela.
Mikrostoritve izpostavljajo uporabniˇske vmesnike ali vmesnike API. Preko slednjih
mikrostoritve medsebojno komunicirajo in se povezujejo. Stroga locˇitev mikrostoritev
omogocˇa implementacijo z razlicˇnimi tehnologijami, neodvisno spreminjanje in locˇeno ob-
javo. Na tem mestu je potrebno omeniti sˇe locˇitev podatkovnih zbirk mikrostoritev. Sku-
pna podatkovna zbirka bi za mikrostoritve predstavljala ozko grlo, zato mikrostoritve
tipicˇno uporabljajo locˇene podatkovne zbirke. Posamezne entitete podatkovnega modela
se zato nahajajo v lastnih podatkovnih zbirkah. Uporaba razlicˇnih tehnologij za posame-
zne mikrostoritve in podatkovne zbirke prikazuje slika 3.1.
Arhitektura mikrostoritev prinasˇa mnogo prednosti ne le pri zmogljivosti, temvecˇ tudi
pri zasnovi, razvoju in objavi mikrostoritev [9, 13, 14, 15, 20]. Glavna prednost je na-
slavljanje kompleksnosti strukture. Vecˇje neobvladljive storitve so razbite v vecˇ manjˇsih
storitev, ki z medsebojno komunikacijo nudijo iste funkcionalnosti. Velikost mikrostori-
tev omogocˇa lazˇje razumevanje funkcionalnosti in hitrejˇsi razvoj. Poleg lazˇjega razvoja
je mikrostoritve mozˇno razvijati neodvisno med sabo z locˇenimi razlicˇicami. Neodvisnost
prinasˇa tudi razvoj v razlicˇnih tehnologijah, kar omogocˇa sledenje najnovejˇsim trendom
in uporabo najbolj primernih tehnologij bodisi glede na zmogljivost bodisi glede na zna-
nje razvijalcev. Ob spreminjanju obstojecˇe mikrostoritve je treba v oblak ali na strezˇnik
objaviti le spremenjeno mikrostoritev in ne celotne storitve kot pri monolitni arhitekturi.
Locˇitev storitev prinasˇa tudi odpornost na napake, saj napaka ene storitve ne zrusˇi celo-
tnega sistema, ampak ostale mikrostoritve delujejo naprej nemoteno. Sˇe ena pomembna
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prednost je mozˇnost skaliranja mikrostoritev v danasˇnjih oblacˇnih strukturah PaaS. Vi-
soka skalabilnost mikrostoritev omogocˇa visoko razpolozˇljivost in zmogljivost celotnega
sistema, kar je podrobneje opisano v poglavju 3.5.
Mikrostoritve prinasˇajo prednosti, vendar hkrati dodajajo nove tezˇave in imajo svoje
pomanjkljivosti. Porazdeljen sistem in dodatna komunikacija med mikrostoritvami vnasˇa
rezˇijsko delo zaradi dodatnih struktur v arhitekturi in potrebo po implementaciji klicev
na druge mikrostoritve. Poleg tega je velikost v pomnilniku in potreba po virih vecˇja
pri uporabi te arhitekture. To dodatno delo in vecˇjo porabo virov je treba vzeti v racˇun
pri iskanju primerne arhitekture. Spreminjanje neodvisnih funkcij je navadno preprosto,
vendar pa lahko postane zelo zapleteno pri odvisnih funkcijah in modelih, predvsem pri
poizkusu objave novih razlicˇic mikrostoritev v oblaku ali na strezˇniku. Pomanjkljivost
mikrostoritev se pojavlja tudi pri locˇenih podatkovnih zbirkah, saj vnasˇajo potrebo po
implementaciji vodenja transakcij, kar je lahko zamudno in zelo tezˇavno za testiranje vseh
mozˇnih vej izvajanja. Objava posameznih mikrostoritev v oblaku je preprosta, vendar pa se
pojavlja dodatno delo pri vzpostavitvi dodatnih arhitekturnih elementov, ki so podrobneje
predstavljeni v poglavju 3.6. Do dodatnega dela in potrebe po znanju pa ne prihaja le pri
objavi, temvecˇ tudi pri spremljanju in vodenju teh struktur.
Implementacija kompleksnih aplikacij oz. storitev je navadno tezˇavna, vendar pa lahko
nekatere tezˇave naslovimo z arhitekturo mikrostoritev. Prednosti arhitekture mikrostori-
tev postanejo razvidne in odtehtajo slabosti sˇele v kompleksnejˇsih sistemih, kjer bi drugacˇe
imeli ogromno monolitno arhitekturo. Tradicionalne monolitne arhitekture imajo smisel
v manjˇsih storitvah z manj predvidenega prometa in uporabnikov, kot je to podrobneje
opisano v poglavju 3.2.
3.2 Primerjava z monolitno arhitekturo
Monolitna arhitektura je ena najbolj uporabljenih arhitektur za razvoj storitev oz. apli-
kacij. Pri tradicionalni monolitni arhitekturi celotno aplikacijo implementiramo znotraj
enega projekta in jo zdruzˇeno, arhivirano v celoto objavimo na strezˇnik. V platformi Java
EE aplikacijo implementiramo v vecˇ modulih znotraj projekta in vse skupaj zdruzˇimo v
skupni arhiv EAR. Monolitna aplikacija ima veliko prednosti, vendar se lahko sprevrzˇe v
zelo obsezˇen projekt, kar pa prinasˇa obilico tezˇav predvsem v fazi razvoja, testiranja in
objave v oblacˇno strukturo ali na strezˇnik.
Osrcˇje monolitne aplikacije predstavlja poslovna logika implementirana v vecˇ modulih,
ki definirajo storitve, poslovne tipe in dogodke [15, 21, 22]. Poslovno logiko lahko izposta-
vimo s pomocˇjo razlicˇnih vmesnikov API ali pa uporabimo preko uporabniˇskega vmesnika,
ki ga implementiramo znotraj svojega modula. Poslovna logika z zunanjim svetom komu-
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nicira tudi preko drugih vmesnikov, kot so vmesniki za podatkovne zbirke, komponente za
izmenjavo sporocˇil in odjemalci za integracijo z drugimi storitvami. Sˇtevilo vmesnikov v
monolitni aplikaciji nam daje dobro idejo o svoji obsezˇnosti in zapletenosti.
Glavna prednost monolitnih arhitektur je v njihovem preprostem celostnem razvoju,
testiranju, objavljanju in skaliranju [15, 21]. Razvoj monolitnih aplikacij je preprost in
izvedljiv v danasˇnjih razvojnih okoljih, saj vso funkcionalnost in spremembe dodajamo v en
projekt, ki ga imamo v delovnem okolju. Ne le, da je razvoj monolitnih aplikacij izvedljiv
v danasˇnjih razvojnih okoljih, temvecˇ so danasˇnja okolja prilagojena razvoju monolitnih
aplikacij. Testiranje monolitne aplikacije je prav tako preprosto, ker celotna aplikacija tecˇe
na enem strezˇniku in med posameznimi moduli ni dodatne komunikacije preko omrezˇja.
Razvojna okolja navadno tudi omogocˇajo orodja za objavo aplikacije na strezˇnikih, tako na
razvojnih (lokalnih) kot tudi na oddaljenih. Objava je preprosta tudi iz razloga, ker imamo
celotno aplikacijo v obliki paketa in lahko ta paket tudi sami prenesemo v strezˇniˇsko okolje
ali v oblacˇno strukturo PaaS. Monolitne aplikacije lahko skaliramo vertikalno z dodajanjem
virov ali pa horizontalno z izvajanjem vecˇ instanc za razporejevalnikom bremena, kot je
podrobneje opisano v poglavju 3.5.
Prednosti monolitne aplikacije hitro izzvenijo ob povecˇanju velikosti aplikacije. Z ra-
zvojem aplikacije ta postaja vse bolj zapletena, tezˇje razumljiva in tezˇavna za razvoj,
kar je razvidno iz slabsˇe preglednosti in tezˇjega vkljucˇevanja novih razvijalcev na pro-
jekt. Z vecˇanjem obsega aplikacije se povecˇa tudi kompleksnost objave na strezˇnik in
hitrost razvoja v razvojnem okolju. Testiranje prav tako postane tezˇavno predvsem zaradi
nezmozˇnosti stalne in hitre objave na strezˇnik. Objava na strezˇnik postane dolgotrajen
proces, kar povzrocˇi slabsˇo produktivnost razvijalcev. Skaliranje monolitne aplikacije je
sicer preprosto, vendar samo v eni dimenziji. Skaliranje po osi x, ki je podrobneje opisano
v poglavju 3.5, z ustvarjanjem vecˇ instanc aplikacije omogocˇa vecˇjo skalabilnost, vendar
na racˇun zelo velike porabe infrastrukturnih virov. Aplikacija scˇasoma postane ogromna,
povecˇa pa se tudi poraba virov v infrastrukturi. Sˇe ena slabost monolitne arhitekture pa je
vezava na tehnologijo oz. programski jezik, ki ga med samim razvojem ni mozˇno zamenjati
brez ponovne implementacije celotne aplikacije.
Glede na opis v tem poglavju so razvidne kljucˇne razlike med monolitno arhitekturo in
arhitekturo mikrostoritev. Razvidne so prednosti manjˇsih monolitnih aplikacij, ki pa jih
v neki tocˇki obsega mocˇno pretehtajo slabosti. Ob dosegu prevelikega obsega monolitne
aplikacije je navadno cˇas za razmislek o razgradnji na mikrostoritve, sˇe bolje pa je to
storiti zˇe na zacˇetku razvoja v fazi zasnove, saj to skrajˇsa razvojni cˇas. Ob razgradnji
monolitne aplikacije se najhitreje opazijo prednosti, kot so hitrejˇsa odzivnost razvojnega
okolja, lazˇje razumevanje same mikrostoritve in krajˇsi cˇas objave. Mikrostoritve pa ne
omogocˇajo le skaliranje po osi x, kot to omogocˇajo monolitne arhitekture, temvecˇ tudi
skaliranje po osi y in z. Te tri osi skaliranja pa so kljucˇnega pomena pri zagotavljanju
3.3. PRIMERJAVA Z ARHITEKTURO SOA 19
visoke skalabilnosti arhitekture, ki je danes nujna za doseganje visoke razpolozˇljivosti in
zagotavljanje zmogljivosti sistema.
3.3 Primerjava z arhitekturo SOA
Storitveno usmerjena arhitektura (angl. Service-Oriented Architecture, SOA) je arhitek-
turni vzorec, pri katerem storitve medsebojno komunicirajo preko omrezˇja in skupaj za-
gotavljajo celostno mnozˇico funkcionalnosti velike storitve ali aplikacije [23, 24]. Storitve
so locˇene in zakljucˇene celote, ki med sabo navadno komunicirajo preko protokola SOAP
(angl. Simple Object Access Protocol) in so definirane z vmesnikom WSDL (angl. Web
Service Definition Language), ki nudi natancˇne informacije o vratih, operacijah, tipih,
zahtevah in odgovorih. Arhitektura SOA naslavlja tezˇave monolitnih arhitektur z idejo
o ponovni uporabi storitev, kar je tudi ideja samih mikrostoritev. Z uporabo izposta-
vljenih storitev se spodbujata granularnost in neodvisnost, kar prinasˇa podobne prednosti
kot arhitektura mikrostoritev. Sˇibka sklopljenost je torej eden izmed kljucˇnih principov
sodobnih nacˇinov razvoja in objave storitev. Poleg sˇibke sklopljenosti se pri obeh arhitek-
turah pojavljajo sˇe drugi principi, kot so abstrakcija implementacije, storitve brez stanj
in preprosto odkrivanje storitev.
Arhitektura SOA [23, 24] je prvotno namenjena razgradnji storitev znotraj organizacije
in nudi podporo delovanju celotne organizacije. Z razgradnjo in ponovno uporabljivostjo
storitev organizacije se pripomore k hitrejˇsemu poslovnemu odzivnemu cˇasu in zmanjˇsanju
strosˇkov infrastrukture z manjˇso porabo virov. Storitve v arhitekturi so implementirane
v locˇenih projektih z razlicˇnimi tehnologijami, izpostavljene preko vmesnikov razlicˇnih ti-
pov in objavljene v lastni ali gostujocˇi infrastrukturi. Storitve najpogosteje izpostavljamo
preko vmesnikov SOAP, lahko pa tudi preko drugih vmesnikov z vmesnimi mediacijskimi
storitvami, ki skrbijo za preoblikovanje sporocˇil. Komunikacija med vmesniki storitev po-
teka preko komunikacijskega kanala ESB, ki skrbi za neodvisno komunikacijo in omogocˇa
uporabo razlicˇnih tehnologij. Kanal ESB (angl. Enterprise Service Bus) je torej kljucˇnega
pomena pri komunikaciji storitev in njihovih odjemalcev. Za arhitekturo SOA je znacˇilna
tudi stroga definicija izpostavljenih vmesnikov po uveljavljenih specifikacijah, kar omogocˇa
povezljivost in preprosto uporabo storitev. Iz glavnih tocˇk arhitekture SOA so torej raz-
vidne kljucˇne podobnosti in tudi razlike z arhitekturo mikrostoritev.
Arhitektura mikrostoritev uporablja druge protokole za medsebojno komunikacijo sto-
ritev in izpusˇcˇa elemente arhitekture SOA, kot sta recimo specifikacija spletnih storitev
WS in komunikacija preko kanala ESB. Kljub razliki v protokolih in izpusˇcˇanju elementov
arhitekture SOA veliko poznavalcev trdi, da arhitektura mikrostoritev ni nicˇ novega [9, 15],
temvecˇ je le sˇe en specificˇen primer arhitekture SOA. Obe arhitekturi uporabljata iste ali
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podobne principe, kar potrjujejo trditve strokovnjakov. Kljub tej ugotovitvi je razvidno,
da arhitektura SOA naslavlja razgradnjo storitev organizacije, medtem ko arhitektura mi-
krostoritev naslavlja razgradnjo posameznih storitev na manjˇse zakljucˇene celote. Ta fina
granularnost mikrostoritev je bolje opredeljena kot razgradnja v arhitekturi SOA. Slednja
ugotovitev pa je mogocˇe razlog za pridobivanje na popularnosti arhitekture mikrostoritev
v zadnjih letih, cˇeprav se arhitektura SOA uporablja zˇe vecˇ kot desetletje.
3.4 Integracija mikrostoritev
Uporaba najbolj primernih tehnologij in konceptov je kljucˇnega pomena za uspesˇno in-
tegracijo mikrostoritev med razvojem, objavo in vzdrzˇevanjem arhitekture. Na podlagi
izbranih tehnologij in konceptov bo temeljila celotna implementacija mikrostoritev, ki pa
je lahko ob napacˇni izbiri zelo otezˇena. Tehnologije integracije se nanasˇajo na nacˇin izpo-
stavitve vmesnikov, nacˇin prenosa podatkov, tipi podatkovnih zbirk, nacˇin vodenja razlicˇic
in sˇe mnogi drugi. Hkrati je treba uposˇtevati koncepte, kot so preprostost uporabe, skriva-
nje podrobnosti implementacije in tehnolosˇka neodvisnost mikrostoritev. Snovanje nacˇina
integracije je torej zelo obsezˇno predvsem zaradi obilice odlocˇitev glede kljucˇnih tehnologij
in pristopov.
Trenutno najbolj popularni so vmesniki tipa REST [9, 16, 25]. Arhitekturni nacˇin
REST je preprost za razumevanje, ima pa tudi svoje omejitve. Kljucˇne besede, kot
so HEAD, GET, POST, PUT in DELETE, so razumljive in imajo natancˇno definirano
obnasˇanje na virih, ki implementirajo vmesnike API. Poleg vmesnikov tipa REST obsta-
jajo sˇe vmesniki tipa SOAP, ki se uporabljajo predvsem v poslovnih aplikacijah z arhi-
tekturo SOA, in oddaljeni klici procedur RPC, ki pa so vecˇinoma odvisni od izbranega
programskega jezika in zato niso najbolj primerni za arhitekturo mikrostoritev. Glede
na priporocˇila in izbiro vecˇjih podjetij so vmesniki tipa REST trenutno najbolj primerna
izbira.
Zahteve in odgovori vmesnikov API so lahko razlicˇnih formatov [9, 16], za vmesnike
SOAP se uporablja format XML, medtem ko se za vmesnike REST najpogosteje uporablja
format JSON in tudi drugi tekstovni formati. Prednosti formata JSON sta preprostost in
krajˇsi zapis ter posledicˇno krajˇsi cˇas prenosa preko omrezˇja [26], kot je razvidno tudi v
izsekih 3.1 in 3.2. Poleg tega je ta format preprost za uporabo na uporabniˇskih vmesnikih
s programskim jezikom JavaScript. Format XML je bolj genericˇen nacˇin prenosa podatkov
z obsezˇnejˇsimi shemami, vecˇjim naborom tipov in podporo uporabe imenskih prostorov.
Za prevlado formata JSON za izmenjavo podatkov na vmesnikih tipa REST ima zasluge
predvsem njegova preprostost in uporaba v knjizˇnicah programskega jezika JavaScript,
hkrati pa tudi hitrost prenosa in manjˇsa poraba virov.
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Ne glede na izbiro tipa vmesnika in formata prenosa podatkov je treba poudariti, da
arhitektura mikrostoritev omogocˇa uporabo razlicˇnih programskih jezikov za implemen-
tacijo posameznih mikrostoritev. Na podlagi locˇitve zasnove in implementacije je mozˇno
stalno izbirati najnovejˇse programske jezike in njihova ogrodja za implementacijo novih
storitev ali ponovno implementacijo starih storitev. Na ta nacˇin lahko organizacije sle-
dijo najnovejˇsim trendom v razvoju, kar je nujno za poslovno uspesˇnost in ohranjanje
konkurencˇne prednosti.
<?xml ve r s i on=” 1 .0 ” encoding=”UTF−8”?>
< i z d e l e k>
<id>1</ id>
<naz iv>Jagodni j ogu r t</ naz iv>
<op i s>Naravni j ogu r t z okusom jagode .</ op i s>
<cena>1 .11</cena>
</ i z d e l e k>
Izsek 3.1: Sporocˇilo tipa XML.
{
"id": 1,
"naziv ": "Jagodni jogurt",
"opis": "Naravni jogurt z okusom jagode.",
"cena": 1.11
}
Izsek 3.2: Sporocˇilo tipa JSON.
Posamezne storitve lahko med sabo integriramo tudi preko podatkovne zbirke. Ure-
janje podatkov o entitetah v skupni podatkovni zbirki je neka vrsta integracije, saj vse
storitve dobijo informacijo o spremembi ob naslednjem dostopu do te entitete. Integra-
cija s pomocˇjo podatkovne zbirke je mogocˇa za instance iste mikrostoritve, saj navadno
uporabljajo eno kopijo podatkovne zbirke. Podatkovne zbirke storitev pa so v arhitekturi
mikrostoritev locˇene med sabo in prinasˇajo vecˇ dela. Mikrostoritve morajo vse tezˇnje po
spremembi entitet nasloviti na pristojno mikrostoritev, ki omogocˇa urejanje specificˇne en-
titete. Na podlagi tega je integracija preko podatkovne zbirke dosezˇena preko vmesnikov
API. Prav zaradi locˇenih podatkovnih zbirk pa je po drugi strani mozˇno uporabljati zbirke
razlicˇnih tipov, ki so najbolj primerne za primer uporabe entitete. Skupno podatkovno
zbirko v arhitekturi mikrostoritev nadomestimo z vecˇ bolje prilagojenih podatkovnih zbirk,
ki pa jih je treba usklajevati z dodatnimi klici na vmesnike.
Uposˇtevanje ponovne uporabe kode po principu DRY (angl. Don’t Repeat Your-
self) prinasˇa tezˇave pri arhitekturi mikrostoritev. Same mikrostoritve so sˇibko sklopljene
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in uporaba skupne programske kode ima vecˇ posledic. Ena izmed vidnejˇsih posledic
je nezmozˇnost uporabe skupnih implementacij med mikrostoritvami implementiranimi z
razlicˇnimi tehnologijami, razen v primeru izpostavljanja preko sˇe ene mikrostoritve, kar
pa lahko privede do sˇe kompleksnejˇse arhitekture. Ob uporabi skupnih funkcionalnosti ali
knjizˇnic v mikrostoritvah implementiranih z isto tehnologijo, pa je treba zˇe ob najmanjˇsi
spremembi deljene kode ponovno objaviti vse te storitve. Uposˇtevanje principa DRY se
zato priporocˇa znotraj mikrostoritev in ne deljeno med mikrostoritvami [9].
Z razvojem mikrostoritve lahko pride do potrebe po spremembi vmesnika API, kar
prinasˇa potrebo po zasnovi nacˇina vodenja razlicˇic. S spremembo vmesnika API so naj-
verjetneje potrebne tudi spremembe na mikrostoritvah, ki se povezujejo na dani vmesnik.
Hkratna posodobitev vseh storitev bi bila preobsezˇna, zato je v navadi hkratno izposta-
vljanje novih in starih vmesnikov, dokler vse mikrostoritve ne preidejo na novo razlicˇico
vmesnika. V tem trenutku je potem mogocˇe vmesnik oznacˇiti kot zastarel in ga odstra-
niti. Oznacˇevanje in vodenje razlicˇic tekom razvoja mikrostoritev pa naj bi potekalo na
uveljavljen ter konstanten nacˇin.
3.5 Skaliranje mikrostoritev
Skalabilnost je lastnost storitve ali sistema, ki omogocˇa rokovanje z vedno vecˇjim sˇtevilom
uporabnikov, dela in obremenitve. Danes skaliramo storitve z namenom zagotavljanja
visoke razpolozˇljivosti in zmogljivosti. Visoka razpolozˇljivost storitev je nujna za upo-
rabnike, kljub napakam ki se pojavljajo v storitvi ali v infrastrukturi. Z vecˇanjem sˇtevila
uporabnikov in bremena je treba povecˇati zmogljivosti storitev in infrastrukture. Danasˇnje
oblacˇne infrastrukture IaaS in PaaS omogocˇajo veliko mozˇnosti in orodij za skaliranje sto-
ritev. Najbolj preprost nacˇin skaliranja je povecˇevanje zmogljivost strojev v infrastrukturi
oz. z vertikalnim skaliranjem. Vertikalno skaliranje lahko hitro postane zelo drago in
neucˇinkovito, predvsem pri zagotavljanju visoke razpolozˇljivosti. Skalabilnost storitev je
torej predvsem arhitekturni problem, ki ga je treba nasloviti zˇe v fazi zasnove arhitekture
storitve.
Umetnost skaliranja [27] je obsezˇnejˇse delo na temo skaliranja arhitektur, procesov
in organizacij. Mozˇni nacˇini skaliranja vse od monolitne storitve do teoreticˇnega skoraj
neskoncˇnega obsega so prikazani na sliki 3.2, ki prikazuje kocko skaliranja. Skaliranje po
osi x oz. horizontalno skaliranje je najpreprostejˇse izmed opisanih treh nacˇinov skaliranj
in omogocˇa izvedbo z ustvarjanjem vecˇ instanc storitve, ki so izpostavljene za prepro-
stim razporejevalnikom bremena. Ideja pri skaliranju po osi y je v razgradnji storitve na
manjˇse dele oz. mikrostoritve, ki naj zajemajo funkcionalne celote. Skaliranje po osi z pa
predstavlja skaliranje storitev glede na podmnozˇice zahtevkov ali uporabnikov, ki se preko
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Slika 3.2: Kocka skaliranja opisana v knjigi [27].
razporejevalnika bremena posˇljejo na prilezˇne instance. V nadaljevanju tega poglavja so
te tri osi skaliranja predstavljene sˇe podrobneje.
Pri horizontalnem skaliranju se izvaja vecˇ identicˇnih instanc za razporejevalnikom bre-
mena, ki enakomerno med vse instance razporeja breme oz. zahteve uporabnikov. Podva-
janje instanc je preprost nacˇin skaliranja uporaben tako za mikrostoritve kot tudi za vecˇje
monolitne aplikacije. Skaliranje po osi x je sicer preprosto, vendar se pojavljajo tezˇave
pri napovedovanju sˇtevila potrebnih vzporednih instanc. V infrastrukturi, ki ne omogocˇa
samodejnega skaliranja, se tipicˇno dolocˇi minimalno sˇtevilo vzporednih instanc, ki pa jih
samodejno povecˇujemo glede na zˇe opazˇene trende v preteklosti in rocˇno v odvisnosti od
trenutne odzivnosti ob nepricˇakovanih poviˇsanih obremenitvah.
Ustvarjanje vecˇ instanc velikih monolitnih aplikacij za dosego viˇsje razpolozˇljivosti ali
zmogljivosti je preprosto, vendar tipicˇno ne potrebujemo vecˇ instanc celotne aplikacije,
ampak samo nekaterih delov. Mikrostoritve so rezultat funkcionalne delitve vecˇjih mono-
litnih aplikacij in predstavljajo skaliranje po osi y, kot je opisano v delih [9, 14, 15, 27].
Dekompozicija monolitnih arhitektur je obsˇiren problem in zanj ne obstaja univerzalni
nacˇin za dolocˇanje obsega posameznih mikrostoritev. Tipicˇno zˇelimo mikrostoritve, ki za-
jemajo neko funkcionalno celoto in niso pregrobe, kar ne prinasˇa prednosti mikrostoritev,
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ali prefine, kar vnasˇa preveliko rezˇijskega dela.
Os z je zadnja ortogonalna os kocke skaliranja, ki predstavlja skaliranje storitev glede
na delitev podatkov ali uporabnikov. Podobno kot pri skaliranju po osi x se tudi tu-
kaj izvajajo identicˇne instance storitev. Podmnozˇice zahtevkov se preko razporejevalnika
bremena posˇljejo na zadolzˇene instance storitev. Posamezne instance so torej zadolzˇene
za rokovanje s podmnozˇico zahtevkov, ki se tipicˇno izberejo glede na uporabniˇsko ime,
tip uporabnika, primarni kljucˇ entitete ipd. Skaliranje po osi z ni tipicˇno za arhitekturo
mikrostoritev, ampak je prisotno v arhitekturah namenskih aplikacij.
3.6 Skaliranje mikrostoritev v oblaku
Oblacˇne infrastrukture PaaS ponujajo platformo za razvoj, izvajanje, razhrosˇcˇevanje, ob-
javljanje in upravljanje aplikacij [28], brez dodatnega upravljanja z infrastrukturo, ki je
tipicˇno povezana z razvojem in objavo aplikacij. Infrastrukture PaaS omogocˇajo tudi
naprednejˇse funkcije, kot so samodejno skaliranje, zaganjanje ter izklapljanje instanc sto-
ritev, razporejevalniki bremena (angl. Load balancer), registri storitev (angl. Service
registry) in prehodi API (angl. API gateway). Poleg naprednejˇsih funkcij imajo ponu-
dniki oblacˇnih infrastruktur na voljo obsezˇno dokumentacijo za uporabo infrastrukture
in vedno dosegljivo tehnicˇno podporo za stranke. Oblacˇnih infrastruktur in ponudnikov
le-teh je ogromno npr. Google App Engine, Heroku, IBM Bluemix, Microsoft Azure Web
Sites, Oracle Cloud, SAP. Vse te oblacˇne infrastrukture PaaS so primerne za objavo in
skaliranje mikrostoritev.
Arhitektura mikrostoritev omogocˇa izrabo naprednih funkcionalnosti in prednosti o-
blacˇnih infrastruktur PaaS. Ena izmed najbolj zanimivih funkcij oblacˇnih struktur je sa-
modejno skaliranje mikrostoritev. Samodejno ustvarjanje in izklapljanje instanc mikrosto-
ritev glede na trenutno breme omogocˇa ucˇinkovito izrabo razpolozˇljivih virov, ki nam pri
uporabi tuje oblacˇne infrastrukture mocˇno zmanjˇsa strosˇke in potreben administrativni
cˇas.
Razporejevalnik bremena je pomemben del arhitekture mikrostoritev in skaliranja po
osi x [9, 15], saj omogocˇa enakomerno razporejanje in posredovanje zahtevkov na po-
samezne instance mikrostoritev, ki navadno tecˇejo na vecˇ strojih na razlicˇnih lokacijah.
Razporejevalnik bremena lahko omogocˇa tudi predpomnenje, nadzor dostopa, spremljanje
in pregled dostopov do vmesnikov API. Razporejevalnik bremena je tipicˇno dostopen na
neki fiksni lokaciji bodisi kot del strojne opreme bodisi kot preprost programski strezˇnik
proxy (angl. Proxy server) in omogocˇa dodajanje ter izklapljanje instanc mikrostoritev na
nacˇin, ki je transparenten za vse odjemalce mikrostoritve.
Pri izvajanju mikrostoritev v oblaku se hitro poraja vprasˇanje, kje se nahajajo posa-
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mezne instance [9]. Razporejevalniki bremena so navadno na staticˇnih naslovih IP (angl.
Internet Protocol address), medtem ko so naslovi posameznih instanc mikrostoritev di-
namicˇno dodeljeni in se stalno spreminjajo. Obstaja vecˇ nacˇinov za odkrivanje in vodenje
evidence naslovov mikrostoritev, v nadaljevanju je opisan trenutno najaktualnejˇsi nacˇin.
Razporejevalniki bremena lahko za odkrivanje naslovov instanc mikrostoritev uporabljajo
register storitev, v katerega mikrostoritve same objavljajo svoje lokacije in periodicˇno ob-
navljajo svoj status. Na ta nacˇin lahko razporejevalnik bremena s poizvedbo o lokacijah
instanc mikrostoritev pridobi aktualne naslove in vrata instanc, ter nato posreduje zah-
tevke. Prednost tega nacˇina odkrivanja mikrostoritev je neopaznost s strani odjemalcev
storitve. Register storitev je navadno vgrajeni del razporejevalnikov bremena v oblaku, do
katerega instance dostopajo preko odjemalcev registra, kot so Zookeper1, Consul2, Netflix
Eureka3 itd. Register storitev je torej podatkovna zbirka aktualnih dinamicˇno dodeljenih
naslovov IP instanc mikrostoritev.
Prehod API je sˇe ena napredna funkcionalnost oblacˇnih infrastruktur, ki predstavlja
vstopno tocˇko v sistem [9, 14, 15]. Prehod API izpostavlja vmesnike API mikrostoritev
in omogocˇa predpomnenje, avtentikacijo, spremljanje prometa, zdruzˇevanje odgovorov in
se obnasˇa kot razporejevalnik bremena. Prehodi posredujejo uporabniˇske zahtevke na
instance mikrostoritev in zdruzˇujejo njihove odgovore. Vsak tip odjemalca (odjemalec
REST, vmesnik UI, mobilna aplikacija) navadno uporablja svoj prehod, zaradi razlicˇnih
potreb po informacijah z vmesnikov API. Glavna prednost prehodov je ovijanje strukture
aplikacije, vendar na racˇun sˇe ene visoko razpolozˇljive in upravljane komponente.
Zdruzˇevanje mikrostoritev v virtualne stroje (angl. Virtual machine) pomeni veliko
zasedenega rezˇijskega prostora v oblaku. Mikrostoritve skupaj s potrebnimi knjizˇnicami in
odvisnostmi lahko zdruzˇujemo tudi v vsebnike (angl. Container), kot je recimo Docker4,
ki zasedejo mnogo manj prostora, ker si vsebniki delijo operacijski sistem in ne vsebujejo
lastnega operacijskega sistema kot virtualni stroji. Uporaba vsebnikov za objavo mikro-
storitev je opisana v vecˇ delih [11, 12, 13, 15] in kazˇe na vsesplosˇno uporabo tega pristopa.
Vsebnike tipicˇno razprsˇimo na vecˇ oblacˇnih virtualnih strojev, saj to zagotavlja visoko
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3.7 Ogrodje KumuluzEE
Arhitektura mikrostoritev z razgradnjo aplikacije na vecˇ manjˇsih storitev omogocˇa visoko
skalabilnost, vendar hkrati prinasˇa tudi tezˇave oz. pomanjkljivosti. Ena izmed glavnih
pomanjkljivosti mikrostoritev je obseg dodatnega dela z zdruzˇevanjem v vsebnike, do-
dajanjem odvisnosti, konfiguracijo vsebnikov in objavo na strezˇnik ali v oblacˇno infra-
strukturo. Dodatno rezˇijsko delo lahko poleg implementacije storitev predstavlja velik del
porabljenega cˇasa v fazi razvoja mikrostoritve. Pri naslavljanju dodatnega rezˇijskega dela
so nam v pomocˇ ogrodja, ki omogocˇajo samodejno konfiguracijo in zdruzˇevanje projektov
v skladu s koncepti mikrostoritev. Eno izmed taksˇnih ogrodij za platformo Java EE je
ogrodje KumuluzEE [11, 17], ki omogocˇa modularno izbiro potrebnih komponent Java EE
s pomocˇjo orodja Maven5.
Platforma Java EE ne omogocˇa preprostega nacˇina konfiguracije in poganjanja apli-
kacij kot samostojnih, zato se v tej tehnologiji navadno razvija monolitne aplikacije in jih
objavlja na aplikacijske strezˇnike. V ta namen je bilo razvito ogrodje KumuluzEE, ki je
podrobneje opisano v delu [17]. To ogrodje omogocˇa uporabo tehnologij platforme Java
EE za razvoj mikrostoritev brez dodatnega lastnega vkljucˇevanja in konfiguracije, ter s
tem lajˇsa dolgotrajen in tezˇaven proces konfiguracije aplikacij. Ogrodje omogocˇa tudi sa-
modejno zdruzˇevanje celotne mikrostoritve in potrebnih komponent v arhiv JAR, ki ga
lahko izvajamo v modernih oblacˇnih infrastrukturah ali v lastni infrastrukturi.
Ogrodje KumuluzEE sˇe ne omogocˇa podpore cˇisto vseh komponent specifikacije Java
EE [17], kljub temu pa omogocˇa razvoj naprednih mikrostoritev z izpostavljenimi vmesniki
API. V ogrodju so trenutno na voljo komponente Servlet 3.1, WebSocket 1.1, JSP 2.3,
EL 3.0, CDI 1.2, JPA 2.1, JAX-RS 2.0, JSF 2.2, Bean Validation 1.1 in JSON-P 1.0.
Avtorji imajo v prihodnosti namen dodati sˇe ostale komponente platforme Java EE in tudi
alternativne implementacije teh tehnologij, kar bi omogocˇalo celosten razvoj aplikacij, ki




Novo aplikacijo tipicˇno implementiramo na podlagi monolitne arhitekture, kjer so vse kom-
ponente aplikacije razvite, zdruzˇene in objavljene na strezˇnik skupaj v paketu. Razvoj
monolitne aplikacije je preprost in nam sprva zadosˇcˇa v smislu razpolozˇljivosti in zmoglji-
vosti. Z vecˇanjem sˇtevila uporabnikov skaliramo najprej z ustvarjanjem vecˇ vzporednih
instanc in nato nadaljujemo s funkcionalno dekompozicijo arhitekture na mikrostoritve
ter locˇevanjem uporabniˇskih zahtevkov, kot je zˇe opisano v poglavju 3.5. To poglavje v
nadaljevanju opisuje in prikazuje razvoj vse od monolitne arhitekture do visoko skalabilne
arhitekture mikrostoritev s sprotnim dodajanjem naprednih oblacˇnih struktur iz poglavja
3.6. Zasnova in implementacija arhitekture mikrostoritev na zacˇetku razvoja aplikacije
skrajˇsa razvojni cikel in omogocˇa elasticˇno skalabilnost od prve objave na strezˇnik ali v
oblak.
4.1 Monolitna arhitektura
Na sliki 4.1 je prikazana preprosta monolitna aplikacija, jedro katere predstavlja poslovna
logika, ki se preko vmesnikov povezuje z zunanjim svetom. Aplikacija izpostavlja vmesnik
API tipa REST in uporabniˇski vmesnik, ter se preko adapterja povezuje na podatkovno
zbirko. Ta aplikacija predstavlja primer celostne monolitne aplikacije, ki bi jo zdruzˇili
in objavili na strezˇnik ali v oblak. Trenutno je taksˇen nacˇin razvoja aplikacij najbolj
razsˇirjen in vecˇinoma tudi zadosˇcˇa potrebam manjˇsih organizacij in uporabnikom aplika-
cij. Kadar imamo veliko uporabnikov in vecˇja bremena lahko monolitno aplikacijo v prvi
fazi vertikalno skaliramo s povecˇevanjem zmogljivosti infrastrukture ali pa v nadaljevanju
horizontalno skaliramo z ustvarjanjem vecˇ instanc.
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Slika 4.1: Monolitna aplikacija.
Primer horizontalnega skaliranja monolitne aplikacije z dvema instancama je prikazan
na sliki 4.2. Pri horizontalnem skaliranju ustvarimo vecˇ vzporednih instanc aplikacije in jih
objavimo za razporejevalnik bremena. Zmogljivost in potrebe po virih rastejo sorazmerno
s sˇtevilom instanc aplikacije. Vecˇ instanc aplikacije pa ne zagotavlja zgolj viˇsje zmogljivosti
in odzivnosti, temvecˇ tudi viˇsjo razpolozˇljivost v primeru napak. Napaka v aplikaciji ali
infrastrukturi tako ne zrusˇi celotne aplikacije ampak samo eno instanco, katere breme se
enakomerno porazdeli med ostale izvajajocˇe se instance.
Slika 4.2: Horizontalno skaliranje.
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4.2 Arhitektura mikrostoritev
Skaliranje monolitnih aplikacij zagotavlja visoko razpolozˇljivost in zmogljivost, vendar na
racˇun velike porabe virov in ogromnih strosˇkov. Navadno ni potrebno skaliranje celotne
aplikacije, temvecˇ le posameznih komponent in tukaj je razvidna potreba po razbitju veli-
kih monolitnih aplikacij. Funkcionalna dekompozicija monolitne aplikacije na mikrostori-
tve je prikazana na sliki 4.3. Na tej sliki je prikazano razbitje velike monolitne aplikacije
na uporabniˇski vmesnik in vecˇ mikrostoritev, ki zajemajo posamezne funkcionalne celote.
Posamezne mikrostoritve so podobne monolitni aplikaciji s poslovno logiko v osrcˇju in izpo-
stavljenimi vmesniki API tipa REST, vendar z locˇenimi manjˇsimi podatkovnimi zbirkami.
Odjemalci in mikrostoritve se na mikrostoritve povezujejo preko izpostavljenih vmesnikov
API in s tem dosegajo sˇibko sklopljenost. S skaliranjem po osi y smo dosegli funkcionalno
razbitje, ki nam je v nadaljevanju snovanja arhitekture omogocˇala skalabilnost posameznih
mikrostoritev.
Slika 4.3: Funkcionalna dekompozicija na mikrostoritve.
Posamezne mikrostoritve lahko tako kot monolitne aplikacije skaliramo horizontalno z
ustvarjanjem vecˇ vzporednih instanc, kot je prikazano na sliki 4.4. Vecˇ instanc objavimo za
razporejevalnik bremena, ki skrbi za enakomerno razporejanje bremena med posamezne
instance tudi v primeru izpadov in napak. Instance mikrostoritev skupaj s potrebnimi
knjizˇnicami in odvisnostmi navadno tecˇejo v svojih vsebnikih na vecˇ virtualnih strojih v
oblaku, kar zmanjˇsa rezˇijski prostor v infrastrukturi. S horizontalnim skaliranjem smo
tako zagotovili visoko razpolozˇljivost in zmogljivost, na drugi osi pa smo s funkcionalno
dekompozicijo omogocˇili skaliranje potrebnih mikrostoritev in zmanjˇsali porabo virov.
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Slika 4.4: Horizontalno skaliranje mikrostoritev.
Instance aplikacij, ki se izvajajo na tradicionalnih strezˇnikih, imajo navadno staticˇne
naslove IP, kar poenostavi administrativno dolocˇanje naslovov instanc v razporejevalniku
bremena. V oblacˇnih infrastrukturah, kjer se naslovi instanc aplikacij ne le dinamicˇno
spreminjajo, temvecˇ se sˇtevilo instanc tudi stalno spreminja, prihaja do vprasˇanja o loka-
cijah instanc aplikacij. V oblacˇnih infrastrukturah je zato potrebno dinamicˇno osvezˇevanje
naslovov instanc aplikacije. To navadno resˇujemo z registrom storitev na razporejevalniku
bremena in odjemalci registra na posameznih instancah aplikacij oz. v nasˇem primeru
mikrostoritev, kot je prikazano na sliki 4.5. Instance mikrostoritev periodicˇno osvezˇujejo
svoj status in naslov v registru storitev. Zahtevki poslani s strani odjemalcev na razpo-
rejevalnik bremena, ki najprej poizvede o lokacijah instanc mikrostoritve, so posredovani
na vmesnik API instance mikrostoritve, ki je aktivna in ima posodobljen naslov v registru
storitev. Instance mikrostoritev, ki ne uspejo posodobiti svojega statusa ali naslova v
registru storitev, se obravnavajo kot neaktivne.
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Slika 4.5: Odkrivanje instanc mikrostoritev z registrom storitev.
Na sliki 4.6 je prikazana arhitektura mikrostoritev z dodanimi naprednimi oblacˇnimi
strukturami, ki so nujne za izvajanje v oblacˇnih infrastrukturah. Na zacˇetku je razvidno
razbitje na mikrostoritve uporabniˇskega vmesnika in mikrostoritve, ki izpostavljajo vme-
snik API tipa REST. Mikrostoritve, ki izpostavljajo uporabniˇski vmesnik, v oblak prav
tako objavimo za razporejevalnik bremena in jim dodamo odjemalec registra, vendar smo
shemo poenostavili in to izpustili. Na tej sliki je razvidno, da se zahtevki odjemalcev mikro-
storitev posˇljejo na razporejevalnik bremena, ki se navado nahaja na staticˇnem naslovu IP
in tako omogocˇa preprosto naslavljanje. Razporejevalnik bremena na podlagi informacij iz
registra storitve posreduje zahtevke na instance mikrostoritev in vrne odgovor odjemalcu.
Instanca mikrostoritve poleg poslovne logike in raznih vmesnikov vsebuje sˇe odjemalec
registra in si deli podatkovno zbirko z drugimi instancami enake mikrostoritve. Podat-
kovne zbirke mikrostoritev pa so med sabo locˇene in so lahko razlicˇnih tipov, kar omogocˇa
prilagajanje posameznih podatkovnih zbirk glede na podatke in potrebe mikrostoritev.
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Slika 4.6: Arhitektura mikrostoritev.
4.3 Prehod API
Odjemalci lahko do mikrostoritev dostopajo preko razporejevalnikov bremena, vendar se
funkcionalnost in sˇtevilo mikrostoritev stalno spreminja. Stalno spreminjanje mikrostori-
tev in izpostavljenih vmesnikov API ob neposrednem dostopu do razporejevalnikov bre-
mena prinasˇa potrebo po spreminjanju uporabniˇskega vmesnika in mobilnih odjemalcev
ali pa onemogocˇa proste spremembe po funkcionalnosti mikrostoritev. Arhitektura mi-
krostoritev naj bi omogocˇala stalno izboljˇsevanje in nadgrajevanje mikrostoritev, zato je
boljˇsi nacˇin za dostop do mikrostoritev preko prehoda API, ki je prikazan na sliki 4.7.
Ta nova vstopna tocˇka v sistem, nam omogocˇa upravljanje z zahtevki in zbiranjem od-
govorov mikrostoritev na enem mestu. Prehod API ima veliko funkcij, najpomembnejˇse
so usmerjanje zahtevkov, zdruzˇevanje rezultatov vecˇ mikrostoritev in rokovanje s spre-
membami mikrostoritev. Prehod API podobno kot razporejevalnik bremena izpostavlja
vmesnike API mikrostoritev, vendar navadno izpostavlja tudi lastne vmesnike API, ki v
nadaljevanju zdruzˇujejo rezultate vecˇ razlicˇnih vmesnikov API v en skupen vecˇji odgovor,
kar omogocˇa manjˇse sˇtevilo zahtevkov s strani odjemalcev. Rokovanje s spremembami
mikrostoritev in njihovih vmesnikov API pa omogocˇa nemoteno delovanje odjemalcev.
Odjemalci navadno uporabljajo razlicˇne mikrostoritve in za prikaz uporabniˇskega vme-
snika potrebujejo druge informacije. Uporaba skupnega prehoda API za vse tipe odjemal-
cev tako ni najboljˇsa resˇitev, kar je razvidno predvsem pri tezˇavni izolaciji uporabniˇskih
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vmesnikov [9] in nepotrebnih odvecˇnih informacijah pri vracˇanju dogovorov. Za vsak
tip odjemalca navadno uporabimo lastni specificˇni prehod API, ki uporablja najmanjˇso
podmnozˇico mikrostoritev in vracˇa odgovore, ki vsebujejo le nujne informacije ter so cˇim
krajˇsi. Uporaba vecˇ prehodov API razbremeni le-te in zmanjˇsa verjetnost po ustvarjanju
ozkega grla. Locˇevanje prehodov API glede na odjemalce prav tako olajˇsa koordinacijo
in razvoj mikrostoritev med razvojnimi skupinami, kjer lahko vsaka skupina skrbi za svoj
lastni prehod API. Uporaba vecˇ prehodov API je prikazano na sliki 4.7 in sˇe bolj nazorno
na poenostavljeni sliki arhitekture 4.8.
Slika 4.7: Arhitektura mikrostoritev z locˇenimi prehodi API.
4.4 Poenostavljena arhitektura
Arhitektura mikrostoritev prinasˇa elasticˇno skalabilnost posameznih mikrostoritev in ro-
kovanje z velikim sˇtevilom uporabnikov ter ogromnimi bremeni. Slika 4.8 prikazuje poe-
nostavljeno arhitekturo mikrostoritev z vsemi potrebnimi strukturnimi elementi za objavo
v oblacˇne infrastrukture. Posamezni odjemalci preko namenskih prehodov API dostopajo
do izpostavljenih mikrostoritev. Instance mikrostoritev so objavljene za prehod API, ki
se obnasˇa kot razporejevalnik bremena, in svoj status osvezˇujejo v registru storitev. Na
podlagi informacij iz registra storitev so zahtevki odjemalcev preko prehoda API posredo-
vani na vmesnike API aktivnih instanc mikrostoritev, kjer se nato izvede poslovna logika
in po isti poti nazaj skozi infrastrukturo vrne odgovor mikrostoritve. Posamezne instance
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mikrostoritve si med sabo delijo namensko podatkovno zbirko, ki pa je locˇena od dru-
gih zbirk mikrostoritev. Posamezne instance mikrostoritev lahko poljubno oz. samodejno
skaliramo v oblaku in s tem zagotovimo zmogljivost in razpolozˇljivost.
Slika 4.8: Poenostavljena koncˇna arhitektura mikrostoritev.
Poglavje 5
Implementacija arhitekture
Arhitektura mikrostoritev prinasˇa visoko skalabilnost v primerjavi z monolitno arhitek-
turo, kot je podrobneje opisano v poglavju 3. Implementacija posameznih mikrostoritev in
njihove medsebojne komunikacije pa prinasˇa svojevrstne tezˇave. V primeru slabe izvedbe
in konfiguracije arhitekturnih elementov lahko iznicˇi prednosti mikrostoritev, predvsem
pri porabi virov v sodobnih oblacˇnih infrastrukturah. To poglavje v nadaljevanju opisuje
in dokumentira implementacijo mikrostoritev s platformo Java EE in njihovo konfiguracijo
z ogrodjem KumuluzEE. V poglavju je predstavljen razvoj dveh mikrostoritev vse od za-
snove projekta z orodjem Maven pa do implementacije vmesnikov, ki izpostavljajo kljucˇne
operacije za delo z entitetami. Na kratko je predstavljena komunikacija znotraj arhitek-
ture in zagon posameznih mikrostoritev. Na koncu pa so opisani razlogi za izbor oblacˇne
infrastrukture Heroku1 in objava mikrostoritev in podatkovnih zbirk v tej infrastrukturi
PaaS. Postopek objave v vsebnike vsebuje vecˇ korakov, ki pa so preprosti in dobro opisani
tudi v dokumentaciji infrastrukture Heroku.
5.1 Zasnova projekta
Za implementacijo arhitekture smo zasnovali preprost primer pridobivanja in vzdrzˇevanja
izdelkov ter akcij, ki bi se teoreticˇno lahko uporabljali za namenske aplikacije trenutnih
ugodnosti trgovcev. Trgovci bi skrbeli za dodajanje, urejanje ter brisanje izdelkov in ure-
janje aktualnih informacij o ugodnostih. Na podlagi definiranih obmocˇij delovanja pa bi
lahko uporabniki aplikacij oz. kupci pridobivali informacije o trenutnih ugodnostih izdel-
kov. Trgovci bi lahko kupce o aktualnih ugodnostih obvesˇcˇali preko namenskih aplikacij,
informacije glede kolicˇine popusta in dejanske cene izdelkov pa bi pridobili samodejno v
1https://www.heroku.com/
35
36 POGLAVJE 5. IMPLEMENTACIJA ARHITEKTURE
blizˇnji okolici trgovine. Na podlagi aplikacij o osvesˇcˇanju kupcev bi trgovci prihranili na
tisku in razposˇiljanju letakov, ter bi preprosto in hitro obvestili sˇirsˇo mnozˇico kupcev.
Projekt smo ustvarili s pomocˇjo orodja Maven in vanj dodali sˇtiri module, ki so prika-
zani v izseku 5.1. Projekt vsebuje modul za lokacijsko odvisnost, modul za skupne entitete
mikrostoritev in dve mikrostoritvi, ki skrbita za pridobivanje ter urejanje izdelkov in akcij.
Posamezni mikrostoritvi bi glede na prakse morali locˇiti v lastna projekta, vendar smo vse
module ustvarili znotraj enega projekta zaradi preprostosti, lazˇje izvedbe verzioniranja s
pomocˇjo orodja Git in preproste konfiguracije s pomocˇjo ogrodja KumuluzEE. Ne glede na
to, da so omenjeni mikrostoritvi skupaj v projektu, lahko s pomocˇjo ogrodja KumuluzEE
storitvi objavimo locˇeno vsako v svojem arhivu, ki je pripravljen za izvajanje v vsebniku
Docker.
<modules>
<module> l o k a c i j e</module>
<module>e n t i t e t e</module>
<module> i z d e l k i</module>
<module>a k c i j e</module>
</modules>
Izsek 5.1: Moduli projekta iz konfiguracijske datoteke pom.xml.
Modul za lokacijsko odvisnost omogocˇa definicijo lokacijsko odvisnih vmesnikov API
tipa REST s pomocˇjo lastne anotacije razredov, ki implementirajo te vmesnike. Imple-
mentacija modula in anotacija je podrobneje predstavljena v poglavju 2. Sam modul
je vkljucˇen v korenski projekt in ga je mogocˇe vkljucˇiti v druge module s podajanjem
odvisnosti, kot smo to storili pri obeh modulih mikrostoritev v konfiguracijskih datotekah.
Modul za entitete vsebuje skupne entitete podatkovnega modela, ki se uporabljajo v
poslovni logiki mikrostoritev in na vmesnikih API. V podatkovnem delu sta dve kljucˇni
entiteti izdelek in akcija, ki ju upravljata prilezˇni mikrostoritvi. Modul je mozˇno podobno
kot modul za lokacijsko odvisnost vkljucˇiti v druge module s podajanjem odvisnosti v
konfiguracijski datoteki.
Projekt vsebuje dva modula, ki implementirata vsak svojo neodvisno mikrostoritev,
ki je pripravljena za izvajanje v oblacˇni infrastrukturi PaaS. Prvi modul implementira
mikrostoritev za pridobivanje, urejanje in brisanje izdelkov. Drugi modul pa implementira
mikrostoritev za pridobivanje, urejanje in brisanje akcij posameznih izdelkov prve mikro-
storitve. Vsaka mikrostoritev ima svojo podatkovno zbirko za entiteto, ki jo prikazuje in
upravlja, kar je skladno s koncepti mikrostoritev opisanimi v poglavju 3.
Zgoraj navedeni moduli in njihove implementacije so podrobneje opisane v naslednjih
poglavjih, ki so kljucˇna za poglobljeno razumevanje zasnovane arhitekture iz poglavja 4,
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posameznih mikrostoritev in njihove medsebojne interakcije pri doseganju celostne funk-
cionalnosti sistema.
5.2 Definicija podatkovnega modela
Modul za entitete predstavlja skupne entitete podatkovnega modela, ki se uporabljajo v
poslovni logiki implementiranih mikrostoritev in ga je mozˇno poljubno razsˇiriti z novimi
entitetami za nadaljnje potrebe mikrostoritev. Trenutno modul vsebuje le dve entiteti iz-
delek in akcija, na podlagi katerih smo implementirali preprost primer arhitekture. Modul
je mozˇno preprosto vkljucˇiti v mikrostoritve s podajanjem odvisnosti v konfiguracijskih
datotekah. Poleg entitet modul vsebuje informacije za povezavo na podatkovne zbirke
mikrostoritev.
Konfiguracija modula za entitete je podana v datoteki pom.xml in vsebuje le dve odvi-
snosti, ki sta prikazani v izseku 5.2. Prva odvisnost podaja komponento JPA ogrodja Ku-
muluEE, ki je implementirana z resˇitvijo EclipseLink. Ta predstavlja standardno objektno-
relacijsko resˇitev in omogocˇa uporabo sˇtevilnih naprednejˇsih funkcij. Druga odvisnost pa
podaja gonilnik za podatkovno zbirko PostgreSQL platforme Java, ki omogocˇa povezovanje
na podatkovno zbirko na standarden in neodvisen nacˇin.
<dependency>
<groupId>com . kumuluz . ee</groupId>
<a r t i f a c t I d>kumuluzee−jpa−e c l i p s e l i n k</ a r t i f a c t I d>
<ve r s i on>${kumuluzee . v e r s i on }</ ve r s i on>
</dependency>
<dependency>
<groupId>org . p o s t g r e s q l</groupId>
<a r t i f a c t I d>po s t g r e s q l</ a r t i f a c t I d>
<ve r s i on>9.4−1201− jdbc41</ ve r s i on>
</dependency>
Izsek 5.2: Odvisnosti modula za entitete.
V izseku 5.3 sta prikazana poenostavljena razreda, ki implementirata uporabljeni en-
titeti v mikrostoritvah. Ena izmed entitet je entiteta izdelek, ki se uporablja v obeh
mikrostoritvah. Izdelek je enolicˇno identificiran s poljem id ter podaja sˇe informacijo o
nazivu, opisu in ceni. Druga entiteta je akcija, ki pa se trenutno uporablja le v eni izmed
mikrostoritev. Entiteta akcija je enolicˇno identificirana s poljem id ter podaja sˇe informa-
cijo o veljavnosti akcije, kolicˇini popusta in podaja polje id izdelka na katerega se navezuje,
kot tuji kljucˇ. Obe entiteti izpostavljata metode za pridobivanje ter nastavljanje polj in
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metodo za lepsˇi izpis podatkov entitete.
@Entity
pub l i c c l a s s I zd e l e k {
@Id
pr i va t e In t eg e r id ;
p r i va t e St r ing naz iv ;
p r i va t e St r ing op i s ;




pub l i c c l a s s Akci ja {
@Id
pr i va t e In t eg e r id ;
p r i va t e Date vel javnostOd ;
p r i va t e Date ve l javnostDo ;
p r i va t e double popust ;
p r i va t e In t eg e r i d I zd e l k a ;
. . .
}
Izsek 5.3: Poenostavljen podatkovni model mikrostoritev.
V modulu za entitete so podani sˇe podatki za dostop do podatkovnih zbirk mikro-
storitev, v katerih se shranjujeta dve kljucˇni entiteti. Vsaka entiteta se shranjuje v lastni
podatkovni zbirki, ki je dostopna na svojem naslovu. Poleg naslova pa je za vsako po-
datkovno zbirko podan tudi tip gonilnika, ki je odvisen od tipa podatkovne zbirke, in
prijavni podatki za dostop. Podatki so nujno potrebni za delovanje komponente JPA, ki
poenostavlja delovanja in omogocˇa preprostejˇsi razvoj poslovne logike.
5.3 Implementacija mikrostoritev
To poglavje opisuje dva modula, ki implementirata neodvisni mikrostoritvi za pridobivanje,
urejanje in brisanje entitet. Prva mikrostoritev omogocˇa delo z izdelki, medtem ko druga
mikrostoritev omogocˇa delo z akcijami. Mikrostoritvi sta implementirani s platformo Java
EE, konfigurirani z ogrodjem KumulzEE in pripravljeni za izvajanje v oblacˇnih infrastruk-
turah. Obe mikrostoritvi izpostavljata preprost vmesnik API tipa REST in lahko sluzˇita
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kot primer implementacije mikrostoritev s platformo Java EE.
<dependency>
<groupId>s i . f r i . a k c i j e</groupId>
<a r t i f a c t I d>e n t i t e t e</ a r t i f a c t I d>
<ve r s i on>${ a k c i j e . v e r s i on }</ ve r s i on>
</dependency>
<dependency>
<groupId>s i . f r i . a k c i j e</groupId>
<a r t i f a c t I d> l o k a c i j e</ a r t i f a c t I d>
<ve r s i on>${ a k c i j e . v e r s i on }</ ve r s i on>
</dependency>
<dependency>
<groupId>com . kumuluz . ee</groupId>
<a r t i f a c t I d>kumuluzee−core</ a r t i f a c t I d>
<ve r s i on>${kumuluzee . v e r s i on }</ ve r s i on>
</dependency>
<dependency>
<groupId>com . kumuluz . ee</groupId>
<a r t i f a c t I d>kumuluzee−s e r v l e t−j e t t y</ a r t i f a c t I d>
<ve r s i on>${kumuluzee . v e r s i on }</ ve r s i on>
</dependency>
<dependency>
<groupId>com . kumuluz . ee</groupId>
<a r t i f a c t I d>kumuluzee−jax−rs−j e r s e y</ a r t i f a c t I d>
<ve r s i on>${kumuluzee . v e r s i on }</ ve r s i on>
</dependency>
Izsek 5.4: Odvisnosti mikrostoritev.
V izseku 5.4 so prikazane odvisnosti mikrostoritev iz konfiguracijske datoteke. Obe
mikrostoritvi vsebujeta pet kljucˇnih odvisnosti, ki so nujno potrebne za delovanje. Od-
visnost na modul za entitete je potrebna za uporabo skupnih entitet iz podatkovnega
modela. Modul za lokacije pa je potreben za uporabo lokacijsko odvisne anotacije na
razredih, ki implementirajo vmesnike API tipa REST. Poleg dveh modulov, ki smo jih im-
plementirali v projektu, pa so podane sˇe tri odvisnosti komponent ogrodja KumuluzEE.
Komponenta kumuluzee-core je nujno potrebna za konfiguracijo z ogrodjem KumuluzEE in
dodaja mozˇnost zaganjanje modula kot lastno aplikacijo platforme Java EE. Komponenta
kumuluzee-servlet-jetty dodaja strezˇnik HTTP, ki bo tekom izvajanja aplikacija prestregal
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zahtevke in jih naslavljal na komponente platforme Java EE. Komponenta kumuluzee-jax-
rs-jersey pa omogocˇa izpostavljanje vmesnikov API tipa REST in uporabo nujno potreb-
nih anotacij za implementacijo teh vmesnikov. Sama implementacija vmesnikov API tipa
REST je neodvisna od ogrodja KumuluzEE in tako ni potrebno nobeno dodatno znanje
za uporabo le-tega.
V obeh modulih mikrostoritev smo v nadaljevanju implementirali razred z anotacijo
@ApplicationPath, ki omogocˇa nastavljanje glavnega dela naslova URL za dostop do iz-
postavljenih virov. V nasˇi implementaciji smo za glavni del naslova nastavili razlicˇico mi-
krostoritve, kar omogocˇa preprosto ugotavljanje razlicˇic naslovljenih instanc mikrostoritev
iz zahtevkov REST. V modulih mikrostoritev pa smo dodali sˇe razrede, ki implementirajo
vmesnike API tipa REST in poslovno logiko potrebno za osnovno delovanje mikrostoritev.
Pri osnovnem delovanju so miˇsljene funkcionalnosti za pridobivanje, dodajanje in urejanje
entitet v podatkovnih zbirkah. Na razreda mikrostoritev, ki implementirata vmesnika, pa
smo dodali sˇe anotacijo za lokacijsko odvisnost.
V razredih, ki implementirajo vmesnike API, smo implementirali vecˇ metod, ki spre-
jemajo zahtevke in vracˇajo odgovore tipa JSON. Vmesniki mikrostoritev izpostavljajo
metode REST, ki vracˇajo entitete in omogocˇajo njihovo urejanje. Na voljo so metode
HEAD, GET, DELETE, POST in PUT. Obe mikrostoritvi izpostavljata metodo HEAD
za preverjanje obstoja entitet, metodo GET za pridobivanje entitet in sˇe eno metodo
GET z drugim naslovom URL za pridobivanje vseh entitet. Na podlagi opisanih metod je
mogocˇe preprosto preveriti obstoj in pridobiti podrobnejˇse informacije o entitetah izdelek
in akcija. Entiteti izdelek ter akcija je mozˇno dodati z uporabo metode POST, urejati z
uporabo metode PUT in izbrisati z uporabo metode DELETE. Mikrostoritev pri dodaja-
nju in spreminjanju posameznih akcij prozˇi dodatne zahtevke HEAD na mikrostoritev za
izdelke. To preverjanje ustreznosti polja ID pa predstavlja medsebojno komuniciranje im-
plementiranih mikrostoritev. Metode poleg pricˇakovanih odgovorov vracˇajo tudi napake,
ki so posledica napacˇnih odjemalcˇevih zahtevkov, in kode stanj druzˇin 2xx, 4xx in 5xx.
Vse implementirane metode skupaj omogocˇajo celostno upravljanje z entitetama izdelek
in akcija. Na tem mestu je vredno ponovno omeniti, da vsaka mikrostoritev omogocˇa
pridobivanje in urejanje le ene entitete, kar se sklada z arhitekturo mikrostoritev opisano
v poglavju 3.
Izsek 2.4 prikazuje nacˇin podajanja vecˇ obmocˇij delovanja vmesnikov API. Obe mi-
krostoritvi vsebujeta podobni konfiguracijski datoteki za definicijo obmocˇij delovanja in
skupaj z anotacijo za lokacijsko odvisnost na vmesnikih API vnasˇata lokacijsko odvisnost
v delovanje mikrostoritev. Mikrostoritvi sta tako izpostavljeni preko lokacijsko odvisnih
vmesnikov API, ki dolocˇajo pravice dostopa in prilagajajo delovanje storitve glede na
lokacijo odjemalcev.
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5.4 Zagon mikrostoritev
Po zasnovi projekta z orodjem Maven, konfiguraciji z ogrodjem KumuluzEE in implemen-
taciji s platformo Java EE je potrebno posamezne mikrostoritve zdruzˇiti v lastne arhive
in jih objaviti v oblacˇne strukture PaaS. To poglavje v nadaljevanju prikazuje zdruzˇevanje
mikrostoritev v arhive in zagon mikrostoritev s pomocˇjo strezˇnika Jetty za razvojno (lo-
kalno) testiranje brez naprednih funkcij oblacˇnih struktur. Pred zagonom mikrostoritev
pa je potrebno vzpostaviti povezave na locˇene podatkovne zbirke, ki vsebujejo kljucˇne
entitete podatkovnega modela. Zagotoviti je potrebno, da so podatkovne zbirke dostopne
in polja konfiguracijske datoteke persistence.xml pravilno nastavljena glede na dostopne
podatke podatkovnih zbirk.
Mikrostoritve je potrebno pred objavo v oblacˇne strukture zdruzˇiti s pomocˇjo orodja
Maven. To storimo z ukazom maven package, ki vzame prevedeno kodo in jo zdruzˇi v
arhiv. Ta arhiv je zdaj mozˇno zagnati s preprostim ukazom platforme Java, v kolikor
smo v sklopu konfiguracije ogrodja KumuluzEE dodali tudi preprost aplikacijski strezˇnik.
Mikrostoritev lahko pozˇenemo z ukazoma, ki sta prikazana v izsekih 5.5 in 5.6. V nasˇem
primeru bo aplikacijski strezˇnik Jetty izpostavil vmesnike API tipa REST in tako bo mozˇno
dostopati do implementirane mikrostoritve.
> java −c l a s spa th i z d e l k i / t a r g e t / c l a s s e s ; i z d e l k i / t a r g e t /
dependency/∗ com . kumuluz . ee . EeAppl icat ion
Izsek 5.5: Zagon mikrostoritve v konzoli operacijskega sistema Windows.
> java −cp i z d e l k i / t a r g e t / c l a s s e s : i z d e l k i / t a r g e t /dependency/∗
com . kumuluz . ee . EeAppl icat ion
Izsek 5.6: Zagon mikrostoritve v konzoli operacijskega sistema Linux.
V tem poglavju smo pokazali, kako preprosta sta konfiguracija in zagon mikrostoritve z
ogrodjem KumuluzEE. Po vzpostavitvi strezˇnika Jetty in izpostavitvi mikrostoritve preko
implementiranega vmesnika API je mozˇno do mikrostoritve dostopati lokalno preko vrat
8080, kadar uporabljamo privzete nastavitve. Drugi del naslova URL pa je dolocˇen z
delnim naslovom aplikacije, ki ga dolocˇa razred anotiran z anotacijo @ApplicationPath, in
poti posameznih metod REST na samem vmesniku.
5.5 Objava v oblacˇno infrastrukturo PaaS
Oblacˇne infrastrukture razlicˇnih ponudnikov se razlikujejo glede na ponujene funkcional-
nosti, cene in sˇe mnoge druge dejavnike. Oblacˇna infrastruktura Heroku ponuja napredne
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funkcionalnosti iz poglavja 3, brezplacˇen osnovni racˇun, ki omogocˇa objavo aplikacij in go-
stovanje podatkovnih zbirk, in celostno dokumentacijo funkcionalnosti ter uporabe le-teh.
Prav zaradi vseh teh razlogov smo mikrostoritvi in podatkovni zbirki objavili v oblacˇno
infrastrukturo Heroku, kar je podrobneje opisano v tem poglavju. V poglavju so na kratko
opisana potrebna orodja za objavo v infrastrukturo Heroku in elementi infrastrukture. V
nadaljevanju pa je opisan sˇe dejanski potek konfiguracije ter objave v oblacˇno infrastruk-
turo kot tudi preprost nacˇin skaliranja instanc mikrostoritev.
Pred objavo mikrostoritve implementirane s platformo Java v oblacˇno infrastrukturo
Heroku je potrebno poleg racˇuna Heroku, platforme Java in orodja Maven uporabiti kon-
zolno orodje Heroku Toolbelt, ki omogocˇa upravljanje in skaliranje aplikacij. S tem orod-
jem smo v nadaljevanju nalozˇili obe mikrostoritvi v vsebnika Dyno. Vsebniki Dyno so pre-
prosti vsebniki z operacijskim sistemom Linux namenjeni izvajanju enega uporabniˇskega
ukaza v privzetem okolju, ki je odvisen od platforme aplikacije. Vsi vsebniki pa se naha-
jajo za prehodom API, ki omogocˇa izpostavitev funkcionalnosti mikrostoritev, samodejno
skaliranje, razporejanje bremena, register storitev in predpomnenje.
Sistematicˇni pristop k objavi v oblacˇno infrastrukturo omogocˇa preprosto objavo mi-
krostoritev v oblak brez dodatnih tezˇav zaradi morebitnih odsotnosti virov. Pri objavi v
oblak smo zato najprej ustvarili dve podatkovni zbirki, ki so nujni za uspesˇen zagon mi-
krostoritev, za vsako izmed mikrostoritev posebej. Ustvarjanje podatkovnih zbirk in kon-
figuracija prijavnih podatkov v oblacˇni infrastrukturi Heroku je mozˇno izvesti kar preko
spletnega vmesnika in je zelo preprosta. Po uspesˇni objavi podatkovnih zbirk smo za
vsako pridobili naslov URL in prijavne podatke za dostop. Na podlagi teh podatkov smo
nastavili konfiguracijsko datoteko persistance.xml, katere glavni del je prikazan v izseku
5.7.
<p r op e r t i e s>
<property name=” javax . p e r s i s t e n c e . jdbc . d r i v e r ” value=”org .
p o s t g r e s q l . Dr iver ” />
<property name=” javax . p e r s i s t e n c e . jdbc . u r l ” va lue=”
j d b c : p o s t g r e s q l : // po s tg r e s . heroku . com:5432/database ” />
<property name=” javax . p e r s i s t e n c e . jdbc . user ” value=” user ” />
<property name=” javax . p e r s i s t e n c e . jdbc . password” value=”
password” />
</ p r op e r t i e s>
Izsek 5.7: Konfiguracija povezave na podatkovno zbirko.
Pred objavo mikrostoritev v oblacˇno infrastrukturo Heroku je potrebno vsaki mikrosto-
ritvi dodati sˇe ukaz za zagon v datoteko Procfile. Uporabljen ukaz za zagon mikrostoritve
za delo z izdelki je razviden v izseku 5.6, ukaz za zagon mikrostoritve za delo z akcijami
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pa je skoraj identicˇen.
Izsek 5.8 prikazuje zaporedje ukazov za objavo mikrostoritve za delo z izdelki v oblacˇno
infrastrukturo z orodjem Heroku Toolbelt. Izsek prikazuje ukaz za inicializacijo nove
aplikacije, ki omogocˇa objavo programske kode in pregled v nadzorni plosˇcˇi. Drugi ukaz
prikazuje objavo in zdruzˇevanje celotne programske kode na glavni veji razvoja v repozitorij
novo ustvarjene aplikacije. Zadnji ukaz pa prikazuje ustvarjanje instance mikrostoritve, ki
se bo odzivala na zahtevke naslovljene na izpostavljeni naslov prehoda API, ki med drugim
skrbi tudi za razporejanje bremena med trenutno delujocˇimi instancami mikrostoritve.
> heroku c r ea t e i z d e l k i
> g i t push heroku master
> heroku ps : s c a l e web=1
Izsek 5.8: Objava mikrostoritve z orodjem Heroku Toolbelt.
Podobno kot mikrostoritev za delo z izdelki smo v oblacˇno strukturo objavili tudi
mikrostoritev za delo z akcijami. Uporabili smo zaporedje ukazov z izseka 5.8 z izjemo
poimenovanja nove aplikacije. Mikrostoritev za delo z akcijami komunicira z mikrostori-
tvijo za delo z izdelki, zato je bilo treba dodati tudi spremenljivko, ki predstavlja naslov
URL vmesnika API. Spremenljivko naslov URL izdelkov smo dodali kar preko spletnega
vmesnika v zavihku konfiguracijske spremenljivke.
Orodje Heroku Toolbelt omogocˇa preprost nacˇin skaliranja mikrostoritev z ustvarja-
njem in povecˇevanjem instanc, kar je prikazano na izseku 5.9. To orodje omogocˇa nacˇin
skaliranja na podlagi eksplicitnega dodajanja instanc, kar pa ne ustreza principu samodej-
nega skaliranja mikrostoritev, ki je ena izmed zahtev te arhitekture.
> heroku ps : s c a l e web=2
> heroku ps : s c a l e web+1
Izsek 5.9: Skaliranje mikrostoritve z orodjem Heroku Toolbelt.
Po objavi v oblacˇno infrastrukturo PaaS ponudnika Heroku smo se nato lotili verifi-
ciranja dveh osnovnih zahtev. Prva zahteva je zmozˇnost dodajanja lokacijske odvisnosti
vmesnika API tipa REST z razlicˇnim obnasˇanjem glede na lokacijo odjemalca. Druga
zahteva pa je zmozˇnost samodejnega skaliranja mikrostoritev ob manjˇsih in vecˇjih obre-
menitvah. V naslednjih poglavjih sta povzeti verifikaciji obeh zahtev.
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Poglavje 6
Verifikacija arhitekture
Po zasnovi in implementaciji arhitekture smo v sklopu magistrske naloge izvedli verifika-
cijo arhitekture in posameznih mikrostoritev. Celovito testiranje mikrostoritev je nujno
za potrditev ustreznosti implementacije mikrostoritev in arhitekture kot celote glede na
zacˇetni zahtevi za lokacijsko odvisnost in samodejno skaliranje mikrostoritev. Na podlagi
uspesˇnega verificiranja zahtev smo potrdili lastno implementacijo lokacijsko odvisne ano-
tacije in konfiguracijo posameznih mikrostoritev z ogrodjem KumuluzEE. To poglavje v
nadaljevanju podrobno opisuje verifikacijo lokacijske odvisnosti vmesnikov API tipa REST
z razlicˇnim obnasˇanjem glede na lokacijo odjemalca in verifikacijo samodejnega skaliranja
mikrostoritev. Na koncu poglavja pa je opisana verifikacija arhitekture glede na arhitek-
turne in nacˇrtovalske vzorce.
6.1 Verifikacija lokacijske odvisnosti
V poglavju 2 je opisana definicija lokacijske odvisnosti vmesnikov API tipa REST in
implementacija lastne anotacije za lazˇje dodajanje lokacijske odvisnosti na razrede im-
plementirane s platformo Java EE. V tem poglavju pa je opisana verifikacija delovanja
te anotacije glede na definirane zahteve, predvsem pri dolocˇanju pravic dostopa in pri-
lagajanju delovanja mikrostoritve. Pri verifikaciji smo uporabili orodje Postman1, ki se
uporablja kot samostojni odjemalec storitev. To orodje omogocˇa posˇiljanje zahtevkov z
nastavljenimi atributi in pridobivanje zahtevkov razlicˇnih tipov. Samo orodje ponuja sˇe
mnozˇico naprednejˇsih funkcij, vendar tekom verificiranja lokacijske odvisnosti niso bila
potrebna.
Na sliki 6.1 je prikazan osnovni vmesnik orodja Postman za posˇiljanje zahtevkov, ki
1https://www.getpostman.com/
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Slika 6.1: Uspesˇen zahtevek in odgovor s kodo stanja 200.
omogocˇa celovito nastavljanje in urejanje zahtevkov. Na sliki je razviden primer zahtevka
GET, ki je naslovljen na naslov URL vmesnika API, z nastavljenimi parametri glave, kot so
tip sporocˇila in lokacija odjemalca. Na podlagi veljavne lokacije odjemalca in veljavnega
zahtevka je v tem primeru mikrostoritev vrnila uspesˇen odgovor s kodo stanja 200, ki
vsebuje krajˇsi seznam izdelkov. Koda stanja 200 nam predstavlja uspesˇno izvrsˇen zahtevek
in omogocˇa preprosto programsko preverjanje uspesˇnosti na uporabniˇskem vmesniku.
Na sliki 6.2 je prikazan zahtevek GET in prilagojen odgovor mikrostoritve na podlagi
lokacije odjemalca s kodo stanja 200. Na sliki 6.3 pa je prikazan zahtevek z neveljavno
lokacijo odjemalca in odgovor mikrostoritve s kodo stanja 403, ki predstavlja zavrnjen
zahtevek zaradi neuspesˇne avtorizacije. Oba zahtevka se od zahtevka s slike 6.1 razliku-
jeta le v nastavljeni zemljepisni dolzˇini in sˇirini. Na podlagi teh treh zahtevkov in njihovih
odgovorov je razvidna pravilnost implementacije lastne anotacije, ki omogocˇa preprosto do-
dajanje lokacijske odvisnosti vmesnika API tipa REST. Prilagojen odgovor mikrostoritve
na podlagi lokacije odjemalca potrjuje zahtevo po prilagajanju delovanja mikrostoritve.
Na podlagi odgovora z opisno informacijo o neveljavnosti odjemalcˇeve lokacije, pa smo
potrdili zahtevo po dolocˇanju pravic dostopa do mikrostoritve. S pomocˇjo anotacije je
tako mogocˇe preprosto dolocˇiti pravice dostopa odjemalcev glede na lokacijo odjemalcev
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Slika 6.2: Uspesˇen zahtevek s prilagojenim odgovorom in kodo stanja 200.
in prilagajati delovanje mikrostoritev ter njihovih odgovorov z mozˇnostjo posredovanja
nepopolnih odgovorov in zakrivanja informacij.
6.2 Verifikacija samodejnega skaliranja
Samodejno skaliranje po osi x z ustvarjanjem vzporednih instanc je eden izmed kljucˇnih
nacˇinov skaliranja arhitekture mikrostoritev, ki je podrobneje opisan v poglavju 3. Samo-
dejno skaliranje mikrostoritev je potrebno potrditi v fazi verifikacije arhitekture. V nasˇem
primeru smo samodejno skaliranje preverili s pomocˇjo oblacˇne infrastrukture PaaS ponu-
dnika Heroku. Ta oblacˇna infrastruktura omogocˇa samodejno skaliranje mikrostoritev s
pomocˇjo dodatka Adept Scale2, ki omogocˇa samodejno ustvarjanje dodatnih vsebnikov
Dyno, v katerih se nato izvajajo aplikacije. Celotno testiranje vkljucˇno z ustvarjanjem
obremenitvenih testov in vecˇje kolicˇine zahtevkov smo izvedli s pomocˇjo orodja Postman.
Dodatek Adept Scale omogocˇa spremljanje odzivnega cˇasa in kolicˇine zahtevkov, ki so
naslovljeni na posamezne mikrostoritve. Na podlagi preteklih odzivnih cˇasov in dodatnih
2https://elements.heroku.com/addons/adept-scale
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Slika 6.3: Neuspesˇen zahtevek in odgovor s kodo stanja 403.
rocˇnih nastavitev dodatek omogocˇa pametno dodajanje novih instanc v primeru vecˇjih
obremenitev ali izklapljanje odvecˇnih instanc v primeru obicˇajnih obremenitev. Pred
testiranjem samodejnega skaliranja smo nastavili parametre, kot sta hitrost odzivanja glede
na obremenitve pri ustvarjanju in izklapljanju instanc. Poleg tega smo nastavili najmanjˇse
sˇtevilo instanc mikrostoritev, ki so potrebne glede na pricˇakovane obremenitve, in najviˇsje
sˇtevilo instanc, za katere smo sˇe pripravljeni placˇati njihovo vzporedno izvajanje.
Z orodjem Postman smo v nacˇinu testiranja v nadaljevanju preizkusili delovanje samo-
dejnega skaliranja mikrostoritev ob vecˇjih obremenitvah v oblacˇni infrastrukturi Heroku.
Orodje Postman omogocˇa ustvarjanje vecˇje kolicˇine nakljucˇnih zahtevkov REST, tako za-
poredno kot tudi vzporedno. Z orodjem Postman smo tako hkrati in dlje cˇasa posˇiljali
zahtevke tipa HEAD, GET, POST, PUT ter DELETE, ki so obremenili instance mikro-
storitev in celotno arhitekturo. Mozˇnost ustvarjanja deloma nakljucˇnih zahtevkov REST
znotraj orodja Postman pa ni obremenilo le instanc mikrostoritev, ampak tudi podatkovni
zbirki. Na podlagi prometa in velike kolicˇine zahtevkov pa je dodatek Adept Scale celotni
cˇas skaliral sˇtevilo instanc mikrostoritev glede na nastavljene in pridobljene parametre.
Na podlagi ustvarjenih zahtevkov in odzivnih cˇasov mikrostoritev je dodatek Adept
Scale ustvaril graf, ki je prikazan na sliki 6.4. Iz tega grafa je razvidna povprecˇna kolicˇina
zahtevkov oznacˇena z modro krivuljo, povprecˇni odzivni cˇas oznacˇen z zeleno krivuljo in
predlagano sˇtevilo vzporednih instanc mikrostoritve oznacˇeno z rdecˇo krivuljo. Na podlagi
predlaganega sˇtevila instanc mikrostoritve je dodatek Adept Scale samodejno ustvarjal in
izklapljal instance mikrostoritve. Iz grafa sta razvidna dva vecˇja sunka zahtevkov, ki ju je
mozˇno prepoznati iz vrhov modre krivulje. Ta sunka sta povzrocˇila zviˇsanje sˇtevila instanc
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Slika 6.4: Samodejno skaliraje mikrostoritve glede na promet in odzivni cˇas.
mikrostoritve.
Iz grafa na sliki 6.4 je razvidno spreminjanje predlaganega sˇtevila instanc mikrostori-
tve za delo z izdelki. Iz grafa je razvidno povecˇanje sˇtevila instanc iz ena na tri po prvi
vecˇji obremenitviji. V nadaljevanju se sˇtevilo zahtevkov na minuto in predlagano sˇtevilo
instanc znizˇa. Na koncu grafa pa je razvidno sˇe eno povecˇanje sˇtevila instanc mikrosto-
ritve iz dve na sˇtiri ob drugi vecˇji obremenitviji. Na podlagi samodejnega ustvarjanja
in izklapljanja instanc mikrostoritev smo uspesˇno potrdili kljucˇno zahtevo po visoki ela-
sticˇni skalabilnosti arhitekture na samodejen nacˇin s pomocˇjo naprednih funkcij oblacˇne
infrastrukture ponudnika Heroku.
6.3 Verifikacija nacˇrtovalskih vzorcev
Pri implementaciji arhitekture smo uposˇtevali arhitekturne in nacˇrtovalske vzorce, ki so
podrobneje opisani v delu [29]. V tem delu je omenjenih vecˇ vzorcev, ki temeljijo pred-
vsem na dveh kljucˇnih vzorcih objektno usmerjenega programiranja. Prvi vzorec govori
o programiranju na podlagi vmesnika in ne implementacije, kar omogocˇa zakrivanje kom-
pleksnosti in implementacije pred odjemalci. Drugi vzorec pa daje prednost kompoziciji
razredov pred dedovanjem, ki prinasˇa izpostavitev razredov implementaciji starsˇevskih ra-
zredov. V nadaljevanju tega poglavja so podrobneje opisani posamezni vzorci in kako smo
jih uposˇtevali pri implementaciji arhitekture.
Pri leni inicializaciji zavlacˇujemo z oblikovanjem objektov, kompleksnimi izracˇuni ali
drugimi obsezˇnejˇsimi operacijami dokler niso nujno potrebni, kar lahko pomaga pri od-
zivnosti in zmanjˇsa potrebni cˇas zagona storitev. Pred klicem obsezˇnejˇse operacije se
50 POGLAVJE 6. VERIFIKACIJA ARHITEKTURE
preverijo predhodni rezultati operacij in se v primeru odsotnosti tega rezultata izvede klic
operacije [29]. Pri implementaciji anotacije za lokacijsko odvisnost smo ta vzorec upora-
bili pri branju obmocˇij delovanja anotacije iz konfiguracijske datoteke, kar je razvidno iz
prestreznika anotacije v prilogi B. S tem smo zmanjˇsali zagonski cˇas mikrostoritev, kar
omogocˇa hitrejˇse ustvarjanje instanc pri horizontalnem skaliranju.
Vzorec Proxy predstavlja uporabo vmesnikov za dostop do omrezˇnih povezav, dato-
tek, obsezˇnejˇsih objektov v pomnilniku in drugih virov. Na kratko vzorec Proxy omogocˇa
odjemalcem dostop do implementacijskih objektov preko vmesnikov, ki tako skrijejo im-
plementacijske podrobnosti pred odjemalci [29]. Ta vzorec smo uporabili pri izpostavljanju
poslovne logike preko vmesnikov API tipa REST, kar je razvidno iz izseka 2.3. Vzorec
Proxy smo uporabili pri implementaciji obeh mikrostoritev za delo z izdelki in akcijami,
kar omogocˇa izpostavljanje funkcionalnosti mikrostoritev na enoten nacˇin.
Veriga odgovornosti je sˇe eden izmed nacˇrtovalskih vzorcev, ki smo ga uposˇtevali
pri zasnovi anotacije za lokacijsko odvisnost. Veriga odgovornosti predstavlja zaporedje
objektov, ki eden za drugim procesirajo objekte, zahtevke ipd. Vsak objekt obdela dolocˇen
del zahtev, drugo pa posreduje naprej v verigo [29]. V lastni anotaciji smo preverjanje
ustreznosti lokacije odjemalca implementirali s prestreznikom anotacije, ki je prikazan
v prilogi B. Prestreznik se prozˇi sˇe pred klicem metod, ki so implementirane na virih
mikrostoritev. Ustreznost lokacije odjemalca tako povzrocˇi posredovanje zahtevka naprej
vzdolzˇ verige odgovornosti, kjer se v nadaljevanju prozˇi poklicana metoda.
Vzorec predlog metod narekuje definicijo ogrodja algoritma v razredu, ki klicˇe korake
oz. metode drugih razredov. Ta nacˇin nam omogocˇa spreminjanje korakov algoritma v
podrazredih brez spreminjanja samega ogrodja [29]. V lastni implementaciji anotacije za
lokacijsko odvisnost smo to med drugim uposˇtevali pri izracˇunu razdalje med dvema loka-
cijama in izracˇunu ustreznosti lokacije glede na podano obmocˇje. V prestrezniku anotacije
za izracˇun razdalje med dvema lokacijama in izracˇun ustreznosti lokacije odjemalca glede
na podano obmocˇje uporabljamo metodo entitete Area, ki nam tako omogocˇa uporabo
razlicˇnih algoritmov za izracˇun razdalj.
Med implementacijo lastne anotacije za lokacijsko odvisnost in obeh mikrostoritev
smo uposˇtevali obilico arhitekturnih in nacˇrtovalskih vzorcev, ki so sˇe dodatno prispevali
k celostni verifikaciji arhitekture.
Poglavje 7
Sklepne ugotovitve
Vmesniki API tipa REST izpostavljajo funkcionalnosti mikrostoritev in skupaj z doku-
mentacijo omogocˇajo preprosto povezovanje in uporabo teh funkcionalnosti. Lokacijsko
odvisni vmesniki API tipa REST pa omogocˇajo definicijo naprednejˇsih funkcionalnosti za
lokacijsko odvisne mikrostoritve. Mikrostoritve so zelo aktualno podrocˇje, na kar kazˇe
obilica novosti, cˇlankov in ostalih del [9, 11, 12, 13, 14, 15]. Arhitektura mikrostoritev je v
zadnjem cˇasu postala izjemno dodelana in trenutno vsebuje ogromno strukturnih elemen-
tov, ki jih ni treba vecˇ eksplicitno implementirati, temvecˇ so na voljo v sklopu oblacˇnih
infrastruktur PaaS. Sama implementacija mikrostoritev lahko hitro postane kompleksna
ob uposˇtevanju programskih vzorcev in lastnosti mikrostoritev. Pri implementaciji so nam
v pomocˇ ogrodja, kot je recimo ogrodje KumuluzEE, ki omogocˇa preprosto konfiguracijo
brez dodatnega lastnega vkljucˇevanja in samodejno celostno zdruzˇevanje v arhive.
Pred realizacijo glavnih prispevkov smo se v sklopu magistrskega dela lotili poglobljene
analize arhitekture mikrostoritev in ostalih sorodnih del. Poiskali in preucˇili smo sodobne
arhitekture mikrostoritev. Poleg tega smo pregledali sorodno literaturo za morebitno zˇe
obstojecˇo zasnovo nacˇina podajanja lokacijske odvisnosti vmesnikov API. Pregledali smo
tudi sorodna dela s podrocˇja razvoja vmesnikov API tipa REST, ki so nujni za izpostavitev
funkcionalnosti mikrostoritev. Na podlagi analize arhitekture mikrostoritev smo v nadalje-
vanju zasnovali lastno arhitekturo, ki smo jo uporabili pri objavi v oblacˇno infrastrukturo
PaaS ponudnika Heroku. Po zasnovi arhitekture smo se nato lotili opisa zahtev lokacijsko
odvisnih vmesnikov API tipa REST in mozˇne definicije le-teh z razsˇiritvijo specifikacije
Swagger. Na podlagi nove specifikacije za definicijo lokacijsko odvisnih vmesnikov API
tipa REST smo nato implementirali lastno anotacijo za dodajanje lokacijske odvisnosti.
V nadaljevanju smo s pomocˇjo nove anotacije implementirali dve mikrostoritvi in ju kon-
figurirali z ogrodjem KumuluzEE. Na koncu smo obe mikrostoritvi objavili sˇe v oblacˇno
infrastrukturo in uspesˇno verificirali oba glavna prispevka magistrske naloge.
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Glavni prispevek magistrske naloge je zmozˇnost definicije lokacijsko odvisnih vme-
snikov API tipa REST s specifikacijo Swagger, dolocˇanje pravic dostopa odjemalcev in
prilagajanje delovanja mikrostoritve glede na lokacijo odjemalca. Poleg same definicije
vmesnikov smo v sklopu magistrske naloge implementirali lastno anotacijo na podlagi
platforme Java EE in uspesˇno verificirali njeno delovanje. Ta anotacija omogocˇa modula-
ren nacˇin dodajanja lokacijske odvisnosti razredom, ki implementirajo vmesnike API tipa
REST, na uveljavljen nacˇin pri implementaciji s platformo Java EE. Lokacijsko odvisnost
vmesnikov je tako mozˇno dosecˇi tudi na razredih v drugih projektih z vkljucˇitvijo modula
Maven in anotiranjem razredov, podobno kot bi to storili za dodajanje varnostnih ome-
jitev dostopa do vmesnikov. Ta nacˇin dodajanja lokacijske odvisnosti omogocˇa preprosto
implementacijo lokacijsko odvisnih storitev. Na podlagi nove anotacije smo v nadaljeva-
nju implementirali dve mikrostoritvi, ju konfigurirali z ogrodjem KumuluzEE in verificirali
njuno delovanje v oblacˇni infrastrukturi PaaS.
Ogrodje KumuluzEE je precej novo in zanj obstaja le malo celostnih primerov konfigu-
racije projektov, ki so implementirani s platformo Java EE. V magistrski nalogi smo v ta
namen, ne le podrobno dokumentirali implementacijo mikrostoritve in njeno konfiguracijo
z ogrodjem KumuluzEE, temvecˇ tudi dokumentirali objavo in zagon dveh mikrostoritev v
oblacˇni infrastrukturi PaaS priznanega ponudnika Heroku. S tem smo doprinesli k potrdi-
tvi konfiguracije z ogrodjem KumuluzEE mikrostoritev, ki so implementirane s platformo
Java EE. Pomembnost tega prispevka se kazˇe tudi v overitvi samodejnega skaliranja mikro-
storitev konfiguriranih z ogrodjem KumuluzEE. Na podlagi dokumentacije v tej magistrski
nalogi je mozˇno implementirati, konfigurirati in objaviti lastno mnozˇico mikrostoritev.
Z uspesˇno verifikacijo delovanja anotacije za lokacijsko odvisnost in samodejnega ska-
liranja mikrostoritev v oblacˇni infrastrukturi smo potrdili implementacijo in zastavljene
cilje magistrskega dela. S skladnim delovanjem anotacije z definicijo lokacijsko odvisnih
REST vmesnikov API smo potrdili glavni cilj dela in pravilnost implementacije anotacije.
S samodejnim skaliranjem mikrostoritev pa smo potrdili pravilnost zasnove arhitekture,
implementacije, konfiguracije z orodjem KumuluzEE in objavo v oblacˇno infrastrukturo
Heroku. Osrednja prispevka magistrske naloge sta tako prinesla mozˇnost obsezˇnejˇse de-
finicije vmesnikov API tipa REST in potrditev implementacije mikrostoritev s platformo
Java EE.
Magistrsko delo ponuja obilico mozˇnosti za nadaljnji razvoj, tako v smeri sˇe napre-
dnejˇse definicije lokacijsko odvisnih vmesnikov API tipa REST, kot tudi v smeri imple-
mentacije ponovno uporabnih modulov ali knjizˇnic za razlicˇne programske jezike. Ena
izmed mozˇnosti je tudi razsˇiritev uporabe anotacije za lokacijsko odvisnost, tako da bi
delovala tudi na vmesnikih API tipa SOAP. Mikrostoritve navadno izpostavljamo preko
vmesnikov API tipa REST, vendar bi funkcionalnost lokacijsko odvisne anotacije lahko
dobro izkoristili tudi pri izmenjavi sporocˇil tipa SOAP.
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V sklopu nadaljnjega dela bi lahko sˇe obsezˇnejˇse testirali smotrnost dodatnih polj
specifikacije Swagger. Specifikacija Swagger omogocˇa definicijo in opis vmesnikov API
tipa REST. Magistrsko delo ponuja predlog razsˇiritve specifikacije z dodajanjem lokacij-
ske odvisnosti. Ob ustreznosti dodatnih polj bi lahko tudi formalno uveljavili razsˇirjeno
specifikacijo Swagger z mozˇnostjo lokacijske odvisnosti, dolocˇanjem pravic dostopa in spre-
minjanjem delovanja glede na lokacijo odjemalca.
Razsˇirjena specifikacija Swagger trenutno omogocˇa definicijo le preprostih obmocˇij
delovanja. Z zemljepisno dolzˇino, sˇirino in radijem je mogocˇe definirati obmocˇja, omejena
s krogom, ki so dovolj za preproste aplikacije. Za uporabo v poslovnih aplikacijah pa bi
potrebovali tudi obmocˇja drugih oblik. Obmocˇje v obliki pravokotnika bi bilo uporabno za
definicijo obmocˇij znotraj stavb, kar bi zelo poenostavilo samo definicijo kot tudi izboljˇsalo
natancˇnost le-te.
Nadgradnjo magistrskega dela bi predstavljala tudi implementacija mozˇnosti doda-
janja lokacijske odvisnosti na vmesnike, ki so implementirani z drugimi programskimi
jeziki, podobno kot smo to storili z lastno anotacijo v platformi Java EE. Implementacija
mozˇnosti za dodajanje lokacijske odvisnosti v drugih jezikih bi mocˇno olajˇsala razvoj lo-
kacijsko odvisnih mikrostoritev, ki izpostavljajo vmesnike API tipa REST tudi v drugih
tehnologijah.
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"swagger ": "2.0" ,
"info": {
"title ": "Izdelki vmesnik API",
"description ": "Vmesnik API za pridobivanje izdelkov.",
"version ": "1.0.0"
},
"host": "localhost :3000" ,
"schemes ": ["http"],
"basePath ": "/v1",
"produces ": [" application/json"],
"paths": {
"/ izdelki ": {
"get": {
"summary ": "Pridobi izdelke",





"description ": "Zemljepisna sirina odjemalca .",
"required ": true ,
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"description ": "Zemljepisna dolzina odjemalca .",








"description ": "Seznam izdelkov",
"schema ": {
"type": "array",


















"description ": "ID izdelka ."
},
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"naziv ": {
"type": "string",















Izsek A.1: Vmesnik API tipa REST definiran s specifikacijo Swagger.
A.2 Lokacijsko odvisni vmesnik API
{
"swagger ": "2.0" ,
"info": {
"title ": "Izdelki vmesnik API",
"description ": "Vmesnik API za pridobivanje izdelkov.",
"version ": "1.0.0"
},
"host": "localhost :3000" ,
"schemes ": ["http"],
"basePath ": "/v1",




"description ": "Center delovanja vmesnika API.",
"latitude ": 46.077944 ,
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"description ": "Obrobje delovanja vmesnika API.",
"latitude ": 46.077944 ,





"/ izdelki ": {
"get": {
"summary ": "Pridobi izdelke",





"description ": "Zemljepisna sirina odjemalca .",







"description ": "Zemljepisna dolzina odjemalca .",













"description ": "Seznam izdelkov",
"schema ": {
"type": "array",





























"description ": "Podroben opis izdelka"
},
"cena": {
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"type": "number",
"format ": "double",












pub l i c c l a s s Loca t i on In t e r c ep to r {
@Inject
p r i va t e HttpServ letRequest r eque s t ;
@AroundInvoke
pub l i c Object checkLocat ion ( Invocat ionContext context ) {
Locat ion c l i e n tLo c a t i o n ;
i f ( r eque s t . getHeader ( ” l a t i t u d e ” ) == nu l l | | r eque s t .
getHeader ( ” l ong i tude ” ) == nu l l )
r e turn Response . s t a tu s ( Status .BADREQUEST) . bu i ld ( ) ;
e l s e {
t ry {
c l i e n tLo c a t i o n = new Locat ion (Double . parseDouble ( r eque s t
. getHeader ( ” l a t i t u d e ” ) ) , Double . parseDouble ( r eque s t .
getHeader ( ” l ong i tude ” ) ) ) ;
} catch ( Exception e ) {
re turn Response . s t a tu s ( Status .BADREQUEST) . bu i ld ( ) ;
}
}
OnLocation onLocation = getOnLocation ( context ) ;
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// Prever i u s t r e zno s t l o k a c i j e g l e d e na podano obmocje
i f ( onLocation != nu l l && onLocation . l a t i t u d e ( ) != 0 &&
onLocation . l ong i tude ( ) != 0) {
Area area = new Area ( onLocation . l a t i t u d e ( ) , onLocation .
l ong i tude ( ) , onLocation . rad iu s ( ) ) ;
i f ( area . conta in s ( c l i e n tLo c a t i o n ) )
re turn context . proceed ( ) ;
e l s e
re turn Response . s t a tu s ( Status .FORBIDDEN) . bu i ld ( ) ;
}
List<Area> areas = parseAreaLi s t ( ) ;
// Prever i u s t r e zno s t l o k a c i j e g l e d e na podano ime
i f ( a r eas != nu l l && onLocation != nu l l && ! onLocation . name
( ) . isEmpty ( ) ) {
f o r (Area a : a rea s ) {
i f ( a . getName ( ) != nu l l && a . getName ( ) . equa l s ( onLocation
. name ( ) ) && a . conta in s ( c l i e n tLo c a t i o n ) )
re turn context . proceed ( ) ;
}
}
// Prever i u s t r e zno s t odjemalceve l o k a c i j e g l e d e na obmocja
i f ( a r eas != nu l l && onLocation != nu l l && onLocation . name ( )
. isEmpty ( ) ) {
f o r (Area a : a rea s ) {
i f ( a . getName ( ) != nu l l && a . conta in s ( c l i e n tLo c a t i o n ) ) {
r eque s t . s e tAt t r i bu t e ( ” area ” , a . getName ( ) ) ;








Izsek B.1: Prestreznik anotacije za lokacijsko odvisnost.
