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Abstract
The main goal of this paper is to develop a new embedding method which we use
to show that some finite metric spaces admit low-distortion embeddings into all non-
superreflexive spaces. This method is based on the theory of equal-signs-additive
sequences developed by Brunel and Sucheston (1975-1976). We also show that some
of the low-distortion embeddability results obtained using this method cannot be
obtained using the method based on the factorization between the summing basis
and the unit vector basis of `1, which was used by Bourgain (1986) and Johnson
and Schechtman (2009).
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1 Introduction
One of the basic problems of the theory of metric embeddings is: given some Banach
space or a natural class P of Banach spaces find classes of metric spaces which admit low-
distortion embeddings into each Banach space of the class P . The main goal of this paper
is to develop a new embedding method which can be used to show that some finite metric
spaces admit low-distortion embeddings into all non-superreflexive spaces (Theorem 1.3).
This method is based on the theory of equal-signs-additive sequences (ESA) developed by
Brunel and Sucheston [8, 9, 10]. We show in Theorem 1.6 that some of the low-distortion
embeddability results obtained using this method cannot be obtained using the method
based on the factorization between the summing basis and the unit vector basis of `1,
which was used by Bourgain [6] and Johnson and Schechtman [20], see Corollary 1.5.
The problem mentioned at the beginning of the previous paragraph can be regarded as
one side of the problem of metric characterization of the class P . Recall that, in the most
general sense, a metric characterization of a class of Banach spaces is a characterization
which refers only to the metric structure of a Banach space and does not involve the linear
structure. The study of metric characterizations became an active research direction in
mid-1980s, in the work of Bourgain [6] and Bourgain, Milman, and Wolfson [7] (see also
Pisier [45, Chapter 7]). The work on metric characterization of isomorphic invariants of
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Banach spaces determined by their finite-dimensional subspaces, and on generalization
of the obtained theory to general metric spaces became known as the Ribe program, see
[2, 36]. The type of metric characterizations which is closely related to the present paper
is the following:
Definition 1.1 ([40]). Let P be a class of Banach spaces and let T = {Tα}α∈A be a set of
metric spaces. We say that T is a set of test-spaces for P if the following two conditions are
equivalent for a Banach space X: (1) X /∈ P ; (2) The spaces {Tα}α∈A admit bilipschitz
embeddings into X with uniformly bounded distortions.
There are several known different sets of finite test-spaces for superreflexivity of Banach
spaces, including: the set of all finite binary trees (Bourgain [6], see also [32, 21]), the set
of diamond graphs, and the set of Laakso graphs (Johnson and Schechtman [20], see also
[38]). In [41, 37, 29] it was shown that these sets of test-spaces are independent in the
sense that the respective families of metric spaces do not admit bilipschitz embeddings
one into another with uniformly bounded distortions.
There are also metric characterizations of superreflexivity using only one metric test-
space. Baudier [3] proved that the infinite binary tree is such a test-space, many other
one-element test-spaces for superreflexivity were described in [41]. See [42] for a survey
on metric characterizations of superreflexivity.
The first main result of the present paper is a construction of bilipschitz embeddings
with a uniform bound on distortions of diamond graphs with arbitrary finite number
of branches into any non-superreflexive Banach space. Multibranching diamonds are a
generalization of usual (binary) diamond graphs. Their embedding properties were first
studied in [26].
Definition 1.2 (cf. [26]). For any integer k ≥ 2, we define D0,k to be the graph consisting
of two vertices joined by one edge. For any n ∈ N, if the graph Dn−1,k is already defined,
the graph Dn,k is defined as the graph obtained from Dn−1,k by replacing each edge uv
in Dn−1,k by a set of k independent paths of length 2 joining u and v. We endow Dn,k
with the shortest path distance. We call {Dn,k}∞n=0 diamond graphs of branching k, or
diamonds of branching k.
We prove
Theorem 1.3. For every ε > 0, any non-superreflexive Banach space X, and any n, k ∈
N, k ≥ 2, there exists a bilipschitz embedding of Dn,k into X with distortion at most 8+ε.
In particular, Theorem 1.3 together with the result of [20] implies that the set of all
diamond graphs of arbitrary finite branching is a set of test-spaces for superreflexivity.
To prove Theorem 1.3 we develop a novel technique of constructing low-distortion
embeddings of finite metric spaces into non-superreflexive Banach spaces. This technique,
which we consider the main contribution of the present paper, relies on the concept of
equal-sign-additive (ESA) sequences developed by Brunel and Sucheston [8, 9, 10] in their
deep study of superreflexivity. Our construction relies on ESA basic sequences and on,
now standard, use of independent random variables, to identify in any non-superreflexive
Banach space an element x with multiple well-separated (exact) metric midpoints between
x and 0, with an additional property that the selected metric midpoints between x and
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0 have a structure sufficiently similar to the element x, so that the procedure of selecting
multiple well-separated metric midpoints can be iterated the desired number of times.
The construction and the proof are presented in Section 3. We have not attempted to
find the best distortion constant in Theorem 1.3. We do not expect that 8 + ε is best
possible. In Section 2.1, we briefly recall the definitions and results from [8, 9, 10] that
we use.
It is clear that our techniques work for somewhat larger families of graphs. In partic-
ular, in Section 5 we outline a proof of an analogue of Theorem 1.3 for a set of Laakso
graphs with arbitrary finite branching (cf. Definition 5.1 and Theorem 5.2). However
in more general cases the technical details become much more complicated. We decided
to focus our attention in this paper on the construction of low-distortion embeddings
in the case of multibranching diamonds, so that the main ideas of the construction are
more transparent, and because, as we explain below, this case cannot be proved by using
previously known methods. Also, in recent years diamond graphs of high branching have
appeared naturally in different contexts, cf. [4, 26, 43].
The next main result of the present paper (Theorem 1.6) shows that the new technique
that we develop is inherently different from the known before method of constructing
metric embeddings into non-superreflexive Banach spaces (Bourgain [6] and Johnson-
Schechtman [20]). Their method is based on the following result which emerged in the
following sequence of papers: Pta´k [47], Singer [49], Pe lczyn´ski [44], James [19], Milman-
Milman [35]. Denote by ‖ · ‖1 the standard norm on `1, and by ‖ · ‖s the summing norm
on `1, that is,
‖(ai)∞i=1‖s def= sup
k
∣∣∣∣∣
k∑
i=1
ai
∣∣∣∣∣ .
It is clear that (`1, ‖ · ‖s) is a normed space, but not a Banach space.
Theorem 1.4. A Banach space X is nonreflexive if and only if the identity operator
I : (`1, ‖ · ‖1) → (`1, ‖ · ‖s) factors through X in the following sense: there are bounded
linear operators S : (`1, ‖ · ‖1) → X and T : S(`1) → (`1, ‖ · ‖s) such that I = TS.
Furthermore, if X is nonreflexive, then there is a factorization I = TS through X, as
above, such that the product ‖T‖ · ‖S‖ is bounded by a constant Π which does not depend
on X.
The following corollary is immediate:
Corollary 1.5. If a metric space M admits an embedding of distortion D into `1, such
that the distances induced by the `1 norm and the summing norm on the image of M
are C-equivalent, then M admits an embedding into an arbitrary nonreflexive space with
distortion at most D ·Π ·C. If, in addition, M is finite, then the above assumption implies
that for every ε > 0, M embeds into any non-superreflexive space with distortion at most
D · Π · C + ε.
All known results on embeddings of families of finite metric spaces into all non-
superreflexive Banach spaces with uniformly bounded distortions are based on Corol-
lary 1.5. We show that the set of all diamonds of all finite branchings does not satisfy the
assumption of Corollary 1.5, and thus the method of [6, 20] of constructing low-distortion
embeddings cannot be used to prove Theorem 1.3. To see this, first observe that the
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assumption of Corollary 1.5 is equivalent (with modified constants) to the assumption:
there exists an embedding f : M → `1 such that
∀u, v ∈M ‖f(u)− f(v)‖1 ≤ dM(u, v) < C · ‖f(u)− f(v)‖s. (1.1)
We prove the following result (see Section 4).
Theorem 1.6. For every C > 1 there exists k(C) ∈ N such that if for some k ∈ N and
every n ∈ N there exists an embedding fn : Dn,k → `1 satisfying
∀u, v ∈ Dn,k ‖fn(u)− fn(v)‖1 ≤ dDn,k(u, v) < C · ‖fn(u)− fn(v)‖s,
then k ≤ k(C).
Remark 1.7. We note that Theorem 1.6 does not exclude the possibility that ∀k ∈ N ∃C =
C(k) > 1 so that for all n ∈ N there exists an embedding from Dn,k into `1 that satisfies
condition (1.1). Theorem 1.6 only implies that if such numbers C(k) exist for all k ∈ N
then they would not be uniformly bounded.
We do not know whether such numbers C(k) exist for all k ∈ N. Johnson and Schecht-
man [20] proved that C(2) exists, but we don’t even know whether C(3) exists.
From another perspective, the results of the present paper can be viewed as a step
in a generalization of results on existence of low-distortion embeddings of finite metric
spaces into `1, to existence of such embeddings into any non-superreflexive Banach space.
Starting with seminal works [31, 1, 16], due to their numerous important applications, the
study of low-distortion metric embeddings has become a very active area of research also
in theoretical computer science, for more information we refer the reader to the books
[13, 33, 50], the surveys [17, 30], and the list of open problems [34] that has been very
important in the development of the subject.
Here we just want to mention the following, still open, well-known conjecture.
Conjecture 1.8 (Planar Conjecture). Any metric supported on a (finite) planar graph
(that is a shortest-path metric on any planar graph whose edges have arbitrary weights)
can be embedded into `1 with constant distortion.
Gupta, Newman, Rabinovich, and Sinclair say that the Planar Conjecture was a moti-
vation for their work [16]. Recall that it is well-known that planar graphs are characterized
by the condition that they do not contain the complete graph K5 nor the complete bipar-
tite graph K3,3 as a minor (H is a minor of G if it can be obtained from G via a sequence of
edge contractions, edge deletions, and vertex deletions; note that all graphs are considered
with arbitrarily assigned weights on edges); we refer to [14] for graph theory terminology
and background.
As a step towards a solution of the Planar Conjecture, Gupta, Newman, Rabinovich,
and Sinclair [16] proved that all (finite) graphs that do not contain the complete graph
K4 as a minor can be embedded into `1 with distortion at most 14. The graphs excluding
K4 as a minor are also known as series-parallel graphs. Recall, that the graph G = (V,E)
is called series-parallel with terminals s, t ∈ V if G is either a single edge (s, t), or G is
a series combination or a parallel combination of two series parallel graphs G1 and G2
with terminals s1, t1 and s2, t2. The series combination of G1 and G2 is formed by setting
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s = s1, t = t2 and identifying s2 = t1; the parallel combination is formed by identifying
s = s1 = s2, t = t1 = t2.
Gupta, Newman, Rabinovich, and Sinclair [16, p. 235] formulated the following gen-
eralization of the Planar Conjecture.
Conjecture 1.9 (Forbidden-minor embedding conjecture). For any finite set L of graphs,
there exists a constant CL < ∞ so that every metric on any graph that does not contain
any member of the set L as a minor can be embedded into `1 with distortion at most CL.
Conjectures 1.8 and 1.9 remain open despite very active work on them, cf. e.g. [11,
27, 24, 26, 25, 28, 48, 12] and their references.
Chakrabarti, Jaffe, Lee, and Vincent [11] improved the upper bound obtained in [16]
by proving that every series parallel graph can be embedded into `1 with distortion at
most 2. Lee and Raghavendra [26] proved that 2 is best possible - it is the supremum
of `1-distortions of the family of all multibranching diamonds Dn,k, for all n, k ∈ N,
with uniform weights on all edges, that is, the same family of graphs that we study in
Theorem 1.3.
Several methods of constructing low-distortion embeddings of finite metric spaces into
`1 are now available. However these methods rely on special geometric properties of `1,
and it is not known whether there exist methods applicable in other classes of Banach
spaces. In particular, Johnson and Schechtman [20, Remark 6] suggested the following
problem.
Problem 1.10. Let X be any non-superreflexive Banach space. Is it true that all series-
parallel graphs admit bilipschitz embeddings into X with uniformly bounded distortions?
Theorems 1.3 and 5.2 can be seen as a step towards a solution of Problem 1.10.
We suggest the following analogue of Conjecture 1.9.
Problem 1.11. Do there exist a non-superreflexive Banach space X and a finite graph
G such that the family of all finite graphs which exclude G as a minor is not embeddable
into X with uniformly bounded distortions?
To the best of our knowledge this problem is open.
2 Preliminaries
Throughout the paper we try to use standard terminology and notation. We refer to
[14] for graph theoretical terminology and to [39] for terminology of the theory of metric
embeddings.
In this section we recall the results of Brunel and Sucheston about equal-signs-additive
(ESA) sequences, that we will use in an essential way. In the second part of this section
we describe the notation that we will use for vertices of multi-branching diamonds.
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2.1 Equal signs additive (ESA) sequences
Our main construction relies on the following notions that were introduced by Brunel and
Sucheston in their deep study of superreflexivity.
Definition 2.1 ([9, p. 83–84], [10, p. 287-288]). Let {ei}∞i=1 be a sequence in a normed
space (X, ‖ · ‖).
(1) The norm ‖ · ‖ is called equal-signs-additive (ESA) on {ei}∞i=1 if for any finitely
non-zero sequence {ai} of real numbers such that akak+1 ≥ 0, we have∥∥∥∥∥
k−1∑
i=1
aiei + (ak + ak+1)ek +
∞∑
i=k+2
aiei
∥∥∥∥∥ =
∥∥∥∥∥
∞∑
i=1
aiei
∥∥∥∥∥ . (ESA)
(2) The norm ‖ · ‖ is called subadditive (SA) on {ei}∞i=1 if for any finitely non-zero
sequence {ai} of real numbers, we have∥∥∥∥∥
k−1∑
i=1
aiei + (ak + ak+1)ek +
∞∑
i=k+2
aiei
∥∥∥∥∥ ≤
∥∥∥∥∥
∞∑
i=1
aiei
∥∥∥∥∥ . (SA)
(3) The norm ‖ · ‖ is called invariant under spreading (IS) on {ei}∞i=1 if for any finitely
non-zero sequence {ai} of real numbers, and for any (increasing) subsequence {ki}∞i=1 in
N, we have ∥∥∥∥∥
∞∑
i=1
aiei
∥∥∥∥∥ =
∥∥∥∥∥
∞∑
i=1
aieki
∥∥∥∥∥ . (IS)
If the norm is understood, we will simply say that the sequence {ei}∞i=1 is ESA, SA,
or IS, respectively.
Brunel and Sucheston proved the following relationships between the above notions.
Lemma 2.2 ([10, Lemma 1]). A sequence is ESA if and only if it is SA, and that every
ESA sequence is also IS .
Moreover Brunel and Sucheston discovered the following deep result.
Theorem 2.3 ([9]). For each nonreflexive space X there exists a Banach space E with
an ESA basis that is finitely representable in X.
Since this theorem is not explicitly stated in [9] (and in [46, Lemma 11.33] the state-
ment is slightly different), we describe how to get it from the argument presented there.
By [47] (see also [19, 35, 44, 49]), since X is not reflexive, there exist: a sequence
{xi}∞i=1 in BX (the unit ball of X), a number 0 < θ < 1, and a sequence of functionals
{fi}∞i=1 ⊂ BX∗ , so that
fn(xk) =
{
θ if n ≤ k
0 if n > k.
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Following [8, Proposition 1] we build on the sequence {xi} the spreading model X˜ (the
term spreading model was not used in [8], it was introduced later, see [5, p. 359]). The
natural basis {ei}∞i=1 in X˜ is IS. The space X˜ is finitely representable in X, see [9, p. 83].
Now one can use the procedure described in [9, Proposition 2.2 and Lemma 2.1], and
obtain a Banach space E which is finitely representable in X˜ and has an ESA basis.
(Actually, the fact that we get a basis was not verified in [9], this was done in [10,
Proposition 1]).
2.2 Labelling of the vertices of the diamond Dn,k.
Recall that we stated the formal definition of multi-branching diamond graphs (diamonds)
Dn,k in the Introduction (Definition 1.2). In this section we describe a system of labels
for their vertices that we will use in the proof of Theorem 1.3.
First note, that there are two standard normalizations for the shortest-path metric on
diamonds: in one of them each edge has length 1, and in the other each edge of Dn,k has
length (weight) 2−n, so that the distance between the top and and the bottom vertex is
equal to 1. We shall use the 2−n normalization of diamond graphs. Observe that in this
normalization the natural embedding of Dn,k into Dn+1,k is isometric.
We will call one of the vertices of D0,k the bottom and the other the top. We define
the bottom and the top of Dn,k as vertices which evolved from the bottom and the top
of D0,k, respectively. A subdiamond of Dn,k is a subgraph which evolved from an edge
of some Dm,k for 0 ≤ m ≤ n. The top and bottom of a subdiamond of Dn,k are defined
as the vertices of the subdiamond which are the closest to the top and bottom of Dn,k,
respectively. The height of the subdiamond is the distance between its top and its bottom.
We will say that a vertex of Dn,k is at the level λ, if its distance from the bottom
vertex is equal to λ. Then Bn
def
= { t
2n
: 0 ≤ t ≤ 2n} is the set of all possible levels. For
each λ ∈ Bn we consider its dyadic expansion
λ =
s(λ)∑
α=0
λα
2α
, (2.1)
where 0 ≤ s(λ) ≤ n, λα ∈ {0, 1} for each α ∈ {0, . . . , s(λ) − 1}, and λs(λ) = 1 for all
λ 6= 0. We will use the convention s(0) = 0. Note that 1 ∈ Bn is the only value of λ ∈ Bn
with λ0 6= 0.
We will label each vertex of the diamond Dn,k by its level λ, and by an ordered s(λ)-
tuple of numbers from the set {1, . . . , k}. We will refer to this s(λ)-tuple of numbers as
the label of the branch of the vertex. We define labels inductively on the value of s(λ) of
the level λ of vertices, as follows, cf. Figure 2.1:
• s(λ) = 0: The bottom vertex is labelled v(n)0 , and the top vertex is labelled v(n)1 .
• s(λ) = 1: There are k vertices at the level 1
2
, and they are labelled by v
(n)
1
2
,j1
, where
j1 ∈ {1, . . . , k} is the label of the path in D1,k (see Definition 1.2) to which the
vertex v
(n)
1
2
,j1
belongs.
• s(λ) = l+1, where 1 ≤ l < n: Suppose that for all µ ∈ Bn with s(µ) ≤ l, all vertices
at level µ have been labelled, and let λ ∈ Bn be such that s(λ) = l + 1.
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Then λl+1 = 1, and there exist unique values κ, µ ∈ Bn with s(κ) < s(µ) = l, and
ε ∈ {1,−1} so that
λ = κ+ ε
1
2l+1
= µ− ε 1
2l+1
.
If a vertex v of the diamond Dn,k is at the level λ, then there exist a unique vertex
u at the level κ, and a unique vertex w at the level µ, so that d(u,w) = 1
2l
and
d(v, u) = d(v, w) =
1
2l+1
. (2.2)
Note also that if the vertices u at the level κ, and w at the level µ, are such
that d(u,w) = 1
2l
, then there are exactly k vertices in Dn,k satisfying (2.2). These k
vertices will be labelled by v
(n)
λ;j1,...,js(µ),js(λ)
, where js(λ) ∈ {1, . . . , k}, and (j1, . . . , js(µ))
is the label of the branch of w, i.e. w = v
(n)
µ;j1,...,js(µ)
. Note that s(λ) = s(µ) + 1.
Moreover, in the situation described above u = v
(n)
κ;j1,...,js(κ)
, where (j1, . . . , js(κ)) is an
initial segment of (j1, . . . , js(µ)).
 
Figure 2.1: Labelling of the diamond
The following observations are easy consequences of our method of labelling of vertices:
Observation 2.4. If two vertices are connected by an edge in Dn,k, then the absolute value
of the difference between their levels is equal to 2−n. In particular the distance between
two vertices that are connected by an edge is equal to the absolute value of the difference
between their levels.
The last statement is generalized in the next observation.
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Observation 2.5. For all µ, λ ∈ Bn, with s(µ) < s(λ), and for every s(λ)-tuple
(j1, . . . , js(λ)),
there exists a geodesic path in Dn,k that connects the bottom and the top vertex of Dn,k
and passes through both the vertices v
(n)
µ;j1,...,js(µ)
and v
(n)
λ;j1,...,js(λ)
. Thus
dDn,k(v
(n)
µ;j1,...,js(µ)
, v
(n)
λ;j1,...,js(λ)
) = |λ− µ|.
In particular, the distance from any vertex in any subdiamond of Dn,k to the bottom
or the top of the subdiamond is equal to the absolute value of the difference between the
corresponding levels.
Observation 2.6. For every λ ∈ Bn with λ 6= 1, and every τ ∈ {0, . . . , s(λ)}, the vertex
v = v
(n)
λ;j1,...,js(λ)
∈ Dn,k belongs to the subdiamond Στ (v) of height 2−τ uniquely determined
by its bottom and top as follows, cf. Figure 2.2:
• The bottom is a vertex at the level Rτ (λ) def=
∑τ
α=0(λα/2
α) labelled by the correspond-
ing initial segment of the label of v, namely (j1, . . . , js(Rτ (λ)))
• The top is a vertex at the level Rτ (λ) + 2−τ , labelled by the corresponding initial
segment of the label of v, namely (j1, . . . , js(Rτ (λ)+2−τ ))
The subdiamonds Στ (v) form a nested sequence in the following sense:
Σ0(v) ⊃ Σ1(v) ⊃ · · · ⊃ Σs(λ)(v),
and if λ 6= 1, then v is the bottom vertex of Σs(λ)(v).
 
Figure 2.2: Subdiamonds in Observation 2.6, cf. Example 2.7.
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Example 2.7. If λ = 1
2
+ 1
4
+ 1
16
, and v = v
(n)
λ,1,2,3,4, then bottom and top vertices of Στ (v)
are, respectively, see Figure 2.7:
– in Σ0(v): v
(n)
0 and v
(n)
1 ,
– in Σ1(v): v
(n)
1
2
,1
and v
(n)
1 ,
– in Σ2(v): v
(n)
1
2
+ 1
4
,1,2
and v
(n)
1 ,
– in Σ3(v): v
(n)
1
2
+ 1
4
,1,2
and v
(n)
1
2
+ 1
4
+ 1
8
,1,2,3
,
– in Σ4(v): v
(n)
1
2
+ 1
4
+ 1
16
,1,2,3,4
= v and v
(n)
1
2
+ 1
4
+ 1
8
,1,2,3
.
3 Embedding diamonds into spaces with an ESA basis
– Proof of Theorem 1.3
By Theorem 2.3 of Brunel and Sucheston, in order to prove Theorem 1.3 it suffices to
find, for each n, k ∈ N, a bilipschitz embedding with distortion at most 8 of Dn,k into an
arbitrary Banach space with an ESA basis. This section is devoted to a construction of
such embeddings.
Recall that a metric midpoint (or a midpoint) between points u and v in a metric space
(Y, dY ) is a point w ∈ Y so that dY (u,w) = dY (w, v) = 12dY (u, v).
We note that the diamond Dn,k has numerous midpoints between many pairs of points,
in particular there are k midpoints between the top and the bottom vertex, k midpoints
between the top and each vertex at level 1
2
, k midpoints between the bottom and each
vertex at level 1
2
, and so on. In fact the recursive construction of the diamond Dn,k can be
viewed as adding k midpoints between every pair of existing points that are connected by
an edge. For this reason, to construct an embedding of Dn,k into a Banach space X, we
need to develop a method of constructing elements in X that have multiple well-separated
metric midpoints that themselves also have multiple well-separated metric midpoints, and
so on, for several iterations. The general construction is rather technical, so we prefer to
start with the simple but, hopefully, illuminating case of n = 1. It is worth mentioning
that one can easily find a bilipschitz embedding with distortion ≤ 2 + ε of D1,k into
an arbitrary infinite-dimensional Banach space (including superreflexive spaces). The
usefulness of the construction described below is in the existence of a suitable iteration,
that leads to a low-distortion embedding of Dn,k.
3.1 Warmup: Embedding of D1,k into spaces with an ESA basis
Recall that D1,k consists of the bottom vertex, the top vertex at distance 1 from the
bottom vertex, and k midpoints between the top and the bottom, that are at distance 1
from each other.
We will work with finitely supported elements of X, whose coefficients in their basis
representations are 0 and ±1. We shall write +1 as + and −1 as −.
First we consider an element h = e1 + e2 − e3 − e4, i.e. h = (+ + − − 00 . . . ). To
simplify the notation, we omit brackets and 0’s that appear at the end of sequences of
coefficients for basis expansions of every finitely supported element in X, i.e. we write
h = + +−− .
10
Since the basis {ei}∞i=1 is ESA (recall that by Lemma 2.2, ESA is equivalent to SA,
and implies IS), we conclude that
‖h‖ = 2‖+−‖, (3.1)
and, by IS of the basis, the elements
h+ = 0 +−0, h− = +00−
are both metric midpoints between h and 0. Further, we have
‖h+ − h−‖ = ‖ −+−+‖
SA≥ ‖ −+‖ (3.1)= 1
2
‖h‖.
Thus there are two well-separated metric midpoints between h and 0. We can use
h and the ESA property of the basis to construct an element in X such that there are
M well-separated metric midpoints between this element and 0, where M is any natural
number.
Indeed, consider an element x1 equal to the sum of 2
M shifted disjoint copies of h, i.e.,
if S denotes the shift operator on the basis (Sei
def
= ei+1),
x1 =
2M−1∑
ν=0
S4ν(h)
= + +−−+ +−−+ +−−+ +−− ....+ +−−.
By IS and ESA of the basis we have
‖x1‖ = 2‖
2M−1∑
ν=0
S2ν(e1 − e2)‖
= 2‖+−+− ....+−︸ ︷︷ ︸
2M pairs
‖.
Let r1, . . . , rM denote the (natural analogues of) Rademacher functions on {0, . . . , 2M−
1}. We assume that M ≥ k and define the element mj, j = 1, . . . , k, as the sum of 2M
disjoint blocks, where each block + +−− of x1 is replaced either by 0 +−0, i.e. by h+, if
the corresponding value of rj is 1, or by +00−, i.e. by h−, if the corresponding value of
rj is −1, that is (h+ and h− are defined above)
mj =
2M−1∑
ν=0
S4ν(hrj(ν)).
Since, for all 1 ≤ j ≤M , each block of mj contains exactly one + and one −, and the
position of the + is always before −, by IS and SA of the basis we have
‖mj‖ = ‖
2M−1∑
ν=0
S4ν(e1 − e2)‖ = 1
2
‖x1‖.
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The same estimate holds for x1 − mj, and so ‖x1 − mj‖ = 12‖x1‖. Thus, for all
1 ≤ j ≤ k, the vector mj is a metric midpoint between x1 and 0.
To compute the distance between different midpoints mi and mj, we note that h+ −
h− = − + −+. Since i 6= j, for half of the values of ν, we have ri(ν) = rj(ν). For these
values of ν, the ν-th block in mi −mj is 0000. For one quarter of values of ν, we have
ri(ν) = 1, rj(ν) = −1. For these values the block is h+−h− = −+−+. For the remaining
one quarter of values of ν, we have ri(ν) = −1, rj(ν) = 1, and the block becomes +−+−.
By SA of the basis, we can replace all blocks + − +− by 0000 without increasing the
norm. Thus, by IS and SA of the basis we obtain
‖mi −mj‖ = ‖
2M−1∑
ν=0
S4ν(hri(ν) − hrj(ν))‖
≥ ‖
2M−2−1∑
ν=0
S4ν(h+ − h−)‖
= ‖
2M−1−1∑
ν=0
S2ν(−e1 + e2)‖
≥ 1
4
‖x1‖,
where the last inequality follows from the triangle inequality, since, by IS, for every N ∈ N,
‖
N−1∑
ν=0
S2ν(e1 − e2)‖ = 1
2
[
‖
N−1∑
ν=0
S2ν(e1 − e2)‖+ ‖
2N−1∑
ν=N
S2ν(e1 − e2)‖
]
≥ 1
2
‖
2N−1∑
ν=0
S2ν(e1 − e2)‖.
(3.2)
Thus the metric midpoints {mi}ki=1 between x1 and 0 are well-separated, and therefore
the embedding of the diamond D1,k into X that sends the bottom vertex to 0, the top
vertex to x1, and the k vertices at the level
1
2
of D1,k to the k midpoints {mi}ki=1, has
distortion at most 4.
The most important feature of this construction is that it can be iterated without
large increase of distortion, as we demonstrate below.
3.2 Description of the embedding of Dn,k into a space with an
ESA basis
Our next goal is to define a low-distortion embedding of Dn,k into a space X with an ESA
basis {ei}∞i=1. We want to find an element in X, that we will denote by x(n)1 , that has
at least k well-separated (exact) metric midpoints, with an additional property that the
selected k metric midpoints of x
(n)
1 have a structure sufficiently similar to the element x
(n)
1 ,
so that the procedure of selecting k good well-separated metric midpoints can be iterated
n times, cf. Remark 3.2 below. To achieve this goal we will generalize the construction
described in Section 3.1.
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We shall continue using the notation + for +1 and − for −1 (with the hope that in
each case it will be clear from the context whether we use this convention or we use +
and − to denote algebraic operations). We define the element h(n), by
h(n) =
2n∑
l=1
el −
2n+1∑
l=2n+1
el
= + · · ·+︸ ︷︷ ︸
2n
− · · ·−︸ ︷︷ ︸
2n
.
The element h(n) is supported on the interval [1, 2n+1]. We denote the support of the
positive part of h(n), that is, the interval [1, 2n], by I(n). Note that card(I(n)) = 2n.
We will denote by Refn the reflection about the center of the interval, on the interval
[1, 2n+1], that is, for j ∈ [1, 2n+1],
Refn(j)
def
= 2n+1 − j + 1.
Note that, in this notation, h(n) = 1I(n) − 1Refn(I(n)), where 1A denotes the indicator
function of the set A.
We define h
(n)
+ and h
(n)
− by
h
(n)
+ = 0 . . . 0︸ ︷︷ ︸
2n−1
+ · · ·+︸ ︷︷ ︸
2n−1
I
(n)
+
− · · ·−︸ ︷︷ ︸
2n−1
Refn(I
(n)
+ )
0 . . . 0︸ ︷︷ ︸
2n−1
,
and
h
(n)
− = + · · ·+︸ ︷︷ ︸
2n−1
I
(n)
−
0 . . . 0︸ ︷︷ ︸
2n−1
0 . . . 0︸ ︷︷ ︸
2n−1
− · · ·−︸ ︷︷ ︸
2n−1
Refn(I
(n)
− )
.
We denote the supports of the positive parts of h
(n)
+ and h
(n)
− by I
(n)
+ and I
(n)
− , respec-
tively. Note that intervals I
(n)
+ and I
(n)
− are disjoint, are contained in I
(n), card(I
(n)
+ ) =
card(I
(n)
− ) = 2
n−1, and the interval I(n)− precedes the interval I
(n)
+ , i.e. the right endpoint
of I
(n)
− is less than the left endpoint of I
(n)
+ . Moreover
h
(n)
+ = 1I(n)+
− 1
Refn(I
(n)
+ )
, h
(n)
− = 1I(n)−
− 1
Refn(I
(n)
− )
.
Clearly, h(n) = h
(n)
+ + h
(n)
− . Note that by IS and ESA of the basis, we have∥∥h(n)+ ∥∥ = ∥∥h(n)− ∥∥ = 12∥∥h(n)∥∥ = 2n−1‖e1 − e2‖.
For any 1 < α ≤ n, and εi = ±1, for 1 ≤ i ≤ α, if h(n)ε1,...,εα−1 is already de-
fined, I
(n)
ε1,...,εα−1 denotes the support of the positive part of h
(n)
ε1,...,εα−1 , and h
(n)
ε1,...,εα−1 =
1
I
(n)
ε1,...,εα−1
− 1
Refn(I
(n)
ε1,...,εα−1 )
, we define I
(n)
ε1,...,εα−1,+ to be the subinterval consisting of 2
n−α
largest coordinates of I
(n)
ε1,...,εα−1 , and we define
h
(n)
ε1,...,εα−1,+
def
= 1
I
(n)
ε1,...,εα−1,+
− 1
Refn(I
(n)
ε1,...,εα−1,+)
.
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We define I
(n)
ε1,...,εα−1,− = I
(n)
ε1,...,εα−1 \ I(n)ε1,...,εα−1,+, and
h
(n)
ε1,...,εα−1,−
def
= 1
I
(n)
ε1,...,εα−1,−
− 1
Refn(I
(n)
ε1,...,εα−1,−)
= h(n)ε1,...,εα−1 − h(n)ε1,...,εα−1,+.
Thus the supports of h
(n)
ε1,...,εα−1,+ and h
(n)
ε1,...,εα−1,− are disjoint, have the same cardinality
(= 2n−α), and their union is equal to the support of h(n)ε1,...,εα−1 . In other words, the intervals
I
(n)
ε1,...,εα−1,+ and I
(n)
ε1,...,εα−1,− are disjoint, are contained in I
(n)
ε1,...,εα−1 , the interval I
(n)
ε1,...,εα−1,−
precedes the interval I
(n)
ε1,...,εα−1,+, and
card(I
(n)
ε1,...,εα−1,+) = card(I
(n)
ε1,...,εα−1,−) =
1
2
card(I(n)ε1,...,εα−1) = 2
n−α. (3.3)
We see the following pattern
h
(n)
++ = 0 . . . . . . . . . . . . 0︸ ︷︷ ︸
2n−1
0 . . . 0︸ ︷︷ ︸
2n−2
+ · · ·+︸ ︷︷ ︸
2n−2
I
(n)
++
− · · ·−︸ ︷︷ ︸
2n−2
Refn(I
(n)
++)
0 . . . 0︸ ︷︷ ︸
2n−2
0 . . . . . . . . . . . . 0︸ ︷︷ ︸
2n−1
,
h
(n)
+− = 0 . . . . . . . . . . . . 0︸ ︷︷ ︸
2n−1
+ · · ·+︸ ︷︷ ︸
2n−2
I
(n)
+−
0 . . . 0︸ ︷︷ ︸
2n−2
0 . . . 0︸ ︷︷ ︸
2n−2
− · · ·−︸ ︷︷ ︸
2n−2
Refn(I
(n)
+−)
0 . . . . . . . . . . . . 0︸ ︷︷ ︸
2n−1
,
h
(n)
−+ = 0 . . . 0︸ ︷︷ ︸
2n−2
+ · · ·+︸ ︷︷ ︸
2n−2
I
(n)
−+
0 . . . . . . . . . . . . 0︸ ︷︷ ︸
2n−1
0 . . . . . . . . . . . . 0︸ ︷︷ ︸
2n−1
− · · ·−︸ ︷︷ ︸
2n−2
Refn(I
(n)
−+)
0 . . . 0︸ ︷︷ ︸
2n−2
,
h
(n)
−− = + · · ·+︸ ︷︷ ︸
2n−2
I
(n)
−−
0 . . . 0︸ ︷︷ ︸
2n−2
0 . . . . . . . . . . . . 0︸ ︷︷ ︸
2n−1
0 . . . . . . . . . . . . 0︸ ︷︷ ︸
2n−1
0 . . . 0︸ ︷︷ ︸
2n−2
− · · ·−︸ ︷︷ ︸
2n−2
Refn(I
(n)
−−)
,
and so on.
By IS and ESA of the basis, we have, for all α = 1, . . . , n, and all {εi}αi=1 ∈ {−1, 1}α,∥∥h(n)ε1,...,εα∥∥ = 12∥∥h(n)ε1,...,εα−1∥∥ = 12α∥∥h(n)∥∥ = 2n−α‖e1 − e2‖.
Moreover we have:
Observation 3.1. The supports of any two vectors h
(n)
ε1,...,εα and h
(n)
θ1,...,θβ
are either con-
tained one in the other or are disjoint. The support of h
(n)
ε1,...,εα is contained in the support of
h
(n)
θ1,...,θβ
if and only if the string θ1, . . . , θβ is the initial part of the string ε1, . . . , εα. In this
case the vector h
(n)
ε1,...,εα can be regarded as a coordinate-wise product h
(n)
θ1,...,θβ
·1
supp(h
(n)
ε1,...,εα
)
.
Let us emphasize that the statement above implies that h
(n)
ε1,...,εα and h
(n)
θ1,...,θβ
are dis-
jointly supported if and only if there is γ ≤ min{α, β} such that εγ = −θγ.
Finally, let P be the set of all tuples (j1, . . . , js) of all lengths between 1 and n, where
each ji is in {1, . . . , k}, that is, P is the set of all labels of branches in the diamond Dn,k.
We will denote the cardinality of P by M , that is
M
def
= card(P) = k + k2 + · · ·+ kn.
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For A ∈ P , let rA be the (natural analogues of) Rademacher functions on {0, . . . , 2M−
1}.
3.3 Definition of the map
Now we are ready to define a bilipschitz embedding of Dn,k into X. We shall denote the
image of v
(n)
λ;j1,...,js(λ)
in X by x
(n)
λ;j1,...,js(λ)
.
We define the image of the bottom vertex v
(n)
0 of Dn,k to be zero (that is, x
(n)
0 = 0),
and the image of the top vertex to be the element x
(n)
1 that is defined as the sum of 2
M
disjoint shifted copies of h(n), more precisely,
x
(n)
1 =
2M−1∑
ν=0
S2
n+1ν(h(n)),
where, as above, S denotes the shift operator (i.e. Sei
def
= ei+1).
Note that, by IS and ESA of the basis we have
‖x(n)1 ‖ = 2n
∥∥∥ 2M−1∑
ν=0
S2
n+1ν(e1 − e2)
∥∥∥ = 2n∥∥∥ 2M−1∑
ν=0
S2ν(e1 − e2)
∥∥∥. (3.4)
We will use the notation S2
n+1ν [1, 2n+1], S2
n+1νI(n), S2
n+1νI
(n)
ε1,...,εα for the shifts of the
sets [1, 2n+1], I(n), I
(n)
ε1,...,εα , respectively. We will use the term ν-th block, or block number
ν, for the restriction of any of the considered vectors to S2
n+1ν [1, 2n+1].
Remark 3.2. Our main reason for choosing this x
(n)
1 is that there are many well-separated
(exact) metric midpoints between 0 and x
(n)
1 . Namely, when in each block we replace h
(n)
by either h
(n)
+ or h
(n)
− , for all possible choices, we obtain an element in X that is a metric
midpoint between 0 and x
(n)
1 . Further, if we use the values of the Rademacher functions
at ν ∈ {0, . . . , 2M − 1}, to decide the choice of h(n)+ or h(n)− for the ν-th block, then, by
the independence of the Rademacher functions, we will be able to estimate the distance
between metric midpoints determined by different Rademacher functions, similarly as
in Section 3.1. Moreover, each midpoint obtained this way in every block has entries
structurally very similar to the elements h(n−1). This is vitally important for us, because
this structure, together with the ESA property of the basis, will allow us to iterate this
procedure n times to obtain the embedding of the diamond Dn,k. We will make this
precise below.
Since our definition of the map (on vertices different from the top and the bottom)
is rather complicated, we decided to give it both as an inductive procedure and as an
explicit formula.
3.3.1 Inductive form of the definition
Our definition of the map is such that each vector x
(n)
λ;j1,...,js(λ)
satisfies the following con-
ditions:
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1. It is a {0,+1,−1}-valued vector.
2. Its support is contained in the set
⋃2M−1
ν=0 S
2n+1ν [1, 2n+1].
3. The set P = P
(n)
λ;j1,...,js(λ)
of coordinates where the value of x
(n)
λ;j1,...,js(λ)
is equal to 1 is
contained in
⋃2M−1
ν=0 S
2n+1νI(n), and the set of coordinates with values equal to −1
is contained in the complement of
⋃2M−1
ν=0 S
2n+1νI(n).
4. The values of the element x
(n)
λ;j1,...,js(λ)
on the set2M−1⋃
ν=0
S2
n+1ν [1, 2n+1]
 \
2M−1⋃
ν=0
S2
n+1νI(n)

are uniquely determined by its values on the set
⋃2M−1
ν=0 S
2n+1νI(n).
Namely: for each j ∈ S2n+1ν([1, 2n+1] \ I(n)) the value on the j-th coordinate of
x
(n)
λ;j1,...,js(λ)
is equal to (−1) times the value on the (2n+1(ν + 1)− j + 2n+1ν + 1)-th
coordinate of x
(n)
λ;j1,...,js(λ)
(by definition, this property is clearly satisfied by x
(n)
1 ).
Intuitively this property says that the negative part of each block of x
(n)
λ;j1,...,js(λ)
can be obtained from the positive part by the composition of the negation and the
symmetric reflection about the center of the block.
That is, for each ν, if in the ν-th block P (ν)
def
= P
(n)
λ;j1,...,js(λ)
∩S2n+1νI(n) then we have
x
(n)
λ;j1,...,js(λ)
· 1S2n+1ν [1,2n+1] = 1P (ν) − 1Refn,ν(P (ν)), (3.5)
where Refn,ν is the symmetric reflection of the ν-th block about the center of the
block, that is for every j ∈ S2n+1ν [1, 2n+1], Refn,ν(j) def= 2n+1(ν + 1)− j + 2n+1ν + 1.
By the properties in items 3 and 4, the restriction of the vector x
(n)
λ;j1,...,js(λ)
to S2
n+1νI(n)
is a {0, 1}-valued vector and x(n)λ;j1,...,js(λ) is completely determined by all such restrictions.
Therefore it is enough to define the set P (ν) = P
(n)
λ;j1,...,js(λ)
∩ S2n+1νI(n), i.e. the part of
the support of x
(n)
λ;j1,...,js(λ)
that is contained in S2
n+1νI(n), for each ν ∈ {0, . . . , 2M − 1}.
For all λ ∈ Bn, (j1, . . . , js(λ)) ∈ P , and ν ∈ {0, . . . , 2M − 1}, we define the set P (ν) def=
P
(n)
λ;j1,...,js(λ)
∩ S2n+1νI(n) through the following finite inductive procedure.
We use the notation λ =
s(λ)∑
α=0
λα
2α
, for the binary decomposition of λ, and, for all α ∈
{1, . . . , s(λ)}, we denote by Jα def= (j1, . . . , jα), i.e. Jα is the initial segment of length α of
the s(λ)-tuple (j1, . . . , js(λ)) that labels the branch of the vertex v
(n)
λ;j1,...,js(λ)
.
1. (Initial Step) If λ0 = 1, we let P (ν)
def
= C0
def
= S2
n+1νI(n) and STOP.
It is clear that this happens if and only if the vertex is v
(n)
1 , λ = 1, and s(λ) = 0.
Notice that in this case we have card(P (ν)) = card(C0) = 2
nλ = 2n−0λ0.
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Otherwise, that is, if s(λ) > 0 (and λ0 = 0), we set α = 1 C0 = ∅, (note that
card(C0) = 0 = 2
n−0λ0) and go to Step 2.
2. (Inductive step) Suppose that the following are given: α ≥ 1, a set Cα−1 ⊆ S2n+1νI(n)
with card(Cα−1) =
∑α−1
i=0 2
n−iλi, and numbers ε1, . . . , εα−1 ∈ {−1, 1} such that
Cα−1 ∩ S2n+1νI(n)ε1,...,εα−1 = ∅. (3.6)
(If α = 1, we mean that I
(n)
ε1,...,εα−1 = I
(n).)
Then
(a) If λα = 1, we set
Cα
def
= Cα−1 ∪ S2n+1νI(n)ε1,...,εα−1,rJα (ν).
Note that S2
n+1νI
(n)
ε1,...,εα−1,rJα (ν)
⊆ S2n+1νI(n)ε1,...,εα−1 , and thus, by (3.6) and (3.3),
we have
card(Cα) = card(Cα−1) + 2n−α =
α∑
i=0
2n−iλi. (3.7)
i. If α = s(λ) we set P (ν) = Cα and STOP.
ii. If α < s(λ) we set εα = −rJα(ν). Since the intervals I(n)ε1,...,εα−1,+ and
I
(n)
ε1,...,εα−1,− are disjoint (see (3.3) and the paragraph immediately preceding
it), we see that, in this case, (3.6) holds when α − 1 is replaced by α.
Therefore we can go back to the beginning of the inductive step for α+ 1.
(b) If λα = 0 (and thus, necessarily, α < s(λ)) we define Cα
def
= Cα−1, and εα =
rJα(ν). Then
card(Cα) = card(Cα−1) + 2n−α · 0 =
α∑
i=0
2n−iλi,
and, since I
(n)
ε1,...,εα−1,εα ⊆ I(n)ε1,...,εα−1 , we see that also in this case, (3.6) holds
when α− 1 is replaced by α. Therefore we can go back to the beginning of the
inductive step for α + 1.
Observation 3.3. Observe that the above inductive procedure will stop precisely when
α = s(λ), and thus, by (3.7), we have
card(P (ν)) =
s(λ)∑
i=0
2n−iλi = 2nλ. (3.8)
Moreover, the inductive procedure is defined in such a way, that for every α ≤ s(λ),
we have
P (ν) ⊆ Cα ∪ S2n+1νI(n)ε1,...,εα . (3.9)
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Observation 3.4. Observe that if two vertices are joined by an edge in Dn,k, then one
of them has the form v
(n)
λ;j1,...,jn
, where λ =
∑n
α=0
λα
2α
is such that λn = 1 (i.e. s(λ) = n);
and the other vertex has the form v
(n)
µ;j1,...,js(µ)
, where |µ − λ| = 2−n, and (j1, . . . , js(µ)) is
the initial segment of the label of the branch of the vertex v
(n)
λ;j1,...,jn
.
Assume λ > µ. If we follow the definition above for these vertices we see that the
positive support of the difference x
(n)
λ;j1,...,jn
− x(n)µ;j1,...,js(µ) in the ν-th block is an interval of
length 1. The same holds in the case when λ < µ and we subtract the vectors in the
opposite order.
Therefore, by the ESA property of the basis, for endpoints of every edge in Dn,k, we
get ∥∥∥x(n)λ;j1,...,jn − x(n)µ;j1,...,js(µ)∥∥∥ = 2−n‖x(n)1 ‖
= ‖x(n)1 ‖ · dDn,k
(
v
(n)
λ;j1,...,jn
, v
(n)
µ;j1,...,js(µ)
)
.
(3.10)
Since the metric in Dn,k is the shortest path distance, the equality (3.10) implies that
for any two vertices in Dn,k we have:
‖x(n)λ;j1,...,js(λ) − x
(n)
µ;i1,...,is(µ)
‖ ≤ ‖x(n)1 ‖ · dDn,k
(
v
(n)
λ;j1,...,js(λ)
, v
(n)
µ;i1,...,is(µ)
)
. (3.11)
By (3.10) and (3.11), our map is Lipschitz with constant ‖x(n)1 ‖.
3.3.2 The formula for the map
The described above inductive procedure leads to the following formula for x
(n)
λ;j1,...,js(λ)
,
where λ /∈ {0, 1}, and λ = ∑s(λ)α=1 λα2−α is the binary representation of λ:
x
(n)
λ;j1,...,js(λ)
=
2M−1∑
ν=0
S2
n+1ν
s(λ)∑
α=1
λαh
(n)
θ(λ,j1,...,jα,ν)
 , (3.12)
where, for each α ≤ s(λ), θ(λ, j1, . . . , jα, ν) is an α-tuple of ±1’s defined by
θ(λ, j1, . . . , jα, ν)
=
(
(−1)λ1r(j1)(ν), . . . , (−1)λα−1r(j1,...,jα−1)(ν), r(j1,...,jα)(ν)
)
.
In the case when α = 1, we mean that for all λ /∈ {0, 1}, θ(λ, j1, ν) = r(j1)(ν).
Note that the α-tuples θ(λ, j1, . . . , jα, ν) are defined in such a way that whenever
λα 6= 0, and (j1, . . . , jα) is an initial segment of (j1, . . . , jα¯), then, for every ν, the elements
h
(n)
θ(λ,j1,...,jα,ν)
and h
(n)
θ(λ,j1,...,jα¯,ν)
are disjoint.
3.4 An estimate for the distortion
Since, by (3.10) and (3.11), our mapping is Lipschitz with the Lipschitz constant equal to
‖x(n)1 ‖, it remains to prove that there exists K ≤ 8, so that, for all v(n)λ;j1,...,js(λ) , v
(n)
µ;i1,...,is(µ)
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in Dn,k,
‖x(n)λ;j1,...,js(λ) − x
(n)
µ;i1,...,is(µ)
‖ ≥ ‖x
(n)
1 ‖
K
dDn,k
(
v
(n)
λ;j1,...,js(λ)
, v
(n)
µ;i1,...,is(µ)
)
, (3.13)
where λ and µ have the binary decompositions, λ =
∑s(λ)
α=0 2
−αλα, and µ =
∑s(µ)
α=0 2
−αµα,
respectively.
To estimate the distortion of the embedding we will simultaneously derive the formulas
for the distances between vertices in Dn,k, and the estimates for the distances between
their images.
First, observe that, by Observation 2.5, if v
(n)
µ is the bottom or the top vertex of the
diamond Dn,k, i.e. if µ ∈ {0, 1}, then for every vertex v(n)λ;j1,...,js(λ) , with λ 6= µ, we have
dDn,k
(
v
(n)
λ;j1,...,js(λ)
, v(n)µ
)
= |λ− µ|.
On the other hand, by Observation 3.3, by (3.4), and by IS and ESA of the basis we
get, when µ = 0,
‖x(n)λ;j1,...,js(λ) − 0‖ = 2nλ
∥∥∥ 2M−1∑
ν=0
S2
n+1ν(e1 − e2)
∥∥∥ = λ‖x(n)1 ‖
= ‖x(n)1 ‖ · dDn,k
(
v
(n)
λ;j1,...,js(λ)
, v(n)µ
)
,
(3.14)
and, when µ = 1,
‖x(n)1 − x(n)λ;j1,...,js(λ)‖ = 2n(1− λ)
∥∥∥ 2M−1∑
ν=0
S2
n+1ν(e1 − e2)
∥∥∥ = (1− λ)‖x(n)1 ‖
= ‖x(n)1 ‖ · dDn,k
(
v
(n)
λ;j1,...,js(λ)
, v(n)µ
)
.
(3.15)
Thus, when at least one of the vertices is the bottom or the top vertex of the diamond
Dn,k, inequality (3.13) holds with K = 1.
We will say that a path in Dn,k is a direct vertical path if it is a subpath of a geodesic
path that connects the bottom and the top vertex in Dn,k.
Next, suppose that distinct vertices v
(n)
λ;j1,...,js(λ)
and v
(n)
µ;i1,...,is(µ)
are connected by a direct
vertical path. Then λ 6= µ, say λ > µ. By the triangle inequality, (3.14), and (3.15) we
obtain
‖x(n)λ;j1,...,js(λ) − x
(n)
µ;i1,...,is(µ)
‖ ≥ ‖x(n)1 − x(n)0 ‖ − ‖x(n)µ;i1,...,is(µ) − x
(n)
0 ‖ − ‖x(n)1 − x(n)λ;j1,...,js(λ)‖
= ‖x(n)1 ‖ (1− µ− (1− λ))
= |λ− µ| · ‖x(n)1 ‖.
Thus, by Observation 2.5 and the upper estimate (3.11), we get
‖x(n)λ;j1,...,js(λ) − x
(n)
µ;i1,...,is(µ)
‖ = |λ− µ| · ‖x(n)1 ‖
= ‖x(n)1 ‖ · dDn,k
(
v
(n)
λ;j1,...,js(λ)
, v
(n)
µ;i1,...,is(µ)
)
.
(3.16)
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Therefore, whenever vertices v
(n)
λ;j1,...,js(λ)
and v
(n)
µ;i1,...,is(µ)
are on a direct vertical path,
then (3.13) holds with K = 1 (thus we think of our embedding as vertically isometric with
the multiplicative constant ‖x(n)1 ‖, that is every pair of vertices u, v of Dn,k connected by
a direct vertical path is mapped onto a pair of points in the space X with distance equal
to the original distance dDn,k(u, v) multiplied by the constant ‖x(n)1 ‖).
In general, we consider two different vertices v
(n)
λ;j1,...,js(λ)
and v
(n)
µ;i1,...,is(µ)
in Dn,k, with
λ, µ /∈ {0, 1}. We define the set B = {α ≤ min{s(λ), s(µ)} : iα 6= jα or λα 6= µα}, and
β =
{
minB, if B 6= ∅,
min{s(λ), s(µ)}+ 1, if B = ∅.
If B 6= ∅, we define δ to be the largest integer that does not exceed β − 1 and is such
that either λδ = µδ = 1 or δ = 0 (observe that, since λ, µ /∈ {0, 1}, we have λ0 = µ0 = 0),
and we define ω =
∑δ
α=0
λα
2α
=
∑δ
α=0
µα
2α
. We consider the vertex v
(n)
ω;j1,...,jδ
= v
(n)
ω;i1,...,iδ
, or
the vertex v
(n)
0 if ω = 0 (note that ω = 0 if and only if δ = 0).
In the remainder of this argument we will denote the vertices v
(n)
λ;j1,...,js(λ)
, v
(n)
µ;i1,...,is(µ)
,
and v
(n)
ω;j1,...,jδ
by vλ, vµ, and vω, respectively, and the corresponding images in X, by xλ,
xµ, and xω, respectively. For all ν ∈ {0, . . . , 2M}, we will also use Pλ(ν), Pµ(ν), and
Pω(ν), to denote the subsets of the ν-th block, where the coordinates of the elements xλ,
xµ, and xω, respectively, are equal to 1.
Note that vω is the vertex at the highest possible level so that there exist direct vertical
paths passing through vω and connecting the bottom of Dn,k to vλ and vµ, respectively.
In particular, vω is connected to both vλ and vµ by direct vertical paths (that are disjoint
with the exception of the vertex vω).
There are several cases to consider:
1. B = ∅.
2. B 6= ∅, iβ = jβ, and λβ 6= µβ.
3. B 6= ∅, iβ 6= jβ, and λβ = µβ = 0.
4. B 6= ∅, iβ 6= jβ, and λβ = µβ = 1.
5. B 6= ∅, iβ 6= jβ and λβ 6= µβ.
As a part of the proof below, we will analyze the geometric meaning of each case.
Case 1: B = ∅.
Since the vertices vλ and vµ are distinct, the condition B = ∅ implies that s(λ) 6= s(µ),
say s(µ) < s(λ), and (i1, . . . , is(µ)) is an initial segment of (j1, . . . , js(λ)), that is, the vertices
vµ and vλ are connected by a direct vertical path. Thus in Case 1, by (3.16), inequality
(3.13) holds with K = 1.
Case 2: B 6= ∅, iβ = jβ, and λβ 6= µβ.
Without loss of generality we may and do assume that λβ = 1 and µβ = 0. The
definitions of β and δ, together with λβ = 1 and µβ = 0, imply that then Rβ(λ) = ω+2
−β
and Rβ(µ) = ω. Thus, by Observation 2.6, vµ belongs to the subdiamond Σβ(vµ), of
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height 2−β, with the bottom at vω and the top at vω+2−β ;i1,...,iβ = vω+2−β ;j1,...,jβ . Moreover,
vλ belongs to the subdiamond Σβ(vλ) of height 2
−β whose bottom is at vω+2−β ;i1,...,iβ =
vω+2−β ;j1,...,jβ . Therefore, by Observation 2.5, we get that dDn,k(vλ, vµ) = |λ−µ|, and that
the vertices vµ and vλ are on a direct vertical path. Thus in Case 2, by (3.16), inequality
(3.13) holds with K = 1.
Case 3: B 6= ∅, iβ 6= jβ, and λβ = µβ = 0.
In this case Rβ(λ) = Rβ(µ) = ω, and, by Observation 2.6, the vertices vµ and vλ
are in two different subdiamonds of height 2−β both with the bottom at vω, and since
λβ = µβ = 0, the distance of each of them to vω is less than 2
−β, cf. Figure 3.1. Since
the smallest subdiamond that contains both vµ and vλ has height 2
−(β−1), the shortest
path joining vλ and vµ passes through vω. By Observation 2.5, the length of this path is
(λ− ω) + (µ− ω), so
dDn,k(vλ, vµ) = (λ− ω) + (µ− ω) =
s(λ)∑
α=β+1
λα
2α
+
s(µ)∑
α=β+1
µα
2α
. (3.17)
     
Figure 3.1: Subdiamonds in Case 3 and Case 4.
In Case 3, the relative position of the sets Pλ(ν) and Pµ(ν) does depend on ν or, more
precisely, on the values of r(j1,...,jβ)(ν) and r(i1,...,iβ)(ν).
We suppose, without loss of generality, that λ ≥ µ.
Let G be the set consisting of all ν’s for which r(j1,...,jβ)(ν) = −1 and r(i1,...,iβ)(ν) = 1.
Note that, by the independence of the Rademacher functions, the cardinality the set G is
equal to one fourth of the cardinality of the set of all ν’s, that is to 2M−2.
By the SA property of the basis, and since (3.5) implies that the sum of all coordinates
of xλ and of xµ in every block is equal to zero, we can replace all entries in any selected
blocks of the element xλ − xµ by zeros, without increasing the norm, in particular, we
have
‖xλ − xµ‖ =
∥∥∥ 2M−1∑
ν=0
(xλ − xµ) · 1S2n+1ν [1,2n+1]
∥∥∥
≥
∥∥∥∑
ν∈G
(xλ − xµ) · 1S2n+1ν [1,2n+1]
∥∥∥. (3.18)
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Hence we now concentrate on the form of the element xλ − xµ in the blocks whose
numbers belong to the set G. By the inductive definition of the sets Pλ(ν), Pµ(ν), and
Pω(ν), we see that, for all ν, Pω(ν) ⊆ Pµ(ν) ∩ Pλ(ν), and that for every ν ∈ G, the sets
Pµ(ν)\Pω(ν) and Pλ(ν)\Pω(ν) are disjoint. Moreover, for every ν ∈ G, since λβ = µβ = 0,
by (3.9) and the definition of G, we have
Pλ(ν) \ Pω(ν) ⊆ S2n+1νI(n)ε1,...,εβ−1,−1 and Pµ(ν) \ Pω(ν) ⊆ S2
n+1νI
(n)
ε1,...,εβ−1,1,
where, by the definition of β, the numbers ε1, . . . , εβ−1 ∈ {−1, 1} are the same for both
x
(n)
λ;j1,...,js(λ)
and x
(n)
µ;i1,...,is(µ)
.
Therefore, by (3.5), for every ν we have
(xλ − xµ) · 1S2n+1ν [1,2n+1] =(
1Pλ(ν)\Pω(ν) − 1Pµ(ν)\Pω(ν)
)
−
(
1Refn,ν(Pλ(ν)\Pω(ν)) − 1Refn,ν(Pµ(ν)\Pω(ν))
)
.
Thus, and by (3.8), if we consider the restriction of the difference xλ−xµ to the interval
S2
n+1ν [1, 2n+1] and omit all zeros, we get a vector of the following form: first it will have
2n(λ−ω) entries with values equal to +1, then it will have 2n(µ−ω) entries equal to −1,
then it will have 2n(µ− ω) entries equal to +1, and finally it will have 2n(λ− ω) entries
equal to −1:
+ · · · · · ·+︸ ︷︷ ︸
2n(λ−ω)
− · · · · · · −︸ ︷︷ ︸
2n(µ−ω)
+ · · · · · ·+︸ ︷︷ ︸
2n(µ−ω)
− · · · · · · −︸ ︷︷ ︸
2n(λ−ω)
. (3.19)
Recall that we assumed that λ ≥ µ. For each ν ∈ G, we will replace by zeros the
values on the coordinates of (xλ − xµ) in the smallest subinterval of S2n+1ν [1, 2n+1] that
contains the set (Pµ(ν) \Pω(ν))∪ Refn,ν(Pµ(ν) \Pω(ν)) (the “central” set in the diagram
(3.19)). Since the sum of all values of the coordinates of (xλ−xµ) on this interval is equal
to 0, by the SA property of the basis, this replacement does not increase the norm of the
element. Thus, by (3.18) and the ESA property of the basis, we get
‖xλ − xµ‖ ≥
∥∥∥∑
ν∈G
(xλ − xµ) · 1S2n+1ν [1,2n+1]
∥∥∥
≥
∥∥∥∑
ν∈G
(
1Pλ(ν)\Pω(ν) − 1Refn,ν(Pλ(ν)\Pω(ν))
)∥∥∥
by(3.8)
= 2n(λ− ω)
∥∥∥ 2M−2−1∑
ν=0
S2ν(e1 − e2)
∥∥∥
(∗)
≥ 1
4
(λ− ω)‖x(n)1 ‖
(∗∗)
≥ 1
8
(
(λ− ω) + (µ− ω)
)
‖x(n)1 ‖
(3.17)
=
1
8
‖x(n)1 ‖dDn,k(vλ, vµ),
where the inequality (∗) holds by (3.4), and by an application of the triangle inequality
similarly as in (3.2), and the inequality (∗∗) holds since (µ− ω) ≤ (λ− ω).
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Hence, in Case 3, (3.13) holds with K = 8.
Case 4: B 6= ∅, iβ 6= jβ, and λβ = µβ = 1.
In this case, we also have Rβ(λ) = Rβ(µ), but this common value is greater than ω.
Since λβ = µβ = 1, we have that s(Rβ(λ) + 2
−β) = s(Rβ(µ) + 2−β) < β, and thus by
Observation 2.6, the subdiamonds Σβ(vµ) and Σβ(vλ), both of height 2
−β, have the same
top vertex at the level Rβ(λ) +
1
2β
= Rβ(µ) +
1
2β
, and on the branch labelled by an initial
segment of (j1, . . . , jβ−1) = (i1, . . . , iβ−1), cf. Figure 3.1. Note that the distance from this
vertex to either vλ and vµ is smaller than or equal to 2
−β. The bottom vertices of the
subdiamonds Σβ(vµ) and Σβ(vλ) are v
(n)
Rβ(µ),j1,...,jβ
and v
(n)
Rβ(λ),i1,...,iβ
, respectively, that are
different vertices (at the same level) since iβ 6= jβ. Thus the smallest subdiamond that
contains both vµ and vλ has height 2
−(β−1). Hence there exists a shortest path joining
vλ and vµ that passes through the common top vertex of the subdiamonds Σβ(vµ) and
Σβ(vλ), that is at the level Rβ(λ) +
1
2β
= Rβ(µ) +
1
2β
, and is connected by a direct vertical
path to both vλ and vµ. By Observation 2.5, the length of this path is (Rβ(λ) +
1
2β
−λ) +
(Rβ(µ) +
1
2β
− µ), so
dDn,k(vλ, vµ) =
2
2β
− [(λ−Rβ(λ)) + (µ−Rβ(µ))]
=
 1
2β
−
s(λ)∑
α=β+1
λα
2α
+
 1
2β
−
s(µ)∑
α=β+1
µα
2α
 . (3.20)
As in Case 3, without loss of generality, we assume that λ ≥ µ, and we look first at
the set G consisting of the values of ν for which r(j1,...,jβ)(ν) = −1 and r(i1,...,iβ)(ν) = 1.
By the inductive definition of the sets Pλ(ν) and Pµ(ν), and by the definition of
β, we see that, for every ν ∈ G, the set Cβ−1 (cf. equation (3.6)), and the numbers
ε1, . . . , εβ−1 ∈ {−1, 1}, are the same for both xλ and xµ. Moreover, for every ν ∈ G, since
λβ = µβ = 1, by (3.9) and the definitions of G and Cβ, we have
Cβ(xλ) = Cβ−1 ∪ S2n+1νI(n)ε1,...,εβ−1,−1, and Cβ(xµ) = Cβ−1 ∪ S2
n+1νI
(n)
ε1,...,εβ−1,1,
Pλ(ν) \ Cβ(xλ) ⊆ S2n+1νI(n)ε1,...,εβ−1,1 ⊆ Cβ(xµ),
Pµ(ν) \ Cβ(xµ) ⊆ S2n+1νI(n)ε1,...,εβ−1,−1 ⊆ Cβ(xλ).
Therefore if we omit zeros in the block number ν, the difference xλ−xµ will be nonzero
on four intervals: it starts with 2n
(
1
2β
−∑s(µ)α=β+1 µα2α) entries with values equal to +1 (cor-
responding to the set S2
n+1νI
(n)
ε1,...,εβ−1,−1\Pµ(ν)), then it will contain 2n
(
1
2β
−∑s(λ)α=β+1 λα2α)
entries with values equal to −1 (corresponding to the set S2n+1νI(n)ε1,...,εβ−1,1 \Pλ(ν)), then it
will contain the symmetric images of the first two sets under the reflection Refn,ν , which
consist of 2n
(
1
2β
−∑s(λ)α=β+1 λα2α) entries equal to +1, and finally 2n ( 12β −∑s(µ)α=β+1 µα2α)
entries equal to −1:
+ · · · · · ·+︸ ︷︷ ︸
2n( 1
2β
−(µ−Rβ(µ)))
− · · · · · · −︸ ︷︷ ︸
2n( 1
2β
−(λ−Rβ(λ)))
+ · · · · · ·+︸ ︷︷ ︸
2n( 1
2β
−(λ−Rβ(λ)))
− · · · · · · −︸ ︷︷ ︸
2n( 1
2β
−(µ−Rβ(µ)))
.
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Recall that we assumed that λ ≥ µ. Similarly, as in Case 3, for each ν ∈ G,
we will replace by zeros the values on the coordinates of (xλ − xµ) in the smallest
subinterval of S2
n+1ν [1, 2n+1] that contains the two “central” sets above, that contain
2n
(
1
2β
−∑s(λ)α=β+1 λα2α) entries equal to −1, and the same amount of entries equal to +1.
Since the sum of all replaced values is equal to 0, by the SA property of the basis, this
replacement does not increase the norm of the element. Thus, and by (3.18), we get
‖xλ − xµ‖ ≥
∥∥∥∑
ν∈G
(xλ − xµ) · 1S2n+1ν [1,2n+1]
∥∥∥
≥ 2n
 1
2β
−
s(µ)∑
α=β+1
µα
2α
∥∥∥∑
ν∈G
S2
n+1ν(e1 − e2)
∥∥∥
(∗)
≥ 1
4
 1
2β
−
s(µ)∑
α=β+1
µα
2α
 ‖x(n)1 ‖
(∗∗)
≥ 1
8
‖x(n)1 ‖dDn,k(vλ, vµ),
where the inequality (∗) holds by (3.4), and by an application of the triangle inequality
similarly as in (3.2), and the inequality (∗∗) holds by (3.20), since µ ≤ λ.
Hence, in Case 4, (3.13) holds with K = 8.
Case 5: B 6= ∅, iβ 6= jβ and λβ 6= µβ.
Without loss of generality we assume that λβ = 1 and µβ = 0. Then λ ≥ µ and
Rβ(λ) = Rβ(µ) +
1
2β
. By the definition of β, and since µβ = 0, Rβ−1(λ) = Rβ−1(µ) =
Rβ(µ), and the subdiamonds Σβ−1(vµ) and Σβ−1(vλ) coincide, we will denote the top of
this subdiamond by t, and the bottom by b, cf. Figure 3.2.
 
Figure 3.2: Subdiamonds in Case 5.
By Observation 2.6, b is also the bottom vertex of the subdiamond Σβ(vµ), and the
top vertex of Σβ(vµ) is at the same level as the bottom vertex of the subdiamond Σβ(vλ).
Note however that since iβ 6= jβ, the top vertex of Σβ(vµ) and the bottom vertex of the
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subdiamond Σβ(vλ) cannot coincide. Therefore the shortest path between vµ and vλ has
to pass either through t or b. Thus
dDn,k(vλ, vµ) = min

s(µ)∑
α=β+1
µα
2α
+
s(λ)∑
α=β
λα
2α
,
1
2β−1
−
 s(µ)∑
α=β+1
µα
2α
+
s(λ)∑
α=β
λα
2α

= min

s(µ)∑
α=β
µα
2α
+
s(λ)∑
α=β
λα
2α
,
1
2β−1
−
s(µ)∑
α=β
µα
2α
+
s(λ)∑
α=β
λα
2α
 .
(3.21)
To estimate the distance between xλ and xµ, as in previous cases, we look at the
set G consisting of the values of ν for which r(j1,...,jβ)(ν) = −1 and r(i1,...,iβ)(ν) = 1.
Then, by the inductive definition of xµ and xλ, and by the definition of β, we obtain
that Cβ−1(xµ) = Cβ−1(xλ) ⊆ Pλ(ν) ∩ Pµ(ν), S2n+1νI(n)ε1,...,εβ−1,−1 ⊆ Pλ(ν) \ Cβ−1(xλ), and
Pµ(ν) \ Cβ−1(xµ) ⊆ S2n+1νI(n)ε1,...,εβ−1,+1. Thus
S2
n+1νI
(n)
ε1,...,εβ−1,−1 ⊆ Pλ(ν) \ Pµ(ν).
Therefore we have
‖xλ − xµ‖ ≥
∥∥∥∑
ν∈G
(xλ − xµ) · 1S2n+1ν [1,2n+1]
∥∥∥
≥ 2n 1
2β
∥∥∥∑
ν∈G
S2
n+1ν(e1 − e2)
∥∥∥
≥ 1
8
1
2β−1
‖x(n)1 ‖
by(3.21)
≥ 1
8
‖x(n)1 ‖dDn,k(vλ, vµ).
This completes the proof of Theorem 1.3.
4 The set of diamonds of all finite branchings does
not satisfy the factorization assumption (1.1) – Proof
of Theorem 1.6
The goal of this section is to prove Theorem 1.6. Our approach is the following. First
we show that if for a fixed k and all n ∈ N, the diamond graphs {Dn,k}∞n=1 can be
embedded into `1 with uniformly bounded distortions and so that the embeddings can
be factored between the summing and the `1-norm with uniformly bounded factorization
constants (see the discussion of (1.1) in the Introduction), then there exists a “vertically
almost isometric” embedding of the diamond D1,k into `1 that satisfies (1.1) with the
same factorization constant, see Lemma 4.1 for precise formulation. In some contexts
arguments of this type are called “self-improvement” arguments. Their first usage in
Banach space theory is apparently due to James [18], and in non-linear setting to Johnson
and Schechtman [20]. This argument is by now standard, Lee and Raghavendra [26,
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Lemma 4.1] prove essentially the same lemma as ours, but since their terminology is
different, we decided to enclose the following elementary proof for convenience of the
readers.
Next, we prove (Lemma 4.2) that an embedding of D1,k into `1 that satisfies (1.1)
with the factorization constant C can be further “improved” so that it resembles closely
a standard embedding of D1,2 into `1, that is, for some N ∈ N, the top vertex of D1,k
is mapped onto a vector in `N1 whose every coordinate is 1 or −1, the bottom vertex is
mapped onto 0, and all other vertices of D1,k are mapped onto elements of `
N
1 such that
their pairwise c0-distance does not exceed 1, and their pairwise summing norm distance
is at least αN , where α > 0 depends only on the factorization constant of the original
embedding, see Lemma 4.2 for the precise statement.
After reaching this point we use the Ramsey theorem to show that the number of
branches k in this situation is bounded from above by a constant that depends only on
α and not on N , see Lemma 4.3. An outline of this step is described at the beginning of
the proof of Lemma 4.3.
We use the standard notation c00 for the linear space of infinite sequences of real
numbers with finite support. We shall use the following norms on c00: the `1-norm ‖ · ‖1
and the summing norm ‖ · ‖s.
Lemma 4.1. Suppose that there exist C > 1 and k ∈ N such that for every n ∈ N there
exists an embedding fn : Dn,k → `1 satisfying
∀u, v ∈ Dn,k ‖fn(u)− fn(v)‖1 ≤ dDn,k(u, v) < C · ‖fn(u)− fn(v)‖s. (4.1)
Then for every η ∈ (0, 1) there exist nonzero elements {xi}ki=0 in `1, so that, for all
i, j ∈ {1, . . . , k} with i 6= j, we have
(1− η)
2
‖x0‖1 ≤ ‖xi‖1 ≤ (1 + η)
2
‖x0‖1, (4.2)
(1− η)
2
‖x0‖1 ≤ ‖x0 − xi‖1 ≤ (1 + η)
2
‖x0‖1, (4.3)
and
‖xi − xj‖s > 1
C
‖xi − xj‖1 ≥ 1
C2
‖x0‖1, (4.4)
Lemma 4.2. Suppose that there exist C > 1 and k ∈ N such that for every n ∈ N there
exists an embedding fn : Dn,k → `1 satisfying
∀u, v ∈ Dn,k ‖fn(u)− fn(v)‖1 ≤ dDn,k(u, v) < C · ‖fn(u)− fn(v)‖s.
Let α = 1
2C2
> 0. Then, there exist N ∈ N and elements zi =
∑∞
m=1 zimem ∈ c00, for
i ∈ {1, . . . , k}, so that
∀i ∈ {1, . . . , k} supp(zi) ⊆ {1, . . . , N}, (4.5)
∀i, j ∈ {1, . . . , k} ∀m ∈ {1, . . . , N} |zim − zjm| ≤ 1, (4.6)
∀i, j ∈ {1, . . . , k}, i 6= j, ‖zi − zj‖s ≥ αN, (4.7)
and
αN ≥ 2. (4.8)
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Lemma 4.3. For every α ∈ (0, 1), there exists a natural number k(α), so that if there
exist k,N ∈ N, and elements zi =
∑∞
m=1 zimem ∈ c00, for i ∈ {1, . . . , k}, satisfying
conditions (4.5)–(4.8), then
k ≤ k(α).
Recall that the diamond D1,k consists of (k + 2) vertices. In this section we shall use
for them notation which is different from the one used before: the bottom vertex will
be denoted by v−1, the top vertex will be denoted by v0, and the k vertices, which are
midpoints between v−1 and v0 will be denoted by {vi}ki=1. For all 1 ≤ i, j ≤ k, i 6= j the
distances between the vertices in D1,k are
1 = dD1,k(v−1, v0) = dD1,k(vi, vj) = 2dD1,k(v0, vi) = 2dD1,k(vi, v−1). (4.9)
Proof of Lemma 4.1. Let η ∈ (0, 1) be given, and let δ ∈ (0, η/5). We denote by {vni }ki=−1
the vertices of Dn,k which correspond to vertices {vi}ki=−1 in D1,k. For each n ∈ N, we
define t(n) to be the supremum of ‖fn(vn0 ) − fn(vn−1)‖1 over all bilipschitz embeddings
fn : Dn,k → `1 satisfying (4.1). The supremum is finite because dDn,k(vn0 , vn−1) = 1. Note
that for every n ∈ N, the diamond Dn+1,k contains an isometric copy of Dn,k with the
same top and bottom vertex. Thus, for every m ∈ N, t(n+ 1) ≤ t(n). Since, by (4.1) and
because ‖ · ‖s ≤ ‖ · ‖1, the sequence (t(n))n∈N is bounded below by 1/C, it is convergent.
We define
t = lim
n→∞
t(n).
Let n ∈ N be such that
t ≤ t(n) ≤ t(n− 1) ≤ (1 + δ)t.
Then there exists a bilipschitz embedding fn : Dn,k → `1, satisfying (4.1), such that
fn(v
n
−1) = 0, and
(1− δ)t ≤ (1− δ)t(n) ≤ ‖fn(vn0 )− fn(vn−1)‖1 ≤ t(n) ≤ (1 + δ)t. (4.10)
We put xj = fn(v
n
j ) for j ∈ {−1, 0, 1, . . . , k}. Note that, for every i = 1, . . . , k, the
diamond Dn,k contains two 1/2-scaled copies of the diamond Dn−1,k, with top-bottom
pairs (vn−1, v
n
i ) and (v
n
i , v
n
0 ), respectively. Since fn restricted to either of these subdiamonds
satisfies (4.1), we obtain that
‖xi‖1 ≤ 1
2
t(n− 1) ≤ 1
2
(1 + δ)t. (4.11)
‖x0 − xi‖1 ≤ 1
2
t(n− 1) ≤ 1
2
(1 + δ)t. (4.12)
Since ‖x0‖1 ≤ ‖xi‖1 + ‖x0 − xi‖1, by (4.10)–(4.12), we obtain
1
2
(1− 3δ)
(1− δ) ‖x0‖1 ≤ ‖xi‖1 ≤
1
2
(1 + δ)
(1− δ)‖x0‖1,
1
2
(1− 3δ)
(1− δ) ‖x0‖1 ≤ ‖x0 − xi‖1 ≤
1
2
(1 + δ)
(1− δ)‖x0‖1,
27
and, since δ < η
5
, we conclude that (4.2) and (4.3) are satisfied.
Further, by (4.9) and (4.1) we get that ‖x0‖1 ≤ 1, and therefore
‖xi − xj‖1 ≥ ||xi − xj||s
(4.1)
>
1
C
≥ 1
C
‖x0‖1.
Using (4.1) again we get (4.4).
Proof of Lemma 4.2. Let η = 1
2C2
> 0. By Lemma 4.1, there exist nonzero elements
{xi}ki=0 in `1 satisfying (4.2)–(4.4). Without loss of generality, we may assume that the
vector x0 ∈ `1 has finite support and rational coefficients. Thus, after rescaling (which is
applied to all vectors {xi}ki=0), we may assume that all coefficients of x0 are integers and
‖x0‖1 ≥ 4C2. (4.13)
Let p ∈ N and {am}pm=1 ⊂ Z, be such that x0 =
∑p
m=1 amem. We define b0
def
= 0, and
bm
def
= max{bm−1 + |am|, bm−1 + 1}, for each m ∈ {1, . . . , p}. Next we define an operator T
on c00 by putting for every y =
∑t
m=1 ymem ∈ c00, where t ∈ N,
T
(
t∑
m=1
ymem
)
=

t∑
m=1
 bm∑
ν=bm−1+1
ym
bm − bm−1 eν
 , if t ≤ p,
p∑
m=1
 bm∑
ν=bm−1+1
ym
bm − bm−1 eν
+ t∑
m=p+1
ymebp+m−p, if t > p.
Notice that both the `1-norm and the summing norm are equal-signs-additive (ESA)
on the unit vector basis {em}∞m=1 of c00 (see Definition 2.1). Therefore the operator T is
an isometry on c00 in both of these norms. Thus the elements {T (xi)}ki=0 in `1 also satisfy
(4.2)–(4.4).
Note that by the definition of the numbers {bm}pm=1, we have
T (x0) = T
(
p∑
m=1
amem
)
=
p∑
m=1
 bm∑
ν=bm−1+1
εmeν
 ,
where εm = sign(am), for each m ∈ {1, . . . , p} (we use the convention that sign(0) =
0).Thus all nonzero coordinates of T (x0) are equal to 1 or −1.
Thus, after applying all the above operations if necessary, we may assume without loss
of generality, that there exist nonzero elements {xi}ki=0 in `1 that satisfy (4.2)–(4.4), and
so that x0 =
∑∞
m=1 x0mem ∈ c00 and all nonzero coefficients of x0 satisfy |x0m| = 1. Let
N ∈ N be such that
‖x0‖1 =
∑
m∈supp(x0)
|x0m| = N.
For each 1 ≤ i ≤ k, we write
xi = x˙i + x¨i,
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where supp(x˙i) ⊆ supp(x0), and supp(x¨i) ∩ supp(x0) = ∅. Then
‖xi‖1 = ‖x˙i‖1 + ‖x¨i‖1,
‖x0 − xi‖1 = ‖x0 − x˙i‖1 + ‖x¨i‖1,
and thus, by summing (4.2) and (4.3), we obtain
(1 + η)‖x0‖1 ≥ ‖xi‖1 + ‖x0 − xi‖1
= ‖x˙i‖1 + ‖x¨i‖1 + ‖x0 − x˙i‖1 + ‖x¨i‖1
≥ ‖x0‖1 + 2‖x¨i‖1
Thus
‖x¨i‖1 ≤ 1
2
η‖x0‖1, (4.14)
and
‖x˙i‖1 + ‖x0 − x˙i‖1 =
∑
m∈supp(x0)
(
|xim|+ |x0m − xim|
)
≤ (1 + η)‖x0‖1.
(4.15)
For each 1 ≤ i ≤ k, we define the following sets
Ai = {m ∈ supp(x0) : (|xim| ≤ 1) ∧ (sign(xim) = sign(x0m))},
Bi = {m ∈ supp(x0) : (|xim| > 1) ∧ (sign(xim) = sign(x0m))},
Ci = {m ∈ supp(x0) : sign(xim) 6= sign(x0m)},
Di = supp(xi) \ supp(x0).
Since we use the convention that sign(0) = 0, the sets Ai, Bi, Ci are mutually disjoint,
and Ai ∪Bi ∪ Ci = supp(x0).
Note that for every m ∈ supp(x0) and every i ∈ {1, . . . , k} we have
|xim|+ |x0m − xim| =

1 if m ∈ Ai,
1 + 2(|xim| − 1) if m ∈ Bi,
1 + 2|xim| if m ∈ Ci.
Thus, by (4.15), we obtain
(1 + η)‖x0‖1 ≥
∑
m∈supp(x0)
(
|xim|+ |x0m − xim|
)
=
∑
m∈supp(x0)
1 +
∑
m∈Bi
2(|xim| − 1) +
∑
m∈Ci
2|xim|
= ‖x0‖1 + 2
[∑
m∈Bi
(|xim| − 1) +
∑
m∈Ci
|xim|
] (4.16)
Now, for 1 ≤ i ≤ k, we define elements zi =
∑∞
m=1 zimem ∈ c00, by setting
zim =

xim if m ∈ Ai,
x0m if m ∈ Bi,
0 if m /∈ Ai ∪Bi.
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Thus, for each 1 ≤ i ≤ k, supp(zi) ⊆ supp(x0). Moreover for each m ∈ supp(x0), and
each 1 ≤ i, j ≤ k, we have
|zim| ≤ 1, and |zim − zjm| ≤ 1.
Further, by (4.14) and (4.16), we obtain
‖xi − zi‖1 =
∑
m∈Bi
(|xim| − 1) +
∑
m∈Ci
|xim|+
∑
m∈Di
|xim|
≤ η‖x0‖1.
(4.17)
Thus, using (4.17), (4.2), (4.3), and (4.4), we obtain for all 1 ≤ i ≤ k,
(1− 3η)
2
‖x0‖1 ≤ ‖zi‖1 ≤ (1 + 3η)
2
‖x0‖1,
(1− 3η)
2
‖x0‖1 ≤ ‖x0 − zi‖1 ≤ (1 + 3η)
2
‖x0‖1,
and, for all 1 ≤ i, j ≤ k, i 6= j,
‖zi − zj‖s ≥
(
1
C2
− 2η
)
‖x0‖1.
Therefore, since η = 1
4C2
and α = 1
2C2
, (4.7) holds. Since, by (4.13), N = ‖x0‖1 ≥ 4C2,
we have αN ≥ 2, that is, (4.8) holds.
Finally, since for each 1 ≤ i ≤ k, supp(zi) ⊆ supp(x0), and since both the `1-norm
and the summing norm are ESA, we can “remove all the common gaps” in the supports
of x0 and {zi}ki=1 by applying appropriate shift operators (by ESA, all such shifts are
isometries in both the `1-norm and the summing norm), that is, we can assume without
loss of generality that supp(x0) = {1, . . . , N}. Thus all conditions (4.5)–(4.8) are satisfied,
which ends the proof of Lemma 4.2.
Proof of Lemma 4.3. Let α ∈ (0, 1). We will say that a natural number k satisfies prop-
erty P (α) (or k ∈ P (α)), if there exist N ∈ N, and elements zi =
∑∞
m=1 zimem ∈ `N1 , for
all i ∈ {1, . . . , k}, that satisfy conditions (4.5)–(4.8).
We fix k ∈ N so that k satisfies property P (α).
Let N = N(k) ∈ N be a corresponding natural number, and let zi =
∑∞
m=1 zimem ∈ `N1
for i ∈ {1, . . . , k} be the corresponding elements that satisfy (4.5)–(4.8) (note that these
elements may depend on the values of both k and N but since both k and N are now
fixed, and to avoid excessive subscripts, we do not reflect this fact in our notation).
For every i, j ∈ {1, . . . , k} with i 6= j, we will denote by r(i, j) the smallest integer in
{1, . . . , N} such that
αN ≤
∣∣∣ r(i,j)∑
m=1
(zim − zjm)
∣∣∣ < αN + 1, (4.18)
that is r(i, j) is the smallest index that witnesses the fact that the summing norm distance
between zi and zj is at least αN . By our assumptions (4.6) and (4.7), for every i 6= j, the
number r(i, j) exists.
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Our proof of Lemma 4.3 consists of two essential steps. First, we prove that for every
three pairwise distinct numbers i, j, l ∈ {1, . . . , k} the values of indices r(i, j), r(i, l), r(j, l)
cannot “stay together”, and at least two of them are separated by a positive distance
independent of i, j, l, see Lemma 4.4.
In the second step we prove that if, for example, for all triples 1 ≤ i < j < l ≤ k, the
maximum of r(i, j), r(i, l), r(j, l) is always attained at r(j, l), then, for all i, j, the values
of indices r(i, j) have to grow by a fixed amount with every increase of i and j. As a
consequence, we obtain that r(k − 1, k) would have to be much larger than r(1, 2), see
(4.22). Since all elements zi are in `
N
1 , we know that r(k − 1, k) ≤ N , and thus there
would be a bound on the size of k. We would obtain similar bounds if the maximum of
r(i, j), r(i, l), r(j, l) is always equal to r(i, j), or always equal to r(i, l). This leads us to a
3-coloring of triples from {1, . . . , k}, and using the Ramsey theorem we conclude that for
large k there exist large subsets of {1, . . . , k} with monochromatic triples, which leads us
to an upper bound for k.
Lemma 4.4. For every pairwise distinct triple of numbers i, j, l ∈ {1, . . . , k} we have:
max{r(i, j), r(i, l), r(j, l)} −min{r(i, j), r(i, l), r(j, l)} ≥ αN − 1
2
> 0. (4.19)
Proof. Let τ(i), τ(j) and τ(l) be the sums of the respective sequences up to the term
number r(i, j). That is, for example, τ(l) =
∑r(i,j)
m=1 zlm. Then, by the definition of r(i, j),
we have
αN ≤ |τ(i)− τ(j)| < αN + 1.
Suppose, without loss of generality, that
|τ(l)− τ(i)| ≤ |τ(l)− τ(j)|.
Then we have one the following two possibilities, cf. Figure 4.1,
|τ(l)− τ(i)| ≤ αN + 1
2
, (4.20)
or
|τ(l)− τ(i)| > αN + 1
2
, and |τ(l)− τ(j)| > 3αN + 1
2
. (4.21)
 
Figure 4.1: Intervals containing τ(l).
In the following computation we will use the convention that if a, b ∈ N, a < b, and
{ci}bi=a are real numbers, then
a∑
m=b
ci
def
= −
b∑
m=a
ci.
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Suppose first that (4.20) holds. Then, by the definition of r(i, l), and the above
convention, we have
αN ≤
∣∣∣ r(i,l)∑
m=1
(zim − zlm)
∣∣∣
≤
∣∣∣ r(i,j)∑
m=1
(zim − zlm)
∣∣∣+ ∣∣∣ r(i,l)∑
m=r(i,j)+1
(zim − zlm)
∣∣∣
≤ |τ(i)− τ(l)|+
∣∣∣ r(i,l)∑
m=r(i,j)+1
|zim − zlm|
∣∣∣
by(4.20) and (4.6)
≤ αN + 1
2
+ |r(i, j)− r(i, l)|,
and therefore |r(i, j)− r(i, l)| > αN−1
2
, so (4.19) holds in this case.
Next we suppose that (4.21) holds. Then, by the definition of r(j, l), we have
αN + 1 >
∣∣∣ r(j,l)∑
m=1
(zjm − zlm)
∣∣∣
≥
∣∣∣ r(i,j)∑
m=1
(zjm − zlm)
∣∣∣− ∣∣∣ r(j,l)∑
m=r(i,j)+1
(zjm − zlm)
∣∣∣
by(4.21) and (4.6)
≥ 3αN + 1
2
− |r(i, j)− r(j, l)|,
and therefore |r(i, j) − r(j, l)| > αN−1
2
, so (4.19) holds also in this case, which ends the
proof of Lemma 4.4.
We are now ready for the final step of the proof of Lemma 4.3 and Theorem 1.6.
For every 1 ≤ i < j < l ≤ k we define
Mijl = max{r(i, j), r(i, l), r(j, l)}.
We will color triples (i, j, l) ∈ {1, . . . , k}3 with 1 ≤ i < j < l ≤ k as
– red - if Mijl = r(j, l),
– blue - if Mijl = r(i, j), and r(i, j) > r(j, l),
– green - if Mijl = r(i, l), and r(i, l) > max{r(i, j), r(j, l)}.
We refer to [15, Section 1.2] for basic facts of Ramsey theory. By the Ramsey Theorem,
for every s ∈ N, there exists a natural number denoted R3(s, 3) ∈ N, so that for all
k ≥ R3(s, 3) the set {1, . . . , k} contains a subset B with card(B) ≥ s such that every
triple (i, j, l) ∈ B3 is of the same color.
Let s ∈ N, s ≥ 3, be such that there exists a subset B = {b1, . . . , bs}, listed in the
increasing order, of {1, . . . , k} so that every triple in B3 is of the same color. We will
consider the three possible colors separately.
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First we assume that the color of any triple in B3 is red. We show that in this case
for every q ∈ {1, . . . , s− 1} we have
∀t > q r(bq, bt) ≥ (q + 1)(αN − 1)
2
. (4.22)
We prove (4.22) by induction on q.
When q = 1, by (4.18) and (4.6), for all t > 1, we have
αN ≤
r(b1,bt)∑
m=1
|zb1m − zbtm| ≤ r(b1, bt),
so (4.22) is satisfied for q = 1.
As the Inductive Hypothesis, we assume that (4.22) holds for some q < s− 1.
By (4.19), the assumption that all triples in B are red, and the Inductive Hypothesis,
for all t > q + 1 we have
r(bq+1, bt) = Mbq ,bq+1,bt
(4.19)
≥ min{r(bq, bq+1), r(bq, bt)}+ αN − 1
2
≥ (q + 1)(αN − 1)
2
+
αN − 1
2
=
(q + 2)(αN − 1)
2
.
By induction, this ends the proof that (4.22) holds for every q ∈ {1, . . . , s− 1}.
Since zbs−1 , zbs ∈ `N1 , as a consequence of (4.22) we get
N ≥ r(bs−1, bs) ≥ s(αN − 1)
2
(4.8)
≥ sαN
4
.
Thus s ≤ ⌊ 4
α
⌋
, and, if all triples in B3 were red, we obtain that
card(B) ≤
⌊
4
α
⌋
. (4.23)
The case when all triples in B3 are blue can be considered in the same way, we just
list the elements in B in the decreasing order. Thus (4.23) is also valid in this case.
It remains to consider the case when all triples are green. In this case we prove
by induction on q ∈ {0, . . . , blog2 sc − 1} that for all t, u ∈ {1, . . . , s} with t < u and
log2 |u− t| ≥ q we have
r(bt, bu) ≥ (q + 2)
(
αN − 1
2
)
. (4.24)
By (4.18) and(4.6), for any t < u we have
αN ≤
r(bu,bt)∑
m=1
|zbum − zbtm| ≤ r(bu, bt),
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so (4.24) is satisfied for q = 0.
As the Inductive Hypothesis, we assume that (4.24) holds for some q < blog2 sc − 1.
Assume that t < u and log2 |t − u| ≥ q + 1. Let w be such that t < w < u,
log2 |t − w| ≥ q, and log2 |u − w| ≥ q. Then the assumption that the triple (bt, bw, bu) is
green, the Inductive Hypothesis, and (4.19) imply that
r(bt, bu) ≥ min{r(bt, bw), r(bw, bu)}+ αN − 1
2
≥ (q + 3)
(
αN − 1
2
)
,
which, by induction, proves (4.24).
Therefore, since zb1 , zbs ∈ `N1 , and since by (4.8), αN ≥ 2, we get
N ≥ r(b1, bs) ≥
(⌊
log2 |s− 1|
⌋
+ 2
)(αN − 1
2
)
(4.8)
≥ (log2 s)αN
4
.
Thus log2 s ≤
⌈
4
α
⌉
, and in the case when all triples in B3 are green we obtain that
card(B) ≤ 2d 4αe.
Together with (4.23), by the Ramsey theorem, this implies that
k ≤ k(α) def= R3
(
2d 4αe, 3
)
,
which ends the proof of Lemma 4.3 and Theorem 1.6 (with k(C)
def
= R3
(
2d8C
2e, 3
)
).
5 Laakso graphs
In this section we outline a proof of an analog of Theorem 1.3 for multi-branching Laakso
graphs. Recall that Johnson and Schechtman [20] proved that the set of all (binary)
Laakso graphs, is a set of test spaces for super-reflexivity. These graphs were introduced
by Lang and Plaut [23] whose construction was based on some ideas of Laakso [22]. Laakso
graphs have many similar properties with diamond graphs, but, in addition, are doubling,
that is, every ball in any of these graphs can be covered by a finite number of balls of half
the radius, and that finite number does not depend on either the graph or the radius of
the ball, see [22, 23]. Here we will consider a natural generalization of Laakso graphs to
graphs with an arbitrary finite number of branches.
Definition 5.1. (cf. [26]) For any integer k ≥ 2, we define L1,k to be a graph consisting
of k+4 vertices {s, t, s1, t1}∪{vi}ki=1 joined by the following (2k+2) edges: (s, s1), (t1, t),
and, for all i ∈ {1, . . . , k}, (s1, vi), (vi, t1). see Figure 5.1. For any integer n ≥ 2, if the
graph Ln−1,k is defined, we define the graph Ln,k as the graph obtained from Ln−1,k by
replacing each edge uv in Ln−1,k by a copy of the graph L1,k. We put uniform weights on
all edges of Ln,k, and we endow Ln,k with the shortest path distance. We call {Ln,k}∞n=0
the Laakso graphs of branching k.
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 Figure 5.1: The Laakso graph L1,k
We refer to vertex s, as the bottom, and to the vertex t, as the top of the graph Ln,k.
Similarly as in the case of the diamonds, we use the normalization of Laakso graphs so that
the distance from the top to the bottom vertex of Ln,k is equal to 1. In this normalization
Ln−1,k is embedded isometrically in Ln,k.
We have the following result, whose proof is very similar to the proof of Theorem 1.3.
We outline its proof below.
Theorem 5.2. For every ε > 0, any non-superreflexive Banach space X, and any n, k ∈
N, k ≥ 2, there exists a bilipschitz embedding of Ln,k into X with distortion at most 8 + ε.
We start with an adaptation of the construction in Section 3.1, to show an embedding
of L1,k into spaces with an ESA basis, that illustrates the pattern that will be iterated
to construct embeddings of Ln,k, for arbitrary n ∈ N. We note, that similarly as in the
case of diamonds one can easily find a bilipschitz embeddings with small distortions of
L1,k into any infinite-dimensional Banach space. As in Section 3, the usefulness of the
construction described below is in the existence of a suitable iteration, that leads to a
low-distortion embedding of Ln,k, and in building an intuition for a general embedding.
Using the same notation as before, we start from the element analogous to the element
h in Section 3.1, but with twice as many nonzero coordinates.
h(2) = + + + +−−−− .
As before, let M ≥ k and r1, . . . , rM be the (natural analogues of) Rademacher func-
tions on {1, 2, 3, . . . , 2M}. We define the image of the bottom vertex s to be 0, and the
images of the vertices t, t1, s1 as follows
xt =
2M−1∑
ν=0
S8ν(h(2)) = + + + +−−−− ......+ + + +−−−−,
xt1 =
2M−1∑
ν=0
S8ν(h
(2)
−− + h
(2)
+− + h
(2)
++) = +0 + +−−0− ......+ 0 + +−−0−,
xs1 =
2M−1∑
ν=0
S8ν(h
(2)
−−) = +000000− ......+ 000000− .
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For every i ∈ {1, . . . , k}, the images of the vertices vi, are defined to be
xvi =
2M−1∑
ν=0
S8ν(h
(2)
−− + h
(2)
+,ri(ν)
).
Thus we define the embedding so that the independent random selection of elements
in the middle, which mimics the properties of the embedding in Section 3.1, occurs on
the supports of shifted copies of h
(2)
+ .
By IS and ESA of the basis we have
‖xt‖ = 4
∥∥∥∥∥∥
2M−1∑
ν=0
S2ν(e1 − e2)
∥∥∥∥∥∥ = 4‖+−+− ....+−︸ ︷︷ ︸
2M pairs
‖,
‖xt1‖ = ‖xt − xs1‖ = 3
∥∥∥∥∥∥
2M−1∑
ν=0
S2ν(e1 − e2)
∥∥∥∥∥∥ = 34‖xt‖,
‖xvi‖ = ‖xt1 − xs1‖ = ‖xt − xvi‖ = 2
∥∥∥∥∥∥
2M−1∑
ν=0
S2ν(e1 − e2)
∥∥∥∥∥∥ = 24‖xt‖,
‖xs1‖ = ‖xt − xt1‖ = ‖xt1 − xvi‖ = ‖xvi − xs1‖ =
∥∥∥∥∥∥
2M−1∑
ν=0
S2ν(e1 − e2)
∥∥∥∥∥∥ = 14‖xt‖.
Moreover, as in Section 3.1, we observe that when i 6= j, for one quarter of the values
of ν, we have ri(ν) = 1, rj(ν) = −1. By SA, without increasing the norm, we can replace
all the remaining blocks by zeros, and we obtain
‖xvi − xvj‖ = ‖
2M−1∑
ν=0
S8ν(h
(2)
+,ri(ν)
− h(2)+,rj(ν))‖ ≥ ‖
2M−2−1∑
ν=0
S8ν(h
(2)
+,+ − h(2)+,−)‖
= ‖
2M−1−1∑
ν=0
S2ν(−e1 + e2)‖ ≥ 1
8
‖xt‖.
Thus, as in Section 3.1, we obtained an embedding of L1,k with distortion ≤ 4. As
before, the most important feature of this construction is that it can be iterated without
large increase of distortion, as we outline below.
To describe an embedding of Ln,k for any n, k ∈ N, we develop a method of labelling
the vertices of Ln,k, similar to that in Section 2.2.
We will say that a vertex of Ln,k is at the level λ, if its distance from the bottom
vertex is equal to λ. Then Tn
def
= { t
4n
: 0 ≤ t ≤ 4n} is the set of all possible levels. For
each λ ∈ Tn we consider its tetradic expansion
λ =
t(λ)∑
α=0
λα
4α
, (5.1)
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where 0 ≤ t(λ) ≤ n, λα ∈ {0, 1, 2, 3} for each α ∈ {0, . . . , t(λ)}, and λt(λ) 6= 0 for all
λ 6= 0. We will use the convention t(0) = 0. Note that 1 ∈ Tn is the only value of λ ∈ Tn
with λ0 6= 0.
As in diamonds, we will say that a path in Ln,k is a direct vertical path if it is a subpath
of a geodesic path that connects the bottom and the top vertex in Ln,k.
We will say that a vertex v ∈ Ln,k is directly above a vertex u ∈ Ln,k if there exists a
direct vertical path that passes through both vertices v and u, and the level of v is greater
then the level of u. We define similarly the notion that v is directly below a vertex w, and
we say that a vertex v is between vertices u and w, if v is directly below one of them and
directly above the other.
Remark 5.3. We note here that the Laakso graphs Ln,k have the following uniqueness
property: If v ∈ Ln,k is at the level λ with 0 < t(λ) ≤ n, then there exists a unique vertex
in Ln,k, that we will denote by v
+, so that
dLn,k(v, v
+) =
4− λt(λ)
4t(λ)
,
and every geodesic path in Ln,k that connects v and the top of the graph Ln,k has to pass
through v+. Note that v+ is at the level
λ+
def
= λ+
4− λt(λ)
4t(λ)
,
and t(λ+) < t(λ). Observe that there are many distinct vertices v, u in Ln,k, even with v
and u at different levels, so that v+ = u+, cf. Figure 5.2.
Similarly, there exists a unique vertex v− ∈ Ln,k, so that
dLn,k(v, v
−) =
λt(λ)
4t(λ)
,
and every geodesic path in Ln,k that connects v and the bottom of the graph Ln,k has to
pass through v−. Note that v− is at the level
λ−
def
= λ− λt(λ)
4t(λ)
,
and t(λ−) < t(λ).
The property that every vertex v has the unique vertices v+ and v− defined above
is crucial for our construction of an embedding of Ln,k. Note that diamonds Dn,k have
a similar uniqueness property, cf. Observation 2.6. It is possible that our construction
may be adapted for every family of series parallel graphs that posses such a uniqueness
property, but we have not checked this carefully.
We will label each vertex v of the graph Ln,k by its level λ, and by an ordered γ-tuple
J = J(v) of numbers from the set {1, . . . , k}, where γ ∈ {0, . . . , n}, v = v(n)λ,J (we do
allow J = ∅). We call J the label of the branch of the vertex v. We will define labels J
inductively on the value of t(λ) of the level λ of the vertex, so that for every vertex v
at the level λ the length of the label J(v) is smaller than or equal to t(λ), and with the
property that two vertices u, v are connected by a direct vertical path if and only if either
J(v) = J(u), or one of them is an initial segment of the other (the higher vertex does not
necessarily have a longer label). The inductive procedure is as follows, cf. Figure 5.2:
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 Figure 5.2: The labels of the Laakso graph L2,k (with a small part of L3,k)
• t(λ) = 0: The bottom vertex is labelled v(n)0 , and the top vertex is labelled v(n)1 .
• t(λ) = 1: There are two possibilities:
(i) λ = 1
4
or λ = 3
4
: at this level there is one vertex, to which we assign J = ∅.
(ii) λ = 2
4
: at this level there are k vertices, to each of which we assign J = (j), for
each vertex a different value of j ∈ {1, . . . , k},
• t(λ) = t+ 1, where 1 ≤ t < n, and for all µ ∈ Tn with t(µ) ≤ t, all vertices at level
µ have been labelled.
Since t(λ) = t+ 1, λt+1 6= 0. We consider vertices v− and v+ defined in Remark 5.3.
Then v is between v− and v+, also t(λ−) ≤ t and t(λ+) ≤ t. Thus both vertices v−,
v+ already have labels J(v−), J(v+), respectively, and either J(v−) = J(v+), or one
of them is an initial segment of the other. Denote by JF a longer of the two labels
J(v−), J(v+). Now we consider two possibilities:
(i) if λt+1 = 1 or λt+1 = 3, then we assign to the branch of v the label J
F,
(ii) if λt+1 = 2, then we assign to the branch of v the label whose initial segment is
JF, which is followed by one of the numbers j ∈ {1, . . . , k}, thus the length of the
label is increased by 1 compared to JF.
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Note that the set of all possible labels of branches is equal to {∅} ∪P , where P is the
set of all tuples (j1, . . . , js) of all lengths between 1 and n, with ji is in {1, . . . , k}. Recall
that M
def
= card(P) = k + k2 + · · ·+ kn.
Now we are ready to define a bilipschitz embedding of Ln,k into a Banach space X
with an ESA basis. We shall denote the image of v
(n)
λ;J in X by x
(n)
λ;J , and we use the same
notation as in Section 3.2.
We define the image of the bottom vertex v
(n)
0 of Ln,k to be zero (that is, x
(n)
0 = 0),
and the image of the top vertex to be the element x
(n)
1 that is defined as the sum of 2
M
disjoint shifted copies of h(2n), that is,
x
(n)
1 =
2M−1∑
ν=0
S2
2n+1ν(h(2n)). (5.2)
Note that, by IS and ESA of the basis we have
‖x(n)1 ‖ = 4n
∥∥∥ 2M−1∑
ν=0
S2
2n+1ν(e1 − e2)
∥∥∥ = 4n∥∥∥ 2M−1∑
ν=0
S2ν(e1 − e2)
∥∥∥.
Next we describe an inductive process to define elements x
(n)
λ,J for all vertices v
(n)
λ,J ∈ Ln,k.
Note that in Section 3.3.1 the definition of the image of a vertex in Dn,k was obtained
in several steps, through an inductive procedure that used the dyadic representation of
the level of the vertex in Dn,k and the label of the branch, and did not explicitly use
images of any other vertices in the diamond.
In the inductive procedure described below, the induction is also on the level of the
vertex (or, more precisely, on the length of the tetradic representation of the level of the
vertex), but it depends on the images of other elements in the graph Ln,k whose levels
have shorter tetradic representations, and the label of the branch of the vertex is not used
explicitly.
The structure of elements x
(n)
λ,J will be similar to the images of vertices under the
embedding of the diamonds into X, that is, x
(n)
λ,J also will be composed of 2
M blocks, and
each block is a finite sum of disjointly supported elements of the form S2
2n+1νh
(2n)
ε , where
ε is a γ-tuple of ±1, for some γ ∈ {0, 1, . . . , 2n}, where the tuples ε may depend on the
number of the block ν. Recall that by definition h
(2n)
ε is {0,±1}-valued, its support is
contained in [1, 22n+1], symmetric about the center of this interval, and coordinates of
h
(2n)
ε are equal to +1 on the first half of the support, and to −1 on the second half of
the support. Thus, similarly as in Section 3.3.1, each element S2
2n+1νh
(2n)
ε is uniquely
determined by the portion of its support contained in the interval S2
2n+1νI(2n), and since
we are summing disjointly supported elements of this form, it is enough to describe the
sets P (v
(n)
λ,J , ν)
def
= P (v
(n)
λ,J) ∩ S2
2n+1νI(2n), for each ν ∈ {0, . . . , 2M}, where P (v(n)λ,J) ⊂ N is
the set where x
(n)
λ,J is equal to 1. Recall, that for any tuple ε, we denoted by I
(2n)
ε the part
of the support of h
(2n)
ε where the values of the coordinates of h
(2n)
ε are equal to +1, and
that I
(2n)
ε ⊆ I(2n).
Next we will define inductively the sets P (v, ν) ⊆ I(2n) so that for every v = v(n)λ,J ∈ Ln,k,
and every ν ∈ {0, . . . , 2M − 1},
card(P (v
(n)
λ,J , ν)) = 4
nλ, (5.3)
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and with the property that if the vertex v is directly above the vertex u ∈ Ln,k, then
P (v, ν) = P (u, ν) ∪ S22n+1ν
(⋃
ε∈A
I(2n)ε )
)
, (5.4)
for some subset A = A(v, u, ν) of the set H of all ±1-valued tuples of all lengths between
0 and 2n uniquely determined by the following conditions:
(C1) if the tuples ε and δ are in A, then the sets I
(2n)
ε and I
(2n)
δ are disjoint,
(C2) if a tuple ε ∈ A, then I(2n)ε is disjoint with the set P (u, ν),
(C3) for every ε ∈ H, at most one of the tuples (ε,+) and (ε,−) can belong to A, that
is, if
S2
2n+1ν
(
I
(2n)
ε,+ ∪ I(2n)ε,−
)
= S2
2n+1ν
(
I(2n)ε
) ⊆ P (v, ν) \ P (u, ν),
then ε ∈ A, and (ε,+) 6∈ A, (ε,−) 6∈ A; that is the set A has the smallest possible
cardinality,
(C4) if there exists a vertex w ∈ Ln,k, so that v = w+ and u = w−, then the set A
consists of exactly one tuple which we will denote by ε(w−, w+, ν), i.e. for every
w ∈ Ln,k, if w is neither the top nor the bottom of Ln,k, then there exists a tuple
ε(w−, w+, ν) ∈ H so that I(2n)ε(w−,w+,ν) is disjoint with P (w−, ν), and
P (w+, ν) = P (w−, ν) ∪ S22n+1ν
(
I
(2n)
ε(w−,w+,ν)
)
.
The induction is on the value of t(λ) of the level λ that is represented in the form
(5.1).
1. t(λ) = 0
(i) If λ0 = 1, for every ν, we let P (v, ν)
def
= S2
2n+1νI(2n).
It is clear that this happens if and only if λ = 1 and the vertex is v
(n)
1 . Notice
that this agrees with the formula (5.2). In this case we have card(P (v
(n)
1 , ν)) =
card(I(2n)) = 4n = 4nλ, so (5.3) and (5.4) are satisfied.
(ii) If λ0 = 0, we let P (v, ν)
def
= S2
2n+1ν∅ = ∅.
It is clear that this happens if and only if λ = 0 and the vertex is v
(n)
0 . This agrees
with the condition that x
(n)
0 = 0, and (5.3) and (5.4) clearly hold.
It is clear that conditions (C1)-(C3) are satisfied in both cases (i) and (ii). Moreover,
we agree that h(2n) = h
(2n)
∅ , so the condition (C4) holds for every w ∈ Ln,k with
w− = v(n)0 and w
+ = v
(n)
1 , that is for every w ∈ Ln,k at the level α with t(α) = 1.
2. t(λ) = t+ 1
Suppose that for all µ ∈ Tn with t(µ) ≤ t, for all ν, and all vertices u = v(n)µ,J(u) the
sets P (u, ν) are defined in such a way that the conditions (5.3), (5.4), and (C1)-(C3)
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are satisfied, and the condition (C4) holds for every w ∈ Ln,k at the level α with
t(α) ≤ t.
Let v = vλ,J = v
(n)
λ,J ∈ Ln,k, t(λ) = t + 1, and let λ−, λ+, v−, v+ be defined as in
Remark 5.3. Since t(λ−) ≤ t and t(λ+) ≤ t, by (C4), for every ν, there exists a
tuple ε(v, ν) ∈ H so that I(2n)ε(v−,v+,ν) is disjoint with the set P (v−, ν), and
P (v+, ν) = P (v−, ν) ∪ S22n+1ν
(
I
(2n)
ε(v−,v+,ν)
)
.
Moreover, by (5.3), we have
card
(
I
(2n)
ε(v−,v+,ν)
)
= card(P (v+, ν))− card(P (v−, ν))
= 4n(λ+ − λ−) = 4n−t
(5.5)
We define the set P (v, ν) depending on the value of λt+1, as follows:
(i) If λt+1 = 1, we define for all values of ν,
P (v
(n)
λ,J , ν)
def
= P (v−, ν) ∪ S22n+1ν
(
I
(2n)
ε(v−,v+,ν),−,rJ (ν)
)
,
where, as in Section 3, for J ∈ P , rJ denotes the (natural analogue of) Rademacher
function on {0, . . . , 2M − 1}, and r∅(ν) def= +1 for all ν ∈ {0, . . . , 2M − 1}.
Thus, in this case, A(v
(n)
λ,J , v
−, ν) = {(ε(v−, v+, ν),−1, rJ(ν))}, and
P (v+, ν) = P (v
(n)
λ,J , ν) ∪ S2
2n+1ν
(
I
(2n)
ε(v−,v+,ν) \ I(2n)ε(v−,v+,ν),−,rJ (ν)
)
= P (v
(n)
λ,J , ν) ∪ S2
2n+1ν
(
I
(2n)
ε(v−,v+,ν),−,−rJ (ν) ∪ I
(2n)
ε(v−,v+,ν),+
)
,
which implies that
A(v+, v
(n)
λ,J , ν) = {(ε(v−, v+, ν),−1,−rJ(ν)), (ε(v−, v+, ν),+1)}.
(ii) If λt+1 = 2, we define
P (v
(n)
λ,J , ν)
def
= P (v−, ν) ∪ S22n+1ν
(
I
(2n)
ε(v−,v+,ν),−,r
JF (ν)
∪ I(2n)ε(v−,v+,ν),+,rJ (ν)
)
,
where JF is the initial segment of J of length one less than the length of J , that is,
by the definition of labelling, JF is the longer of the labels J(v−) and J(v+) (note
that JF is also the label of the branch of the vertex on the level λ − 1
4t+1
that is
directly below v, which is the vertex that we discussed in item (i)).
Similarly as in case (i), we obtain
P (v+, ν) = P (v
(n)
λ,J , ν) ∪ S2
2n+1ν
(
I
(2n)
ε(v−,v+,ν) \
(
I
(2n)
ε(v−,v+,ν),−,r
JF (ν)
∪ I(2n)ε(v−,v+,ν),+,rJ (ν)
))
= P (v
(n)
λ,J , ν) ∪ S2
2n+1ν
(
I
(2n)
ε(v−,v+,ν),−,−r
JF (ν)
∪ I(2n)ε(v−,v+,ν),+,−rJ (ν))
)
.
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Thus
A(v
(n)
λ,J , v
−, ν) = {(ε(v−, v+, ν),−1, rJF(ν)), (ε(v−, v+, ν),+1, rJ(ν))},
A(v+, v
(n)
λ,J , ν) = {(ε(v−, v+, ν),−1,−rJF(ν)), (ε(v−, v+, ν),+1,−rJ(ν))}.
(iii) If λt+1 = 3, we define for all values of ν,
P (v
(n)
λ,J , ν)
def
= P (v−, ν) ∪ S22n+1ν
(
I
(2n)
ε(v−,v+,ν),−,rJ (ν) ∪ I
(2n)
ε(v−,v+,ν),+
)
.
We note that when λt+1 = 3, then the label J of the branch of the vertex v is the
same as the label of the branch of the vertex on the level λ − 2
4t+1
that is directly
below v.
Similarly as in previous cases, we obtain
P (v+, ν) = P (v
(n)
λ,J , ν) ∪ S2
2n+1ν
(
I
(2n)
ε(v−,v+,ν) \
(
I
(2n)
ε(v−,v+,ν),−,rJ (ν) ∪ I
(2n)
ε(v−,v+,ν),+
))
= P (v
(n)
λ,J , ν) ∪ S2
2n+1ν
(
I
(2n)
ε(v−,v+,ν),−,−rJ (ν)
)
.
Thus
A(v
(n)
λ,J , v
−, ν) = {(ε(v−, v+, ν),−1, rJ(ν)), (ε(v−, v+, ν),+1)},
A(v+, v
(n)
λ,J , ν) = {(ε(v−, v+, ν),−1,−rJ(ν))}.
Since for all δ1, δ2 ∈ {±1} and all ε ∈ H, we have I(2n)ε,δ1,δ2 ⊆ I
(2n)
ε,δ1
⊆ I(2n)ε , in all cases
(i)-(iii), each of the sets A(v
(n)
λ,J , v
−, ν) and A(v+, v(n)λ,J , ν) satisfies the conditions (C1)-
(C3). Thus (5.4) is satisfied for both pairs of vertices (v
(n)
λ,J , v
−) and (v+, v(n)λ,J), and
by the Inductive Hypothesis and Remark 5.3, (5.4) and (C1)-(C3) hold also for all
other pairs of vertices.
It is also clear from the above definitions and the Inductive Hypothesis that the
condition (C4) will hold for all vertices w that are directly between v− and v+ and
such that w is at the level α with t(α) ≤ t+ 2.
Moreover, by (3.3), for all δ1, δ2 ∈ {±1} and all ε ∈ H, we have
card
(
I
(2n)
ε,δ1
)
=
1
2
card
(
I(2n)ε
)
card
(
I
(2n)
ε,δ1,δ2
)
=
1
4
card
(
I(2n)ε
)
.
Thus, by (5.5), in each of the cases (i)-(iii) we have
card(P (v
(n)
λ,J , ν)) = card(P (v
−, ν)) +
λt+1
4
= 4n
(
λ− +
λt+1
4t+1
)
= 4nλ,
and
card(P (v+, ν)) = card(P (v
(n)
λ,J , ν)) +
4− λt+1
4
= 4n
(
λ+
4− λt+1
4t+1
)
= 4nλ+.
Thus (5.3) holds for both pairs of vertices (v
(n)
λ,J , v
−) and (v+, v(n)λ,J). By the Inductive
Hypothesis and Remark 5.3, (5.3) holds for all pairs of vertices that include the new
vertex v
(n)
λ,J .
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Note that it follows from (5.4) and from the ESA property of the basis that the
embedding defined by this inductive procedure maps endpoints of any direct vertical path
in Ln,k to points in X that are at the distance equal to ‖x(n)1 ‖ times the distance between
the original points. Thus, similarly as in the case of diamonds, our embedding of Laakso
graphs is vertically isometric with the multiplicative constant ‖x(n)1 ‖. In particular, this
implies that this embedding is Lipschitz with the Lipschitz constant equal to ‖x(n)1 ‖.
To prove that this embedding satisfies the co-Lipschitz estimate, it remains to estimate
from below the distances between images of vertices u, v that do not lie on a direct vertical
path in Ln,k. Note that then every geodesic path ℘ that connects u and v passes through
a vertex w that splits the path ℘ into two subpaths, each of which is a direct vertical path.
Thus both pairs of vertices (u,w) and (v, w) are connected by a direct vertical path,
dLn,k(u, v) = dLn,k(u,w) + dLn,k(w, v), (5.6)
and w is either directly below both u and v, or w is directly above both u and v.
We will denote the levels of vertices u, v, w, by µ, λ, ω, respectively, and the lengths
of labels J(u), J(v), J(w) of their branches, by l(u), l(v), l(w) ∈ {0, 1, . . . , n}, respec-
tively. We denote J(u) = (i1, . . . , il(u)) if l(u) > 0 (if l(u) = 0, J(u) = ∅), and
J(v) = (j1, . . . , jl(v)) if l(u) > 0 (if l(v) = 0, J(v) = ∅).
We outline the proof in the case when w is directly below both u and v (the other case
is very similar).
In this case ω < λ and ω < µ. Note also that w belongs to a direct vertical path
that connects the bottom v
(n)
0 of the Laakso graph Ln,k with u and to a direct vertical
path that connects v
(n)
0 with v, and the vertex w has the highest possible level among all
common vertices of these two direct vertical paths. By Definition 5.1, cf. Figure 5.2, this
maximality property implies that
ωt(ω) = 1,
when the level ω of the vertex w is represented in its tetradic expansion ω =
∑t(ω)
α=0
ωα
4α
, cf.
(5.1). Moreover, since u is neither directly above nor directly below v, and by maximality
of the level of w, none of the vertices u, v can be equal to or be directly above the vertex
w˜ that is directly above w at the level ω + 2
4t(ω)
, cf. Figure 5.3. Hence the levels of both
u and v have to be strictly smaller than ω + 2
4t(ω)
, and since there exists a geodesic path
that connects u and v and passes through the vertex w at the level ω, at least one of the
levels of u and v cannot exceed ω + 1
4t(ω)
.
Before obtaining a lower estimate on the distance between images of u and v, we need
to also look at the structure of the labels of branches of u, v,and w. Notice that the label
J(w) is the largest common initial segment of labels J(u) and J(v). Thus l(u), l(v) are
both greater than or equal to l(w) + 1 ≥ 1, (i1, . . . , il(w)) = (j1, . . . , jl(w)) = J(w), where,
if l(w) = 0 then J(w) = ∅, and
il(w)+1 6= jl(w)+1.
We denote J(u)
def
= (i1, . . . , il(w)+1), J
(v)
def
= (j1, . . . , jl(w)+1), wu
def
= v
(n)
ω+ 1
2t(ω)
,J(u), and
wv
def
= v
(n)
ω+ 1
2t(ω)
,J(v), cf. Figure 5.3. Note that
w− = w−u = w
−
v and w
+ = w+u = w
+
v .
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 Figure 5.3: Sample positions of vertices u, v, w, wu, wv, w˜, w
−, w+.
Recall that, by (C4), for all ν ∈ {0, . . . , 2M −1}, there exists a tuple ε(w−, w+, ν) ∈ H
so that I
(2n)
ε(w−,w+,ν) is disjoint with P (w
−, ν), and
P (w+, ν) = P (w−, ν) ∪ S22n+1ν
(
I
(2n)
ε(w−,w+,ν)
)
.
By the definition of our embedding we have, for all ν ∈ {0, . . . , 2M − 1},
P (wu, ν) = P (w, ν) ∪ S22n+1ν
(
I
(2n)
ε(w−,w+,ν),+,r
J(u)(ν)
)
, (5.7)
P (wv, ν) = P (w, ν) ∪ S22n+1ν
(
I
(2n)
ε(w−,w+,ν),+,r
J(v)(ν)
)
. (5.8)
We are now ready to obtain our estimates. Without loss of generality we assume that
µ ≤ λ, and we denote by x, y and z the images of u, v, and w, respectively. We proceed
similarly as in Section 3.4.
Let G be the set consisting of all ν’s for which rJ(v)(ν) = −1 and rJ(u)(ν) = 1. Since
both tuples J(v) and J(u) are nonempty and different from each other, by independence
of the Rademacher functions, the cardinality the set G is equal to one fourth of the
cardinality of the set of all ν’s, that is to 2M−2.
We first consider the situation similar to Case 3 in Section 3.4, that is we suppose that
both
λ, µ ≤ ω + 1
4t(ω)
.
In this situation, by (5.4), (5.7), and (5.8), for all ν ∈ {0, . . . , 2M −1}, the intersection
of the support of y − x with S22n+1νI(2n) is contained in the set
S2
2n+1ν
(
I
(2n)
ε(w−,w+,ν),+,r
J(v)(ν)
)
∪ S22n+1ν
(
I
(2n)
ε(w−,w+,ν),+,r
J(u)(ν)
)
,
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and, the coordinates of y − x are non-negative on the first portion of this set, and non-
positive on the second portion of this set. By (5.3), exactly 4n(λ−ω) coordinates of y−x
are non-zero on the first portion of the set, and exactly 4n(µ−ω) coordinates of y−x are
non-zero on the second portion. Thus, for all ν ∈ G, if we consider the restriction of the
difference y − x to the interval S22n+1ν [1, 22n+1] and omit all zeros, we get a vector of the
following form: first it will have 4n(λ − ω) entries with values equal to +1, then it will
have 4n(µ− ω) entries equal to −1, then it will have 4n(µ− ω) entries equal to +1, and
finally it will have 4n(λ− ω) entries equal to −1:
+ · · · · · ·+︸ ︷︷ ︸
4n(λ−ω)
− · · · · · · −︸ ︷︷ ︸
4n(µ−ω)
+ · · · · · ·+︸ ︷︷ ︸
4n(µ−ω)
− · · · · · · −︸ ︷︷ ︸
4n(λ−ω)
.
As in Case 3 in Section 3.4, we replace by zeros all entries of y−x in all blocks ν 6∈ G,
and for each ν ∈ G, we will replace by zeros the values on the coordinates of y− x in the
“central” set in the ν-th block. By the SA property of the basis, this replacement does
not increase the norm of the element. Thus, by the ESA property of the basis, (5.6), and
a computation very similar to the one at the end of Case 3 in Section 3.4 we get that
‖y − x‖ ≥ 1
8
‖x(n)1 ‖dLn,k(v, u).
Next we first consider the situation similar to Case 5 in Section 3.4, that is we suppose
that
µ ≤ ω + 1
4t(ω)
< λ. (5.9)
Note that since there exists a geodesic path from u to v that passes through the vertex
w on the level ω ≤ µ < λ, we have, cf. Figure 5.3,
dLn,k(u, v) = (µ− ω) + (λ− ω) ≤ dLn,k(u, w˜) + dLn,k(w˜, v)
=
(
(ω +
2
4t(ω)
)− µ
)
+
(
(ω +
2
4t(ω)
)− λ
)
,
and thus
dLn,k(u, v) = (µ− ω) + (λ− ω) ≤
2
4t(ω)
. (5.10)
Moreover, when (5.9) holds, the vertex v is directly above wv, and by the definition of
our embedding we have, for all ν ∈ {0, . . . , 2M − 1},
P (wv, ν) ⊆ P (v, ν) ⊆ P (w˜, ν) = P (wv, ν) ∪ S22n+1ν
(
I
(2n)
ε(w−,w+,ν),+,−r
J(v)(ν)
)
. (5.11)
As in the previous case, let G be the set of all the values of ν for which rJ(v)(ν) = −1
and rJ(u)(ν) = 1. Then, by (5.7), (5.8), and (5.11), we obtain that for all ν ∈ G,
S2
2n+1ν
(
I
(2n)
ε(w−,w+,ν),+−
)
⊆ P (v, ν) \ P (u, ν).
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Note that, by (5.5) and (3.3), card(I
(2n)
ε(w−,w+,ν),+−) = 4
n−t(ω)−1. Therefore, similarly as
in Case 5 in Section 3.4, we have
‖y − x‖ ≥
∥∥∥∑
ν∈G
(y − x) · 1S22n+1ν [1,22n+1]
∥∥∥
≥ 4n−t(ω)−1
∥∥∥∑
ν∈G
S2
2n+1ν(e1 − e2)
∥∥∥
≥ 1
8
2
4t(ω)
‖x(n)1 ‖
by(5.10)
≥ 1
8
‖x(n)1 ‖dLn,k(u, v).
This ends the outline of the proof of the lower estimate in the case when w is directly
below both u and v. The case when w is directly above both u and v is proved similarly,
we omit the details.
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