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1CHAPTER 1 Introduction
1.1 Overview
In a simple random sample, an unbiased estimator of the population regression co-
efficient is the ordinary least squares (OLS) estimator, and an estimator of its variance
is easy to calculate. In many surveys, the elements enter the sample with unequal prob-
abilities. In these cases, the sampling weights, commonly the inverses of the selection
probabilities, can be used to construct the probability weighted (PW) estimator. When
the weights are related to the values of the response variables, after conditioning on the
independent variables in the model, the sampling process becomes informative and the
model holding for the sample data is different from the model holding in the popula-
tion. When the selection probabilities are related to the error terms, the use of the OLS
estimator can yield large biases. In complex analyses such as regression, the weighted
estimator requires a more complicated calculation, and often gives a larger variance than
the unweighted version of the estimator. The OLS estimator and the PW estimator are
straightforward procedures, but for complex sampling designs, the OLS estimator and
the PW estimator do not always perform well.
1.2 Objectives
One objective is to develop consistent weighted estimators that are more efficient
than the PW estimator under complex sampling designs. The alternative estimators are
2based on a superpopulation model with error variances determined by values of a co-
variate. Procedures include a design consistent estimator based on estimated variances,
the Pfeffermann-Sverchkov estimator, and an instrumental variable estimator. We will
construct a testing procedure for the importance of weights and discuss an estimation
strategy. If the test statistic is not significant, the unweighted estimator is used. When
the testing procedure indicates that the weighted analysis is preferred, we use a con-
sistent weighted estimator that is more efficient than the PW estimator. Preliminary
testing (pretest) procedures are procedures in which a test of a model assumption is
used to decide between two estimation procedures. We will develop pretest procedures
to obtain a compromise between the unweighted estimator and the weighted estimator.
This thesis is organized as follows. In Section 1.3 the regression models are presented.
In Section 1.4 we briefly review two common estimators, introduce some alternative es-
timation procedures, and describe a test for the importance of weights and a pretest
procedure. In Chapter 2 we discuss two proposed regression estimators in detail. In sec-
tion 2.1 we describe a design consistent estimator based on estimated variances and give
some limiting properties of this design consistent estimator. In section 2.2 we describe
the Pfeffermann-Sverchkov estimator. In Chapter 3 we introduce instrumental variable
estimators, describe some limiting properties, and describe a test for endogeneity for
the instrumental variable procedure. In Chapter 4 pretest procedures are discussed in
detail. We describe a pretest procedure based on the test for importance of weights
and a pretest procedure based on the test for endogeneity in the instrumental variable
procedure. Chapter 5 contains the details of an example based on a simulated data and
a Monte Carlo simulation study designed to illustrate the performance of the alterna-
tive estimators and test statistics, and to compare the alternative estimators with the
OLS and PW estimators described in Section 1.4. The main findings of this study are
discussed in Chapter 6.
31.3 Modeling Framework
Survey data can be viewed as the output of the two random processes: the process
generating the values of the finite population from a superpopulation, known as the
‘superpopulation model’, and the process selecting a sample from the finite population,
referred to as the ‘sample selection mechanism’. See Pfeffermann et al (1998).
We assume the finite population to be generated by a random process, called the
superpopulation. We will use script F to denote the finite population, U to denote the
set of indices of the finite population, and A to denote the set of indices of the sample.
We assume that there is a function p(·) such that p(A) gives the probability of selecting
sample A from U .
Suppose we have a superpopulation which is used to generate an infinite sequence of
y values, y1,y2,y3, . . . , where yk = (yk,xk) is the value tied to the k-th element. Thus
{y1,y2, . . .} is a sequence of iid (µ,Σ) random variables. Let θ be a superpopulation
parameter. Consider a sequence of populations U1, U2, U3, . . . , where UN consists of N
elements from the infinite sequence of elements, that is, UN = {1, 2, . . . , N}. Let θN
be an estimator of θ based on UN . For each population UN , a sample AN of size nN is
selected. We assume that n1 < n2 < n3 < . . .. Thus, as N →∞, nN →∞. Let θˆ be a
finite sample estimator of θN , based on the observed yk values, for k ∈ AN .
Consider a regression model relating yi to xi as
yi = x
′
iβ + ei, (1.1)
where ei are independent (0, σ
2) random variables independent of xj for all i and j. The
model for the finite population can be written as
yN =XNβ + eN , (1.2)
eN ∼ (0, INσ2),
4where yN is the N dimensional vector of values for the dependent variable, XN is the
N × k matrix of values of the explantory variables, and the error vector eN is the N
dimensional vector which is independent of XN .
Assume a simple random sample (SRS) of size n is selected from the finite population.
Then we can write the model for the sample as
y =Xβ + e, (1.3)
e ∼ (0, Iσ2),
where y is the n dimensional column vector of observations, X is the n × k matrix
of observations on the explanatory variables, and e is the n dimensional error vector.
Because the sample is a simple random sample, e is independent of X.
Let E{·|F} be the average overall possible samples under the design for the particular
finite population F . The conditional expectation E{·|F} is called the design expectation
in survey sampling. Let E{·} = E{E(·|F)} be the overall average over all possible
samples from all possible finite populations. Let V {·|F} be the analogous design variance
and let V {·} be the analogous overall variance. (Fuller, 2006, pp.17)
Let E{·|X} be the conditional expectation given the explanatory variable X. Let
V {·|X} be the analogous conditional variance.
We will use concepts of order as used in real analysis. Let an be a sequence of real
numbers and gn be a sequence of positive real numbers.
We say an is smaller order than gn and write
an = o(gn)
if
lim
n→∞
g−1n an = 0.
We say an is at most of order gn and write
an = O(gn)
5if there exists a real number M such that
g−1n |an| ≤M
for all n.
For sequences of random variables, we will use the definitions of order in probability.
First we will give the concept of convergence in probability.
The sequence of random variables Xn converges in probability to the random variable
X, and we write
p limXn = X,
if for every ε > 0
lim
n→∞
P{|Xn −X| > ε} = 0.
We use Op to denote at most of order in probability. Let Xn be a sequence of random
variables and gn be a sequence of positive real numbers. If for every fixed ε > 0, there
exists a positive real number Mε such that
P{|Xn| ≥Mεgn} ≤ ε
for all n, we say Xn is at most of order in probality gn and write
Xn = Op(gn).
Let Xn is a k dimensional random variable. If for every ε > 0, there exists a positive
real number Mε such that
P{|Xjn| ≥Mεgn} ≤ ε, j = 1, 2, . . . , k,
for all n, then we say Xn is at most of order in probability gn and write
Xn = Op(gn).
6Let Bn be a k× r matrix of random variables. If for every ε > 0, there exists a positive
real number Mε such that
P{|bijn| ≥Mεgn} ≤ ε, i = 1, 2, . . . , k, j = 1, 2, . . . , r,
for all n, where bijn are the elements of Bn. Then we say Bn is at most of order in
probability gn and write
Bn = Op(gn).
We use op to denote smaller order in probability. If
p lim g−1n Xn = 0,
we say Xn is of smaller order in probality than gn and write
Xn = op(gn).
Let Xn is a k dimensional random variable. If for every ε > 0 and δ > 0, there exists
an N such that for all n > N ,
P{|Xjn| > εgn} < δ, j = 1, 2, . . . , k,
then we say Xn is of smaller order in probability than gn and write
Xn = op(gn).
Let Bn be a k× r matrix of random variables. If for every ε > 0 and δ > 0, there exists
an N such that for all n > N ,
P{|bijn| > εgn} < δ, i = 1, 2, . . . , k, j = 1, 2, . . . , r,
then we say Bn is of smaller order in probability than gn and write
Bn = op(gn).
7(Fuller, 1996, pp.216).
Given a sequence of finite populations FN , the estimator θˆ is said to be design
consistent for the finite population parameter θN , if for any fixed ε > 0,
lim
N→∞
Pr{|θˆ − θN | > ε|FN} = 0.
This notation indicates that given the fixed sequence of finite populations, the probability
depends only on the sample design. (Fuller, 2006, pp.42)
1.4 Review of Estimation Approaches
1.4.1 Ordinary Least Squares Estimator
On the basis of model (1.3), the ordinary least squares (OLS) estimator of β is
βˆols =
(∑
i∈A
xix
′
i
)−1∑
i∈A
xiyi = (X
′X)−1X ′y, (1.4)
with conditional covariance matrix
V {βˆols|X} = (X ′X)−1 σ2.
An estimator of the conditional variance of βˆols is
Vˆ {βˆols} = (X ′X)−1 σˆ2ols, (1.5)
where
σˆ2ols = (n− k)−1
∑
i∈A
eˆ2i,ols,
k is the dimension of xi and eˆi,ols = yi − x′iβˆols. For fixed X, the OLS estimator is the
best linear unbiased estimator of the superpopulation parameter β, given model (1.3).
Assume now that a sample is drawn from the population using a sample design p(A)
with associated pii’s, where pii is the inclusion probability, or the selection probability
8for element i. The inclusion probability is the probability that element i is selected into
the sample.
The conditional expected value of X ′y is
E{X ′y|F} = E
{∑
i∈A
xiyi|F
}
=
∑
i∈U
xipiiyi
=
∑
i∈U
xipiix
′
iβ +
∑
i∈U
xipiiei,
and the conditional expected value of X ′X is
E{X ′X|F} = E
{∑
i∈A
xix
′
i|F
}
=
∑
i∈U
xipiix
′
i.
Under the moment assumption in Theorem 1 in Section 2.1.2, it can be proven that
βˆols − βDpi ,N |F =
(
n−1
∑
i∈U
xipiix
′
i
)−1 [
n−1
∑
i∈A
xi(yi − x′iβDpi ,N)
]
+Op(n
−1), (1.6)
where
βDpi ,N = (X
′
NDpi,NXN)
−1
X ′NDpi,NyN ,
and Dpi,N = diag(pi1, pi2, . . . , piN). Also
p lim
N→∞
βDpi ,N = β.
The probability limit of the OLS estimator is the weighted regression coefficient for the
superpopulation where the weights are the selection probabilities.
The approximate bias of the OLS estimator is zero if piixi and ei are independent. If
piixi and ei are correlated, then E{X ′e|F} 6= 0 and the OLS estimator (1.4) is biased.
1.4.2 Probability Weighted Estimator
Consider a model for a sample of size n selected from the finite population (1.2) as
y =Xβ + e, (1.7)
9where y is the n dimensional column vector of observations on y, X is the n× k matrix
of observations on the explanatory variables, and e is the n dimensional error vector.
Assume that the sample is selected with unequal probabilities pii.
Under unequal probability sampling, a common procedure to account for possible
sampling effects is the probability weighted (PW) estimator. The PW estimator, con-
structed with the inverses of the selection probabilities, is
βˆPW =
(∑
i∈A
xipi
−1
i x
′
i
)−1∑
i∈A
xipi
−1
i yi
= (X ′WX)−1X ′Wy, (1.8)
where W = diag(pi−11 , pi
−1
2 , . . . , pi
−1
n ) =: diag(w1, w2, . . . , wn). We call wi the sampling
weight, which is the inverse of the selection probability pii. The sampling weight wi can
be viewed as the number of units in the population represented by the sample observation
yi.
Under the moment assumption in Theorem 1 in Section 2.1.2, it can be proven that
βˆPW − βN |F =
(
N−1
∑
i∈U
xix
′
i
)−1 [
N−1
∑
i∈A
xipi
−1
i (yi − x′iβN)
]
+Op(n
−1), (1.9)
where
βN = (X
′
NXN)
−1
X ′NyN .
The coefficient βN is the ordinary least squares regression of yN onXN in the population.
It can be proven that
βˆPW − βN |F = Op(n−1/2), (1.10)
and βˆPW is design consistent for the finite population parameter βN .
Under the model,
E
{
n−1
∑
i∈A
xipi
−1
i ei
}
= E
{
E
{
n−1
∑
i∈A
xipi
−1
i ei|F
}}
= E
{
n−1
∑
i∈U
xiei
}
= 0,
10
and V {βN − β} = O(N−1). Then the probability weighted regression coefficient βˆPW
is a consistent estimator of the superpopulation parameter β.
If e is independent of pi, where pi = (pi1, pi2, . . . , pin), e = (e1, e2, . . . , en) and e ∼
(0, Iσ2), then the conditional covariance matrix of βˆPW − β under model (1.7) is
V {(βˆPW − β)|X} = (X ′WX)−1X ′WWX (X ′WX)−1 σ2. (1.11)
If the selection is such that yipi
−1
i is uncorrelated with yjpi
−1
j for i 6= j, an estimated
covariance matrix of βˆPW is
Vˆ {βˆPW} = (X ′WX)−1X ′WDˆee,PWWX (X ′WX)−1 , (1.12)
where
Dˆee,PW = diag(eˆ
2
1,PW , eˆ
2
2,PW , . . . , eˆ
2
n,PW )
and eˆi,PW = yi−x′iβˆPW . In most cases the variance of the PW estimator is larger than
the variance of the OLS estimator.
1.4.3 Pfeffermann-Sverchkov Estimator
When the sample selection probabilities are correlated with the model response vari-
ables after conditioning on the auxiliary variables, the sampling mechanism is called
informative. Sugden and Smith (1984) examine the role of the sample selection mecha-
nism in a model-based approach to finite population inference. Krieger and Pfeffermann
(1992) and Pfeffermann (1993) discuss the notions of the informative sampling design
based on the distribution of population measurements and the distribution of sample
measurements.
Pfeffermann (1993) provides an example of an informative design. Suppose (yi, xi) are
independent draws from a bivariate normal distribution N2(µ,Σ). Suppose {(yi, xi), i =
1, . . . , n} are observed for a sample of size n, and we want to estimate the population
mean of yi, µy = E{y}. If the sample is selected by simple random sampling with
11
replacement, then the simple sample mean y¯ is unbiased for µy. The sample selection
scheme can be ignored in this case in the inference process. However, if the sample is
selected with probabilities proportional to xi with replacement, such that at each draw
k = 1, . . . , n, P (i ∈ s) ∝ xi/
∑N
i=1 xi. If Corr(Y,X) > 0 and P (yi > µy|i ∈ s) > 0.5,
then the distribution of yi’s in the sample is different from that in the population and
E{y¯} > µy. Ignoring the sampling scheme and estimating µy by y¯ is misleading in this
case.
When the selection probabilities are related to the values of the response variable, the
empirical sample distribution is not consistent with the distribution of the population
measurements, and the selection effects need to be accounted for in the inference process.
The OLS estimator that ignores the sample selection process can yield large biases.
Skinner (1994) proposes an approach of extracting the population model from models
fitted to the sample data. He showed two important propositions about relationships
between the population distribution and the sample distribution. The first proposi-
tion shows that given the sampling weights, the conditional sample distributions of yi
and xi are identical to the conditional population distributions of yi and xi. The sec-
ond proposition shows that the population of the sampling weights can be obtained by
weighting the sample distribution of the sampling weights. Skinner presented a Monte
Carlo study to compare the proposed procedure with the OLS estimator and the PW
estimator based on the empirical bias, variance and mean squared error. Pfeffermann
et al (1998) propose a general method of inference for the population distribution under
the informative sampling that consists of approximating the parametric sample distribu-
tion. They showed how the sampling distribution may be derived from the population
distribution using the first order selection probabilities for sample units.
Pfeffermann and Sverchkov (1999) propose two new classes of estimators for regres-
sion models fitted to survey data. The proposed estimators account for the effect of
informative sampling schemes and are derived from relationships between the popu-
12
lation distribution and the sample distribution. The first class consists of estimators
obtained by extracting the sample distribution as a function of the population distri-
bution and the sample selection probabilities and applying maximum likelihood theory
to the sample distribution. The second class consists of estimators obtained by using
relationships between the moments of the two distributions. The basis for the second
class estimators is that the population regression E{yi|xi} can be obtained by using the
sample regression yiwi and wi on xi. The proposed estimator of the regression coefficient
β from the second class is called the Pfeffermann-Sverchkov (PS) estimator in Chapter
2.
1.4.4 Instrumental Variable Estimator
Under the superpopulation model
yi = x
′
iβ + ei, (1.13)
assume some members of xi are not independent of ei. The crucial assumption for
consistency is that xi is independent of ei in the superpopulation. If a variable is inde-
pendent of the error term, this variable is called an exogenous variable. If an explanatory
variable is correlated with the error term, this explanatory variable is sometimes called
an endogenous explanatory variable. It is known that the presence of errors of measure-
ment in the explanatory variable and the presence of endogenous explanatory variables
in the regression model make the OLS estimator inconsistent and biased. For such cases,
additional information is needed to obtain consistent parameter estimators.
Assume some additional variables, denoted by ri, are available with the superpopu-
lation properties
E{riei} = 0 (1.14)
|E{x′irir′ixi}| 6= 0, (1.15)
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where |C| is the determinant of the matrix C. Variables satisfying (1.14) and (1.15) are
called the superpopulation instrumental variables or instruments. Thus, an instrumen-
tal variable (IV) must have two properties: (1) it must be uncorrelated with the error
term of the structural equation; (2) it must be correlated with the endogenous explana-
tory variable. One method of instrumental variable estimation is called two-stage least
squares (2SLS). For details see Wooldridge (2000).
The method of instrumental variables has been used for more than sixty years. In
the 1940s the IV method was introduced for use in the Errors in Variables Model. See
Reiers∅l (1941, 1945). Geary (1947) shows that in certain cases consistent estimators
may be obtained by the use of instrumental variables. Durbin (1954) reviews the IV
approach to the problem of finding a consistent estimator of the regression coefficient.
Sargan (1958) applies the IV method to a more general case and discusses the effect
of increasing the number of instrumental variables. Sargan’s (1958) work and the in-
strumental variable character of two-stage least squares (2SLS) have made IV estimation
widely used. The 2SLS method yields consistent estimates when one or more explanatory
variables are endogenous in a regression model. The trade-off between bias and variance
in the choice between the OLS estimator and the 2SLS estimator was considered in a
Monte Carlo study by Summers (1965). Richardson and Wu (1971) analytically com-
pare properties of the distribution function of the OLS and 2SLS estimators of structural
coefficients in a simultaneous equation model that includes two endogenous variables.
Richardson and Wu showed that the distribution function of the OLS estimator of the
coefficient of the endogenous variable has the same form as the 2SLS estimator distri-
bution, and compared the biases and mean squared errors of the estimators. Feldstein
(1974) suggests and evaluates alternative procedures for balancing the loss of efficiency
in the IV estimation against the potential gain of reduced bias. He considered two types
of estimators: (1) a linear combination of the OLS and IV estimators and (2) a method of
choosing between the OLS and IV estimators on the basis of sample information. Carter
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and Fuller (1980) compare a modified IV estimator with randomly weighted average es-
timators of the type considered by Huntsberger (1955) and Feldstein (1974). Carter and
Fuller study showed that the randomly weighted average estimators constructed for the
IV estimator and the OLS estimator display the same type of behavior as the randomly
weighted average estimators of two means studied by Mosteller (1948) and Huntsberger
(1955). Aldrich (1993) presents a detailed study of the work of Reiers∅l and Geary in
the 1940s to explain the “idea of instrumental variables.”
1.4.5 A Test for Importance of Weights
In practice, it is often that not all the design variables are known for the whole pop-
ulation or that there are too many variables for all to be incorporated in the analysis.
Not including all the design variables does not necessarily imply that the inference is
biased and Sugden and Smith (1984) indicate that incorporating partial design infor-
mation in the model can be sufficient for analytic inference about model parameters. A
natural question arising from this topic is how to test that the design can be ignored in
estimation, given the available design information.
The studies reviewed on this important aspect of the modeling process are mostly
in the area of regression analysis. The ignorability of the design is tested by testing the
significance of the difference between the OLS estimator βˆols and the weighted estimator
βˆPW under a working model which assumes that the design is ignorable.
DuMouchel and Duncan (1983) show that the difference between the weighted and
unweighted estimates can be used as an aid in choosing the appropriate model and hence
the appropriate estimator. The test is based on the difference 4ˆ = βˆPW − βˆols with the
null hypothesis that H0 :4 ≡ E{4ˆ} = 0. The test statistic is
λ = 4ˆ′[Vˆ (4ˆ)]−14ˆ, (1.16)
where Vˆ (4ˆ) is an estimator of the covariance matrix of 4ˆ.
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The use of λ of (1.16) for testing the importance of weights illustrates an important
role for the sampling weights in the modeling process. The PW estimator is design
consistent estimator for the population parameter βN . If the sampling design is ignor-
able, the OLS estimator is likewise consistent for βN . However, when the ignorability
conditions are not satisfied, the OLS estimator is no longer consistent for βN and two
estimators converge to different limits.
Fuller (1984) considers the case of a cluster sample within strata and estimated
the covariance matrix V (4ˆ) by estimating the corresponding randomization covariance
matrix. The resulting test statistic has an approximate F distribution under H0 with
k and (n − 2k − L) degrees of freedom, where L is the number of strata. The use of
the randomization distribution to estimate V (4ˆ) is more robust than DuMouchel and
Duncan’s approach because it does not depend on the regression model assumption.
Pfeffermann and Sverchkov (1999) suggest a formal test for testing sampling ignora-
bility by using the moments relationships between the population distribution of regres-
sion residuals and the sample distribution of regression residuals. Let εi = yi−E{yi|xi}
denote the error term associated with unit i. Classical test procedures for comparing two
distributions are not applicable since no observations are available for the population
distribution of the residuals. However, under general conditions, the set of all moments
of a distribution determine the distribution, provided the moments exist. Thus the null
hypothesis is H0 : E{εki } = Es{εki }, k = 1, 2, . . ., where Es is the expectation under the
sample distribution. The cumulative distribution function of sample yi’s is defined as
P{yi ≤ b|yi ∈ A} = Fs(b), (1.17)
and
Es{yi} =
∫
yidFs. (1.18)
Pfeffermann and Sverchkov showed the moments relationship between the sample and
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population pdf’s,
E{ui|vi} = [Es{wi|vi}]−1Es{uiwi|vi}, (1.19)
for any pair of vector random variables (ui,vi), where wi = pi
−1
i is the sampling weight
for unit i. By the moments relationship E{εki } = [Es{wi}]−1Es{εkiwi} which is a special
case of (1.19), an equivalent set of hypotheses is
H0k : Corrs(ε
k
i , wi) = 0, k = 1, 2, . . .
where Corrs is the correlation under the sample distribution. In Pfeffermann and
Sverchkov (1999)’s simulation study, Pfeffermann and Sverchkov use as test statistic
a standardized form of the Fisher transformation of the correlation coefficient FT (k) =
(1/2)log[(1 + rk)/(1− rk)], and
FTS(k) = FT (k)/ŜD(FT (k)),
where rk is the empirical correlation Ĉorr(εˆ
k
i , wi), εˆ
k
i = (yi − x′iβˆ)k and ŜD(FT (k)) is
the bootstrap standard deviation of FT (k). The test statistic has an asymptotic normal
distribution with mean zero.
1.4.6 Preliminary Testing Procedures
The motivation for the preliminary testing (pretest) procedure is to accept bias in
return for reduced variance. Pretest estimators are a class of estimators that make a
trade for smaller variance at the risk of bias. The pretest procedure is characterized by
a test statistic, T , calculated from the data set. The test T determines the estimation
method. If T is statistically significant, a given procedure will be used to estimate a
parameter. Otherwise an alternative procedure will be used for calculating the estimator.
The general idea of using a pretest to determine an estimation procedure is discussed
by Bancroft (1944), Mosteller (1948) and Huntsberger (1955). Bancroft (1944) proposes
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pretest procedures for testing homogeneity of variances and testing of a regression coef-
ficient. Bancroft’s paper does not provide a clear-cut prescription of when or whether
to pretest. Mosteller (1948) discusses a simple problem concerning the pooling of data
and presents several ways of pooling data from two samples to estimate the mean of
the population of one of them. Mosteller pointed out that if the difference between the
true means can be thought of as normally distributed from sample to sample, pooling
with unequal weights is preferable. A generalization of the sometimes-pool procedure
for pooling two estimators which is based on a pretest was described by Huntsberger
(1955). He compared the efficiencies of the generalized weighting procedure and of the
sometimes-pool procedure for the special case where the estimators are normally dis-
tributed.
To formulate the sometimes-pool idea, we follow Huntsberger (1955). Suppose we
have a random sample with two unknown parameters θ1 and θ2. Let θˆ1 and θˆ2 be
estimators for θ1 and θ2. In general, when θ1 = θ2, a pooled estimator g(θˆ1, θˆ2) will
provide a better estimator for θ1 than θˆ1 alone. When it’s unclear whether or not θ1 is
equal to θ2, the pooled estimator may still provide some gains, but may lose when the
two parameters are very different. Let our pretest statistic T , be the statistic for testing
the null hypothesis H0 : θ1 = θ2 against the alternative hypothesis Hα : θ1 6= θ2. An
estimator can be formed for θ1 using the function
W (T ) = φ(T )θˆ1 + [1− φ(T )]g(θˆ1, θˆ2), (1.20)
where φ(T ) is an indicator defined as
φ(T ) =
 0 if T ⊂ Aα1 if T ⊂ Rα, (1.21)
where Aα and Rα are the acceptance and rejection regions for the test of the null hy-
pothesis that θ1 = θ2 with the significance level α.
18
Rao (1966) arrives at a similar conclusion to Huntsberger (1955). Under a probabil-
ity proportional to size (pps) sampling design, he proposed two estimators, a Horvitz-
Thompson (H-T) estimator, and an alternative estimator. The H-T estimator is a
weighted estimator. The alternative estimator is an unweighted estimator and of the
form of the simple sample mean. Rao stated that there is a criterion to choose between
the two estimators, the correlation between a characteristic of interest y and the selection
probabilities. If the characteristics are poorly correlated with the selection probabilities
in the pps sampling design, the alternative estimator may be used. For other charac-
teristics, the weighted estimator should be used. The alternative estimator has smaller
mean squared error than the H-T estimator and the bias is relatively small compared
to the standard error when characteristics are poorly correlated with the selection prob-
abilities in pps sampling design. Rao didn’t propose a test procedure for testing if a
characteristic of interest y and the selection probabilities are correlated.
Bock, Yancey and Judge (1973) develop the properties of the pretest estimator for the
general model and determine the characteristics of the risk function of the pretest esti-
mator under the squared error loss criterion. The choice of the level of significance for the
test was discussed in the paper. Cohen (1974) gives necessary and sufficient conditions
for the procedures based on the pretest of significant to be admissible. As stated by Co-
hen (1974), the pretest procedure is sort of a compromise between a Bayesian procedure
and the usual procedure. Inference based on the pretest procedure requires, in general,
less prior knowledge on the part of research workers than the use of Bayesian inference
procedures. With limited knowledge, the researchers tend to check the assumptions
by using pretest procedures. Wallace (1977) reviews the properties of various pretest
estimators both in the general case (multiple restrictions) and in the Bancroft case (a
single restriction) and works on optimal pretest critical values. Bancroft and Han (1977)
comply a bibliography containing references on the topic about the pretest procedure.
Grossman (1986) suggests a compromise sampling strategy between a large supposedly
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unpoolable sample and a smaller supposedly poolable sample based on pretest proce-
dures in social experiments. Gregoire, Arabatzis and Reynolds (1992) provide a pretest
procedure for the intercept in a simple linear regression model. Magnus and Durbin
(1999) use a pretest procedure for estimation of regression coefficients of interest when
other regression coefficients are a vector of nuisance parameters.
In the context of the pretest procedure based on the IV estimator, Sargan (1958)
suggests obtaining the confidence interval for the IV estimator and notes that if the
OLS estimator lies outside this interval, it is “probably significantly biased.” Although
there was no formal test proposed in Sargan’s paper, Sargan’s remarks suggest that if
the absolute difference between the OLS estimator and the IV estimator is greater than
the standard error of the IV estimator, infer that the OLS estimator is biased and use
the IV estimator; if not, use the OLS estimator. This procedure is a pretest estimator.
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CHAPTER 2 Design Consistent Estimation
2.1 H Estimator
2.1.1 Motivation
Assume that the ordinary least squares (OLS) estimator is biased. In such cases it is
necessary to incorporate the sampling weights into the analysis. One approach is to use
the probability weighted (PW) estimator. The PW estimator is consistent for β, but it
can be inefficient due to unequal probabilities not being proportional to the conditional
variance of y.
An alternative approach to constructing design consistent estimators that are more
efficient under the model (1.7) than the PW estimators is to find procedures to scale the
sampling weights to near one or to the conditional variance of y.
Consider an estimator of the form
βˆH =
(∑
i∈A
xipi
−1
i hix
′
i
)−1∑
i∈A
xipi
−1
i hiyi
= (X ′WHX)−1X ′WHy, (2.1)
where H is a diagonal matrix with diagonal elements hi, hi is defined for all i ∈ U and
hi is independent of ei. We call the estimator βˆH the H estimator.
2.1.2 Central Limit Theorem
In this section, we show that the H estimator is consistent for the population pa-
rameter under mild assumptions and has a limiting normal distribution. We begin with
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two useful lemmas. Lemma 1 is adapted from Schenker and Welsh (1988). A proof of
Lemma 1 is given by Legg (2006).
Lemma 1. Let {Vn} be a sequence of random variables in Rk such that, for some
function h, as n→∞,
h(V1, . . . ,Vn)
L−→ Γ, (2.2)
where Γ has a distribution function G. If {Ln} is a sequence of random variables in Rk
such that
P{Ln − h(V1, . . . ,Vn) ≤ s|V1, . . . ,Vn} → F (s) (2.3)
almost surely for all s ∈ Rk, where F is a continuous distribution function, | represents
conditional upon, and ≤ is taken to mean jointly less than elementwise. Then
P (Ln ≤ t)→ (G ∗ F )(t), (2.4)
for all t ∈ Rk, where “∗” denotes convolution.
Lemma 1 is in terms of generic CDFs G and F. Lemma 2 is a special case of Lemma
1. Lemma 2 is an application of Lemma 1 to normal CDFs. The proof of Lemma 2 is
given in Legg (2006).
Lemma 2. Let {FN} be a sequence of finite populations and let θN be a function on Rk
of the elements of FN such that
N1/2(θN − θ) L−→ Nk(0,V11). (2.5)
Let a design and an estimator, θˆN , and a sequence of conditional variance matrices
V22,N be such that
N1/2(θˆN − θN)|FN L−→ Nk(0,V22) a.s., (2.6)
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lim
N→∞
V22,N = V22 a.s., (2.7)
where V11 + V22,N is positive definite for all N . Then
N1/2(V11 + V22,N)
−1/2(θˆN − θ) L−→ Nk(0, Ik), (2.8)
where Ik is the k × k identity matrix.
We prove the main result of this section in the following theorem.
Theorem 1. Let {(yi,xi, hi)} be a sequence of independent identically distributed ran-
dom variables with 9-th moment. Let {UN ,FN : N = k + 3, k + 4, . . .} be a se-
quence of finite populations, where UN is the set of indices identifying the elements and
FN = ((y1,x1, h1), . . . , (yN ,xN , hN)). In the superpopulation yi is related to xi through
a regression model,
yi = x
′
iβ + ei, (2.9)
ei ∼ ind(0, σ2).
Assume (xi, hi) is independent of ei. Assume hi are positive for all i. Let zi =
(yi,xi),
MZHZ,N = N
−1Z ′NHNZN (2.10)
and
MZHZ = E{MZHZ,N}, (2.11)
where HN = diag(h1, h2, . . . , hN). Assume Mzz = E{ziz′i} and MZHZ are positive
definite.
Let Z = (z1, z2, . . . ,znN )
′, where we index the sample elements from one to nN . Let
MˆZHZ = N
−1Z ′WHZ, (2.12)
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where W = diag(pi−11 , pi
−1
2 , . . . , pi
−1
nN
) =: diag(w1, w2, . . . , wnN ) and H = diag(h1, h2,
. . . , hnN ).
Assume the sequence of sample designs is such that for any z with 3-rd moments
lim
N→∞
nNV {z¯HT − z¯N |FN} = Vzz,∞ a.s., (2.13)
and
[V {z¯HT − z¯N |FN}]−1/2(z¯HT − z¯N)|FN L→ N(0, I) a.s. (2.14)
where
z¯HT = N
−1∑
i∈A
pi−1i zi,
z¯N is the finite population mean of z, and V {z¯HT − z¯N |FN} and Vzz,∞ are positive
definite.
Assume limN→∞ fN = f a.s., where fN = N−1nN and 0 ≤ f < 1. Let Vˆ {z¯HT} be
the Horvitz-Thompson variance estimator of V {z¯HT |FN}, and assume
Vˆ {z¯HT} − V {z¯HT |FN} = op(n−1N ) (2.15)
for any z with 3-rd moments.
Let βˆH be defined by (2.1). Then
βˆH − β =M−1XHX b¯HT +Op(n−1N ), (2.16)
and
βˆH − βN =M−1XHX,N(b¯HT − b¯N) +Op(n−1N ), (2.17)
where
βN = (X
′
NHNXN)
−1
X ′NHNyN =:M
−1
XHX,NMXHy,N , (2.18)
b¯N = N
−1∑
i∈U
bi,
b¯HT = N
−1∑
i∈A
pi−1i bi,
24
and bi = xihiei.
Then
n
1/2
N (V11,N + fNV22)
−1/2(βˆH − β) L→ N(0, I), (2.19)
as N → ∞, where V11,N = nNM−1XHX,NV {b¯HT |FN}M−1XHX,N , V22 = M−1XHXΣbbM−1XHX
and Σbb = E{bib′i}.
Let Σˆbb = Σbb + op(1). Then the estimated variance is
Vˆ {βˆH} = Mˆ−1XHX(Vˆ {¯ˆbHT}+N−1Σˆbb)Mˆ−1XHX
= n−1N (V11,N + fNV22) + op(n
−1
N ), (2.20)
where Vˆ {¯ˆbHT} is the Horvitz-Thompson estimated sampling variance of ¯ˆbHT calculated
with bˆi = xihieˆi and eˆi = yi − x′iβˆH .
Proof. By the design,
E
{
N−1
∑
i∈A
xiwihix
′
i|FN
}
= N−1
∑
i∈U
xihix
′
i,
By moment assumptions and assumption (2.13),
N−1
∑
i∈A
xiwihix
′
i −N−1
∑
i∈U
xihix
′
i|FN = MˆXHX −MXHX,N |FN = Op(n−1/2N ) a.s.
From a Taylor expansion,
Mˆ−1XHX −M−1XHX,N |FN = Op(n−1/2N ) a.s.
Similary
N−1
∑
i∈A
xiwihiei −N−1
∑
i∈U
xihiei|FN = MˆXHe −MXHe,N |FN = Op(n−1/2N ) a.s.
Under the model (2.9), by assumption, eN is independent of (XN ,HN). Thus
MXHe = E{MXHe,N} = 0,
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and
MˆXHe = Op(n
−1/2
N ).
By moment assumptions,
MXHX,N −MXHX = Op(N−1/2).
Thus
βˆH − β = (X ′WHX)−1X ′WH(y −Xβ)
= Mˆ−1XHXN
−1∑
i∈A
xiwihiei
= Mˆ−1XHXMˆXHe
= M−1XHX,NMˆXHe +Op(n
−1
N )
=: M−1XHX,N b¯HT +Op(n
−1
N )
and (2.16) is proven. Also
βN − β = (X ′NHNXN)−1X ′NHN(yN −XNβ)
= M−1XHX,NN
−1∑
i∈U
xihiei
= M−1XHX b¯N +Op(N
−1).
It follows that
βˆH − βN = (βˆH − β)− (βN − β)
= M−1XHX,N(b¯HT − b¯N) +Op(n−1N )
= M−1XHX(b¯HT − b¯N) +Op(n−1N ),
and (2.17) is proven.
From variance assumption (2.13) and the normality assumption (2.14),
n
1/2
N (b¯HT − b¯N)|FN L→ N(0,Vbb,∞) a.s.,
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where Vbb,∞ is defined by analogy to (2.13). Therefore
n
1/2
N (βˆH − βN)|FN L→ N(0,V11) a.s., (2.21)
where V11 =M
−1
XHXVbb,∞M
−1
XHX .
By the Central Limit Theorem for independent random variables and the moment
assumptions
N1/2b¯N
L→ N(0,Σbb),
as N →∞. Then
N1/2(βN − β) L→ N(0,V22), (2.22)
as N →∞, where V22 is defined in (2.19).
Applying Lemma 2, result (2.19) then follows from (2.21) and (2.22).
By the design,
Vˆ {b¯HT} = Op(n−1N )
and
Σˆbb = Op(1),
then
Vˆ {b¯HT}+N−1Σˆbb = Op(n−1N ). (2.23)
By (2.23) and (2.15),
Mˆ−1XHX(Vˆ {b¯HT}+N−1Σˆbb)Mˆ−1XHX = M−1XHX,N(Vˆ {b¯HT}+N−1Σˆbb)M−1XHX,N
+Op(n
−3/2
N )
= M−1XHX,N(V {b¯HT |FN}+N−1Σbb + op(n−1N ))
M−1XHX,N +Op(n
−3/2
N )
= M−1XHX,N(V {b¯HT |FN}+N−1Σbb)M−1XHX,N
+op(n
−1
N )
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= M−1XHX,NV {b¯HT |FN}M−1XHX,N
+N−1M−1XHXΣbbM
−1
XHX + op(n
−1
N )
= n−1N V11,N +N
−1V22 + op(n−1N )
= n−1N (V11,N + fNV22) + op(n
−1
N ). (2.24)
By Theorem 2.2.1 (Fuller, 2006), we can replace ei with eˆi in (2.24). Result (2.20)
then follows.
Theorem 1 is a consequence of almost sure convergence assumptions. Under the
regularity conditions of Theorem 1, βˆH is consistent for β for any H matrix that meets
the moment assumptions in Theorem 1 and is independent of e. The H matrix plays
little role due to independence assumptions. The proof of Theorem 1 is a proof of
consistency for the probability weighted regression estimator obtained by settingH = I.
In order to illustrate how to construct an H estimator, an example pf choosing H
matrix is given. Assume Poisson sampling from a finite population generated as iid
random variables and consider a model
yi = βxi + ei, (2.25)
where ei = [g(xi)]
1/2ai, ai ∼ ind(0, 1) and is independent of xi, and g(·) is a positive
bounded function. In the superpopulation, xi is independent of ei. Assume (xi, σ
2
ei, ai)
are iid random vectors, where σ2ei = g(xi) is the variance of ei. Under Poisson sampling,
pi−1i ei is independent of pi
−1
j ej, for all i and j, and
V
{∑
i∈A
xipi
−1
i hiei|F
}
=
∑
i∈U
pi−1i (1− pii)x2ih2i e2i . (2.26)
Assume
wi = pi
−1
i = k(xi) + vi,
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where k(·) is a positive bounded function and vi is independent of (xi, ei). We have
E
{∑
i∈A
pi−1i xihiei|F
}
=
∑
i∈U
xihiei. (2.27)
Under the independence assumptions, the unconditional variance V
{∑
i∈A pi
−1
i xihiei
}
is
V
{∑
i∈A
pi−1i xihiei
}
= E
{
V
{∑
i∈A
pi−1i xihiei|F
}}
+ V
{
E
{∑
i∈A
pi−1i xihiei|F
}}
= E
{∑
i∈U
pi−1i (1− pii)x2ih2i e2i
}
+ V
{∑
i∈U
xihiei
}
= E
{∑
i∈U
pi−1i x
2
ih
2
i e
2
i
}
− E
{∑
i∈U
x2ih
2
i e
2
i
}
+ E
{∑
i∈U
x2ih
2
i e
2
i
}
= E
{∑
i∈U
(k(xi) + vi)x
2
ih
2
i e
2
i
}
= E
{∑
i∈U
k(xi)x
2
ih
2
i e
2
i
}
+ E
{∑
i∈U
vix
2
ih
2
i e
2
i
}
=
∑
i∈U
E{k(x1)x21h21g(x1)}.
Then
V {βˆH − β}=˙
(
NE{x21h1}
)−2
NE{k(x1)x21h21g(x1)}. (2.28)
Therefore, if k(xi) and g(xi) are known, we choose
hi = k(xi)
−1g(xi)−1, i = 1, 2, . . . , n. (2.29)
to minimize the unconditional variance (2.28). Also see Fuller (2006).
We give a consistent variance estimator for βˆH − β for Poisson sampling. The
conditional variance of X ′WHe for Poisson sampling from a finite population is
V
{∑
i∈A
xipi
−1
i hiei|F
}
=
∑
i∈U
pi−1i (1− pii)xih2i e2ix′i.
The estimated conditional variance of V
{∑
i∈A xipi
−1
i hiei|F
}
is
Vˆ
{∑
i∈A
xipi
−1
i hiei|F
}
=
∑
i∈A
pi−2i (1− pii)xih2i eˆ2ix′i.
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Also
E
{
Vˆ
{∑
i∈A
xipi
−1
i hiei|F
}}
= E
{∑
i∈U
pi−1i (1− pii)xih2i e2ix′i
}
= E
{∑
i∈U
pi−1i xih
2
i e
2
ix
′
i
}
− E
{∑
i∈U
xih
2
i e
2
ix
′
i
}
and
V
{
E
{∑
i∈A
xipi
−1
i hiei|F
}}
= V
{∑
i∈U
xihiei
}
= E
{∑
i∈U
xih
2
i e
2
ix
′
i
}
.
Therefore, the unconditional variance of
∑
i∈A xipi
−1
i hiei is
V
{∑
i∈A
xipi
−1
i hiei
}
= E
{∑
i∈U
pi−1i xih
2
i e
2
ix
′
i
}
.
The estimated unconditional variance of V
{∑
i∈A xipi
−1
i hiei
}
is
Vˆ
{∑
i∈A
xipi
−1
i hiei
}
=
∑
i∈A
pi−2i xih
2
ix
′
ieˆ
2
i ,
and an estimated covariance matrix of βˆH for Poisson sampling is
Vˆ {βˆH} = n(n− k)−1 (X ′WHX)−1X ′WHDˆee,HHWX (X ′WHX)−1 , (2.30)
where k is the dimension of xi,
Dˆee,H = diag(eˆ
2
1, eˆ
2
2, . . . , eˆ
2
n),
eˆi = yi − x′iβˆH . The estimated variance (2.30) is a consistent estimator of the variance
of βˆH − β.
The variance expression (2.30) can be used for a stratified sample selected from a
population which is a simple random sample from a stratified superpopulation. For
stratified sampling, the conditional variance of the stratified mean is
V {y¯st − y¯N |F} =
H∑
h=1
∑
i∈Uh
N−2pi−1hi (1− pihi)Nh(Nh − 1)−1e2hi,
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where pihi = nhN
−1
h is the selection probability in the stratum h, ehi = yi− y¯Nh, y¯N is the
finite population mean and y¯Nh = N
−1
h
∑
i∈Uh yi. The estimated conditional variance is
Vˆ {y¯st − y¯N |F} =
H∑
h=1
∑
i∈Ah
N−2pi−2hi (1− pihi)nh(nh − 1)−1eˆ2hi,
where eˆhi = yi− y¯nh and y¯nh = n−1h
∑
i∈Ah yi. Thus the estimated unconditional variance
is
Vˆ {y¯st − y¯N} =
H∑
h=1
∑
i∈Ah
N−2pi−2hi nh(nh − 1)−1eˆ2hi.
For a general design, if a finite population correction can be ignored, a variance
estimator of βˆH is
Vˆ {βˆH |F} = (X ′WHX)−1 Vˆ {X ′WHe} (X ′WHX)−1 , (2.31)
where Vˆ {X ′WHe} = Vˆ {∑i∈A xipi−1i hiei} is the Horvitz-Thompson estimator of the
variance of the sum calculated with xihieˆi and eˆi = yi−x′iβˆH . Under assumptions given
in Theorem 1, the variance estimator (2.31) is consistent for V {βˆH − βN |F}.
2.2 Pfeffermann-Sverchkov Estimator
Pfeffermann and Sverchkov (1999) consider the regression model (1.7) and a design
in which the pii may be a function of xi and ei. Pfeffermann and Sverchkov proposed an
estimator, that we call the Pfeffermann-Sverchkov (PS) estimator, obtained by utilizing
information about the moments in the population. Estimation is a two-step procedure:
(1) Calculate wˆi by the regression of wi on known functions of xi using the sample
measurements. (2) Compute
βˆPS = argmin
β˜
{
n−1
∑
i∈A
wˆ−1i wi(yi − xiβ˜)2
}
.
The wˆi is an estimator of Es{wi|xi}. The PS estimator βˆPS of β is calculated as
βˆPS =
(∑
i∈A
qixix
′
i
)−1∑
i∈A
qixiyi
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= (X ′QX)−1X ′Qy, (2.32)
where
Q = diag(q1, q2, . . . , qn),
qi = wiwˆ
−1
i , and wˆi is the fitted value from the OLS regression of wi on known functions
of xi. The PS estimator is a version of the H estimator (2.1) with H = Ŵ
−1 =
diag(wˆ−11 , wˆ
−1
2 , . . . , wˆ
−1
i ).
If the model has constant error variances and the correlation between wi and e
2
i is
modest, then Es{wi|xi} will be highly correlated with V {pi−1i ei} and the PS estimator
will perform well. If there is reasonable correlation between xi and pi
−1
i e
2
i , then the PS
estimator can be used as the initial estimator to provide eˆ2i to estimate hi for constructing
an H estimator.
The PW estimator and PS estimator coincide when pii’s are independent of xi’s such
that Es{wi|xi} = [E{pii|xi}]−1 = constant. When wi is a deterministic function of xi,
qi = 1 and βˆPS = βˆols. In general, w˜i is not a consistent estimator of the superpopulation
expected value of wi given xi. The variance from estimated Es{wi|xi} may reduce the
efficiency of the PS estimator. See Skinner (1994).
The PS estimator βˆPS is not strictly unbiased for β, but under the assumptions of
Theorem 1, it is consistent. We note that
E{N−1X ′Qe} = E
{
N−1
∑
i∈A
xiqiei
}
= E
{
N−1
∑
i∈U
pii
(
xiwiwˆ
−1
i ei
)}
= E
{
N−1
∑
i∈U
xiwˆ
−1
i ei
}
=˙ 0.
The approximation follows from the fact that w˜i is an estimator of E{wi|xi} and de-
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pendent on wi.
E{βˆPS − β}=˙E

(
N−1
∑
i∈U
xiwˆ
−1
i x
′
i
)−1
N−1
∑
i∈U
xiwˆ
−1
i ei
 .
for fixed wˆ−1i . The lack of strict unbiasedness follows from the facts that the PS estimator
is a ratio estimator and that ei and qi may be dependent when pii depends on ei.
An estimated covariance matrix of βˆPS for Poisson sampling is
Vˆ {βˆPS} = n(n− k)−1 (X ′QX)−1X ′QDˆee,PSQX (X ′QX)−1 , (2.33)
where k is the dimension of xi,
Dˆee,PS = diag(eˆ
2
1,PS, eˆ
2
2,PS, . . . , eˆ
2
n,PS),
and eˆi,PS = yi − x′iβˆi,PS.
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CHAPTER 3 Instrumental Variable Estimation
3.1 Introduction
Consider a regression model
yi = β0 + β1xi + ei, (3.1)
ei ∼ (0, σ2),
where Cov(xi, ei) 6= 0. In order to obtain consistent estimators of β0 and β1 under the
model (3.1), we let zi be an instrumental variable (IV) for xi.
The IV estimator of β = (β0, β1)
′ of the model (3.1) is
βˆIV,1 =
[
n∑
i=1
(zi − z¯n)(xi − x¯n)
]−1 n∑
i=1
(zi − z¯n)(yi − y¯n), (3.2)
βˆIV,0 = y¯n − βˆIV,1x¯n.
An estimated variance of βˆIV,1 is
Vˆ {βˆIV,1} =
[
n∑
i=1
(xˆi − x¯n)2
]−1
σˆ2,
where xˆi is the fitted value from the regression of xi on zi, and σˆ
2 = (n−2)−1∑ni=1(yi−
βˆIV,0−βˆIV,1xi)2. If xi and ei are uncorrelated, the asymptotic variance of the IV estimator
is always larger, and sometimes much larger, than that of the OLS estimator.
Suppose we have more than one instrumental variable. With multiple instruments,
one form of an IV estimator is called the two-stage least squares (2SLS) estimator.
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Consider a regression model,
yi = β0 + β1xi + β2z1,i + ei, (3.3)
ei ∼ (0, σ2),
where Cov(xi, ei) 6= 0 and Cov(z1,i, ei) = 0. Suppose we have two instrumental variables
z2,i and z3,i. Since z1,i, z2,i and z3,i are uncorrelated with ei, any linear combination of
z1,i, z2,i and z3,i is also uncorrelated with ei, and therefore any linear combination of z1,i,
z2,i and z3,i is a valid instrumental variable. We break xi into two pieces and let
xi = x
∗
i + vi, (3.4)
where E(vi) = 0, Cov(z1,i, vi) = 0, Cov(z2,i, vi) = 0 and Cov(z3,i, vi) = 0. The first part
is x∗i which is uncorrelated with the error term ei and x
∗
i is the linear combination that
is most highly correlated with xi. Let
x∗i = α0 + α1z1,i + α2z2,i + α3z3,i, (3.5)
where α2 6= 0 or α3 6= 0. The second piece is vi which is possibly correlated with ei. We
obtain the 2SLS estimator in two steps. The first step is to regress xi on z1,i, z2,i and
z3,i and obtain the fitted value xˆi which can be used as the estimated best instrumental
variable for xi, where
xˆi = αˆ0 + αˆ1z1,i + αˆ2z2,i + αˆ3z3,i
is the estimated version of x∗i . The second step is the ordinary least squares regres-
sion yi on (1, xˆi, z1,i). The 2SLS estimators βˆ2SLS,0, βˆ2SLS,1 and βˆ2SLS,2 are the OLS
estimators from the regression yi on (1, xˆi, z1,i). An estimated variance of βˆ2SLS =
(βˆ2SLS,0, βˆ2SLS,1, βˆ2SLS,2)
′ is
Vˆ (βˆ2SLS) =

n
∑n
i=1 xˆi
∑n
i=1 z1,i∑n
i=1 xˆi
∑n
i=1 xˆ
2
i
∑n
i=1 xˆiz1,i∑n
i=1 z1,i
∑n
i=1 xˆiz1,i
∑n
i=1 z
2
1,i

−1
σˆ2,
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where σˆ2 = (n− 3)−1∑ni=1(yi − βˆ2SLS,0 − βˆ2SLS,1xˆi − βˆ2SLS,2z1,i)2.
The 2SLS estimator is less efficient than the OLS estimator when the explanatory
variables are exogenous. Thus it’s helpful to test endogeneity of an explanatory variable
to see if the 2SLS estimation procedure is necessary. Testing if xi and ei are correlated
is equivalent to testing if vi and ei are correlated in the model (3.5) because z1,i, z2,i and
z3,i are uncorrelated with ei. The error term vi in the model (3.5) is not observed. After
fitting model (3.5) by ordinary least squares we obtain the residual vˆi = xi − xˆi. Then
we add vˆi to the regression equation
yi = β0 + β1xˆi + β2z1,i + γvˆi + error. (3.6)
If xi is exogenous, the coefficient of xˆi and the coefficient of vˆi are the same, and the
null hypothesis is H0 : β1 = γ for the test of endogeneity. Thus we rewrite the regression
model (3.6) as
yi = β0 + β1(xˆi + vˆi) + β2z1,i + (γ − β1)vˆi + error (3.7)
=: β0 + β1xi + β2z1,i + δvˆi + error,
and test H0 : δ = 0 using a t statistic. If the test is used for testing endogeneity of
multiple explanatory variables, we use an F test. If we reject the null hypothesis at some
significance level, we conclude that xi is endogenous because vi and ei are correlated.
For details see Wooldridge (2000).
To illustrate the instrumental variable approach, Wooldridge (2000) provides an ex-
ample considering the problem of estimating the causal effect of skipping classes on the
final exam score. Consider the regression model
scorei = β0 + β1skippedi + ei, (3.8)
where score is the final exam score, and skipped is the total number of lectures missed
during the semester. The full model might be
scorei = β0 + β1skippedi + β2abilityi + ei, (3.9)
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where ability is the student ability. It is difficult to directly measure the student ability
and the score is an attempted measurement, therefore the reduced model (3.8) may be
proposed. We might be worried that skipped is correlated with other factors in e if we
use the model (3.8). Because better students might miss fewer classes. Thus a simple
regression model (3.8) of score on skipped may not give us a good estimator for skipped
and a good estimate of the causal effect of missing class.
We want a variable that is correlated with skipped, has no direct effect on score,
and is not correlated with ability. One option is to use distance between the living
place and the campus. Some students will commute to campus, which may increase the
likelihood of missing lectures, due to bad weather, traffic, and so on. Thus skipped may
be positively correlated with distance.
Next we need to consider if distance is correlated with e in the model (3.8). There
are some factors in e may be correlated with distance. For example, student from
low-income families may live off campus. If income affects student performance, then
distance is correlated with e. Otherwise distance might be a good instrument for
skipped.
3.2 Instrumental Variables for Weighted Samples
Assume we have a sample selected from a finite population generated from a super-
population in which (1.13) holds. Let (yi,xi, ri, wi) be the vector of observations, where
wi = pi
−1
i . If (1.14) and (1.15) hold for the vector (xi, ri, ei) in the superpopulation,
then
E
{∑
i∈A
wiei
}
= E
{∑
i∈U
ei
}
= 0, (3.10)
E
{∑
i∈A
wiriei
}
= E
{∑
i∈U
riei
}
= 0, (3.11)
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and
|E
{∑
i∈A
wix
′
irir
′
ixi
}
| = |E
{∑
i∈U
x′irir
′
ixi
}
| 6= 0, (3.12)
Let zi = N
−1nwiri. The zi is called the sample instrumental variable or instrument.
If we multiply (1.13) by zi, and sum we obtain
∑
i∈A
ziyi =
∑
i∈A
zix
′
iβ +
∑
i∈A
ziei, (3.13)
and equation (3.13) in matrix notation is
Z ′y = Z ′Xβ + bˆ, (3.14)
where bˆ =
∑
i∈A ziei, Z is an n× k1 matrix, X is an n× k matrix, and k1 ≥ k. Under
the model (3.14),
E{bˆ} = E{Z ′e} = 0.
If e is independent of Z, V {Z ′e} = Z ′Zσ2e . It is reasonable to construct an IV estimator
in the form of the 2SLS estimator, where the 2SLS estimator can be written as
βˆIV =
[
(Z ′X)′ (Z ′Z)−1Z ′X
]−1
(Z ′X)′ (Z ′Z)−1Z ′y. (3.15)
The PW estimator is a special case of the IV estimator (3.15) with Z = WX. By
plugging Z =WX into (3.15), we have
[
(Z ′X)′ (Z ′Z)−1Z ′X
]−1
(Z ′X)′ (Z ′Z)−1Z ′y
=
[
(X ′WX)′ (X ′WWX)−1 (X ′WX)
]−1
(X ′WX)′ (X ′WWX)−1 (X ′Wy)
= [X ′WX]−1X ′Wy,
providedX ′WX andX ′WWX are nonsingular matrices. Similarly, the PS estimator
is a special case of the estimator (3.15) with Z = WŴ−1X, where Ŵ is defined
in (2.32). The zi = wihixi, where hi is defined in (2.1), can be also viewed as an
instrumental variable.
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3.3 Central Limit Theorem
In this section, we show that the IV estimator is consistent for the population pa-
rameter and has a limiting normal distribution.
Theorem 2. Let {(yi,xi, ri)} be a sequence of independent identically distributed ran-
dom variables with 9-th moment. Let {UN ,FN : N = k + 3, k + 4, . . .} be a se-
quence of finite populations, where UN is the set of indices identifying the elements and
FN = ((y1,x1, r1), . . . , (yN ,xN , rN)). In the superpopulation yi is related to xi through
the regression model (2.9).
Assume ri is independent of ej for all i and j in the superpopulation and assume
that E{(RNΓN)′RNΓN} is nonsingular, where RN is the N ×k1 matrix of observations
on ri and ΓN = {E(R′NRN)}−1E(R′NXN). Let tj = (yj,xj, zj), let
MTpiT,N = n
−1
N T
′
NDpi,NTN (3.16)
and
MTpiT = E{MTpiT,N}, (3.17)
where zi = N
−1nNpi−1i ri, Dpi,N = diag(pi1, pi2, . . . , piN), pii is the inclusion probability for
element i, and TN = (t
′
1, t
′
2, . . . , t
′
N)
′. Assume KL < Nn−1N pii < KN for some positive
KL and KN . Assume limN→∞ fN = f a.s., where fN = N−1nN and 0 ≤ f < 1.
Let the condition (2.13) on the Horvitz-Thompson mean in Theorem 1 hold for any
t with 3-rd moments. Let the conditions (2.14) and (2.15) on the Horvitz-Thompson
mean in Theorem 1 hold for any t with 3-rd moments.
Let the instrumental variable estimator be
βˆIV = LˆXZn
−1
N Z
′y, (3.18)
where
LˆXZ = [n
−1
N X
′Z(Z ′Z)−1Z ′X]−1X ′Z(Z ′Z)−1.
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Then
n
1/2
N [V∞{n1/2N (βˆIV − β)}]−1/2[βˆIV − β] L→ N(0, I), (3.19)
where
V∞{n1/2N (βˆIV − β)} = LXZ
[
V∞{n1/2N b¯|FN}+ V {n1/2N b¯N}
]
L′XZ ,
LXZ = E{[MXpiZ,NM−1ZpiZ,NMZpiX,N ]−1MXpiZ,NM−1ZpiZ,N}, V∞{n1/2N b¯|FN} is the limiting
value of V {n1/2N b¯|FN}, b¯ = n−1N
∑
i∈A bi, b¯N = n
−1
N
∑
i∈U piibi, and bi = ziei. Then the
estimated variance is
Vˆ {βˆIV } = LˆXZ [Vˆ {¯ˆb}+ n−2N Z ′DpiDˆeeZ]Lˆ′XZ
= n−1N V∞{n1/2N (βˆIV − β)}+ op(n−1N ), (3.20)
where Vˆ {¯ˆb} is the Horvitz-Thompson estimated variance of ¯ˆb calculated with bˆi = zieˆi,
Dˆee = diag(eˆ
2
1, eˆ
2
2, . . . , eˆ
2
n), and eˆi = yi − x′iβˆIV .
Proof. By the moment assumptions and assumption (2.13),
(n−1N
∑
i∈A
xiz
′
i, n
−1
N
∑
i∈A
ziz
′
i)− (MXpiZ,N ,MZpiZ,N)|FN = Op(n−1/2N ) a.s.,
and
(MXpiZ,N ,MZpiZ,N)− (MXpiZ ,MZpiZ) = Op(N−1/2).
Then
LˆXZ −LXZ,N = Op(n−1/2N ),
where LXZ,N = [MXpiZ,NM
−1
ZpiZ,NMZpiX,N ]
−1MXpiZ,NM−1ZpiZ,N . Similary
n−1N
∑
i∈A
ziei −MZpie,N |FN = Op(n−1/2N ).
Under the model (2.9), by assumption, eN is independent of RN . Thus MZpie = 0 and
n−1N
∑
i∈A
ziei = Op(n
−1/2
N ).
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Thus
βˆIV − β =
[
n−1N X
′Z(Z ′Z)−1Z ′X
]−1
X ′Z(Z ′Z)−1n−1N Z
′(y −Xβ)
= LˆXZn
−1
N
∑
i∈A
ziei
=: LˆXZ b¯
= LXZ,N b¯+Op(n
−1
N )
= LXZ b¯+Op(n
−1
N ).
Also
βN − β = [MXpiZ,NM−1ZpiZ,NMZpiX,N ]−1MXpiZ,NM−1ZpiZ,Nn−1N Z ′NDpi,N(yN −XNβ)
= LXZ,Nn
−1
N
∑
i∈U
zipiiei
= LXZ,N b¯N
= LXZ b¯N +Op(N
−1).
It follows that
βˆIV − βN = (βˆIV − β)− (βN − β)
= LXZ,N(b¯− b¯N) +Op(n−1N )
= LXZ(b¯− b¯N) +Op(n−1N ).
From variance assumption (2.13) and the normality assumption (2.14) of the Horvitz-
Thompson mean,
n
1/2
N (b¯− b¯N)|FN L→ N(0, V∞{n1/2N b¯|FN}) a.s.,
where V∞{n1/2N b¯|FN} is defined in (3.19). Then
n
1/2
N (βˆIV − βN)|FN L→ N(0,LXZV∞{n1/2N b¯|FN}L′XZ) a.s. (3.21)
By the Central Limit Theorem for independent random variables and the moment
assumptions,
n
1/2
N b¯N
L→ N(0, V {n1/2N b¯N}),
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as N →∞. Then
n
1/2
N (βN − β) L→ N(0,LXZV {n1/2N b¯N}L′XZ), (3.22)
N →∞.
Applying Lemma 1, result (3.19) then follows from (3.21) and (3.22).
Under the model (2.9),
V {b¯N} = V {N−1
∑
i∈U
riei} = N−2
∑
i∈U
rir
′
iσ
2,
thus the estimated variance is
Vˆ {b¯N} = N−2
∑
i∈A
pi−1i rir
′
ieˆ
2
i
= n−2N
∑
i∈A
piiziz
′
ieˆ
2
i
= n−2N Z
′DpiDˆeeZ,
where Dˆee and eˆi are defined in (3.20). By the design and the variance assumption
(2.15) of the Horvitz-Thompson mean, Vˆ {b¯} = Op(n−1N ), Vˆ {b¯N} = Op(N−1),
Vˆ {b¯} − V {b¯|FN} = op(n−1N ),
and
Vˆ {b¯N} − V {b¯N} = op(N−1).
Then
LˆXZ
[
Vˆ {b¯}+ n−2N Z ′DpiDˆeeZ
]
Lˆ′XZ = LXZ,N
[
Vˆ {b¯}+ Vˆ {b¯N}
]
L′XZ,N +Op(n
−3/2
N )
= LXZ,N
[
V {b¯|FN}+ V {b¯N}
]
L′XZ,N + op(n
−1
N )
= n−1N LXZ,N
[
V {n1/2N b¯|FN}+ V {n1/2N b¯N}
]
L′XZ,N + op(n
−1
N )
= n−1N LXZ,N
[
V∞{n1/2N b¯|FN}+ V {n1/2N b¯N}
]
L′XZ,N + op(n
−1
N )
= n−1N V∞{n1/2N (βˆIV − β)}+ op(n−1N ). (3.23)
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By Theorem 2.2.1 (Fuller, 2006), we can replace ei with eˆi in (3.23). Result (3.20)
then follows.
3.4 A Test for Endogeneity
In this section, we describe a test for endogeneity in the context of instrumental
variable estimation. Suppose we have a regression model written as
y =Xβ + e, (3.24)
e ∼ (0, Iσ2).
An n×k1 matrix Z is a known instrumental variable for X. For example, in the survey
situation, a possible Z is Z = WX. The 2SLS form of the IV estimator constructed
using Z can be written as
βˆIV = (Xˆ
′Xˆ)−1Xˆ ′y, (3.25)
where
Xˆ = Z(Z ′Z)−1Z ′X.
If the finite population correction can be ignored, an estimated covariance matrix of βˆIV
is
Vˆ {βˆIV } = (Xˆ ′Xˆ)−1Vˆ {Xˆ ′e}(Xˆ ′Xˆ)−1, (3.26)
where Vˆ {Xˆ ′e} is a Horvitz-Thompson estimated variance calculated with Xˆ ′eˆ and
eˆi,IV = yi − xˆ′iβˆIV .
Wooldridge (2000) provides a test for exogeneity based on the 2SLS estimator. We
extend the test to the complex survey case. We describe a test of the hypothesis that a
set of variables can be used as instrumental variables, given a set that is known to be
exogenous. We partition the Z as (Z1,Z2). The Z1 is an n× k11 matrix, the Z2 is an
n× k12 matrix and k1 = k11 + k12. The Z1 is a set of variables known to be exogenous
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and Z2 is a set for which we wish to test
H0 : E{Z ′2e} = 0. (3.27)
The test is equivalent to the test that H0 : γ2 = 0 in the representation
y = Xˆγ1 + (Z2 − Zˆ2)γ2 + , (3.28)
where
Xˆ = Z(Z ′Z)−1Z ′X,
and
Zˆ2 = Z1(Z
′
1Z1)
−1Z ′1Z2.
We compute
γˆ =
(
γˆ ′1, γˆ
′
2
)′
= (X˜ ′X˜)−1X˜ ′y, (3.29)
where x˜′i = (xˆi, r2i) and r2i = z2i − zˆ2i. If the finite population correction can be
ignored, an estimated covariance matrix is
Vˆ {γˆ} = (X˜ ′X˜)−1Vˆ {X˜ ′}(X˜ ′X˜)−1, (3.30)
where Vˆ {X˜ ′} is a Horvitz-Thompson estimated variance calculated with X˜ ′ˆ, and
ˆi = yi − x˜′iγˆ. The null hypothesis is H0 : γ2 = 0 and the test statistic is
γˆ ′2Vˆ
−1
γγ22γˆ2, (3.31)
where k12 is the dimention of r2i, and Vˆγγ22 is the lower right k12×k12 block of Vˆ {γˆ}. If
the test is statistically significant at the chosen significance level, we reject the hypothesis
that Z2 can be used as an instrumental variable. Under the null model, the distribution
of the test statistic (3.31) is approximately the χ2 distribution with degrees of freedom
equal to k12.
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CHAPTER 4 Preliminary Testing Procedure
4.1 Pretest Procedure Example
Because of the frequent use of pretest procedures, we illustrate the properties of the
pretest procedure using an example from Huntsberger (1955). Suppose we have a sample
{x1, x2, . . . , xn} drawn from a normal distribution N(µ, σ2). For simplicity, let σ2 = n in
order to make the simple sample mean x¯ follow a normal distribution N(µ, 1). Suppose
the investigator thinks that the true µ might be zero. If the data are consistent with
µ = 0, then µ = 0 is used as the estimator. If the data are inconsistent with µ = 0, then
µ = x¯ is the estimator. The pretest estimator is based on the t test
t = x¯[V {x¯}]−1/2 = x¯.
The pretest estimator is
µˆ =
 0 if t < t(α)x¯ if t ≥ t(α).
The mean squared error of the pretest estimator µˆ is a function of µ,
MSE(µˆ) =
∫ t(α)
−∞
(0− µ)2f(x¯)dx¯+
∫ ∞
t(α)
(x¯− µ)2f(x¯)dx¯.
Figure 4.1 shows the mean squared error of the pretest estimator µˆ versus the true
parameter µ, with the size of the test α = 0.05 in the one-sided testing procedure. A
solid curve is the mean squared error of the pretest estimator MSE(µˆ), while the solid
straight line at one can be viewed as the mean squared error of the simple sample mean
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MSE(x¯). We see that when the true mean µ is close to zero, the pretest estimator beats
the simple sample mean, and when the true mean is larger than 5, the pretest estimator
is almost as good as the simple sample mean. However, when the true mean falls in the
interval [1, 5], the simple sample mean has a smaller mean squared error. The procedure
is a one-sided testing procedure, but a two-sided testing procedure can be constructed
similarly. A simulated experiment for a pretest procedure is conducted by Wu (2004).
4.2 Test for Importance of Weights
If E{xipiiei} = 0, then the OLS estimator is unbiased and the PW estimator is
consistent for the superpopulation parameter β. The OLS estimator tends to be superior
to the PW estimator. If E{xipiiei} 6= 0, then the OLS estimator is biased, but the PW
estimator is still consistent for the superpopulation parameter β. Therefore, the OLS
estimator is preferred under uncorrelated xipii and ei, and the PW estimator is preferred
otherwise. Testing E{xipiiei} = 0 is a test for importance of weights.
The test for importance of weights can be used as a pretest procedure. In our
study, the test for importance of weights is used to determine whether weights should
be incorporated into the estimation of the parameters. The null hypothesis is
H0 : E{(X ′WX)−1X ′Wy − (X ′X)−1X ′y} = 0. (4.1)
Multiplying (4.1) by X ′WX, the hypothesis becomes
H0 : E{(WX −X(XX ′)−1XWX)′y} = 0. (4.2)
A test of the hypothesis (4.1) that the expectation of the OLS estimator (1.4) is equal
to the expectation of the PW estimator (1.8) can be performed as a test on coefficients
in an expanded multiple regression model. We consider to use a standard technique of
adding to our basic model the variables for the competing model. The procedure creates
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a new variable Z =WX and we can test the hypothesis by testing for the effect of Z
on y in the expanded regression model
y =Xβ +Zγ + e. (4.3)
If the OLS estimator provides an unbiased estimator then E{(X ′WX)−1X ′Wy} =
E{(X ′X)−1X ′y}, the coefficient for the weighted vector in the model (4.3) will be a zero,
that is γ = 0. The regression coefficient for Z in the the model (4.3) is the regression
coefficient for the regression of (I−X(X ′X)−1X ′)y on (I−X(X ′X)−1X ′)WX, which
is the regression of e on WX after adjusting for X. Assuming the regression model
(4.3) holds, the ordinary regression test statistic has an F distribution with k and n−2k
degrees of freedom under the H∗0 : γ = 0, where k is the dimension of X. For details
see DuMouchel and Duncan (1983) and Fuller (1984).
If the null hypotheis is accepted then one might proceed to fit a regression model of
y on X ignoring the weights. If the test indicates that two estimators are estimating
different quantities, then it is necessary to incorporate the inclusion probabilities into
the estimation procedure.
A pretest procedure based on an importance of weights test is obtained from two
regressions: we perform the regression of y on X and Z (full model), and then refit the
regression, dropping the Z variables (reduced model). The F statistic
F kn−2k =
(SSEred − SSEfull)/k
MSEfull
(4.4)
is computed, where k is the dimension of Z, SSEfull and SSEred are error sum of squares
for the full model and the reduced model respectively, and MSEfull is mean squared
error for the full model. If F kn−2k is not statistically significant, we use the OLS estimator
βˆols, otherwise we use the PW estimator βˆPW . A pretest estimator of β is
βˆpre,PW =
 βˆols if F < F
k
n−2k(α)
βˆPW if F ≥ F kn−2k(α),
(4.5)
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where F kn−2k(α) is the 1− α quantile of F distribution.
We can also compute an estimated variance for βˆpre,PW using the variance estimation
procedure appropriate for the estimator (4.5) chosen. Thus
Vˆ {βˆpre,PW} =
 Vˆ {βˆols} if F < F
k
n−2k(α)
Vˆ {βˆPW} if F ≥ F kn−2k(α),
(4.6)
where Vˆ {βˆols} is defined in (1.5) and Vˆ {βˆPW} is defined in (1.12). The estimated
variance Vˆ {βˆpre,PW} is conditional on the test statistic (4.4), and is not unbiased variance
estimator. The estimated variance Vˆ {βˆpre,PW} underestimates the variance of βˆpre,PW .
We call the statistic
tβˆpre,PW = [Vˆ {βˆpre,PW}]−1/2(βˆpre,PW − β) (4.7)
the t statistic for βˆpre,PW . The distribution of the t statistic is not that of Student’s t.
4.3 Instrumental Variable Pretest Procedure
The test for endogeneity in the instrumental variable procedure can be used as a
pretest procedure. We constructed a general testing procedure for endogeneity in Sec-
tion 3.4, and we are interested in testing if a second set of variables can be used as
instruments, given that we have an initial set that are known to satisfy the requirements
for instrumental variables. Consider a superpopulation model
yi = β0 + x
′
1,iβ1 + ei, (4.8)
where ej is independent of xi = (1,x1,i) for all i and j in the superpopulation. Assume
that the selection probabilities have the representation
pii = g1(xi) + g2(ei) + ui, (4.9)
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where g1(·) and g2(·) are continuous differentiable functions and ui is independent of
(xi, ei). Because under the model (4.8), ei is independent of xi, then
E
{∑
i∈A
(x1,i − x¯1,N)ei
}
= E
{∑
i∈U
pii(x1,i − x¯1,N)ei
}
= E
{∑
i∈U
[g1(xi) + g2(ei) + ui](x1,i − x¯1,N)ei
}
= E
{∑
i∈U
g1(xi)(x1,i − x¯1,N)ei
}
+ E
{∑
i∈U
g2(ei)(x1,i − x¯1,N)ei
}
+E
{∑
i∈U
ui(x1,i − x¯1,N)ei
}
= 0, (4.10)
where x¯1,N is the population mean for x1,i. Also we have
E
{∑
i∈A
wiei
}
= E
{∑
i∈U
piiwiei
}
= E
{∑
i∈U
ei
}
= 0. (4.11)
If we multiply (4.8) by wi and x1,i − x¯1,N and sum we obtain∑
i∈A
wiyi =
∑
i∈A
wiβ0 +
∑
i∈A
wix
′
1,iβ1 +
∑
i∈A
wiei (4.12)
and
∑
i∈A
(x1,i−x¯1,N)yi =
∑
i∈A
(x1,i−x¯1,N)β0+
∑
i∈A
(x1,i−x¯1,N)x′1,iβ1+
∑
i∈A
(x1,i−x¯1,N)ei, (4.13)
respectively. Thus
∑
i∈A
[wi, (x1,i − x¯1,N)′]′ yi =
∑
i∈A
[wi, (x1,i − x¯1,N)′]′ (1,x′1,i)β + bˆ, (4.14)
where, by (4.10) and (4.11)
E{bˆ} = E
{∑
i∈A
[wi, (x1,i − x¯1,N)′]′ ei
}
= 0.
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We obtain the IV estimator for β from (4.14)
∑
i∈A
[wi, (x1,i − x¯1,N)′]′ yi =
∑
i∈A
[wi, (x1,i − x¯1,N)′]′ (1,x′1,i)βˆIV . (4.15)
If x¯1,N is unknown, we can replace x¯1,N with x¯1,pi in (4.15), and obtain
∑
i∈A
[wi, (x1,i − x¯1,pi)′]′ yi =
∑
i∈A
[wi, (x1,i − x¯1,pi)′]′ (1,x′1,i)βˆIV . (4.16)
Under assumptions (4.10) and (4.11) and our usual moment assumptions in Theorem 2,
the IV estimator of (4.15) is consistent for β.
In constructing βˆIV of (4.16), the vector (wi, (x1,i − x¯1,pi)′) is the instrument for the
vector (1,x1,i), and the two vectors have the same dimension. Often the dimension of
the instrument vector exceeds that of the vector of explanatory variables. For example,
wix1,i, wiw˜
−1
i , where w˜i is defined in (2.32), and hˆiwi, where hˆi is estimated hi in
constructing the H estimator, can also be used as instruments. We are interested in
testing the set of variables (x1,i− x¯1,pi), given the set (wi, wix1,i) which are known to be
an instrument for (1,x1,i).
A pretest procedure based on a test for endogeneity is obtained from the ordinary
least squares fit (3.29) for the model (3.28). The F statistic is defined in (3.31). If
F k12n−k1 is not statistically significant, we use (x1,i − x¯1,pi) as an instrument for (1,x1,i),
otherwise we only use the set (wi, wix1,i) to be instrumental variables for (1,x1,i). A
pretest estimator of β is
βˆpre,IV =
 βˆIV 2 if F < F
k12
n−k1(α)
βˆIV 1 if F ≥ F k12n−k1(α),
(4.17)
where F k12n−k1(α) is the 1− α quantile of F distribution,
βˆIV 1 = [X
′Z1(Z ′1Z1)
−1Z ′1X]
−1X ′Z1(Z ′1Z1)
−1Z ′1y,
βˆIV 2 = [X
′Z(Z ′Z)−1Z ′X]−1X ′Z(Z ′Z)−1Z ′y,
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x′i = (1,x
′
1,i), X = (x1,x2, . . . ,xn)
′, z′1,i = (wi, wix1,i), Z1 = (z1,1, z1,2, . . . ,z1,n)
′,
z2,i = x1,i − x¯1,pi, Z2 = (z2,1, z2,2, . . . ,z2,n)′, z′i = (wi, wix1,i,x1,i − x¯1,pi), and Z =
(z1, z2, . . . ,zn)
′.
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Figure 4.1: Plot of MSE(µˆ) vs. µ
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CHAPTER 5 Simulation Design
5.1 Monte Carlo Study Set-up
To illustrate the different estimation procedures and to assess the performance of the
estimation procedures, a Monte Carlo simulation study was designed.
We create each sample in the simulation by the following selection procedure. Let
(xi, ei, ai, ui) be a vector, where xi is a normal (0, 0.5) random variable, ei is a normal
(0, 0.5) random variable, ai is a normal (0, 0.5) random variable, ui is a uniform (0, 1)
random variable, and the variables xi, ei, ai, and ui are mutually independent. Let the
selection probability pi be a function of xi, ei and ai,
pi = p(xi, ei, ai) = ar(xi) + br(ψ
0.5ei + [1− ψ]0.5ai), (5.1)
where
r(x) =

0.025 if x < 0.2
0.475(x− 0.20) + 0.025 if 0.2 ≤ x ≤ 1.2
0.5 if x > 1.2
(5.2)
and ψ is a parameter that is varied in the experiment. The parameter ψ determines the
correlation between pi and ei. The parameter pair (a, b) determines the strength of the
correlation between pi and xi and the strength of the correlation between pi and ei. Let
the sum of a and b always equal to 2 to ensure that pi ∈ [0, 1]. The expectation of pi is
0.221.
We use Poisson sampling design. If ui > pi, we reject the vector (xi, ei, ai). If ui ≤ pi,
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Figure 5.1: Plot of r vs. x
the vector (xi, ei, ai) is accepted and yi is defined by
yi = 0.5 + xi + ei. (5.3)
We draw 1000 selections to create a sample. This procedure gives an expected sample
size of about 221. Results are reported for 10000 samples created in this way.
In the experiment, ψ is varied and four different values of parameter pair (a, b) are
chosen. In our study, we constructed three cases. In case one, we set four different
parameter pairs, letting a1 = 1 and b1 = 1, a2 = 0.75 and b2 = 1.25, a3 = 0.5 and
b3 = 1.5, and a4 = 0.25 and b4 = 1.75. We want to check the relationship between the
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correlation between pi and xi and the efficiency of using the PS estimator. In case two,
we let a = b = 1 in (5.1) which has the strongest correlation between pi and xi and the
weakest correlation between pi and ei among four pairs of (a, b). In case three, we focus
on a = 0.25 and b = 1.75 in (5.1) which has the weakest correlation between pi and xi
and the strongest correlation between pi and ei among four pairs of (a, b).
5.2 Estimators for the Population Parameter
5.2.1 Pfeffermann-Sverchkov Estimator
In computing the PS estimators, estimated probabilites pˆi’s are constructed. The
q-weight in the PS estimator defined in (2.32) is qi = wipˆi, where pˆi is the predicted
value from the OLS regression of pi on (1, r(xi)). An estimated variance matrix is
Vˆ (βˆPS) = (X
′QX)−1X ′QDˆee,PSQX (X ′QX)
−1
, (5.4)
where
Dˆee,PS = diag(eˆ
2
1,PS, eˆ
2
2,PS, . . . , eˆ
2
n,PS),
eˆi,PS = yi − x′iβˆPS, X = (x1,x2, . . . ,xn)′, x′i = (1, xi).
5.2.2 Instrumental Variable Estimator
Under our regression model, E{∑i∈U ei} = 0 and E{∑i∈U xiei} = 0, thus wi and
wixi are instrumental variables for 1 and xi. We also consider xi as a potential instru-
mental variable because of E{∑i∈U piixiei} = 0.
We construct two IV estimators. The first IV estimator is based on four instru-
mental variables, wi, wixi, wipˆi, and wipˆixi. The second IV estimator is based on five
instrumental variables, wi, wixi, wipˆi, wipˆixi, and xi.
The first IV estimator of β is
βˆIV 1 =
(
X ′Z1(Z ′1Z1)
−1Z ′1X
)−1
X ′Z1(Z ′1Z1)
−1Z ′1y, (5.5)
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where z′1,i = (wi, wixi, wipˆi, wipˆixi), and Z1 = (z1,1, z1,2, . . . ,z1,n)
′ is an n × 4 matrix.
The estimated covariance matrix of βˆIV 1 is
Vˆ (βˆIV 1) =
(
Xˆ ′1Xˆ1
)−1
Xˆ ′1Dˆee,IV 1Xˆ1
(
Xˆ ′1Xˆ1
)−1
, (5.6)
where
Xˆ1 = Z1(Z
′
1Z)
−1
1 Z
′
1X,
Dˆee,IV 1 = diag(eˆ
2
1,IV 1, eˆ
2
2,IV 1, . . . , eˆ
2
n,IV 1),
and eˆi,IV 1 = yi − x′iβˆIV 1.
The second IV estimator of β is
βˆIV 2 =
(
X ′Z(Z ′Z)−1Z ′X
)−1
X ′Z(Z ′Z)−1Z ′y, (5.7)
where z′i = (wi, wixi, wipˆi, wipˆixi, z2,i), z2,i = xi, z2 = (x1, x2, . . . , xn)
′, and Z = (Z1, z2)
is an n× 5 matrix. The estimated covariance matrix of βˆIV 2 is
Vˆ (βˆIV 2) =
(
Xˆ ′Xˆ
)−1
Xˆ ′Dˆee,IV 2Xˆ
(
Xˆ ′Xˆ
)−1
, (5.8)
where
Xˆ = Z(Z ′Z)−1Z ′X.,
Dˆee,IV = diag(eˆ
2
1,IV 2, eˆ
2
2,IV 2, . . . , eˆ
2
n,IV 2)
and eˆi,IV 2 = yi − x′iβˆIV 2.
The computations of the PS estimation and the IV estimation will be illustrated in
Section 5.5.
5.2.3 Preliminary Testing Procedures
We construct two simple pretest estimators. One is based on the OLS estimator and
the PW estimator and the other one is based on the OLS and the PS estimator.
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The pretest based on PW estimator is obtained from two regressions: the regression
of yi on (1, xi, wi, wixi) (full model) and the regression of yi on (1, xi) (reduced model).
The F statistic
F 2n−4 =
(SSEred − SSEfull)/2
MSEfull
(5.9)
is computed. The pretest estimator of β is
βˆpre,PW =
 βˆols if F < F
2
n−4(α)
βˆPW if F ≥ F 2n−4(α).
(5.10)
The size of the test α = 0.05 and α = 0.25 were used in the simulation. An estimated
variance for βˆpre,PW is
Vˆ {βˆpre,PW} =
 Vˆ {βˆols} if F < F
2
n−4(α)
Vˆ {βˆPW} if F ≥ F 2n−4(α),
(5.11)
where Vˆ {βˆols} is defined in (1.5) and Vˆ {βˆPW} is defined in (1.12). The t statistic for
βˆpre,PW is given in (4.7).
The pretest based on PS estimator is similarly obtained from two regressions: the
regression of yi on (1, xi, wipˆi, wipˆixi) (full model) and the regression of yi on (1, xi)
(reduced model). The F statistic is defined in (5.9). The pretest estimator of β is
βˆpre,PS =
 βˆols if F < F
2
n−4(α)
βˆPS if F ≥ F 2n−4(α).
(5.12)
An estimated covariance matrix for βˆpre,PS is
Vˆ {βˆpre,PS} =
 Vˆ {βˆols} if F < F
2
n−4(α)
Vˆ {βˆPS} if F ≥ F 2n−4(α),
(5.13)
where Vˆ {βˆols} is defined in (1.5) and Vˆ {βˆPS} is defined in (5.4). The t statistic for
βˆpre,PS is
tβˆpre,PS = [Vˆ {βˆpre,PS}]−1/2(βˆpre,PS − β). (5.14)
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5.2.4 Two-step Preliminary Testing Procedure
We construct a two-step pretest estimator based on the OLS estimator and the two
IV estimators. The first step test is a test for importance of weights. The test procedure
is same as the simple pretest procedure to construct the pretest estimator βˆpre,PW in
Section 5.2.3. If F 2n−4 in (5.9) is not statistically significant, we use βˆols, otherwise we
proceed to the second test.
The second test is a test for endogeneity. We compute the OLS regression of yi on
(x˜0, x˜i, xi−xˆi) as defined in (3.29) where x˜0 is the predicted value from the OLS regression
of one on (wi, wixi, wipˆi, wipˆixi, xi), x˜i is the predicted value from the OLS regression of
xi on (wi, wixi, wipˆi, wipˆixi, xi), and xˆi is the predicted value from the OLS regression of
xi on (wi, wixi, wipˆi, wipˆixi). The t statistic for the hypothesis that H0 : δ = 0 is
t = δˆ/vˆ(δˆ), (5.15)
where δˆ is the ordinary least squares coefficient for xi − xˆi in the regression of (3.29).
Under the null model, the distribution of the t statistic (5.15) is a approximately normal
distribution. The two-step pretest estimator is
βˆpre =

βˆols if F < F2,n−4(α) βˆIV 2 if |t| < Z(α/2)βˆIV 1 if |t| ≥ Z(α/2) and F ≥ F2,n−4(α),
(5.16)
where α is the size of the test.
We can compute a standard error for βˆpre using the variance estimation procedure
appropriate for the estimator chosen. Then an estimated variance is
Vˆ {βˆpre} =

Vˆ {βˆols} if F < F2,n−4(α) Vˆ {βˆIV 2} if |t| < Z(α/2)Vˆ {βˆIV 1} if |t| ≥ Z(α/2) and F ≥ F2,n−4(α),
(5.17)
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where Vˆ {βˆIV 1} is defined in (5.6) and Vˆ {βˆIV 2} is defined in (5.8). The estimated
variance Vˆ {βˆpre} is conditional on the F test statistic and the t test statistic, and is not
unbiased variance estimator. We call the statistic
tβˆpre = [Vˆ {βˆpre}]−1/2(βˆpre − β) (5.18)
the t statistic for βˆpre. The distribution of the t statistic is not that of Student’s t.
5.3 Simulation Results
5.3.1 Case One Study
In case one, we constructed the OLS estimator, the PW estimator and the PS esti-
mator of β = (β0, β1) for four pairs of (a, b). We are interested in knowing that how the
performance of the PS estimator depends on the correlation between pi and xi.
Table 5.1 contains the correlation between pi and xi and the correlation between pi
and ei in the population. The selection probability and xi are positively correlated. The
selection probability and ei are also positively correlated. For four pairs of (a, b), when
ψ = 0 in (5.1), pi and ei are uncorrelated. If we look at Table 5.1 by column, when ψ
increases, the correlation between pi and xi is stable, because the correlation between pi
and xi does not depend on ψ in (5.1). When ψ increases, the correlation between pi and
ei increases. If we look at Table 5.1 by row, the correlation between pi and xi decreases
and the correlation between pi and ei increases, from left to right, because a decreases
and b increases in (5.1).
Table 5.2 contains the means of pixi, pix
2
i and piei. The means of pixi and pix
2
i do
not depend on ψ. The mean of piei increases as ψ increases. If we look at Table 5.2 by
row, the means of pixi and pix
2
i decrease as a decreases, and the decreasing trend for
the mean of pixi is faster than that for the mean of pix
2
i . The mean of piei increases as
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Table 5.1: Monte Carlo Correlations for corr1 = corr(pi, xi) and corr2 = corr(pi, ei)
(10,000 samples)
ψ a = 1 b = 1 a = .75 b = 1.25 a = .5 b = 1.5 a = .25 b = 1.75
corr1 corr2 corr1 corr2 corr1 corr2 corr1 corr2
.00 0.572 0.000 0.416 0.000 0.256 0.000 0.115 0.000
.0025 0.572 0.029 0.416 0.035 0.256 0.039 0.114 0.040
.01 0.572 0.057 0.416 0.069 0.256 0.077 0.114 0.080
.02 0.572 0.080 0.416 0.098 0.256 0.108 0.115 0.113
.03 0.572 0.099 0.416 0.120 0.256 0.133 0.114 0.139
.05 0.572 0.128 0.416 0.155 0.256 0.171 0.114 0.179
.07 0.572 0.151 0.416 0.183 0.256 0.203 0.114 0.211
.10 0.572 0.181 0.416 0.219 0.256 0.243 0.114 0.253
.14 0.572 0.214 0.416 0.259 0.256 0.287 0.114 0.300
.17 0.572 0.236 0.416 0.286 0.256 0.317 0.115 0.330
.20 0.572 0.256 0.416 0.310 0.256 0.343 0.114 0.358
.25 0.572 0.285 0.416 0.346 0.256 0.383 0.114 0.400
.30 0.572 0.313 0.416 0.380 0.256 0.420 0.114 0.439
.40 0.572 0.362 0.417 0.439 0.256 0.485 0.115 0.506
.50 0.572 0.404 0.416 0.490 0.256 0.542 0.115 0.566
b increases. Because of definitaion of pi in (5.1), the Monte Carlo means of pixiei for all
parameter sets in the experiment are always zero.
Table 5.3 contains the bias ratio of βˆ0, where BR(βˆ0) = [V {βˆ0}]−1/2Bias(βˆ0) is the
bias relative to the standard error. The approximate bias for the OLS estimator is
E{βˆols − β} = E{(X ′X)−1X ′e}
=˙
[
E{N−1X ′NDpi,NXN}
]−1
E{N−1X ′NDpi,NeN}
=
∣∣E{N−1X ′NDpi,NXN}∣∣−1
 E{piix2i } −E{piixi}
−E{piixi} E{pii}

 E{piiei}
E{piixiei}
 ,
where |E{N−1X ′NDpi,NXN}| is the determinant of the matrix E{N−1X ′NDpi,NXN}.
The bias of βˆ0 principally comes from the product of the positive correlation between pi
and ei and the positive correlation between pi and x
2
i . If we look at Table 5.3 by column,
the bias ratio for βˆols,0 increases when ψ increases, because the correlation between pi
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Table 5.2: Monte Carlo Means for E1 = E{pixi},E2 = E{pix2i } and
E3 = E{piei}(10,000 samples)
ψ a = 1 b = 1 a = .75 b = 1.25 a = .5 b = 1.5 a = .25 b = 1.75
E1 E2 E3 E1 E2 E3 E1 E2 E3 E1 E2 E3
.00 .082 .159 .000 .061 .147 .000 .041 .135 .000 .020 .123 .000
.0025 .082 .159 .004 .061 .147 .005 .041 .135 .006 .020 .123 .007
.01 .082 .159 .008 .061 .147 .010 .041 .135 .012 .021 .123 .014
.02 .082 .159 .012 .061 .147 .014 .041 .135 .017 .021 .123 .020
.03 .082 .159 .014 .061 .147 .018 .041 .135 .021 .020 .123 .025
.05 .082 .159 .018 .061 .147 .023 .041 .135 .027 .020 .123 .032
.07 .082 .159 .022 .061 .147 .027 .041 .135 .032 .020 .123 .038
.10 .082 .159 .026 .061 .147 .032 .041 .135 .039 .020 .123 .045
.14 .082 .159 .031 .061 .147 .038 .041 .135 .046 .020 .123 .054
.17 .082 .159 .034 .061 .147 .042 .041 .135 .051 .020 .123 .059
.20 .082 .159 .036 .061 .147 .046 .041 .135 .055 .020 .123 .064
.25 .082 .159 .041 .061 .147 .051 .041 .135 .061 .020 .123 .072
.30 .082 .159 .045 .061 .147 .056 .041 .135 .067 .020 .123 .078
.40 .082 .159 .052 .061 .147 .065 .041 .135 .078 .020 .123 .091
.50 .082 .159 .058 .061 .147 .072 .041 .135 .087 .020 .123 .101
and ei increases. Biases relative to the standard error are close to zero for the PW
estimator and the PS estimator, because the PW estimator and the PS estimator are
consistent and nonzero biases are due to small sample bias. If we look at Table 5.3 by
row, the bias ratio for βˆols,0 increases as b increases, that is, the correlation between pi
and ei increases.
Table 5.4 contains the bias ratio of βˆ1, where BR(βˆ1) = [V {βˆ1}]−1/2Bias(βˆ1). The
bias of βˆ1 principally comes from the product of the positive correlation between pi and
ei and the positive correlation between pi and xi. If we look at Table 5.4 by column, the
absolute value of the bias ratio for βˆols,1 increases when ψ increases, and the bias ratio
for βˆPW,1 and the bias ratio for βˆPS,1 are nearly zero. If we look at Table 5.4 by row, the
absolute value of the bias ratio for βˆols,1 decreases as a decreases.
Table 5.5 contains the mean squared errors of βˆ0. Table 5.6 contains the mean
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Table 5.3: Monte Carlo Bias Ratio Bias(βˆ0)
[V {βˆ0}]1/2 for estimators of β0 (10,000 samples)
ψ a = 1 b = 1 a = .75 b = 1.25 a = .5 b = 1.5 a = .25 b = 1.75
βˆols βˆPW βˆPS βˆols βˆPW βˆPS βˆols βˆPW βˆPS βˆols βˆPW βˆPS
.00 0.00 -0.01 -0.01 -0.01 -0.01 -0.01 0.00 -0.01 -0.01 0.00 -0.01 -0.01
.0025 0.41 0.00 0.00 0.50 0.00 0.00 0.58 0.01 0.01 0.67 0.01 0.01
.01 0.87 0.02 0.02 1.03 0.02 0.02 1.19 0.02 0.02 1.36 0.02 0.02
.02 1.23 0.02 0.03 1.48 0.02 0.03 1.72 0.02 0.02 1.96 0.02 0.02
.03 1.49 0.00 0.00 1.78 0.01 0.01 2.08 0.01 0.01 2.38 0.02 0.02
.05 1.92 0.01 0.01 2.28 0.01 0.01 2.66 0.01 0.01 3.04 0.01 0.01
.07 2.25 0.01 0.01 2.71 0.01 0.01 3.17 0.01 0.01 3.66 0.01 0.01
.10 2.72 0.03 0.03 3.27 0.03 0.03 3.80 0.04 0.04 4.34 0.04 0.04
.14 3.22 0.03 0.03 3.85 0.03 0.03 4.47 0.03 0.03 5.14 0.04 0.04
.17 3.49 0.02 0.02 4.19 0.02 0.02 4.89 0.02 0.02 5.64 0.02 0.03
.20 3.83 0.05 0.05 4.60 0.05 0.05 5.36 0.05 0.05 6.13 0.05 0.05
.25 4.28 0.04 0.04 5.17 0.04 0.04 6.05 0.04 0.04 6.94 0.05 0.05
.30 4.67 0.07 0.07 5.64 0.07 0.07 6.58 0.07 0.07 7.59 0.07 0.08
.40 5.33 0.05 0.05 6.45 0.05 0.05 7.58 0.05 0.05 8.80 0.06 0.06
.50 6.03 0.06 0.06 7.29 0.06 0.06 8.54 0.06 0.07 9.93 0.08 0.08
squared errors of βˆ1. The mean squared errors of βˆols,0 and βˆols,1 are the smallest among
estimators of β0 and β1 in every pair of (a, b), when ψ = 0, that is, when there is no
correlation between pi and ei. If we look at Table 5.5 by column, when ψ increases, the
correlation between pi and ei increases, and the mean squared errors of βˆols,0 increase
because of the squared bias. The mean squared errors of the PW estimators and the
mean squared errors of the PS estimators have slightly decreasing trend for every pair
of (a, b), when ψ increases, because of increasing correlation between pii and ei.
When a = b = 1, the estimators βˆPS,0 are more efficient than βˆPW,0, because the
correlation between selection probabilities and xi is relatively high. From left to right,
a gets smaller and b gets larger, and the efficiency of the PS estimator is decreasing.
When a = 0.25 and b = 1.75, the PW estimator is almost as good as the PS estimator.
The efficiency of the PS estimator reduces, as the parameter a decreases, due to the
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Table 5.4: Monte Carlo Bias Ratio Bias(βˆ1)
[V {βˆ1}]1/2 for estimators of β1 (10,000 samples)
ψ a = 1 b = 1 a = .75 b = 1.25 a = .5 b = 1.5 a = .25 b = 1.75
βˆols βˆPW βˆPS βˆols βˆPW βˆPS βˆols βˆPW βˆPS,1 βˆols βˆPW βˆPS
.00 -0.01 0.00 0.00 0.00 0.00 0.00 -0.01 0.00 0.00 -0.01 -0.01 -0.01
.0025 -0.18 0.01 0.00 -0.17 0.00 0.00 -0.14 0.01 0.00 -0.08 0.01 0.01
.01 -0.39 -0.02 -0.02 -0.36 -0.02 -0.02 -0.29 -0.01 -0.01 -0.17 -0.01 -0.01
.02 -0.54 -0.03 -0.03 -0.51 -0.03 -0.03 -0.41 -0.03 -0.03 -0.25 -0.03 -0.03
.03 -0.65 -0.01 -0.01 -0.61 -0.01 -0.01 -0.49 -0.01 -0.01 -0.29 0.00 0.00
.05 -0.83 -0.01 -0.01 -0.77 -0.02 -0.01 -0.62 -0.02 -0.01 -0.38 -0.02 -0.02
.07 -0.98 0.00 0.01 -0.92 0.00 0.01 -0.74 0.00 0.01 -0.44 0.01 0.01
.10 -1.19 -0.04 -0.04 -1.10 -0.03 -0.03 -0.90 -0.03 -0.03 -0.53 -0.02 -0.02
.14 -1.39 -0.02 -0.02 -1.30 -0.02 -0.02 -1.06 -0.02 -0.01 -0.64 -0.01 -0.01
.17 -1.52 -0.01 -0.01 -1.42 -0.01 -0.01 -1.15 -0.01 -0.01 -0.69 -0.01 0.00
.20 -1.66 -0.03 -0.02 -1.55 -0.03 -0.02 -1.25 -0.02 -0.02 -0.75 -0.02 -0.02
.25 -1.88 -0.05 -0.05 -1.75 -0.05 -0.04 -1.43 -0.05 -0.04 -0.86 -0.03 -0.03
.30 -2.02 -0.05 -0.05 -1.89 -0.05 -0.05 -1.53 -0.04 -0.04 -0.93 -0.04 -0.03
.40 -2.33 -0.05 -0.04 -2.18 -0.05 -0.04 -1.77 -0.05 -0.04 -1.07 -0.04 -0.04
.50 -2.60 -0.05 -0.04 -2.44 -0.05 -0.04 -1.97 -0.05 -0.04 -1.20 -0.03 -0.02
decreasing correlation between pi and xi. Table 5.6 shows the same tendency as Table
5.5.
Table 5.7 contains the mean squared error ratio of βˆPS,0 relative to that of βˆPW,0 for
four pairs of (a, b). Table 5.8 contains the mean squared error ratio of βˆPS,1 relative to
that of βˆPW,1 for four pairs of (a, b). If we look at Table 5.7 by column, each column
contains the values of MSE(βˆPW,0)/MSE(βˆPS,0) for each pair of (a, b). The MSE ratio
values for different ψ are stable in each column. If we look at Table 5.7 by row, the MSE
ratios get smaller as a decreases. When the correlation between pi and xi is fairly high,
the PS estimator works better than the PW estimator. The mean squared error ratio
in the last column in Table 5.7 is near one, even though there exists a weak correlation
between pi and xi. Because of the variance of the estimated pi in the PS estimation
increases the total variance of the PS estimator. Table 5.8 shows the same tendency as
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Table 5.5: Monte Carlo Mean Squared Error (×1000) for estimators of β0 (10,000
samples)
ψ a = 1 b = 1 a = .75 b = 1.25 a = .5 b = 1.5 a = .25 b = 1.75
βˆols βˆPW βˆPS βˆols βˆPW βˆPS βˆols βˆPW βˆPS βˆols βˆPW βˆPS
.00 2.86 5.38 5.13 2.60 5.38 5.24 2.44 5.50 5.45 2.33 5.76 5.77
.0025 3.36 5.39 5.16 3.26 5.42 5.29 3.27 5.51 5.46 3.37 5.84 5.84
.01 4.96 5.30 5.08 5.35 5.31 5.18 5.87 5.42 5.37 6.60 5.73 5.73
.02 7.17 5.23 5.00 8.27 5.26 5.12 9.49 5.41 5.36 11.06 5.66 5.66
.03 8.98 5.34 5.13 10.67 5.36 5.24 12.70 5.51 5.47 15.17 5.77 5.77
.05 13.24 5.24 5.03 16.24 5.27 5.14 19.67 5.38 5.33 24.05 5.69 5.69
.07 17.45 5.30 5.08 21.77 5.34 5.21 26.61 5.46 5.41 32.47 5.72 5.72
.10 23.46 5.30 5.04 29.58 5.31 5.17 36.57 5.46 5.40 45.08 5.76 5.76
.14 31.93 5.07 4.85 40.81 5.11 4.98 50.58 5.22 5.17 62.52 5.53 5.52
.17 38.14 5.18 4.96 48.80 5.15 5.02 60.63 5.22 5.17 75.25 5.54 5.54
.20 44.54 5.10 4.88 57.23 5.14 5.01 71.52 5.29 5.24 88.65 5.56 5.56
.25 54.97 5.17 4.92 71.06 5.20 5.05 88.83 5.33 5.28 110.13 5.56 5.57
.30 65.23 5.06 4.85 84.38 5.11 4.99 105.55 5.21 5.16 131.31 5.51 5.51
.40 85.68 4.79 4.58 111.56 4.80 4.68 140.11 4.94 4.89 174.60 5.29 5.29
.50 107.22 4.84 4.64 138.93 4.85 4.73 174.61 4.96 4.91 217.46 5.24 5.24
Table 5.7.
5.3.2 Case Two Study
In the case two, we constructed the OLS estimator, the PW estimator, the PS estima-
tor, and two pretest estimators of β = (β0, β1) for a = b = 1. The two pretest estimators
are defined in Section 5.2.3. We want to assess the performance of the pretest estimators
and compare the pretest estimators with other estimators.
Table 5.9 contains the mean squared errors of βˆ0. Table 5.10 contains the mean
squared errors of βˆ1. The pretest estimators are for α = 0.05 and α = 0.25. The pretest
estimators based on the PW estimators βˆpre,PW,0 and βˆpre,PW,1 are uniformly inferior
to the pretest estimators based on the PS estimators βˆpre,PS,0 and βˆpre,PS,0 in terms of
mean squared error for both α = 0.05 and α = 0.25. When ψ gets larger, the mean
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Table 5.6: Monte Carlo Mean Squared Error (×1000) for estimators of β1 (10,000
samples)
ψ a = 1 b = 1 a = .75 b = 1.25 a = .5 b = 1.5 a = .25 b = 1.75
βˆols βˆPW βˆPS βˆols βˆPW βˆPS βˆols βˆPW βˆPS βˆols βˆPW βˆPS
.00 3.99 8.43 6.80 3.90 8.53 7.54 3.95 8.87 8.49 4.19 9.81 9.84
.0025 4.09 8.47 6.76 4.02 8.57 7.53 4.05 8.87 8.47 4.26 9.77 9.79
.01 4.55 8.35 6.68 4.46 8.43 7.42 4.37 8.86 8.46 4.39 9.81 9.82
.02 5.13 8.54 6.83 4.93 8.62 7.59 4.65 8.94 8.55 4.45 9.79 9.82
.03 5.57 8.40 6.73 5.35 8.52 7.52 5.03 8.88 8.50 4.65 9.83 9.85
.05 6.68 8.38 6.68 6.30 8.51 7.47 5.59 8.89 8.50 4.79 9.80 9.82
.07 7.84 8.48 6.78 7.23 8.57 7.54 6.17 8.85 8.45 4.96 9.65 9.67
.10 9.50 8.30 6.64 8.77 8.39 7.39 7.28 8.68 8.30 5.46 9.47 9.50
.14 11.75 8.41 6.69 10.64 8.50 7.47 8.46 8.78 8.39 5.87 9.64 9.66
.17 13.45 8.16 6.51 12.09 8.25 7.26 9.45 8.58 8.20 6.26 9.39 9.42
.20 14.81 8.00 6.42 13.23 8.13 7.17 10.21 8.43 8.08 6.44 9.33 9.36
.25 17.81 8.12 6.53 15.92 8.26 7.29 12.06 8.61 8.24 7.17 9.49 9.51
.30 20.87 7.96 6.36 18.42 8.05 7.08 13.60 8.34 7.97 7.70 9.17 9.19
.40 26.45 7.92 6.33 23.35 8.00 7.05 16.96 8.28 7.93 9.00 8.99 9.03
.50 32.09 7.83 6.30 28.19 7.92 7.00 20.24 8.15 7.81 10.44 8.97 9.01
squared errors of βˆpre,PW,0 and βˆpre,PW,1 are closer to the mean squared errors of βˆPW,0
and βˆPW,1, respectively, for both α = 0.05 and α = 0.25. The reason for this trend is that
the pretest procedure rejects the null hypothesis more frequently when the correlation
between pi and ei increases. The tendency for the mean squared errors of the pretest
estimators based on the PW estimators getting closer to the mean squared errors of the
PW estimators is more obvious with α = 0.25 than with α = 0.05. The reason for this
difference is that the pretest procedure with larger size of test rejects the null hypothesis
more frequently than the pretest procedure with relatively smaller size of test. The
PS estimators and the pretest estimators based on the PS estimators show the same
tendency as the PW estimators and the pretest estimators based on the PW estimators.
As the simulation results of Table 5.11 illustrate, for α = 0.05 and α = 0.25, almost all
statistics tβˆols,0 , tβˆPW,0 , tβˆPS,0 , tβˆpre,PW,0 and tβˆpre,PS,0 exceed the tabular t.025 for Student’s
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Table 5.7: Monte Carlo Mean Squared Error Ratio
MSE(βˆPW,0)
MSE(βˆPS,0)
for estimators of β0
(10,000 samples)
ψ a = 1 a = .75 a = .5 a = .25
b = 1 b = 1.25 b = 1.5 b = 1.75
.00 1.049 1.027 1.010 0.999
.0025 1.045 1.025 1.009 1.000
.01 1.043 1.025 1.009 1.000
.02 1.047 1.026 1.010 1.000
.03 1.040 1.023 1.008 0.999
.05 1.044 1.025 1.010 1.000
.07 1.044 1.025 1.009 1.000
.10 1.051 1.028 1.010 1.000
.14 1.046 1.026 1.011 1.001
.17 1.044 1.025 1.010 1.000
.20 1.044 1.025 1.009 1.000
.25 1.051 1.029 1.010 0.999
.30 1.044 1.025 1.009 1.000
.40 1.048 1.027 1.010 0.999
.50 1.044 1.025 1.009 0.999
t by more than the nominal fraction. As ψ increases, the probabilities of P (|tβˆpre,PW,0| >
t.025) are closer to the probabilities of P (|tβˆPW,0| > t.025). The P (|tβˆpre,PS,0| > t.025) and
P (|tβˆPS,0| > t.025) show the same trend. Table 5.12 gives the probabilities of the statistics
tβˆols,1 , tβˆPW,1 , tβˆPS,1 , tβˆpre,PW,1 and tβˆpre,PS,1 exceeding the tabular t.025. We can see the
same tendency in Table 5.12 as in Table 5.11.
Figure 5.2 is the plot of mean squared error ratios of βˆols,0, βˆPW,0 and βˆpre,PS,0 relative
to βˆPS,0 as a function of correlation between pi and ei for α = 0.05 and α = 0.25. The
shapes are typical of preliminary testing procedures. In Figure 5.2 the horizontal line
always equal to one can be viewed as the mean squared error efficiency of βˆPS,0 relative
to itself, or the mean squared error efficiency of βˆpre,PS,0 relative to βˆPS,0 when α = 1.
When α = 1 we always reject βˆols,0 in the pretest procedures. Since 0.05 < 0.25 < 1, the
curve for the mean squared error efficiency of βˆpre,PS,0 relative to βˆPS,0 with α = 0.25 is
66
Table 5.8: Monte Carlo Mean Squared Error Ratio
MSE(βˆPW,1)
MSE(βˆPS,1)
for estimators of β1
(10,000 samples)
ψ a = 1 a = .75 a = .5 a = .25
b = 1 b = 1.25 b = 1.5 b = 1.75
.00 1.239 1.132 1.045 0.997
.0025 1.253 1.138 1.046 0.998
.01 1.249 1.137 1.047 0.998
.02 1.251 1.137 1.046 0.997
.03 1.247 1.134 1.045 0.998
.05 1.256 1.138 1.046 0.997
.07 1.251 1.137 1.047 0.998
.10 1.251 1.135 1.046 0.997
.14 1.258 1.138 1.047 0.997
.17 1.254 1.137 1.045 0.996
.20 1.246 1.133 1.043 0.997
.25 1.243 1.134 1.045 0.998
.30 1.251 1.137 1.046 0.998
.40 1.251 1.135 1.045 0.996
.50 1.243 1.132 1.043 0.995
flatter than with α = 0.05. The curve for the mean squared error efficiency of βˆpre,PS,0
relative to βˆPS,0 with α = 0.25 is generally between the curve of mean squared error
efficiency of βˆpre,PS,0 relative to βˆPS,0 with α = 0.05 and the horizontal line at one.
The solid curve is the mean squared error ratio of βˆols,0 relative to βˆPS,0 as a function
of correlation between pi and ei. The βˆols,0 is the best if pi and ei are independent, but has
very poor performance when the correlation between pi and ei is large. The dashed curve
for the mean squared error ratio of βˆPW,0 relative to βˆPS,0 is always above the horizontal
line at one. The βˆPW,0 is less efficient than the βˆPS,0 uniformly. The pretest estimator
βˆpre,PS,0 is better than βˆPS,0, but worse than βˆols,0 when the correlation between pi and
ei is low. When the correlation gets larger, βˆpre,PS,0 is worse than βˆPS,0, but better than
βˆols,0. The pretest estimator βˆpre,PS,0 is never the best, nor the worst, so the pretest
estimator is a compromise in terms of mean squared error.
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Table 5.9: Monte Carlo Mean Squared Error (×1000) for estimators of β0 (10,000
samples)
ψ βˆols βˆPW βˆPS βˆpre,PW βˆpre,PS βˆpre,PW βˆpre,PS
α = 0.05 α = 0.05 α = 0.25 α = 0.25
.00 2.76 5.31 5.05 3.26 3.21 4.28 4.11
.0025 3.40 5.34 5.09 3.98 3.92 4.72 4.58
.01 4.85 5.28 5.04 5.42 5.35 5.46 5.30
.02 7.05 5.40 5.16 7.26 7.00 6.39 6.05
.03 8.97 5.25 5.00 8.42 7.85 6.71 6.19
.05 13.24 5.28 5.03 9.94 8.65 6.92 6.03
.07 17.33 5.30 5.06 10.20 8.19 6.63 5.72
.10 23.59 5.31 5.07 9.38 7.08 6.11 5.34
.14 32.05 5.13 4.91 7.66 5.64 5.44 4.97
.17 38.52 5.18 4.93 6.68 5.27 5.33 4.95
.20 44.51 5.16 4.93 5.98 5.05 5.21 4.94
.25 54.51 5.04 4.81 5.29 4.83 5.05 4.81
.30 65.61 5.11 4.88 5.19 4.88 5.12 4.88
.40 85.76 4.76 4.56 4.76 4.56 4.76 4.56
.50 107.01 4.90 4.68 4.90 4.68 4.90 4.68
Figure 5.3 is the plot of the mean squared error ratios of βˆols,1, βˆPW,1 and βˆpre,PS,1
relative to βˆPS,1 for α = 0.05 and α = 0.25. The curves for the mean squared error
efficiency relative to βˆPS,1 in Figure 5.3 are similar to the curves of the mean squared
error efficiency relative to βˆPS,0 in Figure 5.2. The two curves for the pretest estimators
in Figure 5.3 are smoother than the two pretest curves in Figure 5.2. One reason for
this difference is that the bias of βˆpre,PS,0 relative to the standard error is larger than
that of βˆpre,PS,1.
5.3.3 Case Three Study
In the case three, we constructed the OLS estimator, the PW estimator, the PS
estimator, two IV estimators and a two-step pretest estimator of β = (β0, β1) when
a = 0.25 and b = 1.75. The two-step pretest estimator is defined in Section 5.2.4.
We want to assess the performance of the two IV estimators and the two-step pretest
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Table 5.10: Monte Carlo Mean Squared Error (×1000) for estimators of β1 (10,000
samples)
ψ βˆols βˆPW βˆPS βˆpre,PW βˆpre,PS βˆpre,PW βˆpre,PS
α = 0.05 α = 0.05 α = 0.25 α = 0.25
.00 3.99 8.56 6.85 4.90 4.56 6.67 5.68
.0025 4.06 8.40 6.75 4.97 4.68 6.74 5.75
.01 4.45 8.47 6.77 5.76 5.37 7.37 6.25
.02 5.08 8.48 6.79 6.63 6.08 7.83 6.59
.03 5.65 8.26 6.62 7.16 6.45 7.92 6.61
.05 6.71 8.23 6.64 8.02 7.00 8.28 6.80
.07 7.77 8.31 6.67 8.56 7.17 8.43 6.80
.10 9.51 8.44 6.75 8.98 7.16 8.58 6.82
.14 11.60 8.48 6.74 8.95 6.91 8.55 6.76
.17 13.34 8.08 6.45 8.40 6.54 8.11 6.46
.20 15.24 8.15 6.54 8.29 6.57 8.16 6.54
.25 17.81 8.28 6.63 8.33 6.63 8.28 6.63
.30 20.78 7.96 6.38 7.99 6.38 7.96 6.38
.40 26.21 7.92 6.32 7.92 6.32 7.92 6.32
.50 31.37 7.84 6.26 7.84 6.26 7.84 6.26
estimator.
Table 5.13 contains the mean squared error for estimators of β0. Table 5.14 contains
the mean squared error for estimators of β1. The pretest estimators are for α = 0.05
and α = 0.10. The values of the mean squared error of βˆPW,0 are almost the same as
the values of the mean squared error of βˆPS,0. The PS estimator doesn’t achieve any
gain. The IV1 estimator is more efficient than the PW estimator and the PS estimator,
because the IV1 estimator contains more instrumental variables than the PW estimator
and the PS estimator. The IV2 estimators always have smaller mean squared error than
the IV1 estimators. The mean squared errors of two pretest estimators are between
the mean squared error of the OLS estimator and the mean squared errors of two IV
estimators. As ψ gets larger, the mean squared errors of two pretest estimators become
closer to the mean squared errors of two IV estimators. The reason for this trend is that
the pretest procedure rejects the null hypothesis more frequently when the correlation
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Table 5.11: Monto Carlo Probability that |tβˆ0| > t.025 (10,000 samples)
ψ βˆols βˆPW βˆPS βˆpre,PW βˆpre,PS βˆpre,PW βˆpre,PS
α = 0.05 α = 0.05 α = 0.25 α = 0.25
.00 0.051 0.058 0.060 0.060 0.060 0.071 0.070
.0025 0.075 0.062 0.062 0.085 0.084 0.086 0.084
.01 0.136 0.060 0.062 0.139 0.136 0.117 0.114
.02 0.236 0.064 0.064 0.214 0.203 0.152 0.139
.03 0.316 0.060 0.061 0.255 0.230 0.162 0.141
.05 0.486 0.063 0.064 0.305 0.249 0.160 0.124
.07 0.614 0.063 0.063 0.289 0.207 0.133 0.098
.10 0.769 0.062 0.062 0.221 0.139 0.095 0.074
.14 0.894 0.061 0.062 0.139 0.085 0.071 0.065
.17 0.941 0.060 0.061 0.098 0.069 0.063 0.062
.20 0.967 0.063 0.064 0.079 0.066 0.064 0.064
.25 0.988 0.060 0.060 0.064 0.060 0.060 0.060
.30 0.996 0.066 0.066 0.066 0.066 0.066 0.066
.40 1.000 0.056 0.057 0.056 0.057 0.056 0.057
.50 1.000 0.064 0.063 0.064 0.063 0.064 0.063
between pi and ei increases.
As the simulation results of Table 5.15 illustrate, almost all statistics tβˆols,0 , tβˆPW,0 ,
tβˆPS,0 , tβˆIV 1,0 , tβˆIV 2,0 and tβˆpre,0 exceed the tabular t.025 for Student’s t by more than
0.05. As ψ increases, the probabilities P (|tβˆpre,0| > t.025) are closer to the probabilities
P (|tβˆIV 1,0 | > t.025) and the probabilities P (|tβˆIV 2,0| > t.025). Table 5.16 gives the proba-
bilities of the t statistics for β exceeding the tabular t.025. We can see the same tendency
in Table 5.16 as in Table 5.15.
Figure 5.4 is the plot of the mean squared errors of βˆols,0, βˆIV 2,0 and βˆpre,0 relative
to the mean squared error of βˆIV 1,0 as a function of the correlation between pi and ei
for α = 0.05 and α = 0.10. In Figure 5.4 the horizontal line always equal to one is
the mean squared error efficiency of βˆIV 1,0 relative to itself. The βˆols,0 beats all other
estimators when the correlation between pi and ei is low, but efficiency reduces when the
correlation between pi and ei gets large. The curve of the IV2 estimator is always below
the curve of the IV1 estimator. Two pretest estimators βˆpre,0 are better than βˆIV 1,0 and
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Table 5.12: Monto Carlo Probability that |tβˆ1| > t.025 (10,000 samples)
ψ βˆols βˆPW βˆPS βˆpre,PW βˆpre,PS βˆpre,PW βˆpre,PS
α = 0.05 α = 0.05 α = 0.25 α = 0.25
.00 0.051 0.074 0.070 0.061 0.059 0.081 0.073
.0025 0.057 0.077 0.071 0.067 0.066 0.081 0.075
.01 0.064 0.074 0.070 0.076 0.075 0.086 0.081
.02 0.085 0.074 0.072 0.093 0.090 0.091 0.085
.03 0.102 0.072 0.067 0.102 0.095 0.094 0.082
.05 0.130 0.073 0.068 0.111 0.101 0.093 0.081
.07 0.163 0.070 0.067 0.114 0.097 0.086 0.075
.10 0.223 0.078 0.071 0.114 0.091 0.089 0.075
.14 0.281 0.082 0.075 0.106 0.083 0.086 0.076
.17 0.336 0.077 0.067 0.093 0.070 0.079 0.067
.20 0.393 0.078 0.070 0.086 0.072 0.079 0.070
.25 0.458 0.082 0.074 0.085 0.074 0.083 0.074
.30 0.534 0.077 0.072 0.077 0.072 0.077 0.072
.40 0.644 0.079 0.072 0.079 0.072 0.079 0.072
.50 0.735 0.083 0.073 0.083 0.073 0.083 0.073
βˆIV 2,0, but worse than βˆols,0 when the correlation between pi and ei is low. But when the
correlation is in the interval [0.1, 0.35], the two βˆpre,0 are worse than βˆIV 1,0 and βˆIV 2,0,
but better than βˆols,0. When the correlation keeps increasing, the two βˆpre,0 are worse
than βˆIV 2,0, but better than βˆIV 1,0. The curve of the pretest estimator with α = 0.10 is
flatter than the curve of the pretest estimator with α = 0.05.
Figure 5.5 is the plot of the mean squared errors of βˆols,1, βˆIV 2,1 and βˆpre,1 relative
to the mean squared error of βˆIV 1,1 for α = 0.05 and α = 0.10. The pretest estimators
are always superior to the IV1 estimator because the correlation between pixi and ei is
zero for all parameter sets represented in this plot. If we changed the x-axis to be the
correlation between pixi and ei, we would see the typical pretest procedure shape.
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Table 5.13: Monte Carlo Mean Squared Error (×1000) for estimators of β0 (10,000
samples)
ψ βˆols βˆPW βˆPS βˆIV 1 βˆIV 2 βˆpre βˆpre
α = 0.05 α = 0.10
.00 2.29 5.67 5.68 5.47 5.11 2.89 3.26
.0025 3.43 5.85 5.86 5.65 5.25 4.12 4.45
.01 6.59 5.93 5.92 5.75 5.27 7.04 6.92
.02 10.96 5.77 5.77 5.60 5.20 9.82 8.97
.03 14.93 5.72 5.72 5.55 5.13 11.20 9.74
.05 23.62 5.48 5.48 5.32 4.92 11.46 9.25
.07 32.43 5.70 5.70 5.53 5.11 10.39 8.34
.10 45.05 5.60 5.61 5.43 5.05 7.75 6.48
.14 63.15 5.62 5.62 5.47 5.07 5.92 5.55
.17 75.52 5.58 5.58 5.46 5.08 5.47 5.37
.20 88.48 5.49 5.49 5.35 5.01 5.24 5.21
.25 110.17 5.62 5.63 5.51 5.17 5.32 5.34
.30 130.85 5.40 5.41 5.29 4.96 5.06 5.12
.40 174.24 5.30 5.30 5.23 4.90 5.01 5.07
.50 217.14 5.24 5.24 5.20 4.91 5.00 5.04
5.4 Concluding Remarks
The results of case one study show that when the correlation between the selection
probabilities and the explanatory variables is low, then the PS estimator and the PW
estimator nearly coincide. When the correlation between the selection probabilities and
the explanatory variables is fairly high, the use of the q-weights in the PS estimator
is more efficient for estimating the regression coefficients than the use of the sampling
weights in the PW estimator.
The results of case two study show that if the selection probabilities are correlated
with ei, it’s necessary to use sampling weights. The pretest estimator based on the
test for importance of weights is a compromise between the unweighted estimator and
weighted estimator.
The results of case three study show under the regression model with endogenous
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Table 5.14: Monte Carlo Mean Squared Error (×1000) for estimators of β1 (10,000
samples)
ψ βˆols βˆPW βˆPS βˆIV 1 βˆIV 2 βˆpre βˆpre
α = 0.05 α = 0.10
.00 4.11 9.72 9.72 8.59 4.21 4.74 5.18
.0025 4.27 9.59 9.62 8.41 4.34 4.80 5.32
.01 4.37 9.85 9.90 8.71 4.39 5.19 5.74
.02 4.45 9.75 9.77 8.53 4.38 5.30 5.84
.03 4.58 9.76 9.79 8.61 4.39 5.47 6.02
.05 4.87 9.59 9.62 8.36 4.50 5.66 6.24
.07 5.05 9.56 9.60 8.52 4.58 5.88 6.46
.10 5.36 9.46 9.47 8.31 4.56 5.80 6.39
.14 5.81 9.42 9.45 8.36 4.61 5.91 6.48
.17 6.27 9.52 9.55 8.32 4.86 5.93 6.47
.20 6.45 9.32 9.35 8.23 4.82 5.90 6.43
.25 7.21 9.30 9.32 8.28 5.15 6.21 6.71
.30 7.76 9.38 9.41 8.30 5.15 6.18 6.67
.40 8.95 9.15 9.20 8.15 5.60 6.44 6.84
.50 10.00 8.94 8.98 8.00 5.67 6.37 6.72
explanatory variables, the ordinary least squares estimator can have large bias. The
instrumental variable estimator provides consistent estimators for the regression coeffi-
cients. The pretest estimator based on the test of endogeneity is a compromise between
alternative instrumental variable estimators.
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Table 5.15: Monto Carlo Probability that |tβˆ0| > t.025 (10,000 samples)
ψ βˆols βˆPW βˆPS βˆIV 1 βˆIV 2 βˆpre βˆpre
α = 0.05 α = 0.10
.00 0.049 0.058 0.058 0.057 0.053 0.059 0.065
.0025 0.108 0.061 0.061 0.063 0.059 0.117 0.119
.01 0.282 0.065 0.065 0.066 0.061 0.258 0.237
.02 0.486 0.061 0.060 0.061 0.057 0.373 0.320
.03 0.649 0.059 0.059 0.061 0.059 0.412 0.330
.05 0.870 0.055 0.055 0.056 0.051 0.342 0.247
.07 0.950 0.065 0.065 0.065 0.062 0.234 0.167
.10 0.990 0.059 0.059 0.059 0.055 0.116 0.086
.14 0.999 0.060 0.059 0.060 0.055 0.065 0.062
.17 1.000 0.062 0.062 0.064 0.061 0.067 0.067
.20 1.000 0.058 0.059 0.060 0.055 0.059 0.059
.25 1.000 0.063 0.064 0.066 0.060 0.063 0.064
.30 1.000 0.059 0.060 0.064 0.059 0.062 0.063
.40 1.000 0.063 0.063 0.066 0.060 0.063 0.065
.50 1.000 0.060 0.060 0.064 0.060 0.063 0.065
Table 5.16: Monto Carlo Probability that |tβˆ1| > t.025 (10,000 samples)
ψ βˆols βˆPW βˆPS βˆIV 1 βˆIV 2 βˆpre βˆpre
α = 0.05 α = 0.10
.00 0.049 0.069 0.069 0.066 0.051 0.058 0.063
.0025 0.052 0.067 0.069 0.063 0.057 0.060 0.067
.01 0.054 0.073 0.073 0.070 0.055 0.065 0.072
.02 0.057 0.073 0.072 0.068 0.053 0.067 0.074
.03 0.062 0.074 0.074 0.071 0.057 0.073 0.079
.05 0.072 0.070 0.071 0.065 0.056 0.072 0.080
.07 0.077 0.070 0.072 0.068 0.057 0.078 0.085
.10 0.083 0.073 0.072 0.069 0.054 0.074 0.081
.14 0.100 0.072 0.072 0.069 0.050 0.072 0.078
.17 0.112 0.077 0.076 0.069 0.055 0.072 0.079
.20 0.119 0.071 0.070 0.067 0.052 0.068 0.074
.25 0.144 0.072 0.072 0.069 0.055 0.071 0.077
.30 0.154 0.076 0.077 0.072 0.053 0.069 0.076
.40 0.197 0.074 0.074 0.073 0.059 0.070 0.076
.50 0.233 0.074 0.075 0.072 0.054 0.066 0.070
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Figure 5.2: Plot of MSEs relative to that of βˆPS,0
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Figure 5.3: Plot of MSEs relative to that of βˆPS,1
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Figure 5.4: Plot of MSEs relative to that of βˆIV 0,0
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Figure 5.5: Plot of MSEs relative to that of βˆIV 0,1
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5.5 A Sample Example
To illustrate computation of different estimation procedures, a sample was con-
structed by the procedure described in Section 5.1 with a = 0.25 and b = 1.75 in
(5.1). In the population corr(pi, xi) = 0.559, corr(pi, ei) = 0.104, and corr(pixi, ei) =
0.011. The procedure gave a sample with size 231. The data set is shown in Table
5.17. The simple sample mean vector is (y¯n, x¯n) = (1.093, 0.066) and the weighted
mean vector is (y¯pi, x¯pi) = (0.641, 0.044), where y¯pi = (
∑n
i=1 pi
−1
i )
−1∑n
i=1 pi
−1
i yi and
x¯pi = (
∑n
i=1 pi
−1
i )
−1∑n
i=1 pi
−1
i xi. The simple sample means and the weighted sample
means are different because of the positive correlation between pi and ei and the posi-
tive correlation between pi and xi.
Fitting the regression by ordinary least squares (OLS), we obtain
yˆi,ols = 1.031 + 0.940xi (5.19)
(0.047) (0.065)
s2 = 0.499,
where x¯n = 0.066 is the simple sample mean, and the numbers in parenthesis are the
standard errors from the ordinary least squares calculations. The estimated standard
errors are incorrect, because pii and ei are correlated, and the distribution of the sample
observations is not the same as the distribution of the population elements.
The probability weighted regression of (1.8) is
yˆi,PW = 0.601 + 0.934xi, (5.20)
(0.060) (0.079)
where the numbers in parenthesis are the standard errors calculated using the covariance
matrix (1.12). The estimated covariance matrix is
Vˆ (βˆPW ) =
 3.355 −0.624
−0.624 6.267
 10−3.
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The estimated intercepts in the equations (5.19) and (5.20) are greatly different,
because the bias for the intercept mainly comes form the positive correlation between pi
and ei. The estimated slopes in the equations (5.19) and (5.20) are almost the same due
to the weak correlation between pi and xi and the weak correlation between pixi and ei.
The standard errors of the weighted estimator are larger than those of the OLS.
To test the hypothesis that the two estimators are estimating the same quantity we
compute the OLS regression of yi on (1, xi, wi, wixi), where wi = p
−1
i is sampling weight.
The estimated equation is
yˆi = 1.355 + 1.103xi − 0.071wi − 0.051wixi (5.21)
(0.052) (0.074) (0.007) (0.014)
s2 = 0.353,
where the numbers in parenthesis are the standard errors calculated from the OLS
calculations. The F test for the hypothesis of common expectation for βˆPW and βˆols is
F 2227 = 0.5(114.306− 80.917)(0.356)−1 = 46.83,
The ten percent point for F 2227 is 2.30 and we conclude that the ordinary least squares
estimator is biased for β0 and β1.
In computing the PS estimators, estimated probabilites pˆi’s are constructed, where
pˆi is the predicted value from the OLS regression of pi on (1, r(xi)), and the q-weight
in the PS estimator defined in (2.32) is qi = wipˆi. The estimated equation for the PS
estimator is
yˆi,PS = 0.600 + 0.937xi, (5.22)
(0.059) (0.078)
where the standard errors were calculated using equation (5.4). The estimated covariance
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matrix is
Vˆ (βˆPS) =
 3.481 −0.711
−0.711 6.020
 10−3.
The equations (5.20) and (5.22) are not greatly different.
We construct two IV estimators. The first IV estimator is based on four instrumental
variables, wi, wixi, qi, and qixi. The second IV estimator is based on five instrumental
variables, wi, wixi, qi, qixi, and xi. The first IV estimator is defined in (5.5) with
z2,i = (wi, wixi, qi, qixi), Z2 = (z2,1, z2,2, . . . ,z2,n)
′ is an n × 4 matrix and qi = wiwˆ−1i .
The estimated equation is
yˆi,IV 1 = 0.596 + 0.944xi, (5.23)
(0.058) (0.076)
where the standard errors were calculated using equation (5.6). The estimated covariance
matrix is
Vˆ (βˆIV 1) =
 3.337 −0.583
−0.583 5.778
 10−3.
The second IV estimator is defined in (5.7) with zi = (wi, wixi, qi, qixi, z3,i), z3,i = xi,
z3 = (z3,1, z3,2, . . . , z3,n)
′, and Z = (Z2, z3) is an n× 5 matrix. The estimated equation
is
yˆi,IV 2 = 0.579 + 0.998xi, (5.24)
(0.059) (0.072)
where the standard errors were calculated using equation (5.8). The estimated covariance
matrix is
Vˆ (βˆIV 2) =
 3.433 −0.559
−0.559 5.245
 10−3.
The equations (5.23) and (5.24) are slightly different. The standard error of the slope
of the IV2 estimator are slightly less than that of IV1 estimator.
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To test the hypothesis that xi can be an instrumental variable we construct a test
for endogeneity. We compute the OLS regression of yi on (x˜0, x˜i, z3,i − zˆ3,i), where x˜0 is
the predicted value from the regression of 1 on (wi, wixi, qi, qixi, z3,i), x˜i is the predicted
value from the regression of xi on (wi, wixi, qi, qixi, z3,i), and zˆ3,i is the predicted value
from the regression of z3,i on (wi, wixi, qi, qixi), where z3,i = xi. The estimated equation
is
yˆi = 0.596x˜0 + 0.944x˜i + 0.106(z3,i − zˆ3,i), (5.25)
(0.060) (0.077) (0.124)
and the t test for the hypothesis H0 : δ = 0 is
t = 0.106/0.124 = 0.86.
The value of the t-statistic is less than 1.65, thus we can use xi as an instrumental
variable.
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Table 5.17: Example Sample Data
ID Weight x y ID Weight x y
1 1.3243 0.3796 1.5173 2 1.3254 0.5253 1.2336
3 1.3247 -0.4123 1.5828 4 6.8373 -0.7427 -0.4050
5 1.6304 -0.2071 0.4816 6 2.0002 0.3260 0.8365
7 2.8343 -0.1712 -0.7108 8 1.1348 0.0059 0.7456
9 1.1348 -0.2067 1.5525 10 1.1683 -0.2956 0.9302
11 1.2318 -0.3230 1.4963 12 20.0000 -0.2076 -0.3101
13 3.3372 0.4393 0.7860 14 1.2992 1.3837 2.1939
15 9.1789 0.6964 0.7711 16 1.3218 -1.1388 0.2089
17 1.1348 0.1678 1.8656 18 2.4871 -0.5164 0.2447
19 1.2879 0.3477 1.6852 20 1.4548 -0.7915 0.7831
21 9.1588 0.6984 1.7022 22 8.0788 0.8213 0.1439
23 1.1016 1.2176 2.3932 24 1.0715 0.6381 2.0563
25 1.1198 0.2991 2.0427 26 4.6756 1.2558 1.3769
27 3.0441 -0.7859 0.0480 28 6.6847 1.0387 1.3561
29 20.0000 -0.2847 1.3238 30 3.3726 -0.3653 -0.3874
31 1.8918 -1.1501 0.0963 32 1.5079 -1.3453 -0.5618
33 1.6683 -0.3530 0.6640 34 1.1734 -0.3938 0.0940
35 1.2276 0.6940 2.0127 36 20.0000 -0.3384 0.7991
37 1.0990 0.4413 2.2512 38 2.0084 -0.7058 -0.7538
39 9.1908 0.6952 1.3861 40 3.6692 -0.1506 1.2758
41 1.0615 0.7123 2.2675 42 1.5777 0.3372 1.7191
43 2.4670 0.5040 1.3623 44 3.5722 -0.6208 0.4759
45 1.1348 0.0752 2.3182 46 2.0323 -0.2105 0.1142
47 1.9282 -0.1489 1.3531 48 20.0000 -0.7743 -0.6439
49 3.1777 0.5319 0.7589 50 13.2362 0.4152 0.6590
51 3.9033 -0.1254 0.9328 52 3.1041 -1.0253 -0.9793
53 1.1933 0.2163 1.1266 54 1.1325 1.5926 2.3028
55 1.1348 -0.5167 1.3188 56 5.1520 -0.6797 0.0215
57 1.4823 0.6451 1.6081 58 3.1520 0.4878 1.6643
59 2.2289 0.0142 1.4081 60 1.1370 0.6890 1.9698
61 1.3601 1.4884 3.4342 62 2.0890 -0.0014 1.1081
63 1.1784 0.3387 1.1840 64 1.1348 -0.1549 1.9337
65 10.8598 0.5544 -0.0081 66 2.5231 0.5316 0.9996
67 2.5675 -1.3826 -1.0916 68 1.3684 -0.3307 0.8180
69 1.8640 -0.2239 0.8002 70 1.1348 -1.4254 0.3195
71 2.4352 0.0051 1.1415 72 5.9259 1.6122 2.1379
73 1.3855 1.4637 2.5802 74 1.7850 0.5297 2.2768
75 2.5343 0.5554 0.8678 76 20.0000 0.1369 0.2029
77 1.1348 -0.9364 0.9828 78 1.1348 -1.1214 0.6945
79 13.1426 0.4197 1.7019 80 1.6254 1.0795 2.3297
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Table 5.17: (Continued)
ID Weight x y ID Weight x y
81 12.3167 0.4627 0.0350 82 1.1348 -0.4517 1.2847
83 20.0000 -0.1149 0.0176 84 1.7602 0.7570 1.6462
85 3.2333 0.0691 0.8759 86 2.4142 -0.1792 0.9767
87 20.0000 -0.1927 -0.0286 88 2.6920 -1.1983 -0.5465
89 1.4068 -0.8606 0.0152 90 1.1348 -1.2220 0.4476
91 1.1994 -0.6360 0.3267 92 11.2470 0.5277 0.5159
93 1.1416 -0.6752 0.1496 94 2.7753 -0.1900 0.3641
95 1.3173 -0.5161 1.0292 96 1.7613 0.1348 1.6144
97 1.2836 0.2527 2.3536 98 1.1348 0.0131 1.3052
99 5.4387 1.4361 2.6644 100 10.1952 0.6049 1.8169
101 1.9880 0.6126 1.8155 102 1.3609 -0.8089 0.7557
103 1.4132 -0.1838 0.5171 104 13.4568 0.4047 1.5024
105 2.9858 -0.4677 0.7949 106 1.7974 -0.4790 0.7099
107 1.1348 -0.1269 1.4900 108 8.2473 0.8000 1.0166
109 1.2313 0.8772 3.0616 110 14.4102 0.3633 1.1739
111 2.0939 -0.6755 0.3316 112 6.2278 1.1311 0.9060
113 16.9816 0.2748 0.2228 114 4.9526 -0.5780 0.4454
115 1.1001 0.6086 2.8080 116 20.0000 -0.2151 -0.1853
117 1.9767 -0.7337 -0.7949 118 1.0669 0.6720 2.7397
119 1.1348 0.1788 3.0239 120 1.6819 -0.1584 1.1729
121 1.0526 0.7795 2.6794 122 3.1484 -0.3755 0.5880
123 10.5249 0.4037 0.6643 124 4.9627 -0.7632 0.0473
125 1.2149 1.4775 3.2647 126 1.1348 -0.5049 1.5774
127 3.8399 -0.0173 0.7316 128 2.4458 -0.6012 0.6352
129 3.8270 0.5863 2.4071 130 2.0810 -1.6246 -1.1285
131 2.5865 0.0790 2.0437 132 1.7611 -1.6439 -1.0759
133 1.0510 0.7912 1.8622 134 1.1348 -0.3087 -0.1787
135 7.3779 0.9203 1.3137 136 1.1875 0.7722 1.6581
137 1.4537 1.3458 2.8163 138 2.7843 -0.3889 1.1870
139 1.1348 -0.2986 1.2308 140 7.7018 0.8723 0.3485
141 1.8896 0.0457 2.1768 142 12.1508 0.4720 0.9349
143 2.5480 -0.9359 0.7201 144 2.0672 -0.3255 0.8066
145 1.2842 0.4964 1.3587 146 1.2590 1.5292 3.0647
147 1.3080 0.0869 1.2371 148 2.9665 1.6899 2.2975
149 1.1348 -0.5119 0.8265 150 6.6982 -0.6618 0.8216
151 20.0000 -0.9830 -0.5553 152 2.6859 1.1076 1.8491
153 2.3594 0.6951 1.8799 154 2.2908 0.5357 0.9713
155 2.6872 -0.0998 1.1296 156 1.7763 0.9114 1.6654
157 2.6724 -0.1806 1.7636 158 11.2199 0.5295 1.4198
159 1.2405 1.3496 2.8111 160 7.1346 0.9593 1.7132
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Table 5.17: (Continued)
ID Weight x y ID Weight x y
161 1.4733 -1.1428 0.9954 162 1.1923 1.1713 2.9777
163 1.2153 -1.2827 -0.6568 164 20.0000 -0.0462 0.2718
165 1.3163 -0.3700 0.5258 166 1.1348 -0.0906 2.1622
167 1.1617 -0.6996 0.8523 168 1.0377 0.8940 2.7644
169 1.5687 0.6690 2.1242 170 2.3617 0.1097 1.6019
171 20.0000 0.1206 -0.0690 172 1.1348 -0.2115 1.8272
173 1.0511 0.7903 2.1776 174 1.1348 -0.2010 1.6536
175 2.6244 0.2983 0.9540 176 2.8823 0.1984 1.5241
177 1.1348 -0.1307 2.0052 178 1.6063 0.5531 2.5295
179 9.5734 0.6586 0.2942 180 1.2846 -0.5444 0.8769
181 11.3700 0.5196 0.7540 182 1.2241 0.3861 1.0422
183 20.0000 0.0381 0.9929 184 2.3087 -0.3556 1.0834
185 7.3262 0.4839 1.0271 186 14.4401 -0.3698 0.1669
187 1.1348 0.1963 2.2353 188 1.4918 -0.5283 0.1165
189 20.0000 -0.3733 -0.4285 190 3.3128 -0.3193 0.8005
191 1.4164 -0.4736 1.2386 192 4.3998 -0.3694 0.3821
193 1.7197 -0.1619 1.1176 194 20.0000 -0.2857 0.1371
195 1.9617 0.4204 1.4782 196 1.8326 -0.5824 -0.1548
197 1.1348 -0.2133 1.9172 198 1.0777 0.5931 3.2816
199 1.1827 -0.0785 2.1651 200 2.7618 0.4931 0.5766
201 1.9523 -0.2792 0.6771 202 6.6633 0.4545 1.3771
203 2.4283 0.9659 2.9946 204 1.1724 -1.2409 0.4918
205 6.5910 -0.6008 0.5843 206 15.0876 -0.1596 0.2636
207 1.1348 0.0990 3.0626 208 1.1348 -0.7572 1.5950
209 2.2203 0.4853 1.3171 210 20.0000 -0.7882 -0.5929
211 5.9259 1.3510 1.0218 212 5.9259 1.8144 1.7860
213 1.3105 1.4407 3.1995 214 1.3469 -0.8609 0.1961
215 20.0000 -0.9028 -0.7839 216 20.0000 -0.3081 0.7325
217 1.1283 0.2424 1.4590 218 1.6327 -0.7474 0.8347
219 2.0771 -0.7743 0.4279 220 1.2142 -1.2278 -0.6439
221 2.9269 0.5849 0.9022 222 1.3033 0.2372 1.4901
223 6.6590 0.6384 1.4848 224 6.2263 0.6089 -0.1887
225 20.0000 -0.1987 0.1873 226 1.9652 0.0211 1.1264
227 2.2862 0.1604 1.7925 228 1.6288 -0.4977 0.3909
229 20.0000 -0.3415 -0.5361 230 1.1149 1.2605 1.9173
231 5.5039 0.6126 1.6797
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CHAPTER 6 Summary and Conclusion
In this thesis, we began by proposing a consistent weighted estimator to estimate the
regression coefficient in a regression model using a sample from an informative sampling
design. The ordinary least squares estimator (unweighted estimator) is a common choice
of researchers. The probability weighted estimator is design consistent, but could have a
large variance. One research goal was to find a consistent weighted estimator that is more
efficient than the probability weighted estimator and that keeps the desirable properties
of the probability weighted estimator. We proposed a design weighted estimator that can
be more efficient than the probability weighted estimator under an informative design.
For some regression models with endogenous explanatory variables, the ordinary least
squares fit can give inconsistent estimation for regression coefficients. We proposed an
instrumental variable estimator that can account for sampling design and permit a test
for endogeneity.
We used a test for the importance of weights in estimation to make a pretest es-
timator. If the null hypothesis that the design is noninformative, is accepted, we use
an unweighted estimator, with the ordinary least squares estimator being a common
choice. Otherwise we incorporate the sampling weights into the estimation procedure.
We found the design weighted estimator and the instrumental variable estimator to per-
form well under complex sampling designs. Therefore, the design weighted estimator
and the instrumental variable estimator can serve as good estimators in the preliminary
testing procedure when the weights are determined to be necessary. We constructed
a two-step preliminary testing procedure based on the test for importance of weights
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and the test for endogeneity. We concluded that the pretest estimators are compromise
between unweighted estimator and weighted estimator in terms of mean squared errors.
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