New irreducible unitary representations of the (semisimple) automorphism groups of Cartan domains are constructed. These representations are used to exhibit the reducibility of some of the continuous series representations occurring in the Plancherel formula. The imbedding that exhibits the reducibility is similar to the imbedding of the Hardy class Hz of analytic functions in the disc into the space of all L2 functions on the circle, given by passing from an analytic function to its boundary values.
I. INTRODUCTION
The irreducible unitary representations of the group G = SU( 1, 1) of all two-by-two complex matrices of the form with 1 01 I2 -1 b I2 = 1 were classified by Bargmann [l] . The ones that occur as direct summands of La( G) comprise the "discrete series" and are of two types, holomorphic and antiholomorphic, each parametrized by the integers n > 2. For the n-th representation of the KNAPP AND OKAMOTO holomorphic discrete series (n 3 2), the Hilbert space is the space of holomorphic functions F(x) in the unit disc Sz with norm lliql; = j IF(.q(l -Ix I")"-"dxdy (1.1) D and with group action if g = (01, /I; 8, ~5).
It is possible to associate to the integer n = 1 a representation of G that is similar in appearance to those above but is not in the discrete series. To do so, one does not use the norm (1 .l) with n = 1, which would result in a null Hilbert space, but instead uses the norm II~II; = ';t$" -1) ll~ll2, Y (1.3) which apart from a constant factor is equal to This Hilbert space is the space H2 of Hardy and is nonvanishing. The group action is given by (1.2) with n = 1. In the sense given by Eq. (1.3), we can then regard @r(g) as a limit of holomorphic discrete series.
The representation @r(g) is of special interest, partly because of the well-known imbedding of Hz in L2(iX2), given by associating a boundary function on the circle to each H2 function on Q. In fact, the representation V(g) in L2(X2) given by
V(g)F(eie) = (a + &"B)-lF(&$$)
is a member of what Bargmann called the "principal continuous series"; i.e., it is unitarily equivalent with a representation induced from an irreducible finite-dimensional representation of the subgroup MA+N = + ( cash t -ixet sinh t -ixet sinh t + ixet cash t + ixet 1 ' teR, XER.
The boundary-value imbedding of H2 in L2(XJ) clearly commutes with the action of G, and therefore the existence of @r(g) exhibits the representation V(g) of the principal series as reducible. That this is an exceptional situation is indicated by the fact that all other members of the principal series of G are irreducible.
In this paper we propose to investigate this boundary-value imbedding and reducibility more generally; we shall allow G to be any simple Lie group that has a faithful matrix representation and whose associated symmetric space has an invariant complex structure. There is one previous result in this direction, other than for SU ( 1, 1) . Harish-Chandra in [5, p. 7701 , by an argument involving positive definite functions, obtained the existence of exceptional representations having "extreme vectors" in the sense of Lemma 6.2 below, and the representations that we shall here construct have this property. (The proof of this theorem of Harish-Chandra is omitted in [S] and later papers, but his result will not be used in our work.) In any case, Harish-Chandra's realization of exceptional representations is not constructive and therefore does not help in describing the imbedding of the exceptional representations in continuous series geometrically as a passage to boundary values.
The paper is arranged as follows. Starting from appropriate singular characters of a compact Cartan subgroup of G, we define a subgroup MA+N in Section 2 and a representation U(g) in Section 4.
In Section 4, we prove that U(g) is unitary and that its Hilbert space is nonvanishing. In Section 5 we imbed U(g) in a continuous series representation V(g) obtained from MA+N, and in Section 7 we prove that U(g) is irreducible and that the image in the representation space of V(g) is proper.
The problems that are dealt with in this paper arose naturally from the work [lo] of the first author with E. M. Stein, and the authors are grateful for Professor Stein's help at an early stage of the present work. The interplak of our results and those in [lo] will be discussed in Section 8, where we consider in a special case the extent to which we have accounted for all reducible representations of the principal series.
NOTATION AND CONSTRUCTION OF MA+N
This is the first of two sections in which we introduce notation. Let G be a connected semisimple Lie group with a faithful matrix representation, let K be a maximal compact subgroup, and suppose that G/K is hermitian symmetric. If g and f are the Lie algebras of G and K, there is a corresponding Cartan decomposition g = f + p; let 0 be the associated involution of g. For any subspace of g, we use a superscript ' in referring to its complexification.
Thus we have defined gc, fC, and pc. S ince G has a faithful matrix representation, we can regard G as a subgroup of a connected group GC with Lie algebra gc. Let KC C GC be the analytic subgroup with Lie algebra fC.
Let h be a maximal abelian subalgebra of I, let T be the corresponding analytic subgroup of G, and let TC C GC be the analytic subgroup with Lie algebra Jj'. It is known [9, p. 3121 that lj is a Cartan subalgebra of f and of g and that T is a Cartan subgroup of K and of G. Let Z be the set of nonzero roots of (gc, bC). If a: E Z has E, as root vector, then E, E fC or Ea E pc, and we call 01 compact or noncompact accordingly. Let Z;, and Z, be the sets of compact and noncompact roots, respectively.
An ordering yielding a system of positive roots in Z will be said to be compatible with the complex structure of G/K if each positive noncompact root is larger than all compact roots. Let P be such a system of positive roots, and let Pk = P n Z;, and P, = P n ZT,, .
One way of obtaining such an ordering is to order the center of f before the rest of lj; the resulting ordering has the required properties because the compact roots are exactly the roots that vanish on the center of f (Corollary 7.3, p. 314 of [9] ). With such an ordering, the sum of coefficients of the noncompact simple roots in the expansion of any positive root in terms of simple roots is either 0 or 1 [5, p. 7611 ; also if G is noncompact and simple, there is only one noncompact simple root.
Let pf and p-be the sum of all the root spaces for positive and, respectively, negative noncompact roots. Then pf and p-are abelian subalgebras of gc with sum pc, and each is stable under f; f acts irreducibly on pf and p-if g is simple. Let Pf and P-be the corresponding analytic subgroups of GC.
We recall the Harish-Chandra decomposition of G [6, p. 4; 7, p. 5901. Let b be the Bore1 subalgebra b = b" + C g--a 9 DiEP and let B be the corresponding analytic subgroup of GC. Then we have the inclusions BG L P-KCP+ C GC.
Moreover, BG and P-KCP+ are open in GC, the complex structure that P-KcP+ inherits from GC is the same as the product structure, and BG = P-I?%2 for a bounded open subset Q C P+.
LIMITS OF HOLOMORPHIC DISCRETE SERIES
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Let A be an integral linear form on lj', dominant with respect to f. That is, we suppose that there is a character &',(A) defined on TC such that &(exp H) = entH) for HE lj', and we suppose that (A, a) > 0 for all (y. E Pk . Then 2(/l, ol)/(c~, a) is an integer for all cfEZ;C. Let p be half the sum of the positive roots (compact and noncompact). Then 2(p, ol)/(~(, a) = 1 for 01 simple, and it follows that an integral form A is dominant with respect to f if and only if (A + p, a> > 0 for all 01 E P,, . (This equivalence uses the fact that the compact roots that are simple in P generate Pk , which is a consequence of the 0 -1 property of coefficients of the noncompact simple roots.)
Thus (A + p, a) > 0 for 01 E Pk . We define q* to be the number of 01 E P, such that (A + p, a) > 0. The condition qA = 0 is a condition of holomorphicity.
In fact, Harish-Chandra showed in [7] , under the assumption that q4 = 0 and A + p is nonsingular (i.e., (A + p, a) # 0 for all a: E Z), that one could associate to A an irreducible unitary representation in a space of holomorphic functions. In this paper, we shall be concerned partly with a similar problem for the case that qA = 0 and A + p is singular. If G is compact, then A + p is automatically nonsingular, and our theory will be empty for this case. Thus let G be noncompact. Let 01~ be the largest root. Proof. 01~ is noncompact by the compatibility of the ordering. Let 01 E P, . If g is simple, then fC acts irreducibly on pf, and OL and 01s are weights of this representation, with 01,, the highest weight. Then a = a() -,&lpi ) with ni > 0 and with the !zi simple for P. By the 0 -1 property of the coefficients of noncompact roots, each of the 3~~ must be compact. Then with equality if and only if all ni = 0 (and OL = as). Since qd = 0, (A + p, aO) < 0, and since A + p is singular, we conclude (A + p, a,,) = 0 and (A + p, a) < 0 for all other 01 E P, . The lemma is proved.
In the semisimple case with q* = 0, A + p is nonsingular in some simple components, and Lemma 2.1 applies in the other components. We could attempt to take these matters into account, but we prefer not to complicate the notation by doing so. As a result, we shall assume in all our theorems that G is simple. (However, to prove our theorems, we shall have to use some results for G not simple that were proved by Harish-Chandra.)
We shall not emphasize this point in this section and the next, because the results of these two sections have obvious versions in the semisimple case.
For each 01 E Z, let H, be the member of bC such that a(H) = B(H, , H) for all HE I)', where B is the Killing form. Let $+ = iRHmo 2 b, and let b-be the orthogonal complement of h+ in 6.
Let T+ and T-be the analytic subgroups of G with Lie algebras b+ and b-, so that T = T+T-. Proof. Each root is an integral form on hc, being a weight of the adjoint representation. Then T-is closed, because it is the identity component of ker(eaO 1 r). T+ will be closed if we can show that Ad(T+) is closed, which will be the case if we can show that Ad(exp(icH,O)) is the identity for a suitable positive c. For any C, this transformation is the identity on bc, and on gU it is the scalar eic(-o+>. This scalar is 1 if c is chosen as 47~/(a, , q,). Hence T+ is closed.
For 01 E 2, define
Choose by Lemma 3.1 of p. 219 of [9] , for each 01 E P, vectors E, and G, in gc such that The following lemma is a well-known simple computation. 
Of%
Once we have a &stable Cartan subalgebra, the construction of a group MAfN becomes a standard one, due originally to HarishChandra. We omit the well-known proofs in the construction, which occupies most of the rest of this section. (See, for example, [3] and [8, p. 2121.) For th e rest of the section, we assume that G C GC, that g = 5 + p is a Cartan decomposition of g with involution 8, that K is the analytic subgroup with algebra f, that a is a d-stable Cartan subalgebra of g, and that a+ = a n p and a-= a n f.
Let ,Y be the set of nonzero roots of (g', aC), and let P' be the positive roots in some ordering. Let p' be half the sum of the positive roots. Let z-' be the set of roots that vanish on a+, and put P-' = Z' n P'. Let where p' = p+' + p-' is the decomposition of p' according to a' = (a+)" + (a-)".
FURTHER PROPERTIES OF THE SUBGROUP M
We assume in Sections 3-7 that G is of the form described in Section 2. The purpose of this section is to develop further properties of the subgroup M. More specifically, first, we give the connection between the systems P and P' of positive roots; second, we prove in Proposition 3.1 the main structure theorem for M; third, we define IJ+-and some subgroups and subalgebras bearing the subscript s; and last of all we prove an important simple identity for our linear form A.
First, we connect P and P'. We have chosen an ordering for (tic)', and P is therefore fixed. By Lemma 2.3, the mapping Ad(u,) E Ad(GC) sends a' into Ij c. Defining tAd(u,) X(H') = X(Ad(u,) H') for h E (ljC)' and H' E a', we see that tAd(u,) 01 is a root of (gc, a") whenever 01 is a root of (g', 4'). If we use lAd(u,) to transform the ordering from (hC)' to an ordering of (aC)', the result is that P' = tAd(u,) P. Let Z = tAd(u,)-l Z-' and P-= "Ad(u,)-l P-'.
If a! E Z, we write CY.' for the corresponding member of 2' given by
It is easy to see that Ad(q)-' E, is a root vector for the root 01', and we therefore define Since N is connected, the inclusion will follow if we show goI C Ad(u,r) b if ---a' E P'. But this follows from (3.2), since b is constructed from the negative roots for (g', lj").
For the reverse inclusion, we have G n qlT%, = G n AC = A C AN.
If we let N-be the nilpotent part of B, the result will follow if we
show that G n u,'N-ur C AN. This inclusion follows from the inclusion of the Lie algebras if we show that G n Ui'N-ul is connected. Now uylN-u, is simply connected, nilpotent, and complex.
If g E G n ui'N-t+ , then g = exp X for some X in the Lie algebra of u,'N-ur . By Lemma 3.1, g = exp X also. But X is in the Lie algebra also, since the algebra is complex. Since the exponential map is one-one on this algebra, X = X. That is, X is in g. Then exp tX, 0 < t < 1, is a curve in G n UilN-ui connecting the identity and g. Hence G n UilN-ui is connected. Proof. B C KCP-since B is connected and b C fC + p-. Hence B C P-(B n KC). Since P-G B, P-(B n KC) C B also.
Next, TC C B n KC and N-n KC C B n KC. So TC(N-n KC) C B n KC. Also B = TcN-. If b = tn E KC, then n E KC since t E KC. Hence B n KC C TC(N-n KC). Proof. The root cyO is the highest weight of the adjoint representation, is therefore dominant. Thus (01~ , a) > 0. Since Ad(u,) preserves the Killing form, Eq. (3.1) shows that ~l'(H,~r) = (aa', 0~') >, 0.
We turn to the main structure theorem for h!l, which is given as Proposition 3.1 below. The proof given here is due to the referee and is shorter than our own. Let 2, be the center of ik?, and let
The main content of the result is that 7 is in the center of M and M = M, u TM, . Consequently, M = Z,M, . Although the latter formulation of this result makes sense for the M constructed from any Cartan subalgebra A (in the manner described in Section 2), the result is not true in such generality. For example, with SL(3, R) and with Sp(2, R), it is possible to choose A so that A+ is onedimensional and M is the group of real 2-by-2 matrices of determinant f 1. This group is not generated by its center and its identity component. The proof will be preceded by two lemmas. By [9, Proposition 7.4, pp. 314-3151, there exists a subset yr ,..., ys of P, such that the subspace a, = C;=l R(Eyj + E-,J is maximal abelian in p. According to Moore [14, p. 3641 , the roots yj can be chosen in such a way that (i) yr is the smallest noncompact positive root, (ii) the yi have the same length, (iii) the yj are strongly orthogonal in the sense that sums and differences of pairs of them are not roots, (iv) the only restricted roots relative to a so are dkt Brj f 4~~) and possibly d(+$yj), where d = Ad(exp 7r/4 &r (KYj -EYj)).
The construction at the end of Section 2 produced M from the largest noncompact positive root a0 , and we repeat this construction with the smallest noncompact positive root yr , writing Ml ,..., ql in place of M,..., 17. Lemma 3.6 is contained in Lemmas 1 and 3 of Moore [13] . Proof of Proposition 3.1. We may assume that GC is simplyconnected. We consider first the group Ml . Since the roots yj have the same length and are orthogonal, we have riHGjlz+,,k12 = rriHGj f AH;, orthogonal to yi for j # 1, iHc, is in nt, for j # 1. Thus qi is in (Ml& for j # 1. By L emma 3.6, Mi is then generated by (Mi),, and vi .
Since ri is in exp ia,+, vi is in the center of Ml . Since 7i2 = 1, Ml = (n/r,), " n(Mdo .
Next we pass from Ml to M. It is easy to see that part (a) of the proposition follows if we can show that 01s and yi are conjugate under the Weyl group of (I", b"). T o see this conjugacy, let w be the element of the Weyl group of K that carries all the positive roots into negative roots. Regarded as an element of the Weyl group of (g', I$'), w carries all the positive compact roots into negative compact roots and it permutes the positive noncompact roots (since f normalizes p+). Since 01~ is the unique positive noncompact root whose sum with each positive compact root fails to be a root, w maps 01~ into the unique positive noncompact root whose sum with each negative compact root fails to be a root. Thus w maps 01~ into yi . This completes the proof of (a).
For (c), ui commutes with MO by Lemma 3.4(e) and with v because ?j = 2414. For (b), Ad(%) is the identity on EEo and Epao by Lemma 3.4(e), and Ad(q) is the identity on EN0 , E-,, , E,,, , and E -%I ' because it is the identity on the entire span of Ha,, Eap, and This result, together with the commutativity of U, wtth ntc $%rna 3.4(e)), h s ows that Ad(M,) is the identity on E,,, and Ewao* . Proof. M, is a semisimple group of matrices and is therefore closed. (See p. 128 of [9] .) T+-is closed because it is the identity component of the center of M, which is closed by Lemma 2.2. Since T+-C K, T+-is compact. K, is maximal compact since f n m is maximal compactly imbedded and MS has finite center. Since h, is a compact Cartan subalgebra of m, , its centralizer is compact and connected and is therefore T, . Finally, the only nontrivial relation of commutativity is between K, and T+, and this is given in Lemma 3.4(e). The lemma is proved.
Before passing to the next proposition, we remark that
because, by Lemma 2.5(e), G = NAfMK = NA+M,Z,(a+) K = NA+M,K = NA+MJ-K = NA+M,K. Now we must emphasize that G is assumed to be simple. PROPOSITION 3.2. If m, is noncompact, then m, is the direct sum of a compact semisimple subalgebra and a noncompact simple subalgebra. In any case, MS/K, is hermitian symmetric, and the restriction of the ordering on Z to the roots of (msc, Q,") is compatible with the complex structure.
Proof. The simple roots (in P-) for tn, are the simple roots of P that are in P-. In fact, let cy E P-be simple for m, , and suppose 01= p + y with /3 and y in P but not P-. Then Lemma 3.5 and the nonvanishing of /3(&J and r(Hmp) imply that /3(Ha,) > 0 and r(HJ > 0. Hence OI(H,J > 0, and 01 cannot be in P-, contradiction. Divide the simple roots for m, into systems corresponding to each simple component of m, . Since P has exactly one noncompact simple root, the result of the preceding paragraph shows that at most one of the components has a noncompact simple root. Thus at the most one component is noncompact.
It follows that MS/K, is hermitian if f, has a nonzero center. Let Ef, E+-, and E, be the projections of h corresponding to the decomposition h = h+ + h+-+ h, , and let X be a nonzero vector in the center of f. If 01 E 2Y-, we have et(X) = ol(E+X) + ol(E+-X) + c@,X) = ol(E,X).
If also 01 E Ek , then n(X) = 0 and so ol(E,X) = 0. That is, E,X is in the center of f, . If m, is noncompact, then there is a noncompact root 01 in E-. For such an 01, a(X) # 0 since no noncompact root vanishes on the center. Then a(E,X) # 0, and E,X # 0. Hence f, has a nonzero center.
The restricted ordering on C is compatible with the complex structure because every positive noncompact root is still larger than every compact root. This completes the proof.
The proposition shows that we can define groups P-, P+, and B for M, . We denote these by P,-, Ps+, and B, . We have a corresponding Harish-Chandra decomposition B,M, C P,-B,P,+ C MSC, and P,-C P-, B, c B, and P,+ c P+. Let us remark that ui commutes with MO', by Lemma 3.4(e), and therefore ui commutes with the subgroups M, , B, , P,-, and P,+. Finally, we return to a consideration of the integral form fl on hc, dominant with respect to f, such that (A + p, as> = 0. We shall exhibit the simple key identity that will allow us in the next section to associate a unitary representation of G to (1. We have a direct sum decomposition ac = (a+)" + (a-)C, and corresponding to this we decompose each X E (aC)' as X = X, + h-. Let us put fl' = tAd(u,) (1. As particular cases of our notation, we have p' = p+' + p-' and (1' = A+' + A-'. The key identity is the identification of /l+' (or of A-'), which we can write in the equivalent forms
or fl,' = -p+'. This proves (3.6). The particular form in which we shall use (3.6) is given in the proposition below, which is an immediate consequence of the definition of A'. 
CONSTRUCTIONOFLIMITSOFHOLOMORPHIC DISCRETESERIES
Let fl be an integral form on bc dominant with respect to f. We have seen that (/l + p, a) > 0 for every compact positive root ~1, and we have defined qn to be the number of noncompact positive roots 01 such that (fl + p, a) > 0. We shall always assume that q/j = 0.
To each such fl, it is possible to associate in a natural way an irreducible unitary representation Uh(g) of G in a space of holomorphic functions. For the case that fl + p is nonsingular (i.e., <A + p, a> # 0 for all positive roots 01), U, was constructed by Harish-Chandra in [6, 71. We shall be concerned here with the case that II + p is singular, Our argument will require a precise statement of Harish-Chandra's theorem, which we give below, and we therefore begin without the assumption that fl + p is singular.
We know that BG and P-KCPf are open subsets of GC and that BG 2 P-KCP+ c GC. Then BG inherits a complex structure from GC. and let U,(g)f(x) =f(xg) for f E r(A), x E BG, and g E G. Harish-Chandra proved in Lemma 6 of [6] that r(A) # 0, and he gave in Lemma 14 a formula for a distinguished member of r(d). We shall give a slightly different formula for this member of r(A). The equivalence of these formulas will be verified in Section 6 after Lemma 6.1.
Let 7n be an irreducible unitary representation of K with highest weight rl and a highest weight vector 4n of norm one. Extend rA to a holomorphic representation of KC on the same vector space. If x E P-KCP+, we let p(x) be its KC component. Define, for x E P-KCP+, #A(4 = (~AMXN +n 3 CA).
The inner product is assumed linear in the first variable and conjugatelinear in the second. As a straightforward consequence of Lemma 3.3, one can prove be the subspace of functions of finite norm. H(A) can be shown to be a (complete) Hilbert space. It is clear that UA(g) is a unitary representation on this space. Remembering that G in this paper is assumed to have a faithful matrix representation, we can state Theorem 4 of [7] as follows. (See also p. 612 of [7] .) THEOREM (Harish-Chandra).
If qA = 0 and if A + p is nonsingular, then I/ $J, II < CO. The representation U,(g) of G on H(d) is nonzero, irreducible, and unitary, and its matrix coefficients are square-integrable. Now suppose that A + p is singular (and qn = 0). In case G is simple, we shall define a norm on the members of r(d) by means of an integral of their boundary values. First we need to know that Bu,G is contained in the closure of BG. Define for 0 < t < 1, so that u1 = liml,, uf . and let r,(A) be the subspace of r,(A) of functions of finite norm. In Section 7, we shall see that each nonzero member of r,(A) has nonzero norm, but we ignore this fact for the present. Factor r,(A) by the subspace of functions of zero norm, and let H(A) be the completion. Then H(A) is a Hilbert space. We recall the action of G on FJ) by Uz&)fC4 =f(d The second observation is a simple integration formula, which is a special case of a result on p. 66 of [2] . We state the formula as a lemma. To prove that U,(g) preserves r,(A) and acts by unitary transformations, we are to prove that the integral jG / F(xg)l" F(X) dx is independent of G. When we replace xg by x in the integral and unwind the proof of (4.9), using the identity of Lemma 4.3 and formulas (4.3) and (4.8), we obtain JMsXK 1 F(mk)12 dm dk as the value of the integral. This is independent of g, and so U,(g) is unitary.
This completes the proof of Theorem 4.1, except for the proof that UA(g) is strongly continuous. This fact will follow from the imbedding of UA(g) as a subrepresentation of an induced representation. Since the strong continuity will not be needed until after the imbedding is proved, we postpone the proof of the strong continuity to Section 5. We shall reduce this theorem to Harish-Chandra's theorem stated earlier in this section. To do so, we require some intermediate steps in the proof of his theorem, which we collect as the following lemma, valid without the assumption that G is simple. The proof is contained in [7, pp. 598-5991 .
Let a, be the maximal abelian subspace of p described in Section 3, let A, be the analytic subgroup corresponding to a,, , and let A,,+ be Let @ be an integral form on ljc, dominant with respect to f. Suppose that q0 = 0 and @ + p is nonsingular. Let r0 be an irreducible unitary representation of K with highest weight @ and with degree dQ . Then
In Lemma 3.8 we proved that K, is a maximal compact subgroup of MS and that the group T, , whose Lie algebra is lj, , is a Cartan subgroup of K, and M, . If h is a linear form on ljC, we define X to be the restriction of X to ljsc. With this notation we have the following lemma. Proof. It follows from Lemma 3.8 that K,T+-Tf is a connected compact subgroup of K with T+-T+ contained in the center. We have T C K,T+-T+ because lj = h, + lj+-+ ljf and because T is connected. Decompose Vi = span{T,(K,T+-T+) 4d} into irreducible components under K,T+-T+, and choose weight vectors & ,..., 4% relative to T in the irreducible components. Write +n = &Al and apply T. Each +1 with nonzero coefficients belongs to A under T. Since the space belonging to A is one-dimensional, #J~ = cdl for some 1. That is, $A lies in an irreducible subspace under K,T+-T+, and so V, is irreducible under K,T+-T+.
Since T+-T+ C center(K,T,.-T+), K, acts irreducibly on VI . Since span{T,(K,) +n} _C V, , K, acts irreducibly on span{T,(K,) dA}. For the statement about the highest weight, we need observe only that EJJ~ = 0 for all 01 E P-CI Pk to conclude that d is the highest weight. The lemma follows.
COROLLARY. d is an integralform on Ij sc, dominant with respect to f, .
The group M, is semisimple, MJK, is hermitian, and the restriction of a compatible ordering of the roots for (g', lj) is compatible with the complex structure of MJK, . (See Proposition 3.2.) We shall apply Harish-Chandra's results to M, . Let ps be half the sum of the positive roots of (ntsC, lj,'). Proof. Let w be the Weyl group reflection corresponding to 01~ . If 01 E P -P-, then (a, a,,) > 0. Since (-E", a,,) = (01, a,,> and since 01~ is the largest root, it follows that -CP E P. Hence --aWEP-PP.
Moreover, (a + (-@))io-= 0 by definition of w. Thus by grouping the summands in pairs, we see that and hence that Consequently, pS = p. Again Lemma 4.7 says that ~2 = 0 and if + ps is nonsingular. The assumptions of Harish-Chandra's theorem at the beginning of this section are satisfied, and therefore 11 $2 11 < co. By (4.11), we conclude that Ij #n 11 < co.
This completes the proof of the finiteness of norm in Theorem 4.2, except for one remark. Our definition of #z differs in form from Harish-Chandra's, and we should not apply his theorem until we have checked that the two definitions are equivalent. This equivalence will be verified after Lemma 6.1 and will not depend on any results of this section or the next, except for Lemma 4.1.
Finally, we observe that II $n Ij # 0. In fact, define a continuous function $ on MS x K by #(m, K) = 1 $~~(u,rnk)l~. Since 4 is continuous, it will follow that II #A 11 + 0 if we show that #(l, 1) # 0. We have 1cI(L 1) = I ~&l>l" = I(~&,) $A > +A2 = 5/l(f42 + 0, and the proof is complete.
IMBEDDING IN CONTINUOUS SERIES
Suppose G is simple. Let /l be an integral form on ljc, dominant with respect to f, such that Q~ = 0 and rl + p is singular. In this section we construct a discrete series representation wn of M and exhibit the representation U,(g), which was defined in Section 4, as a direct summand of the induced representation v, = ind (con @ 1 @ 1).
MA+NTG
In Section 7 we shall see that the image of U,(g) is proper and hence that the induced representation VA(g) is reducible. We begin by defining w, . By Lemma 4.7 the restriction n of /l to lj, has qz = 0, and ii + pS is nonsingular. The norm squared off is given by the expression of (iii), and V,(g) operates by right translation: VA(g) f (x) =f(xg). It is well known that VA(g) is strongly continuous and unitary. We now know that U,(g) is unitarily equivalent with a subrepresentation of VA(g) and that VA(g) is strongly continuous. It follows that U,(g) is strongly continuous. This is the conclusion of Theorem 4.1 that we had left unproved until now.
Two LEMMAS OF HARISH-CHANDRA
To proceed further, we need to use two properties of +A proved by Harish-Chandra in [6] . In this section, we assume that A is an integral form on hc, dominant with respect to f, such that q* = 0. The first result that we need is Lemma 6 of [6] . The multiplicity of the character fn of T in the restriction of Uii(g) to T is exactly one, and the space of functions in H(A) transforming under T on the right according to tn consists of the multiples of PA .
The second result that we need is Lemma 8 of [6] . The notation for the lemma is as follows. Let W be an open set in GC and let Z = X + iY be in gc. Let f be a holomorphic function on W, and regard X and Y as operating as left-invariant vector fields. Define Zf = Xf + iYf. Th en it follows from the fact that f is holomorphic that Zf(4 = $rcw exP 4 ltzo for w E W, where t can be taken to be complex in the differentiation. 
PROPERTIES OF THE CONSTRUCTION
We continue to assume that A is an integral form on ljc, dominant with respect to f, such that q,, = 0. Once again we assume that G is simple and that A + p is singular. In this section we shall use the lemmas of Section 6 to obtain some properties of the space H(A) and of the representation U,(G). The first of these is a maximum principle. for all f in r,(fl).
Proof.
Forf E r,(A), define .EA f (x) = JTf (xh) f,,(h) dh. Then EAf is in r(A), and EA f (1) = f (1) . Moreover, E,f(xh,) = jTf(XhOh) 5&z) dh = S,f("h) Ll@,'h) dh = &l@") ~LlfW* and an associated function in r(A). For members of r,(A), these two functions are related in that one is given as boundary values of the other, but the connection for the other members of H(A) is less obvious.
Using this identification of members of H(d) with functions both on ulMSK and on BG, we can pass to the limit in Lemma 7.1 and obtain a result valid for all f in H(A). The proof will consist of examining the restrictions to T+ of UA(g) and VA(g) to see that they are different. The group T+ is isomorphic with a circle group, and we can think of its character group as the integers. In an obvious sense, the integers extend in two directions from 0, and Theorem 7.2 will therefore follow if we prove the two lemmas below. which is well known to contain infinitely many characters of T+ in both directions. Hence the same thing is true of (7.5).
Now let x be any character of T+ occurring in (7.5) Choose an irreducible representation w of KMT+ that occurs in ind 7 KMTKMT+ and is such that the multiplicity (w IT+ : x) is positive. In view of our result about (7.5) , the proof will be complete if we show that ((,i$TKw) IT+ : X) > 0.
M (7.7)
To prove (7.7), we write by the Frobenius Reciprocity Theorem. Choose X so that (TA II&T+ :w)>O,andwrite~AIKMT+=~@~-LandwIT+=~@~J-. Then Thus the eigenvalues of UA(Hwo) are bounded above on a dense subspace. Since T+ = exp(iRHUO), this is enough to guarantee that only finitely many characters of T+ in one direction can occur in 7-J, IT+ .
The proofs of Lemma 7.3 and Theorem 7.2 are complete. 8 . DISCUSSION OF SU(n, 1) Let G = SU(n, l), n > 2. This is the group automorphisms of Cn+l preserving the hermitian quadratic form 1 .zr j2 + *** + 1 x, j2 -1 ant1 I2 and having determinant 1. In g, negative conjugate transpose is a Cartan involution, the diagonal elements of t form a Cartan subalgebra h, and I)" is the set of diagonal matrices in gc = eI(n + 1, C).
Let ei be the linear functional on hc whose value on a diagonal matrix is the (n + 2 -j)-th diagonal entry. Then the compact roots of (g', 6') are the differences ei -ej with i and j greater than 1, and the noncompact roots are the differences &(e, -ei). Choose an ordering so that the positive roots are ei -ei , i < j. Such an ordering is compatible with the complex structure in that every noncompact Condition (ii) is the statement that cj # -(n + 1 -j) for 2 < j < n. Because the integers ci are decreasing, this condition divides the space of integer tuples {ca , . . . , c,} corresponding to reducibility into n components: {cn > 0}, {c,-, > -1, c, < -2}, {q-a > -2, c,-~ < -3) ,... . We shall see that Theorem 7.2 accounts exactly for the first component {cm >, O}.
The fundamental weights on hc are Aj = e, + ea + em* + ej , 1 < j < n. This result is to be expected and corresponds to the fact that the holomorphic discrete series is only a part of the discrete series. In order to account for the other reducible representations induced from MA+N, one expects to need a device like the cohomology spaces of [15] that were used to describe further discrete series.
