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Learninggraphicalmodels frommultipledatasets constitutes anappealing approach to learn
transcriptional regulatory interactions from microarray data in the field of molecular biol-
ogy. This has been approached both in a model based learning approach and in a model
free learning approach where, in the latter, it is common practice to pool datasets produced
under different experimental conditions. In this paper, we introduce a quantity called the
generalized non-rejection rate which extends the non-rejection rate, introduced by Castelo
and Roverato [3], so as to explicitly keep into account the different graphical models repre-
senting distinct experimental conditions involved in the structure of the dataset produced in
multiple experimental batches. We show that the generalized non-rejection rate allows one
to learn the common edges occurring throughout all graphical models, making it specially
suited to identify robust transcriptional interactions which are common to all the consid-
ered experiments. The generalized non-rejection rate is then applied to both synthetic and
real data and shown to provide competitive performance with respect to other widely used
methods.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In the field of molecular biology, an important process that takes place within the cell is gene expression, where the DNA
sequence of a gene is transcribed into a functional RNA molecule which, in the case of protein-coding genes, is translated
into a protein. When, where and how often a gene is expressed is determined by the requirements imposed by the cell in
order to fulfill the corresponding cellular functions. The control exerted on the expression of every gene is known as gene
regulation and takes place through awide range ofmechanisms acting at different levels of the gene expression pathway in a
coordinatedmanner. One suchmechanisms is the initiation of the synthesis of the RNAmolecule, or transcription initiation,
which, among other things, requires the presence of a specific combination of proteins that belong to a class of genes called
transcription factors. Transcription factor proteins play their role in the initiation of transcription by binding to the upstream
genomic region of the regulated gene and then promoting the initiation of transcription (up-regulation) or repressing that
step (down-regulation).
The interactions between transcription factors and the genes they target under specific cell environmental conditions,
constitute one of the key pieces of information in the cellular program that governs gene expression. Therefore, identify-
ing transcriptional regulatory interactions is a fundamental step towards reverse-engineering this cellular program which
potentially contains clues to understanding biological processes like cell division, cell fate or disease.
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Microarray technology in molecular biology enables measuring gene expression simultaneously for thousands of genes
across amoderate number of samples corresponding to technical or biological replicates of oneormoredistinct experimental
conditions. The resulting gene expression data matrix conveys a snapshot of the expression level of genes under the assayes
experimental conditions and efforts have been made in the last years in order to develop computational and statistical
procedures that aid to infer, from these data, transcriptional regulatory interactions suitable of being followed-up by further
functional experimental validation. Among thoseprocedures,we shall distinguish in this paper betweenmodel based learning
methods and model free learning methods. In model free learning it is common practice to apply the learning algorithm to
pooled datasets constructed by merging samples from smaller datasets generated under different experimental conditions
[26,25]. The performance of different learning algorithms is then assessed with respect to benchmark problems for which
the set of regulatory interactions between genes is (partially) known and available from the biological literature.
Castelo and Roverato [3] introduced a quantity that they called the non-rejection rate and used it in the model based
learning of transcriptional networks. Furthermore, Castelo and Roverato [4] showed that the non-rejection rate provides
satisfying results also in the model free learning approach. In this paper, we introduce a generalized version of the non-
rejection rate that canbenaturallyusedas ameta-analysis approachwhen theavailabledata are a compendiumofmicroarray
experiments.We showthat it is suited for themodel free learningof robust transcriptional interactions, that is transcriptional
interactions that are common to all the experimental conditions considered. We apply the proposed method to synthetic
and experimental data from one of the best characterized organisms in terms of its transcriptional regulatory relationships,
the bacterium Escherichia coli (E. coli), and compare it with some widely used model free learning procedures.
The paper is organized as follows. In Section 2, we review the theory related to structural learning of biological networks.
Section 3 addresses the issue of meta-analysis and introduces the generalized non-rejection rate. In Section 4 an analysis
based on simulated data is carried outwhereas in Section 5 the generalized non-rejection rate is comparedwith othermodel
free learning procedures on a microarray dataset from the E. coli system. Finally, Section 6 contains a brief discussion.
2. Background
2.1. Model free learning of biological networks
There is a substantial amount of recent work on high-dimensional and computationally tractable procedures for learning
of biological networks. These can be grouped into two main families:model based andmodel free learning procedures.
Model based procedures mainly rely on graphical models [see, for instance, 23,12,21,16]. Graphical models are well-
defined statistical models and the associated network has a precise probabilistic interpretation in terms of conditional
independencies. Several procedures are available for learning an independence graph from data [9], however, structural
learning in this context poses new challenges because in microarray data the sample size n is smaller than the number of
variables p. This has led to the development of specific structural learning procedures which try to overcome the small n and
large p problem by exploiting specific biological background knowledge on the structure of the network. From this viewpoint,
the most relevant feature of biological networks is that they are sparse, that is the direct regulatory interactions between
genes represent a small proportion of all possible interactions in the network [see 15].
With the termmodel free learning approachwemean a set of methods that distinguish themselves from the model based
learning procedures both for the assumptions underlying the analysis and for the interpretation of the results [see 6]. More
specifically, model free learning procedures aim at identifying some “direct”, to be read as “non-spurious”, associations
with high confidence [see, for instance, 11] and, usually, no underlying statistical model is assumed. In this framework, the
most popular procedures belong to the family of relevance networks. One of the first applications of relevance networks was
by Butte and Kohane [2] who proposed to consider some pairwise measure of association between two expression profiles
(e.g., Pearson correlation coefficient ormutual information), compute it for every pair of genes of interest (e.g., transcription-
factor gene vs. target gene) and output those gene pairs with an association strength above a given threshold. Widely used
enhancements to this pairwise approach aimed at reducing the number of identified spurious associations are the ARACNE
procedure [20] and the CLR procedure [11].
In order to validate and compare different model free learning procedures it may be useful to make use of a benchmark
set of transcriptional interactions, hereafter benchmark set for short, that can be obtained by mining existing literature on
functional experiments that essay the actual activation or inhibition of a gene by a transcription factor. The benchmark set
can be used to construct several measures of performance of the procedure. In particular, specificity and sensitivity can be
used to produce ROC curves; however, because of the sparsity of biological networks, and of the consequent large skew in
the class distribution, ROC curves present an overly optimistic view of an algorithm’s performance [see 10]. In this case,
ROC analyses are usually replaced by a precision-recall curvewhere the fraction of the interactions in the benchmark set that
the procedure successfully identifies (recall) is plotted against the fraction of identified interactions that are true positives
(precision). We also provide a summary value associated to a precision-recall curve obtained by computing its Area Under
the Curve (AUC).
The connection between the model based and the model free learning approaches comes from the fact that model based
learning procedures which provide ameasure of association of the edges of the complete graph can also be applied inmodel
free learning; see, for instance, Soranzo et al. [24]. This is the case, for instance, of the shrinkage estimator [22] implemented
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in the R package GeneNet. Furthermore, Castelo and Roverato [3] introduced a quantity that they called the non-rejection
rate to be applied in a model based approach but they then showed [4] that it provides satisfying results also in a model free
learning approach.
2.2. The non-rejection rate
For a finite set V = {1, . . . , p} let G = (V, E) be an undirected graph with vertex set V and edge set E. Furthermore, let
XV be a multivariate normal random vector, indexed by V , with mean vector μ and covariance matrix . The probability
distribution of XV is said to belong to a Gaussian graphical model with graph G if every missing edge in the graph, (i, j) ∈ E,
implies that Xi is conditionally independent of Xj given the remaining variables XV\{i,j}. We refer to Lauritzen [17] for a
comprehensive account on Gaussian graphical models, but it is worth recalling here that such conditional independence
relationship holds if and only if the partial correlation coefficient ρij.V\{i,j} is equal to zero.
Let D be a random sample of n observations i.i.d. from XV . The non-rejection rate is a quantity, introduced by Castelo
and Roverato [3], that can be used in structural learning of Gaussian graphical models when p > n and the network has a
sparse structure. It is based on q-order partial correlations, that is on partial correlations ρij.Q where Q ⊂ V\{i, j} is such that|Q | = q. Procedures based on limited-order partial correlations have also been applied, among others, by de la Fuente et al.
[7],Magwene andKim [19],Wille andBühlmann [27], Lèbre [18] and are also implemented in the statistical softwareMIM [9].
In the rest of this section we review the theory of the non-rejection rate required for this paper and refer to Castelo
and Roverato [3] for a more complete discussion. The non-rejection rate is a measure associated with every pair of vertices
i, j ∈ V and depends on the particular value of q < (n − 2) being used. It can be described as follows: let Qij be the set
made up of all subsets Q ∈ V\{i, j} such that |Q | = q. Let Tij be a binary random variable associated to the pair of vertices i
and j that takes values from the following two-stage experiment:
(1) An element Q is sampled from Qij according to a (discrete) uniform distribution;
(2) using the available data D the null hypothesis H0 : ρij.Q = 0 is verified on the basis of a statistical test of level α. If H0
is rejected then Tij takes value 0, otherwise it takes value 1.
Thus Tij is a Bernoulli random variable and the non-rejection rate is defined as its expectancy; formally
NRR(i, j |q,D) := E[Tij] = Pr(Tij = 1).
It is shown in Castelo and Roverato [3] that the non-rejection rate can be written as a function of three quantities, α, βij and
πij , as follows
NRR(i, j |q,D) = βij(1 − πij) + (1 − α)πij. (1)
In (1), α denotes the probability of the first type error of the used statistical test and is therefore a known constant that we
set equal to 0.05. The quantity πij is the proportion of subsets Q inQij that separate i and j in G. Finally, βij is the arithmetic
mean of the second type errors βij.Q for all the subsets Q ∈ Qij such that Q does not separate i and j in G (see Lauritzen
[17, p. 6] for a formal definition of separator) and since the usefulness of the non-rejection rate depends on the statistical
properties of the power function of the test, we use a statistical test that is Uniformly Most Powerful Unbiased (UMPU) so
that βij.Q ≤ (1 − α) and therefore also βij ≤ (1 − α). It follows that the non-rejection rate is a probability taking value
between 0 and (1−α) and equation (1)writes it as a function ofβij andπij . Although the equality in (1) is always satisfied, its
usefulness depends on the degree of sparseness of G, as explained in Castelo and Roverato [3], and in this case the quantities
βij and πij provide valuable information on the structure of G. More concretely, if a pair of vertices i and j are adjacent, that
is (i, j) ∈ G, (in our context this is as much as saying that a transcription factor directly binds to the promoter region of
a target gene) then πij = 0 and equation (1) makes clear that the theoretical non-rejection rate equals exactly βij . Hence,
since the statistical power of the tests for zero partial correlation with null hypothesis H0 : ρij.Q = 0 equals 1 − βij.Q ,
then the non-rejection rate of an edge (i, j) ∈ G corresponds to the one minus the average statistical power to detect that
association. It follows that for (i, j) ∈ G the non-rejection rate NRR(i, j |q,D) converges to 0 as n−q goes to infinitywhereas
for finite sample size it is a summary measure of the strength of the linear association represented by the edge (i, j) over all
the marginal distributions of size q + 2, with 0 representing maximum strength. The available data allow one to estimate
the value of the non-rejection rate for every pair of genes and for every qwith q < (n − 2) but it is not possible to identify
the corresponding values of βij and πij . On the other hand, the non-rejection rate allows one to compute an upper bound to
both πij and βij and more precisely, it is not difficult to show that βij ≤ (1 − α) implies both
βij ≤ NRR(i, j |q,D) and πij ≤ NRR(i, j |q,D)
1 − α .
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Fig. 1. Contour plot of the non-rejection rate as a function of π and β .
Hence, a value of the non-rejection rate for genes i and j that is close to zero implies both (i) that the probability that a
subset of q genes separates i and j in the graph is close to zero, and possibly equal to zero, and (ii) that for the sets Q ∈ Q
with ρij.Q = 0 then such association can be detected with high power. This provides a theoretical justification to the use
of the non-rejection rate for the identification of transcriptional regulatory interactions. The contour plot given in Fig. 1
provides a graphical representation of the relationship between the value of the non-rejection rate and the values of π and
β . Furthermore, experimental evidence showing the usefulness of the non-rejection rate in practice can be found in [4].
We turn now to the estimation of the non-rejection rate. In principle, an unbiased estimate of the non-rejection rate for
a pair of variables Xi and Xj can be easily obtained by first testing the hypothesis ρij.Q = 0 for all Q ∈ Qij , on the basis of the
available data, and then by computing the proportion of such tests in which the null hypothesis is not rejected. In practice,
however, this requires the computation of
(
p−2
q
)
statistical tests for every one of the p× (p−1)/2 pairs of variables andmay
be computationally unfeasible. We overcome this difficulty by means of a Monte Carlo procedure which randomly samples
a number B of subsets of Qij according to a uniform distribution and then for every pair Xi and Xj and every sampled set Q
computes the required statistical test. The non-rejection rate is then approximated by the proportion of the B tests for which
the null hypothesis is not rejected at the level α. The approximated value converges to the true value as B increases and on
the basis of our experience a value of B equal to 100 is sufficient to provide satisfying results; see also [4].
3. Meta-analysis
In model free learning it is common practice to overcome the difficulties related to the small sample size by applying
the procedures in a meta-analysis approach. More specifically, a pooled dataset is obtained by merging smaller datasets
generated under different experimental conditions. We remark that this practice would make little sense in a model based
approach, whereas in a model free learning approach it is justified whenever it leads to an improvement of the precision-
recall performance of the procedure.
In this sectionwe formally approach this issue and assume that the data involve a common set of genes V but are obtained
fromm batches ofmicroarray experiments, possibly under different experimental conditions. Formally, setM = {1, . . . ,m}
and for every microarray experiment s ∈ M let X(s)V be a random vector, indexed by V , corresponding to the expression level
of genes in the experimental condition s ∈ M. Furthermore, let D(s) be a random sample of n(s) i.i.d. observations from X(s)V
so that D∗ = {D(1), . . . ,D(m)} is the pooled dataset made up of n = ∑ms=1 n(s) independent, but not identically distributed,
observations.
Our standpoint is that biological networks are dynamic objects which modify their interaction structure to allow the cell
to respond effectively to changes of its internal and external environments. This is formalized by assuming that a different
graph is associated with every experimental condition and, specifically, by assuming that for every s ∈ M the probability
distribution of X
(s)
V belongs to an undirected Gaussian graphical model with graph G
(s) = (V, E(s)).
In the following section we introduce the generalized non-rejection rate which keeps into explicit account the pooled
structure of the dataset.
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3.1. The generalized non-rejection rate
The non-rejection rate is defined in Section 2.2 with respect to a set D of i.i.d. observations as the expected value of
a Bernoulli random variable generated by means of a two stage experiment. Similarly, the generalized non-rejection rate
between two variables, Xi and Xj is defined with respect to the dataset D
∗ as the expected value of a Bernoulli random
variable T∗ij ,
gNRR(i, j |q,D∗) := E[T∗ij ] = Pr(T∗ij = 1),
where T∗ij is defined by adding a third step to the two stage experiment as follows:
(1) A random value s is generated from S, where S is a discrete random variable that takes values in M with probability
Pr(S = s) = n(s)/n;
(2) an element Q is sampled from Qij according to a (discrete) uniform distribution;
(3) using the dataset D(s) the null hypothesis H0 : ρij.Q = 0 is verified on the basis of a statistical test of level α. If H0 is
rejected then T∗ij takes value 0, otherwise it takes value 1.
The value q is chosen so that q < min{(n(s) − 2); s ∈ M}.
We use the generalized non-rejection rate values to produce a ranking of all possible pair of genes, i.e., of all possible
edges of the graph, and its usefulness will be assessed bymeans of a precision-recall analysis; nevertheless, in the following
we shortly discuss the interpretation of this quantity.
As well as the non-rejection rate, also the generalized non-rejection rate is a probability. Furthermore, it can be written
as weighted average of the non-rejection rates for the single datasets with weights proportional to sample sizes,
gNRR(i, j |q,D∗) =
m∑
s=1
NRR(i, j |q,D(s))P(S = s) = 1
n
m∑
s=1
NRR(i, j |q,D(s)) n(s).
It follows that if (i, j) ∈ G(s) for every s ∈ M, then the generalized non-rejection rate is the weighted average of the mean
second type errors β
(s)
ij for all the datasets D
(s) ∈ D∗, formally gNRR(i, j |q,D∗) = β¯ij where β¯ij := ∑ms=1 β(s)ij P(S = s).
Since for all s ∈ M the quantity β(s)ij converges to zero as n(s) increases, it follows that the generalized non-rejection rate is
specially useful to identify edges that belong to all graphs. These are robust transcriptional interactions that are common to
all the experiments considered.
4. Assessment with simulated data
In order to empirically show the behavior of the generalized non-rejection rate we consideredm = 2 and two different
graphs G(1) and G(2) and repeat the following simulation 100 times.
(1) Generate randomly G(1) and G(2) with p = 50 vertices each of them with an average number of adjacent vertices
equal to 3. For each of these two graphs build a random precisionmatrix whose zero structure reflects the conditional
independencies encoded in the graph (i.e., the pattern of missing edges) and sample n = 30 observations from the
Gaussian distribution with that precision matrix and zero mean vector. This step provides us with two datasets, D(1)
and D(2), with p = 50 and n = 30 belonging to two different joint multivariate Gaussian distributions.
(2) Estimate the non-rejection ratewith q = 4 and the Pearson correlation coefficient for each pair of variables, separately
from D(1) and D(2). Apply methods GeneNet, ARACNE and CLR separately to D(1) and D(2).
(3) Build the collection of datasets D∗ = {D(1),D(2)}. By using D∗ estimate the generalized non-rejection rate, the non-
rejection rate and the Pearson correlation for each pair of variables. Apply methods GeneNet, ARACNE and CLR to
D∗.
(4) For eachmethod and dataset, calculate a precision-recall curve with respect to the union graph G∗ = (V, E(1) ∪ E(2)).
For each precision-recall curve calculate the area under this curve (AUC).
(5) In order to have a baseline comparison method we have generated three sets of random correlations sampling values
uniformly from (−1,+1) for each pair of the p = 50 variables. This will be referred to as the Randommethod.
In Fig. 2 we show the AUC values across the 100 simulations for each of the methodologies followed where the larger the
value, the better the performance. The two panels on top correspond to using D(1) and D(2) separately in order to try to infer
all the edges in the union of the two graphs. The panel at the bottom shows the performance when using a meta-analysis
approach inwhich all datasets inD∗ are used together.We can observe that only the generalized non-rejection rate provides
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Fig. 2. AUC value comparison (the larger the value the better the performance).
a clear improvement over the use of any of the methods on one single dataset. GeneNet also achieves a small increase in its
median AUC value.
We have previously pointed out that the generalized non-rejection rate is specially useful to identify edges that belong
to all graphs. In the previous simulations those correspond to edges in both G(1) and G(2) in each simulation. We have used
the previous results to empirically verify this fact by grouping together the generalized non-rejection rate values in the
following four subsets: edges in G(1) and G(2), edges in G(1) but not in G(2), edges in G(2) but not in G(1) andmissing edges in
both G(1) and G(2). Then, we have examined the distribution of generalized non-rejection rates separately for each of these
subsets and we may see those values from the 100 simulations in Fig. 3. Clearly, generalized non-rejection rates are most of
the time smaller for edges that belong to the two graphs than for edges that belong to one of the two graphs only or edges
that are missing in both graphs.
In the previous simulations every pair of graphs (G(1), G(2)) was independently sampled leading to an average overlap of
5% of the edges between the two graphs. We have investigated how the performance of the generalized non-rejection rate
with respect to the non-generalized one, changes with varying similarity between G(1) and G(2). More concretely, we have
carried out again the simulations described at the beginning of this section but with four different overlapping fractions of
the two sets of edges, from25% (i.e., 75% of each graph is unique) to 100% (i.e., the two graphs are identical). The results shown
in Fig. 4, obtained using all datasets D∗, demonstrate that the generalized non-rejection rate performs significantly better
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The x-axis indicates the overlap fraction between edges and the y-axis the area under the curve (AUC) value calculated from precision-recall curves. On top of
each pair of boxplots from a given overlap is given the p-value of the Kruskal-Wallis rank sum test on the null hypothesis that AUC values between each pair of
boxplots have identical location parameters.
than the non-rejection rate up to a 50%overlap between the graphs,while it performs similarly at 75% and significantlyworse
when the two graphs are identical. In this latter case the non-rejection rate takes full advantage of a larger sample generated
from a single model. Note also that both methods improve their AUC values with an increasing overlap, underscoring the
challenge of estimating a single graphical model from highly heterogeneous data sets and how important is to address this
setting with specific approaches such as the one presented in this paper.
5. Assessment with microarray data
In order to assess with real microarray experimental data whether the generalized non-rejection rate increases our
accuracy when trying to identify transcriptional regulatory relationships through a meta-analysis approach, we have used
experimental and functional annotation data from the E. coli system. These bacteria are the free-living organism for which
the largest part of its transcriptional regulatory network has undergone some sort of experimental validation. The database
RegulonDB [13] contains a set of transcription factor and target gene relationships curated from the literature, and we
have used those as benchmark set of regulatory interactions. The E. coli microarray dataset that we have used to assess
our meta-analysis approach corresponds to the oxygen deprivation data from Covert et al. [5], available from the Gene
Expression Omnibus (GEO) database [1] with accession number GDS680, which monitors the response of E. coli during the
transition from aerobic to anaerobic conditions which are essayed in two groups of 21 and 22 experiments, respectively.
In order to obtain the necessary variability on the expression levels of genes that form part of the transcriptional network
relevant to these experiments, Covert et al. [5] used six E. coli strains with knockouts of key transcriptional regulators in the
oxygen response (arcA, appY, fnr, oxyR, soxS and the double knockout arcAfnr). Both, the microarray oxygen
deprivation data where we are going to assess our approach and the RegulonDB interactions which we are going to use as
benchmark set, were pre-processed by Castelo and Roverato [4] and are available as part of the qpgraph package from the
Bioconductor project website (http://www.bioconductor.org). These pre-processed datasets consist, in one hand, of 3283
transcriptional regulatory interactions in RegulonDB involving 1428 genes and, on the other hand, p = 4205 genes and
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n = 43 experiments in the oxygen deprivation microarray expression data matrix. From these latter dataset, we have
discarded one of the aerobic experiments (GSM18237) which showed a very dissimilar profile to the rest of the aerobic
experiments. More concretely, we have used only those genes involved in the regulatory modules of the five transcription
factors knocked-out in the experiments of Covert et al. [5] according to the RegulonDB database. This subnetwork is formed
by 378 genes out of which 22 are transcription factors involved in 681 transcriptional interactions. Therefore, all methods
were confronted with the problem of ranking 22× 681 = 8, 316 possible interactions out of which only 681 are considered
present in the network. In the bottom panel of Fig. 5 wemay see the resulting precision-recall curves where we compare the
generalized non-rejection rate with q = 10 (gNRR) with other methods applied to the union of the aerobic and anaerobic
datasets including the non-rejection rate with q = 15 (NRR), the absolute Pearson correlation coefficient (PCC), ARACNE,
CLR, GeneNet and the assignment of a uniformly random correlation between every transcription factor and target gene
(Random). The methods ARACNE, CLR and GeneNet were run with their default parameters. The gNRR improves the rest of
the meta-analysis approaches up to a 40% larger AUC with respect to the second best-performing approach (NRR).
An issue in the computation of the non-rejection rate concerns the choice of the parameter q. In this application, qmay
take any value between 1 and 18 and there is a trade-off between larger values of q, which increase the probabilities πij , and
smaller values of q, which improve the power of statistical tests. In the bottom panel of Fig. 5 we set q = 10 for gNRR which
is the median of the possible values of q within a sensible range bounded by the number of available samples but, in fact,
our procedure is not very sensitive to the choice of q as shown in the top panel of Fig. 5 where the precision-recall curves of
gNRR for different values of q are drawn.
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6. Discussion
There exists a very clear distinction between the model based learning approach and the model free learning approach,
and this is specially true when the model free learning procedures are applied to data from a compendium of microarray
experiments. We deem that such distinction is not sufficiently highlighted in the literature, and this is partly due to the
fact that although the output of model free learning procedures is a ranking of the edges of the complete graph, usually a
network is also provided by only considering the edges with association strength above a given threshold. However, even
though such network may constitute a valuable biological model, it should not be confused with a graph associated with a
probabilistic graphical model. It follows that great care has to be taken when directly comparing procedures belonging to
different approaches. On the other hand, the small number of observations for each set of experiments, compared with the
number of genes simultaneously measured, makes it crucial to be able to exploit the information gathered across different
batches of experimental conditions, and the application of graphical model tools may prove useful in this context, see also
Guo et al. [14]. This constitutes a new challenging area of investigation, and the extension of the non-rejection rate to its
generalized form represents an effort in this direction.
When comparing different experiments, typically researchers are also interested in identifying differential coexpression
patterns; see de la Fuente [8] for a review. The generalized non-rejection rate has been developed in a meta-analysis per-
spective and therefore has not been designed to address this task. The idea at the basis of the generalized non-rejection rate
is that of exploiting the information provided by the differentmicroarray experiments on the commonpart of the underlying
regulatory networks in a way that does not require pooling the datasets thereby preventing the inclusion of confounding
effects caused by the known structure of the data. We believe that this is the crucial aspect that makes the generalized
non-rejection rate outperform other procedures, but it is worth pointing out that it also has the drawback that the power
and efficiency of the applied statistical procedures depend on the samples sizes of the single experiments, n(s), rather than
the overall sample size n.
One of the challenges of procedures for learning gene regulatory networks is the identification of the so called hubs,
originated by master transcription factor genes which are linked to a large number of target genes. A procedure which is
not robust with respect to the degree distribution of the network might put an edge for every pair of target genes. It can be
shown that, in the Gaussian case, the value of the non-rejection rate is lower for the edges joining the master gene to its
targets than for the pairs of target genes. In practical applications, however, this difference might be too small compared to
the sampling error of estimates, and consequently difficult to identify. This is due to the fact that for any pair i and j of target
genes in a hub every separator includes the master transcription factor and, as a consequence, πij is small. We are currently
working on a procedure for the estimation of the non-rejection rate that increases the probability that the sampled subsets
of Qij are separators.
The generalized non-rejection rate is a probability associated with the result of the random experiment described in
Section 3.1. At the first stage of such experiment, one of the m experiments is randomly selected from a distribution P(s)
whichassignsprobabilitiesproportional to sample sizes.As a consequence, thegeneralizednon-rejection rate is theweighted
average of the non-rejection rates for the single experimental conditions with weights proportional to the sample sizes.
However, the definition of generalized non-rejection rate may be modified by considering other distributions P(s) on the
basis of additional background information both on the structure of the experiments and on the quality of the data sets.
The investigation of other distributions P(s) that may better suit specific experimental designs constitutes an interesting
research question to follow up.
The generalized non-rejection rate is implemented through the function qpGenNrr() from the Bioconductor package
qpgraph available at http://www.bioconductor.org.
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