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We present a general theory for the construction of witnesses that detect genuine multipartite
entanglement in graph states. First, we present explicit witnesses for all graph states of up to six
qubits which are better than all criteria so far. Therefore, lower fidelities are required in experiments
that aim at the preparation of graph states. Building on these results, we develop analytical methods
to construct two different types of entanglement witnesses for general graph states. For many classes
of states, these operators exhibit white noise tolerances that converge to one when increasing the
number of particles. We illustrate our approach for states such as the linear and the 2D cluster
state. Finally, we study an entanglement monotone motivated by our approach for graph states.
I. INTRODUCTION
The key role of entanglement is illustrated not only
by its usefulness in many quantum-informational tasks,
such as measurement-based quantum computation [1]
and high-precision metrology [2], but also by its funda-
mental importance for excluding certain models of nature
in Bell tests [3]. Nowadays, experiments have succeeded
in the preparation of 14-qubit systems in ion traps [4] and
ten-qubit systems in photonic systems [5], so the charac-
terization of multipartite entanglement is of high interest.
Especially in the case of the most interesting kind of en-
tanglement, genuine multipartite entanglement, general
treatments turn out to be difficult [6–9].
In Ref. [10] we proposed an alternative approach to this
characterization by considering a relaxed version of the
problem, leading to a criterion for genuine multipartite
entanglement. Besides being easily implementable as a
semidefinite program, it also provides surprisingly strong
analytical entanglement criteria which can then be inves-
tigated further and generalized. As a first step, this has
been done for the linear cluster state in Ref. [10].
In this paper, we use this approach to develop a gen-
eral theory of witnesses for graph states. Graph states
are a family of multi-qubit states which are of eminent
importance for tasks like measurement-based quantum
computation [1] or quantum error correction [11]. These
states have several interesting properties, for instance
they are relatively robust against decoherence and vio-
late certain Bell inequalities maximally [12]. Recently,
several experiments succeeded in preparing graph states
of several qubits with photons [5, 13], and also the theory
of entanglement detection for such experiments has been
investigated in a number of papers [14, 15].
The main results of our paper can be grouped into two
parts: First, we provide entanglement criteria, so-called
entanglement witnesses, for all graph states up to six
qubits. These witnesses are optimal in the framework of
Ref. [10], they detect more states than the graph state
witnesses known so far and thus require a lower fidelity
FIG. 1: In the case of three qubits, there are three convex
sets of states that are separable with respect to a fixed bi-
partition, namely the bipartitions A|BC, B|AC and C|AB
(green, dashed lines). The set of biseparable states (thick
green, dashed line) is given by their convex hull. Each set of
states that are separable with respect to a fixed bipartition is
contained within the larger set of states that are PPT with
respect to this bipartition (red, solid lines). The set of PPT
mixtures (thick red, solid line) is then given by the convex
hull of these larger sets.
when measured in an experiment.
Second, we extend our results to arbitrary qubit num-
bers by providing a general theory of how to construct
witnesses for arbitrary graph states. In many cases, these
witnesses improve the best known witnesses so far and
have white noise tolerances that approach one for an in-
creasing particle number. This implies that for this type
of noise the state fidelity can decrease exponentially with
the number of qubits, but still entanglement is present
and can be detected. Moreover, this improvement comes
with very low experimental costs, since it is realized by
measuring one additional setting in the experiment. Fur-
thermore, a similar improvement can be achieved for wit-
nesses that require only two settings to be measured [14],
which results in improved witnesses that consist of only
2two experimental settings in total.
The paper is structured as follows. In Sec. II, we start
by presenting the structure of entanglement in the multi-
partite case and introducing the notions that will be used
later, such as entanglement witnesses and graph states.
Then, we will briefly recall the criterion of Ref. [10] in
Sec. III. We will show that it can be reduced to a linear
program in the case of graph-diagonal states.
Having laid the foundations, we first consider a cer-
tain class of witnesses, namely the class of fully decom-
posable witnesses [10, 17]. This is done in Sec. IV. We
provide entanglement witnesses for all graph states of up
to six qubits in Sec. IVA. Then, in Sec. IVB, we present
analytical construction methods. We provide examples
and give an extended construction for particular states
in Sec. IVD including further examples.
In Sec. V, we move on to another class of witnesses, the
fully PPT witnesses which are easier to characterize [10].
Here, we do not only provide a construction method for
witnesses of this class (in Sec. VA), but we can extend it
to an even larger number of graph states compared with
the case of fully decomposable witnesses. We present
this extension in Sec. VC. In order to illustrate that the
presented methods can be exploited further, we supply a
witness for the 2D cluster state (Sec. VE).
Finally, we discuss an entanglement monotone for gen-
uine multiparticle entanglement coming from the ap-
proach of Ref. [10] and show that graph states are the
maximally entangled states for this entanglement mea-
sure. In the conclusion, we disscuss our results and pos-
sible extensions for the future. In order to make this pa-
per as readable as possible, we provide nearly all proofs
in the Appendix.
II. SETTING THE STAGE
A. Multipartite entanglement
First, we discuss the structure of the set of entangled
states of multipartite systems, i.e., for systems of more
than two particles [9]. For the sake of an easy illustration
(cf. Fig. 1), we consider the case of three particles here.
Nevertheless, the generalization to a higher number of
particles is straightforward.
A three-qubit state ρ is separable with respect to some
bipartition, say, A|BC, if it can be written in the form
̺ =
∑
k
qk|φkA〉〈φkA| ⊗ |ψkBC〉〈ψkBC | . (1)
Here, the coefficients qk form a probability distribution,
i.e., they are positive and sum up to one. Let us denote
states of this type by ̺sepA|BC . Analogously, we define the
sets of states which are separable with respect to other
bipartitions and denote them by ̺sepB|AC and ̺
sep
C|AB. In
Fig. 1, these three sets are drawn with a dashed, green
border.
A state is called biseparable, if it can be written as
a convex sum of states each of which is separable with
respect to some bipartition. That is, any biseparable
state ̺bs can be written in the form
̺bs = p1̺
sep
A|BC + p2̺
sep
B|AC + p3̺
sep
C|AB , (2)
where, the pk form a probability distribution. Thus, the
set of biseparable states is given by the convex hull of
states that are separable with respect to some bipartition.
In Fig. 1, we show this convex hull with a dashed, thick
green border. Any state that is not biseparable is called
genuinely multipartite entangled.
Genuine multipartite entanglement is the strongest
kind of entanglement, since biseparable states can be cre-
ated by entangling, say, only two of three particles and
then, to create a statistical mixture, forgetting to which
pairs this operation was applied. In fact, in order to de-
tect genuine multipartite entanglement, it is not enough
to apply a bipartite criterion to every possible biparti-
tion. Instead, in order to prove that a multipartite state
is entangled, one has to show that it cannot be written
in the form of Eq. (2).
There is, however, no efficient way to search through all
possible decomposition of this form. Thus, it was the idea
of Ref. [10] to relax the condition of being biseparable.
More precisely, for each fixed bipartition, we consider
a superset of the set of separable states which can be
characterized more easily than the set of separable states
itself. There are different possible choices for supersets.
However, in this paper, as a superset of the states that are
separable with respect to, say, partition A|BC, we select
the set of states that have a positive partial transposition
(PPT) with respect to partition A|BC. A state ̺ =∑
ijkl ̺ij,kl|i〉〈j| ⊗ |k〉〈l| is said to be a PPT state (with
respect to A|BC), if its partial transposition
̺TA =
∑
ijkl
̺ji,kl|i〉〈j| ⊗ |k〉〈l| (3)
has no negative eigenvalues. We denote a state of this
type by ̺pptA|BC (and analogously for the other biparti-
tions). We refer to a state in the convex hull of these
sets of PPT states as a PPT mixture. The set of PPT
mixtures is therefore the set of states that can be written
in the form
̺pmix = p1̺
ppt
A|BC + p2̺
ppt
B|AC + p3̺
ppt
C|AB , (4)
where, again, the pk form a probability distribution. In
Fig. 1, this set is shown with a solid, thick red border.
Since every separable state is necessarily PPT [19, 20],
every biseparable state is a PPT mixture. Therefore,
showing that a state is no PPT mixture implies that it
is not biseparable and therefore genuinely multipartite
entangled. For some prominent states affected by white
noise, such as the three- and the four-qubit GHZ state,
the three-qubit W state and the four-qubit linear cluster
state, being no PPT mixture happens to be necessary
3and sufficient for entanglement [10]. This is also true for
the case that the PPT states ̺pptA|BC , ̺
ppt
B|AC and ̺
ppt
C|AB
live on a subspace of dimension 2 ⊗ 2 or 2 ⊗ 3. How-
ever, since there exist states that are PPT with respect
to every bipartition and therefore of the form given in
Eq. (4), but are nevertheless genuinely multipartite en-
tangled [21], not every entangled state can be detected
in this way.
By considering the set of PPT mixtures, we exploit
that it can be characterized more easily than the set
of biseparable states. Numerically, this characterization
allows for the use of linear semidefinite programming
(SDP) [22] — a standard problem of constrained con-
vex optimization theory. As we will see later, for an im-
portant class of states, namely so-called graph-diagonal
states, this characterization can be cast into the form of
a linear program (LP) which is an even simpler program.
B. Entanglement witnesses
A useful tool that is often employed in experiments
to show that a state is entangled are entanglement wit-
nesses. A witness for genuine multipartite entanglement
is an observable W that has a non-negative expectation
value on all biseparable states, but a negative expectation
value on at least one entangled state. Therefore, measur-
ing a negative expectation value for W in an experiment
proves the presence of entanglement.
Every entangled state is detected by at least one wit-
ness [20]. Therefore, the question whether, for a given
state ̺, there exists a witness that detects it is equiva-
lent to the question whether ̺ is entangled.
Let us now consider a certain subclass of witnesses that
is central to our approach. In the case of two particles,
A and B, a decomposable witness is defined as a witness
W that can be written as
W = P +QTA , (5)
where P and Q have no negative eigenvalues, i.e., are
positive semidefinite, denoted by P ≥ 0, Q ≥ 0 [17].
Furthermore, TA is the partial transposition with respect
to A as defined by Eq. (3).
It can be easily seen that observables of the form given
by Eq. (5) are positive (or zero) on all separable states
̺sep. Any separable state ̺sep has a positive partial trans-
pose and therefore
Tr(̺sepW ) = Tr(̺sepP ) + Tr(̺sepQTA) (6)
= Tr(̺sepP ) + Tr[(̺sep)TAQ] ≥ 0. (7)
We can now generalize this definition to multipar-
tite systems. A witness W is called fully decomposable,
if, for every strict subset M of the set of all particles
{A,B,C,D, . . . }, W is decomposable with respect to the
bipartition given by M and its complement M . In other
words, there exist positive semidefinite operators PM ,
QM , such that
for allM ⊂ {A,B,C,D, . . . } : W = PM +QTMM . (8)
For example, in the case of three qubits, a fully decom-
posable witness can be written in three ways,
W = PA +Q
TA
A = PB +Q
TB
B = PC +Q
TC
C , (9)
where all operators PM and QM are positive semidefi-
nite. Note that, e.g., the existence of the two positive
operators PA and QA implies the existence of two pos-
itive operators PBC and QBC . One simply has to set
PBC = PA and QBC = Q
T
A. Since QM ≥ 0 ⇔ QTM ≥ 0,
the two operators PBC and QBC defined in this way are
positive. Due to QTMM = (Q
T
M )
TM , they also obey Eq. (8).
Now, let us make the connection between the notions
of PPT mixtures and fully decomposable witnesses by
citing the following lemma of Ref. [10], which is based
on [17, Theorem 3]. For the sake of completeness, we
present it again here.
Lemma 1. ̺ is a PPT mixture if and only if every fully
decomposable witness W is non-negative on ̺.
Proof. “If”: Let us show that if a state is no PPT mix-
ture, there is a fully decomposable witness that detects
it. We note that the set of PPT mixtures is convex and
compact. Therefore, for any state outside of it, there
exists a witness that detects it and is positive on the
set of PPT mixtures. Moreover, an operator which is
positive on all states that are PPT with respect to a
fixed (but arbitrary) bipartition is decomposable with re-
spect to this fixed (but arbitrary) bipartition [17]. Thus,
W = PM +Q
TM
M for any M .
“Only if”: A reasoning as in Eq. (6) shows that fully de-
composable witnesses are non-negative on any state that
is PPT with respect to some bipartition. Therefore, these
witnesses are also non-negative on all PPT mixtures.
In the language of constrained optimization theory, the
search for a fully decomposable witness with negative
expectation value on ̺ is the dual problem to the search
for a decomposition into PPT states as in Eq. (4).
In the following, we will often use the subclass of the
set of fully decomposable witnesses that we obtain when
we require that for allM ⊂ {A,B,C,D, . . . } : PM = 0.
We call them fully PPT witnesses and they are defined
by
for allM ⊂ {A,B,C,D, . . . } : WTM ≥ 0 . (10)
Fully PPT witnesses are easier to characterize analyti-
cally than fully decomposable witnesses. This is due to
the fact that, in order to show that an operator W is
a fully decomposable witness, one has to find a positive
operator PM for every M and prove the positivity of the
corresponding QM obtained from Eq. 8. For fully PPT
witnesses, it suffices to show that the partial transpose
of W with respect to any possible bipartition is positive.
4Before we state the criterion for genuine multipartite
entanglement of Ref. [10], we finish our introduction to
the terms used in this paper by recalling some facts about
the widely-used class of graph states.
C. Graph states
Graph states are defined by mathematical graphs in
the following way [12]. Given a graph G = (V,E) that is
defined by a set V of vertices which correspond to qubits
and a set E of edges that connect some of these vertices
(cf. the examples in Table I). We denote the number of
vertices by n.
Then, one can define a set of n operators
gi = Xi
∏
k∈N (i)
Zk, i = 1, . . . , n , (11)
where N (i) is the neighborhood of qubit i, i.e., the set
of all qubits that are connected to qubit i by an edge.
Furthermore, Xi and Zi are the Pauli operators σx and
σy, respectively, that act on qubit i.
The operators gi commute and generate a set S of so-
called stabilizer operators which consists of 2n elements,
i.e.,
S = {S1, . . . , S2n} =
{
n∏
i=1
gxii |~x ∈ {0, 1}n
}
. (12)
This means that every operator Si ∈ S can be written
as a product of some generators gi, in which every gen-
erators appears once or not at all. Note that due to
gigi = 1 , i = 1, . . . , n, also, e.g., the product of gi with
itself is included in the definition of Eq. (12). In partic-
ular, the identity operator is contained in S.
To every graph G we can then associate a graph state
|G〉 that is uniquely defined by
gi|G〉 = |G〉, ∀ i = 1, . . . , n . (13)
Thus, |G〉 is the unique state that is an eigenstate to
eigenvalue +1 of all generators gi. Moreover, every graph
also defines a so-called graph state basis, whose elements
are denoted by |a1 . . . an〉G, ai ∈ {0, 1} and which are
defined by
gi|a1 . . . an〉G = (−1)ai |a1 . . . an〉G, ∀ i = 1, . . . , n . (14)
Consequently, |G〉 = |0 . . . 0〉G. Moreover, projectors on
these vectors can be written as
G|a1 . . . an〉〈a1 . . . an|G =
n∏
i=1
(−1)aigi + 1
2
. (15)
In the following, we will refer to states that are diagonal
in a graph state basis as graph-diagonal states.
Note that two graph states that belong to two differ-
ent mathematical graphs can still be physically equiva-
lent, i.e., equivalent under local unitary transformations
No. 1 — Bell state No. 2 — GHZ3 No. 3 — GHZ4
No. 4 — Cl4 No. 5 — GHZ5 No. 6 — Y5
No. 7 — Cl5 No. 8 — R5 No. 9 — GHZ6
No. 10 No. 11 — H6 No. 12 — Y6
No. 13 — E6 No. 14 — Cl6 No. 15
No. 16 No. 17 No. 18 — R6
No. 19
TABLE I: The graph states of up to six qubits can be grouped
into 19 LU equivalence classes. For each class, we show the
representative state here.
(LU-equivalent) and permutations of qubits [23, 24]. For
example, this is the case for the star graph No. 9 of Ta-
ble I and the fully connected graph, in which each of the
six vertices is connected with every other vertex. Both
graphs describe a state which is LU-equivalent to the
5GHZ state of six qubits.
It has been shown that, when taking into account
states of up to six qubits, there are 19 LU-equivalence
classes of connected graph states [23]. Note that the
equivalence classes of up to eight qubits have been char-
acterized in Ref. [25]. Table I shows one representative
state of each LU-equivalence class. Any graph state of
six or less qubits can therefore be mapped by local uni-
taries and permutations onto the state associated to some
graph in Table I. The local unitaries that one has to ap-
ply for this mapping are given in Ref. [23]. In this way,
one can also transform a witness for any state in a par-
ticular LU-equivalence class into a witness of any other
state in the same class.
In order to improve readability, we will drop the sub-
script G in the following and write |a1 . . . an〉G = |~a〉.
Nevertheless, it is important to keep in mind that all
partial transpositions TM are to be understood w.r.t the
computational basis. This ensures that the only Pauli
matrix that is changed under transposition is Y , whose
transpose is −Y .
As before, we will refer to M |M , where M is a sub-
set of the set of all qubits and M its complement, as a
bipartition of our system.
Note that, for any graph state |G〉, the operator
Wproj =
1
21 − |G〉〈G| is a witness [14]. We will refer
to Wproj as the projector witness of |G〉 [18].
III. THE ENTANGLEMENT CRITERION
In this section, we recall the criterion for genuine mul-
tipartite entanglement originally introduced in Ref. [10].
We then specialize it to graph-diagonal states in Lemma 2
which is our main result in this section.
Lemma 1 naturally leads to an entanglement criterion
which asks whether a given state is detected by a fully
decomposable witness or not. Given a multipartite state
̺, we consider the optimization problem
min Tr(W̺) (16)
s.t. Tr(W ) = 1 and for allM :
W = PM +Q
TM
M , QM ≥ 0, PM ≥ 0 .
In this minimization, the free parameters are given byW
and an operator PM for every strict subsetM of the set of
all qubits. In practice, it is only necessary to ensure the
existence of positive operators PM and QM for 2
n−1 − 1
partitions, since the two partitions M |M and M |M are
equivalent, as argued before in the three-qubit case [cf.
Eq. (9)].
A negative minimum in Eq. (16) indicates that ̺ is
detected by the fully decomposable witness W for which
the minimum is obtained. Thus, it is entangled and, in
particular, no PPT mixture.
As mentioned before, this minimization can be per-
formed numerically by an SDP. Variations of the program
in Eq. (16) have been discussed in Ref. [10]. There, it
was applied to some important states as the W and the
GHZ state for three and four qubits, and, for four qubits,
the linear cluster state, the singlet and the Dicke state of
two excitations. Its white noise tolerance turned out to
be higher than in previous criteria. Moreover, the case
in which no fully tomography, but only a restricted set of
observables has been measured, was considered. In the
next subsection, we will show that in the case of graph-
diagonal states, the program reduces to an LP.
A. Graph-diagonal states
If we are only interested in graph-diagonal states, the
corresponding search for an optimal fully decomposable
entanglement witness can w.l.o.g. be restricted to graph-
diagonal witnesses, for which also the operators PM and
QM are graph-diagonal. This is summarized in the fol-
lowing lemma.
Lemma 2. For any graph diagonal state ̺G =∑
~k s~k|~k〉〈~k|, the search for an optimal fully decompos-
able entanglement witness given by Eq. (16), can w.l.o.g.
be restricted to a graph-diagonal form, i.e., to a linear
program given by
min Tr(WG̺G) (17)
s.t. WG =
∑
w~k|~k〉〈~k|,Tr(WG) = 1 and for allM :
WG = PM +Q
TM
M , PM ≥ 0, QM ≥ 0,
PM =
∑
pM~k |~k〉〈~k|, QM =
∑
qM~k |~k〉〈~k| .
(18)
The proof is given in Sec. A 1 of the Appendix.
This lemma has the following important implications:
First, the optimization problems simplifies to a linear
program, which are in general easier to solve than gen-
eral semidefinite programs. Second, it provides a great
simplification in order to derive analytic witnesses, be-
cause we know that there is an optimal witness which is
diagonal in the graph state basis. Also, checking positiv-
ity of any operator simplifies to verifying non-negativity
within the graph state basis. Instead of testing positivity
of a whole matrix, it is enough to consider products of
generators gi and sums thereof [cf. Eq. (15)]. Third, let
us point out that this lemma also implies that, if a state
is a PPT mixture, each PPT state in its decomposition
can be assumed to be graph-diagonal as well. Finally,
note that a similar statement as Lemma 2 holds for PPT
witnesses as well.
IV. FULLY DECOMPOSABLE WITNESSES
In this section, we present a general theory for fully de-
composable witnesses of graph states. First, in Sec. IVA,
we provide fully decomposable witnesses for all LU-
equivalence classes of graph states up to six qubits. These
6witnesses are obtained by the criterion of Eq. (16). The
graph states are given in Table I, while the witnesses’
white noise tolerances are given in Table II. The wit-
nesses can be found in Appendix B.
Moreover, we introduce an analytical construction
method for fully decomposable witnesses of general graph
states in Sec. IVB. This construction method is a gener-
alization of the linear cluster state witnesses in Ref. [10]
and is, as one of this section’s main results, formulated
in Lemma 3.
We provide specific examples in Sec. IVC. Finally, we
show how to construct witnesses that detect even more
states using the witnesses of Lemma 3. This result is
given as Lemma 5 in Sec. IVD. Again, we give examples
in Sec. IVE.
A. Graph states up to 6 qubits
We now apply the criterion of Eq. (16) to certain graph
states. To this end, we implemented it as a semidefinite
program using the parser YALMIP [26] in combination
with the solver modules SeDuMi [27] or SDPT3 [28] in
MATLAB. The program we wrote is called PPTMixer
and can be found online [29].
As mentioned before, there are 19 LU-equivalence
classes of connected graph states up to six qubits. We
apply our criterion to one state of each class (cf. Table I),
obtaining the witnesses given in Appendix B. By apply-
ing the rules in Ref. [23], it is possible to transform these
into witnesses for any graph state of up to six qubits.
Let us have a closer look at the witnesses of Ap-
pendix B. A widely-used indicator for how robust a wit-
ness is to noise in an experiment is the so-called white
noise tolerance. It is defined in the following way: For a
given state ̺ and a given witness W , the white noise
tolerance is the maximal amount ptol of white noise,
such that the state ̺(ptol) = (1 − ptol)̺ + ptol1 /2n is
still detected by the witness W . Note that the crite-
rion of Eq. (16) provides witnesses with the highest pos-
sible white noise tolerance among all fully decompos-
able witnesses. This can be seen by noting that both
Tr(W |G〉〈G|) and Tr[W̺(ptol)] reach their minimum for
the same normalized witness W , since Tr(Wptol1 /2
n) =
ptol/2
n is independent of W . Thus, the witness that one
obtains for the state |G〉 is also a witness for ̺(ptol). In
Table II, we give the witness tolerances of these witnesses.
Now, let us present some of these witnesses as exam-
ples. Note that the SDP yields witnesses whose trace is
normalized to one. In order to make the structure of the
witnesses more evident, we renormalized them for each
state |G〉, such that 〈G|W |G〉 = −1/2.
For the GHZ states of three to six qubits (cf. states
No. 2, No. 3, No. 5 and No. 9 in Table I), we obtain
the well-known projector witnessesWproj =
1
21 −|G〉〈G|.
Since it is known that (1− p)|GHZn〉〈GHZn|+ p1 /2n
is biseparable for p ≥ [2 (1− 2−n)]−1 [7], these witnesses
have the maximal possible white noise tolerance.
The linear cluster state of four qubits |Cl4〉, labelled
as state No. 4, is detected by the witness
WCl4 =
1
2
− |G〉〈G| − 1
2
γ−1 γ
−
4 , (19)
where we defined γ±i = (1 ± gi) /2, gi being the gen-
erators of the stabilizer group of |Cl4〉, for the sake of a
compact notation. Note that, alternatively, one can write
γ−1 γ
−
4 = (1 − g1) /2 (1 − g4) /2 =
∑
i,j∈{0,1} |1ij1〉〈1ij1|
in the graph state basis. We will gain a deeper under-
standing of the structure of this witness in the next sec-
tion.
Strikingly, the similar state No. 6, which we call Y5
state, is detected by a similar witness which has, however,
some additional terms. The witness is given by
WG6 =
1
2
− |G〉〈G| − 1
2
γ−1 γ
−
4 −
1
2
γ+1 γ
−
4 γ
−
5 . (20)
For the symmetrized version of this state, state No. 11
(or H6 state), we obtain a witness with even more terms,
namely
WG11 =
1
2
− |G〉〈G| − 1
2
γ−1 γ
−
4 −
1
2
γ+1 γ
−
2 γ
−
4
− 1
2
γ−1 γ
−
3 γ
+
4 −
1
2
γ+1 γ
−
2 γ
−
3 γ
+
4 .
(21)
The special structure of these witnesses motivates an
analytical inverstigation. In fact, we will gain more in-
sight on the witness WG6 and WG11 in Section IVD.
B. Analytical construction methods
In this section, we present an analytical method to con-
struct fully decomposable witnesses for arbitrary graph
states. This construction method results in witnesses
which are a generalization of the linear cluster state wit-
nesses in Eq. (19). First, we recapitulate these witnesses
in Sec. IVB 1, before we then generalize it to arbitrary
graph states in Lemma 3 of Sec. IVB 2.
1. Linear cluster state
We have pointed out that the witnessWCl4 of Eq. (19)
is a witness for the four-qubit linear cluster state. For
the seven-qubit linear cluster state |Cl7〉 shown in Fig. 2
a), there exists a similar witness
WCl7 =
1
2
1 − |Cl7〉〈Cl7| − 1
2
(
γ−1 γ
−
4 γ
−
7
+ γ+1 γ
−
4 γ
−
7 + γ
−
1 γ
+
4 γ
−
7 + γ
−
1 γ
−
4 γ
+
7
)
. (22)
WCl7 is a fully decomposable witness. However, since
WCl7 was not obtained from our SDP, but via Lemma 3,
there are — most likely — fully decomposable witness
7state white noise tolerance
No. 1, Bell state ptol =
2
3
≈ 0.667
No. 2, GHZ3 ptol =
4
7
≈ 0.667
No. 3, GHZ4 ptol =
8
15
≈ 0.533
No. 4, Cl3 ptol =
8
13
≈ 0.615
No. 5, GHZ5 ptol =
16
31
≈ 0.516
No. 6, Y5 ptol =
16
25
= 0.64
No. 7, Cl5 ptol =
16
25
= 0.64
No. 8, R5 ptol =
12
19
≈ 0.632
No. 9, GHZ6 ptol =
32
63
≈ 0.508
No. 10 ptol =
32
49
≈ 0.653
No. 11, H6 ptol =
32
45
≈ 0.711
No. 12, Y6 ptol =
32
45
≈ 0.711
No. 13, E6 ptol =
32
45
≈ 0.711
No. 14, Cl6 ptol =
128
179
≈ 0.715
No. 15 ptol =
32
47
≈ 0.681
No. 16 ptol =
8
11
≈ 0.727
No. 17 ptol ≈ 0.696
No. 18, R6 ptol ≈ 0.667
No. 19 ptol =
2
3
≈ 0.667
TABLE II: For graph states of up to six qubits, there are 19
classes of states which are equivalent under LU operations.
Here, we show one state of each class. Using the presented
criterion, one obtains a witness for each of these states (cf.
Appendix B) which have the white noise tolerances given here.
FIG. 2: For the linear cluster state, we construct several wit-
nesses. In a), the qubits in B (marked by red circles) can be
used to construct the fully decomposable witness of Eq. (22)
using Lemma 3. b) illustrates the construction method of
Lemma 7 which yields a fully PPT witness. Qubits in B1 are
marked by red circles, qubits in B2 by green squares.
for |Cl7〉 with a higher white noise tolerance. This is in
contrast to WCl4 which was obtained by the semidefinite
program and therefore has the maximal white noise tol-
erance among the fully decomposable witnesses.
WCl7 has a very particular structure. The qubits i
whose generators gi appear in the witness are indicated
with red circles in Fig. 2 a). Let us denote the set of
these qubits by B. One can see that each two qubits in B
have at least two other qubits between them. Moreover,
the terms γ±1 γ
±
4 γ
±
7 in Eq. (22) all contain two or more
minus signs. It turns out that witnesses of this kind can
be constructed for general graph states.
2. Arbitrary graph states
The construction in Eq. (22) can be generalized in the
following way:
Lemma 3. Given a connected graph state |G〉. Let B =
{βi} be a subset of the set of all qubits such that any two
qubits in B are neither neighbors of each other nor have
a neighbor in common. We define b = |B|. Let∑~s be the
sum over all vectors ~s of length b with elements si = ±1
that contain at least two elements which equal −1, i.e.,∑b
i=1 si ≤ b− 4. In this case,
WG =
1
2
1 − |G〉〈G| − 1
2
∑
~s
∏
i∈B
γsii (23)
is a fully decomposable witness for |G〉.
For the detailed proof, we refer to Sec. A 2 of the
Appendix. Its main idea is to construct a suitable
positive operator PM for every subset M , such that
(W − PM )TM = QM is positive semidefinite.
Furthermore, the proof takes advantage of the fact
that, besides |G〉〈G|, all terms in Eq. (23) are invariant
under any partial transposition TM , since the identity is
diagonal in any basis and there are no two generators gi in
the product that are neighbors of each other. However,
products of non-neighboring generators are only tensor
products of the Pauli matrices X , Z and the identity
all of which are invariant under transposition. Moreover,
the proof is simplified byWG being diagonal in the graph
state basis.
Note that in many cases, the choice of subset B is not
unique. For the seven-qubit linear cluster state, instead
of the choice B = {1, 4, 7} which results in the witness
of Eq. (22), the choices B = {1, 6} or B = {2, 5} would
also be valid. However, these sets would lead to witnesses
that have a lower white noise tolerance.
As for the linear cluster witnesses of Ref. [10], it turns
out that for many graph states, the white noise tolerances
of witnesses constructed according to Lemma 3 converge
to one for an increasing particle number. More precisely,
this is the case for graph states that can be defined for an
arbitrary number of qubits such that, when increasing the
number of qubits, also the number of qubits in B grows.
This includes the 2D cluster state for n qubits and the
ring cluster state. It does not include GHZ states, since
for any number of qubits, no set B (of more than one
qubit) that contains only qubits with non-overlapping
neighborhoods can be defined on the GHZ state. Let
us formulate this observation as a corollary:
Corollary 4. Let |Gn〉 be a graph state of n qubits and
B(n) a subset of these n qubits with the properties as in
Lemma 3. Let WGn be a witness for |Gn〉 as in Eq. (23).
8Then, the white noise tolerance of WGn with respect to
|Gn〉 is given by
p(n) =
(
1− 2−n+1 + 2−|B(n)|(|B(n)|+ 1)
)−1
. (24)
For a family of graph states on any number of qubits n
with |B(n)| n→∞−−−−→∞, this expression implies
p(n)
n→∞−−−−→ 1 . (25)
For high particle numbers, the fidelity Freq required to
detect the state ̺ = (1 − p)|Gn〉〈Gn| + p1 /2n is given
by Freq ≈ |B(n)|2−|B(n)| and therefore vanishes exponen-
tially fast.
For the proof, we refer to Sec. A 3 of the Appendix.
Note that Lemma 3 has been proven for the special
case of linear cluster states in Ref. [10]. Moreover, en-
tanglement criteria for Dicke states that also exhibit a
white noise tolerance which converges to one have been
found recently in Ref. [8].
C. Examples
2D cluster state — Let us consider a 2D cluster state
of 16 qubits as given in Fig. 3 a). To construct a
witness according to Lemma 3, one could choose B =
{1, 4, 10, 16} as indicated by red circles. However, it
would also be possible to choose qubit 13 instead of
qubit 10. In both cases, the white noise tolerance is
ptol =
(
1− 2−15 + 5 · 2−4)−1 ≈ 0.762.
Other graph states — Consider state No. 13, the E6
state, of Table I. Here, B = {1, 5, 6} would be a valid
choice.
For state No. 11, the H6 state, B = {1, 4} is a possible
choice. However, one could have also selected B = {1, 3},
B = {2, 3} or B = {2, 4}. Indeed, in the next section,
we will see that all these choices can be combined to
construct an even better witness, namely the witness of
Appendix B which is obtained by our SDP. As mentioned
before, the corresponding white noise tolerances are given
in Table II.
D. Extended construction method
Although Lemma 3 can be applied to many graph
states, for most graph states there exist witnesses with
a higher white noise tolerance (cf. Appendix B). In
this section, we provide an extended construction method
that, for some states, allows one to subtract additional
terms from the witnesses constructed by Lemma 3. This
extended method can be applied to, e.g., the states No. 6
(Y5) and No. 11 (H6) of Table I to obtain the witnesses
of Eqs. (20) and (21).
Lemma 5. Given a connected graph state |G〉 and m
subsets Bi of its qubits that fulfill the following two con-
ditions:
FIG. 3: We illustrate two different ways to construct witnesses
for the 2D cluster state. In a), the red circles mark qubits that
belong to B, which can be used to construct a fully decompos-
able witness according to Lemma 3 (or a fully PPT witness
using Lemma 6). In b), we illustrate the method of Lemma 7
which results in a fully PPT witness. For this, one needs to
define the sets B1 (red circles), B2 (blue triangles), B3 (green
squares) and B4 (orange pentagons).
(i) No two qubits in a set Bi have a neighbor in common
or are neighbors of each other.
(ii) Any two qubits β
(i)
j ∈ Bi and β(k)l ∈ Bk from two
different subsets either have the same neighborhood
or no common neighbor at all.
Moreover, let Wi be the fully decomposable witnesses
that one can construct from the subsets Bi according to
Lemma 3. Then,
W =
∑
~k∈{0,1}n
|~k〉〈~k| min
i=1,...,m
〈~k|Wi|~k〉 (26)
is a fully decomposable witness. Note that W is clearly
better than any of the witnesses Wi alone.
Note that it is possible, according to conditions (i) and
(ii), that a qubit is in more than one subset Bi. The proof
of Lemma 5 is given in Sec. A 4 of the Appendix. Let us
present some examples of the witnesses constructed in
this lemma.
9E. Examples
State No. 6 (Y5) — Consider state No. 6 of Table I.
Here, the subsets Bi are given by B1 = {1, 4} and
B2 = {5, 4}, which fulfill the conditions of Lemma 5,
since N (1) = N (5). Lemma 3 then yields the two wit-
nesses
W1 =
1
2
− |G〉〈G| − 1
2
γ−1 γ
−
4 , (27)
W2 =
1
2
− |G〉〈G| − 1
2
γ−5 γ
−
4 . (28)
Thus, performing the minimization of Eq. (26) is
tantamount to subtracting the terms γ−1 γ
−
4 /2 =∑
i,j,k∈{0,1} |1ij1k〉〈1ij1k|/2 and γ−5 γ−4 /2 =∑
i,j,k∈{0,1} |ijk11〉〈ijk11|/2 from the projector wit-
ness and then adding the terms which have been
subtracted twice in this way, namely γ−1 γ
−
4 γ
−
5 /2. This
results in the witness given in Eq. (20).
State No. 11 (H6) — Similarly, State No. 11 allows
to define four subsets, namely B1 = {1, 4}, B2 = {2, 4},
B3 = {1, 3} and B4 = {2, 3}. Applying Lemma 5 leads
to the witness of Eq. (21).
V. FULLY PPT WITNESSES
In this section, we provide analytical construction
methods for fully PPT witnesses of graph states. In
Sec. VA, Lemma 6 gives a method analogous to the fully
decomposable witnesses in Lemma 3. An example will be
given in Sec. VB.
As in the last section, we then provide an extended
method to construct even better witnesses using the wit-
nesses of Lemma 6. This is done in Sec. VC, with ex-
amples in Sec. VD. This time, however, the extension
is more general and can be applied to a larger family of
states. Thus, our main results of this section are Lem-
mata 6 and 7. Finally, we provide a witness for the 2D
cluster state in Sec. VE which does not fit into the con-
struction methods presented so far.
As mentioned before, fully PPT witnesses are easier to
characterize, since they are fully decomposable witnesses
with PM = 0 for all M . This allows for a further gen-
eralization of the construction methods presented above
— however, only resulting in fully PPT witnesses — and
for the construction of a new witness for the 2D cluster
state.
A. Arbitrary graph states
Let us first give the analogon to Lemma 3 for fully
PPT witnesses.
Lemma 6. Given a connected graph state |G〉. Let B =
{βi} be a subset of the set of all qubits such that any two
qubits in B are neither neighbors of each other nor have
a neighbor in common. We define b = |B|. Let∑~s be the
sum over all vectors ~s of length b with elements si = ±1
that contain at least two elements which equal −1, i.e.,∑b
i=1 si ≤ b− 4. In this case,
WG =
1
2
1 − |G〉〈G| −
∑
~s
(
1
2
− 1
2m(~s)
) ∏
i∈B
γsii (29)
is a fully PPT witness for |G〉. Here, m(~s) is the number
of elements si = −1 in ~s, i.e., m(~s) =
(
b−∑bi=1 si) /2.
The proof is similar to the proof of Lemma 3, but some
parts are easier. We present it in Sec. A 5 in the Ap-
pendix.
B. Examples
2D cluster state — When applying the presented con-
struction to the 2D cluster state of Fig. 3, one obtains
the witness
W =
1
2
1 − |Cl4×4〉〈Cl4×4|
− 1
4
(
γ−1 γ
−
4 γ
+
10γ
+
16 + γ
−
1 γ
+
4 γ
+
10γ
−
16 + γ
+
1 γ
+
4 γ
−
10γ
−
16
+ γ+1 γ
−
4 γ
−
10γ
+
16 + γ
+
1 γ
−
4 γ
+
10γ
−
16 + γ
−
1 γ
+
4 γ
−
10γ
+
16
)
− 3
8
(
γ−1 γ
−
4 γ
−
10γ
+
16 + γ
−
1 γ
−
4 γ
+
10γ
−
16
+ γ−1 γ
+
4 γ
−
10γ
−
16 + γ
+
1 γ
−
4 γ
−
10γ
−
16
)
− 7
16
γ−1 γ
−
4 γ
−
10γ
−
16 . (30)
This witness has a white noise tolerance of ptol =
32768
51455 ≈
0.637.
C. Extended construction method
We can now rewrite Lemma 5 for fully PPT witnesses.
Although these witnesses have a smaller white noise tol-
erance, they can be handled easier analytically, which
enabled us to relax the premises of Lemma 5. Therefore,
one can apply the new lemma to a larger class of states.
Lemma 7. Given a connected graph state |G〉 and m
subsets Bi of its qubits that fulfill the following two con-
ditions:
(i) No set Bi contains two qubits that have a neighbor
in common.
(ii) No two qubits in ∪mi=1 Bi are neighbors of each other.
Moreover, let Wi be the fully PPT witnesses that one
can construct from the subsets Bi according to Lemma 6.
Then,
W =
∑
~k∈{0,1}n
|~k〉〈~k| min
i=1,...,m
〈~k|Wi|~k〉 (31)
is a fully PPT witness.
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The proof of Lemma 7 can be found in Sec. A 6 in the
Appendix.
D. Examples
Linear cluster state — Consider an n-qubit linear clus-
ter state as shown in Fig. 2 b). We define a subset
B1 for the construction of a witness W1 according to
Lemma 6) by picking the qubits B1 = {1, 5, 9, ...}. These
are marked by red circles in Fig. 2 b). Analogously, the
qubits marked by a green square belong to a second sub-
set B2 which is used to construct a witness W2. Then,
Lemma 7 implies that there is a witness W as given in
Eq. (31).
Let us present this witness for a seven-qubit cluster
state. Then, B1 = {1, 5} and B2 = {3, 7}. Consequently,
W1 =
1
2
1 − |Cl7〉〈Cl7| − 1
4
γ−1 γ
−
5 , (32)
W2 =
1
2
1 − |Cl7〉〈Cl7| − 1
4
γ−3 γ
−
7 . (33)
Since the only terms that γ−1 γ
−
5 and γ
−
3 γ
−
7 have in com-
mon are given by γ−1 γ
−
3 γ
−
5 γ
−
7 , Eq. (31) can be expressed
as
WCl7,2 =
1
2
1 − |Cl7〉〈Cl7| − 1
4
γ−1 γ
−
5 −
1
4
γ−3 γ
−
7
+
1
4
γ−1 γ
−
3 γ
−
5 γ
−
7 . (34)
A fully PPT witness for the seven-qubit linear clus-
ter state constructed according to Lemma 6 with B =
{1, 4, 7} has a white noise tolerance of ptol = 64/109 ≈
0.588. The witness of Eq. (34), however, only has a tol-
erance of ptol = 64/113 ≈ 0.566. While Lemma 7 does
not allow to construct more robust witnesses for linear
cluster states compared to simply using Lemma 6, it still
has some advantages.
First, for many graph states, e.g. the state No. 6 (Y5)
and the state No. 11 (H6) of Table I, Lemma 7 does pro-
vide a method to construct witnesses that are more ro-
bust than witnesses constructed via Lemma 6 alone. We
note that the fully decomposable witnesses of Lemma 5
are even more robust. However, as mentioned before, the
prerequisites for Lemma 5 are more strict than those for
Lemma 7 and therefore, there are graph states for which
the former cannot be used, but the latter applies. For
example, this is the case for the 2D cluster state of 16
qubits, to which Lemma 7 can be applied, as we will see
at the end of this section, but Lemma 5 can not be used
as there are no two qubits with the same neighborhood.
Second, witnesses constructed according to Lemma 7
using two sets B1 and B2 as shown in Fig. 2 b) can be
used to improve the linear cluster state witnesses W(CN)
of Ref. [14], which results in a witness that only needs
two experimental settings to be measured.
To illustrate this, we consider the seven-qubit linear
cluster state and its witness WCl7,2 of Eq. (34) again.
The linear cluster state witness of Eq. (9) in Ref. [14] is
given by
W(CN ) = 3
2
1 −
 ∏
i=1,3,5,7
γ+i +
∏
i=2,4,6
γ+i
 . (35)
Due to the form of the generators, it can be measured
locally using only two settings, namely the eigenbases
of X1Z2X3Z4X5Z6X7 and Z1X2Z3X4Z5X6Z7. Since
W(CN ) ≥ 121 − |G〉〈G|, one has
WCl7,2 =
1
2
1 − |Cl7〉〈Cl7| − 1
4
γ−1 γ
−
5 −
1
4
γ−3 γ
−
7
+
1
4
γ−1 γ
−
3 γ
−
5 γ
−
7
≤W(CN ) − 1
4
γ−1 γ
−
5 −
1
4
γ−3 γ
−
7
+
1
4
γ−1 γ
−
3 γ
−
5 γ
−
7
=W(CN )imp , (36)
where the last equality sign defines the improved witness
W(CN )imp . This witness detects more states than W(CN )
and also requires only two settings, since the additional
terms can be determined through the measurement of
X1Z2X3Z4X5Z6X7. Note that this is not in contradic-
tion with the result of Ref. [15] stating that W(CN ) has
the highest possible white noise tolerance amongst all sta-
bilizer witnesses that can be measured using two settings,
as only witnesses obeying W(CN) ≥ α(121 − |G〉〈G|) for
some α > 0 where considered in Ref. [15].
Note that it is possible to construct a better witness
for linear cluster state of seven qubits by adding a third
witnessW3 constructed for the subset B3 = {1, 7}. Then,
the white noise tolerance increases to ptol =
64
111 ≈ 0.577.
Finally, we apply the construction of Lemma 7 to the
2D cluster state of 16 qubits.
2D cluster state — Fig. 3 b) shows how to choose four
subsets Bi of qubits from a 2D cluster state |Cl4×4〉 made
up of 16 qubits. B1 is shown by red circles, B2 by blue
triangles, B3 by green squares and B4 by orange pen-
tagons. The resulting witnesses Wi can be combined as
11
in Eq. (31) to yield a witness that can be rewritten as
W =
1
2
1 − |Cl4×4〉〈Cl4×4|
−1
4
(
γ−1 γ
−
11 + γ
−
6 γ
−
16 + γ
−
3 γ
−
9 + γ
−
8 γ
−
14
)
+
1
4
(
γ−1 γ
−
11γ
−
6 γ
−
16 + γ
−
6 γ
−
16γ
−
3 γ
−
9 + γ
−
3 γ
−
9 γ
−
8 γ
−
14
+ γ−1 γ
−
11γ
−
8 γ
−
14 + γ
−
6 γ
−
16γ
−
8 γ
−
14 + γ
−
1 γ
−
11γ
−
3 γ
−
9
)
−1
4
(
γ−1 γ
−
11γ
−
6 γ
−
16γ
−
3 γ
−
9 + γ
−
1 γ
−
11γ
−
6 γ
−
16γ
−
8 γ
−
14
+ γ−1 γ
−
11γ
−
3 γ
−
9 γ
−
8 γ
−
14 + γ
−
6 γ
−
16γ
−
3 γ
−
9 γ
−
8 γ
−
14
)
+
1
4
γ−1 γ
−
11γ
−
6 γ
−
16γ
−
3 γ
−
9 γ
−
8 γ
−
14 . (37)
This witness has a white noise tolerance of
ptol =
32768
54335 ≈ 0.603. As we noted for linear cluster state,
there are even more subsets Bi that one can use, such as
B5 = {1, 8} and B6 = {3, 9, 16}. In fact, there are 13
subsets of {1, 3, 6, 8, 9, 11, 14, 16} that obey condition (ii)
of Lemma 7. Taking all of them into account, one obtains
a witness with white noise tolerance ptol =
32768
49791 ≈ 0.658
which is even better than the witness of Eq. (30).
E. 2D cluster state
Finally, we present a fully PPT witness for the 2D
cluster state |Cl4×4〉 of 16 qubits which does not fit into
the framework of Lemma 6. Although the construction
can easily be generalized to n× n qubits, we present the
witness for the 4× 4 case here. To circumvent any prob-
lems that might occur due to the border, we consider this
state on a torus, i.e., with periodic boundary conditions
as shown in Fig. 4.
FIG. 4: For the 2D cluster state on a torus, it is possible to
define a fully PPT witness using the diagonals (cf. Lemma 8).
The 2D cluster state has four parallel diagonals in one
direction and, orthogonal to these, another set of four
diagonals. All of these diagonals contain four qubits. The
first set is made up of diagonals parallel to the diagonal
{3, 8, 9, 14} which is indicated by red circles. We denote
this set by
D/ = {D(j)/ }
= {{1, 6, 11, 16}, {2, 7, 12, 13},
{3, 8, 9, 14}, {4, 5, 10, 15}} . (38)
The second set contains diagonals parallel to the one
marked by green squares, {4, 7, 10, 13}. We define it as
D\ = {D(j)\ }
= {{1, 8, 11, 14}, {2, 5, 12, 15},
{3, 6, 9, 16}, {4, 7, 10, 13}} . (39)
We can now introduce the following witness.
Lemma 8. Given the 2D cluster state of 16 qubits with
periodic boundary conditions |Cl4×4〉. By D/ and D\, we
denote the two sets of diagonals as defined above. For
each pair of orthogonal diagonals that have no qubit in
common, i.e. for each (i, j) such that D(i)/ ∩ D(j)\ = {},
we define a projector
D(i,j) =
1
2
(1 −
∏
k∈D(i)
/
gk)
1
2
(1 −
∏
l∈D(j)
\
gl) . (40)
Then,
W4×4 =
1
2
1 − |Cl4×4〉〈Cl4×4|
− 1
4
∑
~k
|~k〉〈~k|max
(i,j)
〈~k|D(i,j)|~k〉 (41)
is a fully PPT witness for |Cl4×4〉.
The proof can be found in Sec. A 7 of the Appendix.
Note that Eq. (41) is easy to generalize to n× n qubits,
as for a larger number of qubits only the definitions of
Eqs. (38) and (39) would have to be changed. The proof
provided in the Appendix works for n × n qubits with
n ≥ 3.
Specifically, the maximization in Eq. (41) is carried out
over the operators D(1,2), D(1,4), D(2,3), D(2,1), D(3,2),
D(3,4), D(4,3) andD(4,1). Similarly to Eq. (37), this maxi-
mum can also be written as a polynomial in the operators
D(i,j). Moreover, the expectation values of these opera-
tors can be determined by measuring one experimental
setting, namely X-measurements on all qubits. Thus,
the sum in Eq. (41) can be obtained by implementing
one experimental setting.
In order to determine the terms that the witnessW4×4
contains in addition to the projector witness, i.e. the
sum in Eq. (41), one has to measure the operators D(i,j)
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that obey D(i)/ ∩ D(j)\ = {}. These are the operators
D(1,2), D(1,4), D(2,3), D(2,1), D(3,2), D(3,4), D(4,3) and
D(4,1). From these, one can determine the elementwise
maximum in Eq. (41), as one can show that it can be
written as a polynomial in the operators D(i,j). More-
over, the expectation values of all of these operators can
be determined by measuring one experimental setting,
namely X-measurements on all qubits. Thus, the addi-
tional term in Eq. (41) can be obtained by implementing
one experimental setting.
The white noise tolerance of W4×4 is given by ptol =
32768
53503 ≈ 0.612.
VI. ENTANGLEMENT MONOTONE
Finally, we consider another variation of the program
in Eq. (16) which results in an entanglement monotone
for genuine multipartite entanglement. In this section, we
will present one lemma which traces this monotone back
to the negativity in the two-particle case and another
lemma that specifies the values that the monotone can
take.
For a generic multipartite state ̺, consider the quan-
tity
N(̺) = − min
W∈W
Tr(̺W ), (42)
W = {W ∣∣ for allM : ∃ PM , QM such that
0 ≤ PM , QM ≤ 1 andW = PM +QTMM
}
,
(43)
where M is a strict subset of the set of all qubits. Note
that the classW consists of fully decomposable witnesses
which are only normalized in a different way than before.
Then, the following lemma holds.
Lemma 9. N(̺) fulfills the following properties:
• N(̺bs) = 0 for all biseparable states ̺bs.
• N [ΛLOCC(̺)] ≤ N(̺) for all full LOCC operations.
• N(Uloc̺U †loc) = N(̺) for local basis changes Uloc.
• N(∑i pi̺i) ≤∑i piN(̺i) holds for all convex com-
binations
∑
i pi̺i.
Thus, N(̺) is a monotone for genuine multipartite en-
tanglement. In the bipartite case, the monotone N(̺) of
Eq. (42) equals the negativity.
For the proof that N(̺) is a monotone, we refer to
Ref. [10]. Finally, it is interesting to know which values
N(̺) can take and what the maximally entangled states
are.
Lemma 10. For any state ̺ of n qubits,
N(̺) ≤ 1
2
. (44)
For any connected graph state |G〉,
N(|G〉〈G|) = 1
2
. (45)
Therefore, connected graph states are maximally en-
tangled states for this monotone. We note that, if the
system does not only consist of qubits, but also of higher-
dimensional particles, Eq. (44) must be replaced by
N(̺) ≤ 1
2
(dmin − 1) , (46)
where dmin is the lowest dimension of any particle in the
system.
The proofs of this section are given in Secs. A 8 and
A9 of the Appendix.
VII. CONCLUSION
In this paper we presented general construction meth-
ods for graph state witnesses in the framework of PPT
mixtures [10]. These methods can be applied to a large
class of graph states, resulting in witnesses that are sig-
nificantly better than previously known witnesses. In
many cases, the white noise tolerances approach one for
an increasing particle number. This means that for many
qubits, the state fidelity can decrease exponentially, but
still entanglement is present and can be detected. More-
over, the improvement of the witnesses comes with very
low experimental costs, as the additional terms which are
not part of the standard projector witness can be mea-
sured with one local setting.
For these reasons, we believe that the presented entan-
glement witnesses will prove to be useful in experiments,
also for future experiments involving larger qubit num-
bers. Furthermore, the applied methods can serve as
starting points for the construction of even better entan-
glement criteria.
For future work, there are several open questions.
First, as we have seen, the approach of Ref. [10] results
in strong separability conditions for noisy graph states.
It would be interesting to find out whether these condi-
tions are already necessary sufficient for entanglement,
or whether they can still be improved.
Second, there are many other interesting families of
multi-qubit states besides graph states, e.g., Dicke states
or singlet states. It would be desirable to similarly de-
velop witnesses for these families of states using the
framework developed here.
We thank M. Kleinmann, S. Niekamp, M. Hofmann
and G. To´th for discussions and acknowledge support by
the FWF (START Prize and SFB FOQUS).
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Appendix A: Proofs
1. Linear program for graph-diagonal states
(Lemma 2)
Proof. Let us define a simplifying notation for this proof:
For any operator O we define its graph-diagonal form as
O =
∑
~k |~k〉〈~k|O|~k〉〈~k|. Note that any state ̺ can be
transformed into its graph-diagonal form ̺ by local op-
erations. Now suppose that the operator W is the fully
decomposable entanglement witnesses that minimizes the
expectation value for the graph diagonal state ̺G accord-
ing to the original problem of Eq. (16). Then its graph-
diagonal operator W has the same expectation value
Tr(WρG) = Tr(WρG) as the original witness. Given any
valid decomposition W = P +QTM for a particular cho-
sen bipartition M , the operator W = P + QTM can be
expressed in its corresponding graph-diagonal operators
P and QTM due to linearity, but note that QTM stands
for the graph-diagonal form of the partially transposed
operator.
However, it is straightforward to see that this opera-
tor is actually identical to the partial transpose of the
graph-diagonal operator, i.e., QTM = Q
TM
, as follows:
The mapping of Q 7→ Q is achieved by expanding O in
the Pauli basis, Q =
∑
~x∈{0,1,2,3}n α~x⊗ni=1 σxi , and then
setting to zero all coefficients α~x of Pauli matrix prod-
ucts which are no stabilizers of the given graph state.
Note that σ1, σ2, σ3 denote the Pauli matrices and σ0
is the identity. In this picture, the partial transposition
only corresponds to flipping the sign of coefficients α~x of
Pauli matrix products which change under partial trans-
position. These are the Pauli matrix products in which
there is an odd number of σ2s, i.e. of Y s, in the set M ,
since Y T = −Y and all other Pauli matrices are invariant
under transposition.
Then, it is clear that the partial transposition and the
mapping Q 7→ Q commute. Thus the witness decompo-
sition simplifies to W = P + Q
TM
. Since the operator
P ≥ 0 is positive semidefinite, the overlap with any ba-
sis element 〈~k|P |~k〉 ≥ 0 is non-negative. However this
is equivalent to P ≥ 0 because P is diagonal in exactly
this basis. The same argument applies to the operator
Q, which concludes the proof.
2. Fully decomposable witnesses for arbitrary
graph states (Lemma 3)
Proof. Consider an arbitrary, connected graph G =
(V,E) consisting of a set V of vertices/qubits and a set
E of edges that connect some of these vertices.
In the following, N˜ (i) = N (i) ∪ {i} denotes the union
of qubit i and its neighborhood. Moreover, all states in
the following are given in the graph state basis of the
corresponding graph.
Let us first cite four lemmata to prepare the main
proof. For the proofs of the first three of these lemmata,
we refer to Ref. [10]. The proof of the fourth one will be
given here.
The first of these lemmata shows which kind of par-
tial transposition one can apply to one of two orthogonal
vectors without affecting their orthogonality. The sec-
ond one can be used to estimate the eigenvalues of a
partially transposed state. More precisely, it provides an
upper bound on these eigenvalues in terms of the state’s
Schmidt coefficients. The third lemma demonstrates that
certain expressions are invariant under partial transposi-
tions on a single qubit. Finally, the fourth lemma helps to
estimate the largest Schmidt coefficient of a graph state.
In order to prove it, we will count the Bell pairs that can
be distilled from it using local operations and classical
communication (LOCC).
We will then apply these lemmata to prove that the
operatorWG of Eq. (23) is a fully decomposable witness.
Lemma 11. [10, Appendix E, Lemma 1] Given a graph
G = (V,E) of n qubits and an arbitrary bipartition M |M
of these qubits. Let |~a〉 and |~c〉 be two arbitrary states in
the associated graph state basis. If there is a qubit i with
N˜ (i) ⊆M or N˜ (i) ⊆M , such that ci 6= ai, then
〈~c| (|~a〉〈~a|)TM |~c〉 = 0 . (A1)
The states in the following lemma are generic states
and no graph state basis vectors.
Lemma 12. [10, Appendix E, Lemma 2] Given a state
|ψ〉 and its Schmidt decomposition |ψ〉 = ∑d1i=1 λi|µi〉 ⊗
|νi〉 with respect to some bipartition M |M , where λi ≥ 0,
d1 = dim(M), d2 = dim(M) and w.l.o.g. d1 ≤ d2. Then,
for any state |φ〉,
〈φ| (|ψ〉〈ψ|)TM |φ〉 ≤ max
i
λ2i . (A2)
Let us now return to the graph state basis and recall
that the application of the Pauli operator Zk to a graph
state basis vector results in a bit flip on bit k, i.e.,
Zk|~a〉 = |a1 . . . ak−1 ak ⊕ 1 ak+1 . . . an〉 . (A3)
Lemma 13. [10, Appendix E, Lemma 3] Given a graph
G. Then, in the associated graph state basis,
(|~a〉〈~a|+ |~c〉〈~c|)Tk = |~a〉〈~a|+ |~c〉〈~c| , (A4)
i.e. |~a〉〈~a|+ |~c〉〈~c| is invariant under partial transposition
on qubit k, if
|~c〉 =
∏
i∈N (k)
Zi|~a〉 . (A5)
Lemma 14. Let |G〉 be a graph state that is defined by a
bipartite graph G = (V,E), i.e. the qubits can be grouped
into two partitions M and M , such that no two qubits
in the same partition are connected with each other. Let
λi be the Schmidt coefficients of |G〉 with respect to the
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bipartition M |M . If there exists a subset B = {βi} of m
qubits which have at least one neighbor and are chosen
in such a way that no two qubits in B have a neighbor in
common or are neighbors of each other, then
max
i
λ2i ≤ 2−m . (A6)
Proof. Note that any graph can be made bipartite with
respect to a fixed bipartition M |M using operations
which are local with respect to M |M . These operations
are controlled-Z between two qubits i, j of the same par-
tition and they correspond to a deletion of the edge be-
tween qubits i and j [23].
In order to prove that the square of the largest Schmidt
coefficient of |G〉 is smaller than (or equal to) 2−m, it is
sufficient to show that |G〉 can be converted into at least
m Bell pairs via local operations and classical commu-
nication. Since the largest Schmidt coefficient does not
decrease under LOCC [30] and a Bell pair has Schmidt
coefficients {1/√2, 1/√2}, this implies the given bound.
In the first step, we choose a set of edges F =
{(βi, wi)} ⊆ E by selecting, for every qubit βi in B, a
neighboring wi. The edge (βi, wi) between them then
belongs to F . Since no qubit wi can be a neighbor of two
different qubits in B according to the assumptions, every
qubit in the graph is endpoint of at most one of the edges
in F . A set with this property is also called a matching.
For our proof, each edge in the matching F marks two
qubits between which we will create a Bell pair which is
disconnected from the rest of the graph.
As a second step, we measure every qubit, which is not
an end point of an edge in F , in the Z-basis. In terms
of the graph, this deletes all edges that are incident on
a measured qubits. Fig. 5 shows an example of a graph
that emerges from these measurements. There are two
kinds of edges left: edges that are contained in the match-
ing (shown as thick, red lines in Fig. 5) and edges that
connect a qubit wi to a qubit wj in the opposite parti-
tion, which are not in the matching (drawn thinner and
in black). Note that, after the measurements, the qubits
βi are only connected through edges of the matching.
Any other edge would either contradict the fact that the
graph is bipartite with respect to M |M or the condition
that qubits in B have no neighbor in common. As seen
in Fig. 5, some qubits βi are in M , some are in M . This
distinction, however, is of no importance in this proof.
Also, there might be other, isolated qubits. These are
not shown in Fig. 5, since they do not play any role in
the proof.
Finally, we need to delete all edges that are not in the
matching, i.e. the edges (wi, wj). Consider an edge, say
(w1, wk) (cf. Fig. 5). It can be deleted using the following
steps:
First, connect β1 and wk. Such a creation of an edge
corresponds to an application of a local unitary to the
graph state, namely a controlled-Z gate acting on the
two qubits to be connected.
Second, apply a local complementation operation on
qubit β1. This operation corresponds to a local unitary
FIG. 5: After measuring out all qubits that are not needed
for the creation of Bell pairs, one obtains a graph as the one
shown. Edges of the matching are indicated by red, thick
lines, while other edges are shown in black and with thin
lines.
and inverts the neighborhood graph of β1. More pre-
cisely, all edges between neighbors of β1 are deleted and
all neighbors of β1 which are not connected become con-
nected [23]. Since w1 and wk are the only neighbors of
β1, this means that the edge (w1, wk) is deleted.
Finally, delete the edge (β1, wk) again. The described
steps now have to be repeated for all other edges that do
not belong to the matching. After that, one ends up with
m pairs of connected qubits which are disconnected from
the rest of the graph. These m Bell pairs have a largest
Schmidt coefficient of
√
2
−m
and the performed LU and
LOCC operations cannot have decreased it [30]. Thus,
the square of the largest Schmidt coefficient of |G〉 must
be smaller than 2−m.
Let us now start with the main part of the proof in
which Lemmata 11 - 14 will be used.
For the sake of brevity, we define P+ =
∑
~s
∏
i∈B γ
si
i
[cf. Eq. (23)]. Note that P+ is a sum of all projectors
onto graph state basis vectors that contain at least two
excitations in B, i.e., two bits βi that equal one. For
example, in the case of a linear cluster state (cf. Fig. 2),
we can choose B = {1, 4, 7, . . .}. Then,
P+ =
∑
~x∈{0,1}n−b
(|0x1x21x3x41 . . . 〉〈0x1x21x3x41 . . . |
+ |1x1x20x3x41 . . . 〉〈1x1x20x3x41 . . . |
+ |1x1x21x3x40 . . . 〉〈1x1x21x3x40 . . . |
+ |1x1x21x3x41 . . . 〉〈1x1x21x3x41 . . . |
+ . . . ) . (A7)
Note that the following proof is an extension of the proof
for linear cluster states in Ref. [10].
Main part of the proof of Lemma 3 — In order to
prove that WG is a fully decomposable witness, we have
to show that, for every strict subset M , there exists a
positive operator PM such that
QM = (WG − PM )TM ≥ 0 . (A8)
We proceed in two steps. First, for a given M , we trans-
form our problem for the graph state |G〉 into a problem
for another graph state |G′〉 in which some edges have
been deleted by local operations. Second, in the main
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part of the proof, we provide an algorithm for a givenM
to construct a positive operator PM that obeys Eq. (A8).
First step: Transformation of the graph state — The
goal of the first step is to transform the graph G to a
graph G′ by deleting all edges that connect qubits in the
same partition. A graph, in which the vertices can be
divided into two subsets M and M such that only ver-
tices of different subsets are connected with each other,
is called bipartite. As we will see later, this property will
be useful, since it allows us to make use of Lemma 13.
We start by noting that any operatorO that is diagonal
in a graph basis can be written in the form
O =
∑
~x
c~x
n∏
i=1
gxii , (A9)
where the sum runs over the set of binary vectors ~x ∈
{0, 1}n. Moreover, c~x are coefficients that depend on the
operator O. Since any partial transposition can at most
introduce minus signs in some terms of this sum, such
operators remain diagonal under any partial transposi-
tion.
As both WG of Eq. (23) is graph-diagonal and we re-
strict ourselves to operators PM which are also graph-
diagonal, it is enough to prove that
〈~k| (WG − PM )TM |~k〉 ≥ 0 (A10)
holds for all M and all graph state basis vectors |~k〉.
Now, we perform the graph transformation G 7→ G′
by deleting all edges that connect qubits in the same
partition. This corresponds to applying a controlled-Z
operation Cj,l to all such pairs of qubits j, l. Altogether,
this results in a unitary A =
∏
(j,l) Cj,l that acts on M ,
where the product runs over all edges (j, l) that connect
qubits in M , and an analogous unitary B =
∏
(j,l) Cj,l,
where the product includes edges in M and which acts
on M .
Since the controlled-Z operation is real and diagonal,
we have
A = A∗ = A† = AT (A11)
and analogously for B.
Together with the unitarity of A and B, these equali-
ties imply the equivalence
〈~k| (WG − PM )TM |~k〉 ≥ 0 (A12)
⇔ G′〈~k|A⊗B (WG − PM )TM A† ⊗B†|~k〉G′ ≥ 0 (A13)
⇔ G′〈~k|A⊗B∗ (WG − PM )TM A† ⊗BT |~k〉G′ ≥ 0
(A14)
⇔ G′〈~k|
[
A⊗B (WG − PM )A† ⊗B†
]TM |~k〉G′ ≥ 0
(A15)
⇔ G′〈~k| (WG′ − P ′M )TM |~k〉G′ ≥ 0 (A16)
where |~k〉G′ = A ⊗ B |~k〉 are the basis vectors that are
associated to the transformed generators gi
′ = (A ⊗
B)gi(A
† ⊗ B†). Also, the transformed witness is given
by WG′ = (A ⊗ B)WG(A† ⊗ B†) = 121 − |G′〉〈G′| −
1
2
∑
~k2>1
∏|B|
i=1
1+(−1)kig′βi
2 .
Thus, the transformed Eq. (A16) has the same form
as Eq. (A10). Keep in mind that one needs to prove
Eq. (A16) for all subsets M and all basis vectors |~k〉G′ .
For better readability, we drop the subscript G′ of the
graph basis vectors: |~k〉G′ 7→ |~k〉. Every state in the
remainder of this proof is to be understood in the graph
basis of graph G′.
Finally, we note that the most important thing to keep
in mind from this step is that the graph G′ is bipartite
with respect to the two sets M and M .
Second step: Algorithm to construct P ′M — Let us now
provide an algorithm to construct P ′M for any given M .
Note that we order the qubits βi in a canonical way such
that βi < βi+1.
1. Start with P
(0)
M = |G′〉〈G′| = |0 . . . 0〉〈0 . . . 0|.
2. Set i = 1.
3. If βi has no neighbors (in graph G
′), set P (i)M =
P
(i−1)
M . If βi has neighbors, define P
(i)
M as P
(i)
M =
P
(i−1)
M +
(∏
j∈N (βi) Zj
)
P
(i−1)
M
(∏
j∈N (βi) Zj
)
.
4. If i ≤ b, increase i by one and repeat step 3. Oth-
erwise, proceed with step 5.
5. Let r be the number of qubits in B that have neigh-
bors (in graph G′), i.e., the number of steps in
which P
(i)
M changed.
If r ≤ 1, define
P ′M = 0 . (A17)
Let t be the value of i for which P
(i)
M was changed
the last time, i.e., P
(i)
M = P
(t)
M ∀ i > t. If r > 1,
define
P ′M = P
(t−1)
M − |G′〉〈G′| . (A18)
Note that the operator P ′M constructed via the given
algorithm is either zero or a sum of one-dimensional pro-
jectors onto basis states, i.e.,
P ′M =
∑
~a
|~a〉〈~a| . (A19)
This can be seen by the fact that P
(0)
M = |G′〉〈G′| =|0 . . . 0〉〈0 . . . 0|, the application of Z only flips a bit and
finally |G′〉〈G′| is subtracted again. Let us illustrate the
algorithm by a concrete example.
Example of the algorithm: Consider state No. 16
of Table I and the bipartition given by M = {1, 2, 5, 6}.
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Then, the transformation in the first step of the proof
deletes the edges (1, 2) and (3, 4), since 1, 2 ∈ M and
3, 4 ∈M .
Let us choose set B = {1, 5, 6}. Thus, the algorithm
produces the following operators. From step 1, we have
P
(0)
M = |000000〉〈000000| . (A20)
As qubit 1 does not have any neighbors, since edge (1, 2)
has been deleted, step 2 does not change the operator
P
(0)
M and therefore results in
P
(1)
M = |000000〉〈000000| . (A21)
Then, the loop in step 3 produces
P
(2)
M = |000000〉〈000000|+ |000100〉〈000100| , (A22)
P
(3)
M = |000000〉〈000000|+ |000100〉〈000100|
+ |001000〉〈001000|+ |001100〉〈001100| . (A23)
P
(i)
M was changed in two steps or, in other words, two
qubits in graph G′ which are also in B, namely qubits
5 and 6, have a neighbor. Thus, r = 2. Moreover, as
P
(i)
M was changed in the third step, we have t = 3 and
therefore
P ′M = P
(2)
M − |000000〉〈000000|
= |000100〉〈000100| . (A24)
Therefore, in this example, the sum in Eq. (A19) has only
one term.
Let us now return to the general case and understand
the properties of the operator P ′M for an arbitrary M .
The construction uses Lemma 13 to ensure that, in every
step, either
(
P
(i)
M
)TMi
=
(
P
(i)
M
)TN˜ (βi) (A25a)
or (
P
(i)
M
)TMi
= P
(i)
M (A25b)
hold, where we defined Mk =M ∩ N˜ (βk). Therefore, as
we will se later, the qubits βi can be treated as if they
had no neighbor in the opposite partition.
To see that Eqs. (A25) hold, assume that βi ∈ M .
Since qubits that were neighbors of βi in graph G and
were also in M are not connected to βi in graph G
′ any-
more, we know that N (βi) ⊆ M . Then, the given algo-
rithm sets
P
(i)
M =
∑
~c
|~c〉〈~c|+
 ∏
j∈N (βi)
Zj
 |~c〉〈~c|
 ∏
j∈N (βi)
Zj
 .
(A26)
This expression is invariant under the partial trans-
position Tβi due to Lemma 13. Therefore, Eq. (A25b)
holds. Similarly, in the case βi ∈M , Eq. (A25a) holds.
Eqs. (A25) hold in every step, i.e., for i = j and for
i = k, where j 6= k. According to the premise of non-
overlapping neighborhoods of the qubits in B, we have
N˜ (βj) ∩ N˜ (βk) = {}. Therefore, the partial transposi-
tions in Eqs. (A25) for i = j always affect qubits different
from the ones that are affected by the partial transposi-
tions for i = k. For this reason, Eqs. (A25) for P
(t−1)
M
hold with respect to every value of k, except for k = t.
More precisely,
(
P
(t−1)
M
)TMk
=
(
P
(t−1)
M
)TN˜(βk) (A27a)
or (
P
(t−1)
M
)TMk
= P
(t−1)
M (A27b)
is true for every k 6= t. We will use this important prop-
erty later.
Let us proceed with the proof. Since P ′M is zero or has
the form of Eq. (A19), we know that P ′M ≥ 0. Thus, it
remains to show that Eq. (A16) holds.
Note that the transformed operator P ′+ =
(A⊗B)P+ (A⊗B) is invariant under any partial
transposition. This can be seen using Eq. (A11) and the
fact that P+ is invariant under any partial transposition.
P+ =
∑
~s
∏
i∈B γ
si
i is invariant, since it only contains
generators of qubits that have no neighbor in common
and are no neighbors of each other. Thus, the form of
the generators as given in Eq. (11) implies that P+ does
not contain any Y operators which are the only Pauli
matrices that change under transposition.
Together with the explicit form of the witness given in
Eq. (23), we can therefore rewrite Eq. (A16) as
1
2
− 1
2
〈~k|P ′+|~k〉 − 〈~k| (|G′〉〈G′|+ P ′M )TM |~k〉 ≥ 0 . (A28)
In order to prove this, we distinguish two different cases:
1. 〈~k|P ′+|~k〉 6= 0⇔ 〈~k|P ′+|~k〉 = 1
Note that this equivalence is due to the form of P ′+
as shown in Eq. (A7). Also, this form implies that,
in the vectors |~k〉 with non-zero overlap, there must
be at least two qubits i0, j0 ∈ B, with i0 6= j0, such
that ki0 = kj0 = 1.
In the case P ′M = 0, Eq. (A28) and 〈~k|P ′+|~k〉 = 1
are equivalent to
− 〈~k| (|G′〉〈G′|)TM |~k〉 ≥ 0 . (A29)
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To see that the left-hand side always vanishes for all
M and all |~k〉, one uses that P ′M = 0 is equivalent
to r ≤ 1, i.e., N˜ (βi) ⊆ M or N˜ (βi) ⊆ M holds
for all qubits βi ∈ B with at most one exception,
namely βt. With ki0 = kj0 = 1, Lemma 1 can be
applied to see that the left-hand side of Eq. (A29)
vanishes.
In the case P ′M 6= 0, Eq. (A28) can be simplified
using 〈~k|P ′+|~k〉 = 1 to
− 〈~k| (|G′〉〈G′|+ P ′M )TM |~k〉 ≥ 0
⇔ − 〈~k|
(
P
(t−1)
M
)TM |~k〉 ≥ 0 . (A30)
Here, the definition of P ′M , Eq. (A18), has been
used.
Now, P ′M and therefore P
(t−1)
M consists of a sum
of projectors onto graph basis states |~a〉 [see
Eq. (A19)]. Since the algorithm starts with P
(0)
M =|0 . . . 0〉〈0 . . . 0| and never flips any bits on the
qubits βi ∈ B, these states |~a〉 obey aβi = 0, ∀ i =
1, . . . , b. Also, depending on whether i0 = t or
j0 = t, Eqs. (A27) can be applied to whichever
of these two qubits is different from t. Let us as-
sume that i0 6= t. Then, one can use Eq. (A27a) or
(A27b) to replace M by a slightly modified subset
M ′ with N˜ (βi0) ⊆ M ′ or N˜ (βi0 ) ⊆ M ′, respec-
tively. Thus, Lemma 11 applied to i0 yields
〈~k|
(
P
(t−1)
M
)TM |~k〉 = 〈~k|(P (t−1)M )TM′ |~k〉
= 0 (A31)
and therefore Eq. (A30) holds.
2. 〈~k|P ′+|~k〉 = 0
To show that Eq. (A28) holds, we need to prove
that
〈~k| (|G′〉〈G′|+ P ′M )TM |~k〉 ≤
1
2
. (A32)
In the case P ′M 6= 0, P ′M is given by Eq. (A19) and
Eq. (A32) is equivalent to
〈~k|
(
|G′〉〈G′|+
∑
~a
|~a〉〈~a|
)TM
|~k〉 ≤ 1
2
. (A33)
Note that |G′〉〈G′|+∑~a |~a〉〈~a| = P (t−1)M consists of
2r−1 terms, as one starts with one term and dou-
bles this number (r − 1) times to obtain P (t−1)M .
Therefore, it is enough to prove the upper bounds
〈~k| (|G′〉〈G′|)TM |~k〉 ≤ 2−r (A34)
and
〈~k| (|~a〉〈~a|)TM |~k〉 ≤ 2−r ∀ |~a〉 . (A35)
We will show these bounds using Lemma 12. How-
ever, since the vectors |~a〉 are basis vectors of the
graph state basis of |G′〉, |~a〉 and |G′〉 are LU-
equivalent. Therefore, they have the same Schmidt
coefficients and Lemma 12 results in the same up-
per bounds. For this reason, it suffices to show only
one of these upper bounds, namely
〈~k| (|G′〉〈G′|)TM |~k〉 ≤ 2−r . (A36)
In order to apply Lemma 12, we need the
largest Schmidt coefficient of |G′〉. According to
Lemma 14, the largest Schmidt coefficient is smaller
than (or equal to) 2−r, since r is the number of
qubits in B that have at least one neighbor. Note
that the conditions of Lemma 14 are met, since G′
is a bipartite graph. Thus, Eq. (A36) holds.
In the case P ′M = 0, we need to show that
〈~k| (|G′〉〈G′|)TM |~k〉 ≤ 1
2
. (A37)
SinceM 6= {1, . . . , n}, there is at least one Bell pair
in G that connects a qubit in M and a qubit in M .
Since the transformation G→ G′ only deletes con-
nections between qubits in the same partition, this
pair is also connected in graph G′. Then, however,
deleting all edges besides the one of this pair by
measuring all other qubits leads to one Bell pair.
One Bell pair with Schmidt coefficients { 1√
2
, 1√
2
}
is enough to show that Eq. (A37) holds (using
Lemma 12).
This finishes the proof of Lemma 3.
3. White noise tolerance of fully decomposable
witnesses (Corollary 4)
Proof. The definition of the white noise tolerance ptol for
state |G〉 and witness W implies that
ptol =
[
1− Tr(W )
2n〈G|W |G〉
]−1
. (A38)
Since 〈G|W |G〉 = −1/2, it remains to calculate
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Tr(W ) = 2n−1 − 1− 1
2
2n−|B|
∑
j=2
(|B|
j
)
= 2n−1 − 1− 2n−|B|−1
(
2|B| − |B| − 1
)
(A39)
Together with Eq. (A38), this results in Eq. (24).
4. Extended construction of fully decomposable
witnesses (Lemma 5)
Before we begin with the proof of Lemma 5, let us
state the following lemma, which we will need later in
this proof and also in Sec. A 6.
Lemma 15. Given a graph state |G〉 of n qubits,
the associated generators gi and the projectors γ
±
i =
(1 ± gi) /2. Let B be any subset of all qubits in which
no two qubits are neighbors of each other. Let Bi for
i = 1, . . . ,m, be some arbitrary subsets of B and Pi for
i = 1, . . . ,m, some operators that can be written as
Pi =
∑
~s
α~s
∏
j∈Bi
γ
sj
j , (A40)
where
∑
~s sums over some subset of {−1,+1}|Bi|, i.e.
over vectors of length |Bi| with elements ±1, and α~s are
some coefficients. Then, the operator
max
i=1,...,m
Pi =
∑
~k
|~k〉〈~k| max
i=1,...,m
〈~k|Pi|~k〉 (A41)
is invariant under any partial transposition.
Proof. We prove the invariance by showing that
maxi=1,...,m Pi can be written as a linear combination
of operators
T~s =
∏
j∈B
γ
sj
j , (A42)
where ~s ∈ {−1,+1}|B|. T~s is graph-diagonal and
〈~k|T~s|~k〉 =
{
1, if (−1)kj = sj for all j ∈ B
0, otherwise
. (A43)
Now, we note that
〈~k|Pi|~k〉 = 〈~l|Pi|~l〉, if kj = lj for all j ∈ B . (A44)
This follows from the fact that, if |~k〉 and |~l〉 have the
same bit values on all qubits in B, it is possible to obtain
|~k〉 from |~l〉 by applying operators Zj on qubits j /∈ B.
Since Pi only has Z-operators (or 1 ) on these qubits, it
commutes with Zj , j /∈ B, and one has
〈~k|Pi|~k〉 = 〈~l|(
∏
j
Zj)Pi(
∏
j
Zj)|~l〉 = 〈~l|Pi|~l〉 . (A45)
Equation (A44) implies that 〈~k|maxPi|~k〉 only de-
pends on the bit values kj with j ∈ B. We can there-
fore set α~s = 〈~k|maxPi|~k〉, where ~s ∈ {−1,+1}|B| and
sj = (−1)kj for all j ∈ B. Then, we have
max
i=1,...,m
Pi =
∑
~s
α~sT~s . (A46)
The operators T~s are invariant under partial transpo-
sition, since B only consists of qubits that are not neigh-
bors of each other [cf. Eq. (A42)]. Thus, maxi=1,...,m Pi
is invariant under any partial transposition.
Let us now come to the main part of the proof of
Lemma 5.
Proof. We write the given fully decomposable witnesses
Wi in the form
Wi =
1
2
1 − |G〉〈G| − 1
2
P
(i)
+ , (A47)
where
P
(i)
+ =
∑
~s
∏
j∈Bi
γ
sj
j . (A48)
If we introduce the shorthand notation
max
i
P
(i)
+ =
∑
~k∈{0,1}n
|~k〉〈~k| max
i=1,...,m
〈~k|P (i)+ |~k〉 , (A49)
we can write the operator of Eq. (26) as
W =
1
2
1 − |G〉〈G| − 1
2
max
i
P
(i)
+ . (A50)
We need to prove that this is indeed a fully decom-
posable witness. In order to do so, we proceed in two
steps. First, we prove that there is a positive operator
PM for every M which is independent from i such that
(Wi − PM )TM ≥ 0 holds for all i. Second, we use the
positive operators PM of the first step to prove that the
operator of Eq. (A50) is a fully decomposable witness.
First step — Let us show that, for a given M , there
exists a positive operator PM independent from i that
obeys
(Wi − PM )TM ≥ 0 (A51)
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for all i. In order to prove this, we apply the algorithm
for the construction of such operators given in the proof
of Lemma 3. However, instead of applying it to any of
the sets Bi directly, we construct a new set A out of these
sets Bi. Although the set A will contain at least as many
qubits as the largest one of the sets Bi, in most cases
even more qubits, it still obeys the condition that no two
qubits in A have a neighbor in common. Therefore, we
can then apply the algorithm to it.
First, we assume that for any qubit β
(i)
j from any sub-
set Bi, there is, in every other set Bk a qubit β(k)l that has
the same neighborhood as β
(i)
j . In principle, according
to condition (ii) of Lemma 5, there can also be subsets
Bk in which no qubit has the same neighborhood as β(i)j .
However, adding the qubit β
(i)
j itself to such a subset Bk
causes the mentioned assumption to hold. After this ad-
dition, Bk still fulfills condition (i), since there was no
qubit in Bk that had a neighbor in common with β(i)j
before the addition according to condition (ii).
Furthermore, for a more convenient notation, we re-
label the qubits β
(i)
j in such a way that the two qubits
β
(i)
j ∈ Bi and β(k)j ∈ Bk with the same subscript j also
have the same neighborhood. According to the assump-
tion in the last paragraph, there is exactly one qubit in
Bk that has the same neighborhood as β(i)j .
Before constructing A and applying the algorithm, we
perform the aforementioned transformation G→ G′ (cf.
Sec. A 2) for the given partition M by deleting all edges
that connect qubits in the same partition. Note that two
qubits that had the same neighborhood in G do not need
to have the same neighborhood in G′ anymore.
As argued after Eq. (A10), this transformation changes
Eq. (A51) into
〈~k| (W ′i − P ′M )TM |~k〉 ≥ 0 , (A52)
which has to be shown for all vectors |~k〉 of the basis given
by the transformed generators g′i = (A⊗B)gi(A† ⊗B†),
for all i and for all M . Here, W ′i = (A⊗B)Wi(A† ⊗B†)
and P ′M = (A ⊗ B)PM (A† ⊗ B†), where A =
∏
(j,l) Cj,l
and B =
∏
(j,l) Cj,l are the unitary operators that cor-
respond to the deletion of the edges in M and in M ,
respectively. Therefore, A acts on qubits in M and B on
qubits in M (which is not obvious from our above nota-
tion). Also, we have used that W ′i and P
′
M are diagonal
in the basis given by the vectors |~k〉.
Then, we construct a set A = {αi} in the following
way.
1. Start with the empty set A = {}.
2. Let j = 1.
3. If all qubits β
(i)
j , i = 1, . . . ,m, from the M subsets
Bi are in the same partition, then add β(1)j to the
set A. Otherwise, there exists a qubit β(x)j that is
in the opposite partition as β
(1)
j . Then, add both
β
(x)
j and β
(1)
j to A.
4. Increase j by one. If j ≤ |B1|, repeat the last step.
Otherwise, the construction is finished. Note that
any other set Bi contains the same number of qubits
as B1.
Step 3 is the crucial one and we note the following
points: If all qubits β
(i)
j , i = 1, . . . ,m, are in the same
partition, we add β
(1)
j from B1 to A. In principle, in this
case one can instead add the jth qubit β
(i)
j from any other
set Bi to A, since all of them have the same neighborhood
even after the transformation G→ G′, as they are all in
the same partition.
In the other case, there are two qubits β
(1)
j and β
(x)
j in
opposite partitions. Then, both of them are added to A.
However, since they are in opposite partitions and had
the same neighborhood in graph G, they cannot have a
neighbor in common after the transformation G → G′.
Such a neighbor in common would have to be in the op-
posite partition as β
(1)
j , in order to be its neighbor in
graph G′, but at the same time in the opposite parti-
tion as β
(x)
j . This is impossible since β
(1)
j and β
(x)
j are in
opposite partitions.
Together with the fact that any two qubits of the set
B1 do not have a neighbor in common according to the
conditions of Lemma 5, this shows that no two qubits in
A have a neighbor in common (in graph G′). Also, there
cannot be two qubits in A which are neighbors of each
other, since these must have also been neighbors in G,
which contradicts the conditions of Lemma 5.
Now, we use the algorithm presented after Eq. (A16) to
construct P ′M , but we apply it the qubits αi in the set A
instead of the qubits in set B as in the original algorithm.
Again, P ′M is a sum over projectors onto graph basis
states [cf. Eq. (A19)].
Since P
(i)
+ is invariant under partial transposition,
Eq. (A11) implies that P
′(i)
+ = (A ⊗ B)P (i)+ (A† ⊗ B†)
is also invariant. Using the explicit form of W ′i , we can
thus rewrite Eq. (A52) as
1
2
− 1
2
〈~k|P ′(i)+ |~k〉 − 〈~k|(|G′〉〈G′|+P ′M )TM |~k〉 ≥ 0 . (A53)
For a given i and M , we consider two cases for the
vectors |~k〉. Then, the reasoning is analogous to the two
cases in Sec. A 2.
1. 〈~k|P ′(i)+ |~k〉 = 1
Since P
′(i)
+ has the form of Eq. (A48), but with the
transformed generators g′i, and is therefore a sum
of projectors as in Eq. (A19), in this case there are
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two qubits j, l ∈ Bi with kj = kl = 1. Moreover,
Eq. (A53) reduces to
− 〈~k|(|G′〉〈G′|+ P ′M )TM |~k〉 ≥ 0 . (A54)
Per construction, A contains qubits j and l or
qubits that have the same neighborhood as qubits
j and l. Therefore, the algorithm constructs an op-
erator P ′M that contains only projectors |~a〉〈~a| that
obey aj = al = 0. This can be seen in step 3 of
the algorithm for the construction of P ′M , in which
only qubits in the neighborhood of qubits in A are
flipped. Note that |G′〉 = |0 . . . 0〉 and therefore
also here, the jth and the lth bit equal zero. For
this reason, Lemma 11 implies that
− 〈~k|(|G′〉〈G′|+ P ′M )TM |~k〉 = 0 (A55)
and that Eqs. (A54) and (A53) hold.
2. 〈~k|P ′(i)+ |~k〉 = 0
If P ′M 6= 0, it has 2r−1 terms, where r is the number
of qubits αi that have a neighbor in graphG
′. Since
no two qubits in A have a neighbor in common,
one can invoke Lemmata 12 and 14 to show that
Eq. (A53) holds for |~k〉 with 〈~k|P ′(i)+ |~k〉 = 0.
In the case PM = 0, there must be at least one
pair of qubits in G′ which are connected with each
other and in opposite partitions. These can be
transformed into a Bell pair via LOCC, such that
Eq. (A53) holds.
Thus, Eq. (A51) holds for all i and the constructed
operators PM =
(
A† ⊗B†)P ′M (A⊗B).
Second step — In the second step, we can now use
the positive operators PM constructed in the last step
to show that the operator W of Eq. (A50) is a fully de-
composable witness. In order to do so, we show that, for
every M , the positive semidefinite operator PM of the
last step fulfills (W − PM )TM ≥ 0. Since W and the op-
erators PM are graph-diagonal, it is enough to show the
positivity of 〈~k| (W − PM )TM |~k〉 for all |~k〉.
We define
Ri = max
j
P
(j)
+ − P (i)+ . (A56)
Note that Ri is invariant under partial transposition, as
P
(i)
+ does not contain generators of neighboring qubits,
and is therefore invariant, and maxj P
(j)
+ is invariant ac-
cording to Lemma 15. Moreover, for a given |~k〉, let i0
be the value of i that maximizes 〈~k|P (i)+ |~k〉. Then, we
have
〈~k| (W − PM )TM |~k〉
= 〈~k|
(
Wi0 −
1
2
Ri0 − PM
)TM
|~k〉
= 〈~k| (Wi0 − PM )TM |~k〉 −
1
2
〈~k|Ri0 |~k〉
≥ 0 . (A57)
In the first line, we have employed the definitions in
Eqs. (A47), (A50) and (A56). In the second line, we
have used the invariance of Ri under partial transposi-
tion. Finally, for the positivity, we used Eq. (A51) and
〈~k|Ri0 |~k〉 = 〈~k|max
j
P
(j)
+ |~k〉 − 〈~k|P (i0)+ |~k〉
= 〈~k|P (i0)+ |~k〉 − 〈~k|P (i0)+ |~k〉
= 0 . (A58)
Thus, the operator W of Eq. (26) is a fully decompos-
able witness.
5. Fully PPT witnesses for arbitrary graph states
(Lemma 6)
Proof. The proof that we present here is similar to the
proof of Lemma 3 (cf. Sec. A 2). In fact, it is much
shorter, since we do not have to provide a construction
algorithm for the positive operators PM , as these equal
zero for fully PPT witnesses.
Here, we have to prove that
WTMG ≥ 0 (A59)
holds for every strict subset M of the set of all qubits
[cf. Eq. (A8) in the proof of Lemma 3]. Since P+ =∑
~s
∏
i∈B γ
si
i is invariant under partial transposition and
WTMG is graph-diagonal, one can plug Eq. (29) into
Eq. (A59) to obtain
1
2
− 〈~k| (|G〉〈G|)TM |~k〉 −
(
1
2
− 1
2m(~k)
)
〈~k|P+|~k〉 ≥ 0
(A60)
which has to hold for allM and all graph state basis vec-
tors |~k〉 [cf. Eq. (A28)]. Here, m(~k) denotes the number
of ones in the binary vector ~k that are on qubits con-
tained in B. These correspond to −1s in a sign vector
~s (and zeros in ~k correspond to +1s in ~s). In formulas,
m(~k) =
(
b−∑i∈B(−1)ki) /2.
As before [cf. Eq. (A12)], we transform graph G into
the graph G′ by deleting all edges that connect qubits in
the same partition. As in the proof of Lemma 3, we now
distinguish two cases.
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1. 〈~k|P ′+|~k〉 = 0
In this case, Eq. (A60) can be rewritten as
〈~k| (|G′〉〈G′|)TM |~k〉 ≤ 1
2
. (A61)
This equation holds, as we have already argued
after Eq. (A37), since there must at least be two
neighboring qubits in opposite partitions.
2. 〈~k|P ′+|~k〉 6= 0⇔ 〈~k|P ′+|~k〉 = 1
Here, we need to prove that
〈~k| (|G′〉〈G′|)TM |~k〉 ≤ 1
2m(~k)
, (A62)
where m(~k) is the number of ones in ~k on qubits in
B. If there is a qubit i ∈ B with ki = 1 with only
neighbors that are in the same partition as qubit
i, then Lemma 11 applies and the left-hand side of
Eq. (A62) vanishes.
In the case in which no qubit i ∈ B with ki = 1 has
only neighbors in the same partition, Lemmata 12
and 14 imply that
〈~k| (|G′〉〈G′|)TM |~k〉 ≤ 1
2b
, (A63)
where b = |B|. Since m(~k) ≤ b, Eq. (A62) holds.
6. Extended construction of fully PPT witnesses
(Lemma 7)
Proof. Here, we prove that the operator W of Eq. (31)
is a fully PPT witness. To this end, we write the given
fully PPT witnesses Wi as
Wi =
1
2
1 − |G〉〈G| − P (i)+ , (A64)
with the definition
P
(i)
+ =
∑
~s
(
1
2
− 1
2m(~s)
) ∏
j∈Bi
γ
sj
j . (A65)
Here, m(~s) is the number of elements sj = −1 in ~s,
i.e., m(~s) =
(
|Bi| −
∑|Bi|
j=1 sj
)
/2.
As we did before, we now introduce the shorthand no-
tation
max
i
P
(i)
+ =
∑
~k
|~k〉〈~k| max
i=1,...,m
〈~k|P (i)+ |~k〉 , (A66)
and can thus write the operator of Eq. (31) as
W =
1
2
1 − |G〉〈G| −max
i
P
(i)
+ . (A67)
Now, we proceed similarly to the proof of Lemma 5
(Sec. A 4), but, since fully PPT witnesses have PM = 0,
we do not need to construct such operators here. There-
fore, the proof in this section is much shorter.
Again, we define
Ri = max
j
P
(j)
+ − P (i)+ , (A68)
which is invariant under any partial transposition due to
Lemma 15. For a given |~k〉, let i0 be the value of i that
maximizes 〈~k|P (i)+ |~k〉. Then, we have
〈~k|WTM |~k〉 = 〈~k| (Wi0 −Ri0)TM |~k〉
= 〈~k|WTMi0 |~k〉 − 〈~k|Ri0 |~k〉
≥ 0 . (A69)
In the first line, we plugged in the definitions in
Eqs. (A64), (A67) and (A68). In the next step, we used
that Ri is invariant under partial transposition. Finally,
for the positivity, we used that the operatorsWi are fully
PPT witnesses and that
〈~k|Ri0 |~k〉 = 〈~k|max
j
P
(j)
+ |~k〉 − 〈~k|P (i0)+ |~k〉
= 〈~k|P (i0)+ |~k〉 − 〈~k|P (i0)+ |~k〉
= 0 . (A70)
Thus, the operator W of Eq. (31) is a fully PPT wit-
ness.
7. Fully PPT witness for the 2D cluster state
(Lemma 8)
Proof. In order to show that the operator of Eq. (41) is
a fully PPT witness, we provide two lemmata first. The
first one specifies some conditions, under which the over-
lap of the partially transposed 2D cluster state with an-
other basis vector vanishes for certain bipartitions. The
second lemma provides an upper bound for the largest
Schmidt coefficient of the 2D cluster state for biparti-
tions in which no partition contains less than two qubits.
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Note that both lemmata hold for 2D cluster states of
n × n qubits with n > 2 and it is therefore straightfor-
ward to see that the proof presented here also holds for
more than 16 qubits.
Lemma 16. Given a 2D cluster |Cln×n〉 of n2 qubits.
Consider an arbitrary qubit q of these. Let |~a〉 be a state
of the corresponding graph state basis. If there is a qubit
i 6= q with ai = 1 and there is a qubit j ∈ N (q) with
aj = 0, then
〈~a| (|Cln×n〉〈Cln×n|)Tq |~a〉 = 0 . (A71)
Proof. First, note that |Cln×n〉 can be written as |0 . . . 0〉
in its graph basis. Thus, according to Lemma 11,
Eq. (A71) holds if i /∈ N (q), independent of the con-
dition on qubit j.
Thus, it remains to show Eq. (A71) for the case i ∈ N (q).
Due to Eq. (15), we can write Eq. (A71) as
〈~a| (|0 . . . 0〉〈0 . . . 0|)Tq |~a〉
=Tr

[∏
l
1
2
(1 + gl)
]Tq ∏
k
1
2
[1 + (−1)akgk]
 .
(A72)
To simplify this expression, we note that
∏
k
1
2
[1 + (−1)akgk] =
∑
~x
(−1)~a~x
∏
k
gxkk , (A73)
where the sum runs over all binary vectors ~x of length
n2.
Moreover, we define a boolean function f that charac-
terizes the action of the partial transposition on products
of generators in the following way:
f : {0, 1}n2 → {0, 1} (A74)
~x 7→ f(~x) =

0, if
(
n∏
i=1
gxii
)Tq
=
n∏
i=1
gxii
1, if
(
n∏
i=1
gxii
)Tq
= −
n∏
i=1
gxii
.
Note that f depends on q. With these definitions, we can
write
(∏
l
gyll
)Tq
= (−1)f(~y)
∏
l
gyll . (A75)
Applying Eqs. (A73) and (A75) to simplify Eq. (A72)
results in
〈~a| (|0 . . . 0〉〈0 . . . 0|)Tq |~a〉
= 4−n
2
Tr

∑
~y
(−1)f(~y)
(∏
k
gykk
)[∑
~x
(−1)~a~x
∏
l
gxll
]
= 2−n
2 ∑
~x∈{0,1}n2
(−1)~a~x+f(~x) . (A76)
In the last step, we have used Tr(
∏
~k g
yk
∏
~l g
xl) =
2nδ~x,~y vanishes if ~x 6= ~y. Since both generators gi and
gj have Z operator on qubit q, their product gigj acts
trivially on qubit q. Therefore,
f(x1, . . . , xi, . . . , xj , . . . , xn2)
= f(x1, . . . , xi ⊕ 1, . . . , xj ⊕ 1, . . . , xn2) . (A77)
Furthermore, since ai = 1, aj = 0, a term in the sum
of Eq. (A76) with xi = 1, xj = 1 will have the opposite
as the same term with xi and xj flipped. Also, flipping
xi = 1, xj = 0 to xi = 0, xj = 1 changes the sign of
the corresponding term. Thus, the sum in Eq. (A76)
vanishes.
Lemma 17. Given a 2D cluster state |Cln×n〉 with peri-
odic boundary conditions, n > 2 and a bipartition M |M .
Let λi be the Schmidt coefficients of |Cln×n〉 with respect
to this bipartition. If |M | ≥ 2 and |M | ≥ 2, then
max
i
λ2i ≤
1
4
. (A78)
Proof. To prove this claim, we provide an LOCC protocol
for every possible case which results in two disconnected
Bell pairs. Since LOCC does not decrease the largest
Schmidt coefficient and a single Bell pair has a Schmidt
coefficient of 1/
√
2, the upper bound of Eq. (A78) follows
from it.
Due to the assumptions, there are at least two qubits
i, k ∈ M which each must have a neighbor in M , say
j ∈ N (i), l ∈ N (k) and j 6= l. Let us now describe
how one can create a Bell pair between i and j and one
between k and l, both of which are disconnected from the
rest of the graph.
If i and k can be chosen in such a way that the qubits
i, j, k, l are not connected with each other except for the
two edges between i and j, k and l, measuring out all
qubits besides i, j, k and l results in the desired two Bell
pairs.
Now, consider the case that the qubits i, j, k, l have
more connections amongst each other than the two con-
nections that will be used for the Bell pairs. Then, we
first delete all edges that connect qubits of the same par-
tition, which is an LU operation. Then, there are four
possible situations as shown in Fig. 6. Note that edges
that connect the four qubits with other qubits are drawn
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dashed and in gray, since they might have been deleted
by the last operation (and are not needed for the protocol
anyway). Morever, situations a) and b) are equivalent to
a number of other ones that we did not explicitly draw,
in which all the qubits i, j, k, l form a one-dimensional
chain [and not a square as in c) and d)]. Note that, if i
and k are disconnected in d), j and l must also be dis-
connected, as i and k being in the same partition implies
that also j and l are in the same one.
In cases a) and d), simply measuring out all qubits
besides i, j, k, l results in the two Bell pairs.
For cases b) and c), the procedure is slightly more com-
plicated. In case b), we create an edge between the qubits
j and l, which are in the same partition, via an LU op-
eration. Then, local complementation on l deletes the
unwanted edge between j and k. Afterwards, we can
delete the edge between j and l again. Note that the
local complementation possibly also creates (or deletes)
other edges between neighbors of l. Note that, however,
it does not delete the important edges between i and j,
k and l. Moreover, our last step is to measure all qubits
besides i, j, k, l which also deletes any such edges that
might have been created.
Finally, consider case c). Here, it is not enough to sim-
ply consider the qubits i, j, k, l, since the four-qubit ring
cluster that they build (disregarding any connections to
other qubits) is LU-equivalent with a single Bell pair.
However, a closer look at situation c) shows that it ac-
tually implies that there are four qubits as in b) or in
d).
Assume that there is any qubit that neighbors any of
the qubits i, j, k or l — say k — and is in the opposite
partition as k. Note that this qubit could not be, in the
case of a 3 × 3-cluster, a neighbor of j or l, since these
qubits also lie in the opposite partition as k (and edges
between qubits that are in the same partition have been
deleted). Thus, we have a situation as in b).
Assume now that there is no neighbor of any of the
qubits i, j, k, l that is in the opposite partition as the
qubit it neighbors. In other words, each of the four qubits
has only neighbors in the same partition. Then, there is
another pair of qubits which is in opposite partitions,
namely a neighbor of k and one of l. This means that
there we have a situation as in d).
Thus, we always obtain two Bell pairs and the proof is
finished.
Now, we return to the proof of Lemma 8 which is easy
to prove having the last two lemmata in mind. We con-
sider a 2D cluster state of n × n qubits with n ≥ 3. As
in the proofs before, we write the witness in the form
Wn×n =
1
2
1 − |Cln×n〉〈Cln×n| − 1
4
P+ , (A79)
where we defined P+ =
∑
~k |~k〉〈~k|max(i,j) 〈~k|D(i,j)|~k〉
with the operators D(i,j) of Eq. (40).
FIG. 6: In a 2D cluster state and for any bipartition M |M ,
where there are at least two qubits in each partition, one can
always obtain two Bell pairs via LOCC operations. Here, we
illustrate all possible cases, in which the two Bell pairs are
connected to each other in the original 2D cluster state. Note
that edges between qubits in the same partition have been
deleted. Also, edges that lead to qubits which are not part of
the Bell pairs are shown as dashed lines.
Every generator in P+ is neighbored by either two or
no other generator. Therefore, P+ does not have a Y on
any qubit in M . Thus, P+ is invariant under any partial
transposition. Since the witness of Eq. (A79) is diagonal
in the graph state basis, we need to prove that
1
2
− 〈~k| (|Cln×n〉〈Cln×n|)TM |~k〉 − 1
4
〈~k|P+|~k〉 ≥ 0 (A80)
holds for all partitionsM and all graph basis vectors |~k〉.
In the case of a vector |~k〉 with 〈~k|P+|~k〉 = 0, we need to
show, according to Lemma 12, that the largest Schmidt
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FIG. 7: The proof of the fully PPT witness for an n × n
2D cluster state considers a one-particle partition M = {q}
and distinguishes different cases as depicted here. In red, we
mark the diagonals D/ and D\ mentioned in the text. For
more details, see text.
coefficient of |Cln×n〉 with respect toM |M is smaller than
(or equal to) 1/
√
2. This is trivial, since every connected
graph state can be distilled to at least one Bell pair via
LOCC operations.
In the case of a vector |~k〉 with 〈~k|P+|~k〉 = 1, we have
to prove that
〈~k| (|Cln×n〉〈Cln×n|)TM |~k〉 ≤ 1
4
. (A81)
If |M | ≥ 2 and |M | ≥ 2, we can apply Lemma 17 (and
Lemma 12) to show this.
Thus, it remains to show Eq. (A81) for the case that
|M | = 1 or |M | = 1. Since WTM ≥ 0 ⇔ WTM ≥ 0, we
can assume w.l.o.g. that |M | = 1 and write M = {q}.
Moreover, 〈~k|P+|~k〉 = 1 together with the form of P+ [cf.
Eq. (41)] implies that there are two diagonals which we
denote by D(x)/ and D(y)\ here (cf. Fig. 7), on which |~k〉
has an odd number of ones. In formulas,
∏
l∈D(x)
/
gl|~k〉 = − |~k〉, (A82)
∏
l∈D(y)
\
gl|~k〉 = − |~k〉 . (A83)
Note that Lemma 16 can be used to show that
Eq. (A81) holds if there exists another qubit i 6= q with
ki = 1 and a qubit j in the neighborhood of q with kj = 0.
Since it is impossible that all qubits i 6= q are zero as
this would contradict Eqs. (A82), (A83) and the fact that
D(x)/ and D(y)\ have non qubit in common, the only other
case is that all qubits in the neighborhood of q equal one.
In this case, we only need to consider the five qubits
in N˜ (q) = N (q) ∪ q (marked by a blue, dashed line in
Fig. 7). Note that the following argumentation is inde-
pendent from the value of kq itself. Since D(x)/ and D(y)\
have no qubit in common, it is impossible to choose q in
such a way that both the intersection of N˜ (q) with D(x)/
and the intersection of N˜ (q) with D(y)\ consist of an odd
number of qubits. One of the two intersections always
has two or zero qubits. Without loss of generality, we as-
sume that the intersection of N˜ (q) with D(x)/ has an even
number of qubits. An example for this situation is given
in Fig. 7. Then, due to Eq. (A82), there is a qubit in
D(x)/ which equals one and to which therefore Lemma 16
can be applied.
This shows that Eq. (A81) holds in all cases and fin-
ishes the proof.
8. Entanglement monotone (Lemma 9)
Proof. For the proof that N(̺) is indeed an entanglement
monotone, we refer to Ref. [10]. Moreover, we can rewrite
Tr(W̺) = Tr(PA̺) + Tr(Q
TA
A ̺)
= Tr(PA̺) + Tr(QA̺
TA) , (A84)
where we used Tr(CTAD) = Tr(CDTA). This expression
is minimized under the constraints 1 ≥ PA, QA ≥ 0 by
letting PA = 0 and QA =
∑
i |φi〉〈φi|, where |φi〉 are the
eigenvectors of ̺TA that correspond to negative eigenval-
ues. The trace then sums over all negative eigenvalues of
̺TA , which equals the definition of the negativity [31].
9. Values of the entanglement monotone for graph
states (Lemma 10)
Proof. (Lemma 10) — We define the set of all appropri-
ately normalized witnesses that are decomposable with
respect to bipartition M |M as
WM =
{
W
∣∣∃ P,Q such that
0 ≤ P,Q ≤ 1 andW = P +QTM}, (A85)
such that the set of all similarly normalized, fully decom-
posable witnesses W of Eq. (43) obeys W = ∩M WM .
Since W ⊆ WM0 for any fixed bipartition M0|M0, we
have
N(̺) ≤ − min
W∈WM0
Tr(W̺) . (A86)
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According to Lemma 9, minW∈WM0 Tr(W̺) equals the
negativity with respect to the bipartition M0|M0. If
all particles are qubits, we now choose any bipartition
M0|M0 in which M0 only contains one particle, e.g. the
bipartition A|BCD . . . . Then,
N(̺) ≤ − min
W∈WM0
Tr(W̺)
≤ max
|ϕ〉
(
− min
W∈WM0
Tr(W |ϕ〉〈ϕ|)
)
=
1
2
. (A87)
Here, we use that the expectation value is a linear
function and must therefore attain its maximum on a
pure state |ϕ〉. Moreover, the last equality stems from
the fact that the negativity with respect to a bipartition
A|BCD . . . , where A is a single qubit, can maximally
take on the value one half. This maximum is obtained
for the Bell state |ψ+〉 = (|00〉+ |11〉) /√2.
If not all particles are qubits, one chooses M0 to con-
sist of a particle that has the smallest dimension of all
occuring particles. For example, if A and B are four-
level particles and C and D are qutrits, then M0 = C is
a valid choice. In this case, the value of one half in the
last line of Eq. (A87) must be replaced by (dmin − 1)/2,
where dmin is the dimension of the particle with low-
est dimension. This maximum is obtained for the state
|ψ〉 = ∑d−1i=0 |ii〉⊗n/√dmin. It is the maximal value for
the negativity with respect to the given bipartition as
can be easily seen using the Schmidt decomposition and
the fact that |ψ〉〈ψ|TM0 has dmin(dmin − 1)/2 negative
eigenvalues that all equal −1/dmin.
We now know that the entanglement measure is upper-
bounded by one half for states that consist only of qubits.
Let us now show that, for graph states, the lower bound
is also one half. This is easy to see, since we only have
to pick one witness WG ∈ W for the given graph state
|G〉〈G|. Such a witness is the projector witness
WG =
1
2
1 − |G〉〈G| (A88)
which is even a fully PPT witness. It remains to show
that this witness also obeys
1 ≥WTMG =
1
2
1 − (|G〉〈G|)TM ≥ 0 . (A89)
Here, positivity follows from the projector witness be-
ing a fully PPT witness. For the inequality on the left,
we need to show that
〈~k| (|G〉〈G|)TM |~k〉 ≥ −1
2
(A90)
holds for all |~k〉, since the partial transpose of |G〉〈G| is
again graph-diagonal.
In order to prove Eq. (A90), we use the Schmidt de-
composition |G〉 = ∑i=1 λi|µi〉 ⊗ |νi〉 with respect to
bipartition M |M with positive and real Schmidt co-
efficients λi. Performing the partial transpose in the
basis |µi〉 ⊗ |νj〉 allows to derive a lower bound on
〈~k| (|G〉〈G|)TM |~k〉 in terms of the Schmidt coefficients in
the following way:
〈~k| (|G〉〈G|)TM |~k〉 ≥ min
i6=j
(−λiλj)
≥ min
i
(−λi
√
1− λ2i )
≥ − 1
2
. (A91)
In the second line, we used that, as an entangled state,
|G〉 has at least two non-zero Schmidt coefficients and
that the squares of all coefficients must sum up to one.
The last line follows from the fact that 0 < λi < 1.
Consequently, Eq. (A89) holds and WG lies in W .
Therefore,
N(|G〉〈G|) ≥ −Tr(WG|G〉〈G|) = 1
2
. (A92)
Therefore, when considering the entanglement measure
of Eq. (42), the connected graph states are the maximally
entangled states. For them, the measure equals one half.
Appendix B: Witnesses
Note that all witnesses are presented in their graph
state basis. As before, we defined γ±i =
1±gi
2 . Since
all witnesses are diagonal in the graph basis, we use
the shorter notation |~k〉〈·| = |~k〉〈~k|. Moreover, for some
states one can make use of their translational symmetry.
In these cases, T (~k) denotes all translations of the bit
string ~k = k1 . . . kn. For example,
|k1k2T (k3k4k5k6)〉〈·| = |k1k2k3k4k5k6〉〈·|
+ |k1k2k6k3k4k5〉〈·|
+ |k1k2k5k6k3k4〉〈·|
+ |k1k2k4k5k6k3〉〈·| (B1)
No. 1, Bell state
W =
1
2
− |G〉〈G|
No. 2, GHZ3
W =
1
2
− |G〉〈G|
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No. 3, GHZ4
W =
1
2
− |G〉〈G|
No. 4, Cl4
W =
1
2
− |G〉〈G| − 1
2
γ−1 γ
−
4
No. 5, GHZ5
W =
1
2
− |G〉〈G|
No. 6, Y5
W =
1
2
− |G〉〈G| − 1
2
γ−1 γ
−
4 −
1
2
γ+1 γ
−
4 γ
−
5 (B2)
No. 7, Cl5
W =
1
2
− |G〉〈G| − 1
2
γ−1 γ
−
5
− 1
4
γ+1 γ
−
2 γ
−
5 −
1
4
γ−1 γ
−
4 γ
+
5
No. 8, R5
W = 3
[
− |G〉〈G| + |T (00001)〉〈·|
+ |T (00101)〉〈·|+ |T (00111)〉〈·|
]
− |11111〉〈·|+ |T (11110)〉〈·|
+ |T (11010)〉〈·|+ |T (11000)〉〈·|
No. 9, GHZ6
W =
1
2
− |G〉〈G|
No. 10
W =
1
2
− |G〉〈G| − 1
2
γ−1 γ
−
4
− 1
2
γ+1 γ
−
2 γ
−
4 −
1
2
γ+1 γ
+
2 γ
−
3 γ
−
4
No. 11, H6
W =
1
2
− |G〉〈G| − 1
2
γ−1 γ
−
4 −
1
2
γ+1 γ
−
2 γ
−
4
− 1
2
γ−2 γ
−
3 γ
+
4 −
1
2
γ−1 γ
+
2 γ
−
3 γ
+
4
No. 12, Y6
W =
1
2
− |G〉〈G| − 1
2
γ−1 γ
−
5 −
1
2
γ−1 γ
−
4 γ
+
5
− 1
2
γ+1 γ
−
4 γ
−
6 −
1
2
γ+1 γ
+
4 γ
−
5 γ
−
6
No. 13, E6
W =
1
2
− |G〉〈G| − 1
2
γ−1 γ
−
5
− 1
2
γ−1 γ
+
5 γ
−
6 −
1
2
γ+1 γ
−
5 γ
−
6
− 1
4
γ+1 γ
−
2 γ
−
5 γ
+
6 −
1
4
γ−1 γ
−
4 γ
+
5 γ
+
6
No. 14, Cl6
W =
1
2
− |G〉〈G| − 1
2
γ−1 γ
−
4
− 1
2
γ+1 γ
−
3 γ
−
6 −
1
2
γ−1 γ
+
4 γ
−
6
− 1
4
γ+1 γ
−
2 γ
+
3 γ
−
6 −
1
4
γ−1 γ
+
4 γ
−
5 γ
+
6
− 1
4
|011110〉〈·|
No. 15
W =
1
2
− |G〉〈G| − 1
2
γ−1 γ
−
2 γ
+
3 γ
−
5 −
1
2
γ−1 γ
−
2 γ
−
3 γ
+
5
− 1
3
[
|00 T (0011)〉〈·|+ |01 T (0011)〉〈·|
+ |10 T (0011)〉〈·|+ |010001〉〈·|+ |010010〉〈·|
+ |010101〉〈·|+ |010111〉〈·|+ |011000〉〈·|
+ |011011〉〈·|+ |011101〉〈·|+ |011111〉〈·|
+ |100010〉〈·|+ |100100〉〈·|+ |100101〉〈·|
+ |100111〉〈·|+ |101000〉〈·|+ |101101〉〈·|
+ |101110〉〈·|+ |101111〉〈·|+ |110000〉〈·|
+ |110001〉〈·|+ |110100〉〈·|+ |110101〉〈·|
+ |111010〉〈·|+ |111011〉〈·|+ |111110〉〈·|
+ |111111〉〈·|
]
No. 16
W =
1
2
− |G〉〈G| − 1
2
γ−1 γ
−
5
− 1
2
γ−1 γ
+
5 γ
−
6 −
1
2
γ+1 γ
−
5 γ
−
6
− 1
4
γ+1 γ
+
2 γ
−
4 γ
+
5 γ
−
6 −
1
4
γ+1 γ
−
2 γ
+
4 γ
+
5 γ
−
6
− 1
4
γ+1 γ
+
2 γ
−
3 γ
−
5 γ
+
6 −
1
4
γ+1 γ
−
2 γ
+
3 γ
−
5 γ
+
6
− 1
4
γ−1 γ
+
3 γ
−
4 γ
+
5 γ
+
6 −
1
4
γ−1 γ
−
3 γ
+
4 γ
+
5 γ
+
6
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No. 17
W =
1
2
1 − |G〉〈G| − 1
2
(
γ+2 γ
−
5 + γ
−
2 γ
+
5
)
γ−6
− 1
2
[
|001101〉〈·|+ |010110〉〈·|+ |011010〉〈·|
+ |011110〉〈·|+ |011111〉〈·|+ |101101〉〈·|
+ |110110〉〈·|+ |111010〉〈·|+ |111110〉〈·|
+ |111111〉〈·|
]
− a (γ+2 γ+5 + γ−2 γ−5 ) (γ+3 γ−4 + γ−3 γ+4 ) γ−6
− b
[
|000110〉〈·|+ |011000〉〈·|+ |100010〉〈·|
+ |101010〉〈·|+ |101110〉〈·|+ |110000〉〈·|
+ |110100〉〈·|+ |111100〉〈·|
]
,
a ≈ 0.336, b ≈ 0.163
No. 18, R6
W =
1
2
1 − |G〉〈G|
− 1
3
[
|T (000011)〉〈·|+ |T (001011)〉〈·|
+ |T (001101)〉〈·|+ |T (001111)〉〈·|
]
− a|111111〉〈·|
− b
[
|T (011111)〉〈·|+ |T (010111)〉〈·|
]
− c
[
|T (001001)〉〈·|+ |T (011011)〉〈·|
+ |T (010101)〉〈·|
]
,
a ≈ 0.455, b ≈ 0.363, c ≈ 0.272
Note that expressions like T (001001) only sum over dis-
tinct translations, i.e. |T (011011)〉〈·| = |011011〉〈·| +
|101101〉〈·|+ |110110〉〈·|.
No. 19
W =
1
2
1 − |G〉〈G|
− 1
3
[
+ |T (111110)〉〈·|+ |T (000011)〉〈·|
+ |T (000101)〉〈·|+ |T (000111)〉〈·|
+ |T (001001)〉〈·|+ |T (011011)〉〈·|
+ |001101〉〈·|+ |010011〉〈·|+ |010110〉〈·|
+ |011010〉〈·|+ |011101〉〈·|+ |011110〉〈·|
+ |100101〉〈·|+ |101001〉〈·|+ |101011〉〈·|
+ |101100〉〈·|+ |101110〉〈·|+ |110010〉〈·|
+ |110011〉〈·|+ |110101〉〈·|+ |111111〉〈·|
]
Again, expressions like T (001001) only sum over distinct
translations.
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