Background. The value of workplace-based assessments such as the mini-clinical evaluation exercise (mini-CEX), and clinicians' confidence and engagement in the process, has been constrained by low reliability and limited capacity to identify underperforming trainees. We proposed that changing the way supervisors make judgements about trainees would improve score reliability and identification of underperformers. Anaesthetists regularly make decisions about the level of trainee independence with a case, based on how closely they need to supervise them. We therefore used this as the basis for a new scoring system.
this ability, previous studies suggest they have low reliability, and fail to identify the struggling trainee whom experienced clinicians have no difficulty recognizing. 4 5 In comparison with formal examinations, a number of factors affect the reliability of WBAs. Formal examinations can be standardized for difficulty and content, but WBAs cannot-cases are unpredictable and cannot be scheduled or repeated. The examiners in formal anaesthesia examinations are trained, and agree on set standards of performance, but the 'examiners' in WBAs can include all specialist anaesthetists working in teaching hospitals, many of whom have limited training in the use of the WBA tools.
In our previous study of the mini-CEX (modified for anaesthesia), more than 60 assessments were required to reach a level of reliability sufficient to make defensible decisions on trainee progression. Moreover, no trainee received an unsatisfactory grade in any of the 331 assessments we studied. 4 While interviews with trainees and supervisors strongly supported the value of mini-CEX to improve supervision and feedback, we found many anaesthetic supervisors lacked confidence in their ability to judge trainees against a scoring system that used the term 'expected level of performance', and were also reluctant to tell a trainee their performance was unsatisfactory. 5 WBAs depend on willing supervisors, but where WBAs are seen as unreliable, supervisors will disengage from the exercise, and decisions on trainee progression made on the basis of unreliable assessments will be open to challenge. Data from studies of the way experts make judgements in complex settings, including medical ones, 6 7 suggest that a scoring system reflecting the way clinicians usually make judgements about trainees would reduce disagreement between them, and increase score precision. Anaesthesia supervisors are accustomed to judging the need for direct, indirect, or more distant supervision required by a trainee managing a particular case. We therefore developed a scoring system based on the extent to which the supervisor trusted the trainee to independently manage a case, with descriptors reflecting the need for close or more distant supervision (e.g. going to the theatre tearoom, the hospital cafeteria, being out of the hospital). We called this the 'trainee independence score'. To overcome the observed reluctance of supervisors to award scores of unsatisfactory or below standard, 5 we used non-pejorative descriptors, that is, the amount of supervision required. Our primary hypothesis was that supervisors' scores would be more reliable when scoring trainee independence with the case than when using the conventional system scoring trainees below, at, or above expectations for stage of training.
The extent to which a trainee can independently manage a case depends on two factors-the ability of the trainee and case difficulty. Correcting for the latter required an external standard stating the extent to which the trainee should be able to manage independently a particular type of case at their stage of training, or from the supervisor's perspective, the need for direct, indirect, or distant supervision for such a case. Comparing the expected supervisory requirements with the actual supervisory requirements for a particular case allows calculation of the 'corrected trainee independence' score.
Our secondary hypotheses were: that the corrected trainee independence score would be more reliable than the (uncorrected) trainee independence score; and that the corrected independence score would identify more trainees performing below expectations than the conventional system.
Methods
The National Multi-region Ethics Committee considered the project fell under the category of quality assurance, where we were evaluating a development within an existing programme of assessment and ethics approval was not required. To ensure confidentiality, all trainee, case, and assessor data were de-identified on submission to the centralized database.
The context
This study took place in the anaesthetic departments of three major teaching hospitals, two in New Zealand and one in Australia before the introduction of compulsory mini-CEX assessments for the Australian and New Zealand College of Anaesthetists (ANZCA) training programme in 2013. The ANZCA training programme requires progression through five levels (basic trainee year 1-2, advanced trainee year 1-3).
The online mini-CEX form
We changed the scoring systems in the original version of our online mini-CEX form to address the identified issues of assessor variability and leniency. 4 5 We asked anaesthesia supervisors to rate the following: each of the 10 domains of practice against a scoring system of developing autonomy; overall level of independence with the case; and overall performance against that expected for stage of training. We used a ninepoint scale for all scoring systems, divided into three categories, with three points in each category, each with descriptors. A word version of the online mini-CEX form used in this study is shown, with descriptors, in the Appendix.
Participants
Assessments were voluntary and all trainees and all supervisors in the three departments at the time of the study were eligible to submit assessments. Mini-CEX assessment data were submitted online in real time to a single database.
Sample size
We aimed to collect a minimum of 300 assessments, including a large and representative sample of trainees and supervisors from across the regions. Each of these factors is important for the precision and generalizability of the reliability estimates. 8 Generating scores for expected level of independence for the case
We convened a panel of three experienced supervisors of training (SOTs). SOTs are appropriately trained specialist anaesthetists, officially appointed by ANZCA and responsible for training in ANZCA-accredited departments. They oversee each trainee's clinical performance and WBAs, perform regular clinical placement reviews, and confirm progression of trainees through the training programme. We provided the three SOTs with case details of all the submitted mini-CEX assessments in this study. These details included patient age, gender, ASA physical status classification, surgical complexity score, surgical subspeciality, and name of the operative procedure. We removed all information relating to the trainee, hospital, date, and assessor and trainee scores. For each case, the three SOTs independently judged the expected independence score for a trainee in each of the 5 yr of the ANZCA training programme, on the basis of the level of supervision expected. We called this the 'expected trainee independence score'.
Generating scores for corrected level of independence for a trainee
To determine if the trainee required more or less supervision than expected for a case, we then calculated the difference between the independence score awarded by the supervisor who observed the case in theatre, and the level of independence expected of the trainee (from the mean SOT score). We called this the 'corrected trainee independence score'.
Scores generated for analysis
We thus generated four scores for each individual assessment for analysis:
(i) Overall performance for current level of training, with three points within each category of the nine-point scale: below (1 -3); at (4-6); and above (7 -9) expected level. (ii) Composite mean score for the 10 domains of clinical practice, with three points within each category of the nine-point scale: required supervisor input for safe practice (1 -3); generally autonomous, required some input (4 -6); autonomous (7-9). (iii) Trainee independence score with three points within each category of the nine-point scale: supervisor required in theatre (1-3); supervisor required in hospital (4-6); supervisor not required in hospital (7) (8) (9) . (iv) Corrected trainee independence score: difference between observed trainee independence score and expected trainee independence score (28 to +8).
Analysis
To ensure that judgements from the three SOTs were meaningful and consistent, we calculated single and average intraclass correlation coefficients across SOTs for scores at each of the five levels of training. The score on an assessment is, ideally, a true measure of trainee ability. However, the score inevitably contains errors due to a number of factors; variations between assessors (assessor scoring the same thing differently); variations between test items or cases; positive or negative interactions between assessors and trainees; interactions between assessors and particular test items or cases (e.g. pet topics); and interactions between trainees and particular items or cases. Generalizability theory allows the contribution of these different sources of error to be estimated and can be used to generate an estimate of reliability taking all these into account (G coefficient). 8 9 We used generalizability theory (MinQUE procedure, in SPSS GLM section) to calculate the impact on score variance of: trainee ability; assessor stringency (strictness, rigor); assessor subjectivity (across trainees); and residual case-to-case variation (which combines a number of factors including the case itself). D-studies were used to estimate the reliability of varying combinations of numbers of assessors and cases per trainee.
Results
We collected 338 assessments from 84 different assessors on 80 trainees from the three hospitals between September 2010 and May 2012. Individual trainees were assessed between one and 15 times on a mini-CEX by different assessors from the assessor pool. Fifty-six of the 80 trainees had at least two assessments, and 42 had at least three. Intraclass correlation coefficients across three SOTs judgements on the expected level of trainee independence with the 338 cases for trainees ranged from 0.74 to 0.86 across the five levels of training (P,0.001 for each level) (Supplementary Appendix), thus establishing this as a reliable external standard.
Generalizability analysis: contribution of different factors to score variance
In a perfect assessment of trainee ability, all score-to-score variance would be due to trainee ability. In the real world, other factors such as assessor stringency and trainees' case-to-case variation in performance affect the scores. Table 1 Variance components in generalizability analysis for different scales. Overall, overall performance in this case for current level of training; Composite, composite score of progression towards autonomy for the mean of 10 components of performance in this case; Independence, overall independence score in this case; Corrected, observed independence score for level of independence minus expected independence score for level of training in that case, which could have a potential range of 28 to +8. Var, variance Variance estimates from the generalizability analyses using the four scoring systems are shown in Table 1 . The most obvious observation from the table is that all three scoring systems aligned to trainee independence reflect trainee ability better than the 'overall performance' scoring system that is aligned to 'expectation'. (For the estimate of variance, the percentage variance figures provide an easier comparison than the absolute variance figures, which depend on how much of the range of the scale is used.) In addition, the independence scoring systems (corrected and uncorrected) are less subject to variable supervisor stringency than the composite scores. Finally, the corrected independence score eliminates most of that part of the supervisors' variability in marking that can be linked directly to bias towards or against a particular trainee.
D-studies: required number of assessors and cases per trainee
In Tables 2-5 , we show estimates of reliability generated from the generalizability analysis (called decision or 'D-studies'). While the G coefficient is a measure of overall reliability of the assessment, taking into account variance due to trainee, case, and assessor and the interaction between these factors, the D-studies, allow us to estimate reliability for a trainee with different numbers of assessors and cases in different configurations (e.g. more assessor vs more cases). The level of reliability required will depend on the purpose for which an assessment is being used and the consequences. Most educational measurement professionals suggest a reliability of at least 0.9 for very high stakes assessments such as licensure examinations, levels at or above 0.8 for the end of year assessments, and for assessments with lower consequences, such as formative or summative assessments administered by local faculty, one would expect reliability to be in the range of 0.7-0.8. 10 We would consider mini-CEX decreases most logically into the last category. Reviewing the data in Tables 2-5 , we noted mini-CEX assessment formats where the reliability coefficient is 0.7 or greater. From this, we can see that when supervisors use the independence scoring system, there is a very marked reduction in the number of cases and assessors required to reach a reliability coefficient of 0.7. The overall performance scoring system fails to reach a reliability of 0.7 with 10 assessors each scoring the trainee in five cases, that is, 50 cases in total (Table 2) ; the composite scoring system (Table 3 ) and the independence scoring system (Table 4) each require between eight and nine cases to reach a reliability of 0.7. For the corrected independence scoring system to reach a reliability of 0.7, it requires just seven cases if each case is assessed by a different assessor. Assessor numbers can be reduced to four if each assesses two cases, or three if each assesses three cases. A reliability coefficient over 0.8 is attained with seven assessors each assessing two cases (Table 5 ).
Precision and spread of results for the four scoring systems Figure 1 shows the spread of results for the different scoring systems and different levels of training and the resulting confidence limits of scores around thresholds of satisfactory/ unsatisfactory performance. Assessors scored across the range of the scale for the independence scoring system, while for the conventional overall scoring system, scoring range was restricted, with most trainees scoring above expectations and only one trainee approaching the 95% confidence interval (CI) around the threshold. In addition to reporting on score reliability with the generalizability coefficients, we also looked at the precision of scores. Precision is a measure of the range within which the real score actually lies-an indicator of score accuracy. Precision is calculated from the various sources of error as standard error of measurement (SEM) and relates to the score scale. CIs of 95% (observed score+2 SEMs) indicate that we can be 95% confident that the real score decreases within this range. In our data, for the corrected trainee independence score, we set the threshold score as zero (i.e. no difference between observed and expected). We identified six trainees who fell more than 2 SEMs (95% CI) below zero, and could therefore be The spread of trainee scores at different training levels for the independence scoring systems suggests trainees were selecting cases at the cusp of their abilities. In a post hoc analysis using the variable 'case complexity' as a proxy for case difficulty, we did in fact find a weak but significant correlation with trainee seniority (Spearman's r¼0.150, P,0.01). Of note, trainees identified as less independent than expected with the case included trainees from all five levels of the programme.
Discussion
Compared with the conventional scoring system, supervisors' scores for mini-CEX assessments were considerably more reliable when scoring trainee independence with the case on the basis of need for direct, indirect, or distant supervision. A reliability coefficient of 0.7 could be attained with only nine assessments with the trainee independence score, whereas this was not attained with 50 assessments in the conventional scoring system.
Reliability was further increased when the trainee independence score was adjusted for case difficulty against an external standard. Furthermore, using the corrected trainee independence score, we identified a number of trainees requiring closer supervision than expected for their year of training. Using the conventional system, not one of these trainees was identified as performing below expected standards. This confirms our proposition that anaesthesia supervisors can make reliable judgements when asked to judge if the trainee required direct, indirect, or distant supervision with the case, but have difficulty when asked to judge what is expected of a trainee at different stages of their training. A number of practical implications arise from our findings. First, using conventional scoring systems, the number of mini-CEXs required for a reliable estimate of trainee ability (over 50 cases) is well beyond the limits of feasibility, in contrast to the new scoring system where fewer than 10 mini-CEX assessments are sufficient. This suggests that the mini-CEX, and possibly other WBAs using similar scoring systems, can be defensibly used for high stakes decisions on trainee progress. Secondly, the new system allows tracking of trainee progression over time towards the final goal of independent specialist practice and allows early identification and remediation of trainees not tracking along the expected curve.
Reliability estimates for mini-CEX assessments vary considerably, but high assessor variability is a problem across studies, 11 and this does not seem amenable to training. 12 In our previous study, we found that to achieve the minimum acceptable reliability of 0.7, three assessors would need to each score the trainee in 20 cases (60 observations), 4 and no trainee was awarded an unsatisfactory score in any of the 331 assessments. We generated similar findings with the conventional scoring system in our current study, thus confirming our previous findings, and the shortcomings of the conventional scoring system. The use of a corrected trainee independence score, comparing scores from departmental anaesthesia supervisors against an externally derived standard, is novel. While the trainee independence score awarded by the departmental supervisor is reliable, it depends on case difficulty and thus requires interpretation either by the trainee's SOT or against an external standard. We used descriptions of the 338 cases in our study to generate this expected standard, using the mean of three SOTs judgements for expected levels of supervision required. Future research will use this data set to develop and validate a general formula for estimating the expected level of supervision for a trainee for any case based on ASA status, surgical complexity, patient age, and subspeciality.
As trainees progress through the anaesthesia training programme, they will take on increasingly challenging cases. Their need for supervision may thus remain stable, expectations will increase, and thus the independence score may remain stable over time. We did in fact find that trainees were assessed in more challenging cases as they progressed through the training scheme. While the independence score, corrected or otherwise, may remain stable, the difficulty of the cases that the trainee can manage would be expected to follow an increasing trajectory.
Limitations
While we have identified trainees whose average scores suggested they needed closer supervision than would be expected for their stage of training, we have no other comparative measure of their performance. Future studies should look for relationships with other measures of performance, including progression through the training scheme and formal assessments.
We used a modified version of the mini-CEX for our WBAs in this study. We would expect that our scoring system would produce similar results when applied to other forms of WBAs that depend on supervisors making judgements on trainees, but this remains to be tested.
The extent to which our scoring system is generalizable to medical domains beyond anaesthesia is unclear. The context for supervision, and the way supervisors make judgements on their trainees or students may be different. In particular, the extent to which well-defined criteria for case difficulty exist to enable development of an external standard is unclear.
This study was undertaken in volunteer trainees in large, well-resourced teaching hospitals. Results from compulsory mini-CEX assessments after introduction of this scoring system across all ANZCA training sites will be the subject of future research.
Conclusion
To make the best use of WBAs in anaesthesia training, our findings suggest we should ask supervisors to make judgements on the basis of the level of supervision a trainee needs when managing a case. With this approach, WBAs such as mini-CEX are a feasible and reliable option in anaesthesia specialist training programmes to make judgements on trainee progression, with greater potential to identify underperforming trainees to facilitate timely remediation.
Supplementary material
Supplementary material is available at British Journal of Anaesthesia online.
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Appendix. Mini-CEX form and descriptors for scale and domains
Scale descriptors:
Progression to autonomy 1-3: Required supervisor input for safe practice -Gaps in knowledge, skills or decision making that required input from supervisor to ensure safe anaesthesia care. 4-6: Generally autonomous, some guidance requiredAcceptable knowledge skills or decision making for safe anaesthesia care, some guidance required. 7-9: Autonomous practice -Able to manage this aspect of the case independently at consultant level. NC -Please select this if you feel unable to comment. Handling editor: J. P. Thompson
Level of independence

