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Abstract
We study linear over- or under-determined differential-algebraic sys-
tems of order larger than 1. We analyze the classical procedure of turning
the system into a first order system. We show that this approach leads
to solutions that may have different smoothness requirements. We derive
canonical and condensed forms as well as general existence and uniqueness
results for differential-algebraic systems of arbitrary order and index. We
also show how to identify exactly those variables for which the order reduc-
tion to first order does not lead to extra smoothness requirements. Finally
we discuss some consequences for the analysis of matrix polynomials.
Keywords: differential-algebraic equation, higher order system, order
reduction, index reduction, strangeness-index, matrix polynomial.
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Notation
N0 the integers including 0
R (C) the real (complex) numbers
C
m,n, ( Cn = Cn,1) space of complex matrices of size m,n
Cq(I, Cm,n) set of all q-times continuously differentiable
matrix-valued functions mapping from the real
interval I to Cm,n, where q ∈ N0
I or In identity matrix of size n × n
AT (AH) (conjugate) transpose of a matrix A
R(·) column space of a matrix A
N (·) null space of a matrix A
rank(·) rank of a matrix or a matrix-valued function,
dim(·) dimension of a subspace
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1 Introduction
We study linear l-th order systems of Differential-Algebraic Equations (DAEs)
with variable coefficients
Al(t)x
(l)(t) + Al−1(t)x
(l−1)(t) + · · · + A0(t)x(t) = f(t), (1)
in a real interval I ⊂ R, together with an initial condition
x(t0) = x
[0]
0 , . . . , x
(l−2)(t0) = x
[l−2]
0 , x
(l−1)(t0) = x
[l−1]
0 , t0 ∈ I. (2)
Here, Ai(t) ∈ C(I, C
m,n), i = 0, 1, . . . , l, Al(t) 6≡ 0, x(t) is an unknown vector-
valued function in C(I, Cn), and the right-hand side f(t) is a given vector-valued
function in Cµ(I, Cm), where Cµ(I, Cm,n), µ ∈ N0, denotes the set of all µ-times
continuously differentiable matrix-valued functions from the real interval I to
the complex vector space Cm,n. In the following we will refer to DAEs with
order l greater than 1 simply as higher order systems.
As the name ”DAE” indicates, a system of DAEs consists of Ordinary Dif-
ferential Equations (ODEs) coupled with purely algebraic equations; or put in
others words, DAEs are everywhere singular implicit ODEs. Therefore, in the
case m = n, if not otherwise specified, we assume that the leading coefficient
function Al(t) in the system (1) satisfies rank(Al(t)) < n for all t ∈ I; in the
case m > n (or m < n, respectively), the system (1) becomes over-determined
(or under-determined, respectively).
Systems of DAEs play a key role in the modeling and simulation of con-
strained dynamical systems in numerous applications. Such systems have
been intensively studied, theoretically as well as numerically, in the past three
decades. For a systematic and comprehensive exposition of important aspects
regarding the theory and the numerical treatment of first order DAEs, see e.g.
[3, 4, 5, 8, 13, 16, 17, 21, 22, 27] and the references therein. Typical applications
where higher order DAEs arise naturally are multi-body systems, see [8, 27] or
models of electrical circuits [14, 15].
Usually, in the classical theory of ordinary differential equations, higher
order systems are turned into first order systems by introducing new variables
for the derivatives up to order l− 1. There is no unique way of performing this
transformation and, in particular for DAEs, this classical textbook approach has
been questioned frequently in the literature [1, 7, 28], mostly due to instabilities
arising in numerical solution methods.
But, as we will demonstrate below, if the degree of differentiability of the
right-hand side f(t) in the higher order system is limited, then the transforma-
tion to first order may be mathematically incorrect, in the sense that there may
not exist any continuous solution to the resulting first order system, whereas
there exist continuous solutions to the original higher order system. The reason
for this possible difference in solvability is the coupling between differential and
algebraic equations in DAEs.
Example 1 Consider the linear second order constant coefficient DAE
[
1 0
0 0
]
ẍ(t) +
[
1 0
0 0
]
ẋ(t) +
[
0 1
1 0
]
x(t) = f(t), t ∈ I, (3)
2
where x(t) = [x1(t), x2(t)]
T , and f(t) = [f1(t), f2(t)]
T . System (3) has the
unique solution
{
x1(t) = f2(t),
x2(t) = f1(t) − ḟ2(t) − f̈2(t).
(4)
Using the classical transformation to first order
v(t) = [v1(t), v2(t)]
T = [ẋ1(t), ẋ2(t)]
T , y(t) = [v1(t), v2(t), x1(t), x2(t)]
T ,
we obtain the first order system




1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1




ẏ(t) +




1 0 0 1
0 0 1 0
−1 0 0 0
0 −1 0 0




y(t) =




f1(t)
f2(t)
0
0




, (5)
which has the unique solution









x1(t) = f2(t),
x2(t) = f1(t) − ḟ2(t) − f̈2(t),
v1(t) = ḟ2(t),
v2(t) = ḟ1(t) − f̈2(t) − f
(3)
2 (t).
(6)
We see from Example 1 that the classical approach of introducing the deriva-
tives of the unknown vector-valued function x(t) as new variables may lead to
higher smoothness requirements for the inhomogeneity. On the other hand,
introducing only some derivatives may avoid this difficulty. At first look, it is
not clear which variables this may be in Example 1. It will be one of the main
results of this paper to determine these variables for general linear DAEs of
higher order. Let us illustrate this idea with a second example.
Example 2 Consider the linear second order constant coefficient DAE
[
1 0
0 0
]
ẍ(t) +
[
0 0
0 0
]
ẋ(t) +
[
0 −1
0 1
]
x(t) = f(t), t ∈ I, (7)
where x(t) = [x1(t), x2(t)]
T , and f(t) = [f1(t), f2(t)]
T .
System (7) has the general solution
[
x1(t)
x2
]
=
[ ∫ t
t0
∫ s
t0
f1(τ) + f2(τ) dτ ds + c1t + c2,
x2(t) = f2(t)
]
,
where the integration constants c1, c2 may be determined by assigning two ini-
tial or boundary conditions. It follows, that it is sufficient to have a continu-
ous inhomogeneity to get a continuous solution (actually f1 may be even less
smooth).
Transforming to first order by introducing v(t) = [v1(t), v2(t)]
T =
[ẋ1(t), ẋ2(t)]
T , we would need the derivative ẋ2 = ḟ2, while introducing only
v1 = ẋ1 is sufficient to reduce the order and does not lead to extra differentia-
bility restrictions.
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From a purely analytical point of view, the distinction between the different
smoothness requirements for higher order systems and associated first order
systems may seem artificial, since one could argue that the solution as a whole
should be l times differentiable if we want to write down x(l). But examples
1 and 2 show that to obtain continuous solutions of a system of DAEs, some
parts of the coefficients and of the right-hand side f(t) may be required to
be more smooth than others. To analyze the exact degree of smoothness re-
quired for differential-algebraic systems is currently an important research topic
see [2, 24, 25]. This means that, in general, we do not need a solution space
Cl(I, Cn). For this reason, in the following, we consider the differential operator
dl/dtl, dl−1/dtl−1, . . . , d/dt only formally, i.e., we do not necessarily mean that
the complete vector-valued function x(t) must be l-times continuously differen-
tiable.
Another difficulty that arises in practice, is that the system may be badly
scaled and one also has disturbances and perturbations in the data (see the
concept of perturbation index in [17]), so that the transformation to first order
may lead to very different solutions in the perturbed system.
Example 3 Consider the second order system
ǫ1ẍ(t) + ǫ2ẋ(t) + ǫ3x(t) = ǫ4f(t), t ∈ I, (8)
with coefficients ǫi, i = 1, . . . , 4 of absolute value close or smaller than the
machine precision. If we transform (8) to first order in the classical way by
introducing
y(t) = [y1(t), y2(t)]
T := [ẋ(t), x(t)]T ,
then we obtain the system
[
ǫ1 0
0 1
]
ẏ(t) +
[
ǫ2 ǫ3
−1 0
]
y(t) =
[
ǫ4f(t)
0
]
. (9)
For different values of ǫi, in finite precision arithmetic we may decide that the
system (9) has a unique solution, no solutions at all or is actually a singular
system. Compare also the different conditioning of different linearizations of
matrix polynomials in [30].
After having seen that the classical transformation of a higher order system
of DAEs to first order may lead to difficulties, we have to find another approach
to investigate the analytic properties of higher order DAEs. We will carry
out the analysis by generalizing the algebraic techniques derived for first order
systems in [18, 19].
We discuss the following questions:
1. Does system (1)–(2) always have continuous solutions? Under which con-
ditions does it have a unique solution?
2. If system (1) has a continuous solution, how smooth is the right-hand side
f(t) required to be?
4
3. How can we transform the system to a first order system without changing
the smoothness requirements for the coefficients or the inhomogeneity.
In order to answer these questions, in Section 2 we discuss different types of
equivalence transformations for matrix tuples and tuples of matrix functions
and we recall some results on condensed forms for matrix pairs and pairs of
matrix functions from [18, 19]. In Section 3 we then present condensed forms for
matrix triples and triples of matrix functions that are associated with systems
of second order DAEs. These forms allow to answer the above questions for
systems of second order. In Section 4, the results for second order systems are
extended to general higher order systems, and finally in Section 5 we discuss
implications of these results for the linearization of matrix polynomials.
2 Preliminaries
In this section we discuss different types of equivalence relations and associated
condensed forms and we recall some results for pairs of matrices and pairs of
matrix functions.
It is well-known that the nature of the solutions of linear first order constant
coefficient DAEs
A1ẋ(t) + A0x(t) = f(t), A0, A1 ∈ C
m,n
can be determined by the algebraic properties of the corresponding matrix
pencil λA1 − A0, which follow from the canonical forms for matrix pencils
λ(PA1Q) − (PA0Q), (10)
where P ∈ Cm,m and Q ∈ Cn,n are any nonsingular matrices; see, for example,
[3, 9]. In particular, these are the well-known Weierstrass canonical form for
regular matrix pencils, and the Kronecker canonical form for general singular
matrix pencils see e.g. [9], from which one can directly read off the properties
of the corresponding DAEs.
Unfortunately, it is not so easy to extend these results to higher order sys-
tems, since it is a well-known open problem [12, 31] to find a canonical form for
quadratic matrix polynomials, let alone for higher degree matrix polynomials.
But for the analysis and solution of linear first order DAEs the complete
information from these canonical forms is not necessary. It has been shown
in [18, 19] for matrix pairs that it suffices to study condensed forms rather
than canonical forms. We will extend these condensed forms to matrix tuples
(Al, . . . , A1, A0) and tuples (Al(t), . . . , A1(t), A0(t)) of matrix functions.
To obtain condensed forms we need three types of equivalence relations.
The first one generalizes the classical equivalence for matrix pairs to matrix
tuples.
Definition 4 Two tuples of matrices (Al, . . . , A1, A0) and (Bl, . . . , B1, B0),
Ai, Bi ∈ C
m,n, i = 0, 1, . . . , l, l ∈ N0, are called strongly equivalent if there
exist nonsingular matrices P ∈ Cm,m and Q ∈ Cn,n such that
Bi = PAiQ, i = 0, 1, . . . , l. (11)
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If this is the case, we write
(Al, . . . , A1, A0) ∼ (Bl, . . . , B1, B0).
In the case of l-th order systems, i.e. for tuples of matrix valued functions
we have the following definition of global equivalence, which results from scaling
the equation by a nonsingular matrix P (t) and carrying out a change of basis
with a nonsingular matrix Q(t).
Definition 5 Two tuples of matrix-valued functions (Al(t), . . . , A1(t), A0(t))
and (Bl(t), . . . , B1(t), B0(t)) with Ai(t), Bi(t) ∈ C(I, C
m,n), i = 0, 1, . . . , l are
called globally equivalent if there exist pointwise nonsingular matrix-valued
functions P (t) ∈ C(I, Cm,m) and Q(t) ∈ Cl(I, Cn,n) such that
[Bl(t), . . . , B0(t)]
= P (t)[Al(t), . . . , A0(t)]








Q(t)
(
l
1
)
d
dt
Q(t) · · · · · ·
(
l
l
)
dl
dtl
Q(t)
Q(t)
(
l−1
1
)
d
dt
Q(t) · · ·
(
l−1
l−1
)
dl−1
dtl−1
Q(t)
. . .
. . .
...
Q(t)
(
1
1
)
d
dt
Q(t)
Q(t)








,
(12)
i, j ∈ N, i ≤ j. If this it is clear from the context, then we still write
(Al(t), . . . , A1(t), A0(t)) ∼ (Bl(t), . . . , B1(t), B0(t)).
It is well-known, see e.g. [11, 18], that strong equivalence is not the as-
sociated local (at a fixed point t̂) version of global equivalence for variable
coefficient systems. Since due to the Theorem of Hermite interpolation, see
e.g. [29], for any nonsingular matrices P̂ ∈ Cm,m, Q̂ ∈ Cn,n and any matrices
R1, . . . , Rl ∈ C
n,n, we can always find pointwise nonsingular matrix functions
P (t) and Q(t) such that P (t̂) = P̂ , Q(t̂) = Q̂ and d
i
dti
Q(t) = Ri, i = 1, . . . , l, we
obtain the following definition.
Definition 6 Two tuples of matrices (Al, . . . , A1, A0) and (Bl, . . . , B1, B0) with
Ai, Bi ∈ C
m,n, i = 0, 1, . . . , l are called locally equivalent if there exist matrices
P ∈ Cm,m nonsingular, Q ∈ Cn,n nonsingular and R1, . . . , Rl ∈ C
n,n such that
[Bl, . . . , B0]
= P [Al, . . . , A0]







Q
(
l
1
)
R1 · · · · · ·
(
l
l
)
Rl
Q
(
l−1
1
)
R1 · · ·
(
l−1
l−1
)
Rl−1
. . .
. . .
...
Q
(1
1
)
R1
Q







.
(13)
As already suggested by the definitions, the relations (11), (12) and (13) are
equivalence relations, see Appendix A.
The canonical form for pairs of matrix functions under local and global
equivalence has been derived in [18, 19].
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Theorem 7 [18, 19] Let A0, A1 ∈ C
m,n and let the columns of
(a) T form a basis of kernel A1,
(b) Z form a basis of corange A1 = kernel A
H
1 ,
(c) T ′ form a basis of cokernel A1 = range A
H
1 ,
(d) V form a basis of corange(ZHA0T ).
Then the quantities (with the convention rank ∅ = 0)
(a) r = rankA1 (rank)
(b) a = rank(ZHA0T ) (algebraic part)
(c) s = rank(V HZHA0T
′) (strangeness)
(d) d = r − s (differential part)
(e) u = n − r − a − s (undetermined part)
(f) v = m − d − a − s (vanishing part)
are invariant under local equivalence (13) and (A1, A0) is equivalent to the
canonical form












Is 0 0 0
0 Id 0 0
0 0 0 0
0 0 0 0
0 0 0 0






,






0 0 0 0
0 0 0 0
0 0 Ia 0
Is 0 0 0
0 0 0 0












s
d
a
s
v
, (14)
where the last block column in both matrices has width u.
A slight modification of the proof of Theorem 7 leads to the following con-
densed form for pairs of matrices under strong equivalence.
Theorem 8 Let A0, A1 ∈ C
m,n, and let the columns of
(a) Z1 ∈ C
m,m−r form a basis for N (AT1 ),
(b) Z2 ∈ C
n,n−r form a basis for N (A1).
(15)
Then, the matrix pair (A1, A0) is strongly equivalent to a matrix pair of the
form












Is 0 0 0
0 Id 0 0
0 0 0 0
0 0 0 0
0 0 0 0






,






0 A12 0 A14
0 A22 0 A24
0 0 Ia 0
Is 0 0 0
0 0 0 0












s
d
a
s
v
, (16)
where s, d, a, u, v ∈ N0, the last block column has size u, and the quantities
(a) r = rank(E)
(b) a = rank(ZT1 AZ2)
(c) s = rank(ZT1 A) − a
(d) d = r − s
(e) v = m − r − a − s
(f) u = n − r − a
(17)
are invariant under the strong equivalence relation (11).
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Proof. The proof is similar to the proof of Theorem 7 in [19], just leaving
out all the elimination steps that are not allowed in strong equivalence. For
completeness we give the proof in Appendix B.
Applying the local canonical form (14) globally in a neighborhood of a fixed
point t̂, one has the following result.
Theorem 9 [18, 19] Let A1, A0 ∈ C(I, C
m,n) be sufficiently smooth and suppose
that
r(t) ≡ r, a(t) ≡ a, s(t) ≡ s (18)
for the local characteristic values of (A1(t), A0(t)) in the neighborhood of a fixed
point t̂ ∈ I. Then, (A1(t), A0(t)) is globally equivalent to the condensed form












Is 0 0 0
0 Id 0 0
0 0 0 0
0 0 0 0
0 0 0 0






,






0 A1,2(t) 0 A1,4(t)
0 0 0 A2,4(t)
0 0 Ia 0
Is 0 0 0
0 0 0 0












s
d
a
s
v
. (19)
All entries Ai,j(t) are matrix functions on I and the last block column in both
matrices has size u = n − s − d − a.
Unfortunately (see [18]) Theorem 9 is not yet sufficient to explain the so-
lution behavior of linear differential algebraic systems of first order. Another
type of equivalence transformations is needed. This can be seen by writing
down the system of differential-algebraic equations that corresponds to (19) (in
the transformed variables). We get
(a) ẋ1(t) = A12(t)x2(t) + A14(t)x4(t) + f1(t)
(b) ẋ2(t) = A24(t)x4(t) + f2(t)
(c) 0 = x3(t) + f3(t)
(d) 0 = x1(t) + f4(t)
(e) 0 = f5(t).
(20)
Here, we can insert the derivative of equation (20d) in (20a), which then be-
comes an algebraic equation. This corresponds to passing from (19) to












0 0 0 0
0 Id 0 0
0 0 0 0
0 0 0 0
0 0 0 0






,






0 A12(t) 0 A14(t)
0 0 0 A24(t)
0 0 Ia 0
Is 0 0 0
0 0 0 0












, (21)
for which we again compute characteristic values r, a, s, d, u, v.
Applying this step inductively, we obtain an inductive definition of
a sequence of pairs of matrix functions (Ai1(t), A
i
0(t)), i ∈ N0, where
(A00(t), A
0
1(t)) = (A1(t), A0(t)) and (A
i+1
1 (t), A
i+1
0 (t)) is derived from
(Ai1(t), A
i
0(t)) by bringing it into the form (19) and passing then to (21). Here
we must assume (18) for every occurring pair of matrices. Connected with this
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sequence, we then have sequences ri(t) ≡ ri, ai(t) ≡ ai, si(t) ≡ si, di(t) ≡ di,
ui(t) ≡ ui, vi(t) ≡ vi, which are characteristic for the given pair (A1(t), A0(t)),
that is, they do not depend on the specific way they are obtained. Note again
that we have to assume that all these quantities are constant in the considered
interval I. Furthermore, the sequence stops after finitely many (say µ(t) ≡ µ)
steps with si = 0. The quantity µ is called the strangeness-index or shorter
s-index of the pencil (A1(t), A0(t)).
Note that for square systems, for which n = m and therefore also uµ = vµ,
and for which the same smoothness and rank assumptions hold, the s-index is
a generalization of the differentiation index [3]. For a detailed analysis of the
relationship between these two index concepts see [20].
After having recalled some results for pairs of matrices or matrix functions,
in the next section we treat the case of matrix triples and triples of matrix
valued functions arising from second order systems.
3 Condensed forms for triples of matrices and ma-
trix functions
We begin the analysis with systems of linear second order DAEs with constant
coefficients
A2ẍ(t) + A1ẋ(t) + A0x(t) = f(t), t ∈ I, (22)
with A2, A1, A0 ∈ C
m,n, f(t) ∈ C(I, Cm) sufficiently smooth, together with an
initial condition
x(t0) = x
[0]
0 , ẋ(t0) = x
[1]
0 , x
[0]
0 , x
[1]
0 ∈ C
n. (23)
Similarly as in the case of first order systems, the behavior of the system
(22) (and the initial value problem (22)–(23)) depends on the properties of the
quadratic matrix polynomial
A(λ) = λ2A2 + λA1 + A0.
If we apply a strong equivalence transformation with nonsingular matrices P ∈
C
m,m and Q ∈ Cn,n then we obtain a transformed quadratic matrix polynomial
Â(λ) = λ2Â2 + λÂ1 + Â0 := λ
2(PA2Q) + λ(PA1Q) + (PA0Q). (24)
As we have already mentioned in the introduction, it is a well-known open
problem [12, 31] to find a canonical form for quadratic matrix polynomials
(24) under strong equivalence. However, as for first order systems, we do not
need the complete canonical form to understand the solution behavior of the
corresponding DAE. We will now use the ideas developed for first order systems
to derive a condensed form for quadratic matrix polynomials.
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Theorem 10 Let A2, A1, A0 ∈ C
m,n. Then, (A2, A1, A0) is strongly equivalent
to a matrix triple (Â2, Â1, Â0) of the following form














































Is(0,1,2) 0 0 0 0 0 0 0
0 Is(1,2) 0 0 0 0 0 0
0 0 Is(0,2) 0 0 0 0 0
0 0 0 Id(2) 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0























,























0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 0 ∗ Is(0,1) 0 0 0
0 0 0 0 0 Id(1) 0 0
Is(0,1,2) 0 0 0 0 0 0 0
0 Is(1,2) 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0























,























0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 0 0 0 0 0 Ia 0
0 0 0 0 Is(0,1) 0 0 0
0 0 Is(1,2) 0 0 0 0 0
Is(0,1,2) 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0














































s(0,1,2)
s(1,2)
s(0,2)
d(2)
s(0,1)
d(1)
s(0,1,2)
s(1,2)
a
s(0,1)
s(0,2)
s(0,1,2)
v
,
(25)
where s(0,1,2), s(1,2), s(0,2), s(0,1), d(2), d(1), a and v are in N0, and the entries
marked with ∗ are blocks of matrices which are not specified.
Proof. The proof is given in Appendix C.
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Each of the integer quantities in Theorem 10 has an expression in terms of
dimensions of column spaces or ranks of matrices, and is invariant under strong
equivalence as the next lemma shows.
Lemma 11 Let A2, A1, A0 ∈ C
m,n and let the columns of
(a) Z1 form a basis for N (A
T
2 ),
(b) Z2 form a basis for N (A2),
(c) Z3 form a basis for N (A
T
2 ) ∩ N (A
T
1 ),
(d) Z4 form a basis for N (A2) ∩ N (Z
T
1 A1).
(26)
Then the quantities
(a) r = rank(A2) (rank of A2)
(b) a = rank(ZT3 A1Z4) (algebraic part)
(c) s(0,1,2) = dim
(
R(AT2 ) ∩R(A
T
1 Z1)
∩R(AT0 Z3)
)
(strangeness due to A2, A1, A0)
(d) s(0,1) = rank(ZT3 A0Z2) − a (strangeness due to A1, A0)
(e) d(1) = rank(ZT1 A1Z2) − s
(0,1) (1st order differential part)
(f) s(1,2) = rank(ZT1 A1) − s
(0,1,2)
−s(0,1) − d(1) (strangeness due to A2, A1)
(g) s(0,2) = rank(ZT3 A0) − a
−s(0,1,2) − s(0,1) (strangeness due to A2, A0)
(h) d(2) = r − s(0,1,2) − s(1,2) − s(0,2) (2nd order differential part)
(i) v = m − r − 2s(0,1) − d(1) − 2s(0,1,2)
−s(1,2) − a − s(0,2) (vanishing equations)
(j) u = n − r − s(0,1) − d(1) − a (undetermined part)
(27)
are invariant under the strong equivalence relation (11) and (A2, A1, A0) is
strongly equivalent to the form (25).
Proof. The proof follows in a similar fashion as the proof of strong equivalence
for matrix pairs. For this reason we only present a partial proof.
Step 1. First, we show that the quantities in (27) are well-defined with
respect to the choices of the bases in (26). We take a = rank(ZT3 A0Z4) as an
example. Every change of basis can be represented by
Z̃3 = Z3Q1, Z̃4 = Z4Q2
with nonsingular matrices Q1, Q2. From
rank(Z̃T3 A0Z̃4) = rank(Q
T
1 Z
T
3 A0Z4Q2) = rank(Z
T
3 KZ4),
it then follows that rank(ZT1 A1Z2) is well-defined. Similarly, we can prove that
the other quantities in (27) are also well–defined.
Step 2. Next, we show that the quantities in (27) are invariant under strong
equivalence. Here, we just take s(0,1,2) as an example. Let (A2, A1, A0) and
(Ã2, Ã1, Ã0) be strongly equivalent, i.e., there exist nonsingular matrices P and
Q, such that
Ã2 = PA2Q, Ã1 = PA1Q, Ã0 = PA0Q. (28)
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Let the columns of Z̃1 form a basis for N (Ã
T
2 ), and let the columns of Z̃3 form
a basis for N (ÃT2 ) ∩ N (Ã
T
1 ). Then, from (28) it follows that the columns of
Z1 := P
T Z̃1 form a basis for N (A
T
2 ), and the columns of Z3 := P
T Z̃3 form a
basis for N (AT2 ) ∩ N (A
T
1 ). Thus, the invariance of s
(0,1,2) follows from
s̃(0,1,2) = dim
(
R(ÃT2 ) ∩R(Ã
T
1 Z̃1) ∩R(Ã
T
0 Z̃3)
)
= dim
(
R(QT AT2 P
T ) ∩R(QT AT1 P
T Z̃1) ∩R(Q
T AT0 P
T Z̃3)
)
= dim
(
R(AT2 P
T ) ∩R(AT1 P
T Z̃1) ∩R(A
T
0 P
T Z̃3)
)
= dim
(
R(AT2 ) ∩R(A
T
1 Z1) ∩R(A
T
0 Z3)
)
= s(0,1,2).
Similarly, the invariance of the other quantities in (27) can be proved.
Step 3. Finally, we show that the quantities in the equivalent form (25) of
(A2, A1, A0) are identical with those defined in (27). Let P ∈ C
m,m, Q ∈ Cn,n
be nonsingular matrices such that
(Â2, Â1, Â0) = (PA2Q,PA1Q,PA0Q),
where (Â2, Â1, Â0) is of the form (25). Furthermore, let P and Q be partitioned
as P :=
[
P T1 , P
T
2 , . . . , P
T
13
]T
and Q := [Q1, Q2, . . . , Q8] conformably with (25),
respectively. Then, by (25), we have
[
P T5 , . . . , P
T
13
]T
A2 = 0,
A2 [Q5, . . . , Q8] = 0,
[
P T9 , . . . , P
T
13
]T
A1 = 0,
[
P T5 , . . . , P
T
13
]T
A1 [Q7, Q8] = 0,
namely (using MATLAB notation [26]), the columns of P T (:, 5 : 13) :=
[
P T5 , . . . , P
T
13
]
form a basis of N (AT2 ), the columns of Q(:, 5 : 8) := [Q5, . . . , Q8]
form a basis of N (A2), the columns of P
T (:, 9 : 13) :=
[
P T9 , . . . , P
T
13
]
form
a basis of N (AT2 ) ∩ N (A
T
1 ), and the columns of Q(:, 7 : 8) form a basis of
N (A2) ∩N ((P
T (:, 5 : 13))T A1). Observing that, by (25),
(
P T (:, 9 : 13)
)T
A0Q(:, 7 : 8) =



P9
...
P13



K [Q7, Q8] =






Ia 0
0 0
0 0
0 0
0 0






,
we have a = rank
(
(
P T (:, 9 : 13)
)T
A0Q(:, 7 : 8)
)
= rank(ZT3 A0Z4). Similarly,
we can prove that the other quantities in the equivalent form (25) are equal to
those defined in (27).
For linear second order DAEs with variable coefficients
A2(t)ẍ(t) + A1(t)ẋ(t) + A0(t)x(t) = f(t), t ∈ I, (29)
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where A2(t), A1(t), A0(t) ∈ C(I, C
m,n), f(t) ∈ C(I, Cm), we first derive the lo-
cal condensed form. To study this case, we derive a set of invariants and a
condensed form under (local and global) equivalence transformations for the
triple (A2(t), A1(t), A0(t)) of matrix-valued functions. We first discuss local
equivalence for matrix triples.
Lemma 12 Under the assumptions of Theorem 10, the quantities in (27)
are invariant under the local equivalence relation (13) (l=2) and the triple
(A2, A1, A0) is locally equivalent to the form (25).
Proof. Since the strong equivalence relation (11) is a special case of the local
equivalence relation (13) by setting Ri = 0, i = 1, . . . , 2, it follows form The-
orem 10 that (A2, A1, A0) is locally equivalent to the form (25). It remains
to show that the quantities in (27) are invariant under the local equivalence
relation (13). Consider s(0,1,2) and let (A2, A1, A0) and (Ã2, Ã1, Ã0) be locally
equivalent. Let the columns of Z̃1 form a basis for N (Ã
T
2 ), and let the columns
of Z̃3 form a basis for N (Ã
T
2 ) ∩ N (Ã
T
1 ). Then, from (13) it follows that the
columns of Z1 := P
T Z̃1 form a basis for N (A
T
2 ). Since for any z ∈ Z̃3, and any
matrix R1 of appropriate size
QT AT2 P
T z = 0, QT AT1 P
T z + 2RT1 A
T
2 P
T z = 0,
if and only if
AT2 P
T z = 0, AT1 P
T z = 0,
it follows that the columns of Z3 := P
T Z̃3 form a basis for N (A
T
2 ) ∩ N (A
T
1 ).
Thus, the invariance of s(0,1,2) follows from
s̃(0,1,2) = dim
(
R(ÃT2 ) ∩R(Ã
T
1 Z̃1) ∩R(Ã
T
0 Z̃3)
)
= dim
(
R(QT AT1 P
T ) ∩R(QT AT0 P
T Z̃1 + 2R
T
1 A
T
2 P
T Z̃1)
∩ R(QT AT0 P
T Z̃3 + R
T
1 A
T
1 P
T Z̃3 + R
T
2 A
T
2 P
T Z̃3)
)
= dim
(
R(QT AT2 P
T ) ∩R(QT AT1 P
T Z̃1) ∩R(Q
T AT0 P
T Z̃3)
)
= dim
(
R(AT2 P
T ) ∩R(AT1 P
T Z̃1) ∩R(A
T
0 P
T Z̃3)
)
= dim
(
R(AT2 ) ∩R(A
T
1 Z1) ∩R(A
T
0 Z3)
)
= s(0,1,2).
Similarly, the invariance of the other quantities in (27) can be proved.
For triples (A2(t), A1(t), A0(t)) of matrix-valued functions we can then
calculate, based on Lemma 12, the characteristic quantities in (27) for
(A2(t̂), A1(t̂), A0(t̂)) at any fixed value t̂ ∈ I. We obtain functions
r, a, s(0,1,2), s(0,1), d(1), s(1,2), s(0,2), d(2), u, v : I → N0.
For the triple (A2(t), A1(t), A0(t)) of matrix-valued functions, to derive a con-
densed form which is similar in form to the condensed form (25) for the matrix
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triple (A2, A1, A0), we then need the following regularity assumptions for the
triple (A2(t), A1(t), A0(t)) in I:
r(t) ≡ r, a(t) ≡ a, s(0,1,2)(t) ≡ s(0,1,2), s(0,1)(t) ≡ s(0,1),
d(1)(t) ≡ d(1), s(1,2)(t) ≡ s(1,2), s(0,2)(t) ≡ s(0,2).
(30)
By (27) and (30), it then follows that d(2)(t), u(t), v(t) are also constant on I.
Conditions (30) imply that the sizes of the blocks in the condensed form (25)
do not depend on t ∈ I. We then obtain the following global condensed form for
triples of matrix-valued functions via global equivalence transformations (12).
For convenience of expression, in the condensed form and the following proof,
we drop the subscripts of the blocks and omit the argument t unless they are
needed for clarification.
Lemma 13 Let A2(t), A1(t), A0(t) ∈ C(I, C
m,n) be sufficiently smooth, and
suppose that the conditions (30) hold for the local characteristic values of
(A2(t), A1(t), A0(t)). Then, (A2(t), A1(t), A0(t)) is globally equivalent to a
matrix-valued triple (Â2(t), Â1(t), Â0(t)) of the condensed form














































Is(0,1,2) 0 0 0 0 0 0 0
0 Is(1,2) 0 0 0 0 0 0
0 0 Is(0,2) 0 0 0 0 0
0 0 0 Id(2) 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0























,























0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 0 0 Is(0,1) 0 0 0
0 0 0 0 0 Id(1) 0 0
Is(0,1,2) 0 0 0 0 0 0 0
0 Is(1,2) 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0























,
(31)
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






















0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 0 0 0 0 0 Ia 0
0 0 0 0 Is(0,1) 0 0 0
0 0 Is(0,2) 0 0 0 0 0
Is(0,1,2) 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0














































s(0,1,2)
s(1,2)
s(0,2)
d(2)
s(0,1)
d(1)
s(0,1,2)
s(1,2)
a
s(0,1)
s(0,2)
s(0,1,2)
v
.
All blocks except the identity matrices in (31) are again matrix-valued functions
on I.
Proof. The proof of Lemma 13 is given in Appendix D.
Note that the block in position (5, 4) of Â1(t) in (31) satisfies A15,4(t) ≡ 0,
whereas the corresponding block A15,4 in (25) may be a nonzero matrix, which
is the major difference between condensed forms (31) and (25). This difference
is due to the global equivalence which allows to eliminate A15,4(t) by solving an
initial value problem for a linear ordinary differential equations. If we consider
the associated system of DAEs
Â2(t)ÿ(t) + Â1(t)ẏ(t) + Â0(t)y(t) = f̂(t), (32)
then we obtain the equations
(a) ÿ1(t) +
∑
i=3,4,7,8 A
1
1,i(t)ẏi(t) +
∑
i=2,4,6,8 A
0
1,i(t)yi(t) = f̂1(t),
(b) ÿ2(t) +
∑
i=3,4,7,8 A
1
2,i(t)ẏi(t) +
∑
i=2,4,6,8 A
0
2,i(t)yi(t) = f̂2(t),
(c) ÿ3(t) +
∑
i=3,4,7,8 A
1
3,i(t)ẏi(t) +
∑
i=2,4,6,8 A
0
3,i(t)yi(t) = f̂3(t),
(d) ÿ4(t) +
∑
i=3,4,7,8 A
1
4,i(t)ẏi(t) +
∑
i=2,4,6,8 A
0
4,i(t)yi(t) = f̂4(t),
(e) ẏ5(t) +
∑
i=2,4,6,8 A
0
5,i(t)yi(t) = f̂5(t),
(f) ẏ6(t) +
∑
i=2,4,6,8 A
0
6,i(t)yi(t) = f̂6(t),
(g) ẏ1(t) +
∑
i=2,4,6,8 A
0
7,i(t)yi(t) = f̂7(t),
(h) ẏ2(t) +
∑
i=2,4,6,8 A
0
8,i(t)yi(t) = f̂8(t),
(i) y7(t) = f̂9(t),
(j) y5(t) = f̂10(t),
(k) y3(t) = f̂11(t),
(l) y1(t) = f̂12(t),
(m) 0 = f̂13(t).
(33)
Immediately we recognize the coupling (strangeness due to A2, A1, A0) between
the algebraic equations (33-l) and the differential equations (33-g) and (33-a),
the coupling (strangeness due to A2, A0) between the algebraic equations (33-k)
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and the differential equations (33-c), the coupling (strangeness due to A1, A0)
between the algebraic equations (33-j) and the differential equations (33-e), the
coupling (strangeness due to A2, A1) between the differential equations (33-h)
and the differential equations (33-b), and the possible coupling between the
algebraic equations (33-i) and the differential equations (33-a)–(33-d).
Similar to the case of matrix pairs, we
1. insert the derivative of equation (33-l) in (33-g) to eliminate ẏ1(t);
2. insert the second derivative of equation (33-l) in (33-a) to eliminate ÿ1(t);
3. insert the second derivative of equation (33-k) in (33-c) to eliminate ÿ3(t);
4. insert the derivative of equation (33-j) in (33-e) to eliminate ẏ5(t);
5. insert the derivative of equation (33-h) in (33-b) to eliminate ÿ2(t); and
6. insert the derivative or if possible only parts of equation (33-i) in (33-a)–
(33-d) to eliminate possibly existent ẏ7(t).
These steps correspond to transforming the systems (32) into an equivalent
second order system of DAEs
A
〈1〉
2 (t)ÿ(t) + A
〈1〉
1 (t)ẏ(t) + A
〈1〉
0 (t)y(t) = f
〈1〉(t), (34)
with (A
〈1〉
2 (t), A
〈1〉
1 (t), A
〈1〉
0 (t); f
〈1〉) being of the following form












































0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 Id(2) 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0






















,






















0 0 ∗ ∗ 0 0 0 ∗
0 ∗ ∗ ∗ 0 ∗ 0 ∗
0 0 ∗ ∗ 0 0 0 ∗
0 0 ∗ ∗ 0 0 0 ∗
0 0 0 ∗ 0 0 0 0
0 0 0 0 0 Id(1) 0 0
0 0 0 0 0 0 0 0
0 Is(1,2) 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0






















,
(35)
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





















0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 0 0 0 0 0 Ia 0
0 0 0 0 Is(0,1) 0 0 0
0 0 Is(0,2) 0 0 0 0 0
Is(0,1,2) 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0






















;


























f̂1(t) −
¨̂
f12(t)
f̂2(t) −
˙̂
f8(t)
f̂3(t) −
¨̂
f11(t)
f̂4(t)
f̂5(t) −
˙̂
f10(t)
f̂6(t)
f̂7(t) −
˙̂
f12(t)
f̂8(t)
f̂9(t)
f̂10(t)
f̂11(t)
f̂12(t)
f̂13(t)




















































It should be noted that the procedure of using derivatives of some equations to
eliminate in coefficients other equations only involves the absolutely necessary
derivatives of the right-hand side f̂(t). Moreover, after the transformation from
the system (32) to the system (34), the solution sets of the two systems are still
the same.
We then continue the index reduction procedure as follows. For the
triple (A
〈1〉
2 (t), A
〈1〉
1 (t), A
〈1〉
0 (t)) in (35), we can again transform to the con-
densed form (31), and then apply Steps (1)–(6) to pass it to the form (35).
Proceeding inductively, we obtain a sequence of triples of matrix functions
(matrices) (A
〈i〉
2 (t), A
〈i〉
1 (t), A
〈i〉
0 (t)), i ∈ N0, where (A
〈0〉
2 (t), A
〈0〉
1 (t), A
〈0〉
0 (t)) =
(A2(t), A1(t), A0(t)) and (A
〈i+1〉
2 (t), A
〈i+1〉
1 (t), A
〈i+1〉
0 (t)) is derived from
(A
〈i〉
2 (t), A
〈i〉
1 (t), A
〈i〉
0 (t)) by bringing it into the form (31) and then applying
Steps (1)–(6) again. In the j−th step we assume that
s
(0,1,2)
j (t), s
(1,2)
j (t), s
(0,2)
j (t), d
(2)
j (t), s
(0,1)
j (t), d
(1)
j (t),
aj(t), vj(t), uj(t) are constant in I. (36)
Comparing Â2(t) in (31) with A
〈1〉
2 (t) in (35), we have
rank(A
〈1〉
2 (t)) = rank(Â2(t)) − s
(0,1,2)
〈0〉 − s
(0,2)
〈0〉 − s
(1,2)
〈0〉
= rank(A
〈0〉
2 (t)) − s
(0,1,2)
〈0〉 − s
(0,2)
〈0〉 − s
(1,2)
〈0〉 , (37)
where s
(0,1,2)
〈0〉 , s
(0,2)
〈0〉 , and s
(1,2)
〈0〉 denote the strangeness due to
A
〈0〉
2 (t), A
〈0〉
1 (t), A
〈0〉
0 (t), the strangeness due to A
〈0〉
2 (t), A
〈0〉
0 (t), and the
strangeness due to A
〈0〉
2 (t), A
〈0〉
1 (t), respectively. Since after the differentiation-
and-elimination step 4, equation (33-j) becomes an un-coupled purely algebraic
equation, it follows that
rank(A0) ≥ a〈1〉 ≥
(
a〈0〉 + s
(0,1)
〈0〉
)
, (38)
where a〈1〉, a〈0〉, and s
(0,1)
〈0〉 denotes the size of the algebraic part of
(A
〈1〉
2 , A
〈1〉
1 , A
〈1〉
0 ), the size of the algebraic part of (A
〈0〉
2 , A
〈0〉
1 , A
〈0〉
0 ), and the
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strangeness due to A
〈0〉
1 , A
〈0〉
0 , respectively. Hence, the relations in (37) and (38)
guarantee that after a finite number (say µ(t) ≡ µ) of steps, the strangeness
s
(0,1,2)
〈µ〉 due to A2(t), A1(t), A0(t), the strangeness s
(0,2)
〈µ〉 due to A2(t), A0(t),
the strangeness s
(0,1)
〈µ〉 due to A1(t), A0(t), and the strangeness s
(1,2)
〈µ〉 due to
A2(t), A1(t) must vanish. We call µ the strangeness-index or s-index of the sec-
ond order system of DAEs and we call the final equivalent second order system
of DAEs strangeness-free.
Theorem 14 Consider the system (29), suppose that (36) holds and let µ be
the s-index of (29). If f(t) ∈ Cµ(I, Cm), then system (29) is equivalent (in the
sense that there is a one-to-one correspondence between the solution sets) to a
system of second order differential-algebraic equations Ã2(t)¨̃x(t) + Ã1(t) ˙̃x(t) +
Ã0(t)x̃(t) = f̃(t) of the form
(a) ¨̃x1(t) + Ã
1
1,1(t)
˙̃x1(t) + Ã
1
1,4(t)
˙̃x4(t)+
Ã01,1(t)x̃1(t) + Ã
0
1,2(t)x̃2(t) + Ã
0
1,4(t)x̃4(t) = f̃1(t),
(b) ˙̃x2(t) + Ã
0
2,1(t)x̃1(t) + Ã
0
2,2(t)x̃2(t) + Ã
0
2,4(t)x̃4(t) = f̃2(t),
(c) x̃3(t) = f̃3(t),
(d) 0 = f̃4(t),
(39)
where the inhomogeneity f̃(t) :=
[
f̃T1 (t), . . . , f̃
T
4 (t)
]T
is determined by f (0)(t),
. . ., f (µ)(t). In particular, d
(2)
µ (t) ≡ d
(2)
µ , d
(1)
µ (t) ≡ d
(1)
µ , and aµ(t) ≡ aµ are
the number of second order differential, first order differential, and algebraic
components of the unknown x̃(t) :=
[
x̃T1 (t), . . . , x̃
T
4 (t)
]T
in (39-a), (39-b), and
(39-c), respectively, while uµ(t) ≡ uµ is the dimension of the undetermined
vector x̃4(t) in (39-a) and (39-b), and vµ(t) ≡ vµ is the number of conditions
in (39-d).
Proof. Inductively transforming (A2(t), A1(t), A0(t)) to the condensed form
(31), and then applying steps (1)–(6) until s
(0,1,2)
µ = s
(1,2)
µ = s
(0,2)
µ = s
(0,1)
µ = 0
yields a triple of matrix functions (Ã2(t), Ã1(t), Ã0(t)) of the form








Id2µ 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0




,




Ã11,1(t) 0 0 Ã
1
1,4(t)
0 Id1µ 0 0
0 0 0 0
0 0 0 0




,




Ã01,1(t) Ã
0
1,2(t) 0 Ã
0
1,4(t)
Ã02,1(t) Ã
0
2,2(t) 0 Ã
0
2,4(t)
0 0 Iaµ 0
0 0 0 0








,
with block size vµ for the last block row and uµ for the last block column. We
know that the transformation from (A2(t), A1(t), A0(t)) to (Â2(t), Â1(t), Â0(t))
in the condensed form (31) establishes a one-to-one correspondence between the
solution sets of the two corresponding systems of DAEs. Hence, for any solution
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x(t) of the system (29) (if existent), there exists a solution of the system (39)
such that
x(t) = Q̃(t)x̃(t),
where Q̃(t) is a nonsingular matrix function, and vice versa.
Remark 15 In order to derive the condensed form (31) we have to assume
the regularity condition (36) in each step of the index reduction procedure.
This seems a rather strong assumption. But it follows from a result for matrix
pairs in [20] (see also [6]) that for a closed interval I and sufficiently smooth
coefficients functions Ai(t), there exist open intervals Ij , j ∈ N, such that
⋃
j∈N
Ij = I, Ii ∩ Ij = ∅ for i 6= j, (40)
where (36) holds, i.e., the s-index µ(t) is defined on a dense subset of I.
Example 16 Consider again the system (3) of second order DAEs. By the de-
scribed index reduction procedure, system (3) can be equivalently transformed
to the following strangeness-free system
[
0 0
0 0
]
¨̃x(t) +
[
0 0
0 0
]
˙̃x(t) +
[
1 0
0 1
]
x̃(t) = f̃(t),
where x̃(t) = [x2(t), x1(t)]
T , and f̃(t) = [f1(t)− ḟ2(t)− f̈2(t), f2(t)]
T . Hence, by
Theorem 14, the s-index of system (3) is µ = 2.
In contrast to this, the first order system (5) can be equivalently transformed
to the strangeness-free system




0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0




˙̃y(t) +




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1




ỹ(t) =





f2(t)
f1(t) − ḟ2(t) − f̈2(t)
ḟ2(t)
ḟ1(t) − f̈2(t) − f
(3)
2 (t)





,
where ỹ(t) = [x1(t), x2(t), ẋ1(t), ẋ2(t)]
T . By Theorem 14, the s-index of the first
order version (5) is µ = 3, which is larger by 1 than the s-index of the original
second order system (3).
We can now answer the questions concerning the existence and uniqueness of
solutions and consistency of initial conditions.
Corollary 17 Under the assumptions of Theorem 14 the following statements
hold.
1. The system (29) has a continuous solution if and only if one of the fol-
lowing two cases happens.
(i) vµ = 0.
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(ii) If vµ > 0, then the vµ functional consistency conditions
f̃4(t) = 0
are satisfied.
2. If the system (29) has a continuous solution, then it is uniquely solvable
without providing any initial conditions if and only if the conditions
d(2)µ = d
(1)
µ = uµ = 0
hold.
3. If the system (29) is solvable, then initial conditions (23) are consistent
if and only if one of the following two cases happens.
(i) aµ = 0.
(ii) If aµ > 0, then the aµ conditions
x̃3(t0) = f̃3(t0), ˙̃x3(t0) =
df̃3(t)
dt
∣
∣
∣
∣
∣
t0+
are implied by (23).
4. If the initial value problem (29)–( 23) is solvable, then it is uniquely solv-
able if and only if
uµ = 0
holds.
An immediate Corollary of Theorem 14 is the identification of those second
derivatives of variables that can be replaced to obtain a first order system
without changing the smoothness requirements.
Corollary 18 Under the assumptions of Theorem 14, let µ be the s-index of the
matrix triple associated with the system (29) and let f(t) ∈ Cµ(I, Cm). Then,
the solution set of system (29) is in one-to-one correspondence (without further
smoothness requirements) to the partial solution set given by the components
x̃1(t)–x̃4(t) of the system of first order differential-algebraic equations
(a) ˙̃x5(t) + Ã
1
1,1
˙̃x1(t) + Ã
1
1,4
˙̃x4(t)+
Ã01,1x̃1(t) + Ã
0
1,2x̃2(t) + Ã
0
1,4x̃4(t) = f̃1(t),
(b) ˙̃x2(t) + Ã
0
2,1x̃1(t) + Ã
0
2,2x̃2(t) + Ã
0
2,4x̃4(t) = f̃2(t),
(c) x̃3(t) = f̃3(t),
(d) 0 = f̃4(t),
(e) ˙̃x1 = x̃5.
(41)
Proof. The proof follows immediately from (39) and it is clear that no extra
smoothness requirements are needed.
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Example 19 Consider again the system (7) in Example 2 which already is in
the condensed form (39) and hence, by Corollary 18, we only introduce the new
variable x3 = ẋ1. After some permutations we obtain the system


1 0 0
0 1 0
0 0 0




ẋ3
ẋ1
ẋ2

+


0 0 −1
−1 0 0
0 0 1




x3
x1
x2

 =


f1(t)
0
f2(t)

 , (42)
which is strangeness-free and has the solution
x1(t) =
∫ t
t0
∫ s
t0
f1(τ) + f2(τ) dτ ds + c1t + c2
x2(t) = f2(t),
x3(t) =
∫ s
t0
f1(τ) + f2(τ) dτ + c1.
(43)
After having derived the results for second order systems the extension to
arbitrary systems of order l is obvious. We present these results in the next
section.
4 Linear l-th Order DAEs
As we have seen in Section 3, we can get a condensed form via strong equiv-
alence transformations for matrix triples. Using induction, this form can be
extended to (l + 1)-tuples (Al(t), . . . , A1(t), A0(t)) of matrix functions and we
obtain for (1) new sets of invariant quantities, i.e., those that characterize the
algebraic part, 1st order, 2nd order, . . ., and l-th order differential parts, and
strangeness parts due to each two, each three, . . ., each l, and l + 1 matrices
out of Al(t), . . . , A1(t), and A0(t), respectively.
Then, based on the condensed form for (l + 1)-tuples of matrices functions,
we can write down the system of differential-algebraic equations after strong
equivalence transformations. Analogous to the treatment of systems of second
order, we can design steps of inserting derivatives of some equations into others
to decouple those equations that are coupled to each other to reduce it to a
simpler but equivalent system, which we can again transform to the condensed
form. Inductively, by this procedure we obtain a sequence of (l + 1)-tuples of
matrix functions, and after a finite number (called again µ) of steps, we obtain
that all strangeness parts of the corresponding system have vanished, in other
words, in the final form the system becomes strangeness-free.
Here we only state the essential results and its main consequences.
Theorem 20 Let f(t) ∈ Cµ(I, Cm). Then, under appropriate constant rank
assumptions (analogous to those in (36) for second order systems), system (1)
is equivalent (in the sense that there is a one-to-one correspondence between the
solution sets) to a system of l-th order differential-algebraic equations
A〈l〉(t)x̃(l)(t) + A〈l−1〉(t)x̃(l−1)(t) + · · · + A〈0〉(t)x̃(t) = f̃(t)
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of the form
(1) x̃
(l)
1 (t) +
l−1
∑
i=0
l−1
∑
j=i
A
〈i〉
1,l−j(t)x̃
(i)
l−j(t)
+
l−1
∑
i=0
A
〈i〉
1,l+2(t)x̃
(i)
l+2(t) = f̃1(t),
(2) x̃
(l−2)
2 (t) +
l−2
∑
i=0
l−2
∑
j=i
A
〈i〉
2,l−1−j(t)x̃
(i)
l−1−j(t)
+
l−2
∑
i=0
(
A
〈i〉
2,1(t)x̃
(i)
1 (t) + A
〈i〉
2,l+2(t) x̃
(i)
l+2(t)
)
= f̃2(t),
...
...
(k) x̃
(l−k+1)
l−k+1 (t) +
l−k
∑
i=0
l−k
∑
j=i
A
〈i〉
k,l−k+1−j(t)x̃
(i)
l−k+1−j(t)
+
l−k
∑
i=0
(
k
∑
j=1
A
〈i〉
k,j(t)x̃
(i)
1 (t) + A
〈i〉
k,l+2(t)x̃
(i)
l+2(t)
)
= f̃k(t),
(1 ≤ k ≤ l)
...
...
(l + 1) x̃l+1(t) = f̃l+1(t),
(l + 2) 0 = f̃l+2(t),
(44)
where A
〈i〉
p,q(t), 1 ≤ p ≤ (l + 2), 1 ≤ q ≤ (l + 2), denotes a sub-matrix of A〈i〉(t),
and the inhomogeneity f̃(t) :=
[
f̃T1 (t), . . . , f̃
T
l+2(t)
]T
is determined by f (0)(t),
. . ., f (µ)(t). In particular, d
(l)
µ , . . ., d
(1)
µ , and aµ are the number of l-th order
differential, . . ., first order differential, algebraic components of the unknown
x̃(t) :=
[
x̃T1 (t), . . . , x̃
T
l+2(t)
]T
in (44-1), . . ., (44-(l+1)), respectively, while uµ is
the dimension of the undetermined vector x̃l+2(t) in (44-1), . . ., (44-l), and vµ
is the number of conditions in (44-(l+2)).
Proof. The proof is analogous to the proof of Theorem 14 and follows by
induction.
Corollary 21 Under the assumption of Theorem 20, the following statements
hold.
1. The system (1) is solvable if and only if one of the following two cases
happens.
(i) vµ = 0.
(ii) If vµ > 0, then the uµ functional consistency conditions
f̃l+2(t) = 0
are satisfied.
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2. If the system (1) is solvable, then it is uniquely solvable without providing
any initial condition if and only if the conditions
d(l)µ = · · · = d
(2)
µ = d
(1)
µ = uµ = 0
hold.
3. If the system (1) is solvable, then initial conditions (2) are consistent if
and only if one of the following two cases happens.
(i) aµ = 0.
(ii) If aµ(t) > 0, then the aµ conditions
x̃l+1(t0) = f̃l+1(t0),
˙̃xl+1(t0) =
df̃l+1(t)
dt
∣
∣
∣
t0+
, . . . , x̃
(l−1)
l+1 (t0) = f̃
(l−1)
l+1 (t)
∣
∣
∣
t0+
are implied by (1).
4. If the initial value problem (1)–(2) is solvable, then it is uniquely solvable
if and only if
uµ = 0
holds.
Proof. The proof is analogous to the proof of Corollary 17.
Corollary 22 Under the assumptions of Theorem 20, let µ be the s-index of
the matrix tuple associated with the system (1) and let f(t) ∈ Cµ(I, Cm). Then,
the solution set of system (1) is in one-to-one correspondence (without further
smoothness requirements) to the partial solution set given by the components
x̃1(t)–x̃l+2(t) of the system of first order differential-algebraic equations that is
obtained by replacing in (44) the derivatives x̃
(l−k+1)
l−k+1 (t) by new variables vl−k+1,
k = 1, . . . , l.
Proof. The proof follows as in the case of matrix triples.
5 Constant coefficient systems and matrix polyno-
mials
For constant coefficient systems we obtain some further consequences.
Recalling the close relationship of a constant coefficient system to the asso-
ciated matrix polynomials, it is a natural question to ask what is the relation
between the matrix polynomials associated with the system (32) and (34)? The
following lemma answers this question for the case of quadratic matrix polyno-
mials.
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Lemma 23 Consider the quadratic matrix polynomials Â(λ) = λ2Âl + λÂ1 +
Â0, and A
〈1〉(λ) = λ2A
〈1〉
2 + λA
〈1〉
1 + A
〈1〉
0 , where Â2, Â1 and Â0 are as in (32),
and A
〈1〉
2 , A
〈1〉
1 and A
〈1〉
0 are as in (34). Then,
A〈1〉(λ) = E(λ)Â(λ),
where E(λ) is a unimodular matrix polynomial, i.e., the determinant of E(λ)
is a nonzero constant.
Proof. In terms of elementary row operations for matrix polynomials, the pro-
cedure of inserting the derivatives of one equation into another in Steps (1)–(6)
corresponds to premultiplying Â(λ) by an elementary matrix polynomial E1(λ),
premultiplying E1(λ)Â(λ) by an elementary matrix polynomial E2(λ), premul-
tiplying E2(λ)E1(λ)Â(λ) by an elementary matrix polynomial E3(λ), premul-
tiplying E3(λ) · · · E1(λ)Â(λ) by an elementary matrix polynomial E4(λ), pre-
multiplying E4(λ) · · ·E1(λ)Â(λ) by an elementary matrix polynomial E5(λ),
and premultiplying E5(λ) · · ·E1(λ)Â(λ) by an elementary matrix polynomial
E6(λ), respectively, where
E1(λ) =










I
. . .
I · · · −λI
. . .
...
I
I










s(0,1,2)
...
s(0,1,2)
...
s(0,1,2)
v
,
E2(λ) =










I · · · · · · −λ2I
. . .
...
I
. . .
...
I
I










s(0,1,2)
...
s(0,1,2)
...
s(0,1,2)
v
,
E3(λ) =













I
. . .
I · · · −λ2I
. . .
...
I
. . .
I













s(0,1,2)
...
s(0,2)
...
s(0,2)
...
v
,
E4(λ) =













I
. . .
I · · · −λI
. . .
...
I
. . .
I













s(0,1,2)
...
s(0,1)
...
s(0,1)
...
v
,
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E5(λ) =










I
I · · · −λI
. . .
...
I
. . .
I










s(0,1,2)
s(1,2)
...
s(1,2)
...
v
,
E6(λ) =














I · · · · · · −λA11,7
I · · · · · · −λA12,7
I · · · · · · −λA13,7
I · · · −λA14,7
. . .
...
I
. . .
I














s(0,1,2)
s(1,2)
s(0,2)
d(2)
...
a
...
v
,
and Ei(t), i = 1, . . . , 6 are partitioned conformably with (25). Let E(λ) =
E6(λ) · · · E1(λ). Then we have A
〈1〉(λ) = E(λ)Â(λ). Since the determinant
of each Ei(t), i = 1, . . . , 6, is a nonzero constant, the determinant of E(λ) is a
nonzero constant.
This result and its obvious generalization to higher degree matrix polynomi-
als has some immediate consequences for the linearization of matrix polynomials
R(λ) =
l
∑
i=0
Aiλ
i, (45)
with coefficient matrices Ai ∈ C
n,n i = 1, . . . , l.
Definition 24 Consider a matrix polynomial R(λ) as in (45). A pencil
L(λ) = λX +Y with X,Y ∈ Cln,ln is called a linearization of R(λ) if there exist
nonsingular, unimodular matrix polynomials P (λ), Q(λ) ∈ Cln,ln such that
P (λ)L(λ)Q(λ) = diag(R(λ), In, . . . , In).
We then have the following corollary of Theorem 20.
Corollary 25 Consider a quadratic matrix polynomial as in (45). Then there
exist nonsingular unimodular matrix polynomials P (λ) ∈ Cm,m, Q(λ) ∈ Cn,n
such that
P (λ)R(λ)Q(λ) = λ2




Id2µ 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0




+ λ




Ã11,1 0 0 Ã
1
1,4
0 Id1µ 0 0
0 0 0 0
0 0 0 0




+




Ã01,1 Ã
0
1,2 0 Ã
0
1,4
Ã02,1 Ã
0
2,2 0 Ã
0
2,4
0 0 Iaµ 0
0 0 0 0




, (46)
with block sizes vµ for the last block row and uµ for the last block column.
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Corollary 18 implies, in particular, that the structure of the Jordan chain asso-
ciated with the eigenvalue λ = ∞ can be modified by nonsingular, unimodular
transformations in such a way that no Jordan chains (higher index blocks)
associated with the eigenvalue λ = ∞ occur, see also [10, 12].
A special case of interest is the case of the system (22) of DAEs with which
a regular quadratic matrix polynomial is associated. Here, we call a matrix
polynomial A(λ) of size m×n regular if m = n and the determinant of A(λ) is
not identically equal to zero.
Theorem 26 Consider a system (22) of s-index µ, with A2, A1, A0 ∈ C
n,n,
and suppose that the matrix polynomial A(λ) := λ2A2 + λA1 + A0 is regular. If
f(t) ∈ Cµ(I, Cn), then there exists a unique solution of the initial value problem
(22)-(23), provided that the given initial conditions (23) are consistent.
Proof. Let Ã(λ) := λ2Ã2 + λÃ1 + Ã0, where Ã2, Ã1, Ã0 ∈ C
n,n are associated
with the system (39). Then we have
Ã(λ) = Er(λ)PrEr−1(λ)Pr−1 · · ·E1(λ)P1A(λ)Q1Q2 · · ·Qr, (47)
where Pi, Qi, i = 1, . . . , r are nonsingular matrices, and Ei(λ), i = 1, . . . , r
are unimodular matrix polynomials. From (47) it follows that det(Ã(λ)) =
cdet(A(λ)), where c is a nonzero constant. Since det(A(λ)) 6≡ 0, we have
det(Ã(λ)) 6≡ 0, in other words, Ã(λ) is regular. This immediately implies
uµ = 0, vµ = 0
in (39). Then, under the condition that the given initial conditions (23) are
consistent, the existence and uniqueness of solutions of the initial value problem
(22)–(23) directly follows from Corollary 17.
If the matrix polynomial associated with the second order is singular, then
we have the following result.
Theorem 27 Consider a system (22) of s-index µ, with A2, A1, A0 ∈ C
m,n,
and suppose that the matrix polynomial A(λ) := λ2A2 + λA1 + A0 is singular.
1. If rank(A(λ)) < n for all λ ∈ C, then the homogeneous initial value
problem
A2ẍ(t) + A1ẋ(t) + A0x(t) = 0, x(t0) = ẋ(t0) = 0 (48)
has a nontrivial solution.
2. If rank(A(λ)) = n for some λ ∈ C and hence m > n, then there exist
arbitrary smooth inhomogeneities f(t) for which the corresponding system
(22) of DAEs is not solvable.
Proof.
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1. Suppose that rank(A(λ)) < n for all λ ∈ C. Let λi, i = 1, . . . , n + 1,
be pairwise different complex numbers. Then, for each λi, there exists a
nonzero vector vi ∈ C
n satisfying (λ2i A2 + λiA1 + A0)vi = 0, and clearly
the vectors vi, i = 1, . . . , n + 1, are linearly dependent. Hence, there exist
αi ∈ C, i = 1, . . . , n + 1, not all of them being zero, such that
n+1
∑
i=1
αivi = 0.
For the function x(t) defined by
x(t) =
n+1
∑
i=1
αivie
λi(t−t0),
we then have x(t0) = 0 as well as
A2ẍ(t) + A1ẋ(t) + A0x(t) =
n+1
∑
i=1
αi(λ
2
i A2 + λiA1 + A0)vie
λi(t−t0) = 0.
Since x(t) is not the zero function, it is a nontrivial solution of the homo-
geneous initial value problem (48).
2. Suppose that there is a λ ∈ C such that rank(A(λ)) = n. Because A(λ)
is assumed to be singular, we have m > n. We set
x(t) = eλtx̃(t),
and therefore
ẋ(t) = eλt
(
˙̃x(t) + λx̃(t)
)
, ẍ(t) = eλt
(
¨̃x(t) + 2λ ˙̃x(t) + λ2x̃(t)
)
,
such that (22) is transformed to
A2(¨̃x(t) + 2λ ˙̃x(t)) + A1 ˙̃x(t) + (λ
2A2 + λA1 + A0)x̃(t) = e
−λtf(t).
Since λ2A2 + λA1 + A0 has full column rank, there exists a nonsingular
matrix P ∈ Cm,m, such this equation premultiplied by P gives
[
A21
A22
]
(¨̃x(t) + 2λ ˙̃x(t)) +
[
A11
A12
]
˙̃x(t) +
[
I
0
]
x̃(t) =
[
f1(t)
f2(t)
]
.
Obviously the matrix polynomial ξ2A21+ξ(2λA21+A11)+I in ξ is regular.
By Theorem 26, the initial value problem
A21 ¨̃x(t) + (2λA21 + A11) ˙̃x(t) + x̃(t) = f1(t), x̃(t0) = x̃
[0]
0 ,
˙̃x(t0) = x̃
[1]
0
has a unique solution for every sufficiently smooth inhomogeneity f1(t)
and for every consistent initial value. But then
f2(t) = A22(¨̃x(t) + 2λ ˙̃x(t)) + A12 ˙̃x(t)
is a consistency condition for the inhomogeneity f2(t) that must hold for a
solution to exist. This immediately shows that there are arbitrary smooth
functions f(t) for which this consistency condition is not satisfied.
27
The extension of these results to higher order systems is obvious.
Corollary 28 Consider a matrix polynomial as in (45). Then there exist non-
singular unimodular matrix polynomials P (λ) ∈ Cm,m, Q(λ) ∈ Cn,n such that
P (λ)R(λ)Q(λ) =
l
∑
i=0
Ãiλ
i
with
Ãl =
[
Idlµ 0
0 0
]
, Ãl−1 =





Ãl−11,1 0 0 Ã
l−1
1,l+2
0 I
dl−1µ
0 0
0 0 0 0
0 0 0 0





, . . . ,
Ã1 =










Ã11,1 . . . Ã
1
1,l−1 0 0 Ã
0
1,l+2
Ã12,1 . . . Ã
2
1,l−1 0 0 Ã
1
2,l+2
...
...
...
...
Ã1l,1 . . . Ã
1
l,l−1 0 0 Ã
1
l,l+2
0 . . . 0 Id1µ 0 0
0 . . . 0 0 0 0










,
Ã0 =










Ã01,1 . . . Ã
0
1,l 0 Ã
0
1,l+2
Ã02,1 . . . Ã
0
2,l 0 Ã
0
2,l+2
...
...
...
...
Ã0l,1 . . . Ã
0
l,l 0 Ã
0
l,l+2
0 . . . 0 Iaµ 0
0 . . . 0 0 0










,
with block sizes vµ for the last block row and uµ for the last block column.
Theorem 29 Consider a system (1) of s-index µ, with f(t) ∈ Cµ(I, Cn), and
constant coefficients Ai ∈ C
n,n, i = 0, 1, . . . , l. If the matrix polynomial A(λ) :=
∑l
i=0 λiAi is regular, then there exists a unique solution of the initial value
problem (1)–(2), provided that the given initial conditions are consistent.
Proof. The proof is analogous to the proof of Theorem 26.
Theorem 30 Consider a system (1) of s-index µ, with f(t) ∈ Cµ(I, Cn), and
constant coefficients Ai ∈ C
n,n, i = 0, 1, . . . , l. Suppose that the matrix polyno-
mial A(λ) :=
∑l
i=0 λiAi is singular.
1. If rank(A(λ)) < n for all λ ∈ C, then the homogeneous initial value
problem
Alx
(l)(t) + Al−1x
(l−1)(t) + · · · + A0x(t) = 0,
x(t0) = ẋ(t0) = · · · = x
(l−1)(t0) = 0
has a nontrivial solution.
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2. If rank(A(λ)) = n for some λ ∈ C and hence m > n, then there exist
arbitrary smooth inhomogeneities f(t) for which the the corresponding
system (1) of DAEs is not solvable.
Proof. The proof is analogous to the proof of Theorem 27.
6 Conclusions
We have presented the theoretical analysis of linear systems of differential-
algebraic equations of higher order. We have presented condensed forms for
tuples of matrices and tuples of matrix-valued functions which are associated
with the systems of constant and variable coefficients, respectively. We have
derived a system of invariant quantities and a set of regularity conditions to
ensure that the condensed form can be obtained. Based on the condensed forms,
we have converted the systems into equivalent strangeness-free systems, from
which the solution behavior with respect to solvability, uniqueness of solutions
and consistency of initial conditions can be directly read off.
We have demonstrated that if one turns a higher order problem in the
traditional way into a first order system of DAEs, then, to get the solvability
and uniqueness of solutions, more smoothness of the right-hand side f(t) may
be required. The condensed forms, however, allow to do the transformation to
first order without extra smoothness requirements.
Several issues remain to be analyzed. These include the perturbation theory
for higher order systems of DAEs, in particular how the decision making in
the condensed forms influences the transformation to first order as well as the
construction of appropriate numerical methods for the treatment of high order,
high index differential-algebraic systems.
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Appendix A.
Proposition 31 Relations (12) and (13) are equivalence relations.
Proof. We show that relation (12) has the three properties required of an
equivalence relation.
1. Reflexivity: Let P (t) = Im and Q(t) = In. Then, we have
(Al(t), . . . , A1(t), A0(t)) ∼ (Al(t), . . . , A1(t), A0(t)).
2. Symmetry: Assume that (Al(t), . . . , A1(t), A0(t)) ∼
(Bl(t), . . . , B1(t), B0(t)) with pointwise nonsingular matrix-valued
functions P (t) and Q(t) that satisfy (12). We prove that
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(Bl(t), . . . , B1(t), B0(t)) ∼ (Al(t), . . . , A1(t), A0(t)). Since every deriva-
tive of Q(t)Q−1(t) = I with respect to t is identically zero, it is immediate
that








Q(t)
(
l
1
)
d
dt
Q(t) · · · · · ·
(
l
l
)
dl
dtl
Q(t)
Q(t)
(
l−1
1
)
d
dt
Q(t) · · ·
(
l−1
l−1
)
dl−1
dtl−1
Q(t)
. . .
. . .
...
Q(t)
(
1
1
)
d
dt
Q(t)
Q(t)








×








Q−1(t)
(
l
1
)
d
dt
Q−1(t) · · · · · ·
(
l
l
)
dl
dtl
Q−1(t)
Q−1(t)
(
l−1
1
)
d
dt
Q−1(t) · · ·
(
l−1
l−1
)
dl−1
dtl−1
Q−1(t)
. . .
. . .
...
Q−1(t)
(
1
1
)
d
dt
Q−1(t)
Q−1(t)








= I.
(49)
Hence, by (12) and (49), we have
[Al(t), . . . , A0(t)] = P
−1(t)[Bl(t), . . . , B0(t)]×








Q−1(t)
(
l
1
)
d
dt
Q−1(t) · · · · · ·
(
l
l
)
dl
dtl
Q−1(t)
Q−1(t)
(
l−1
1
)
d
dt
Q−1(t) · · ·
(
l−1
l−1
)
dl−1
dtl−1
Q−1(t)
. . .
. . .
...
Q−1(t)
(
1
1
)
d
dt
Q−1(t)
Q−1(t)








,
namely, (Bl(t), . . . , B1(t), B0(t)) ∼ (Al(t), . . . , A1(t), A0(t)).
3. Transitivity: Assume that (Al(t), . . . , A0(t)) ∼ (Bl(t), . . . , B0(t)) with
pointwise nonsingular matrix-valued functions P1(t) and Q1(t) and that
(Bl(t), . . . , B0(t)) ∼ (Cl(t), . . . , C0(t)) with pointwise nonsingular matrix-
valued functions P2(t) and Q2(t), which satisfy (12), respectively. We
prove that (Al(t), . . . , A0(t)) ∼ (Cl(t), . . . , C0(t)). By the product role
and Leibniz identity for differentiation, we can immediately verify that
2
6
6
6
6
6
6
4
Q1(t)
`
l
1
´
d
dt
Q1(t) · · · · · ·
`
l
l
´
dl
dtl
Q1(t)
Q1(t)
`
l−1
1
´
d
dt
Q1(t) · · ·
`
l−1
l−1
´
dl−1
dtl−1
Q1(t)
. . .
. . .
...
Q1(t)
`
1
1
´
d
dt
Q1(t)
Q1(t)
3
7
7
7
7
7
7
5
×
2
6
6
6
6
6
6
4
Q2(t)
`
l
1
´
d
dt
Q2(t) · · · · · ·
`
l
l
´
dl
dtl
Q2(t)
Q2(t)
`
l−1
1
´
d
dt
Q2(t) · · ·
`
l−1
l−1
´
dl−1
dtl−1
Q2(t)
. . .
. . .
...
Q2(t)
`
1
1
´
d
dt
Q2(t)
Q2(t)
3
7
7
7
7
7
7
5
=
2
6
6
6
6
6
6
6
4
Q1(t)Q2(t)
`
l
1
´
d
dt
(Q1(t)Q2(t)) · · ·
`
l
l
´
dl
dtl
(Q1(t)Q2(t))
Q1(t)Q2(t) · · ·
`
l−1
l−1
´
dl−1
dtl−1
(Q1(t)Q2(t))
. . .
...
. . .
`
1
1
´
d
dt
(Q1(t)Q2(t))
Q1(t)Q2(t)
3
7
7
7
7
7
7
7
5
.
(50)
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Thus, by the assumptions and (50), we have
[Cl(t), . . . , C0(t)] = P1(t)P2(t)[Al(t), . . . , A0(t)]×









Q1(t)Q2(t)
(
l
1
)
d
dt
(Q1(t)Q2(t)) · · ·
(
l
l
)
dl
dtl
(Q1(t)Q2(t))
Q1(t)Q2(t) · · ·
(
l−1
l−1
)
dl−1
dtl−1
(Q1(t)Q2(t))
. . .
...
. . .
(
1
1
)
d
dt
(Q1(t)Q2(t))
Q1(t)Q2(t)









,
namely, (Al(t), . . . , A1(t), A0(t)) ∼ (Cl(t), . . . , C1(t), C0(t)). The proof for
(13) is analogous.
Appendix B
To prove Theorem 8 we need the following lemma on the well-known canonical
form for a single matrix under equivalence relation (11).
Lemma 32 ([23], p. 51) Let A ∈ Cm,n. Then there exist nonsingular matrices
P :=
[
P1
P2
]
∈ Cm,m and Q := [Q1, Q2] ∈ C
n,n such that
PAQ =
[
Ir 0
0 0
]
, (51)
where P1 ∈ C
r,m, Q1 ∈ C
n,r. Moreover, we have
r = rank(A), N (A) = R(Q2), N (A
T ) = R(P T2 ). (52)
Proof of Theorem 8. In the following, the word ”new” on top of the equiv-
alence operator denotes that the subscripts of the entries are adapted to the
new block structure of the matrices. Using Lemma 32, we obtain the following
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sequence of equivalent matrix pairs.
(E, A) ∼
([
Ir 0
0 0
]
,
[
A11 A12
A21 A22
])
new
∼




Ir 0 0
0 0 0
0 0 0

 ,


A11 A12 A13
A21 Ia 0
A31 0 0




new
∼




Ir 0 0
0 0 0
0 0 0

 ,


A11 A12 A13
0 Ia 0
A31 0 0




∼




Ir 0 0
0 0 0
0 0 0

 ,


A11 0 A13
0 Ia 0
A31 0 0




new
∼












P11 P12 0 0
P21 P22 0 0
0 0 0 0
0 0 0 0
0 0 0 0






,






A11 A12 0 A14
A21 A22 0 A24
0 0 Ia 0
Is 0 0 0
0 0 0 0












(
where the matrix
[
P11 P12
P21 P22
]
is nonsingular
)
new
∼












Is 0 0 0
0 Id 0 0
0 0 0 0
0 0 0 0
0 0 0 0






,






0 A12 0 A14
0 A22 0 A24
0 0 Ia 0
Is 0 0 0
0 0 0 0












.
It remains to show that the quantities r, s, d, a, v, u are well-defined by (17) and
invariant under the equivalence relation (11). In the case of r = rank(E), this is
clear. For the other quantities, indeed, we only need to show that two quantities
a and s are well-defined and invariant under equivalence relation (11). Since
we have proved (16), let P :=
[
P1
P2
]
∈ Cm,m and Q := [Q1, Q2] ∈ C
n,n be
nonsingular matrices, where P1 ∈ C
r,m, Q1 ∈ C
n,r, such that
[
P1
P2
]
E[Q1, Q2] =






Is 0 0 0
0 Id 0 0
0 0 0 0
0 0 0 0
0 0 0 0






,
[
P1
P2
]
A[Q1, Q2] =






0 A12 0 A14
0 A22 0 A24
0 0 Ia 0
Is 0 0 0
0 0 0 0






.
(53)
By Lemma 32, we have
N (ET ) = R(P T2 ), N (E) = R(Q2), (54)
namely, the columns of P T2 span N (E
T ), and the columns of Q2 span N (E).
From (53), it immediately follows that
P2AQ =


0 0 Ia 0 0
Is 0 0 0 0
0 0 0 0 0

 , P2AQ2 =


Ia 0 0
0 0 0
0 0 0

 . (55)
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Hence, by (55), we have
a = rank (P2AQ2) , s = rank (P2AQ) − a = rank (P2A) − a. (56)
From (15) and (54) it follows that there exist nonsingular matrices T1 ∈
C
m−r,m−r and T2 ∈ C
n−r,n−r such that
P T2 = Z1T1, Q2 = Z2T2. (57)
Then, from (56) and (57) it follows that
a = rank (P2AQ2) = rank
(
T T1 Z
T
1 AZ2T2
)
= rank(ZT1 AZ2),
and that
s = rank (P2A) − a = rank
(
T T1 Z
T
1 A
)
− a = rank(ZT1 A) − a.
Thus, a and s are indeed well-defined by (17) and therefore so are the quantities
d, v and u.
At last, we prove that a and s are invariant. Let (Ei, Ai), i = 1, 2, be
equivalent, and let Z
(i)
1 be a matrix whose columns form a basis for N (E
T
i ) and
let Z
(i)
2 be a matrix whose columns form a basis for N (Ei). Since there exist
nonsingular matrices P and Q such that E1 = PE2Q and A1 = PA2Q, from
ET1 Z
(1)
1 = 0 and E1Z
(1)
2 = 0 it follows that
QT ET2 P
T Z
(1)
1 = 0, PE2QZ
(1)
2 = 0,
and therefore
ET2 P
T Z
(1)
1 = 0, E2QZ
(1)
2 = 0.
Thus, the columns of P T Z
(1)
1 form a basis for N (E
T
2 ) and the columns of
QZ
(1)
2 form a basis for N (E2). Therefore, there exist nonsingular matrices
T̂1 ∈ C
m−r,m−r and T̂2 ∈ C
n−r,n−r such that
P T Z
(1)
1 = Z
(2)
1 T̂1, QZ
(1)
2 = Z
(2)
2 T̂2.
Then, the proof follows since
rank(Z
(1)
1
T
A1) = rank(Z
(2)
1
T
P−1PA2Q) = rank(Z
(2)
1
T
A2Q) = rank(Z
(2)
1
T
A2),
rank(Z
(1)
1
T
A1Z
(1)
2 ) = rank(Z
(2)
1
T
P−1PA2QQ
−1Z
(2)
2 T̂2) = rank(Z
(2)
1
T
A2Z
(2)
2 ).
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Appendix C
Proof of Theorem 10. The proof proceeds by successively using the trans-
formations to strong canonical form for pairs of matrices. We do not denote the
blocks of the matrices by specific letters but use 0, I and ∗ to denote 0 blocks,
identity matrices and unspecified blocks. The sequence of transformations is as
follows:
(A2, A1, A0)
∼












I 0 0 0
0 I 0 0
0 0 0 0
0 0 0 0
0 0 0 0






,






0 ∗ 0 ∗
0 ∗ 0 ∗
0 0 I 0
I 0 0 0
0 0 0 0






,






∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗












∼
















I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








0 ∗ 0 ∗ ∗
0 ∗ 0 ∗ ∗
0 0 I 0 0
I 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ I 0
∗ ∗ ∗ 0 0
















∼
















I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








0 ∗ 0 ∗ ∗
0 ∗ 0 ∗ ∗
0 0 I 0 0
I 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ I 0
∗ ∗ ∗ 0 0
















∼
















I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
0 0 I 0 0
I 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
0 0 0 I 0
∗ ∗ ∗ 0 0
















∼
















I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








0 ∗ 0 ∗ ∗
0 ∗ 0 ∗ ∗
0 0 I 0 0
I 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
0 0 0 I 0
∗ ∗ ∗ 0 0
















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∼
























I 0 0 0 0 0
0 I 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0












,












0 ∗ 0 0 ∗ ∗
0 ∗ 0 0 ∗ ∗
0 0 P11 P12 0 0
0 0 P21 P22 0 0
I 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0












,












∗ ∗ ∗ ∗ 0 ∗
∗ ∗ ∗ ∗ 0 ∗
∗ ∗ ∗ ∗ 0 ∗
∗ ∗ ∗ ∗ 0 ∗
∗ ∗ ∗ ∗ 0 ∗
0 0 0 0 I 0
∗ ∗ I 0 0 0
∗ ∗ 0 0 0 0
























(where the matrix
[
P11 P12
P21 P22
]
is nonsingular)
∼
























I 0 0 0 0 0
0 I 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0












,












0 ∗ 0 0 ∗ ∗
0 ∗ 0 0 ∗ ∗
0 0 I 0 0 0
0 0 0 I 0 0
I 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0












,












∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
0 0 0 0 I 0
∗ ∗ I 0 0 0
∗ ∗ 0 0 0 0
























∼
























I 0 0 0 0 0
0 I 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0












,












0 ∗ 0 0 ∗ ∗
0 ∗ 0 0 ∗ ∗
∗ ∗ I 0 0 0
0 0 0 I 0 0
I 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0












,












∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
0 0 0 0 I 0
0 0 I 0 0 0
∗ ∗ 0 0 0 0
























∼
























I 0 0 0 0 0
0 I 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0












,












0 ∗ 0 0 ∗ ∗
0 ∗ 0 0 ∗ ∗
0 ∗ I 0 0 0
0 0 0 I 0 0
I 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0












,












∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
0 0 0 0 I 0
0 0 I 0 0 0
∗ ∗ 0 0 0 0
























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∼
































I 0 0 0 0 0 0
0 Q11 Q12 0 0 0 0
0 Q21 Q22 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
















,
















0 ∗ ∗ 0 0 ∗ ∗
0 ∗ ∗ 0 0 ∗ ∗
0 ∗ ∗ 0 0 ∗ ∗
0 ∗ ∗ I 0 0 0
0 0 0 0 I 0 0
I 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
















,
















∗ ∗ ∗ 0 ∗ 0 ∗
∗ ∗ ∗ 0 ∗ 0 ∗
∗ ∗ ∗ 0 ∗ 0 ∗
∗ ∗ ∗ 0 ∗ 0 ∗
∗ ∗ ∗ 0 ∗ 0 ∗
∗ ∗ ∗ 0 ∗ 0 ∗
0 0 0 0 0 I 0
0 0 0 I 0 0 0
∗ I 0 0 0 0 0
∗ 0 0 0 0 0 0
































(where the matrix
[
Q11 Q12
Q21 Q22
]
is nonsingular)
∼
































I 0 0 0 0 0 0
0 I 0 0 0 0 0
0 0 I 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
















,
















0 ∗ ∗ 0 0 ∗ ∗
0 ∗ ∗ 0 0 ∗ ∗
0 ∗ ∗ 0 0 ∗ ∗
0 ∗ ∗ I 0 0 0
0 0 0 0 I 0 0
I 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
















,
















∗ 0 ∗ 0 ∗ 0 ∗
∗ 0 ∗ 0 ∗ 0 ∗
∗ 0 ∗ 0 ∗ 0 ∗
∗ 0 ∗ 0 ∗ 0 ∗
∗ 0 ∗ 0 ∗ 0 ∗
∗ 0 ∗ 0 ∗ 0 ∗
0 0 0 0 0 I 0
0 0 0 I 0 0 0
∗ I 0 0 0 0 0
∗ 0 0 0 0 0 0
































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∼
































I 0 0 0 0 0 0
∗ I 0 0 0 0 0
0 0 I 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
















,
















∗ ∗ ∗ 0 0 ∗ ∗
∗ ∗ ∗ 0 0 ∗ ∗
∗ ∗ ∗ 0 0 ∗ ∗
∗ ∗ ∗ I 0 0 0
0 0 0 0 I 0 0
I 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
















,
















∗ 0 ∗ 0 ∗ 0 ∗
∗ 0 ∗ 0 ∗ 0 ∗
∗ 0 ∗ 0 ∗ 0 ∗
∗ 0 ∗ 0 ∗ 0 ∗
∗ 0 ∗ 0 ∗ 0 ∗
∗ 0 ∗ 0 ∗ 0 ∗
0 0 0 0 0 I 0
0 0 0 I 0 0 0
0 I 0 0 0 0 0
∗ 0 0 0 0 0 0
































∼
































I 0 0 0 0 0 0
0 I 0 0 0 0 0
0 0 I 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
















,
















0 ∗ ∗ 0 0 ∗ ∗
0 ∗ ∗ 0 0 ∗ ∗
0 ∗ ∗ 0 0 ∗ ∗
0 ∗ ∗ I 0 0 0
0 0 0 0 I 0 0
I 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
















,
















∗ 0 ∗ 0 ∗ 0 ∗
∗ 0 ∗ 0 ∗ 0 ∗
∗ 0 ∗ 0 ∗ 0 ∗
∗ 0 ∗ 0 ∗ 0 ∗
∗ 0 ∗ 0 ∗ 0 ∗
∗ 0 ∗ 0 ∗ 0 ∗
0 0 0 0 0 I 0
0 0 0 I 0 0 0
0 I 0 0 0 0 0
∗ 0 0 0 0 0 0
































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∼














































R11 R12 0 0 0 0 0 0
R21 R22 0 0 0 0 0 0
0 0 I 0 0 0 0 0
0 0 0 I 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0























,























0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ I 0 0 0
0 0 0 0 0 I 0 0
R11 R12 0 0 0 0 0 0
R21 R22 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0























,























∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
0 0 0 0 0 0 I 0
0 0 0 0 I 0 0 0
0 0 I 0 0 0 0 0
I 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0














































(where the matrix
[
R11 R12
R21 R22
]
is nonsingular)
∼














































I 0 0 0 0 0 0 0
0 I 0 0 0 0 0 0
0 0 I 0 0 0 0 0
0 0 0 I 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0























,























0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ I 0 0 0
0 0 0 0 0 I 0 0
I 0 0 0 0 0 0 0
0 I 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0























,
40























∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
0 0 0 0 0 0 I 0
0 0 0 0 I 0 0 0
0 0 I 0 0 0 0 0
I 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0














































∼














































I 0 0 0 0 0 0 0
0 I 0 0 0 0 0 0
0 0 I 0 0 0 0 0
0 0 0 I 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0























,























0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ I 0 0 0
0 0 0 0 0 I 0 0
I 0 0 0 0 0 0 0
0 I 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0























,























0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 0 0 0 0 0 I 0
0 0 0 0 I 0 0 0
0 0 I 0 0 0 0 0
I 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0














































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∼














































I 0 0 0 0 0 0 0
0 I 0 0 0 0 0 0
0 0 I 0 0 0 0 0
0 0 0 I 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0























,























0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 0 ∗ I 0 0 0
0 0 0 0 0 I 0 0
I 0 0 0 0 0 0 0
0 I 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0























,























0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 0 0 0 0 0 I 0
0 0 ∗ 0 I 0 0 0
0 0 I 0 0 0 0 0
I 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0














































∼














































I 0 0 0 0 0 0 0
0 I 0 0 0 0 0 0
0 0 I 0 0 0 0 0
0 0 0 I 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0























,























0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 0 ∗ I 0 0 0
0 0 0 0 0 I 0 0
I 0 0 0 0 0 0 0
0 I 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0























,
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






















0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 0 0 0 0 0 I 0
0 0 0 0 I 0 0 0
0 0 I 0 0 0 0 0
I 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0














































.
Appendix D
Proof of Lemma 13. By the global equivalence relation (12) and using Lemma
8 of [18] we obtain the following sequence of globally equivalent triples of matrix-
valued functions. (Here we denote unspecified blocks by ∗ and derivatives of
unspecified blocks by ∗̇ or ∗̈, respectively.)
(A2, A1, A0)
∼
([
I 0
0 0
]
,
[
∗ ∗
∗ A122
]
,
[
∗ ∗
∗ A022
])
∼
([
I 0
0 0
]
,
[
∗ ∗
∗ UH1 A
1
22V1
]
+2
[
I 0
0 UH1
] [
I 0
0 0
] [
0 0
0 V̇1
]
,
[
∗ ∗
∗ A022
])
∼




I 0 0
0 0 0
0 0 0

 ,


∗ ∗ ∗
∗ I 0
∗ 0 0

 ,


∗ ∗ ∗
∗ ∗ A023
∗ ∗ A033




∼




I 0 0
0 0 0
0 0 0

 ,


∗ 0 ∗
∗ I 0
∗ 0 0

 ,


∗ ∗ ∗
∗ ∗ A023
∗ ∗ A033




∼




I 0 0
0 0 0
0 0 0

 ,


∗ 0 ∗
0 I 0
∗ 0 0


−2


I 0 0
0 0 0
0 0 0




0 0 0
∗̇ 0 0
0 0 0

 ,


∗ ∗ ∗
∗ ∗ A023
∗ ∗ A033




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∼




V2 0 0
0 0 0
0 0 0

 ,


∗ 0 ∗
0 I 0
UH2 A
0
31V2 0 0

 ,


∗ ∗ ∗
∗ ∗ A023
∗ ∗ A033




∼












V11 V12 0 0
V21 V22 0 0
0 0 0 0
0 0 0 0
0 0 0 0






,






∗ ∗ 0 ∗
∗ ∗ 0 ∗
0 0 I 0
I 0 0 0
0 0 0 0






,






∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ A054












∼












V11 V12 0 0
V21 V22 0 0
0 0 0 0
0 0 0 0
0 0 0 0






,






0 ∗ 0 ∗
0 ∗ 0 ∗
0 0 I 0
I 0 0 0
0 0 0 0






,






∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ A054












∼












I 0 0 0
0 I 0 0
0 0 0 0
0 0 0 0
0 0 0 0






,






0 ∗ 0 ∗
0 ∗ 0 ∗
0 0 I 0
I 0 0 0
0 0 0 0






,






∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ A054












∼












I 0 0 0
0 Q1 0 0
0 0 0 0
0 0 0 0
0 0 0 0






,






0 ∗ 0 ∗
0 A1Q1 + 2Q̇1 0 ∗
0 0 I 0
I 0 0 0
0 0 0 0






,






∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ A054












(where the pointwise nonsingular matrix-valued function Q1(t)
is chosen as the solution of the initial value problem
Q̇1(t) = −
1
2A
1
2,2(t)Q1(t), t ∈ I, Q1(t0) = I)
∼












I 0 0 0
0 I 0 0
0 0 0 0
0 0 0 0
0 0 0 0






,






0 ∗ 0 ∗
0 0 0 ∗
0 0 I 0
I 0 0 0
0 0 0 0






,






∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ A054












∼












I 0 0 0
0 I 0 0
0 0 0 0
0 0 0 0
0 0 0 0






,






0 ∗ 0 ∗
0 0 0 ∗
0 0 I 0
I 0 0 0
0 0 0 0






+ 2






I 0 0 0
0 I 0 0
0 0 0 0
0 0 0 0
0 0 0 0










0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 V̇3




,
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





∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ UH3 A
0
54V3






+






0 ∗ 0 ∗
0 0 0 ∗
0 0 0 0
0 0 0 0
0 0 0 0










0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 V̇3




+






I 0 0 0
0 I 0 0
0 0 0 0
0 0 0 0
0 0 0 0










0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 V̈3










∼
















I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








0 ∗ 0 ∗ ∗
0 0 0 ∗ ∗
0 0 I 0 0
I 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ I 0
∗ ∗ ∗ 0 0
















∼
















I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








0 ∗ 0 ∗ ∗
0 0 0 ∗ ∗
0 0 I 0 0
I 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ I 0
∗ ∗ ∗ 0 0
















∼
















I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








0 ∗ 0 ∗ ∗
0 0 0 ∗ ∗
0 0 I 0 0
I 0 0 0 0
0 0 0 0 0
0 0 0 0 0








− 2








I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0














0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 ∗̇ 0 0
0 0 0 0 0






,








∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ 0 I 0
∗ ∗ ∗ 0 0








−








0 ∗ 0 ∗ ∗
0 0 0 ∗ ∗
0 0 I 0 0
I 0 0 0 0
0 0 0 0 0
0 0 0 0 0














0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 ∗̇ 0 0
0 0 0 0 0






−








I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0














0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 ∗̈ 0 0
0 0 0 0 0














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∼
















I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








0 ∗ 0 ∗ ∗
0 0 0 ∗ ∗
0 0 I 0 0
I 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ 0 I 0
∗ ∗ ∗ 0 0
















∼
















I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








0 ∗ 0 ∗ ∗
0 0 0 ∗ ∗
0 0 I 0 0
I 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ 0 I 0
∗ ∗ ∗ 0 0
















∼
















I 0 0 0 0
0 I 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








0 ∗ 0 ∗ ∗
0 0 0 ∗ ∗
0 0 I 0 0
I 0 0 0 0
0 0 0 0 0
0 0 0 0 0








,








∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
∗ ∗ ∗ 0 ∗
0 0 0 I 0
∗ ∗ ∗ 0 0
















∼
























I 0 0 0 0 0
0 I 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0












,












0 ∗ 0 0 ∗ ∗
0 0 0 0 ∗ ∗
0 0 V11 V12 0 0
0 0 V21 V22 0 0
I 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0












,












∗ ∗ ∗ ∗ 0 ∗
∗ ∗ ∗ ∗ 0 ∗
∗ ∗ ∗ ∗ 0 ∗
∗ ∗ ∗ ∗ 0 ∗
∗ ∗ ∗ ∗ 0 ∗
0 0 0 0 I 0
∗ ∗ I 0 0 0
∗ ∗ 0 0 0 0
























∼
























I 0 0 0 0 0
0 I 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0












,












0 ∗ 0 0 ∗ ∗
0 0 0 0 ∗ ∗
0 0 I 0 0 0
0 0 0 I 0 0
I 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0












,












∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
0 0 0 0 I 0
∗ ∗ I 0 0 0
∗ ∗ 0 0 0 0
























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∼
























I 0 0 0 0 0
0 I 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0












,












0 ∗ 0 0 ∗ ∗
0 0 0 0 ∗ ∗
0 0 I 0 0 0
0 0 0 I 0 0
I 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0












,












∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
0 0 0 0 I 0
∗ 0 I 0 0 0
∗ ∗ 0 0 0 0
























∼
























I 0 0 0 0 0
0 I 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0












,












0 ∗ 0 0 ∗ ∗
0 0 0 0 ∗ ∗
0 0 I 0 0 0
0 0 0 I 0 0
I 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0












,












∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗
0 0 0 0 I 0
0 0 I 0 0 0
∗ ∗ 0 0 0 0
























∼
































I 0 0 0 0 0 0
0 V11 V12 0 0 0 0
0 V21 V22 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
















,
















0 ∗ ∗ 0 0 ∗ ∗
0 0 0 0 0 ∗ ∗
0 0 0 0 0 ∗ ∗
0 0 0 I 0 0 0
0 0 0 0 I 0 0
I 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
















+
2

















0 0 0 0 0 0 0
0 V̇11 V̇12 0 0 0 0
0 V̇21 V̇22 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

















,
















∗ ∗ ∗ 0 ∗ 0 ∗
∗ ∗ ∗ 0 ∗ 0 ∗
∗ ∗ ∗ 0 ∗ 0 ∗
∗ ∗ ∗ 0 ∗ 0 ∗
∗ ∗ ∗ 0 ∗ 0 ∗
∗ ∗ ∗ 0 ∗ 0 ∗
0 0 0 0 0 I 0
0 0 0 I 0 0 0
∗ I 0 0 0 0 0
∗ 0 0 0 0 0 0
















+
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















0 ∗ ∗ 0 0 ∗ ∗
0 0 0 0 0 ∗ ∗
0 0 0 0 0 ∗ ∗
0 0 0 I 0 0 0
0 0 0 0 I 0 0
I 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0










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0 0 0 0 0 I 0 0
I 0 0 0 0 0 0 0
0 I 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0























,























∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
A0 ∗ 0 ∗ 0 ∗ 0 ∗
∗ ∗ 0 ∗ 0 ∗ 0 ∗
0 0 0 0 0 0 I 0
0 0 0 0 I 0 0 0
0 0 I 0 0 0 0 0
I 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0













































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













































I 0 0 0 0 0 0 0
0 I 0 0 0 0 0 0
0 0 I 0 0 0 0 0
0 0 0 I 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0























,























0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 ∗ ∗ 0 0 ∗ ∗
0 0 0 0 I 0 0 0
0 0 0 0 0 I 0 0
I 0 0 0 0 0 0 0
0 I 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0























,























0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 ∗ 0 ∗ 0 ∗ 0 ∗
0 0 0 0 0 0 I 0
0 0 0 0 I 0 0 0
0 0 I 0 0 0 0 0
I 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0














































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