ABSTRACT We propose a new method to discriminate and identify the modulation format of signals based on an unsupervised neural network named convolutional Gaussian-Bernoulli restricted Boltzmann machine (CGBRBM). Tests are performed to demonstrate how the proposed method works and to evaluate the discrimination/identification accuracy for different input combinations. Signals of five modulation formats are used to test the CGBRBM-based algorithm including QPSK, 8QAM, 16QAM, 32QAM, and 64QAM. The results indicate the performance of the proposed method when dealing with various application scenarios and reveal the relation between discrimination accuracy and identification accuracy.
I. INTRODUCTION
As various industries related to the network are growing rapidly, the demand for intelligent networks appears. To make the energy efficiency maximized, elastic optical networks (EONs) is being developed and it requires transceivers have the capability to recognize and dynamically adjust parameters for signals of different modulation formats [1] , [2] . Moreover, during a hybrid modulation multicarrier transmission, transceivers need to discriminate and filter out the desired signals based on the modulation format. Thus, the automatic discrimination and identification of modulation format becomes attractive.
When dealing with modulation formats, there already exist various approaches to perform blind identification, and most of them are based on characteristics of the quadrature amplitude modulation formats. Moreover, in recent years, some machine learning algorithms and neural networks have been introduced as new intelligent approaches to accomplish this task, including artificial neural networks (ANN) [3] , convolutional neural networks (CNN) [4] - [6] , deep neural networks (DNN) [7] , etc. Among these commonly used
The associate editor coordinating the review of this manuscript and approving it for publication was Valentina E. Balas. neural networks, CNN is the most widely accepted due to its power to process multidimensional array data, such as images, videos and audios [8] - [10] . Using CNN as an example, it takes the clock-recovered diagrams in coherent optical commutation as inputs and is first trained by a set of labeled training data containing thousands of images of signals with different modulation formats [5] . During the training, the matrices within the CNN get updated based on the comparison between the predicted results and the labels, which enables CNN to automatically learn the relation between input signal images and the corresponding modulation format. After the training, the CNN can then be used to process new input signals and identify their modulation format with satisfactory accuracy. However, these supervised neural networks heavily depend on the training dataset, which means they require being trained by a huge amount of data to optimize their accuracy. Besides, the overfitting can easily happen to the CNN and other supervised neural networks if they are tuned to fit the training data too well. Therefore, a neural network that does not require pre-labeled training data seems appealing.
In this paper, we propose a different method to discriminate and identify the modulation format of mixed input signals based on an unsupervised neural network: Convolutional Gaussian-Bernoulli Restricted Boltzmann Machine (CGBRBM), which is developed using the GaussianBernoulli Restricted Boltzmann Machine as the foundation. It contains two stages to achieve the goal: 1) discrimination by grouping inputs into clusters; 2) identifying the modulation format for each cluster. Furthermore, stage 1 involves using CGBRBM to embed inputs into points on Euclidean space based on the similarity between inputs and using the clustering algorithm to group these points according to the Euclidean distance. Stage 2 is about using a few pre-labeled data to fulfill the task of identifying the modulation format of every cluster.
Comparing with other neural networks, the main difference is that the core of other supervised neural networks, like CNN, is identification, while the core of the proposed method is discrimination. Moreover, because the CGBRBM takes the input signals as its training data, the main advantage of this proposed method is that there is no need to provide a numerous amount of pre-labeled data and it can still rival all other supervised neural network for the identification accuracy for signals with OSNR higher than 11dB. Furthermore, stage 1 can be independently used to discriminate input signals, and due to the fact that the CGBRBM extracts the connection between inputs without any prior knowledge, inputs can be clustered by stage 1 without knowing the number of modulation formats that input signals belong to, which makes the proposed method even more flexible than other neural networks.
The rest of the paper is organized as follows. Section II and Section III separately introduce two parts of stage 1: 1) the CGBRBM; 2) the clustering algorithm. Section IV shows the method of modulation format identification of stage 2. Section V illustrates the schema of this proposed method and the design of schemes for testing the functionality and performance of this method. In Section VI, the results are represented, along with the discussion. Finally, the conclusions are drawn in Section VII.
II. THE UNSUPERVISED NEURAL NETWORK
In this section, we introduce an unsupervised neural network model that can be used as an approach to capture the subtle distinction between clock-recovered amplitude diagrams of signals with different modulation formats and to embed the correlations between inputs into high-dimensional data. This CGBRBM neural network consists of two parts. The first part is the convolutional model and it is composed of convolutional layers and pooling layers, and the second part is an Energy-based Model called Gaussian-Bernoulli Restricted Boltzmann Machine (GBRBM), which is the foundation of CGBRBM.
A. GAUSSIAN-BERNOULLI RESTRICTED BOLTZMANN MACHINE
Comparing with supervised neural networks, the unsupervised neural networks take unlabeled inputs as training data.
As for the GBRBM, the training data are simply the input signals that need to be discriminated, which means there are no extra data required. As shown in Fig. 1 , the input layer V (visible layer) contains m visible variables (v i and i m), that the input layer corresponds to the input image and each variable is a pixel of the input. There are n hidden variables (h j and j n) in the hidden layer H and hidden layers eventually used to represent the similarity between the inputs after the training of GBRBM. The GBRBM is a probabilistic neural network model based on energy, which means that the training of GBRBM can be considered as finding the parameters for the inputs to minimizing the energy. The energy function for the GBRBM can be expressed as [11] :
In the expression above, the random weights are denoted as w ij and each weight corresponds to a pair of visible variable and hidden variable. There are also bias a i for the visible variable and b j for the hidden variable. Moreover, to deal with pixels in natural images linear units with independent Gaussian noise are used to replace binary visible variables (visible units) in the traditional RBM [12] , and σ i represent the standard deviation of the Gaussian noise for visible variable v i .
By using the energy function mentioned above, the probability is assigned to each pair of a visible layer and a hidden layer, and the probability can be expressed as [12] :
where Z is the sum of all possible pairs of visible layers and hidden layers, and it can be expressed as:
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Because direct connections between visible variables or hidden variables does not exist, every visible variable is independent of other visible variables, and hidden variables are also mutually independent. Thus, the conditional probability of visible layer V (contains m visible variables), given hidden layer H (n hidden variables), can be easily written as:
Similarly, the conditional probability of hidden layer H, given visible layer V is:
Furthermore, given the hidden layer, the conditional probabilities for every single visible variable can be derived as:
where the N(· |µ,σ 2 ) represents the probability density of the Gaussian distribution with variance σ 2 i as variance and µ as mean. Since the hidden variables are Bernoulli variable, the conditional probabilities for each hidden variable, given visible layer, can be expressed as:
where sigmoid(x)=1/(1+ exp(-x)). In order to train the GBRBM, we treat the energy function (1) as a likelihood function and try to adjust the weight parameters (w ij ) to minimize it. Thus, it is intuitive to use the log-likelihood gradient, which can be written as:
where η is the learning rate and P(V) is the marginal probability given in (4). However, this is time-consuming and very complex to calculate in practice. Therefore, Gibbs Sampling and Contrastive Divergence are adopted [13] .
Gibbs Sampling is a Markov chain Monte Carlo (MCMC) algorithm, which is used essentially for updating the weight parameters (w ij ). Moreover, because of (7) and (8), visible variables can be easily generated from hidden variables via Gibbs Sampling, and vice versa. As shown in Fig. 2 , the hidden layer H 0 is yield from the input layer V 0 by using (6) and (8), and a set of new visible variables (V 1 ) can be produced from H 0 via (5) and (7) . Repeating this process for k times and V k can be eventually created from the original input V 0 .
Finally, by using the Contrastive Divergence to perform the approximation of the gradient, the update matrix ( W) can be derived and it is given by
where V 0 is the original input layer and H 0 is the first constructed hidden layer. V k and H k are the visible layer and the hidden layer reconstructed by Gibbs Sampling after k iterations. ⊗ is the symbol for outer product.
For the CGBRBM, the 1-step Contrastive Divergence is used, which means the Gibbs Sampling only iterates one time for each input. Equation (10) can be written as:
After the training, GBRBM can then embed the connection and correlation of every input into their corresponding hidden layer. Moreover, it turns out that if images are closely related (similar), they are likely to be close to each other in terms of Euclidean distance.
B. THE CONVOLUTIONAL MODEL
Although the GBRBM can learn the correlation between inputs, processing image is not its strong point. Thus, the GBRBM needs to be improved by some complementary method to extract features form input images.
As widely known, CNN is designed for multidimensional array data and one of the key ideas behind CNN is to use the convolutional layers to detect the local conjunctions of features and use the pooling layers to merge the similar features [14] , which makes CNN commonly used to recognize visual features such as edges, curves, circles. Since the inputs are the clock-recovered images of signals, we adopt this idea from the CNN and implement convolutional layers and pooling layers into the forepart of the CGBRBM to extract elementary visual patterns from images.
As shown in Fig. 3 , the convolutional model can be seen as 2 pairs of cascaded convolutional/pooling layers (C1, P1 / C2, P2), each layer consists of a set of feature maps and a feature map can be considered as the unit of convolutional layers and pooling layers. The convolutional layers are generated by convolving the previous layer with convolutional kernels and each feature map in a layer uses a unique kernel. The feature maps of the convolutional layers can be expressed as:
The convolutional kernels (filters) are denoted as ω and the total amount of feature maps contained in each convolutional layer is decided by the number of different convolutional kernels of each convolutional layer. X n represents feature maps in the current layer and X (n−1) is the feature maps in the previous layer. The * is the convolution operator and β denotes the bias. In order to cascade two pairs of convolutional/pooling layers, the rectified linear unit (ReLU) is introduced as the activation function for convolutional layers (denoted as σ (·), which clips negative values to zero to make the operation non-linear.
As illustrated in Fig. 3 , each convolutional layer is followed by a pooling layer and the max pooling strategy is adopted in this algorithm. The purpose of using pooling layer is to reduce the dimension of the feature maps in the previous convolutional layer and to make the newly created feature maps invariant of distortion and small displacement [14] . Thus, using the max pooling layer makes the convolutional model more robust and significantly reduces the input of the following GBRBM, which makes this unsupervised neural network less complex and improves its efficiency.
To sum up, the CGBRBM is created by combining the convolutional model and the GBRBM, which makes it such a powerful unsupervised neural network that can extract features from images and embed input images into corresponding hidden layers based on the similarity between images. Therefore, in order to use the CGBRBM as a tool to classify signals, the remaining process in stage 1 is to perform the clustering algorithm on hidden layers to realize the discrimination.
III. A CLUSTERING ALGORITHM COMBINED WITH DIMENSIONALITY REDUCTION
In this section, we introduce the second step for stage 1: to group data into clusters.
A. T-DISTRIBUTED STOCHASTIC NEIGHBOR EMBEDDING
Every hidden layer from CGBRBM contains numerous hidden units and can be deemed a point in the high-dimensional space, which makes it tremendously difficult to cluster theses data. Thus, before performing the clustering algorithm, the ''t-distributed Stochastic Neighbor Embedding (t-SNE)'' is adopted to map these high-dimensional data into two-dimensional space.
The t-SNE is a technique that can be used to perform the dimensionality reduction while keeping the structure of data preserved in terms of the Euclidean distance [15] , which means that the closer two high-dimensional points are, the closer the two converted corresponding two-dimensional points will be. Besides, as mentioned above, the correlation between each input data can be represented by the Euclidean distance between each corresponding point (hidden layer) in the high-dimensional space, so it is desired to keep the Euclidean structure. Thus, t-SNE is the most suitable dimensionality reduction method to be used in this case.
Assuming that there exists a set of data X = x 1 , x 2 , . . . , x n in high-dimensional space and the t-SNE method is used to reduce the dimension of X and transform it in to a set of twodimensional data Y = y 1 , y 2 , . . . , y n . The first step of t-SNE is to represent the Euclidean distance between points with conditional probability, which means if x j is close to x i , then the probability of x i choosing x j to be its neighbor is relatively high and if x j is far away form x i , then the probability of x i choosing x j as a neighbor will be relatively low. The neighbors are picked based on the probability density of the Gaussian distribution centered at x i [15] , which can be written in the mathematical expression:
where σ i is the variance and the P(j | i) is set to zero when i = j. Furthermore, in order to make the computation faster, it is better to make the probability symmetric, that means P(j | i) = P(i | j). Thus, the symmetric probability is set to P ij = (P(j | i) + P(i | j))/2n and n denotes the total amount of data in the set X. As for the two-dimensional points y i and y j , who are the counterparts of x i and x j , another conditional probability Q ij is calculated and the ultimate goal is to equalize Q ij with P ij . However, the Q ij is not computed using Gaussian distribution as the P ij , since that would result in a crowded two-dimensional map of points [15] , which means the boundaries between less similar groups of data are indistinguishable and makes the clustering almost impossible. Thus, another distribution called ''t-distribution'' is used on two-dimensional space.
As illustrated in Fig. 4 , by using t-distribution on the two-dimensional space, if the distance between x i and x j is relatively small, y i will stay much closer to y j , and when the distance between x i and x j is relatively large, y i and y j will stay much farther away from each other. Thus, with the t-distribution utilized, the points on the two-dimensional space will be less crowded. The symmetric probability Q ij can be written as [15] :
where again, Q ij is set to zero when i = j, and Q ij = Q ji for all i,j. After correctly model the similarity between the high-dimensional data into the two-dimensional space, the conditional probability P ij should be equal to Q ij . Therefore, the process of the t-SNE is mainly to use the gradient descent method to keep updating the value in dataset Y until the difference between P ij and Q ij is minimized. The Kullback-Leibler divergence is a method to measure the mismatch between P ij and Q ij , which is used as the cost function in t-SNE and it can be written as [15] :
where P and Q separately represents the joint conditional probability in high-dimensional space and two-dimensional space. Thus, the gradient is given by
B. DENSITY-BASED SPATICAL CLUSTERING OF APPLICATIONS WITH NOISE
After mapping the hidden layers from CGBRBM into the two-dimensional map, the clustering algorithm will be performed. However, because this CGBRBM is an unsupervised neural network, and to maintain its flexibility, the number of groups that data needs to be divided into is theoretically unknown and the shape of each group on the two-dimensional map is also arbitrary and not linearly separable. Thus, regular clustering algorithms, like k-means, is not suitable here and that is why a density-based algorithm is introduced, which is called ''Density-based spatial clustering of applications with noise'' (DBSCAN). The DBSCAN is straightforward and it only requires two main parameters. The first one is the distance (ε) so that if the distance between two points is less than ε, they will consider each other as a neighbor. The second one is the minimum sample (minSample), which indicates, at least, how many neighbors a point needs to have to be deemed as a core point.
There are two more definitions about DBSCAN [16] : 1. A point Q is directly reachable from P if P is core point and Q is within the distance ε. 2. A point Q is reachable if there is a path from P to Q and each node on the path must be core point and every two connecting nodes must be directly reachable from each other. The process of DBSCAN can be abstractly simplified and described as follows [16] :
1. Start with an arbitrary point P. (Goes to 2) 2. Check the number of points within the distance ε. a. If there are more than minSample neighbors, P is marked as a core point and a new cluster is formed. Then mark all the points that are reachable from P into the same cluster and exclude them from the further scan. (Goes to 3) b. If there are less than minSample neighbors, P is marked as noise. (Goes to 3) 3. Linearly scan for next unvisited point P (a point that is not a noise and has not been previously added into a cluster) until all points are visited. (Goes to 2) With the CGBRBM and algorithms mentioned in this section, the input constellation images can be discriminated and can be further processed to achieve modulation formation identification.
IV. MODULATION FORMATION IDENTIFICATION METHOD
In this section, we introduce an intuitive method to identify the modulation format for every cluster (stage 2): using a few pre-labeled signal images. After the CGBRBM is trained by the input data, it not only can generate hidden layers for the input data, but also can generate hidden layers for other inputs, and these hidden layers can be further mapped on to the same two-dimensional space. Thus, with the ability to group similar data together, it is possible to input only a few pre-labeled signals into the algorithm and use locations of their corresponding points on the two-dimensional space to identify the modulation format of every cluster. The process can be abstractly described as:
1. For each possible modulation format, prepare a few pre-labeled signals and input them into the model along with input signals and make their corresponding points casted onto the two-dimensional space. 2. For each cluster in the two-dimensional space, find the centroid of it.
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3. For each centroid, define the radius of this centroid to be R and it can be expressed as:
where D is a set contains the distances from current centroid to the other centroids and min(· ) is the a function to find the minimum value contained in a set.
4. For each cluster, with the radius and centroid decided, count the number of pre-labeled data located within it and calculate the proportion for each modulation format among these pre-labeled data. 5. For each modulation format, find which cluster has the greatest proportion of pre-labeled data with this modulation format and assign this modulation format to that cluster.
V. SCHEMA AND DESIGN OF EXPERIMENTS
In this section, the procedure of this method will be illustrated in detail, and we will introduce two systems to test the functionality and the performance of this proposed method.
A. THE SCHEMA
The proposed CGBRBM-based algorithm can be used for two purposes: discrimination and identification. The identification is based on the result of discrimination using extra pre-labeled data. For the discrimination, as shown in Fig. 5 , the algorithm takes clock recovered constellation images of mixed signals with different modulation formats as input. The acquisition of the signals' constellation images has been illustrated in Fig. 6 . The simulation scheme is similar as that in Ref. 5 , which is composed of three parts: the transmitter, the noise emulator and the receiver. With the arbitrary waveform generator implemented, the transmitter can generate signals with desired modulation formats (QPSK, 8QAM, 16QAM, 32QAM, 64QAM). To imitate the noise in reality, we build a noise emulator using variable optical attenuator (VOA) and erbium-doped fiber amplifier (EDFA). The output signals from the transmitter are first attenuated by a VOA to proper signal power, then they are boosted by the EDFA to achieve different OSNR values, and finally signals get attenuated again by another VOA to make signal power suitable for the receiver. As for the receiver, signals are received by a coherent receiver and an oscilloscope is used to acquire their data. Then data are further processed by the chromatic dispersion compensation and the clock recovery algorithm to yield constellation images, which are input data for the proposed modulation format identification algorithm. After the images are acquired, we first transform them into gray images since the color is redundant, then compress them into a smaller size to reduce the overall computation time.
After the pre-process, images are used to train the CGBRBM to learn the correlation between images, then we input images to the trained CGBRBM to get their corresponding hidden layers. With the dimension of hidden layers are reduced to two by t-SNE, we use DBSCAN to group data into clusters. Till this point, the mixed signals are discriminated, and each cluster contains signals with the same modulation format. To achieve the functionality of identifying the modulation format of each cluster, we use a few extra images of pre-labeled signals and input them into the trained CGBRBM, as shown in Fig. 5 , and use the method introduced Section IV to identify the modulation format.
There are a few parameters that can hugely affect the overall computation time as well as the accuracy, including the size that input images are compressed into, the size and the number of convolutional kernels, the size of hidden layers of CGBRBM. Except for the size of hidden layers, the rest of parameters mentioned above actually decide the size of each vector inputted into the GBRBM and the larger the size is the higher the computational complexity will be. As for the size of hidden layers, if it's too small, the CGBRBM cannot learn the correlation between inputs well enough.
However, if it's too large, the computation complexity will be high and the performance of CGBRBM will stop increasing after the hidden layers reach a certain size. Thus, one needs to be careful when choosing these parameters and it can be seen as trading the performance for the computational time.
B. MULTI-MODULATION SYSTEM
The first test is a straightforward test that focuses on the algorithm's basic performance by discriminating and identifying a relatively large number of signals. As for the input, this system imitates the hybrid multi-modulation transmission and we use signals with different modulation formats (QPSK/8QAM/16QAM/32QAM/64QAM). For each modulation format, we generate signals with OSNR from 25 to 10 with 1dB step and there are 1000 signals for each OSNR, which means there are 80000 signals in total. Every round we take 100 signals with the same OSNR from each modulation format so that there will be 500 (100 × 5) signals per round of test and 160 (1000/100 × 16) rounds in total. As for the pre-labeled signals, we use 2 random signals per OSNR (25 to 10) of each modulation format, so pre-labeled data set is fixed to 180 (2 × 16 × 5) signals in total. For each round, we run the test for 10 cycles to get the average accuracy for every modulation format (discrimination and identification). Then we calculate final results for every modulation format by averaging the result from rounds with same OSNR.
As for the internal process of the model, for each cycle, after the clock-recovered images are generated from signals, we first transform them into gray images and compress them to 64 × 64 pixels. Then, as illustrated in Fig. 3 , the preprocessed images are used as input of the convolutional model and are entered to the first convolutional layer (C1), where the images are convolved with 6 different 3 × 3 kernels to generate 6 feature maps with 64 × 64 pixels for each image. The next step is to use a 2× 2 window to perform max pooling in the following layer (P1), where the feature maps in the C1 are transformed into 32×32 pixels. The following is another pair of convolutional/pooling layer, same as the previous one, it first uses another 12 different 3×3 kernels to generate 12 new feature maps in C2 and then uses the 2×2 window to subsample these feature maps to yield 12 different feature maps with 16×16 pixels in P2. Thus, for each input clock-recovered image, there are 12 feature maps generated in P2 and each feature map has the size of 16×16 pixels. Finally, all the feature maps for each input is unwound and flattened into a vector with 3072 (12×16×16) values and there are 500 (5×100) vectors in total, which are the outputs of the convolutional model can be inputted into GBRBM.
Since each input image (visible layer) contains 3072 units, we set the number of hidden variables to 3000. Then, for each cycle, we repeatedly input constellation images into the GBRBM for 15 epochs to train the model. After the training, each input image has a corresponding hidden layer containing 3000 units.
Then, the hidden layers are processed by the t-SNE to get their dimension reduced to two and get grouped into clusters by DBSCAN.
Finally, we use the pre-labeled data to identify the modulation format of each cluster.
C. MULTI-MODULATION SYSTEM WITH MINIMAL INPUT
As an unsupervised neural network, the performance of CGBRBM is expected to be related to the training data, i.e., the input data. Thus, we want to test how will this model behave if the input data are minimized.
The second system is a modified version of the first one, where each modulation format has only one signal for each cycle. As for the input, for each modulation format of QPSK/8QAM/16QAM/32QAM/64QAM, we generate 10 signals for every OSNR ranging from 25dB to 10dB with 1dB step, which gives us a total of 800 signals. The total number of rounds is 160 (10/1×16), for each round, we input 5 (1×5) signals with same OSNR from different modulation formats and repeat for 10 cycles. In the end, we calculate the average accuracies for discrimination and identification. Moreover, since there are only 5 inputs each cycle, we need to adjust the number of epochs when training the CGBRBM, while everything else is the same as in the first experiment.
VI. RESULTS AND DISCUSSION
In this section, the results of two systems stated in the previous section will be illustrated.
A. MULTI-MODULATION SYSTEM
The discrimination result for the first multi-modulation system is given in Fig. 7 . As shown in the chart, the system can discriminate five modulation formats accurately even at a relatively low OSNR. Before the OSNR is decreased to 16dB, the discrimination accuracies for all the five modulation formats are 100%. Although the accuracies for 16QAM and 32QAM drop slightly when the OSNR decreases from 16dB to 14dB, they can still stay above 95%, which are considered as acceptable. Starting from 13dB to 10dB, the discrimination accuracies for signals of 16QAM, 32QAM, and 64QAM drop dramatically to 0% when OSNR reaches 12dB and the accuracy for 8QAM drops to 0% when the OSNR is 10dB, while the accuracy for QPSK remains 100%.
When the OSNR varies from 16dB to 14dB, with a logical guess, the reason why the accuracies for 16QAM/32QAM drops a little is that signals with the same OSNR are not always quite alike, especially in low OSNRs. As shown in Fig. 8 , both images are captured from signals of 32QAM with a 14dB OSNR and most of the signals generated during the test looks like the one on the left. However, a few signals have images that are visually abnormal and the image on the right in Fig. 8 is a perfect example. Thus, with some peculiar signals, the discrimination accuracies are slightly affected.
As for the identification accuracies for the first experiment, the result is also illustrated in Fig. 7 . It can be noticed that the accuracies for discrimination and identification are exactly identical for all signals and this raises the question: is the identification accuracy constrained by the stage 1 or stage 2 of the proposed CGBRBM-based algorithm.
To find the answer to this question, we depict the twodimensional space where all the signals are projected on. Fig. 9 shows the two-dimensional map for signals of five modulation formats with OSNR of 20dB and each color represents signals from the same modulation format. It is clear that all the signal can be perfectly discriminated, and each cluster can be easily identified using extra pre-labeled data with an accuracy of 100%.
As the OSNR decreases, the dissimilarity starts to increase for signals of same modulation format and decrease for signals of different modulation formats, which makes it difficult for the CGBRBM to find the correct correlation between signals and makes points on the two-dimensional space start to crowd together. When the OSNR of signals reaches 11dB, as demonstrated in Fig. 10 , points representing signals of 16QAM/32QAM/64QAM crowd together making them impossible to be distinguished. However, even when the OSNR drops to 11dB, signals of QPSK and 8QAM can still be discriminated with accuracies of 100% because clusters of QPSK and 8QAM are far away from the mixed cluster of 16QAM/32QAM/ 64QAM and have a distinct boundary. Thus, it raises the second question: what accuracy the algorithm can achieve if it is used on signals of three modulation format: QPSK, 8QAM and another one from 16QAM/32QAM/64QAM.
After testing the algorithm with inputs of three modulation formats, the identification result is illustrated in Fig. 11 . As shown in Fig. 11 , the discrimination accuracies are still identical to identification accuracies and no matter what modulation format the third set of signals has, the overall accuracy remains 100% if the OSNR is greater or equal to 11dB. When the OSNR drops to 10dB, since the CGBRBM is a probabilistic neural network model, there are chances that the boundary between cluster of 8QAM and cluster of 16QAM/32QAM/64QAM is not clear, which makes the DBSCAN unable to divide them into two groups. Thus, the overall accuracies drop dramatically after the OSNR decreases below 11dB, especially if the third set of signals has a modulation format of 32QAM or 64QAM.
B. MULTI-MODULATION SYSTEM WITH MINIMAL INPUT
As for the second system, since we don't know how many epochs does the CGBRBM need to yield the best result, we start with 250 training epochs. When the number of epochs is 250, as given in Fig. 12 , the identification accuracy for all five modulation formats remains 100% until the OSNR drops below 15dB. When OSNR decreases from 14dB to 13dB, the accuracies for 32QAM and 64QAM fluctuate slightly, but the accuracies for all modulation formats are still above 97%. After the OSNR goes below 12dB, the accuracies for 16QAM, 32QAM, 64QAM drop drastically, while the 8QAM drops to 90% and QPSK stays at 100%.
As we did for the first system, we want to find out what is the constraint holding back the identification accuracy when the OSNR is low. As shown in Fig. 12 , with only 5 signals inputted for each cycle, the CGBRBM can discriminate them with 100% accuracies for all OSNRs from 25dB to 9dB. Moreover, as mentioned before, when the OSNR is low, signals of same modulation format with same OSNR can still be visually different. Thus, after being projected on to two-dimensional space, if the OSNR of signals is relatively low, there are chances that the points of pre-labeled data may not be close enough to the cluster with same modulation format, which is the main reason of the decrease in accuracy.
In order to minimize the computational time of the algorithm, we are curious about what is the minimal number of epochs that can keep the identification accuracy unaffected. Thus, we repeat this second experiment with same input but different numbers of epochs. The numbers of epochs are chosen to be 250, 200, 150, 100, 50, 25, 15, 10 and 1. For each number, we calculate the average accuracy for all five modulation formats based on OSNRs. As shown in Table 1 , the result indicates that average accuracies for all OSNRs are not affected by the decrease in the number of epochs. For OSNRs from 25dB to 16dB, average accuracies are 100%, and average accuracies remain above 90% if the OSNR is not less than 12dB. Thus, for the scenario of the second experiment, the CGBRBM only needs to be trained for one epoch.
VII. CONCLUSION
This paper proposed an effective method based on CGBRBM to discriminate and identify the modulation format of mixed signals. The performance of the proposed method is demonstrated by two systems with input signals of five modulation format: QPSK, 8QAM, 16QAM, 32QAM, and 64QAM. Unlike CNN, due to the property of the unsupervised neural network, CGBRBM does not require to be trained by a huge amount of training data, while it can still achieve promising accuracy. Three scenarios have been tested during the experiments: 
