Introduction
Homoclinic and heteroclinic orbits have tremendous potential for applications in many important areas. Therefore, bifurcations of homoclinic and heteroclinic orbits have been studied extensively in the literature, see [Homburg & Krauskopf, 2000; Jin & Zhu, 2000 Morales & Pacifico, 2001; Wiggins, 1990; Zhang & Zhu, 2004; Zhu, 1998; Zhu & Xia, 1998 ]. However, most of the papers considered bifurcation problems of orbits connecting hyperbolic equilibria, and the corresponding problems with nonhyperbolic equilibria are rarely investigated. It is well known that nonhyperbolic equilibrium is unstable and always undergoes saddle-node (transcritical or pitchfork) bifurcation. Obviously, the bifurcation problems of orbits joining nonhyperbolic equilibria are much more difficult and challenging.
To the best of our knowledge, the research on homoclinic and heteroclinic bifurcations with nonhyperbolic equilibria are relatively less. Chow and Lin [1990] investigated bifurcations of homoclinic orbit with a saddle-node equilibrium. Deng [1990] * Supported by NNSF of China ( 10671069), Shanghai Leading Academic Discipline Project (B 407). † Author for correspondence studied bifurcations of codimensional-1 homoclinic orbit with a nonhyperbolic equilibrium. Liu and Zhu [2004] discussed bifurcations of generic homoclinic orbit for high dimensional system with nonhyperbolic equilibrium, they obtained the persistence of homoclinic orbit and the existence of periodic orbit bifurcated from the homoclinic orbit accompanied by transcritical bifurcation. Klaus and Knobloch [2003] considered bifurcations of homoclinic orbits to saddle-enter, they obtained the existence of orbit homoclinic to equilibrium and orbit homoclinic to center manifold. Sun and Luo [1994] investigated the local and global bifurcations for a generic (d + 1)-parameter family of threedimensional system with a heteroclinic cycle connecting a hyperbolic saddle and a nonhyperbolic equilibrium. Zhu [1994] achieved the persistence of generic heteroclinic orbits joining a saddle-node and a saddle. For other research on the bifurcations of orbits with nonhyperbolic equilibria, the readers are referred to [Liu & Zhu, 2004a , 2004b Rademacher, 2005; Shilnikov et al., 2001; Zhu, 1994a Zhu, , 1994b .
In view of less work on heteroclinic loop with nonhyperbolic equilibria, we investigate bifurcations of generic heteroclinic loop with one nonhyperbolic equilibrium p 1 and one hyperbolic saddle p 2 for the four-dimensional system. Firstly, we discuss bifurcations of heteroclinic loop when transcritical bifurcation does not happen, the persistence of heteroclinic loop, the existence of homoclinic loop connecting p 1 (resp. p 2 ) and the coexistence of one homoclinic loop and one periodic orbit are established. Secondly, we analyze bifurcations of heteroclinic loop accompanied by transcritical bifurcation, namely, nonhyperbolic equilibrium p 1 splits into two hyperbolic saddles p 0 1 and p 1 1 , a heteroclinic loop connecting p 1 1 and p 2 , homoclinic loop with p 1 1 (resp. p 2 ) and heteroclinic orbit joining p 0 1 and p 1 1 (resp. p 1 1 and p 2 ; p 2 and p 0 1 ) are found. It is worthy of note that homoclinic loop connecting p 0 1 and heteroclinic loop joining p 0 1 and p 2 cannot be bifurcated from the original heteroclinic loop, which is exactly determined by generic condition (H 1 ). The results achieved here can be extended to higher dimensional systems.
We introduce the method originally established in [Zhu, 1998; Zhu & Xia, 1998 ] and then improved in [Jin & Zhu, 2000 Zhang & Zhu, 2004] , that is, choosing fundamental solutions of variational equations as a new local active system, taking a coordinate change and then constructing a Poincaré map to induce bifurcation equations, we attain the results by means of solutions for bifurcation equations. The method is more applicable and bifurcation equations obtained in this paper are easy to compute.
Consider the following C r (r ≥ 5) systeṁ
and its unperturbed systeṁ
where z ∈ R 4 , the vector field g depends on param-
Furthermore, suppose the parameters are generic in the sense that λ governs bifurcations of equilibria while µ controls bifurcations of orbits.
Assume system (2) has a heteroclinic loop Γ connecting its two critical points p 1 , p 2 , where In addition, the following conditions hold:
where W uu i and W ss i are strong unstable manifold and strong stable manifold of p i , i = 1, 2, respectively. See Fig. 1 Let λ ∈ R be a parameter to control the transcritical bifurcation of system (1), and the x-axis be the tangent space of the center manifold at p 1 , θ (x, λ, µ) be the vector field defined on the center manifold, then by [Wiggins, 1990] , we may assume
If H 3 is true, then system (1) exhibits the transcritical bifurcation, i.e. when λ > 0 (or λ < 0, in this paper, we only consider the case λ > 0, for the case λ < 0, one may discussed similarly), there are two hyperbolic saddles p 0 1 , p 1 1 bifurcated from p 1 . Denote by p 0
Remark. Conditions H 1 -H 3 imply that local bifurcation is codimensional 1 and global bifurcation is codimensional 2. 
Local Coordinates and Successor Functions
Based on the invariance of these manifolds, introduce a scale transformation
xλ (x p 1 , 0, 0)λ, system (1) has the following expression in U 1 :
and in U 2 it takes the form:
where
The resulting systems (3) and (4) are C r−2 .
Due to normal form (3), (4) and H 1 , one may choose −T i and T i such that r 1 (−T 1 ) = (δ, 0, 0, 0) * ,
and its adjoint systeṁ
) be a fundamental solution matrix of (5) i , then similarly to [Jin & Zhu, 2000] , we achieve the following lemma. (2) (5) 2 has a fundamental solution matrix fulfilling
is the fundamental solution matrix of (6) as the cross-sections of
Based on the expressions of
Next, we shall take three steps to establish the Poincaré map in new coordinate system.
Step 1. Consider the map
By way of the factṙ
Integrating the above equation from −T i to T i , we arrive at
Together with (7) i , (8) i and (10) i , (9) i define the map
Step 2. To construct the map F 0 i :
Utilizing approximate solution of (3) and (4), we can easily obtain the expression of F 0 1 : S 1 0 → S 0 1 :
and F 0 2 : S 1 1 → S 1 2 :
where the higher order terms are neglected, 
Since p 1 undergoes transcritical bifurcation based on the structure of orbits in U 1 , one may see that the equation
, the map F 0 1 is well defined only if s 1 = 0 (see Fig. 3 ). Therefore, the extension for the domain of F 0 1 is defined as
Fig. 3.
Step 3. Composing the maps F 0 i and F 1 i , then 
and (12), (15), (16), we have the successor functions G j i as follows:
Clearly, to study the bifurcations near Γ, we should consider the solutions of
with s 1 ≥ 0, s 2 ≥ 0.
Bifurcations Analysis
For convenience, denote β 2 = ρ 1 2 /λ 1 2 . By implicit function theorem, we know that the equation 
Firstly, we assume the transcritical bifurcation does not happen, namely, λ = 0. Then based on (11) and (13), (18) 
2 ) −1 s 
such that system (1) has a unique homoclinic loop 
1 and 0 < |µ| 1. This implies system (1) has a homoclinic loop Γ 2 1 connecting p 1 . There is no difficulty to see that L 2 1 has a normal vector M 1 2µ at µ = 0 as β 2 > 1, while for β 2 < 1 (resp. β 2 = 1) it has a normal vector M 1 1µ (resp. M 1 1µ + w 12 2 M 1 2µ ) at µ = 0. The existence of L 1 2 can be obtained similarly.
This completes the proof.
2 , we have θ > 0 and
Theorem 3.2. Assume hypotheses H 1 -H 3 hold and M 1 iµ = 0, i = 1, 2. Then for λ = 0, µ ∈ L 2 1 and 0 < |µ| 1, system (1) has no periodic orbits except homoclinic loop Γ 2 1 .
Proof. Due to Theorem 3.1, µ ∈ L 2 1 and 0 < |µ| 1 mean that system (1) has a homoclinic loop Γ 2 1 . Now restricting
Thus V 1 (0) = N 1 (0) and
If w 12 1 w 12 2 < 0, then V 1 (s 1 )N 1 (s 1 ) < 0, it is clear that V 1 (s 1 ) = N 1 (s 1 ) has no sufficiently small positive solutions.
If β 2 > 1, then |V 1 (s 1 )| 1 and |N 1 (s 1 )| 1 hold for 0 < s 1 1, which shows that V 1 (s 1 ) = N 1 (s 1 ) has no sufficiently small positive solutions.
Next, we only consider the case β 2 < 1 and w 12 1 w 12 2 > 0. There are two cases to study, namely, (i) β 2 < 1, w 12 1 > 0, w 12 2 > 0, (ii) β 2 < 1, w 12 1 < 0, w 12 2 < 0. Case (i). In this case, it is easy to see that 
it then follows from (23) that
this means V 1 (s 1 ) = N 1 (s 1 ) has no sufficiently small positive solutions. Obviously, the conclusion holds for β 2 = 1.
Case (ii).
Notice that for w 12 1 < 0, w 12 2 < 0, s 1 should subject to 0 < s 1 < δ −1 |w 12 1 |M 1 1µ µ, then one achieves V 1 (s 1 ) < 0, N 1 (s 1 ) < 0,
and
for µ ∈ L 2 1 . Combining with the fact V 1 (0) = N 1 (0) and V 1 (0) N 1 (0), we see that there does not exist a small positive solution for V 1 (s 1 ) = N 1 (s 1 ). (See Fig. 4.) The proof is then completed. Proof. Let (1) (1) has no periodic orbits near Γ as β 2 ≥ 1 or w 12 1 w 12 2 < 0; (2) has at least one periodic orbit near Γ as β 2 < 1, w 12 1 > 0 and w 12 2 > 0; (3) has a unique periodic orbit near Γ as β 2 < 1, w 12 1 < 0 and w 12 2 < 0.
Proof. Based on Theorem 3.1, µ ∈ L 1 2 and 0 < |µ| 1 imply that system (1) has a homoclinic loop Γ 1 2 .
Eliminating s 1 in (20), one derives
Since we are interested in sufficiently small positive solutions of (20), it suffices to consider the sufficiently small positive solutions of
With similar arguments to proof of Theorem 3.2, one knows that V 2 (s 2 ) = N 2 (s 2 ) has no sufficiently small positive solutions as β 2 ≥ 1 or w 12 1 < 0. Next, we investigate the case β 2 < 1 and w 12 1 w 12 2 > 0. For β 2 < 1, define s 2 = e −ρ 1 2 τ 2 , then functions V 2 (s 2 ) and N 2 (s 2 ) are changed to the following forms:
There are still two cases to consider: (i) β 2 < 1,
Choosing
.
In view of w 12
As a result, N 2 (s 2 ) = V 2 (s 2 ) has at least one solutionŝ 2 satisfying 0 <s 2 <ŝ 2 < s 2 1.
Case (ii). Under these circumstances, s 2 must ful-
On the other hand, by Remark 3.1, we have
for µ ∈ L 1 2 and 0 < |µ| 1. Based on the continuity of the functions, there exists an 0 < s *
Combining with the fact N 2 (s 2 ) > 0 and V 2 (s 2 ) = 1, one immediately knows that s * 2 is unique. This completes the proof. (1) For w 12 1 < 0, w 12 2 < 0 and 
By Remark 3.1, −w 12 1 w 12 2 M 1 1µ is approximately the gradient direction of W (µ). Combining the relative positions of the curves N 2 (s 2 ) and V 2 (s 2 ) in the interval s 2 ∈ [0,ŝ 2 ) for some 0 <ŝ 2 1, we claim that the non-negative solution s 2 (µ) of
2 , and for w 12 1 < 0, w 12 2 < 0,
On the other hand, the curves N 2 (s 2 ) and V 2 (s 2 ) are intersected transversally at the unique positive solution s * 2 (µ), then it will survive under any small perturbation of µ.
The proof of (1) is then completed. The proof (2)- (4) can be completed with similar arguments.
For the relative positions of curves N 2 (s 2 ) and V 2 (s 2 ) as w 12 1 w 12 2 > 0, β 2 < 1, one may see Fig. 6 . Now, we turn to discussing the bifurcations of the heteroclinic loop when p 1 undergoes transcritical bifurcation, namely, λ > 0. One knows that when λ > 0, after the creation of p 0 1 and p 1 1 , there always exists a straight segment orbit heteroclinic to p 1 1 and p 0 1 , its length is λ p , we denote this heteroclinic orbit by Γ * . Moreover, based on Fig. 3 
(a) w 1 , we have
It then follows from (24) that
2 ) −1 δs Proof. Assume r = s 2 = 0 in (25), then
such that (25) has a solution r = s 2 = 0 as µ ∈ L λ 12 and 0 < |µ| 1, i.e. system (1) has a unique heteroclinic loop near Γ. Clearly, L λ 12 has a normal plane spanned by M 1 1µ and M 1 2µ at µ = 0. This completes the proof. 
such that system (1) has one homoclinic loop connecting p 1 1 if and only if µ ∈ L 2 1λ and To illustrate Theorems 3.1-3.7, we draw some of the figures, see Fig. 7. Remark 3.2. By virtue of Fig. 7 , one may see that homoclinic loop connecting p 0 1 and heteroclinic loop joining p 0 1 , p 2 cannot be bifurcated from Γ, which is exactly determined by the generic condition H 1 .
In the following, −β ≤ x 1 0 < λ p (0 < β 1) will be considered. Due to Fig. 3 and (14 
(29) shows there exists a surface Σ 1 (µ, λ) given by (27) such that (26) has a solution s 2 = 0 and −β ≤ x 1 0 < λ p for µ ∈ Σ 1 (µ, λ), which means system (1) has two heteroclinic orbits Γ 1 and Γ 2 , where Γ 1 is heteroclinic to p 1 1 and p 2 , Γ 2 is heteroclinic to p 2 and p 0 1 . (2) If s 2 > 0 in (26), one attains M 1 1λ λ + M 1 1µ µ > 0. Eliminating s 2 in (26), we achieve which shows that there exists a region ∆ given by (28) such that when (λ, µ) ∈ ∆, system (1) has one heteroclinic orbit Γ 3 , where Γ 3 is heteroclinic to p 1 1 and p 0 1 .
Remark. The heteroclinic orbit Γ 2 and Γ 3 will go into p 0 1 in different ways according to different fields of x 1 0 , see Fig. 8 , where we denote Σ 
