Numerical solutions of a perturbed Chandrasekhar H-equation  by Cahlon, Baruch & Nachman, Louis J
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 85, 599425 (1982) 
Numerical Solutions of a Perturbed Chandrasekhar 
/f-Equation 
BARUCH CAHLON AND LOUIS J. NACHMAN 
Oakland Uniuersify, Roehester, Michigan 48063 
Submitted by C. L. Dolph 
Numerical solutions of perturbed Chandrasekhar H type integral equations are 
analysed. Convergence criteria in the sense of the maximum norm and the C” norm 
are studied. Several numerical methods are compared. 
1. INTRoDUC~~N 
C handrasekhar [ 11 and others, [ 2, 3 1 have considered the equation 
H(r) = 1 + H(t) c,’ &H(S) ds. 
This equation arizes from the study of radiation transfer in a semi-infinite 
atmosphere [4 1. 
The rigorous proof of existence of solutions of (1.1) was given by Crum in 
[ 21. Legget [ 51 proved existence theorems for an equation of the form 
x=xo+xKx, (1.2) 
where K is a compact operator on the Banach algebra B. Another 
generalization of Eq. (1.1) is due to Stuart [61, Stuart considered equations 
of the form 
x(t) = x0 + x(t) 1, k(t, s)f(s, x(s)) ds, t E 0, (1.3) 
where f2 E R” and f is of the formf(s, x) = ~~!o U,(a) xei. 
In [ 7) existence theorems for solutions to the equation 
H(t) = 1 -t H(t) ,,I & w(s) H(s) ds 
+ I ’ P(t, s, H(t), H(s)) ds 0 
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were given. In this paper we analyse numerical solutions of Eq. (1.4) in two 
cases depending on the form of P(t, s, H(t), H(s)). In the first case we assume 
that P(t, s, H(t), H(s)) = k(t, s)p(t, s, H(t), H(s)) where, for each t E [O, 11, 
k(t, s) is an integrable function and where p(t, s, H(t), H(s)) satisfies a 
Lipschitz condition in the third and fourth argument and is continuous with 
respect o t and s. Under these assumptions on P and for v(s) continuous, 
positive, and small, we give quite general criteria as to when our numerical 
scheme yields solutions which converge to a solution of Eq. (1.4). 
In the second case we consider the function 
G(t, s, H(t), W)) = & w(s) fqt) H(s) + P(& s, fqt), H(s)) (1.5) 
to be continuous with respect o t and have bounded second derivatives with 
respect to the second, third, and fourth arguments. Under these more 
restrictive assumptions we give general criteria for deciding when various 
numerical techniques converge in the C” sense (see (3.3)), a stronger form of 
convergence xpected to produce better numerical convergence. 
We tested several numerical methods for solving Eq. (1.4). The results of 
some of these experiments and the conclusions drawn are given in Section 5. 
2. NUMERICAL CONVERGENCE IN C 
Consider the problem of finding numerical solutions for Eq. (1.4). In this 
section we assume that 
PO, s, fW, Z-W) = W, SIN, s, H(t), H(s)), 
where k(t, s) satisfies the conditions 
(Hl) For each t, E [0, 11, k(t,, s) EL’[O, 11. 
(H2) For each t, E [0, 1] 
‘lie ,d 1 o(x, to) k(x, to) - a(x, t) k(x, t)l dx = 0, 
where u is given by 
a(x, t)= 
1 
; 
if x<t 
if x > t. 
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Equation (1.4) then takes the form 
H(t) = 1 + H(t) j-1 & v(s) H(s) ds 
+ I ’ W, S)P(G s, H(t), H(s)) ds. 0 
(2.1) 
To replace Eq. (.2 1) by a numerical scheme we follow [S] and consider the 
following. 
Define k’ and k- to be the positive and negative parts of k. For each n, 
let 0 = t,,, < t2,n < **a < t,,, = 1 be a partition of [0, 11 and for y E C[O, 11 
and t E 10, l] let 
I 
I 
k* (‘7 S) Y(S) ds N 2 w;,(t) y(tj,,), 
0 j=l 
(2.2) 
where (~~Qt)}~=r a e 2n numerical weight functions such that, if R [O, 1 ] is 
the space of Riemann integrabIe functions on [0, 1 ] then 
(H3) w;“(t) E R (0, 1 ] fir all j, fir all n. 
(H4) ~if&) > Ojbr all j, for all n. 
(W lim,,, 1l.f: k*(t,s)y(s) ds - CJzl ~if,,(f)y(t~,,,)ll= 0 for all 
y E C[O, 11, where 11 - (I denotes the supremum norm on C[O, 11. 
To simplify notation we drop the “n” from the subscripts for the 
remainder of this paper. Specific examples of weight functions {wi(t)} are 
considered in Section 4. 
We now let 
w,(t) = w?(t) - w,:(t) (2.3) 
so that 
W, sly(s) ds - 5 w,(t) y(t,) 
II 
= 0 fory E C[O, 11. 
j=l 
To find an approximate solution for Eq. (2.1) we replace it with the 
system of equations 
H(t,) = 1 + H(t,) i WT(ti) H(tj) 
j=l 
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where w;*(t) satisfy (H3) and (H4) and are such that 
and wj* satisfy (H3), (H4), and (H5). 
In this section we will prove that the system (2.4) has a solution for n 
sufficiently large and that this solution converges uniformly to a solution of 
(2.1). 
We will use the following notation: for 6 > 0, R > 0, and n > 1, 
D n,,6 = XE I?“+ 
! I 
1 - 2 Wi2(ti) Xj > 6, 1 < i < n 
I 
(2.6) 
j=l 
and 
(2.7) 
Suppose w1 and wz satisfy (Hl)-(H5) and (2.5). Suppose E > 0 is given. 
Assume that p and w satisfy: 
(Al) There exist constants K, and K, such that Ip(t, s, u2, v2) - 
p(t,s,ul,v,)l~K,lu,-u,l+K,I~,-vv,Iforu,,viEIR’,i=1,2. 
(A2) If we let /3= suplGrcn ,Y$‘=, w@,) and let p = 1 t E, then 
p Q l/4(1 + E) = 1/4/L 
(A3) 1 t ~~=, wf(ti)p(ti, tj, uf, uj) < 1 t E =g,fir u,, uj E R +. 
Under these assumptions we will show that for all 6 > 0 for which 
and 
where 
s=‘-GT3 1 2 
* = 1+d=a 
’ 2 2 ’ 
(2.9b) 
and for all R > 0 such that 
R,<R<R,, (2.10a) 
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where 
there exists a solution to the system (2.4) which belongs to DE,g. 
In order to prove the existence of a solution to the system (2.4) we 
consider the system in a different form, namely, 
H(ti) = 
1 + xi”= 1 Wf (tOP(ti 9 tj, H(tt), H(tj)) 
1 - Ci”=I Wj2(ti) H(tj) ’ 
l<i<n. (2.11) 
We simplify the notation again by using 
Xi = H(t,), b,J = wfk>, 
af,j = w.i(t*), P(Xi, Xj) =P(ti, tj, H(t,h H(tj))* 
(2.12a) 
(2.12b) 
The system (2.11) then becomes 
xi = 
1 + Cj”=i bi,jPCxi* xj) 
1 -Cy=* ai,jxj ’ 
l<i<n, (2.13) 
or 
xi = (L,x)i (KnX)i3 1 <i<n, (2.14) 
where L, and K, are the operators, defined on the space R” with values in 
R “, given by 
(L,X)i= 1 t 5 bi,jP(xi, xj)' 
j=l 
and 
(KG),= ’ 1 - cj”= * a,, jxj ’ 
Let T,,: D,,, -+ R” be defined by 
(Tmx)i = (KnX)i (LnX)i, 
l<ifn, (2.15) 
1 <i<n. (2.16) 
l<i<n. (2.17) 
For R and 6 defined in (2.1Ob) and (2.9b), respectively, we will show that 
x E e,a implies T,x E Dt,B. 
LEMMA 2.1. If the assumptions of the previous discussion are satisfied 
604 CAHLON AND NACHMAN 
((Hl)-(H5), (2.5), (Al)-(A3)), then DE,8 is a convex subset of IR” and 
T,,: DE,& + D$. 
Proof. We first show that D,,, is a convex subset of I?“. Let x,y E D,,, 
and O<a< 1. Then 
' - i: aij(aj + t1 -a)Yj) 
j=t 
=a-a&z,,x,+(l-a)-(l-a)&jv, 
j=I /=I 
= a (lejJ,nijxj)+(l-a) (l-$luijYj) 
>as+(l-a)6=6. 
Hence ax + (1 - a)y E D,,, and D,,, is convex. 
For any fixed R > 0 Dt,& is bounded and also convex. 
Let xED:,,. Then max,<iG,,x,<R and 
V'nxh = 
I+ C;=l bijP(X,pXj) < 1 +' 
1 -CT=, aijxj 6 
and also, since R is such that R, < R < R, (see 2.10b) 
and hence 
tTnx)i < $$ < R 
,y~-~(T,x)i G 
1+e 
-<R. 
1 -/lR 
(2.18) 
(2.19) 
We also need to show that, if x E D$ then T,,x ED,,,. Thus, for 
x E,Df,, we must show that 
1 - i aij(TnX)j Z 6 (2.20) 
j=l 
or that 
But, from (2.18), 
1 - 6 > i: Q(T,x),. 
j=l 
(2.21) 
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Hence Cj”= 1 q,( 7’” x)~ < /I(( 1 + E)/B) < 1 - 6 since 6, < 6 < 6,. Therefore 
L-=4,,* Combining this result with (2.20) we have that T,,: D$ + Dt,s 
completing the proof of the lemma. 
THEOREM 2.1. Suppose that (Hl)-(H5) and (2.5) are satisfied by w’ 
and wz and suppose e > 0. Suppose further that p and I,U satisfy (Al)-(A3). 
Then for any 6 such that (2.8) holds and 6, < 6 < 6,) where 6,) 6, are given 
in (2.9b) und for any R such that R, < R < R, where R,, R, are given in 
(2.10b), there is a solution to the system (2.4) which belongs to D$. 
Proof. We show first that L, batisfies a Lipschitz condition. 
I(L,x)i- (L,Y)il= k bijP(XivXj) - ’ bij(Yi,Yj) 
/=I jti 
or 
where 
GK, C b,lYi-Xjl +K2 C bijlxi 
j=l j=l 
< [IX-YII K, 2 b, + K2 i bij) 
j=l j=l 
b = (K, + K2) SUP 5 b,* 
I(i(n /=l 
- Yil 
(2.23) 
(2.24a) 
(2.24b) 
Now we consider the operator K,. K,: DE,6 + R”. From (2.16), 
(K”x)~ < l/S and therefore 
sup ll&4l < $. 
XEDls 
(2.25) 
J1 Jj l - Cj”=l uijYj 
409/85/Z-2 I 
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Hence 
(2.26) 
From (2.25) and (2.26), K, is a compact operator. 
From hypothesis (2.8) and Theorem 1 of [7], the system (2.4) has a 
solution which belongs to D$. 
EXAMPLE. Let k(t, s) = l/m and p(t, s, U, V) =p(u, v) = e-(‘+‘) for 
24, vE IR+, some fixed E > 0. Then if/I satisfies 
O-c/3<{ (2.27) 
and 
and 
‘O<s<min (b-1,;) 
(2.28) 
then conditions (Alb(A3) are met and there exists 6’s and R’s which satisfy 
(2.8), (2.9), and (2.10). It is clear that for n sufficiently large 
/I N I: ((v(s) t)/(t + s)) ds and that we can find a ly and an n such that (2.27) 
and (2.28) are satisfied. 
We will now prove that the numerical solutions converge to a solution of 
(2.1). 
THEOREM 2.2. Suppose there exists a solution to equation (2.1); that 
w,+Ja Cb 
6 [J 
+G+d n 1 Q i< n, (2.29) 
j=l 
62 C a, < 1, 
j=l 
and that the conditions of Theorem 2.1 are satisfied. Let H(t) be the solution 
to (2.1) and let xI be defined as in (2.12a). Then 
Proof: Let x[ be the solution of the numerical system (2.11) and H(t,) be 
the solution of the integral equation (2.1) at t,. It is easily seen that 
607 
xi - H(l,) = 
[ 
1 f 5 b&,9 Xi> 
]=I 1 
1 1 
X 
l-&qjx,- 
1 --Ii h w(s) H(s) ds 
I 1 
1 
+ 
1-G -& w(s) WI ds 
i 
x b,p(x,, x,) - j1 w,, s>& s, Wi), H(s)) ds 
I . 
(2.3 1) 
0 
We consider the second term. Let 
A,= i b&,,x,)-jl W,, s)P@,, s, W,), H(s)) ds . 
j=l 0 
Then 
where 
Ai < Q: + 5 bij JP(xi, Xj) -P(tit tj, H(ti)v fJ(tj))l, (2.32) 
]=I 
Q: = 1’ k(ti 9 S) P(t i 7 S, H(f,), H(S)) ~3 
- i bijP(ci, rj9 H(r,)v H(tj)) * (2.33) 
j=l 
Then, from assumption (Al) we have 
Ai < Q! + K, 2 bij IXj - H(tj)l + K, 5 bij (Xi - H(t,)( * 
j=l j=l 
Hence 
(2.34) 
Ai Q ,TF:~ Q, + IIX- ff(fiII Kl $ bij + K, i b, * (2.35) 
j=l j=l 
Now we consider the first term. Let 
Bi= 1 1 
1 - c;=* $jXj - 
1-G --& v(s) WI ds (2.36) 
I 
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Then 
Bi= 
Since H is a solution to (2.1) there exists positive numbers 6, and R, such 
that 0 <H(t) <R, for all t E [0, 11 and 1 - li (t/(t + s)) W(S) H(s) ds > 6, 
for all t E IO, 1). Therefore, since x, is a solution of the system (2.4), 
C.L afjxj - Si 
B,< 
where x E Of;, , . Therefore, 
3 (2.37) 
where 
Q: = ,$, qjWr) - ,.’ +y v(s) H(s) ds 1. (2.39) 
From (2.38) and (2.35) 
++[Q'+ 
2 )I 7 (2.40) 
where Q’ = maxI<,<, Qi and Q* = max, Gi,.‘n Qf. 
From (2.29) we have 
mm 1% - WJ 1<i<n 
< (1 +&)Q* +e, . 
[ 462 62 1/r l- (1 +&I max i a,, 462 I<f<nj=, ’ 
_ WI + K2) 
f32 
(2.41) 
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From the assumptions (Hl)-(H5) and Theorem 2.1 of [ 81 Qi and Qf, 
approach 0 as n + co. Hence, 
lim max jxi - H(t,)l = 0. 
n-roe I<iCn 
(2.42) 
COROLLARY. Under the conditions of Theorem 2.2, 
That is, the error is 0 of the method of integration. 
Proof. This follows from (2.41). 
Remark. From (Hl)-(H5), if 1/1 is small and K, and K, are small it is 
clear that condition (2.29) will be satisfied. 
EXAMPLE. Let k(t, s) z 1 and p(t, s, U, v) =p(u, v) = sePCU+‘) for 
U, u E R ‘. Then for 0 < /I < l/4 and 0 < E < min( l/4/3 - 1, l/4) and n large 
both the system (2.11) and the integral equation (2.1) (see 171) have 
solutions. From the assumptions (H l)-(H5), for 0 < p, < 
min(e +dm/2(1 + E), l/4), condition (2.29) will be satisfied. 
To solve the system (2.4) we consider the following theorem. 
THEOREM 2.3. Assume the hypotheses of Theorem 2.2. Further assume 
that aij and b, are positive for all i and j. Assume that 
,$, b,p(l, 1) + k aij > O (2.45) 
j=l 
and that p(t, s, u, v) is monotonic with respect to u and v. Then the sequence 
defined by 
x(“+‘) = TX(W) 3 (2.46) 
where x0 E 1, and T is as defined in (2.17), is a monotonic increasing 
sequence which converges to a solution of the integral equation (2.1). 
Proof. From Theorem 1 we know that if x(O) E D$ then TX”’ E Df,B 
and by induction the entire sequence xCm) will be in Dt,&. It is easily seen 
that for n sufficiently large and for w small x(O) 3 1 is in Dz,d, where R and 
6 are defined in (2.9) and (2.10), respectively. Thus xfm) E D$ and the 
sequence is bounded. We will show by induction that the sequence xCm) is 
monotonic increasing. 
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For m=Ox’EDf,, and from (2.13) we have 
(1) _ 1 + c;4 bJP(l, 1) 
XI - (2.47) 
using (2.45) we have XI’) > 1, 1 < i < n or that x(l) > x(O). \ .Y 
Assume x(O) < x(I) < e-e < x(“‘). We show that x(“‘) < xc”‘+ l). 
= 1 + c;= 1 b,,p($t xjrn)) 1 + c;=, b,p(xj”- I), xj”- 1)) 
- 1 - c;=, U,jXj”) 1 - xi”=, uijXjm-l) ’ 
(2.48) 
or 
(m+l) _ On) N 
xi xi =-) D 
where 
N = 1 + 2 bUp(~;m-l), xjm-l) 
J=l 
)) (t uu(xy) - xy 1)) 
J=I 
(2.49) 
(2.50) 
Then 
1 + k b,p(xy-, xy+‘)) > 0 
j=l 
(2.5 la) 
since 1 + E > 0; 
(2.51b) 
by the induction hypothesis and the assumption on the a,,‘~; 
n 
1 - c u,jxjm-‘) > 0 (2.5 lc) 
j=l 
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since ~8~) E 0: 8 for all k; and 
2 b,( p(xjrn’, xjmq - p(xj”- l), xj”- 1’)) > 0 
j=l 
(2.5 Id) 
by the assumption on p and on the b,‘s. 
Therefore N > 0. It is also clear that D > 0 since xtm) and xcm-‘) E D:,s. 
Thus, by induction, the sequence is monotonic increasing. 
Since xcm) is monotonic increasing and bounded it converges. Since K, 
and L, are continuous, x(“) converges to the solution of the system (2.11). 
3. CONVERGENCE IN C” 
In this section we consider the problem of finding numerically the solution 
of Eq. (1.4) in the form 
H(t) = 1 + j1 G(t, s, H(t), H(s)) ds, 
0 
(3.la) 
where 
(3. lb) 
To apporximate the solution of Equation (3.1) we replace it with the 
system 
k=l 
l<i<n. (3.2) 
Note that in this system the weight functions wk,, are constants. We then 
solve the system (3.2) by iteration. We again drop the n from the subscripts 
for convenience whenever possible. 
Suppose 0 < a < 1. We will say that the solution of the system (3.2) 
converges to the solution H(t) of Eq. (3.1) on [0, 11 in the C” norm if 
+ lim max I Un(ti> - ‘tZttj) - H(ri) + H(tj)l = o 
Iti - tjl” 
(3.3) n-03 t,,t, 
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It is obvious that convergence in the C” norm is stronger than convergence 
in the supremum norm and that such convergence should, in general, be 
faster than the convergence of the last section. 
We will show 
THEOREM 3.1. Suppose 0 < a < 1 and wk > 0 for all k. Suppose further 
(G 1) For each t E [0, 11, G(t, s, u, v) has a bounded second derivative 
as a function of s, u, and v. 
(G2) G(t, s, u, v) is a continuous function oft. 
Then 
lim 1124, - Hll, = 0. 
n-em 
The proof of this theorem is extremely computational and we have 
relegated it to the Appendix. 
EXAMPLE. Let P(t, s, u, U) = se-(‘+‘) for u, u E R + and some fixed 
E > 0. Conditions (Hl)-(H5) are clearly satisfied as are (Gl) and (G2). We 
will consider this example further in Section 5. 
4. NUMERICAL METHODS 
Our application of the results in Section 2 of this paper are based on the 
following method for approximating (i k(t, s) y(s) ds based on product 
integration techniques introduced by Atkinson 191. Let (ti};=1 be a uniform 
partition of [0, 11 and let q be an integer. Let p,(s) be a piecewise 
polynomial of degree q which interpolates v(s) at the points t, , t, ,..., t, (with 
obvious adjustments if n & 0 (mod q)) and let si k(t, s) y(s) ds = 
Ii k(t, s)p,(s) ds. Let { ti,}J’!! r be the end points of the intervals over which p4 
is actually a polynomial of degree q (or less). Then in the interval 
Iti,, tij+,]p4 is a linear combination of Lagrange polynomials with weights 
Y @A ij<i<ij+l, and ,?/+I k(t, s)p,(s) ds can be written as 
C?Zi,Y(ti> Ji,,’ k(t, S) ii(s) ds, where the li)s are elementary Lagrange 
polynomials. If we let 
I 
$+I 
wi = k(t, s) l,(s) ds fori#ij, 1 <j<m, 
ij 
i 
‘j 
iJCl 
= 
iJ-l 
k(t, s) Iii(s) ds + j 
Ii 
k(t, s) Ii/(s) ds 
fori=i,, 2<j,<m- 1, (4.1) 
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then 
I 
1 
WV s> P,(S) ds = i: w,(t) Y(4) for all I E [ 0, 11. 
0 i=l 
If we assume the perturbation P in Eq. (1.4) has the form 
P(r, s, H(t), H(s)) = k(t, s)p(t, s, H(t), H(s)) subject to conditions (H 1) and 
(H2), then Eq. (1.4) takes the form (2.1) which is subsequently replaced by 
the system (2.4). We considered several methods for solving (2.4) where the 
weight functions w:(t) and w;(t) are produced by the above product 
integration technique. Notationally, let 
P(h, i) = 2 wj(ti)p(ti9 lj9 h(ti)T h(fj>)Y 
j=l 
(4.2) 
where h is any function on { ti)yT I and the weight functions wj’ are chosen 
according to (4.1) with p(ti, s, H(ti), H(s)) playing the role of y(s). Let 
Z(h, i) = 5 wf(tJ hft,), (4.3) 
j=l 
where the wys are chosen according to (4.1) with k(t, s) = ty(s)/(t + S) and 
y(s) = h(s). Also let 
h(fi) = (h), . (4.4) 
Mefhod I (Quotient Method): For any n-vector h let 
G,(h, i) = 
1 + P(h, i) 
1 - Z(h, i) ’ 
(4.5a) 
Let (h”)i zz 1. Assuming hk has been defined let hkf’ be given by 
(hk+‘), = G,(hk, I), 
(hk+‘)) = G,((hi+‘,..., hf+:, hf ,..., hk), i), l<iQn. (4.5b) 
Continue until rnaxiGiGn I(hk+‘)i - (hk)iJ < E, E a specified tolerance, or until 
k + 1 > m, m a specified maximum number of iterations allowed. 
Method II (Direct Method): For any n vector h let 
G,(h, i) = 1 + hi . Z(h, i) + P(h, i) (4.6) 
and proceed as in (4.5b) above, replacing G, with G,. 
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Method III (Quotient with Subiterations): Let G, be as in Method I and 
let hy = 1. At each iteration step introduce subinterations by 
h:,f’ = G,((h:+‘,..., h:_+:, h;,;‘, , h;, ,,..., hk,), i), 
where hf,J ’ = hf. For each i, continue until 1 h$’ - h$!,) < E or j excedes 
the allowed number of iterations. Let 
Procede as in Method I. 
hktl = hkt' 
I 1.1 - (4.7b) 
Method IV (Direct with Subiterations): Same as Method 3 except G, 
used in place of G,. 
Each of the methods, I, II, III, and IV were paired with each of the 
following interpolation schemes to produce eight techniques for solving Eq. 
(2. I). 
(1) Piecewise quadratic interpolation. For an odd number of intervals 
the subinterval [ti, r,] was used to obtain a linear polynomial. 
(2) Piecewise cubic interpolation. If the number of subintervals was 
not a multiple of 3, then either [fn-i,f,,] or [fn-2,fn-,] and /t,-l,t,] were 
used to produce a linear or quadratic polynomial, respectively. 
At the end of this section we will show, Lemma 4.1, that the choice of 
weight functions leading to these eight methods satisfy conditions 
U-W-W)- 
To apply the result of Section 3 to solve Eq. (1.4) in the form (3.1) we 
used the following methods. 
Method V (Newton-Cotes): For any n vector h let 
Wh, i) = 1 + i WkG(ti, t,, hi, hk), 
k=l 
(4.8) 
where G is given in (3.lb) and the wk are the constant weights of the tive- 
point repeated Newton-Cotes integration technique. Iterate is in Method I 
with ho E 1. 
Method VI (Gauss-Legendre): Let {x,}& be the nodes in [O, 1 ] for the 
40-point Gauss-I.&get&e quadrature scheme and let {ci}:l i be the 
corresponding weights. For any h E R4’ let 
G,(h, i) = 1 + $ C,G(X,, x,, hi, hk). (4.9) 
k=l 
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Let ho E 1 and iterate G, as above. Let h* be the generated solution. For 
any n-vector h let 
G,(h, i)= 1 + 5 ckG(t,, xky hi, hf) 
k=l 
(4.10) 
iterate as above. 
We now show that under mild restrictions on k(t, s) and q, the choice of 
weight functions defined at the beginning of this section satisfy (H3)-(H5). 
LEMMA 4.1. Suppose y(s) is continuous on [0, l] and for each t in [O, 11 
k(t, s) is Riemann integrable on [0, 11. Suppose the integer q < 7 and that 
Ii k(t, s) ds is bounded as t ranges over [0, 11. Then if we let {w,,Js)}~=, be 
defined as in (4.1), (H3)-(H4), and (H5) are satisfied. 
Proof. With the given restrictions on k(t, s) the first two conditions, (H3) 
and (H4) are obvious. 
To discuss (H5) we assume, without loss of generality, that k(t, s) 2 0 for 
all t, s E (0, 11. Then, since q < 7, the integrals of each of the Lagrange 
polynomials are positive and so, for each t E 10, 11, wj,,(t) > 0 and therefore 
w,+win. 
‘Since i is continuous we can find a sequence {E,, }such that 
(1) limn+oosn=O, 
(2) IIY-P”II, < %I* 
Therefore for each t E [0, 11 
If 
’ (4 S)Y(S) - W, s) P,(S)) ds 
-0 
< c, 1’ W, s) ds. 
-0 
By the assumption on k(t, s), (H5) now follows. 
5. NUMERICAL EXAMPLES 
To test the usefulness of the methods outlined in Section 4 we applied each 
of them to several examples. 
Our first concern was the accuracy of our methods. Since we know of no 
perturbed equation which satisfies our convergence criteria and also has 
known solution, we first considered the following. If 
PO, s, G(t), G(s)) = E .f (t) - 6 & [f(s) G(t) 
+fW G(s) + ~fWf@)l, (5.1) 
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wheref(t) is Riemann integrable and if 
l?(t) = 44 + E *f(t), (54 
where h(t) solves the unperturbed equation (1.1) then g solves the perturbed 
equation 
G(r) = 1 + G(t) ,d & w(s) G(s) ds 
+ I,’ p(t, s, G(t), G(s)) ds. (5.3) 
This equation does not necessarily satisfy the convergence criteria given in 
Sections 2 and 3 but since it has known solutions it enabled us to run 
preliminary tests on the accuracy of the methods. 
In general, for a fixed step size h and a fixed interpolation scheme all 
of the methods, I, II, III, and IV tended to give the same answers when 
rounded to the specified accuracy. Table I presents values for 
TABLE I 
Errors for Solutions to G(t) = 1 + IA (~/(t + s)) y(s) G(s)& 
+ J.: (40) - Q*/(t + s))If@) GO) +fW G(s) - cff(Ws)l) ds 
WI(S) =0.05 
Quadratic Step size Error (all Methods) 
h=O.l 
h = 0.05 
6.29 x lO-6 
4.62 x lo-’ 
Cubic Step size Error (all Methods) 
h=O.l 
h = 0.05 
2.7 x lO-6 
6.93 x lo-’ 
&(S) = + s4 - & s2 + j+ 
Quadratic Step size Error (all Methods) * 
h=O.l 
h = 0.05 
1.18 x lO-J 
5.81 x lO-6 
Cubic Step size Error (all Methods) 
h =O.l 
h = 0.05 
9.08 x lO-6 
2.42 x lO-6 
* See note in text. 
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maxi<,< 1,, 1 g(tJ -g&J, where g is the actual solution and g, the numerical 
solution to (5.3). For these computations 
f(t) = T + e’, & = 0.005, and g(f) = 0.005e’. 
For this example and all others various values of the function w were tested. 
We report here results for 
VI(S) = 0.05, (5.4a) 
yJ*(s)=~s4-&-s2++ (5.4b) 
(see pp. 125, 132 of [4]). We note that for h = 0.05 and for quadratic inter- 
polation, Methods II and IV, the direct methods, failed to converge. 
Obtainable accuracy and convergence, of course, depended on step size and 
the accuracy of the approximations to the unperturbed equations used. 
TABLE11 
Solutions to H(f) = 1 + H(t) I: (t/(t + s)) w(s) H(s) ds + I: (0.005e-H’f’-H’S’/(\/sS1)) ds 
y,(s) = 0.05 
Nodes 
0.0 0.5 1.0 
quadratic 
h = 0.1 1.001324419812 1.029625637950 1.037388097041 
h = 0.01 1.001324217253 1.029627581247 1.037390065125 
h=O.I 1.001324405662 1.029625340486 1.037387635296 
h = 0.01 1.001324216799 1.029627576075 1.037390059556 
0.0 0.5 1.0 
quadratic 
h=O.l 
h = 0.01 
1.001318531321 1.035535456562 1.042276549775 
1.001318140702 1.035542757899 1.042283948998 
cubic 
h=O.l 1.001318506822 1.035534766132 1.042275410265 
h = 0.01 1.001318139814 1.035542737541 1.042283928455 
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TABLE III 
Solutions to H(r) = 1 + H(I) I: (t/(t + s)) w(s) H(s) ds + I: 0.005e-H’L’-H’r’ ds 
y/,(s) = 0.05 
Nodes 
0.0 0.5 1.0 
quadratic 
h=O.l 
h=O.Ol 
1.000658264369 ’ 1.029597743345 / 1.037496377179 
1.0006582373 13 1.029599878571 1.037498530983 
cubic 
h=O.l 
h = 0.01 
1.000658274074 1.029597427029 1.037495889090 
1.000658237406 1.029599872197 1.037498524167 
Method V 
h=O.Ol 
h = 0.002 
1.000660345348 1.029663862327 1.037594643702 
1.000658658705 1.029612692937 1.0375 17770240 
Method VI 
h=O.l,O.Ol l.ODO658750175 1.028750376868 1.036143178300 
Nodes 
quadratic 
h=O.l 
h = 0.01 
0.0 0.5 1.0 
1.000654761819 1.035503813531 1.042379803841 
1.000654709512 1.035511485749 1.042387561324 
cubic 
h=O.l 
h = 0.01 
1.000654778671 1.035503097172 1.042378626863 
1.000654709690 1.035511463097 1.042387538461 
Method V 
h = 0.01 
h = 0.002 
1.000656844562 1.035513718273 1.042389809679 
1.000655136003 1.035512000959 1.042388080729 
Method VI 
h=O.l,O.Ol l.OW655423748 1.034294517054 1.040663024794 
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Each of the 8 techniques associated with Methods I, II, III, and IV were 
used to solve Eq. (2.1) for each of the following perturbations. For each of 
the resulting equations the actual solution is unknown. 
p(t, s, 24, u) = 0.0005e-'" +'), (5.5) 
p(t, s, u, u) = O.OOSe-‘“+“‘. (5.6) 
Various interval sizes were used among which were the reported values 0.1 
and 0.01. Table II presents representative values of solutions to (2.1) for the 
perturbation in (5.5) using each of the w functions from (5.4) and step sizes 
0.1 and 0.01. 
Methods V and VI were also used to solve Eq. (2.1) for the w values in 
(5.4) and the perturbation in (5.6). Results of these solutions for various step 
TABLE IV(a) 
Steps Used in Solving Perturbed Equations P = 0.005e-H”~-H’S’/(\) 
w,(s) = 0.05 
Method 
I II III IV 
quadratic 
h=O.l 70 90 204 281 
h = 0.01 600 900 1782 2724 
cubic 
h=O.l 
h = 0.01 
w,(s) = + s4 - + s2 + 8 
70 
600 
90 205 282 
900 1794 2726 
Method 
I II III IV 
quadratic 
h=O.l 
h = 0.01 
70 90 195 277 
600 900 1746 2704 
h=O.l 70 90 196 277 
h = 0.01 600 900 1746 2700 
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TABLE IV(b) 
Steps Used in Solving Perturbed Equations P = O.OOSe -“w-~w 
y,(s) = 0.05 
Method 
I II III IV 
quadratic 
h=O.l 
h = 0.01 
cubic 
10 90 204 281 
600 900 1763 2124 
h=O.l 70 90 205 282 
h=O.Ol 600 900 1777 2725 
Method 
quadratic 
h=O.l 
h = 0.01 
I II III IV 
70 90 195 277 
600 900 1696 2704 
cubic 
h = 0.1 70 90 196 271 
h = 0.01 600 900 1705 2701 
sizes, along with the results from Methods I-IV are given in Table III. Note 
that Method VI produced the same values for all step sizes 0.1 to 0.01. 
Table IV lists the number of steps used to obtain the answers in Tables II 
and III with Methods I-IV, where a step is defined to be one calculation of 
(W+l)i (i.e., either as part of a complete iteration or as one subinteration). 
All computations were performed in double precision on the Honeywell 
Multics Level 68 DPSl at Oakland University. The iretations were stopped 
when the sup norm of the difference between two succesive iterations was 
less than lo-“. 
CONCLUSIONS 
The eight techniques based on Methods I, II, III, and IV are applciable 
whenever the perturbation P meets the conditions (HI)-(H5). Methods V 
and VI cannot, in general, be applied when P = k(t, s)p(t, s, h(t), h(s)), k(2, s) 
singular, but should produce more rapid convergence when applicable. 
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As mentioned earlier, for a fixed interpolation scheme and fixed step size 
Methods I, II, III, and IV yield the same answers to within the given 
tolerance. Therefore the reasons for choosing one of these methods over the 
other rests solely on considerations of rapidity of convergence, both in terms 
of the number of complete iterations needed to obtain the desired accuracy 
and in terms of actual computation time. 
We originally conjectured that the addition of subiterations in Methods III 
and IV would reduce the total number of iterations needed for convergence. 
Small reducations were observed in some examples but, in general, these 
reducations in total iterations were completely nullified by the additional 
number of steps needed. We recommend that Methods III and IV not be used 
on the basis of the number of steps needed for convergence. 
Of the two remaining methods, I and II, I is recommended for several 
reasons, not the least important of which is the convergence proofs in 
Section 2 and the fact that II failed to converge on the example in Table I. It 
is also clear from Table IV that Method I requires fewer steps than Method 
II regardless of the interpolation scheme. This fact was borne out in other 
examples also. 
Of the two interpolation schemes, the cubic interpolation appears to be the 
more accurate of the two (see Table I), but generally takes somewhat longer 
(actual CPU time) than the quadratic scheme. The difference is small but so 
is the increase in accuracy. As can be seen by examining Tables II and III, 
the two interpolation schemes tend to agree to within six or seven decimal 
places. This agreement also tended to carry through all the examples we 
tried. If accuracy less than 6 decimal digits is all that is needed we 
recommend Method I with quadratic interpolation. For greater accuracy we 
recommend the cubic scheme. 
Compared to Methods V and VI Method I is extremely slow (actual CPU 
time) for a given step size. Both Methods V and VI converge rapidly (six to 
ten iterations) as expected. However, the large number of subintervals (small 
step size) needed for any kind of acceptable accuracy with Method V and the 
fact that Method VI produces essentially one solution, independent of step 
size, leads us to recommend Method I in the case of a non-singular pertur- 
bation also. 
APPENDIX 
In this appendix we give the proof of Theorem 3.1. 
Proof. Let 
i 
’ ei = G(ti, S, H(ti), H(S)) dS - 5 WjG(ti, tj, U(ti), U(tj)) (6.1) 
0 j=l 
409/85:2 22 
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or 
ei = i wjG(t,, tj, H(ti), H(tj)) - 5 wjG(ti, tj, u(tt), u(tj)) + Qi, (6.2a) 
,=I j=l 
where 
Qi = I,; G( t,, s, W,), H(s)) h - i w,W,, tj, fW,h W,)). Wb) 
J=l 
We denote by a,,, and yl,& the expressions 
at,, = et - ek? Y,,k=Q,--Qk- (6.3) 
By direct calculation one can show that 
6,,k = JI + Jz + Jj + Yf,k, (6.4) 
where 
” ” 
J, = 2 W(t,, $3 WA W,) - c yG@,, t,, W, 4$N, 
J=l J=l 
n n 
- c wjG(tk, tj, H(f,)v H@,)) + 2 w,G(t,, tj, u(t,), @,)h 
J=l ,=I 
(6.4) 
J, = ,f wJG(tk, t,, H(f,), H(~J)) - i wjG(fk, tj, H(ti), U(tj)) 
j=l /=I 
tj, H(h), ff@j)) + i @it,, tj, %-), @J)), (6.5) 
,=I 
and 
J3 = C wjG(tk, ~JY H(t,), U(fj)) - i wjG(fk, fj, u(ti), U(tj)) 
j=l j=l 
-$, j ( 
W G tk? t/y H(fk), U(~J)) + i WjG(rk, tj, U(fk)v U(tj))* 
j=l 
(6.6) 
We estimate J, (i = 1,2,3) using Lemma 1.1 and Lemma 1.2 of [lo] to 
obtain 
(6.7) 
/=l j=l 
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and 
IJ,l GK2 i Iw,I Si,k +K, i lwjl lti--t,la le,l, (6.9) 
k=l j=l 
where K2, K, , K4, K, , and K, are given by 
C?G 
K, = SUP z > 
I I 
K, = sup & 
, 
K, =sup & 
, 
(6.10) 
and R is a fixed positive number given by [ 10) of [ 71. From the assumptions 
of the theorem the K,‘s are finite. 
Now we estimate the value of yi,k (suppose wolog i > k). Let 
Yi,k = Qi - Qk 
=jl G(ti, S, H(ti), H(S)) dS - t WjG(ti, tj, H(ti), H(tj)) 
0 j=I 
-j’ ( 
G tk 3 $9 H(tk), H(s)) ~ f 5 Wj G(tk 9 t,i 7 H(fk), H(fj)) 
j=l 
or 
Yi,k = j: G(t,, S, H(ti), H(s)) ds - j’ G(tk, ST ff(fi), H(s)) ds 
0 
+ j’ G(tk, S, ff(f,), H(S)) ds - 1’ G(tkg ST H(rk)9 fw ds 
0 0 
- i W,G(ti 3 tjv H(f,), H(t/)) + $ “‘jG(tk 7 tj, H(‘iL ff(tj)) 
j=l j=I 
tk, f,, H(fi), H(tj)) + i WjG(fk, tj, H(fk), H(fj>)* (6.11) 
j=l 
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G(t,, ~3 H(t,), H(s)) - G(fk, ~3 H(ti), H(S)) 
I4 - t/J” 
and 
G(tk , 5, fW,), H(s)) - ‘% 7 ~9 fW,J, H(s)) 
Iti - tkl” 
are bounded and integrable with respect o s. Therefore 
Wj, s, fW,h Ws)) - W,, s, fW,Jv H(s)) ds 
Ifi-ft,l” 
(6.12a) 
(6.12b) 
n G(t,, tj, H(t,), H(tj)) - G(tk, tj, H(ti)v H(tj)) - 
= .( WI Itimtt,ln )I 
= o (6 13) 
j l 
and 
lim 
/i 
’ G(fk, s, W,), H(s)) - Wk, s, WA H(s)) ds 
n-303 0 14--t,In 
G(tk 9 tjv H(t,), H(tj) - G(tk 3 tj 3 H(fA H(cj)) - 
)I 
= 0. 
Iti- tkl” 
(6.14) 
Hence, 
From (6.4), (6.9, and (6.6) we obtain 
II,,:,IU 1 (I-K, i: Iwjl) , j=l 
IYikl <it -tk~a+llellXz i: lWjlIt~-cjll-” 1 j=l 
+llell& 9 IWjllti-~jl’-a 
j=l 
n n 
+KP II4 j?, Iwjl +&JFI Ilell Iwjl- (6.16) 
From (6.15), the first term of (6.16) vanishes as n -+ 00 and from Theorem 
2.2, II4 = maxlGiGn leil-+ 0 as n -+ co. Hence the right side of inequality 
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(6.16) goes to 0 as n approaches 00. From the assumptions of this theorem 
we then have 
18i,kl = 0 
1::” (ti - t,y * 
(6.17) 
We can change indices and obtain 
completing the proof. 
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