The celebrated Poincaré and Friedrichs inequalities estimate the L p -norm of a function by the L p -norm of the gradient. We prove the Poincare inequality for a domain Ω ⊂ R n and for a hypersurface C ⊂ R n based on open mapping theorem of Banach only. For a cylinder which has a hypersurface as a base, is prove stronger inequality, involving only the surface derivatives. Similar inequalities for the uniform C-norm are proved as well. We also estimate H m pnorm of functions prove inequalities for some generalizations of the mentioned inequalities.
Introduction
Let 1 p ∞ and Ω be a bounded connected open subset of the n-dimensional Euclidean space R n with a Lipschitz boundary (a domain with the uniform cone property). Then there exists a constant C, depending only on Ω and p such that for every function ϕ in the Sobolev space W 1 p (Ω) the celebrated Poincaré inequality holds
where
is the average value of ϕ over Ω. Here mes Ω stands for the Lebesgue measure of the domain Ω and the constant C depends on Ω and p only. When Ω is a ball, the above inequality is called a Poincaré inequality, while for more general domains Ω inequality (1) is known as a Sobolev inequality (cf., e.g., [DL90] ). Let M 0 be a subset of the closed domain M 0 ⊂ Ω of co-dimension 1 and have non-trivial measure mes M 0 = 0 (can be a non-trivial part of the boundary). Let ϕ + denote the trace of ϕ on M 0 . The following
is known as Friedrichs inequality for M 0 = ∂Ω, p = 2 (see [Tr72, Theorem 6.28 .2], [HW08, Theorem 4.1.7]). If M 0 is the same as in (3), the next inequality
for a function ϕ ∈ W The inequalities (3) and (4) hold, of course, if M 0 is a subdomain of Ω. In contrast to (1), in inequalities (4) and (3) the domain Ω can also be unbounded (might have an infinite measure), provided mes M 0 < ∞ in (3).
Moreover, for a cylinder Ω := C × [a, b] with a base C which is a hypersurface in R n , we prove a stronger inequality, namely the following
⊤ is the surface gradient and D 1 , . . . , D n are the Gunter's derivatives (see § 1), and ϕ ∈ W 1 p (Ω, M 0 ) vanishes on a (n − 1)-dimensional strip M 0 := Γ 0 × [a, b] with Γ 0 ⊂ C-a (n − 2)-dimensional subset of C (can be a piece of the boundary ∂C). The inequality (5) is remarkable, because contains only the surface derivatives and does not contains the derivative with respect to the variable t ∈ [a, b] transversal to the surface C.
For a cylinder I ω := ω × I, I := [a, b], with a flat base ω ⊂ R n−1 , the inequalities (5) and (6) have the form
where ∇ ω (U) is the gradient in ω (in R n−1 ) and contains only (n − 1) derivatives. Poincaré and Friedrichs inequalities also hold for a smooth surfaces
where ϕ C denotes the average value of ϕ over C:
Γ 0 is a subset of the closed surface Γ 0 ⊂ C of co-dimension 1 and has non-trivial measure mes Γ 0 = 0 (Γ 0 can be a non-trivial part of the boundary). The inequalities (9) and (11) hold, of course, if Γ 0 is a subsurface of C. The inequality (9) holds for surfaces of finite measure, while the inequality (11) does not needs such constraint and the surface C might have infinite measure.
The following
for ℓ < m, m = 2, 3, . . ., generalize Poincaré inequalities (1) and (9), while the inequalities
ϕ ∈ W 
There is only one essential difference: in analogues of inequalities (4), (12), (9), (13) and (17) the sets M 0 and Γ 0 can be one point sets.
It turned out, that for vector-functions
n even gradient is superfluous in the inequalities (1), (4) and it suffices to take the deformation tensor:
where M 0 and Γ 0 are the same as in (3) and (10), respectively. Def(U) and Def C (U) are the domain and the surface deformation tensors, respectively (see (9) and (10)), and only n(n + 1) 2 < n 2 different linear combinations of the n 2 derivatives
For a cylinder Ω := C × [a, b] with a base C which is a hypersurface in R n and a vector-function U = (U 1 , . . . , U n ) ⊤ , we prove a stronger inequality, namely the following
, with a flat base ω ⊂ R n−1 , the inequalities (24) and (25) have the form
where Def ω (U) is the deformation tensor in ω (in R n−1 ) and contains only n(n − 1) 2 derivatives.
The inequalities (20)- (23) 
Auxiliaries
Throughout the present paper we will assume that C be a sufficiently smooth hypersurface in R n with the Lipschitz boundary Γ := ∂C (a surface with the uniform cone property), defined by a real valued smooth function
which is regular ∇ Ψ C (X) = 0. The normalized gradient
defines the unit normal vector field on C.
The collection of the tangential Günter's derivatives are defined as follows (cf. [Gu53, KGBB79, DMM06, Du10, Du11])
is the natural basis in R n and ∂ ν := n j=1 ν j ∂ j denotes the normal derivative. For each 1 ≤ j ≤ n, the first-order differential operator D j = ∂ d j is the directional derivative along the tangential vector
the projection of e j on the space of tangential vector fields to S. The surface gradient ∇ S ϕ is the collection of the Günter's derivatives
and is an equivalent form of the surface gradient defined in the differential geometry by means of covariant metric tensor (see [DMM06, Du10, Du11] 
and, respectively,
Let us define the space W n . We refer to [?, Du10, Du11] for details about these spaces. For an n-vector-function U(x) = (U 1 (x) , . . . , U n (x)) ⊤ on a domain in the Euclidean space Ω ⊂ R n the deformation tensor reads
The following form of the important deformation (strain) tensor on a surface C was identified in [DMM06] :
where (D 
Then the inequality
holds with some constant M > 0 or, equivalently, the equality
defines an equivalent norm on the space W 1 p (Ω). A rigid motion U, Def(U) = 0, has the unique continuation property: if U(x) = 0 on a set M 0 described in (3), than U(x) = 0 everywhere on Ω. Theorem 1.3 Let 1 < p < ∞, C ⊂ R n be a Lipshitz hypersurface with or without boundary and (see (10) for the deformation tensor Def C (V))
defines an equivalent norm on the space W 1 p (S). A Killings vector field V, Def C (V) = 0, has the unique continuation property: if V(x) = 0 on a set Γ 0 described in (10), than V(x) = 0 everywhere on C.
For the proofs of the next Theorem 1.4 and Theorem 1.5 (Korns II inequality for domains "with boundary condition") we refer to the same sources [Ci00, Du10] mentioned above.
n be a domain with the Lipshitz boundary. Then the inequality
defines an equivalent norm on the space W 1 p (Ω).
Theorem 1.5 Let 1 < p < ∞, C ⊂ R n be a Lipshitz hypersurface with boundary. Then the inequality
defines an equivalent norm on the space W 1 p (C). 
are isomorphic (i.e. can be identified), although only n(n + 1) 2 < n 2 linear combinations of the n 2 derivatives ∂ j U k (of derivatives D j U k , respectively), j, k = 1, . . . n are involved in the definition of the equivalent norms in (13) and (13) (of the norms in (18) and (20) , respectively).
The next Lemma 1.7 is a slight generalization of [Tr72, Theorem 6.28.2] proved there for p = 2. Lemma 1.7 Let Ω be a bounded domain with the Lipschitz boundary ( (a surface with the uniform cone property), m = 1, 2, . . ., 1 p < ∞ and let F (ϕ) be a nonnegative continuous functional on the Sobolev space W m (Ω):
for some constant C > 0 and F (P ) = 0 for all polynomials of degree less than m.
Then the formula
defines an equivalent norm on the Sobolev space W m (Ω). Lemma is valid if e replace Ω by a hypersurface C and partial derivatives ∂ α -by Gúnters derivatives D α .
Proof: Let us note that ϕ W Due to the condition (ii) holds the inequality
Therefore the embedding of the spaces W 
The formula
defines an equivalent norm in the space W 1 p,# (Ω). Since other properties are trivial to check, we only have to check that ϕ W 1 p,# (Ω) = ∇ϕ L p (Ω) = 0 implies ϕ = 0. Indeed, the trivial norm implies that the gradient vanishes ∇ϕ = 0, which means that the corresponding function is constant ϕ = C 0 = const; since the mean value is zero ϕ Ω = C 0 = 0 and ϕ ≡ 0.
The
is the standard subspace norm on W 
holds with some constant C 1 < ∞ for all ψ ∈ W 
define norms in the spaces W Proof of inequalities (24) and (25): Inequality (24) is proved verbatim to inequality (5) by using, instead of Lemma 1.1, the unique continuation property of Killing's vector fields, solutions to the equtions system Def C U = 0 (see Theorem 1.3). Inequality (25) is an obvious consequence of (24). ✷
