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Introduccion
En la teora elemental de funciones reales de variable real, que en la ac-
tualidad en el Grado en Matematicas se presenta dividida entre la asignatura
\Calculo Innitesimal" de primer curso y la asignatura \Analisis Matemati-
co" de segundo, aparece un tema dedicado al estudio de las series funcionales.
En ese contexto, es natural considerar la clase de las funciones analticas (en
sentido real), denidas en intervalos abiertos y que pueden ser representadas
en un entorno de cada punto mediante una serie de potencias centrada en
ese punto y con radio de convergencia no nulo. Del teorema de derivacion de
series de potencias se deduce inmediatamente que dicha clase esta contenida
en la de las funciones de clase C1 en el intervalo correspondiente. Aunque
no se realiza en dichos cursos un estudio pormenorizado de sus propiedades,
se presentan habitualmente los resultados de estabilidad en dicha clase (es
decir, la suma, producto y composicion de funciones analticas es de nue-
vo analtica), y se resalta el principio de identidad, que establece que dos
funciones analticas cuyas derivadas sucesivas de orden arbitrario coincidan
en un punto comun de sus respectivos dominios han de ser identicas en la
interseccion de dichos dominios.
Mas adelante, en la teora elemental de funciones de variable compleja,
cubierta en la asignatura obligatoria \Variable Compleja" del tercer curso del
Grado en Matematicas, se prueba que las funciones analticas en un abierto
del plano complejo (de nuevo, aquellas representables localmente mediante
series de potencias) son exactamente las funciones holomorfas en dicho abier-
to, y de nuevo se presenta el principio de identidad, que puede ser enunciado
en los siguientes terminos:
Sea 
 un abierto conexo del plano complejo, y sea z0 2 
. Entonces, la
aplicacion que enva cada funcion holomorfa en 
 en la sucesion ff (n)(z0)g1n=0
es inyectiva.
El objetivo fundamental de este trabajo es caracterizar ciertos subespacios
del espacio de las funciones complejas indenidamente derivables en la recta
real que gocen de una propiedad similar de unicidad.
A nales del siglo XIX, E. Borel [3, 4] presento los primeros ejemplos de
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conjuntos E de funciones complejas indenidamente derivables en la recta
real, que contienen funciones no analticas (en el sentido real) y que, sin
embargo, gozan de la siguiente propiedad: si f 2 E y para un x0 se tiene que
f (n)(x0) = 0 para cada n 2 N0, entonces f es la funcion identicamente nula.
Una clase E con esta propiedad se denominara casianaltica. En 1912, J.
Hadamard [9], inspirado por el trabajo de E. Holmgren sobre la ecuacion del
calor, introdujo para cada sucesion de numeros reales estrictamente positivos
(Mn)
1
n=0, la clase (denominada ultradiferenciable) CfMng de las funciones
complejas f indenidamente derivables en R para las que existen constantes
C = C(f) > 0 y A = A(f) > 0 tales que
jf (n)(x)j  CAnMn; n 2 N0; x 2 R:
Hadamard planteo el problema de establecer condiciones necesarias y su-
cientes sobre la sucesion para que la clase sea casianaltica. Este tipo de
clases, para el caso Mn = n!
,   1, aparece nuevamente poco despues en el
estudio de M. Gevrey [8] acerca de las soluciones de ciertos tipos de ecuacio-
nes en derivadas parciales, razon por la que dichas clases llevan su nombre. El
problema de Hadamard es resuelto por M. Denjoy [6], que da una condicion
suciente de casianaliticidad, y T. Carleman, que lo cierra en 1923 (ver su
memoria [5]). El objetivo fundamental de nuestro trabajo es la presentacion
del teorema de Denjoy-Carleman, para lo que se seguira principalmente la
exposicion del resultado que se encuentra en el libro de W. Rudin [15]. Otros
manuales donde se pueden encontrar pruebas alternativas son los trabajos de
L. Hormander [10] y S. Mandelbrojt [13].
El primer captulo consta de una serie de resultados preliminares que se
necesitaran en la exposicion: la formula de Poisson-Jensen; los hechos funda-
mentales acerca de los productos innitos y las funciones por ellos denidas;
los teoremas clasicos de holomorfa bajo el signo integral y, nalmente, uno
de los teoremas de Paley-Wiener. Se ha intentado partir de los conocimientos
adquiridos en varias de las asignaturas del Grado para economizar en la pre-
sentacion de todos ellos, incluyendo solamente las pruebas que suponen una
ampliacion de los contenidos habituales. Se ha seguido principalmente el libro
de R. B. Ash and W. P. Novinger [1], salvo para el teorema de Paley-Wiener,
tomado del texto de W. Rudin [15].
El segundo captulo comienza mostrando que la aplicacion que enva una
funcion en C1(R) en la sucesion de derivadas sucesivas en un punto es no
inyectiva y suprayectiva. Esta ultima armacion es un celebrado teorema de
E. Borel [2], para cuya prueba hemos seguido el texto de C. Zuily [17]. A
continuacion se introducen las clases ultradiferenciables y sus propiedades
fundamentales, en especial su caracter cerrado respecto a producto y compo-
sicion, para lo que se admitira que (Mn)
1
n=0 es logartmicamente convexa, lo
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que no resta generalidad al problema (como consecuencia de un resultado de
S. Mandelbrojt [13], del que se puede encontrar una presentacion moderna
en el libro de P. Koosis [11]) y simplica signicativamente los argumentos.
Aunque la prueba en el caso de la composicion se puede hacer a partir de
la formula de Faa di Bruno para la derivadas sucesivas de una funcion com-
puesta, como se hace en el libro de S. G. Krantz y H. R. Parks [12], hemos
preferido seguir el argumento de T. Yamanaka [16].
Se estudian a continuacion las clases analticas y de Gevrey como ejemplos
signicativos, por ser los mas frecuentes en las aplicaciones, y se presenta
nalmente el teorema de Denjoy-Carleman, del que se deduce que la primera
es casianaltica, mientras que las segundas no lo son.
El problema de la sobreyectividad de la aplicacion de Borel en clases
ultradiferenciables es mas sosticado, razon por la que hemos eludido su
inclusion en el trabajo, pero el lector interesado puede encontrar su estudio
en el artculo de H.-J. Petzsche [14].
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Resumen
En este trabajo se presenta el teorema de Denjoy-Carleman, que caracteri-
za las clases ultradiferenciables en R que son casianalticas, es decir, aquellas
cuyos elementos quedan determinados unvocamente cuando se conoce la su-
cesion de derivadas sucesivas en un punto. Entre los prerrequisitos necesarios,
cabe mencionar uno de los teoremas de Paley-Wiener. Se ha incluido tambien
el teorema clasico de Borel sobre la existencia de funciones indenidamente
derivables con derivadas arbitrariamente prejadas en un punto.
Abstract
In this report we present the Denjoy-Carleman thoerem, characterizing
those ultradiferentiable classes in R which are quasi-analytic, i.e., such that
any of its elements is uniquely determined by the knowledge of the sequence of
its derivatives at a given point. Among the needed prerequisites, we highlight
one of the theorems of Paley-Wiener. The classical result of Borel on the
existence of smooth functions with arbitrarily given derivatives at a point
has been also included.
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Notacion y terminologa
Antes de presentar los resultados que vamos a estudiar, creemos con-
veniente recopilar las notaciones y terminologa que se utilizaran de forma
frecuente a lo largo del trabajo.
N El conjunto de numeros naturales f1; 2; 3; : : :g.
N0 El conjunto N [ f0g = f0; 1; 2; : : :g.
R Recta real.
C Plano complejo.

 Conjunto abierto y conexo del plano complejo.
H(
) Conjunto de las funciones holomorfas en 
.
A0 Conjunto de los puntos de acumulacion del conjunto A.
C1(R) Conjunto de las funciones indenidamente derivables en R.
D(a; r) Disco abierto del plano complejo de centro a y radio r.
C(a; r) Circunferencia del plano complejo de centro a y radio r.
D(a; r) Disco cerrado del plano complejo de centro a y radio r.
H1 Espacio de las funciones holomorfas acotadas en D(0; 1).
T Circunferencia unidad en el plano complejo.
Im(z) Parte imaginaria del numero complejo z.
Re(z) Parte real del numero complejo z.
kfk1 Norma del supremo de una funcion f acotada en su dominio.
log Determinacion del logaritmo complejo (la que se especique).
Log Determinacion principal del logaritmo complejo, que escoge
el argumento en el intervalo [ ; ).
ln Logaritmo neperiano, funcion de variable real.
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Captulo 1
Preliminares
Dedicamos el primer captulo a presentar de forma completa y detallada
todos los resultados fundamentales que seran necesarios en el segundo captu-
lo para la obtencion del teorema de Denjoy-Carleman. Principalmente, estos
resultados estan enmarcados en la teora de funciones de variable compleja
y no pueden ser cubiertos en el temario de la asignatura de tercer curso del
Grado.
1.1. Formula de Poisson-Jensen
Comenzamos con la formula de Poisson-Jensen, que es una consecuencia
de la formula integral de Poisson para funciones armonicas que se incluye
habitualmente en la asignatura antes mencionada.
Teorema 1.1 (Formula de Poisson-Jensen). Sea f continua en D(0; R) y
holomorfa en D(0; R) con f(z) 6= 0 si z 2 C(0; R). Sean a1; : : : ; an los ceros
de f en D(0; R) y sean k1; : : : ; kn sus respectivas multiplicidades. Entonces
para cada z 2 D(0; R) con z 6= aj, j = 1; : : : ; n, se tiene que
ln jf(z)j =
nX
j=1
kj ln
R(z   aj)R2   ajz
+ 12
Z 2
0
Pz=R(t) ln
f(Reit) dt:
Aqu, Pw(t) es el nucleo de Poisson, denido para cada w 2 D(0; 1) y para
todo t 2 R mediante
Pw(t) =
1  jwj2
jeit   wj2 :
Demostracion. Abordaremos la demostracion teniendo en cuenta que las ho-
mografas de la forma
z   aj
1  ajz
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transforman biyectivamente D(0; 1) en s mismo, y que para cada z con
jzj = 1 se tiene que  z   aj1  ajz
 = 1: (1.1)
Consideremos, en primer lugar, el caso R = 1. Es posible utilizar las
homografas indicadas para factorizar f a partir del conocimiento de sus
ceros: existe una funcion g, continua en D(0; 1) y analtica en D(0; 1), que
no tiene ceros en D(0; 1) y tal que
f(z) = [
nY
j=1
(
z   aj
1  ajz )
kj ]g(z):
La prueba de este hecho se realiza deniendo g a partir de la anterior igualdad
en todos los puntos de D(0; 1) salvo los ceros de f , y comprobando que dichos
ceros son singularidades evitables de g en los que el lmite de g no es nunca 0,
de donde se concluye lo armado. Ademas, en virtud de (1.1), si jzj = 1
tenemos que jf(z)j = jg(z)j. Sea z tal que f(z) 6= 0. Tomando ahora modulos
primero, y logaritmos neperianos despues, en la expresion anterior se obtiene
que
ln jf(z)j =
nX
j=1
kj ln
 z   aj1  ajz
+ ln jg(z)j
siendo g(z) 6= 0 si z 2 D(0; 1). La formula integral de Poisson para funciones
armonicas dice que
ln jg(z)j = 1
2
Z 2
0
Pz(t) ln
g(eit) dt:
Pero jeitj = 1, luego jg(eit)j = jf(eit)j, y se obtiene lo que queramos para
R = 1.
Para la demostracion general, consideramos un R > 0 cualquiera y la
funcion F (w) = f(Rw), jwj  1. A esta funcion F se le puede aplicar el
razonamiento previo, de modo que
ln jF (w)j =
nX
j=1
kj ln
w   (aj=R)1  ajw=R
+ 12
Z 2
0
Pw(t) ln
F (eit) dt
Si ponemos ahora z = Rw se tiene que
ln jf(z)j = ln jF (z=R)j
=
nX
j=1
kj ln
z=R  aj=R1  ajz=R2
+ 12
Z 2
0
Pz=R(t) ln
f(Reit) dt;
como queramos demostrar.
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Si suponemos que f(0) 6= 0 y tomamos z = 0 en la formula anterior,
teniendo en cuenta que P0(t)  1 obtenemos la llamada formula de Jensen:
ln jf(0)j =
nX
j=1
kj ln
aj
R
+ 1
2
Z 2
0
ln
f(Reit) dt: (1.2)
Notese que puede suponerse f(0) 6= 0 sin perdida de generalidad, pues
en el caso de que f tenga un cero de orden k en 0, se aplica la formula a
f(z)=zk, obteniendose la igualdad (1.2) con k ln(R) + ln(jf (k)(0)j=k!) como
miembro de la izquierda.
1.2. Productos innitos.
Vamos a introducir ahora las nociones basicas acerca del producto innito
de numeros complejos y los resultados fundamentales de holomorfa para
funciones denidas mediante tales productos.
Denicion 1.2. Sea fzng1n=1 una sucesion de numeros complejos y tomamos
el n-esimo producto parcial denido como Pn =
Qn
k=1 zk. Entonces decimos
que el producto innito
Q1
n=1 zn converge si la sucesion fPng1n=1 converge a
un numero complejo P , en este caso escribimos P =
Q1
n=1 zn.
Notese que si la sucesion fPng1n=1 converge hacia P , tal que P 6= 0, en-
tonces podemos considerar la sucesion de los zn = Pn=Pn 1. As Pn=Pn 1 !
P=P = 1 cuando n!1. De este modo obtenemos que una condicion nece-
saria pero no suciente para que el producto innito converja hacia un lmite
distinto de cero es que zn ! 1. Por otro lado, una forma natural de estu-
diar el producto innito es transformarlo en una serie tomando logaritmos.
Con este enfoque veremos dos lemas que nos permitiran obtener resultados
interesantes acerca de los productos innitos.
Lema 1.3. Supongamos que zn 6= 0 para n 2 N. Entonces
Q1
n=1 zn converge
a un lmite distinto de cero si, y solo si, la serie
P1
n=1 Log(zn) converge.
Recordemos que Log denota la rama del logaritmo especicada por la
condicion    Im(Log(z)) < .
Demostracion. Sea Pn =
Qn
k=1 zk y sea Sn =
Pn
k=1 Log zk. Si Sn ! S,
entonces Pn = e
Sn ! eS 6= 0. Recprocamente, supongamos que Pn !
P 6= 0. Sea 0 el argumento de P , tomamos entonces  6= 0 de manera
que la funcion arg es continua en P (se denota por arg la determinacion
del argumento que toma valores en el intervalo [;  + 2)). Por otro lado,
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sabemos que log Pn = ln jPnj + i arg(Pn) y esto converge cuando n!1,
por continuidad de ambas funciones, a ln jP j + i arg(P ) = log P . Ahora
como
eSn = Pn;
tenemos
Sn = log Pn + 2 i ln
para algun entero ln. Pero
Sn   Sn 1 = Log(zn)! Log(1) = 0;
puesto que, como hemos visto anteriormente, si Pn ! P 6= 0 entonces zn ! 1.
Por tanto,
log Pn   log Pn 1 + 2 i(ln   ln 1)! 0:
Como la determinacion del logaritmo log es continua en P tenemos que
log Pn   log Pn 1 ! log P   log P = 0:
Ademas ln  ln 1 es un entero, luego como el lmite es cero, este entero ha de
ser igual a cero a partir de un cierto n0 2 N en adelante. Esto es, a partir de
dicho n0, ln es constante, digamos que con valor l, y debido a esto tenemos
que
Sn ! log P + 2il;
con lo que la serie converge como queramos probar.
Lema 1.4. Si an  0 para todo n, entonces
Q1
n=1(1 + an) converge si, y
solo si,
P1
n=1 an converge.
Demostracion. Puesto que 1 + x  ex, se tiene que para cada n 2 N
a1 +    + an  (1 + a1)    (1 + an)  ea1+ + an :
Y as se obtiene lo que se quera probar, pues la acotacion (y por tanto la
convergencia) de las sumas parciales de
P1
n=1 an equivale a la acotacion (y
convergencia) de los productos parciales de
Q1
n=1(1 + an)
Denicion 1.5. Se dice que el producto innito
Q1
n=1(1 + zn) converge
absolutamente si el producto
Q1
n=1(1 + jznj) converge.
Observese que, por el lema anterior, la convergencia absoluta del productoQ1
n=1(1 + zn) es equivalente a la convergencia absoluta de la serie
P1
n=1 zn.
Este hecho se usara en el siguiente resultado.
11
Lema 1.6. Si el producto innito
Q1
n=1(1 + zn) converge absolutamente,
entonces converge.
Demostracion. Puesto que
Q1
n=1(1 + jznj) converge, por el lema 1.4, la serieP1
n=1 jznj converge. Por tanto, se tiene que jznj ! 0, luego podemos suponer
que jznj < 1 para todo n 2 N. Ahora para z 2 C con jzj < 1 se tiene
Log(1 + z) =
1X
n=1
( 1)n+1 z
n
n!
= z h(z);
donde
h(z) =
1X
n=1
( 1)n+1 z
n 1
n!
= 1  z
2
+
z2
3
  z
3
4
+    ; jzj < 1:
Entonces para m  p tenemos que:
j
pX
n=m
Log (1 + zn)j 
pX
n=m
jLog (1 + zn)j =
pX
n=m
jznjjh(zn)j:
Como fh(zn) : n 2 Ng es un conjunto acotado (puesto que si zn ! 0 en-
tonces h(zn)! 1), y
P1
n=1 jznj converge y por tanto verica la condicion de
convergencia de Cauchy, se tiene que
j
pX
n=m
Log (1 + zn)j ! 0; m; p!1:
As se obtiene, de nuevo por la condicion de Cauchy, que
P1
n=1 Log (1 + zn)
es convergente, lo que implica por el lema 1.3 que
Q1
n=1(1 + zn) converge,
como queramos demostrar.
El lema auxiliar que sigue se aplicara en el proximo resultado.
Lema 1.7. Sean w1; : : : ; wn valores complejos cualesquiera. Se verica en-
tonces que
j
nY
k=1
(1 + wk)   1j 
nY
k=1
(1 + jwkj)   1:
Demostracion. Razonemos por induccion para n 2 N. Para n = 1 es obvio
pues se tiene:
j1 + w1   1j = jw1j  1 + jw1j   1 = jw1j:
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Supongamos que se verica para n, veamos que entonces se cumple para
n+ 1. En primer lugar, tenemos que
j
n+1Y
k=1
(1 + wk)   1j = j
nY
k=1
(1 + wk)(1 + wn+1)   1j
= j
nY
k=1
(1 + wk)  1 + wn+1
nY
k=1
(1 + wk)j;
ahora, por hipotesis de induccion, la anterior expresion sera menor o igual
que
nY
k=1
(1 + jwkj)  1 + jwn+1jj
nY
k=1
(1 + wk)j

nY
k=1
(1 + jwkj) + jwn+1j
nY
k=1
(1 + jwkj)  1 =
n+1Y
k=1
(1 + jwkj)   1;
con lo que se concluye.
Teorema 1.8. Si el producto
Q1
n=1(1 + zn) converge absolutamente, en-
tonces tambien lo hace cualquier reordenacion y al mismo lmite. Esto es,
si
Q1
n=1(1 + jznj) converge y P =
Q1
n=1(1 + zn), entonces para cualquier
permutacion de los ndices positivos se tiene que el producto
Q1
k=1(1 + znk)
tambien converge hacia P .
Demostracion. La convergencia absoluta del producto implica que el pro-
ducto
Q1
n=1(1 + jznj) converge, y esto a su vez ya hemos visto que implica
por el lema 1.4 que
P1
n=1 jznj tambien converge. Ahora sabemos, en el caso
de series, que cualquier reordenamiento de la misma converge y, de nuevo
por el lema 1.4,
Q1
n=1(1 + jznk j) converge. Falta ver que ambos lo hacen
al mismo lmite P . Para ello tomamos " > 0 y para cada j 2 N sea Qj
el j-esimo producto parcial de
Q1
k=1(1 + znk). Ahora elegimos un ndice N
lo sucientemente grande como para que
P1
n=N+1 jznj < " y un J tal que
j  J implique que f1; 2; : : : ; Ng  fn1; n2; : : : ; njg. Entonces para j  J
se tiene que
jQj   P j  jQj   PN j + jPN   P j
= jPN j j
Y
kj;nk>N
(1 + znk)   1j + jPN   P j:
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Aplicando el lema previo, obtenemos que
jQj   P j  jPN j j
Y
kj;nk>N
(1 + znk)   1j + jPN   P j
 jPN j(e"   1) + jPN   P j:
Pero podemos hacer el lado derecho de la desigualdad tan peque~no como
queramos tomando " sucientemente peque~no y N sucientemente grande.
Entonces Qj ! P y se obtiene, de este modo, la demostracion del resultado.
Damos a continuacion un resultado de convergencia para un producto
innito de funciones complejas denidas en un conjunto arbitrario.
Proposicion 1.9. Sea g1; g2; : : : una sucesion de funciones acotadas a valores
complejos, denida cada una en un conjunto S. Si la serie
P1
n=1 jgnj converge
uniformemente en S, entonces el producto
Q1
n=1(1 + gn) converge absoluta y
uniformemente en S. Mas aun, si f(z) =
Q1
n=1(1 + gn(z)), z 2 S, entonces
f(z) = 0 para algun z 2 S si, y solo si, 1 + gn(z) = 0 para algun n.
Demostracion. Como jgnj  0, n 2 N podemos usar el lema 1.4 que nos
asegura que como
P1
n=1 jgnj converge, entonces el producto
Q1
n=1(1 + jgnj)
converge, y por tanto el producto
Q1
n=1(1 + gn) converge absolutamente. Por
otra parte, si
P1
n=1 jgnj converge uniformemente en S, existe un N tal que
para n  N se tiene que jgn(z)j < 1 para todo z 2 S. Ahora para r  N
obtenemos
rY
n=1
(1 + gn(z)) =
N 1Y
n=1
(1 + gn(z))
rY
n=N
(1 + gn(z)):
Procedemos ahora como en la demostracion del lema 1.6: tomamos la misma
funcion h y m; p  N , y tenemos que
j
pX
n=m
Log (1 + gn(z))j 
pX
n=m
jgn(z)jjh(gn(z))j ! 0
uniformemente en S cuandom; p!1. LuegoP1n=1 Log (1 + gn(z)) converge
uniformemente en S. Como las funciones gN ; gN+1; : : : estan acotadas en S la
serie
P1
n=N jgn(z)jjh(gn(z))j esta acotada en S y por la desigualdad anterior
tambien lo estara
P1
n=N Log (1 + gn(z)). Pero sabemos ademas que la funcion
exponencial es uniformemente continua en conjuntos acotados de C, luego
tenemos que
exp
  rX
n=N
Log(1 + gn(z))
! exp   1X
n=N
Log(1 + gn(z))
 6= 0
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uniformemente en S cuando r ! 1. Esto prueba la convergencia uniforme
en S de
Q1
n=N(1 + gn(z)). Ahora 1 + gn(z) nunca es 0 en S para n  N ,
luego si f(z) =
Q1
n=1(1 + gn(z)), entonces f(z) = 0 para algun z 2 S si, y
solo si, 1 + gn(z) = 0 para algun n < N .
Nota 1.10. En las condiciones del resultado anterior, el producto
1Y
n=1
(1 + jgn(z)j)
tambien converge uniformemente en S, pues basta aplicar el mismo argu-
mento a las funciones jg1j; jg2j; : : :
Incluimos por ultimo el teorema de holomorfa de productos innitos que
sera de utilidad en adelante.
Teorema 1.11. Sean f1; f2; : : : funciones analticas en 
. Si
P1
n=1 jfn   1j
converge uniformemente en los subconjuntos compactos de 
, entonces
f(z) =
1Y
n=1
fn(z)
dene una funcion f que es analtica en 
. Mas aun, para cualquier z 2 

se tiene f(z) = 0 si, y solo si, fn(z) = 0 para algun n.
Demostracion. En virtud de la proposicion 1.9, aplicada a las funciones
gn = fn   1, el producto
Q1
n=1 fn(z) converge uniformemente en los sub-
conjuntos compactos de 
, por lo tanto el teorema de Weierstrass garantiza
la holomorfa de f en 
. El ultimo enunciado del teorema es de nuevo con-
secuencia de la proposicion 1.9.
1.3. Holomorfa bajo el signo integral
Proporcionamos en esta seccion dos versiones del teorema de holomorfa
bajo el signo integral que se necesitaran mas adelante. El primero de ellos
se incluye necesariamente en la asignatura de Variable Compleja del Grado
en Matematicas, pues se utiliza en la demostracion del teorema general de
Cauchy siguiendo la elegante tecnica de J. Dixon, que aparecio en 1971 (ver
[7], y su presentacion en el libro de Ash y Novinger [1, Seccion 3.3]). No
incluiremos su demostracion por ser una consecuencia directa del teorema de
Fubini, de la formula integral de Cauchy para un disco y del lema basico de
derivacion de integrales de tipo Cauchy.
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Lema 1.12. Sea [a; b]  R y sea ' una funcion compleja continua en el
espacio producto 
  [a; b]. Supongamos que para cada t jo la funcion que
enva cada z en '(z; t) es analtica en 
. Si se dene F en 
 por
F (z) =
Z b
a
'(z; t)dt; z 2 

entonces F es analtica en 
 y
F 0(z) =
Z b
a
@'
@z
(z; t)dt; z 2 
:
Una segunda version, que necesitaremos para garantizar la holomorfa de
transformadas de Laplace, se puede probar facilmente a partir del teorema de
derivacion de integrales parametricas de Leibniz y del uso de las condiciones
de Cauchy-Riemann.
Teorema 1.13 (Teorema de holomorfa bajo el signo integral). Sea U un
abierto de C, sea A un subespacio medible de Rn y f : U A  ! C. Supon-
gamos que:
(i) Para todo z 2 U la funcion fz : A  ! C denida por fz(x) = f(z; x)
es medible Lebesgue.
(ii) Para todo x 2 A la funcion fx : U  ! C denida por fx(z) = f(z; x)
es holomorfa en U .
(iii) Para todo z0 2 U existe un entorno V de z0 contenido en U y una
funcion h : A  ! [0;1) integrable Lebesgue en A tal que
jf(z; x)j  h(x) para todo (z; x) 2 V  A:
Entonces, la funcion F : U  ! C dada por
F (z) =
Z
A
f(z; x)dx; z 2 U;
es holomorfa en U , y ademas
F 0(z) =
Z
A
@f
@z
(z; x)dx; z 2 U:
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1.4. Teorema de Paley-Wiener
Los teoremas de Paley-Wiener, de los que se pueden encontrar numero-
sas versiones, caracterizan las funciones, holomorfas en ciertos dominios del
plano complejo y que son transformadas de Fourier de funciones de espacios
de Lebesgue adecuados, en terminos de propiedades de crecimiento, acotacion
o integrabilidad de dichas funciones. Para probar el resultado de este tipo
cuyo uso sera crucial en la demostracion del teorema de Denjoy-Carleman,
sera necesario recordar el siguiente teorema, clasico en el estudio de la trans-
formada de Fourier incluido en la asignatura optativa Analisis Real de cuarto
curso del Grado en Matematicas.
Teorema 1.14 (Teorema de Plancherel). Existe un isomorsmo de espacios
de Hilbert F : L2(R)  ! L2(R) tal que:
(i) Si f 2 L1 \ L2, entonces para todo t 2 R,
F(f)(t) = 1
(2)1=2
Z
R
f(x)e itxdx
(es decir, F(f) es la transformada de Fourier de f).
(ii) kF(f)k2 = kfk2, para toda funcion f de L2.
(iii) Si f 2 L2(R) se verica que
F(f)(t) = lm
A!1
1
(2)1=2
Z A
 A
f(x)e itxdx;
f(x) = lm
A!1
1
(2)1=2
Z A
 A
F(f)(t)eitxdt:
En particular, si f 2 L2 y F(f) 2 L1, entonces
f(x) =
1
(2)1=2
Z
R
F(f)(t)eitxdt
en casi todo punto.
Estamos en condiciones de probar el siguiente resultado fundamental,
que caracteriza las funciones enteras de tipo exponencial a lo sumo A > 0
(es decir, que satisfacen estimaciones como las de (1.3)) y cuya restriccion al
eje real es de cuadrado integrable como aquellas que son transformadas de
Fourier de funciones de cuadrado integrable y soporte compacto contenido
en [ A;A].
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Teorema 1.15 (Teorema de Paley-Wiener). Sea f una funcion entera, y
supongamos que existen constantes positivas A y C tales que
jf(z)j  CeAjzj; z 2 C; (1.3)
y que ademas Z 1
 1
jf(x)j2dx <1: (1.4)
Entonces existe una F 2 L2( A;A) tal que
f(z) =
Z A
 A
F (t)eitzdt
para todo z 2 C.
Demostracion. Denimos f"(x) = f(x)e
 "jxj, para " > 0 y x real. En la
segunda parte de la prueba vamos a demostrar que
lm
"!0
Z 1
 1
f"(x)e
 itxdx = 0; t real; jtj > A: (1.5)
Veamos como se concluye el argumento a partir de esta informacion. Obser-
vemos que para " > 0,
kf"   fk2 =
Z
R
jf"(x)  f(x)j2dx =
Z
R
jf(x)j2je "jxj   1j2dx;
y por el teorema de la convergencia dominada el termino de la derecha tiende
a 0 cuando " ! 0. De acuerdo con la armacion (ii) del Teorema de Plan-
cherel, las transformadas de Fourier de f" convergen en L
2 a la transformada
de Fourier de f . Por otro lado sabemos que entonces existe una sucesion
f"ng1n=1 con lmn!1 "n = 0 de modo que F(f"n) converge en casi todo punto
a la funcion lmite. Ahora bien, teniendo en cuenta que
lm
n!1
F(f"n)(t) = lm
n!1
Z 1
 1
f"n(x)e
 itxdx
y que el termino de la derecha es igual a 0, debido a (1.5), para todo t tal
que jtj > A, se tiene que F(f) es igual a 0 en casi todo punto de R n [ A;A],
por lo que F(f) 2 L1(R) en virtud de la desigualdad de Holder. Ademas,
por hipotesis f 2 L2(R), por lo que podemos aplicar el resultado (iii) del
teorema de Plancherel y obtenemos que
f(x) =
1
(2)1=2
Z
R
F(f)(t)eitxdt
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en casi todo punto del eje real. Observemos ahora que los dos miembros de
la igualdad anterior son funciones enteras (el segundo por aplicacion direc-
ta del teorema 1.13 de holomorfa bajo el signo integral) que coinciden en
un conjunto con puntos de acumulacion, luego se tiene por el principio de
identidad que ambas coinciden en todo el plano complejo, como queramos
probar.
Procedamos ahora a probar la expresion (1.5). Para ello vamos a denir
para cada real  el camino   parametrizado por
 (s) = se
i; 0  s <1; (1.6)
cuyo soporte es la semirrecta que parte del origen con argumento . Dena-
mos tambien para cada  el semiplano
 =

w 2 C : Re(wei) > A	 ;
y, por ultimo, si w 2  denimos la funcion
(w) =
Z
 
f(z)e wzdz = ei
Z 1
0
f(sei)e wse
i
ds:
Por (1.3) y (1.6) tenemos que
jf(sei)e wsei j  CeAjseijeRe( wsei) 
 eAs Re(wsei)  Ce (Re(wei) A)s:
Con esta acotacion podemos asegurar que  es holomorfa en , gracias
al teorema 1.13 de holomorfa bajo el signo integral: la unica condicion que
hay que vericar es (iii), y para ello basta observar que, jado un punto
w0 2 , en un disco V de radio peque~no centrado en w0 y contenido en
 se puede conseguir que para todo w 2 V se tenga Re(wei) > A0 para
un valor A0 > A, de modo que la funcion Ce
 (A0 A)s, integrable en (0;1),
acota uniformemente en V al integrando que aparece en .
Por otro lado, se tiene que para  = 0 y  =  es posible extender los
semiplanos de denicion respectivos, que seran fw 2 C : Re(w) > Ag y
fw 2 C : Re(w) <  Ag, poniendo
0(w) =
Z 1
0
f(x)e wxdx; Re(w) > 0;
(w) =  
Z 0
 1
f(x)e wxdx; Re(w) < 0:
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Estas funciones son holomorfas en sus respectivos dominios haciendo uso de
la condicion (1.4), es decir, la funcion f restringida al eje real pertenece a
L2(R), combinado con la desigualdad de Holder, pudiendose de nuevo aco-
tar uniformemente el integrando en un entorno adecuado de cada punto del
semiplano por una funcion integrable.
Ahora bien, para cada t 2 RZ 1
 1
f"(x)e
 itxdx =
Z 0
 1
f(x)e itx+"xdx+
Z 1
0
f(x)e itx "xdx
=
Z 0
 1
f(x)e x(it ")dx+
Z 1
0
f(x)e x(it+")dx
= 0(it+ ")  (it  "); (1.7)
y por tanto, para demostrar (1.5) tendremos que probar que
0(it+ ")  (it  ")! 0 cuando "! 0
si t > A o si t <  A. Para verlo vamos a probar que estas funciones 
son prolongaciones analticas unas de otras siempre que sus dominios tengan
interseccion no vaca. Consideremos entonces valores ,  reales tales que
0 <     < , y elegimos
 =
+ 
2
;  = cos
    
2

> 0:
Si consideramos w = jwje i tenemos que
Re(wei) = jwj cos(   ) = jwj;
y de la misma manera se obtiene tambien que
Re(wei) = jwj:
Como Re(wei) = jwj = Re(wei) se tiene que w 2 \ si jwj > A . Para
cada uno de estos w = jwje i veamos que (w) = (w) y por el principio
de identidad las funciones coincidiran en la interseccion de los semiplanos de
denicion de dichas funciones.
Vamos a considerar la integralZ
 
f(z)e wzdz
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siendo  (t) = reit y   t  , cuyo soporte es el arco de circunferencia de
centro 0 y radio r que une las semirrectas de argumentos  y , respectiva-
mente. Es claro queZ
[0;r]ei
f(z)e wzdz +
Z
 
f(z)e wzdz =
Z
[0;r]ei
f(z)e wzdz: (1.8)
Podemos acotar el integrando del segundo sumando del termino de la izquier-
da: si z = reit es un punto del soporte de  , se tiene que
Re( wz) =  jwjr cos(t  )   jwjr;
de modo que
jf(z)e wzj  Ce(A jwj)r;
y Z
 
f(z)e wzdz
  Ce(A jwj)rr(   ):
Ahora bien, como jwj > A

, el coeciente de r en el exponente anterior es
negativo, luego la integral tiende a 0 cuando r ! 1. Como consecuencia,
pasando al lmite cuando r !1 en la expresion (1.8) se deduce queZ
 
f(z)e wzdz =
Z
 
f(z)e wzdz
si jwj > A

y w = jwje i, como queramos, y por el principio de identidad
 y  coinciden en la interseccion de los semiplanos de denicion. Para
concluir, observemos que cuando t > A los complejos " + it 2  =2, y
podemos sustituir, en la expresion (1.7), tanto 0 como  por  =2. Se
obtiene entonces queZ
R
f"(x)e
 itxdx =  =2("+ it)   =2( "+ it)
y esto, cuando "! 0, tiende (por continuidad) hacia
 =2(it)   =2(it) = 0:
Analogamente, si t <  A se tiene que "+ it 2 =2 y podemos sustituir en
(1.7) tanto 0 como  por =2, de modo queZ
R
f"(x)e
 itxdx = =2("+ it)  =2( "+ it);
y haciendo "! 0 obtenemos
=2(it)  =2(it) = 0:
Concluimos que el lmite (1.5) es 0 y queda probado el resultado.
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Captulo 2
Clases ultradiferenciables en la
recta
Este captulo contiene los resultados fundamentales del trabajo. Su obje-
tivo primordial es estudiar algunos enunciados relativos a la inyectividad o
sobreyectividad de la aplicacion de Borel B en subespacios del espacio vecto-
rial C1(R) de las funciones complejas indenidamente derivables en la recta
real, siendo dicha aplicacion la denida por
B(f) := (f (n)(0))1n=0:
Si V es un subespacio tal, la inyectividad de B : V ! CN0 signica que una
funcion f de V queda unvocamente determinada cuando se conoce la suce-
sion de derivadas de f en el punto 0 o, de otro modo, que dos funciones de V
cuyas derivadas sucesivas coinciden en 0 han de ser identicas. La sobreyecti-
vidad indica que es posible prejar a discrecion la sucesion de derivadas en
0 de un elemento de V .
2.1. Teorema de Borel en C1(R)
Comenzamos esta seccion con un ejemplo elemental que muestra que
B : C1(R) ! CN0 no es inyectiva. Esto contrasta con lo conocido para
las funciones de variable compleja, pues en virtud del principio de identidad,
si 
 es un dominio de C, la aplicacion que enva cada funcion f holomorfa
en 
 en (f (n)(0))1n=0 es inyectiva.
Ejemplo 2.1. Sea la funcion
f(x) =
(
e 1=x si x > 0;
0 si x  0.
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Obviamente, esta funcion es de clase C1 en R n f0g. Veamos que en el
punto 0 se tiene que f (n)(0) = 0 para todo n 2 N0. Es claro que todas las
derivadas sucesivas de f (que existen en R n f0g) tienen lmite lateral por la
izquierda en 0 y vale 0. Por otra parte, se puede probar facilmente, razonando
por induccion, que
f (n)(x) = Pn(1=x)e
 1=x
para cada x > 0 y n 2 N, donde Pn es un polinomio de grado 2n. Ademas,
si  2 R y   0,
lm
x!0+
1
x
e 1=x = lm
t!1
te t = lm
t!1
t
et
= 0;
luego
lm
x!0+
f (n)(x) = lm
x!0+
Pn

1
x

e 1=x = 0:
As pues, el teorema de los incrementos nitos y un argumento inductivo
permiten deducir que las sucesivas derivadas de la funcion en el punto 0 son
cero y por tanto f 2 C1(R). Sin embargo, f no es la funcion constante e igual
a 0, por tanto la aplicacion B no es inyectiva en C1(R). Cabe mencionar que,
obviamente, la funcion f es analtica en R n f0g (admite una representacion
local en serie de potencias centrada en un punto arbitrario x0 6= 0), pero no
lo es en x0 = 0.
Pasamos a enunciar el resultado de sobreyectividad de la aplicacion de
Borel en C1(R).
Teorema 2.2 (Teorema de Borel). Para toda sucesion de numeros complejos
fang1n=0, existe una funcion de clase C1(R) tal que
f (n)(0) = an; n  0:
Demostracion. En primer lugar vamos a demostrar que existe una funcion
' 2 C1(R) con soporte sop(')  [ 2; 2], tal que 0  '(x)  1 para todo
x 2 R, y con 'j[ 1;1]  1.
Sea f1(x) = e
 1=xX[0;1)(x), x 2 R, donde X[0;1) es la funcion carac-
terstica del intervalo [0;1). Como se acaba de ver en el ejemplo previo,
f1 2 C1(R). Sea ahora f2(x) = f1(x)f1(1   x), x 2 R. De este modo, f2
es tal que f2 2 C1(R), f2(x)  0 para todo x 2 R, y su soporte sop(f2) es
claramente el intervalo [0; 1]. Como consecuencia,
R 1
0
f2 > 0. Llamemos a a
este valor, y sea ahora f3 =
1
a
f2, de modo que sop(f3) = [0; 1] y
R 1
0
f3 = 1.
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Denamos
f4(x) =
8><>:
f3( x  1) si t 2 [ 2; 1];
 f3(x  1) si t 2 [1; 2];
0 en otro caso.
De esta manera , f4 2 C1(R) es una funcion impar, no negativa y con soporte
[ 2; 1] [ [1; 2]. Considerando nalmente la funcion ' dada por
'(x) =
Z x
 1
f4(t)dt; x 2 R;
tenemos que, en virtud del teorema fundamental del calculo y por las pro-
piedades de la funcion f4, la funcion ' verica las propiedades deseadas.
A continuacion, dada la sucesion arbitraria de numeros complejos fang1n=0
denimos para cada natural n la funcion
gn(x) =
an
n!
xn '(nx); x 2 R;
donde las constantes n 2 Rnf0g se determinaran. Observemos que si jnxj 
2 entonces '(nx) = 0 y por tanto gn(x) = 0. Como consecuencia,
sop(gn)  fx 2 R : jxj  2=ng:
Notemos ademas que si jnxj  1, '(nx) = 1, lo cual implica que gn(x) =
an
n!
xn en un entorno de 0, y por tanto
g(k)n (0) =
(
an si k = n,
0 si k 6= n.
Veamos ahora que siempre existe un n tal que
sup
x2R
jg(k)n (x)j  2 n; 0  k  n  1: (2.1)
Segun la formula de Leibnitz se tiene que:
g(k)n (x) =
an
n!
kX
p=0

k
p

(xn)(p)('(nx))
(k p)
=
an
n!
kX
p=0

k
p

n!
(n  p)!x
n pk pn '
(k p)(nx):
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Pongamos
Bn := max
0jn 1
max
y2[ 2;2]
j'(j)(y)j <1:
Entonces, ocurre que
sup
x2R
jg(k)n (x)j = sup
jxj2=n
jg(k)n (x)j  janj
kX
p=0

k
p

2n p
jnjn p jnj
k pBn
 2njanj
kX
p=0

k
p

1
jnjn kBn;
pues (n   p)!  1. Si elegimos n tal que jnj  1, entonces jnjn k  jnj
para k  n  1, y resulta que
sup
x2R
jg(k)n (x)j 
2njanjBn
jnj
kX
p=0

k
p

 2
n+kjanjBn
jnj 
4njanjBn
jnj :
Por lo tanto, basta tomar
jnj  maxf1; 8njanjBng
para obtener (2.1).
Veamos ahora que la funcion
f(x) =
1X
n=0
gn(x)
es la solucion al problema que planteabamos. Por la acotacion (2.1) vista
anteriormente, particularizada para k = 0, es claro que la serie converge
normalmente en R, luego la funcion f esta bien denida y es continua en R.
De nuevo por la acotacion anterior, para cualquier k 2 N se tiene que la serieP
n>k g
(k)
n (x) converge normalmente en R, con lo que f es indenidamente
derivable y para cada k 2 N se tiene que
f (k)(x) =
1X
n=0
g(k)n (x); x 2 R:
Entonces, f 2 C1(R), y por ultimo,
f (k)n (0) =
1X
n=0
g(k)n (0) = g
(k)
k (0) = ak
para todo k 2 N0.
Nota 2.3. La solucion del problema anterior se puede construir con soporte
compacto. Para ello, basta tomar F = f  ', siendo las funciones ' y f
aquellas que hemos construido en el teorema previo.
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2.2. Clases ultradiferenciables en R
Como se ha visto, la no inyectividad de B en el espacio C1(R) contrasta
con su inyectividad en el espacio de funciones holomorfas en un dominio del
plano. Con el objeto de aproximarnos al problema de determinar subespa-
cios de C1(R) en los que B sea inyectiva, recordamos ahora una propiedad
de crecimiento de las derivadas sucesivas de las funciones holomorfas, cuya
prueba incluimos.
Teorema 2.4 (Desigualdades de Cauchy). Sea f 2 H(D(a;R)) y supone-
mos que existe M > 0 tal que
jf(z)j  M
para todo z 2 D(a;R). Entonces
jf (n)(a)j  n!M
Rn
n 2 N: (2.2)
Demostracion. Para la demostracion de este resultado vamos a utilizar la
formula integral de Cauchy. Sea 0 < r < R y sea r la curva que parametriza
la circunferencia de radio r y centro a. Esto es:
r(t) = a + re
it; t 2 [0; 2]
Por la formula integral de Cauchy sabemos que:
f (n)(a) =
n!
2i
Z
jz aj=r
f(z)
(z   a)n+1dz
Entonces
jf (n)(a)j  n!
2
long(r) max
z 2 r
 f(z)(z   a)n+1
 ;
de donde
jf (n)(a)j  n!
2
2r
M
rn+1
=
n!M
rn
:
Tomando lmites cuando r ! R se deduce que:
jf (n)(a)j  n!M
Rn
:
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Observese que el crecimiento de las derivadas en el punto a esta gobernado
por el factorial, innito de mayor orden que 1=Rn para cualquier R. Por
supuesto, si f no admite una cota global en D(a;R) basta razonar para un
radio r < R (como en la demostracion) y se obtiene (2.2), siendo M =
maxjz aj=r jf(z)j.
Un razonamiento alternativo se basa en la analiticidad de la funcion.
Como
f(z) =
1X
n=0
f (n)(a)
n!
(z   a)n; z 2 D(a;R);
el radio de convergencia  de la serie, que se calcula como
1

= lm sup
n!1
f (n)(a)n!
1=n ;
sera al menos R, es decir,
1

 1
R
:
Ahora si tomamos s > 1=R, por denicion de lmite superior existe un n0 2 N
tal que si n > n0,
f (n)(a) 6 snn!, y tomando una A > 0 adecuada se tiene
para todo n 2 N: f (n)(a) 6 Asn n!;
estimaciones analogas a las anteriormente obtenidas.
A la vista de este resultado cabe plantearse la introduccion de clases de
funciones en C1(R) mediante la imposicion de condiciones de crecimiento pa-
ra sus derivadas sucesivas, expresadas en terminos de una sucesion numerica
que juegue el papel que el factorial desempe~no en el caso de las funciones
analticas. Introduzcamos dichas clases, denominadas ultradiferenciables.
Denicion 2.5. Sea fMng1n=0 una sucesion de numeros reales positivos. De-
notaremos por CfMng a la clase de todas las funciones f : R  ! C de clase
C1(R) y que verican desigualdades de la forma:
kDnfk1  f Bnf Mn; n = 0; 1; 2; : : : (2.3)
En esta denicion Dnf representa la n-esima derivada de f si n  1 y
D0f = f . La norma es la del supremo y f y Bf son constantes positivas que
dependen de f pero no de n. La clase as denidas se denomina la clase ul-
tradiferenciable asociada a fMng1n=0. Comenzamos probando algunos hechos
elementales.
Proposicion 2.6. Sea fMng1n=0 una sucesion de numeros positivos, y con-
sideremos la clase ultradiferenciable C fMng. Entonces:
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(i) Para cada f 2 C fMng se tiene que
lm sup
n!1
kDnfk1
Mn
 1
n
 Bf : (2.4)
(ii) C fMng es un espacio vectorial complejo.
(iii) C fMng es invariante por transformaciones anes.
Demostracion. (i) Partiendo de la expresion (2.3) se tiene, de hecho, que
kDnfk1
Mn
 f Bnf ;
luego kDnfk1
Mn
 1
n
 
1
n
f Bf ; n 2 N:
Entonces haciendo n!1 se tiene que 
1
n
f ! 1 y por tanto obtenemos que
lm sup
n!1
kDnfk1
Mn
 1
n
 Bf ;
como queramos probar.
(ii) Sean 1; 2 2 R y sean f; g 2 CfMng, veamos que 1f+2g 2 CfMng.
Si f; g 2 CfMng entonces existen constantes positivas f , g, Bf y Bg tales
que para todo n 2 N0 se tiene que
kDnfk1  f Bnf Mn; kDngk1  g Bng Mn:
Entonces
k1Dnf + 2Dngk1  k1Dnfk1 + k2Dngk1
= j1j kDnfk1 + j2j kDngk1
 (1fBnf + 1gBng )Mn;
siendo
1f = j1jf ; 1g = j2jg:
Llamamos ahora
1f+g = maxf1f ; 1gg; Bf+g = maxfBf ; Bgg;
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de modo que
k1Dnf + 2Dngk1  21f+gBnf+gMn:
Tomando
f+g = 2
1
f+g;
tenemos que
k1Dnf + 2Dngk1  f+gBnf+gMn;
y as, 1f + 2g 2 CfMng.
(iii) Si f 2 CfMng y se dene g(x) = f(ax + b), compuesta de f con la
transformacion afn ax+ b, se tiene que:
Dng(x) = Dnf(ax+ b) = anDnf(ax+ b); n  1; x 2 R:
Esto implica que:
kDngk1 = an kDnfk1  anfBnfMn = f (aBf )nMn:
Llamando Bg = aBf y g = f tenemos lo que queramos probar,
kDngk1  gBngMn;
y por tanto g 2 CfMng.
Si se desea obtener nuevas propiedades de estabilidad para estas clases
ultradiferenciables es necesario imponer una condicion a la sucesion fMng1n=0.
Denicion 2.7. Se dice que la sucesion fMng1n=0 es logartmicamente con-
vexa si
M2n Mn 1Mn+1; n  1:
La razon de esta denominacion es clara: la sucesion fln(Mn)g1n=0 verica
la condicion de convexidad
ln(Mn)  1
2
 
ln(Mn 1) + ln(Mn+1)

; n  1:
Nota 2.8. Aunque no sera incluido en este trabajo, un teorema clasico debi-
do a S. Mandelbrojt (ver [13, 11]) muestra que se puede asociar a una suce-
sion arbitraria de numeros reales positivos fMng1n=0 otra sucesion fMng1n=0
logartmicamente convexa de modo que CfMng = CfMng, lo que hace que di-
cha propiedad de convexidad pueda ser incluida sin perdida de genralidad en
el estudio de estas clases. La sucesion fMng1n=0 se denomina la regularizada
logartmicamente convexa de fMng1n=0.
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Por simplicidad en la escritura de alguna razonamientos, supondremos de
ahora en adelante, y sin perdida de generalidad, que M0 = 1. Observese que
dada fMng1n=0, si denimos M 0n = Mn=M0, n 2 N0, se tiene obviamente que
M 00 = 1 y CfMng = CfM 0ng, siendo validas las relaciones
0f = fM0; B
0
f = Bf ;
entre las respectivas constantes asociadas a una funcion f perteneciente a
una cualquiera de ambas clases.
Es tambien claro que esas sucesiones fMng1n=0 y fM 0ng1n=0 son simultanea-
mente logartmicamente convexas o no, por lo que adoptaremos sin am-
biguedad ambas restricciones de normalizacion.
Nota 2.9. De ahora en adelante, fMng1n=0 siempre denotara una sucesion
de numeros positivos logartmicamente convexa y con M0 = 1.
Antes de obtener la estabilidad de la clase bajo el producto de funciones,
veamos un lema auxiliar.
Lema 2.10. Sea fMng1n=0 una sucesion logartmicamente convexa y con
M0 = 1. Entonces, para todos j; l 2 N0 se tiene que
MjMl Mj+l:
Demostracion. Por simetra, bastara probarlo para 0  j  l.
En primer lugar, si j = 0 la desigualdad es trivialmente cierta porque
M0 = 1. Supongamos entonces que 1  j  l. De acuerdo con la convexidad
logartmica se tiene que
M2j Mj 1Mj+1;
M2j+1 MjMj+2;
...
M2l 1 Ml 2Ml;
M2l Ml 1Ml+1:
Multiplicando miembro a miembro estas desigualdades y simplifcando se ob-
tiene que
MjMl Mj 1Ml+1;
y siempre que j   1  1 se puede iterar este proceso, obteniendo
Mj 1Ml+1 Mj 2Ml+2;
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y as sucesivamente hasta llegar a
MjMl Mj jMl+j = M0Ml+j = Ml+j;
como queramos.
Teorema 2.11. CfMng es un algebra, con respecto al producto habitual de
funciones.
Demostracion. Sean f; g 2 CfMng y sean f ; g; Bf y Bg las correspondientes
constantes. Por la regla de diferenciacion del producto se tiene que, para cada
n 2 N0,
Dn(fg) =
nX
j=0

n
j

(Djf)(Dn jg);
luego
kDn(fg)k1  fg
nX
j=0

n
j

BjfB
n j
g MjMn j: (2.5)
Si probamos ahora que MjMn j Mn para cada j 2 f0; 1; : : : ; ng habremos
acabado pues, en virtud de la formula del binomio de Newton,
nX
j=0

n
j

BjfB
n j
g = (Bf +Bg)
n;
y tendramos que (2.5) conduce a
kDn(fg)k1  fg(Bf +Bg)nMn;
por lo que fg 2 CfMng como queramos. Resta solamente observar que la
desigualdadMjMn j Mn para 0  j  n es equivalente, poniendo n = l+j,
a que se tenga que MjMl  Mj+l para todos j; l  0, lo que se obtuvo en el
lema previo.
2.3. Estabilidad por composicion.
Dedicamos esta seccion a la prueba de la estabilidad por composicion
de estas clases ultradiferenciables, siempre bajo la hipotesis no restrictiva
de convexidad logartmica para la sucesion que dene a la clase. Aunque la
prueba clasica de este hecho se suele basar en la formula de Faa di Bruno para
la derivada n esima de una composicion de funciones, hemos preferido seguir
una demostracion mas reciente debida a T. Yamanaka [16], que descansa en
una expresion alternativa para dichas derivadas.
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Lema 2.12 (Formula de Yamanaka). Sean I y J intervalos abiertos. Sean
g : I  ! J y f : J  ! R funciones de clase C1 en los respectivos intervalos.
Entonces, para cada n 2 N0 y cada x 2 I se tiene que
(f  g)(n)(x) =
nX
j=1

n
j

f (j)(g(x))
(
@n j
@hn j
Z 1
0
g0(x+ h)d
j)
h=0
:
Demostracion. Sea a 2 I, b = g(a) y h 2 R tal que a+ h 2 I. Si tomamos
u(h) = g(a+ h)  g(a); (2.6)
se tiene que
(f  g)(a+ h)  (f  g)(a) = f(g(a+ h))  f(g(a));
y esto ultimo, por (2.6), es igual a
f(b+ u(h))  f(b) =
nX
j=1
f (j)(b)
j!
(u(h))j +Rn(f; b)(u(h)); (2.7)
donde se ha aplicado la formula de Taylor, siendo Rn(f; b)(u(h)) el resto de
Taylor, para el que se tiene
Rn(f; b)(u(h)) = o(u(h)n); h! 0:
Si ponemos
v(h) :=
Z 1
0
g0(a+ h)d =
1
h
g(a+ h)
=1
=0
=
1
h
[g(a+ h)  g(a)] = 1
h
u(h);
y
vj(h) := v(h)
j; j 2 N;
entonces
u(h)j = vj(h)h
j;
y por la formula de Taylor para vj en 0,
vj(h) =
n 1X
k=0
1
k!
v
(k)
j (0)h
k + o(hn 1); h! 0:
Ademas, como u(h) = hv(h), se tiene que
o(u(h)n)
hn
=
o(u(h)n)
u(h)n
u(h)n
hn
=
o(u(h)n)
u(h)n
v(h)n ! 0; h! 0;
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por lo que o(u(h)n) = o(hn). Llevando estas expresiones a (2.7), se tiene que
(f  g)(a+ h)  (f  g)(a) =
nX
j=1
f (j)(b)
j!
hj
n 1X
k=0
1
k!
v
(k)
j (0)h
k + o(hn)
=
nX
r=1
 
rX
j=1
f (j)(b)v
(r j)
j (0)
j!(r   j)!
!
hr + o(hn):
Ahora bien, en virtud de la formula de Taylor, ha de ser
(f  g)(a+ h) =
nX
r=1
(f  g)(r)(a)
r!
hr + o(hn);
de donde se deduce que
(f  g)(r)(a) =
nX
r=1

r
j

f (j)(b)v
(r j)
j (0);
como queramos.
Nota 2.13. En la prueba del siguiente resultado se supondra que la sucesion
(Mn)
1
n=0 se puede escribir como Mn = n!cMn, siendo (cMn)1n=0 logartmica-
mente convexa. Entonces, como producto de dos sucesiones logartmicamen-
te convexas, resulta que (Mn)
1
n=0 es tambien logartmicamente convexa (este
hecho es de comprobacion inmediata). Como se vera mas adelante, la su-
cesion (cMn1=n)1n=1 es creciente, luego existe un C > 0 tal que cMn1=n  C,
y por tanto cMn  Cn y Mn  Cnn!. Como consecuencia, se deduce que
CfMng contiene a la clase de las funciones analticas en R, como tambien se
comprobara en la siguiente seccion. Esta no es una restriccion seria para el
enunciado, pues estamos interesados en clases con esta propiedad, es decir,
intermedias entre la de las funciones analticas y C1(R).
Enunciamos el teorema principal de esta seccion.
Teorema 2.14. CfMng es cerrado por composicion, es decir, para todas
f; g 2 CfMng se tiene que f  g 2 CfMng.
Su demostracion se basara en dos lemas previos.
Lema 2.15. Si u 2 CfMng y
ju(n)(x)j  CAnMn; x 2 R; n  0;
entonces existen C0; A0 > 0 tales que
ju(n)(x)j  C0 A
n
(1 + n)2
Mn; x 2 R; n  0:
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Demostracion. Dados A y C, basta tomar A0 > A y
C0 = sup
n
C(A=A0)
n(1 + n)2 <1:
Lema 2.16. Sea u 2 CfMng y sean A;C > 0 tales que
jun(x)j  C
8
An
(1 + n)2
Mn; x 2 R; n  0:
Pongamos, para cada j 2 N, uj(x) := (u(x))j, x 2 R. Entonces,
ju(n)j (x)j 
Cj
8
An
(1 + n)2
Mn; x 2 R; n  0:
Demostracion. Vamos a razonar por induccion sobre j. Para j = 1 es trivial.
Supongamos que se cumple para algun j  1, entonces para cada n 2 N0 se
tiene que
ju(n)j+1(x)j = j(uj(x)u(x))(n)j 
nX
m=0

n
m

ju(m)j (x)jju(n m)(x)j

nX
m=0
n!
m!(n m)!
Cj
8
Am
(1 +m)2
Mm
C
8
An m
(1 + (n m))2Mn m
=
Cj+1
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An
nX
m=0
n!cMmcMn m 1
(1 +m)2
1
(1 + (n m))2
 C
j+1
8
An
(1 + n)2
Mn
(n+ 1)2
8
nX
m=0
1
(1 +m)2
1
(1 + (n m))2 ;
donde se ha utilizado que, por la convexidad logartmica de (cMn)1n=0,
n!cMmcMn m  n!cMn = Mn:
Para concluir debemos demostrar que
(n+ 1)2
8
nX
m=0
1
(1 +m)2
1
(1 + (n m))2  1:
Ahora bien, para todos a; b > 0 se cumple que
1
a2b2
=
1
(a+ b)2

1
a
+
1
b
2
 1
(a+ b)2
2

1
a2
+
1
b2

:
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Entonces,
nX
m=0
1
(1 +m)2
1
(1 + (n m))2 
2
(2 + n)2
nX
m=0
  1
(1 +m)2
+
1
(1 + (n m))2

=
4
(2 + n)2
n+1X
j=1
1
j2
;
mientras que
n+1X
j=1
1
j2
 1 +
Z n+1
1
dt
t2
= 2  1
n+ 1
;
con lo que se concluye que
(n+ 1)2
8
nX
m=0
1
(1 +m)2
1
(1 + (n m))2 
(n+ 1)2
8
4
(2 + n)2

2  1
n+ 1

 1:
Demostracion. Abordamos ahora la demostracion del teorema 2.14 con ayu-
da de los dos lemas anteriores. Por el lema 2.15, existen C;A > 0 tales que
para todo x 2 R y para todo n  0,
jg(n)(x)j  C
8
An
(1 + n)2
Mn:
Dado x 2 R, sea
Vx(h) =
Z 1
0
g0(x+ h)d; h 2 R:
Entonces,
V (n)x (h) =
Z 1
0
g(n+1)(x+ h)nd;
y
jV (n)x (h)j 
C
8
An+1
(2 + n)2
Mn+1
Z 1
0
nd =
C
8
An+1
(2 + n)2
Mn+1
n+ 1
 CA
8
An
(1 + n)2
n!cMn+1:
Como la sucesion (cMn+1)1n=0 es tambien logartmicamente convexa, estamos
en condiciones de aplicar el lema 2.16 a la funcion Vx: si ponemos
V
(n)
j;x (h) :=

(Vx(h))
j
(n)
; j 2 N;
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se tendra que
jV (n)j;x (h)j 
(CA)j
8
An
(1 + n)2
n!cMn+1; n  0; x; h 2 R:
Por otra parte, existen D;B > 0 tales que para todo y 2 R y para todo
n  0, jf (n)(y)j  DBnMn. Entonces, por la formula de Yamanaka, se tiene
que
j(f  g)(n)(x)j = j
nX
j=1

n
j

f (j)(g(x))V n jj;x (0)j

nX
j=1
n!
j!(n  j)!DB
jj!cMj (CA)j
8
An j
(1 + n  j)2 (n  j)!
cMn j+1:
Teniendo en cuenta que para todo j 2 f1; : : : ; ng se verica que
cMjcMn j+1  cM1cMn y 1
(1 + n  j)2  1;
y como n!cMn = Mn, se concluye que
j(f  g)(n)(x)j  D
8
AncM1Mn nX
j=1
(BC)j  bD bAnMn; x 2 R;
para constantes positivas adecuadas bD y bA.
2.4. Clase de funciones analticas en R
El siguiente teorema se dedica a establecer una caracterizacion de las
funciones de la clase Cfn!g como aquellas que resultan de la restriccion al
eje real de funciones holomorfas acotadas en una banda horizontal alrededor
de dicho eje. Esta propiedad depende en buena medida del hecho de que
la propia denicion de la clase mencionada implica una uniformidad en el
radio de convergencia de la serie de Taylor que representa a la funcion en un
entorno de cada punto del eje real.
Teorema 2.17. La clase Cfn!g esta formada precisamente por todas las
funciones f : R  ! C a las que corresponde un  > 0 tal que la funcion
puede extenderse a una funcion holomorfa acotada en la banda horizontal
denida por la desigualdad jIm(z)j < .
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Demostracion. Sea

 = fz 2 C : j Im(z)j < g;
y sea f 2 H(
) acotada en 
, de modo que existe  > 0 tal que para todo
z 2 
 se tiene que jf(z)j < .
Veamos que la restriccion de f al eje real pertenece a Cfn!g. Sea x 2 R.
Puesto que D(x; )  
, estamos en condiciones de aplicar el teorema 2.4,
que garantiza que
jDnf(x)j  n! 
n
para todo x 2 R. Por tanto,
kDnfk1 
n! 
n
;
lo que signica que f 2 Cfn!g.
Veamos ahora la otra implicacion. Sea f 2 Cfn!g, probaremos que la
podemos extender a una funcion holomorfa y acotada en una banda jIm(z)j <
 para  > 0 adecuado. De acuerdo con la formula de Taylor, podemos
escribir, para cada a, x 2 R y n 2 N,
f(x) =
n 1X
k=0
f (k)(a)
k!
(x  a)k + 1
(n  1)!
Z x
a
f (n)(t)(x  t)n 1dt:
Para acotar el resto de esta expresion tengamos en cuenta que existen cons-
tantes , B > 0 tales quef (n)(x)  n! Bn; x 2 R:
De aqu se desprende que: 1(n  1)!
Z x
a
f (n)(t)(x  t)n 1dt
  nBn Z x
a
(x  t)n 1dt
 =  jB(x  a)jn :
Esta expresion tiende a 0 cuando n ! 1 siempre que jB(x  a)j < 1, es
decir, si a B 1 < x < a+B 1. Entonces, para tales x se tiene la expresion
f(x) =
1X
n=0
f (n)(a)
n!
(x  a)n: (2.8)
Ahora podemos sustituir en la expresion (2.8) la variable x por cualquier
numero complejo z tal que jz   aj < 1=B. Puesto que el radio de convergencia
de esta serie es al menos 1=B, esto implica que para cada a 2 R podemos
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denir una funcion Fa holomorfa en el discoD(a; 1=B) y tal que Fa(x) = f(x)
para x 2 R, jx  aj < 1=B.
Por simplicidad, escribamos Dx := D(x; 1=B). Sean a; b 2 R tales que
Da \ Db 6= ;, y veamos que Fa y Fb coinciden en dicha interseccion. Para
ello basta observar que el conjunto L = R\Da \Db es un intervalo (y posee
por lo tanto puntos de acumulacion en Da \Db), y para cada x 2 L se tiene,
por construccion, que Fa(x) = f(x) = Fb(x). Por el principio de identidad se
concluye que Fa  Fb en Da \Db. De aqu se deduce que se puede denir sin
ambiguedad la funcion F : [a2RDa  ! C dada por
F (z) = Fa(z); z 2 Da;
y resulta ser holomorfa en su dominio. Por ultimo, es inmediato comprobar
que [
a2R
Da = fz 2 C : j Im(z)j < 1=Bg:
Veamos ahora que la funcion F es acotada en cada banda
B = fz 2 C : j Im(z)j < g; con 0 <  < 1
B
:
Sea z = a+ iy con jyj < . Se tiene entonces que
jF (z)j = jFa(z)j =

1X
n=0
f (n)(a)
n!
(iy)n
 
1X
n=0
Bnn!
n!
jyjn
 
1X
n=0
(B)n = 
1
1 B ;
pues B < 1. Con esto se concluye.
2.5. Clases de Gevrey
Se trata ahora de proporcionar un ejemplo de clases ultradiferenciables,
las denominadas de Gevrey, que fueron las primeras en aparecer en el con-
texto del estudio de las soluciones de ciertos tipos de ecuaciones en derivadas
parciales, y que aparecen desde entonces constantemente en la literatura re-
lativa al estudio de soluciones formales en forma de serie de potencias para
todo tipo de ecuaciones.
Denicion 2.18. Sea   0. Se dene la clase de Gevrey de orden  como
G1+ =

f 2 C1(R) : 9 A;B > 0 con jf (n)(x)j  ABn(n!)1+; x 2 R	 :
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Observese que se tienen, para 0 <  < , las inclusiones
Cfn!g = G1  G1+  G1+  C1(R);
de modo que se puede decir que las clases de Gevrey establecen una escala
de regularidad entre la clase de las funciones analticas y la de las funciones
indenidamente derivables en la recta real.
Vamos a dar un ejemplo de este tipo de funciones. Sea  > 0 y sea
f(x) =
(
exp( 1=jxj1=) si x 6= 0;
0 si x = 0:
Se puede probar sin dicultad, a partir del ejemplo 2.1 y escribiendo f como
una composicion adecuada, que esta funcion es indenidamente derivable
en R y tiene todas sus derivadas nulas en 0. Para probar que f 2 G1+
consideramos la funcion auxiliar
F (z) = exp( z 1=); z 2 C n f0g:
Dada la simetra par de la funcion f , razonaremos unicamente para x > 0 y
estimaremos las derivadas sucesivas de f en x. Tomamos " > 0 tal que " < 1.
Se tiene, por la formula integral de Cauchy, que
f (n)(x) =
n!
2 i
Z
C(x;"x)
F (w)
(w   x)n+1 dw;
lo que permite realizar las estimaciones
jf (n)(x)j  n!
2
2"x max
jw xj="x
jF (w)j
jw   xjn+1 :
Pero
jF (w)j = e Re(w 1=)
y
w = x+ ei"x = x(1 + ei");
luego
w 1= = x 1=(1 + ei") 1=:
Para simplicar los calculos reescribimos
1 + ei" = rei'; con r 2 [1  "; 1 + "]; ' 2 [  arcsin "; arcsin "];
y entonces
(1 + ei") 1= = r 1=e i'=:
39
Tomamos ahora la parte real y obtenemos
Re((1 + ei") 1=) = r 1= cos('=)  (1 + ") 1= cos(arcsin(")=):
Llamando
L"; = (1 + ")
 1= cos(arcsin(")=);
se tiene que
jf (n)(x)j  n!"x exp
   L";x 1=
"n+1xn+1
=
n! exp
   L";=x1=
"nxn
; x > 0:
Tomemos ahora x = 1=t, y consideremos la funcion
g(t) = tne L";t
1=
; t > 0:
Calculemos la derivada de esta funcion para obtener el maximo y establecer
as la cota para las derivadas que buscamos:
g0(t) = (ntn 1   L";

tn 1+1=)e L";t
1=
:
Ahora obtenemos que g0(t) = 0 cuando t =

n
L";

, y es sencillo comprobar
que entonces el maximo sera:
max
t>0
g(t) =

n
L";
n
e n:
Este ultimo termino, por la formula de Stirling, es equivalente a
An(n!)
para un valor A > 0 adecuado. Como consecuencia se obtiene que
jf (n)(x)j  A0Bn0 (n!)1+; x 2 R;
para constantes A0; B0 adecuadas, y por tanto la funcion es de la clase Gevrey
indicada, como queramos probar.
2.6. Casianaliticidad.
Teorema de Denjoy-Carleman
Comenzamos con la denicion de clase casianaltica.
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Denicion 2.19. Sea V un subespacio vectorial del espacio C1(R). Se dice
que V es casianaltica si la restriccion de la aplicacion B de Borel a V es
inyectiva.
El objetivo de esta ultima seccion es proporcionar caracterizaciones para
la casianalitidad de las clases ultradiferenciables CfMng. Comenzamos con
una primera informacion al respecto que sera de ayuda mas adelante.
Teorema 2.20. La clase CfMng es casianaltica si, y solo si, CfMng no
contiene funciones no triviales con soporte compacto.
Demostracion. Para ver la primera implicacion supongamos que CfMng es
casianaltica. Sea f 2 CfMng y con soporte compacto al que llamaremos K.
Entonces existe un elemento x0 no perteneciente a K en el que se anula f y
todas sus derivadas. Como la clase CfMng es casianaltica se tiene que dicha
funcion es la funcion constante e igual a 0, es decir, f sera la funcion trivial.
Veamos la implicacion contraria. Supongamos para ello que CfMng no es
casianaltica. Como la clase es estable por transformaciones anes se puede
suponer, sin perdida de generalidad, que existe una f 2 CfMng tal que
f (n)(0) = 0 para todo n 2 N0 y tal que f(x0) 6= 0 para cierto x0 > 0.
Denimos ahora la funcion g : R  ! C dada por
g(x) =
(
f(x) si x  0;
0 si x  0:
Esta funcion es de clase C1(R), pues es sencillo probar por induccion que
f 2 Cn(R), para todo n 2 N0, teniendo en cuenta la existencia e igualdad
de los lmites laterales de las derivadas sucesivas en 0 y aplicando el teorema
de los incrementos nitos. Tambien observamos que la funcion g pertenece a
CfMng, pues verica las cotas necesarias, dado que kg(n)k1  kf (n)k1 y que
f 2 CfMng. Si consideramos ahora la funcion
h(x) = g(x)g(2x0   x); x 2 R;
se tiene tambien una funcion de CfMng, pues CfMng es invariante por trans-
formaciones anes y por ser ademas esta clase un algebra para el producto
puntual como demostramos en el teorema 2.11. La funcion h as denida toma
el valor 0 cuando x  0 o cuando x  2x0, de modo que su soporte es com-
pacto. En el punto x0 ademas se tiene que h(x0) = g(x0)g(x0) = f(x0)
2 6= 0.
Por tanto hemos encontrado una funcion h 2 CfMng no trivial y con soporte
compacto, como queramos.
Otro resultado que sera necesario es el siguiente lema.
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Lema 2.21. Sea (Mn)
1
n=0 una sucesion logartmicamente convexa tal que
M0 = 1. Entonces, la sucesion (an)
1
n=1 dada por
an = M
1=n
n ; n 2 N;
es monotona creciente.
Demostracion. Razonaremos por induccion. Observese primero que M21 
M0M2, y como M0 = 1 se tiene que M
2
1  M2. Tomando races obtenemos
que M1  M1=22 .
Supongamos ahora que para un cierto n  1 se tiene que M1=(n 1)n 1 
M
1=n
n . Elevando a 1=(n  1) los terminos de la desigualdad M2n Mn 1Mn+1
y por la hipotesis de induccion se obtiene que
M2=(n 1)n  M1=(n 1)n 1 M1=(n 1)n+1  M1=nn M1=(n 1)n+1 :
Reagrupando terminos en la expresion anterior, queda
M
n+1
n(n 1)
n  M1=(n 1)n+1 ;
y ahora elevamos ambos terminos de la desigualdad anterior a n 1
n+1
para
obtener
M1=nn  M1=(n+1)n+1 ;
como queramos.
Nota 2.22. Gracias al lema anterior, hacemos notar que el caso interesante
desde el punto de vista de la casianaliticidad es aquel en el que la sucesion
logartmicamente convexa (Mn)
1
n=0 es tal que
lm
n!1
M1=nn = +1: (2.9)
En caso contrario, la sucesion (M
1=n
n )1n=1 sera creciente y acotada, de donde
existira A > 0 tal que Mn  An para todo n. En esta situacion, es claro que
CfMng  Cfn!g, y por ser esta ultima clase casianaltica tambien lo sera
CfMng.
Por lo tanto, para no caer en situaciones ya resueltas, en el resultado
siguiente supondremos que la condicion (2.9) se satisface.
Procedamos ahora a abordar el teorema fundamental de caracterizacion
de las clases casianalticas.
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Teorema 2.23 (de Denjoy-Carleman). Sea (Mn)
1
n=0 una sucesion logartmi-
camente convexa tal que M0 = 1, que satisface ademas la condicion (2.9).
Denamos las funciones auxiliares
Q(x) =
1X
n=0
xn
Mn
; q(x) = sup
n0
xn
Mn
;
para x > 0. Entonces cada una de las cinco condiciones siguientes implica
las otras cuatro:
(a) CfMng no es casi-analtica.
(b) Z 1
0
ln Q(x)
dx
1 + x2
<1:
(c) Z 1
0
ln q(x)
dx
1 + x2
<1:
(d)
1X
n=1

1
Mn
1=n
<1:
(e)
1X
n=1
Mn 1
Mn
<1:
Nota 2.24. Notemos en primer lugar que la condicion (2.9) garantiza que
las funciones Q y q del enunciado estan bien denidas en todo (0;1), pues el
radio de convergencia de la serie que proporciona Q es innito, y el superior
que dene q sera nito para todo x > 0 (de hecho, no es difcil dar una
expresion explcita como funcion a trozos de q(x) estudiando la monotona
de los valores xn=Mn para cada x jo).
En segundo lugar, se puede observar facilmente que cada una de las con-
diciones anteriores implica que Mn !1 muy rapidamente cuando n!1.
En particular, este teorema corrobora lo que ya habamos demostrado ante-
riormente, que Cfn!g es casianaltica: Si Mn = n!, entonces Mn 1=Mn = 1=n,
y por tanto no se cumple la condicion (e) del teorema.
Demostracion. (a)) (b). Si CfMng no es casi-anatica, por el teorema 2.20
existe una funcion no trivial f1 con soporte compacto, contenido en un cierto
intervalo [; ], que pertenece a CfMng. Existen entonces f1 ; Bf1 > 0 de
modo que
f (n)1 1  f1Bnf1Mn. Consideremos la funcion
F (x) =
1
f1
f1(ax+ b) x 2 R;
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donde a, b son constantes reales que escogeremos adecuadamente. Estimando
la derivada n esima de la funcion obtenemosF (n)(x) =  anf1 f (n)1 (ax+ b)
  anBnf1Mn:
Tomando ahora a = 1
2Bf1
se tiene que
F (n)(x)  1
2
n
Mn: (2.10)
Si tomamos b   tendremos que   ax+ b   si, y solo si,
0    b
a
 x     b
a
:
As, llamando A = ( b)=a, se tiene que la funcion F tiene soporte compacto
contenido en [0; A]. Por tanto hemos denido una funcion no trivial F 2
CfMng con soporte contenido en [0; A]. Denimos ahora
f(z) =
Z A
0
F (t)eitzdt; z 2 C; (2.11)
que es una funcion entera. Para problarlo podemos aplicar el lema 1.12,
pues la funcion '(z; t) = F (t)eitz cumple trivialmente todas las condiciones
all indicadas. Probaremos a continuacion queZ 1
 1
ln jf(x)j
1 + x2
dx >  1: (2.12)
Es conocido que la homografa
w  ! i  iw
1 + w
;
transforma D(0; 1) en el semiplano superior H = fz 2 C : Im(z) > 0g.
Denamos, entonces, la funcion
g(w) = f

i  iw
1 + w

;
composicion de la funcion f con dicha homografa. Observemos que si z 2 H
entonces Re(itz) =  t Im(z) < 0 para cada t 2 [0; A], luego se tiene que
jf(z)j =
Z A
0
F (t)eitzdt
  Z A
0
jF (t)j dt:
44
Puesto que la funcion F es continua y de soporte compacto, la integralR A
0
jF (t)j dt es nita. Por lo tanto f esta acotada en el semiplano superior
y en consecuencia g esta acotada en el disco unidad. Por otro lado, pues-
to que F no es nula y por la unicidad de la transformada de Fourier, f no
puede serlo. Como consecuencia, g tampoco es la funcion identicamente nula.
Ademas, la funcion g es continua en el disco unidad cerrado salvo en w =  1,
y holomorfa en el disco abierto unidad, por lo que se tiene que
lm
r!1 
g(rei) = g(ei);  2 ( ; ): (2.13)
Puesto que g es una funcion holomorfa, sabemos que existe un m  0 tal
que g(z) = zmh(z) con h(0) 6= 0. Como consecuencia, si g 2 H1 entonces
h 2 H1, pues tienen los mismos coecientes en sus respectivos desarrollos
de Taylor. Aplicamos ahora la formula de Jensen (1.2) a la funcion h y
obtenemos que
ln jh(0)j+
NX
n=1
r
jnj =
1
2
Z 
 
ln
h(rei) d;
para cada r 2 (0; 1), y donde 1; : : : ; N son los ceros de h en D(0; 1). Ob-
servamos que el miembro de la izquierda en la igualdad anterior aumenta
cuando crece r. Como consecuencia el termino de la derecha, al que llama-
remos r(h), tambien crece, y se tiene que r(h)  s(h) si r < s. Pasando
ahora a la funcion g, se tienen las siguientes igualdades:
r(g) =
1
2
Z 
 
ln
g(rei) d = 1
2
Z 
 
ln
(rei)mh(rei) d
=
1
2
Z 
 
ln
(rei)m d + 1
2
Z 
 
ln
h(rei) d
= m ln(r) + r(h):
Por tanto, si 0 < r < s < 1 se tiene que
r(g) = m ln(r) + r(h)  m ln(s) + s(h) = s(g):
As probamos que tambien r(g) crece. Por otro lado, consideramos ahora
gr(e
i) = g(rei), y se tiene en virtud de (2.13) que g(rei)! g(ei), cuando
r ! 1 y  2 ( ; ). Podemos suponer, sin perdida de generalidad, que
jgj  1, pues de otro modo existira una constante M > 0 tal que jgj  M
y consideraramos la funcion G = g=M con jGj  1. Como consecuencia
obtenemos que Z 
 
ln jg(ei)jd =  
Z 
 
lm
r!1
ln
1
jgr(ei)jd:
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Este ultimo logaritmo es no negativo pues jgj  1. Aplicamos ahora el Lema
de Fatou: si se tiene una sucesion de funciones fn medibles para cada n 2 N
y denidas en un conjunto A medible de R, entoncesZ
A
(lm inf fn)dx  lm inf
Z
A
fn dx:
Se deduce que
 
Z 
 
lm
r!1
ln
1
jgr(ei)jd    lm infr!1
Z 
 
ln
1
jgr(ei)jd =   lm infr!1 ( 2 r(g)):
Puesto que r(g) es creciente, este lmite inferior es, en realidad, un lmite
distinto de  1, y se tiene por tanto que
1
2
Z 
 
ln jg(ei)jd    lm inf
r!1
( 2 r(g)) = 2 lm
r!1
r(g) >  1:
Realizamos ahora el cambio de variable
x = i
1  ei
1 + ei
= i
 ei=2 [ei=2   e i=2]
ei=2 [ei=2   e i=2] =
 i 2 i sin(=2)
2 cos(=2)
= tan(=2);
y por tanto d =
2 dx
1 + x2
, resultando que
1
2
Z 
 
ln jg(ei)jd = 1

Z 1
 1
ln jf(x)j
1 + x2
dx >  1;
lo que equivale a (2.12). Veamos como deducir de aqu la conclusion de este
apartado. Integramos por partes en la expresion (2.11) y obtenemos que
f(z) = (i z) n
Z A
0
F (n)(t)eitz dt; z 6= 0;
pues tanto F como sus derivadas se anulan en 0 y en A. Ahora, evaluando
en un x 2 R y teniendo en cuenta (2.10), podemos acotar
jxnf(x)j  2 nMnA; n 2 N0:
Se deduce entonces que
Q(x)jf(x)j =
1X
n=0
xnjf(x)j
Mn

1X
n=0
A 2 n = 2A; x  0: (2.14)
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Por otro lado, se tiene queZ 1
 1
ln jf(x)j
1 + x2
dx =
Z 1
0
ln jf(x)j
1 + x2
dx +
Z 0
 1
ln jf(x)j
1 + x2
dx;
y como la funcion jf j es acotada, cada uno de los sumandos de la expresion
anterior son menores que innito. Esto implica que si uno de ellos fuera igual
a  1 forzosamente la integral en todo R lo sera, lo cual es absurdo por
(2.12). Entonces,
 
Z 1
0
ln jf(x)j
1 + x2
dx <1: (2.15)
Ahora, tomando logaritmos en la expresion (2.14) y multiplicando ambos
terminos de la desigualdad por
1
1 + x2
, obtenemos que
ln Q(x)
1 + x2
+
ln jf(x)j
1 + x2
 ln (2A)
1 + x2
;
expresion valida para x  0. Integramos ahora en ambos lados de la expresion
anterior, Z 1
0
ln Q(x)
1 + x2
dx 
Z 1
0
ln (2A)
1 + x2
dx 
Z 1
0
ln jf(x)j
1 + x2
dx ;
y deducimos que la integral converge, como queramos.
(b) ) (c) Basta ver que q(x)  Q(x) para todo x. Esto se debe a que
q(x), que es en principio un supremo, de hecho es un maximo y su valor es
uno de los sumandos que aparecen en la serie Q(x), de terminos positivos.
Como consecuencia, por el caracter creciente de la funcion logaritmo y por
la monotona de la integral se tiene la segunda implicacion del teorema.
(c)) (d) Como se vio en el lema 2.21, la sucesion (an)1n=1 dada por
an = M
1=n
n ; n 2 N;
es monotona creciente. Por otro lado, si x  e an, entonces xn=Mn  en y
as, puesto que el logaritmo es una funcion creciente, se tiene que
ln q(x)  ln x
n
Mn
 ln en = n:
Por lo tanto
e
Z 1
e a1
ln q(x)
dx
x2
 e
NX
n=1
n
Z e an+1
e an
x 2 dx + e
Z 1
e aN+1
(N + 1)x 2 dx
=
NX
n=1
n

1
an
  1
an+1

+
N + 1
an+1
=
N+1X
n=1
1
an
:
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Entonces, puesto que la convergencia deZ 1
0
ln q(x)
1 + x2
dx
implica la convergencia de Z 1
ea1
ln q(x)
x2
dx;
es claro que la serie
P1
n=1
1
an
converge.
(d)) (e) Sea
n =
Mn 1
Mn
; n 2 N:
Puesto que M2n Mn 1Mn+1 se tiene que:
Mn
Mn+1
 Mn 1
Mn
; n 2 N;
y por tanto la sucesion fng1n=0 es monotona decreciente. Si consideramos
como antes an = M
1=n
n , tenemos que
(n an)
n  Mn 1 2    n = 1:
Por tanto hemos obtenido que
n  1=an; n 2 N; (2.16)
y la convergencia de la serie
P
1=an implica la de
P
n.
(e)) (a) Para demostrarlo denimos la funcion
f(z) =

sin z
z
2 1Y
n=1
sin(nz)
nz
:
Probemos que f es una funcion entera. Basta ver que
1Y
n=1
sin(nz)
nz
lo es, pues

sin z
z
2
es una funcion entera y el producto de funciones enteras
es una funcion entera. Si llamamos
h(z) = 1  sin z
z
;
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tenemos que h(z) tiene un cero en el origen y que es una funcion entera.
Entonces, podemos escribir
h(z) = z
1X
n=1
anz
n 1 = zg(z);
donde g(z) vuelve a ser una funcion entera. Como la funcion g es holomorfa
es acotada en una bola cerrada, y por tanto existe B > 0 tal que jg(z)j < B
si jzj  1. Como consecuencia,
jh(z)j  jzg(z)j  Bjzj; jzj  1:
Esto implica que 1  sin(nz)nz
  Bnjzj; jzj  1n :
Sea K un compacto. Existe M > 0 tal que K  D(0;M). Como hemos
supuesto (2.9) y sabemos que se verica (2.16), deducimos que lmn!1 n =
0. Entonces, existe n0 2 N tal que si n  n0 se tiene que nM  1, y por lo
tanto, para cada z 2 K se tiene que jnzj  nM  1. Entonces, para todo
z 2 K se tiene que
1X
n=n0
1  sin(nz)nz
  1X
n=0
Bnjzj 
1X
n=0
BnM <1;
pues la serie numerica
P1
n=0 n converge por hipotesis. En virtud del criterio
M de Weierstrass, la serie
1X
n=0
1  sin(nz)nz

converge uniformemente en los compactos de C. Aplicando ahora el teorema
1.11 obtenemos que la funcion f(z) es una funcion entera. Ademas, el mismo
resultado dice que la funcion no puede ser la identicamente nula, pues esta
se anula si, y solo si, o bien sin z = 0 o bien sinnz = 0, y esto no ocurre
para todo z. Veamos que f es una funcion de tipo exponencial. Teniendo en
cuenta la igualdad Z 1
 1
eitzdt =
1
iz
(eiz   eiz) = 2 sin z
z
;
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tomando modulos y poniendo z = x+ iy, se tiene que
jz 1 sin zj  1
2
Z 1
 1
jeitzjdt = 1
2
Z 1
 1
jeitxjje tyjdt
=
1
2
Z 1
 1
e tydt =
1
2y
(ey   e y) = sinh y
y
 ejyj  ejzj:
Como consecuencia, sin zz
2  e2jzj;
y 
1Y
n=1
sin(nz)
nz
  eP1n=1 njzj;
con lo que
jf(z)j  e(2+
P1
n=1 n)jzj;
como queramos. Ahora, para todo x real sabemos que j sin xj  jxj y que
j sinxj  1, por tanto para cada k 2 N se verica que
jxkf(x)j = jxkj
sin xx
2 kY
n=1
sin(nx)nx
 1Y
n=k+1
sin(nx)nx

 jxkj
sinxx
2 kY
n=1
sin(nx)nx
 1Y
n=k+1
nxnx

 jxkj 1jxjk1 : : : k

sin x
x
2
=

sin x
x
2
1
1 : : : k
= Mk

sin x
x
2
:
Por la monotona de la integral y puesto queZ 1
 1
sin2(x)
x2
dx = ;
se tiene que
1

Z 1
 1
jxkf(x)jdx Mk: (2.17)
Estamos entonces en condiciones de aplicar el teorema de Paley-Wiener. Co-
mo consecuencia se obtiene que la transformada de Fourier de f ,
F (t) =
1
2
Z 1
 1
f(x)e itxdx;
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es una funcion que se anula fuera de un compacto [ A;A] y no identicamente
nula. Ademas, las desigualdades (2.17) garantizan que, en virtud del teorema
de derivacion de integrales parametricas, F es una funcion indenidamente
derivable en R y para cada n 2 N se tiene que
F (n)(t) =
1
2
Z 1
 1
( ix)kf(x)e itxdx
y
jF (n)(t)j  1
2
Z 1
 1
j( ix)kf(x)e itxjdx  1
2
Z 1
 1
jxkf(x)jdx Mk:
Como consecuencia F (n)(t)1 Mk
por lo que se obtiene que F 2 CfMng y por tanto CfMng no es casianaltica.
Nota 2.25. Como aplicacion sencilla del teorema de Denjoy-Carleman, po-
demos notar que las clases de Gevrey G1+ son no casianalticas para todo
 > 0, pues la serie que aparece en el apartado (e) del teorema es una serie
de Riemann de exponente 1+ > 1, y por lo tanto convergente. No obstante,
esto ya se saba, pues las funciones que construimos en la seccion 2.5 como
ejemplo de elementos de dichas clases eran no identicamente nulas pero con
todas las derivadas nulas en el punto 0.
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