This paper presents a new technique for the restoration of images degraded by a linear, shift-invariant blurring point-spread function (PSF) in the presence of additive white Gaussian noise. The algorithm uses overlapping variable-size, variable-shape adaptiveneighborhoods (ANs) to de ne stationary regions in the input image and obtains a spectral estimate of the noise in each AN region. This estimate is then used to obtain a spectral estimate of the original undegraded AN region, which is inverse Fourier transformed to obtain the space-domain deblurred AN region. The regions are then combined to form the nal restored image. Mathematical derivation and implementation of the adaptive-neighborhood deblurring (AND) lter will be discussed, and experimental results will be presented with an analysis of the performance of the AND lter as compared to the xed-neighborhood sectioned deblurring (FNSD) Wiener and power spectrum equalization (PSE) lters. It will be shown that using the AND algorithm for image deblurring will enable the identi cation of relatively stationary regions. This improves the restoration process and produces results that are superior to those obtained using the FNSD method both visually and in terms of quantitative error measures.
Introduction
In a number of di erent applied problems in signal processing (e.g., speech, data acquisition, and image restoration) it becomes necessary to carry out deconvolution. Deconvolution is the process by which a signal can be transformed back into its original form after it has passed through a linear system which has caused some degradation. This problem is commonly made di cult by the ill-conditioned or singular behavior of the impulse response of the linear system, coupled with the noise inherent in any real-world system. Many methods have been proposed for image deconvolution in the presence of noise . In many cases, the restoration techniques (such as the Wiener and power spectrum equalization (PSE) lters) are based on the assumption that the image can be modeled by a stationary (random) eld, and restoration is achieved by ltering the degraded image with a linear space-invariant restoration lter, the frequency response of which is a function of the power spectral density (PSD) of the uncorrupted image. There are at least two di culties in this approach. Images that are intended to be viewed by the human observer, typically, are not stationary. They may, at best, be described as locally stationary. A second di culty is that, in practice, the PSD of the uncorrupted image is not given and must be estimated. A common procedure to estimate the PSD of a signal involves sectioning the signal into smaller, presumably stationary segments, taking modi ed periodograms of these segments, and averaging these modi ed periodograms 24, 25, 26] to reinforce the shift-invariant property of the blur pointspread function (PSF), while averaging out the nonstationary frequency content of the image. This basic technique has been applied to images 1, 3, 4, 5, 6, 8, 9, 13] by dividing the available image into a number of subimages and then averaging the log of their spectral magnitudes. In order for the subdivision to be valid, the blurring PSF must have a region of support (ROS) that is much smaller than the size of the subimages. As a result, the size of the subimages cannot be made arbitrarily small. Thus, the number of subimages used to form the ensemble average is limited, and consequently the variance of the spectral estimate from the subimages can be relatively high. This leads to a poor estimate of the PSD of the original image.
Another consequence of the image stationarity assumption and the use of space-invariant ltering is the fact that deblurred images su er from edge-e ects at the boundaries of the image 5]. In a simple representation of this problem it is assumed that the image is of in nite extent; however, practical images are of nite extent and a lter's behavior will vary depending upon assumptions made at the edges of the image. The e ect at the edges from deconvolution with incomplete information (scene information beyond the image boundary) cause di erent contributions from outside the image boundaries during deblurring than those contributions that were convolved into the image boundaries during blurring. This leads to a layer of boundary pixels taking incorrect values during deblurring, and consequently, edge artifacts at the image boundaries become a source of degradation, especially if boundary information is of importance.
Recent attempts to overcome the problems caused by the inherent nonstationarity of images have resulted in various adaptive techniques based on sectioning the given image into smaller subsections and assuming di erent stationary models for each section 8, 10, 11, 12] . Other techniques enhance the performance of nonadaptive lters by using radiometric and geometric transforms to generate nearly stationary (block stationary) images in the rst and second moments 27]. The radiometric transform generates stationary mean and variance, while the geometric transform gives stationary autocorrelation.
One method that has not been fully explored or exploited is sectioned deconvolution. In the iterative sectioned maximum-a-posteriori (MAP) restoration technique proposed by Trussell and Hunt 10, 11] , the input image is divided into small P P sections and the MAP estimate of the uncorrupted section is developed (in the space domain using computationally expensive matrix operations), and then iterated upon for re nement. This procedure is carried out on each section using an overlap-save technique to reduce edge e ects.
Since sectioning an image presumably causes each individual section to better approximate a stationary section of the whole image, a simpler approach to sectioned deblurring would be to use a conventional, space-invariant, frequency domain lter to deblur each section individually and then to combine the deblurred sections to form the nal deblurred image. In the next section we present two techniques for sectioned deblurring. The xed-neighborhood sectioned deblurring (FNSD) method is discussed in section 2.1, and its shortcomings are analyzed. Then in section 2.2 we present a new approach to region-based deblurring in which pixel-to-pixel di erences are used to grow relatively stationary regions in the given image. Each region grows from a seed pixel (the current pixel being processed) and includes neighboring pixels having gray-level values that lie within a speci ed tolerance limit. This new adaptive-neighborhood deblurring (AND) method attempts to solve problems associated with the FNSD method, and its performance is evaluated in comparison with the FNSD method.
We have recently developed an adaptive-neighborhood, space-domain image restoration lter and applied it successfully to the restoration of noise-corrupted images 28]; the method has proven to give superior results compared to other adaptive methods. The AND method presented in this paper is a new algorithm in the adaptive-neighborhood image processing paradigm which was rst proposed in 1984 by Gordon and Rangayyan 29] , and has been developed and expanded upon over the past decade 28, 30-37].
Methods

Fixed-Neighborhood Sectioned Deblurring
The degradation model used in this work is y(k; l) = x(k; l) h(k; l) + n(k; l); (1) where x(k; l) is the original undegraded image (unknown), and n(k; l) is the additive noise component, (assumed to be a zero-mean, white, Gaussian function of variance 2 n ). The restoration problem to be considered is to nd an estimate of x(k; l) given the PSF h(k; l), the observed image y(k; l), and some statistical properties of the noise process. In the frequency domain, equation (1) becomes
A typical solution is to lter the image using a standard lter such as the Wiener lter or the PSE lter. The Wiener lter is given by
where the asterisk superscript indicates complex conjugation, and P x (u; v) and P n (u; v) represent the PSDs of the original image and noise, respectively.
The PSE lter is given by
jH(u; v)j 2 P x (u; v) + P n (u; v)
It is important to note that the lters given by (3) and (4) are based on the assumption that x(k; l) can be modeled by a stationary random eld. Typically, this assumption of image stationarity is not valid. To reduce the e ects of nonstationarity, a reasonable approach is to apply the deblurring lters on a short-space basis in which the degraded image is sectioned into many subimages, each subimage is deblurred separately, and then the subimages are combined. Assuming that each section (or subimage) now approximates a stationary random eld, one technique that would theoretically suppress edge e ects and obtain more accurate PSD estimates is to center each subimage in a square region of size comparable to that of the input image, and then pad the region surrounding the centered subimage with its mean value. Therefore, when deblurring each subimage, contributions from outside the subimage's boundaries that are convolved into the subimage are not signi cantly di erent from the pixel values inside the subimage, and thus (presumably) the edge e ects are suppressed. To further reduce edge e ects and obtain a more accurate frequency domain representation, the whole mean-padded region may be multiplied in the space domain with a smooth window function of the same size. A good choice for a smooth window function is the Hamming window, because of its small frequency domain side lobes and narrow bandwidth 38].
Using the above argument and assuming that each section (of size P P pixels) is large compared to the ROS of the blur PSF, but small compared to the actual image dimensions M M (P = 32 is typical for M = 128), each section can be expressed as the convolution of the PSF with an equivalent section from the original image x(k; l). Thus, from (1),
is the approximate representation of each mean-padded region y i (k; l). In the frequency domain, (5) 
to each region we obtain
where the tilde ( ) represents the corresponding windowed regions. The PSD of each region y i (k; l) can be derived from (9) 
The Wiener lter of (3) is then applied to each region given by (6) to recover X i (u; v) from Y i (u; v). This is expressed aŝ
jH(u; v)j 2 P i x (u; v) + P i n (u; v) ; (12) where P i n (u; v) = P n (u; v) = 2 n for Gaussian white noise. A similar solution can be obtained using the PSE lter by applying (4) to each region aŝ
The space domain deblurred region,x i (k; l), is obtained from the inverse Fourier transform ofX i (u; v).
The quantity in (10) gives the denominator in (12) and (13) for the Wiener and PSE lters, respectively. Stockham et al. 9] argued that P i x (u; v) for the numerator in (12) and (13) can be approximated as the average power spectrum calculated over a set of regions having statistical properties similar to those of the uncorrupted region.
The nal restored imagex(k; l) is obtained by translating the individual restored sections from the center of the corresponding restored mean-padded regionsx i (k; l) to their original locations, thus lling the whole image space of M M pixels.
It will be shown experimentally in section 3 that the assumption of stationarity for the square sections used above is not really an appropriate assumption because of the inability of square sections to discriminate between \ at" and \busy" areas of any given image.
Furthermore, because of the limitations on section size (each section of size P P pixels must be large compared to the ROS of the blur PSF), sections cannot be made arbitrarily small. Thus, the mean value of a section could be signi cantly di erent from its pixel values, and consequently, edge artifacts could arise at section boundaries. To partially solve the problem of edge artifacts, the sections could be overlapped by one-half the section size in each dimension 8, 9] . This technique, however, will not reduce edge e ects at the image boundaries.
The Adaptive-Neighborhood Deblurring Method
The AND algorithm is based on the use of AN regions determined individually for each pixel in the input image. In adaptive-neighborhood image processing (ANIP), the following approach is adopted. The image is treated as being made up of a collection of overlapping regions (features or objects) of relatively uniform gray levels. An AN is determined for each pixel in the image (called the seed when it is being processed), being de ned as the set of pixels 8-connected to the seed pixel, and having a di erence in gray level from that of the seed which is within some speci ed limits of tolerance. The tolerance used in this work is an additive factor given by t jy(i; j) ? y(k; l)j; (14) where y(k; l) is the seed, and y(i; j) represents a connected pixel being considered for inclusion in the AN. Thus t determines the maximum allowed deviation in the gray level from the seed within each AN, and any deviation less than this is considered to be an intrinsic property of the AN region. The number of pixels in any AN may be limited by a pre-determined number Q; however, there are no restrictions on the shape of ANs.
Assuming that each AN region grown is large compared to the ROS of the PSF, each AN region can be expressed as the convolution of the PSF with an equivalent AN region grown in the original undegraded image x(k; l). Thus, from (1), y kl (i; j) ' x kl (i; j) h(i; j) + n kl (i; j); (15) where k and l are the seed pixel coordinates, and (i; j) give the locations of pixels that lie inside the current AN region.
We now center each AN, y kl (i; j), inside a square region of the same size as the input image (M M), and pad the area surrounding the AN with its mean value to reduce edge e ects and to permit use of the two-dimensional fast Fourier transform (TDFFT) on each AN region grown. Thus, in the frequency domain, (15) becomes Y kl (u; v) = X kl (u; v) H(u; v) + N kl (u; v): (16) Then, applying the same two-dimensional Hamming window function w H (i; j) used with the FNSD method to each mean-padded AN region, we obtain y kl (i; j) w H (i; j) = x kl (i; j) h(i; j)] w H (i; j) + n kl (i; j) w H (i; j); (17) orỹ kl (i; j) 'x kl (i; j) h(i; j) +ñ kl (i; j); (18) where the tilde ( ) represents the corresponding windowed regions. The PSD of each region y kl (i; j) can be derived from (18) (19) where the superscripts kl denote the AN region grown from the seed pixel at (k; l). The 
The spectral noise estimator A kl (u; v) can be estimated by assigning the PSD of the estimated noise P kl n (u; v) to be equal to the original noise PSD P kl n (u; v) for the current frequency-domain AN region Y kl (u; v). Thus, using (21) ; (25) where P kl n (u; v) = P n (u; v) = 2 n for Gaussian white noise. The quantity in (19) gives the denominator in (25) . Therefore, no additional information is required about the PSD of the original undegraded image.
The frequency-domain estimate of the uncorrupted AN region is obtained by using the value of A kl (u; v), computed from (25) , in (23 (26) and the space-domain estimate of the uncorrupted AN regionx kl (i; j) is obtained from the inverse Fourier transform ofX kl (u; v). By replacing the seed pixel at (k; l) with the deblurred pixelx kl (k; l), and running the above algorithm for every pixel in the input image, we will obtain a deblurred image based on stationary adaptive regions.
A computational disadvantage of the above algorithm is the fact that it requires three M M TDFFT operations per pixel. This translates to a computing time of about 10 seconds per pixel on a SUN/Sparc-2 workstation. A 128 128 pixel image, therefore, requires about 45:5 hours of processing time. A technique which circumvents this di culty to some extent is provided by the intrinsic nature of the AN: Since most of the pixels inside an AN will have similar ANs when they become seed pixels (because they lie within similar limits of tolerance), instead of growing ANs for each pixel in the input image, we grow ANs only from those pixels that do not already belong to a previously grown region. Thus, after ltering an AN region, the entire AN region is placed in the output image at the corresponding location instead of replacing the single restored seed pixel. Note that the ANs so grown could still overlap; output pixels that lie in more than one AN region of the input image are assigned the average value of all corresponding pixels at the same coordinates in the various overlapping regions. This procedure reduces the processing time for the AND method to about 10 to 15 minutes per image (of size 128 128 pixels) on the SUN/Sparc-2 workstation.
Results and Discussion
In this section, results which illustrate the performance of the preceding algorithms are presented. The results are evaluated by visual examination and by calculation of the meansquared error (MSE) between the known original and deblurred images.
The FNSD method was applied to the 128 128 pixel, 256 gray level \Lenna" image after it was degraded by a Gaussian-shaped blur PSF with a radial standard deviation r = 3 pixels and additive white Gaussian noise to 35 dB signal-to-noise ratio (SNR). The original image is shown in gure 1(a), and its blurred, noisy version is shown in gure 1(b). Figures  1(c,d ,e) represent three di erent xed-neighborhood sections of the blurred image in gure 1(b). Each section of size 32 32 pixels is centered in a square region of the same size as the full image (128 128) and the surrounding area is padded with the mean value of the section. It is very clear from gures 1(c,d,e) that the assumption of section stationarity is not appropriate as each section appears to contain a variety of image characteristics. This is also obvious from the values of the mean-padded areas which are very much di erent from the pixel values of the corresponding centered sections. Figure 1(f) shows the windowed version of the region in gure 1(e), using a Hamming window. All the regions created for FNSD were windowed in the same manner as that in gure 1(f) in an attempt to reduce the edge e ects between the borders of the centered sections and their mean-padded surroundings. Figures 2(a,b,c) show three di erent AN regions of the blurred image in gure 1(b). Each AN region was allowed to grow to any size as long as the pixel values were within the limits of the tolerance t de ned in (14) . This means that the value of the AN region bound, Q, (described in section 2.2) was set to the total number of pixels in the given image (i.e., Q = 16; 384 for a 128 128 image). The tolerance used to grow AN regions for the AND algorithm was set to g p 2 , where g is an estimate of the standard deviation of the noise-free blurred image g(k; l) = x(k; l) h(k; l). This value was arrived at using trial-and-error, and gave the best results. Each AN region was centered in a square region of the same size as the full image (128 128) and the surrounding area was padded with its mean value as before. It is clear from gures 2(a,b,c) that, unlike the xed square sections shown in gures 1(c,d,e) , these AN regions do not contain large spatial uctuations such as high-variance edges, but rather slow-varying and relatively smooth characteristics. Also, the mean value is very close to the AN pixel values, and thus the mean also lies within the same limits of the tolerance used to grow the AN. Thus, each AN region approximates a stationary region in the input image.
By carefully studying gures 2(a) and 2(b) it may be observed that the two ANs do overlap, although the AN in gure 2(a) was grown with the seed pixel at location (0,16) in the input image and the AN in gure 2(b) was grown with the seed pixel at (0,106). Such overlap between AN regions will aid in suppressing edge artifacts which may arise at AN region borders. Figure 2(d) is the windowed version of the region in gure 2(c), where a Hamming window was used as described in the previous section. All the regions that were created for AND were windowed in the same manner as that in gure 2(d). Figure 3(a) shows the restored Lenna image after using the FNSD algorithm with the sectioned Wiener lter of (12) and no overlapping of the sections. Severe edge artifacts have occurred at the four borders of each section due to the nonstationarity of the sections and the large di erences between their mean values and pixel values. To partially overcome the edge e ect problems, adjacent sections were overlapped by one-half the section size in both dimensions. The deblurred image using overlapping sections of size 16 16 pixels and the sectioned Wiener lter is shown in gure 3(b). Overlapping by half the section size e ectively suppresses the edge artifacts associated with the inner sections of the image. It does not, however, reduce edge e ects at the boundaries of the image because of the lack of information beyond the image boundaries. The image in gure 3(b) is, however, a signi cant improvement over the deblurred image in gure 3(a). Figure 3(c) shows the deblurred image obtained by using overlapped sections of size 32 32 pixels and the same Wiener lter. It would be expected that smaller the section size the more stationary it would become. This is very true, and is obvious from the fact that more noise smoothing has occurred inside each section in gure 3(b). This is explained as follows: since the smaller regions are more stationary, their PSD estimates (required by the Wiener lter) are more accurate than those obtained from larger, less stationary sections, thereby leading to a more optimal Wiener lter. This, however, does not compensate for the edge artifacts that still exist for the 16 16 sections of gure 3(b) after overlapping. The edge artifacts that degrade this version of the deblurred image are mainly due to the small size of the sections relative to the size of the ROS of the blurring PSF, which is a circular blur of diameter 7 pixels; i.e., the PSF is only 9 pixels smaller than the section size. This small section size means that most of the pixels in the section have contributions from outside the section convolved into the section by the PSF. Thus, deconvolving with incomplete information causes edge artifacts in a larger layer of border pixels, and even overlapping the sections cannot suppress them. Figure 3(d) shows the Wiener-deconvolved image using the full image frame. It is clear that edge e ects do not exist inside the image boundaries because of the use of the full frame (having a size much larger than the ROS of the PSF). They do, however, exist at the boundary pixels. Less noise smoothing has occurred as compared to the restored image using 32 32 or 16 16 section sizes. This is because of the nonstationarity of the full-frame image used to calculate the PSD required by the Wiener lter. The PSD estimates do not correctly represent the various image features, thereby causing the Wiener lter to deviate from optimality (in an MSE sense). The FNSD method was also applied to the 128 128 pixel, 256 gray level \Camera Man" image after it was degraded by a 9-pixel horizontal motion blur PSF and noise to 35 dB SNR. The original image is shown in gure 4(a), and its blurred, noisy version in gure 4(b). Figure 4 (c) shows one of the regions created by centering a 32 32 section of the blurred noisy image in a mean-padded region of the same size as the input image. Figure 4(d) is the Hamming-windowed region corresponding to the section in gure 4(c). Figure 4 (e) shows the restored image obtained using the FNSD algorithm with the sectioned Wiener lter of (12) and overlapped 32 32 sections. Edge artifacts are apparent in this deblurred image. They are more pronounced around the vertical boundaries of the image than around the horizontal boundaries. This is due to the shape of the blur PSF, which is a one-dimensional function along the horizontal axis. Thus, convolution occurs in the horizontal direction only and the blurred image has contributions only from outside the vertical boundaries of the image, causing vertical edge artifacts during restoration. Edge artifacts are also more pronounced near edges than in at regions of the image. This may be due to the small size of the sections and the large error due to the nonstationarity of the sections near edges.
The use of larger 64 64 overlapping sections was found to give slightly better visual results with less edge artifacts inside the image, as shown in gure 4(f). It is, however, clear that less noise smoothing is taking place due to the inaccurate PSD estimates obtained when larger, less stationary sections are involved. Figure 4(g) shows the deblurred image obtained by using smaller 16 16 overlapped sections and the Wiener lter. The edge artifacts near the image edges are now more severe. This is directly related to the small size of the sections used with respect to the size of the PSF ROS, and the explanation given for the image in gure 3(b) also holds for this image. However, more noise smoothing in at regions of the image is achieved with the 16 16 sections as compared to the results with 32 32 and 64 64 sections. This is due to a more accurate stationary model obtained in at regions when the section size is small enough to exclude sharp edges. Consequently, the PSD estimates obtained in at regions are more accurate and the Wiener lter performance is thus enhanced. Another explanation for the severe edge artifacts near sharp edges is the fact that at sharp edges even the smaller sections would include the edges, which would render the sections less stationary and also cause the pixels of a section to have large di erences with their mean value.
Figure 4(h) shows the Wiener-deconvolved image using the full image frame. Edge e ects do not exist inside the image boundaries, but do exist at the boundary pixels for the same reasons discussed earlier. Similar results were obtained when using the FNSD algorithm with the sectioned PSE lter of (13) 4(e,f,g,h) . Figure 5(c) , however, looks more noisy than gure 4(h), this is because the Wiener lter inherently smoothes the output image to a greater extent than the other restoration lters. Nevertheless, the full-frame Wiener lter failed to e ectively deal with edge e ects which contributed to the higher MSE value of gure 4(h) compared to the ANDltered image of gure 5(c). From table 1, we nd that the Camera Man AND-restored image has an MSE value of only 181, which is signi cantly lower than the MSE values of the full-frame-restored and FNSD-restored images (217, 424, 463, 539).
Conclusions
In this paper we discussed conventional and sectioned deblurring techniques. In the xedneighborhood sectioned deblurring (FNSD) method, the input image is sectioned into square subimages, and each subimage is deblurred individually. In doing so, we make the assumption that each subimage is stationary. We showed, however, that this is not a good assumption, and consequently, the spectral estimates of the sections are inaccurate; the deblurred images obtained using this method su er from edge e ects as shown in the experimental results. To solve this problem, we presented a new adaptive-neighborhood deblurring (AND) algorithm. This method uses adaptive-neighborhood (AN) region growing techniques to de ne stationary regions in the input image, and obtains a spectral estimate of the noise in the adaptive region. This estimate is then used to obtain a restored spectral estimate of the original undegraded AN, which is inverse Fourier transformed to obtain the space-domain deblurred AN. The restored ANs are then combined to form the complete restored image.
Mathematical derivation and implementation of the AND lter were discussed, and experimental results showed an improvement over the full-frame and FNSD methods both from a visual perspective, and in terms of mean-squared error (MSE).
It should be noted that the AND method will fail in the degenerate case of image regions which are perfectly uniform with the same gray level: the mean-padded section would then have a D.C. component only, and the restoration lters will have no e ect. The method could also lead to poor results if regions used have dimensions not much larger than those of the blurring function.
We conclude that image stationarity plays an important role in the overall performance of restoration lters, and that the use of adaptive neighborhoods improves the performance of restoration lters. Table 1 : Mean-squared errors of the results of xed-and adaptive-neighborhood deblurring of the Lenna and Camera Man images of size 128 128 pixels and 256 gray levels for various neighborhood sizes and two di erent blurring functions. Approximate computer processing time for the various lters using a SUN/Sparc-2 workstation are also listed.
