Introduction and preliminaries.
Let In the following of this paper we assume that the surface {z^ = 0} is characteristic, that is, m > k. Let us define other quantities Of (0 < i < £ + 1), which we call characteristic indices. Consider the set of points P = {P^ = (/, d^); k<f<m}. Let P be the convex envelope of the set P. The lower convex part of the boundary of P consists of segments S/ (1 < i < S). We denote by A the set of extremal points (vertices) of 2^ (1 < i < £). Put w o/(l < ^ < £) is the slope of the segment 2,. We put 7o^ ^°°' 7/ = ^c+i-^c+i-/ -D» 1 < f <£, 7fi+i = 1 .
(1.14)
Remark 1.3. -a^ is a generalization of the irregularity of characteristic elements in Komatsu [4] . Characteristic indices can be more generally defined. They will be investigated elsewhere. (ii) + °° = 7o > 7i > .
(iii) j3 = 7i .
..> a^ == 1,
Later we shall deal with functions of several complex variables which have an asymptotic expansion with respect to one of them. Let S = S(a, b) = {ZQ € C 1 ; a < arg ZQ < b} be a sectorial domain in C 1 and U = {z eC"^ ; \ZQ \ < ^ , |z,| < r, 1 < ; < n} be a domain in C^1. Put U'= {z'EC"; |z/|<r} and Us={Sn(|zJ<ro)}xU'. 
'n w=0
In the following of this paper we often use expansions such as (1.16). For asymptotic series of functions we refer to Wasow [11] . We only give a proposition concerning differentiation of asymptotic series. ' "^/ By ®(S2 -{ZQ = 0}) we denote the set of holomorphic functions on the universal covering space of Sl -[ZQ =0}. Later we shall use functions of (n + 2)-variables (z , X). By Q(Sl x (| X| > A)) we denote the set of holomorphic functions of (z, X) on the universal covering space of ftx(|X|>A). By C(rf,0) or simply C(6) we denote a path in X-space defined as follows: Set ( C-(d , 6) = {X = r exp0'(-TT 4-0)); d < r < 00} < C°(rf,0)= {X=dexp0p); -TT +0 <p<7r+ 0} (1.20) ( C^rf , 0) = {X = r exp(f(7r + 0)) ; d < r < 00} . 13 
6
S.OUCHI C(6) == C-O/^UC^rf^UC^e) is a path which starts at ooexpO't-Tr+O)), goes to rf exp(z(-TT + 0)) onC-(rf,0), goes around the origin once on C°(d,0) and ends to ooexp0'(7r + 0)) on C^d,^). Now let us state some of results. THEOREM 1.7. -Let S = S(a,b) be a sector with (6- 
and 0i be a number with
where G^g(z , X) G ®(U x (|X| > 1)) and satisfies and if | arg X + (a + b)/2 \ < 6^ , 
(1.26)
We give an application of Theorem 1.9. Let us regard the operator L(z,8^) as an operator L(x ,3^) with analytic coefficients on a domain Sl^ = ft H {Imz = 0} in R^ by the restriction. We denote by x the point in R"' 1 ' 1 . We consider a characteristic Cauchy problem in ft^ , L(x,a^(;c)=/0c), )
In general (127) is not solvable. But we have where A and C are independent of a.
In the following sections we shall use operators with a parameter X in order to prove Theorem 1.7 and 1.9. Let us summerize what we shall need. Let M(X ; z , 8^) be an operator of the form
where M^(z,3^) is a linear partial differential operator'of order ty defined in ft. Let us define quantities i/, (0 < i < m^ + 1) associated with M(X ; z , 3^). Consider the set of points P(X)={(r,r,); 0<r<w}.
Let P(X) be the convex envelope of the set P(X). We assume that the upper convex part of the boundary of P(X) consists of segments 2,(X) (Ki <m') (see fig. 1 .2). In this paper we only consider an operator L(
(1.38) In view of (1.6), we obtain
We can also define A(X) = A(X, L) and v^ = v,(L) for L(X; z , 3,) as above. Put A(X, L) = {(r;, f,J; Q^i^ky}. Now we have Let us state the contents of the following sections. In § 2 we shall give proofs of lemmas in § 1. In § 3 we shall show how to construct the function UQ g(z) in Theorem 1.7. In § 4 we shall investigate equations with a parameter X and construct solutions with singularities on {Zo=0} for L(z,3^). In § 5 by making use of results obtained, we shall show how to construct u^(z) in Theorem 1.9. In § 6 we shall give estimates of functions constructed in § 3 and § 4. In § 7 we shall study functions defined by integrals. Asymptotic expansions of functions will be investigated. By applying them, we shall complete the proofs of theorems.
Proofs of lemmas in § 1.
In § 2 we shall prove Lemma 1.1,1.4,1.12 and 1.14. 
. So in view of (2.1), we get (M,^ ,^ +/o)/(fc -z' o + /o) < 7i. This implies 0 < 7i .
Next we show j3 > 7^. Let J^, j\ and ^ be integers such that V^^S^O, ^,c.,(z,^)=0 for fi+j<i,+j\ and
we havê
This completes the proof.
Proof of Lemma 1.12. -(1.31) and (1.32) follow from upper convexity of P(X). 
Proofof

S. OUCHI
We have /, = /g_, -^. and ^ = ^. Thus we get
Construction of solutions I.
In § 3 we construct the function Uy g(z) in Theorem 17
We only show construction of u^(z). Estimates of functions appearing in construction and asymptotic behaviour of them will be investigated in the later sections. In the sequel we denote u^ g(z) by Uo(z) and assume M/Z') s 0 (0 < i < k -1) and
We seek for u^z) in the form
Here we recall that 7, = a^/(a, -1) = p/q , 6 = (q -l)/p , p and <7 are natural numbers with (p, q) = 1 and r is a positive constant, which will be determined later. The path C(0) is defined in § 1.' Now let us give an equation which w(z,?) satisfies. Our calculations are formal, but by obtaining estimates we shall be able to justify them. First we introduce some notions. Let v(^) be holomorphicin {?€C 1 ; |?|<R}. Define (
where if a = 0, |c | < R a^d if a> 0, R=+oo.
We need some properties of functions defined by integrals. Put
where i;(z , ^) is holomorphic in ^2 x {|^| < R} and if 6 > 0, R=+oo, if 6=0, 0<r<R. Let us recaU 5==(^-l)/p. 5 We have
Proof -By expanding t;(z,?) with respect to ?, we have only to show this lemma for functions ^m {m = 0,1 ,...). We have
Hence we get 
Here Vi (z, X), V,(z , X) G Err (v, rX 6 ).
Proof. -(i) follows from integration by parts (ii) follows from Lemma 3.3. Now let us give an equation for w(z, ?). Let J be an integer
(3.10) /=o In the following we use (3.10) instead of (1.8). So we denote A^(z',{') (0</<J-1) by A^(z.S') and put M(j=ordA(j(z, 8,,) . Recall that the initial values u,(z') (0 < i < k -1) are assumed to be zero.
By Leibniz formula we get
Hence we obtain
Thus, from (3.1) and (3.12), we have
By integration by parts with respect to X, we have
(3.14) where
Since we assume that W(z , X) has the form (3.2), we can apply Proposition 3.4. Thus we have L(X,3^,z,3,)W(z,X) -
[ ^ (7^7 (^^^^o)'-and V^z^eErrd^rX 6 ).
On the other hand
Consequently we obtain an equation for w(z , <;),
and Gi (z , X) exp(rX^) € Err (w , r\ 6 ). 
where S,^ is Kronecker's delta. Since w^(z) = 0 for »<<:, we have
+5^o/(z). (3.24) Thus we can determine w^(z) successively from (3.24). From these propositions, Uy(z) is well-defined. By varying 0 in the path C(ff), we can show that u^z) e ©(ft,, -{z<, = 0}). Thus we have
hood S2o of z = 0 and satisfies
a«rf Vi(z, X) satisfies (3.28) or (3.29) . 
Equations with a parameter X.
In order to get Theorem 1.9 we have to cancel g^ (z) in Theorem 1.7. In other words we have to find out a function (7(z) so as to satisfy L(z , 3^) i7(z) = g^(z) and I7(z) ^ 0 as ZQ -^ 0 in some sector. As mentioned in § 1, to do so we investigate equations with a parameter X. In § 4 we construct V(z,X) in Theorem 1.13. where r>0 and if ^=1, T<?. r will be determined later. We have
Now let us define another path C(r]). C(T?) is a path which
By operating M(X ; z , 3^) to V(r; z , X), we have, by integrations by parts and Lemma 4. It follows from (4.39) that the first term of the right hand side of (4.37) converges. By the method similar to that used in Ouchi [6, 7] (see also § 7 in this paper) we can show from (4.40) that v(z) converges in a small neighbourhood ^ of z = 0 except on {ZQ = 0} and belongs to ©(^ -{ZQ = 0}).
We apply Theorem 4.6 to the operator L(X;z,8^) induced from L(z,^) (see (1.38 By choosing <^(X) or ^(z",X) suitably (see § 7 in Ouchi [7] )^, we have many solutions. This is a generalization of Hamada, Leray and Wagschal [3] and Persson [9] .
Construction of solutions n.
In this section we shall construct ~u(z) so as to satisfy L(z,3^) u(z) =^(z) (5. 
Hence we obtain Proo/ -Gfi(z,X) satisfies the condition of Theorem 4.7. So, putting fc^(z") = 0 (0 < h < m -s^ -1) in (4.43), we can get Mg(z) ^in the form of (5.29). In view of (4.35) and (4.36), we have 
Estimates.
In § 6 we shall prove Proposition 3.5 and 4.1. We employ the method used in Hamada [2] , Hamada, Leray and Wagschal [3] and Wagschal [10] . Several propositions will be given without proofs. We refer the details of this method and proofs of the propositions to these papers or Komatsu [4] .
Let a(z) and b(z) be formal power series. a(z)<^b(z) means that each Taylor coefficient of b(z) bounds the absolute value of the corresponding coefficient of a(z). In the following of this section we assume that 0 < r < R' < R . with a constant p > 1 to be determined later and assume that @(t) satisfies the conditions in Proposition 6.1. 
(t)=e^(t). dt'
(ii) // 0 < t < r/2, then
(iii) // R' > 2r and k < 0, then
(iv) £^^ c > 1 a^rf s and j be nonnegative integers, then nJ'e^^a) « ^0< kw I +^) (^). (6.14)
Since we do not find the proof of (iv) anywhere, we prove it. It follows from We note that «;" (z) = 0 for 0 < n < k -1. Now let us assume that (6.20) is valid for 0<w<N+fc-1. Hence we obtain, by Proposition 6.2, We can easily obtain (4.6) in Proposition 4.1 from (6.28) and (6.29). We can also have (4.7) by the same way. This completes the proof of Proposition 4.1.
0(f^)(t) «@y(t) « _ 6^(t).
(3, ^w^/z) ^^MA^Bed^)^-^) «MA N+t - l B0< (( " +fc > p]) (/), (0<^<fc-l),
Asymptotic behaviour of functions defined by integrals.
In § 7 we study asymptotic behaviour of functions which appeared in the previous sections. We shall complete the proofs of Theorem 1.7, 1.9 and 1.10. Let us recall that S(o;) denotes a sector {ZoGC; largZoKo;} and the path C(d,6), simply C(0), is defined by (1.20) . We denote by Sl^ a domain {z E Sl; | arg ZQ\ < a;}. We shall first study the functions u^z) (1 <z<£-l) and next u^(z) and finally ^(z). Therefore, it follows from (7.10), (7.12) and ( where |V^(z,X)|<A exp(c' IXI^c), (7.19) |i;_,(z,X)|<AB^! exp^'IXI 1776 ) s>0, It follows from Proposition 7.1 that (7.24) and (7.25) hold, if we 00 replace ^g(z) by u^(z). So we have only to consider ^ Mg^(z). We have, from Proposition 7.1, for z € i2^g 5= l \u^(z)\ ^AB^ \z^-1 exp(-C IZoF 1^"0 ). (7.28) 
