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2Abstract
This work explores the long-standing question of which forces drive the maintenance of
MHC diversity in vertebrates. More precisely, it investigates whether a special form of
heterozygote advantage can explain the characteristic features of MHC genes, as the large
number of alleles, the characteristic distribution of allele frequencies, and the trans-species
polymorphism. This special overdominance variant is based on the divergent allele advan-
tage hypothesis (Wakeland et al., 1990), and therefore the corresponding model is called the
divergent allele advantage model. The novel tool of diversity profiles (qDZ) will be used to
characterise and compare allelic diversity of different overdominance models, and to contrast
simulation results with observed data.
Chapters 2 and 3 perform a stability analysis of a n-allele system at equilibrium. Different
overdominance models are compared in a common framework, and a novel model, based
on the divergent allele advantage hypothesis, is introduced while its properties are analysed.
Chapter 4 explores a more realistic scenario that includes mutation and drift and compares a
modified divergent allele advantage model to traditional models of heterozygote advantage.
Implications of the results of the previous chapters are discussed in chapter 5. Finally, chapter
6 extends the analysis of the divergent allele advantage model to a structured population, thus
additionally including migration, and explores whether the findings of the previous chapters
also hold in a more realistic scenario of a metapopulation of interacting subpopulations.
The results of this work demonstrate that the novel model based on the divergent allele ad-
vantage hypothesis can explain the main features of the diversity of the Major Histocompat-
ibility Complex genetic region, but it predicts the existence of many genotypes that increase
susceptibility to disease.
3Table of Contents
Acknowledgements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
Author’s Declaration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1 General Introduction 21
1.1 Why are MHC genes so diverse? . . . . . . . . . . . . . . . . . . . . . . . 21
1.2 Modelling the selective forces that maintain MHC polymorphism . . . . . . 26
1.3 Structure and function of the MHC . . . . . . . . . . . . . . . . . . . . . . 29
1.4 Measuring diversity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2 The Maintenance of MHC Alleles at Equilibrium – A General Framework 34
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.1 General description of a single locus model . . . . . . . . . . . . . 35
2.2.2 The genotype fitness matrix . . . . . . . . . . . . . . . . . . . . . 37
2.3 Applications to selected overdominance models . . . . . . . . . . . . . . . 38
2.3.1 Symmetric overdominance . . . . . . . . . . . . . . . . . . . . . . 38
2.3.2 Simple asymmetric overdominance . . . . . . . . . . . . . . . . . 38
2.3.3 Reinforcing asymmetric overdominance . . . . . . . . . . . . . . . 39
2.3.4 Divergent allele advantage . . . . . . . . . . . . . . . . . . . . . . 40
2.4 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 42
3 MHC Diversity at Equilibrium under Different Overdominance Models 44
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.1 Description of the allele frequency update algorithm . . . . . . . . 45
43.2.2 Allele configurations explored . . . . . . . . . . . . . . . . . . . . 45
3.2.3 Overdominance models and diversity measures . . . . . . . . . . . 46
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.1 Simple measures of persisting allelic diversity in the different over-
dominance models . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.2 Diversity profiles of selected overdominance models . . . . . . . . 52
3.3.3 Diversity in the DAA model . . . . . . . . . . . . . . . . . . . . . 54
3.3.3.1 Number of persisting alleles and susceptible recognition
sites of heterozygotes . . . . . . . . . . . . . . . . . . . 54
3.3.3.2 Number of persisting alleles and population fitness . . . . 57
3.3.3.3 Diversity profiles for different sets of alleles in the DAA
model . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.5.1 Model limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
3.5.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4 The Maintenance of MHC Diversity in a Finite Population Subject to Evolution-
ary Forces 69
4.1 Preface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.3.1 Model overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.3.2 Changes in allele frequencies per generation . . . . . . . . . . . . . 72
4.3.3 Selection under different overdominance models . . . . . . . . . . 73
4.3.4 Mutations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.3.5 Parameter space explored by evolutionary simulations . . . . . . . 75
4.3.5.1 Heterozygote advantage . . . . . . . . . . . . . . . . . . 78
4.3.6 Stochastic simulations . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3.7 Comparison with MHC diversity in natural populations . . . . . . . 79
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
54.4.1 Model verification . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4.2 Comparison of Overdominance Models . . . . . . . . . . . . . . . 85
4.4.2.1 Number of alleles . . . . . . . . . . . . . . . . . . . . . 85
4.4.2.2 Allele frequency distributions . . . . . . . . . . . . . . . 87
4.4.2.3 Persisting variation in allele intrinsic merit . . . . . . . . 91
4.4.2.4 Diversity expressed as heterozygosity . . . . . . . . . . . 95
4.4.2.5 Diversity expressed as gene pool share of the most fre-
quent alleles . . . . . . . . . . . . . . . . . . . . . . . . 97
4.4.2.6 Diversity expressed as diversity profiles . . . . . . . . . 97
4.4.2.7 Trans-species polymorphism . . . . . . . . . . . . . . . 103
4.4.3 Sensitivity towards mutation rate and number of amino acids per allele106
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
4.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5 MHC Diversity and Disease Susceptibility 114
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.3.1 Classifying alleles with low intrinsic merit . . . . . . . . . . . . . 115
5.3.1.1 Allele intrinsic merit thresholds . . . . . . . . . . . . . . 115
5.3.1.2 Persistence times of alleles with low intrinsic merit . . . 117
5.3.1.3 Intermediate and transient alleles . . . . . . . . . . . . . 117
5.3.1.4 Range of allele intrinsic merits . . . . . . . . . . . . . . 127
5.3.1.5 Weighted standard deviation in allele intrinsic merit . . . 127
5.3.1.6 Number of stable and intermediate alleles . . . . . . . . 130
5.3.2 Population fitness and alleles with low intrinsic merit . . . . . . . . 130
5.3.3 Population Fitness during and after a severe population bottleneck . 132
5.4 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 134
66 MHC Diversity in Well-mixed and Structured Populations 137
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.2 Materials and Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.2.1 Split of the well-mixed population into subpopulations . . . . . . . 138
6.2.2 Migration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.2.3 Diversity profiles of the metapopulations . . . . . . . . . . . . . . 139
6.2.4 Overview of the simulations performed . . . . . . . . . . . . . . . 140
6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.3.1 Number of alleles . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
6.3.2 Distribution of intrinsic merit of alleles . . . . . . . . . . . . . . . 145
6.3.2.1 Range of allele intrinsic merits . . . . . . . . . . . . . . 147
6.3.2.2 Weighted standard deviation in allele intrinsic merit . . . 147
6.3.3 Diversity profiles . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
6.3.3.1 Naive diversity . . . . . . . . . . . . . . . . . . . . . . . 148
6.3.3.2 Similarity-sensitive diversity . . . . . . . . . . . . . . . 152
6.3.3.3 Comparison between model results and observed allele
frequencies . . . . . . . . . . . . . . . . . . . . . . . . . 152
6.3.4 Trans-species polymorphism . . . . . . . . . . . . . . . . . . . . . 159
6.4 Discussion and Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . 159
7 General Conclusions 161
A Additional figures for chapter 3 163
B Additional figures for chapter 4 166
C Additional figures for chapter 5 233
D Additional figures for chapter 6 252
Bibliography 290
7List of Tables
3.1 Initial sets of alleles in two different scenarios . . . . . . . . . . . . . . . . 46
3.2 Properties of of persisting alleles in different overdominance models . . . . 49
4.1 Parameter ranges and default values used for the simulations . . . . . . . . 76
4.2 Model parameters controlling selection for the 6 settings examined . . . . . 77
4.3 Bovidae populations used for calculating measures of allelic diversity . . . 81
4.4 Comparison of simulated heterozygosities to theoretical values . . . . . . . 82
5.1 Population bottlenecks of four different severity levels for the DAA and
SAsOD models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
6.1 Schedule of simulations performed for the sensitivity analysis of migration
rate and interval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.2 Schedule of simulations performed for the sensitivity analysis of the number
of subpopulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
8List of Figures
2.1 Genotype fitness in the DAA model based on epitopes recognised . . . . . 41
3.1 Distribution of allele frequencies in the SOD model . . . . . . . . . . . . . 47
3.2 Distribution of allele frequencies in the SAsOD model . . . . . . . . . . . 48
3.3 Distribution of allele frequencies in the RAsOD model . . . . . . . . . . . 48
3.4 Illustrative distribution of allele frequencies in the DAA model . . . . . . . 49
3.5 Number of alleles maintained in the DAA model . . . . . . . . . . . . . . 50
3.6 Range of intrinsic merits of alleles maintained in the DAA model . . . . . . 51
3.7 Combined diversity measure of alleles at equilibrium in the DAA model . . 51
3.8 Diversity profiles for alleles maintained in the DAA model . . . . . . . . . 53
3.9 Correlation between number of alleles and allele intrinsic merit range . . . 54
3.10 Susceptible recognition sites vs. number of alleles maintained (taking all
alleles into account) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.11 Susceptible recognition sites vs. number of alleles maintained (taking only
the most frequent alleles into account) . . . . . . . . . . . . . . . . . . . . 57
3.12 Susceptible recognition sites vs. number of alleles maintained (taking only a
variable number of the most frequent alleles into account) . . . . . . . . . . 58
3.13 Population fitness vs. number of alleles maintained . . . . . . . . . . . . . 59
3.14 Population fitness vs. susceptible recognition sites . . . . . . . . . . . . . . 59
3.15 Diversity profiles for naive diversity . . . . . . . . . . . . . . . . . . . . . 61
3.16 Diversity profiles for similarity-sensitive diversity based on intrinsic merit
differences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.17 Diversity profiles for similarity-sensitive diversity based on recognition site
differences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.18 Susceptible recognition sites vs. recognition site differences . . . . . . . . 64
94.1 Positions of the 6 settings examined . . . . . . . . . . . . . . . . . . . . . 77
4.2 Heterozygote advantage for different overdominance models . . . . . . . . 79
4.3 Average sequence difference, heterozygote advantage and population fitness
for different overdominance models . . . . . . . . . . . . . . . . . . . . . 80
4.4 Comparison of simulated to theoretical frequency spectra for neutral alleles 83
4.5 Comparison of simulated to theoretical frequency spectra for the FSOD model 84
4.6 Number of alleles over time in the DAA model . . . . . . . . . . . . . . . 85
4.7 Number of alleles vs. population size in different overdominance models . . 86
4.8 Population size and number of distinct alleles in a population (DAA model) 87
4.9 Number of distinct alleles in a population (DAA model) when varying two
main parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.10 Weighted frequency spectra for different models . . . . . . . . . . . . . . . 89
4.11 Variation in allele intrinsic merit in the DAA and SAsOD models . . . . . . 92
4.12 Standard deviation in allele intrinsic merit in the DAA and SAsOD models . 92
4.13 Share of alleles with low intrinsic merit for the DAA and SAsOD models . 93
4.14 Mean age of alleles with low intrinsic merit for the DAA and SAsOD models 94
4.15 Comparison of predictions from different overdominance models to expected
heterozygosities calculated from published allele frequencies . . . . . . . . 96
4.16 Comparison of predictions from different overdominance models to the share
of the 5 most frequent alleles calculated from published allele frequencies . 98
4.17 Diversity profiles (naive diversity) for different overdominance models . . . 99
4.18 Diversity profiles (naive diversity) for the DAA and the SAsOD models . . 100
4.19 Diversity profiles based on allele intrinsic merit differences for different
overdominance models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.20 Diversity profiles based on allele intrinsic merit differences for the DAA and
the SAsOD models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
4.21 Diversity profiles based on differences of encoded amino acid sequences for
different overdominance models . . . . . . . . . . . . . . . . . . . . . . . 103
4.22 Diversity profiles based on differences of encoded amino acid sequences for
the DAA and the SAsOD models . . . . . . . . . . . . . . . . . . . . . . . 104
4.23 Diversity profiles comparing observed data to simulation results from the
DAA and SAsOD models . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
10
4.24 Distribution of emergence times of alleles for different overdominance models107
4.25 Sensitivity of the number of alleles when varying mutation rate and number
of variable sites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
4.26 Sensitivity of the distribution of allele intrinsic merits when varying mutation
rate and number of variable sites . . . . . . . . . . . . . . . . . . . . . . . 110
4.27 Sensitivity of the distribution of emergence times of alleles when varying
mutation rate and number of variable sites . . . . . . . . . . . . . . . . . . 111
4.28 Sensitivity of the expected heterozygosity when varying mutation rate and
number of variable sites . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
4.29 Sensitivity of diversity profiles when varying mutation rate and number of
variable sites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.1 Allele intrinsic merit range when taking all alleles into account . . . . . . . 118
5.2 Correlation between allele intrinsic merit, allele frequency and time of allele
emergence in the DAA and SAsOD models . . . . . . . . . . . . . . . . . 119
5.3 Number of intermediate and transient alleles in the DAA and SAsOD models
using the less restrictive intrinsic merit threshold . . . . . . . . . . . . . . 120
5.4 Share of the gene pool of intermediate and transient alleles in the DAA and
SAsOD models using the less restrictive intrinsic merit threshold . . . . . . 121
5.5 Frequency of intermediate alleles in the DAA and SAsOD models (stricter
allele intrinsic merit threshold) . . . . . . . . . . . . . . . . . . . . . . . . 123
5.6 Frequency of intermediate alleles in the DAA and SAsOD models (less re-
strictive allele intrinsic merit threshold) . . . . . . . . . . . . . . . . . . . 124
5.7 Intrinsic merit and amino acid sequence difference for intermediate and tran-
sient alleles in the DAA model . . . . . . . . . . . . . . . . . . . . . . . . 126
5.8 Allele intrinsic merit range for different age thresholds that removed tran-
sient alleles and setting 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
5.9 Allele intrinsic merit range after transient alleles were removed . . . . . . . 129
5.10 Standard deviation in allele intrinsic merit after transient alleles were removed129
5.11 Number of alleles after transient alleles were removed . . . . . . . . . . . . 130
5.12 Population fitness before and after removal of alleles with low intrinsic merit
for the DAA and SAsOD models . . . . . . . . . . . . . . . . . . . . . . . 131
5.13 Population fitness before and after a severe population bottleneck for the
DAA and SAsOD models . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
11
5.14 Population fitness vs. time during a severe population bottleneck for the
DAA and SAsOD models . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.1 Number of alleles over time for well-mixed and structured populations . . . 143
6.2 Final number of alleles for subpopulations with different migration rates . . 144
6.3 Final number of alleles for different numbers of subpopulations in a star
arrangement (1) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.4 Distribution of intrinsic merit of alleles for the DAA and asymmetric over-
dominance models when varying the migration rate . . . . . . . . . . . . . 146
6.5 Diversity profiles (naive diversity) when varying the migration rate . . . . . 149
6.6 Diversity profiles (naive diversity) when varying the number of subpopula-
tions in a star arrangement and the migration interval . . . . . . . . . . . . 150
6.7 Diversity profiles (naive diversity) when varying the arrangement of subpop-
ulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
6.8 Diversity profiles when accounting for allele intrinsic merit differences and
varying the migration rate and the number of subpopulations . . . . . . . . 153
6.9 Diversity profiles when accounting for allele sequence divergence and vary-
ing migration rate and number of subpopulations . . . . . . . . . . . . . . 154
6.10 Expected heterozygosity for predictions from the DAA and asymmetric over-
dominance models and observed data . . . . . . . . . . . . . . . . . . . . 156
6.11 Share of the five most frequent alleles for predictions from the DAA and
asymmetric overdominance models and observed data . . . . . . . . . . . . 157
6.12 Diversity profiles (naive diversity) for the DAA and asymmetric overdomi-
nance models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
A.1 Proportion of susceptible recognition sites vs. allele intrinsic merit range . . 164
A.2 Population fitness vs. allele intrinsic merit range . . . . . . . . . . . . . . . 165
B.1 Heterozygote advantage for different overdominance models and settings 3,
4, 5 and 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
B.2 Average sequence difference, heterozygote advantage and population fitness
for the DAA model and a population size of 100000 . . . . . . . . . . . . . 168
B.3 Average sequence difference, heterozygote advantage and population fitness
for the DAA model and a population size of 10 million . . . . . . . . . . . 169
B.4 Number of alleles over time in the DAA model for settings 3, 4, 5 and 6 . . 170
12
B.5 Number of alleles vs. population size for different overdominance models
and settings 3, 4, 5 and 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
B.6 Weighted frequency spectra for the SOD and SAsOD models and settings 2
and 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
B.7 Weighted frequency spectra for the DAA and SAsOD models and settings 3,
4, 5 and 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
B.8 Weighted frequency spectra for the DAA and SAsOD models, setting 1 and
different population sizes . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
B.9 Weighted frequency spectra for the DAA and SAsOD models, setting 3 and
different population sizes . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
B.10 Weighted frequency spectra for the DAA and SAsOD models, setting 5 and
different population sizes . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
B.11 Variation in allele intrinsic merit for the DAA and SAsOD models and set-
tings 3, 4, 5 and 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
B.12 Variation in allele intrinsic merit for the DAA and RAsOD models . . . . . 178
B.13 Variation in allele intrinsic merit for the DAA and SAsOD models, setting 1
and different population sizes . . . . . . . . . . . . . . . . . . . . . . . . . 179
B.14 Variation in allele intrinsic merit for the DAA and SAsOD models, setting 2
and different population sizes . . . . . . . . . . . . . . . . . . . . . . . . . 180
B.15 Variation in allele intrinsic merit for the DAA and SAsOD models, setting 3
and different population sizes . . . . . . . . . . . . . . . . . . . . . . . . . 181
B.16 Variation in allele intrinsic merit for the DAA and SAsOD models, setting 4
and different population sizes . . . . . . . . . . . . . . . . . . . . . . . . . 182
B.17 Variation in allele intrinsic merit for the DAA and SAsOD models, setting 5
and different population sizes . . . . . . . . . . . . . . . . . . . . . . . . . 183
B.18 Variation in allele intrinsic merit for the DAA and SAsOD models, setting 6
and different population sizes . . . . . . . . . . . . . . . . . . . . . . . . . 184
B.19 Standard deviation in allele intrinsic merit for the DAA and SAsOD models
and settings 3, 4, 5 and 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
B.20 Share of alleles with low intrinsic merit for the DAA and SAsOD models
and settings 3 and 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
B.21 Share of alleles with low intrinsic merit for the DAA and SAsOD models
and settings 5 and 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
13
B.22 Share of alleles with low intrinsic merit for the SAsOD model and settings 1
and 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
B.23 Share of alleles with low intrinsic merit for the SAsOD and RAsOD models
and settings 2 and 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
B.24 Share of alleles with low intrinsic merit for the SAsOD model and settings
3, 4, 5 and 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
B.25 Mean age of alleles with low intrinsic merit for the DAA and SAsOD models
and settings 3 and 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
B.26 Mean age of alleles with low intrinsic merit for the DAA and SAsOD models
and settings 5 and 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
B.27 Mean age of alleles with low intrinsic merit for the SAsOD model and set-
tings 1 and 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
B.28 Mean age of alleles with low intrinsic merit for the SAsOD and RAsOD
models and settings 2 and 3 . . . . . . . . . . . . . . . . . . . . . . . . . . 192
B.29 Mean age of alleles with low intrinsic merit for the SAsOD model and set-
tings 3, 4, 5 and 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
B.30 Comparison of predictions from the DAA and SAsOD models (settings 3,
4, 5 and 6) to expected heterozygosities calculated from published allele
frequencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
B.31 Comparison of predictions from the DAA and SAsOD models (settings 3, 4,
5 and 6) to the share of the 5 most frequent alleles calculated from published
allele frequencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
B.32 Diversity profiles (naive diversity) for different overdominance models and
settings 3, 4, 5 and 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
B.33 Diversity profiles (naive diversity) for the DAA and SAsOD models and set-
ting 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
B.34 Diversity profiles (naive diversity) for the DAA and SAsOD models and set-
ting 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
B.35 Diversity profiles (naive diversity) for the DAA and SAsOD models and set-
ting 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
B.36 Diversity profiles (naive diversity) for the DAA and SAsOD models and set-
ting 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
B.37 Diversity profiles (naive diversity) for the DAA and SAsOD models and set-
ting 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
14
B.38 Diversity profiles based on allele intrinsic merit differences for different
overdominance models and settings 3, 4, 5 and 6 . . . . . . . . . . . . . . 202
B.39 Diversity profiles based on allele intrinsic merit differences for the DAA and
the SAsOD models and setting 2 . . . . . . . . . . . . . . . . . . . . . . . 203
B.40 Diversity profiles based on allele intrinsic merit differences for the DAA and
the SAsOD models and setting 3 . . . . . . . . . . . . . . . . . . . . . . . 204
B.41 Diversity profiles based on allele intrinsic merit differences for the DAA and
the SAsOD models and setting 4 . . . . . . . . . . . . . . . . . . . . . . . 205
B.42 Diversity profiles based on allele intrinsic merit differences for the DAA and
the SAsOD models and setting 5 . . . . . . . . . . . . . . . . . . . . . . . 206
B.43 Diversity profiles based on allele intrinsic merit differences for the DAA and
the SAsOD models and setting 6 . . . . . . . . . . . . . . . . . . . . . . . 207
B.44 Diversity profiles based on differences between encoded amino acid sequences
for different overdominance models and settings 3, 4, 5 and 6 . . . . . . . . 208
B.45 Diversity profiles based on differences between encoded amino acid sequences
for the DAA and the SAsOD models and setting 2 . . . . . . . . . . . . . . 209
B.46 Diversity profiles based on differences between encoded amino acid sequences
for the DAA and the SAsOD models and setting 3 . . . . . . . . . . . . . . 210
B.47 Diversity profiles based on differences between encoded amino acid sequences
for the DAA and the SAsOD models and setting 4 . . . . . . . . . . . . . . 211
B.48 Diversity profiles based on differences between encoded amino acid sequences
for the DAA and the SAsOD models and setting 5 . . . . . . . . . . . . . . 212
B.49 Diversity profiles based on differences between encoded amino acid sequences
for the DAA and the SAsOD models and setting 6 . . . . . . . . . . . . . . 213
B.50 Diversity profiles comparing observed data to predictions from the DAA and
SAsOD models and settings 3, 4, 5 and 6 . . . . . . . . . . . . . . . . . . . 214
B.51 Diversity profiles comparing observed data to predictions from the SOD
model and setting 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
B.52 Distribution of emergence times of alleles for the DAA and SAsOD models
and setting 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
B.53 Distribution of emergence times of alleles for the DAA and SAsOD models
and setting 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
B.54 Distribution of emergence times of alleles for the DAA and SAsOD models
and setting 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
15
B.55 Distribution of emergence times of alleles for the DAA and SAsOD models
and setting 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
B.56 Distribution of emergence times of alleles for the DAA and SAsOD models
and setting 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220
B.57 Distribution of emergence times of alleles for the DAA and SAsOD models
and setting 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221
B.58 Distribution of emergence times of alleles for the RAsOD model and setting 3 222
B.59 Distribution of emergence times of alleles for the SOD model and setting 5 222
B.60 Sensitivity of the number of alleles in setting 2 when varying mutation rate
and number of variable sites . . . . . . . . . . . . . . . . . . . . . . . . . 223
B.61 Sensitivity of the range of allele intrinsic merits in settings 1 and 2 when
varying mutation rate and number of variable sites . . . . . . . . . . . . . . 224
B.62 Sensitivity of the weighted standard deviation in allele intrinsic merit in set-
tings 1 and 2 when varying mutation rate and number of variable sites . . . 225
B.63 Sensitivity of the distribution of allele intrinsic merits for setting 1 and a
population size of 10000 when varying mutation rate and number of variable
sites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226
B.64 Sensitivity of the distribution of allele intrinsic merits for setting 1 and pop-
ulation sizes of 1 million and 10 million when varying mutation rate and
number of variable sites . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227
B.65 Sensitivity of the distribution of allele intrinsic merits for setting 2 and pop-
ulation sizes of 10000 and 100000 when varying mutation rate and number
of variable sites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
B.66 Sensitivity of the distribution of allele intrinsic merits for setting 2 and a pop-
ulation size of 1 million when varying mutation rate and number of variable
sites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
B.67 Sensitivity of the distribution of emergence times of alleles for setting 1 and a
population size of 10000 when varying mutation rate and number of variable
sites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 229
B.68 Sensitivity of the distribution of emergence times of alleles for setting 1 and
population sizes of 1 million and 10 million when varying mutation rate and
number of variable sites . . . . . . . . . . . . . . . . . . . . . . . . . . . . 230
B.69 Sensitivity of the distribution of emergence times of alleles for setting 2 and
population sizes of 10000 and 100000 when varying mutation rate and num-
ber of variable sites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
16
B.70 Sensitivity of the distribution of emergence times of alleles for setting 2 and
a population size of 1 million when varying mutation rate and number of
variable sites . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232
C.1 Allele intrinsic merit range when taking all alleles into account for settings
3, 4, 5 and 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 234
C.2 Allele intrinsic merit range for different age thresholds that removed tran-
sient alleles and setting 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 235
C.3 Allele intrinsic merit range for different age thresholds that removed tran-
sient alleles and setting 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . 236
C.4 Allele intrinsic merit range for different age thresholds that removed tran-
sient alleles and setting 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
C.5 Allele intrinsic merit range for different age thresholds that removed tran-
sient alleles and setting 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . 238
C.6 Allele intrinsic merit range for different age thresholds that removed tran-
sient alleles and setting 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . 239
C.7 Standard deviation in allele intrinsic merit after transient alleles were re-
moved for settings 3, 4, 5 and 6 . . . . . . . . . . . . . . . . . . . . . . . . 240
C.8 Number of alleles after transient alleles were removed for settings 3, 4, 5 and 6241
C.9 Share of the gene pool of intermediate and transient alleles, using the less
restrictive intrinsic merit threshold for settings 3 and 4 . . . . . . . . . . . 242
C.10 Share of the gene pool of intermediate and transient alleles, using the less
restrictive intrinsic merit threshold and settings 5 and 6 . . . . . . . . . . . 243
C.11 Share of the gene pool of intermediate and transient alleles, using the stricter
intrinsic merit threshold and settings 1 and 2 . . . . . . . . . . . . . . . . . 244
C.12 Share of the gene pool of intermediate and transient alleles, using the stricter
intrinsic merit threshold and settings 3 and 4 . . . . . . . . . . . . . . . . . 245
C.13 Share of the gene pool of intermediate and transient alleles, using the stricter
intrinsic merit threshold and settings 5 and 6 . . . . . . . . . . . . . . . . . 246
C.14 Intrinsic merit and amino acid sequence difference for intermediate and tran-
sient alleles in the DAA model, using the less restrictive intrinsic merit
threshold and settings 3 and 4 . . . . . . . . . . . . . . . . . . . . . . . . . 247
C.15 Intrinsic merit and amino acid sequence difference for intermediate and tran-
sient alleles in the DAA model, using the less restrictive intrinsic merit
threshold and settings 5 and 6 . . . . . . . . . . . . . . . . . . . . . . . . . 248
17
C.16 Intrinsic merit and amino acid sequence difference for intermediate and tran-
sient alleles in the DAA model, using the stricter intrinsic merit threshold and
settings 1 and 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249
C.17 Intrinsic merit and amino acid sequence difference for intermediate and tran-
sient alleles in the DAA model, using the stricter intrinsic merit threshold and
settings 3 and 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 250
C.18 Intrinsic merit and amino acid sequence difference for intermediate and tran-
sient alleles in the DAA model, using the stricter intrinsic merit threshold and
settings 5 and 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 251
D.1 Final number of alleles for different numbers of subpopulations in a star
arrangement (2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 252
D.2 Range of intrinsic merits of alleles for different population sizes and different
migration rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
D.3 Range of intrinsic merits of alleles for different numbers of subpopulations
and different migration rates . . . . . . . . . . . . . . . . . . . . . . . . . 254
D.4 Standard deviation in allele intrinsic merit for different population sizes and
different migration rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255
D.5 Standard deviation in allele intrinsic merit for different numbers of subpop-
ulations and different migration rates . . . . . . . . . . . . . . . . . . . . . 256
D.6 Distribution of intrinsic merit of alleles for a metapopulation in a star ar-
rangement and a migration rate of 2 individuals every generation . . . . . . 257
D.7 Distribution of intrinsic merit of alleles for a metapopulation in a star ar-
rangement and a migration rate of 2 individuals every 100 generations . . . 258
D.8 Distribution of intrinsic merit of alleles for a metapopulation in a star ar-
rangement and a migration rate of 2 individuals every 100000 generations . 259
D.9 Distribution of intrinsic merit of alleles for a metapopulation in a star ar-
rangement and no migration between subpopulations . . . . . . . . . . . . 260
D.10 Distribution of intrinsic merit of alleles for a metapopulation in a linear ar-
rangement and a migration rate of 2 individuals every generation . . . . . . 261
D.11 Distribution of intrinsic merit of alleles for a metapopulation in a linear ar-
rangement and a migration rate of 2 individuals every 100 generations . . . 262
D.12 Distribution of intrinsic merit of alleles for a metapopulation in a linear ar-
rangement and a migration rate of 2 individuals every 10000 generations . . 263
18
D.13 Distribution of intrinsic merit of alleles for a metapopulation in a linear ar-
rangement and no migration between subpopulations . . . . . . . . . . . . 264
D.14 Diversity profiles (naive diversity) for metapopulations of different connec-
tivities and different migration rates . . . . . . . . . . . . . . . . . . . . . 265
D.15 Diversity profiles (naive diversity) for metapopulations of different connec-
tivities and a migration rate of 2 individuals every 100 generations . . . . . 266
D.16 Diversity profiles (naive diversity) for a metapopulation of 5 subpopulations,
the DAA and asymmetric overdominance models and a migration rate of 2
individuals every generation . . . . . . . . . . . . . . . . . . . . . . . . . 267
D.17 Diversity profiles (naive diversity) for the DAA and asymmetric overdomi-
nance models and a migration rate of 2 individuals every 100 generations . 268
D.18 Diversity profiles (naive diversity) for the DAA and asymmetric overdomi-
nance models and a migration rate of 2 individuals every 10000 generations 269
D.19 Diversity profiles (naive diversity) for the DAA and asymmetric overdomi-
nance models and no migration between subpopulations . . . . . . . . . . . 270
D.20 Diversity profiles based on allele intrinsic merit differences for the DAA
and asymmetric overdominance models and a migration rate of 2 individuals
every generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 271
D.21 Diversity profiles based on allele intrinsic merit differences for the DAA
and asymmetric overdominance models and a migration rate of 2 individuals
every 100 generations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272
D.22 Diversity profiles based on allele intrinsic merit differences for the DAA
and asymmetric overdominance models and a migration rate of 2 individuals
every 10000 generations . . . . . . . . . . . . . . . . . . . . . . . . . . . 273
D.23 Diversity profiles based on allele intrinsic merit differences for the DAA and
asymmetric overdominance models and no migration between subpopulations 274
D.24 Diversity profiles based on differences between encoded amino acid sequences
for the DAA and asymmetric overdominance models and a migration rate of
2 individuals every generation . . . . . . . . . . . . . . . . . . . . . . . . 275
D.25 Diversity profiles based on differences between encoded amino acid sequences
for the DAA and asymmetric overdominance models and a migration rate of
2 individuals every 100 generations . . . . . . . . . . . . . . . . . . . . . . 276
D.26 Diversity profiles based on differences between encoded amino acid sequences
for the DAA and asymmetric overdominance models and a migration rate of
2 individuals every 10000 generations . . . . . . . . . . . . . . . . . . . . 277
19
D.27 Diversity profiles based on differences between encoded amino acid sequences
for the DAA and asymmetric overdominance models and no migration be-
tween subpopulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278
D.28 Expected heterozygosity for metapopulations with different connectivities
and observed data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279
D.29 Share of the five most frequent alleles for metapopulations with different
connectivities and observed data . . . . . . . . . . . . . . . . . . . . . . . 280
D.30 Diversity profiles (naive diversity) for metapopulations with different con-
nectivities of subpopulations . . . . . . . . . . . . . . . . . . . . . . . . . 281
D.31 Distribution of emergence times of alleles for a metapopulation in a star
arrangement and a migration rate of 2 individuals every generation . . . . . 282
D.32 Distribution of emergence times of alleles for a metapopulation in a star
arrangement and a migration rate of 2 individuals every 100 generations . . 283
D.33 Distribution of emergence times of alleles for a metapopulation in a star
arrangement and a migration rate of 2 individuals every 100000 generations 284
D.34 Distribution of emergence times of alleles for a metapopulation in a star
arrangement and no migration between subpopulations . . . . . . . . . . . 285
D.35 Distribution of emergence times of alleles for a metapopulation in a linear
arrangement and a migration rate of 2 individuals every generation . . . . . 286
D.36 Distribution of emergence times of alleles for a metapopulation in a linear
arrangement and a migration rate of 2 individuals every 100 generations . . 287
D.37 Distribution of emergence times of alleles for a metapopulation in a linear
arrangement and a migration rate of 2 individuals every 100000 generations 288
D.38 Distribution of emergence times of alleles for a metapopulation in a linear
arrangement and no migration between subpopulations . . . . . . . . . . . 289
20
Acknowledgements
This work was supported by the EU funded Marie Curie Initial Training Network (MC-ITN)
program.
I would further like to thank my two supervisors, Dr Louise Matthews and Professor Michael
Stear for their continuous and incredibly valuable support in every respect throughout my
time in Glasgow and beyond.
Author’s Declaration
I hereby declare that I am the sole author of this thesis. This is a true copy of the thesis,




1.1 Why are MHC genes so diverse?
Major histocompatibility (MHC) molecules play a central role in the immune system of
vertebrates by presenting peptides to T-cells (Hughes and Yeager, 1998), hence conferring
resistance or causing susceptibility to pathogens. Due to its importance in human medicine,
detailed information about the MHC and its function is available (Hedrick, 1994).
The genes encoding the MHC are known to be the most polymorphic loci in vertebrates
(Hedrick, 1994). Furthermore, alleles at these loci often differ at multiple nucleotides (Taka-
hata and Nei, 1990; Hughes and Yeager, 1998; Stear et al., 2005). The rate of nonsynony-
mous substitutions in the peptide binding region (PBR, see section 1.3) is significantly higher
than that of synonymous substitutions, while in other regions the nonsynonymous substitu-
tion rate is significantly lower (Hughes and Nei, 1988; Klein et al., 1993), as substitutions
that change the amino acid composition are in most cases deleterious. Finally, many MHC
polymorphisms are quite ancient, predating speciation events (Figueroa et al., 1988), and are
therefore termed “trans-species” polymorphisms. For example, certain MHC alleles from
human and chimpanzee belong to allelic lineages that existed before divergence of these two
species (Lawlor et al., 1988; Mayer et al., 1988; Gyllensten and Erlich, 1989). However, an
alternative explanation for similarities between MHC alleles of related species has recently
been proposed by Grossen et al. (2014), who demonstrated that introgression from domestic
goats into Alpine ibex could likewise account for these allelic similarities.
All these observations present interesting questions from an evolutionary perspective. With-
out selection acting on the genes of the MHC, genetic diversity could be expected to be low
and mainly controlled by mutation and genetic drift (Apanius et al., 1997). Such a neutral
model would result in a low number of MHC alleles and strongly uneven allele frequencies
at equilibrium (Apanius et al., 1997; Spurgin and Richardson, 2010). However, the observed
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allele frequencies are much more even, as MHC polymorphisms are characterized by a large
number of alleles occurring at intermediate frequencies (Meyer and Thomson, 2001) – a pat-
tern of polymorphism inconsistent with selective neutrality but rather suggesting some form
of balancing selection acting on MHC genes (Hedrick and Thomson, 1983).
The exact nature of these biological forces, capable of driving the extraordinary diversity
in vertebrate populations, is still not fully understood, despite being debated for over four
decades (Takahata and Nei, 1990; Spurgin and Richardson, 2010). The main theories com-
prise pathogen-mediated processes (Spurgin and Richardson, 2010), sexual selection (Milin-
ski, 2006) and maternal-foetal interactions (Hamilton and Hellstro¨m, 1978).
Sexual selection or disassortative mating refers to the observation that females produce a
disproportionately large fraction of MHC heterozygous offspring by preferentially mating
with MHC-dissimilar males, with some species assumed to use body odours as indicators
(Apanius et al., 1997; Hughes and Yeager, 1998). This was first observed in the house
mouse (Yamazaki et al., 1976), reviewed in Penn (2002) and humans (Wedekind et al., 1995),
reviewed in Havlicek and Roberts (2009), and more recently in other vertebrates such as bird
species (Bonneaud et al., 2006) and fish species (Consuegra and Garcia de Leaniz, 2008).
However, there are also counterexamples, as in studies on wild primates (Huchard et al.,
2010) and South Amerindians (Hedrick and Black, 1997), where no such mating preference
could be found. Furthermore, it is hard to imagine how MHC-based mate choice would lead
to natural selection focused specifically on the PBR (Hughes and Yeager, 1998).
Maternal-foetal interactions by preferential abortion of MHC-homozygous foetuses are an-
other way in which MHC diversity and high levels of heterozygosity could be maintained.
However, the empirical evidence for this mechanism is mixed (Hamilton and Hellstro¨m,
1978; Hings and Billingham, 1985), and it can only be applied to viviparous animals but not
to fish, amphibians, and birds, which have a high MHC diversity as well. Thus, maternal-
foetal interactions cannot be seen as a general explanation for MHC diversity (Apanius et al.,
1997).
Both these MHC-based reproductive mechanisms not only help maintain genetic diversity
within a population, thereby reducing the risk of inbreeding depression (Potts et al., 1994),
but also benefit from having MHC-heterozygous offspring, which might be more resistant
to pathogens (McClelland et al., 2003). This is because the variability of MHC molecules
is correlated with the diversity of the T-lymphocyte receptors, which in turn determine the
disease and parasite resistance of an organism and thus can influence the long-term survival
probability of populations (Paterson et al., 1998; Sommer, 2005). This now leads to the third
and arguably most important mechanism of balancing selection on the MHC, the pathogen-
driven (Jeffery and Bangham, 2000) or pathogen-mediated (Spurgin and Richardson, 2010)
selection process.
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It has long been assumed that pathogens play a central role in evolution (Jeffery and Bang-
ham, 2000), and given the important role the MHC plays in immune recognition, together
with the high rate of nonsynonymous substitutions in the PBR which favours amino acid
replacements at the PBR positions, it comes as a natural conclusion that pathogen-mediated
selection acts as a driving force in maintaining diversity at MHC loci (Doherty and Zinker-
nagel, 1975; Radwan et al., 2010; Spurgin and Richardson, 2010). However, this selection
pressure could act in diverse ways. Three main hypotheses of balancing selection on the
MHC mediated by pathogens have been suggested (Spurgin and Richardson, 2010), het-
erozygote advantage (Doherty and Zinkernagel, 1975), rare allele advantage (Wright and
Dobzhansky, 1946; Slade and McCallum, 1992) and selection that varies in time and space
(Hill et al., 1991).
The idea of heterozygote advantage (also called overdominance) emerged when Doherty and
Zinkernagel (1975) argued that individuals heterozygous at MHC loci can more effectively
protect themselves from infections by responding to a broader range of pathogens, as spe-
cific MHC-peptide combinations are required to initiate an immune response (Meyer and
Thomson, 2001). The heterozygote advantage hypothesis therefore refers to the assumption
that heterozygotes are better protected against diseases by responding to a greater range
of pathogen peptides than homozygotes (Spurgin and Richardson, 2010) because MHC-
mediated resistance is generally dominant (Wakeland et al., 1990; McClelland et al., 2003).
This sometimes leads to confusion, since these peptides may be being viewed as belonging
to different pathogens (Doherty and Zinkernagel, 1975) or to the same pathogen (O’Connor
et al., 2010). The first view is sometimes linked to “dominant selection”, meaning that for
a particular pathogen, a heterozygous individual is as fit as the fittest homozygous individ-
ual that carries any of the two alleles of the heterozygote genotype, but not fitter (Spurgin
and Richardson, 2010). This type of selection would not be able to maintain MHC diversity
(Hughes and Nei, 1988). The second viewpoint, however, commonly referred to as “over-
dominant selection”, where the heterozygote is fitter than both homozygotes, can contribute
to MHC diversity (Takahata and Nei, 1990; McClelland et al., 2003), as it increases the
mean number of alleles at a locus and the expected heterozygosity (Kimura and Crow, 1964;
Maruyama and Nei, 1981), both features of MHC polymorphism.
The hypothesis that overdominant selection maintains the polymorphism of the MHC was
initially not widely accepted by population geneticists. Their scepticism was based on theo-
retical models that did not take the role of mutation in incorporating new alleles into account
(Maruyama and Nei, 1981; Hughes and Yeager, 1998), and resulted in no or only a weak
polymorphism for most combinations of selection coefficients (Lewontin et al., 1978), with
the exception of overdominance that is symmetric in the fitness of heterozygotes.
Negative frequency-dependent selection (Wright and Dobzhansky, 1946; Slade and McCal-
lum, 1992), also referred to as “rare allele advantage” (Wakeland et al., 1990; Meyer-Lucht
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and Sommer, 2005) or “minority advantage” (Takahata and Nei, 1990), is another hypothesis
that has the potential to maintain MHC diversity. It can be envisaged as a co-evolutionary
arms race between hosts and pathogens (Spurgin and Richardson, 2010), leading to a dy-
namic change in allele frequencies as opposed to a stable equilibrium situation. Pathogens
that can evade the immune response of the most common alleles within a population have a
selective advantage, since they can thrive within a large share of the host population (Apanius
et al., 1997). An allele that is rare or novel in a population would then have high fitness, as
no or just few pathogens are able to infect genotypes carrying this allele (Meyer and Thom-
son, 2001). This leads to an increase in frequency of the formerly rare allele. However, as
soon as this allele becomes frequent enough, mutations in the pathogen strain can produce
variants that are adapted to this allele. This ultimately leads to a cyclical process, with al-
lele frequencies fluctuating temporally as pathogens adapt to them (Meyer and Thomson,
2001). This form of balancing selection has received a great deal of attention in the litera-
ture of theoretical population genetics. For some models of negative frequency-dependent
selection it was demonstrated that they are theoretically capable of maintaining a high level
of polymorphism, just as some models of heterozygote advantage are (Takahata and Nei,
1990).
It is worth noting that rare alleles have an intrinsic advantage under the heterozygote advan-
tage hypothesis as well, since common alleles will have higher occurrences within homozy-
gotes, which are less fit according to the heterozygote advantage hypothesis. This results
in a lower marginal fitness for these alleles. Infrequent alleles however rarely occur in ho-
mozygotes, hence their marginal fitness is higher owing to their rareness. This fact makes
it particularly hard to distinguish between negative frequency-dependent selection and het-
erozygote advantage.
A third mechanism that is potentially capable of maintaining MHC diversity is selection that
varies in time and space (Hill et al., 1991; Hedrick, 2002). Given that the pathogens a host
population is exposed to vary spatio-temporally, it is clear that natural selection on the host
population, which in this case is just directional selection, will vary as well (Spurgin and
Richardson, 2010). This could result in different MHC alleles being favourable at different
points in time and in different areas, hence maintaining diversity across the population.
These three hypotheses are often seen as competing alternatives, hence the scientific de-
bate about which one to favour has been intense for several decades (Lewontin et al., 1978;
Spencer and Marks, 1988; Takahata and Nei, 1990; Hughes and Nei, 1992; Slade and Mc-
Callum, 1992; De Boer et al., 2004) Surprisingly, even with advanced genetic sequencing
methods being available, no consensus has been reached, and the diversity of the MHC still
can be seen as one of the major questions in immunogenetics. Identifying the underlying
mechanisms of MHC polymorphism and their relative importance would however have ma-
jor benefits in areas as different as selective breeding (Stear et al., 2005) and conservation
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genetics (Sommer, 2005).
Finding out which mechanism of balancing selection operates to what extent within a specific
host-parasite system has turned out to be challenging, even when just focusing on parasite-
mediated selection mechanisms. It is plausible that in some species all the above mechanisms
contribute to MHC polymorphisms (Apanius et al., 1997). Some authors even doubt that
identifying the relative importance of these mechanisms within a system is possible (Spur-
gin and Richardson, 2010). Nevertheless, various attempts have been made, but the results
produced an unclear overall picture.
McClelland et al. (2003) performed a coinfection experiment with mice that suggested het-
erozygote advantage in its overdominant form, whereas Penn et al. (2002) conducted a sim-
ilar experiment, but only found evidence for dominant-type heterozygote advantage. In a
study on red junglefowl, Worley et al. (2010) came to a similar conclusion. However, Ilmo-
nen et al. (2007), who investigated deliberate Salmonella infections of a cross of laboratory
mice with wild ones, even found that resistance was mostly recessive rather than dominant,
and heterozygosity reduced fitness. Heterozygote advantage has been found in two recent
studies on Salmonids (Evans and Neff, 2009; Keka¨la¨inen et al., 2009), while another study
in a wild salmon population only found allele effects, but did not find any evidence for het-
erozygote advantage (Dionne et al., 2009) – the authors in fact suggested one of the other
pathogen-driven balancing selection mechanisms was occurring. By examining free-ranging
mice with nematode infections, Meyer-Lucht and Sommer (2005) also found allele effects
without any indication of heterozygote advantage, and suggested that rare allele advantage
is the most likely explanation for maintenance of the MHC polymorphism.
On the contrary, Stear et al. (2005) found evidence for heterozygote advantage in the sheep-
nematode system, while not excluding the existence of other balancing selection mecha-
nisms. Other work on non-human primates (Sauermann et al., 2001; O’Connor et al., 2010)
and humans (Thursz et al., 1997) also suggests the existence of heterozygote advantage. Fi-
nally, studies on mouse lemurs (Schad et al., 2005), primates in their own right, came to
the conclusion that the mechanism operating on the MHC has to be frequency-dependent
selection rather than heterozygote advantage. However, distinguishing between these two
hypotheses proves hard for low sample sizes, as certain (and in particular homozygous)
genotypes might be absent from the sample, or only occur at very low frequencies.
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1.2 Modelling the selective forces that maintain MHC
polymorphism
Modelling can be of help when the empirical evidence is inconclusive. The aim of modelling
MHC polymorphism is to show under which conditions - given certain assumptions about
alleles and genotypes – this polymorphism may be lost or maintained, and if it is maintained,
to what extent.
Earlier models mostly focused on simpler equilibrium situations, as computing power was
in short supply. Both Gillespie (1977) and Lewontin et al. (1978) examined situations where
a polymorphism of n alleles is stable. The results showed that in a stable environment, the
fraction of stable n-allele systems of the total set of all possible fitnesses for the n(n+1)
2
geno-
types at a locus is vanishingly small for larger n unless the ratio of heterozygote advantage
to standard deviation of fitness among heterozygotes is large, in which case the system is
close to symmetric overdominance and all alleles have similar frequencies close to 1
n
. If the
environment however changes temporally and spatially, then a large number of alleles can be
readily maintained, as Gillespie (1977) was able to show analytically for a specific overdom-
inance model. Hoekstra et al. (1985) however pointed out that popular equilibrium models
that incorporate heterozygote advantage as well as spatial and temporal variation may not be
very robust in terms of maintaining their stability when parameters are varied. Over ten years
later, when the variation in space and time was already established as a possible maintenance
mechanism for the MHC, Hedrick (2002) developed a model that demonstrated how spatio-
temporal fluctuations in pathogen resistance, without any frequency dependent component
or intrinsic heterozygote advantage, can maintain a stable polymorphism. This model incor-
porated population genetic results, while Monte Carlo simulations generated distributions of
allele frequencies.
Heterozygote advantage, the first mechanism suggested to maintain the MHC polymorphism,
has been modelled extensively. Using stochastic differential equations, Maruyama and Nei
(1981) found that overdominant selection is a powerful mechanism in increasing the mean
heterozygosity compared with a neutral model, which let them conclude that overdominance
can explain a higher degree of MHC diversity. Spencer and Marks (1988) discussed the
maintenance of MHC polymorphism at a single MHC locus when allowing for mutations,
using Monte Carlo simulations. These mutations resulted in alleles with random fitnesses.
Their model showed that selection is capable of maintaining much more alleles in a popula-
tion than predicted by Lewontin et al. (1978), as unstable fitness matrices, and thus alleles
that confer low fitness, are quickly eliminated by natural selection. Using deterministic sim-
ulations, Marks and Spencer (1991) were able to refine their model while highlighting the
significance of how the mutation process is modelled, and in a further refinement (Spencer
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and Marks, 1992), they could also reach a higher degree of MHC polymorphism with their
simulations, bringing MHC diversity predicted by the model closer to observed values.
Using Monte Carlo simulations that included mutations, Takahata and Nei (1990) investi-
gated alternative hypotheses for mechanisms maintaining MHC polymorphism. They de-
veloped a computer simulation model that not only investigated the conditions for a stable
polymorphism, but also reconstructed genealogic relationships of alleles, as they considered
the latter as an important property of any model examining MHC diversity. The results of
these simulations suggested that in the symmetric overdominance model, which assumed
that all heterozygotes have equal fitness (they were assigned a fitness value of 1), while all
homozygotes have lower fitness, a polymorphism at least of the order of values observed in
nature can easily be maintained, again in stark contrast to the conclusions of Lewontin et al.
(1978) for the equilibrium case without mutation. Nevertheless, the degree of polymorphism
decreased with increasing asymmetry of the fitness values of homozygotes, just as in the
equilibrium analysis. In simulations of Takahata and Nei (1990), the frequency-dependent
selection model delivered essentially the same results as the overdominance selection mod-
els, so neither model could be discriminated against on mathematical grounds; the authors
favoured the overdominance model for biological reasons.
To assess the combined effect of intra-locus recombination and balancing selection, Satta
(1997) performed computer simulations of two models of balancing selection, a symmetric
overdominance model and an asymmetric model that was based on the number of codon
differences between the two alleles on the examined locus. The model repeated the processes
of mutation, sampling, and intra-locus recombination in each time step. Comparing the
simulation results to observed data, Satta (1997) concluded that symmetric overdominance is
more appropriate than the asymmetric, sequence-based model, but that the assumed locations
of recombination break points were of great importance.
More recently, De Boer et al. (2004) constructed an allele-fitness model by assigning fitness
values to alleles, which represented the fraction of pathogens to which a particular allele can
provide protection. Assuming an additive allele effect on the genotype with average fitness
overlap of the alleles and using an earlier result of conditions for the persistence of alleles
under general conditions (Liberman, 1991), they conceived an asymmetric overdominance
model where allelic persistence at equilibrium could be determined using a simple formula.
Furthermore, De Boer et al. (2004) performed stochastic computer simulations for a spe-
cific case of their model to demonstrate that the same result holds for a finite population
and with mutations. Both approaches suggested that heterozygote advantage alone is insuf-
ficient to maintain the amount of MHC diversity observed. In a companion paper, Borghans
et al. (2004) again performed simulations, which coded peptides as binary bit strings, and
showed that a frequency-dependent model of host-pathogen coevolution is able to maintain
the observed levels of MHC polymorphism. This model had been adapted by Ejsmond et al.
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(2010), who found that observed allele frequencies are often indistinguishable from neutral-
ity expectations under negative frequency-dependent selection.
The models discussed so far explored the classic hypotheses of pathogen-mediated selection.
There are, however, alternative approaches worth mentioning. While classic heterozygote
advantage assumes a higher fitness for heterozygotes, as heterozygotes have different alleles
and can therefore recognise more pathogens, Stoffels and Spencer (2008) speculated that
MHC genotypes might have a higher fitness if a pathogen belonged to the portion where
the recognition sets of both alleles overlapped. While no experimental evidence of such an
“intersection advantage” exists, they concluded nevertheless that if it existed, heterozygote
advantage might not be sufficient to explain the high levels of polymorphism observed at
MHC genes. Finally, van Oosterhout (2009) introduced a new model of MHC evolution
named “Associative Balancing Complex” (ABC) evolution, that, according to the author,
resolved deficiencies of traditional models of balancing selection (as overdominance and
negative frequency dependent selection). This model assumed that if a certain degree of
diversity already existed at the MHC, then recessive deleterious mutations could accumulate
as a “sheltered load” nearby MHC genes. If a haplotype now became very common so that
it regularly formed homozygotes, then purifying selection would reduce its frequency, thus
maintaining a balanced MHC polymorphism even without strong selection by parasites.
Decades of research on the causes of the polymorphism of genes encoding the MHC have
not been able to unequivocally ascertain the relative importance of different diversity main-
tenance mechanisms within a particular host-parasite system, or across systems. Even the
large body of data obtained from non-model species in natural populations was not suffi-
cient to identify the processes that underpin selection at MHC genes (Piertney and Oliver,
2006). Many studies suffer from the fact that they have not fully considered the alternative
explanations of possible balancing selection mechanisms (Spurgin and Richardson, 2010).
An additional problem when testing different hypotheses of balancing selection is the large
sample size needed for a conventional population study, as in many species most individuals
are heterozygous at most MHC loci, so a large enough sample of homozygotes is hard to
obtain (Hughes and Yeager, 1998).
This is where modelling can make important contributions. For example, models can be used
to establish conditions for the maintenance of diversity, which might be easier to check in a
field study than the polymorphism itself. However, modelling approaches undertaken so far
have delivered conflicting results, depending on the assumptions and emphasis of the model.
Therefore a more generic approach might be necessary to improve our understanding of the
maintenance mechanisms of this peculiar genetic region that exhibits an unrivalled diversity.
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1.3 Structure and function of the MHC
Structural information on MHC molecules is important to evolutionary studies, as it offers
predictions about how selection acts on functionally distinct regions of a MHC molecule.
Selection favouring increased scope of pathogen presentation, which results from a high rate
of nonsynonymous substitutions, is concentrated at sites involved in peptide presentation (the
PBR), whereas changes at sites that are critical for tertiary structure impair the molecule’s
function, so selection eliminates mutants and keeps such sites largely unmodified (Meyer
and Thomson, 2001). This makes it possible to partition codons based on their selective
pressures.
The major histocompatibility complex (MHC) of vertebrates is a multigene family of closely
linked genes acting at the interface between the immune system and infectious diseases
(Bernatchez and Landry, 2003). MHC loci encode receptors (glycoproteins) on the surface
of various immune and nonimmune cells (Bernatchez and Landry, 2003), making the MHC
the most important genetic component of the mammalian immune system (Klein, 1986), the
“center of the immune universe” (Edwards and Hedrick, 1998).
The primary role of the MHC is the recognition of foreign proteins originating from pathogens,
the presentation of short fragments (“peptides”) of these proteins to certain immune cells and
thus the initiation of an immune response (Klein, 1986). More specifically, foreign proteins,
which might have entered cells by infection or phagocytosis, are broken down into peptides
and loaded onto specific MHC molecules (Piertney and Oliver, 2006). Some of these com-
plexes of MHC and peptides are subsequently transported to the cell surface and presented
to the circulating immune cell (specifically T-cell) population. The immune response is trig-
gered if the MHC-peptide complex is recognized as foreign (Meyer and Thomson, 2001) and
T-cells bind to the presented peptide (Piertney and Oliver, 2006). The immune response is
thus MHC restricted in the sense that T-cell recognition of infected cells requires a combined
signal from both MHC molecules and pathogen peptides, and this restriction makes histo-
compatibility molecules key players in the adaptive immune response (Meyer and Thomson,
2001).
Because of the importance of the MHC molecules and their role in the immune response, an
extensive amount of information is available about structure and function of MHC molecules
(Trowsdale, 1993). The extracellular components of MHC molecules are composed of two
main parts, a “stalk” that anchors the molecule in the surface of cells, and a groove-shaped
receptor, the PBR (Edwards and Hedrick, 1998), which holds peptides in the groove by
noncovalent interactions with amino acid residues (Klein et al., 1993). It is the PBR that is
responsible for the recognition of antigens, and a match between PBR, antigenic peptide and
T-cell receptor is required to initiate the complex cascade of immune responses (Piertney and
Oliver, 2006). Although PBRs are specific to some extent, a single MHC molecule can still
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bind to a range of different self- and non-self peptides (Altuvia and Margalit, 2004), given
that these have specific amino acids at certain anchor sites that fit exactly to the binding
groove of the MHC molecule (Spurgin and Richardson, 2010). The amino acids lining the
groove of the PBR determine the antigen-binding specifics of the MHC molecule, i.e. the
association between MHC molecule and peptides that it can bind (Hedrick, 1994).
MHC molecules are members of the large immunoglobulin superfamily of immunologically
active molecules (Edwards and Hedrick, 1998; Piertney and Oliver, 2006), and can be further
subdivided into two major subfamilies, called class I and class II (Hughes and Yeager, 1998).
The three-dimensional structure of both human MHC class I (Bjorkman et al., 1987) and
class II (Brown et al., 1993) molecules are known. This knowledge gives extraordinary
insight into the main function of these molecules (Piertney and Oliver, 2006), which is the
recognition and presentation of short peptides, 8 to 11 amino acids in length for class I
molecules (Meyer and Thomson, 2001) and 11 to 25 for class II (Hedrick, 1994; Rammensee
et al., 1995; Meyer and Thomson, 2001). The reason for the much lower variability of class
I molecules is that the ends of the peptide are tucked down into the peptide-binding groove,
which limits the peptide’s length. In class II, the peptide’s ends are free, and therefore longer
peptides are possible (Rammensee et al., 1995; Hughes and Yeager, 1998).
MHC class I genes are expressed on the surface of most nucleated somatic cells (Bernatchez
and Landry, 2003; Piertney and Oliver, 2006). They play an essential role in the immune
defence against intracellular pathogens by binding peptides mainly derived from viral pro-
teins or malignant cells (Hedrick, 1994; Bernatchez and Landry, 2003; Sommer, 2005) and
presenting them to cytotoxic T-cells (Piertney and Oliver, 2006). Class I MHC molecules
are heterodimers, consisting of three extracellular domains (α1, α2, α3) that form the “class
I heavy chain” and β2 microglobulin (Jeffery and Bangham, 2000). Each of the extracellular
domains is encoded by a different exon from a single gene (Piertney and Oliver, 2006). The
PBR of class I molecules consists of a groove formed by the α1 and α2 domains, sitting on
top of a β-pleated sheet (Bjorkman et al., 1987; Edwards and Hedrick, 1998; Jeffery and
Bangham, 2000).
MHC class II genes are predominantly expressed on antigen-presenting cells of the im-
mune system, such as B cells, macrophages, lymphocytes and dendritic cells (Bernatchez
and Landry, 2003; Piertney and Oliver, 2006). Class II molecules present processed exoge-
nous antigens derived from extracellular parasites and pathogens (as, for example, bacteria
and nematodes) to T-helper cells (Bernatchez and Landry, 2003; Piertney and Oliver, 2006),
which in turn release cytokines that trigger an appropriate immune response, as the produc-
tion of antibodies and stimulation of macrophages (Hughes and Yeager, 1998; Meyer and
Thomson, 2001). Class II molecules are heterodimers consisting of an α chain and a β chain
(Hughes and Yeager, 1998). These two chains together form a peptide-binding groove at the
top of the molecule, which is similar in structure to that of the class I molecule (Brown et al.,
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1993). The class II region of placental mammals is divided into subregions, each of which
contains an α chain gene and one or more β chain genes. In humans, these subregions are
designated DR, DP, and DQ (Hughes and Yeager, 1998). Specific sites within both the α
chain and the β chain form the class II PBR (Piertney and Oliver, 2006).
Sequence variation among MHC alleles of both class I and II genes that encode parts of
the PBR is assumed to enable recognition of various pathogens (Potts and Wakeland, 1990).
The peptides that a given MHC molecule binds share amino acids at a number of positions
(the anchor residues). These positions determine the specificity of binding by interacting
with a subset of the amino acids which make up the PBR of the MHC molecule. A single
MHC molecule can thus bind many peptides, if these peptides only have the correct amino
acids at the anchor positions (Meyer and Thomson, 2001). Nonetheless, because different
allelic products have different anchor motifs, a heterozygote should have an advantage over
a homozygote in terms of immune surveillance.
1.4 Measuring diversity
Discussing selective forces that maintain diversity at the MHC raises the question how di-
versity should be measured. No precise definition has been presented so far, even though a
clear concept of diversity is highly desirable when comparing predictions of different mod-
els, or model predictions to observed data. One of the most intuitive notions is perhaps the
approximation of MHC diversity by the number of alleles that are maintained, or that exist at
a particular point in time. Many authors, in the absence of reliable data on allele frequencies,
have used the number of alleles as the main or even sole criterion for determining the validity
of a particular hypothesis.
Gillespie (1977) and Lewontin et al. (1978) explored conditions for a stable polymorphism
of n alleles, while Hoekstra et al. (1985) determined under which conditions such an n-allele
polymorphism is robust, thus neglecting the frequencies of the persisting alleles. Spencer
and Marks (1988), while mainly concerned about the number of alleles that could be main-
tained in their Monte Carlo simulations, mentioned frequency distributions of alleles, while
Maruyama and Nei (1981) additionally compared the (mean) heterozygosity, and Hedrick
(2002) as well as Stoffels and Spencer (2008) compared observed and expected heterozy-
gosity values to theoretical ones. Marks and Spencer (1991) reported the number of alleles
from other studies, but in their own work appreciated the importance of allele frequency
distributions, and how even or uneven they were, albeit without measuring the degree of
evenness. In their companion paper, Spencer and Marks (1992) introduced an index that
measured a distance of allele frequency vectors from a vector of uniform allele frequencies,
therefore quantifying evenness. Heterozygosity and the number of alleles are again the key
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witnesses when Takahata and Nei (1990) compared allele frequency distributions of simula-
tions to observed data, while De Boer et al. (2004) compared distributions of frequencies and
fitness contributions of alleles without using a measure to quantify them. The unevenness
of allele frequency distributions was finally used by van Oosterhout (2009) as supporting
evidence for the validity of his model of “ABC evolution” (see section 1.2), but he did not
show how well the degree of unevenness matched that of observed data.
All these examples show that the debate about selective forces maintaining MHC diversity
does not fully acknowledge the need to further specify diversity. “Diversity” is rather used
freely, often with different meanings. I will now introduce a powerful method that gives a
more general picture of diversity than single indices (as the number of alleles or the expected
heterozygosity) can. This method produces a diversity profile, i.e. a continuum of diversity
measures, by varying a “viewpoint parameter” from zero to infinity. This results in a “finger-
print” of the gene pool of a population, and additionally encompasses traditional diversity
indices such as the number of alleles, expected homo- and heterozygosity or the frequency
of the most common allele. It can further be naturally expanded to include similarity data,
which is a great asset when such data can be sensibly defined for MHC alleles. Diversity
profiles will be applied to allele frequency and similarity data in the subsequent chapters.
For calculating diversity profiles, I used an approach described by Leinster and Cobbold
(2012) that calculates diversity measures qDZ , where q is the viewpoint (or sensitivity) pa-
rameter that is varied along the real axis, and Z is a matrix that contains the measure of
similarity for every pair of alleles. When similarity between alleles is not taken into account,
which is subsequently called “naive” diversity, Z equals the identity matrix I .
This method comes with a number of advantages. First, it is more informative than just a sin-
gle statistic, and replaces a number of popular indices of allelic diversity by a single formula.
Second, it behaves intuitively as it uses effective numbers, so that percentage changes and
ratio comparisons of diversity are meaningful. Third, it allows for useful comparisons of di-
versity both with or without taking similarity between MHC alleles into account, and fourth,
it is highly versatile, since it allows similarity to be measured in different ways according to
the current objective and the availability of particular types of similarity data.
The diversity profile qDZ(p), q ∈ [0,∞] takes two inputs:
1. Frequency data of alleles (the frequencies of all S alleles in the gene pool sum to one,∑S
i=1 pi = 1)
2. Similarity data: for each pair of alleles, a number between zero and one that specifies
how “similar” (in terms of the quantity of interest) the alleles are.
The viewpoint parameter q (0 ≤ q ≤ ∞) indicates how significant the abundance of alleles
is: for q = 0, rare alleles are treated equally to common ones, i.e. frequencies of alleles
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are entirely disregarded, while for q = ∞, diversity depends only on the most frequent
allele; rare alleles are ignored altogether. Given frequency and possibly similarity data, the
diversity of order q is calculated for every q, and the result is plotted against q. This graph is
the diversity profile of the set of alleles in the current gene pool; it contains information that
can be read off at a glance.
Below I give a brief overview of the calculation method for the diversity profile qDZ from
Leinster and Cobbold (2012), where a more detailed description can be found.
For a gene pool of S alleles, the allele frequencies, denoted by p1, . . . , pS , are combined to
a frequency vector p = (p1, . . . , pS). Similarities between alleles are encoded in an S × S
matrix Z = (Zij), with Zij measuring the similarity between the ith and jth allele, and
0 ≤ Zij ≤ 1, with 0 indicating entirely dissimilar alleles and 1 indicating identical alleles
(hence Zii = 1). There is one diversity measure for each value of the viewpoint parameter q,
which controls the relative emphasis on common and rare alleles.














The cases q = 1 and q = ∞ have been excluded because equation 1.1 for qDZ(p) does
not make sense there. It does, however, converge to a limit as q → 1 or q → ∞, therefore













The diversity profile of the set of alleles examined is given by the graph of qDZ against q.
The left-hand end of a diversity profile (when q is small) is affected almost as much by rare
alleles as common ones, whereas the right-hand tail (when q is large) gives information about
common alleles, but largely disregards rare ones (Hill, 1973). As the viewpoint parameter q
grows, the perceived diversity qDZ(p) drops, and therefore the diversity profile is always a
decreasing curve. The values of 0DZ , 1DZ , 2DZ and ∞DZ usually give a good indication
of the shape of this curve.
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Chapter 2
The Maintenance of MHC Alleles at
Equilibrium – A General Framework
2.1 Introduction
Using classical single locus multi-allele viability models (Lewontin et al., 1978; Karlin and
Lessard, 1984), a general framework for classifying models of heterozygote advantage is
introduced. It is demonstrated how existing models of heterozygote advantage, symmetric
overdominance (Robertson, 1962; Takahata and Nei, 1990; Satta, 1997) and asymmetric
overdominance (Satta, 1997; De Boer et al., 2004), represent special cases of this framework.
I review methods to calculate the number of persisting alleles and their equilibrium frequen-
cies, and discuss the stability of this equilibrium, before applying these results to alleles
of the MHC. Using the divergent allele advantage hypothesis proposed by Wakeland et al.
(1990), a novel model is presented, subsequently called the divergent allele advantage model;
it is shown how this novel model fits into the general framework discussed before, and how
it relates to traditional models of heterozygote advantage.
All these considerations are based on the assumption that the system (which is in general a
set of alleles that occurs in a population at a specific locus) is at equilibrium, and that there
is no spatial or temporal variation in the environment. The equilibrium assumption will only
be dropped in chapters 4, 5 and 6, where new alleles can be created by mutation and lost by
genetic drift, and therefore a real equilibrium can generally never be reached. Chapter 6 ad-
ditionally allows for spatial variation and migration by exploring metapopulation dynamics.
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2.2 Materials and Methods
2.2.1 General description of a single locus model
I consider an infinite population with discrete, non-overlapping generations and random mat-
ing, and examine a single autosomal locus with alleles Ai (i = 1, 2, . . . , k), which occur at
relative frequencies pi (
∑k
i=1 pi = 1) within the population. Assuming the population is
in Hardy-Weinberg equilibrium, then the genotype of an individual with alleles Ai and Aj
(i ≤ j), AiAj , occurs at the frequency 2pipj for i < j and p2i for i = j. Since there is
little evidence of segregation distortion at the MHC genes, I define the fitness of an individ-
ual AiAj , fij , as the offspring contribution this individual can make to the next generation.
As my main focus is on the pathogen-mediated processes in a host-pathogen system, I con-
sider the fitness of a genotype as the effectiveness with which the host’s immune system
responds to the challenge of the pathogens it is exposed to. A fitness value of 0 corresponds
to genotypes that are not viable, whereas a fitness value of 1 corresponds to genotypes that
are fully protected against all pathogens. The classical single locus multi-allele viability
model of population genetic theory (Crow and Kimura, 1970) leads to an update formula for
calculating the proportions of all alleles in the system in the next generation, given that the
proportions in the current generation are known. In matrix formulation, this can be written










Here, pt and pt+1 are the proportions of all alleles in the system at times t and t + 1,
F = (fij)1≤i,j≤k is the genotype fitness matrix of all genotypes made up of alleles from
the set A1, . . . , Ak, ◦ denotes component-wise multiplication of two vectors, and w¯(pt) is
the population fitness at time t. In other words, the frequency of Ai at time t+ 1 can be cal-
culated by multiplying the frequency of this allele at time t by the relative marginal fitness
of the same allele:
(pt+1)i = (pt)i ·
(wm(pt))i
w¯(pt)
(i = 1, 2, . . . , k) (2.2)
The marginal fitness of an allele is defined as the average fitness of the genotypes in which
it is present, weighted by the proportion of each genotype in the population:
(wm(pt))i = (Fpt)i =
k∑
j=1
fij(pt)j (i = 1, 2, . . . , k) (2.3)
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The marginal fitness of an allele is hence closely related to the quantitative genetics concept
of the additive value (in terms of fitness), as the marginal fitness is equal to the mean fitness
of the genotypes this allele produces.





(pt)j · (wm(pt))j (2.4)
Equation 2.2 describes a discrete time dynamical system. To find the allele frequencies at
equilibrium, the fixed points of this system have to be found.
If a vector x with
∑k
j=1 xj 6= 0 exists that solves the system of linear equations
k∑
j=1
fijxj = 1 (i = 1, 2, . . . , k) (2.5)
then the k-allele system is called internally stable if every component of the vector x is
positive. In this case the vector of equilibrium frequencies p can be calculated by normalising




(i = 1, 2, . . . , k) (2.6)


















−1 (i = 1, 2, . . . , k)
(2.7)













Equation 2.2 together with 2.7 and 2.8 demonstrates that the allele frequencies are indeed at
equilibrium:








More details regarding the limitations of this method, particularly with respect to cases where
F or a submatrix of it is singular, can be found in Karlin and Lessard (1984) and Liberman
(1991). An alternative method of determining the allele frequencies at equilibrium, based on
Fisher’s fundamental theorem of natural selection, will be discussed in chapter 3.
2.2. Materials and Methods 37
2.2.2 The genotype fitness matrix
The previous section demonstrated that the system dynamics are ultimately characterised by
the genotype fitness matrix F . This means that the properties of this single locus multi-allele
system for different models of overdominance (see section 2.3), such as stable equilibria or
allele persistence, depend on the relative magnitude of the elements fij of F .
To characterise the genotype fitness matrix F in terms of the fitness contributions of individ-
ual alleles, I define the intrinsic merit wi of an allele Ai as the fitness of a homozygote that
contains two copies of this allele at the considered locus, i.e. wi = fii. This is tantamount
to equating the intrinsic merit wi with the genotypic value of the homozygote AiAi if fitness
is the measure of interest. The intrinsic merit of an allele Ai is thus independent of the fre-
quency of the allele Ai, in contrast to the marginal fitness of this allele or the breeding value
of the genotype AiAi.
I further assume that the intrinsic merits of all different alleles are ordered (w1 ≥ w2 ≥ . . . ≥
wk). Allowing for different intrinsic merits for different alleles is based on the observation
that alleles are capable of conferring protection from and susceptibility to infectious diseases
(Meyer and Thomson, 2001).
As the genotype fitnesses of heterozygotes fij(i 6= j) depend on the alleles and the overdom-
inance model used, it is necessary to define how two alleles on the considered locus translate
to a genotype fitness (or genotypic value of the heterozygote AiAj in terms of fitness); this
is explained in section 2.3.
The genotype fitness matrix F is always symmetric, as I assume Mendelian segregation, i.e.
(Weissing and van Boven, 2001):
fji = fij (∀i, j) (2.10)
Thus, in its most general form, the genotype fitness matrix F can be written as
F =

w1 f12 . . . f1k
f12 w2 . . . f2k
...
... . . .
...
f1k f2k . . . wk
 (2.11)
A fully polymorphic equilibrium (k extant alleles) leads to a positive solution p∗ of the
equation systems 2.5 and 2.6 (Weissing and van Boven, 2001). The vector p∗ represents the
“optimal frequencies”, i.e. the allele frequencies which correspond to a strict local fitness
maximum of the population. Hence, if the stable equilibrium with frequencies p∗ is unique,
then w¯(p∗) is a global maximum.
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2.3 Applications to selected overdominance models
2.3.1 Symmetric overdominance
In a symmetric overdominance (SOD) model, all heterozygotes have the same fitness value
of 1 (fij = 1 for i 6= j, Robertson (1962)), i.e. heterozygotes are fully protected against
every pathogen according to the definition of fitness of section 2.2.1. If w1 < 1, then this
model represents overdominance: the heterozygote is always fitter than both homozygotes.
This leads to the following genotype fitness matrix F :
F =

w1 1 . . . 1
1 w2 . . . 1
...
... . . .
...
1 1 . . . wk
 (2.12)
Here, the k-allele polymorphism {A1, . . . , Ak} is always maintained, independent of the
intrinsic merits of the alleles wi (Marks and Spencer, 1991). What is more, new alleles are
always able to invade the polymorphism of k alleles, and they do not displace any of the
k original alleles (De Boer et al., 2004). Hence, such a symmetric overdominance model
accumulates alleles, and loss of alleles is only possible if the population size is finite and
stochastic extinction is allowed. A special case of the overdominance model described here
is the case where all alleles have the same intrinsic merit (wi = wj < 1 ∀i, j), i.e. not only
do all heterozygotes have equal fitness, but all homozygotes have equal fitness as well, and
the fitness of the homozygotes is lower than that of the heterozygotes (Meyer and Thomson,
2001). I subsequently call such a model a fully symmetric overdominance (FSOD) model.
2.3.2 Simple asymmetric overdominance
Simple asymmetric overdominance assumes an equal and constant advantage of heterozy-
gotes over homozygotes (reviewed in Hedrick (1999)). The special case that all homozygotes
have the same fitness (i.e. all alleles have the same intrinsic merit) and all heterozygotes have
the same elevated fitness,
0 ≤ fii = wi = d < 1 ∀i, fij = fii + c = d+ c (i 6= j, c > 0) (2.13)
is just a fully symmetric overdominance model as described above. In general, however,
the intrinsic merits of the alleles wi do not all need to have the same value, in which case
the fitness values of the heterozygotes fij, i 6= j vary accordingly. In the simple asym-
metric overdominance (SAsOD) model explored here I allow for variation in the intrinsic
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merit of the alleles, but assume that the amount of heterozygote advantage c is constant for
all heterozygous genotypes. This has the effect that both the homozygous and heterozy-
gous genotypes have fitness values that differ among themselves, which makes such a model
asymmetric for both homo- and heterozygotes. The heterozygote advantage c is added to the





· (wi + wj) + c (i 6= j) (2.14)
The results in terms of stability of the k-allele system strongly depend on whether the het-
erozygote fitnesses fij may exceed 1 or – in line with the initial notion of representing a




· (wi + wj) + c, 1) (i 6= j) (2.15)
If fitnesses represent fractions of pathogen peptides, then only the second option is biologi-
cally plausible, and therefore I restrict discussion to this case.
2.3.3 Reinforcing asymmetric overdominance
As in the simple asymmetric overdominance model discussed in section 2.3.2, the fitness
of a heterozygous individual of genotype AiAj (i 6= j) also depends on the intrinsic merits
of its alleles in the reinforcing asymmetric overdominance (RAsOD) model. In the RAsOD
model, however, the fitness advantage gained by heterozygotes is specified by equation 2.16
(De Boer et al., 2004):
fij = wi + (1− wi) · wj (i 6= j) (2.16)
This can be envisaged as a combined protective effect of both alleles, which is reinforcing in
that two different alleles with a low intrinsic merit will not combine to give a heterozygous
genotype with above average fitness. On the contrary, the heterozygotes’ fitnesses are strictly
ordered according to the underlying allele intrinsic merits. This model is also, as the previous
one, an overdominance model: in case that 0 < wk ≤ . . . ≤ w1 < 1, then for each off-
diagonal element max(wi, wj) < fij = wi + (1 − wi) · wj < 1 (i 6= j). The genotype
fitness matrix F of this model can be written as
F =

w1 w1 + (1− w1) · w2 . . . w1 + (1− w1) · wk
w1 + (1− w1) · w2 w2 . . . w2 + (1− w2) · wk
...
... . . .
...
w1 + (1− w1) · wk w2 + (1− w2) · wk . . . wk
 (2.17)
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This model leads to a situation where the internal stability of the k-allele system only depends
on the intrinsic merits of the alleles. As demonstrated by De Boer et al. (2004), the internal





where wˆ is the harmonic mean of w1, . . . , wn. This immediately allows conclusions to be
drawn about internal stability of the k-allele system without having to solve a system of
linear equations: the k-allele system is only internally stable if the intrinsic merits wi of all
alleles are above the threshold value.
2.3.4 Divergent allele advantage
Divergent allele advantage (DAA) is a concept first presented by Wakeland et al. (1990). It
assumes that evolution favours alleles with highly divergent forms of the antigen binding
site. This may result in a better protection against pathogens, since dissimilar alleles have
less overlap and therefore greater coverage of the space of pathogen epitopes.
The idea of this concept is used to create a model of overdominance that can be charac-
terised in the same framework as the overdominance models discussed previously. This
novel model, inspired by the DAA hypothesis, basically works like a binary AND oper-
ation between pathogen peptide recognition sites on the two alleles when the fitness of a
heterozygous genotype is determined (figure 2.1). The number of epitopes the heterozygous
individual shown in figure 2.1 can recognise is the number of epitopes in the union of the set
of epitopes that an allele A recognises and the set of epitopes that an allele B on the same
locus of the other chromosome recognises. As in the RAsOD model, an overlap of epitopes
(the epitopes both alleles recognise) might exist. The key difference between the two models
is that overlap is not calculated as an average property of the alleles, but depends on the
alleles involved. Hence, this model could be called a non-reinforcing model: alleles of lower
intrinsic merit might still combine in a complementary way (with just little or no overlap) to
form heterozygotes with high fitness.
Figure 2.1 provides an example. Here, allele A recognises 5 epitopes out of 10 (epitopes
recognised are symbolised by black squares) and has therefore an intrinsic merit ofwA = 0.5.
Allele B recognises only 4 epitopes out of 10 and has hence an intrinsic merit of wB = 0.4.
However, only the epitope on position 3 (from left) is recognised by both alleles, all the
other positions are either recognised by allele A only (positions 1, 6, 7 and 10), or by allele
B only (positions 2, 4 and 9) or by neither allele (position 5 and 8). As the MHC genes are
codominantly expressed (Potts and Slev, 1995), it can be assumed that it is sufficient for one
of the alleles to recognise an epitope in order to ensure recognition by the genotype. This
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Allele A, w(A) = 0.5
Allele B, w(B) = 0.4
Genotype AB, f(AB) = 0.8
Figure 2.1: Example of the calculation of the genotype fitness from the intrinsic merits of
the alleles in the DAA model. Black squares stand for recognised epitopes, whereas epitopes
that are not recognised are represented by white squares.
results in a genotype fitness fAB = 0.8, as 8 out of 10 epitopes are recognised by either allele
A or allele B.
In the genotype fitness matrix framework, the off-diagonal elements of this model will on
average be larger compared to the asymmetric overdominance models if strong divergence
between the alleles is assumed, even if the intrinsic merits of the alleles are the same in
all examined models. Hence, a stabilising effect on the k-allele system can be expected
under DAA, which in turn can increase both the number of alleles that can be maintained at
equilibrium, and the difference in intrinsic merit between the best and the worst extant allele.
The DAA model can only maintain a higher number of alleles than the RAsOD model if
the overlap between the alleles in the system is sufficiently small, which in turn results in a
good coverage of the pathogen epitope space. This is demonstrated in the following simple
example: Assume a system of three alleles, with intrinsic merits of w1 = 0.8, w2 = 0.7,
w3 = 0.1. The RAsOD model predicts that such a system is unstable, since the intrinsic
merit of allele A3, w3, lies below the stability threshold value of k−1k · wˆ ≈ 0.158. In the
DAA model, however, the pathogen recognition sites of both alleles need to be known in
order to calculate the fitnesses of the genotypes, fij , which in turn can be used to populate
the genotype fitness matrix and solve the system of linear equations. The following example
represents a system with three divergent alleles with pathogen recognition sites according to
the following layout (1 is a recognition site of a specific pathogen epitope, corresponding to
a black box in figure 2.1, 0 is no recognition site of this epitope, corresponding to a white
box in figure 2.1):
Allele A1 0111111110 w1 = 0.8
Allele A2 1111111000 w2 = 0.7
Allele A3 0000000001 w3 = 0.1
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This system results in the following genotype fitness matrix F :
F =
 0.8 0.9 0.90.9 0.7 0.8
0.9 0.8 0.1
 (2.19)
These alleles have the same intrinsic merits as in the RAsOD model, and nevertheless the
system is stable (solving the system of linear equations yields equilibrium frequencies for
alleles A1, A2 and A3 of 65.2%, 30.4% and 4.3%, respectively). In general overdominance
can maintain a k-allele polymorphism as long as the off-diagonal elements, i.e. the fitness
values of the heterozygotes, are sufficiently “dominating” the diagonal elements, the fitness
values of the homozygotes, and the fitness values of the heterozygotes are sufficiently close to
each other, which both applies in this example. However, many other recognition site layouts
with three alleles of the same intrinsic merits that do not lead to a stable polymorphism
are possible in the DAA model. But is a higher allelic polymorphism in the DAA model
compared to the AsOD models common or rather the exception? Chapter 3 sheds more light
on this question by comparing the maintenance of alleles in various overdominance models
under different scenarios.
2.4 Discussion and Conclusions
By using the general mathematical framework of a single locus multi-allele model, I classi-
fied traditional models of heterozygote advantage that do not include any spatial or temporal
variation by comparing their fitness matrices. Building on a concept of balancing selection
suggested by Wakeland et al. (1990) that extends traditional heterozygote advantage mod-
els by favouring differences between alleles, I developed a novel overdominance model and
demonstrated how such a model fits into the general single locus multi-allele framework
presented before.
Comparing all these overdominance models in the general framework clarifies the connection
between the assumptions made in each of the models, and the results in terms of allele
numbers, frequencies and intrinsic merits of alleles maintained at equilibrium.
For example, Lewontin et al. (1978) created random fitness matrices with no explicit over-
dominance model assumed. In this case, that vast majority of these fitness matrices did not
represent a polymorphic equilibrium, particularly when the number of alleles increased. The
only exceptions were situations that came close to symmetric overdominance, with heterozy-
gotes having nearly equal fitness, i.e. situations that can be approximated by the genotype
fitness matrix (2.12). The same fitness matrix applies to the symmetric overdominance mod-
els described by Takahata and Nei (1990) and Satta (1997). Generic asymmetric overdomi-
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nance models, where heterozygotes have an equal and constant advantage over homozygotes
(equation 2.13), as well as the reinforcing asymmetric overdominance model as defined by
De Boer et al. (2004) with genotype fitness matrix (2.17) do not generally lead to strongly
polymorphic situations at equilibrium (Lewontin et al., 1978; De Boer et al., 2004). How-
ever, other overdominance models with different genotype fitness matrices might well be
both asymmetric in the fitness of the homo- and heterozygotes and support a larger number
of alleles at equilibrium. One of these models, based on the DAA hypothesis (Wakeland
et al., 1990) and with a genotype fitness matrix that depends on epitope recognition patterns,
was discussed in section 2.3.4 and will be explored together with alternative overdominance
models in chapter 3.
All these results and observations together help understand why different authors came to
different conclusions regarding the capacity for overdominance to contribute to MHC poly-
morphism at equilibrium. Chapter 3 will examine the models discussed in this chapter and
the amount of polymorphism they can sustain in more depth.
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Chapter 3
MHC Diversity at Equilibrium under
Different Overdominance Models
3.1 Introduction
Heterozygote advantage has been found to act in a wide range of vertebrate species, and
particularly on MHC genes (Thursz et al., 1997; Carrington et al., 1999; Arkush et al., 2002;
Stear et al., 2005). Nevertheless, the question of whether heterozygote advantage is indeed
the main factor in maintaining the “extreme genetic diversity” (Apanius et al., 1997) of the
MHC region has been hotly debated, and still there is no consensus (see chapter 1). Takahata
and Nei (1990) and Satta (1997), using earlier theoretical work of Robertson (1962) and
Karlin and Lessard (1984), argued in favour of this theory, while other authors, such as
Lewontin et al. (1978) and De Boer et al. (2004) doubted an important role of heterozygote
advantage in the maintenance of MHC diversity. This dispute has been further obscured
by the question whether symmetric overdominance can be considered as a realistic model
of heterozygote advantage, or whether the asymmetry in fitness that different alleles confer,
and the asymmetry among heterozygotes, is important enough to force a move to asymmetric
overdominance models.
Here I investigated the capacity of different overdominance models to maintain multiple
alleles at equilibrium. All the models examined were defined in the general framework
outlined in chapter 2 by their genotype fitness matrix F . I compare the results of the different
overdominance models in terms of the number of persisting alleles, their frequencies and
intrinsic merits, and more advanced measures of diversity such as diversity profiles qDZ
(Leinster and Cobbold, 2012), which will be extensively used in chapters 4, 5 and 6.
Finally, I discuss the biological realism of the models, as well as their limitations and poten-
tial model expansions.
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3.2 Materials and Methods
3.2.1 Description of the allele frequency update algorithm
To explore the number of alleles n that can be maintained in a k-allele system (n ≤ k) under
different overdominance models, I used an iterative algorithm that changed the frequencies
of the alleles in the gene pool from one generation to the next using equation 2.2. This
is possible since an equilibrium solution of the k-allele system solves the system of linear
equations given by (Karlin and Lessard, 1984)
(Fp∗)i = w¯(p∗) i = 1, . . . , k (3.1)
Here, w¯(p∗) is the population fitness of the k-allele system when allele frequencies are at
equilibrium. Since the left-hand side of equation 3.1 is just the marginal fitness of allele i
(see equation 2.3), this implies that the marginal fitnesses are equal at equilibrium. For that
reason, the method of applying allele frequency changes according to equation 2.2 in every
generation ultimately leads to exactly the allele frequency distribution at equilibrium, as the
marginal fitnesses become more similar from one generation to the next. The dynamics of
2.2 is ultimately governed by Fisher’s fundamental theorem of natural selection (Liberman,
1991), as w¯(p) increases from one generation to the next as long as allele frequencies are
not at equilibrium.
Though the matrix formulation assumes an infinite population, the algorithm was set to re-
move alleles form the gene pool if their frequencies fell below a threshold value of 10−8; this
was done to ensure that alleles can be lost. The updating of the frequencies of the remaining
alleles was performed for as many generations as was necessary to ensure that the marginal
fitnesses of all the alleles were equal (when rounded to 15 decimal places). This is equivalent
to a state where the frequencies of the remaining alleles have reached equilibrium (p∗), and
hence no further allelic loss can occur.
3.2.2 Allele configurations explored
To facilitate comparison between the different overdominance models, two (arguably quite
artificial) scenarios were explored for all models (see table 3.1). The first scenario started
with an initial set of 100 alleles, whose intrinsic merits were uniformly distributed in the
interval [0, 1], with the intrinsic merits of the top and bottom allele being 0.995 and 0.005,
respectively. This means that homozygotes with two top alleles had a fitness of ftt = 0.995,
which is nearly 200 times higher than homozygotes with two bottom alleles (fbb = 0.005),
and implies that individuals carrying the top allele were nearly fully protected against all
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pathogens.
The second scenario started with just 50 alleles whose intrinsic merits were uniformly dis-
tributed in the interval [0.01, 0.5], and the top and bottom allele had intrinsic merits of 0.01
and 0.5, respectively.
scenario number of initial alleles intrinsic merits of initial alleles
1 100 0.005, 0.015, 0.025, . . . , 0.995
2 50 0.01, 0.02, 0.03, . . . , 0.5
Table 3.1: Initial sets of alleles in the two scenarios explored.
These scenarios were chosen to allow for a more general interpretation of the results, as they
covered situations that resulted in a low (scenario 1) or high (scenario 2) heterozygote ad-
vantage (see table 3.2). Heterozygote advantage is low for scenario 1 as only the alleles with
the highest intrinsic merits ultimately persist; these are relatively close to one for scenario 1
but not for scenario 2. This results in homozygotes with a fitness close to one for scenario 1
(the fitness of heterozygotes lies between the fitness of the corresponding homozygotes and
one in all overdominance models).
3.2.3 Overdominance models and diversity measures
When assessing the capacity for heterozygote advantage to maintain a stable polymorphism
of k alleles, the overdominance model used plays a crucial role (see section 2.3). All over-
dominance models characterised in chapter 2, the symmetric overdominance (SOD) model
that allows for variation in the intrinsic merit of alleles, the simple asymmetric overdom-
inance model (SAsOD), the reinforcing asymmetric overdominance (RAsOD) model and
the divergent allele advantage (DAA) model were explored. All these models except for
the DAA model are fully deterministic, therefore a single run of the allele frequency update
algorithm described earlier (see section 3.2.1) was sufficient to obtain the set of persisting
alleles. In case of the DAA model, the recognition site patterns were drawn randomly at
the start of each run of the allele frequency update algorithm, which was then applied for as
many generations as was necessary to reach equilibrium.
The final set of stable alleles was used to calculate values of interest; for the DAA model,
these values were averaged over all simulation runs that were performed (10000 unless spec-
ified otherwise). The overdominance models were compared in terms of two simple diversity
measures, the number of alleles maintained at equilibrium and the range of intrinsic merits
of these stable alleles. In special cases, more advanced diversity measures, such as diversity
profiles qDZ (Leinster and Cobbold, 2012), were used to compare certain models.
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3.3 Results
3.3.1 Simple measures of persisting allelic diversity in the dif-
ferent overdominance models
Figures 3.1, 3.2 and 3.3 show the distribution of the frequencies of the persisting alleles
for scenarios 1 and 2 for the SOD, SAsOD and RAsOD model, respectively. All these
overdominance models had a strict relationship between the intrinsic merit of an allele and its
frequency, resulting in a strict order of the allele frequencies according to their intrinsic merit.
This was different for the DAA model (figure 3.4 shows the allele frequency distribution
for a particular randomly drawn configuration for each scenario), where alleles with lower
intrinsic merit could still exist at higher equilibrium frequencies than alleles with higher
intrinsic merit, i.e. the allele frequencies were not necessarily all ordered in magnitude in the
same way as the intrinsic merits of the alleles were.














































Figure 3.1: Distribution of the frequencies of alleles in the SOD model for scenario 1 (left)
and scenario 2 (right).
Table 3.2 shows the number of persisting alleles (nequil) and the range of intrinsic merits
of the alleles that were maintained (requil), defined as the absolute difference between the
allele with the highest intrinsic merit and the allele with the lowest intrinsic merit from
the set of persisting alleles. It also shows the amount of heterozygote advantage Ahet,equil
that was present in the final gene pool, calculated as the increase in the average fitness of
heterozygotes compared to the average fitness of homozygotes. For the DAA model, the
95% confidence intervals, obtained from a Monte Carlo bootstrapping algorithm with 10000
repeats for each simulation run and the quantiles function of R (R Development Core Team,
2011), and the maxima are given for all three measures.
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Figure 3.2: Distribution of the frequencies of alleles in the SAsOD model for scenario 1
(left) and scenario 2 (right).


































Figure 3.3: Distribution of the frequencies of alleles in the RAsOD model for scenario 1
(left) and scenario 2 (right).
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Figure 3.4: An illustrative distribution of the frequencies of alleles in the DAA model for
scenario 1 (left) and scenario 2 (right). These distributions correspond to a single, random
set of starting alleles.
nequil requil Ahet,equil
scenario 1 95% CI max 95% CI max 95% CI
SOD 100 100 0.99 0.99 1.35%
SAsOD 5 5 0.04 0.04 0.69%
RAsOD 14 14 0.13 0.13 0.69%
DAA [11, 16] ≥ 20 [0.12, 0.24] ≥ 0.25 [0.64%, 0.79%]
nequil requil Ahet,equil
scenario 2 95% CI max 95% CI max 95% CI
SOD 50 50 0.49 0.49 220.28%
SAsOD 10 10 0.09 0.09 49.95%
RAsOD 10 10 0.09 0.09 49.95%
DAA [7.86, 11.00] ≥ 14 [0.07, 0.12] ≥ 0.14 [48.95%, 53.86%]
Table 3.2: Number of persisting alleles (nequil), range of intrinsic merits of persisting alleles
(requil) and heterozygote advantage in the set of persisting alleles (Ahet,equil) in different
overdominance models. Only for the DAA model, the 95% confidence intervals for nequil,
requil and Ahet,equil are given, while these values do not vary in the other overdominance
models.
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The number of alleles persisting in the DAA model and the range of intrinsic merits of these
alleles varied depending on how the recognition sites of the alleles Ai were set. This is
demonstrated in figures 3.5 (number of alleles maintained) and 3.6 (range of intrinsic merits
of persisting alleles), which show the distributions resulting from 10000 simulation runs,
each of which uses a randomly drawn epitope recognition pattern for all 100 (scenario 1) or
50 (scenario 2) alleles.
For scenario 1, the number of persisting alleles in the DAA model was on average similar to
the number of persisting alleles in the RAsOD model (marked in blue), but there was a fair
amount of variation around this mean value, with some allele sets resulting in very low or
very high numbers of persisting alleles. A similar result can be seen in scenario 2, however
with a distribution that is slightly biased towards lower allele numbers.
The range of intrinsic merits of the set of persisting alleles in the DAA model also followed
a distribution that is centered around the range supported in the RAsOD model for scenario
2, while the supported ranges were on average much higher in the DAA model compared to
the RAsOD model for scenario 1.
The distribution of the product of the number of persisting alleles and the range of their
intrinsic merits gave information about the proportion of configurations that supported large
numbers of alleles while still allowing for a considerable variation in intrinsic merit of the
alleles maintained (figure 3.7). For most configurations in scenario 1, this product was higher
in the DAA model, while for scenario 2 the number of configurations with higher and lower
products was comparable.


































Figure 3.5: Distributions of the number of alleles maintained at equilibrium in the DAA
model for scenario 1 (left) and scenario 2 (right). The blue bar marks the number of persisting
alleles in the RAsOD model.
While on average the number and intrinsic merit ranges of persisting alleles were not greatly
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Figure 3.6: Distributions of the range of intrinsic merits of the set of alleles maintained at
equilibrium in the DAA model for scenario 1 (left) and scenario 2 (right). The blue bar marks
the range of intrinsic merits in the RAsOD model.






































Figure 3.7: Distributions of the product of the number of alleles maintained at equilibrium
and the range of intrinsic merits of these alleles in the DAA model for scenario 1 (left) and
scenario 2 (right). The blue bar marks the same measure in the RAsOD model.
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different between the DAA and the RAsOD models, sets of initial alleles that at the same
time resulted in a higher number of persisting alleles and a larger intrinsic merit range of
these persisting alleles (as compared to the RAsOD model) did exist in the DAA model.
The maximum values given in table 3.2 represent the maximum found over 200000 and
1000000 simulation runs for scenarios 1 and 2, respectively. These numbers are hence lower
boundaries of possible maximum values, which means that sets of alleles existed where allele
numbers were at least 40% higher in the DAA than in the RAsOD model, while the range of
intrinsic merits was at the same time over 40% higher for scenario 2, and over 90% higher
for scenario 1, again comparing the DAA model to the RAsOD model.
3.3.2 Diversity profiles of selected overdominance models
A more sophisticated way to characterise diversity is to examine diversity profiles qDZ (Le-
inster and Cobbold, 2012) for the different models and scenarios. Figure 3.8 compares the
diversity profiles of the asymmetric overdominance models with the DAA model. The top
row of figure 3.8 was generated from allele frequency data that did not take similarity be-
tween alleles into account (“naive” diversity, Z = I). These two plots show the diversity
profiles for scenario 1 (left) and scenario 2 (right) when q varies from 0 to 10. For the figures
in the bottom row a similarity measure was used, the intrinsic merit difference between pairs
of alleles, since this measure can be applied to all models. Entries in the similarity matrix Z
have to be normalised to the interval between 0 and 1, where 0 corresponds to two totally dif-
ferent alleles, and 1 corresponds to two alleles that are the same with respect to the property
of interest.
When the intrinsic merit difference between pairs of alleles is used as a similarity measure,
then equation 3.2 gives a possible normalisation; this normalisation is used in figure 3.8.
Zij =
(wmax − wmin)− | wi − wj |
wmax − wmin (3.2)
Here, wmax and wmin are the maximum and minimum intrinsic merits allowed (i.e. 1 and 0
in scenario 1 and 0.5 and 0 in scenario 2), and wi and wj are the intrinsic merits of alleles Ai
and Aj . If wi = wj , then similarity between alleles Ai and Aj is 1, but if e.g. wi = wmax and
wj = wmin, then the similarity between alleles Ai and Aj is 0 (these alleles are considered
entirely different).
Comparing the top row to the bottom row of figure 3.8 demonstrated that diversity increased
in the DAA model relative to the asymmetric overdominance models if intrinsic merit dif-
ference was taken into account. This was a significant relative increase, as variation between


































































































































Figure 3.8: Comparison of the naive diversity profiles (top) and the diversity profiles when
taking into account the similarity of alleles in terms of their intrinsic merit (bottom), for
scenario 1 (left) and scenario 2 (right). The light red band shows the 95% confidence interval
for the DAA model, which is too narrow to be distinguishable for all figures except the
bottom right figure.
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3.3.3 Diversity in the DAA model
One important question still remains: what are the differences between sets of alleles in
the DAA model that result in larger numbers of persisting alleles and a higher range of
their intrinsic merits, and those where the number of persisting alleles and their range is
low – and which sets of alleles can be considered more diverse, in particular when using
more elaborate diversity measures like diversity profiles? To answer the first part of this
question, it is desirable to simplify it by examining the correlation between the number of
alleles maintained at equilibrium and the range of intrinsic merits of these alleles. The setup
of both scenarios, with a fixed number of starting alleles whose intrinsic merits were evenly
distributed already indicates that a positive correlation between these values can be expected,
and figure 3.9 confirmed this presumption. The R-squared values were 15.5% for scenario 1
and 52.3% for scenario 2, and the regression line had a distinct positive slope. For that reason
only relationships involving the number of persisting alleles were subsequently investigated,








































































































































































































































Figure 3.9: Correlation between the number of alleles maintained at equilibrium and the
absolute range of intrinsic merits of these alleles for scenario 1 (left) and scenario 2 (right).
3.3.3.1 Number of persisting alleles and susceptible recognition sites of het-
erozygotes
The sets of alleles used when starting the simulations did not differ in intrinsic merits or
frequencies of alleles they contained. The main differences between any two sets of alleles
in the DAA model were the positions of “susceptible” recognition sites (white squares in
figure 2.1) on the alleles. According to the definition of genotype fitness in this model (see
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section 2.3.4), the proportion of susceptible recognition sites of a genotype directly translates
to the fitness of this genotype. If heterozygous genotypes carry alleles that complement
each other well, then these genotypes will have an advantage over the two corresponding
homozygous genotypes, and the respective increased off-diagonal element in the genotype
fitness matrix will stabilise the set of alleles. Also, this will result in an increase in the
amount of heterozygote advantage for this allele set.
The first relationship analysed was therefore the relationship between the average proportion
of susceptible recognition sites of heterozygotes and the number of alleles maintained at
equilibrium. Figure 3.10 shows that there was a positive correlation between these measures,
i.e. in sets where the number of persisting alleles was large, heterozygous genotypes had on
average more susceptible recognition sites. The R-squared values were 51.2% and 76.3%
for the unweighted allele sets (top row in figure 3.10) and scenarios 1 and 2, respectively,
and 13.9% and 33.0% for the weighted allele sets (bottom row in figure 3.10) and scenarios
1 and 2, respectively.
The intuitive explanation for situations where larger numbers of alleles were maintained was
that the bottom alleles (in terms of intrinsic merit) have more susceptible recognition sites,
and therefore these alleles will create genotypes with higher numbers of susceptible recog-
nition sites; however this was not the main driver of the positive relationship between the
proportion of susceptible recognition sites and the number of alleles. As the frequencies of
the bottom alleles were typically very low, these alleles did not have a large impact on the
average proportion of susceptible recognition sites once genotypes were weighted by their
frequencies (bottom row in figure 3.10), which means that such an explanation did not gener-
ally apply. An alternative explanation emerges when taking only the m most frequent alleles
of each situation into account. This approach avoided any bias from different numbers of
alleles in the sets of persisting alleles, and comparisons of average proportions of suscep-
tible recognition sites and their relationship to the number of alleles maintained were more
meaningful.
Figure 3.11 shows the same relationship as figure 3.10, except that the average proportion
of susceptible recognition sites was calculated from the m = 8 (in case of scenario 1) and
m = 4 (in case of scenario 2) most frequent alleles only. Again there was a pronounced
positive correlation.
Interestingly, the same positive correlation existed for all m (3 ≤ m ≤ nmin) if m is the
number of top alleles and nmin = 10 for scenario 1 and nmin = 8 for scenario 2 (these
values for nmin were chosen in order to include all situations where m was less than or
equal to the number of persisting alleles for the majority of repetitions). This is shown in
figure 3.12. The relationship between the two measures had a distinct positive slope that was

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.10: Average proportion of susceptible recognition sites of heterozygotes vs. number
of alleles maintained at equilibrium for scenario 1 (left) and scenario 2 (right). In the top
row all persisting alleles are weighted equally, whereas in the bottom row the proportions of
the heterozygous genotypes are used as weights. A positive correlation can be seen for all
situations.
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genotypes were weighted according to their equilibrium frequencies (bottom row of figure







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.11: Average proportion of susceptible recognition sites of heterozygotes vs. number
of alleles maintained at equilibrium for scenario 1 (left) and scenario 2 (right). Only the eight
(scenario 1) and four (scenario 2) most frequent alleles were taken into account. For the two
top figures, all maintained alleles had the same weight, whereas the two bottom figures use
the equilibrium frequencies of the heterozygous genotypes as weights. A positive correlation
can be seen for all situations.
3.3.3.2 Number of persisting alleles and population fitness
Another interesting aspect is that there was a relationship between the number of persisting
alleles and the population fitness. These measures showed a pronounced negative correlation
(figure 3.13), which was a somewhat surprising result, given that intuitively more alleles are
expected to increase heterozygosity and thus population fitness in an overdominance system.
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Figure 3.12: Average proportion of susceptible recognition sites of heterozygotes vs. number
of alleles maintained at equilibrium for scenario 1 (left) and scenario 2 (right). Only the j
most frequent alleles (MFA) were taken into account, with j varying from 3 to 10 for scenario
1 and 3 to 6 for scenario 2. The black regression line corresponds to all alleles taken into
account. For the two top figures, all maintained alleles had the same weight, whereas the two
bottom figures use the equilibrium frequencies of the heterozygous genotypes as weights. A
positive correlation can be seen for all situations.
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In this case, however, this result was just an implication of the positive correlation between
the average proportion of susceptible recognition sites of heterozygotes and the number of
alleles maintained at equilibrium. If heterozygotes have more susceptible recognition sites,
then population fitness decreases – this was confirmed by figure 3.14, which demonstrates
a relatively strong negative correlation between these measures, with an R-squared value of





























































































































































































































































































































































































































































































































































































































































































Figure 3.13: Population fitness vs. number of alleles maintained at equilibrium for scenario


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.14: Population fitness vs. average proportion of susceptible recognition sites of het-
erozygotes for scenario 1 (left) and scenario 2 (right). Both figures use the proportions of the
heterozygous genotypes as weights. A negative correlation can be seen for both scenarios.
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3.3.3.3 Diversity profiles for different sets of alleles in the DAA model
While it was demonstrated that lower numbers of alleles persisting at equilibrium were cor-
related with a better covering of the epitope recognition space by the most frequent alleles,
the question still remains whether these sets of alleles are in fact less diverse than sets that
maintain a higher number of alleles, but where the most frequent alleles cover the epitope
recognition space less well. Clearly, an answer to this question depends on how diversity is
defined.
I approached this question by using diversity profiles (Leinster and Cobbold, 2012) as a
measure of diversity, both for naive diversity that does not take similarity measures into
account, and for simlarity-sensitive diversity. I used two different similarity measures: in the
first case I defined dissimilarity as the difference between intrinsic merits of alleles (as in
section 3.3.2); for the second case I defined dissimilarity as the proportion of differences in





Here, lt denotes the total number of epitope recognition sites of an allele (200 in scenario 1
and 100 in scenario 2), while lij is the number of differences in the epitope recognition sites
between alleles Ai and Aj . This similarity measure is used since it is strongly connected
to the notion of coverage of the epitope recognition space by genotypes (see below), and
therefore, as shown in figure 3.14, to the population fitness.
In terms of both their naive and similarity-sensitive diversity profiles it is necessary to dis-
cuss scenarios 1 and 2 separately, as the implications are different. I subsequently examine
diversity profiles for numbers of persisting alleles ranging from 10 to 18 in case of scenario
1 and 7 to 12 for scenario 2, as only these cases were supported by a large enough number
of allele sets (see figure 3.5).
For scenario 1, the naive diversity profiles for numbers of persisting alleles ranging from
10 to 18 intersected, and therefore figure 3.15 splits this set of diversity profiles into three
viewpoint parameter intervals for ease of viewing. For low values of the viewpoint parameter
q, i.e. if more emphasis is put on the absolute number of alleles compared to the evenness
of allele frequencies, diversity was highest for sets where the number of persisting alleles
was high, and steadily decreased to sets where the number of persisting alleles was low (top
left figure). This changed however when q increased, and more emphasis was put on the
evenness of allele frequencies. The profile curves crossed between q = 1 and q = 2 (top
right figure). For the highest values of q, diversity was greatest for sets where the number
of persisting alleles was low, and steadily decreased to sets where the number of persisting
alleles was high (bottom left figure), in contrast to the situation for small q. This implies that
in scenario 1, an answer to the question “which sets of alleles exhibit on average a greater
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naive diversity, sets with a larger or a smaller number of persisting alleles”, depends on the
viewpoint, reflected in the viewpoint parameter q. For scenario 2, the answer is simpler;
here, sets with a higher number of persisting alleles also exhibited a larger naive diversity for






















































































































Figure 3.15: Diversity profiles for naive diversity for scenario 1 (top left, top right and bottom
left) and scenario 2 (bottom right). The naive diversity profile for scenario 1 is split into three
viewpoint parameter intervals for ease of viewing. The coloured lines correspond to sets with
different numbers of persisting alleles.
When using the intrinsic merit as a measure for allele similarity, just as in the overdominance
model comparison of section 3.3.2, then sets with a higher number of persisting alleles were
more diverse for all values of q in both scenarios (figure 3.16). This is in line with figure 3.9
and the strong correlation between the number of alleles maintained and the range of their
intrinsic merits. In scenario 1, this effect was strong enough to reverse the order of curves in























































































Figure 3.16: Diversity profiles for similarity-sensitive diversity for scenario 1 (left) and sce-
nario 2 (right). The coloured lines correspond to sets with different numbers of persisting
alleles. This similarity-sensitive diversity profile uses differences between intrinsic merit of























































































Figure 3.17: Diversity profiles for similarity-sensitive diversity for scenario 1 (left) and sce-
nario 2 (right). The coloured lines correspond to sets with different numbers of persisting
alleles. This similarity-sensitive diversity profile uses differences between epitope recogni-
tion sites of alleles as a measure for similarity between alleles.
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Another possible measure of allelic diversity specifically for the DAA model discussed here
is the proportion of differences in the epitope recognition sites between alleles of heterozy-
gotes (figure 3.17 shows the respective diversity profiles). For this measure the two scenarios
behaved differently. In scenario 1, there was a positive correlation between the differences
in the epitope recognition sites of heterozygotes and the susceptible positions of heterozy-
gotes, both weighted by genotype frequency (R-squared value of 21.0%, figure 3.18 (left)),
whereas in scenario 2, the same correlation was negative (R-squared value of 91.1%, figure
3.18 (right)).
When examining the diversity profiles themselves (figure 3.17), then the diversity when us-
ing the differences in the epitope recognition sites between alleles as a similarity measure
decreased from sets with large numbers of alleles maintained to sets with small numbers of
persisting alleles for scenario 1 and all q (therefore reversing the order of the naive diversities
for larger values of q). For scenario 2, however, the opposite is true, and diversity increased
from large to small numbers of persisting alleles, again for all q (reversing the order of the
naive diversities for all q).
These results are now particularly interesting in the context of population fitness. In scenario
1, the sets with the highest numbers of persisting alleles were the most diverse sets when
including epitope recognition site differences (figure 3.17, left). Genotypes consisting of
alleles of these sets had, however, a higher average proportion of susceptible sites (figure
3.18, left), which in turn resulted in a lower population fitness (figure 3.14, left), in line with
earlier results (3.13, left).
Scenario 2 behaved differently, as sets with the lowest numbers of persisting alleles were the
most diverse sets when including epitope recognition site differences in this scenario. How-
ever, as the heterozygotes consisting of alleles of sets with the lowest numbers of persisting
alleles (i.e. sets of alleles where the top alleles complement each other particularly well)
had a lower average proportion of susceptible sites (figure 3.18, right), population fitness
nevertheless decreased for sets with large numbers of persisting alleles, in line with figure
3.13 (right). This is because population fitness was negatively correlated with the average
proportion of susceptible sites of heterozygotes (figure 3.14, right). Therefore, in scenario
2, sets with low numbers of persisting alleles were the most diverse ones when including
recognition site differences, and these sets had a low average proportion of susceptible sites
of heterozygotes, and thus a high population fitness.
3.4 Discussion
One of the primary aims of any theory attempting to explain the extraordinary polymor-













































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 3.18: Average proportion of susceptible recognition sites of heterozygotes vs. average
proportion of recognition site differences of heterozygotes, for scenario 1 (left) and scenario
2 (right).
grouped into two categories, symmetric overdominance models, where all the heterozygotes
have the same fitness value, and asymmetric overdominance models, where the fitnesses of
homozygotes as well as heterozygotes may vary, but heterozygotes are on average fitter than
homozygotes.
While symmetric overdominance models are often preferred when a theory capable of ex-
plaining large numbers of alleles is required (Takahata and Nei, 1990; Stoffels and Spencer,
2008), their biological realism is sometimes disputed (De Boer et al., 2004), as there is some
evidence of considerable fitness differences between heterozygotes (Bronson et al., 2013).
However, the more asymmetric overdominance models are, the lower the degree of MHC
diversity they are able to explain (reviewed in Hedrick (1999)). These restrictions have led
authors to reject heterozygote advantage as a primary driver of MHC diversity altogether
(Lewontin et al., 1978; De Boer et al., 2004).
The divergent allele advantage (DAA) model, built on the concept of balancing selection
suggested by Wakeland et al. (1990) and discussed in chapter 2, could explain the MHC
polymorphism better, as it is more closely linked to the biology of the MHC, and intrinsically
allows for asymmetry in the fitness of heterozygotes. This made it desirable to include the
DAA model in the equilibrium analysis performed in this chapter.
In the symmetric overdominance (SOD) model explored here, all alleles of the starting set
were maintained in both scenarios, therefore the range of intrinsic merits of alleles was al-
ways the entire range of the set of initial alleles. This is confirmed by earlier theoretical
and simulation results, which demonstrated that symmetric overdominance is a mechanism
which is capable of maintaining large numbers of alleles (Takahata and Nei, 1990; De Boer
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et al., 2004). However, such a model struggles to explain allelic loss other than from stochas-
tic events, and would therefore predict the persistence of alleles that confer a very low fitness
on homozygotes at equilibrium.
In both the simple (SAsOD) and the reinforcing asymmetric overdominance (RAsOD) mod-
els, only the alleles with the highest intrinsic merits persist at equilibrium. This is because
alleles with low intrinsic merit create homozygotes, but also heterozygotes with low fitness,
and therefore the marginal fitness values of these alleles stay below the population fitness,
causing a decrease of the frequencies of these alleles in every generation until they fall below
the threshold value and are removed from the population.
The DAA model behaves similarly to the asymmetric overdominance models, with the main
difference that allele frequencies at equilibrium are not necessarily arranged according to
size, and “holes” where alleles with higher intrinsic merit are absent, while alleles with lower
intrinsic merit are maintained (see figure 3.4), can exist. This is important, as it demonstrates
that to a degree alleles can compensate low intrinsic merit by possessing epitope recognition
patterns that complement the most frequent alleles well.
Comparing traditional asymmetric overdominance models to the DAA model, it was shown
that the DAA model can lead to a higher or lower amount of polymorphism for the same set
of initial alleles.
If the polymorphism is measured in terms of the number of alleles maintained, then the
average value for the DAA model is similar to the number of persisting alleles in the RAsOD
model for both scenario 1 and 2. When comparing the range of the intrinsic merits of the
persisting alleles, then the DAA model is on average more polymorphic than the RAsOD
model for scenario 1, but exhibits a similar level of diversity for scenario 2. The same is
true if the product of the number of alleles maintained and the range of the intrinsic merits
is considered. The latter measure is important, as the maintenance of more alleles requires
a narrower window for the intrinsic merits of the persisting alleles (De Boer et al., 2004).
This result alleviates concerns about the capacity for overdominance in general to maintain
both larger numbers of alleles and variation in intrinsic merit of these alleles (De Boer et al.,
2004), as a substantial proportion of simulations in both scenarios showed a greater allele-
range product in the DAA model compared to the RAsOD model.
When comparing diversity for a range of different viewpoints by using similarity-sensitive
diversity profiles together with intrinsic merit of alleles as the similarity measure, then the
DAA model is more diverse than both asymmetric overdominance models for scenario 1,
and more diverse than the RAsOD model (and similar in diversity to the SAsOD model) for
scenario 2.
The amount of polymorphism when using simple diversity measures, such as the number
of alleles maintained or the range of the intrinsic merits of these alleles, ultimately depends
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on the particular epitope recognition patterns of the alleles in the initial set. The results
demonstrated that if the most frequent alleles (which are in general also the alleles with the
highest intrinsic merits) complement each other well, i.e. if the genotypes emerging from this
pool of complementary alleles have on average only few susceptible recognition sites, then
there is little room for additional alleles, and the number of alleles maintained at equilibrium
is low while the population fitness is high. If, however, the most frequent alleles do not
complement each other particularly well, then more additional alleles can coexist with these
top alleles at equilibrium, particularly if these alleles can contribute recognition sites that the
top alleles lack (i.e. if their recognition site profile complements the more frequent alleles
well).
This is true if the genotypes are weighted according to their expected frequency, but, impor-
tantly, also if the genotypes are all equally weighted. Therefore knowledge of the recognition
patterns of the most frequent alleles already provides information about the potential for a
smaller or larger number of persisting alleles, and a smaller or larger range of intrinsic merits
of these alleles, without any knowledge about their equilibrium frequencies.
Moreover, knowledge of the average proportion of differences between alleles of heterozy-
gotes and the correlation of this value with the average proportion of susceptible positions
of heterozygotes can already provide a wealth of information that can be used to infer diver-
sities of configurations – this was demonstrated when assessing whether sets of alleles with
lower or higher numbers of persisting alleles are more diverse – and the population fitness
relative to other configurations.
Finally, this chapter demonstrated that a detailed analysis is necessary already for very simple
setups, as scenarios 1 and 2 sometimes yielded unexpected or contrary results.
3.5 Conclusions
For the examined setup, SOD models can maintain by far the greatest amount of diversity, as
all alleles will be maintained at equilibrium, independent of their intrinsic merits. The DAA
model can support a moderately greater amount of diversity than traditional asymmetric
overdominance models. This is true not only for well-established single diversity measures
like number and range of persisting alleles, but also for the diversity of order q for all q,
0 ≤ q ≤ ∞, when using the family of diversity measures qDZ (Leinster and Cobbold, 2012)
and a similarity matrix Z based on the intrinsic merit difference between alleles.
Another important result is the significance of the epitope recognition patterns of the most
frequent alleles in the DAA model. The diversity of the set of persisting alleles, and subse-
quently the population fitness, is mainly determined by the degree to which the recognition
patterns of these frequent alleles can complement each other.
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3.5.1 Model limitations
All the aforementioned models consider only single locus multi-allele systems. The MHC
however is a multigene family, and some areas of the MHC are preferentially inherited as
haplotypes. Although reducing this complex region of the genome to a single locus might
seem like an oversimplification, the main properties can be expected to still apply when
intrinsic merits are assigned to haplotypes instead of genes. As linkage disequilibrium is
strong between genes of the MHC class II region (Sommer, 2005), such a redefinition of a
locus is not unreasonable. However, expanding the models to multiple loci, and examining
how this affects the MHC polymorphism would be an interesting line of future research.
Mutation is another phenomenon that is not explicitly considered in these models. This is
because only internal stability of a k-allele system was discussed. When looking at external
stability of such a system, and the invasion prospects of a newly mutated allele, then mutation
needs to be considered as well.
Genetic drift is clearly only captured if the population size is finite, as is, for example, the
case in an agent-based model. Such a model can assess the strength of genetic drift compared
to the strength of selection. Another aspect that is important in real-world populations is
the question whether the population is even at equilibrium. Since most environments are in
dynamic change, a stable equilibrium may be unlikely to ever be reached. A slow approach to
equilibrium, together with permanent environmental change, could result in higher numbers
of alleles present at any point in time, even to the extent that under certain assumptions, these
fluctuations are able to maintain a polymorphism of the MHC without any overdominance
present (Hedrick, 2002).
3.5.2 Perspectives
This chapter demonstrated that the DAA model has the potential to maintain higher numbers
of alleles at equilibrium and at the same time a wider range of intrinsic merits compared to
the RAsOD model. If selection favours divergence between alleles, resulting in a reduced
overlap in epitope recognition sites and therefore in an improved coverage of the epitope
recognition space, then the DAA model is capable of explaining an even larger allelic diver-
sity. This in particular means that the assertion that heterozygote advantage cannot explain
observed diversities of MHC genes, as argued in De Boer et al. (2004), is only true for the
particular asymmetric overdominance model used in this work, but does not have general
validity.
Of all the overdominance models compared here, the DAA model is the only model that has a
mechanistic biological foundation for variation in genotype fitnesses. In addition to that, the
equilibrium analysis has shown that this model can explain a larger allelic diversity compared
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to traditional asymmetric overdominance models under certain conditions, in particular if
selective forces drive sequence divergence. Furthermore, there is empirical evidence that
this form of balancing selection might act in particular host-pathogen systems (Wakeland
et al., 1990; Lenz et al., 2009; O’Connor et al., 2010; Lenz et al., 2013). All this suggests
that the DAA model, based on the divergent allele advantage hypothesis, has the potential to
be a powerful mechanism maintaining diversity at the MHC.
However, to provide a more definitive answer to whether this mechanism might even be
the fundamental force maintaining the polymorphism at the MHC, finite population sizes,
mutations and genetic drift need to be taken into account. I present a more sophisticated
model based on the DAA hypothesis in chapter 4, which is scrutinised in a setting that takes
all the evolutionary forces into account.
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Chapter 4
The Maintenance of MHC Diversity in
a Finite Population Subject to
Evolutionary Forces
4.1 Preface
This chapter was compiled from a draft manuscript of an article that is intended for submis-
sion to a scientific journal. Therefore, the introduction as well as the methods section review
some of the material covered in previous chapters.
4.2 Introduction
One of the main aims of modern genomics is to identify the genes that influence susceptibil-
ity to disease. For Mendelian traits, the presence or absence of disease is determined entirely
or predominantly by the alleles at a single locus. Most infectious, parasitic and autoimmune
diseases are more complex; susceptibility is determined by a number of environmental fac-
tors and multiple genes. Hundreds of studies in thousands of individuals have shown that the
distribution of gene effects is L-shaped. A small number of genes have relatively large ef-
fects while the majority of genes that are associated with disease have only a small influence
on the development of disease (Strachan and Read, 2010).
Surprisingly little effort has gone into analysis of how specific alleles influence disease, in
particular how alleles interact with other alleles at the same locus. Yet this information is
crucial for determining which individuals are susceptible. For example, a genotype with a
single copy of a recessive susceptibility allele has a different prognosis than a genotype with
two copies of the same allele. With heterozygote advantage, the influence of an allele also
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depends upon the other allele at the locus. A lack of understanding of these interactions
is particularly severe for the major histocompatibility complex which is the most important
region of the vertebrate genome in determining susceptibility to disease, but currently only
single allele effects on relatively rare autoimmune diseases are used to predict resistance to
disease (Browning and McMichael, 1996). The purpose of this chapter is to determine how
MHC alleles interact to influence susceptibility to infectious and parasitic diseases. This is
one of the most pressing problems in disease genetics. In addition, the approach may serve
as a model for post genomic analysis of other loci.
In most species of higher vertebrates, the MHC is the most diverse region of the genome
(Klein, 1986; Browning and McMichael, 1996). In humans, over 2000 alleles have been
identified at the class I HLA-A, B and C loci, and over 1000 at the class II HLA-DRB1 locus
(EMBL-EBI, 2015). Fewer individuals have been studied in other species but even so tens
to hundreds of alleles have been identified (Sommer, 2005). In contrast, several species such
as moose and bison exhibit very low levels of MHC diversity (Mikko et al., 1999).
The MHC codes for antigen-presenting proteins that determine the specificity and inten-
sity of the immune response and therefore plays a critical role in resistance against disease
(Browning and McMichael, 1996), but the precise mechanisms maintaining the high levels
of polymorphism remain unknown. The failure to understand how the MHC contributes to
variation in resistance to disease prevents us from optimally managing the health of humans,
livestock and wildlife populations.
The immunological function of the antigen-presenting proteins suggests that heterozygotes
will recognise a wider variety of parasite molecules (“parasite” includes both macropara-
sites and microbial pathogens). Therefore heterozygote advantage has been suggested as
the primary driving force that maintains MHC diversity (Doherty and Zinkernagel, 1975).
Studies in humans (Thursz et al., 1997; Carrington et al., 1999), sheep (Stear et al., 2005),
fish (Arkush et al., 2002) and wildlife (Oliver et al., 2009) have demonstrated that heterozy-
gotes are more resistant to specific diseases than homozygotes. However, genetic models
demonstrate that traditional forms of heterozygote advantage (symmetric and asymmetric
overdominance models) cannot maintain large numbers of alleles unless all alleles confer
very similar fitness (Lewontin et al., 1978; De Boer et al., 2004). The predictions of these
traditional models are contradicted by the existence of a large number of studies that asso-
ciate particular alleles with disease (Radwan et al., 2010), leading to rejection of the pre-
dominant role of heterozygote advantage and the widespread belief that resistance to one
disease confers susceptibility to other diseases (Doherty and Zinkernagel, 1975; Apanius
et al., 1997). This has prevented us from understanding and exploiting MHC variation in
selective breeding of managed populations and hindered us from identifying humans with
increased susceptibility to disease.
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Here, I reconcile the contrasting genetic and immunological viewpoints by examining a
mechanism of intra-locus allelic interaction called divergent allele advantage (DAA) (Wake-
land et al., 1990). This mechanism is a special form of heterozygote advantage. Under
the DAA hypothesis, heterozygotes with divergent alleles recognise a wider set of parasite
molecules than heterozygotes with similar alleles or homozygotes, implying more effective
immune responses against each parasite and also against a wider range of parasites. Under
both the DAA model and traditional asymmetric overdominance models, the marginal fitness
of an allele depends on its intrinsic merit, defined as the fitness of a homozygote carrying
that allele, and its interaction with other alleles. The critical advance over traditional mod-
els of heterozygote advantage is that in the DAA model the fitness of a heterozygote is also
influenced by the number of amino acids that differ between the two alleles.
DAA is being explored experimentally (Richman et al., 2001; Eizaguirre et al., 2012; Lenz
et al., 2013), but distinguishing between competing hypotheses of parasite-mediated selec-
tion from observational data remains challenging (Spurgin and Richardson, 2010). An alter-
native approach is to simulate the evolution of MHC diversity under DAA. This approach
has not been previously possible because when a new species is created by evolution, it will
usually contain an unknown number of MHC polymorphisms. However, both sheep and cat-
tle share an inversion in their MHC, which means that all extant MHC sequences in these
two subfamilies stem from a common ancestral sequence that predates their divergence 20–
40 million years ago (Lewin et al., 1999; Decker et al., 2009). I used this unique feature
of the bovidae to underpin a model of the evolution of MHC diversity and rigorously assess
whether this special form of heterozygote advantage explains observed diversity at the MHC.
4.3 Materials and Methods
4.3.1 Model overview
I ran stochastic simulations over a period of 10 million non-overlapping generations. This
corresponds to approximately 20–40 million years, which reflects the split of the bovidae
from the cervidae (Jermann et al., 1995; Decker et al., 2009). An inversion in the MHC
implies that all extant MHC loci in the bovidae descend from a single ancestral chromosome
(Lewin et al., 1999).
The evolution of a single gene was modelled, with an allele at that locus represented by
the amino acid sequence it encodes. Only alleles with different amino acid sequences were
viewed as distinct alleles. The default number of variable positions on the protein chain
encoded by an allele was n = 82, which is approximately the length of exon 2 of the class II
antigen-presenting loci. This exon contains the antigen binding site and most polymorphisms
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occur in this exon. I used the simplifying assumption that each of the 20 amino acids is
equally likely at any of the n positions of an allele (Brown et al., 1993; Lenz, 2011).
The models presented in this chapter differ from the DAA-inspired model presented in chap-
ters 2 and 3 in terms of how an allele is represented. The DAA-inspired model of chapters 2
and 3 regarded an allele as a distinct pattern of pathogen peptide recognition sites, whereas
a more traditional notion of an allele being represented by the encoded amino acid sequence
is used in this chapter.
4.3.2 Changes in allele frequencies per generation
Frequency changes of the alleles present in generation t were modelled using the allele fre-
quency update algorithm presented in section 3.2.1 together with a procedure that ensured
that allele frequencies remained discrete multiples of the frequency of a single allele repre-
sentative. As an allele representative I consider a single copy of an allele in the gene pool of
a population. If for example just two alleles A and B are present in a population of 10000
individuals, then the gene pool of this population might consist of 15000 representatives of
allele A and 5000 representatives of allele B (the number of representatives of both alleles
A and B sums to 20000, the total number of allele copies in the gene pool).
The allele frequencies in generation t+ 1, pt+1, (where bold indicates a vector) depended on
the frequencies in generation t, pt, (Lewontin et al., 1978) via




where wm is the vector of marginal fitnesses of the alleles, which depends on their intrinsic





where fij is the fitness of a genotype with alleles i and j. The population fitness w¯, the




(pt)j · (wm(pt))j (4.3)
Given a population size m, allele frequencies had to be multiples of qmin = 12m . To ensure
whole-numbered multiples of qmin, I drew new allele frequencies each generation from a
multinomial distribution; this allowed for stochastic loss of alleles through genetic drift, as
opposed to earlier models (Spencer and Marks, 1992).
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In this simulation step selection and drift are handled at the same time by drawing from a
multinomial distribution with the average next-generation frequencies as weights; it precedes
the mutation step (see section 4.3.4) of the simulation in every generation.
4.3.3 Selection under different overdominance models
Differences in fitness among heterozygotes and homozygotes and their respective frequen-
cies determined the marginal fitnesses of the alleles. The fitness of a homozygous individ-
ual, fii, was given by the intrinsic merit of the allele it carries, wi, while the fitness of a
heterozygous individual depended on the overdominance model used. In case of the tradi-
tional symmetric and asymmetric overdominance models (equations 4.4, 4.5 and 4.6), the
amino acid sequences that are encoded by the two alleles a heterozygote individual carries
have no impact on the fitness of this individual, while under the DAA model (equation 4.7)
the sequences do impact fitness, as divergent sequences will more strongly increase the indi-
vidual’s fitness. For all the models, however, amino acid sequences are generated (and may
mutate) in exactly the same way, and intrinsic merits are assigned to newly created alleles
represented by these sequences according to the same procedure (see also section 4.3.4).
In a symmetric overdominance model, all heterozygotes have the same fitness by definition:
fij = d (∀i 6= j) (4.4)
Here, d is a constant and d ≥ fii for all i ensures overdominance. I denote the special case
of an overdominance model where the fitness of all homozygotes is also equal, i.e. fii = d˜
with d˜ < d, as “fully symmetric” or a fully symmetric overdominance (FSOD) model, while
the more general case that allows for differences between the intrinsic merit of alleles (wi) is
just denoted as symmetric overdominance (SOD), even if it is asymmetric in the fitnesses of
the homozygotes.





(wi + wj) + c (4.5)
where wi and wj are the intrinsic merits of alleles i and j, and c is a constant. This model
assumes additive effects of the two alleles, plus an additional, constant fitness contribution
for heterozygotes.
In addition, an alternative model of asymmetric overdominance was examined, subsequently
called reinforcing asymmetric overdominance (RAsOD), which was based on De Boer et al.
(2004). In its simplest form, this model gives the fitness of a heterozygote (fij) as
fij = wi + (1− wi) · wj (4.6)
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As the degree of heterozygote advantage is an emergent property of this model, it is not a
free parameter. Consequently, this alternative model could only be compared against the
other overdominance models for settings 2 and 3 (see section 4.3.5 for a definition of the
settings); for these settings both asymmetric overdominance models (the SAsOD and the
RAsOD model) gave essentially identical results. I therefore restrict discussion to compar-
isons between the SAsOD model and the DAA model in many cases.
In the DAA model, fij is defined as
fij = max(wi, wj) + k · δ (4.7)
where wi, wj are the intrinsic merits of alleles i and j; k is the number of amino acid differ-
ences between the two alleles, and δ is the fitness benefit per amino acid difference. Here,
the fitness of a heterozygote depended not only upon the intrinsic merits of its two alleles,
but also on the number of amino acid differences between their sequences (Wakeland et al.,
1990), each of which adds a fixed contribution to the fitness of the heterozygote. This se-
quence divergence based overdominance contribution relates this model even more directly
to the DAA hypothesis than the DAA-inspired model presented in chapters 2 and 3. Al-
though both these models are called the “DAA model” as they convey the same concept,
they are nevertheless in fact two different models.
The overdominance contribution based on sequence divergence accounts for a sequence-
dependent heterozygote advantage in a similar way as a model presented by Satta (1997),
but the model applied here is distinguished by additionally accounting for differences be-
tween the intrinsic merit of alleles. Furthermore, using the same principle of an allele-based
contribution (allele intrinsic merit) and a contribution of intra-locus interactions for obtain-
ing the fitnesses of heterozygotes for all overdominance models is a major improvement
over models that draw the fitness of heterozygotes randomly from some distribution (Marks
and Spencer, 1991) or lack the component for intra-locus interactions (Spencer and Marks,
1992), particularly when aiming for comparing different overdominance models.
4.3.4 Mutations
Each generation, non-synonymous point mutations may occur at any position in the amino
acid sequence with equal probability. Since any site could affect protein structure or function,
I allowed for mutations at all sites. If an allele existed previously, i.e. if it was a back-
mutation, then its intrinsic merit was set equal to that of the earlier allele, otherwise, its
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where worig is the intrinsic merit of the originator allele (the allele that gave rise to the new
mutation) and winit the intrinsic merit of the initial allele (the allele present at the start of
the simulation). The standard deviation of the Gaussian distribution was σ, the variation in
intrinsic merit of alleles.
New alleles were generated solely by point mutation with a probability of µ per codon per
generation. The number of point mutations per allele in a generation was drawn from a
binomial distribution, and the positions of the amino acid sequence where point mutations
occur were drawn without replacement. All amino acids other than the current one were
assumed to be equally likely replacements. Although gene conversion can increase diversity
in the MHC (Ohta, 1995; Parham and Ohta, 1996), there is a lack of information on the
frequency and extent of gene conversion; I therefore chose not to include gene conversion in
this model. This is a conservative assumption, as it reduced the number of new alleles that
were generated.
The mutation step succeeds the selection and drift step (section 4.3.2) and is ultimately fol-
lowed by a recalculation of the marginal fitnesses of the alleles and the population fitness at
the end of each generation.
4.3.5 Parameter space explored by evolutionary simulations
The key parameters were the mutation rate, µ; the size of the well-mixed population, m; the
number of amino acids per allele, n; the variation in intrinsic merit of alleles, σ; and the
relative heterozygote advantage per amino acid difference, δ. The ranges for these parame-
ters are summarised in table 4.1. By varying the last two parameters (σ and δ) six different
“settings”, i.e. (σ, δ)-pairs, were defined. One of these settings, subsequently called setting
1, was used as the standard setting that generated the main results. Simulations with param-
eter values assigned to the other five settings were then performed to assess the robustness
of these results.
The mutation rate, µ, was given a value of 1.22 · 10−8 per codon, in line with previous
estimates (Takahata and Nei, 1990; Kumar and Subramanian, 2002; Borghans et al., 2004;
Stoffels and Spencer, 2008); to assess the robustness of my results I varied this parameter
from 6.1 · 10−9 to 2.44 · 10−8. The number of variable positions (n) on the protein chain
encoded by an allele was given a default value of 82; I varied this parameter from 41 to 164.
The population size,m, varied between 10 thousand and 10 million. Estimates for population
sizes of bovid species can reach hundreds of millions, given historical accounts of herd sizes
of bison alone (Berger and Cunningham, 1995). Estimates of historical effective population
sizes of bovid species are in the range of 10000 – 100000 for Bos taurus cattle (Gautier et al.,
2007; de Roos et al., 2008; Goddard and Hayes, 2009; MacEachern et al., 2009) and up to
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Parameter Range of values Parameter description
(standard value)
µ 6.1 · 10−9 – 2.44 · 10−8 nonsynonymous point mutation probability
(1.22 · 10−8) per codon per generation
m 10000 – 10 million size of the well-mixed population
n 41 – 164 number of amino acids per allele
(82)
σ 0.006 - 0.08 variation in intrinsic merit of alleles
(0.04)
δ 0.06% – 1.17% relative heterozygote advantage
(0.39%) per amino acid difference
Table 4.1: Parameter ranges used for the simulations. Default values for the parameters
(setting 1) in brackets.
250000 for the Beringia bison (Shapiro et al., 2004; Drummond et al., 2005). Therefore,
the interval between 10 thousand and 10 million individuals provided a reasonable range for
population size in my models.
The remaining parameters, σ and δ, were chosen to give a range of relative heterozygote
advantage, ∆r, at the end of the simulations. The range encompassed observed data and
allowed exploration of settings with extreme ratios of heterozygote advantage to variation in
allele intrinsic merit (table 4.2). Specifically, for a given pair of values of σ and δ I calculated
the heterozygote advantage, ∆r, (measured relative to the average homozygote fitness) at the










Estimates for s in humans vary with the MHC locus and range from less than 0.05 (Hill et al.,
1991; Satta et al., 1994) to 0.3 - 0.46 (Hedrick, 1994; Black and Hedrick, 1997). Settings 1,
2 and 3 correspond to selection coefficients, s, from 0.19 to 0.42 which translate to values
for ∆r from 23% to 71% (see table 4.2). The settings with low heterozygote advantage, i.e.
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settings 4, 5 and 6, correspond to a selection coefficient of 0.04, which translates to a value
of 4.2% for ∆r (see table 4.2). The settings were different in the choice of σ, as theory
(Lewontin et al., 1978) and exploratory simulations showed the ratio of ∆r to σ influenced
the simulation outcomes. Setting 1 has an intermediate ∆r to σ ratio and occupies a central
position in both the σ – δ and σ – ∆ parameter space (figure 4.1). Settings 2 and 3 have
higher ∆r to σ ratios. Settings 4, 5 and 6 have low heterozygote advantage. Setting 4 has a
ratio of ∆r to σ similar to settings 1 and 2. Settings 5 and 6 are extreme settings with low
heterozygote advantage relative to variation in the intrinsic merit of alleles, with setting 6
being the most extreme and already similar to pure dominance.
Setting 1 Setting 2 Setting 3 Setting 4 Setting 5 Setting 6
(σ, δ) (σ, δ) (σ, δ) (σ, δ) (σ, δ) (σ, δ)
∆r ∆r ∆r ∆r ∆r ∆r
(0.04, 0.39%) (0.08, 1.17%) (0.02, 1.02%) (0.006, 0.06%) (0.02, 0.07%) (0.08, 0.10%)
23% 59% 71% 4.2% 4.2% 4.2%
Table 4.2: Model parameters controlling selection. The (σ, δ)-pairs and ∆r for the 6 settings
examined. The parameter σ is the variation in intrinsic merit of alleles, relative to the intrinsic
merit of the initial allele; δ is the increase in fitness of the heterozygote individual for each
difference in the MHC allele sequences, relative to the intrinsic merit of the initial allele;






































Figure 4.1: The positions of the (σ, δ)- and (σ, ∆r)-pairs of the 6 settings examined (see
table 4.2) are marked. Settings were chosen in order to cover situations with different ratios
of heterozygote advantage to the variation in the intrinsic merit of alleles.
I ran simulations using the DAA model and the SAsOD model for all settings. The RAsOD
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model, for reasons given in section 4.3.3, was only simulated for settings 2 and 3, and the
SOD model was only simulated for settings 2 and 5, representing situations with a high and
low ratio of ∆r to σ.
The sensitivity to the choice of setting was explored for several key outcomes: the number of
distinct alleles in the population (figures 4.7, 4.8 and B.5); the persisting variation in allele
intrinsic merit at the end of the simulation (figures 4.11, B.11, B.12, B.13, B.14, B.15, B.16,
B.17 and B.18 show the distribution of allele intrinsic merits, whereas figures 4.12 and B.19
show the weighted standard deviation in allele intrinsic merit); the expected heterozygosities
(figures 4.15, B.30 and B.51a); the gene pool shares of the five most frequent alleles (figures
4.16 and B.31); the diversity profiles qDI (figures 4.23, B.50 and B.51b); and the distribution
of the emergence times of alleles (figures 4.24, B.52, B.53, B.54, B.55, B.56, B.57, B.58 and
B.59). In each case, the DAA model was compared to other overdominance models, most
prominently the SAsOD model.
4.3.5.1 Heterozygote advantage
I adjusted the free parameter determining heterozygote advantage in each model (δ in the
DAA model, c in the SAsOD model and d in the SOD model) so that the emergent ∆r
matched either the heterozygote advantage of the RAsOD model (settings 2 and 3) or a tar-
get value (settings 1, 4, 5 and 6). In each case this was done for a population size of 1 million
individuals. As the SOD model generated large numbers of alleles and was therefore com-
putationally intensive, simulations running up to the full time span of 10 million generations
were only possible for population sizes up to 250000, while simulations for a population
size of 1 million were stopped after 1 million generations. This shorter time span resulted
in an overestimation of the amount of heterozygote advantage, since the average fitness of
homozygotes is increasing over time due to fitter alleles replacing less fit alleles. For that
reason, the data point corresponding to a population size of 1 million was not taken into ac-
count, but the amount of heterozygote advantage at a population size of 1 million was rather
predicted by linear regression (see figures 4.2 and B.1). It is therefore rather this extrapo-
lated value that matches the heterozygote advantage of the other models. Figures 4.2 and B.1
demonstrate that the amount of heterozygote advantage for a population size of 1 million at
the end of 10 million generations is similar for all overdominance models simulated in the
respective setting.
Particularly for the DAA model, the heterozygote advantage may – again depending on the
population size – take a long while to converge on the final level. Since this model directly
links heterozygote advantage to the evolution of sequence divergence, the latter needs to de-
velop first. In this model, selective forces drive alleles to be different from each other. This is
shown in figures 4.3, B.2 and B.3. This feature has major implications for population fitness
4.3. Materials and Methods 79
recovery after genetic bottlenecks of populations (section 5.3.3 discusses this observation
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Figure 4.2: Heterozygote advantage for different overdominance models, settings 1 and 2
and various population sizes.
4.3.6 Stochastic simulations
The population size remained constant throughout the simulation. Because of inherent
stochastic variation, I ran a number of repeats for each simulation. The number of repeats
chosen depended on population size - the larger the population, the smaller the stochastic
effects and the smaller the number of repeats. The number of repeats for both the DAA
and the asymmetric overdominance models was 50, 40, 20, 10, 10, 5, 3 for population sizes
of 10000, 25000, 100000, 250000, 1 million, 2.5 million and 10 million, respectively. The
only exception was setting 3, where the high computational demands required the number of
repetitions to be reduced to 5 for 1 million and 3 for 2.5 million. Similarly, computational
demands made it necessary to reduce the number of repeats in the SOD model to 20, 10, 5, 5
and 5 for population sizes of 10000, 25000, 100000, 250000 and 1 million, respectively, and
for a population size of 1 million, the number of generations was reduced from 10 million to
1 million. Larger population sizes were not simulated in the SOD model.
4.3.7 Comparison with MHC diversity in natural populations
The observed data comes from ten studies on frequencies of the DRB allele in bovidae pop-
ulations, which are summarised in table 4.3.
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(d) SOD model, setting 2
Figure 4.3: Average sequence difference, heterozygote advantage and population fitness for
different overdominance models, settings 1 and 2 and a population size of 100000. The
approach to population fitness equilibrium is much slower in the DAA model than in the
other overdominance models.
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Species Author Number of animals tested
African buffalo Wenink et al. (1998) 150
Alpine chamois Schaschl et al. (2012) 364
Pyrenean chamois Cavallero et al. (2012) 81
Bighorn sheep Gutierrez-Espeleta et al. (2001) 213
Soay sheep Paterson et al. (1998) 1209
Scottish Blackface sheep Schwaiger et al. (1995) 299
Chinese goat breeds Li et al. (2006) 459
Norwegian Red cattle Kulberg et al. (2007) 523
Japanese Black cattle Miyasaka et al. (2011) 338
Iranian Holstein cattle Nassiry et al. (2005) 250
Table 4.3: Bovidae populations used for calculating measures of allelic diversity in section
4.4.2.6. Only allele frequency data was used from these articles, as sequence data was gen-
erally not available.
I compared these data to emergent features of the population generated by the evolutionary
simulations. Specifically, I compared expected heterozygosities, the share of the gene pool
of the five most frequent alleles and the diversity profile qDI (Leinster and Cobbold, 2012).
A diversity profile is a continuum of diversity measures, which differentially weight the
relative abundance of distinct alleles, obtained by varying the viewpoint parameter q from
zero to infinity. The diversity profile encompasses a range of standard diversity measures:
q = 0 gives species richness or allele number; q = 1 corresponds to Shannon entropy;
q = 2 corresponds to the Simpson index or expected homozygosity; and q =∞ corresponds
to Berger-Parker or the frequency of the most common allele at a locus. This approach




To validate the model, I used analytical results from two simpler models rather than the
overdominance models discussed, as no analytical results are available for the latter. One
of these simpler models was a neutral model, where there is no difference in allele intrinsic
merit and no heterozygote advantage, while the other one was a fully symmetric overdomi-
nance (FSOD) model that is symmetric both in the fitness of homozygotes and heterozygotes
(i.e. fij = d > d˜ = fii ∀i, j (i 6= j)). Two quantities were compared, one of which was
the expected homozygosity, and the other one was the distribution of allele frequencies (the
“allele frequency spectra”).
Table 4.4 compares the share of homozygotes obtained from the simulations for neutral al-
leles and a FSOD model to analytical values obtained from Kimura and Crow (1964). All
results were averaged over k repeats at the end of the simulation span; the number of repeats
is specified in table 4.4. Although homozygosity levels in the neutral model were more vari-
able, simulated values were still in good agreement with theoretical expectations. For the
SOD model, there was little variation in the amount of homozygosity between the repeats,
and thus this model was in much closer agreement with the analytical results of Kimura and
Crow (1964).
Neutral model
population size 10000 25000 100000 250000 1000000 2500000
repeats (k) 50 80 40 20 15 8
homozygosity (theor.) 96.15% 90.91% 71.43% 50.00% 20.00% 9.09%
homozygosity (simu.) 96.21% 92.76% 69.94% 54.48% 20.08% 10.40%
FSOD model
population size 25000 10000 25000
selection coefficient (s) 0.05 0.25 0.25
repeats (k) 20 50 20
homozygosity (theor.) 4.75% 3.71% 2.27%
homozygosity (simu.) 4.78% 3.72% 2.26%
Table 4.4: Comparison of simulated heterozygosities to theoretical values for a neutral model
and a FSOD model using the formulae provided by Kimura and Crow (1964).
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In addition to the comparison of the expected homozygosities I compared the distributions
of allele frequencies (the “allele frequency spectra”, Maruyama and Nei (1981)). This was
done by using results from Kimura and Crow (1964) and Maruyama and Nei (1981) in case
of the neutral model (figure 4.4), and Kimura and Crow (1964), Yokoyama and Nei (1979)
and Nei (1987) for the FSOD model (figure 4.5). The shapes of these frequency spectra
obtained from analytical results were in good agreement with frequency spectra obtained
from stochastic simulations of the respective models (figures 4.4 and 4.5). For the neutral
model, the transition from a U-shaped to a L-shaped distribution was reflected in the simu-
lations (figure 4.4). For the symmetric overdominance model, figures 4.5c and 4.5d further
demonstrate that the theoretical frequency spectra still described the allele frequency dis-
tribution well even when some amount of variation among the intrinsic merits of alleles is
added (i.e. if the FSOD model becomes a SOD model), as long as heterozygote advantage
was the dominant force of selection.
These results validated the simulation program for the two simple cases of neutrality and
fully symmetric overdominance. The other overdominance scenarios investigated, particu-
larly simple and reinforcing asymmetric overdominance and divergent allele advantage can
not strictly speaking be verified by theoretical results. However, the model mechanics are not
affected by the choice of overdominance model. The only difference between the overdom-
inance models is the conversion of intrinsic merits of alleles and allele sequence differences
(in case of the DAA model) to the fitness of the resulting genotype. I extensively checked
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(b) Neutral alleles, 250000 individuals
Figure 4.4: Comparison of frequency spectra of neutral alleles resulting from the stochastic
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(d) SOD model, setting 2, 250000 individuals
Figure 4.5: Comparison of frequency spectra of the FSOD model and the SOD model of
setting 2 to analytical results.
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4.4.2 Comparison of Overdominance Models
4.4.2.1 Number of alleles
The number of alleles is one of the defining characteristics of MHC polymorphism, and any
theory attempting to explain selection at the MHC is expected to predict large numbers of
alleles. However, caution needs to be exercised when drawing conclusions from the sheer
number of alleles that a model trying to explain the MHC polymorphism predicts. While
the number of alleles is a popular measure of diversity, it is still only a single statistic, and
importantly, it does not take allele frequencies into account. I address in detail later the
fact that this may result in an overestimation of allelic diversity in some scenarios, if most
or nearly all alleles occur at very low frequencies, becoming extinct after existing for only
a short time span (these alleles will subsequently be called “transient” alleles, see section
5.3.1.3).
The stochastic simulations of allele evolution showed that the number of alleles in a single,
well-mixed population initially increased rapidly (figures 4.6 and B.4) and then entered a
relatively stable phase for most of the simulation span of 10 million generations. Alleles were










































Figure 4.6: Number of alleles over time in the DAA model for settings 1 (left) and 2 (right).
Shades of red represent different sized populations. The simulation starts with a single allele
and models the action of mutation, selection and drift over millions of generations.
Figures 4.7 and B.5 show the number of alleles that were present at the end of the simu-
lation (after 10 million generations of evolution) for different population sizes. For small
population sizes, the stochastic loss of alleles (genetic drift) is the main factor determining
allele numbers (Kimura, 1983), whereas the variation in allele intrinsic merit, the amount of
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heterozygote advantage and the mutation rate become more influential for larger populations
(Li, 1978). However, the different overdominance models showed substantially different


















































































Figure 4.7: Number of alleles vs. population size for settings 1 and 2 and different overdom-
inance models.
The SOD model is known to be capable of maintaining large numbers of alleles (Kimura
and Crow, 1964; Maruyama and Nei, 1981; Takahata et al., 1992); this was confirmed by
these simulations. Even when allowing for a moderate amount of variation in the fitness
of homozygotes, a thousand alleles could be generated for population sizes of only a few
million (figure 4.7b).
The two asymmetric overdominance models (SAsOD and RAsOD) had a very similar re-
sponse in terms of allele numbers as a function of population size. Allele numbers were
relatively high for small population sizes, but the rate of increase was only modest when
populations became larger.
The DAA model showed relatively low numbers of alleles for small populations, but a
stronger increase in allele numbers when populations became larger, compared to the asym-
metric overdominance models. The number of alleles maintained under this model exceeded
1000 for population sizes between 50 and 100 million across a broad parameter range (figure
4.8).
These results show that all the overdominance models compared could maintain large num-
bers of alleles when population sizes were large enough and mutation created new alleles
at a constant rate. Allele numbers reached a thousand alleles for population sizes between
1 and 100 million for all the overdominance models, and over a wide range of parameter


































































Figure 4.8: Population size and the number of distinct alleles in a population (DAA model).
The number of alleles present after 10 million generations varied with choice of σ (variation
in intrinsic merit of alleles) and δ (relative heterozygote advantage per amino acid differ-
ence). Six different settings ((σ, δ)-pairs, see table 4.2) were examined.
rameters: the population size (m), the mutation rate (µ), the number of variable sites (n) and
the relative strengths of selection among alleles (σ) and for heterozygotes (δ). As for the
last two parameters, the largest number of alleles occurred when the heterozygote advantage
was relatively large compared to the strength of selection among alleles (figure 4.9 shows
the response in allele numbers for the DAA model and a population size of 1 million). This
is in line with earlier results based on equilibrium analysis (Lewontin et al., 1978).
4.4.2.2 Allele frequency distributions
As the number of alleles maintained did not allow for discrimination between different over-
dominance models, the next model characteristic examined was the distribution of the fre-
quencies of the final set of alleles. If no selection is present (i.e. if a neutral model is
assumed), then a characteristic pattern of allele frequencies, resulting from mutation and ran-
dom loss of alleles, can be expected. If overdominance is present, however, then this pattern
will change. Differences in the frequency distributions of alleles between loci where over-
dominance is present and neutral loci are often used to detect balancing selection (Ewens-
Watterson test, Ewens (1972), Watterson (1978)). Alternatively, characteristics of allele fre-
quency distributions could be used to discriminate between different overdominance models.
In general, very uneven distributions with one dominant allele, as for example in situations
with pure dominance, will increase the probability of stochastic loss of alleles for the low-
frequency alleles. Models with strongly uneven distributions will consequently be very sen-
sitive to population size, and this overshadows other selection mechanisms that might modify
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Figure 4.9: Number of alleles for different sets of parameter values in the DAA model. Allele
numbers (indicated by colours) depended upon variation in the intrinsic merit of alleles (cal-
culated as the coefficient of variation) and heterozygote advantage (calculated as the gain in
fitness of the heterozygote individual per amino acid difference between its alleles). Colours
indicate the number of alleles after 10 million generations, averaged over 5 repeats. The
population size was 1 million.
the number of alleles maintained in small populations.
One method to compare different overdominance models is to plot the allele frequency distri-
butions for single simulation runs and compare the shapes of these distributions. However, as
this method compares results of single simulation runs, it is prone to stochastic fluctuations.
A more powerful and robust method of summarising the frequency data in a population is to
count the number of representatives of all alleles that belong to a particular frequency class.
For example, if three alleles exist in a population with frequencies of 0.95, 0.04 and 0.01,
and the allele pool is separated into 10 frequency classes, then the class of the relatively rare
alleles with frequencies between 0 and 0.1 has a frequency of 0.04 + 0.01 = 0.05, and the
class of the high-frequent alleles with frequencies between 0.9 and 1 has a frequency of 0.95,
while all the other classes in between have a frequency of 0. In general, if j classes are used,
then alleles with frequencies below 100
j
% form the lowest class, alleles with frequencies be-
tween 100
j
% and 2 · 100
j
% the second lowest class and so on, until all alleles are assigned to
one of the j possible classes. This classification was made for every simulation run, and the
class frequencies were averaged over all runs.
Alleles with similar frequencies were thus accumulated into classes by adding the number
of representatives of each allele in a class together. This approach provided signatures of
allele frequency distributions and is similar to the “allele frequency spectrum” introduced by
Ewens (1972), which ultimately builds on examinations of allele frequency distributions by
Wright (1990) and provides the basis for the Ewens-Watterson test of neutrality (Watterson,
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1978). The only difference from the method presented here is that classical frequency spectra
count alleles but do not weight them according to their frequencies (i.e. number of allele
representatives that are present in the population). By accounting for the frequencies of
alleles, or, in other words, by counting allele representatives, a spectrum can be obtained that
is less sensitive to stochastic fluctuations, particularly if results of multiple runs are averaged.
It furthermore emerged that the shape of these weighted frequency spectra was similar for
all population sizes examined. This approach therefore provided a robust tool for evaluating
the evenness of allele frequencies.
Figure 4.10 shows the weighted frequency spectra of the overdominance models as well as














































































Figure 4.10: Weighted frequency spectra for different models and settings 1 and 2. The
population size was always 100000.
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The different models compared in figure 4.10 showed a very diverse range of weighted allele
frequency profiles. Under pure dominance, the dominant (fittest) allele had a frequency
close to 100% (figure 4.10c). If neutrality of alleles was assumed, then the allele frequencies
became more even, but still only a few alleles were relatively abundant, while the majority
of alleles occured at low frequencies (figure 4.10b). In the DAA model the allele frequencies
were again more even than in the neutral model, but not as even as allele frequencies were in
the simple and reinforcing asymmetric overdominance models (figures 4.10a, 4.10b, 4.10d,
B.7, B.8, B.9 and B.10). The SOD model was ultimately the model with the most even allele
frequencies (most alleles fell into the lowest frequency classes, figures 4.10c and B.6).
While observed allele frequencies for some MHC loci are known to be more even than under
a neutral model (Hedrick and Thomson, 1983), the evenness exhibited by the SOD model
clearly exceeded reported values in most cases (see the data presented in table 4.3), except
in situations where the amount of heterozygote advantage was exceptionally low compared
to the variation in allele intrinsic merit. These observations already cast doubt on the SOD
model as a fundamental force that drives allelic diversity at the MHC. Furthermore, there is
some recent experimental evidence that heterozygote advantage is acting asymmetrically, i.e.
some heterozygote genotypes are fitter than others (Bronson et al., 2013), in contrast to the
assumptions of the SOD model. Therefore, I will limit most of the subsequent comparisons
to the DAA and asymmetric overdominance models.
The exact shape of the weighted frequency spectra, or how even the allele freqencies of each
model are, depended on the setting examined. For example, allele frequencies were less
even under symmetric overdominance if the amount of heterozygote advantage was very
low compared to the variation in allele intrinsic merit, as in setting 5 (figure B.6). However,
the qualitative shape of the weighted frequency spectrum of each model and the order of the
models in terms of allele evenness, reflected by these frequency spectra, were similar for the
majority of settings and population sizes (figures B.7, B.8 and B.9). Only for low population
sizes (less than 100000 individuals) in settings with a low amount of heterozygote advan-
tage (settings 4, 5 and 6), the DAA model regularly resulted in monomorphic populations,
therefore yielding a qualitatively different weighted frequency spectrum (figure B.10a).
The obtained weighted frequency spectra could in principle be used to compare simulation
results to experimental allele frequency data, and thus distinguish between candidate models.
However, as the choice of number and range of frequency classes is somewhat arbitrary, I
postpone the comparison of allelic diversity between models and data to sections 4.4.2.4,
4.4.2.5 and 4.4.2.6, where easily comparable diversity measures were extracted from allele
frequency data.
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4.4.2.3 Persisting variation in allele intrinsic merit
Although substantial experimental evidence for heterozygote advantage exists, its relevance
for maintaining MHC diversity has been questioned (reviewed in Spurgin and Richardson
(2010)). One of the reasons for the reluctance to accept heterozygote advantage as a funda-
mental driver for MHC diversity is that at equilibrium, the large number of alleles observed
can only be maintained if the intrinsic merits of the alleles are in a narrow range, i.e. if there
is only low, possibly unrealistically low (De Boer et al., 2004), persisting diversity in allele
intrinsic merit. For that reason, I compared models with reference to different measures of al-
lele intrinsic merit variation, and examined the extent to which allele intrinsic merit variation
can be maintained over evolutionary time scales.
Maintaining large numbers of alleles did not require markedly similar intrinsic merits in the
DAA model, in contrast to the asymmetric overdominance models examined (figures 4.11
and B.11). There was a much wider distribution of intrinsic merits for alleles under the DAA
model than under the asymmetric overdominance models.
This can also be demonstrated by comparing the standard deviations of the intrinsic merit
of all alleles present in the gene pool at the end of the simulation period. Figures 4.12 and
B.19 show the standard deviation in allele intrinsic merit, weighted by the allele frequencies,
under different overdominance models.
For a population size of 10 million, the total number of alleles in the DAA model was higher
than in the asymmetric overdominance models for all settings except setting 3 (figures 4.7
and B.5), yet the DAA model allowed for a much higher variation in allele intrinsic merit.
This contradicts a statement derived from equilibrium analysis that “one obtains a high de-
gree of polymorphism if, and only if, the fitness contributions of MHC alleles are very sim-
ilar” (De Boer et al., 2004), and is a first indication that allelic diversity is maintained to a
much higher degree in the DAA model than in the traditional models of asymmetric over-
dominance.
In the DAA model, fitness contributions of alleles (i.e. the allele intrinsic merits) can be
much more spread out while still allowing for a large number of alleles in a realistic non-
equilibrium situation (figures 4.11, B.11, 4.12 and B.19). This is a clear indication that
adding the sequence-dependent fitness component had a stabilising effect on those alleles
with lower intrinsic merit whose average sequence difference from the other alleles in the
gene pool was large enough.
Consequently, alleles with relatively low intrinsic merit occurred at substantial frequencies
(figures 4.13, B.20 and B.21) and persisted for long periods (tens of thousands of generations,
figures 4.14, B.25 and B.26) provided that they were sufficiently different from the rest of
the gene pool. This is in contrast to traditional asymmetric overdominance models, where
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Figure 4.11: Greater variation in allele intrinsic merit under DAA compared to the SAsOD
model for setting 1 (left) and setting 2 (right). The frequency distribution is the average over
20 repeats after 10 million generations in the DAA (red bars) and the SAsOD (blue bars)
models. Bars refer to the proportion of allele representatives in each interval. The DAA
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Figure 4.12: Variation in allele intrinsic merit, measured as the standard deviation of the
intrinsic merits of the final set of alleles. The alleles were weighted by their proportions.
The DAA model is associated with approximately a 3x – 4x larger standard deviation than
the asymmetric overdominance models for most settings and population sizes explored.
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these alleles were very infrequent (figures B.22, B.23 and B.24).
Different values for the intrinsic merit thresholds wt that separate alleles with low intrinsic
merit from the other alleles in the gene pool were chosen for the six different settings. This
was done because differences in the two parameters defining the settings (σ and δ) resulted in
allele intrinsic merit distributions with different means and variances for all overdominance
models (see figures 4.11 and B.11), and therefore the thresholds were adapted accordingly.
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(d) Setting 2, wt = 0.35
Figure 4.13: Percentage of alleles below two different thresholds of allele intrinsic merit (wt)
for the DAA and SAsOD models and settings 1 and 2.
The much greater variation in intrinsic merit of alleles under DAA compared to traditional
asymmetric overdominance models was thus a consequence of the longevity of these alle-
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(d) Setting 2, wt = 0.35
Figure 4.14: Mean age of alleles with low intrinsic merit, using two different intrinsic merit
thresholds (wt), for the DAA and SAsOD models and settings 1 and 2.
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existed for short time spans (less than about 150 generations for all settings examined, fig-
ures B.27, B.28 and B.29). These alleles formed poor homozygotes, made heterozygotes of
below average fitness and were eliminated by natural selection relatively rapidly.
4.4.2.4 Diversity expressed as heterozygosity
Allele numbers, the shapes of allele frequency distributions and the variation in allele intrin-
sic merit were representations of diversity used to discriminate between models in sections
4.4.2.1, 4.4.2.2 and 4.4.2.3. While there is a large number of diversity measures in ecology
and genetics (Hill, 1973; Leinster and Cobbold, 2012), one of the more widely used measures
in genetics is the expected frequency of heterozygotes he, which can be calculated directly
from allele frequency data, assuming that n alleles with frequencies pi (i = 1, . . . , n) are





The expected heterozygosity calculated from simulation results was compared against ex-
pected heterozygosity calculated from allele frequency data of the DRB locus from ten stud-
ies of bovidae populations (five wild populations and five breeds, see section 4.3.7 and table
4.3).
The expected frequency of heterozygotes in these populations of wild and domestic species
of bovidae fell between 70% and 90% (figures 4.15 and B.30), indicating that 10%–30% of
the population were homozygous at a single MHC locus. This is consistent with the range
predicted by the DAA model for population sizes between 10000 and 10 million; in con-
trast, a much lower frequency of homozygotes was predicted by the traditional asymmetric
overdominance models (figure 4.15). This difference in the frequency of homozygotes was
repeated across the parameter settings with the exception of those settings that represented
exceptionally low levels of heterozygote advantage (figure B.30). The SOD model underes-
timated homozygosity levels even more (figures 4.15d and B.51a). It must be pointed out
that the population sizes used for simulations with the SOD model for calculating diversity
measures ranged from 10000 to 250000 only, as only for these population sizes the simula-
tions were performed for the full 10 million generations. This only marginally affected the




























































































































































































































































































































































































































































Figure 4.15: Comparison to expected heterozygosities calculated from published allele fre-
quencies for different overdominance models and settings 1 and 2. The expected heterozy-
gosity (in %), represented by stars, is calculated from observed allele frequencies of wild
and domesticated populations of bovidae (table 4.3), while model predictions are shown as
coloured bands, spanning population sizes from 10000 to 10 million, respectively. A to-
tal of 800 alleles were drawn randomly from the final gene pool of each simulation. This
represented the average sample size in the observed data of approximately 400 individuals.
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4.4.2.5 Diversity expressed as gene pool share of the most frequent alleles
The expected heterozygosity shaped up as a useful measure to compare the evenness of
allele frequencies (section 4.4.2.4), and thus allowed for a comparison of model outputs to
observed data. Alternatively, one could exclusively consider the frequencies of the k most
frequent alleles, with k ∈ N. Such a diversity measure puts all weight on the more frequent
alleles, and completely disregards the alleles with lower frequencies.
Figure 4.16 compares the (cumulative) share of the most frequent alleles of samples from
natural populations to simulation results of different overdominance models for k = 5 and
settings 1 and 2. The examined populations of bovidae species had a share of the 5 most
frequent alleles ranging between 50% and nearly 100% (figures 4.16 and B.31). This range
was in line with the predictions from the DAA model for settings 1 and 2, whereas other
overdominance models failed to predict the observed gene pool share of the 5 most frequent
alleles for these settings (figure 4.16).
The same pattern emerged for parameter settings 3 and 4, where the DAA model predicted
observed values well while the predictions of the SAsOD model were generally outside the
observed cumulative share of the 5 most frequent alleles (figures B.31a and B.31b). As was
the case for the heterozygosity, the situation was reversed for settings 5 and 6, which refer
to exceptionally low levels of heterozygote advantage. For setting 5, the SAsOD model
gave better predictions than the DAA model (figure B.31c), while for setting 6 both of these
overdominance models failed to predict observed values (figure B.31d).
4.4.2.6 Diversity expressed as diversity profiles
Both the number of alleles and the heterozygosity level are measures of diversity of the
gene pool that were utilised to draw comparisons to observed values. It has been shown
that both of these measures, as well as many other measures of diversity, can usefully be
included into a continuous family of diversity measures qDZ (Leinster and Cobbold, 2012)
graphically represented by a diversity profile. The “similarity matrix” Z carries information
about how different the alleles are. When there is no knowledge of allele similarity, then
the identity matrix I can be used instead of the similarity matrix Z, and the diversity profile
gives information about the number of alleles and the evenness of allele proportions.
Figures 4.17 and B.32 show a plot of the diversity profile (disregarding allele similarity,
Z = I) for different overdominance models and a population size of 100000 for all settings,
while figures 4.18, B.33, B.34, B.35, B.36 and B.37 show the DAA model and the SAsOD
models for population sizes of 10000, 100000, 1 million and 10 million, respectively. For all
these plots, the coloured bands indicate the 95% confidence intervals resulting from variation














































































































































































































































































































































































































































































Figure 4.16: Comparison to the share of the 5 most frequent alleles calculated from pub-
lished allele frequencies for different overdominance models and settings 1 and 2. The share
of the 5 most frequent alleles (in %), represented by stars, is calculated from observed allele
frequencies of wild and domesticated populations of bovidae (table 4.3), while model pre-
dictions are shown as coloured bands, spanning population sizes from 10000 to 10 million,
respectively. A total of 800 alleles were drawn randomly from the final gene pool of each

























































Figure 4.17: Diversity profiles (naive diversity) for different overdominance models and
settings 1 and 2. The population size was 100000.
As the diversity measure for q = 0 corresponds to allele numbers, the SAsOD model was
more “diverse” (i.e. had a higher number of alleles) than the DAA model for lower popu-
lation sizes, whereas the opposite was true for high population sizes (figures 4.18d, B.33d,
B.34d, B.35d, B.36d and B.37d show that for all settings except setting 3, the DAA model
exhibited a higher diversity for q close to and including 0 for a population size of 10 million).
However, as q increases, allele frequencies played an increasingly important role, and given
its more even frequencies, the SAsOD model was more “diverse” for sufficiently large q.
This is in line with the earlier observation that the percentage of heterozygotes (q = 2) was
lower in the DAA model than in the SAsOD model for all population sizes examined (see
section 4.4.2.4).
While diversity profiles can usefully be applied to examine evenness of alleles, one of their
main advantages can only be exploited when similarity between alleles is taken into account.
The similarity between any two alleles is combined in a “similarity matrix”Z. The elements
of the similarity matrix Z may, for example, carry information about the difference in allele
intrinsic merit of two alleles i and j. An element of Z is therefore calculated by subtracting
the modulus of the difference in intrinsic merit between alleles i and j from the maximum
possible intrinsic merit difference (0.5), and dividing by the maximum possible intrinsic
merit difference (see equation 3.2).
Alternatively, the entries of the similarity matrix Z could be based on the number of differ-

















































































































(d) 10 million individuals
Figure 4.18: Diversity profiles (naive diversity) for the DAA and the SAsOD models, setting
1 and population sizes of 10000, 100000, 1 million and 10 million.
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Here, n denotes the number of variable positions on the protein chain encoded by an allele
(with 82 as default value), while kij is the actual number of amino acid differences between
two alleles Ai and Aj .
If the identity matrix I is substituted by a similarity matrix Z based on allele intrinsic merit
difference, sets of alleles that show greater intrinsic merit differences between the alleles can
be expected to be more diverse, given a similar frequency evenness of the models. Even
though the SAsOD model had much more even allele frequencies (figure 4.17), the allelic
diversity when taking allele similarity into account was clearly higher in the DAA model
(figure 4.19). This was true for all values of q, for all settings ((σ,∆)-pairs) examined (fig-
ures 4.19 and B.38) and all population sizes (figures 4.20, B.39, B.40, B.41, B.42 and B.43),
as long as the gene pool was polymorphic. Only when small populations were considered,
and the amount of heterozygote advantage was low, was the allelic diversity that takes allele
similarity into account lower for the DAA model. This applied to settings 4 and 5 for pop-
ulation sizes below 100000 and setting 6 for population sizes up to 100000 (figures B.38d,
B.41a, B.42a, B.43a and B.43b). These exceptions are not surprising, as the previously men-
tioned scenarios led to a monomorphic gene pool in a considerable number of simulation
repeats.
These findings demonstrate that the results presented in the previous section, namely that the













































































Figure 4.19: Diversity profiles when accounting for intrinsic merit differences between al-
leles for different overdominance models and settings 1 and 2. The population size was
100000.
What is more, exactly the same effect can be seen when replacing intrinsic merit differences






























































































































































(d) 10 million individuals
Figure 4.20: Diversity profiles when accounting for intrinsic merit differences between alle-
les for the DAA and the SAsOD models, setting 1 and population sizes of 10000, 100000, 1
million and 10 million.
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Figure 4.21: Diversity profiles when accounting for differences in the amino acid sequences
encoded by the alleles for different overdominance models and settings 1 and 2. The popu-
lation size was 100000.
While the previous observations confirmed the fact that the DAA model can maintain a larger
variation of allele intrinsic merit and more diverse allele sequences in the gene pool of a pop-
ulation, the question still remains whether it also matches observed allele frequencies when
comparing diversity at multiple scales. The diversity profiles calculated with samples from
natural populations (figures 4.23 and B.50) demonstrated that most measures of diversity for
most populations fell within the range predicted by the DAA model. A simple explanation
beside parameter uncertainty for the relatively small number of observations falling outside
the predicted boundaries is that the intensity of selection may differ among populations.
Models with different intensities of selection produced different diversity profiles. Notably,
models with a very low ratio of heterozygote advantage to variation in allele intrinsic merit
(i.e. settings 5 and 6) did not produce diversity profiles similar to those observed in natural
populations (figures B.50c and B.50d).
The SOD model in turn substantially overestimated the evenness of allele frequencies (ex-
pressed as naive diversity) for all values of q, even for setting 5, which is a setting with a low
ratio of heterozygote advantage to allele intrinsic merit (figure B.51).
4.4.2.7 Trans-species polymorphism
Trans-species polymorphism is another feature exhibited by MHC genes. Some alleles are


























































































































(d) 10 million individuals
Figure 4.22: Diversity profiles when accounting for differences in the amino acid sequences
encoded by the alleles for the DAA and the SAsOD models, setting 1 and population sizes


















































Figure 4.23: Diversity expressed as profiles, showing the diversity profiles calculated from
observed allele frequencies of wild and domesticated populations of bovidae (green curves)
and as predicted by alternative models of heterozygote advantage. Coloured bands show the
range of diversity profiles predicted by the DAA model (red band) and the SAsOD model
(blue band), spanning population sizes from 10000 to 10 million, respectively. 800 alleles
were drawn from each simulated population to reflect the sampling of the observed popula-
tions.
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is that these shared alleles arose prior to speciation. In the DAA model, the final gene pool at
the end of the simulation exhibited a mix of alleles that emerged early and alleles with more
recent emergence times (figure 4.24); this was true for all parameter settings and population
sizes (figures B.52, B.53, B.54, B.55, B.56 and B.57). The lengthy existence times of some
alleles shown in these figures is consistent with trans-species polymorphism. Alleles with
high intrinsic merit that arose early in the simulation were hard to displace while among the
more recent alleles were a substantial number of alleles with low intrinsic merit; these alleles
had not yet been eliminated by natural selection. The distribution of the emergence times of
alleles in the DAA model is therefore typically U-shaped. The size of the arms representing
new and old alleles varied with the size of the population. Small populations had a relatively
large number of new alleles while larger populations had a relatively large number of old
alleles (figures B.52, B.53, B.54, B.55, B.56 and B.57).
Experimental data shows that alleles currently present in the bovidae species can be attributed
to different periods of evolution, as ancient trans-species allelic lineages have been identified
in a number of MHC genes (Ballingall et al., 2010; Sena et al., 2011). This means that
a viable model should allow some of the alleles that were created in the early stages of
the 20 − 40 million years of evolution to persist to the end of the simulation. In fact, it
even should allow some alleles generated throughout the different periods of evolution to
be present in the final gene pool. While such a result was found for the DAA model and
the asymmetric overdominance models (figures 4.24, B.52, B.53, B.54, B.55, B.56, B.57
and B.58), the SOD model struggled to explain the existence of old alleles (figures 4.24 and
B.59) unless the amount of heterozygote advantage was very low compared to the variation
in allele intrinsic merit. This provides yet another reason for challenging this model as a
plausible representation for the generation and maintenance of MHC diversity.
4.4.3 Sensitivity towards mutation rate and number of amino
acids per allele
The key parameters of the stochastic simulations, outlined in section 4.3.5, were the popula-
tion size (m), the variation in intrinsic merit of alleles (σ), the relative heterozygote advan-
tage per amino acid difference (δ) as well as the mutation rate (µ) and the number of amino
acids per allele (n). The first three parameters are associated with a large amount of uncer-
tainty in real-world populations. Therefore the sensitivity of all results towards variation in
m, σ and δ was extensively explored by simulating populations ranging from 10000 to 10
million, and checking the results for different settings, i.e. different (σ, δ)-pairs.
The other two parameters, mutation rate and number of amino acids per allele, are associated
with better estimates. While some authors argue for a similar mutation rate for all mammals
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(a) Setting 1, 100000 individuals


















(b) Setting 1, 10 million individuals


















(c) Setting 2, 100000 individuals



















(d) Setting 2, 100000 individuals
Figure 4.24: Distribution of emergence times of alleles for different overdominance models
and settings 1 and 2.
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(Kumar and Subramanian, 2002) and regions of the genome, others found evidence for dif-
ferences between species (Wu and Li, 1985), even between closely related ones (Ohashi
et al., 2006). Furthermore, there is indication for differences in mutation rates for different
regions of the genome (Nachman and Crowell, 2000; Roach et al., 2010) or the sex of an
individual (Nachman and Crowell, 2000).
Likewise, the number of amino acids per allele could be interpreted in different ways. First, n
could be viewed as the exact number of amino acids of a particular allele, no matter whether
these sites are in a peptide binding region or not. This viewpoint gave rise to the default
value for n when considering the DRB1 locus of bovids. Second, n could be viewed as the
approximate number of amino acids in the peptide binding regions of that locus. Such an
approach was taken by e.g. Satta (1997) and Lenz (2011), and results in a lower estimate
for n. Third, as some closely linked MHC loci, the DRB1, DQA1 and DQB1 loci of bovids
among them, nearly exclusively appear as haplotypes (Andersson et al., 1988), n could also
be viewed as the number of amino acids in the peptide binding regions of the entire haplo-
type, or even as the total number of amino acids in the haplotype. This could increase the
value of n above the default.
These considerations imply a necessity to check the validity of the main results when µ
and n take on different values. I varied both µ and n by halving and doubling the standard
value listed in table 4.1 to explore trends in results when decreasing or increasing µ and n,
respectively.
The fitness benefit per amino acid difference (σ) was adjusted when n was varied such that
the product σ · n remained constant. The sensitivities of the results when varying µ and n
were explored for setting 1 and population sizes of 10000, 25000, 100000, 250000, 1 million,
2.5 million and 10 million.
Expected heterozygosities and diversity profiles for setting 1 and different mutation rates
and numbers of variable sites were calculated from the frequencies of alleles in the final
gene pools of the simulation runs in the same way as in sections 4.4.2.4 and 4.4.2.6.
Figures 4.25 and B.60 show the sensitivity of the number of distinct alleles for different pop-
ulation sizes. When the mutation rate was varied (figures 4.25a and B.60a), it emerged that a
higher mutation rate (µ) increased the number of alleles present after 10 million generations
for all population sizes. Reducing the number of variable sites (figures 4.25b and B.60b),
however, led to a higher number of alleles at small population sizes, whereas increasing it
led to a higher number of alleles at large population sizes.
Figures B.61 and B.62 show the sensitivity of the range of allele intrinsic merits and the
weighted standard deviation in allele intrinsic merit for different population sizes, respec-
tively. Varying the mutation rate affected the range of allele intrinsic merits only marginally
(figures B.61a and B.61c) and slightly decreased the weighted standard deviation in allele
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intrinsic merit when the mutation rate increased (figures B.62a and B.62c). Varying the
number of amino acids per allele again had little effect on the range of allele intrinsic mer-
its (figures B.61b and B.61d) and only decreased the weighted standard deviation in allele
intrinsic merit for lower population sizes when the number of variable sites was increased
(figures B.62b and B.62d), while larger population sizes were hardly affected by a change in
the number of variable sites.
Figures 4.26, B.63 and B.64 show the frequency distribution of allele intrinsic merits for
setting 1 and different population sizes, while figures B.65 and B.66 show the same infor-
mation for setting 2. Again, the sensitivity towards mutation rate and number of variable
sites was explored. The frequency distribution of allele intrinsic merits was more affected
when the number of variable sites was varied (figures 4.26b, B.63b, B.64b and B.64d), with
a larger number of variable sites resulting in a more stretched-out distribution, but was only
marginally affected when the mutation rate was varied (figures 4.26a, B.63a, B.64a and
B.64c).
The frequency distribution of emergence times of alleles for different population sizes, mu-
tation rates and number of variable sites is shown in figures 4.27, B.67 and B.68 (setting 1)
as well as figures B.69 and B.70 (setting 2). The qualitative shape of the distribution of the
emergence times of alleles was only marginally affected by both the variation in mutation
rate and the number of variable sites for all population sizes.
Finally, model outputs related to gene pool diversity for different mutation rates and number
of variable sites were compared against experimental data from table 4.3. Figure 4.28 com-
pares the expected heterozygosity and figure 4.29 the diversity profiles. The coloured bands
represent the range of population sizes from 10000 to 10 million.
The boundaries of the expected heterozygosity window as well as diversity of the sampled
800 alleles for all other values of the viewpoint parameter q were only slightly shifted when
the mutation rate was increased, but were decreased when the number of variable sites was
increased.
Taking all these observations together, I conclude that although dependencies on both the
mutation rate and the number of variable sites exist, the main results are valid over a con-
siderable range for these two parameters. Diversity measures are generally more affected
by a variation in the number of variable sites than by a variation in the mutation rate; how-
ever, only a substantial increase in the number of variable sites leads to a marked decrease in















































































Figure 4.25: Number of alleles vs. population size for setting 1 and different mutation rates
(left) and number of variable sites (right).








































Figure 4.26: Frequency distribution of allele intrinsic merits for setting 1 and different mu-
tation rates (left) and number of variable sites (right) for a population size of 100000.
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Figure 4.27: Frequency distribution of emergence times of alleles for setting 1 and different






























































































































































































































Figure 4.28: Expected heterozygosity for setting 1 and different mutation rates (left) and
number of variable sites (right). Model outputs (coloured bands) were compared against
experimental data (see table 4.3). The bands represent the range of population sizes from




















































Figure 4.29: Diversity profiles for setting 1 and different mutation rates (left) and number of
variable sites (right). Model outputs (coloured bands) were compared against experimental
data (see table 4.3). The bands represent the range of population sizes from 10000 to 10
million.
4.5 Discussion
I have used a unique feature of MHC evolution in the bovidae to recreate the generation of
MHC diversity from a single ancestral sequence. The traditional asymmetric forms of het-
erozygote advantage did not reproduce the observed features of MHC diversity; the models
only maintained a large number of alleles when the alleles were very similar in their fitness
contributions, and the frequency of homozygotes was lower than observed in sampled pop-
ulations. In contrast, the DAA form of heterozygote advantage produced results that were
similar to all the major observed features of MHC diversity, including the large number of
alleles, the substantial proportion of homozygotes, the variation in fitness contributions of
alleles and the similarities among alleles from different species. The mechanistic biological
underpinning of the DAA model, and its consistency with the observations while being parsi-
monious when compared to alternative explanations of MHC diversity make divergent allele
advantage a promising candidate for being a fundamental driver of MHC polymorphism.
The importance of heterozygote advantage as the major selective force maintaining MHC
polymorphism has been undervalued, even though there is a clear rationale for overdominant
selection based on the broader immune surveillance of heterozygotes compared to homozy-
gotes (Hughes and Yeager, 1998). Other forms of selection, such as frequency-dependent
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selection driven by host-parasite coevolution (Borghans et al., 2004), mate choice (Potts
et al., 1994) or Associative Balancing Complex evolution (van Oosterhout, 2009) may mod-
ify the patterns of MHC diversity (Hedrick, 2002). However, my results demonstrate that it
is not necessary to assume an essential role for these mechanisms. In some cases these mech-
anisms may act in concert with DAA; for example host-parasite coevolution could modify
the fitness landscape in which DAA acts.
Traditionally, low MHC diversity in certain species such as bison, moose and Syrian ham-
sters (Yuhki and O’Brien, 1990; Mikko et al., 1999) has been explained by demographic pro-
cesses such as a recent bottleneck in the number of breeding individuals (Menotti-Raymond
and O’Brien, 1993). Demographic processes may be the fundamental cause of low diversity
but low diversity could also arise by selection. MHC diversity is influenced by the relative in-
tensity of selection for heterozygotes compared to selection among alleles (figure 4.9). This
ratio will depend upon the severity of the parasite challenge and the sequences of the MHC
alleles. Relatively weak selection for heterozygotes would produce low MHC diversity.
4.6 Conclusion
In conclusion, it was demonstrated that divergent allele advantage has the potential to be
a fundamental driver of MHC diversity. This special form of overdominance explains ob-
servations related to MHC alleles, as large allele numbers, a medium level of evenness of
allele frequencies, variation in fitness among individuals, and trans-species polymorphism
substantially better than traditional overdominance models. This also implies that it is not
necessary to invoke other mechanisms than overdominance to explain these features of MHC
alleles – while these mechanisms may contribute, their contribution is not essential.
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Chapter 5
MHC Diversity and Disease
Susceptibility
5.1 Introduction
Many loci in the vertebrate genome can be characterised by a traditional view of Darwinian
selection at the molecular level, resulting in the survival of the allele that conveys the highest
level of fitness in the particular environment, while other alleles decrease in frequency and
eventually vanish. New alleles are created by mutation, but only occasionally increase to
higher frequencies when they confer an above average fitness to the organism.
This traditional view does not apply when intra- or inter-locus interactions exist. One of
the most important intra-locus interactions is heterozygote advantage, also referred to as
overdominance. With this selective force present, a much more diverse pool of alleles can
exist in a population, both in an equilibrium scenario (chapters 2 and 3) and in a scenario
where alleles are subject to the evolutionary forces of mutation, selection and drift (chapter
4). This is a common feature of overdominance (Kimura and Crow, 1964; Takahata and Nei,
1990), and was true for all models of heterozygote advantage examined.
Chapter 4 demonstrated that a model based on the divergent allele advantage (DAA) hypothe-
sis can explain the major features of MHC variation. In this chapter, some of the implications
this new understanding of MHC functioning has will be illustrated.
While overdominance is a powerful mechanism in maintaining a diverse pool of alleles
(Maruyama and Nei, 1981), chapter 4 has demonstrated that splitting the fitness contribu-
tions of alleles into an overdominance-independent part, referred to as intrinsic merit, and an
additional part that adds the fitness benefit of heterozygotes (based on the underlying over-
dominance model) results in qualitatively different distributions of allele intrinsic merits for
different overdominance models considered. In traditional asymmetric overdominance mod-
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els only alleles in a narrow band of intrinsic merits can persist, and recent mutants with an
intrinsic merit below that band only exist at low frequencies and for very short time spans.
In contrast, the DAA model allows for much greater variation in allele intrinsic merit, and
features a pronounced tail of viable alleles with low intrinsic merit that can and do exist for
long time spans (see section 4.4.2.3).
These qualitatively different intrinsic merit spectra can be used to discriminate between over-
dominance models (as was done in chapter 4); in this chapter, however, the characteristics of
the alleles with low intrinsic merit will be explored in-depth (section 5.3.1). The results of
this analysis will form the basis of a number of important implications that this new under-
standing of MHC functioning has.
5.2 Materials and Methods
In this chapter, the same overdominance models were used as in chapter 4. Stochastic sim-
ulations were performed in the same way and with the same constraints as in chapter 4, and
the same parameters and parameter ranges were used.
5.3 Results
5.3.1 Classifying alleles with low intrinsic merit
To understand why the DAA model behaves differently to the asymmetric overdominance
models, it is necessary to take into account the key feature characterising divergent allele
advantage: the difference in amino acid sequences between any two alleles. This turns out
to be of great help in understanding why alleles with low intrinsic merit are so much more
long-lived and abundant in the DAA model than in traditional asymmetric overdominance
models, and this is the ultimate reason for the much larger variation in the intrinsic merit of
persisting alleles in the DAA model (see section 4.4.2.3).
5.3.1.1 Allele intrinsic merit thresholds
As the first aim of this chapter is to classify alleles with low intrinsic merit, i.e. alleles
in the tail of the intrinsic merit distributions (see figures 4.11 and B.11), the percentage of
allele representatives with a low intrinsic merit was determined. To investigate how stable
the obtained results are, this was done for different thresholds for classifying allele intrinsic
merit as “low”.
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Figures 4.13, B.20 and B.21 show the share of allele representatives for all settings and
two different intrinsic merit threshold values. While hardly any representatives of alleles
with low intrinsic merit existed in the asymmetric overdominance models, the proportion
of alleles with low intrinsic merit in the DAA model was comparatively high, even for the
stricter (i.e. lower) threshold value.
Clearly the question remains whether the applied thresholds were suitable for identifying
groups of alleles with substantially different behaviour. The aim of applying these thresholds
is to separate alleles that are stable in a sense that they persist over substantial periods of time
from alleles that vanish quickly after they were created by mutation. Ideally, this partitioning
of the set of alleles would not be very sensitive to the exact value of the threshold, and the
results would remain the same, qualitatively, if the threshold is varied in a certain range.
An answer to the question posed above can be found by examining the distribution of allele
intrinsic merits within a population. Figures 4.11 and B.11 show the distribution of allele
intrinsic merits for all settings and a population size of 100000. All settings gave a similar
shape for this distribution. The SAsOD model exhibited a narrow band of intrinsic merits
that allows for persistence of an allele, therefore only a negligible proportion of the alleles
present had an intrinsic merit below that band (figures B.22, B.23 and B.24 show the exact
proportions for a particular threshold in more detail). The DAA model, however, featured
a characteristic tail, containing a substantial proportion of alleles in this area of low intrin-
sic merit (figures 4.13, B.20 and B.21 show the proportions for two particular thresholds).
Moreover this characteristic behaviour of both models was insensitive to the population size
(figures B.13, B.14, B.15, B.16, B.17 and B.18).
Examining the distribution of allele intrinsic merits shown in figures B.13, B.14, B.15, B.16,
B.17 and B.18 demonstrated that figures 4.13, B.20 and B.21 indeed used suitable candidates
for allele intrinsic merit thresholds, although higher threshold values may have been appro-
priate for higher population sizes. However, for reasons of simplicity no such dependency of
the threshold value on population size was defined. Increasing the intrinsic merit threshold
further would at some point cut into the stable band of allele intrinsic merits, and the goal of
separating the two groups of alleles with different behaviour would not have been achieved.
Decreasing the intrinsic merit threshold is possible to some extent, until at some point, when
the lower end of the tail is reached, the proportion of alleles below that threshold value would
become zero.
Having identified suitable thresholds enables me to examine properties of alleles in the low-
intrinsic merit zone of the different overdominance models. This ultimately helps in under-
standing why these alleles are much more frequent in the DAA model than in the asymmetric
overdominance models. The first of the properties to be examined was the persistence time
of alleles with low intrinsic merit (section 5.3.1.2).
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5.3.1.2 Persistence times of alleles with low intrinsic merit
Figures 4.14, B.25 and B.26 show the mean age of the alleles with low intrinsic merit under
the DAA and the SAsOD model for different intrinsic merit thresholds. These figures clearly
illustrate that the DAA model both featured a much larger proportion of alleles with low in-
trinsic merit and a much higher average persistence time of these alleles than the asymmetric
overdominance models. Even for the stricter intrinsic merit threshold, alleles with low intrin-
sic merit lasted on average tens of thousands of generations in the DAA model, but generally
vanished after just around a hundred generations in the asymmetric overdominance models
(figures B.27, B.28 and B.29).
The average allele age in the DAA model only decreased for very large population sizes.
This was because, as outlined before, the intrinsic merit threshold used did not account for
population size. As higher population sizes resulted in a higher total number of mutations,
more alleles with high intrinsic merit were generated. Therefore the mean allele intrinsic
merit, and with it the distance of the stable band of alleles from the alleles with low intrinsic
merit, increased with population size, resulting in a stronger selection pressure on the alleles
with low intrinsic merit. Such a phenomenon, however, was not noticeable in the asymmetric
overdominance models in the same way - alleles with low intrinsic merit in these models
were “transient” to a very high degree for all population sizes. The next section (section
5.3.1.3) defines this transience of alleles more precisely.
5.3.1.3 Intermediate and transient alleles
Applying another potential measure of allelic diversity, the total range of allele intrinsic
merits at the end of the simulation time span, demonstrates the need to distinguish between
two different types of alleles with low intrinsic merit. Figures 5.1 and C.1 show the absolute
intrinsic merit range, i.e. the range of allele intrinsic merits that incorporated all alleles that
existed at the end of the 10 million generations.
Even though figures 5.1 and C.1 illustrate that the allele intrinsic merit range is higher for the
DAA model than for the traditional asymmetric overdominance models, the difference was
not as high as expected, given the large difference in allele intrinsic merit standard deviation
(figures 4.12 and B.19).
This absolute allele intrinsic merit range is however an inappropriate measure particularly
for large population sizes, since many of the alleles in the final set had an extremely short
life span and only existed at very low frequencies. In the extreme case of very high mutation
rates, one would just be measuring a range of allele intrinsic merits close to that used to
generate newly mutated alleles, and would therefore be unable to spot differences between



























































































Figure 5.1: Allele intrinsic merit range vs. population size (taking all alleles at the end of the
simulation period into account) for settings 1 (top) and 2 (bottom).
just recently emerged, but some of them – particularly in the SAsOD model – were very
infrequent and short-lived.
Nevertheless, relatively recent alleles can have a major impact on the gene pool of a pop-
ulation, as is the case for the DAA model. This leads to the conclusion that some kind of
threshold is needed to usefully exclude alleles that are either too rare or too recent from the
range measure that is applied. Apart from giving a better idea of the effective range of allele
intrinsic merits, this threshold measure can usefully be applied to gain more insights into the
behaviour of the models by classifying alleles with low intrinsic merit as either “transient”
or “intermediate”.
I define alleles with low intrinsic merit (i.e. with an intrinsic merit value below the intrinsic
merit threshold discussed in section 5.3.1.1) as “intermediate” alleles if they are either fre-
quent enough or have not emerged too recently. Therefore, “transient alleles” are defined as
alleles with very low frequency, or alleles that emerged very recently. This again requires
the definition of a threshold, which now refers to the emergence time or frequency of an
allele. I subsequently call the threshold based on the emergence time of an allele as the “age
threshold”, which excludes alleles that emerged in generations more recent than the thresh-
old value (e.g. an age threshold of 10 means that alleles that emerged in the last generation
or the 9 generations before are excluded). The threshold based on the frequency of an allele,
the “frequency threshold”, excludes alleles that are less frequent (have a lower number of
representatives in the gene pool) than the threshold value.
Figures 5.3 and 5.4 show numbers of alleles and share of the gene pool of intermediate and
transient alleles for the DAA model and the asymmetric overdominance models for settings
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Figure 5.2: Allele intrinsic merit against time of allele emergence (top) and allele frequency
against allele intrinsic merit (bottom) of single simulation runs for the DAA model (left) and
the SAsOD model (right). The population size was 1 million individuals.
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1 and 2 and an intrinsic merit threshold of wt = 0.3 for setting 1 and wt = 0.35 for setting
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(c) Number of intermediate alleles, setting 2


































(d) Number of transient alleles, setting 2
Figure 5.3: Number of intermediate and transient alleles in the DAA and SAsOD models for
settings 1 (top) and 2 (bottom). The threshold for allele intrinsic merit was 0.3 for setting 1
and 0.35 for setting 2, and alleles that emerged in the last 250 generations were classified as
transient.
They confirm what could be expected given the results illustrated in figure 4.11 and 5.2:
There were hardly any intermediate alleles in the tail of the intrinsic merit distributions for
the asymmetric overdominance models (in most cases not a single intermediate allele could
be identified). In contrast, the alleles with low intrinsic merit made up a comparatively high
proportion of the gene pool at the end of the simulation in the DAA model, and intermediate
alleles made up the vast majority of this share, although they did not occur in large num-
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(d) Share of transient alleles, setting 2
Figure 5.4: Share of the gene pool of intermediate and transient alleles in the DAA and
SAsOD models for settings 1 (top) and 2 (bottom). The threshold for allele intrinsic merit
was 0.3 for setting 1 and 0.35 for setting 2, and alleles that emerged in the last 250 generations
were classified as transient.
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population sizes, see figure 5.3).
A more detailed picture regarding the share of the gene pool of intermediate and transient
alleles, involving all settings and two different thresholds for allele intrinsic merit, can be
seen in the appendix: figures C.9 and C.10 show the share of alleles for the default intrinsic
merit threshold, while figures C.11, C.12 and C.13 demonstrate that the same qualitative
results were obtained when a stricter threshold for allele intrinsic merit was applied.
The share of the gene pool of intermediate alleles was also not sensitive to the type of thresh-
old used, i.e. the age threshold or the frequency threshold, nor was it sensitive to the exact
threshold value. This is demonstrated in figures 5.5 and 5.6, which compare the gene pool
share of intermediate alleles for setting 1. Alleles with low intrinsic merit were selected by
applying the stricter threshold value in figure 5.5, while figure 5.6 applied the less restric-
tive threshold value for allele intrinsic merit. To classify alleles as intermediate or transient,
both types of thresholds (age and frequency) were used with two different threshold values,
respectively.
This insensitivity to the threshold types and values used for clasifying alleles with low intrin-
sic merit as either intermediate or transient simplified the analysis, which was subsequently
performed for the age threshold with a threshold value of 250 generations only. Whilst the
exact values of the age and frequency thresholds are to some extent arbitrary, the concept of
partitioning alleles with low intrinsic merit into two distinct groups is nevertheless useful in
highlighting important differences between the DAA model and the asymmetric overdomi-
nance models (see in particular section 5.3.1.4).
While the AsOD models did not possess intermediate alleles, and therefore the intrinsic
merit threshold was sufficient, applying the age or frequency threshold without any intrinsic
merit threshold generally led to the same separation of transient alleles from the band of
stable alleles. This indicates that in the traditional asymmetric overdominance models there
is a “natural” partitioning of alleles into stable alleles, which are frequent, old and have
a comparatively high intrinsic merit, and transient alleles, which are infrequent, have only
recently emerged and have a comparatively low intrinsic merit.
When the same thresholds that partitioned the alleles in the asymmetric overdominance mod-
els so naturally into two distinct groups were applied to the DAA model, a third group, the
intermediate alleles, appeared. Properties of the intermediate and transient alleles in the
DAA model were compared to find out what allowed the intermediate alleles to become
temporarily so frequent.
First, differences in allele intrinsic merit were explored. Figures 5.7, C.14 and C.15 (less
restrictive intrinsic merit threshold) as well as figures C.16, C.17 and C.18 (stricter intrinsic
merit threshold) compare the average intrinsic merit of intermediate alleles to transient alle-
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(d) Frequency threshold, 1000 generations
Figure 5.5: Share of the gene pool of intermediate alleles in the DAA and SAsOD models
for setting 1 and different age and frequency thresholds. The threshold for allele intrinsic
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(d) Frequency threshold, 1000 generations
Figure 5.6: Share of the gene pool of intermediate alleles in the DAA and SAsOD models
for setting 1 and different age and frequency thresholds. The threshold for allele intrinsic
merit was 0.3, which corresponds to the higher value used, i.e. the less restrictive threshold.
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alleles to become frequent in the DAA model, as there was no significant intrinsic merit dif-
ference between intermediate and transient alleles. Hence, the hypothesis that intermediate
alleles are more frequent because they have an intrinsic merit that is on average above that
of other alleles with low intrinsic merit can be dismissed.
What did distinguish intermediate alleles from other alleles with low intrinsic merit was the
special feature of the DAA model, the importance of the sequence difference between two
alleles on the same locus. If the encoded amino acid sequence of an allele was different
from the rest of the gene pool, then this allele had a competitive advantage over other alleles
with similar intrinsic merit. This selective advantage was responsible for maintaining these
strongly different alleles at high frequencies.
I measured how different (in % of variable sites) a particular allele is when compared to any
other allele in the gene pool, and used this information to calculate the average sequence
difference of this allele to the rest of the gene pool by taking into account all the possible
heterozygous genotypes this allele can form as well as their respective frequencies. Due to
the model dynamics of the DAA model, which reward alleles for being different, the average
sequence difference was much higher in the DAA model than in traditional overdominance
models, and it increased with population size. What is more, intermediate alleles had a sub-
stantially higher average sequence difference to the rest of the gene pool compared to tran-
sient alleles, as figure 5.7 demonstrates. This means that the intermediate alleles distinguish
themselves from other alleles with low intrinsic merit by being on average more different to
the rest of the gene pool, which helps them persist for longer, and at higher frequencies.
Other traditional asymmetric overdominance models, however, lack the feature of a fitness
reward for heterozygotes carrying divergent alleles, and thus do not show the phenomenon
of intermediate alleles. A higher intrinsic merit is the only chance for an allele to persist
under these models, and this restriction limits the intrinsic merit diversity of the gene pool
considerably.
There is of course more than one way to draw a threshold between intermediate and tran-
sient alleles. Instead of considering either the emergence time or the frequency of an allele,
it would also be possible to combine these two measures, and define alleles that are both
recently emerged and very infrequent as transient alleles. Furthermore, frequency or age
thresholds could be made dependent on population size to allow for stricter thresholds for
smaller population sizes. I will however subsequently only apply simple allele age thresh-
olds, which is sufficient to demonstrate the effectiveness of the concept.
In the next three sections (5.3.1.4, 5.3.1.5 and 5.3.1.6), the definition of transient alleles
is expanded to contain all alleles that emerged recently (i.e. that have an age below the
threshold value) independent of their intrinsic merit. This is sufficient for clearing the haze
of recent mutations that obscured measures as the range of allele intrinsic merits (see figures
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(b) Setting 1, less restrictive threshold










































































(d) Setting 2, less restrictive threshold
Figure 5.7: Intrinsic merit and amino acid sequence difference for intermediate and transient
alleles in the DAA model for settings 1 (top) and 2 (bottom). The threshold for allele in-
trinsic merit was 0.3 for setting 1 and 0.35 for setting 2, and alleles emerged in the last 250
generations were classified as transient.
5.3. Results 127
5.1 and C.1) without arbitrarily modifying the measure of interest. As the way the intrinsic
merit is generated for newly mutated alleles (section 4.3.4) does not result in a high intrinsic
merit for recent mutations in the vast majority of cases, the difference between the two
definitions is minor.
5.3.1.4 Range of allele intrinsic merits
Figure 5.8 shows the range of allele intrinsic merits when recently mutated alleles were
filtered out by applying different age thresholds.
This figure demonstrates that excluding at a minimum the alleles in the gene pool that
emerged in the last 250 generations led to a fairly stable range of allele intrinsic merits for
the asymmetric overdominance models for population sizes of up to 10 million, indicating
not only that this threshold is appropriate for excluding transient alleles for the entire range
of population sizes investigated, but also that the increase in allele intrinsic merit range for
larger population sizes without exclusion of transient alleles is only a consequence of the
higher total number of mutations. In the DAA model, however, the range of allele intrin-
sic merits was only marginally affected by the exclusion of transient alleles, and even an
age threshold of 1000 generations (figure 5.8f) did not substantially alter the result when
compared with the range of allele intrinsic merits of all alleles (figure 5.8a).
As a consequence, figures 5.8, C.2, C.3, C.4, C.5 and C.6 show that the gap in allele intrinsic
merit range between the DAA model (and the SOD model, see figure 5.9) on one hand and
the asymmetric overdominance models on the other opened up quite clearly towards large
population sizes, starting with a ratio of approximately 3 : 1 for 10000 individuals and
increasing to a ratio of approximately 7 : 1 for a population size of 10 million in setting 1,
and comparable results for the other settings.
5.3.1.5 Weighted standard deviation in allele intrinsic merit
The weighted allele intrinsic merit standard deviation that was used as a measure of diversity
for the gene pool of alleles was insensitive to the threshold used (figures 5.10 and C.7), as
the transient alleles did not have an appreciable impact on this measure, given their rareness.
Consequently, these figures were indistinguishable from figures 4.12 and B.19 where all
alleles (including the transient ones) were accounted for. Removing infrequent or recent
alleles had little effect on the conclusions derived from the weighted allele intrinsic merit
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(f) Age threshold 1000 generations
Figure 5.8: Range of allele intrinsic merits when using different age thresholds to remove
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(b) 250 generations, setting 2
Figure 5.9: Range of allele intrinsic merits of the final set of alleles when using an age
threshold of 250 generations to remove transient alleles. Results correspond to settings 1
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(b) 250 generations, setting 2
Figure 5.10: Standard deviation in allele intrinsic merit of the final set of alleles when us-
ing an age threshold of 250 generations to remove transient alleles. Results correspond to
settings 1 (left) and 2 (right).
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5.3.1.6 Number of stable and intermediate alleles
Applying a threshold that excludes transient alleles did however have an effect on allele
numbers at the end of the 10 million generations of evolution, as demonstrated by figures
5.11 and C.8 when compared to their counterparts without exclusion of transient alleles












































































(b) 250 generations, setting 2
Figure 5.11: Number of alleles at the end of the simulation when using an age threshold
of 250 generations to remove transient alleles. Results correspond to settings 1 (left) and 2
(right).
Therefore, despite an increase in allele numbers for larger population sizes in the case of
the DAA model, the range of intrinsic merits of non-transient alleles increased, whereas for
the asymmetric overdominance models the number of non-transient alleles leveled off for
large population sizes, and ranges of allele intrinsic merits stayed constant for all population
sizes. This confirms the findings of De Boer et al. (2004) that the asymmetric overdom-
inance models are only able to show “a high degree of polymorphism if, and only if, the
fitness contributions of MHC alleles are very similar”, but also demonstrates that this effect
is not a general feature of heterozygote advantage, but rather of the specific model applied:
traditional asymmetric overdominance models exhibit this behaviour, but the DAA model
does not.
5.3.2 Population fitness and alleles with low intrinsic merit
While alleles with low intrinsic merit produce poor homozygotes, their presence in the gene
pool of a population can still improve the overall population fitness, provided these alleles
have an above-average sequence difference to the most frequent alleles, and thus form fit
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heterozygotes. For that reason, a marked decrease in population fitness occured in the DAA
model when alleles with low intrinsic merit were removed, while traditional overdominance
models showed a substantially lesser decrease. This is demonstrated in figure 5.12, which
shows scenarios where the 25% or 50% of the allele representatives with the lowest intrinsic















































































































































































































(d) Setting 2, 50% removed
Figure 5.12: Population fitness for the DAA model (shades of red) and the SAsOD model
(shades of blue). The dark circles correspond to the population fitness of a population of
given size after 10 million generations, while the light circles correspond to the population
fitness of the same population, but with a certain share of the allele representatives with the
lowest intrinsic merits (25% or 50%) removed. The medium circles correspond to the same
population as the light circles, but with optimal frequencies of the remaining alleles.
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5.3.3 Population Fitness during and after a severe population
bottleneck
A similar method can also be applied to explore changes in population fitness during popu-
lation bottlenecks. Figures 5.13 and 5.14 show the changes in population fitness during and
after bottlenecks of different severities for settings 1 and 2. The bottleneck was modelled by
considerably reducing the population size during a short time span (the bottleneck phase, see
table 5.1 for the different severities of the bottleneck). If the population size was reduced to
mb individuals during the bottleneck, then 2mb alleles were randomly drawn from the gene
pool of the final population (i.e. the gene pool at the end of the simulation span of 10 million
generations). After that, the population size was assumed to recover quickly (in the simu-
lation this happened immediately) to its initial level. The population fitness was recorded
throughout the bottleneck in figure 5.14.
scenario 1 2 3 4
number of DAA 100 10 5 3
individuals AsOD 100 10 5 3
average number DAA 9.95 7.25 6.35 4.1
of alleles AsOD 40.45 15.75 8.85 5.45
reduction in DAA 13% 36% 44% 64%
allele numbers AsOD 7% 64% 80% 87%
Table 5.1: Population bottlenecks of four different severity levels for the DAA model and
the SAsOD model. The initial size of the population is 100000 for all scenarios. Different
severity levels correspond to different shades of red (DAA model) and blue (SAsOD model)
in figure 5.14. The more severe the bottleneck, the lower the population fitness during the
bottleneck, and the longer the duration of recovery.
While the population size during the bottleneck (mb) is clearly unrealistically low for real-
world scenarios, table 5.1 additionally lists the corresponding allele numbers during the bot-
tleneck and the relative contraction of allele numbers (compared to the number of alleles
before the bottleneck) for both the DAA model and the SAsOD model, as these numbers can
be compared to observational data more usefully.
The DAA model exhibited a different response to such a bottleneck compared to traditional
models of asymmetric overdominance. While extremely severe bottlenecks led to a slow re-
covery of population fitness under both models, the preservation of a slightly higher number
of alleles helped the population recover a substantial proportion of their fitness much quicker






















































































































































































(d) Setting 2, 100 individuals
Figure 5.13: Population fitness for the DAA model (shades of red) and the SAsOD model
(shades of blue). The dark circles correspond to the population fitness of a population of
given size after 10 million generations, while the light circles correspond to the population
fitness in a severe population bottleneck where just a low number of individuals (10 or 100)
survived. The medium circles correspond to the same population as the light circles, but with
optimal frequencies of the remaining alleles.
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the frequencies of the remaining alleles adjusted quickly so that population fitness was op-
timised for the reduced set of alleles. For this process, new beneficial mutations were not
required. However, such a frequency adjustment only led to a marked increase in population
fitness in the DAA model when main allelic lineages were preserved.
In the SAsOD model on the other hand, the population fitness increase in that initial adjust-
ment phase was lower: under the DAA model, population fitness reached its original level
after around 40% of the time that it took the SAsOD model to restore population fitness
when the number of individuals was reduced to 10 during the bottleneck, and the setting was
1 (figure 5.14, second darkest shade). The subsequent rate of population fitness increase was,
on the contrary, higher in the SAsOD model compared to the DAA model. This was because
the latter required not only new mutations which give rise to alleles with high intrinsic merit,
but also the buildup of sequence divergence, which is – as figures 4.3, B.2, B.3 and 5.14













































Figure 5.14: Population fitness for the DAA model (shades of red) and the SAsOD model
(shades of blue) during a population bottleneck. The number of individuals during the bot-
tleneck varied from 100 (darkest shade) to 10, 5 and 3 (lower numbers of individuals are
represented by lighter shades). The population size outside the bottleneck was 100000.
5.4 Discussion and Conclusions
In this chapter I discussed a number of implications that emerge under my novel model based
on the divergent allele advantage hypothesis, which was introduced in chapter 4.
The analysis revealed a substantial negative side effect of MHC diversity, which renders sev-
eral groups of individuals relatively susceptible to disease, as DAA creates more individuals
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with more susceptible MHC genotypes than traditional models of heterozygote advantage.
Homozygotes are more susceptible under all overdominance models but the proportion of
homozygous individuals is higher in the DAA model than in the asymmetric overdominance
models (section 4.4.2.4 and figure 4.15). Heterozygotes with similar alleles are also relatively
susceptible to disease in the DAA model but not under traditional asymmetric overdominance
models. In addition, alleles of low intrinsic merit, which occur at substantial frequencies in
the DAA model (sections 4.4.2.3 and 5.3.1.1 and figures 4.11 and 4.13), can produce sus-
ceptible heterozygotes and very susceptible homozygotes. These alleles will be maintained
in a population under DAA if they form favourable interactions with other alleles to produce
relatively fit heterozygotes. Such compensation is not possible in traditional overdominance
models (De Boer et al., 2004), where there is a strong correlation between intrinsic merit
and fitness averaged over all genotypes. All these relatively susceptible individuals create
a genetic burden which is greater than previously recognised. This genetic burden helps
explain the persistence of substantial variation within natural and managed populations in
susceptibility to disease.
Modelling the evolution of MHC diversity suggests that a necessary by-product of increased
population health is the increased susceptibility of particular individuals; however, empirical
verification of this prediction is still outstanding. The ability to identify MHC genotypes
that increase susceptibility to infectious and parasitic diseases might simplify personalised
medicine and could make it easier to focus resources on individuals at increased risk of in-
fection. Increased risk could arise from higher levels of exposure as well as compromised
immune responses. If experimental evidence supports the usefulness of the proposed model
based on the DAA hypothesis, then selecting animals with a set of highly divergent alle-
les and optimising the allele frequencies to reduce the number of unfit individuals would
improve disease resistance in livestock, or in managed populations of wild species.
It was demonstrated that a relatively large proportion of alleles (counting the number of
allele representatives) has a low intrinsic merit in the DAA model. This means that, despite
selection forces being at work, a substantial part of a population may carry at least one
allele that is not very fit. Identifying these alleles and potentially excluding them from being
passed on to homozygous offspring, or alternatively selecting a set of sufficiently divergent
alleles in breeding programmes might support improving disease resistance in livestock, or
in wild species of conservation concern, always assuming that experimental evidence for the
divergent allele advantage hypothesis accrues.
Finally, I showed that under the DAA model, the time it takes for a population to recover
its fitness after a crash in numbers strongly depends on the severity of the bottleneck. If the
bottleneck is not extremely severe, then population recovery might be faster than previously
anticipated, as the most frequent alleles adjust to the optimal frequencies for the reduced
set of alleles much quicker than new mutant alleles can establish themselves, which is the
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only way traditonal overdominance models can restore population fitness. However, if the
bottleneck is particularly severe, then population fitness can only recover slowly. Under
DAA, the evolution of a system of highly divergent alleles necessarily takes a long time, and
until levels of diversity (in terms of amino acid sequence difference) have finally recovered,
population fitness will remain at substantially lower levels, potentially putting a population of
conservation concern at risk of increased disease susceptibility. These results might help to
address the compelling need for a better explanation of the consequences of MHC diversity
for population viability (Radwan et al., 2010).
All these observations together can significantly improve our understanding of the MHC,
and open the way for better management of human health and better control of disease in
wild and managed animal populations if the model predictions can be empirically verified.
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Chapter 6
MHC Diversity in Well-mixed and
Structured Populations
6.1 Introduction
Chapters 4 and 5 discussed results obtained from stochastic, agent-based simulation models
of populations subject to the evolutionary processes of mutation, selection and genetic drift.
These models assumed single, well-mixed populations, therefore one of the main evolution-
ary processes, gene flow caused by migration, was not accounted for. This chapter relaxes the
assumption that populations are well-mixed, and explores a metapopulation of (well-mixed)
subpopulations that are connected via migration. This is of particular significance for large
populations, which are more likely to have some degree of spatial structure.
Examining the creation and maintenance of MHC diversity in a metapopulation pursues two
objectives. First, it aims to investigate whether the main results presented in chapter 4 are
still valid in this more realistic setup. If true, then the case for the DAA model as the main
driver of diversity at the MHC would be strengthened. To answer this question, an extensive
sensitivity analysis is performed, varying the migration rate over up to 11 orders of magni-
tude (depending on population size), with four different degrees of subdivision (by varying
the number of subpopulations) and two spatial arrangements that result in different levels of
connectivity of the subpopulations. Second, it explores the question whether subdivision of
a population increases or decreases allelic diversity, and how different rates of migration and
different spatial arrangements influence the MHC polymorphism.
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6.2 Materials and Methods
The same model was used as described in detail in chapter 4, with the addition of struc-
turing the population into a metapopulation of connected subpopulations and the necessary
migration mechanisms in the structured population. Total (meta-)population sizes of 10000,
100000, 1 million and 10 million were explored, while the default values for all other param-
eters discussed in chapter 4 (see table 4.1) were used.
All simulations started with the same initial conditions used in chapter 4, and only a single
allele with an intrinsic merit of 0.25 was assumed to exist at the start of the simulations.
However, after 5 million generations (i.e. half the total simulation span), the population was
split into a certain number of subpopulations. In most cases, the number of subpopulations
was 5; only in cases where the sensitivity to the number of subpopulations was explored,
were populations consisting of 2, 10 and 25 subpopulations additionally modelled. The
number of subpopulations after the split of the initial, well-mixed single population remained
constant until the end of the simulation (i.e. for another 5 million generations).
6.2.1 Split of the well-mixed population into subpopulations
To split the well-mixed single population into l subpopulations, a weighted sample was
drawn without replacement from the single population, with the weights being the number
of representatives of each allele in the gene pool of the single population. As many repre-
sentatives of an allele were drawn without replacement as existed in the gene pool before the
split (i.e. if the population size of the entire population was 10000, then the drawn tuple of
alleles consisted of 20000 elements, each of which is a representative of a certain allele).
The elements of the drawn tuple, i.e. the drawn allele representatives, were then assigned
to the subpopulations sequentially in a way that the ith subpopulation received allele repre-
sentatives corresponding to tuple indices i, i + l, i + 2l, . . . (1 ≤ i ≤ l). This procedure
resulted in l subpopulations of equal size.
6.2.2 Migration
Migration between the subpopulations was controlled by the migration rate ν, which was
defined as the number of allele representatives that were transferred from one subpopulation
to another subpopulation in a specified period of time. The minimum number of allele repre-
sentatives that can be transferred was 2, which corresponds to one individual. A simple setup
that assumed equal migration rates between any two subpopulations and in both directions
was used, i.e. migration did not alter the size of any subpopulation. Furthermore, I assumed
that the migration rates were the same between all subpopulations where migration occured.
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Most of the simulations corresponded to situations with maximum connectivity between
subpopulations, such that every subpopulation was connected to every other subpopulation.
Such an arrangement was subsequently called a star arrangement of subpopulations. A lin-
ear arrangement of subpopulations is another setup that was analysed, as such an arrange-
ment represented a metapopulation with a much lower connectivity of the subpopulations.
Linearly arranged subpopulations are not uncommon in nature, for example in riverine sys-
tems. In these linear arrangements every subpopulation was connected to just one adjacent
subpopulation on either side, except for the two terminal subpopulations, which were only
connected to the one adjacent subpopulation. These two scenarios were subsequently called
the “star” and the “linear” arrangement.
The migration rate ν was varied over a wide range to represent a large number of real-world
scenarios. For a metapopulation of 5 subpopulations, the maximum migration rate was set
to 10% of all individuals emigrating from each subpopulation to each other connected sub-
population in every generation. This was subsequently decreased by an order of magnitude
until a mutation rate of only 2 individuals (i.e. 4 alleles) per generation was reached. This
mutation rate was further decreased so that 2 individuals migrated only every 10, 100, 1000,
10000 and 100000 generations. The final scenario explored was a population consisting of
five entirely separate subpopulations with no migration occurring between them.
6.2.3 Diversity profiles of the metapopulations
The diversity profiles qDZ were calculated using the method proposed by Leinster and Cob-
bold (2012). Naive diversity was calculated using the identity matrix I as similarity matrix
Z, while two different similarity measures were used when calculating similarity-sensitive
diversity. The first similarity measures was the difference in intrinsic merit of alleles, cal-
culated according to equation 3.2, while the second similarity measures was the difference
between the two encoded amino acid sequences on the considered locus according to equa-
tion 4.12.
As this chapter is mainly concerned with metapopulations, it is important to define diver-
sity for the different viewpoints in the context of a population consisting of (more or less
connected) subpopulations.
Generally, there are two different ways to account for diversity in a metapopulation. The first
possibility is to consider diversity in the entire population by regarding the metapopulation
as a single, well-mixed population before calculating the diversity profile. The second possi-
bility is to calculate diversity measures for each subpopulation separately, and then average
over all subpopulations. When these two possibilities are applied to calculate diversity pro-
files qDZ , they result in different values for diversity. For example, if considering diversity
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for q = 0, which is equivalent to the absolute number of alleles without considering their fre-
quencies (“allele richness”), then the first approach will count the total number of alleles in
the entire population, whereas the second approach will count alleles for each subpopulation
separately and then calculate the arithmetic mean, resulting in a lower diversity for q = 0 if
at least one allele does not occur in at least one subpopulation.
A similar situation arises for q = 2, which is the viewpoint that is mapped to the inverse of the
expected homozygosity of the population in the diversity profile of a well-mixed population.
In this case the first approach will return a value for diversity at q = 2 that is in general
not the inverse of the expected homozygosity of the metapopulation, but rather the inverse
of the expected homozygosity of a population that merges all subpopulations into a single
population, which is considered well-mixed. The second approach, which calculates the
diversity for q = 2 for each of the subpopulations separately, and subsequently takes the
average, will give a better estimate of the expected homozygosity in the population, given
that information about population structure is available. This is because the subpopulations
themselves are well-mixed, while the metapopulation as a whole is not. However, as soon as
at least a minimum amount of migration was present, both approaches gave similar results.
All diversity profiles were calculated using both approaches, but the results presented in this
chapter only refer to the first approach that merges the gene pools of the subpopulations into a
single pool. This is because the first approach allows for better comparison between the well-
mixed and the structured populations, and structured populations with different numbers of
subpopulations, as it does not depend on the size of the subpopulations. Furthermore, the
first approach is more generally applicable when drawing comparisons with observed data,
as information about structuring of a population is often not available. Therefore, whenever
a diversity profile was calculated from observed allele frequencies, the final gene pools of all
subpopulations of the metapopulation were combined into a single population, which was
then used to calculate the diversity profile.
6.2.4 Overview of the simulations performed
Table 6.1 gives an overview of the parameter settings that were used as input for the sensi-
tivity analysis of migration rate and migration interval. For every spatial arrangement and
population size, one simulation was performed for a single, well-mixed population (first
line), and one simulation was performed for a metapopulation of isolated subpopulations
(last line). All combinations of arrangement / model and total population size were com-
bined with the pairs of values characterising migration in the last two columns, resulting in a
total of 138 simulations for this sensitivity analysis (10 different migration interval / migra-
tion rate pairs exist for a population size of 10000, 11 for a population size of 100000, 12 for
a population size of of 1 million and 13 for a population size of of 10 million). From the six
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different settings discussed in chapter 4 ((σ, δ)-pairs of table 4.2), only the default setting,
i.e. setting 1, was used.




star / DAA 1 0.1%
100000 1 . . .
linear / DAA 1 2 individuals
1 million 10 2 individuals
star / AsOD 100 2 individuals
10 million 1000 2 individuals
10000 2 individuals
100000 2 individuals
no migration no migration
Table 6.1: Schedule of the simulations performed for the sensitivity analysis of the migration
rate/interval. The total population sizes used were 10000, 100000, 1 million and 10 millions,
and the migration interval is given in generations. The total population consisted of 5 sub-
populations in any case, except for the well-mixed populations (first line). The number of
repeats was the same as for the well-mixed populations of equal size, i.e. 50, 20, 10 and 3
for population sizes of 10000, 100000, 1 million and 10 million, respectively.
Further simulations were conducted to check the sensitivity regarding metapopulations con-
sisting of different numbers of subpopulations (see table 6.2). This sensitivity analysis was
only done for the DAA model with a star arrangement of subpopulations, and only for a pop-
ulation size of 1 million and a migration rate of 2 individuals. The number of subpopulations
was varied over the values 2, 5, 10, and 25. This resulted in a total number of 21 addi-
tional simulations, as the simulations for 5 subpopulations could be used from the sensitivity
analysis of migration rate and migration interval (table 6.1).
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num. of subpopulations total population size migration interval migration rate
2 1 2 individuals
10 2 individuals
5 100 2 individuals
1 million 1000 2 individuals
10 10000 2 individuals
100000 2 individuals
25 no migration no migration
Table 6.2: Schedule of the simulations performed for the sensitivity analysis of the number
of subpopulations in the metapopulation. The migration interval is given in generations.
6.3 Results
6.3.1 Number of alleles
As in chapter 4, the first diversity measure explored was the number of alleles that are main-
tained in a population. Figure 6.1 shows the number of alleles over time for a well-mixed
population (shades of red) and for a metapopulation consisting of 5 subpopulations (shades
of grey) that emerged from the single population after five million generations. Both sce-
narios are shown for different population sizes; in case of the metapopulation, each of the
5 subpopulations has a population size of 1
5
of the original population. When counting al-
lele numbers, the metapopulation of subpopulations is considered as a single population in
a sense that the total number of different alleles in the whole population is counted rather
than the average number of alleles in a single subpopulation. The same procedure is applied
when calculating the range of allele intrinsic merits and the weighted standard deviation in
allele intrinsic merit (sections 6.3.2.1 and 6.3.2.2).
Figure 6.1 demonstrates that after the split of the single population into subpopulations, the
number of alleles can either increase (figure 6.1a) or decrease (figure 6.1b), depending on
the level of migration. If there is no migration between the subpopulations, as in figure
6.1a, allele numbers increase, since the set of alleles diverges between the subpopulations as
time passes. However, if there is a small amount of migration, as in figure 6.1b, then allele
numbers generally decrease.
Figure 6.2 gives a more detailed summary of the interplay between migration rate, popula-
tion size and number of alleles maintained after 10 million generations. Migration rates are











































(b) minimal migration every 100 generations
Figure 6.1: Number of alleles over time for different population sizes and well-mixed as well
as structured populations with different migration rates.
uals migrating. For example, 5S / 10G / 4 in figure 6.2b stands for 5 subpopulations where
migration occurs every 10 generations, and 10−4 ·m (where m is the size of the subpopula-
tion) individuals emigrating from each subpopulation to any other connected subpopulation.
This means that from subpopulation A, 10−4 ·m = 10−4 · 10000/5 = 2 individuals move to
subpopulation B, a further 2 individuals emigrate to subpopulation C etc.
For total population sizes of 10000 (figure 6.2a) and 100000 (figure 6.2b), a minimum can be
seen when plotting the number of alleles at the end of the simulation against different rates of
migration. High migration rates maintain similar numbers of alleles when compared to the
well-mixed population, but low migration rates maintain fewer alleles. Very low migration
rates however can maintain even higher numbers of alleles, and a metapopulation where
there is no migration between the subpopulations maintains the maximum number of alleles.
The situation is different for higher population sizes, as shown in figures 6.2c and 6.2d. For a
total population size of 1 million (figure 6.2c), no drop in allele numbers can be seen for low
levels of migration, but the same increase in allele numbers occurs for very low migration
rates or no migration at all. Finally, for a total population size of 10 million (figure 6.2d),
there is relatively little variation in the number of alleles at the end of the simulation span for
all migration rates.
When looking at the trend for increasing numbers of subpopulations, only a slight increase
can be observed for a migration rate of 2 individuals every generation (figure 6.3a), but if the
migration interval is decreased to the minimum interval tested (100000 generations), then the
number of alleles increases substantially when the metapopulation is subdivided into more


















































































(a) 10000 ind. (total), 5 subpopulations



































































































































































































































































































(d) 10 million ind. (total), 5 subpopulations
Figure 6.2: Number of alleles at the end of the simulation span for a metapopulation of 5
subpopulations in a star arrangement and different migration rates and population sizes.
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occurs (figure D.1a), whereas no clear trend can be observed for most other migration rates













































































































(b) Migration every 100000 generations
Figure 6.3: Number of alleles at the end of the simulation span for different numbers of
subpopulations in a star arrangement and different migration rates. The total population size
was 1 million.
6.3.2 Distribution of intrinsic merit of alleles
The distribution of intrinsic merit of alleles at the end of the simulation span was one of the
major differences between the DAA model and traditional asymmetric overdominance mod-
els. For well-mixed populations, this distribution was found to be much wider for the DAA
model, and a pronounced tail of alleles with low intrinsic merit existed. This section explores
to what extent these observations apply to structured populations. For simplicity, the simple
asymmetric overdominance model will subsequently be used as a representative of tradi-
tional asymmetric overdominance models, and will therefore be referred to as “asymmetric
overdominance” or the “asymmetric overdominance model” only.
Figure 6.4 shows that different amounts of migration between subpopulations did not change
the qualitative results from the well-mixed population. The DAA model still resulted in
a much wider range of allele intrinsic merit compared to the asymmetric overdominance
model, and additionally preserved the feature of a pronounced tail of alleles with low intrinsic
merit. This result was robust across all population sizes and migration rates tested, and for
both the star arrangement and the linear arrangement (for the latter, only the DAA model
was tested), as figures D.6, D.7, D.8, D.9, D.10, D.11, D.12 and D.13 demonstrate.
6.3. Results 146






















(a) Migration every generation






















(b) Migration every 100 generations






















(c) Migration every 100000 generations






















(d) No migration (isolated subpopulations)
Figure 6.4: Distribution of intrinsic merit of alleles – comparison between the DAA model
and the asymmetric overdominance model for a metapopulation of 5 subpopulations in a star
arrangement, different migration rates and a population size of 100000.
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6.3.2.1 Range of allele intrinsic merits
The range of allele intrinsic merits is a simple measure of diversity derived from the intrinsic
merits of the final set of alleles already discussed and applied in section 5.3.1.4. Figures D.2
and D.3 show the allele intrinsic merit range for a metapopulation under the DAA model
and different population sizes, migration intensities and numbers of subpopulations. As the
DAA model was not very sensitive to the removal of transient alleles (section 5.3.1.4), all
alleles were considered when calculating the intrinsic merit range.
Similar to the result for the total number of alleles, a minimum existed in the range of allele
intrinsic merits at the end of the simulation versus different rates of migration for population
sizes of 10000 (figure D.2a) and 100000 (figure D.2b). For higher population sizes, there was
no strong dependency of the range of allele intrinsic merits on the different rates of migration
(figures D.2c and D.2d).
The range of allele intrinsic merits further depended on the number of subpopulations that
constitute the metapopulation, but while a fair amount of variability was present, the effect of
population subdivision was rather weak and depended on the amount of migration between
the subpopulations (figure D.3).
6.3.2.2 Weighted standard deviation in allele intrinsic merit
The weighted standard deviation in allele intrinsic merit responded similarly to the allele in-
trinsic merit range, both for the dependency on the migration between subpopulations (figure
D.4) and on the number of subpopulations (figure D.5). A minimum existed for medium to
small rates of migration for lower population sizes (figures D.4a and D.4b) while no strong
dependency could be seen for higher population sizes (figures D.4c and D.4d). When varying
the number of subpopulations, a slight to medium decrease in the weighted standard devi-
ation in allele intrinsic merit towards a larger number of subpopulations could be observed
for some medium to small rates of migration. As the variability of the weighted standard
deviation in allele intrinsic merit was lower compared to the variability of the range of al-
lele intrinsic merits, effects become more visible. Interestingly, the decrease in the weighted
standard deviation for a larger number of subpopulations was most pronounced for an inter-
mediate migration rate (figure D.5b), and less pronounced for a high migration rate (figure




As demonstrated in chapters 3, 4 and 5, more insights can be gained when not only single
measures of diversity are compared, but entire diversity profiles. Figure 6.5 shows diversity
profiles qDI (Leinster and Cobbold, 2012). For q = 0 (which corresponds to the number
of alleles), allele numbers were higher for very low levels of migration or metapopulations
of isolated subpopulations, as figure 6.2 shows more explicitly. However, when moving to-
wards q = 2, which is the inverse of expected homozygosity, then the differences between
the migration rates became less pronounced, and for even higher values of q these differ-
ences became minimal. This was also true for lower population sizes, as shown in figures
6.5a and 6.5b. For a population size of 1 million (figure 6.5c), the diversity profiles can be
separated into metapopulations consisting of isolated or nearly isolated subpopulations that
exhibited higher diversity for q ≤ 2 (green curves) and all other migration rates between
subpopulations (red curves); within any of these two groups, differences were minor. When
moving to a population size of 10 million, differences between migration rates increasingly
disappeared (figure 6.5d).
When comparing metapopulations with the same total population size, but different num-
bers of subpopulations (this was only done for a total population size of 1 million), then
a trend towards higher diversity for q ≤ 2 can be seen when moving to larger numbers
of subpopulations, particularly for metapopulations consisting of isolated or nearly isolated
subpopulations (figure 6.6). The same figure also shows that for all levels of subdivision,
metapopulations where migration is absent or nearly absent and metapopulations with more
frequent migration separated into two groups, one of which was more diverse for low values
of q.
Finally a comparison between the different arrangement types was performed, the star ar-
rangement with maximum connectivity and the linear arrangement with low connectivity.
While in many cases differences between these arrangements were minor (figure D.14 shows
population sizes of 1 million and 10 millions and two different migration rates, while figure
D.15 shows all population sizes tested and a migration rate of 2 individuals every 100 gener-
ations), there was nevertheless an interesting dependency on the migration interval for lower
population sizes. Figure 6.7 demonstrates that diversity for lower values of q was higher in
the star arrangement when migration is frequent, but when migration is extremely infrequent,
then diversity was higher in the linear arrangement.
Nevertheless, while small differences between different rates of migrations existed, these
were dwarfed by differences between overdominance models themselves (figures D.16, D.17,
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5S / 1G / M
5S / 100G / M
5S / 100,000G / M
5S isolated
(d) 10 million ind. (total)
Figure 6.5: Diversity profiles (naive diversity) – comparison between different migration

























2S / 1G / M
2S / 100G / M
2S / 100,000G / M
2S isolated
























5S / 1G / M
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5S / 100,000G / M
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10S / 1G / M
10S / 100G / M
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25S / 1G / M
25S / 100G / M
25S / 100,000G / M
25S isolated
(d) 1 million ind. (total), 25 subpopulations
Figure 6.6: Diversity profiles (naive diversity) – comparison between metapopulations con-

















































































































(d) 100000 ind. (total), migration every 100000
generations
Figure 6.7: Diversity profiles (naive diversity) – comparison between a metapopulation of 5
subpopulations in a star arrangement and a metapopulation of 5 subpopulations in a linear
arrangement, for a population size of 10000 (left) and 100000 (right) respectively.
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6.3.3.2 Similarity-sensitive diversity
In the case of the well-mixed population, the higher variation in intrinsic merit for the DAA
model resulted in a higher similarity-sensitive diversity (with differences in intrinsic merit as
the similarity measure) for this model compared to the asymmetric overdominance model,
even though its naive diversity was lower. This was an important result, as it demonstrated
that the DAA model was capable of both maintaining large numbers of alleles and variation
among them, expressed by the range of intrinsic merits of the extant alleles. This section
examines whether the same result holds for structured populations.
Section 6.3.2 already demonstrated that the distributions of the intrinsic merits of alleles are
similar across migration rates. Now the dependency of similarity-sensitive diversity based on
the difference between intrinsic merits of alleles on the migration rate is explored. Figure 6.8
shows how this similarity-sensitive diversity varied across migration intervals. Differences
were more pronounced when either the population size was low (figure 6.8a) or the number
of subpopulations in the metapopulation was high (figure 6.8d). In both cases, diversity was
highest for the well-mixed population and lowest for a metapopulation with infrequent but
existing migration. When comparing the DAA model with the asymmetric overdominance
model, then this similarity-sensitive diversity was substantially and consistently higher in the
former (figures D.20, D.21, D.22 and D.23), just as in the well-mixed scenario.
Finally, diversity profiles that include the number of differences between the sequences of
the two alleles on the considered locus (sequence divergence, figure 6.9), were compared
while the migration interval was varied. While naive diversity was highest for the lowest
levels of migration or metapopulations of isolated subpopulations, diversity that accounts
for sequence divergence was highest for the well-mixed single population and the population
with the highest level of migration.
Comparing the DAA model with the asymmetric overdominance model in terms of diversity
based on sequence divergence yielded a qualitatively similar result to the well-mixed sce-
nario, with a much higher similarity-sensitive diversity for the DAA model as compared to
the asymmetric overdominance model, particularly for large population sizes (figures D.24,
D.25, D.26 and D.27).
6.3.3.3 Comparison between model results and observed allele frequencies
As in the well-mixed scenarios, the distribution of allele frequencies was compared between
natural populations (table 4.3) and simulation results using various overdominance models.
Diversity measures applied were the expected heterozygosity, the share of the 5 most fre-
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25S / 1G / M
25S / 100G / M
25S / 100,000G / M
25S isolated
(d) 1 million ind. (total), 25 subpopulations (star)
Figure 6.8: Diversity profiles (diversity that accounts for intrinsic merit differences between
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25S / 1G / M
25S / 100G / M
25S / 100,000G / M
25S isolated
(d) 1 million ind. (total), 25 subpopulations (star)
Figure 6.9: Diversity profiles (diversity that accounts for allele sequence divergence) – com-
parison between different migration rates, population sizes and numbers of subpopulations.
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The first diversity measure applied was the expected heterozygosity. Figure 6.10 compares
expected heterozygosities of the DAA model and the asymmetric overdominance model
with observational data (see table 4.3). Similar to the well-mixed scenario for this setting,
the DAA model predicted observed values much better than the asymmetric overdominance
model, which overestimated heterozygosity particularly for a metapopulation of 5 isolated
subpopulations (figure 6.10d). As mentioned in the methods section (6.2.3), expected het-
erozygosities were calculated according to the first approach mentioned (i.e. the gene pools
of the subpopulations were merged before calculating the expected heterozygosities).
The connectivity of the subpopulations in a structured population, however, did not result in
noticeable differences between the expected heterozygosities, with both the star arrangement
and the linear arrangement predicting expected heterozygosities of natural populations well
(figure D.28), and differences between the arrangements were not greater than the stochastic
variation.
Next the share of the 5 most frequent alleles of natural populations was compared to the
simulation output of the DAA model and the asymmetric overdominance model (figure 6.11).
The comparison again shows that sensitivity towards the structure of the population and the
amount of migration is small compared to the influence of the overdominance model used.
Also in terms of the share of the 5 most frequent alleles, the DAA model was much closer
to observed values than the asymmetric overdominance model, with predictions of the latter
being particularly poor for a metapopulation of 5 isolated subpopulations (figure 6.11d). Just
as in case of expected heterozygosities, the cumulative share of the 5 most frequent alleles
was calculated from the merged gene pools of the subpopulations.
The influence of the arrangement of the subpopulations on the share of the 5 most frequent
alleles was weak, with both arrangement types giving virtually the same results (figure D.29).
Finally, diversity profiles qDI calculated with samples from natural populations were com-
pared to diversity profiles of simulation results, obtained from allele frequencies of the final
gene pool. First, the DAA model was compared to the asymmetric overdominance model for
a metapopulation of 5 well-connected subpopulations and different migration rates (figure
6.12). While the highest migration rate (figure 6.12a) gave a similar result to the well-mixed
situation, an even better fit of the DAA model predictions was obtained for lower migration
rates (figures 6.12b and 6.12c) or no migration (figure 6.12d), while the asymmetric over-
dominance model did not fit the observed allele frequencies for any migration rate tested.
As was the case for expected heterozygosities and the share of the 5 most frequent alleles,
there was little variation in the results if the star arrangement was changed to the linear
arrangement, with both giving a similar fit to the naive diversities calculated from observed
allele frequencies (figure D.30), and differences between the arrangements were in the order





























































































































































































































































































































































































































































(d) No migration (isolated subpopulations)
Figure 6.10: Expected heterozygosity for predictions from different overdominance models
and observed data for a metapopulation of 5 subpopulations in a star arrangement and various













































































































































































































































































































































































































































































(d) No migration (isolated subpopulations)
Figure 6.11: Share of the five most frequent alleles for predictions from different overdomi-
nance models and observed data for a metapopulation of 5 subpopulations in a star arrange-


































































































(d) No migration (isolated subpopulations)
Figure 6.12: Diversity profiles (naive diversity) for predictions from different overdominance
models and observed data for a metapopulation of 5 subpopulations in a star arrangement
and various migration rates. The red and blue bands span population sizes from 10000 to 10
million.
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6.3.4 Trans-species polymorphism
In single, well-mixed populations, the final gene pool of simulations using the DAA model
exhibited a mix of alleles that emerged early and alleles with more recent emergence times
(section 4.4.2.7); this feature was considered consistent with trans-species polymorphism.
For structured populations, allele emergence times were recorded for the DAA model for
both the star (figures D.31, D.32, D.33 and D.34) and the linear arrangement (figures D.35,
D.36, D.37 and D.38), and for various migration rates. These figures demonstrate that again
alleles spanning the whole range of emergence times existed in the gene pool at the end
of the simulation, just as in the single, well-mixed population (section 4.4.2.7). Therefore,
the DAA model is also consistent with trans-species polymorphism when the population is
structured.
However, one notable peculiarity of the emergence times of a structured population as com-
pared to the well-mixed scenario stood out. Particularly for larger total population sizes (i.e.
population sizes of 1 million and 10 million), a pronounced peak in the allele emergence time
interval of 5 million to 6 million generations, just after the split of the single population into
subpopulations, could be observed. This is true for both the star and the linear arrangement,
and for all migration rates tested (figures D.31, D.32, D.33, D.34, D.35, D.36, D.37 and
D.38). It appears that just after the gene pool of the single population had been subdivided
into subpopulations, there were favourable conditions for newly mutated alleles to invade
the gene pool of the respective subpopulation. As the main aim of this chapter is to confirm
that the results obtained for the well-mixed population are also valid when the population is
structured, the reason underlying this observation has not been investigated.
6.4 Discussion and Conclusions
Many populations show a certain degree of spatial structure, with barriers limiting migration
between different parts of the population. To validate the conclusions of chapter 4, a simple
metapopulation model that accounts for population structure was investigated.
A number of assumptions were made in the metapopulation model that simplify the structure
of real-world populations. In the simulations, a single population was divided into subpopu-
lations that were themselves well-mixed, all subpopulations emerged at the same time when
the original population was split, all these subpopulations were of the same size, and migra-
tion between any two subpopulations was symmetric in terms of the number of individuals
migrating. Despite these simplifications, the model nevertheless captured another important
feature of real populations, the migration between subpopulations, and thus this expanded
model accounts for all major evolutionary forces.
6.4. Discussion and Conclusions 160
The results demonstrate that there is a nonlinear response in the number of alleles maintained
when migration between subpopulations is varied from high to low, with the minimum num-
ber of alleles occurring for low but not very low migration rates in populations up to a total
population size of 100000. In these scenarios with low levels of migration every 10 to 1000
generations, genetic drift is relatively strong due to the small sizes of the subpopulations
(2000 individuals and 20000 individuals for total population sizes of 10000 and 100000,
respectively), but migration is still strong enough to prevent independent evolution of the
subpopulations.
When there is migration between subpopulations, even if the migration rate is very low, then
subpopulations barely diverge. The effect of drift however is strong when the population
size is low, therefore allele numbers in a metapopulation consisting of small subpopulations
are negatively affected by a very low amount of migration. For larger population sizes of
1 million and above, however, a metapopulation of 5 subpopulations does not exhibit a sig-
nificantly lower number of alleles compared to a single, well-mixed population of the same
size, as genetic drift is weaker relative to the other evolutionary forces. The higher “carry-
ing capacity” for alleles due to weaker competition between them in the subpopulations (as
compared to the single population) and genetic drift are more in balance, which results in
similar numbers of alleles being supported.
It is indeed important to keep in mind that the number of alleles maintained is a result of
interactions between all evolutionary forces, so not only the amount of migration and genetic
drift play a role, but also selection and mutation. All these forces acting in common lead to
the observed dependency on population size.
Other diversity measures however show only little variation between the single, well-mixed
population and the metapopulation, both in terms of migration rates and connectivity, and
results that have been established in chapter 4 still hold in a metapopulation scenario like-
wise. This adds to the evidence that heterozygote advantage in the form of divergent allele
advantage is the main driver of MHC diversity, and that the novel model based on divergent





This research has addressed the question of why genes encoding the MHC are the most
polymorphic loci in vertebrates. Among various hypotheses, balancing selection mediated
by pathogens appears to be the most promising explanation for the main force driving diver-
sity at the vertebrate MHC. Heterozygote advantage is the only concept of the three principal
explanations of pathogen-mediated balancing selection on MHC genes that has a clear mech-
anistic footing based on the function of the molecules, since heterozygotes can bind a broader
spectrum of peptides than can homozygotes due to their broader immune surveillance.
Pursuing this approach leads to a special form of heterozygote advantage, called divergent
allele advantage (Wakeland et al., 1990), whose core idea is that heterozygotes with diver-
gent alleles recognise a wider set of peptides derived from parasites than heterozygotes with
similar alleles, or even homozygotes; this implies more effective immune responses against
each parasite and also against a wider range of parasites. Models based on this hypothe-
sis were examined both at equilibrium, with allele frequency changes every generation due
to selection, and in scenarios that additionally included mutation, drift, and even migration
between subpopulations. These divergent allele advantage models were compared to tradi-
tional overdominance models and observed data, to check to what extent and under which
conditions they can explain the main features of MHC polymorphism. A notedly useful but
so far infrequently utilised method, the diversity profile qDZ (Leinster and Cobbold, 2012),
helped to characterise MHC diversity at multiple scales and provided a valuable tool for
comparisons.
Understanding how the high levels of MHC diversity are maintained is of significant practi-
cal value, as the MHC is the genetic region central to conferring resistance to pathogens in
vertebrates (Piertney and Oliver, 2006), so exploiting its potential could markedly improve
population health of managed populations. The novel model based on the DAA hypothe-
sis presented in chapters 4 and 5 suggests that one way to achieve this improvement is to
use sequence data of MHC alleles and choose mating partners based on the compatbility of
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their genotypes. This would result in offspring that has divergent alleles on one or more
MHC loci, making these animals more resistant against parasites according to the DAA hy-
pothesis. If additionally the fitnesses that alleles confer (the intrinsic merits of the alleles)
can be estimated, then this information could be included in a selection index together with
sequence-based information, which could potentially further improve the fitness of the off-
spring.
The results of the analysis indicate that divergent allele advantage has the potential to be a
fundamental driver of MHC diversity. This special form of heterozygote advantage produced
results that were consistent with all the major features of MHC diversity, including the large
number of alleles, the intermediate level of homozygosity, or more general, the character-
istic shape of the diversity profile, the variation in fitness contributions of alleles and the
similarities among alleles from different species, i.e. the trans-species polymorphism. It is
therefore not necessary to assume an essential role for other mechanisms that could poten-
tially create or maintain diversity at the MHC, although it is likely that these mechanisms
will additionally be present and will therefore modify diversity patterns.
The conclusion that the modelling presented here is consistent with a fundamental role for
divergent allele advantage in the maintenance of MHC diversity could have – if empirically
verified – important implications. While great progress has been made in selective breeding
of farm animals for production traits, the potential to increase disease resistance could not
be fully exploited, mainly beacuse classic selection schemes do not deal with intra-locus
interactions such as heterozygote advantage. As the MHC is central to the recognition of
pathogens, being able to use this region could be the key to substantially improve disease
resistance of managed animals, including wild animals of conservation concern.
Another implication is that the modelling predicts that a relatively large proportion of alleles
(counting allele representatives rather than allele type) has a low intrinsic merit in the DAA
model, which would make a significant part of any population relatively unfit. Identifying
and managing, or, where necessary, even eliminating these alleles in breeding programmes
could lead to a marked improvement in disease resistance of a population. Further, it was
demonstrated that the recovery of population fitness can be a slow process under divergent
allele advantage, given that allelic lineages were lost. This would indicate that there is a po-
tential that a population of conservation concern is at risk of increased disease susceptibility
if such loss of lineages occurs. Finally, the approach presented here may serve as a model
for “post genomic” analysis of other loci.
These results together might substantially improve our understanding of selection at the
MHC, and could enhance disease control of wild and domestic animal populations, but also
management of human health, given that experimental evidence strengthens the case for the
novel model based on the DAA hypothesis.
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Figure A.1: Average proportion of susceptible recognition sites of heterozygotes vs. range
of intrinsic merits of alleles maintained at equilibrium for scenario 1 (left) and scenario 2
(right). In the top row all persisting alleles are weighted equally, whereas in the bottom row
the proportions of the heterozygous genotypes are used as weights. A positive correlation








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure A.2: Population fitness vs. range of intrinsic merits of alleles maintained at equilib-
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(d) DAA model, setting 6
Figure B.2: Average sequence difference, heterozygote advantage and population fitness for
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(d) DAA model, setting 6
Figure B.3: Average sequence difference, heterozygote advantage and population fitness for






















































































Figure B.4: Number of alleles over time in the DAA model for settings 3, 4, 5 and 6. Shades
of red represent different sized populations. The simulation starts with a single allele and



































































































































































































































(d) Setting 5, 100000 individuals
Figure B.6: Weighted frequency spectra for the SOD model and the SAsOD model for set-
















































































Figure B.7: Weighted frequency spectra for the DAA model and the SAsOD model for







































































(d) 10 million individuals
Figure B.8: Weighted frequency spectra for the DAA model and the SAsOD model for

















































































(d) 10 million individuals
Figure B.9: Weighted frequency spectra for the DAA model and the SAsOD model for












































































(d) 10 million individuals
Figure B.10: Weighted frequency spectra for the DAA model and the SAsOD model for
setting 5 and different population sizes.
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Figure B.11: Greater variation in intrinsic merit under DAA compared to a traditional asym-
metric overdominance model (the SAsOD model) for setting 3 (top left), setting 4 (top right),
setting 5 (bottom left) and setting 6 (bottom right). The population size was 100000.
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(a) Setting 2, 100000 individuals


















(b) Setting 3, 100000 individuals
Figure B.12: Comparison between allele intrinsic merit distributions of the DAA and the
RAsOD model.
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(c) 1 million individuals


















(d) 10 million individuals
Figure B.13: Greater variation in intrinsic merit under DAA compared to a traditional asym-
metric overdominance model (the SAsOD model) for setting 1 and different population sizes.
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(c) 1 million individuals
















(d) 10 million individuals
Figure B.14: Greater variation in intrinsic merit under DAA compared to a traditional asym-
metric overdominance model (the SAsOD model) for setting 2 and different population sizes.
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(c) 1 million individuals


















(d) 10 million individuals
Figure B.15: Greater variation in intrinsic merit under DAA compared to a traditional asym-
metric overdominance model (the SAsOD model) for setting 3 and different population sizes.
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(c) 1 million individuals


















(d) 10 million individuals
Figure B.16: Greater variation in intrinsic merit under DAA compared to a traditional asym-
metric overdominance model (the SAsOD model) for setting 4 and different population sizes.
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(c) 1 million individuals






















(d) 10 million individuals
Figure B.17: Greater variation in intrinsic merit under DAA compared to a traditional asym-
metric overdominance model (the SAsOD model) for setting 5 and different population sizes.
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(c) 1 million individuals


















(d) 10 million individuals
Figure B.18: Greater variation in intrinsic merit under DAA compared to a traditional asym-
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Figure B.19: Variation in allele intrinsic merit, measured as the standard deviation of the
intrinsic merits of the final set of alleles. The alleles were weighted by their proportions.
The DAA model is associated with approximately a 3x – 4x larger standard deviation than
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(d) Setting 4, wt = 0.256
Figure B.20: Percentage of alleles below two different thresholds of allele intrinsic merit
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(d) Setting 6, wt = 0.365
Figure B.21: Percentage of alleles below two different thresholds of allele intrinsic merit











































































(b) SAsOD, setting 2, wt = 0.35
Figure B.22: Percentage of alleles below a thresholds of allele intrinsic merit of 0.3 (setting
1, left) and 0.35 (setting 2, right) for the SAsOD model.
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(a) AsOD models, setting 2, wt = 0.35
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(b) AsOD models, setting 3, wt = 0.265
Figure B.23: Percentage of alleles below a thresholds of allele intrinsic merit of 0.35 (setting
2, left) and 0.265 (setting 3, right) for the SAsOD and the RAsOD model. For a population


























































































































































(d) SAsOD, setting 6, wt = 0.365
Figure B.24: Percentage of alleles below a thresholds of allele intrinsic merit of 0.265 (set-
ting 3, top left), 0.256 (setting 4, top right), 0.275 (setting 5, bottom left) and 0.365 (setting
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(d) Setting 4, wt = 0.256
Figure B.25: Mean age of alleles below two different thresholds of allele intrinsic merit (wt)
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(d) Setting 6, wt = 0.365
Figure B.26: Mean age of alleles below two different thresholds of allele intrinsic merit (wt)





























































(b) SAsOD, setting 2, wt = 0.35
Figure B.27: Mean age of alleles below a thresholds of allele intrinsic merit of 0.3 (setting















































































(b) AsOD models, setting 3, wt = 0.265
Figure B.28: Mean age of alleles below a thresholds of allele intrinsic merit of 0.35 (setting
2, left) and 0.265 (setting 3, right) for the SAsOD and the RAsOD model. For a population






















































































































(d) SAsOD, setting 6, wt = 0.365
Figure B.29: Mean age of alleles below a thresholds of allele intrinsic merit of 0.265 (setting
3, top left), 0.256 (setting 4, top right), 0.275 (setting 5, bottom left) and 0.365 (setting 6,




























































































































































































































































































































































































































































Figure B.30: Comparison to expected heterozygosities calculated from published allele fre-














































































































































































































































































































































































































































































Figure B.31: Comparison to the share of the 5 most frequent alleles calculated from pub-










































































































Figure B.32: Diversity profiles (naive diversity) for different overdominance models and





































































































(d) 10 million individuals
Figure B.33: Diversity profiles (naive diversity) for the DAA and SAsOD models, setting 2










































































































(d) 10 million individuals
Figure B.34: Diversity profiles (naive diversity) for the DAA and SAsOD models, setting 3







































































































(d) 10 million individuals
Figure B.35: Diversity profiles (naive diversity) for the DAA and SAsOD models, setting 4











































































































(d) 10 million individuals
Figure B.36: Diversity profiles (naive diversity) for the DAA and SAsOD models, setting 5





































































































(d) 10 million individuals
Figure B.37: Diversity profiles (naive diversity) for the DAA and SAsOD models, setting 6
























































































































































Figure B.38: Diversity profiles when accounting for intrinsic merit differences between alle-


















































































































































(d) 10 million individuals
Figure B.39: Diversity profiles when accounting for intrinsic merit differences between al-
leles for the DAA and SAsOD models, setting 2 and population sizes of 10000, 100000, 1





















































































































































(d) 10 million individuals
Figure B.40: Diversity profiles when accounting for intrinsic merit differences between al-
leles for the DAA and SAsOD models, setting 3 and population sizes of 10000, 100000, 1





















































































































































(d) 10 million individuals
Figure B.41: Diversity profiles when accounting for intrinsic merit differences between al-
leles for the DAA and SAsOD models, setting 4 and population sizes of 10000, 100000, 1


















































































































































(d) 10 million individuals
Figure B.42: Diversity profiles when accounting for intrinsic merit differences between al-
leles for the DAA and SAsOD models, setting 5 and population sizes of 10000, 100000, 1






















































































































































(d) 10 million individuals
Figure B.43: Diversity profiles when accounting for intrinsic merit differences between al-
leles for the DAA and SAsOD models, setting 6 and population sizes of 10000, 100000, 1




































































































































Figure B.44: Diversity profiles when accounting for differences in the amino acid sequences
encoded by the alleles for different overdominance models and settings 3, 4, 5 and 6. The





































































































































(d) 10 million individuals
Figure B.45: Diversity profiles when accounting for differences in the amino acid sequences
encoded by the alleles for the DAA and SAsOD models, setting 2 and population sizes of

























































































































(d) 10 million individuals
Figure B.46: Diversity profiles when accounting for differences in the amino acid sequences
encoded by the alleles for the DAA and SAsOD models, setting 3 and population sizes of






































































































































(d) 10 million individuals
Figure B.47: Diversity profiles when accounting for differences in the amino acid sequences
encoded by the alleles for the DAA and SAsOD models, setting 4 and population sizes of





































































































































(d) 10 million individuals
Figure B.48: Diversity profiles when accounting for differences in the amino acid sequences
encoded by the alleles for the DAA and SAsOD models, setting 5 and population sizes of












































































































































(d) 10 million individuals
Figure B.49: Diversity profiles when accounting for differences in the amino acid sequences
encoded by the alleles for the DAA and SAsOD models, setting 6 and population sizes of


































































































Figure B.50: Diversity calculated from observed MHC allele frequencies and samples drawn







































































































































Figure B.51: Expected heterozygosity and diversity profile for observed MHC allele fre-
quencies and samples drawn from the final gene pool of the SOD model.
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(c) 1 million individuals


















(d) 10 million individuals
Figure B.52: Distribution of emergence times of alleles for the DAA and SAsOD models
and setting 1. The population size is 10000, 100000, 1 million and 10 million (from top left
to bottom right).
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(c) 1 million individuals
















(d) 10 million individuals
Figure B.53: Distribution of emergence times of alleles for the DAA and SAsOD models
and setting 2. The population size is 10000, 100000, 1 million and 10 million (from top left
to bottom right).
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(c) 1 million individuals






















(d) 10 million individuals
Figure B.54: Distribution of emergence times of alleles for the DAA and SAsOD models
and setting 3. The population size is 10000, 100000, 1 million and 10 million (from top left
to bottom right).
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(c) 1 million individuals


















(d) 10 million individuals
Figure B.55: Distribution of emergence times of alleles for the DAA and SAsOD models
and setting 4. The population size is 10000, 100000, 1 million and 10 million (from top left
to bottom right).
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(c) 1 million individuals


















(d) 10 million individuals
Figure B.56: Distribution of emergence times of alleles for the DAA and SAsOD models
and setting 5. The population size is 10000, 100000, 1 million and 10 million (from top left
to bottom right).
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(c) 1 million individuals



















(d) 10 million individuals
Figure B.57: Distribution of emergence times of alleles for the DAA and SAsOD models
and setting 6. The population size is 10000, 100000, 1 million and 10 million (from top left
to bottom right).
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(a) RAsOD model, setting 3, 10000 individuals














(b) RAsOD model, setting 3, 1 million individuals
Figure B.58: Distribution of emergence times of alleles for the RAsOD model and setting 3.
The population size is 10000 (left) and 1 million (right), respectively.


















(a) SOD model, setting 5, 10000 individuals




















(b) SOD model, setting 5, 100000 individuals
Figure B.59: Distribution of emergence times of alleles for the SOD model and setting 5.








































































Figure B.60: Number of alleles vs. population size for setting 2 and different mutation rates
















































































































































































Figure B.61: Range of allele intrinsic merits vs. population size for settings 1 and 2 and



































































































































































































Figure B.62: Weighted standard deviation in allele intrinsic merit vs. population size for
settings 1 and 2 and different mutation rates (left) and number of variable sites (right).
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(a) Setting 1, 10000 individuals



















(b) Setting 1, 10000 individuals
Figure B.63: Frequency distribution of allele intrinsic merits for setting 1 and different mu-
tation rates (left) and number of variable sites (right) for a population size of 10000.
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(a) Setting 1, 1 million individuals

















(b) Setting 1, 1 million individuals





















(c) Setting 1, 10 million individuals





















(d) Setting 1, 10 million individuals
Figure B.64: Frequency distribution of allele intrinsic merits for setting 1 and different mu-
tation rates (left) and number of variable sites (right) for a population size of 1 million (top)
and 10 millions (bottom).
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(a) Setting 2, 10000 individuals


















(b) Setting 2, 10000 individuals



















(c) Setting 2, 100000 individuals




















(d) Setting 2, 100000 individuals
Figure B.65: Frequency distribution of allele intrinsic merits for setting 2 and different mu-
tation rates (left) and number of variable sites (right) for a population size of 10000 (top) and
100000 (bottom).
229



















(a) Setting 2, 1 million individuals




















(b) Setting 2, 1 million individuals
Figure B.66: Frequency distribution of allele intrinsic merits for setting 2 and different mu-
tation rates (left) and number of variable sites (right) for a population size of 1 million.

















(a) Setting 1, 10000 individuals





















(b) Setting 1, 10000 individuals
Figure B.67: Frequency distribution of emergence times of alleles for setting 1 and different
mutation rates (left) and number of variable sites (right) for a population size of 10000.
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(a) Setting 1, 1 million individuals





















(b) Setting 1, 1 million individuals



















(c) Setting 1, 10 million individuals



















(d) Setting 1, 10 million individuals
Figure B.68: Frequency distribution of emergence times of alleles for setting 1 and different
mutation rates (left) and number of variable sites (right) for a population size of 1 million
(top) and 10 millions (bottom).
231

















(a) Setting 2, 10000 individuals






















(b) Setting 2, 10000 individuals



















(c) Setting 2, 100000 individuals






















(d) Setting 2, 100000 individuals
Figure B.69: Frequency distribution of emergence times of alleles for setting 2 and different
mutation rates (left) and number of variable sites (right) for a population size of 10000 (top)
and 100000 (bottom).
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(a) Setting 2, 1 million individuals


















(b) Setting 2, 1 million individuals
Figure B.70: Frequency distribution of emergence times of alleles for setting 2 and different
mutation rates (left) and number of variable sites (right) for a population size of 1 million.
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Figure C.1: Allele intrinsic merit range vs. population size (taking all alleles at the end of
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(f) Age threshold 1000 generations
Figure C.2: Range of allele intrinsic merits when using different age thresholds to remove
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(f) Age threshold 1000 generations
Figure C.3: Range of allele intrinsic merits when using different age thresholds to remove
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(f) Age threshold 1000 generations
Figure C.4: Range of allele intrinsic merits when using different age thresholds to remove
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(f) Age threshold 1000 generations
Figure C.5: Range of allele intrinsic merits when using different age thresholds to remove
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(f) Age threshold 1000 generations
Figure C.6: Range of allele intrinsic merits when using different age thresholds to remove
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(d) 250 generations, setting 6
Figure C.7: Standard deviation of the intrinsic merits of the final set of alleles when using an
age threshold of 250 generations to remove transient alleles. Results correspond to settings







































































































































(d) 250 generations, setting 6
Figure C.8: Number of alleles at the end of the simulation when using an age threshold of
250 generations to remove transient alleles. Results correspond to settings 3 (top left), 4 (top
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(a) Share of intermediate alleles, setting 3
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(c) Share of intermediate alleles, setting 4
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(d) Share of transient alleles, setting 4
Figure C.9: Share of the gene pool of intermediate and transient alleles in the DAA and
SAsOD models for settings 3 (top) and 4 (bottom). The threshold for allele intrinsic merit
was 0.265 for setting 3 and 0.256 for setting 4, and alleles that emerged in the last 250
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(d) Share of transient alleles, setting 6
Figure C.10: Share of the gene pool of intermediate and transient alleles in the DAA and
SAsOD models for settings 5 (top) and 6 (bottom). The threshold for allele intrinsic merit
was 0.275 for setting 5 and 0.365 for setting 6, and alleles that emerged in the last 250
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(d) Share of transient alleles, setting 2
Figure C.11: Share of the gene pool of intermediate and transient alleles in the DAA and
SAsOD models for settings 1 (top) and 2 (bottom). The threshold for allele intrinsic merit
was 0.275 for setting 1 and 0.3 for setting 2, and alleles that emerged in the last 250 genera-
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(d) Share of transient alleles, setting 4
Figure C.12: Share of the gene pool of intermediate and transient alleles in the DAA and
SAsOD models for settings 3 (top) and 4 (bottom). The threshold for allele intrinsic merit
was 0.25 for setting 3 and 0.253 for setting 4, and alleles that emerged in the last 250 gener-
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(d) Share of transient alleles, setting 6
Figure C.13: Share of the gene pool of intermediate and transient alleles in the DAA and
SAsOD models for settings 5 (top) and 6 (bottom). The threshold for allele intrinsic merit
was 0.265 for setting 5 and 0.35 for setting 6, and alleles that emerged in the last 250 gener-
ations were classified as transient.
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(b) Setting 3, less restrictive threshold







































































(d) Setting 4, less restrictive threshold
Figure C.14: Intrinsic merit and amino acid sequence difference for intermediate and tran-
sient alleles in the DAA model for settings 3 (top) and 4 (bottom). The threshold for allele
intrinsic merit was 0.265 for setting 3 and 0.256 for setting 4, and alleles emerged in the last
250 generations were classified as transient.
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(b) Setting 5, less restrictive threshold
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(d) Setting 6, less restrictive threshold
Figure C.15: Intrinsic merit and amino acid sequence difference for intermediate and tran-
sient alleles in the DAA model for settings 5 (top) and 6 (bottom). The threshold for allele
intrinsic merit was 0.275 for setting 5 and 0.365 for setting 6, and alleles emerged in the last
250 generations were classified as transient.
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(b) Setting 1, stricter threshold
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(d) Setting 2, stricter threshold
Figure C.16: Intrinsic merit and amino acid sequence difference for intermediate and tran-
sient alleles in the DAA model for settings 1 (top) and 2 (bottom). The threshold for allele
intrinsic merit was 0.275 for setting 1 and 0.3 for setting 2, and alleles emerged in the last
250 generations were classified as transient.
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(b) Setting 3, stricter threshold








































































(d) Setting 4, stricter threshold
Figure C.17: Intrinsic merit and amino acid sequence difference for intermediate and tran-
sient alleles in the DAA model for settings 3 (top) and 4 (bottom). The threshold for allele
intrinsic merit was 0.25 for setting 3 and 0.253 for setting 4, and alleles emerged in the last
250 generations were classified as transient.
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(d) Setting 6, stricter threshold
Figure C.18: Intrinsic merit and amino acid sequence difference for intermediate and tran-
sient alleles in the DAA model for settings 5 (top) and 6 (bottom). The threshold for allele
intrinsic merit was 0.265 for setting 5 and 0.350 for setting 6, and alleles emerged in the last
250 generations were classified as transient.
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Appendix D







































































































(b) No migration (isolated subpopulations)
Figure D.1: Number of alleles at the end of the simulation span for different numbers of





















































































































































































































































































































































































































(d) 10 million ind. (total), 5 subpopulations
Figure D.2: Range of intrinsic merits of alleles at the end of the simulation span for a







































































































































































































































(d) No migration (isolated subpopulations)
Figure D.3: Range of intrinsic merits of alleles at the end of the simulation span for different
numbers of subpopulations in a star arrangement and different migration rates. The total






















































































































































































































































































































































































































































(d) 10 million ind. (total), 5 subpopulations
Figure D.4: Weighted standard deviation in allele intrinsic merit at the end of the simulation
span for a metapopulation of 5 subpopulations in a star arrangement and different migration




















































































































































































































































































(d) No migration (isolated subpopulations)
Figure D.5: Weighted standard deviation in allele intrinsic merit at the end of the simulation
span for different numbers of subpopulations in a star arrangement and different migration
rates. The total population size was 1 million.
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(a) 10000 ind. (total)






















(b) 100000 ind. (total)






















(c) 1 million ind. (total)


















(d) 10 million ind. (total)
Figure D.6: Distribution of intrinsic merit of alleles for a metapopulation in a star arrange-
ment, all population sizes tested and a migration rate of 2 individuals every generation.
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(a) 10000 ind. (total)






















(b) 100000 ind. (total)






















(c) 1 million ind. (total)


















(d) 10 million ind. (total)
Figure D.7: Distribution of intrinsic merit of alleles for a metapopulation in a star arrange-
ment, all population sizes tested and a migration rate of 2 individuals every 100 generations.
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(a) 10000 ind. (total)






















(b) 100000 ind. (total)






















(c) 1 million ind. (total)


















(d) 10 million ind. (total)
Figure D.8: Distribution of intrinsic merit of alleles for a metapopulation in a star arrange-
ment, all population sizes tested and a migration rate of 2 individuals every 100000 genera-
tions.
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(a) 10000 ind. (total)






















(b) 100000 ind. (total)






















(c) 1 million ind. (total)


















(d) 10 million ind. (total)
Figure D.9: Distribution of intrinsic merit of alleles for a metapopulation in a star arrange-
ment, all population sizes tested and a metapopulation of 5 isolated subpopulations.
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(a) 10000 ind. (total)
















(b) 100000 ind. (total)
















(c) 1 million ind. (total)


















(d) 10 million ind. (total)
Figure D.10: Distribution of intrinsic merit of alleles for a metapopulation in a linear ar-
rangement, all population sizes tested and a migration rate of 2 individuals every generation.
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(a) 10000 ind. (total)
















(b) 100000 ind. (total)
















(c) 1 million ind. (total)


















(d) 10 million ind. (total)
Figure D.11: Distribution of intrinsic merit of alleles for a metapopulation in a linear arrange-
ment, all population sizes tested and a migration rate of 2 individuals every 100 generations.
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(a) 10000 ind. (total)
















(b) 100000 ind. (total)
















(c) 1 million ind. (total)


















(d) 10 million ind. (total)
Figure D.12: Distribution of intrinsic merit of alleles for a metapopulation in a linear ar-
rangement, all population sizes tested and a migration rate of 2 individuals every 100000
generations.
264
















(a) 10000 ind. (total)
















(b) 100000 ind. (total)
















(c) 1 million ind. (total)


















(d) 10 million ind. (total)
Figure D.13: Distribution of intrinsic merit of alleles for a metapopulation in a linear ar-


















































































































(d) 10 million ind. (total), migration every 100000
generations
Figure D.14: Diversity profiles (naive diversity) for a metapopulation of 5 subpopulations in
a star arrangement and a metapopulation of 5 subpopulations in a linear arrangement, for a







































































































(d) 10 million ind. (total)
Figure D.15: Diversity profiles (naive diversity) for a metapopulation of 5 subpopulations in
a star arrangement and a metapopulation of 5 subpopulations in a linear arrangement, for all








































































































(d) 10 million ind. (total)
Figure D.16: Diversity profiles (naive diversity) for a metapopulation of 5 subpopulations in
a star arrangement, the DAA and asymmetric overdominance models and a migration rate of








































































































(d) 10 million ind. (total)
Figure D.17: Diversity profiles (naive diversity) for a metapopulation of 5 subpopulations in
a star arrangement, the DAA and asymmetric overdominance models and a migration rate of










































































































(d) 10 million ind. (total)
Figure D.18: Diversity profiles (naive diversity) for a metapopulation of 5 subpopulations in
a star arrangement, the DAA and asymmetric overdominance models and a migration rate of












































































































(d) 10 million ind. (total)
Figure D.19: Diversity profiles (naive diversity) for a metapopulation of 5 isolated subpopu-



























































































































































(d) 10 million ind. (total)
Figure D.20: Diversity profiles (similarity-sensitive diversity based on intrinsic merit dif-
ference between alleles) – comparison between the DAA and asymmetric overdominance
models for a metapopulation of 5 subpopulations in a star arrangement and a migration rate


















































































































































(d) 10 million ind. (total)
Figure D.21: Diversity profiles (similarity-sensitive diversity based on intrinsic merit dif-
ference between alleles) – comparison between the DAA and asymmetric overdominance
models for a metapopulation of 5 subpopulations in a star arrangement and a migration rate



























































































































































(d) 10 million ind. (total)
Figure D.22: Diversity profiles (similarity-sensitive diversity based on intrinsic merit dif-
ference between alleles) – comparison between the DAA and asymmetric overdominance
models for a metapopulation of 5 subpopulations in a star arrangement and a migration rate



























































































































































(d) 10 million ind. (total)
Figure D.23: Diversity profiles (similarity-sensitive diversity based on intrinsic merit dif-
ference between alleles) – comparison between the DAA and asymmetric overdominance




























































































































(d) 10 million ind. (total)
Figure D.24: Diversity profiles (similarity-sensitive diversity based on sequence difference
between alleles) – comparison between the DAA and asymmetric overdominance models



























































































































(d) 10 million ind. (total)
Figure D.25: Diversity profiles (similarity-sensitive diversity based on sequence difference
between alleles) – comparison between the DAA and asymmetric overdominance models
for a metapopulation of 5 subpopulations in a star arrangement and a migration rate of 2


























































































































(d) 10 million ind. (total)
Figure D.26: Diversity profiles (similarity-sensitive diversity based on sequence difference
between alleles) – comparison between the DAA and asymmetric overdominance models
for a metapopulation of 5 subpopulations in a star arrangement and a migration rate of 2

























































































































(d) 10 million ind. (total)
Figure D.27: Diversity profiles (similarity-sensitive diversity based on sequence difference
between alleles) – comparison between the DAA and asymmetric overdominance models for





























































































































































































































































































































































































































































(d) No migration (isolated subpopulations)
Figure D.28: Expected heterozygosity for metapopulations of 5 subpopulations with differ-
ent connectivities and various migration rates, and for observed data. The red and green
bands span population sizes from 10000 to 10 million. Figure D.28d gives an indication of
the intrinsic stochastic variation, as the arrangement does not have an influence in a metapop-













































































































































































































































































































































































































































































(d) No migration (isolated subpopulations)
Figure D.29: Share of the five most frequent alleles for metapopulations of 5 subpopulations
with different connectivities and various migration rates, and for observed data. The red
and green bands span population sizes from 10000 to 10 million. Figure D.29d gives an
indication of the intrinsic stochastic variation, as the arrangement does not have an influence

































































































(d) No migration (isolated subpopulations)
Figure D.30: Diversity profiles (naive diversity) for metapopulations with different connec-
tivities of subpopulations and observed data for a metapopulation of 5 subpopulations and
various migration rates. The red and green bands span population sizes from 10000 to 10
million. Figure D.30d gives an indication of the intrinsic stochastic variation, as the arrange-
ment does not have an influence in a metapopulation of isolated subpopulations.
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(a) 10000 ind. (total)


















(b) 100000 ind. (total)


















(c) 1 million ind. (total)






















(d) 10 million ind. (total)
Figure D.31: Distribution of emergence times of alleles for a metapopulation in a star ar-
rangement, all population sizes tested and a migration rate of 2 individuals every generation.
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(a) 10000 ind. (total)
















(b) 100000 ind. (total)




















(c) 1 million ind. (total)




















(d) 10 million ind. (total)
Figure D.32: Distribution of emergence times of alleles for a metapopulation in a star ar-
rangement, all population sizes tested and a migration rate of 2 individuals every 100 gener-
ations.
284














(a) 10000 ind. (total)
















(b) 100000 ind. (total)


















(c) 1 million ind. (total)




















(d) 10 million ind. (total)
Figure D.33: Distribution of emergence times of alleles for a metapopulation in a star ar-
rangement, all population sizes tested and a migration rate of 2 individuals every 100000
generations.
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(a) 10000 ind. (total)
















(b) 100000 ind. (total)


















(c) 1 million ind. (total)






















(d) 10 million ind. (total)
Figure D.34: Distribution of emergence times of alleles for a metapopulation in a star ar-
rangement, all population sizes tested and a metapopulation of 5 isolated subpopulations.
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(a) 10000 ind. (total)
















(b) 100000 ind. (total)


















(c) 1 million ind. (total)




















(d) 10 million ind. (total)
Figure D.35: Distribution of emergence times of alleles for a metapopulation in a linear ar-
rangement, all population sizes tested and a migration rate of 2 individuals every generation.
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(a) 10000 ind. (total)
















(b) 100000 ind. (total)


















(c) 1 million ind. (total)
















(d) 10 million ind. (total)
Figure D.36: Distribution of emergence times of alleles for a metapopulation in a linear
arrangement, all population sizes tested and a migration rate of 2 individuals every 100 gen-
erations.
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(a) 10000 ind. (total)














(b) 100000 ind. (total)


















(c) 1 million ind. (total)


















(d) 10 million ind. (total)
Figure D.37: Distribution of emergence times of alleles for a metapopulation in a linear
arrangement, all population sizes tested and a migration rate of 2 individuals every 100000
generations.
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(a) 10000 ind. (total)
















(b) 100000 ind. (total)


















(c) 1 million ind. (total)






















(d) 10 million ind. (total)
Figure D.38: Distribution of emergence times of alleles for a metapopulation in a linear
arrangement, all population sizes tested and a metapopulation of 5 isolated subpopulations.
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