The amount of software that hosts spyware has increased dramatically. To avoid legal repercussions, the vendors need to inform users about inclusion of spyware via end user license agreements (EULAs) during the installation of an application. However, this information is intentionally written in a way that is hard for users to comprehend. We investigate how to automatically discriminate between legitimate software and spyware associated software by mining EULAs. For this purpose, we compile a data set consisting of 996 EULAs out of which 9.6% are associated to spyware. We compare the performance of 17 learning algorithms with that of a baseline algorithm on two data sets based on a bag-of-words and a meta data model. The majority of learning algorithms significantly outperform the baseline regardless of which data representation is used. However, a non-parametric test indicates that bag-of-words is more suitable than the meta model. Our conclusion is that automatic EULA classification can be applied to assist users in making informed decisions about whether to install an application without having read the EULA. We therefore outline the design of a spyware prevention tool and suggest how to select suitable learning algorithms for the tool by using a multi-criteria evaluation approach.
Introduction
The amount of spyware has increased dramatically due to the high value for marketing companies of the information that is collected. Spyware is designed to collect user information for marketing campaigns without the informed consent of the user. This type of software is commonly spread by bundling it with popular applications available for free download.
A spyware application is typically difficult to remove once it has been installed on a computer system and it can seriously degrade system performance and compromise the privacy of the user [2, 5, 31] . This paper presents a novel approach based on data mining, aimed at stopping spyware at the door.
From now on, we are going to use the terms bad and good to signify applications that host spyware and legitimate applications, respectively. Distributors of bad software usually try to disguise it as good in an attempt to reach as many users as possible. However, to avoid legal repercussions, these distributors are required to mention in the end user license agreement (EULA) that spyware will indeed be installed. Yet, this information is given in a way most users find difficult to understand. Even EULAs for legitimate software can be hard to comprehend due to their length and their extensive use of legal terminology [19] .
Consequently, we recognize the need for an efficient method for helping users to distinguish between good and bad software during the installation process. If spyware is detected through such a method, it could assist users in keeping their computers clean from bad software by warning them about the application they are about to install.
Background
Definitions of spyware exist on two different abstraction levels, were the low level definition focuses on the concept of information theft while the high-level definition also includes other negative consequences associated with spyware. At the low level, spyware can be defined by using Steve Gibson's original definition from early 2000: 1 
Spyware is any software which employs a user's Internet connection in the background (the so-called backchannel) without their knowledge or explicit permission.
This definition was valid in the beginning of the spyware evolution, but as the spyware concept evolved it attracted new kinds of behaviors. From originally just gathering private information spyware programs now also began to modify network traffic, such as competitors' advertisements, and degrading user experience by altering system configurations, such as browser start pages. As these behaviors grew both in number and in diversity, the term spyware became hollowed out, which in turn resulted in that a great number of synonyms were employed, e.g., thiefware, trackware, evilware, scumware, and badware.
Due to this development, the Anti-Spyware Coalition, which consists of leading parties from both academia and industry, defined spyware using a wider approach that incorporated all negative consequences associated with such software. 2 Our view of spyware also coincides with this definition:
Technologies deployed without appropriate user consent and/or implemented in ways that impair user control over: -Material changes that affect their user experience, privacy, or system security; -Use of their system resources, including what programs are installed on their computers; and/or -Collection, use, and distribution of their personal or other sensitive information.
To further clarify the concept of spyware, Boldt [3] defined a categorization of various types of spyware programs that relied on a three-by-three matrix where the two axis represent the level of user consent and the amount of negative consequences associated with each software type. Given these two dimensions, Boldt [3] provides a more structured view of spyware under the term privacy-invasive software. The increase of spyware has resulted in vast numbers of users experiencing loss of control over personal information and decreased computer performance [36] . Anti-virus techniques are used for removing malicious software (such as: computer viruses and worms). Malicious software is undoubtedly illegal in most countries but this is not necessarily true for spyware since it resides in a gray zone between what is considered to be legal and illegal. Thus, the techniques used by spyware can be interpreted as either legal or illegal depending on who is asked; what one individual regards as spyware could be considered a legitimate business application by another.
McFedries [25] explores the purposes behind spyware as well as its commercial impact. The main conclusion is that spyware is a very good means to gain revenue for online marketing companies, since it provides them with personal user information that can be exploited in order to deliver targeted advertisements.
Zhang [38] makes visible the urgent need for user education to raise awareness about the spyware threats and the methods available for addressing these threats. This is important, Zhang [38] argues, since most computer users cannot keep up with the rapid development of new spyware that affect their computer systems, personal data, and ultimately their privacy.
Moshchuk et al. [27] introduce methods for measuring spyware activity on the Internet. In 2005, they performed an automatic analysis of 18 million Internet addresses (URLs) for executable files. Out of the 21,200 applications an astonishing 13.4% were identified as spyware.
Fox [18] presents a report on how user behavior is affected by the occurrence of spyware in home and work computers based on performing a telephone interview survey, which featured a nationally representative sample of 2,001 adults living in continental US telephone households. The report states that "only about one in ten internet users say the current practice of clicking through a user agreement or disclaimer is adequate consent to install adware on a person's computer". Townsend [33] elaborates on how spyware infected applications may violate corporate security policies and procedures, explaining that spyware could circumvent existing security mechanisms used by the corporations, thus enabling the extraction of sensitive and/or classified information. Moreover, Good et al. [19] point out the fact that users agree to accept spyware as part of a software bundle as a cost associated with gaining the functionality they desire and demonstrate that interface design can be a significant factor in eliciting informed consent to software installation.
Related work
In a pilot study [24] , we investigated whether it was possible to take advantage of the fact that the installation of bad software is mentioned in the EULA. We addressed this problem by applying supervised learning algorithms to classify EULAs of both good and bad applications in order to detect if the associated software hosts spyware. The results indicate that the approach is feasible, however, the amount of data was scarce (the data set featured 100 EULAs in total). EULA classification, as a problem, is quite analogous to that of spam classification, i.e., to distinguish between unsolicited commercial emails (spam) and legitimate emails. Much work has been done in the area of spam classification, e.g., using different learning algorithms, such as: rule learners, support vector machines, instance-based learners, decision trees, and stacking [1, 7, 9, 13, 29] . More recently, Koprinska et al. [22] investigate the performance of the random forest algorithm for the same type of problem, claiming that it outperforms some of the earlier mentioned algorithms on several problems.
Kang et al. [20] also study the spam classification problem and applies an unsupervised feature selection algorithm and clustering to classify unlabeled documents. The results from the analysis can be interpreted as follows: the absence of a certain term is a characteristic shared across the emails of a given category; whereas, the presence of certain keywords shows a larger variability across emails of a given category.
Scope and aim
The aim of this paper is to further investigate EULA classification as a means for categorizing software as good (legitimate) or bad (associated with spyware). For this purpose, we have collected a set of 996 EULAs (out of which 9.6% are associated with software that includes spyware). We will investigate different ways to represent these documents in order to be able to use supervised learning as an approach to solve the EULA classification problem.
Outline
The remainder of this paper is organized as follows: we begin by presenting the EULA classification problem in Sect. 2. Next, we describe the data collection process and the representation of data in Sect. 3. We then describe the experiments in Sect. 4. This is followed by a presentation of the results in Sect. 5. In Sect. 6, we analyze the results and outline the design of a spyware prevention tool based on EULA classification. Finally, we draw conclusions and give some pointers to future work in the last section.
EULA classification
We want to investigate whether or not it is possible to classify software applications as legitimate (good) or associated with spyware (bad) based on their EULA. Intuitively, we can look upon this problem as a text classification (TC) task, for which there are two main approaches, knowledge engineering and machine learning.
Knowledge engineering systems have been known to often outperform machine learning systems on the TC task, although according to [16] , the gap in performance steadily shrinks. The main drawback of the former approach is the amount of skilled labor and expert knowledge required to generate and maintain the knowledge-encoding rules.
In contrast, the latter approach requires only a set of labeled (classified) training instances, which are less costly to produce. As a consequence, most of the recent work on categorization is concentrated on the machine learning approach and our study is no exception. We will now present the TC task more formally with regard to EULA classification.
The EULA classification task
Suppose that we have a collection, I , of EULAs, each labeled as either good or bad, depending on whether or not it is associated with legitimate software or spyware. The set of all possible classes can thus be defined as C = {good, bad}. We would like to approximate the unknown target function, F : I × C = {1, 0}. The value of f (i, c) is equal to one if the EULA, i, belongs to the class c or zero otherwise.
It is now possible to define a classifier as an approximation function, M : I × C = {1, 0}. The objective of the learning task is to generate a classifier that produces results as close to that of F as possible.
Supervised learning
The machine learning approach to automatically build a classifier by learning the properties of the classes from a set of pre-classified training instances is known as supervised learning.
Most supervised learning algorithms cannot process text documents in their original form [16] , hence they will not be able to process the EULAs. Consequently, we need to preprocess the EULAs by converting them to a manageable representation.
Representation
The choice of representation depends on what one regards as meaningful units of text and the meaningful natural language rules for combining these units, i.e., the problem of lexical and compositional semantics, respectively. The problem of compositional semantics has often been disregarded in TC [30] , however, exceptions exist, see for example [12] . One approach that addresses the problem of lexical semantics is to represent each EULA as a feature vector. We now describe two quite different feature vector representations of EULAs.
The bag-of-words model
The bag-of-words model is a common approach to represent documents as feature vectors [16] . In fact, it has been found in several experiments that more sophisticated representations do not yield any significant effectiveness [30] , although there are some recent approaches that have shown promising results. For example, Wang et al. [34] automatically constructed a thesaurus of concepts from Wikipedia and introduced a unified framework to expand the bag-of-words representation with semantic relations. More research is needed in order to establish whether this type of expansion really increases performance significantly over the traditional model.
In the bag-of-words model, each word in a document is used as a feature. Thus, a complete document is represented by a vector with one feature for each word that occurs in the document. A collection of documents is then represented by a set of feature vectors and the dimension of the feature space is equal to the number of different words in all of the documents. Some studies have used phrases, rather than individual words, as terms. However, their experimental results have not been as encouraging as those of studies that use words as terms [30] . More recently, Metzler and Croft [26] review several attempts to go beyond the bag-of-words representation but few show consistent improvements in retrieval effectiveness.
There are basically two methods for associating weights to features. The simplest is the binary method, which either assigns a value of one if the word is present in the document or a value of zero otherwise. The binary method can be used if the chosen learning algorithm can only handle nominal attributes. However, what appears to be a more common method is to take the frequency of the word into account. We adopt this method and calculate frequencies using the standard Term Frequency-Inverse Document Frequency (TF IDF) scheme [16] . The TF IDF function embodies the intuitions that: the more often a term occurs in a document, the more it is representative of its content, and the more documents a term occurs in, the less discriminating it is [30] . There exist several versions of TF IDF that differ from each other in terms of logarithms, normalization or other factors.
We use Weka's implemented version of TF IDF. Thus, given a word, w, in a EULA, d, the TF IDF weight is calculated as follows:
where N is the total number of EULAs, DocFreq is the number of EULAs containing the word and TermFreq represents the frequency of the word in the particular EULA.
The meta EULA model
FaceTime Security Labs 3 has created the EULA Analyzer, 4 which is a web-based tool, for assisting people in better understanding the EULAs of software downloadable on the Internet. This tool requires a user to copy the EULA from the pop-up window that appears when a software application is to be installed on a computer. The EULA is analyzed and the results are given as scores according to ten different metrics. The user is then able to consider the metric scores to make a decision about whether or not to proceed with the software installation. However, EULA Analyzer does not provide a classification of the analyzed EULAs, instead this task is left to the user. Since EULA Analyzer is a proprietary service, its design and inner workings are not publicly available.
Since the objective of EULA Analyzer is to assist people in better understanding EULAs by supplying meta models of the EULAs, we hypothesize that this meta EULA model can be used as an alternative means for representing the EULAs as feature vectors.
EULA Analyzer calculates the number of flagged, or suspicious, sentences. In addition, it calculates some basic statistics, such as the number of characters, words, sentences, and the average number of words per sentence. EULA Analyzer also performs more advanced calculations of readability metrics. For example, Flesch score and Gunning-Fog index use word and sentence lengths to indicate how difficult it is to comprehend a certain text, where low scores represent difficult texts [17] . The Flesch grade is calculated based on the same measures but instead gives the number of years of education that is needed to understand the text [17] . Automated readability and Coleman-Liau are two other readability tests that indicate the required level of education needed to comprehend a text [10, 32] . Both of these tests differ from the earlier mentioned metrics by relying on a factor of characters per word instead of syllabus per word.
Our approach is to use the aforementioned EULA Analyzer metrics as attributes for a meta EULA data set. Thus, each EULA is described as a vector of 10 values and it has the same class label as the corresponding bag-of-words instance.
Data Sets
We now describe the data collection and the representation of the data. The collection, and labeling, of EULAs can be carried out in several ways. Our primary objective was to collect a large set of EULAs and at the same time allow for an automatic or semi-automatic labeling of EULA instances.
Data collection
One of the contributions of this study is the collection of a large data set of labeled EULAs. The raw data set and different representations are available on the web. 5 We strived to collect approximately 1,000 EULAs (compared to 100 as featured in the aforementioned pilot study). The prerequisite was that each application should be easily downloaded from the Internet and present the user with a EULA that can be copied and pasted as ASCII text. We collected the good instances from Download.com 6 and the bad instances from links obtained from SpywareGuide.com. 7 The software programs in the SpywareGuide.com database are divided into nine categories; adware, data-miners, dialers, loyaltyware, miscellaneous security, password crackers, trojans, viruses, and worms. None of the virus or worm programs include EULAs, hence the programs from these categories were omitted. We chose to label all programs from the remaining seven categories as spyware since we target the general concept of spyware. Additionally, we wanted to avoid multiple spyware classes (since the total number of available spyware programs was small) in order to maximize the amount of training data for each category. Thus, our collection consists of EULAs from two categories; legitimate (good) and spyware (bad). Based on the number of applications downloadable from both of these locations we hypothesized that a ratio of 1:10 would serve as a sufficient model of the real world, i.e., that spyware accounts for approximately 10% of all freely available applications. This is not too far from the figure reported by Moshchuk et al. [27] (13.4%). Thus, we aimed to collect 900 good and 100 bad EULAs. The collection was systematically performed:
-for the good EULAs, the first 900 applications were downloaded, -for the bad EULAs, every working web link was followed.
In both cases, we omitted applications that did not have a EULA. Additionally, we also omitted applications for which the EULA could not be extracted, e.g., the text could not be copied as ASCII text. Even though this only applies to 0.5% of the downloaded software we note that this (dys)function could possibly be used by the spyware vendors to prevent EULA analysis. For each software application, we collected the associated EULA together with basic information such as software title, version, and vendor. The result is a collection featuring 900 good and 96 bad instances of real-world EULAs.
Data representation
The raw data set, which consists of 996 text documents, must be converted to a manageable format. We perform the conversion into two different feature vector representations, as described in Sect. 2.2. We now describe how the two data sets are generated from the raw data set and highlight some characteristics for each of the generated sets of data.
Bag-of-words data set
The total number of words, contained in all of the EULAs, is close to 10,000 but experimental evidence suggests that this number can be reduced to around 10% without reducing classifier performance [16] . In order to reduce the number of features, we convert all characters to lowercase and consider only alphabetic tokens. Furthermore, we remove stop words and words that occur only once (hapax legomena), and store a maximum of 1,000 words per class. Finally, we apply Weka's iterated Lovins stemmer to be able to store only the stems of the remaining words. The result is a data set with 1,269 numeric features and a nominal target feature that indicates if the EULA is bad or good. 
Meta EULA data set
The processing of EULAs through EULA Analyzer is carried out by custom-made Unix shell scripts and Apple Automator programs. This setup allows us to automatically fetch the text from each of the 996 EULAs, paste it into the text field on the EULA Analyzer website, send the text for analysis, and finally retrieve the scores of the 10 metrics that represent the results of the analysis. Using the results according to these metrics, for each EULA, we generate a meta EULA data set and convert it to the Weka ARFF format. Table 1 shows the minimum, maximum, and mean value for each EULA Analyzer metric. As can be seen in the table, the Flesch score can be negative. Unfortunately, some algorithms cannot handle negative numeric attributes. For example, Naive Bayes Multinomial, which outperformed all other algorithms in the pilot study of EULA classification, is one such algorithm. Consequently, we opt to remove the Flesch score attribute from the meta EULA data set to resolve this issue. For our data set of 996 instances, the number of flagged sentences attribute values range from 0 to 84 but most EULAs are assigned a value close to zero. In analyzing the distribution of good and bad EULAs across the range of the flagged sentences attribute, we observe that this attribute can be used to achieve a linear separation between a cluster of 25 bad instances and the rest of the EULAs. Approximately, 30 additional bad instances can be isolated together with a small number of good instances. In total, this amounts to a separation of approximately 55 bad instances from the rest of the instances. In this case, there are still 41 bad instances classified as good. In analyzing the distributions for the remaining attributes, we do not observe any trivial ways to separate good and bad instances.
Experiments
In this section, we discuss the choice of algorithms and algorithm configurations. In addition, we discuss the metrics we use to evaluate classifier performance and present our experimental approach.
Algorithm selection and configuration
We want to determine if it is feasible to apply supervised learning algorithms to solve the EULA classification problem. In order to investigate the usefulness of different learning techniques, we include a diverse population of 17 algorithms from different paradigms, for example: perceptron and kernel functions, instance-based learners, Bayesian learners, decision tree inducers, meta-learners, rule inducers, and so forth. We use original Weka 3.5.7 algorithm implementations and, for most algorithms, we use the default configuration.
The main emphasis in this study is not to find the optimal configuration for each algorithm, that is, the configuration for which the algorithm generates the best performing classifiers. Such an objective would most certainly require extensive parameter tuning. Instead, this study focuses on investigating if it is possible, in general, to distinguish between good and bad EULAs. Consequently, we do not perform any systematic parameter tuning at all.
We alter the configuration for the following algorithms: the number of neighbors (k) for IBk is changed in order to distinguish the algorithm from the 1-nearest neighbor (IB1) algorithm. We use k = 10 based on standard practice but point out that it is arbitrary. The k parameter can be optimized for a particular problem by systematically performing repeated training and testing runs with different k values. We use SMO as a meta classifier for the Stacking algorithm and include the following algorithms in the ensemble: Naive Bayes Multinomial, SMO, and VotedPerceptron. These three algorithms are selected based on their high performance, as reported in the pilot study. The specification of the key algorithm configurations is provided in Table 2 . The Weka default configurations [37] are provided for the sake of reproducibility, hence they will not be further described.
Evaluation of Classifier Performance

Classification Accuracy
We need to select relevant evaluation metrics in order to measure classifier performance. Traditionally, the accuracy metric (the number of correct classifications divided by the total number of classifications) has been widely used. However, several issues have been raised against the use of this particular metric as the only means to measure performance [28] . However, when used in conjunction with other metrics, we believe that accuracy is still a useful metric to consider.
The area under the ROC curve
In addition to accuracy, we therefore need to select metrics that are suitable for our particular application. For the purpose of EULA classification, we argue that the cost of misclassification is different for the two classes (good and bad). For example, classifying a bad EULA as good is sometimes far worse than the opposite and this is particularly true if the classification should be the basis for a decision support system that should aid the user in making the decision to install an application or to abort the installation.
If a good EULA is classified as bad, the user might think twice before installing the associated application and instead will try to find alternative applications. If, on the other hand, a bad EULA is classified as good, the user might install an application that contains spyware, believing that the application is legitimate. This is actually worse than not using any EULA classification at all, since the user is under the (false) impression of being informed about the legitimacy of the application. Consequently, EULA classification represents a problem in which different types of misclassification errors have asymmetric costs. This is important to keep in mind if one intends to develop a EULA-based anti-spyware application. Zhao et al. [39] reviews this problem in detail and compares two cost-sensitive learning approaches, instance weighting and post hoc threshold adjusting. The results indicate that both approaches are suitable, but for different types of learners. Additionally, the author concludes that symbolic learners are affected by cost-ratio changes to a larger extent than methods that produce continuous probability estimates.
In order to address the misclassification cost issue in this study, we consider four important metrics; true/false positives and true/false negatives, as documented in Table 3 . In particular, we will use the Area under the ROC curve (AUC), which is based on the true positives rate (TPR) and the false positives rate (FPR) since it does not depend on equal class distribution or misclassification costs [37] . The calculation of, and motivation for, AUC is described in detail by Fawcett [15] .
Multi-criteria evaluation
In addition to the ACC and AUC metrics we will evaluate each algorithm using the Candidate Evaluation Function (CEF) [23] . The purpose of CEF is to capture application-specific tradeoffs by combining multiple relevant metrics. We shall now demonstrate how multi-criteria metrics can be used as an approach to trade-off some of the important aspects of EULA classification. CEF normalizes the metrics in order to get a uniform output domain and it is also possible to specify explicit weights for each metric to ensure that application-specific trade-offs can be properly represented. CEF itself does not dictate which metrics to use, it We define m j as a metric with index j from an index set, J , over the selected set of metrics. Each metric is associated with a weight, w j , and an acceptable range,
The lower bound, b l j , denotes the least desired acceptable score. Similarly, the upper bound, b u j , denotes the desired score. Note that, in the original CEF definition a metric was normalized according to the best and worst score of that particular metric obtained from the studied set of classifiers. The current normalization uses the lower and upper bound to generate a smooth distribution from 0 (least desired) to 1. CEF is now defined as specified in Eq. 2.
CEF(c, D)
where j∈J w j = 1 and
To address the fact that a low FPR is more important than a high TPR for our particular application, we define an example CEF metric that combines m 1 = TPR with r 1 = [0.9, 1.0] and m 2 = FPR with r 2 = [0.4, 0.0]. Furthermore, we let w 1 = 0.2 and w 2 = 0.8 to make m 2 four times more important than m 1 . The weights and ranges are provided as examples to illustrate how CEF can be used to customize the evaluation for our application. However, these properties should be selected by domain experts after careful consideration, preferably using some reliable systematic approach.
Baseline classifier
We have reviewed two possible data representations that can be used when applying supervised learning to EULA classification. Besides the comparison between these two representations, we need to quantify the utility of the EULA classification approach compared to the behavior of an average user. In addition, we need to find out if it is even possible to discriminate between bad and good EULAs using the machine learning approach. Consequently, we argue that it is necessary to compare the performance of the classifiers (generated from both data sets) to that of a baseline classifier. We choose to include Weka's ZeroR classifier for this purpose. ZeroR classifies instances based on the majority of the class distribution. For our particular case, this means that ZeroR will classify all instances as good. Our model of an average user assumes that the user does not read the EULA but instead continues with the installation. Thus, the behavior of this model is equivalent to that of ZeroR. We use AUC for all statistical comparisons. There are several rationales for this decision:
-the class distribution is skewed, which suggests that AUC is more appropriate than accuracy [28] , -the weights and ranges of the CEF metric are provided as examples and thus there is little sense in using the CEF results for statistical tests of significance, and -no learned classifier should have an AUC less than 0.5 [14] and ZeroR always achieves an AUC score of 0.5, which makes ZeroR a simple and meaningful baseline if AUC is used.
ZeroR, which has no predictive power, can thus be used as a baseline to determine if a particular classifier has predictive power, i.e., if it can discriminate between good and bad EULAs. If, for a certain data set, at least one classifier is shown to have predictive power we can also assume more generally that it is possible to discriminate between bad and good EULAs using that data set.
Experimental procedure
Since we have a limited amount of data for training and testing (996 instances), we choose to estimate performance using the average of ten stratified tenfold cross validation tests. We use Weka for all experiments and train the 17 learning algorithms on our two data sets.
Moreover, we let X represent the set of performance results obtained from the bag-ofwords set. Similarly, Y represents the set of performance results obtained from the meta EULA set. We formulate the following null hypotheses:
0 is tested for each x ∈ X and h y 0 is tested for each y ∈ Y . Both of the main hypotheses are tested using the corrected resampled t-test as recommended by Witten and Frank [37] for comparisons of two algorithms on the data set and using ten tenfold cross-validation tests. Thus, we use 99 degrees of freedom and two-sided probability values. We are aware of the issues related to multiple hypothesis testing, cf. [11] . Thus, since we test 17 hypotheses for each data set, the family-wise error can be elevated. The Bonferroni correction can be applied to maintain the family-wise error but, as [11] notes, it is overly radical. We will therefore present results using both the regular probability value ( p < 0.05) and the Bonferroni corrected value ( p < 0.001), which is calculated by dividing the regular p value by the number of tested hypothesis for each data set.
The third null hypothesis, h z 0 , is that there is no difference in performance between the bag-of-words and the meta EULA generated classifiers. This null hypothesis is tested using the two-sided Wilcoxon signed rank test. In this test, we compare the AUC result for each classifier on the bag-of-words data set to that of the corresponding classifier on the meta EULA data set. We reject h z 0 if the results for one data set are significantly better than those obtained from the other. The rationale for using a non-parametric test instead of, e.g., the paired t test is that the latter assumes normality, which might be violated in our test [11] . In testing this hypothesis, we are aware that the results can only apply for the selected algorithms and configurations. 
Results
We first present the performance results for each data representation approach separately and then review the tested hypotheses. This is followed by an analysis and discussion about both approaches.
Bag-of-words results
The evaluation results for the bag-of-words data set are presented in Table 4 . The table features evaluation scores for the 17 learning algorithms, the average learning algorithm score, and score of the baseline classifier. Each algorithm evaluation result is shown using four metrics: classification accuracy (ACC), true positives rate (TPR), false positives rate (FPR), and the Area Under the ROC Curve (AUC).
SMO, Voted Perceptron, and Stacking yield the highest ACC. However, the difference between the best and worst performing supervised algorithm is rather small (0.076). The accuracy of Naive Bayes Multinomial is mediocre and the regular Naive Bayes algorithm actually performs worse than the baseline.
With regard to AUC, the performance of the top ACC algorithms is mediocre while Naive Bayes Multinomial is the best performing algorithm. The difference in AUC between the best and worst performing algorithm is quite large (0.350). This difference is much due to the low performance of the KStar algorithm. The TPR (the rate of correctly classified bad EULAs) is quite high for all algorithms, except the regular Naive Bayes algorithm. Unfortunately the FPR (the rate of bad EULAs classified as good) is also relatively high, even for the best performing algorithms. Among the worst performing algorithms (according to FPR) are the two instance-based learners: KStar and IBk.
Meta EULA Results
The evaluation results for the meta EULA data set are presented in Table 5 using the same setup as the Table 4 .
The best performing algorithms are tree and rule learners, as well as meta learners that use tree learners in their ensemble. For ACC, the best performing algorithms are: Bagging, JRip, PART, and J48. The difference between the best and worst performing algorithm, according to ACC, is large (0.128). The accuracy of Voted Perceptron is identical to that of ZeroR. Meanwhile, Naive Bayes, Naive Bayes Multinomial, and KStar all perform worse than ZeroR.
In terms of AUC, the top ACC algorithm (Bagging) is the best performing algorithm. The difference in AUC between the best and worst performing algorithm is very large (0.369).
The worst performing algorithms, according to AUC, are: Stacking, SMO, and Voted Perceptron. However, these three algorithms all share perfect TPR scores. The low AUC Table 6 CEF evaluation results score is due to their high FPR scores. Similarly to the bag-of-words data set, the lowest FPR scores are achieved by the Bayesian algorithms.
Tested hypotheses
The results from the two first main hypotheses are indicated in Table 5 , respectively. At p < 0.05, 15 out 17 algorithms perform significantly better than the baseline on the bag-ofwords set. For the meta EULA set, 14 out 17 algorithms perform significantly better than the baseline for the same confidence level. More generally, we can therefore conclude that both data sets can be used for training classifiers that can discriminate between good and bad EULAs.
The two-sided p value of obtaining our results if h z 0 holds is 0.01675, which means that we can reject this null hypothesis. We therefore conclude that the bag-of-words model is statistically significantly better than the meta EULA model, at least for the included algorithms.
CEF Results
We now review the results from the CEF evaluation. Table 6 shows the CEF score for each algorithm and data set. The scores for the TPR metric (m 1 ) and the FPR metric (m 2 ) have been calculated using the TPR and FPR scores from Table 4 and Table 5 , respectively. As can be observed, several algorithms fail completely, since they do achieve an acceptable score for at least one of the metrics. Eight algorithms manage to achieve a valid CEF score on the bag-of-words data set. However, most decision tree and rule learners fail since they cannot achieve an acceptable FPR. The Bayesian learners are exceptionally strong with regard to FPR but the Naive Bayes algorithm fails to achieve an acceptable TPR. For the meta EULA data set, all algorithms fail. The only algorithm that achieves a good enough FPR is Naive Bayes Multinomial, however, it fails because of the unacceptable TPR score.
Discussion
The experiment raises several interesting issues which will now be discussed. We first review some technical aspects related to the featured algorithms and their performance on EULA classification.
The best performing algorithms for the bag-of-words data set, according to ACC, are predominantly kernel function based. SMO, especially, is known to perform well according to ACC on large text classification data sets [21] . However, in terms of AUC, both Voted Perceptron and SMO are outperformed by Naive Bayes Multinomial and Bagging.
Caruana and Niculescu-Mizil [8] note that support vector machines are not designed to predict probabilities and explain that their predictions can be calibrated with, e.g.: Platt Scaling or Isotonic Regression. We perform no such calibration and thus this could be related to the poor SMO performance according to AUC.
Several studies have reported on the poor performance of Naive Bayes Multinomial compared to that of, e.g., SMO on text classification tasks. However, Kibriya et al. [21] argued that the performance, especially in terms of AUC, of Naive Bayes Multinomial can be dramatically improved by applying TF IDF during preprocessing. Our results on the bag-of-words data set indicate that this claim is valid. Consequently, the obtained results seem to be aligned with related studies of these algorithms for similar domains.
The case is different for the meta EULA data set, which has a small number of attributes compared to the bag-of-words set. Few algorithms seem to perform well on this data set with a notable exception in Bagging.
Bagging seems to be quite suitable for our problem. It is the superior algorithm for both ACC and AUC on the meta EULA data set. In addition, it is the second best algorithm, according to AUC, on the bag-of-words data set and it is positioned in the upper echelon of algorithms for the ACC metric on this data set as well. However, compared to the Bayesian learners it performs poorly with respect to FPR, which is an important metric for this application.
The default configuration of Bagging uses REP trees as base classifiers. In analyzing the REP trees generated from the complete meta EULA set we observe that they seem to be very diverse in structure but most are rather complex in terms of tree size (most of them use more than 30 nodes). The aggregated Bagging classifier can thus be described as a quite complex model. This seems to be aligned with the essential property of Bagging as [6] concludes: if perturbing the learning set can cause significant changes in the constructed classifier, then Bagging can improve performance. Consequently, the REP trees learned from the different bootstrap generated sub sets of data are diverse and this may contribute to the overall good performance.
As stated earlier, most algorithms perform poorly on the meta EULA set and this is especially true for Voted Perceptron and SMO. The former performs identically to that of ZeroR and SMO is only slightly better. Moreover, all algorithms perform poorly according to FPR on the meta EULA set, which suggests that it is difficult to find structural patterns in data compiled from the EULA Analyzer metrics. It is not always trivial to determine what triggers a certain classification, mainly due to the opaque nature of most of the well-performing classifiers. However, the rule based classifiers share a substantial number of words used for classification, as can be seen in Table 7 . Table 8 shows the corresponding rules generated from the meta EULA set. The classifier representations for the latter data set are more simple than those obtained from the bag-of-words data set, mainly for two reasons: (i) the bag-of-words data set is more complex in terms of the number of attributes and (ii) the information gain of the meta EULA attributes seem to be low in general except for flagged sentences. The consequence of the second point is that most tree and rule learners build very simple classifiers, based solely on the flagged sentence attribute.
We analyze the rules and trees generated from the bag-of-words data set in terms of which word stems are associated with a classification of EULAs as bad. Not surprisingly, some frequently used stems are: search, upgrad, web, uninst, opportun, and adver. These words stems can easily be associated with typical concepts that would be mentioned by spyware vendors.
In summary, the bag-of-words model seems to be more suitable as a basis for EULA classification. However, even for this data set, many supervised learners achieve FPR scores too high to be acceptable in a real-world decision support system. We hypothesize that a Table 8 Rule-based classifiers generated using the complete meta EULA data set larger collection of bad instances along with careful parameter tuning of the algorithms might contribute to decrease this rate. Additionally, several approaches have been presented to increase the performance on imbalanced data sets. For example, Wang and Japkowicz [35] use ensembles of SVMs to increase the classification performance for both the majority and minority class. Since EULA-based spyware detection is typically based on imbalanced data, it may be important to investigate such approaches further in future work.
A novel tool for spyware prevention
Assuming that the EULA classification approach can make distinctions between good and bad software, we would like to use the approach to help users make informed decisions about the software they download. We therefore suggest that the EULA classification method outlined in this paper can be incorporated in a spyware prevention tool. This tool could presumably be designed as a middleware that operates between the operating system and the application installer software. Furthermore, we suggest that it could be executed as a background process that identifies and analyzes EULAs as they appear on the screen during an installation. To accomplish this automatic identification, the tool can plant a hook into the operating system function for displaying dialogues.
Based on the classification of the EULA, the tool can provide the user with a recommendation about whether to install the application or not. This allows the tool to assist users in making informed decisions about the installation of software without forcing them to read (and understand) the lengthy and intricate EULAs. For example, if the tool classifies the EULA as bad, the user can take appropriate actions against it, e.g., by disagreeing with the EULA and exiting the installation process.
It should be noted that any tool based on our method should not be used in isolation, but rather as a complement to other approaches, e.g., anti-spyware software.
In addition, tree and rule learners generate classifiers that can be used for visualizing the decision process. Despite the fact that this category of learners does not seem to be the most appropriate at solving the classification task, their visualizations could increase the number of correct classifications since they may allow the user to make a decision based on more information than what is provided by the opaque learners.
We outline basic requirements for the imagined prevention tool as follows: first, we need to make sure that the tool is accurate in its classifications since this is the main functionality. The tool should essentially be able to detect all, or a very high quantity of, bad software but it is also desirable that it manages to classify good software correctly.
Furthermore, we need the tool to respond rather quickly when an application presents a EULA. However, the actual training phase could be performed on a central server and the generated classifier(s) could then be downloaded by the tool periodically. Thus, there are no specific requirements related to classifier training time. Finally, it is desirable that the tool can visualize what element(s) in the EULA triggered a certain classification.
Potential problems
It could be argued that, if the prevention tool is made available, the spyware authors would tailor their EULA around it. We believe that this argument does not hold since, in order to avoid legal repercussions, the spyware authors are in most countries required to mention in the EULA that spyware will be installed. We exploit this fact and use it against the spyware distributors.
Another argument against the tool is that there are already quite sophisticated tools for prevention and removal of spyware (e.g.: Ad-Aware 8 ). However, the idea is not to create a replacement for such products. Essentially, the spyware prevention tool should work as a complement that could be used to detect spyware that has not yet been classified by anti-spyware software.
Comparison to Ad-Aware
In an earlier experiment, Boldt and Carlsson [4] analyzed the accuracy of Ad-Aware over a four year period. By manually analyzing spyware infested systems using a leading commercial computer forensic tool Boldt and Carlsson [4] tracked down every change in the infected system. By comparing these changes with the detected spyware components found by Ad-Aware it was possible to quantify the accuracy development of the tool between 2002 and 2005.
The results show that Ad-Aware failed to report 30% of the spyware programs. New versions would mark earlier discovered spyware programs as legitimate programs, or wrongly classified traces of spyware as fully functioning spyware programs. However, the manual forensic method managed to find all added executable files and also to differentiate traces of spyware from executable files. The conclusion is that the problem of identifying and removing spyware programs while at the same time keeping/protecting legitimate files, is difficult to solve for anti-spyware vendors. Not only do these vendors have to cope with technical problems, but they also need to consider legal aspects, which is a major distinction between anti-spyware and anti-virus tools.
When it comes to comparing the accuracy of our novel technique with existing anti-spyware tools some complicating factors emerge. We have used already known spyware programs included in SpywareGuide.com. To enable a fair comparison between our proposed tool and already available anti-spyware tools we need to obtain data from the shared repositories of the leading anti-virus companies. It is presently unclear whether the data available in these repositories would be made available to researchers for the purpose of conducting these experimental comparisons.
Conclusions and future work
We have investigated the relationship between the contents of EULAs and the legitimacy of the associated software applications. For this purpose, we collected a data set that features 996 EULA instances of legitimate (good) and spyware associated (bad) software. This is a text classification task and we argue that supervised learning is a suitable approach to the problem. Since most supervised learning algorithms cannot handle unstructured text input, we had to convert the data set to a manageable format. We therefore opted to use the bag-ofwords model, in which text documents are converted to feature vectors. We compared this model to a meta EULA model that describes each EULA using several text analysis metrics.
We applied 17 supervised learning algorithms from several algorithm categories, such as: kernel functions, instance-based learners, tree and rule inducers, and Bayesian learners. The main objective was to investigate the possibility to classify software as good or bad by training classifiers on the associated EULAs.
For both data models, the experimental results show that a majority of the featured algorithms significantly outperformed a baseline classifier based on majority class decision. However, the results indicate that the bag-of-words model was more suitable than the meta EULA model, at least for the studied algorithms.
The results support our hypothesis that EULAs can indeed be used as a basis for classifying the corresponding software as good or bad. Based on this, we conclude that it would be quite possible to use the EULA classification method in a spyware prevention tool that classifies the EULA when it is shown to the user during an application installation. The result from such an analysis gives the user a recommendation about the legitimacy of the application before the installation continues. There are several directions for future work. For example, we intend to:
-gather a data set that includes both the EULAs and binaries of spyware and legitimate software in order to perform a fair comparison between our spyware detection approach and the detection approaches provided by the leading commercial anti-virus and anti-spyware tools, -extend the EULA classification problem from two classes into a more fine-grained multiclass approach, thus enabling not only the distinction between spyware and legitimate software but also the detection of specific types of spyware, -select metrics, weights, and ranges for CEF in a more informed manner, e.g., by interviewing experts and potential users, -develop a spyware prevention tool, based on EULA classification, that can help users to make informed decisions about the software they install, -investigate metric-based algorithms and other approaches to optimize the CEF metric, including to minimize the false positives rate, -select a subset of the best performing learning algorithms in order to perform parameter tuning for the purpose of improving classification performance even further, -merge the meta EULA and the bag-of-words data sets to find out if the classification performance can be improved by having access to both the term frequencies and the meta information, -compare the contents of the flagged sentences with the words discovered for EULAs classified as bad in the bag-of-words. 
