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Abstract
This work gives results on the interplay of the spectra of two Jacobi
operators corresponding to an infinite mass-spring system and a mod-
ification of it obtained by changing one mass and one spring of the
system. It is shown that the system can be recovered from these two
spectra. Necessary and sufficient conditions for two sequences to be the
spectra of the mass-spring system and the perturbed one are provided.
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1. Introduction
Inverse spectral problems are concerned with the quest of information de-
termining an operator from its spectral data. These problems have various
applications in physics and other sciences. Usually, we do not possess all the
information that defines the operator modeling a certain physical system, how-
ever it is possible to measure physical quantities related to the spectrum of
the operator and use these data to gain some information about the operator,
thence about the system.
The kind of inverse spectral problem studied in the present work is the
so called two spectra inverse problem in which one is given the spectra of an
operator and a perturbation of it with the goal of recovering the operator from
these two spectra.
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Figure 1: Semi-infinite mass-spring system
Consider the linear semi-infinite mass spring system illustrated in Fig. 1.
This mechanical system, with masses {mj}∞j=1 and spring constants {kj}∞j=1, is
modeled by a Jacobi operator J associated with the Jacobi matrix
q1 b1 0 0 · · ·
b1 q2 b2 0 · · ·
0 b2 q3 b3
0 0 b3 q4
. . .
...
...
. . .
. . .
 . (1.1)
where
qj = −kj+1 + kj
mj
, bj =
kj+1√
mjmj+1
, j ∈ N . (1.2)
In solid state physics, the mass-spring system of Fig. 1 is used as a model of
one-dimensional infinite harmonic crystals (see [38, p. 22]). A finite mass-spring
system can be used to study molecular vibrations, where the chemical bounds
between atoms (masses) are modeled by springs [34].
Assuming that the movement of the system takes place within the regime
of validity of the Hooke law, one derives a Jacobi operator with entries given
by (1.2) from the dynamics equations (cf. [14, 24] for the finite case). If the
spectrum of J is discrete, the movement of the system is the superposition of
1
harmonic oscillations whose frequencies are the square root of the eigenvalues’
absolute values.
In our two spectra inverse problem, one wants to find the matrix entries
corresponding to operator J from the spectra of J and a perturbation of it.
The perturbed operator, denoted J˜n, has (2.5) as its matrix representation and
corresponds to the linear semi-infinite mass-spring system given in Fig. 2 .
mn+1mnmn−1
∆m
∆k
kn−1 kn kn+1 kn+2
Figure 2: Perturbed semi-infinite mass-spring system (n ≥ 2)
Inverse spectral problems for Jacobi operators have been amply studied (see
for instance [6, 7, 8, 13, 15, 18, 19, 20, 25, 26, 28] for the finite case and [9,
12, 13, 16, 17, 32, 33] for the infinite case). However, inverse spectral problems
that involve the kind of perturbation producing J˜n from J have been treated,
to the best of our knowledge, only in the finite case [8, 25, 26]. Yet, this
sort of perturbation arises in a natural way from the view point of physics: it
corresponds to the modification of one mass and spring constant at any place in
the chain. Noteworthily, by solving our inverse problem, we recover the masses
and spring constants of the system and the parameters of the perturbation from
the knowledge of the natural frequencies of vibration of the original system and
the perturbed one. In particular, in the finite case, solving the inverse problem
allows measuring micromasses with the help of microcantilevers [35, 36].
To tackle the inverse problem, we use the characterization of the relative
distribution of the spectra of J and J˜n given in [11]. Here a central role is
played by the Green functions of the original and perturbed operators. The
Green function is the diagonal entry of the matrix of the resolvent operator at
the point corresponding to the place in the chain where the perturbation occurs.
Since the Green functions are fundamental for our direct and inverse spectral
analysis, we give necessary and sufficient conditions for a meromorphic Herglotz
function to be a Green function of a Jacobi operator with discrete spectrum
(Proposition 3.7). Direct spectral analysis of the operator and its perturbation
gives a point on the real line which is determined by the perturbation parameters
and seems to act as an “attractor” for the eigenvalues as they are perturbed.
This is relevant for choosing proper enumerations of the set of eigenvalues. An
important conclusion of the spectral analysis is Theorem 4.9 on the convergence
of the sum of the difference of eigenvalues (cf. [21]).
Having solved the direct spectral problems, we turn to solving the condi-
tional inverse problem. We determine the input spectral data needed for the
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reconstruction of the Green function (Proposition 5.4). Moreover, in Theo-
rems 5.6 and 5.7, we characterize the set of Jacobi operators that share the
same Green function and the solutions of the two spectra inverse problem. An
important ingredient for this result is Proposition 3.3 which is the key to the
theory of interior perturbations developed in [13]. Finally, we give necessary
and sufficient conditions for two sequences to be the spectra of a Jacobi operator
J and its perturbation J˜n (Theorems 5.9 and 5.10).
This paper is a continuation of recent work on the matter [8, 9, 10, 11]
and presents substantial generalizations of previous results. We are now able
to manage the situation where the perturbation takes place at any arbitrary
interior mass and spring of the system. In the course of obtaining these gener-
alizations, unexpected nuances appeared, so it was necessary to recur to results
not needed before and develop new techniques. It is remarkable that in the
solution of the concrete problem we have posed, various crucial problems of
modern analysis converge: the moment problem, the subtle problem of density
of polynomials in L2 spaces, and various aspects in the theory of functions.
The paper is organized as follows. In the next section, we introduce the
Jacobi operators and the finite-rank perturbation performed on them. Some
preparatory facts on Jacobi operators and their Weyl m-functions are accounted
for in this section. In Section 3, the Green functions are defined and a crucial
formula is brought in. Here we state the necessary and sufficient conditions for
a meromorphic Herglotz function to be the Green function of an operator with
discrete spectrum. In Section 4, the key formula (4.2) is considered and results
are given which describe how the eigenvalues of the perturbed operator depend
on the perturbation parameters. Section 5 provides necessary and sufficient
conditions on two sequences of points to be eigenvalues of an operator J and
a perturbation of it. Finally, in the Appendix, we include a result on the
representation of Weylm-functions of Jacobi operators on the basis of a classical
result due to M.G. Krein.
2. Jacobi operators
For a sequence f = {fk}∞k=1 of complex numbers, consider the second order
difference expressions
(Υf)k := bk−1fk−1 + qkfk + bkfk+1 k ∈ N \ {1}, (2.1a)
(Υf)1 := q1f1 + b1f2 , (2.1b)
where qk ∈ R and bk > 0 for any k ∈ N. We remark that (2.1b) can be seen as
a boundary condition.
Let l2(N) be the space of square summable complex sequences. In this
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Hilbert space, define the operator J0 whose domain contains only the sequences
having a finite number of non-zero elements and is given by J0f := Υf . Clearly,
the operator J0 is symmetric and therefore closable, so one can consider the
operator J0 being its closure. It turns out that J0 is the operator whose matrix
representation with respect to the canonical basis {δn}∞n=1 in l2(N) is
q1 b1 0 0 · · ·
b1 q2 b2 0 · · ·
0 b2 q3 b3
0 0 b3 q4
. . .
...
...
. . .
. . .
 . (2.2)
See [2, Sec. 47] for the definition of the matrix representation of an unbounded
symmetric operator.
One of the following two possibilities for the deficiency indices of J0 holds
[1, Chap. 4, Sec. 1.2]:
n+(J0) = n−(J0) = 1 , (2.3a)
n+(J0) = n−(J0) = 0 . (2.3b)
Let J be a self-adjoint extension of J0. Thus, in view of (2.3), the von Neumann
extension theory tells us that either J is a proper closed symmetric extension
of J0 or J = J0. In the general case, there are various operators J associated
with the matrix (2.2) and we referred to them generically as Jacobi operators
associated with (2.2).
Within the regime of validity of the Hooke law, the Jacobi operator J models
the semi-infinite linear mass-spring system of Fig. 1 [9, 11] with (1.2). See
[14, 24] for an explanation of the deduction of these formulae in the finite case.
Fix n ∈ N and consider, along with the self-adjoint operator J , the operator
J˜n = J + [qn(θ
2 − 1) + θ2h] 〈δn, ·〉 δn
+ bn(θ − 1)(〈δn, ·〉 δn+1 + 〈δn+1, ·〉 δn)
+ bn−1(θ − 1)(〈δn−1, ·〉 δn + 〈δn, ·〉 δn−1) , θ > 0 , h ∈ R ,
(2.4)
where it has been assumed that b0 = 0. Clearly, J˜n is a self-adjoint extension of
the operator whose matrix representation with respect to the canonical basis in
l2(N) is a Jacobi matrix obtained from (2.2) by modifying the entries bn−1, qn, bn.
For instance, if n > 2, J˜n is a self-adjoint extension (possibly not proper) of the
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operator whose matrix representation is
q1 b1 0 0 0 0 · · ·
b1
. . .
. . . 0 0 0 · · ·
0
. . . qn−1 θbn−1 0 0 · · ·
0 0 θbn−1 θ
2(qn + h) θbn 0 · · ·
0 0 0 θbn qn+1 θbn+1
0 0 0 0 bn+1 qn+2
. . .
...
...
...
...
. . .
. . .

. (2.5)
Note that J˜n is obtained from J by a rank-three perturbation when n > 1, and
a rank-two perturbation otherwise.
The operator J˜n serves as a model of the perturbed mass spring system of
Fig. 2, where
∆m = mn(θ
−2 − 1) and ∆k = −hmn. (2.6)
By setting f1 = 1, a solution of the equations
(Υf)1 := zf1 , (2.7a)
(Υf)k := zfk , k ∈ N \ {1}, (2.7b)
can be found uniquely by recurrence. This solution, denoted by pi(z) = {pik(z)},
is such that pik(z) is a polynomial of degree k−1. Alongside this sequence, define
the sequence ξ(z) as the solution of (2.7b) after setting f1 = 0 and f2 = b
−1
1 .
Thus, ξk(z) is a polynomial of degree k−2. The elements of the sequence pi(z),
respectively ξ(z), are referred to as the polynomials of the first, respectively
second, kind associated with the matrix (2.2). By comparing (2.1) with (2.7),
one concludes that for pi(z) to be in ker(J∗0 − zI), it is necessary and sufficient
that pi(z) be an element of l2(N). Of course, pi(z) ∈ ker(J − zI), if and only if
pi(z) ∈ dom(J).
It follows from the definition of the operator J that
δk = pik(J)δ1 ∀k ∈ N . (2.8)
This implies that J is simple and δ1 is a cyclic vector (see [2, Sec. 69]). There-
fore, by defining
ρ(t) := 〈δ1, E(t)δ1〉 , t ∈ R , (2.9)
where E is the resolution of the identity given by the spectral theorem, one has,
due to [2, Sec. 69, Thm. 2]), that there is a unitary map Φ : L2(R, ρ)→ l2(N)
such that Φ−1JΦ is the multiplication by the independent variable defined in
its maximal domain. We call the function given by (2.9) the spectral function
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of the Jacobi operator J . Moreover, due to [2, Sec. 69, Thm. 2]), it follows
from (2.8) that the function pik ↾R belongs to L2(R, ρ) for all k ∈ N, i. e., all
moments of ρ exists (see also [1, Thm. 4.1.3]). The equation (2.8) means that
Φpik = δk , ∀k ∈ N , (2.10)
which implies that the polynomials are dense in L2(R, ρ) since Φ is unitary.
Thus, the discussion above has proven one direction of the following assertion
which follows directly from [1, Thms. 2.3.3 and 4.1.4].
Theorem 2.1. A function ρ is the spectral function of a Jacobi operator if and
only if
∫
R
dρ = 1, all the polynomials are in L2(R, ρ) and they are dense in this
space.
Remark 2.2. Recall that J is either a proper self-adjoint restriction of J∗0 or
J = J0 depending on the alternative given in (2.3). Thus, for any measure ρ
such that all polynomials are a dense linear subset of L2(R, ρ), there exists a
Jacobi operator J , viz. a canonical self-adjoint extension of the operator whose
matrix representation is a Jacobi matrix, such that ρ and J are related by (2.9).
Remark 2.3. Any measure with finite support is the spectral measure of the
operator associated with some finite Jacobi matrix.
Definition 2.4. The Weyl m-function is defined as follows
m(z) :=
〈
δ1, (J − zI)−1δ1
〉
, z 6∈ σ(J) , (2.11)
where σ(J) denotes the spectrum of J .
By the map Φ, it immediately follows from this definition that
m(z) =
∫
R
dρ(t)
t− z . (2.12)
Thus, by the Nevanlinna representation theorem (see [30, Thm. 5.3]), m(z) is
a Herglotz function. Recall that a Herglotz function f (also called Pick or
Nevanlinna-Pick function) is holomorphic in the upper half plane and
Im f(z) ≥ 0 whenever Im z > 0.
Remark 2.5. For Jacobi operators, the inverse spectral theory is based on the
fact that, from the Weyl m-function (or, equivalently, ρ), one uniquely recov-
ers the matrix (2.2) and the boundary condition at infinity that defines the
self-adjoint extension if necessary. This is done by means of either the discrete
Riccati equation (see [13, Eq. 2.15], [37, Eq. 2.23]) or the method of orthonor-
malization of the polynomial sequence {tk}∞k=0 in L2(R, ρ) [3, Chap. 7, Sec. 1.5].
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If (2.2) is the matrix representation of a non-self-adjoint operator, then the
condition at infinity may be found by the method exposed in [32, Sec. 2].
3. Green functions for Jacobi operators
We begin this section by introducing some concepts and laying out the
notation.
Let M ⊂ Z and consider a sequence {Mn}∞n=1 of finite sets containing only
consecutive integers and such that
i) Mn ⊂ Mn+1 for any n ∈ N,
ii) ∪∞n=1Mn =M .
If, for a collection of complex numbers {rk}k∈M ,
lim
n→∞
∑
k∈Mn
rk = s ,
for any sequence {Mn}∞n=1 satisfying i) and ii), then we define∑
k∈M
rk := s
and say that
∑
k∈M rk converges to s. For any finite subset F of M , we also
consider ∑
k∈M\F
rk :=
∑
k∈M
rk −
∑
k∈F
rk .
The expressions ∏
k∈M
rk and
∏
k∈M\F
rk
are defined analogously.
For every z ∈ C \ ρ(J), define
ψ(z) := (J − zI)−1δ1 . (3.1)
It is known that [3, Chap. 7 Eq. 1.39] that for each z ∈ C \ ρ(J) there exists a
unique complex number m(z) such that
ψ(z) = m(z)pi(z) + ξ(z) . (3.2)
The notation here corresponds to the fact that the number m(z) is actually the
value of the Weyl m-function at z.
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Definition 3.1. Given a subspace G ⊂ l2(N), let PG be the orthogonal pro-
jection onto G and G⊥ := {φ ∈ l2(N) : 〈φ, ψ〉 = 0 ∀ψ ∈ G}. Also, define the
subspace Fn := span{δk}nk=1. In the Hilbert space F⊥n , consider the operator
J+n := PF⊥n J ↾F⊥n , n ∈ N \ {1} .
Similarly, in the space Fn−1, consider
J−n := PFn−1J ↾Fn−1 , n ∈ N \ {1} .
Here, we have used the notation J ↾G for the restriction of J to the set G, that
is, dom(J ↾G) = dom(J) ∩ G. The corresponding Weyl m-functions of these
operators are
m+n (z) :=
〈
δn+1, (J
+
n − zI)−1δn+1
〉
, m−n (z) :=
〈
δn−1, (J
−
n − zI)−1δn−1
〉
.
The operator J+n is a self-adjoint extension of the operator whose matrix
representation with respect to the basis {δk}∞k=n of the space F⊥n is (2.2) with
the first n rows and n columns removed. When J0 is not essentially self-adjoint,
J+n has the same boundary conditions at infinity as the operator J . Clearly, the
operator J−n lives in an (n− 1)-dimensional space.
Definition 3.2. For any n ∈ N, we use the following notation
G(z, n) :=
〈
δn, (J − zI)−1δn
〉
, z 6∈ σ(J) ,
and call G(z, n) the n-th Green function of the Jacobi operator J . Observe that
G(z, 1) = m(z) (See Definition 2.4).
In view of (2.8) and (2.9), one has
G(z, n) =
∫
R
pi2n(t)dρ(t)
t− z , z 6∈ σ(J) . (3.3)
Thus, for any n ∈ N, G(·, n) is a Herglotz function. This function is extended
analytically to the eigenvalues of J which are zeros of pin since these points are
removable singularities.
On the basis of the von Neumann expansion for the resolvent (cf. [38,
Chap. 6, Sec. 6.1]), one has
(J − zI)−1δn = −
N−1∑
k=0
Jk
zk+1
δn +
JN
zN
(J − zI)−1δn
for any n ∈ N and z ∈ C \ σ(J). From this and the fact that (see [5, Chap. 6
8
Sec. 3]) ∥∥(J − zI)−1∥∥ ≤ 1|Im z| ,
one can obtain the following asymptotic formula
G(z, n) = −1
z
+O(z−2) (3.4)
as z →∞ along any curve away from the spectrum.
The next assertion is proven in [13, Thm. 2.8] and [11, Prop. 2.3].
Proposition 3.3. For any n ∈ N
G(z, n) =
−1
b2nm
+
n (z) + b
2
n−1m
−
n (z) + z − qn
, (3.5)
where we define m−1 (z) ≡ 0.
The case n = 1 in (3.5) is the Riccati type equation for the Weyl m-function
[13, Eq. 2.15], [37, Eq. 2.23].
Note that, in the case when J0 is not essentially self-adjoint, the dependence
of G on the choice of the self-adjoint extension is given by the fact that m+n (z)
depends on this extension.
H 1. Hypothesis: The Jacobi operator J has discrete spectrum, that is,
σess(J) = ∅ .
The essential spectrum σess(J), in this case, is the accumulation points of σ(J).
Since J˜n and J differ by a finite-rank perturbation, it follows from the Weyl
perturbation theorem that the spectrum of J˜n is also discrete. For the same
reason, J+n has also discrete spectrum.
Remark 3.4. If one assumes H1, then the functions m(z) and G(z, n) are
meromorphic. A consequence of being Herglotz and meromorphic, is that these
functions have real and simple zeros and poles. Moreover, zeros interlace with
poles, that is between two contiguous zeros there is exactly one pole and between
two contiguous poles there is only one zero [23, Chap. 7, Thm. 1].
Proposition 3.5. Assume H1 and let {αk} be the zeros of the Green function
G(z, n) for any n ∈ N. Then there are constants ηk ≥ 0 (k ∈ N) such that
−G(z, n)−1 = z − qn +
∑
k∈M
ηk
αk − z ,
where qn is the n-th element of the main diagonal of (2.2).
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Proof. By (3.5), one has
−G(z, n)−1 = z − qn + b2nm+n (z) + b2n−1m−n (z)
= z − qn + b2n
∑
k∈M˜
τk
ck − z + b
2
n−1
n−1∑
j=1
κj
dj − z , (3.6)
where in the last equality we have used (2.12) and the fact that, due to Hypoth-
esis 1, J+n has discrete spectrum. Clearly, the set of the union of the elements
of {ck}k∈M˜ and {dk}n−1k=1 are the zeros of G(z, n).
Remark 3.6. Since G(z, n) is a Herglotz meromorphic function when H1 is
assumed, the same is true for the function −G(z, n)−1. Using [23, Chap. 7,
Thm. 2], one writes
−G(z, n)−1 = az + b+
∑
k∈M
ηk
(
1
αk − z −
1
αk
)
, (3.7)
where a ≥ 0, b is real and ηk ≥ 0 for all k ∈ N. Comparing this last equation
with the statement of Proposition 3.5 one concludes that∑
k∈M
ηk
αk
< +∞ . (3.8)
Actually, it follows from (3.5) that for an infinite set of subindices ηk = b
2
nτk
(see (3.6)), therefore, as a consequence of Theorem 2.1,∑
k∈M
αmk ηk <∞ , for all m = 0, 1, . . .
since τk is jump at αk of the spectral measure of the infinite submatrix whose
Weyl m-function is m+.
Proposition 3.7. Let G(z) be a meromorphic function. Denote by −ηk the
residue of −G(z)−1 at αk. G(z) is the n-th Green function of a Jacobi operator
satisfying H 1 for some n ∈ N \ {1} if and only if all the following conditions
are satisfied
1. G(z) is a Herglotz function.
2. G(z) obeys the asymptotics
G(z) = −1
z
+O(z−2)
10
when z tends to ∞ along any curve away from a strip containing the real
line.
3. There exists a finite set F with cardF = n such that all the polynomials
are in L2(R, ρ) and they are dense in this space, where
ρ(t) :=
∑
αk<t
k∈N\F
ηk . (3.9)
Proof. (⇒) Condition 1 follows from (3.3) and (3.4) implies Condition 2. It
follows from Propositions 3.3 and 3.5 that
∑
k∈M
ηk
αk − z =
 ∑
k∈M\F
+
∑
k∈F
 ηk
αk − z ,
where the infinite sum in the r. h. s. of the last equation is the Weyl m-function
of a semi-infinite Jacobi operator. Finally one recurs to Theorem 2.1 to show
that Condition 3 holds.
(⇐) Since −G(z)−1 is also Herglotz, one has (3.7). Condition 3 implies in
particular that ∑
k∈M
ηk < +∞ .
Thus, (3.8) holds and then one can write
−G(z, n)−1 = az + b˜+
∑
k∈M
ηk
αk − z .
Because of Condition 2, a = 1. Take the set F given in Condition 3 and write
−G(z, n)−1 = z + b˜+
 ∑
k∈M\F
+
∑
k∈F
 ηk
αk − z ,
where, due to Theorem 2.1 and Condition 3,∑
k∈M\F
ηk
αk − z
is the Weyl m-function (modulo a positive constant factor) of some semi-infinite
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Jacobi operator. On the other hand,∑
k∈F
ηk
αk − z
is the Weyl m-function (modulo a positive constant factor) of a finite Jacobi
matrix. Finally, Proposition 3.3 completes the proof.
4. Direct spectral analysis
We begin this section by defining the function
G˜(z, k) :=
〈
δk, (J˜n − zI)−1δk
〉
to be considered alongside the function G(z, k). Define
Mk(z) :=
G(z, k)
G˜(z, k)
. (4.1)
This function is extended to the points that are removable singularities.
The following formula plays an important role for the comparative spectral
analysis of J and J˜n [11, Lem. 3.1].
Mk(z) = θ
2 + (1− θ2)(γ − z)G(z, k) , (4.2)
where
γ :=
θ2h
1− θ2 . (4.3)
This formula follows from (3.5).
The following assertion reproduces the one of [11, Cor. 3.2]. This result can
be seen by comparing the formula (3.5) for G(z, n) and G˜(z, n).
Proposition 4.1. For any n ∈ N, the function G(z, n) vanishes if and only if
G˜(z, n) vanishes.
Proposition 4.2. Let n ∈ N \ {1}. The set of common eigenvalues of J and
J˜n, different from γ, is equal to the set of common eigenvalues of J
+
n and J
−
n ,
different from γ. The function G(z, n) vanishes at these eigenvalues.
Proof. The fact that
σ(J+n ) ∩ σ(J−n ) ⊂ σ(J) ∩ σ(J˜n)
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has been proven in [11, Prop. 3.3]. To prove the converse contention, suppose
that λ is in σ(J) ∩ σ(J˜n). Then, by [11, Lem. 2.8], λ is either a zero or a pole
of G(z, n). But [11, Lem. 3.5] implies that, if λ 6= γ, then λ cannot be a pole
of G(z, n). The fact that λ is a zero of G(z, n) and an eigenvalue of J yields
through [11, Lems. 2.8 and 2.9, and Cor. 2.3] that λ is a common eigenvalue of
J+n and J
−
n . The last assertion is [11, Lem. 3.5].
Remark 4.3. A consequence of the previous proposition is that the number of
common eigenvalues different from γ is not greater than n− 1. Moreover these
common eigenvalues are the same for any θ ∈ (0, 1) and h ∈ R.
N 1. Notation: Assume H1 and denote J(θ, h) := J˜n to emphasize the de-
pendence on θ and h of the operator J˜n (recall that J˜n is the operator whose
matrix representation is given by (2.5)). Denote the spectrum of J(θ, h) by
{λk(θ, h)}k∈M . Note that this sequence has no accumulation points for any
fixed θ > 0 and h ∈ R. Let
pi(θ, h) = {pij(θ, h)}∞j=1
be the eigenvector of J(θ, h) corresponding to λk(θ, h) normalized as before (see
(2.7)), i. e.,
〈δ1, pi(θ, h)〉 = 1 .
Note that the polynomial pin(θ, h) of degree n− 1 is evaluated at the point
λk(θ, h).
Lemma 4.4. Assume H1 and consider N 1. For any k ∈M , θ > 0 and h ∈ R,
one has
a)
d
dθ
λk(θ, h) =
2pin
‖pi‖2 (bn−1pin−1 + bnpin+1 + pinθ(qn + h)) ,
where we have abbreviated pi := pi(θ, h) and pin := pin(θ, h).
b)
d
dh
λk(θ, h) =
θ2pi2n(θ, h)
‖pi(θ, h)‖2 .
Proof. Observe that if A,A′ are symmetric operators with the same domain
and Af = λf , A′f ′ = λ′f ′, then
〈f, (A′ − A)f ′〉 = 〈f, λ′f ′〉 − 〈f, Af ′〉 = 〈f, λ′f ′〉 − 〈Af, f ′〉 = (λ′ − λ) 〈f, f ′〉 .
(4.4)
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Proof of a)
Since h will remain fixed we do not write the dependence on h. Pick any small
real τ . Since the domain of J(θ, h) does not depend on θ, using (4.4), we have,
similar to [11, Prop. 3.1],
(λk(θ + τ)− λk(θ)) 〈pi(θ, pi(θ + τ〉 = 〈pi(θ), (J(θ + τ)− J(θ))pi(θ + τ)〉 . (4.5)
Let us calculate the inner product of the right hand side of the above equality.
Note that
J(θ+ τ)−J(θ) =

0 0 0 0 0 0 · · ·
0
. . .
. . . 0 0 0 · · ·
0
. . . 0 τbn−1 0 0 · · ·
0 0 τbn−1 (2τθ + τ
2)(qn + h) τbn 0 · · ·
0 0 0 τbn 0 0
0 0 0 0 0 0
. . .
...
...
...
...
. . .
. . .

. (4.6)
Using the notation pi := pi(θ), pin := pin(θ), pi
′ := pi(θ + τ), pi′n := pi
′
n(θ + τ), one
obtains
〈pi, (J(θ + τ)− J(θ))pi′〉 =
τ
(
bn−1pin−1pi
′
n + pin
[
bn−1pi
′
n−1 + pi
′
n(2θ + τ)(qn + h) + bnpi
′
n+1
]
+ pin+1pi
′
nbn .
)
It follows from (4.5) that
λk(θ + τ)− λk(θ)
τ
=
bn−1pin−1pi
′
n + pin
[
bn−1pi
′
n−1 + pi
′
n(2θ + τ)(qn + h) + bnpi
′
n+1
]
+ pin+1pi
′
nbn
〈pi, pi′〉 .
Taking the limit τ → 0 and using Lemma 4.6 and Remark 4.7 we get the proof
of a).
Proof of b)
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We proceed similarly. Note that
J(h + δ)− J(h) =

0 0 0 0 0 0 · · ·
0
. . .
. . . 0 0 0 · · ·
0
. . . 0 0 0 0 · · ·
0 0 0 θ2δ 0 0 · · ·
0 0 0 0 0 0
0 0 0 0 0 0
. . .
...
...
...
...
. . .
. . .

.
Therefore,
〈pi(h), (J(h+ δ)− J(h))pi(h+ δ)〉 = θ2δpin(h)pin(h + δ) ,
where since θ remains fixed, we have not written the dependence on θ. Using
(4.4), one has
λk(h + δ)− λk(h)
δ
=
θ2pin(h)pin(h + δ)
〈pi(h), pi(h+ δ)〉 .
Taking the limit δ → 0 and using Lemma 4.6 and Remark 4.7, we conclude the
proof of b)
The following result is well known (see [29, Last Thm. in Sec.135]).
Proposition 4.5. Let {An}∞n=1 and A be self-adjoint operators all having the
same domain and such that
‖An − A‖ −−−→
n→∞
0 .
Let En and E be the corresponding spectral families. If I is the interval (µ1, µ2)
with µ1, µ2 6∈ σ(A), then
‖En(I)− E(I)‖ −−−→
n→∞
0 .
We shall need the following result
Lemma 4.6. Assume H1 and consider N 1.
a) For any fixed h ∈ R, ‖pi(θ + τ, h))− pi(θ, h)‖ −−→
τ→0
0.
b) For any fixed θ > 0, ‖pi(θ, h+ δ))− pi(θ, h)‖ −−→
δ→0
0.
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Proof. We prove a), the proof of b) is analogous. From (4.6) we see that
‖J(θ + τ)− J(θ)‖ −−→
τ→0
0 .
Let I be the interval (µ1, µ2) with µ1, µ2 6∈ σ(J(θ)) and such that σ(J(θ))∩ I =
{λ(θ}. By the definition of pi(θ), we have
pi(θ) = kEθ(I)δ1 ,
where k is a constant and Eθ is the spectral family of J(θ). Since 1 = 〈kEθ(I)δ1, δ1〉,
one has
k =
1
‖Eθ(I)‖2
.
Thus, if τ is small enough, then
pi(θ + τ) =
1
‖Eθ+τ (I)‖2
Eθ+τ (I)δ1 .
It follows from Proposition 4.5 that
Eθ+τ (I)
‖·‖−−→
τ→0
Eθ(I) ,
therefore
‖pi(θ + τ, h))− pi(θ, h)‖ −−→
τ→0
0 .
Remark 4.7. Recalling that pin(θ, h) is the polynomial of first kind evaluated
at λk(θ, h), one has, for fixed h,
|pin(θ, h)− pin(θ + τ, h)| −−→
τ→0
0 .
Indeed,
|pin(θ, h)− pin(θ + τ, h)| = |〈pi(θ, h), δn〉 − 〈pi(θ + τ, h), δn〉|
= |〈pi(θ, h)− pi(θ + τ, h), δn〉|
≤ ‖pi(θ, h)− pi(θ + τ, h)‖ −−→
τ→0
0 .
Analogously, for fixed θ,
|pin(θ, h)− pin(θ, h+ δ)| −−→
δ→0
0 .
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Lemma 4.8. Assume H1 and consider N 1. For fixed h ∈ R and n ∈ N,∑
k∈M
|λk(θ, h)|m
αk(θ, h)
(4.7)
converges uniformly for θ ∈ [θ1, θ2]. Moreover, for fixed θ > 0, it converges
uniformly for h ∈ [h1, h2], where
αk(θ, h) := ‖pi(θ, h)‖2
is the normalizing constants corresponding to λk(θ, h).
Proof. We consider the case when h is fixed. The case of θ fixed is analogous.
If m is even, the series (4.7) converges pointwise in θ to the momentum sm :=
〈δ1, Jm(θ)δ1〉 which is a continuous function of θ since it is the first entry of the
matrix associated to J(θ)m. The terms of the series (4.7) are continuous in θ as
follows from Lemma 4.4 and 4.6. Therefore, the series is uniformly convergent
in an interval [θ1, θ2] (see [39, Sec. 1.31]. If m is odd∣∣∣∣λk(θ, h)mαk(θ, h)
∣∣∣∣ ≤ λk(θ, h)m+1αk(θ, h)
whenever |λk(θ, h)| > 1. Hence, the series (4.7) also converges uniformly in this
case for θ ∈ [θ1, θ2].
Theorem 4.9. Assume H1, consider N 1, and abbreviate λk := λk(1, 0) and
µk := λk(θ, h). Then ∑
n∈M
|µk − λk| <∞ . (4.8)
Proof. Let A = [a, b], where a := min{θ, 1}, b := max{θ, 1}. By Lemma 4.4 a),
letting h fixed, we have
|λk(θ)− λk(1)| ≤
∫
A
2 |pin|
‖pi‖2 (|bn−1pin−1|+ |bnpin+1|+ |pinθ(qn + h)|)dθ .
Taking a sequence {Mm} as before, we get∑
k∈M
|λk(θ)− λk(1)| ≤ 2 lim
m→∞
∫
A
∑
k∈Mm
|pin|
‖pi‖2 (|bn−1pin−1|+|bnpin+1|+|pinθ(qn + h)|)dθ .
Using Lemma 4.8, and recalling that pin are polynomials in λk(θ), we can get
17
the limit inside the integral and we obtain∑
k∈M
|λk(θ)− λk(1)| <∞
since the function inside the integral is continuous and A is compact. Note that
we have fixed h.
Let now B := [c, d], where c := min{0, h} and d : max{0, h}. Then, it
follows from Lemma 4.4 b) that
|λk(1, h)− λk(1, 0)| =
∫
B
pin(1, h)
2
‖pi(1, h)‖2dh .
In turn, one has∑
k∈M
|λk(1, h)− λk(1, 0)| ≤ lim
m→∞
∫
A
∑
k∈Mm
|pin(1, h)|
‖pi(1, h)‖2dh .
We get the limit inside the integral since the convergence is uniform by Lemma 4.8
and recalling that pin is a polynomial evaluated at λk(1, h). Therefore∑
k∈M
|λk(1, h)− λk(1, 0)| ≤
∫
A
∑
k∈M
|pin(1, h)|
‖pi(1, h)‖2dh <∞ .
Now, apply the triangle inequality to obtain∑
k∈M
|λk(θ, h)− λk(1, 0)| ≤
∑
k∈M
|λk(θ, h)− λk(1, h)|+
∑
k∈M
|λk(1, h)− λk(1, 0)| .
The previous result is related to [21, Thm. II] which states that the result
holds for some enumeration.
Proposition 4.10. Assume H1. The set of zeros of Mk(z) coincides with
σ(J˜n) \ σ(J), while the set of poles is σ(J) \ σ(J˜n).
Proof. It follows from [11, Cor. 3.1] that the zeros and poles of Mk(z) are given
by the poles of G˜(z, k) and G(z, k) respectively. By Definition 3.2 any pole of
G(z, k) is an eigenvalue of J . If a pole of G different from γ were an eigenvalue of
J˜n, then a contradiction follows from [11, Lem. 3.2]. Note that, as a consequence
of [11, Thm. 3.3], γ is not a pole of Mk(z). We have established that the poles
of Mk(z) are in σ(J) \ σ(J˜n). The converse inclusion follows directly from [11,
Lem. 2.2]. By means of [11, Lem. 3.4 and Thm. 3.3] one proof that set of zeros
of Mk(z) equals σ(J˜n) \ σ(J).
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Lemma 4.11. Let {λk}k∈M and {µk}k∈M be sequences such that (4.8) holds.
Let B = ∪k∈MBk, where Bk = {z ∈ C : |z − λk| < a}. Then∏
k∈M
z − µk
z − λk
converges uniformly in C \ B and
lim
|z|→∞
z 6∈B
∏
k∈M
z − µk
z − λk = 1 .
Proof. Since z 6∈ B, ∣∣∣∣λk − µkz − λk
∣∣∣∣ < 1a |λk − µk|
for all k ∈M . Therefore ∑
k∈M
∣∣∣∣λk − µkz − λk
∣∣∣∣
converges uniformly in C \ B [31, Thm. 7.10]. In turn, this implies∏
k∈M
(
1 +
λk − µk
z − λk
)
=
∏
k∈M
z − µk
z − λk
converges uniformly in in C \ B (see for instance [39, Sec. 1.44]).
Now, for Mn such that card(Mn) = n, one has∣∣∣∣∣∏
k∈M
z − µk
z − λk − 1
∣∣∣∣∣ ≤
∣∣∣∣∣∏
k∈M
z − µk
z − λk −
∏
k∈Mn
z − µk
z − λk
∣∣∣∣∣+
∣∣∣∣∣ ∏
k∈Mn
z − µk
z − λk − 1
∣∣∣∣∣ .
If n is sufficiently large the first term in the r. h. s. is arbitrarily small uniformly
in z 6∈ B. For large |z|, the second term is also arbitrarily small.
Proposition 4.12. Assume H1. Fix an arbitrary n ∈ N. Assume that σ(J) \
σ(J˜n) = {λk}k∈M , where the sequence is strictly increasing. Then there is an
enumeration of σ(J˜n) \ σ(J) such that σ(J˜n) \ σ(J) = {µk}k∈M and
Mn(z) =
∏
k∈M
z − µk
z − λk .
Proof. Assume that J is not semibounded from above. Let λk0 be the eigenvalue
nearest to zero. Since G(z, n) is a meromorphic Herglotz function, it follows
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from Proposition A.1 and Remark A.2 that
G(z, n) = C
(z − ηk0)(z − ηk0−1)
(z − λk0)(z − λk0−1)
∏
k∈M
k 6=k0,k0−1
(
1− z
ηk
)(
1− z
λk
)−1
, (4.9)
where {ηk}k∈M are the zeros of G(z, n), C > 0, and
λk < ηk < λk+1 ∀k ∈M .
Taking into account Proposition 4.1, one also has from Proposition A.1 and
Remark A.2 that
G˜(z, n) = C˜
(z − ηk0−1)(z − ηk0)(z − ηk0+1)
(z − µk0−1)(z − µk0)(z − µk0+1)
∏
k∈M
k 6=k0,k0±1
(
1− z
ηk
)(
1− z
µk
)−1
,
where C˜ > 0 and
µk < ηk < µk+1 ∀k ∈M.
Since the enumeration of the sequence {ηk}k∈M does not change, we have taken
into account that µk0+1 could be zero.
For any values of the perturbative parameters θ and h, the eigenvalue
λk(θ, h) (see the notation introduced before Lemma 4.4) is constrained between
ηk−1 and ηk which do not move as θ and h change (see Proposition 4.1). There-
fore the enumeration of the sequence {µk}k∈M is such that λk(θ, h) = µk for
any values of the perturbative parameters.
Consider a sequence {Mn}∞n=1 of subsets of M , such that Mn ⊂ Mn+1 and
∪nMn =M . One has
Mn(z) = C
′
k0+1∏
j=k0−1
z − µj
z − λj limn→∞
∏
k∈Mn
k 6=k0,k0±1
(
1− z
ηk
)(
1− z
λk
)−1
∏
k∈Mn
k 6=k0,k0±1
(
1− z
ηk
)(
1− z
µk
)−1
= C ′
k0+1∏
j=k0−1
z − µj
z − λj
∏
k∈M
k 6=k0,k0±1
(
1− z
µk
)(
1− z
λk
)−1
. (4.10)
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By Theorem 4.9, it follows that∏
k∈M
k 6=k0,k0±1
λk
µk
converges. (4.11)
Thus, one writes
∏
k∈M
k 6=k0,k0±1
(
1− z
µk
)(
1− z
λk
)−1
=
∏
k∈M
k 6=k0,k0±1
λk
µk
∏
k∈M
k 6=k0,k0±1
z − µk
z − λk . (4.12)
From (3.4) it follows that
lim
z→∞
0<|arg z|<pi
Mk(z) = 1 . (4.13)
On the other hand, according to Lemma 4.11 the second product of the r. h. s.
tends to 1 along any curve away from the spectrum. This implies, together with
(4.10), that
C ′ =
∏
k∈M
k 6=k0,k0±1
µk
λk
.
The proposition is then proven for the case when J is not semibounded from
above. The case when J is semibounded from above is treated analogously.
Remark 4.13. There is a simple expression for the quotient of the unperturbed
and perturbed masses. Indeed, assume that γ is not a pole of G(z, n). If
λ is a common eigenvalue or γ, then (4.2) implies that Mn(λ) = θ
2. Thus,
Proposition 4.12 below and 2.6 yields∏
k∈M
λ− µk
λ− λk =
mn
mn +∆mn
cf. [8, Rem. 1]. It is hard to imagine a more direct relation between the eigen-
values and the perturbed mass.
5. Inverse spectral analysis
Definition 5.1. For any Borel set A, put
δλ(A) =
{
1 if λ ∈ A
0 otherwise.
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Lemma 5.2. Let
µ =
∑
λ∈M
aλδλ ,
where aλ > 0 for any λ ∈M and M ⊂ R is a discrete infinite set. Assume that
the polynomials are dense in L2(R, µ). Let
ν =
∑
λ∈F
bλδλ −
∑
λ∈M0⊂M
aλδλ ,
where bλ > 0 for any λ ∈ F , and F and M0 are finite sets of the same cardi-
nality. Then the polynomials are dense in L2(R, µ+ ν).
Proof. Since the polynomials are dense in L2(R, µ), µ is either indeterminate
N -extremal or determinate by [1, Thm. 2.3.3 Cor. 2.3.3]. By [27, Remark, p.
231] the measure
µ− aλ0δλ0 , λ0 ∈M0 ,
is determinate (see also in [4] Lemma B and the comment before Lemma D).
Now, by [27, Thm. 5 (d) and (e)], the measure
µ− aλ0δλ0 + bλδλ , λ ∈ F .
is either determinate or indeterminate N -extremal.
Remark 5.3. If the cardinality of M0 is less than the cardinality of F , then
the previous lemma may not be true. In fact, adding just one point mass to the
measure µ may destroy the density of the polynomials. For related results see
[22]. We thank C. Berg and A. Duran for making this fact clear to us and M.
Sodin for pertinent remarks.
Proposition 5.4. Assume H1. If γ 6∈ σ(J), then the sequences σ(J) \ σ(J˜n)
and σ(J˜n) \σ(J) together with the parameter γ uniquely determine the function
G(z, n). If γ ∈ σ(J), then the sequences σ(J) \ σ(J˜n) and σ(J˜n) \ σ(J) together
with the parameters θ and γ uniquely determine the function G(z, n).
Proof. By Proposition 4.12, one constructs the function Mn(z). Thus, since
γ 6∈ σ(J), γ is not a pole of G(z, n) and, then Mn(γ) = θ2. With the knowledge
of γ and θ, one finds G(z, n) from (4.2). For the second assertion we use again
Proposition 4.12 to construct Mn(z) and then find G(z, n) using (4.2).
Remark 5.5. As it will be clear later (see Theorem 5.9), although the non-
common eigenvalues are sufficient for reconstructing the n-Green function of the
Jacobi operator, they are not sufficient for reconstructing the operator itself.
Theorem 5.6. Assume H1. Let the spectra of J and J˜n and the parameter γ
be given so that γ is not in the spectrum of J .
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(1) If the spectra do not intersect, then the data given determine θ uniquely
and there are countably many pairs Jacobi operators J , J˜n with the given
spectra.
(2) If the spectra intersect, then the data given determine θ uniquely and there
are uncountable many pairs J , J˜n with the given spectra.
Proof. (1) As in the proof of Proposition 5.4 one recovers θ and, then, the
function G(z, n). By Propositions 3.3 and 3.5, one has
z − qn + b2nm+n (z) + b2n−1m−n (z) = z − qn +
∑
k∈M
ηk
αk − z . (5.1)
The fact that the spectra do not intersect means that m−n and m
+
n do not
posses common poles due to Proposition 4.2. Therefore, {αk}k∈M is the union
of the disjoint sets {poles of m+n } and {poles of m−n }. Thus, any choice of n−1
terms in the series of the r. h. s of (5.1) can be made to correspond to m−n
and the infinite sum containing the remaining terms corresponds to m+n due to
Lemma 5.2. Indeed, Lemma 5.2 shows that if∑
k∈M\N
ηk
αk − z
is an Weyl m-function, then ∑
k∈M\N ′
ηk
αk − z
is an Weyl m-function too, for any other set N ′ such that card(N) = card(N ′).
Hence
b2n−1m
−
n =
∑
k∈N
ηk
αk − z , b
2
nm
+
n =
∑
k∈M\N
ηk
αk − z .
In view of the fact that the null moment of the spectral measure of a Jacobi
operator is 1, that is,
1 =
∑
k∈M\N
b−2n ηk =
∑
k∈N
b−2n−1ηk
(cf. Theorem 2.1), one has
b2n−1 :=
∑
k∈N
ηk and b
2
n :=
∑
k∈M\N
ηk .
Having found bn and bn−1, one findsm
+
n andm
−
n . By Remark 2.5, these functions
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determine J+n and J
−
n . The Jacobi operator J defined by J
+
n , J
−
n , bn−1, bn, qn
has the function G(z, n) as its Green function. We have found as many J’s with
this Green function as subsets of n− 1 elements from the countably set M . To
complete the proof, it remains to show that the spectra of J and J˜n coincide
with the given sequences. From the Green function G(z, n) of J , construct
M̂n by (4.2). This function coincides with Mn obtained from the spectra of
J and J˜n since the Green function is the same with γ given and θ uniquely
determined. Therefore, M̂n and Mn have the same poles and zeros which are
σ(J) and σ(J˜n), respectively.
(2) As in the previous item, the data given allow to find θ and G(z, n), so
one has (5.1). Let C ⊂ M such that k ∈ C whenever αk ∈ σ(J) ∩ σ(J˜n). By
Remark 4.3, card(C) ≤ n− 1. Pick an arbitrary S ⊂M \C of n− 1− card(C)
elements and for each k ∈ C choose βk ∈ (0, 1). Thus, it follows from (5.1) that
b2n−1m
−
n =
∑
k∈S
ηk
αk − z +
∑
k∈C
βkηk
αk − z
and
b2nm
+
n =
∑
k∈(M\C)\S
ηk
αk − z +
∑
k∈C
(1− βk)ηk
αk − z .
Using again the fact that the null moment of the spectral measure of a Jacobi
operator is 1, one has
b2n−1 :=
∑
k∈S
ηk +
∑
k∈C
βkηk and b
2
n :=
∑
k∈(M\C)\S
ηk +
∑
k∈C
(1− βk)ηk .
The Jacobi operator J given by J+n , J
−
n , bn−1, bn, qn has the Green function
G(z, n). Note that, for any choice of the set S, there are as many solutions
as elements in the interval (0, 1). To conclude the proof, observe that by con-
struction the common eigenvalues of J+n and J
−
n coincide with σ(J) ∩ σ(J˜n).
As in (1), we show that M̂n(z) = Mn(z) which implies that the noncommon
eigenvalues of J and J˜ coincide the ones of J and J˜n.
Theorem 5.7. Assume H1. Let the spectra of J and J˜n and the parameters
θ and h be given. If (σ(J) ∩ σ(J˜n) \ {γ} = ∅ and Mn(γ) > θ2, then there are
countably many solutions of the inverse problem. In all other cases when γ is in
the spectrum of J , there are uncountably many solutions of the inverse problem.
Proof. If we have θ and h then by (4.3) we get γ and using Proposition 5.4 we
recover G(z, n). To prove there are countably many solutions we shall show
that there are no common poles of m−n and m
+
n and the analysis will proceed
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then completely analogous to (1) of Theorem 5.6. Since the spectra of J and
J˜n in this case only intersect at γ, this is the only possible common pole. This
follows from Proposition 4.2, recalling the spectra of J+n and J
−
n are the poles
of m−n and m
+
n respectively. But the condition Mn(γ) > θ
2 together with with
(4.2) imply that γ is a pole of G(z, n) and therefore γ cannot be a pole of m−n
or m+n since G(z, n) vanishes at these poles (cf. Proposition 3.3). We conclude
that there are no common poles of m−n and m
+
n as was to be shown. In all other
cases, when γ ∈ σ(J)∩ σ(J˜n), the Weyl m-functions m−n and m+n have common
eigenvalues and the analysis is analogous to (2) of Theorem 5.6. Notice that if
γ ∈ σ(J) and not a pole of G(z, n) , then G(γ, n) = 0 and γ is a common pole
of m−n and m
+
n by [11, Cor. 2.3, Lems. 2.8, 2.9].
Remark 5.8. The previous theorem corresponds to [8, Thm. 4] which deals
with the case of finite mass-spring systems. In that setting, the analogous of
case (1) of Theorem 5.6 yields a finite set of solutions. The other cases in [8,
Thm. 4] can also be treated in a way similar to (1) and (2) of Theorem 5.6.
Theorem 5.9. Let S and S˜ be two infinite sequences without finite points of
accumulation, γ ∈ R with γ 6∈ S ∪ S˜, and n ∈ N. There is a matrix (2.2) such
that S = σ(J) and S˜ = σ(J˜n), with 0 < θ < 1 and h = γ (1/θ
2 − 1), if and only
if the following conditions hold
(1) Between two consecutive points of (S \ S˜)∪{γ} there is exactly one point of
S˜\S. Any point of S˜ \S lies between two consecutive points of (S\S˜)∪{γ}.
If the strictly increasing sequence {λk}k∈M coincides with S \ S˜, then we
enumerate the interlacing points {µk}k∈M = S˜ \ S such that for β ∈ (S \
S˜) ∪ {γ},
λk < µk < β if β ≤ γ and (λk, β) ∩ (S \ S˜) = ∅ ,
β < µk < λk if β ≥ γ and (β, λk) ∩ (S \ S˜) = ∅ .
(2) The series ∑
k∈M
|λk − µk|
is convergent.
(3) If λ ∈ S ∩ S˜, then N(λ) = N(γ), where
N(z) :=
∏
k∈M
z − µk
z − λk . (5.2)
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(4) The function G satisfies condition 3 of Proposition 3.7, where
G(z) :=
N(z)−N(γ)
(N(γ)− 1)(z − γ) .
Proof. We begin by proving that the conditions are necessary, i. e., given a
matrix (2.2) such that S = σ(J) and S˜ = σ(J˜n) with θ < 1 and h = γ (1/θ
2 − 1),
then the sequences satisfy Conditions (1)–(4). Condition (1) is a consequence
of [11, Thms. 3.8 and 3.10]. Condition (2) follows from Theorem 4.9. For this,
we have to show that the set σ(J˜n) \σ(J) = {µk}k∈M is such that µk = λk(θ, h)
(as in Theorem 4.9). Indeed, for any values of the perturbative parameters θ
and h, the eigenvalue λk(θ, h) (see the notation introduced before Lemma 4.4)
is constrained between ηk−1 and ηk which do not move as θ and h change (see
Proposition 4.1). Therefore the enumeration of the sequence {µk}k∈M is such
that λk(θ, h) = µk for any values of the perturbative parameters.
For proving Condition (3), observe that (4.2) and Proposition 4.12 give
N(z) =
∏
k∈M
z − µk
z − λk = θ
2 + (1− θ2)(γ − z)G(z, n) .
Now, [11, Lem. 3.5] implies that N(λ) = θ2 for any λ ∈ S ∩ S˜. Also, from (4.2),
it follows that N(γ) = θ2 since γ 6∈ S means that γ is not a pole of G(z, n).
Condition (4) follows from Proposition 4.12, (4.2) and Proposition 3.7.
Let us now prove that the conditions are sufficient. First observe that Con-
dition (1) implies that
0 <
γ − µk
γ − λk < 1
for any k ∈M . Thus,
0 < N(γ) < 1 .
From (5.2), one has
−N(z)
z − γ = − limn→∞(z − γ)
−1
∏
k∈Mn
z − µk
z − λk . (5.3)
Expanding in partial fractions
−
∏
k∈Mn
z − µk
z − νk
1
z − γ =
∑
k∈Mn
αk
λk − z +
α
γ − z . (5.4)
Since the sequences {µk}k∈M and {λk}k∈M∪{γ} interlace according to Condition
(1), we have that αk > 0 for any k ∈ Mn and α > 0 and, therefore, the l. h. s.
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of (5.4) is Herglotz (cf. the proof of [13, Cor. 2.5]) for any n ∈ N. By definition,
the l. h. s. of (5.3) is analytic outside the real axis and it is the limit of Herglotz
functions, thus it is a Herglotz function. By [23, Thm. 2, Chap. 7], one has
−N(z)
z − γ = az + b+
∑
k∈M
k 6=0
Ak
(
1
νk − z −
1
νk
)
+
A0
ν0 − z , (5.5)
where a ≥ 0, b ∈ R and Ak ≥ 0 for all k ∈ M. Here only ν0 is allowed to be
zero. Assume, without loss of generality, that γ = νk0 and k0 6= 0. Then
−N(z)
z − γ = az + b+
∑
k∈M
k 6=0,k0
Ak
(
1
νk − z −
1
νk
)
+
A0
ν0 − z + Ak0
(
1
γ − z −
1
γ
)
.
Note that
Res
z=γ
N(z)
z − γ := limz→γ(z − γ)
N(z)
z − γ = N(γ) . (5.6)
Since the residue of the r. h. s. at γ = νk0 of (5.5) is −Ak0 (see the proof of [23,
Chap. 7, Thm. 2]), one has
−N(z)
z − γ +
N(γ)
z − γ = az + b+
∑
k∈M
k 6=0,k0
Ak
(
1
νk − z −
1
νk
)
+
A0
ν0 − z − Ak0
1
γ
.
The last equation implies that
−N(z)
z − γ +
N(γ)
z − γ
is a Herglotz function. This, in turn, yields that G is Herglotz since 0 < N(γ) <
1.
Note that, as was shown in Lemma 4.11, Condition (2) implies that
1 = lim
|z|→∞
z 6∈B
∏
k∈M
z − µk
z − λk = lim|z|→∞
z 6∈B
N(z)
Which in turn yields
G(z) = −1
z
+O(z−2)
as z →∞ along any curve away of a strip containing the real axis. Taking into
account Condition (4), it follows from Proposition 3.7, that G is the n-th Green
function of a family of Jacobi operators. There is an element J of this family
such that σ(J) = S. Indeed, by (3.5), there are qn ∈ R, bn, bn−1 > 0, and Weyl
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m-functions m±n , such that
−G(z)−1 = z − qn + b2nm+n + b2n−1m−n .
Now for the spectrum of J to be S, one can always choose the Weyl m-functions
of the submatrices J±n in such a way that m
±
n have common poles at S∩ S˜. Here
Condition (3) guarantees that G has zeros at S ∩ S˜.
Having fixed the operator J such that σ(J) = S, one defines
θ := +
√
N(γ) and h := γ
(
1/θ2 − 1) . (5.7)
Note that θ < 1. Consider the Jacobi operator J and the operator J˜n given in
(2.4). The n-th Green function of J satisfies
G(z, n) =
∏
k∈M
z−µ˜k
z−λk
− θ2
(θ2 − 1)(z − γ) ,
where {µ˜k}k∈M = σ(J˜n) (see (4.2). From the definition of G and our definition
of θ (see (5.7)), one has ∏
k∈M
z − µ˜k
z − λk =
∏
k∈M
z − µk
z − λk
for any z ∈ C \ R. The last equality implies that
µk = µ˜k for any k ∈ M .
Theorem 5.10. Let S and S˜ be two infinite sequences without finite points
of accumulation, γ ∈ S ∩ S˜, and n ∈ N. There is a matrix (2.2) such that
S = σ(J) and S˜ = σ(J˜n), with 0 < θ < 1 and h = γ (1/θ
2 − 1), if and only if
the following conditions hold
(1) Between two consecutive points of (S \ S˜)∪{γ} there is exactly one point of
S˜\S. Any point of S˜ \S lies between two consecutive points of (S\S˜)∪{γ}.
If the strictly increasing sequence {λk}k∈M coincides with S \ S˜, then we
enumerate the interlacing points {µk}k∈M = S˜ \ S such that for β ∈ (S \
S˜) ∪ {γ},
λk < µk < β if β ≤ γ and (λk, β) ∩ (S \ S˜) = ∅ ,
β < µk < λk if β ≥ γ and (β, λk) ∩ (S \ S˜) = ∅ .
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(2) The series ∑
k∈M
|λk − µk|
is convergent.
(3) If λ1, λ2 are in (S ∩ S˜) \ {γ}, then N(λ1) = N(λ2) ≤ N(γ), where
N(z) :=
∏
k∈M
z − µk
z − λk .
(4) The function
G(z) :=
{
N(z)−N(ω)
(N(ω)−1)(z−γ)
if (S ∩ S˜) \ {γ} 6= ∅
N(z)−ϑ2
(ϑ2−1)(z−γ)
if (S ∩ S˜) \ {γ} = ∅ ,
where
ω ∈ (S ∩ S˜) \ {γ} , ϑ2 ∈
{
(0,N(γ)) if N′(γ) 6= 0
(0,N(γ)] if N′(γ) = 0
satisfies condition 3 of Proposition 3.7.
Proof. The fact that (1) and (2) are necessary is proven as in Theorem 5.9.
Let us prove that (3) is necessary. Note that if S = σ(J) and S˜ = σ(J˜n),
then N(z) = Mn(z). By [11, Lem. 3.5], G(λ1, n) = G(λ2, n) = 0 for any
λ1, λ2 ∈ (S ∩ S˜) \ {γ}. Thus, (4.2) implies that Mn(λ1) = Mn(λ2) = θ2. Now,
it follows from [11, Lem. 2.8], that γ is either a zero or a pole of G(z, n), therefore
by (3.3)
Res
z=γ
G(z, n) = −pi2n(γ)ρ{γ} ≤ 0 .
Thus, using (4.2), one has
Mn(γ) = θ
2 − (1− θ2) Res
z=γ
G(z, n) ≥ θ2 .
Condition (4) follows from Proposition 3.7 and the fact that, due to Condi-
tion (3), the function G(z) coincides with G(z, n).
We now prove that the conditions are sufficient. First note that Condi-
tion (1) implies that
0 < N(γ) < 1. (5.8)
As in the proof of Theorem 5.9, one shows that
−N(z)
z − γ
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is a Herglotz function. Thus, assuming without loss of generality, that γ = νk0
and k0 6= 0. Then
−N(z)
z − γ = az + b+
∑
k∈M
k 6=0,k0
Ak
(
1
νk − z −
1
νk
)
+
A0
ν0 − z +N(γ)
(
1
γ − z −
1
γ
)
,
where we have used 5.6. Hence
− N(z)
z − γ +
ϑ2
z − γ =
= az + b+
∑
k∈M
k 6=0,k0
Ak
(
1
νk − z −
1
νk
)
+
A0
ν0 − z + (N(γ)− ϑ
2)
(
1
γ − z −
1
γ
)
.
(5.9)
In the case (S∩ S˜)\{γ} = ∅, since θ2 ≤ N(γ), as required in Condition (4), the
l. h. s. of (5.9) is a Herglotz function. When (S ∩ S˜) \ {γ} 6= ∅, one analogously
obtains that
−N(z)
z − γ +
N(ω)
z − γ
is a Herglotz function due to Condition (3). By (5.8), taking into account
Conditions (3) and (4), one concludes that G is a Herglotz function. The rest
of the proof is the same as the part of the proof of Theorem 5.9 after it is
established that G is a Herglotz function.
Remark 5.11. When the peturbation parameter θ is greater than 1, one can
prove results along the same lines as Theorems 5.9 and 5.10. In this case the
point γ acts as a “repeller” instead of being an “attractor”.
Open problems. We have just scratched the surface of some inverse spec-
tral theorems for Jacobi operators and many questions remain open. In the
model studied here, we would like to know how many perturbations are needed
to recover the system uniquely. If the perturbation takes place in the first
mass, then just the spectral information provided by two spectra is enough.
How many spectra do we need if the perturbation happens at the n-th mass?
How do we determine from the spectral information where the perturbation took
place? How about reconstruction results when we have partial information of
the spectra or when Hypothesis 1 above does not hold?
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Appendix
For reader’s convenience we give the proof of the following assertion which
follows from a result due to M. G. Krein [23, Chap. 7, Thm. 1] (cf. [32, Sec. 4]).
Proposition A.1. Let m(z) be the Weyl m-function of a Jacobi operator with
discrete spectrum. Then
i) the zeros and poles of m(z) are real, simple and interlace,
ii) the zeros {ηk}k∈M and poles {λk}k∈M of m(z) can be enumerated in such a
way that if 0 ∈ {ηk}k∈M ∪ {λk}k∈M , then either ηk0 = 0 or λk0 = 0 and
m(z) = C
z − ηk0
z − λk0
∏
k∈M
k 6=k0
(
1− z
ηk
)(
1− z
λk
)−1
, (A.10)
where C < 0 and
ηk < λk < ηk+1 ∀k ∈ M (A.11)
if σ(J) is semi-bounded from above, while, C > 0 and
λk < ηk < λk+1 ∀k ∈M (A.12)
otherwise.
Proof. Item i) follows from the fact thatm(z) is a (nonconstant) Herglotz mero-
morphic function and the argument principle (see the proof of [23, Chap. 7, Thm. 1]).
For proving ii) first we show that the infinite product in (A.10) converges uni-
formly on compacts not containing the poles. Note that, due to the interlacing
property, one has
0 <
∑
k∈M\{k0}
(
1
ηk
− 1
λk
)
<
∑
k∈M\{k0}
(
1
ηk
− 1
ηk+1
)
for the (A.11) case and
0 <
∑
k∈M\{k0}
(
1
λk
− 1
ηk
)
<
∑
k∈M\{k0}
(
1
λk
− 1
λk+1
)
for the A.12 case. These inequalities imply that the series∑
k∈M\{k0}
(
1
λk
− 1
ηk
)
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converges in both (A.11) and A.12 cases. Now, since
∑
k∈M\{k0}
[(
1− z
ηk
)(
1− z
λk
)−1
− 1
]
< z
∑
k∈M\{k0}
(
1
λk
− 1
ηk
)(
1− z
λk
)−1
the infinite product in (A.10) converges uniformly on compacts not containing
λk for any k ∈M \ {k0}. As in the proof of [23, Chap. 7, Thm. 1], one can show
that when A.12 holds, the function
z − ηk0
z − λk0
∏
k∈M
k 6=k0
(
1− z
ηk
)(
1− z
λk
)−1
is Herglotz due to
0 < arg
(
1− z
ηk
1− z
λk
)
= ∡λkzηk < pi
and
0 <
∑
k∈M
∡λkzηk ≤ pi .
Analogously, if (A.11) takes place,
− z − ηk0
z − λk0
∏
k∈M
k 6=k0
(
1− z
ηk
)(
1− z
λk
)−1
is Herglotz since now
0 > ∡λkzηk > −pi .
Following the same reasoning as in the proof of [23, Chap. 7, Thm. 1], one shows
that
m(z)
± z−ηk0
z−λk0
∏
k∈M
k 6=k0
(
1− z
ηk
)(
1− z
λk
)−1
is a constant. For finishing the proof it remains to show that A.12 occurs when
J is not semibounded from above and (A.11) happens when J is semibounded
from above. If J is semibounded from below, J+1 also is. Moreover J ≤ J+1 , so
the min σ(J) ≤ min σ(J+1 ). Since the poles of m(z) constitute the spectrum of
J and the set of zeros is σ(J+1 ) one has that the smallest pole is less than the
smallest zero, i. e. A.12. If J is semibounded from above, one has J+1 < J and,
then, the biggest pole is greater than the biggest zero, that is (A.11).
Remark A.2. From the proof of the previous theorem, it follows that there is
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a positive constant C such that
m(z) = C
k=k0+n∏
j=k0−n
z − ηj
z − λj
∏
k∈M\{k0−n,...,k0+n}
(
1− z
ηk
)(
1− z
λk
)−1
for any n ∈ N. This is used in the proof of Proposition 4.12.
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