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ABSTRACT
We study correlated fluctuations of Type Ia supernova observables due to peculiar
velocities of both the observer and the supernova host galaxies, and their impact on
cosmological parameter estimation. We demonstrate using the CosmicFlows-3 dataset
that at low redshifts the corrections for peculiar velocities in the JLA catalogue have
been systematically underestimated. By querying a horizon-size N-body simulation
we find that compared to a randomly placed Copernican observer, an observer in an
environment like our local universe will see 2–5 times stronger correlations between su-
pernovae in the JLA catalogue. Hence the covariances usually employed which assume
a Copernican observer underestimate the effects of coherent motion of the supernova
host galaxies. Although previous studies have suggested that this should have < 2%
effect on cosmological parameter estimation, we find that when peculiar velocities are
treated consistently the JLA data favours significantly smaller values of matter and
dark energy density than in the standard ΛCDM model. A joint fit to simultaneously
determine the cosmological parameters and the bulk flow finds a bulk flow faster than
200 km s−1 continuing beyond 200 Mpc. This demonstrates that the local bulk flow is
an essential nuisance parameter which must be included in cosmological model fitting
when analysing supernova data.
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1 INTRODUCTION
Type Ia supernovae (SNe Ia) are believed to be ‘standardis-
able candles’ whose magnitudes can be accurately inferred
from the observed light-curve by exploiting empirical cor-
relations between the peak magnitude and the light-curve
width, and are thus among the best distance indicators
known (Leibundgut 2000; Leibundgut & Sullivan 2018).
When their redshifts have also been measured, the luminos-
ity distance can then be used to distinguish between cosmo-
logical models. This is how it was famously inferred that the
Hubble expansion rate is presently accelerating (Perlmutter
et al. 1999; Riess et al. 1998) — leading to the standard
ΛCDM model which is dominated by a Cosmological Con-
stant (aka dark energy) with ΩΛ ' 0.7 and Ωm ' 0.3.
This picture is complicated by the correlated non-
Hubble velocities of both the observer and the SNe Ia host
galaxies. Typically a few hundred km s−1 in magnitude, they
cause the observed redshift of a SNe Ia to differ from its
cosmological redshift — an effect that is significant at low
redshifts z . 0.1, given that the observed Hubble constant
is h ≡ H0/100 Km s−1 Mpc−1 ' 0.7. Although deviations
from an uniform Hubble flow are usually treated as ‘peculiar
velocities’ with respect to an uniformly expanding F-L-R-W
space-time, this is conceptually misleading. We cannot infer
the existence of an absolute space that expands uniformly
and wrt which there are peculiar velocities — so they should
really be thought of as variations in the expansion velocity
field of the universe itself (McClure et al. 2010). It has been
suggested that some aspects of the peculiar velocity field are
indistinguishable from cosmic acceleration due to a Cosmo-
logical Constant or dark energy (Tsaprazi & Tsagas 2019)
which makes this a rather important issue.
Traditionally, this has been dealt with by excluding
from cosmological fits SNe Ia at low redshifts e.g. z . 0.025
(Conley et al. 2011), and/or allowing for an uncorrelated
dispersion in the velocities of SNe Ia. In particular Perlmut-
ter et al. (1999) took the redshift uncertainty due to pecu-
liar velocities to be cσz = 300 km s
−1, while Riess et al.
(1998) used cσz = 200 km s
−1. In more recent analyses such
as of the SDSS-II/SNLS3 Joint Lightcurve Analysis (JLA)
catalogue of 740 SNe Ia (Betoule et al. 2014), or the sub-
sequent Pantheon catalogue of 1048 SNe Ia which includes
279 SNE Ia from Pan-STARRS1 (Scolnic et al. 2017), the
low redshift SNe Ia have been retained in the cosmologi-
cal fits by employing peculiar velocity ‘corrections’, wherein
the individual redshifts and magnitudes of the SNe are cor-
rected using the velocities estimated from independent ob-
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servations. The JLA and Pantheon catalogues are said to in-
clude corrections based on peculiar velocities inferred from
density field surveys extending out to z ∼ 0.04 (Hudson et
al. 2004) and z ∼ 0.067 (Carrick et al. 2015), respectively.
Note that this exercise is done assuming linear perturbation
theory and the standard ΛCDM model itself. However in
both these analyses SNe Ia immediately outside the survey
volume of the peculiar velocity field were arbitrarily assumed
to be at rest with respect to the CMB rest frame, despite
the fact that these very surveys detected a bulk flow ex-
tending beyond the survey volume of 372± 127 km s−1 and
159± 23 km s−1, respectively. Moreover the JLA and Pan-
theon analyses adopted different values for the dispersion
cσz of the bulk flow velocity of 150 km s
−1 and 250 km s−1
respectively.
The correlated fluctuations of SNe Ia magnitudes due
to peculiar velocities as well as the impact on cosmologi-
cal parameter estimation of making such corrections have
been studied previously (Hui & Greene 2006; Neill et al.
2007; Davis et al. 2011; Huterer et al. 2015), however all
these studies assumed that the peculiar velocity statistics
are those expected around a typical observer in a ΛCDM
universe. Such an observer is in fact expected to observe
negligible large bulk flow beyond 100 Mpc (⇒ z ∼ 0.033h)
so clearly this assumption is inconsistent with reality.
Moreover it has been noted (Colin et al. 2019; Rameez
2019) that the peculiar velocity ‘corrections’ that have been
applied to both JLA and Pantheon contain significant er-
rors and inconsistencies. While these have purportedly been
fixed for the Pantheon catalogue (Scolnic 2018), the covari-
ance matrices for peculiar velocity corrections have not yet
been provided separately, so the impact of these errors on
cosmological parameter estimation is hard to estimate. It
should also be of concern that the directions of the residual
bulk flows of the peculiar velocity surveys align approxiately
with the directions of maximum hemispherical asymmetry
in the sky coverage of the two catalogues.
Recent observations of bulk flows suggest that we are
not a typical observer in a ΛCDM universe (Hellwing et
al. 2017, 2018; Rameez et al. 2018). In § 5, we discuss the
correlated fluctuations of SNe Ia magnitudes and redshifts
due to the peculiar velocities and bulk flows in and around
‘Local Universe (LU)-like’ environments in the z = 0 halo
catalogue of the DarkSky ΛCDM simulations (Skillman et
al. 2014), as well as for randomly selected Copernican ob-
servers. We find that previous theoretical predictions (Hui
& Greene 2006) have underestimated the actual covariances
for observers like ourselves by a factor of ∼ 2− 5.
This paper is organised as follows. After briefly present-
ing the methodology of cosmology with supernovae (§ 2), the
Maximum Likelihood Estimator (§ 3) and the JLA catalogue
(§ 4), we focus on the peculiar velocity corrections employed
in JLA (Betoule et al. 2014) and show that these are both
arbitrary and incomplete (§ 5.1). We compare the magnitude
of the velocities used for the corrections in JLA against those
obtained from the CosmicFlows-3 (CF3) compilation (Tully
et al. 2016) and demonstrate that the velocities in JLA have
been underestimated by 48% on average. We also review the
various relevant sources of uncertainties and dispersions that
go into the JLA cosmological fits. Then we estimate the im-
pact of such partial corrections on cosmological parameter
estimation using SNe Ia catalogues having the sky coverage
of JLA and Pantheon and aligning with the bulk flow of the
LU (§ 6). We find that such partial corrections do reduce the
bias in the estimation of ΩΛ, and that the total bias is at
the level of ∼ 2%, in the Newtonian approximation. Finally
we explore (§ 7) various methods to fit for the extent of the
bulk flow in the LU and present our conclusions (§ 9).
We find that for any consistent treatment of the pe-
culiar velocities (including ignoring them altogether), the
JLA dataset alone favours ΩΛ . 0.4 and is consistent with
a non-accelerating Universe at 2σ. The larger values of ΩΛ
favoured in previous analyses (Nielsen et al. 2016; Rubin et
al. 2016) are due only to the incomplete peculiar velocity
‘corrections’ applied to the data, which in fact favour a large
bulk flow (> 150 km s−1) extending out several hundreds of
Mpc, which is unexpected in the standard ΛCDM model.
2 SUPERNOVA COSMOLOGY
The largest public catalogues of SNe Ia lightcurves, the JLA
(Betoule et al. 2014) and its successor Pantheon (Scolnic et
al. 2017), employ the ‘Spectral Adaptive Lightcurve Tem-
plate 2’ (SALT2) to fit each SNe Ia light curve with 3 pa-
rameters: the apparent magnitude m∗B (at maximum in the
rest frame ‘B-band’), and the shape and colour corrections,
x1 and c. The distance modulus is then given by:
µSN = m
∗
B −M + αx1 − βc, (1)
where α and β are assumed to be constants, as is M the
absolute SNe Ia magnitude, as befits a ‘standard candle’. In
the standard ΛCDM cosmological model this is related to
the luminosity distance dL as:
µ ≡ 25 + 5 log10(dL/Mpc), where:
dL = (1 + z)
dH√
Ωk
sin
(√
Ωk
∫ z
0
H0dz
′
H(z′)
)
, for Ωk > 0
= (1 + z)dH
∫ z
0
H0dz
′
H(z′)
, for Ωk = 0
= (1 + z)
dH√
Ωk
sinh
(√
Ωk
∫ z
0
H0dz
′
H(z′)
)
, for Ωk < 0
dH = c/H0, H0 ≡ 100h km s−1Mpc−1,
H = H0
√
Ωm(1 + z)3 + Ωk(1 + z)2 + ΩΛ. (2)
Here dH is the Hubble distance and H the Hubble parameter
(H0 being its present value), and Ωm,ΩΛ,Ωk are the mat-
ter, cosmological constant and curvature densities in units
of the critical density. In the standard ΛCDM model these
are related by the ‘cosmic sum rule’: 1 = Ωm + ΩΛ + Ωk.
Thus knowing the redshift and distance of the ‘standardised’
SNe Ia, one can determine the cosmological parameters.
3 THE MAXIMUM LIKELIHOOD
ESTIMATOR
Let us denote by (mˆ∗B , xˆ1, cˆ) the observed values of the pa-
rameters for each SNe Ia, which are drawn from some under-
lying distribution (m∗B , x1, c) but may be contaminated by
various sources of bias and noise. To construct a maximum
likelihood estimator (MLE):
L = probability density(data|model),
c© 0000 RAS, MNRAS 000, 000–000
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we must first specify our model of the data. Assuming the
SALT2 model is correct, the true values obey the relation
(1), however the observed value will deviate from the true
value especially since the experimental uncertainty and in-
trinsic variance are comparable in the present case. Parame-
terising the cosmological model by θ, the likelihood function
can be written as (Nielsen et al. 2016):
L = p[(mˆ∗B , xˆ1, cˆ)|θ] (3)
=
∫
p[(mˆ∗B , xˆ1, cˆ)|(M,x1, c), θ] p[(M,x1, c)|θ]dMdx1dc,
where the experimental uncertainties enter in the first factor
and the variances of the intrinsic distributions enter in the
second factor.
Since no established theoretical model for the light
curve parameters is available, we assume that M,x1 and
c are Gaussian-distributed i.e. their probability density is:
p[(M,x1, c)|θ] = p(M |θ)p(x1|θ)p(c|θ), where:
p(M |θ) = (2piσ2M0)−1/2 exp
{− [(M −M0) /σM0 ]2 /2} ,
p(x1|θ) = (2piσ2x1,0)−1/2 exp
{
− [(x1 − x1,0) /σx1,0]2 /2} ,
p(c|θ) = (2piσ2c0)−1/2 exp
{− [(c− c0) /σc0 ]2 /2} . (4)
Now all 6 parameters {M0, σM0 , x1,0, σx1,0 , c0, σc0} describ-
ing the SNe Ia light curves can be fitted along with the cos-
mological parameters and we include them in θ. Introduc-
ing the vectors Y = {M1, x11, c1, . . .MN , x1N , cN}, the zero-
points Y0, and the matrix Σl = diag(σ
2
M0 , σ
2
x1,0 , σ
2
c0 , . . . ), the
probability density of the true parameters writes:
p(Y |θ) = |2piΣl|−1/2 exp
[
−(Y − Y0)Σ−1l (Y − Y0)T/2
]
,
(5)
where | . . . | denotes the determinant of a matrix. Now we
must specify the model of uncertainties on the data. Intro-
ducing another set of vectors X = {m∗B1, x11, c1, . . . }, the
observed Xˆ, and the estimated experimental covariance ma-
trix Σd (including both statistical and systematic errors),
the probability density of the data given some set of true
parameters is:
p(Xˆ|X, θ) = |2piΣd|−1/2 exp
[
−(Xˆ −X)Σ−1d (Xˆ −X)T/2
]
.
(6)
To combine the exponentials we introduce the vector Zˆ =
{mˆ∗B1 − µ1, xˆ11, cˆ1, . . . } and the block diagonal matrix
A =

1 0 0
−α 1 0 0
β 0 1
0
. . .
 . (7)
With these, we have Xˆ − X = (ZˆA−1 − Y )A and so
p(Xˆ|X, θ) = p(Zˆ|Y, θ). The likelihood is then
L =
∫
p(Zˆ|Y, θ) p(Y |θ)dY (8)
= |2piΣd|−1/2|2piΣl|−1/2
∫
dY
× exp
(
−(Y − Y0)Σ−1l (Y − Y0)T/2
)
× exp
(
−(Y − ZˆA−1)AΣ−1d AT(Y − ZˆA−1)T/2
)
,
which can be integrated to obtain (Nielsen et al. 2016):
L = |2pi(Σd +ATΣlA)|−1/2 (9)
× exp
[
−(Zˆ − Y0A)(Σd +ATΣlA)−1(Zˆ − Y0A)T/2
]
.
This is the likelihood (3) for our assumed model
(4), which has to be maximised to derive confi-
dence limits. The 10 parameters to be fitted are
{Ωm,ΩΛ, α, x1,0, σx1,0 , β, c0, σc0 ,M0, σM0}. A confidence re-
gion is defined in the 10-dimensional parameter space as
having a boundary of constant L and its volume will asymp-
totically have the coverage probability
pcov =
∫ −2 logL/Lmax
0
fχ2(x; ν)dx, (10)
where fχ2(x; ν) is the PDF of a χ-squared random vari-
able with ν degrees of freedom, and Lmax is the maximum
likelihood. With 10 parameters in the present model, the
values pcov ' 0.68 (“1σ”) and 0.95 (“2σ”) correspond to
−2 logL/Lmax ' 11.54 and 18.61 respectively.
To eliminate the ‘nuisance parameters’ we must set sim-
ilar bounds on the profile likelihood. Writing the relevant
parameters as θ and nuisance parameters as φ, the profile
likelihood is defined as
Lp(θ) = max
φ
L(θ, φ). (11)
We substitute L by Lp in eq. (10) in order to construct
confidence regions in this lower dimensional space; ν is
now the dimension of the remaining parameter space. In
the usual Ωm − ΩΛ plane, the standard values of pcov '
{0.68 (“1σ”), 0.95 (“2σ”), 0.997 (“3σ”)}, correspond to
−2 logLp/Lmax ' {2.30, 6.18, 11.8} respectively.
The analysis above is frequentist but fully equivalent to
the ‘Bayesian Hierarchical Model’ of March et al. (2011).
4 THE JOINT LIGHTCURVE ANALYSIS
CATALOGUE
The JLA catalogue Betoule et al. (2014) consists of 740 spec-
troscopically confirmed SNe Ia, including several low redshift
(z < 0.1) samples, three seasons of SDSS-II (0.05 < z < 0.4)
and three years of SNLS (0.2 < z < 1) data, all calibrated
consistently in the ‘Spectral Adaptive Lightcurve Template
2’ (SALT2) scheme. Figs. 1 and 2 show respectively the sky
coverage and redshift distribution of the catalogue.
5 PECULIAR VELOCITIES AND SNE IA
OBSERVABLES
Assuming that the CMB dipole is due to our motion wrt
the ‘CMB frame’ in which the universe looks isotropic, the
redshift of a supernova in the heliocentric frame zhel (ob-
tained by correcting the measured redshift for the Earth’s
motion around the Sun) is related to its redshift z¯ in the
CMB frame as:
1 + zhel = (1 + z)× (1 + zSN)× (1 + z¯) , (12)
where z is the redshift induced by our motion wrt the CMB
and zSN is the redshift due to the peculiar motion of super-
nova host galaxy in the CMB frame. The luminosity distance
c© 0000 RAS, MNRAS 000, 000–000
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Figure 1. Sky distribution (Mollweide projection, equatorial co-
ordinates) of the 4 subsamples of the JLA catalogue: low z (red
dots), SDSS (green dots), HST (black dots), clusters of many
SNe Ia from SNLS (blue dots) T˙he directions of the CMB dipole
(star), the SMAC bulk flow (triangle) (Neill et al. (2007)), and
the 2M++ bulk flow (inverted triangle) (Carrick et al. (2015))
are shown in grey.
Figure 2. The redshift distribution of the 4 samples that make
up the SDSS-II/SNLS3 Jount Lightcurve Analysis catalogue.
is similarly corrected as:
dL(z) = d¯L(z¯)(1 + z)× (1 + zSN)2 (13)
The covariance of SNe Ia magnitudes due to peculiar veloc-
ities is then given by (Hui & Greene 2006; Davis et al. 2011;
Huterer et al. 2015):
Sij = 〈δmiδmj〉 =
[
5
ln10
]2
(1 + zi)
2
H(zi)dL(zi)
(1 + zj)
2
H(zj)dL(zj)
ξij ,
(14)
where
ξij = 〈(~vi.nˆi)(~vj .nˆj)〉 = dDi
dτ
dDj
dτ
∫
dk
2pi2
P (k, a = 1)
×
∑
l
(2l + 1)j′l(kχi)j
′
l(kχj)Pl(nˆi.nˆj). (15)
Here Di is the linear structure growth factor at the red-
shift of the ith SNe, j′l is the derivative of the l
th spherical
Bessel function and Pl is the Legendre polynomial of order
l. Note that according to this expression the covariance in
magnitudes between two SNe depends only on their rela-
tive angular separation (which comes in through Pl) and is
independent of their absolute directions.
The quantity 〈(~vi.nˆi)(~vj .nˆj)〉, can also be calculated
from N-body simulations. Fig. 3 compares Sij evaluated
using the theoretical expectation for ξij against that ob-
tained from the z = 0 snapshot halo catalogue of the ‘Dark
Sky’ simulation, a Hubble volume, trillion-particle simula-
tion (Skillman et al. 2014), for two classes of observers.
For the ‘Copernican observer’ in the left panel of Fig.3, the
halo containing the observer and its orientation are selected
at random — since such an observer sees the universe as
isotropic and homogeneous. However for the ‘constrained
observer’ considered in the right panel, only halos satisfying
the following criteria are considered:
(i) The observer halo has a Milky Way (MW)-like mass,
in the range 2.2× 1011 < M200 < 1.4× 1012M (Cautun et
al. 2014) for the halo mass contained within 200 kpc.
(ii) The bulk velocity in a sphere of R = 3.125h−1 Mpc
centred on the observer is V = 622± 150 km s−1
(iii) A Virgo-cluster like halo of mass M = (1.2±0.6)×
1015h−1M is present at a distance D = 12 ± 4h−1 Mpc
from the observer.
(iv) The angle between the bulk flow of (ii) and the
direction to the Virgo-like halo of (iii) is 44.5± 5◦.
(v) The bulk velocity in a sphere of R = 200h−1 Mpc
centered on the observer is 159± 23 km s−1 (Carrick et al.
2015).
(vi) The angle between the bulk flow of (v) and the
direction to the Virgo-like halo of (iii) is 69.9± 7.5◦.
(vii) The angle between the bulk flows of (ii) and (v) is
35.6± 7.5◦.
The first three criteria are similar to those considered by
Hellwing et al. (2017).
After an observer satisfying the above criteria is found,
the entire system is rotated so that the direction of the bulk
flow of criterion (ii) and the direction to the Virgo-like halo
of criterion (iii) correspond to the real observed directions.
The criterion on the bulk flow direction is exact, while the
criterion on the direction to the Virgolike halo is imposed
only on the azimuthal angle in a coordinate system in which
the z-axis points towards the bulk flow direction. Criterion
(iv) then suffices to orient the system. Note that the angular
tolerances in (iv), (vi) and (vii) are less stringent than cur-
rent observational constraints, in order to limit the required
computation time.
Subsequently, halos around the observer closest to the
3D coordinates of each JLA supernova are identified, and
their velocities are queried. From these velocities, ξij can
be calculated. For the Copernican observer of Fig. 3 (left),
none of the steps regarding directional orientation discussed
above are considered and observers are simply picked at ran-
dom. As seen in Fig. 3 (right), a realistic MW-like observer
on average sees correlations 2-5 times stronger between the
supernovae of a JLA like catalogue than does a Coperni-
can observer, while the theoretical covariances of eq.(15) are
valid only for idealised observers who see neither a local bulk
flow nor a preferred orientation in the sky.
5.1 Peculiar velocity corrections in JLA
As emphasised by Colin et al. (2019), the peculiar veloc-
ity ‘corrections’ applied to the redshifts and magnitudes of
the SNe Ia in JLA Betoule et al. (2014) seem to be nei-
ther consistent nor complete. Supernovae immediately be-
c© 0000 RAS, MNRAS 000, 000–000
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Figure 3. The theoretically expected covariance Sij (see eq.14) compared with the value found in N-body simulations in regions around
Copernican observers (left) and constrained ‘Local Universe-like’ observers (right). Each point is an average over 1000 observers.
Figure 4. The bulk flow velocity profiles around 10 random ‘con-
strained observers’ satisfying the criteria in § 5. In general, the
velocity profile around any individual observer need not decrease
monotonically, even though the average in the ΛCDM model
(shaded blue) does so.
yond z ∼ 0.06 are taken to be stationary w.r.t. the CMB
and assumed to only have an uncorrelated velocity disper-
sion cσz = 150 km s
−1 in the cosmological fits, even though
observations of clusters indicate a bulk velocity of 372±127
km s−1 due to sources beyond 200h−1 Mpc (Hudson et al.
2004). Unlike the intrinsic dispersion σM0 which is assumed
to be redshift independent, the dispersion in the magnitudes
as a result of the velocity dispersion is 5σz/(zlog10) i.e. the
magnitudes of lower redshift supernovae are selectively more
dispersed. As seen in Fig.4, the typical bulk flow in a ΛCDM
universe actually continues to larger distances, with the ve-
locity decreasing gradually. In some environments, the bulk
velocity may even increase beyond a certain scale.
The CosmicFlows-3 (CF3) (Tully et al. 2016) compila-
tion presents direct measurements of the peculiar velocities
of 17,669 nearby galaxies, using various independent dis-
tance estimators such as the Tully-Fisher relationship. In
Fig.5, we compare the velocities that have been used to cor-
rect the JLA redshifts with the velocities obtained from the
Figure 5. The line-of-sight velocity of SNe Ia inferred from the
JLA zhel and zCMB, plotted versus the velocities of the corre-
sponding galaxies in the CF3 dataset. The horizontal bars are
the diagonal errors in the JLA cosmology fit (statistical plus sys-
tematic), while the vertical bars are the errors in the CF3 mea-
surement. The diagonal (x = y) green dashed line is to guide the
eye, while the red dashed line indicates the best-fit orthogonal
distance regression (ODR) (Boggs et al. 1989) which has a slope
of 1.61 indicating that the JLA velocities have been underesti-
mated by ∼ 48% on average. (Note that the outlier (SN1992bh)
which has a JLA peculiar velocity of ∼ 1000 km s−1 actually has
a velocity consistent with zero according to the CF3.
CosmicFlows-3 compilation. The galaxy in the CF3 dataset
corresponding to a JLA supernova is identified by cross-
matching with a tolerance of 0.01◦, using the tool k3match.
Out of 119 JLA SNe Ia at zcmb < 0.06, 112 have CF3 coun-
terparts within 0.01◦. It is seen from Fig.5 that peculiar
velocities have been systematically underestimated in the
corrections applied in JLA, compared to CF3.
c© 0000 RAS, MNRAS 000, 000–000
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Figure 6. The distribution of ratios of the best-fit ΩΛ in a real-
istic MC catalogue (after peculiar velocity distortions have been
applied) to that of the undistorted MC catalogue.
6 IMPACT ON ΛCDM PARAMETER
ESTIMATION.
We now study the impact of the bulk flow on ΛCDM param-
eter estimation from a catalogue having the same redshift
distribution and sky coverage as JLA, by doing Monte Carlo
studies using peculiar velocity statistics around LU-like ob-
servers in the DarkSky simulations. For these studies, the
MC datasets are generated with Ωm = 0.295,ΩΛ = 0.705,
the same as that of the DarkSky simulations Skillman et
al. (2014). To this end, we follow (Nielsen et al. 2016) and
(Colin et al. 2019) in adopting global, independent gaussian
distributions for the parameters M , x1 and c with the best-
fit values of Nielsen et al. (2016) for the means and variances
of the three distributions. Thus, after computing µi for each
of the 740 SNe Ia in this MC sample using eq.2, and the
zCMB of the JLA catalogue, we use eq.1 along with a ran-
dom realisation of M , x1 and c to assign each SNe Ia in the
mock catalogue a m∗B , using the best-fit values of Nielsen et
al. (2016) for α and β. Each of these MC realisations of the
SNe Ia in the dataset are also assigned the corresponding
Right Ascension (RA) and Declination (DEC) coordinates
from the JLA catalogue.
Subsequently, the redshifts and magnitudes of the MC
catalogue are corrected according to eqs.(12) and (13) us-
ing the corresponding velocities extracted from the Dark-
Sky simulation (as explained in the previous section) for a
particular realisation of the observer. The maximum likeli-
hood analysis of Nielsen et al. (2016) can then be applied to
this catalogue to evaluate the impact of the applied peculiar
velocity corrections on parameter estimation.
The results of this exercise are summarised in Fig.6.
In a universe with ΩM = 0.295,ΩΛ = 0.705, the average
observer at the center of ‘LU-like’ environments can expect
their SNe Ia measurement of ΩΛ to be overestimated by
∼1%. This is in agreement with the findings of Davis et al.
(2011). Partial corrections to the catalogue wherein SNe Ia
at z < 0.04 have their redshifts and magnitudes corrected by
a flow model (assumed here to be perfectly known), while
SNe Ia at z > 0.04 are left uncorrected, can even reduce
this bias on average to ∼ 0.4%. We note that this bias is
explicitly due to the sky coverage of the catalogue and its
Figure 7. The profile of bulk flow expected in a ΛCDM Universe
(shaded region is one-σ) together with our linear and exponential
fits from Table 1.
orientation w.r.t. the bulk flow of the LU, as is evident from
the fact that neither a Copernican observer, nor an LU-like
observer with an isotropic catalogue, sees such a bias. We
note that none of the observers described in § 5, whether
Copernican or constrained LU-like, see bulk flows greater
than 150 km s−1 extending to dL = 1000 Mpc (z ∼ 0.2h).
7 FITTING FOR A BULK FLOW
We now consider two very different profiles for the bulk flow
velocity, an exponentially falling one:
〈v〉 = Pe−dL/Q (16)
and a linearly falling one:
〈v〉 = P −QdL (17)
In the latter parametrisation, we ensure that B(L) does not
go negative by setting it to zero above L = P/Q (see Fig. 7).
The free parameters P and Q in our modelling of the bulk
flow can be grouped together with the usual 10 other free
parameters used for parameter estimation using SNe Ia data.
8 THE LIKELIHOOD ANALYSIS
In the Newtonian approximation, one can now write both
zSN and z¯ of eq.(12) as functions of the observer zhel, P
and Q (for either the exponential or linear bulk-flow mod-
els). We then use the estimator and the method presented
in § 3 to do a fit but with the two additional parame-
ters P and Q for the bulk flow. We then carry our max-
imum likelihood analysis for these total of 12 parameters
[Ωm,ΩΛ, α, x1,0, σx1,0 , β, c0, σc0 ,M0, σM0 , P,Q]. The follow-
ing fits are carried out, and the results for each case are
shown in Table 1 These fits include an additional dispersion
cσz = 150 km s
−1 as recommended by Betoule et al. (2014):
(i) Exactly the same 10 parameter fit as in (Nielsen et al.
2016) using only zCMB from JLA for comparison.
(ii) 10 parameter fit as in Nielsen et al. (2016) using dL =
(1+zhel)d¯L(zCMB) and official JLA provided zhel and zCMB.
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(iii) 10 parameter fit as in (i), using only zhel.
(iv) 10 parameter fit (i), using zhel, after subtracting out
bias corrections to m∗B .
(v) Exponentially falling bulk flow (BF Exp.): 12 param-
eter fit (P and Q are the additional bulk flow parameters
of eq.(16)). Here we use only the zhel provided by JLA. No
peculiar velocity corrections are applied to any supernova.
(vi) Linearly falling bulk flow (BF Lin.): 12 parameter
fit (P and Q being the additional parameters of eq.(17))
using only the zhel provided by JLA. No peculiar velocity
corrections are applied to any supernova.
(vii) JLA corrected redshifts + BF Exp.: 12 parameter fit:
SNe with nontrivial peculiar velocity corrections employed
in JLA, are treated as in (ii) above, while an exponentially
falling bulk flow is fit to the remaining SNe.
(viii) JLA correct redshifts + BF Lin.: As above (vii), but
with the linear parametrisation.
(ix) CF-3 data & the BF Exp. fit: 12 parameter fit uses
eq.(13) with the CF3-derived values of zhel and zCMB (see
§ 5.1) used for the low z SNe Ia for which the velocity cor-
rection can be applied. For the remaining objects, we use
only the zhel provided by JLA, and an exponential bulk flow
is fitted using eq.(16) as described above.
(x) CF-3 data & the BF Lin. fit: 12 parameter fit uses
eq.(17) with the CF3 derived values of zhel and zCMB (see
§ 5.1) used for the low z SNe Ia for which the velocity correc-
tion can be applied. For the remaining objects, we use only
the zhel provided by JLA, and a linear bulk flow is fitted
using eq.(17).
In all above fits, the direction of the bulk flow fˆ is
fixed to be that of the CMB dipole direction. This is reason-
able as majority of the previous analyses have shown large
dipoles at intermediate redshifts converging to this direction
(Watkins et al. 2009; Lavaux et al. 2010; Colin et al. 2011,
2017; Rameez et al. 2018). The results of these fits are pre-
sented in Table 1. We also show the results for each fit after
imposing the additional constraint of no acceleration (“No
accn.”) for a ΛCDM Universe viz. q0 ≡ ΩΛ/2 − Ωm = 0.
For the last 2 fits we show the results after imposing the
constraint of zero curvature (“Flat”) for a ΛCDM Universe
viz. ΩΛ + Ωm = 1.
The addition of bulk flow always improves the quality
of the fit as can be seen from the smaller values of -2 log
Lmax. In all the above fits, apart from the ‘No accn.’ ones,
the best-fit bulk flow extends well beyond 200 Mpc with a
velocity exceeding 200 km s−1.
Using the CF-3 data and the BF Lin. fit, as well as
other fits of similar quality, the difference in the goodness of
fit of the best model (with the lowest -2 log Lmax) w.r.t. the
corresponding ‘No accn.’ fit is now significantly smaller com-
pared to previous studies. This demonstrates that the local
bulk flow is an essential nuisance parameter to be added to
cosmological fits when analysing SNe Ia. Correcting for the
bulk flow also shows that the evidence for acceleration using
SNe Ia data alone is even smaller than reported previously
(Nielsen et al. 2016) .
Our results in Table 1 may be summarised as follows:
• Of all the fits, the only ones favouring ΩΛ > 0.5 are
just those which include the wrong and incomplete peculiar
velocity ‘corrections’ of JLA Betoule et al. (2014).
• Fit (iv), which has no peculiar velocity corrections at
Figure 8. The 1, 2, and 3 σ contours of fit (ix) from Table 1 (see
§ 8), profiling over all other parameters.
all, as in Perlmutter et al. (1999) and Riess et al. (1998),
prefers ΩΛ = 0.396 with < 2σ evidence for acceleration.
• While our results in § 6 suggest that bulk flows should
bias ΩΛ at < 1% level, if we undo the peculiar velocity ‘cor-
rections’ of JLA ΩΛ drops by ∼ 30%. This is in contradiction
to what is stated in Table 11 of Betoule et al. (2014).
• Perlmutter et al. (1999) and Riess et al. (1998) as-
sumed the uncertainty due to peculiar velocities to be
cσz = 300 km s
−1 and 200 km s−1 respectively, but nei-
ther made SN-by-SN corrections. The JLA (Betoule et al.
2014) and Pantheon (Scolnic et al. 2017) catalogues employ
categorically wrong peculiar velocity ‘corrections’, together
with redshift uncertainties of cσz = 150 km s
−1 and 250
km s−1 respectively.
9 RESULTS
We have studied the contamination of supernova red-
shifts in the JLA catalogue by the peculiar velocities of
their host galaxies. Using direct observations of these from
CosmicFlows-3, we find that the effect of peculiar veloci-
ties for low redshift SNe Ia has been underestimated. We
show that the usual procedure of adding a constant velocity
dispersion of a few hundred km s−1 to account for peculiar
velocities at high redshift, does not take into account the cor-
related flow of the galaxies. By analysing the horizon-scale
Dark Sky simulation we demonstrate that ‘Local Group-like’
observers like ourselves see 2–5 times stronger correlation
between the SNe Ia than a randomly located observer.
Previous analyses have assumed that convergence to the
CMB rest frame occurs at a redshift z ∼ 0.06. In addition,
the corrections made in the JLA catalogue have assumed the
CMB dipole to be entirely of kinematic origin. Since these
assumptions are not entirely supported by observations, we
have adopted a general model of the bulk flow and intro-
duced two extra parameters in the likelihood analysis. In
this way, we neither a priori adopt the ΛCDM model nor
make assumptions about the origin of the CMB dipole. Thus
we can make a quite independent estimate of the bulk flow
and find that it persists out to distances exceeding 200 Mpc,
with a larger than expected speed of ∼ 200 km s−1. Our
c© 0000 RAS, MNRAS 000, 000–000
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maximum likelihood analysis also shows that the accelerated
expansion of the Universe cannot be inferred as a statisti-
cally significant result from the SNe Ia data alone.
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Table 1. Best-fit parameters and results for the fits described in § 8.
# Fit -2 log Lmax Ωm ΩΛ α x1,0 σx1,0 β c0 σc0 M0 σM0 P Q
(i) Nielsen et al. (2016) -214.97 0.3407 0.5685 0.134 0.0385 0.931 3.059 -0.016 0.071 -19.052 0.108 - -
“No accn.” -203.93 0.0684 0.0342 0.132 0.0327 0.932 3.045 -0.013 0.071 -19.006 0.1095 - -
(ii) Nielsen et al. (2016) + JLA z -221.93 0.3401 0.5653 0.133 0.0385 0.932 3.056 -0.016 0.071 -19.051 0.107 - -
“No accn.” -210.99 0.0699 0.0349 0.131 0.0328 0.932 3.042 -0.013 0.071 -19.006 0.1087 - -
(iii) No pec. vel. corr. to z -215.40 0.2849 0.4831 0.134 0.0398 0.932 3.038 -0.016 0.071 -19.051 0.108 - -
“No accn.” -207.67 0.0506 0.0253 0.132 0.0348 0.932 3.023 -0.014 0.071 -19.012 0.110 - -
(iv) No pec. vel. corr. to z or mB -216.89 0.2346 0.3960 0.135 0.0397 0.932 3.029 -0.016 0.071 -19.040 0.109 - -
“No accn.” -211.842 0.0413 0.0207 0.133 0.0357 0.932 3.016 -0.014 0.071 -19.008 0.110 - -
(v) BF Exp. -217.51 0.2889 0.4521 0.134 0.0390 0.932 3.036 -0.016 0.071 -19.037 0.107 179.2 345.67
“No accn.” -211.3 0.0774 0.0387 0.132 0.0347 0.932 3.024 -0.014 0.071 -19.002 0.108 179.3 345.64
(vi) BF Lin. -217.47 0.2901 0.4554 0.134 0.0390 0.932 3.036 -0.016 0.071 -19.038 0.107 157.04 0.202
“No accn.” -211.99 0.0816 0.0407 0.132 0.0347 0.932 3.025 -0.014 0.071 -19.002 0.108 228.9 0.918
(vii) JLA + BF Exp. -224.87 0.3397 0.5697 0.133 0.0387 0.932 3.051 -0.016 0.072 -19.052 0.107 172.2 785.06
“No accn.” -216.3 0.0774 0.0387 0.132 0.0347 0.932 3.024 -0.014 0.071 -19.002 0.108 179.3 345.64
(viii) JLA + BF Lin. -225.08 0.3407 0.5767 0.133 0.0387 0.932 3.050 -0.016 0.071 -19.054 0.107 208.2 0.139
“No accn” -214.14 0.0724 0.0362 0.131 0.0328 0.932 3.041 -0.013 0.071 -19.005 0.109 0 0
(ix) CF3 + BF Exp. -225.61 0.2785 0.4266 0.133 0.0386 0.932 3.001 -0.016 0.071 -19.034 0.109 478.1 457.3
“No accn.” -220.72 0.0857 0.0428 0.132 0.0346 0.932 2.990 -0.015 0.071 -19.001 0.110 592.65 81.2
“Flat” -223.96 0.3933 0.6068 0.133 0.0357 0.933 2.998 -0.016 0.071 -19.045 0.110 289.61 358.19
(x) CF3 + BF Lin. -225.73 0.2765 0.4308 0.133 0.0386 0.932 3.002 -0.016 0.071 -19.037 0.109 246.33 0.175
“No accn.” -220.16 0.0845 0.0422 0.132 0.0346 0.932 2.991 -0.015 0.071 -19.001 0.110 279.97 0.597
“Flat” -224.18 0.3903 0.6097 0.134 0.0399 0.932 3.006 -0.016 0.071 -19.047 0.109 247.51 0.179
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