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Abstract
1 Let H = Hq(n) be the Hecke algebra of the symmetric group of degree n, over a
field of arbitrary characteristic, and where q is a primitive ℓ-th root of unity in K. Let
Hρ be an ℓ-parabolic subalgebra of H. We give an elementary explicit construction for
the basic algebra of a non-simple block of Hρ. We also discuss homological properties
of Hρ-modules, in particular existence of varieties for modules, and some consequences.
1 Introduction
Let H = Hq(n) be the Hecke algebra of a symmetric group over some field K, where
q ∈ K is a primitive ℓ-th root of unity with ℓ > 1, and where K has characteristic
p ≥ 0. One would like to understand homological properties of H, and how they may
differ from those of group algebras.
Standard parabolic subalgebras of H are an analog of subgroup algebras for group
algebras. In [8] a vertex theory was developed; and it is now known that a vertex of
an indecomposable H-module is ℓ− p parabolic (see [8], [11], and [22] for the general
case). For any composition ρ of n, there is an associated parabolic subalgebra Hρ of H,
which is isomorphic to the Hecke algebra of the standard Young subgroup Wρ of the
symmetric group of degree n. The algebra Hρ is ℓ-parabolic if all parts of ρ are ℓ or 1,
and it is ℓ−p parabolic if all parts are 1, ℓ, ℓp, ℓp2, . . .. This suggests that ℓ−p parabolic
subalgebras should be the analogs of group algebras of p-groups, and that ℓ-parabolic
subalgebras should play a role similar to that of group algebras of elementary abelian
p-groups.
Here we study ℓ-parabolic subalgebras Hρ of H, the smallest one is Hq(ℓ). We give
an elementary and explicit construction for the basic algebra of the principal block of
Hq(ℓ), the unique non-simple block. (The structure is known, over characteristic 0 it
may be found in [15] or [21] by a rather indirect approach.) By taking tensor powers,
this gives explicit basic algebras for an arbitrary non-simple block of any ℓ-parabolic
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subalgebra Hρ. Recall that, in general, a basic algebra A of an algebra Λ is the smallest
algebra which is Morita equivalent to Λ, it is unique up to isomorphism. When the
field is large enough, the simple A-modules are one-dimensional. For many problems
working, with a basic algebra has great advantages.
In the second part of the paper, we study homological properties of ℓ-parabolic
Hecke algebras. Given a module M of some algebra Λ, it is a basic question whether
or not it is projective. More generally, one wants to know the complexity of M , that is
the rate of growth of a minimal projective resolution. To answer these, and understand
other invariants, one can exploit cohomological support varieties of modules, or perhaps
rank varieties, when they exist.
We show that ℓ-parabolic Hecke algebras have a theory of support varieties con-
structed via Hochschild cohomology; this can be mostly extracted from existing litera-
ture. As a consequence, one also can describe possible tree classes of Auslander-Reiten
components.
Rank varieties were originally introduced by J. Carlson [7] for group algebras of
elementary abelian p-groups over fields of characteristic p. They were generalized to a
class of quantum complete intersections in [4] (see also [20] for a more detailed account).
We show that any non-simple block of an ℓ-parabolic Hecke algebra has a subalgebra
R which controls directly projectivity of modules in the block. By [4], this algebra R
has a theory of rank varieties; though it does not seem to extend to Hρ in general.
Let X be the category of indecomposable H-modules which are not projective
restricted to Hρ, it is a union of stable Auslander-Reiten components. We show that
one can also describe the possible tree classes of components containing modules in X .
Section 2 contains background on Hecke algebras and basic algebras. Section 3 con-
structs the basic algebra of Hq(ℓ), and in Section 4 we discuss homological properties.
Analogues for group algebras of symmetric groups also hold, with p instead of ℓ.
Our approach to Hecke algebras is based on [9], and for background on homological
properties we refer to [3]. We work with right modules.
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2 Preliminaries
2.1 Throughout, let n be a positive integer, and let W be the symmetric group on
{1, 2, . . . , n}. The following is based on [9].
Let K be a field, and let q be a primitive ℓ-th root of unity in K where ℓ ≥ 2. The
Iwahori Hecke algebra H = Hq(n) has generators T1, . . . , Tn−1 and relations
TiTi+1Ti = Ti+1TiTi+1 (1 ≤ i < n− 1), TiTj = TjTi (|i− j| ≥ 2)
2
T 2i = (q − 1)Ti + qI (1 ≤ i ≤ n− 1).
It has basis {Tw : w ∈ W}. If w = (i i + 1) =: si then Tw = Ti. The algebra Hq(n) is
a deformation of the group algebra KW . It is a symmetric algebra but is not a Hopf
algebra.
Let B be the set of basic transpositions, that is B = {s1, . . . , sn−1}. Recall that the
length of an element w ∈ W is the minimal k ≥ 0 such that w can be written as
w = v1v2 . . . vk for vi ∈ B. If so then Tw = Tv1 . . . Tvk .
A composition of n is a tuple of non-negative integers λ = (λ1, λ2, . . . , λa) such that∑
i λi = n. For such a composition, let Wλ be the corresponding standard Young
subgroup of W , it is the direct product W[1,λ1] ×W[λ1+1,λ1+λ2] × . . .×W[
∑a−1
i=1 λi+1,n]
.
Here [u, v] = {x ∈ N | u ≤ x ≤ v}, we refer to such a set as an interval. The parabolic
subalgebra Hλ is the Hecke algebra of the Young subgroup Wλ, it is isomorphic to the
tensor product of algebras Hq(λi) with disjoint supports.
2.2 (a) In order to work with a parabolic subalgebra Hλ of H, one needs to use
distinguished coset representatives. That is, there is a set Dλ of permutations such
that W =
⋃
d∈Dλ
Wλd (the disjoint union), and moreover d is the unique element of
minimal length in its coset. If so, then (Dλ)
−1 = {d−1 | d ∈ Dλ} is a system of left
coset representatives, where each element is the unique element of minimal length in
its coset.
To compute the elements in Dλ, let t
λ be the standard λ-tableau in which the num-
bers 1, 2, . . . , n appear in order along successive rows. With this, Dλ is the set of
permutations d such that the tableau tλd is a row standard tableau.
(b) In order to work with pairs of parabolic subalgebras Hλ and Hµ for compositions
λ, µ, we need double cosets. Let Dλ,µ = Dλ ∩ D
−1
µ , this is a system of distinguished
Wλ − Wµ double coset representatives in W , and if d ∈ Dλ,µ then d is the unique
element of minimal length in the double coset WλdWµ. In 1.7 of [9] it is described how
to compute Dλ,µ. We will use a modification below.
2.3 Let R be a non-empty interval contained in {1, 2, . . . , n}, supposeWR is the group
of permutations of R, and Hq(R) is the Hecke algebra of WR. In Hq(R) we consider
xR :=
∑
w∈WR
Tw, yR :=
∑
w∈WR
(−q)−l(w)Tw.
Then xR and yR span the trivial, and the sign module of Hq(R), that is
xRTw = q
l(w)xR and yRTw = (−1)
l(w)yR (w ∈WR).
The elements xR, yR are central in Hq(R), and their product is zero if R has size ≥ 2
and ℓ ≥ 3.
We have
x2R = (
∑
w∈WR
ql(w))xR and y
2
R = ((
∑
w∈WR
q−1)l(w))yR.
As is well-known, if u is a variable then
∑
w∈WR
ul(w) =
∏r
m=1[m]u =: [r]u! where
[m]u = 1+u+ . . .+u
m−1 = 1−u
m
1−u . Assume now that r < ℓ, then if we substitute u = q
3
or q−1 we get a non-zero element in K. This means that we have idempotents cRxR
and cˆRyR where cR =
1
[r]q!
and cˆR =
1
[r]qˆ!
, setting qˆ = q−1. Note that the condition
r < ℓ is essential; if r = ℓ then x2R = 0 = y
2
R.
More generally, if ρ is a composition of n , define xρ, or yρ, to be the product of the xρi ,
or yρi , where the ρi are the support sets of the standard Young subgroup Wρ. Then
we have
x2ρ = cρxρ, y
2
ρ = cˆρyρ
where cρ and cˆρ are non-zero scalars. Suppose ρ is a composition of R and |R| < ℓ,
then xρxR is a non-zero scalar multiple of xR, and yρyR is a non-zero scalar multiple
of yR. If ρi ≥ 2 for at least one i then yρxR = 0 = xRyρ and xρyR = 0 = yRxρ.
2.4 Let # be the automorphism of H given by Tw 7→ (−q)
l(w)(Tw−1)
−1. Twisting by
this automorphism interchanges xR and yR for any interval.
There is also an anti-involution ∗ on H defined on the basis, by Tw 7→ Tw−1 , it fixes
xR and yR for any interval R. Recall from [9] the symmetric bilinear form
(Tu, Tv) =
{
ql(u), u = v
0, else.
This satisfies
(h1h2, h3) = (h1, h3 · h
∗
2) and (h1, h2h3) = (h
∗
2h1, h3) (hi ∈ H).
If one defines f(h1, h2) := (h1, h
∗
2) then, as one can check, f is a symmetrizing form.
That is, it is symmetric, associative, and non-degenerate, and it shows that H is a
symmetric algebra.
2.5 The combinatorics for representations of Hecke algebras is similar to that for
symmetric groups, with ℓ instead of p, as it is proved in [9] and [10], see also [18]. For
each partition λ of n, there is a Specht module Sλ. When λ is ℓ-regular, this has a
unique simple quotient Dλ, and these are the simple H-modules, up to isomorphism.
The blocks are labelled by ℓ-cores κ and weight w, for n = |κ|+wℓ. The principal block
is the block containing the trivial module, that is Sλ for λ = (n). For our construction
we only use that when n = ℓ, the principal block has precisely ℓ− 1 simple modules.
2.6 We recall facts about basic algebras, for details see for example [2]. Assume A
is any finite-dimensional K-algebra, a basic algebra associated to A is an algebra eAe
where e is an idempotent of the form e = e1 + . . . + em with ei orthogonal primitive
idempotents, such that eiA is not isomorphic to ejA for i 6= j, and such that every
indecomposable projective A-module is isomorphic to some eiA. If so, for large enough
K, the eAe is isomorphic to an algebra KQ/I where Q is a unique quiver (directed
graph), KQ is the path algebra of Q, and I is an admissible ideal of KQ (that is
KQN ≤ I ≤ KQ2 where KQr is the span of the paths of lengths ≥ r.
The vertices of Q correspond to the idempotents ei, and the arrows i → j are in
bijection with a basis of the vector space ei(radA/rad
2A)ej . The connected components
of Q are in bijection with the blocks of the algebra A (ie the indecomposable direct
summands of A as an algebra). For a connected component of Q with vertices V ⊆
{1, 2, . . . ,m} set eV :=
∑
i∈V ei, then eVAeV is a basic algebra for a block of A.
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3 The principal block of Hq(ℓ)
We take H := Hq(ℓ). The principal block of this algebra is the block containing the
trivial module.
Suppose ℓ = 2, that is q = −1. Then we have (T1 + 1)
2 = 0 and the algebra map
K[X] → H sending X 7→ T1 + 1 induces an isomorphism K[X]/(X
2) ∼= H. The
algebra H is its own basic algebra. We assume from now that ℓ ≥ 3.
It is known (see [15] or [21] for the case K = C) that a basic algebra of this block is a
Brauer tree algebra, isomorphic to KQ/I where Q is of the form
1 // 2oo // · · ·oo // l − 2oo // l − 1oo
and if we label the arrow i→ i+1 by αi, and the arrow i+1→ i by βi, then the ideal
I is generated by the relations
(3.1) βiαi = αi+1βi+1 (1 ≤ i ≤ ℓ− 2), α1β1α1, βℓ−2αℓ−2βℓ−2.
This is a Brauer tree algebra. In order to give a direct construction of the basic algebra,
as a subalgebra of H, we start by finding a set of ℓ− 1 orthogonal idempotents. They
will be of the form xRyS where R,S are non-empty intervals which form a partition
of {1, 2, . . . , ℓ}. As explained in 2.3, we have idempotents which are non-zero scalar
multiples of xR, yS , and since xR, yS commute, then also xRyS is a non-zero scalar
multiple of an idempotent in H.
3.1 Idempotents
Such idempotents have certain factorisations.
Let R be an interval with 1 ≤ |R| < ℓ, and let W = WR. Let ρ be a composition of R
and
W =
⋃
d∈Dρ
Wρd.
Lemma 3.1 With this, we have
(a) yR = yρσ = σ
∗yρ where σ =
∑
d∈Dρ
(−q)−l(d)Td.
(b) xR = xρψ = ψ
∗xρ where ψ =
∑
d∈Dρ
Td.
Proof (a) Let w ∈ WR, then w = hdi for h ∈ Wρ and di ∈ Dρ, and then l(w) =
l(h) + l(di) and Tw = ThTdi . Therefore we can write yR as∑
w
(−q)−l(h)−l(di)ThTdi
and this gives the required factorisation. We apply the anti-involution ∗ (see 2.4) and
get yR = y
∗
R = σ
∗yρ. Part (b) is similar. 
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Corollary 3.2 Let U and V be intervals contained in {1, 2, . . . , ℓ}.
(a) If |U ∩ V | ≥ 2 then xUyV = 0 = yUxV .
(b) Otherwise xUyV and yUxV are non-zero.
Proof Let G = U ∩ V .
(a) Assume |G| ≥ 2. With the notation as in Lemma 3.1 we have xU = ψ
∗xG and
yV = yGσ, and since xGyG = 0 it follows that eUfV = 0.
(b) Suppose |G| ≤ 1, then eU and fV have disjoint supports, and then the product is
non-zero. Similarly fUeV is non-zero. 
Definition 3.3 We define for 1 ≤ r ≤ ℓ− 1 and r + s = ℓ,
εr :=
{
crx[1,s]y[s+1,ℓ] r odd
cry[1,r]x[r+1,ℓ] r even
where cr is the non-zero scalar as described in 2.3 such that εr is an idempotent.
With these, we will show the following:
Proposition 3.4 We have εrεu = 0 for r 6= u. Moreover
dim εrHεu =


0 |r − u| ≥ 2
1 u = r ± 1
2 r = u.
To proceed further, let λ = (r, s) and µ = (u, v) be compositions of ℓ with two non-zero
parts. Slightly more general, we write ελ for one of y[1,r]x[r+1,ℓ] or x[1,r]y[r+1,ℓ], and we
write εµ for one of y[1,u]x[u+1,ℓ] or x[1,u]y[u+1,ℓ].
Lemma 3.5 The space ελHεµ is the span of the set {ελTdεµ | d ∈ Dλ,µ}.
Proof The space ελHεµ is spanned by all ελTwεµ for w ∈ W . Any such w can be
written as w = h1dh2 where h1 ∈ Wλ and and h2 ∈ Wµ, and d is a minimal length
representative for the double coset containing w. Then Tw = Th1TdTh2 , and the claim
follows. 
Definition 3.6 Assume Proposition 3.4 and Lemma 3.5. Let 1 ≤ r ≤ ℓ− 2. Define
αr := εrTdεr+1, βr = εr+1Td−1εr
where d is the distinguished double coset representative such that εrTdεr+1 6= 0 (see
3.4 and 3.5).
We will write down αr, βr explicitly below, and we will prove as the main result:
Theorem 3.7 Let B be the subalgebra of H generated by the set
{εr | 1 ≤ r ≤ ℓ− 1} ∪ {αr, βr | 1 ≤ r ≤ ℓ− 2}.
Then B = εHε where ε =
∑ℓ−1
r=1 εi and B is a basic algebra for the principal block of
H. After possibly rescaling some βr the elements αr, βr satisfy the relations (3.1).
6
3.2 Towards ελHεµ.
Let λ = (r, s) and µ = (u, v) be compositions of ℓ with non-zero parts. We fix a
distinguished representative d ∈ Dλ,µ and analyze the element ελTdεµ, which lies in
HλTdHµ = (Td)(Td)
−1HλTd ∩Hµ. By [9], Theorem 2.7, we have that
(Td)
−1HλTd ∩Hµ = Hν,
whereWν is the Young subgroup generated by the set of basic transpositions contained
in d−1Wλd ∩Wµ. The proof of 2.7 in [9] shows that if v = d
−1ud ∈ d−1Wλd ∩Wµ for
u ∈ Wλ then Tv = (Td)
−1TuTd. We will now compute Wν (with ν = ν(d)), and also
the Young subgroup U of Wλ such that d
−1Ud =Wν .
(1) The elements d ∈ Dλ,µ are in bijection with the 2 × 2 matrices A with entries in
Z≥0 having row sums u, v and column sums r, s, see for example Theorem 1.3.10 in
[16]. Take such a matrix A =
(
t u− t
r − t x
)
, where x = t+(s−u) = t+(v− r)(≥ 0).
Such an A corresponds to the permutation d which is, written in table form,
(∗)
1 . . . t t+ 1 . . . r r + 1 . . . u+ (r − t) u+ (r − t) + 1 . . .
1 . . . t u+ 1 . . . u+ (r − t) t+ 1 . . . u u+ (r − t) + 1 . . .
.
Note that if t = r or t = u, then d is the identity. We observe that the matrix A as
above corresponds to d ∈ Dλ,µ if and only if its transpose corresponds to d
−1 ∈ Dµ,λ.
Example 3.8 (a) Let λ = (r, s) and µ = (s− 1, r + 1), where r is even,
ελ = y[1,r]x[r+1,ℓ] and εµ = x[1,s−1]y[s,ℓ]
They are non-zero scalar multiples of εr and εr+1 respectively. We take the matrix A
and the corresponding d as
A =
(
0 s− 1
r 1
)
, d =
(
1 2 . . . r r + 1 . . . ℓ− 1 ℓ
s s+ 1 . . . ℓ− 1 1 . . . s− 1 ℓ
)
.
We will see later that with this, εrTdεr+1 and εr+1Td−1εr are non-zero.
(b) Let λ = (r, s) and µ = (s+ 1, r − 1), where r is even, and
ελ = y[1,r]x[r+1,ℓ] and εµ = x[1,s+1]y[s+2,ℓ].
They are non-zero scalar multiples of εr and εr−1 respectively. We take the matrix A
and the corresponding permutation d′ as
A =
(
1 s
r − 1 0
)
, d′ =
(
1 2 . . . r r + 1 . . . ℓ
1 s+ 2 . . . ℓ 2 . . . s+ 1
)
.
We will see later that εrTd′εr−1 and εr−1T(d′)−1εr are non-zero.
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Lemma 3.9 We have
Wν =W[1,t] ×W[u+1,u+(r−t)] ×W[t+1,u] ×W[u+(r−t)+1,ℓ],
U =W[1,t] ×W[t+1,r] ×W[r+1,u+(r−t)] ×W[u+(r−t)+1,ℓ].
The relevant factors are trivial when t = 0 or t = r or t = u or u+ (r − t) = ℓ.
Proof To compute d−1sid, we have an elementary observation: Let d be the permuta-
tion which maps j 7→ aj , for 1 ≤ j ≤ n. Then for 1 ≤ i < n we have that d
−1sid is the
transposition (ai ai+1) Namely, d
−1sid is a transposition, and one sees directly that it
takes ai 7→ ai+1. We apply this to d as above, then
d−1sid =


si 1 ≤ i ≤ t− 1
si+(u−t) t+ 1 ≤ i ≤ r − 1
si−(r−t) r + 1 ≤ i ≤ u+ (r − t)− 1
si u+ (r − t) + 1 ≤ i ≤ ℓ− 1
Moreover d−1sid is not a basic transposition for i = t, r, u + (r − t). With this, the
Lemma follows. 
(2) Now we will compute an idempotent εν(d) ∈ Hν such that ελTd = (ζTd)εν(d).
Consider first ελ = y[1,r]x[r+1,ℓ]. We factorize y[1,r] and x[r+1,ℓ] as described in Lemma
3.1 (taking Wλ =
⋃
g∈D gU) and we get
ελ = ζy[1,t]y[t+1,r]x[r+1,u+(r−t)]x[u+(r−t)+1,ℓ].
Here we write ζ for the product of the elements called ψ∗, and σ∗, it is a linear
combination of Tg for g ∈ D. Then
Lemma 3.10 (a) If ελ = y[1,r]x[r+1,ℓ], then ελTd = (ζTd)εν(d) where
(†) εν(d) := y[1,t]y[u+1,u+(r−t)]x[t+1,u]x[u+(r−t)+1,ℓ]
(b) For ελ = x[1,r]y[r+1,ℓ] we get the same formula with x, y interchanged.
Proof (a) With the above,
ελTd = ζTd(Td)
−1y[1,t]y[t+1,r]x[r+1,u+(r−t)]x[u+(r−t)+1,ℓ]Td
= ζTdy[1,t](y[u+1,u+(r−t)]x[t+1,u])x[u+(r−t)+1,ℓ]
= (ζTd)εν(d)
Part (b) is analogous. 
Proposition 3.11 With the above setting, we have ελTdεµ = 0 if and only if εν(d)εµ =
0.
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Proof We must show that if εν(d)εµ is not zero then (ζTd)εν(d)εµ is non-zero.
Suppose εν(d)εµ 6= 0, then it is a linear combination of Tw with w ∈Wµ. We haveWλ =⋃
g∈D gU and then d
−1Wλd =
⋃
g∈D d
−1gdWν , where D is the set of distinguished coset
representatives. Suppose gdw = g′dw′ for g, g′ ∈ D, and w,w′ ∈ Wµ. Then it follows
that d−1(g′)−1dd−1gd is in d−1Wλd ∩Wµ = Wν . The d
−1gd are coset representatives
and it follows that g = g′, and then also w = w′.
Each Tv in the support of εν(d)εµ gives rise to a scalar multiple of TgTdTw in (ζTd)εν(d)εµ,
and we have TgTdTw = Tgdw, using that d is a distinguished double coset representative.
As we have just proved, there is no repetition amongst these elements gdw as g varies
through D and w varies through Wµ, and hence we have an expression of (ζTd)εν(d)εµ
in terms of the basis of H, with non-zero coefficients. 
Corollary 3.12 With the same notation, the set {Tgdw | w ∈ Wµ, g ∈ D} is linearly
independent.
This is part of the above proof.
3.2.1 Proof of Proposition 3.4
Let λ = (r, s) and µ = (u, v) with each of r, s, u, v non-zero.
(I) Assume that r, u have the same parity. We consider first the case when ελ =
y[1,r]x[r+1,ℓ] and εµ = y[1,u]x[u+1,ℓ]. Let d ∈ Dλ,µ, then by Lemma 3.10 we have ελTd =
(ζTd)εν(d) where εν(d) is the element (†) of 3.10. Note that any two factors of εν(d)
commute.
(i) Suppose t+ 1 < u then x[t+1,u]y[1,u] = 0, and hence εν(d)εµ = 0.
(ii) Suppose 1 < (r − t) then y[u+1,u+(r−t)]x[u+1,ℓ] = 0 and again εν(d)εµ = 0.
Recall that t ≤ u, so this leaves t+1 = u or t = u, and t+1 = r, or t = r. We assume
that u and r have the same parity, therefore u = r and it is equal to t or t + 1. In
particular ελ = εµ, and consequently we have ελHεµ = 0 for λ 6= µ in this case.
If r = t then d is the identity and ελTdελ is non-zero (by 2.3). Suppose r = t + 1,
then εν(d)ελ = y[1,r−1]xr+1,ℓ]y[1,r]x[r+1,ℓ] which by 2.3 is a non-zero scalar multiple of ελ,
and hence ελTdελ is non-zero (by 3.11). These are two non-zero elements supported on
different double cosets, so they are linearly independent. Hence ελHελ is 2-dimensional.
Now assume ελ = x[1,r]y[r+1,ℓ] and εµ = x[1,u]y[u+1,ℓ]. Then the same proof works with
x, y interchanged, and we get again that ελHεµ is zero for λ 6= µ and is 2-dimensional
otherwise. This proves Proposition 3.4 when r, u have the same parity.
(II) Now we deal with idempotents εr for r even and εv and v odd. Suppose
ελ = y[1,r]x[r+1,ℓ] and εµ = x[1,u]y[u+1,ℓ]. Let d ∈ Dλ,µ, then ελTd = (ζTd)εν(d) with
εν(d) as in (†) of 3.10.
(i) Suppose t ≥ 2, then y[1,t]x[1,u] = 0 and hence εν(d)εµ = 0.
(ii) Suppose u+ (r − t) + 1 < ℓ, then x[u+(r−t)+1,ℓ]y[u+1,ℓ] = 0. and hence εν(d)εµ = 0.
Since t ≤ u, this leaves t = 0 or t = 1, and u+(r− t) ≥ ℓ−1. Recall from the first part
of Section 3.2, the bottom left entry of the matrix A is x = t+(s−u) = t+(v−r) ≥ 0.
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(a) Assume t = 0, then s ≥ u and v ≥ r and in fact v > r since v, r have different
parity (and then s > u). In this case we have u+ r = ℓ− 1 since r 6= v. It follows that
r + 1 = v (hence εv = εr+1). Moreover
(εv = εr+1) εν(d)εµ = y[u+1,ℓ−1]x[1,u]εµ
which is a non-zero scalar multiple of εµ.
(b) Assume t = 1 then similarly u + (r − 1) = ℓ and r − 1 = v (hence εv = εr−1).
Moreover
(εv = εr−1) εν(d)εµ = y[u+1,ℓ]x[2,u]εµ
which again is a non-zero scalar multiple of εµ. Hence in this case εrHεv is 1-
dimensional if v = r ± 1 and is zero otherwise.
(II’) Consider now idempotents εs and εu for s odd and u even; we take ελ =
x[1,r]y[r+1,ℓ] and εµ = y[1,u]x[u+1,ℓ], and let d ∈ Dλ,µ. With the same reasoning as
in (II) we get εν(d)εµ 6= 0 only for t = 0 and t = 1.
(a) When t = 0, it follows that εu = εs−1. Moreover
(εu = εs−1) εν(d)εµ = x[u+1,ℓ−1]y[1,u]εµ
which is a non-zero scalar multiple of εµ.
(b) When t = 1, we get εu = εs+1. Moreover
(εu = εs+1) εν(d)εµ = x[u+1,ℓ]y[2,u]εµ
and this also is a non-zero scalar multiple of εµ. Hence εsHεu is 1-dimensional for
εu = εs±1 and is zero otherwise. This completes the proof of Proposition 3.4. 
Remark 3.13 We collect information from the above proof.
(1) The matrix A in (II)(a) corresponds to d in Example 3.8(a), this gives αr as in
Definition 3.6 for r even.
(2) The matrix A in (II)(b) corresponds to d′ in Example 3.8(b), this gives βr−1 as in
Definition 3.6 for r even.
(3) The permutation associated to the matrix in part (II’)(a) (the inverse of the per-
mutation as in (1) with s− 1 instead of r) defines βs−1.
(4) The permutation associated to the matrix in part (II’)(b) (the inverse of the per-
mutation as in (2) with s = r − 1) defines αs.
3.3 Arrows and relations
Lemma 3.14 The algebra ε1Hε1 has basis ε1, x[1,ℓ]. It is local, isomorphic toK[X]/(X
2).
Proof The element x[1,ℓ] spans the trivial H-module, and its square is zero. One checks
that x[1,ℓ] = ε1x[1,ℓ]ε1. Clearly x[1,ℓ] and ε1 are linearly independent. We have proved in
Proposition 3.4 that ε1Hε1 is 2-dimensional, and it follows that it has basis {ε1, x[1,ℓ]}.
The Lemma follows. 
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We will now prove Theorem 3.7. Let αr, βr be as in Definition 3.6.
(1) Clearly αrαr+1 = 0 since it is an element in εrHεr+2 which is zero by Proposition
3.4, similarly βr+1βr = 0.
(2) The products αrβr and βrαr are non-zero:
We fix r and write α = αr and β = βr. To prove αβ 6= 0, it suffices to show f(αβ, 1) 6= 0
where f is the symmetrizing form as in 2.4. Using the symmetry property, and the fact
that the ε are idempotent, and also that εrTdεr+1 = c(ζTd)εr+1 where c is a non-zero
scalar, we get
f(αβ, 1) =f(εrTdεr+1Td−1 , εr) = f(ε
2
rTdεr+1Td−1 , 1)
=f(εrTdεr+1, Td−1) = (εrTdεr+1, Td)
where (−,−) is the bilinear form as in 2.4. We have that εrTdεr+1 = (ζTd)εν(d)εµ with
the notation as in Proposition 3.11 (with εr+1 a non-zero scalar multiple of εµ). We
know that (ζTd)εν(d)εµ is nonzero, so by Corollary 3.12, it is a unique linear combination
of the set {Tgdw | g ∈ D, w ∈Wµ}. Therefore
((ζTd)εν(d)εµ, Td) = cq
l(d)
where c is the coefficient of the identity in εν(d)εµ and this is non-zero (by 2.2).
(3) αrβrαr = 0 and βrαrβr = 0, in particular each εrHεr contains a non-zero nilpotent
element, and hence is a 2-dimensional local algebra:
To prove this, we start with r = 1 and use Lemma 3.14. It suffices to show that α1β1
is not a unit in ε1Hε1. We have
x[1,ℓ]α1 = x[1,ℓ]ε1Tdε2 = x[1,ℓ]Tdε2 = q
l(d)x[1,ℓ]ε2 = 0,
hence x[1,ℓ]α1β1 = 0. But x[1,ℓ] 6= 0 and therefore α1β1 is not a unit. We deduce
that α1β1 must be nilpotent and is therefore a scalar multiple of x[1,ℓ]. By the above
calculation, we see directly that α1β1α1 = 0. We can also deduce β1α1β1 = 0: It is
of the form aβ1 for a ∈ K and then 0 = (α1β1)
2 = a(α1β1) and a = 0. This shows
that β1α1 ∈ ε2Hε2 is nilpotent and then the algebra ε2Hε2 must be local as well. By
induction on r, repeating the arguments, the claim follows.
(4) Up to rescaling, the commutativity relations hold: We use that by the previous
part, the radical of εrHεr is 1-dimensional. The non-zero elements βrαr and αr+1βr+1
are both in the 1-dimensional radical of εrHεr and hence must be scalar multiples of
each other. So we can take β′2 = a2β2 for 0 6= a2 ∈ K so that β1α1 = α2β
′
2.
Inductively, suppose we have scaled arrows so that for i ≤ r the commutativity relation
β′i−1αi−1 = β
′
iαi holds. If r < ℓ− 2 then β
′
r+1 = ar+1βr+1 so that β
′
rαr = αr+1β
′
r+1.
(5) The relations (1) to (4) determine the algebra: We can write B as εHε where
ε =
∑ℓ−1
r=1 εr. Our computations show that it has dimension 2(ℓ − 1) + 2(ℓ − 2) =
4(ℓ − 1) − 2. This is also the dimension of the algebra KQ/I in (3.1). One defines
an algebra map KQ → B = εHε by mapping the elements er ∈ KQ (corresponding
to paths of length zero) to εr, and taking arrows αr, βr to the elements in εHε we
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called αr and the rescaled βr , and extend to products and linear combinations. It is
surjective, and the ideal I is in the kernel. Then by dimensions, I is the kernel and we
have shown that εHε is the algebra as defined above. 
Recall that the socle of a module is the largest semisimple submodule, and the top is
the largest semisimple quotient.
Corollary 3.15 (a) Each εrH is indecomposable projective. For 2 ≤ r ≤ ℓ − 2 Its
radical has basis {αr, βr−1, αrβr}. The radical of ε1H has basis {α1, α1β1} and the
radical of εℓ−1H has basis {βℓ−2, βℓ−2αℓ−2}.
(b) The socle of εrH is simple, spanned by αrβr (or βℓ−2αℓ−2).
(c) The simple εHε-modules are precisely the 1-dimensional quotients εrH/radεrH.
The socle of εHε is spanned by the αrβr (1 ≤ r ≤ ℓ− 2) together with βℓ−2αℓ−2.
Proof Since εr is an idempotent, the module εrH is projective. Its endomorphism
algebra is εrHεr, and we have proved that it is local. Hence εrH is indecomposable.
All other statements follow from the proof of Theorem 3.7 
Remark 3.16 (1) The module εrH is the projective cover of D
((ℓ−r)+1,1r−1) for r ≥ 1.
This follows from the decomposition number approach to such blocks, see for example
[15], together with the observation that ε1H is the projective cover of the trivial module.
Example 3.17 Assume ℓ = 3. The algebra H = Hq(3) has dimension 6 and hence
is equal to its basic algebra B by dimensions. The presentation as a Hecke algebra
is not compatible with the presentation (3.1). The generators in our presentation
are ε1 = c1x[1,2] and ε2 = c2y[1,2] (with c1, c2 non-zero scalars), and the arrows are
β1 = ε2T2ε1 and α1 = ε1T2ε2.
4 Homological properties
4.1 Controlling projectivity
Given a module, a basic question is to determine whether or not it is projective. More
generally, an indecomposable module of a symmetric, or even selfinjective, algebra is
projective if and only if it the socle of the algebra does not annihilate the module. For
an algebra which is not basic, this is not so easy to verify. In our setting, we can use
this and give an easy criterion.
We show (with ℓ ≥ 3) that there is an associated truncated polynomial algebra which
directly detects projectivity.
Consider the basic algebra A for the principal block of Hq(ℓ) as in Theorem 3.7. We
choose and fix non-zero elements cr ∈ K for 1 ≤ i ≤ ℓ − 2 such that cr + cr+1 6= 0.
(Such elements exist, K has at least two non-zero elements.)
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Lemma 4.1 Let
α˜ :=
ℓ−2∑
r=1
αr and β˜ :=
ℓ−2∑
r=1
crβr, and σ := α˜+ β˜.
Then σ2 generates the socle of A as an A-module. Furthermore σ3 = 0.
Proof First observe that α˜2 = 0 and β˜2 = 0. Then
σ2 = c1α1β1 +
ℓ−3∑
r=2
(cr + cr+1)αrβr + cℓ−2βℓ−2αℓ−2.
All scalar coefficients are non-zero by construction. Moreover εrσ
2εr spans the socle
of εrH, hence σ
2 spans the socle of A and σ3 = 0. 
Let R be the subalgebra of A generated by σ, this is isomorphic to K[X]/(X3). Now
take a block of an ℓ-parabolic subalgebra which is not simple. This is Morita equivalent
to the tensor product A⊗m of copies of A for some m ≥ 1, let B be this algebra. Let
σi ∈ B be the tensor where at the i-th place take σ, and all other factors are the identity.
Then let RB be the subalgebra of B generated by σ1, · · · , σm. The σi commute, and
σ3i = 0 so that RB is a truncated polynomial algebra.
Proposition 4.2 Assume M is an indecomposable B-module. Then M is projective
as a B-module if and only if (σ1σ2 · · · σm)
2 does not annihilate M .
Proof (1) Suppose M is projective, then M ∼= eB where e = εi1 ⊗ . . . εim and each εij
is one of the idempotents ε1, . . . εℓ−1 in A. We have
e(σ1σ2 · · · σm)
2 = εi1σ
2 ⊗ . . .⊗ εimσ
2.
This spans the socle of M since εjσ
2 spans the socle of εjA for each j. In particular
M(σ1 · · · σm)
2 is non-zero.
(2) If M is indecomposable and M(σ1 · · · σm)
2 6= 0 then there is m = me ∈ M and
an idempotent e = εi1 ⊗ . . . εim as above with me(σ1 · · · σm)
2 6= 0. Then one shows
that the submodule mB = meB of M is isomorphic to eB, using that the socle of eB
is simple. Now M is indecomposable and eB is projective but also is injective, hence
M ∼= eB and M is projective. 
We would like to know when the algebra B is projective as a module over R.
Lemma 4.3 Let A the basic algebra of the principal block of Hq(ℓ) and B = A
⊗m for
m ≥ 1. Then B is projective as an RB-module if and only if ℓ = 3.
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Proof (1) We reduce to m = 1: Suppose A is not projective as an R-module, say it is
P ⊕M with P projective, and where M is non-zero and has no projective summand.
ThenMσ2 = 0, and the summandM⊗m of B as an R-module is not projective. Hence
B is not projective as a module for RB .
(2) Now consider m = 1. Assume first that ℓ = 3, we can see directly that A is
projective as an R-module by checking that A = ε1R⊕ ε2R.
Now assume A is projective as an R-module. We have A = ⊕ℓ−1i=1εiA, and each sum-
mand is R-invariant. It follows that each εiA must be projective as an R-module, and
hence must have dimension divisible by 3. Suppose ℓ > 3, then ε2A has dimension 4,
a contradiction. Therefore ℓ = 3. 
This suggests that R may not be so useful in general.
4.2 Support varieties
From now we assume that K is algebraically closed. To control projectivity of mod-
ules, and understand some large-scale behaviour, one can often exploit cohomological
support varieties. Hecke algebras are not Hopf algebras but one can use Hochschild
cohomology. We recall relevant definitions and facts, here Λ is a finite-dimensional
algebra. We refer to [14] for details.
Definition 4.4 The algebra Λ satisfies the finite generation hypothesis (Fg) if the
Hochschild cohomology HH∗(Λ) is Noetherian and moreover Ext∗Λ(Λ/radΛ,Λ/radΛ)
is a finitely generated HH∗(Λ)-module.
With this, any Λ-module M has a support variety V (M) whose properties are similar
to that of support varieties for group representations. The dimension of V (M) is equal
to the complexity of M , in particular V (M) is trivial if and only if M is projective.
Furthermore, it gives information on Auslander-Reiten components.
Definition 4.5 Assume X is a subcategory of mod-Λ which is the union of stable
Auslander-Reiten components (up to projectives). We say that there are enough peri-
odic modules for X if for every non-projective indecomposable module M in X there
is some Ω-periodic Λ-module W such that HomΛ(W,M) 6= 0. If so, then the tree class
of any component is one of the following (see for example [3], or [4] 2.11 and 2.12)
(T ) Dynkin of type ADE, or Euclidean, or an infinite tree A∞, D∞, A
∞
∞.
We consider the case when Λ = Hρ, an ℓ-parabolic Hecke algebra. Then we have:
Lemma 4.6 The algebras Hρ satisfy (Fg). In particular
(a) Hρ-modules have finite complexity.
(b) The category of Hρ−modules has enough periodic modules.
(c) The tree class of any stable AR component belongs to (T ).
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Proof The condition (Fg) is Morita invariant, so it suffices to show that the basic
algebra for each block of Hρ satisfies (Fg). For the basic algebra A of Hq(ℓ) this
follows from [12] (the algebra has radical cube zero and is Koszul, one checks that its
Ext algebra is finitely generated over its graded center). Then by [6] (Corollary 4.8),
every tensor power of A satsifies (Fg). Parts (b) and (c) follow directly, by applying
results from [14]. 
Remark 4.7 (1) So far this deals with Hρ. If the field has characteristic zero, Linck-
elmann’s work [17] implies that even H satisfies (Fg). It is open whether it is true
for non-zero characteristic, and there are many open questions. For example it is not
even known whether the trivial module for Hq(6) when ℓ = 3 and p = 2 has finite
complexity.
(2) Over characteristic zero, an explicit presentation of the cohomology of H, that is,
of Ext∗H(K,K) with K the trivial module, was determined in [5]. This is used by [19]
to develop a support variety theory.
4.3 Rank varieties
For some algebras, modules have rank varieties (and often it is known that they are
essentially the same as the support varieties). Rank varieties were first introduced
for group algebras of elementary abelian p−groups over fields of characteristic p by J.
Carlson [7]. This was generalized to quantum complete intersections in [4].
These include truncated polynomial algebras, in particular the algebra R we have
constructed earlier, and Hρ itself when ℓ = 2. Rank varieties can be used directly
to construct enough periodic modules, see [4]; see also [20]. A recent result in [1]
introduces a different type of rank variety.
In [20], S. Schmider shows, using techniques similar to [4]:
Theorem 4.8 Suppose ℓ ≥ 3 and p does not divide ℓ − 1. Then all components in a
block of wild representation type of Hρ have tree class A∞.
The condition comes because he uses skew group rings.
4.4 Beyond ℓ-parabolic subalgebras
Let Hρ be a maximal ℓ-parabolic subalgebra. Define X to be the full subcategory of
mod-H with objects the H-modules M whose restriction to Hρ is not projective.
Proposition 4.9 (a) The category X is the union of stable Auslander-Reiten compo-
nents.
(b) There are enough periodic modules for X , hence each tree class belongs to the list
(T ).
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Proof (a) Clearly X is closed under syzygies, and under Auslander-Reiten translation
τ(∼= Ω2). Let 0 → τ(M) → E → M → 0 be an almost split sequence, and assume M
is in X , then also τ(M) is in X . Take an indecomposable non-projective summand E′
of E, then by general theory there is an almost split sequence
(∗) 0→ τ(E′)→ U ⊕ τ(M)→ E′ → 0
(for some module U). Assume for a contradiction E′ 6∈ X , that is E′Hρ is projective,
then the restriction of (*) to Hρ is split. As well τ(E
′) is not in X and so E′⊕ τ(E′) is
projective restricted to Hρ, and we have the contradiction that τ(M) is projective as
a module for Hρ.
(b) LetM be indecomposable and not projective, andM ∈ X , then there is a periodic
Hρ-moduleW such that HomHρ(W,M) 6= 0 (by 4.6). Now, H is projective as a module
for Hρ, so HomH(W ⊗Hρ H,M) 6= 0. Furthermore, the module W ⊗Hρ H is periodic
up to projective summands. 
In general, it is not known which tree classes for H-modules occur, except for blocks of
finite type (with tree class Aℓ−1), and for tame type (with one Euclidean component
and otherwise tubes, with tree class A∞, see [13].)
Example 4.10 Let H = Hq(2ℓ) for ℓ ≥ 3, and assume char(K) = 2. Let ρ = (ℓ, ℓ),
then Hρ is maximal ℓ-parabolic. We will show that there is a module V which is not
projective but the restriction of V to Hρ is projective. We identify V as a subquotient
of the module xρH, the q-permutation module M
ρ (in the terminology of [9]).
Using 2.5, 2.6 and 3.3 from [9], noting that K ∼= M (2ℓ), one can see that (up to
scalar multiples) there is a unique non-zero homomorphism ϕ : K → M , and also
an essentially unique non-zero homomorphism ψ : M → K. Furthermore, these split
when restricted to Hρ.
The composition ψ ◦ ϕ : K → K must be zero, since otherwise K would be a direct
summand of Mρ. But this is not the case; the vertex of Y (n) is always a maximal
ℓ − p parabolic subalgebra (see [8]), which in our case is H. So let U1 := Im(ϕ) and
U2 := Ker(ψ), then we have the chain of submodules 0 ⊂ U1 ⊂ U2 ⊂M
ρ with U1 and
Mρ/U2 both isomorphic to K.
Let V := U2/U1. One can show that V is not projective, by analysing the component
in the principal block. By the Mackey decomposition (see [9] 2.7) the restriction of
Mρ to Hρ is isomorphic to K ⊕K ⊕P with P projective. Since the maps ϕ,ψ split on
restriction to Hρ, it follows that V as a module for Hρ is isomorphic to the projective
module P .
References
[1] L. Avramov, S. Iyengar, Restricting homology to hypersurfaces, in ’Geometric and
topological aspects of the representation theory of finite groups’, Springer Proc.
Math. Stat., 242 (2018), 1-13. Springer, Cham.
16
[2] I. Assem, D. Simson and A. Skowron´ski, Elements of the representation theory of
associative algebras. Vol. 1. Techniques of representation theory. London Mathe-
matical Society Student Texts, 65. Cambridge University Press, Cambridge, 2006.
[3] D. J. Benson, Representations and cohomology. I. Basic representation theory of
finite groups and associative algebras. Cambridge Studies in Advanced Mathemat-
ics, 30. Cambridge University Press, Cambridge, 1991.
[4] D. Benson, K. Erdmann, M. Holloway, Rank varieties for a class of finite-
dimensional local algebras. J. Pure Applied Algebra, 211 (2007), 497-510.
[5] D. Benson, K. Erdmann, A. Mikaelian, Cohomology of Hecke algebras. Homology
Homotopy Appl. 12(2) (2010), 353 - 370.
[6] P. A. Bergh, S. Oppermann, Cohomology of twisted tensor products. J. Algebra
320 (2008), 3327 - 3338.
[7] J. F. Carlson, The varieties and the cohomology ring of a module. J. Algebra 85
(1983), 104 - 143.
[8] R. Dipper, J. Du, Trivial and alternating source modules of Hecke algebras of type
A. Proc. London Math. Soc. 66 (1993), 479-506.
[9] R. Dipper, G. James, Representations of Hecke algebras of general linear groups.
Proc. London Math. Soc. 52(1986), 20 - 52.
[10] R. Dipper, G. James, Blocks and idempotents of Hecke algebras of general linear
groups. Proc. London Math. Soc. 54 (1987), 57-82.
[11] J. Du, The Green correspondence for the representations of Hecke algebras of type
Ar−1. Trans. Amer. Math. Soc. 329 (1992), 273 - 287.
[12] K. Erdmann, Ø Solberg, Radical cube zero weakly symmetric algebras and support
varieties. J. Pure Appl. Algebra 215 (2011), 185 - 200.
[13] K. Erdmann, D. K. Nakano, Representation type of Hecke algebras of type A.
Trans. Amer. Math. Soc. 354 (2002), no. 1, 275 - 285.
[14] K. Erdmann, M. Holloway, R. Taillefer, N. Snashall, Ø Solberg, Support varieties
for selfinjective algebras. K-Theory 33(1) (2004), 67 - 87.
[15] M. Geck, Brauer trees of Hecke algebras. Comm. Algebra 20 (1992), 2937-2973.
[16] G. D. James, A. Kerber, The representation theory of the symmetric group. En-
cyclopedia of Mathematics and its Applications, 16. Addison-Wesley Publishing
Co., Reading, Mass., 1981.
[17] M. Linckelmann, Finite generation of Hochschild cohomology of Hecke algebras of
finite classical type in characteristic zero. Bull. Lond. Math. Soc.43(5) (2011), 871
- 885.
[18] A. Mathas, Iwahori Hecke algebras and Schur algebras of the symmetric group,
University Lecture Series 15, Amer. Math. Soc. 1999.
[19] D. K. Nakano, Z. Xiang, Support varieties for Hecke algebras, Homology Homo-
topy Appl. 21 (2019), 59 - 82. (arxiv 1712.02755v2).
17
[20] S. Schmider, PhD thesis. https://kluedo.ub.uni-kl.de/frontdoor/deliver/
index/docId/ 4386/file/Dissertation-Schmider.pdf
[21] K. Uno, On representations of nonsemisimple specialized Hecke algebras. J. Alge-
bra 149 (1992), 287-312.
[22] J. Whitley, Vertices for Iwahori-Hecke algebras and the Dipper-Du conjecture,
Proc. London Math. Soc. 119(2019), 379-408.
18
