The idea of Innovation Search was proposed as a data clustering method in which the directions of innovation were utilized to compute the adjacency matrix and it was shown that Innovation Pursuit can notably outperform the self representation based subspace clustering methods. In this paper, we present a new discovery that the directions of innovation can be used to design a provable and strong robust (to outlier) PCA method. The proposed approach, dubbed iSearch, uses the direction search optimization problem to compute an optimal direction corresponding to each data point. An outlier by definition is a data point which does not participate in forming a low dimensional structure with a large number of data points in the data. In other word, an outlier carries innovation with respect to most of the other data points. iSearch utilizes the directions of innovation to measure the innovation of the data points and it identifies the outliers as the most innovative data points. Analytical performance guarantees are derived for the proposed robust PCA method under different models for the distribution of the outliers including randomly distributed outliers, clustered outliers, and linearly dependent outliers. In addition, we study the problem of outlier detection in a union of subspaces and it is shown that iSearch provably recovers the span of the inliers when the inliers lie in a union of subspaces. Moreover, we present theoretical studies which show that the proposed measure of innovation remains stable in the presence of noise and the performance of iSearch is robust to noisy data. In the challenging scenarios in which the outliers are close to each other or they are close to the span of the inliers, iSearch is shown to remarkably outperform most of the existing methods. The presented method shows that the directions of innovation [36], [37] are useful representation of the data which can be used to perform both data clustering and outlier detection.
I. INTRODUCTION
Principal Component Analysis (PCA) has been extensively used to reduce dimensionality by finding linear projections of high-dimensional data into lower dimensional subspaces. PCA finds an r-dimensional linear subspace by solving
where D ∈ R M1×M2 is the given data,Û is an orthonormal basis for the r-dimensional subspace, I is the identity matrix, · F denotes the Frobenius norm, M 2 is the number of data points, and M 1 is the dimensionality of the ambient space. While PCA is useful when the data has low intrinsic dimension, it is sensitive to outliers in the sense that the solution to (1) can arbitrarily deviate from the true underlying subspace if a small portion of the data is not contained in this low-dimensional subspace.
In addition to the sensitivity of PCA to outliers, detecting the outlying data points is also an important research problem in unsupervised machine learning. Outliers are associated with important rare events such as malignant tissues [17] , the failures of a system [11] , [13] , [38] , web attacks [19] , and misclassified data points [10] , [35] . In this paper, the proposed outlier detection method is introduced as a robust Principal Component Analysis (PCA) algorithm, i.e., the inliers lie in a low dimensional subspace.
In the literature of robust PCA, two main models for the data corruption are considered: the element-wise data corruption model and the column-wise data corruption model. These two models are corresponding to two completely different robust PCA problems. In the element-wise model, it is assumed that a small subset of the elements of the data matrix are corrupted and the support of the corrupted elements is random. Thus, the corrupted elements are not concentrated in any column/row of the data. This problem is known as the low rank plus sparse matrix decomposition problem [1] , [3] , [29] , [30] . In the column-wise model, a subset of the columns of the data are affected by the data corruption [4] , [8] , [9] , [12] , [21] , [26] , [31] , [32] , [43] - [46] . We solely focus on the columnwise data corruption model. Specifically, it is assumed that the given data matrix D follows Data Model 1. The output of a robust PCA method is a basis for U. If U is estimated accurately, the outliers can be located using a simple subspace projection [28] .
Summary of Contributions: The main contributions can be summarized as follows.
• iSearch introduces a new idea to the robust PCA problem. iSearch utilizes the directions of innovation to measure the Innovation of the data points. It is shown that the pro-posed approach mostly outperforms the exiting methods in handling close outliers and noisy data. • The proposed approach and the CoP method presented in [35] , to the best of our knowledge, are the only robust PCA methods which are supported with analytical performance guarantees under different models for the distributions of the outliers including the randomly distributed outliers, the clustered outliers, and the linearly dependent outliers. • In addition to considering several models for the distribution of the outliers, we provide analytical performance guarantees under different models for the distribution of the inliers too. The presumed models include the union of subspaces and the uniformly at random distribution on U ∩S M1−1 where S M1−1 denotes the unit 2 -norm sphere in R M1 . Moreover, the stability of iSearch in the presence of additive noisy is studied and it is proved that iSearch is robust to noisy data.
A. Notation
Given a matrix A, A denotes its spectral norm. For a vector a, a p denotes its p -norm and a(i) its i th element. Given two matrices A 1 and A 2 with an equal number of rows, the matrix A 3 = [A 1 A 2 ] is the matrix formed by concatenating their columns. For a matrix A, a i denotes its i th column. The subspace U ⊥ is the complement of U. The cardinality of set I is defined as |I|. Also, for any positive integer n, the index set {1, ..., n} is denoted [n] . The coherence between vector a and subspace H with orthonormal basis H is defined as a T H 2 .
II. RELATED WORKS
In this section, we review some of the important related works in robust (to outlier) PCA and the Innovation Pursuit method. We refer the reader to [22] , [35] for a more comprehensive review on the topic. Some of the earliest approaches to robust PCA relied on robust estimation of the data covariance matrix, such as the minimum covariance determinant, the minimum volume ellipsoid, and the Stahel-Donoho estimator [16] . They mostly compute a full SVD or eigenvalue decomposition in each iteration and generally have no explicit performance guarantees. The performance of these approaches greatly degrades when ni no < 0.5. To enhance the robustness to the presence of the outliers, another approach is to replace the Frobenius Norm in the cost function of PCA with 1 -norm [18] , [25] because 1 -norm were shown to be robust to the presence of the outliers [2] , [18] . However, 1 -norm does not leverage the column-wise structure of the corruption matrix. The authors of [6] modified the 1 -norm minimization problem used in [18] and replaced it with an 1,2 -norm minimization problem. In [24] and [46] , the optimization problem used in [6] was relaxed to two different convex optimization problems. The authors of [24] / [46] provided sufficient conditions under which the optimal point of the convex optimization problem proposed in [24] / [46] is guaranteed to be equal to a projection matrix whose columnspace is equal to U / U ⊥ . The approach presented in [41] focused on the scenario in which the data is predominantly unstructured outliers and the number of outliers is larger than M 1 . In [41] , it is essential to assume that the outliers are randomly distributed on S S−1 and the inliers are distributed randomly on the intersection of S S−1 and U. In [43] , a convex optimization problem was proposed which decomposes the data into a low rank component and a column sparse component. The approach presented in [43] is provable but it requires n o to be significantly smaller than n i . The outlier detection method proposed in [39] assumes that the outliers are randomly distributed on S M1−1 and a small number of them are not linearly dependent which means that [39] is not able to detect the linearly dependent outliers and the outliers which are close to each other.
A. Review of Innovation Pursuit for Data Clustering
In contrast to most of the spectral clustering based subspace clustering methods which utilize self-representation to compute the affinity matrix, the authors of [36] , [37] proposed Innovation Pursuit which utilized the directions of innovation to compute the affinity matrix. A convex optimization problem was introduced which finds an optimal direction corresponding to each data point. The Direction of Innovation corresponding to data point d is closely aligned with d but it has the minimum projection on the other data points. In [36] , [37] , it was shown that Innovation Pursuit can significantly outperform the self representation based methods (e.g. Sparse Subspace Clustering [7] ) specifically in the scenarios in which the subspaces intersect. In this paper, we present a new discovery that the Directions of Innovation can also be utilized to devise a novel, strong, and provable robust PCA method. The table of Algorithm 1 shows the procedure to use the directions of innovation for both data clustering and outlier detection.
B. Connection and Contrast to Coherence Pursuit
In [35] , the Coherence Pursuit (CoP) method was proposed as an outlier detection method. CoP computes the Coherence Values for all the data points to rank the data points. The Coherence value corresponding to data column d is a measure of resemblance between d and the rest of the data columns. CoP uses the inner product between d and the rest of the data points to measure the resemblance between d and the rest of data. In sharp contrast, iSearch leverages the directions of innovation to measure the innovation of each data point and ranks the data points accordingly. We show through theoretical studies and numerical experiments that finding the optimal directions makes iSearch notably stronger than CoP in detecting outliers which carry weak innovation.
III. PROPOSED APPROACH
Algorithm 1 presents the proposed outlier detection method along with the definition of the used symbols. In order to show the connection of proposed robust PCA method with the Innovation Search based clustering method [36] , [37] , Table 1 
3. If the Task is Robust Subspace Recovery (Outlier Detection):
Construct matrix Y from the columns of D corresponding to the smallest elements of x such that they span an r-dimensional subspace.
Output:
The column-space of Y is the identified subspace.
3. If the Task is Data Clustering:
3.2 Apply spectral clustering to W + W T (in some applications, pre-processing matrix W according to the procedure described in [37] can improve the performance).
The identified clusters.
paper, we use an ADMM solver to solve (2) . The computation complexity of the solver is O(max(M 1 M 2 2 , M 2 1 M 2 )). If PCA is used in the prepossessing step to reduce the dimensionality of the data to r d , the computation complexity of the solver is
A
. An Illustrative Example for Innovation Value
A synthetic numerical example is presented to explain the main idea behind iSearch. Assume D ∈ R 40×250 , n i = 200, n o = 50, r = 5 and suppose that D follows Assumption 1.
Assumption 1. The columns of A are drawn uniformly at random from U ∩ S M1−1 . The columns of B are drawn uniformly at random from S M1−1 . To simplify the exposition and notation, it is assumed without loss of generality that T in Data Model 1 is the identity matrix, i.e, D = [B A].
Define d as a column of D and define c * as the optimal point of
and define the Innovation Value corresponding to d as 1/ D T c * 1 . The main idea of iSearch is that c * shows two completely different behaviours with respect to U (when d is an outlier and when d is an inlier). First assume that d is an outlier. The optimization problem (3) searches for a direction whose projection on d is non-zero and it has the minimum projection on the rest of the data points. Since d is an outlier, d has a non-zero projection on U ⊥ . In addition, since n i is large, (3) searches for a direction in the ambient whose projection on U is as weak as possible. Therefore, c * lies in U ⊥ or it is close to U ⊥ . The left plot of Fig. 1 shows D T c * when d is an outlier. In this case, c * is orthogonal to all the inliers. Accordingly, when d is an outliers, D T c * 1 is approximately equal to B T c * 1 . On the other hand, when d is an inlier, the linear constraint strongly discourages c * to lie in U ⊥ or to be close to U ⊥ . Inliers lie in a low dimensional subspace and mostly they are close to each other. Since c * has a strong projection on d, it has strong projections on many of the inliers. Accordingly, the value of A T c * 1 is much larger when d is an inlier. Therefore, the Innovation Value corresponding to an inlier is smaller than the Innovation Value corresponding to an outlier because A T c * 1 is much larger when d is an inliers. Fig. 1 compares the vector D T c * when d is an outliers with the same vector when d is an inlier. In addition, it shows the vector of Innovation Values (right plot). One can observe that the Innovation Values make the outliers clearly distinguishable. 
B. Building the Basis Matrix
The data points corresponding to the least Innovation Values are used to construct the basis matrix Y. If the data follows Assumption 1, the r data points corresponding to the r smallest Innovation Values span U with overwhelming probability [42] .
In practise, the algorithm should continue adding new columns to Y until the columns of Y spans an r-dimensional subspace. This approach requires to check the singular values of Y several times. We propose two techniques to avoid this extra steps. The first approach is based on the side information that we mostly have about the data. In many applications, we can have an upper-bound on n o because outliers are mostly associated with rare events. If we know that the number of outliers is less than y percent of the data, matrix Y can be constructed using (1 − y) percent of the data columns which are corresponding to the least Innovation Values. The second approach is the adaptive column sampling method proposed in [35] . The adaptive column sampling method avoids sampling redundant columns.
C. Robustness to noise
The performance of iSearch is robust to the presence of noise because even if the inliers are noisy, the optimal direction of (3) corresponding to an outlier remains incoherent with U. The reason is that if the optimal direction is not incoherent with U and the inliers are not dominated by noise, A T c * 1 is large because the inliers lie in a low dimensional subspace and they are close to each other. In Section IV-E, we provide a guarantee for the performance of iSearch with noisy data, an upper-bound for U T c * 2 is established, and it is shown that the value of the upper-bound is proportional to r/(M 1 n 2 i ). The right plot in Fig. 1 shows the innovation values for the example described in Section III-A. In this plot, the inliers are noisy, D = [B (A + E)] where E denotes the additive noise, and A 2 F / E 2 F = 4. One can observe that Innovation Values clearly distinguishes the outliers from the inliers.
IV. THEORETICAL STUDIES
In this section, we analyze the performance of the proposed approach with three different models for the distribution of the outliers: unstructured outliers, clustered outliers, and linearly dependent outliers. Moreover, we analyze iSearch with two different models for the distribution of the inliers. These models include the union of subspaces and uniformly at random distribution on U ∩ S M1−1 . In addition, the performance of iSearch in the presence of noise is studied and it is shown that the direction of innovation is a reliable tool when the data is noisy. The theoretical results are followed by short discussions which highlight the important aspects of the theorems and a short description of the proof. The proofs of all the presented theoretical results are included in Appendix.
A. Randomly Distributed Outliers
In this part, it is assumed that D follows Assumption 1. In order to guarantee the performance of the proposed approach, it is enough to show that the Innovation Values corresponding to the outliers are greater than the Innovation Values corresponding to the inliers. In other word, it suffices to show
Before we state the theorem, let us provide the following definitions and remarks.
The value |I i 0 | is the number of outliers which are orthogonal to c * i . Remark 1. In Assumption 1, the outliers are randomly distributed. Thus, if n o is significantly larger than M 1 , n z is significantly smaller than n o with overwhelming probability.
then (4) holds and U is recovered exactly with probability at
Proof Sketch: In order to prove Theorem 1, we leveraged this key feature of the direction of innovation: when d is an outlier, c * is highly incoherent with U. Specifically, Theorem 1 is proved in two steps. First, we derived the sufficient conditions to guarantee that all the optimal directions correspond to the outliers, {c * j } no j=1 , lie in U ⊥ . The exact orthogonality is not a necessarily condition but it simplifies the analysis. In fact, the first two sufficient conditions in (5) guarantee it with high probability. Second, the fact that {c * j } no j=1 are orthogonal to U was leveraged to derive the final conditions to guarantee that (4) holds with high probability.
Theorem 1 indicates that when n i /r is sufficiently larger than n o /M 1 , the proposed approach is guaranteed to detect the randomly distributed outliers exactly. It is important to note that in (5), n i is scaled with 1/r but n o is scaled with 1/M 1 . It means that if r is sufficiently smaller than M 1 , iSearch provably detects the unstructured outliers even if n o is much larger than n i . The numerical experiments presented in Section V confirms this feature of iSearch.
B. Structured Outliers
This section provides the analysis of iSearch with structured outliers. In contrast to the unstructured outliers, structured outliers can form a low dimensional structure different from the structure of the majority of the data points. Structured outliers are associated with important rare events such as malignant tissues [17] or web attacks [19] . In this section, we assume that the outliers form a cluster outside of U. The following assumption specifies the presumed model for the distribution of the structured outliers.
are drawn uniformly at random from S M1−1 , and η is a positive number.
According to Assumption 2, the outliers cluster around vector q where q ∈ U. In Algorithm 1, if the dimensionality reduction step is performed, the direction search optimization problem is applied to
where c ∈ R M1×1 and D ∈ R M1×M2 . The subspace Q is the column-space of D. In this section, we are interested in studying the performance of iSearch in identifying tightly clustered outliers because some of the existing outlier detection algorithms fail if the outliers form a tight cluster. For instance, the thresholding based method [14] and the sparse representation based algorithm [39] fail when the outliers are close to each other. Therefore, we assume that the span of Q is approximately equal to the column-space of [U q]. The following Theorem shows that even if the outliers are close to each other, iSearch successfully identifies the outliers provided that n i / √ r is sufficiently larger than n o .
Theorem 2. Suppose the distribution of the inliers/outliers follows Assumption
then (4) holds and U is recovered exactly with probability at least 1 − 5δ.
Proof Sketch: Similar to the proof of Theorem 1, first we derive the sufficient conditions to guarantee that the optimal directions corresponding to the outliers are orthogonal to U (the exact orthogonality is not a necessarily condition but it simplifies the analysis). Subsequently, we leverage the structure of the optimal directions to establish an upperbound/lower-bound for D T c * 1 when d is an outliers/inlier. In sharp contrast to (5) , in (7) n o is not scaled with 1/ √ M 1 . Theorem 2 indicates that in contrast to the unstructured outliers, the number of the structured outliers should be sufficiently smaller than the number of the inliers for the small values of η. This is consistent with our intuition regarding the detection of structured outliers. If the columns of B are highly structured and most of the data points are outliers, it violates the definition of outlier to label the columns of B as outliers. The presence of parameter β emphasizes that the closer the outliers are to U, the harder it is to distinguish them. In Section V, it is shown that iSearch significantly outperforms the existing methods when the outliers are close to U. The main reason is that even if an outlier is close to U, its corresponding optimal direction obtained by (3) is highly incoherent with U.
C. Linearly Dependent Outliers
In some applications, the outliers are linearly dependent. For instance, in [10] , it was shown that a robust PCA algorithm can be used to reduce the clustering error of a subspace segmentation method. In this application, a small subset of the outliers can be linearly dependent. The following assumption specifies the presumed model for matrix B.
The following theorem establishes the sufficient conditions to guarantee the performance of iSearch with linearly dependent outliers. The procedure to proof the following theorem is similar to the previous theorems. The main difference was the techniques used to bound the value of D T c * 1 . Theorem 3. Suppose the distribution of the inliers/outliers follows Assumption-1/Assumption-3.
Theorem 3 indicates that n i /r should be sufficiently larger than n o /r o . If r o is comparable to r, it is in fact a necessary condition because we can not label the columns of B as outliers if n o is also comparable with n i . If r o is large, the sufficient condition is similar to the sufficient conditions of Theorem 1 in which the outliers are distributed randomly on S M1−1 . It is also informative to compare the requirements of iSearch with the requirements of CoP. With iSearch, n i /r should be sufficiently larger than no ro U o U ⊥ to guarantee that the algorithm distinguishes the outliers successfully. With CoP, n i /r i should be sufficiently larger than
, [35] . The reason that CoP requires a stronger condition is that iSearch finds a direction for each outlier which is highly incoherent with U.
D. Outlier Detection When the Inliers are Clustered
In the analysis of the robust PCA methods, mostly it is assumed that the inliers are randomly distributed in U. In practise the inliers form several clusters in U. In this section, it is assumed that the inliers form m clusters. The following assumption specifies the presumed model and Theorems 4 provides the sufficient conditions. 
Assumption 4. The matrix of inliers can be written as
If the sufficient conditions in (5) are satisfied, then the inequality (4) holds and U is recovered exactly with probability at least 1 − 7δ.
Proof sketch: The difference between Theorem 4 and Theorem 1 is in their presumed model for the distribution of the inliers. The procedure used to prove Theorem 4 is similar to the procedure used in the proof of Theorem 1 but it required new techniques to bound A T c * .
In Assumption 4, the dimensions of the subspaces {U k } m k=1 are equal and the distribution of the inliers inside these subspace are similar. Therefore, we can roughly say g = arg min k n ik [24] . Thus, the sufficient conditions indicate that the population of the smallest cluster scaled by 1/ √ d should be sufficiently larger than n o /M 1 . The parameter ρ = inf δ∈U δ =1 m k=1 δ T U k 2 is similar to the permeance statistic introduced in [24] . It shows how well the inliers are distributed in U. Evidently, if the inliers populate all the directions inside U, a subspace recovery algorithm is more likely to recover U correctly. However, having a large value of permeance statistic is not a necessary condition. The reason that permeance statistic appears in the sufficient conditions is that we establish the sufficient conditions to guarantee the performance of iSearch in the worst case scenarios. In fact, if the inliers are close to each other or the subspaces {U i } m i=1 are close to each other, generally the performance of iSearch improves because the more inliers are close to each other, the smaller their Innovation Values are.
E. Noisy Data
The key feature of the proposed approach is that when d is an outlier, c * is highly incoherent with U. In the proof of the presented theorems, we derived sufficient conditions to guarantee that c * is orthogonal to U. It is not a necessarily condition but it simplified the analysis. When the inliers are noisy, we can not find a direction which is orthogonal to all of them because they do not lie in a low dimensional subspace. In this section, first we focus on showing that even if the data is noisy, the direction of innovation corresponding to an outlier remains incoherent with U. In the following theoretical results, it is assumed that the data follows Assumption 5. According to Assumption 5, each inlier is added with a random direction and each data column has an expected squared norm equal to 1. 
where R is an orthonormal basis for U ⊥ . Then
with probability at least 1 − 4δ.
Lemma 5 establishes a upper-bound for
In practise, is much smaller than the value of the upper-bound because in the proof we consider the worst case scenarios. Lemma 5 indicates that the direction of innovation corresponding to an outlier stays incoherent with U provided that n i (M 1 /r) is sufficiently large. The following theorem provides the sufficient conditions to guarantee the performance of iSearch with noisy data. Theorem 6. Suppose D follows Assumption 5 and assume that A and B follow Assumption 1.
then (4) holds with probability at least 1 − 5δ.
In Theorem 6, the outliers are unstructured and its sufficient conditions are similar to the sufficient conditions of Theorem 1. Roughly, Theorem 6 states that if
√ r is sufficiently larger than no √ M1 , Innovation Values can reliably be used to distinguish the outliers. For clustered outliers and linearly dependent outliers, similar guarantees can be established.
V. NUMERICAL EXPERIMENTS
In this section, a set of experiments with synthetic data and real data are presented to study the performance and the properties of the iSearch algorithm. In the presented experiments, iSearch is compared with the existing methods including FMS [21] , GMS [46] , CoP [35] , OP [43] , and R1-PCA [6] .
A. Phase Transition
In this experiment, the phase transition of the proposed approach is studied. First, it is shown that if n i /r is sufficiently large, iSearch can successfully recover the span of the inliers even in the dominant presence of the unstructured outliers. DefineÛ as an orthonormal basis for the recovered subspace. A trial is considered successful if
The data follows Assumption 1 with r = 4 and M 1 = 100. Fig. 2 shows the phase transition of iSearch versus n i /r and n o /M 1 . White indicates correct subspace recovery and black designates incorrect recovery. Theorem 1 indicated that if n i /r is sufficiently large, iSearch yields exact recovery even if n o is larger than n i . This experiment confirms the theoretical result. According to Fig. 2 , even when n o = 3000, 40 inliers are enough to guarantee exact subspace recovery. In the second plot of Fig. 2 , the outliers are structured and the distribution of outliers follows Assumption 2 with n o = 25. One can observe that even when η is small, a sufficiently large value of n i guarantees the performance of iSearch. 
B. Structured Outliers
In this experiment, we consider structured outliers. The distribution of the outliers follows Assumption 2 with η = 0.1 and M 1 = 100. In addition, the inliers are clustered and they lie in a union of 5 2-dimensional linear subspaces. There are 20 data points in each subspace (i.e., n i = 100) and r = 10. A successful trial is defined similar to Section V-A. We are interested in investigating the performance of iSearch in identifying structured outliers when they are close to U. Therefore, we generate vector q, the center of the cluster of the outliers, close to U. Vector q is constructed as
where the unit 2 -norm vector p ∈ R M1×1 is generated as a random direction on S M1−1 and the elements of h ∈ R (r+1)×1 are sampled independently from N (0, 1). The generated vector q is close to U with high probability because the columnspace of [U p] is close to the column-space of U. Fig. 3 shows the probability of accurate subspace recovery versus the number of outliers. The number of evaluation runs was 50. One can observe that in contrast to the unstructured outliers, the robust PCA methods tolerate few number of structured outliers and iSearch exhibits higher robustness to the presence of the structured outliers.
C. Noisy Data
In this section, we consider the simultaneous presence of noise, the structured outliers and the unstructured outliers. In this experiment, M 1 = 100, r = 5, and n i = 100. The data contains 300 unstructured and 10 structured outliers. The distribution of the structured outliers follow Assumption 2 with η = 0.1. The vector q, the center of the cluster of the structured outliers, is generated as a random direction on S M1−1 . The generated data in this experiment can be expressed as D = [B (A + E)] (the matrix E represents the additive Gaussian noise). Since the data is noisy, the algorithms can not achieve exact subspace recovery. Therefore, we examine the probability that an algorithm distinguishes all the outliers correctly. Define vector f ∈ R M2×1 such that 
D. Innovation Value vs Coherence Value
We simulate a scenario in which the outliers are randomly distributed but they are close to the span of the inliers. Suppose r = 8, n i = 180, and n o = 20. The outliers are generated as [U H] G where H ∈ R M1×2 spans a random 2-dimensional subspace and the elements of G ∈ R 10×20 are sampled independently from N (0, 1). Fig. 5 compares Innovation Values with Coherence Values. The last 20 columns are the outliers. One can observe that the Coherence Values can not make the outliers distinguishable from the inliers. The main reason is that in contrast to Coherence Pursuit, iSearch finds a direction corresponding to each outlier which is strongly incoherent with U. 
E. Clustered Inliers
In practice, the inliers are not necessarily distributed uniformly at random and they are mostly close to each other and they form one or multiple clusters. In this experiment, it is shown that in contrast to most of the existing methods, if the inliers form a cluster in U, the performance of iSearch improves. It is assumed that the distribution of inliers follows Assumption 6. The parameter γ is defined in Assumption 6. Log-Recovery Error is defined as log 10
. When γ is small, the inliers are close to each other and when it is larger, the distribution of the inliers is similar to the distribution of the inliers in Assumption 1 (i.e., uniformly at random on U ∩ S M 1 −1 ).
The parameter γ controls how close the inliers are to each other. If γ goes to infinity, the distribution of the inliers converges to the distribution of the inliers in Assumption 1. In this experiment, n i = 20, M 1 = 100, and n o = 20. The distribution of the outliers follows Assumption 3 with r o = 20 and the dimension of intersection between U o and U is equal to 5. This robust PCA algorithms are used to obtain a basis for the dominant subspace (the span of the inliers). Fig. 6 shows Log-Recovery-Error defined equal to log 10
versus parameter γ. The number of evaluation runs was 100. One can observe that the performance of most of the robust PCA methods degrade when γ is small. The reason is that if the value of γ increases, the distribution of the inliers becomes closer to the uniformly at random distribution 
F. Detecting Outliers in Real Data
An application of the outlier detection methods is to identify the misclassified data points of a clustering method [10] , [35] . In each identified cluster, the misclassified data points can be considered as outliers. In this experiment, we assume an imaginary clustering method whose clustering error is 25 %. The robust PCA method is applied to each cluster to find the misclassified data points. The clustering is re-evaluated after identifying the misclassified data points. Algorithm 2 adapted from [35] shows how a robust PCA algorithm is used to detect the misclassified data points and update the identified clusters. We use the Hopkins155 dataset [40] , which contains data matrices with 2 or 3 clusters. In this experiment, 27 matrices with 3 clusters are used (i.e., the columns of each data matrix lie in 3 clusters). The outliers are linearly dependent and they are very close to the span of the inliers since the clusters in the Hopkins155 dataset are close to each other. In addition, the inliers form a tight cluster. Evidently, the robust PCA methods which assume that the outliers are randomly distributed fail in this task. This experiment with real data contains most of the challenges that a robust PCA method can encounter. For more details about this experiment, we refer the reader to [10] , [35] . Table I shows the average clustering error after applying the robust PCA methods to the output of the clustering method. One can observe that iSearch significantly outperforms the other methods. The main reason is that iSearch is robust against outliers which are closed to U. In addition, the coherency between the inliers enhances the performance of iSearch. 
G. Activity Detection in Real Noisy Data
In this experiment, we use the robust PCA methods to identify a rare event in a video file. We use the Waving Tree video file [27] . In this video, a tree is smoothly waving and in the middle of the video a person crosses the frame. The Output: The matrices {D i } L i=1 are the identified data clusters.
frames which only contain the background (the tree and the environment) are inliers and the few frames corresponding to the event, the presence of the person, are the outliers. Since the tree is waving, the inliers are noisy and we use r = 3 for all the methods. In addition, we identify column d as outlier if d −ÛÛd 2 / d 2 ≥ 0.2 whereÛ is the recovered subspace. In this experiments, the outliers are very similar to each other since the consecutive frames are quite similar to each other. We use iSearch, CoP, FMS, and R1-PCA to detect the outlying frames. iSearch, CoP, and FMS identified all the outlying frames correctly. R1-PCA could not identify those frames in which the person does not move. The reason is that those frames are exactly similar to each other. Fig. 7 shows some of the outlying frames which were missed by R1-PCA.
VI. CONCLUSION
A new robust (to outlier) PCA method, termed iSearch, was proposed which uses a convex optimization problem to measure the innovation of the data points. The proposed approach recovers the span of the inliers using the least innovative data points. It was shown that iSearch can provably recover the span of the inliers with different models for the distribution of the outliers. In addition, analytical performance guarantees for iSearch with clustered inliers were presented. It was shown that finding the optimal directions makes iSearch significantly robust to the outliers which carry weak innovation. Moreover, the experiments with real and synthetic data demonstrated the robustness of the proposed method against the strong presence of noise.
VII. PROOFS OF THE PRESENTED THEORETICAL RESULTS
In this section, the proofs for Theorem 1 and Theorem 2 are provided. Before we present the proofs, we review few useful lemmas adapted from [15] , [20] , [23] , [33] - [35] . Lemma 7. [20] , [33] , [34] Let the columns of F ∈ R N ×r be an orthonormal basis for an r-dimensional random subspace drawn uniformly at random in an ambient N -dimensional space. For a unit 2 -norm vector c ∈ R N ×1
where √ c δ = 3 max 1, 
are independent Rademacher random variables.
Lemma 9.
[23] Suppose g 1 , ..., g n are i.i.d. random vectors distributed uniformly on the unit sphere
with probability at least 1 − δ. 
Lemma 12. Suppose F ∈ R N ×r spans a random rdimensional subspace. For a given vector c ∈ R N ×1
where c 1 and c 2 are constant real numbers andr = max(r, log N ).
Lemma 13. Suppose g 1 , ..., g n are i.i.d. random vectors distributed uniformly on the unit sphere S N −1 in R N and define
where Γ(·) is the Gamma function [5] . If N > 2, then
A. Proof of Theorem 1
Theorem 1 is proved in two steps. First we provide the sufficient conditions to guarantee that when d is an outlier, the optimal point of (3) is highly incoherent with U with high probability. Second, it is shown that if n i /r is sufficiently large and c * is close to U ⊥ , then (4) holds with high probability.
The algorithm does not require the optimal vectors {c *
to be orthogonal to U. As long as they are sufficiently close to U ⊥ , iSearch works well. However, in order to simplify the analysis, in the first step of the proof we derive the sufficient conditions to guarantee that the optimal vectors {c * i } no i=1 lie in U ⊥ . The following lemma provides the sufficient conditions to guarantee that arg min
Note that in this Lemma we do not make any assumption about the distribution of the inliers and the distribution of the outliers. Lemma 14 only uses Data Model 1 which is a deterministic model. 
then the equality (10) holds where o = di∈B sgn(ĉ T d i ) d i .
In Theorem 1, the distribution of the inliers and the distribution of the outliers follow Assumption 1. The following lemma shows that if n i /r is sufficiently large, the sufficient conditions of Lemma 14 are satisfied with high probability.
Lemma 15. Suppose D follows Assumption 1. If
and 2 π
then the optimal point of (3) is equal to the optimal point of (11) for all {d = d i : d i ∈ B} with probability at least
The following Lemma assumes that the vectors {c * i } no i=1 lie in U ⊥ and provides the sufficient condition to guarantee that the Innovation Values corresponding to the outliers are greater than the Innovation Values corresponding to the inliers.
with probability at least 1 − 3δ.
According to Lemma 15 and Lemma 16 and according to the analysis presented in the Proof of Lemma 15 and Lemma 16, if the sufficient conditions of Theorem 1 are satisfied then the inequality (4) holds and U is recovered exactly with probability at least 1 − 7δ.
B. Proof of Theorem 2
The iSearch method does not require the optimal vectors {c * i } no i=1 to be orthogonal to U. If they are sufficiently close to U ⊥ , iSearch works well. However, in order to simplify the analysis, in the first step of the proof we derive the sufficient conditions to guarantee that the optimal vectors {c * i } no i=1 lie in U ⊥ . 
then the optimal point of (6) is equal to
The following lemma shows that if n i /r is sufficiently large and the optimal directions corresponding to the outliers are aligned with q ⊥ , then (4) holds with high probability.
Lemma 18. Suppose the distribution of the data is similar to the presumed data distribution in Lemma 17 and define
If the optimal point of (6) is equal to
then (4) holds with probability at least 1 − 2δ.
According to Lemma 17, Lemma 18, and the analysis presented in the proof of these lemmas, if the sufficient conditions of Theorem 2 are satisfied, iSearch yields exact subspace recovery with probability at least 1 − 5δ.
C. Proof of Theorem 3
The procedure we use to prove Theorem 3 is similar to procedure we employed to prove Theorem 1 in Section VII-A. First we provide the sufficient conditions to guarantee that when d is an outlier, the optimal point of (3) is highly incoherent with U. Second, it is shown that if n i /r is sufficiently large and c * is close to U ⊥ , then (4) holds. The algorithm does not require the optimal vectors {c * i } no i=1 to be orthogonal to U. As long as they are sufficiently close to U ⊥ , iSearch works well. However, in order to simplify the analysis, in the first step of the proof we derive the sufficient conditions to guarantee that the optimal vectors {c *
Lemma 19. Suppose the distribution of the inliers/outliers follows Assumption-1/Assumption-3. If
then the optimal vectors {c *
Next Lemma assumes that the optimal vectors {c * i } no i=1 lie in U ⊥ and shows that if the number of inliers is sufficiently larger than the number of outliers, the inequality (4) holds with high probability.
Lemma 20. Suppose the distribution of the inliers/outliers follows Assumption-1/Assumption-3 and suppose the optimal vectors {c *
then the inequality (4) holds with probability at least 1 − 2δ.
According to Lemma 19, Lemma 20, and the analysis presented in the proof of these lemmas, if the sufficient conditions of Theorem 3 are satisfied, then (4) holds and U is recovered exactly with probability at least 1 − 5δ.
D. Proof of Theorem 4
The only difference between Theorem 1 and Theorem 4 is the difference between the presumed distribution of the inliers. In order to derive the sufficient conditions, we only need to establish a new lower-bound for inf
According to the clustering structure of the inliers,
Therefore, according to (22) and the definition of integer g,
Parameter ρ was defined as ρ = inf δ∈U δ =1 m k=1 δ T U k 2 . The parameter ρ shows how well the columns of A are distributed in U. According to the definition of ρ and using Lemma 9, (22) can be upper-bounded as follows
E. Proof of Lemma 5
The vector c * was defined as the optimal direction. If d is an outlier, then by definition d has non-zero projection on U ⊥ . Define R as an orthonormal basis for U ⊥ and define
. Accordingly to the definition of d ⊥ , d T d ⊥ = 1 which implies that when d is an outlier we can conclude that
with probability at least 1 − 2δ. Next, we can derive the following lower-bound
which is valid with probability at least 1 − 3δ. The value of the lower-bound is smaller than the value of the upper-bound and √ M 1 − 0.5 < µ M1 [24] . Accordingly, we can conclude that (9) holds with probability at least 1 − 4δ.
F. Proof of Theorem 6
Suppose d in (3) is an inlier and d = 1 1+σ 2 n (a + e) where a is a clean inlier and e is the added noise. Since d T c * = 1, then according to the presumed noisy data model, U T c * 2 ≥
(1 + σ 2 n )/(1 + σ n ). In addition, we can conclude that c * 2 ≥ (1 + σ 2 n )/(1 + σ n ). Therefore,
If d is an outlier, then similar to the proof of Lemma 5,
with probability at least 1 − 2δ. Accordingly, if the sufficient conditions of Theorem 6 are satisfied, Innovation Values of the outliers are larger than the Innovation Values of the inliers with probability at least 1 − 5δ.
VIII. PROOFS OF THE INTERMEDIATE RESULTS

Proof of Lemma 14
The optimization problem (3) is a convex optimization problem. In order to prove that the equality (10) holds, it is enough to show that the cost function of (3) increases if we move away fromĉ along any feasible direction whereĉ is the optimal point of (11). Define
Therefore, we only need to prove that ω(δ) ≥ 0 for any sufficiently small δ such that δ T d = 0. The deviation vector δ should be orthogonal to d to ensure thatĉ − δ stays in the feasible set of (3).
The vectorĉ is the optimal point of (11). Therefore, for any vector δ o such that
we have
The vectorsĉ and δ o are orthogonal to U. Thus, the inequality (24) is equivalent to
When δ o → 0, we can rewrite (25) as
where the last identity follows from the Taylor expansion of the square root function. Thus,
has to be greater than zero for any small δ o which satisfies (23) . The function ω(δ) can be expanded as
We decompose δ in (28) as δ = δ i + δ o where δ i lies in U and δ o lies in U ⊥ . Thus, (ĉ − δ) T A 1 − ĉ T A 1 = δ T i A 1 . Similar to (26) , as δ → 0,
Accordingly, in order to show that (10) holds, it is enough to guarantee that for any sufficiently small δ such that δ T d = 0,
Let us define vector o as
In order to show that the inequality (29) holds for any δ such that δ T d = 0, it is sufficient to guarantee that
In order to guarantee that the second inequality of (12) holds, we need to bound o T d ⊥ which can be expanded as
Note that
Thus, according to Lemma 10 the first component of the RHS of (42) is bounded as
The second component of the RHS of (42) can be expanded as the first inequality of (30), we need to bound sup δ∈U δ =1
δ T o which can be expanded as follows
Rademacher random variables. In addition, v T i δ ≤ U T δ 2 . If (36) is true, we can use Lemma 8 to establish the following bound
In order to derive the sufficient conditions to guarantee that the second inequality of (30) holds, we need to bound sup 
The LHS of the first inequality of (30) is bounded similar to (35) . The LHS of the second inequality of (30) can be bounded similar to (34) . Therefore, according to (55),(57), (35) ,and (34) if (16) and (17) are satisfied, then the inequalities of (30) hold for all {d = d i : d i ∈ B} with probability at least 1−5δ, i.e., the optimal point of (6) is equal to 1 d T q ⊥ q ⊥ with probability at least 1 − 5δ for all {d = d i : d i ∈ B}.
Proof of Lemma 18
First, we derive a lower-bound for c * D 1 when d is an inlier. According to the first linear constraint of (6), c * 2 ≥ 1. In addition, c * T D 1 ≥ c * T A 1 and
We use Lemma 9 to conclude that if d ∈ A
Note that (58) holds for all the inliers with probability at least 1 − δ.
If d is an outlier and the sufficient conditions of Lemma 17 are satisfied, c * ∈ U ⊥ ∩ Q with high probability. If c * ∈ U ⊥ ∩Q, then c * T D 1 = c * T B 1 . We can expand c * T B 1 as
Thus, we can use Lemma 7 to conclude that
. Thus, if (18) is satisfied the outliers are guaranteed to have greater Innovation Values with probability at least 1 − 2δ.
Proof of Lemma 19
Lemma 14 does not make any assumption about the distribution of the outliers. Accordingly, we only need to guarantee that the sufficient conditions of Lemma (14) are satisfied. First we bound the RHS of the first inequality in (12) . 
