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Preface
This book is a revised version of the authors Habilitationsschrift which was submitted
to the Institut fu¨r Mathematik, Universita¨t Augsburg, June 1993. It was accepted in
February, 1994.
I apologize to the mathematical community that it took so long until this book
is made available to a greater audience. Originally I planned to extend the material
and present, jointly with Jochen Bru¨ning, a larger treatise on geometric analysis.
Although this idea is not given up completely, it is a long term project and so I decided
to publish this Habilitationsschrift more or less as it is. I made some minor changes
due to the suggestions of the referees, I tried to smooth a bit the terrible first English
version (in summer 1993 I had to translate the original German manuscript within a
few weeks), and I added a summary and some bibliographic notes to each chapter. Still,
the reader can hardly overlook that English is not my mother tongue and I apologize
in advance for the certainly remaining lingual errors.
The reader should be familiar with basic functional analysis and the analysis of ellip-
tic operators on compact manifolds. I also assume some familiarity with the asymptotic
analysis of the heat trace.
The book consists of five chapters. Although the chapters are not completely in-
dependent and I suggest to read the book linearly, the book can be divided into two
groups of chapters:
– Chapters I, II and V present the theory of general Fuchs type differential opera-
tors, including the asymptotic analysis of the heat kernel and an index theorem.
– Chapters III and IV deal with operators of first and second order. They can be
read more or less independently of the other Chapters.
Usually I omit the chapter number in the numbering of equations. References like
(4.1) are used to refer to equation 4.1 within the same chapter. From another chapter
I would use the reference (2.4.1) to refer to equation 4.1 in Chapter II. A few very
common notations will be used in the text without explanation. These are listed at
the beginning of the list of symbols on page 157. All other notations are explained at
their first occurence and they are listed on page 157 with the page number of their first
occurence.
I curse the day on which I decided to set up names in small caps. Certainly the
annoyance reached its climax when I had to change the word ”Fuchs” into ”Fuchs”.
Nevertheless, a book about Fuchs type operators should at least say a few words
about Immanuel Lazarus Fuchs (1833–1902). He was a student of Weierstraß
and building on work by the French mathematicians Briot and Bouquet, and on
Riemann’s memoir about the hypergeometric equation, he initiated the systematic
study of regular singularities of linear ordinary differential equations in the complex
domain. In the English speaking world the term ”regular singular operator” is more
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common than ”Fuchs type operator”. The latter is used in Germany and since the
original manuscript was written in German, I decided (laziness and an ε of patriotism,
admittedly!) to leave it as it is. Still, there will probably remain some inconsistencies
about the typesetting in small caps.
There are many people to thank. Foremost I am grateful to my advisor and col-
laborator Jochen Bru¨ning for many years of joint work. I wish to thank Bert–
Wolfgang Schulze for inviting me several times, first to Karl–Weierstraß In-
stitut and then to University of Potsdam. A series of private lectures, in which he
explained his calculus to me, essentially initiated the present work.
My friends at Augsburg, of whom I would like to mention Norbert Peyerimhoff
and Herbert Schro¨der, accompanied the project with interest and constructive
criticism, mathematically and non–mathematically.
Finally I thank Ju¨rgen Tolksdorf for the careful proofreading and, of course,
Ulrike for her love and patience.
Berlin, June 1996 Matthias Lesch
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Introduction
The aim of this book is to present the analysis of elliptic differential operators on
manifolds with conic singularities, where the main emphasis is on the heat equation
and its applications.
Conic singularities combine two aspects. First, a manifold with conic singularities
is the simplest example of a stratified space and its investigation is motivated by the
desire to understand the analysis of operators on stratified spaces. Topologically these
spaces are of iterated cone type, i. e. every point p has a neighborhood U which is
topologically equivalent to
Rk × C(X),
where C(X) is a cone over a stratified space of lower dimension. Hence, for the in-
vestigation of these spaces it is necessary to understand the simplest case of a single
cone.
On the other hand, conical singularities and manifolds with boundary are closely re-
lated and the investigation of differential operators on manifolds with conic singularities
may essentially be viewed as a variant of special boundary value problems with non–
local boundary conditions. For instance, there is a considerable similarity between the
index formula Theorem 2.4.8 and the index formula of Atiyah, Patodi and Singer
[APS]. For Dirac operators both formulas are even identical if there are no small
eigenvalues.
Although conic singularities are interesting in itself, there also exist interesting appli-
cations. We mention the analytic proof of the cobordism theorem [L1] and applications
to metrics with positive scalar curvature [L2]. This will be discussed in detail in Chapter
IV.
The investigation of conic singularities was initiated by Cheeger in his seminal
papers [C1, C2, C3]. Several papers about differential operators of order 1 and 2 followed
[Chou, BS2, BS3, BS4]. Analytically, a cone is just a cartesian product M := (0, ε)×N
with a Riemannian manifold N . In the simplest case the metric is given by
g = dx2 ⊕ x2gN .
On M the geometric 1st order differential operators have the form
∂
∂x
+
1
x
S
with a symmetric 1st order elliptic differential operator S (cf. Example 1–3 in Section
1.1). Now, if one considers the algebra of differential operators generated by these
operators, one obtains the so–called differential operators of Fuchs type, which in this
context have been introduced independently by Melrose [M] and Schulze [Sch1,
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Sch2]. A differential operator of Fuchs type on M has the form
x−ν
µ∑
k=0
Ak(x)(−x ∂
∂x
)k, (1)
where ν, µ > 0 and Ak is a (smooth) family of differential operators on N . The smooth-
ness assumption on the Ak can be relaxed somewhat (cf. Definition 1.1.11), which is
indeed necessary in examples. If the Ak are (C–valued) analytic functions then this type
of differential operators is, of course, well–known from the classical theory of ordinary
complex differential equations. Melrose always considers operators of the so–called
totally characteristic type, in which the weight factor x−ν is omitted. These operators
are not modelled on cones but on complete manifolds with cylindrical ends. Schulze
[Sch2] puts ν = µ. The introduction of the auxiliary parameter ν, however, allows a
bit more flexibility.
A manifold with conic singularities is just a manifold with boundary and an addi-
tional structure. This additional structure is the class of differential operators living
on it. If E is a hermitian vector bundle on M then we denote by Diffµ,ν(M,E) those
differential operators on E which have the form (1) on a collar of the boundary (cf.
Definition 1.1.11).
Chapters I and II are devoted to the study of Fuchs type operators on a com-
pact manifold with boundary. Here we have attempted to present the theory as self–
contained as possible. The only prerequisites are the local theory of (pseudo)differential
operators and of the heat kernel. As standard references we refer to the books of Shubin
[Sh] and Gilkey [G].
Section 1.1 is devoted to the background of the theory. In particular, a notion of
ellipticity for Fuchs type differential operators is introduced (Definition 1.1.3). The
notion of ellipticity used in this book is more general than the one in [Sch2, 1.2.2] (cf.
the remark after Definition 1.1.4 and the bibliographic notes at the end of Chapter
I). Furthermore, we recall some results of the local theory of (pseudo)differential op-
erators. Then the adequate Sobolev spaces for Fuchs type differential operators, the
weighted Sobolev spaces, are introduced. These are due to Schulze [Sch2]. However,
Proposition 1.2.8, which is fundamental for later purposes, and the resulting embed-
ding theorem with asymptotics (Corollary 1.2.9) are new. For the presentation of these
results it seems appropriate to recall briefly the theory of weighted Sobolev spaces.
In Section 1.3 we construct parametrices for elliptic differential operators in Diffµ,ν .
This could be done more conceptually by using the pseudodifferential calculus for conical
singularities developed by Schulze. However, for several reasons we decided to present
a parametrix construction independent of this theory: in this book we deal exclusively
with differential operators. For these operators the parametrix can be constructed via
a relatively simple ad hoc method. Basically we generalize the method of [B3, Sec. 3.]
to operators of arbitrary order. However, in contrast to loc. cit. we use the Mellin
calculus. The direct method used in loc. cit. seems to be limited to operators of order
1 and 2.
On the other hand, Schulze’s calculus is explained in detail in his books [Sch1,
Sch2]. Therefore we do not want to repeat this here. Instead, for the purpose of a self–
contained presentation, we decided to give a pedestrian approach to the parametrix
construction.
The main result of Section 1.3 is the following proposition (cf. Proposition 1.3.16).
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Proposition 1 Let M be a compact manifold with boundary and let P an elliptic
differential operator of Fuchs type. Then all closed extensions of P are Fredholm
operators and the space
D(Pmax)/D(Pmin)
is finite dimensional.
This proposition is a generalization of [B3, Theorem 3.4]. The dimension of the
space D(Pmax)/D(Pmin) can be expressed in terms of theMellin symbol of the operator
(Corollary 1.3.17), which generalizes [BS3, p. 671 ff]. At the end of Section 1.3 we note
some consequences, for instance, a global G˚arding inequality (Proposition 1.3.18) and
an elliptic estimate with asymptotics (Corollary 1.3.20).
The latter we take as a motivation for a certain axiomization, which is undertaken
in Section 1.4. We consider an elliptic differential operator, P0 : C
∞
0 (E)→ C∞0 (E), on
a hermitian vector bundle over a Riemannian manifold M . Let P be a closed extension
of P0. A priori M is not compact and hence may have singularities. Certainly, the
following can serve as a coarse model for this situation: let U ⊂ M be an open subset
with compact boundary such that M \ U is a compact manifold with boundary. U
represents the singular set, e.g. a collar of the boundary of M in case of Fuchs type
operators. Now we face the following problems:
1. Is P a Fredholm operator?
2. If we want to apply the heat kernel method, we need the operators e−tP
∗P and
e−tPP
∗
to be of trace class. This is certainly the case if we can prove discreteness
and an a priori estimate
λj ≥ Cjδ
for the eigenvalues of the operators P ∗P, PP ∗.
3. We assume that we have a ”model manifold” (for instance the infinite cylinder
(0,∞) × N) for the singular set. Let P1 be the model operator on the model
manifold. Is it possible to compute the asymptotics of the heat kernel by means
of the model operator? I. e. let ϕ be a cut–off function near U . Do we have
Tr(ϕe−tP
∗P ) = Tr(ϕe−tP
∗
1 P1) +O(tN), t→ 0
for arbitrary large N?
4. If 1. – 3. are answered affirmatively, it remains to study the asymptotic expansion
of the heat trace of the model operator.
Now, the point is that we can answer 1. – 3. affirmatively by means of a single a
priori estimate. 1. – 3. are satisfied, if there exists a ̺ ∈ L2loc(M)∩C(M), ̺|U ∈ L2(U),
and a l ∈ R+ such that for s ∈ D(P l) with supp (s) ⊂ U we have
|s(x)| ≤ ̺(x)(‖s‖L2(U,E) + ‖P ls‖L2(U,E)).
We have called this estimate the singular elliptic estimate. Indeed, if U is an open
subset of a compact manifold then this estimate follows, with ̺ = const, from the
elliptic regularity (Lemma 1.1.17). For differential operators of Fuchs type it follows
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from Corollary 1.3.20. The remainder of Section 1.4 is devoted to the derivation of 1.
– 3. from the singular elliptic estimate. This allows a simple kernel estimate (Lemma
1.4.5) from which 2. and 1. follow. 3. follows from Duhamel’s principle (page 40ff).
In Section 1.4.1 we present a second example. Namely, we prove the singular elliptic
estimate for the so–called Atiyah–Patodi–Singer (APS) boundary conditions. It
will turn out that in Chapters IV and V Fuchs type operators and APS boundary
conditions can essentially be treated simultaneously (see also below).
It seems natural, that point 4. requires more special properties of the operators
under consideration. Now we face the problem of computing the asymptotic expansion
Tr(ϕe−tL), t→ 0,
for a positive operator
L = x−ν
µ∑
k=1
Ak(x)(−x ∂
∂x
)k
on the model cone (0,∞) × N . Here, ϕ ∈ C∞0 (R) is a cut–off function, which is
1 in a neighborhood of 0. The crucial additional property is the scalability of these
operators on the model cone. Namely, there is a natural action of the multiplicative
group R+ := (0,∞) on the space L2(R+, L2(E|N)) which is given by
(Uλf)(x) := λ
1
2 f(λx).
The fundamental observation is that in case of constant Ak we have
UλLU
∗
λ = λ
−νL.
This scaling property was discovered by Cheeger for the signature operator [C3] and
has played a crucial role in the papers [Ca2, BS1, BS2, BS3, BS4]. In another context
it also occurs in the theory of wedge Sobolev spaces [Sch2].
The scalability allows us to apply the ”singular asymptotics lemma” (SAL) of
Bru¨ning and Seeley [BS1]. Hence, in Section 2.1 we give a comprehensive exposition
of the SAL and related results. For that purpose we introduce regularized integrals
based on the Mellin transform. In our approach, the additional log–terms in SAL
find their explanation as correction terms in a change of variables rule for regularized
integrals (Lemma 2.1.4). For our purposes we have generalized SAL to cover finite
asymptotic expansions with remainder terms.
In Section 2.2 we exploit the above mentioned scaling property. We introduce in-
variants of the Mellin symbol via ζ– and η–functions. These invariants will show up
as coefficients in the expansion of the heat trace and in the index formula.
The coefficients of t0 and log t in the asymptotic expansion of the heat kernel can
be calculated rather explicitly for operators of order 2. This we have worked out in
Section 2.3 where the results, of course, are not new. However, we have tried to give a,
as far as possible, self–contained presentation in which we have to refer to handbooks
of special functions only at a few points. Moreover, we allow the whole situation to be
equivariant under the action of a compact Lie group. Section 2.4 contains our main
results about Fuchs type differential operators on compact manifolds with boundary.
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Theorem 2 Let L0 ∈ Diffµ,νsm (E) be a positive elliptic differential operator on a com-
pact manifold with boundary. Let L be a positive self–adjoint extension. Denote by an
the local invariants of the heat kernel of L. Then, e−tL is a trace class operator, for
n < dimM the an are integrable on M , and we have
Tr(e−tL) ∼t→0
dimM−1∑
n=0
∫
M
an(ξ)dξ t
n−dimM
µ +O(log t). (2)
An analogous result holds in the equivariant case, too (Theorem 2.4.1). An immediate
consequence of Theorem 2 is the eigenvalue asymptotics of the operator L. As an
application we obtain the 1st term in the heat asymptotics for the Laplace operator on
a singular algebraic curve. Even in the one–dimensional case this yields the leading
term in the heat asymptotics and consequently the asymptotics for the eigenvalues
of ordinary Fuchs type differential operators on a compact interval. Note that the
asymptotic expansion (2) is independent of the choice of the closed extension. If the Ak
are constant for small x then we can prove a full asymptotic expansion (Theorem 2.4.6).
A consequence is an index theorem and the G–equivariant version of the index theorem
of Bru¨ning and Seeley [BS3] (Theorem 2.4.8). However, we were not able to prove
the full asymptotic expansion for arbitrary operators in Diffµ,νsm (cf. the discussion after
Problem 2.4.4).
In Chapter III we deal with relative index theory. In this theory one considers pairs
of differential operators of order 1 which coincide on a ”complete end”.
The origin of this theory certainly is the seminal work of Gromov and Lawson
[GL] on metrics with positive scalar curvature. They prove a relative index theorem
for Dirac operators on complete manifolds. However, the proof did not use the heat
equation method. Donnelly [D1] published a heat equation proof for the relative
signature of two manifolds, which essentially leads to a local version of the relative
index theorem of Gromov/Lawson. For Dirac operators this has been carried out
by Bunke [Bu1]. In this context the restriction to Dirac operators seems to be
somewhat unnatural. In his work about hyperbolic equations Chernoff [Ch] states a
natural condition (cf. Section 3.2) on the propagation speed of a symmetric operator,
which guarantees essential self–adjointness on a complete manifold.
Now, in the present work we consider pairs of Chernoff operators, which coincide
on a complete end and satisfy the singular elliptic estimate over a ”singular set”. First
of all, one has to develop Fredholm criteria for these operators. These are analogous
to those for complete manifolds because the singular elliptic estimate guarantees the
”local Fredholmness” (Proposition 3.2.8 and 3.2.9). The main result is a local relative
index theorem (Theorem 3.5.10). In addition, we consider again the whole situation to
be equivariant under the action of a compact Lie group. This is new even in the case
of complete manifolds (Theorem 3.6.1). The tools for the proof of Theorem 3.5.10 are
kernel estimates based on finite propagation speed and Duhamel’s principle. Kernel
estimates of this kind first occur in [CGT]. A considerable difficulty in this situation is
that the McKean–Singer formula is non–trivial, since the operators under consider-
ation are not trace class. The trace class property is replaced by a kernel estimate at
infinity (Theorem 3.4.3). The method we present here is due to Donnelly [D1].
Chapter IV contains applications of the relative index theorem. For the discussion of
those concepts, which typically require self–adjoint operators (e. g. spectral invariants),
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it is first of all necessary to develop criteria for self–adjointness. In the presence of
singularities it is by no means obvious that a given symmetric operator has self–adjoint
extentions at all. Therefore, we continue the discussion of deficiency indices which
we began in the papers [L1, L2]. Given a symmetric operator with certain invariance
properties, it is a natural question if self–adjoint extensions can be choosen in such a
way that the invariance properties continue to hold. The purely functional analytic
aspects of this problem are discussed in Section 4.1. This leads to deficiency indices
taking values in a character ring or in KO−∗(pt). The latter can be viewed as an ”odd”
version of the index construction of Atiyah–Bott–Shapiro. In Section 4.2 we show
that (equivariant) deficiency indices localize near the singularities. Then we discuss the
construction of self–adjoint extensions of 1st order operators of Fuchs type and of APS
type. Section 4.3 contains the equivariant versions of the deficiency index theorem of
[L1]. The case of Clk–linear operators has already been announced in [L2]. Applications
are an analytic proof of the (real) Cobordism Theorem for Dirac operators, where it
plays no role whether the given Dirac operator is compatible or not. The only crucial
assumption is the form of the operator near the boundary (4.3.9). Another application is
an obstruction against the existence of metrics with positive scalar curvature (Theorem
4.3.6).
In Section 4.4 Dirac–Schro¨dinger operators will be discussed. Consider a self–
adjoint elliptic differential operator, D, of order 1 on a complete manifold. Even if
this operator is Fredholm, its index is, of course, 0. In his paper [Ca1], Callias
considered operators of the form
D + iA (3)
with a self–adjoint potential A on Rn. The antisymmetric potential iA destroys the
symmetry of the operator and Callias could prove an index theorem for these opera-
tors. For several years, this theorem was not well understood and somewhat isolated.
Recently, it has been taken up by several authors [Ca1, R1, H, BM, A1, A2, Bu2, Ra]
and put into a wider context. It turned out that among other things there are interesting
applications to metrics with positive scalar curvature.
The form of the operator (3) indicates that there should be connections to deficiency
indices: namely, if D is a symmetric operator with finite deficiency indices then these
are Fredholm indices of the operator
D ± i (4)
(cf. Note 4.1.2, Lemma 4.1.5, Theorem 4.1.14). Hence this leads to the conjecture that
the deficiency index theorem and the several versions of index theorems for Dirac–
Schro¨dinger operators should be different aspects of a single theorem on manifolds
with singularities. This is worked out in Section 4.4. Here we can work in a rather
general setting. We consider Chernoff operators on manifolds with complete ends
and singularities. We assume that the operators have finite dimensional deficiency
spaces and satisfy the singular elliptic estimate on the singular set. This axiomatic
approach allows to deal with Fuchs type operators and APS boundary conditions
simultaneously. Even in the complete case we achieve a certain progress since we can
state the results equivariantly and for general Chernoff operators. Technical tools
are the deficiency index theorem and the relative index theorem in Chapter III. Since
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we allow the manifold to have conic singularities, we do not need the ”Φ–version” [GL,
Theorem 4.35] of the relative index theorem.
In Chapter V we look a bit more closely at η–functions. The behaviour of the
poles of the η–function of a self–adjoint differential operator P is determined by the
asymptotic expansion of
Tr(Pe−tP
2
), t→ 0. (5)
In Section 5.1 we present a general discussion of the relation between asymptotic ex-
pansions as t → 0, t → ∞ of a real function and the meromorphic continuation of its
Mellin transform. This is is related to the material of Section 2.1 and Section 5.1 can
be viewed as an appendix to Section 2.1.
In Section 5.2 we discuss the asymptotic expansion (5) for differential operators
of Fuchs type. Technically, this is parallel to the discussion of the heat kernel such
that the presentation can be given more concisely than in Chapter II. η–functions of
Fuchs type differential operators of order 1 were considered first by Cheeger [C4],
who investigated the signature operator on a manifold with conic singularities. As a
by-product we also achieve the meromorphic extension of the η–function of operators of
APS type, which is due to [DW]. The crucial Lemma 5.2.4 shows that on a cylinder the
local invariants of Tr(De−tD
2
) vanish for these operators. Here again, as well as for the
proof of the variation formula in Section 5.3, our point of view is an axiomatic one. The
existence of the η–function and the variation formula follow from the axioms (5.2.6)–
(5.2.8). This is more general than [DW] and, in view of the technical requirements, it
seems to be a progress and allows a more perspicuous presentation than loc. cit. This
book ends with Section 5.4 which gives a short introduction to a new proof of the gluing
formula for the η–invariant.
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Chapter I
Differential Operators of Fuchs
Type
Summary
As indicated in the introduction, our motivation for the study of Fuchs type differential
operators is the fact that they are the ”natural” differential operators on a manifold
with conic singularities, or more generally, stratified spaces. Topologically, a manifold
with conic singularities looks like
M ∪(∂M∼{1}×∂M) C(∂M), (1)
where M is a (compact) manifold with boundary and
C(∂M) = (∂M × [0, 1])/({0} × ∂M)
is the cone over ∂M . If we remove the cone tip {0} × ∂M then we obtain a cylinder
(0, 1] × ∂M . Thus, after removing the singularity, topologically the cone cannot be
distinguished from a cylinder.
From the analytic point of view the difference between a cone and a cylinder is the
class of natural differential operators living on it. By natural differential operators we
mean those provided by Riemannian geometry, e.g. Dirac and Laplace operators.
Now, the metric cone over a Riemannian manifold N is (0, ε) × N equipped with the
metric
dx2 ⊕ x2gN .
It turns out that the natural differential operators on a metric cone are differential
operators of Fuchs type with operator valued coefficients. In Section 1.1 we will
discuss more extensively some situations in which Fuchs type differential operators
occur naturally.
Section 1.1 provides the necessary background of the theory. We introduce Fuchs
type differential operators and introduce a notion of ellipticity. We have tried to be
as self–contained as possible. However we assume that the reader is familiar with the
elements of global analysis, elliptic operators and the heat kernel. We will use freely
the contents of [G], [R2], and [Sh]. At the end of Section 1.1 we have included some
facts about general differential operators which might not be on the mainstream of a
first course in global analysis.
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The construction of parametrices for elliptic operators of Fuchs type occupies Sec-
tions 1.2 and 1.3. As already noted in the introduction, we have resisted the temptation
to introduce a pseudodifferential calculus for Fuchs type operators. We prefer to use
a direct method. Corollaries of the parametrix construction are a Fredholm criterion
and an elliptic estimate with asymptotics.
The latter will be exploited axiomatically in Section 1.4 where we invent the ”sin-
gular elliptic estimate” as a tool for proving trace class properties and kernel estimates.
Finally, in the short appendix 1.4.1 we show that operators of Atiyah–Patodi–
Singer [APS] type also satisfy a singular elliptic estimate.
1.1 Differential Operators, Mellin Transform and
Conical Singularities
The class of operators investigated in this book is motivated by certain operators arising
in geometry. Hence we start with the introduction of a class of spaces.
Definition 1.1.1 [BL2, Sec. 2] Let M be a Riemannian manifold, dimM = m, with
an open subset U ⊂M , such that
M1 := M \ U is complete with compact boundary N, (1.1)
U is isometric to (0, ε) × N , dimN = m − 1 =: n, with metric g =
h(x)2(dx2⊕ x2gN(x)), where gN(x) is a family of metrics on N , smooth in
x ∈ (0, ε) and continuous in x ∈ [0, ε), and h ∈ C∞((0, ε)×N) satisfies
(1.2)
sup
p∈N
|(x∂x)j(x−ch(x, p)− 1)| = O(xδ) as x→ 0 , j = 0, 1 , (1.3)
and
sup
p∈N
‖h(x, p)−1dNh(x, p)‖T ∗pN,gN (x) = O(xδ) as x→ 0 , (1.4)
for some δ > 0 and c > −1.
Let
g0 := dx2 ⊕ x2gN(0),
g1 := h−2g = dx2 ⊕ x2gN(x) ,
and denote by ∇0,∇1 the Levi-Civita connections for g0, g1 with connection forms
ω0, ω1. Then one assumes furthermore
sup
p∈N
(|g1 − g0|0(x,p) + x|ω0 − ω1|0(x,p)) = O(xδ) , x→ 0 , (1.5)
where δ is as above and the superscript 0 refers to g0.
A manifold satisfying these axioms is called a conformally conic manifold.
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This seems to be the most general class of manifolds where ”cone techniques” can
be applied. We refer to [BL2] for more details, in particular for the discussion of
Ka¨hler–manifolds.
In particular, we see that conformally conic manifolds are quasi–isometric to man-
ifolds with metrically conic singularities. However, for many analytical questions the
notion of quasi–isometry is too coarse. We will see in due course how the axioms of a
conformally conic manifold determine the analytical properties of the operators living
on it.
Example 1. ([BPS, BL3, BL4]) Let V ⊂ CPN be an algebraic curve, Σ := sing V
its singular locus. The Fubini–Study metric of the complex projective space CPN
induces a Ka¨hler–metric on V \ Σ. Let π : V˜ → V be a desingularization, equipped
with the pull-back metric. Then any p ∈ π−1(Σ) has a neighborhood U , such that
U \ {p} ∼= {z ∈ C | 0 < |z| < ε}
with metric
g = h(dx2 + dy2),
where
h ∈ C∞({z | |z| < ε}),
h(z, z¯) = N2|z|2N−2 +O(|z|2N).
Here N is the so–called multiplicity of the point p.
Introducing polar coordinates around 0, one immediately checks that V \ Σ is a
conformally conic manifold.
2. Consider the Gauß–Bonnet operator DevGB : Ω
ev
0 (M)→ Ωodd0 (M) on a conformally
conic manifold. Restricted to U , this operator is unitarily equivalent to
DevGB
∼= h˜−1
( ∂
∂x
+ x−1(S0 + S1(x)
)
,
S0 : Ω
∗(N)→ Ω∗(N), S0 = d+ dt + C, C|Ωk(N) = (−1)k(k − n/2)
with h˜ ∈ C([0, ε)×N), h˜(0) = 1 [BL2, 2.11].
3. More generally, operators of the form
B(x)
∂
∂x
+ x−1(S0 + S1(x)) (1.6)
were investigated in [B3, Sec. 3]. Here, B(0) = I and S0 is a 1
st order self–adjoint ellip-
tic differential operator. Certain additional assumptions are made on the asymptotic
behavior of B(x), S1(x) as x→ 0 (cf. Definition 1.1.11).
The point of view of these examples is, that the geometric singularity is transformed
into a singularity of a geometric differential operator on a manifold with boundary. This
manifold is a product near the boundary. If not we invoke another transformation onto
a manifold which is a product near the boundary; this causes additional terms in the
differential operator. This is the point of view of this work.
Next we introduce the standard situation which we are going to consider throughout
this book:
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We consider a complete Riemannian manifold,M , with compact boundary.
We assume that the metric is a product near the boundary, i. e. there exists
an open neighborhood, U , of the boundary N := ∂M , which is isometric
to ∂M × [0, ε). Moreover, we put
M := M \N, U := U \N = (0, ε)×N.
Let π : U → N be the canonical projection. If E is a hermitian vector
bundle over M with
E|U ∼= π∗(EN ) isometrically
for some hermitian vector bundle EN over N , then we have a canonical
isometry
L2(E|U) ∼= L2((0, ε), L2(EN)).
(1.7)
This will be our standard picture of a manifold with boundary. However, we want to
model the analysis of differential operators on a manifold with cone–like singularities.
In the geometric model (1.7) the singularity has disappeared. The singularity will be
modeled through the class of (differential) operators which we are going to consider.
Nevertheless, it will be convenient to refer to a manifold M described in (1.7) as a
manifold with conical singularities. This terminology will include that the class of
operators under consideration will be the class of Fuchs type differential operators
introduced in Definition 1.1.2 below.
Likewise, the infinite half–cylinder
N∧ := (0,∞)×N (1.8)
will be adressed as the model cone. It serves as a model for the analysis near the
cone–tip and hence will be studied extensively.
Unless it is necessary for clarity, we will not distinguish between E and EN and
denote both by E. Likewise, whenever possible, the isomorphisms in (1.7) will be
used without refering to them explicitly. The space C∞(U,E) will be identified with
C∞(U,C∞(EN)) in the obvious way.
If one considers powers of the operators in the examples 2. and 3., one obtains the
so–called Fuchs type operators.
Definition 1.1.2 1. Let M be a Riemannian manifold and E, F hermitian vector
bundles over M . We denote by
Diffµ(E, F )
the set of differential operators of order ≤ µ acting from sections in E to sections in F .
For P ∈ Diffµ(E, F ) the formal adjoint is denoted by P t.
2. Denote by X the operator of multiplication by x and put D := −X ∂
∂x
.
Let M be a manifold with boundary as in (1.7). A differential operator of Fuchs
type of order µ ∈ Z+ and weight ν ≥ 0 is an operator P ∈ Diffµ(E, F ) such that
P |U = X−ν
µ∑
k=0
Ak(−X ∂
∂x
)k,
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with
Ak ∈ C∞((0, ε),Diffµ−k(EN , FN)) ∩ C([0, ε),Diffµ−k(EN , FN)).
By Diffµ,ν0 (E, F ) we denote the set of all differential operators of Fuchs type between
the bundles E, F .
If it is necessary to mention the manifold explicitly, we will write Diffµ,ν0 (M,E, F )
instead of Diffµ,ν0 (E, F ). In the sequel we will be dealing mostly with elliptic operators,
hence the bundles E, F will be isomorphic. For convenience, we will therefore assume
E = F in most situations. We point out that all results hold accordingly for two
different bundles, too.
Definition 1.1.3 An operator P ∈ Diffµ,ν(M,E) is called elliptic, if
P is elliptic on M in the usual sense and
xνσµ(P )(x−1τ, ξ)
is invertible for (x, p) ∈ [0, ε)×N and (τ, ξ) ∈ T ∗M \ {0},
ξ ∈ TpN .
(1.9)
σµ(P ) denotes the principal symbol of P .
Here we have identified T ∗M |[0, ε)×N with R×T ∗N in the obvious way. (1.9) means
that
µ∑
k=0
σµ−k(Ak(x))(ξ)σk((−x ∂
∂x
)k)(x, x−1τ) =
µ∑
k=0
σµ−k(Ak(x))(ξ)(−iτ)k
is invertible. For x 6= 0 this is covered by interior ellipticity. For x = 0 this means that
σµ,νM (P )(z) :=
µ∑
k=0
Ak(0)z
k
is a parameter dependent elliptic family of differential operators with parameter z ∈ iR.
For the theory of (pseudo)differential operators with parameter we refer the reader to
[Sh, Sec. 9]).
Definition 1.1.4 Following Schulze we refer to σµ,νM (P ) as the Mellin boundary
symbol or conormal symbol of P [Sch2, 1.2.24].
We emphasize that our definition of ellipticity is different from the one in [Sch2,
Def. 1.2.16]. The additional requirement of the invertibility of the Mellin symbol on
a certain weight line can be omitted if one is willing to extend the operators to their
natural domains, instead of reducing them to the weighted Sobolev spaces. See also
Corollary 1.3.13 ff. and the bibliographic notes at the end of this chapter.
Definition 1.1.5 For c, c′ ∈ R ∪ {±∞}, c < c′ we denote by
Γc,c′ := {z ∈ C | c < Re z < c′}
the open strip between c and c′. By Γc,c′ we denote the corresponding closed strip.
Moreover we put
Γc := {z ∈ C | Re z = c}.
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Since the parameter dependent principal symbol of σµ,νM (P )(z) is independent of
Re z, we find
Lemma 1.1.6 P ∈ Diffµ,ν0 (M,E) is elliptic if and only if P is elliptic on M in the
usual sense and the Mellin symbol
σµ,νM (P )(z) =
µ∑
k=0
Ak(0)z
k
is parameter dependent elliptic on each line Γρ, ρ ∈ R. In this situation the parameter
dependent ellipticity is uniform in each finite strip Γc,c′,−∞ < c < c′ <∞.
This yields
Proposition 1.1.7 Let P ∈ Diffµ,ν0 (E) be elliptic. Then for c, c′ ∈ R, c < c′, there
exists a constant K, such that
σµ,νM (P )(z) : H
s(EN) −→ Hs−µ(EN)
is invertible for z ∈ Γc,c′ with | Im z| ≥ K. This holds for all s ∈ R. Here Hs(EN)
denotes the ordinary Sobolev space of order s on EN .
Proof [Sh, Theorem 9.2]
Example The operator P in (1.6) is obviously elliptic, because we have
σ1,1M (P )(z) = S0 − z.
Since spec (S0) ⊂ R, the statement of Proposition 1.1.7 is obvious in this situation.
More generally, let S ∈ Diff1(N,E) be an elliptic differential operator with
spec (σ1(S)(ξ)) ∩ iR = ∅ for ξ ∈ T ∗N \ {0}. (1.10)
Then the operator
P =
∂
∂x
+X−1S ∈ Diff1,1(N∧, E) (1.11)
is elliptic, too.
The next well–known result clarifies the behaviour of the Mellin symbol for small
| Im z|.
Proposition 1.1.8 LetM be a connected Riemann surface and let f : M → Fred(X,Y)
be a holomorphic family of Fredholm operators acting between the Banach spaces
X, Y . Assume that f(z0) is invertible for at least one z0 ∈M .
Then the set
D := {z ∈ M | 0 ∈ spec (f(z))}
is discrete in M . Moreover, let ξ ∈ D and z be a centered coordinate system at ξ. Then
f(z)−1 has the Laurent expansion
f(z)−1 =
∞∑
k=−m
Rkz
k.
If k < 0 the operators Rk are of finite rank.
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Proof We divide the proof into several steps. W. l. o. g. we may assume X = Y ;
otherwise consider the function f(z0)
−1f .
Assertion 1: For each ξ ∈ M we can choose a neighborhood U , a decomposition
X = V ⊕W , dimV <∞, and holomorphic functions ϕ, ψ : U → GL(X), h : U → L(V )
such that on U
ϕfψ =
(
h 0
0 IdW
)
. (1.12)
Proof of Assertion 1: We put A = f(ξ) and note that A is a Fredholm operator of
index 0, because M is connected and indf(z0) = 0. We put V := ker A and choose a
complementary subspaceW of V . This is possible because dimV <∞. Analogously let
V ′ be a complementary subspace to A(W ). We have V ′ ∼= cokerA and since indA = 0
there exists an isomorphism Φ : V → V ′. We put
ϕ1 : X → X, ϕ1|A(W ) := (A|W )−1, ϕ|V ′ := Φ−1.
Then ϕ1 ∈ GL(X) and ϕ1A is the projection along V onto W . With respect to the
decomposition X = V ⊕W we obtain
ϕ1f =
(
h11 h12
h21 h22
)
with h22(ξ) = IdW . Thus, there is a neighborhood U of ξ such that 0 6∈ spec h22(p) for
p ∈ U . On U we put
ϕ2 :=
(
IdV −h12h−122
0 h−122
)
and obtain
ϕ2ϕ1f =:
(
h˜11 0
h˜21 IdW
)
.
Putting
ψ :=
(
IdV 0
−h˜21 IdW
)
Assertion 1 is proved.
Assertion 2: Let D˜ := {p ∈ M | 0 ∈ spec f(z) for z in a neighborhood of p}. Then
D˜ is open and closed.
Proof of Assertion 2: By definition D˜ is open. For proving that it is closed we choose a
sequence (pn) ⊂ D˜ converging to p ∈M . In view of Assertion 1 there exists a connected
neighborhood U of p, where we have
ϕfψ =
(
h 0
0 IdW
)
.
If n is large enough, we have pn ∈ U . Hence there is a neighborhood V of pn, V ⊂ U ,
such that 0 ∈ spec (f(z)) for z ∈ V . But then det h(z) = 0 for z ∈ V and since det h(z)
is holomorphic, det h(z) = 0 on U . In particular we have 0 ∈ spec (f(p)).
By Assertion 2 we have D˜ = ∅ or D˜ = M . Certainly z0 6∈ D˜, therefore D˜ must be
∅.
Now, if ξ ∈ M is arbitrary and U is chosen such that (1.12) holds, then we have
det h 6≡ 0 on U , thus U ∩D is discrete. But then D is discrete. Now the last assertion
is an easy consequence of Assertion 1 and Cramer’s rule.
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From what we have done so far, we obtain immediately
Proposition and Definition 1.1.9 Let P ∈ Diffµ,ν0 (E) be elliptic. The set
spec σµ,νM (P ) :=
{
z ∈ C
∣∣∣∣∣ σ
µ,ν
M (P )(z) : H
s(EN )→ Hs−µ(EN)
is not invertible
}
has the properties
(i) For c, c′ ∈ R the set Γc,c′ ∩ spec σµ,νM (P ) is finite.
(ii) The principal part of the Laurent expansion of (σµ,νM (P )(z))
−1 about
α ∈ spec σµ,νM (P ) is given by
mα∑
k=0
Rαk(z − α)−(k+1)
with smoothing operators Rαk ∈ C∞(E ⊠ E∗). mα will be called the multiplicity
of α.
Remark In view of the ellipticity of P , it is clear that V ⊂ C∞(E) and that h is a
smoothing operator. Hence, the Rαk are smoothing operators. Here we have used the
denotations of the last proof.
Example Let P be the operator in (1.11). We have σ1,1M (P )(z) = S−z. We consider
z0 ∈ spec (S) = spec (σ1,1M (P )). Since S has a compact resolvent, by the Riesz–Schauder
theory, we have a direct sum decomposition
L2(N,E) = V ⊕W
with dimV <∞ and with respect to this decomposition we have
S =
(
z0 +R 0
0 S1
)
(1.13)
with nilpotent R and z0 6∈ spec (S1). Now, the principal part of the Laurent expansion
of (S − z)−1 around z0 is given by
−
∞∑
k=0
(PVRPV )
k(z − z0)−k−1, (1.14)
where PV denotes the projection along W onto V . Thus, mz0 is the order of nilpotency
of R and Rz0k = −(PVRPV )k.
For certain subclasses of Diffµ,ν0 (E) we now want to investigate the following prob-
lems
• Characterization of closed extensions
• Fredholm criteria
• Criteria for descreteness and the asymptotic behaviour of the eigenvalues of self–
adjoint operators
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• Asymptotic expansions of the heat kernel of positive operators and their relation
to the index problem
Next we introduce certain subclasses of Diffµ,ν0 (E).
Definition 1.1.10 Diffµ,νc (N
∧, E) is the set of Fuchs type operators
P = X−ν
µ∑
k=0
AkD
k (1.15)
with constant coefficients Ak ∈ Diffµ−k(N,E).
Definition 1.1.11 Let M be a manifold with conic singularities, E →M a hermitian
vector bundle.
1. By Diffµ,νsm (E) we denote the set of those P ∈ Diffµ,ν0 (E) with
Ak ∈ C∞([0, ε),Diffµ−k(EN)).
2. Diffµ,ν(E) is the set of those P ∈ Diffµ,ν0 (E) with
‖Dk(Al(x)− Al(0))‖Hµ−l(EN )→H0(EN ) = O(xδ), x→ 0,
‖Dk(Al(x)t − Al(0)t)‖Hµ−l(EN )→H0(EN ) = O(xδ), x→ 0
for some δ > 0 and 0 ≤ k ≤ l.
The definition of Diffµ,ν(E) is motivated by the geometrical operators on conformally
conic manifolds. In [B3] the operators in Diff1,1 have been investigated.
We note some simple properties of the Mellin derivative D = −X ∂
∂x
on R+.
Lemma 1.1.12 Denote by X the operator of multiplication by the function x.
1.
Dt = −D + I, DXσ = Xσ(D − σ)
DtXσ = Xσ(Dt + σ)
2. There are numbers akl, bkl ∈ Z, such that
Dk =
k∑
l=1
aklX
l(
∂
∂x
)l, akk = (−1)k,
Xk(
∂
∂x
)k =
k∑
l=1
bklD
l, bkk = (−1)k.
Likewise, one easily checks:
Lemma 1.1.13 1. If P ∈ Diffµ,ν(E) (Diffµ,νsm (E)) then P t ∈ Diffµ,ν(E) (Diffµ,νsm (E)),
too, and
σµ,νM (P
t)(z) = (σµ,νM (P )(1− ν − z))t.
The adjoint on the right hand side is taken with respect to the scalar product in L2(EN).
2. If P1 ∈ Diffµ,νsm (E), P2 ∈ Diffµ
′,ν′
sm (E) then P1P2 ∈ Diffµ+µ
′,ν+ν′
sm (E) and
σµ+µ
′,ν+ν′
M (P1P2)(z) = σ
µ,ν
M (P1)(z + ν
′)σµ
′,ν′
M (P2)(z).
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For later purposes, we summarize the most important properties of the Mellin
transform.
Let H be a Hilbert space. For a function f ∈ C∞0 (R+,H), the Mellin transform
is defined by
Mf(z) :=
∫ ∞
0
xz−1f(x)dx, z ∈ C. (1.16)
Mf is an entire holomorphic function taking values in H. The following relations hold
M(Df)(z) = z Mf(z),
M(Xγf)(z) = Mf(z + γ), (1.17)
M(log ·f)(z) = d
dz
Mf(z).
The inversion formula is
f(x) =
1
2πi
∫
Γλ
x−zMf(z)dz (1.18)
for arbitrary λ ∈ R. If L2,γ(R+,H) denotes the completion of C∞0 (R+,H) with respect
to the scalar product
(f |g) =
∫ ∞
0
(f(x)|g(x))H x−2γdx, (1.19)
then M extends to an isometry
Mγ : L
2,γ(R+,H) −→ L2(Γ1/2−γ ,H, |dz|
2π
). (1.20)
I. e. we have
‖f‖22,γ =
1
2π
∫
Γ1/2−γ
‖Mf(z)‖2|dz|.
The following characterization of the space L2,γ([0, R],H) turns out to be useful some-
times.
Lemma 1.1.14 [RS, Thm. 1.1.5] A function f : R+ → H belongs to L2,γ([0, R],H) if
and only if Mf has a holomorphic extension to the half plane Γ 1
2
−γ,∞ and
‖Mf‖L2(Γa) ≤ CRγ+a−
1
2 , a >
1
2
− γ
holds.
We finish this section with some basic facts about differential operators. Let M be
a Riemannian manifold, E, F hermitian vector bundles over M and
D : C∞0 (E) −→ C∞0 (F )
a differential operator of order d. We consider D as an unbounded operator L2(E) →
L2(F ) and put
Dmin := D = closure D, Dmax := (D
t)∗, (1.21)
where Dt denotes the formal adjoint. The domain of an operator will be denoted by D.
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We use Sobolev spaces in the terminology of [Sh, Sec. I.7] with one exception: If M
is a compact manifold with boundary and E →M a hermitian vector bundle, we put
Hk(E) := {f ∈ L2(E) |Df ∈ L2(E) for all D ∈ Diffk(E)}.
By Hk0 (E) be denote the closure of C
∞
0 (M \ ∂M,E) in Hk(E).
Note that in general any D ∈ Diffd(E) extends by continuity to an operator
D : Hscomp/loc(E) −→ Hs−dcomp/loc(E).
Here, Hscomp denotes the Sobolev space with compact support, resp. H
s
loc denotes the
space of sections which are locally of Sobolev class s. These spaces carry a natural
locally convex topology.
In the sequel the following well–known lemma will be used implicitly many times.
Lemma 1.1.15 Let D ∈ Diffd(E).
1. If f ∈ Hdcomp(E) is of Sobolev class d with compact support then f ∈ D(Dmin).
2. If D is elliptic, f ∈ D(Dmax) and ϕ ∈ C∞0 (M), then we have ϕf ∈ D(Dmin).
Remark If d = 1, the ellipticity assumption can be omitted in the second statement.
This is easily checked by means of a Friedrichs mollifier.
Proof 1. Let U be a neighborhood of supp f . Then we can find a sequence fn ∈
C∞0 (U,E) which converges to f inH
d
comp(E). SinceD is continuous H
d
comp(E) −→ L2(E)
fn converges to f in the graph topology of D and we reach the conclusion.
2. Since D is elliptic and f ∈ D(Dmax), elliptic regularity implies f ∈ Hdloc(E) and
thus ϕf ∈ Hdcomp(E) ⊂ D(Dmin) by 1.
Lemma 1.1.16 Let D ∈ Diffd(E) be elliptic and ϕ ∈ C∞(M) a bounded function such
that supp dϕ is compact.
1. The operator of multiplication by ϕ, Mϕ, is continuous
D(Dmax/min)→ D(Dmax/min).
2. If f ∈ D(Dmax), supp f compact, then for each neighborhood U ⊃ supp f there
exists a sequence (fn) ⊂ C∞0 (U,E) such that fn → f with respect to the graph norm of
D.
Proof 1. First we show that Mϕ maps the space D(Dmax) into itself. Then the first
assertion follows from the closed graph theorem. Let f ∈ D(Dmax), g ∈ C∞0 (M,E), and
χ ∈ C∞0 (M) with χ|(supp [D,ϕ]) ≡ 1. Then, by elliptic regularity, χf ∈ Hdcomp(M,E)
and, because ord ([D,ϕ]) ≤ d− 1, we have χf ∈ D([D,ϕ]min) by the preceding lemma.
Consequently
(ϕf |Dtg) = (f |ϕDtg)
= (f | [ϕ,Dt]g) + (f |Dtϕg)
= ([D,ϕ]minχf |g) + (ϕDmaxf |g),
thus ϕf ∈ D((Dt)∗) = D(Dmax) and
Dϕf = ϕDmaxf + [D,ϕ]minχf.
2. We note that f ∈ Hdcomp(M,E), since supp f is compact and D is elliptic. Hence,
by the preceding lemma we have f ∈ D(Dmin), i.e. there exist gn ∈ C∞0 (M,E) with
gn → f in the graph norm of D. Now we choose ϕ ∈ C∞0 (U) with ϕ| supp f ≡ 1. In
view of the proven part 1., fn := ϕgn does the job.
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An important theme of this book will be the (singular) elliptic estimate (cf. Section
1.4). The classical elliptic estimate will be used in the following form.
Lemma 1.1.17 Let D ∈ Diffd(E) be elliptic.
1. Let K ⊂ M be compact with smooth boundary and U ⊃ K an open neighborhood.
Then there is a constant C > 0, such that for f ∈ D(Dmax)
‖f‖Hd(K,E) ≤ C(‖f‖L2(U,E) + ‖Df‖L2(U,E)).
2. Let d > m
2
, K ⊂M be compact and U ⊃ K an open neighborhood. Then we have
D(Dmax) ⊂ C(M,E) and
|f(x)| ≤ CK(‖f‖L2(U,E) + ‖Df‖L2(U,E))
for f ∈ D(Dmax) and x ∈ K.
If (Dξ)ξ∈X is a C∞ family of elliptic operators over the compact parameter manifold
X, the constants in 1. and 2. can be chosen independently of the parameter ξ.
Proof 1. We choose ψ ∈ C∞0 (U) with ψ ≡ 1 in a neighborhood of K. Since D
is elliptic, there are pseudodifferential operators Q,C of order −d resp. −∞, whose
schwartz kernels have compact support in U × U , such that
QD = ψ + C.
Since ψ has compact support, w. l. o. g. we may assume that U is compact with
smooth boundary. Then
‖f‖Hd(K,E) = ‖ψf‖Hd(K,E) ≤ ‖ψf‖Hd0 (U,E)
≤ ‖QDf‖Hd0 (U,E) + ‖Cf‖Hd0 (U,E)
≤ ‖Q‖L2→Hd0‖Df‖L2(U,E) + ‖C‖L2→Hd0‖f‖L2(U,E).
2. We can enlarge K such that it has a smooth boundary. Then we apply 1. and
the Sobolev embedding theorem to reach the conclusion.
If Dξ depends smoothly on a parameter, the construction of the pseudodifferential
operators Qξ, Cξ [Sh, Sec. 5] shows that they also depend smoothly on ξ and the
assertion follows.
Finally we state the main local theorem about the asymptotic expansion of the heat
kernel.
Theorem 1.1.18 Let M be a Riemannian manifold, ∆0 : C
∞
0 (E) → C∞0 (E) a non–
negative elliptic differential operator of order d, and ∆ ≥ 0 a self–adjoint extension.
Moreover, let G be a compact Lie group acting isometrically on M . Furthermore,
assume that E has a compatible G–action, i. e. g ∈ G is covered by a bundle isometry
g∗ : Egx −→ Ex.
Let ∆ be G–equivariant. Then the following holds
1. The operator e−t∆ has a C∞–kernel
e−·∆(·, ·) ∈ C∞((0,∞)×M ×M,E ⊠ E∗).
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2. If K1, K2 ⊂ M are compact with K1 ∩K2 = ∅ then
‖e−t∆(·, ·)‖Ck(K1×K2,E⊠E∗) = ON(tN ), t→ 0
for all k,N ∈ N.
3. Let K ⊂ M be compact, G–invariant, and denote by N1, · · · , Nk the components
of the fixed point set Mg of g, which intersect K, mj := dimNj. Then there is an
asymptotic expansion, uniformly over K,
tr((g∗e−t∆)(ξ, ξ)) ∼t→0
k∑
j=1
∞∑
n=0
Φj,n(ξ) t
n−mj
d , (1.22)
where the Φj,n are smooth distributions with support on Nj, i. e. there exist ϕj,n ∈
C∞(Nj), such that for ψ ∈ C∞0 (M)
< Φj,n, ψ >=
∫
Nj
ϕj,n(ξ)ψ(ξ)dξ.
In particular, for G–invariant functions ϕ, ψ ∈ C∞0 (M) the operator g∗(ϕe−t∆ψ) is
trace class and
Tr(g∗(ϕe−t∆ψ)) ∼t→0
k∑
j=1
∞∑
n=0
∫
Nj
ϕ(ξ)ψ(ξ)ϕj,n(ξ)dξ t
n−mj
d ,
Supplement Φj,n = 0 if n ≡ 1(mod 2):
In particular, if M is oriented, dimM ≡ 1(mod 2) and g is orientation preserving, then
the coefficient of t0 in the expansion (1.22) vanishes.
Except the supplement, this theorem belongs to the standard repertoire of the an-
alysts [G, 1.6–1.8]. For G = 1, the supplement is [G, Lemma 1.7.4 d], for arbitrary
compatible Dirac operators [BGV, Theorem 6.11]. It seems that for general differential
operators the supplement has not been considered so far. However, it follows easily
from a careful analysis of [G, Sec. 1.8] and hence we do not want to reproduce it here.
1.2 Weighted Sobolev Spaces
In this section we briefly introduce the relevant Sobolev spaces for conical singularities.
A new result is an estimate near the boundary (Proposition 1.2.8) from which we derive
an embedding theorem with asymptotics (Corollary 1.2.9).
Recall from the previous section the notation N∧ := (0,∞)×N . In this section D
denotes again the Mellin derivative −X ∂
∂x
.
Lemma 1.2.1 Let N be a compact manifold and ∆N ∈ Diff2(N,E) be a non–negative
elliptic differential operator of order 2. Then the operator ∆k := (DtD + ∆N)
k is
essentially self–adjoint in C∞0 (N
∧, E) ⊂ L2(N∧, E) for k ∈ Z+.
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Proof We choose an orthonormal basis (φj) of L
2(N,E) with ∆Nφj = λjφj, λj ≥ 0.
We have to show that the deficiency indices of ∆k vanish. Hence we consider f ∈
D((∆k)∗), (∆k)∗f = εf, ε = ±i. We decompose f with respect to (φj)
f =
∞∑
j=0
fj ⊗ φj , fj(x) = (φj|f(x))
and obtain immediately
fj ∈ L2(R+), (DtD + λj)kfj = εfj . (2.1)
Consequently, it suffices to consider the scalar case N = {pt}.
We remark that the equation
(−z2 + z + λj)k = ε
has 2k distinct roots α1, · · · , α2k. Consequently
xαj , j = 1, · · · , 2k,
is a fundamental system of the differential equation (2.1). Thus (2.1) has no nontrivial
square integrable solution on R+.
The last statement is clear, because ∆N ≥ 0 and DtD ≥ 14 , which can be shown
easily using the Mellin transform.
Before defining the Sobolev spaces, we first state a simple lemma about positive
operators whose proof will be omitted.
Lemma and Definition 1.2.2 Let H be a Hilbert space and T ≥ 0 a self–adjoint
operator in H. We put
D∞(T ) := ⋂
k≥1
D(T k)
and, for x, y ∈ D∞(T ) and s ∈ R,
(x|y)s := ((I + T )sx|(I + T )sy).
Let HsT be the completion of D∞(T ) with respect to ‖ · ‖s. Then for s < s′ we have
a continuous embedding DsT →֒ Ds′T and the scalar product (·|·) on D∞(T ) × D∞(T )
extends to an antidual pairing
H−sT ×HsT −→ C.
By complex interpolation theory [T, Sec. I.4] we now have for s1, s2 ∈ R and
θ ∈ [0, 1]
[Hs1T ,Hs2T ]θ = Hθs2+(1−θ)s1T . (2.2)
Consequently we obtain the following simple continuity criterion.
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Lemma 1.2.3 Let E ⊂ D∞(T ) be a simultaneous core for T s, s ∈ R, and (kj)j∈N ⊂
R, kj ր∞. Let P, P t : E → H be formal adjoints, i. e. for x, y ∈ E the following holds
(Px|y) = (x|P ty).
If there exist constants Cj, such that for x ∈ E
‖Px‖kj+l, ‖P tx‖kj+l ≤ Cj‖x‖kj ,
then for every s ∈ R there exists a Cs, such that for x ∈ E
‖Px‖s+l, ‖P tx‖s+l ≤ Cs‖x‖s,
i. e. P, P t have continuous extensions HsT →Hs+lT .
Proof By [T, Theorem I.4.1] the assertion is true for s ≥ k0, by duality also for
s ≤ −k0. Again interpolation yields the assertion for s ∈ [−k0, k0], too.
Definition 1.2.4 We put for s ∈ R
Hs,0(N∧, E) := Hs/2∆ ,
Hs,γ(N∧, E) := XγHs,0(N∧, E),
where the scalar products in Hs,γ(N∧, E) are defined by
(f |g)s,γ := (X−γf |X−γg)s,0 := (∆s/2(X−γf)|∆s/2(X−γg))L2(N∧,E). (2.3)
The last definition makes sense, because ∆ ≥ 1
4
. It is easy to check that another choice
of ∆N yields the same spaces with equivalent norms.
Lemma 1.2.5 C∞0 (N
∧, E) is dense in Hs,γ(N∧, E) for s ∈ R+, γ ∈ R.
Proof Since Xγ : Hs,γ → Hs,0 is an isometry, which maps C∞0 (N∧, E) into itself, it
suffices to prove the assertion for γ = 0. For s/2 ∈ Z+ this is the statement of Lemma
1.2.1. For real s/2 the assertion follows by interpolation.
We find for f, g ∈ Hs,γ(N∧, E)
(f |g)s,γ = (∆s/2(X−γf)|∆s/2(X−γg))0,0
=
1
2πi
∫
Γ 1
2
((M(∆s/2X−γf))(z)|(M(∆s/2X−γg))(z))L2(E)dz (2.4)
=
1
2πi
∫
Γ 1
2
((1− z)z +∆N )s/2(Mf)(z − γ)|((1− z)z +∆N)s/2(Mg)(z − γ))dz,
such that we could have defined Hs,γ(N∧, E) also in this way (cf. [Sch2, Sec. 1.1.1]).
Thus our definition is compatible with the definition in loc. cit.
Let M be a compact manifold with conic singularities and E → M a hermitian
vector bundle. We choose a non–negative elliptic differential operator of order 2, ∆M ,
on E such that
∆M |U = DtD +∆.
∆M also is essentially self–adjoint (cf. Section 4.2). Moreover let ̺ ∈ C∞(M) with
̺ > 0, ̺(x, p) = x for x ∈ U.
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Definition 1.2.6 We put for s ∈ R
Ks,0(M,E) := Hs/2∆M ,
Ks,γ(M,E) := ̺γKs,0(M,E),
where the scalar products are defined analogously to (2.3) by
(f |g)s,γ := (̺−γf |̺−γg)s,0 := (∆s/2M (̺−γf)|∆s/2M (̺−γg))L2(E).
Lemma 1.2.7 C∞0 (E) is dense in Ks,γ(M,E) for s ∈ R+, γ ∈ R.
Proof The proof is completely analogous to the proof of Lemma 1.2.5.
We turn back to the model cone N∧ = R+ ×N .
Proposition 1.2.8 Let s ≥ 1. Then there exists a constant C such that for f ∈
Hs,γ(N∧, E) the following holds: f(x) ∈ Hs− 12 (N,E) and
‖f(x)‖
Hs−
1
2 (N,E)
≤ Cxγ− 12‖f‖s,γ.
Proof That f(x) ∈ Hs− 12 (N,E) is a consequence of the so-called trace theorem [T,
Theorem I.3.5]. However, we will not use loc. cit. and give an elementary proof of this
fact. Obviously, it suffices to prove the assertion for γ = 0.
Let (φj) be an orthonormal basis of L
2(N,E) with ∆Nφj = λjφj, λj ≥ 0. If f ∈
C∞0 (N
∧, E), we have a representation
f =
∞∑
j=0
fj ⊗ φj , fj(x) = (φj|f(x))
in L2(N∧, E). We have
∆
1
2f =
∞∑
j=0
((DtD + λj)
1
2 fj)⊗ φj =:
∞∑
j=0
gj ⊗ φj.
The inversion formula (1.18) of the Mellin transform yields
fj(x) =
1
2πi
∫
Γ 1
2
x−z((1− z)z + λj)− 12Mgj(z)dz
=
1
2π
∫
R
x−
1
2
−iξ(ξ2 +
1
4
+ λj)
− 1
2Mgj(
1
2
+ iξ)dξ,
hence by Cauchy–Schwarz
|fj(x)| ≤ cx− 12 (λj + 1
4
)−
1
4‖gj‖.
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Since ∆N is elliptic, the H
s− 1
2 norm on E is equivalent to the graph norm of the
operator ∆
s
2
− 1
4
N . Consequently we find
‖f(x)‖2
Hs−
1
2 (N,E)
≤ c1
∞∑
j=0
(λj +
1
4
)s−
1
2 |fj(x)|2
≤ c2x−1
∞∑
j=0
(λj +
1
4
)s−1‖(DtD + λj) 12fj‖2
≤ c3x−1‖(DtD +∆N) s2 f‖2
≤ c3x−1‖f‖2s,0.
The assumption s ≥ 1 was used in the penultimate inequality.
Since C∞0 (N
∧, E) is dense in Hs,γ(N∧, E), we have shown that
ix : Hs,γ(N∧, E)→ Hs− 12 (N,E), f 7→ f(x)
is continuous with ‖ix‖ ≤ cxγ− 12 and we are done.
Corollary 1.2.9 (Embedding theorem) If s > m
2
then Hs,γ(N∧, E) ⊂ C(N∧, E).
Moreover, there exists a C, such that for f ∈ Hs,γ(N∧, E)
|f(x, p)| ≤ Cxγ− 12‖f‖s,γ.
Proof Since Hs,γ(N∧, E) ⊂ Hsloc(N∧, E), the first assertion follows from the classical
Sobolev embedding theorem. Moreover we have s− 1
2
> dimN
2
and loc. cit. yields
|f(x, p)| ≤ C ‖f(x)‖
Hs−
1
2 (N,E)
,
and the assertion follows from the preceding proposition.
Proposition 1.2.10 1. P ∈ Diffµ,νc (N∧, E) has a continuous extension
Hs,γ(N∧, E)→Hs−µ,γ−ν(N∧, E) for every s, γ ∈ R.
2. Let P ∈ Diffµ,ν(N∧, E), ϕ ∈ C∞0 (R), γ ∈ R. Then the operator Pϕ extends by
continuity to a linear operator Hµ,γ(N∧, E)→ H0,γ−ν(N∧, E). More precisely, there is
a C > 0, such that
‖Pϕf‖0,γ−ν ≤ C‖ϕf‖µ,γ.
3. If even P ∈ Diffµ,νsm (N∧, E), then the operator Pϕ has a continuous extension
Hs,γ(N∧, E)→Hs−µ,γ−ν(N∧, E) for arbitrary s ∈ R.
4. For σ ≥ 0, ϕ ∈ C∞0 (R) the operator Xσϕ has a continuous extension
Hs,γ(N∧, E)→Hs,γ(N∧, E). In particular we have for γ1 < γ2
ϕHs,γ2(N∧, E) ⊂ Hs,γ1(N∧, E).
If supp ϕ ⊂ [0, r] then
‖Xσϕf‖0,γ ≤ rσ‖ϕ‖∞‖f‖0,γ.
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Proof 1. We compute
‖Pf‖2s−µ,γ−ν = ‖Xν−γPf‖2s−µ,0
=
1
2π
∫
Γ 1
2
‖Rs−µ(z)σµ,νM (P )(z − γ)(Mf)(z − γ)‖2L2(E)|dz|
≤ c
∫
Γ 1
2
‖Rs(z)(Mf)(z − γ)‖2L2(E)|dz|
= c‖f‖s,γ.
2. It suffices to consider P = X−νA(x)Dk, A(x) ∈ Diffµ−k(EN ). Then we find
‖Pϕf‖20,γ−ν = ‖X−γA(x)Dkϕf‖20,0
=
∫ ∞
0
‖x−γA(x)(Dkϕf)(x)‖2L2(EN )dx
≤ sup
x∈supp ϕ
‖A(x)‖Hµ−k→H0
∫ ∞
0
‖(1
4
+ ∆N)
µ−k
2 x−γ(Dkϕf)(x)‖2L2(EN )dx
= C‖(1
4
+ ∆N )
µ−k
2 X−γ(Dkϕf)‖2
≤ C‖∆µ−k2 X−γ(Dkϕf)‖2
= C‖Dkϕf‖µ−k,γ
≤ C‖ϕf‖µ,γ.
3. We use Lemma 1.2.3. By Lemma 1.1.13 we have (DtD+∆N )
kP ∈ Diffµ+2k,νsm for
k ∈ N. Hence by 2. the assertion follows for s = µ + 2k. If ψ ∈ C∞0 (R), ψ ≡ 1 on
supp ϕ, we can write (Pϕ)t = Qψ with suitable Q ∈ Diffµ,νsm . Then (Pϕ)t is continuous
Hs,γ → Hs−µ,γ−ν for these s, too. Now Lemma 1.2.3 yields the assertion.
4. The proof is analogous to the proof of 3.
1.3 The Parametrix Construction
In this section we construct parametrices for elliptic differential operators of Fuchs
type near the boundary. This has important consequences for an elliptic differential
operator of Fuchs type on a compact manifold with conic singularities: the space of
closed extensions is finite dimensional and all closed extensions are Fredholm opera-
tors. Moreover, a global Ga˚rding inequality can be deduced for these operators. The
following definition is due to Schulze [Sch2, Sec. 1.1.4].
Definition 1.3.1 Let N be a compact manifold and E a hermitian vector bundle over
N . For µ ∈ R we define Mµ(N,E) to be the space of all meromorphic functions a(z)
on C with values in Lµcl(N,E), the classical pseudodifferential operators of order µ [Sh,
Sec. I.3.7], having the following properties:
(i) For c, c′ ∈ R the number of poles of a in the strip Γc,c′ is finite.
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(ii) For z0 ∈ C, the principal part of the Laurent expansion of a about z0 is of the
form
mz0∑
k=0
Rz0k(z − z0)−(k+1) (3.1)
with smoothing operators Rz0k ∈ C∞(E ⊠ E∗) of finite rank.
(iii) If χ ∈ C∞(C), χ ≡ 0 in a neighborhood of the poles of a in Γc,c′, and χ(z) = 1
for |z| large enough, then
(χa)(β + iτ) ∈ Lµcl(E;Rτ )
uniformly for β ∈ [c, c′]. Here, Lµcl(E;Rτ ) denotes the space of parameter de-
pendent classical pseudodifferential operators with parameter τ ∈ R [Sh, Sec.
II.9].
We put
spec (a) := {z ∈ C | a is not holomorphic in z}. (3.2)
For P ∈ Diffµ,ν(N∧, E), we also write spec (σµ,νM (P )) instead of spec (σµ,νM (P )−1).
This is compatible with Proposition and Definition 1.1.9.
Example If P ∈ Diffµ,ν(N∧, E), we certainly have σµ,νM (P ) ∈ Mµ(N,E). If P is
elliptic, then also σµ,νM (P )
−1 ∈M−µ(N,E) by Proposition and Definition 1.1.9.
Definition 1.3.2 Let a ∈ Mµ(N,E) and spec (a) ∩ Γ 1
2
−λ = ∅. Then we put for f ∈
C∞0 (R+, C
∞(N,E)) ∼= C∞0 (N∧, E)
Qν,λ(a)f := M−11
2
−λ(a(Mf)(·+ ν)).
For elliptic P ∈ Diffµ,ν(N∧, E) we put
Qλ(P ) := Qν,λ(σµ,νM (P )
−1),
if spec (σµ,νM (P )) ∩ Γ 1
2
−λ = ∅.
First of all we consider the formal adjoints of these operators in L2(N∧, E).
Lemma 1.3.3 The formal adjoints in L2(N∧, E) are given by
1. Qν,λ(a)t = Qν,ν−λ(a(·+ ν − 2λ)∗).
2. Qλ(P t)t = Qν−λ(P ) for P ∈ Diffµ,ν(N∧, E).
Proof 1. We compute
(Qν,λf |g) =
∫ ∞
0
x−2λ(M−11
2
−λ(a(Mf)(·+ ν))(x)|x2λg(x))dx
=
1
2πi
∫
Γ 1
2
−λ
((Mf)(z + ν)|a(z)∗(Mg)(z + 2λ))dz
=
1
2πi
∫
Γ 1
2+λ−ν
((Mf)(z − 2λ+ 2ν)|a(z − 2λ+ ν)∗(Mg)(z + ν))dz
=
∫ ∞
0
x2λ−2ν(x−2λ+2νf(x)|M−11
2
+λ−ν(a(· − 2λ+ ν)∗(Mg)(·+ ν))(x))dx
= (f |Qν,ν−λ(a(· − 2λ+ ν)∗)g).
2. Using Lemma 1.1.13 the assertion is an easy consequence of 1.
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Definition 1.3.4 For a ∈Mµ(N,E) we define ra(z0) ∈ Z+ as follows: if
mz0∑
k=0
Rz0k(z − z0)−(k+1)
is the principal part of the Laurent expansion about z0, then
T :
mz0⊕
l=0
L2(E)→
mz0⊕
l=0
L2(E), (Tf)l :=
mz0∑
k=l
Rz0kfk−l
is an operator of finite rank and we put ra(z0) := rank(T ).
Remark If mz0 = 0, then ra(z0) = rank(Rz00). For the operator in (1.11) (cf.
(1.14)), a simple calculation shows rσ1,1
M
(P )−1(z0) = dimV = algebraic multiplicity of z0.
Proposition 1.3.5 Let ν ≥ λ1 > λ2 ≥ 0 and a ∈ Mµ(N,E) with spec (a) ∩ Γ 1
2
−λj =
∅, j = 1, 2. Then Qν,λ2(a)−Qν,λ1(a) is an operator of finite rank. More precisely
rank(Qν,λ2(a)−Qν,λ1(a)) = ∑
z∈Γ 1
2
−λ1,
1
2
−λ2
ra(z).
For f ∈ C∞0 (R+, C∞(N,E)) we have
((Qν,λ1(a)−Qν,λ2(a))f)(x) = ∑
z∈spec (a)∩Γ 1
2−λ1,
1
2−λ2
mz∑
l=0
ζzl(f)x
−z logl x
with linear maps ζzl : C
∞
0 (R+, C
∞(N,E))→ ⊕mzk=l im Rzk ⊂ C∞(N,E).
Proof For f ∈ C∞0 (R+, C∞(E)) we find
(Qν,λ2(a)f −Qν,λ1(a)f)(x) = 1
2πi
(
∫
Γ 1
2
−λ2
−
∫
Γ 1
2
−λ1
)x−za(z)(Mf)(z + ν)dz.
Since (Mf)(· + ν)|Γc ∈ S(Γc, C∞(N,E)) decreases rapidly enough at infinity, we may
apply the residue theorem and obtain∑
z0∈spec (a)∩Γ 1
2
−λ1,
1
2
−λ2
Resz=z0(x
−za(z)(Mf)(z + ν))
=
∑
z0∈spec (a)∩Γ 1
2
−λ1,
1
2
−λ2
mz0∑
k=0
Resz=z0x
−z(z − z0)−(k+1)Rz0k(Mf)(z + ν).
Since (Mf)(·+ ν) is an entire holomorphic function, we find the inner sum to be
mz0∑
k=0
Rz0k
1
k!
(
d
dz
)kx−z(Mf)(z + ν)|z=z0
=
mz0∑
k=0
Rz0k
1
k!
k∑
l=0
(
k
l
)
(−1)l(Mf)(k−l)(z0 + ν)x−z0 logl x
=
mz0∑
l=0
(mz0∑
k=l
(−1)l
l!(k − l)!Rz0k(Mf)
(k−l)(z0 + ν)
)
x−z0 logl x
=:
mz0∑
l=0
ζz0l(f)x
−z0 logl x.
From this all assertions follow.
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Furthermore, the proof shows that ζzl has a continuous extension L
2,λ1([0, x0] ×
N,E)→ ⊕mzk=l im Rzk ⊂ C∞(N,E) for arbitrary x0 ∈ R+. (cf. Lemma 1.1.14).
Lemma 1.3.6 Let a ∈ Mµ(N,E), ν ≥ λ ≥ 0. If spec (a) ∩ Γ 1
2
−λ = ∅, the operator
Qν,λ(a) has a continuous extension
Hs,λ−ν(N∧, E)→Hs−µ,λ(N∧, E)
for all s, γ ∈ R.
In particular, for ϕ ∈ C∞0 (R), the operator Qν,λϕ has a continuous extension Hs,0 →
Hs−µ,λ.
Proof For f ∈ C∞0 (R+, C∞0 (N,E)) we find
‖Qν,λ(a)f‖2s−µ,λ =
1
2π
∫
Γ 1
2
−λ
‖Rs−µ(z)a(z)(Mf)(z + ν)‖2L2(E)|dz|
≤ 1
2π
∫
Γ 1
2
−λ
‖Rs−µ(z)a(z)R−s(z + λ)‖‖Rs(z + λ)(Mf)(z + ν)‖2L2(E)|dz|
≤ c
2π
∫
Γ 1
2
‖Rs(z)(Mf)(z + ν − λ)‖2L2(E)|dz| = c‖f‖2s,λ−ν.
The second assertion is a consequence of Proposition 1.2.10.
Now we turn to the case spec (a) ∩ Γ 1
2
−ν 6= ∅. In order to do this we need the
following (cf. [BS3, Lemma 2.1]):
Lemma 1.3.7 For Re α = 1
2
− ν, k ∈ Z+ let
K : C∞0 (R+)→ C∞(R+), (Kf)(x) :=
∫ ∞
x
(
x
y
)−αyν−1 logk(
x
y
)f(y)dy.
Suppose ϕ ∈ C∞0 (R+) and 0 < ε < ν, then Kϕ extends by continuity to an operator
Hs,0(R+)→Hs+1,ν−ε(R+). Moreover, for δ > 0 there is a c(δ), such that for 0 < x ≤ δ
|(Kϕf)(x)| ≤ xν− 12
{
| log x|k+ 12 (
∫ δ
0
|f(y)|2dy) 12 + c(δ)| logx|k‖f‖2
}
.
Proof One checks that for 0 < ε < ν,
Kf = Qν,ν−ε(a)f
with
a(z) =
(−1)kk!
(z − α)k+1
(cf. also (2.1.8)). Now the first assertion is a consequence of Lemma 1.3.6. The
inequality is an easy calculation.
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Summing up we have:
Proposition and Definition 1.3.8 Let a ∈Mµ(N,E), ν > 0. We choose ε > 0, such
that spec (a) ∩ Γ 1
2
−ν, 1
2
−ν+ε = ∅ and put
Qν,ν−(a) := Qν,ν−
ε
2 (a) on C∞0 (R+, C
∞(N,E)).
Then, for δ > 0 and ϕ ∈ C∞0 (R+), the operator Qν,ν−(a)ϕ has a continuous extension
Hs,0(N∧, E)→Hs,ν−δ(N∧, E).
If
m := maxz∈spec (a)∩Γ 1
2−ν
mz,
then we have, for f ∈ L2(N∧, E),
‖(Qν,ν−(a)ϕf)(x)‖L2(E) = o(xν− 12 | log x|m+ 12 ) (3.3)
as x→ 0.
If spec (a) ∩ Γ 1
2
−ν = ∅ holds, then Qν,ν−(a) = Qν,ν(a) and (3.3) can be replaced by
O(xν−
1
2 ).
For elliptic P ∈ Diffµ,ν(N∧, E) we put
Qmin(P ) := Qν,ν−(σµ,νM (P )
−1
).
Analogously we put for spec (a) ∩ Γ 1
2
−ε, 1
2
= ∅
Qν,0+(a) := Qν,
ε
2 (a) on C∞0 (R+, C
∞(N,E)).
Furthermore, for the P defined above, put
Qmax(P ) := Qν,ν+(σµ,νM (P )
−1
).
The adjoints in L2(N∧, E) are given by
Qν,ν−(a)∗ = Qν,0+(a(· − ν)∗)
Qmax/min(P t)∗ = Qmin/max(P ).
Proof We only have to show (3.3), which is an easy consequence of the preceding
lemma.
Remark We will see later that (3.3) is the natural generalization of [B3, Corollary
3.2].
In the sequel, let P ∈ Diffµ,ν(N∧, E), ν > 0, be a fixed elliptic operator. We
decompose
P = X−ν
µ∑
k=0
Ak(x)D
k
into
P = P0 + P1 (3.4)
1.3. The Parametrix Construction 31
where
P0 = σ
µ,ν
M (P )(D) = X
−ν
µ∑
k=0
Ak(0)D
k
and P1 ∈ Diffµ,ν−δ(N∧, E). W. l. o. g. we may choose δ in such a way, that
spec (σµ,νM (P ) ∩ Γ 1
2
−δ) = ∅.
For convenience we will write Qλ, Qmax/min instead of Qλ(P ), Qmax/min(P ) etc.
Lemma 1.3.9 Let 0 ≤ λ ≤ ν such that spec (σµ,νM (P )) ∩ Γ 1
2
−λ = ∅.
1. For f ∈ C∞0 (R+, C∞0 (N,E)) we have
QλP0f = f, P0,maxQ
λf = f.
2. Let ϕ ∈ C∞0 (R+) with ϕ ≡ 1 near 0. For f ∈ L2(N∧, E) we have Qλϕf ∈
D(P0,max) and
P0,maxQ
λϕf = ϕf.
Likewise, for f ∈ D(P0,max),
QmaxP0,max(ϕf) = ϕf.
3. If ψ, ϕ ∈ C∞0 (R+), ψ, ϕ ≡ 1 near 0, then im (ψQminϕ) ⊂ D(P0,min).
Proof 1. is an easy calculation using the Mellin transform.
2. For g ∈ C∞0 (R+, C∞0 (N,E)) we find
(Qλ(P0)ϕf |P t0g) = (ϕf |Qν−λ(P t0)P t0g)
= (ϕf |g)
and the first assertion follows. The second assertion can be shown analogously.
3. Let f ∈ D(P t0,max), g ∈ L2(N∧, E), and χ ∈ C∞0 (N∧) with χ| supp [P t0 , ψ] ≡ 1.
Note that [P t0, ψ] is a differential operator of order ≤ µ− 1 with compact support and
by Lemma 1.1.15
im (χQminϕ) ⊂ Hµ(supp χ,E) ⊂ D([P t0, ψ]tmin) ∩ D(ψP0,min) ∩ D(P0,minψ).
We find
(P t0,maxf |ψQminϕg) = −([P t0 , ψ]f |Qminϕg) + (Qmax(P t0)P t0,maxψf |ϕg)
= −([P t0 , ψ]f |χQminϕg) + (ψf |ϕg)
= (f |[P0, ψ]Qminϕg) + (ψf |ϕg)
= (f |P0,maxψQminϕg)
and the assertion follows.
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Lemma 1.3.10 1. For any ε > 0 there is an ω ∈ C∞0 (R), ω ≡ 1 near 0, such that, for
f ∈ C∞0 (R+, C∞0 (N,E)),
‖P1ωf‖0,0 ≤ ε‖P0ωf‖0,0.
2. For any ε > 0 and ψ ∈ C∞0 (R), there is an ω ∈ C∞0 (R), ω ≡ 1 near 0, such that
‖ωP1Qminψ‖ ≤ ε.
Proof 1. Let ω ∈ C∞0 (−1, 1), ω ≡ 1 near 0, and ψ ∈ C∞0 (R) with ψ|[−1, 1] ≡ 1.
Putting ωn := ω(n·) we obtain
‖P1ωnf‖0,0 = ‖P1ψωnf‖0,0
≤ C ‖ωnf‖µ,ν−δ, (by Prop. 1.2.10)
= C ‖QδP0ωnf‖µ,ν−δ, (by Lemma 1.3.9)
≤ C ′ ‖P0ωnf‖0,−δ, (by Lemma 1.3.6)
= C ′ ‖XδP0ωnf‖0,0
≤ C ′ n−δ‖P0ωnf‖0,0, (by Prop. 1.2.10).
For n large enough, the assertion follows.
2. Analogously, for f ∈ L2(N∧, E), we have
‖ωnP1Qminψf‖0,0 = ‖ωnX δ2X− δ2P1Qminψf‖0,0
≤ cn− δ2‖ω1P1Qminψf‖0, δ
2
≤ c′n− δ2‖Qminψf‖µ,ν− δ
2
≤ c′′n− δ2‖f‖0,0.
These are the decisive estimates. 1. shows that for δ small enough, on (0, δ)×N the
operator P1 is P0–bounded with arbitrary small P0–bound. We are now able to apply
the perturbation theory [We, Sec. 5.3].
First, we state a direct consequence of Proposition 1.3.5 and Lemma 1.3.9.
Proposition 1.3.11 Let ϕ ∈ C∞0 (R), ϕ ≡ 1 near 0. There are continuous linear maps
σzl : D(P0,max) −→
mz⊕
k=l
im Rzk ⊂ C∞(N,E),
such that for f ∈ D(P0,max)(ϕf)(x)− ϕ(x) ∑
z∈spec (σµ,νM (P0))∩Γ 1
2
−ν, 1
2
mz∑
l=0
σzl(f)x
−z logl x
 ∈ ϕD(P0,min).
We have
dimϕD(P0,max)/ϕD(P0,min) =
∑
z∈Γ 1
2−ν,
1
2
rσµ,νM (P0)−1(z), (3.5)
in particular if spec (σµ,νM (P0)) ∩ Γ 1
2
−ν, 1
2
= ∅
ϕD(P0,max) = ϕD(P0,min).
If spec (σµ,νM (P0)) ∩ Γ 1
2
−ν = ∅ then
ϕD(P0,min) = ϕHµ,ν(N∧, E).
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Proof Let ϕ˜, ψ1, ψ2 ∈ C∞0 (R), ϕ˜| supp ϕ ≡ 1, ψj| supp ϕ˜ ≡ 1. As a consequence
of Lemma 1.3.9 we have ψ1Q
minψ2P0,maxϕ˜f =: f0 ∈ D(P0,min) and Proposition 1.3.5
implies
(ϕ˜f)(x) = (ψ1Q
maxψ2P0,max(ϕ˜f))(x)
= ψ1(x)
∑
z∈spec (σµ,ν
M
(P0))∩Γ 1
2
−ν, 1
2
mz∑
l=0
σzl(f)x
−z logl x+ f0(x).
Multiplication by ϕ(x) gives the first assertion. The statement about dimensions follows
again from Proposition 1.3.5.
If spec (σµ,νM (P0))∩Γ 1
2
−ν = ∅, then Qmin = Qν and we are done by Lemma 1.3.9 and
Lemma 1.3.6.
Remark For the operators in (1.11) the formula (3.5) is [BS3, p. 671 ff].
Proposition 1.3.12 Let ϕ ∈ C∞0 (R), ϕ ≡ 1 near 0. Then the following is true:
1. ϕD(Pmin) = ϕD(P0,min).
2. If spec (σµ,νM (P )) ∩ Γ 1
2
−ν, 1
2
= ∅ then
ϕD(Pmin) = ϕD(Pmax).
3. If spec (σµ,νM (P )) ∩ (Γ 1
2
−λ, 1
2
∪ Γ 1
2
−λ) = ∅ then
ϕD(Pmax) ⊂ Hµ,λ(N∧, E),
in particular, there is an ε > 0, such that
ϕD(Pmax) ⊂ Hµ,ε(N∧, E).
Proof Let ω ∈ C∞0 (R) be chosen according to Lemma 1.3.10 with ε = 12 and ω ≡ 1
near 0. Moreover, let supp ω be small enough such that P˜ = P0 + ωP1ω is elliptic. By
the local theory page 18ff, it suffices to prove the proposition for this operator and we
write again P instead of P˜ .
1. A simple consequence of the estimate Lemma 1.3.10 is
Pmin = P0,min + (ωP1ω)min.
2. W. l. o. g. assume ω to be chosen in such a way that P t1ω is also P
t
0ω–bounded
with bound 1
2
. It suffices to prove the following:
(i) (ωP1ω)max/min is P0,max/min–bounded,
(ωP t1ω)max/min is P
t
0,max/min–bounded.
(ii) P0,max/min + t(ωP1ω)max/min is closed on D(P0,max/min) for 0 ≤ t ≤ 1. The corre-
sponding statement holds for the adjoint operators as well.
34 1. Differential Operators of Fuchs Type
Namely, by [We, Theorem 5.27] this yields
Pmax = (P
t)∗ = (P tmin)
∗ = (P t0,min + (ωP
t
1ω)min)
∗
= P0,max + (ωP1ω)max
with domain D(P0,max). Thus
ϕD(Pmax) = ϕD(P0,max) = ϕD(P0,min) = ϕD(Pmin).
It remains to prove (i) and (ii).
(i): (ωP1ω)max/min is closed and since spec (σ
µ,ν
M (P0)) ∩ Γ 1
2
−ν, 1
2
= ∅ we have
D((ωP1ω)max/min) ⊃ D(P0,max/min). Hence (i) is a consequence of [Y, Theorem II.6.2].
(ii): We prove that Pt := P0,max + t(ωP1ω)max is closed on D(P0,max). The other
statements are proved similarly. Thus choose (fn) ⊂ D(P0,max), such that fn → f and
Ptfn = P0,maxfn+ t(ωP1ω)maxfn converges. Let ϕ ∈ C∞0 (R), ϕ ≡ 1 near 0, and ωϕ = ϕ.
By Lemma 1.1.16 we also have ϕfn ⊂ D(P0,max) and ϕfn converges in the graph norm
of Pt. Since spec (σ
µ,ν
M (P )) ∩ Γ 1
2
−ν, 1
2
= ∅, we even have ϕfn ⊂ D(P0,min) and, since
supp (ϕfn) is small enough, we find
‖ωP1ωϕfn‖ ≤ 1
2
‖P0ϕfn‖,
thus
‖P0ϕfn‖ ≤ ‖Ptϕfn‖+ ‖ωP1ωϕfn‖ ≤ ‖Ptϕfn‖+ 1
2
‖P0ϕfn‖,
i. e. P0ϕfn converges. Hence we have proved ϕf ∈ D(P0,min). From local elliptic
regularity it follows that ψf ∈ D(P0,min) for arbitrary ψ ∈ C∞0 (R), in particular for
ψ with ψ| supp ω ≡ 1. But for such ψ we have Pt(1 − ψ)fn = P0(1 − ψ)fn, thus
(1− ψ)f ∈ D(P0,max) and we are done.
3. If f ∈ D(Pmax) then ϕf ∈ D((Xν−λP )max) and the assertion is a consequence of
2., 1. and Proposition 1.3.11.
We state an immediate consequence of these considerations.
Corollary 1.3.13 (Ga˚rding inequality) For ϕ as above and λ < ν we have
ϕD(Pmin) ⊂ ϕHµ,λ(N∧, E)
and for f ∈ D(Pmin) we have the estimate
‖ϕf‖µ,λ ≤ C(‖ϕf‖0,0 + ‖Pminϕf‖0,0). (3.6)
If σµ,νM (P ) is invertible on Γ 1
2
−ν, then
ϕD(Pmin) = ϕHµ,ν(N∧, E)
and (3.6) also holds for λ = ν.
Proof We choose ψ ∈ C∞0 (R+), ψ| supp ϕ ≡ 1, and obtain for
f ∈ C∞0 (R+, C∞(N,E)) and λ < ν (resp. ≤ ν)
‖ϕf‖µ,λ = ‖QminψP0ϕf‖µ,λ
≤ c‖P0ϕf‖0,0.
Using Lemma 1.3.10 the assertion follows.
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Corollary 1.3.14 Let ε > 0 and ϕ be the same as in Proposition 1.3.11 3. We have
for f ∈ D(Pmax)
‖ϕf‖µ,ε ≤ C(‖f‖+ ‖Pmaxf‖).
In particular, if ordP > m
2
then the inclusion D(Pmax) ⊂ C(N∧, E) holds, and for
x0 > 0 there is a Cx0, such that for f ∈ D(Pmax), x ≤ x0, p ∈ N
|f(x, p)| ≤ Cx0xε−
1
2 (‖f‖+ ‖Pmaxf‖).
Proof The first estimate is equivalent to saying that the map
D(Pmax)→Hµ,ε(N∧, E), f 7→ ϕf
is continuous. This follows from the closed graph theorem. The second estimate is a
consequence of Proposition 1.2.9 and the first estimate.
Lemma 1.3.15 Let P : C∞0 (E) → C∞0 (F ) be a differential operator between sections
of the hermitian vector bundles E, F over the Riemannian manifold M . Assume that
Pmin and Pmax are Fredholm operators. Then
dimD(Pmax)/D(Pmin) = indPmax − indPmin <∞
and consequently every closed extension of P is a Fredholm operator.
Proof Consider the inclusion i : D(Pmin) →֒ D(Pmax). Since Pmin = Pmax ◦ i, i is
Fredholm and
dimD(Pmax)/D(Pmin) = −ind(i) = indPmax − indPmin <∞.
Proposition 1.3.16 Let M be a compact manifold with conical singularities and P ∈
Diffµ,ν(E, F ), ν > 0, an elliptic operator. Then the closed extensions of P are all
Fredholm operators and the space
D(Pmax)/D(Pmin)
is finite dimensional.
Proof By the preceding lemma, the last assertion is clear, if we can show that
Pmax/min are Fredholm.
Let U = (0, ε)×N be a neighborhood of the boundary. We choose ω, ψ ∈ C∞0 ([0, ε))
according to Lemma 1.3.10 in such a way that
‖ωP1Qminψ‖ < 1
2
.
We may assume that ω| supp ψ ≡ 1. We may think of ω, ψ as functions onM , extended
by 0. Next we choose an interior parametrix Qψ, such that
PQψ = 1− ψ +K
36 1. Differential Operators of Fuchs Type
with compact K. With
Q := Qψ + ωQ
minψ
we find
Pmax/minQ = 1− ψ +K + [P, ω]Qminψ + ωP0Qminψ + ωP1Qminψ︸ ︷︷ ︸
=:R
= I +K + [P, ω]Qminψ +R.
Since [P, ω] is a differential operator with compact support of order ≤ µ−1, [P, ω]Qminψ
is compact. Since ‖R‖ < 1, Q(I +R)−1 is a right parametrix for Pmax/min. Analogously
we find a right parametrix for P tmin/max, whose adjoint then is a left parametrix for
Pmax/min.
For the remainder of the section letM be a compact manifold with conic singularities
and let P ∈ Diffµ,ν(M,E), ν > 0, be an elliptic differential operator.
Corollary 1.3.17 We have
dimD(Pmax)/D(Pmin) =
∑
z∈Γ 1
2−ν,
1
2
rσµ,νM (P )−1(z).
Proof If near the boundary P ∈ Diffµ,νc ((0, ε) × N,E), then the assertion holds
by Proposition 1.3.11. On (0, ε) × N we decompose P as in (3.4) and choose ω ∈
C∞0 ([0, ε))×N), ω ≡ 1 near 0, such that P˜ = P − ωP1ω remains elliptic. Then
ind(Pmin) = ind(P˜min)
and analogously
ind(Pmax) = −ind(P tmin) = −indP˜ tmin = indP˜max.
Then by Lemma 1.3.15 we are done.
Proposition 1.3.18 (Global Ga˚rding inequality) For λ < ν there is an inclusion
D(Pmin) ⊂ Kµ,λ(M,E) and there is a cλ > 0, such that for f ∈ D(Pmin)
‖f‖µ,λ ≤ cλ(‖f‖0,0 + ‖Pf‖0,0). (3.7)
If spec (σµ,νM (P )) ∩ Γ 1
2
−ν = ∅ then D(Pmin) = Kµ,λ(M,E) and (3.7) also holds in this
case.
Proof The assertion is a consequence of Corollary 1.3.13 and the classical Ga˚rding
inequality in the interior [G, Lemma 1.3.1].
Proposition 1.3.19 There is an ε > 0, such that D(Pmax) ⊂ Kµ,ε(M,E). Further-
more, for f ∈ D(Pmax),
‖f‖µ,ε ≤ c(‖f‖0,0 + ‖Pf‖0,0).
Proof The inclusion D(Pmax) ⊂ Hµ,ε(M,E) follows from the corresponding lo-
cal statement, Lemma 1.3.12. The asserted estimate is equivalent to saying that
D(Pmax) →֒ Kµ,ε(M,E) is continuously embedded. This follows from the closed graph
theorem.
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Corollary 1.3.20 If ord (P ) > m
2
then D(Pmax) ⊂ C(M,E). If ε > 0 is chosen as in
the preceding proposition then there is a c > 0, such that for f ∈ D(Pmax)
|f(p)| ≤ c̺(p)ε− 12 (‖f‖+ ‖Pf‖).
Proof Near the boundary, the estimate follows from Corollary 1.2.9 and the preced-
ing proposition. This also implies the global estimate. See also Propostion 1.4.3 in the
next section.
1.4 The Singular Elliptic Estimate
In this section we are going to axiomize the results of the last section. In the sequel let
M be a Riemannian manifold, dimM = m, and U ⊂ M an open subset
with smooth compact boundary N := ∂U .
(4.1)
The philosophy, standing behind this, is to consider U as the ”singular part” of M ; for
example U = (0, ε)×N in the case of conic singularities.
Definition 1.4.1 We put
C∞U (M) := {ϕ ∈ C∞(M) | supp (ϕ) ∩ (M \ U) compact}.
A subset K ⊂ M , K ⊃ U will be called (relative) U–compact, if the quotient space
K/U is (relative) compact in M/U .
This is equivalent to saying that K ∩ (M \ U) is (relative) compact.
Let E be a hermitian vector bundle and
P0 : C
∞
0 (E)→ C∞0 (E)
a symmetric elliptic differential operator of order µ. We will only deal with those closed
extensions P : D(P )→ L2(E) of P0, for which D(P ) is invariant under multiplication by
functions ϕ ∈ C∞U (M) satisfying ϕ|U ≡ 1. This holds true without further assumptions
if M \ U is compact, because then we have 1 − ϕ ∈ C∞0 (M). We assume that in this
sense P0 has a self-adjoint extension, P , and define
KD(P, U) := {s ∈ D(P ) | supp s ⊂ U, dist (supp s, ∂U) > 0} . (4.2)
We content ourselves to self–adjoint operators to have the spectral theorem at hand.
For an arbitrary operator P one may consider(
0 P
P ∗ 0
)
.
Then the following considerations have to be done for P and P ∗.
Equipped with the graph norm of P , KD(P, U) becomes a pre–Hilbert space. By
extending sections by 0, we have the natural inclusions
α : KD(P, U) →֒ D(P ) , i : KD(P, U) →֒ L2(E) . (4.3)
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Definition 1.4.2 We say that
(i) P has the Rellich property on U , if i is compact.
(ii) P satisfies the singular elliptic estimate on U (or short: it has the property (SE)),
if there is a function ̺ ∈ L2loc(M) ∩ C(M), ̺ > 0, ̺|U ∈ L2(U) and l ∈ R+ such
that for x ∈ U and s ∈ KD(P l, U)
(SE) |s(x)| ≤ ̺(x)(‖s‖L2(U,E) + ‖P ls‖L2(U,E)). (4.4)
A priori the property (SE) is local in nature. This has the advantage that it has to
be verified only locally. At the moment its disadvantage is that a priori, (4.4) is only
true for sections with support in U . Nevertheless we have
Proposition 1.4.3 Let lµ > m
2
. Then, for every U–compact subset K ⊃ U , there is a
CK, such that for s ∈ D(P l) and x ∈ K
|s(x)| ≤ CK̺(x)(‖s‖+ ‖P ls‖).
Proof We equip the space
C̺(K,E) := {s ∈ C(K,E) | sup
x∈K
|s(x)|
̺(x)
<∞}
with the norm
‖s‖̺ := sup
x∈K
|s(x)|
̺(x)
.
With this norm, C̺(K,E) becomes a Banach space. Since ̺ ∈ L2(K), this Banach
space is continously embedded into L2(K,E). Since lµ > m/2 and by Definition 1.4.2
we have s|K ∈ C̺(K,E) for s ∈ D(P l). The restriction operator
S : D(P l) −→ C̺(K,E)
is closable in L2(M,E). Hence we conclude the assertion from [Y, Theorem II.6.2].
Since (4.4) remains certainly true if we enlarge l, we assume in the sequel that
lµ > m/2. Corollary 1.3.14 shows that on a manifold with conic singularities every
closed extension of a symmetric elliptic differential operator P ∈ Diffµ,ν(M) has the
property (SE). Of course, this is the example we always have in mind. In the subsection
at the end of this section we show that operators of APS type on a compact manifold
with boundary also have the property (SE).
Lemma 1.4.4 The Rellich property is equivalent to the following statement:
If (sn) ⊂ D(P ) is a bounded sequence and ϕ ∈ C∞U (M), ϕ|U ≡ 1, then (ϕsn)
has a subsequence, which converges in L2(E).
Proof Assume theRellich property holds. Let (sn) ⊂ D(P ) be a bounded sequence
and ϕ as in the statement. Since supp (dϕ) is compact, [P, ϕ] is a differential operator
with compact support and hence (ϕsn) ⊂ D(P ) is bounded, too. TheRellich property
states that (ϕsn) has a subsequence which converges in L
2(E).
Conversely, assume the statement ist true and let (sn) ⊂ KD(P, U) be bounded.
For proving that (sn) has a subsequence converging in L
2(E), consider ϕ ∈ C∞U (M),
ϕ|U ≡ 1. Then supp (dϕ) is compact and ϕsn = sn which implies the assertion.
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Proposition 1.4.5 Let f : R→ R be a measurable function with
|f(x)| ≤ C(1 + |x|)−l,
where – as already mentioned – l > m
2µ
. Then f(P ) has a measurable kernel, which will
be denoted by f(P )(x, y) ∈ Hom(Ey, Ex). For x, y ∈ U the following estimates are true(∫
M
|f(P )(x, y)|2dy
)1
2 ≤ ̺(x)(‖f‖spec P + ‖idlf‖spec P ),
|f(P )2(x, y)| ≤ ̺(x)̺(y)(‖f‖spec P + ‖idlf‖spec P )2.
Here ‖ · ‖spec P denotes the sup–norm over spec P .
More generally, let K : L2(E) → L2(E) be a linear operator with kernel k(x, y) ∈
Hom(Ey, Ex) and (im K) ⊂ D(P l). Then we have for x, y ∈ U(∫
M
|k(x, y)|2dy
)1
2 ≤ ̺(x)(‖K‖+ ‖P lK‖),
|(KK∗)(x, y)| ≤ ̺(x)̺(y)(‖K‖+ ‖P lK‖)2.
Proof That f(P ) has a measurable kernel follows from the local Sobolev embedding
theorem (cf. [R2, Lemma 5.6]). Now we have for s ∈ C∞0 (E) and x ∈ U
|(Ks)(x)| ≤ ̺(x)(‖Ks‖+ ‖P lKs‖)
≤ ̺(x)(‖K‖+ ‖P lK‖)‖s‖
and we conclude the first estimate from the Riesz representation theorem. The second
estimate is an immediate consequence of the identity
(KK∗)(x, y) =
∫
M
k(x, z)k(y, z)∗dz
and the Cauchy-Schwarz inequality.
Kernel estimates of this type will play an important role throughout this book.
For f as in the proposition and ϕ, ψ ∈ C∞U (M), this proposition shows that
ϕf(P ), f(P )ψ are Hilbert–Schmidt operators, thus ϕf(P )2ψ is trace class. If
ψ| supp ϕ ≡ 1 then
Tr(ϕf(P )2ψ) =
∫
M
ϕ(x)tr(f(P )2(x, x))dx. (4.5)
In this book we will write more suggestively Tr(ϕf(P )2). But note that in general,
ϕf(P )2 is not a trace class operator.
For the moment put ∆ := I + |P |. ∆ has the property (SE), too.
Proposition 1.4.6 1. Suppose ϕ ∈ C∞U (M), ϕ|U ≡ 1, and k > max(m2µ , l). Then
ϕ∆−k is a Hilbert–Schmidt operator.
2. The property (SE) over U implies the Rellich property over U .
Proof 1. is a direct consequence consequence of the preceding proposition.
2. From ϕ∆−k/2(ϕ∆−k/2)∗ = ϕ∆−kϕ, which is Hilbert–Schmidt, we infer that
ϕ∆−k/2 is 4–summable. By induction, we find that ϕ∆−1 is p–summable for some p.
Thus i is p–summable, in particular compact.
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Proposition 1.4.7 Assume M \ U to be compact and let P have the property (SE)
over U . Then P is discrete. Denoting by (λj)j∈N the sequence of eigenvalues, there
exists a c > 0, such that we have the a priori estimate
|λj| ≥ cj 12l (4.6)
for j ≥ j0.
Remark Together with Corollary 1.3.14 this gives another proof of Proposition
1.3.16.
Proof Since M \ U is compact, by Proposition 1.4.3 P has the property (SE) over
M , too. But then (I + P 2)−1 is compact and hence P is discrete. Let (φj)j∈N be an
orthonormal basis of L2(E) consisting of eigensections of P , i. e. Pφj = λjφj. Then we
compute, using the singular elliptic estimate, for cj ∈ C, a > 0, x ∈M ,∣∣∣∣ ∑
|λj |<a
cjφj(x)̺(x)
−1
∣∣∣∣ ≤ ∥∥∥∥ ∑
|λj |<a
cjφj
∥∥∥∥+ ∥∥∥∥ ∑
|λj |<a
λljcjφj
∥∥∥∥
≤ (1 + al)
( ∑
|λj |<a
|cj |2
) 1
2
. (4.7)
We choose a local orthonormal frame e1, · · · , er of E and conclude
∑
|λj |<a
< φj(x), φj(x) > =
r∑
n=1
∑
|λj |<a
| < en(x), φj(x) > |2
=
∣∣∣∣ r∑
n=1
< en(x),
∑
|λj |<a
< en(x), φj(x) > φj(x) >
∣∣∣∣
≤ rmax1≤n≤r
∣∣∣∣ ∑
|λj |<a
< en(x), φj(x) > φj(x)
∣∣∣∣
≤ ̺(x)r(1 + al)
( r∑
n=1
∑
|λj |<a
| < en(x), φj(x) > |2
) 1
2
= ̺(x)r(1 + al)
( ∑
|λj |<a
< φj(x), φj(x) >
) 1
2
,
where we have used the inequality (4.7) with cj =< en(x), φj(x) >. Integrating this
estimate we obtain
#{λj | |λj| ≤ a} ≤ r2(1 + al)2
∫
M
̺(x)2dx ≤ ca2l
from which the asserted estimate follows.
This proof is an adaption of the proof of the corresponding statement for classical
elliptic operators on a compact manifold [G, Lemma 1.6.3].
Next we deal with heat kernels. Let P be a self–adjoint extension of the symmetric
elliptic differential operator P0 ∈ Diffµ(E). We put ∆ := P 2 and equip
HkP := D(∆
k
2µ )
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with the graph norm. For a linear operator K : HkP → Hk′P ‖K‖k,k′ will denote its
operator norm. Furthermore, we consider differential operators A,B ∈ Diff(E) of order
a, b, having the properties
supp B is compact (4.8)
supp [∆, A] is compact (4.9)
A ∈ L(HkP , Hk−aP ) (4.10)
supp A ∩ supp B = ∅ (4.11)
and put
RA,B(t) := Ae
−t∆B.
Our assumptions guarantee, that RA,B(t) ∈ L(HαP , HβP ) for t > 0 and α, β ∈ R. More-
over, the map (0,∞) ∋ t 7→ RA,B(t) ∈ L(HαP , HβP ) is strongly continuous.
Proposition 1.4.8 For arbitrary α, β ∈ R and N > 0 we have
‖RA,B(t)‖α,β = O(tN) as t→ 0.
Proof As is well–known, this proposition is at least true if supp A is compact, too
(Theorem 1.1.18). We will not use this fact but prove it again. Using the spectral
theorem, one easily checks that, for t > 0, α ∈ R, and r ≥ 0,
‖e−t∆‖α,α+r = O(t−
r
2µ ), t→ 0. (4.12)
This and (4.8)–(4.11) implies
‖RA,B(t)‖α,α−a−b+r = O(t−
r
2µ ), t→ 0. (4.13)
Of course the O–constants depend on A,B, α. Since
(∂t +∆)RA,B = R[∆,A],B, RA,B(0) = 0,
Duhamel’s principle yields
RA,B(t) =
∫ t
0
e−(t−s)∆R[∆,A],B(s)ds.
In view of (4.13) we assume by induction, that we had proved that
‖RA,B(t)‖α,α−a−b+r = O(tN), t→ 0
for all A,B, satisfying (4.8)–(4.11), and all α ∈ R, 0 ≤ r ≤ r0, 0 ≤ N ≤ N0. If A is
multiplication by ϕ ∈ C∞(M) and using ord [∆, ϕ] ≤ 2µ− 1 we compute
‖Rϕ,B(t)‖α,α−b+r0+ 12 ≤
∫ t
0
‖e−(t−s)∆‖α,α+2µ− 1
2
‖R[∆,ϕ],B(s)‖α+2µ− 1
2
,α−b+r0+ 12ds
= O(
∫ t
0
(t− s) 14µ−1sN0ds)
= O(tN0+
1
4µ ).
Given A arbitrary, we choose ψ ∈ C∞0 (M) with ψ ≡ 1 in a neighborhood of supp B,
and ψ ≡ 0 in a neighborhood of supp A. By putting ϕ := 1− ψ we end up with
‖RA,B(t)‖α,α−a−b+r0+ 12 ≤ ‖A‖α,α−a‖ϕe
−t∆B‖α−a,α−a−b+r0+ 12
= O(tN0+
1
4µ ).
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Corollary 1.4.9 Assume that P has the property (SE) over U . Under the assumptions
of Proposition 1.4.8 we have, for N ∈ Z+ and x ∈ U ,(∫
M
|(Ae−t∆B)(x, y)|2dy
)1
2 ≤ C̺(x)tN
where the constant C may depend on A,B,N .
Proof This is a consequence of the preceding proposition and Proposition 1.4.5.
We present an application of these considerations. For doing this, we consider
two Riemannian manifolds M1,M2, and symmetric elliptic differential operators Pj,0 :
C∞0 (Ej)→ C∞0 (Ej). Assume there is an isometry
F : U1 → U2 (4.14)
between open subsets Uj ⊂ Mj with smooth compact boundary, which lifts to a bundle
isometry
F∗ : E1|U1 → E2|U2, (4.15)
such that
P1,0 = F
−1
∗ ◦ P2,0 ◦ F∗, (4.16)
where F∗ also denotes the induced isometry L2(E1)→ L2(E2). We identify U1 with U2
and write again U . Moreover put
Ej|U =: E, Pj,0|U =: P0. (4.17)
We choose an open subset, W ⊂ U , with smooth compact boundary, such that
W ⊂ U and U \W is relative compact.
Let Pj be self–adjoint extensions of Pj,0 with the property mentioned before (4.2).
Moreover, assume that for ϕ ∈ C∞W (U), ϕ|W = 1,
ϕD(P1) = ϕD(P2). (4.18)
I. e. we have
KD(P1, U) = KD(P2, U) (4.19)
and we put P := P1|KD(P1, U).
Definition 1.4.10 The situation (4.14)–(4.19) we have just described will be refered
to briefly as ”P1 and P2 coincide over U”.
One easily checks that for arbitrary k ∈ Z+
KD(P k1 , U) = KD(P k2 , U),
and for ϕ as above
ϕD(P k1 ) = ϕD(P k2 ).
Now we put ∆j := P
2
j and consider cut–off functions χ, ψ, φ ∈ C∞(M2) as follows:
ϕ ≡ 0 in a neighborhood of W , ϕ ≡ 1 in a neighborhood of M1 \ U . (4.20)
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ψ has the same properties as ϕ and, in addition, ψ ≡ 1 in a neighborhood
of supp (ϕ).
(4.21)
χ ∈ C∞W (U) with χ ≡ 1 in a neighborhood of supp (1− ϕ). (4.22)
Now we consider the operator
Et = χe
−t∆1(1− ϕ) + ψe−t∆2ϕ
acting in L2(E2). Obviously, for x, y ∈ W ,
Et(x, y) = e
−t∆1(x, y).
Moreover, E0 = Id and
(∂t +∆2)Et = [P
2
0 , χ]e
−t∆1(1− ϕ) + [P 20 , ψ]e−t∆2ϕ
=: Rt,
hence Duhamel’s principle yields
Et = e
−t∆2 +
∫ t
0
e−(t−s)∆2Rsds.
If P has the property (SE) over W , we apply Proposition 1.4.8 and obtain, for
x, y ∈ W , ∣∣∣e−t∆1(x, y)− e−t∆2(x, y)∣∣∣
≤ ̺(x)
(∥∥∥ ∫ t
0
(e−(t−s)∆2Rs)(·, y)ds
∥∥∥+ ∥∥∥ ∫ t
0
(e−(t−s)∆2∆l/22 Rs)(·, y)ds
∥∥∥)
≤ ̺(x)
( ∫ t
0
( ∫
M
|Rs(x, y)|2dx
) 1
2ds+
∫ t
0
( ∫
M
|(∆l/22 Rs)(x, y)|2dx
) 1
2ds
)
≤ C̺(x)̺(y)tN
for arbitrary N > 0 and a constant C depending on N . The difference (∆k1e
−t∆1)(x, y)
− (∆k2e−t∆2)(x, y), k ≥ 1, can be estimated completely analogous. We have proved:
Theorem 1.4.11 In the situation described above assume that Pj have the property
(SE) over W . Then for N > 0 there exists a C > 0, such that for x, y ∈ W
∣∣∣(∆k1e−t∆1)(x, y)− (∆k2e−t∆2)(x, y)∣∣∣ ≤ C̺(x)̺(y)tN .
This theorem gives a fairly general condition which allows to compute the asymptotic
expansion of the heat kernel of the operator ∆2 over U by means of a ”model operator”
∆1. In case of a compact manifold M2 with conic singularities, M1 will be the model
cone N∧.
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1.4.1 The Singular Elliptic Estimate for APS Boundary
Conditions
In this section we prove the singular elliptic estimate for operators of APS type. The
structure of this proof is analogous to the proof of Proposition 1.2.8 ff. The computa-
tions we have to do are similar to those in [APS, Sec. I.2]. Our only goal is to prove the
singular elliptic estimate. We do not claim that the estimates we prove in this section
are optimal.
Let N be a compact manifold, A ∈ Diff1(E) a symmetric elliptic operator. On N∧
we consider
D :=
∂
∂x
+ A : C∞(R+, C
∞(E)) −→ C∞(R+, C∞(E)). (4.23)
For µ ≥ 0 let
D(Dµ0 ) := {f ∈ C∞(R+, C∞(E)) | 1[µ,∞)(A)(f(0)) = 0}. (4.24)
Here, 1[µ,∞) denotes the characteristic function of the set [µ,∞) and 1[µ,∞)(A) is
defined by the Borel functional calculus. In fact, 1[µ,∞)(A) is the orthogonal projection
onto the subspace spanned by all eigenvectors to eigenvalues in [µ,∞).
Our goal is to prove, that Dµ := Dµ0 has the property (SE) over (0, R) × N for
arbitrary R > 0.
First we investigate the one–dimensional situation. For λ ∈ R let
Tλ :=
∂
∂x
+ λ : H1(R+) −→ L2(R+). (4.25)
Lemma 1.4.12 For f ∈ H1(R+) we have the following estimates:
(1) λ2‖f‖2 ≤ ‖Tλf‖2 + λ|f(0)|2.
(2) If λ < 0 or (λ > 0 and f(0) = 0) then
|f(x)| ≤ 1√
2|λ|
‖Tλf‖.
Proof (1) It is well–known that H1(R+) ⊂ C0(R+), the space of continuous func-
tions vanishing at infinity. Using this, one finds
‖Tλf‖2 = ‖f ′‖2 + λ2‖f‖2 − λ|f(0)|2
and (1) is proved.
(2) We find for λ < 0
f(x) = −
∫ ∞
x
eλ(y−x)(Tλf)(y)dy.
If f(0) = 0 we have
f(x) =
∫ x
0
eλ(y−x)(Tλf)(y)dy.
In both cases the assertion follows from the Cauchy–Schwarz inequality.
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Proposition 1.4.13 1. Let k ∈ N, k ≥ 1. Then there is a C > 0, such that for
f ∈ D((Dµ)k)
‖f(x)‖Hk−1/2(E) ≤ C(‖f‖+ ‖(Dµ)kf‖).
2. For arbitrary s ≥ 1 and f ∈ D((Dµ∗Dµ)s/2) one has analogously
‖f(x)‖Hs−1/2(E) ≤ C(‖f‖+ ‖(Dµ∗Dµ)s/2f‖).
Proof Let (φn)n∈N be an orthonormal basis of L2(E) consisting of eigensections of
A, Aφn = λnφn. For f ∈ D(Dµ0 ) we have
f =
∞∑
n=1
fn ⊗ φn
in L2(R+, L
2(E)). For λn < 0 or λn ≥ µ the preceding lemma yields
|fn(x)| ≤ 1√
2|λn|
‖Tλnfn‖,
|λn|‖fn‖ ≤ ‖Tλnfn‖.
If 0 ≤ λn < µ then we apply (2) of the preceding lemma with λ = −1 and find
|fn(x)| ≤ 1√
2
‖T−1fn‖ ≤ 1√
2
(‖f ′‖+ ‖f‖)
≤ 1√
2
((1 + |λn|)‖fn‖+ ‖Tλnfn‖).
Since only a finite number of the λn lie in [0, µ), we end up with
‖f(x)‖2Hk−1/2(E) ≤ C
 ∑
0≤λn<µ
|fn(x)|2 +
∑
λn≥µ,λn<0
(1 + |λn|)2k−1|fn(x)|2

≤ C ′
 ∑
0≤λn<µ
‖fn‖2 + ‖Tλnfn‖2 +
∑
λn≥µ,λn<0
(1 + |λn|)2k−2‖Tλnfn‖2

≤ C ′′(‖f‖+ ‖(Dµ)kf‖)2.
The proof of part 2. is similar.
In the same way as we concluded Corollary 1.2.9 from Proposition 1.2.8 we derive
the following corollary from the preceding proposition:
Corollary 1.4.14 Let k > m
2
resp. s > m
2
. Then we have for f ∈ D((Dµ)k)
|f(x, p)| ≤ C(‖f‖+ ‖(Dµ)kf‖)
resp. for f ∈ D((Dµ∗Dµ)s/2)
|f(x, p)| ≤ C(‖f‖+ ‖(Dµ∗Dµ)s/2f‖).
In particular, Dµ has the property (SE) over (0, R)×N for every R > 0.
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Bibliographic Notes
Differential operators of Fuchs type with scalar coefficients are classical and they occur
naturally in a variety of differential equations of mathematical physics.
It is hard to trace back the origin of the use of Fuchs type differential operators
in the context of conical singularities. As noted by Schulze [Sch1, Sch2], the Russian
mathematician Kondratev already investigated these operators in the 1960’s [K].
Certainly, the seminal work on conical singularities are the papers of Cheeger [C1,
C2, C3].
The author has learned the basic facts about Fuchs type operators on pages 12-18
from Schulze and they are taken from an earlier version of [Sch2]. However, we use
a slightly different notion of ellipticity than loc. cit. Let P be a Fuchs type operator,
elliptic in the sense of Definition 1.1.3. Then Corollary 1.3.13 and Lemma 1.3.19 show
that the natural domain of Pmin is not a weighted Sobolev space if the Mellin symbol
is not invertible on a certain critical line Γ1/2−ν . As a consequence, the restriction of P
to the weighted Sobolev space will not be Fredholm. Schulze avoids this problem by
adding the invertibility of theMellin symbol on a certain weight line to the definition
of ellipticity. Proposition 1.3.16 shows that this is not necessary if one extends operators
to their natural domains. However, the price one pays is that these domains are more
complicated to describe (cf. (3.3)).
The discussion of maximal and minimal extensions of differential operators on page
18 and Lemmas 1.1.15–1.1.17 are folklore. However, the material might be unfamiliar to
those readers who never had to worry about domains of differential operators, because
this problem plays no role for elliptic operators on compact manifolds.
Our point of view is a functional analytic one and hence the material is presented
in the style of ”Hilbert complexes” [BL1, BL2]. We refer to loc. cit. for more details.
The weighted Sobolev spaces we introduce in Section 1.2 can also be found in
[Sch1, Sch2]. The trace theorem with asymptotics Proposition 1.2.8 and the embedding
theorem with asymptotics Corollary 1.2.9 are probably new.
The parametrix construction in Section 1.3 mimicks techniques for first and second
order operators due to Bru¨ning and Seeley [BS2, BS3, B3, B4]. In contrast to loc.
cit. we use the Mellin calculus. So, it is natural that many of the results of Section
1.3 have predecessors for operators of order 1 or 2. (3.3) is the natural generalization
of [B3, Corollary 3.2]. Formula (3.5) is a generalization of [BS3, p. 671 ff] where it is
stated for the operators of type (1.11). Also Proposition 1.3.16 and Corollary 1.3.17
generalize results of loc. cit.
The notion of ”singular elliptic estimate” in Section 1.4 is new. In the meantime
the content of this section has been published in a slightly different form in [L3].
Chapter II
Asymptotic Expansions
Summary
The decisive property of Fuchs type operators is their scalability on the real axis
resp. on the model cone. On the model cone there is a natural unitary action of the
multiplicative group R+, namely
R+ ∋ λ 7→ Uλ, (Uλf)(x) :=
√
λf(λx).
Given
L = X−ν
µ∑
n=0
Ak(x)
(
−X ∂
∂x
)k
one finds
UλLU
∗
λ = λ
−νLλ, Lλ := X
−ν
µ∑
n=0
Ak(λx)
(
−X ∂
∂x
)k
.
For the heat kernel of L, this implies (Lemma 2.2.3)
e−tL(x, x) =
1
x
e−tx
−νLx(1, 1). (1)
To expand Tr(e−tL) for t→ 0 we basically have to consider∫ ∞
0
ϕ(x)
1
x
Tr(e−tx
−νLx(1, 1))dx =: z
∫ ∞
0
ϕ(x)σ(x, xz)dx (2)
where ϕ is a cut–off function near 0, z := t−1/ν , and
σ(x, ζ) =
x
ζ
Tr(e−ζ
−νLx(1, 1)).
Now, to the right hand side of (1) we can apply the interior asymptotic expansion of the
heat kernel. However, what we get is an asymptotic expansion of σ(x, ζ) as ζ →∞. The
problem is the argument xz in (2) since we are interested in the asymptotic expansion
as z →∞ and x varies from 0 to ∞.
The appropriate tool for deriving asymptotic expansions of integrals like (2) is the
so–called ”singular asymptotics lemma” (SAL) of Bru¨ning and Seeley [BS1].
Asymptotic expansions of integrals like (2) have been applied to different types of
problems by several authors [CU, Ca2]. A fairly general version of these results is SAL.
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In Section 2.1 we will give a comprehensive exposition of the SAL. We will gen-
eralize this lemma to cover finite asymptotic expansions with remainder term. Since
it is indispensable to deal with regularized integrals, we decided to add a discussion
of regularized integrals based on the Mellin transform. This leads to a systematic
treatment of certain versions of the results mentioned above in a slightly more general
form.
In Section 2.2 we exploit the above mentioned scaling property. We introduce in-
variants of the Mellin symbol via ζ– and η–functions. These invariants will show up
as coefficients in the expansion of the heat trace and in the index formula.
It seems to be impossible to evaluate these invariants in general. However, for
certain second order operators this is possible and it will be worked out in Section 2.3.
The main results of this chapter are the asymptotic expansion of the heat trace of
an elliptic Fuchs type operator and an index theorem. These results are stated in
Section 2.4.
Finally, we would like to point out that we consider the whole situation to be
equivariant. Although this does not have any excitingly new features we hope that it
will have applications in the future, for example in a Lefschetz–type theorem for conical
singularities.
2.1 The Singular Asymptotics Lemma
First we introduce a space of functions whose Mellin transform is meromorphic in a
strip.
Definition 2.1.1 Let p, q ∈ R, p, q > 0. We denote by Lp,q(R+) the class of all
functions f ∈ L1loc(R+), such that
f(x) =
N∑
j=1
m0j∑
k=0
ajk x
αj logk x+ xpf1(x), (1.1)
=
M∑
j=1
m∞j∑
k=0
bjk x
βj logk x+ x−qf2(x), (1.2)
with f1 ∈ L1loc([0,∞)), f2 ∈ L1([1,∞)). Here, αj , βj ∈ C, (Re αj) increasing, (Re βj)
decreasing, and Re αj ≤ p− 1,Re βj ≥ −q − 1.
Moreover, we put
spec 0(f) := {αj | j = 0, · · · , N}, (1.3)
spec∞(f) := {βj | j = 0, · · · ,M}. (1.4)
Furthermore, we put
L∞,q(R+) :=
⋂
p>0
Lp,q(R+),
Lp,∞(R+) :=
⋂
q>0
Lp,q(R+),
Las(R+) := L∞,∞(R+) :=
⋂
p>0
Lp,∞(R+) =
⋂
q>0
L∞,q(R+).
2.1. The Singular Asymptotics Lemma 49
In the sequel we will omit the subscript j in αj , βj wherever possible. Instead we
will write for (1.1)
f(x) =
∑
Re α≤p−1
m0α∑
k=0
aαk x
α logk x+ xpf1(x). (1.5)
Here aαk is different from 0 at most for α ∈ spec 0(f). Likewise for (1.2).
We would like to extend the Mellin transform to Lp,q(R+). For that purpose we
note that for f ∈ Lp,q(R+) and Re (z) > −min{Re α |α ∈ spec 0(f)}, the function
x 7→ xz−1f(x)
is locally integrable on [0,∞). Moreover, in view of (1.5) we have for any c > 0
M(f1[0,c])(z) =
∑
Re α≤p−1
m0α∑
k=0
aαk
∫ c
0
xz+α−1 logk xdx+
∫ c
0
xz+p−1f1(x)dx.
Integration by parts yields∫ c
0
xz+α−1 logk xdx =
k∑
j=0
(−1)k−jk!
j!
cz+α logj c (z + α)j−k−1. (1.6)
Thus the function
M(f1[0,c])(z) =
∫ c
0
xz−1f(x)dx
has a meromorphic continuation to the half plane Γ1−p,∞ with poles of order m0α+ 1 in
−α, α ∈ spec 0(f). We denote this function by M(f1[0,c])(z), too. We proceed similarly
with f1[c,∞] and obtain
Proposition and Definition 2.1.2 For f ∈ Lp,q(R+), p, q > 0 and z ∈ Γ1−p,1+q the
Mellin transform is defined to be
Mf(z) :=M(f1[0,c])(z) +M(f1[c,∞])(z),
where c > 0 is arbitrary. Mf is independent of the c chosen and it is a meromorphic
function in Γ1−p,1+q. Mf has at most poles of order ≤ m0α + 1 (m∞β + 1) in −α, α ∈
spec 0(f) (−β, β ∈ spec∞(f)). If α ∈ spec 0(f) \ spec∞(f), the pole −α is present and
has order m0α + 1. For β ∈ spec∞(f) \ spec 0(f) the analogous statement holds.
The following example shows that in fact poles may cancel out: Obviously the
function
fαk(x) := x
α logk x (1.7)
belongs to Las(R+). One easily checks that (cf. (1.6))
M(fαk1[0,1])(z) =
(−1)kk!
(z + α)k+1
(1.8)
and
M(fαk1[1,∞])(z) =
(−1)k+1k!
(z + α)k+1
, (1.9)
thus one has
M(fαk)(z) = 0. (1.10)
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Definition 2.1.3 1. For a meromorphic function f we denote by Resk f(a) the coeffi-
cient of (z − a)−k in the Laurent–expansion of f about a, i.e.
f(z) =
∞∑
k=−m
Res−k f(a)(z − a)k.
The ordinary residue is sometimes denoted by Res instead of Res1.
2. For f ∈ Lp,q(R+) we put
−
∫ ∞
0
f(x)dx := Res0(Mf)(1).
Clearly, −∫∞0 is a linear functional on Lp,q(R+), which coincides with the ordinary integral
on Lp,q(R+) ∩ L1(R+).
(1.8)–(1.10) imply immediately
−
∫ 1
0
xα logk xdx =
{
0, α = −1,
(−1)kk!
(α+1)k+1
, α 6= −1, (1.11a)
−
∫ ∞
1
xα logk xdx =
{
0, α = −1,
(−1)k+1k!
(α+1)k+1
, α 6= −1, (1.11b)
in particular we have the somewhat strange but important formula
−
∫ ∞
0
xα logk xdx = 0. (1.12)
There exist some significant differences between −∫ and the ordinary integral. For
example, the change of variables is more complicated, as the following lemma shows.
Lemma 2.1.4 For f ∈ Lp,q(R+) and λ > 0 we have the ”change of variables rule”
−
∫ ∞
0
f(λx)dx =
1
λ
−∫ ∞
0
f(x)dx+
m∞
−1∑
k=0
b−1,k
logk+1 λ
k + 1
−
m0
−1∑
k=0
a−1,k
logk+1 λ
k + 1
 .
Here, a−1,k, b−1,k are the coefficients of x−1 log
k x in the notation of (1.5).
Proof We choose cut–off functions ϕ, ψ ∈ C∞(R+) satisfying
ϕ(x) =

1, x ≤ 1
0, x ≥ 2
, ψ(x) =

1, x ≥ 2
0, x ≤ 1
. (1.13)
Then
f(x)− ϕ(x) ∑
Re α≤p−1
m0α∑
k=0
aαkx
α logk x− ψ(x) ∑
Re β≥−q−1
m∞β∑
k=0
bβkx
β logk x (1.14)
is integrable on R+. Thus it suffices to consider functions of the form
ϕ(x)xα logk x resp. ψ(x)xα logk x.
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With f(x) = ϕ(x)xα logk x we have on the one hand, for Re z > −Re α,
M(f(λ.))(z) =
∫ ∞
0
xz−1ϕ(λx)(λx)α logk(λx)dx
= λ−z
∫ ∞
0
xz−1ϕ(x)xα logk xdx
= λ−z
(∫ 1
0
xz+α−1 logk xdx+
∫ ∞
1
xz−1ϕ(x)xα logk xdx
)
= λ−z
(
(−1)kk!
(z + α)k+1
+
∫ ∞
1
xz−1ϕ(x)xα logk xdx
)
.
Since the second summand is an entire holomorphic function of z, this yields
−
∫ ∞
0
f(λx)dx =

λ−1
(
(−1)kk!
(1+α)k+1
+
∫∞
1 ϕ(x)x
α logk xdx
)
, α 6= −1,
λ−1
(
− logk+1 λ
k+1
+
∫∞
1 ϕ(x)x
−1 logk xdx
)
, α = −1.
On the other hand we have, for Re z > −Re α,
λ−1Mf(z) = λ−1
∫ ∞
0
ϕ(x)xz+α−1 logk xdx
= λ−1
(∫ 1
0
xz+α−1 logk xdx+
∫ ∞
1
ϕ(x)xz+α−1 logk xdx
)
= λ−1
(
(−1)kk!
(z + α)k+1
+
∫ ∞
1
ϕ(x)xz+α−1 logk xdx
)
,
thus
λ−1 −
∫ ∞
0
f(x)dx =

λ−1
(
(−1)kk!
(1+α)k+1
+
∫∞
1 ϕ(x)x
α logk xdx
)
, α 6= −1,
λ−1
∫∞
1 ϕ(x)x
−1 logk xdx, α = −1,
and the assertion is proved for f(x) = ϕ(x)xα logk x. Next consider f(x) = ψ(x)xα logk x.
In view of (1.12) this case can be reduced to the previous one:
−
∫ ∞
0
ψ(λx)(λx)α logk(λx)dx = −−
∫ ∞
0
(1− ψ)(λx)(λx)α logk(λx)dx
=

−λ−1 −
∫ ∞
0
(1− ψ)(x)xα logk xdx, α 6= −1,
−λ−1
(
−
∫ ∞
0
(1− ψ)(x)x−1 logk xdx− log
k+1 λ
(k + 1)
)
, α = −1,
=

λ−1 −
∫ ∞
0
ψ(x)xα logk xdx, α 6= −1,
λ−1
(
−
∫ ∞
0
ψ(x)x−1 logk xdx+
logk+1 λ
(k + 1)
)
, α = −1.
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On the other hand, the change of variables by a power of x is as usual:
Lemma 2.1.5 Let f ∈ Lp,q(R+), σ ∈ R \ {0}. Then we have
−
∫ ∞
0
f(xσ)dx =
1
|σ| −
∫ ∞
0
f(y)y
1−σ
σ dy.
This reads as follows: If one side of the equation is well–defined, then the other is also
well–defined and the formula holds.
Proof The proof is entirely analogous to the proof of Lemma 2.1.4.
For completeness, we are going to introduce another characterization of −∫ .
Definition 2.1.6 Let p, q > 0 and f ∈ Lp,q(R+). We define the regularized limit by
LIM
x→0 f(x) := a00 = coefficient of x
0 log0 x in the expansion (1.1)
and
LIM
x→∞ f(x) := b00 = coefficient of x
0 log0 x in the expansion (1.2).
Proposition 2.1.7 Let p, q > 0 and f ∈ Lp,q(R+). Then for any ε > 0 the function
F (x) :=
∫ x
1
f(y)dy
lies in Lp+1−ε,q+1−ε(R+) and we have for any c > 0
−
∫ c
0
f(x)dx = F (c)− LIM
x→0 F (x),
−
∫ ∞
c
f(x)dx = LIM
x→∞F (x)− F (c),
(1.15)
in particular
−
∫ ∞
0
f(x)dx = LIM
x→∞F (x)− LIMx→0 F (x). (1.16)
Proof That F ∈ Lp+1−ε,q+1−ε(R+) is fairly obvious. It suffices to check (1.15) for
the fαk (cf. (1.7)) and c = 1. We have (cf. (1.6))
Fαk(x) =
∫ x
1
fαk(y)dy (1.17)
=

k∑
j=0
(−1)k−jk!
j!
xα+1 logj x (α+ 1)j−k−1 +
(−1)k+1k!
(α + 1)k+1
, α 6= −1,
1
k + 1
logk+1 x, α = −1.
comparing this with the formulas (1.11a,b) yields
−
∫ 1
0
fαk(x)dx = Fαk(1)− LIM
x→0 Fαk(x).
Similarly one proves 0 = −∫∞1 fαk(x)dx = LIMx→∞ Fαk(x)− Fαk(1).
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Now we come to a first version of a singular asymptotics:
Proposition 2.1.8 Let F ∈ Lp,q(R+), p, q > 0 and ϕ in the Schwartz space S(R).
Then as t→ 0 the following asymptotic expansion holds
−
∫ ∞
0
ϕ(tx)F (x)dx ∼t→0
∑
j<q
ϕ(j)(0)
j!
−
∫ ∞
0
xjF (x)dx tj (1.18)
+
∑
β∈spec∞(F )
Re β≥−q−1
m∞
β∑
k=0
bβk −
∫ ∞
0
ϕ(x)xβ logk(x/t)dx t−β−1
+
∑
β∈spec∞(F )∩Z
−q−1≤Re β≤−1
m∞β∑
k=0
(−1)k+1ϕ(−β−1)(0)
(−β − 1)! bβk
logk+1(t)
k + 1
t−β−1
+ O(tq).
Proof First we assume that idqF ∈ L1[1,∞) and that for N ∈ Z+, q − 1 < N ≤ q,
we have N + Re α0 > −2, where Re α0 = min{Re α |α ∈ spec 0(F )}. We write
ϕ(x) =
N∑
j=0
ϕ(j)(0)
j!
xj + xN+1ψ(x)
with ψ ∈ C∞(R+), ψ(x) = O(x−1), x→∞. Our choice of N implies that the function
ψ(t·)idN+1F , t > 0, is integrable on R+ and we obtain
−
∫ ∞
0
ϕ(tx)F (x)dx =
N∑
j=0
ϕ(j)(0)
j!
−
∫ ∞
0
xjF (x)dx tj + tN+1
∫ ∞
0
ψ(tx)xN+1F (x)dx.
Furthermore, we have for t ≤ 1
tN+1
∫ ∞
0
|ψ(tx)xN+1F (x)|dx = O(tN+1) +O(
∫ 1/t
1
xN+1−q(xqF (x))dx tN+1)
+O(
∫ ∞
1/t
xN−q(xqF (x))dx tN)
= O(tq), t→ 0.
Here we have used Lemma 2.1.9 below.
For arbitrary F we write
F (x) =: ψ(x) · ∑
α∈spec 0(F )
Re α≤−q−1
m0α∑
k=0
aαkx
α logk x+
∑
β∈spec∞(F )
Re β≥−q−1
m∞β∑
k=0
bβkx
β logk x+ F1(x)
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with a cut–off function ψ ∈ C∞0 (R+), ψ ≡ 1 near 0. The function F2(x) := ψ(x)xα logk x
lies in Las(R+) and the above considerations yield
−
∫ ∞
0
ϕ(tx)F2(x)dx =
M∑
j=0
ϕ(j)(0)
j!
−
∫ ∞
0
xjF2(x)dx t
j +O(tM+1), t→ 0,
for M > −2 − Re α. F1 also satisfies the above assumptions, and it suffices to prove
the proposition for
F (x) = xβ logk x, β ∈ C, k ∈ Z+.
But in this case the assertion reduces to the change of variables rule
−
∫ ∞
0
ϕ(tx)xβ logk xdx = t−β−1 −
∫ ∞
0
ϕ(x)xβ logk(x/t)dx,
for β 6∈ {−1,−2, · · ·}. If β ∈ {−1,−2, · · ·}, then
−
∫ ∞
0
ϕ(tx)xβ logk xdx = t−β−1( (−1)
k+1ϕ(−β−1)(0)
(−β−1)!
logk+1 t
k+1
+−
∫ ∞
0
ϕ(x)xβ logk(
x
t
)dx).
Lemma 2.1.9 Let f ∈ L1[1,∞). Then for 0 < α ≤ 1∫ x
1
yαf(y)dy = O(xα), x→∞
and for 0 ≤ α < 1 ∫ ∞
x
y−αf(y)dy = O(x−α), x→∞.
Proof Put F (x) :=
∫ x
1 f(y)dy = O(1), x→∞. Integration by parts gives∫ x
1
yαf(y)dy = xαF (x)− α
∫ x
1
yα−1F (y)dy
= O(xα) +O(
∫ x
1
yα−1dy) = O(xα).
Similarly ∫ ∞
x
y−αf(y)dy = x−αF (x) +O(
∫ ∞
x
y−α−1dy) = O(x−α).
The preceding proof justifies to some extent the introduction of the regularized
integral. The obvious advantage of this notion is that we do not have to worry about
the existence of certain integrals in the sense of Lebesgue. This gives us some more
freedom. Other proofs of Proposition 2.1.8 are more complicated. In the literature one
often finds variants of the integral (1.18). By change of variables, they can be reduced
to the situation above. Applying Lemma 2.1.4 we find
−
∫ ∞
0
ϕ(x)F (x/t)dx = t −
∫ ∞
0
ϕ(tx)F (x)dx
− ∑
α∈spec 0(F )∩Z
Re α<0
m0α∑
k=0
(−1)k+1ϕ(−α−1)(0)
(−α− 1)! aαk
logk+1(t)
k + 1
t−α,
thus
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Corollary 2.1.10 Under the assumptions of Proposition 2.1.8 we have, as t→ 0, the
asymptotic expansion
−
∫ ∞
0
ϕ(x)F (
x
t
)dx ∼t→0
∑
j<q
ϕ(j)(0)
j!
−
∫ ∞
0
xjF (x)dx tj+1
+
∑
β∈spec∞(F )
Re β≥−q−1
m∞
β∑
k=0
bβk −
∫ ∞
0
ϕ(x)xβ logk(x/t)dx t−β
+
∑
β∈spec∞(F )∩Z
−q−1≤Re β≤−1
m∞β∑
k=0
(−1)k+1ϕ(−β−1)(0)
(−β − 1)! bβk
logk+1(t)
k + 1
t−β
+
∑
α∈spec 0(F )∩Z
−q−1≤Re α≤−1
m0α∑
k=0
(−1)kϕ(−α−1)(0)
(−α − 1)! aαk
logk+1(t)
k + 1
t−α
+O(tq+1).
A simple consequence of what we have done so far is the following version of the
”singular asymptotics lemma”(SAL) of Bru¨ning and Seeley [BS1]. While Propo-
sition 2.1.8 is more adequate for the heat kernel of Fuchs type operators, SAL also
applies to the resolvent expansion.
Theorem 2.1.11 (SAL) Let C be the sector {ξ ∈ C | |arg ξ| < π − ε} and σ : R ×
C −→ C having the following properties:
(i) In the first argument, σ is (p− 1)–times continuously differentiable and
∂(p−1)x σ(·, ζ) is absolute continuous on [0,∞).
(ii) All derivatives up to order p of σ are analytic in the second variable.
(iii) There exist functions σαk ∈ S(R), such that∣∣∣∣∣∣xJ∂Kx
σ(x, ζ)− ∑
Re α>−p−1
mα∑
k=0
σαk(x)ζ
α logk ζ
∣∣∣∣∣∣
≤ CJK |ζ |−p−1| logr ζ |, |ζ | ≥ 1, 0 < x ≤ |ζ |, K ≤ p, J ∈ Z+.
(1.19)
(iv) There exist functions fp : (0, 1] → R, such that the derivatives σ(j)(x, ζ) :=
∂jxσ(x, ζ) satisfy the integrability condition∫ 1
0
∫ 1
0
sp|σ(p)(θst, sξ)|dsdt ≤ fp(θ), p > 0,∫ 1
0
|σ(θs, sξ)|ds ≤ f0(θ), p = 0,
(1.20)
for 0 < θ ≤ 1, uniformly for |ξ| = 1.
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Then, as z →∞ in C, one has the asymptotic expansion
∫ ∞
0
σ(x, xz)dx ∼z→∞
p−1∑
j=0
−
∫ ∞
0
ζj
j!
σ(j)(0, ζ)dζ z−j−1
+
∑
Re α>−p−1
mα∑
k=0
−
∫ ∞
0
σαk(x)x
α logk(xz)dx zα
+
−p∑
α=−1
σ
(−α−1)
αk (0)
zα logk+1 z
(k + 1)(−α− 1)!
+O(z−p−1 logr+1 z) +O(z−p−1fp(|z|−1)).
Remarks 1) If (1.19), (1.20) hold only for ζ ≥ 0, then this theorem remains valid
for z ≥ 0. In this case ”analyticity in the second variable” can be replaced by ”mea-
surability”.
2) Of course, as long as we do not have any control on the functions fp, the statement
of the theorem is empty. Bru¨ning and Seeley [BS1] require that the left hand side of
(1.20) is bounded, i.e. that a constant can be taken as fp. However, in this chapter we
will find a situation in which boundedness of fp cannot be achieved. We state another
simple criterion for logarithmic growth of f0.
Supplement to Theorem 2.1.11 The two estimates
|σ(x, ζ)| ≤ ϕ(x)|ζ |−1, 0 < |ζ | ≤ 1, 0 < x ≤ 1,
and
|σ(θs, sξ)| ≤ cθ−T sε−1, 0 < θ ≤ 1, 0 < s ≤ 1
with ϕ ∈ C[0, 1], ε, T > 0, uniformly in |ξ| = 1, imply∫ 1
0
|σ(θs, sξ)|ds = O(log θ), θ→ 0.
Proof Putting G = T/ε we find
∫ 1
0
|σ(θs, sξ)|ds =
∫ θG
0
|σ(θs, sξ)|ds+
∫ 1
θG
|σ(θs, sξ)|ds
= O(θ−T
∫ θG
0
sε−1ds) +O(
∫ 1
θG
ds
s
)
= O(1) +O(log θ) = O(log θ).
Proof of SAL: The existence of the integral follows from (1.19), (1.20). We only
prove the expansion for z > 0. For the general case cf. the remark at the end of [BS1,
Sec. 2]. We choose a cut–off function ψ ∈ C∞(R) with
ψ(x) =

1, x ≥ 1,
0, x ≤ 1/2
and write
σ(x, ζ) =:
∑
Re α>−p−1
mα∑
k=0
σαk(x)ψ(ζ)ζ
α logk ζ + σ1(x, ζ).
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Then the summands on the right hand side satisfy the integrability condition and
|xJ∂Kx σ1(x, ζ)| ≤ cJK |ζ |−p−1| logr ζ |, |ζ | ≥ 1, 0 < x ≤ |ζ |, K ≤ p.
The Taylor expansion of σ1 yields for p ≥ 1
σ1(x, ζ) =
p−1∑
j=0
σ
(j)
1 (0, ζ)
j!
ζj +
xp
(p− 1)!
∫ 1
0
(1− t)p−1σ(p)1 (tx, ζ)dt
and we find, using (1.19), (1.20),∫ ∞
0
∫ 1
0
(1− t)p−1xp|σ(p)1 (tx, xz)|dtdx
= O
(∫ 1/z
0
∫ 1
0
xp|σ(p)1 (tx, xz)|dtdx
)
O
(∫ ∞
1/z
∫ 1
0
xp|σ(p)1 (tx, xz)|dtdx
)
= O
(
z−p−1
∫ 1
0
∫ 1
0
sp|σ(p)1 (st/z, s)|dsdt
)
+O
(
z−p−1
∫ ∞
1/z
x−1| logr(xz)|
∫ 1
0
(1 + tx)−1dtdx
)
= O
(
z−p−1fp(z−1)
)
+O
(
z−p−1
∫ ∞
1/z
x−2 logr(xz) log(1 + x)dx
)
= O(z−p−1 logr+1 z) +O(z−p−1fp(z
−1)).
For p = 0 the same estimate is shown similarly. It remains to consider functions of the
type
σ(x, ζ) = σαk(x)ψ(ζ)ζ
α logk ζ =: σαk(x)F (ζ).
Putting t = 1/z, we find, together with Corollary 2.1.10,∫ ∞
0
σ(x, xz)dx =
∫ ∞
0
σαk(x)F (x/t)dx
∼z→∞
p−1∑
j=0
σ
(j)
αk (0)
j!
−
∫ ∞
0
xjF (x)dx z−j−1
+−
∫ ∞
0
σαk(x)x
α logk(xz)dx zα
+
−∞∑
l=−1
δα,l
σ
(−α−1)
αk (0)
(−α− 1)!
logk+1(z)
k + 1
zα
+O(z−p−1 logr+1 z) +O(z−p−1fp(z−1)).
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2.2 The Scaling Property on the Model Cone
In this section we deal exclusively with Fuchs type operators on the model cone M =
N∧. Here, the scaling operator on the positive half line will play an important role.
Definition 2.2.1 We put
Ut : L
2(N∧, E) −→ L2(N∧, E), f 7→ t 12 f(t·). (2.1)
Obviously, Ut is an isometry and we have UsUt = Ust.
For P0 ∈ Diffµ,ν(N∧, E) one immediately checks the formula
UtP0U
∗
t = t
−νP0,t, (2.2)
where
P0,t := X
−ν
µ∑
k=0
Ak(tx)D
k,
in particular, for P0 ∈ Diffµ,νc (N∧, E), one has
UtP0U
∗
t = t
−νP0.
Definition 2.2.2 A closed extension, P , of P0 ∈ Diffµ,νc (N∧, E) is called scalable, if
U∗t PUt = t
νP .
Remark In any case, the operators P0,max and P0,min are scalable. If P ≥ 0, then its
Friedrichs extension is scalable, too.
Using (2.2) an easy calculation shows the following:
Lemma 2.2.3 Let P0 ∈ Diffµ,ν(N∧, E) be symmetric and P a self–adjoint extension,
Pt := t
νUtPU
∗
t . Moreover, let f : R → R be a function, such that the operator f(P )
has a measurable kernel. Then, for λ > 0,
f(P )(x, p, y, q) =
1
λ
f(λ−νPλ)(
x
λ
, p,
y
λ
, q), λ > 0. (2.3)
In particular, for a non–negative elliptic L0 ∈ Diffµ,ν(N∧, E) and a positive self–adjoint
extension L we have
e−tL(x, p, x, q) =
1
x
e−tx
−νLx(1, p, 1, q). (2.4)
Together with the methods of Section 2.1 this scaling formula ist the main tool for
calculating the asymptotic expansion of the heat trace of L. In the sequel let L0, L be as
in the preceding lemma. In addition we assume that a compact group, G, of isometries
acts on N∧. Since N∧ is equipped with the product metric, this G–action is induced
by a G–action on N , i. e.
g(x, p) = (x, gp)
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for (x, p) ∈ N∧, g ∈ G. Denote by N1, · · · , Nk the components of the fixed point set of
g in N . Then, the fixed point set of g in M is given by
Mg =
k⋃
j=1
R+ ×Nj .
We put mj := dimNj + 1 and assume furthermore that L is G–invariant. By Theorem
1.1.18 we have an asymptotic expansion
tr((g∗e−tL)(ξ, ξ)) ∼t→0
k∑
j=1
∞∑
n=0
Φj,n(ξ)t
n−mj
µ , (2.5)
where the Φj,n are smooth distributions with support in R+ × Nj , i. e. there exist
functions ϕj,n = ϕj,n(·, L) ∈ C∞(R+ ×Nj), such that for ψ ∈ C∞0 (M)
< Φj,n, ψ >=
∫
R+×Nj
ϕj,n(ξ)ψ(ξ)dξ.
The asymptotic expansion is uniform on compact subsets of M .
(2.4) and (2.5) immediately yield
ϕj,n(x, p, L) = x
ν
µ
(mj−n)−1ϕj,n(1, p, Lx). (2.6)
Since (L0,x)0≤x<∞ is a smooth family of elliptic operators and since ϕj,n(1, p, Lx) is
a smooth function in the complete symbol and all its derivatives, the map [0,∞) ∋ x 7→
ϕj,n(1, p, Lx) is smooth. In particular, we find that in general ϕj,n is integrable on [0, δ]
only if n < mj . This is one of the reasons that the asymptotic expansion of the heat
trace cannot be obtained simply by integrating the local asymptotics.
For L0 ∈ Diffµ,νc (N∧, E) and a scalable positive extension, L, we put
kg(t) :=
∫
N
tr((g∗e−tL)(1, p, 1, p))dp. (2.7)
Lemma 2.2.4 There exists a δ > 0,
kg(t) = O(t
−δ), t→∞. (2.8)
Moreover,
kg(t) ∼t→0
k∑
j=0
∞∑
n=0
∫
Nj
ϕj,n(1, p)dp t
n−mj
µ . (2.9)
We put
bj,n :=
∫
Nj
ϕj,n(1, p)dp,
resp., for n ≥ 0,
bn :=
k∑
j=1
bn−m+mj ,j.
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With this notation we have the more convenient expansion
kg(t) ∼t→0
∞∑
n=0
bnt
n−m
µ . (2.10)
Proof The asymptotics as t→ 0 is just (2.5). It remains to prove the estimate (2.8).
Corollary 1.3.14 and Proposition 1.4.5 yield
|e−L(x, p, y, q)| ≤ c(xy)ε−1/2
for x, y ≤ x0, p, q ∈ N . Then, by the scaling formula (2.3),
|e−tL(x, p, y, q)| ≤ c(xy)ε−1/2t− 2εν
for x, y ≤ x0, p, q ∈ N, t ≥ t0, thus
kg(t) = O(t
− 2ε
ν ), t→∞.
Definition 2.2.5 We put for Re s < δ
ζˆg(L, s) :=
1
Γ(s)
−
∫ ∞
0
ts−1kg(t)dt
=
1
Γ(s)
(Mkg)(s).
Proposition and Definition 2.1.2 and the considerations we have done so far yield
Proposition 2.2.6 Let L0 ∈ Diffµ,νc (N∧, E) be elliptic, non–negative and G–invariant.
Let L be a self–adjoint extension, which is also non–negative, scalable and G–invariant.
Then there exists a δ > 0, such that for g ∈ G the function ζˆg(L, s) is meromorphic for
Re s < δ with possibly simple poles in m−n
µ
. The residue is given by
Γ(m−n
µ
)−1bn, m−nµ 6∈ Z.
In s = −k, k ∈ Z+, ζˆg(L, s) is regular and its value is
(Res Γ(−k))−1bm+kµ.
Definition 2.2.7 Let P0 ∈ Diffµ,νc (N∧, E) be elliptic and G–invariant. For g ∈ G put
k+g (t) := kg((P0,min)
∗P0,min, t)
k−g (t) := kg(P0,min(P0,min)
∗, t).
Then we define
ηˆg(P0, s) := Γ(s)(ζˆg((P0,min)
∗P0,min, s)− ζˆg(P0,min(P0,min)∗, s))
= (M(k+g − k−g ))(s).
A direct consequence of Proposition 2.2.6 is
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Corollary 2.2.8 There exists a δ > 0, such that ηˆg(P0, s) is meromorphic in Re s < δ.
A priori ηˆg(P0, s) has a simple pole at 0 with
Res1 ηˆg(P0, 0) = b
+
m − b−m.
Remark Lateron we will see that ηˆg(P0, s) is regular at 0, at least if σ
µ,ν
M (P0) is the
boundary symbol of a G–invariant elliptic operator on a compact manifold with conic
singularities.
Since an operator P ∈ Diffµ,νc (N∧, E) is determined by its Mellin symbol σµ,νM (P ),
in the sequel we will sometimes write ηˆg(σ
µ,ν
M (P ), s) instead of ηˆg(P, s).
2.3 Operators of Order 1 and 2
In this section we discuss in detail a class of Sturm–Liouville operators on the half
axis R+, for which it is possible to compute the invariants ζˆ , ηˆ rather explicitly. In
particular, we will recover results of Callias [Ca2].
We are going to proceed in two steps. First we are going to discuss a class of one–
dimensional Sturm–Liouville operators. In the second Subsection we will replace the
potential by an operator.
2.3.1 The one–dimensional Case
For p > −1 let
lp := − d
2
dx2
+
p2 − 1
4
x2
(3.1)
with domain C∞0 (R+). Obviously, with
Dp := − d
dx
+
p + 1
2
x
(3.2)
we have the identity
lp = D
t
pDp.
The discussion in (1.11) and Proposition 1.3.11 imply immediately
Lemma 2.3.1 For p ≥ 1, the operator lp is essentially self–adjoint. For −1 < p < 1, 0
is in the limit circle case and∞ is in the limit point case. Furthermore, Dp,min = Dp,max
for p ≥ 0 and for −1 < p < 0 the map
cp : D(Dp,max) −→ C, f 7→ lim
x→0x
−p− 1
2 f(x)
is well–defined, continuous and induces an isomorphism
D(Dp,max)/D(Dp,min) −→ C.
Definition 2.3.2 For p ≥ 0 let
Lp := (Dp,min)
∗Dp,min = lFp
be the Friedrichs extension of lp and for −1 < p < 0 let
Lp := (Dp,max)
∗Dp,max
be the ”Neumann” extension of lp.
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A decisive tool for understanding the operators Lp is the Hankel transform, which
we are going to recall now.
Definition 2.3.3 For f ∈ C∞0 (R+) and p > −1 the Hankel transform of order p is
defined to be
(Hpf)(x) :=
∫ ∞
0
(xy)
1
2Jp(xy)f(y)dy.
Here, Jp is the Bessel function of order p.
Proposition 2.3.4 Hp extends to a self–adjoint isometry L2(R+)→ L2(R+).
Though this proposition is well–known [Co, Chap. III], our considerations will give
another proof of this fact. Our next goal is to prove the following
Proposition 2.3.5 Hp diagonalizes the operator Lp. More precisely,
D(Lp) = {f ∈ L2(R+) |X2Hpf ∈ L2(R+)}
and
HpLpHpf = X2f.
The technique, we are going to use, is a calculus that reminds the reader of the
”annihilator–creator” calculus of the harmonic oscillator.
Now we are going to introduce operators which have discrete spectrum and which
have the same behavior as x→ 0 as Dp resp. lp. Let
Ap := Dp −X (3.3)
and
hp := A
t
pAp = lp − 2(p+ 1) +X2. (3.4)
Moreover we have
ApA
t
p = hp+1 + 4.
Analogous to Definition 2.3.2 let, for p ≥ 0,
Hp := (Ap,min)
∗Ap,min = hFp
be the Friedrichs extension of hp and, for −1 < p < 0, let
Hp := (Ap,max)
∗Ap,max
be the ”Neumann” extension of hp.
Obviously, Lemma 2.3.1 holds accordingly for Hp resp. Ap. Moreover, we abbreviate
gp(x) := x
1
2Jp(x).
The following recursion relations hold true [Wa, 3.2], [R, Sec. 60]
Jp+1(x) = −J ′p(x) +
p
x
Jp(x),
Jp−1(x) = J
′
p(x) +
p
x
Jp(x),
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resp.
gp+1 = Dpgp,
gp−1 = Dtp−1gp.
These yield immediately
Proposition 2.3.6 On C∞0 (R+) the following relations hold true:
HpDtp = XHp+1, Hp+1Dp = XHp,
HpX = DtpHp+1, Hp+1X = DpHp,
HpAtp = −AtpHp+1, Hp+1Ap = −ApHp.
In particular, Hp and Hp commute.
Next let L(p)n (x) be the Laguerre polynomials. Then (x
p
2 e−
x
2L(p)n (x))n≥0 is a complete
orthogonal system in L2(R+). Via the unitary transformation
L2(R+) −→ L2(R+), f 7→ (x 7→ (2x) 12 f(x2))
we obtain the complete orthogonal system
l(p)n (x) := x
p+ 1
2 e−
x2
2 L(p)n (x
2).
Proposition 2.3.7 l(p)n ∈ D(Hp) and
Hpl
(p)
n = 4n l
(p)
n .
In particular, Hp is discrete with spec Hp = 4Z+.
Proof A direct computation, using the differential equation of the Laguerre polyno-
mials and the formula (L(p)n )
′ = −L(p+1)n−1 [R, p. 203], yields
Apl
(p)
n = −2l(p+1)n−1
Atpl
(p+1)
n = −2(n + 1)l(p)n+1.
Hence l(p)n ∈ D(Ap,max) and Ap,maxl(p)n ∈ D(Atp,max). For p ≥ 0 we have l(p)n (x) =
O(x
1
2 ), x → 0, and thus l(p)n ∈ D(Ap,min). But this means that l(p)n ∈ D(Hp) and
Hpl
(p)
n = 4nl
(p)
n .
For −1 < p < 0 we have Apl(p)n (x) = −2l(p+1)n = O(x
1
2 ), x → 0. Consequently
Apl
(p)
n ∈ D(Atp,min) and hence l(p)n ∈ D(Hp).
Now, Proposition 2.3.4 is a consequence of
Lemma 2.3.8 Hpl(p)n = (−1)nl(p)n .
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Proof We proceed by induction. A direct calculation gives
Hpl(p)0 =
∫ ∞
0
gp(xy)y
p+ 1
2 e−
y2
2 dy = l
(p)
0 .
Now we find
Hpl(p)n+1 = −12(n+1)HpAtpl(p+1)n
= 1
2(n+1)
AtpHp+1l(p+1)n
= (−1)n+1 −1
2(n+1)
Atpl
(p+1)
n
= (−1)n+1l(p)n+1.
Now we can prove Proposition 2.3.5:
The proof of Proposition 2.3.7 shows l(p)n ∈ D(Lp). Moreover, it is not difficult to
see that Proposition 2.3.6 is still true for l(p)n . Thus
HpLpHpl(p)n = X2l(p)n .
Since the operator of multiplication byX2 is essentially self–adjoint on the space span <
l(p)n ;n ∈ Z+ >, the assertion follows.
Proposition 2.3.5 allows us to express the heat kernel of Lp explicitly in terms of
Bessel functions.
Proposition 2.3.9 We have for t > 0
e−tLp(x, y) = 1
2t
(xy)
1
2 Ip(
xy
2t
)e−
x2+y2
4t .
Here, Ip denotes the modified Bessel function of order p.
Proof Choose f ∈ C∞0 (0,∞). We compute
(e−tLpf)(x) = (Hpe−tX2Hpf)(x)
=
∫ ∞
0
gp(xξ)e
−tξ2(Hpf)(ξ)dξ
=
∫ ∞
0
(∫ ∞
0
(xy)
1
2Jp(xξ)Jp(yξ)ξe
−tξ2dξ
)
f(y)dy.
The inner integral is known. It is the so–called Weber’s 2. exponential integral [Wa,
13.31]. We find
e−tLp(x, y) = (xy)
1
2
∫ ∞
0
Jp(xξ)Jp(yξ)ξe
−tξ2dξ
= 1
2t
(xy)
1
2 Ip(
xy
2t
)e−
x2+y2
4t .
In Lemma 2.2.4 we associated a function, k(t), to any positive elliptic Fuchs type
operator. For Lp, this function is
k(t) = e−tLp(1, 1) = 1
2t
Ip(
1
2t
)e−1/2t.
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Of course, the asymptotic behavior as t → 0 can be deduced directly from the well–
known asymptotic relations of Ip(x) as x → ∞ [Wa, 7.23]. By the change of variables
rule Lemma 2.1.4, the ζ–function is
ζˆ(Lp, s) =
1
Γ(s)
−
∫ ∞
0
ts−1 1
2t
Ip(
1
2t
)e−1/2tdt
=
2−s
Γ(s)
−
∫ ∞
0
x−sIp(x)e−xdx,
for complex s except the countably many points in which, according to Lemma 2.1.4,
correction terms occur. By the asymptotic relations of the Bessel functions
Ip(x) ∼ cxp, x→ 0; Ip(x) ∼ cx−1/2ex, x→∞,
the integral exists for 1
2
< s < p+ 1 in the Lebesgue sense. If p ≤ −1
2
, we can write
Ip(x) =
(
x
2
)p
+Rp(x)
with Rp(x) ∼ cxp+2, x→ 0; Rp(x) ∼ Ip(x), x→∞ and find
−
∫ ∞
0
x−sIp(x)e−xdx = −
∫ ∞
0
x−s
(
x
2
)p
e−xdx+
∫ ∞
0
x−sRp(x)e−xdx,
where the second integral converges in the Lebesgue sense for 1
2
< s < p+ 3. We have
[Wa, 3.7]
Ip(x) =
∞∑
m=0
1
m!Γ(m+ p+ 1)
(
x
2
)2m+p
.
For real s, all summands are non–negative, hence the monotone convergence theorem
applies and we have, for 1
2
< s < p + 3,
−
∫ ∞
0
x−sIp(x)e−xdx =
∞∑
m=0
Γ(−s+ 2m+ p + 1)
22m+pm!Γ(m+ p+ 1)
.
Using Legendre’s duplication formula Γ(2z) = 2
2z−1√
π
Γ(z)Γ(z + 1
2
) we find
· · · = 2
−s
√
π
∞∑
m=0
Γ(−s+p+1
2
+m)Γ(−s+p+2
2
+m)
m!Γ(m+ p+ 1)
=
2−s√
π
Γ(−s+p+1
2
)Γ(−s+p+2
2
)
Γ(p+ 1)
∞∑
m=0
(−s+p+1
2
)
m
(−s+p+2
2
)
m
m!(p+ 1)m
= 2−p
Γ(−s+ p + 1)
Γ(p+ 1)
F (−s+p+1
2
, −s+p+2
2
, p+ 1; 1),
where F (a, b, c; z) is the hypergeometric function. Now
F (a, b, c; 1) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)
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[R, Sec. 32] and invoking again the duplication formula we end up with
· · · = 2−pΓ(−s+ p+ 1)
Γ(p+ 1)
Γ(p+ 1)Γ(s− 1
2
)
Γ(p+s+1
2
)Γ(p+s
2
)
=
2s−1√
π
Γ(−s + p+ 1)Γ(s− 1
2
)
Γ(p+ s)
.
Summing up we have proved
Proposition 2.3.10
ζˆ(Lp, s) =
1
2
√
π
Γ(−s+ p+ 1)Γ(s− 1
2
)
Γ(p+ s)Γ(s)
.
2.3.2 The General Case
We turn back to the model cone, N∧, over a compact G–manifold N . Let A ∈
Diff2(N,E) be a non–negative elliptic G–invariant differential operator. We consider
l := − d
2
dx2
+
A− 1
4
x2
. (3.5)
By Vλ we denote the eigenspace of A to the eigenvalue λ and by
Φλ : L
2(N,E) −→ Vλ
the orthogonal projection. Φλ has a C
∞ kernel which we also denote by Φλ(u, v). In
order to obtain a G–invariant self–adjoint extension of l, we choose a function
p : spec A −→ (−1,∞)
with
p(λ) =

√
λ, λ ≥ 1,
±√λ, −1 < λ < 1,
and put
L :=
⊕
λ∈spec A
Lp(λ) ⊗ IdVλ
with respect to the orthogonal decomposition
L2(N∧, E) =
⊕
λ∈spec A
L2(R+)⊗ Vλ.
Obviously, L is self–adjoint, non–negative, and G–invariant.
Proposition 2.3.11 The heat kernel of L is given by
e−tL(x, u, y, v) =
∑
λ∈spec A
1
2t
(xy)
1
2 Ip(λ)(
xy
2t
)e−
x2+y2
4t Φλ(u, v). (3.6)
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For g ∈ G the function kg(t) is given by
kg(t) =
∑
λ∈spec A
e−tLp(λ)(1, 1)tr(g∗λ), (3.7)
where g∗λ denotes the endomorphism of Vλ induced by g. Moreover,
ζˆg(L, s) =
1
2
√
π
Γ(s− 1
2
)
Γ(s)
∑
λ∈spec A
Γ(−s + p(λ) + 1)
Γ(s+ p(λ))
tr(g∗λ). (3.8)
Proof Most of the work is already done. From
Ip(x) = i
−pJp(ix) =
(
x
2
)p
Γ(p+ 1
2
)Γ(1
2
)
∫ 1
−1
e−xt(1− t2)p− 12dt
[Wa, 3.3] we infer
|Ip(x)| ≤ cΓ(p+ 1
2
)−1 xp.
Furthermore, by the elliptic estimate Lemma 1.1.17,
|Φλ(u, v)| ≤ C(1 + λs)m(λ),
where s > n/4 is arbitrary and m(λ) denotes the multiplicity of λ. Now it is easy to
see that (3.6) converges uniformly on compact subsets of N∧ ×N∧, and hence it is the
heat kernel.
(3.7) is an immediate consequence of (3.6). Corollary 2.A.2 shows that for p(λ) ≥ p0
large enough and 1
2
≤ s≪ p0 the dominated convergence theorem applies to∑
λ∈spec A
p(λ)≥p0
ts−1e−tLp(λ)(1, 1)tr(g∗λ).
Since only a finite number of p(λ) are smaller than < p0, we are done by Proposition
2.3.10.
Next we want to study more closely the behavior of ζˆg(L, s) at s = 0. For that we
need the Appendix A. Using Corollary 2.A.2 we obtain∑
λ∈spec A
Γ(−s+p(λ)+1)
Γ(s+p(λ))
tr(g∗λ) =
∑
λ∈spec A∩(0,1)
tr(g∗λ)
{
Γ(−s+p(λ)+1)
Γ(s+p(λ))
− Γ(−s+|p(λ)|+1)
Γ(s+|p(λ)|)
}
+
∑
λ∈spec A\{0}
tr(g∗λ)
Γ(−s+|p(λ)|+1)
Γ(s+|p(λ)|) − s Γ(−s)Γ(s) tr(g∗0)
=: I(s) +
N∑
j=0
Qj(s)ζg(A,
j−1
2
+ s) +R(s)
with a function, R(s), analytic near 0, and R(0) = 0. Here
ζg(A, z) =
∑
λ∈spec A\{0}
tr(g∗λ)λ
−z
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is the G–equivariant ζ–function of A [G, Sec. 4.5]. Obviously, I(s) is regular at 0 with
I(0) =
∑
λ∈spec A∩(0,1)
tr(g∗λ)(p(λ)− |p(λ)|)
=
∑
p(λ)<0
2p(λ)tr(g∗λ).
Since ζg(A) has only simple poles, we obtain furthermore
N∑
j=0
Qj(s)ζg(A,
j−1
2
+ s) = ζg(A, s− 1
2
)−
N/2∑
j=1
(−1)jsbjj−1ζg(A, j + s− 1
2
) +O(s).
For ζˆg(L, s), these considerations yield
Proposition 2.3.12
Res1(Γ(s)ζˆg(L, s))s=0 = −Res1 ζg(A)(−1
2
)
Res0(Γ(s)ζˆg(L, s))s=0 =
Γ′(−1
2
)
2
√
π
Res1 ζg(A)(−1
2
)− Res0 ζg(A)(−1
2
)
+
N/2∑
j=1
(−1)jbjj−1Res1 ζg(A)(j − 1
2
)− ∑
p(λ)<0
2p(λ)tr(g∗λ).
Next we consider a 1st order operator: Let S ∈ Diff1(N,E) be a G–invariant self–
adjoint elliptic differential operator. We consider
D :=
d
dx
+
1
x
S. (3.9a)
Again, we denote by Vλ the eigenspace of S to the eigenvalue λ and by Φλ : L
2(E) −→ Vλ
the orthogonal projection. Obviously, if one puts A± := S2 ± S + 1/4 = (S ± 1/2)2,
DtD = − d
2
dx2
+
S2 + S
x2
= − d
2
dx2
+
A+ − 1/4
x2
,
DDt = − d
2
dx2
+
S2 − S
x2
= − d
2
dx2
+
A− − 1/4
x2
,
(3.9b)
are of the type (3.5). Moreover, we have
D∗minDmin =
⊕
λ∈spec S
Lp+(λ) ⊗ IdVλ ,
DminD
∗
min =
⊕
λ∈spec S
Lp−(λ) ⊗ IdVλ ,
where
p+(λ) = |λ+ 1/2|,
p−(λ) =

|λ− 1/2|, |λ| ≥ 1/2,
λ− 1/2, |λ| < 1/2.
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For the computation of the residues of ηˆg(Dmin, s), we consider, for ε > 0, the
function
hε(s) := ζg((S + ε)
2, s)− ζg((S − ε)2, s). (3.10)
By the preceding considerations we have
Res1(ηˆg(Dmin))(0) = −Res1 h1/2(−1
2
)
and
Res0(ηˆg(Dmin))(0) =
Γ′(−1
2
)
2
√
π
Res1 h
1/2(−1
2
)− Res0 h1/2(−1
2
)
+
N/2∑
j=1
(−1)jbjj−1Res1 h1/2(j − 1
2
) +
∑
p−(λ)<0
2p−(λ)tr(g∗λ).
For simplicity we will omit the summation index ”λ ∈ spec S” in the sequel. We
just put tr(g∗λ) = 0 if λ 6∈ spec S. We compute
ζg((S ± ε)2, s) =
∑
|λ|≤ε,λ6=∓ε
tr(g∗λ)|λ± ε|−2s +
∑
|λ|>ε
tr(g∗λ)|λ± ε|−2s
=: I(s) + II(s)
and furthermore
II(s) =
∑
|λ|>ε
tr(g∗λ)|λ|−2s(1± ε/λ)−2s
=
∑
l≥0
(−2s
2l
)
ε2l
∑
|λ|>ε
tr(g∗λ)|λ|−2s−2l ± . . .
±∑
l≥0
( −2s
2l + 1
)
ε2l+1
∑
|λ|>ε
tr(g∗λ) sgn (λ)|λ|−2s−2l−1,
=:
∑
l≥0
(−2s
2l
)
ε2lζg,>ε(S
2, s+ l)±∑
l≥0
( −2s
2l + 1
)
ε2l+1ηg,>ε(S, 2s+ 2l + 1).
The sum ∑
l≥0
( −2s
2l + 1
)
ε2l+1 sgn (λ)|λ|−2s−2l−1
certainly does not converge if |λ| < ε, hence one cannot express II(s) directly in terms
of ζg(S
2) and ηg(S). Nevertheless, ηg,>ε has the same residues as ηg(S). We find
hε(s) = 2
∑
l≥0
( −2s
2l + 1
)
ε2l+1ηg,>ε(S, 2s+ 2l + 1)
+
∑
|λ|<ε
tr(g∗λ)(|λ+ ε|−2s − |λ− ε|−2s) + (2ε)−2str(g∗ε)− (2ε)−2str(g∗−ε).
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Thus
Res1 h
ε(j − 1
2
) = 2
∑
l≥0
ε2l+1Res1(
( −2s
2l + 1
)
ηg,>ε(S, 2s+ 2l + 1))s=j−1/2
= −∑
l≥0
ε2l+1
(
2j + 2l − 1
2l + 1
)
Res1 ηg(S)(2j + 2l)
in particular, for j = 0,
Res1 h
ε(−1
2
) = εRes1 ηg(S)(0). (3.11)
Res0 h
ε(−1
2
) = 2
∑
|λ|<ε
tr(g∗λ)λ+ 2εtr(g
∗
ε)− 2εtr(g∗−ε)− 2ε
∑
0<|λ|≤ε
tr(g∗λ) sgn (λ)
+2εRes0 ηg(S)(0)− 2εRes1 ηg(S)(0) + 2
∑
l≥1
ε2l+1
(2l + 1)2l
Res1 ηg(S)(2l).
We sum up
Proposition 2.3.13
Res1(ηˆg(Dmin))(0) = −1
2
Res1 ηg(S)(0)
Res0(ηˆg(Dmin))(0) = −Res0 ηg(S)(0)− trg∗0 − 2
∑
− 1
2
<λ<0
tr(g∗λ)
+
∑
k≥0
αk Res1 ηg(S)(2k)
with universal constants αk, which are independent of S and g.
Remark Note that the last sum is in fact finite.
2.4 The Main Theorems
Unless otherwise stated, for this section let M be a compact Riemannian G–manifold,
dimM = m, with conic singularities. Here, G denotes a compact Lie group of isometries
on M . We use the denotations of Section 2.2.
Theorem 2.4.1 Let L0 ∈ Diffµ,νsm (M,E) be a positive elliptic G–invariant differential
operator. Assume L to be a positive self–adjoint extension. Denote by Mgj , dimM
g
j =:
mj, the components of the fixed point set of g ∈ G. Then, for n < mj, the ϕj,n are
integrable over Mgj and we have the asymptotic expansion
Tr(g∗e−tL) ∼t→0
k∑
j=1
mj−1∑
n=0
∫
Mgj
ϕj,n(ξ)dξ t
n−mj
µ +O(log t). (4.1)
For the proof we will need a simple
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Lemma 2.4.2 Let M be a Riemannian manifold and L0 ∈ Diffµ(M,E) be a positive
elliptic operator. Assume L to be a positive self–adjoint extension. Then, for any
compact subset K ⊂M ×M and t0 > 0, there exists a C, such that
|e−tL(x, y)| ≤ C , forx, y ∈ K, t ≥ t0.
If (Lξ,0)ξ∈X is a C∞–family of such operators over a compact parameter manifold X,
the C can be chosen independently of ξ.
Proof Let kµ > m/2. By Lemma 1.1.17 we have for x ∈ K, s ∈ D(Lkξ )
|s(x)| ≤ c(‖s‖+ ‖Lkξs‖)
with some constant c > 0 independent of ξ. Now Lemma 1.4.5 yields, for x, y ∈ K,
|e−tLξ(x, y)| ≤ c′(sup
u≥0
e−tu + sup
u≥0
uke−tu)2
≤ C for t ≥ t0.
Proof of Theorem 2.4.1 By Theorem 1.4.11 it suffices to prove the correspond-
ing asymptotics on the model cone near the cone tip. Thus letM = N∧ and ϕ ∈ C∞0 (R)
be a cut–off function, ϕ ≡ 1 near 0. Using Lemma 2.2.3 we find
Tr(g∗ϕe−tL) =
∫ ∞
0
ϕ(x)
∫
N
tr((g∗e−tL)(x, p, x, p))dpdx
=
∫ ∞
0
ϕ(x)
1
x
∫
N
tr((g∗e−tx
−νLx)(1, p, 1, p))dpdx (4.2)
=: z
∫ ∞
0
ϕ(x)σ(x, xz)dx
with z := t−
1
ν and
σ(x, ζ) :=
1
ζ
∫
N
tr((g∗e−ζ
−νLx)(1, p, 1, p))dp (4.3)
=
x
ζ
∫
N
tr((g∗e−x
νζ−νL)(x, p, x, p))dp. (4.4)
In view of (2.6) we have
σ(x, ζ) ∼ζ→∞
k∑
j=1
mj−1∑
n=0
∫
Nj
ϕj,n(1, p, Lx)dp ζ
ν
µ
(mj−n)−1 +O(ζ−1)
uniformly in 0 ≤ x ≤ x0. Since ϕ has compact support, the corresponding asymptotics
for ϕ(x)σ(x, ζ) holds true uniformly for all x. To apply SAL Theorem 2.1.11 we have
to verify the assumptions in the supplement to SAL. By Corollary 1.3.14 and Lemma
1.4.5 we have, for x, y ≤ 1, t ≤ t0,
|e−tL(x, p, y, q)| ≤ Ct−l(xy)ε− 12 ,
thus for 0 < θ ≤ 1, 0 < s ≤ 1
|σ(θs, s)| ≤ Cθ−νl+2εs2ε−1,
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where we have used the representation (4.4). From the preceding lemma we infer, using
(4.3), for 0 < ζ < 1, 0 ≤ x ≤ 1
|σ(x, ζ)| ≤ C 1
ζ
.
Thus SAL Theorem 2.1.11 and the supplement to SAL yield
Tr(g∗e−tL) ∼t→0
k∑
j=1
mj−1∑
n=0
−
∫ ∞
0
∫
Nj
ϕj,n(1, p, Lx)x
ν
µ
(mj−n)−1dpdx t
n−mj
µ +O(log t).
We had already noted after (2.6) that ϕj,n is integrable for n < mj . Now the assertion
follows from (2.6), too.
By virtue of the usual Tauberian theorem (cf. [T, Th. XII.2.1, Sec. XII.7]), we
state an immediate consequence of Theorem 2.4.1:
Corollary 2.4.3 Let P0 ∈ Diffµ,νsm (M,E) be symmetric elliptic and let P a self–adjoint
extension. Then P is discrete and the sequence of eigenvalues, λj, satisfies
|λj| ∼ Cj
µ
m .
Remark The reader might ask whether actually every P0 ∈ Diffµ,νsm (M,E) has self–
adjoint extensions. In our situation, this is indeed true because
Ft := Pmax + ti, −1 ≤ t ≤ 1
is a Fredholm deformation that proves the deficiency indices of P0 to be equal. This
argument will be discussed in detail in Chapter IV below.
Application Let V ⊂ CPN be an algebraic curve (cf. Section 1.1 example 1). Then
every positive self–adjoint extension ∆ of the Laplacian ∆0 is discrete and we have
Tr(e−t∆) ∼t→0 vol(V )
4π
t−1 +O(log t),
in particular
λn(∆) ∼n→∞ 4π
vol(V)
n. (4.5)
For the Friedrichs extension, this has been proved independently by Yoshikawa [Yo].
It is still an open problem whether it is possible to achieve a full asymptotic expan-
sion in (4.1). In order to do that one had to verify the ”higher” integrability conditions
in SAL. For simplicity we state the problem without group actions.
Problem 2.4.4 For which elliptic L0 ∈ Diffµ,νsm (M,E) and which self–adjoint extension
L is it possible to apply SAL?
In case of the applicability one would obtain the asymptotic expansion
Tr(e−tL) ∼t→0
∞∑
n=0
−
∫
M
an(ξ, L)dξ t
n−m
µ +
∞∑
n=0
αn t
n−m
µ log t+
∞∑
n=0
βn t
n
ν , (4.6)
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where the an(ξ, L) are the local invariants of the heat kernel. With
bn(x,L) =
∫
N
an(x, p, L)dp
one has (cf. (2.6))
bn(x) = x
ν
µ
(m−n)−1
bn(1, Lx). (4.7)
Now −∫M an(ξ, L)dξ is defined to be∫
M
(1− ϕ)(ξ)an(ξ, L)dξ +−
∫ ∞
0
ϕ(x)bn(x)dx
with the same cut–off function, ϕ, as in the proof of Theorem 2.4.1.
In view of SAL, the αn are 6= 0 at most if νµ(m − n) − 1 ∈ {−1,−2, · · ·}, thus k :=
ν
µ(n−m) ∈ Z+. In this case
αn =
1
k!
dk
dxk
bn(1, Lx)
∣∣∣
x=0
=
1
k!
dk
dxk
xk+1bn(x)
∣∣∣
x=0
.
Hence, αn is the coefficient of x
−1 in the asymptotic expansion of bn(x) as x→ 0.
Since L is a differential operator, the an(ξ, L) vanish if n is odd. Thus the αn vanish for
n odd, too. Likewise the αn vanish for n 6= m if ν 6∈Q.
The coefficients βn are somewhat more subtle and they cannot be computed in terms of
the local invariants. One has to know the kernel in a neighborhood of the cone tip. The
βn in general depend on the choice of the closed extension of L0. In contrast, the αn and
−∫M an(ξ, L)dξ are independent of the closed extension. SAL yields
βn = −
∫ ∞
0
ζn−1
n!
(
dn
dxn
∫
N
tr(e−ζ
−νLx(1, p, 1, p))dp
∣∣∣
x=0
)
dζ
The proof that the inner term is indeed differentiable is one of the main problems if one
wants to attack Problem 2.4.4. [BS2] and [BL4] show what difficulties one has to overcome
for proving this. They treat the Friedrichs extension of self–adjoint operators in Diff2,2sm resp.
Diff2,Nsm . This is beyond the scope of this book. However, in contrast to [BS3], the method
in [BL4] neither uses the Neumann series nor special functions. This gives some evidence to
conjecture that the answer to Problem 2.4.4 is affirmative in general.
We cite the result of [BL4] in our terminology.
Theorem 2.4.5 Let P0 ∈ Diff1,νsm(M,E) be elliptic. Then SAL applies to the Friedrichs
extension of ∆0 = P
t
0P0, ∆
F
0 = P
t
0,maxP0,min, and the asymptotic expansion (4.6) holds
true.
The situation becomes more convenient if the operator symbol is constant near the
cone tip.
Theorem 2.4.6 Under the assumptions of Theorem 2.4.1 assume in addition
L0 = X
−ν
µ∑
k=0
Ak(−X ∂
∂x
)k, x < ε,
i. e. Ak is constant for x < ε. Moreover if L is a scalable extension then we have the
asymptotic expansion
Tr(g∗e−tL) ∼t→0
k∑
j=1
∞∑
n=0
−
∫
M
ϕj,n(ξ)dξ t
n−m
µ +
1
ν
Res0(Γζˆg(L))(0)− 1
ν
bm log t.
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Proof We proceed analogously as in the proof of Theorem 2.4.1 and obtain instead
of (4.2)
Tr(g∗ϕe−tL) =
∫ ∞
0
ϕ(x)
1
x
∫
N
tr((g∗e−tx
−νL)(1, p, 1, p))dpdx
=:
1
s
∫ ∞
0
ϕ(x)F
(x
s
)
dx
with s := t
1
ν and
F (ξ) =
1
ξ
kg(ξ
−ν).
Lemma 2.2.4 yields
F (ξ) = O(ξδν−1), ξ → 0,
F (ξ) ∼ξ→∞
∞∑
n=0
bn ξ
ν
µ
(m−n)−1,
thus F ∈ Lδν−1,∞(R+), spec 0(F ) = ∅. Since ϕ ≡ 1 near 0, we infer from Corollary
2.1.10
Tr(g∗e−tL) ∼t→0
∞∑
n=0
bn −
∫ ∞
0
ϕ(x)x
ν
µ
(m−n)−1dx t
n−m
µ +−
∫ ∞
0
F (x)dx− bm log(t 1ν ).
In view of (2.6) the first summand has the desired form. Furthermore, using Lemma
2.1.5,
−
∫ ∞
0
F (x)dx = −
∫ ∞
0
1
x
kg(x
−ν)dx
=
1
ν
−
∫ ∞
0
ξ−1kg(ξ)dξ
=
1
ν
Res0(Mkg)(0) =
1
ν
Res0(Γζˆg(L))(0).
Corollary 2.4.7 Let D ∈ Diffµ,ν(M,E, F ) be elliptic and G–invariant. In the repre-
sentation
D = X−ν
µ∑
k=0
Ak(x)(−X ∂
∂x
)k
assume Ak(x) = Ak(0) for x < ε. All closed extensions of D are Fredholm. For
g ∈ G the function ηˆg(σµ,νM (D), s) is regular at 0 and we have the index formula
ind(Dmin, g) =
∫
Mgε
ωD,g +
1
ν
ηˆg(σ
µ,ν
M (D), 0). (4.8)
Here Mgε = M
g \ ((0, ε)×N) and ωD,g is the local G–equivariant index form of D.
Proof We had already checked the Fredholm property in Proposition 1.3.16. Fur-
thermore, D∗minDmin, DminD
∗
min are discrete and scalable. Hence theMcKean–Singer
formula holds:
ind(Dmin, g) = Tr(g
∗e−tD
∗
minDmin − g∗e−tDminD∗min).
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In view of Theorem 2.4.6 the coefficient of log t must vanish. By Corollary 2.2.4 this
coefficient is
−1
ν
(b+m − b−m) = −
1
ν
Res1(ηˆg(D))(0),
thus ηˆg(σ
µ,ν
M (D), s) is regular at s = 0 and b
+
m = b
−
m. Furthermore, we conclude from
this
−
∫
(0,ε)×N
ωD,g = 0
and the desired formula follows.
Together with Proposition 2.3.13 we obtain the following special case.
Theorem 2.4.8 Under the assumptions of Theorem 2.4.7, let µ = ν = 1 and for x < ε
assume
D =
d
dx
+X−1S
with self–adjoint S. Then
ind(Dmin, g) =
∫
Mgε
ωD,g − 1
2
(ηg(S)(0) + trg
∗
0)−
∑
− 1
2
<λ<0
tr(g∗λ)
+
1
2
∑
k≥1
αk Res1(ηg(S))(2k).
In view of Res1(ηˆg(σ
µ,ν
M (D)))(0) = −12 Res1(ηg(S))(0), we have also proved that ηg(S)
is regular at 0. As it is well–known, this result holds in greater generality [G, Sec. 4.3].
For Dirac operators ωD,g can be expressed explicitly in terms of the curvature tensor
[BGV, Theorem 4.3].
The structure of the formula above is very similar to the index formula of Atiyah,
Patodi and Singer [APS]. See also [D2] for the equivariant case.
2.A An Asymptotic Relation for the Γ–Function
The purpose of this appendix is to derive a certain asymptotic relation for the Γ–
function, which is crucial for the calculations in section 2.3 (cf. page 67). We follow
essentially [BS2, p. 419] and [C3, p. 600]. However, we try to be as self–contained
as possible and avoid to refer to handbooks of special functions. All we need are the
Bernoulli polynomials and the asymptotic expansion of log Γ(z) as z →∞.
Unfortunately, in the literature the Bernoulli numbers are enumerated in different
ways. Let Bn be defined by
z
ez − 1 =:
∞∑
n=0
Bn
n!
zn. (A.1)
As it is well–known, B1 = −12 , B2k+1 = 0 for k ≥ 1, and
bk := (−1)k−1B2k > 0, k ≥ 1. (A.2)
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(A.1) or (A.2) are called the Bernoulli numbers by different authors. Furthermore,
denote by ψn(x) the (periodically extended) Bernoulli polynomial, which is normalized
as follows:
ψ1(x) = x− [x]− 1
2
, ψ′n+1 = ψn,
∫ 1
0
ψn(x)dx = 0. (A.3)
Then we have
ψn(0) =
Bn
n!
. (A.4)
Lemma 2.A.1 Let K ⊂ C be compact. Then we have, for ν ≥ ν0 and uniformly in
s ∈ K, the asymptotic expansion
log
Γ(ν − s)
Γ(ν + s)
= −2s log ν + s
ν
+
n∑
k=2
Rk(s)ν
−k +O(sν−n−1)
with odd polynomials Rk(s) of degree ≤ k + 1. More precisely, R2(s) = 16s+ 13s3,
Rk(s) =
2sBk
k
+O(s3)
=

O(s3), k odd,
2s (−1)
k/2−1
k
bk/2 +O(s
3), k even.
Proof We use the following representation of log Γ, valid in the region |arg z| ≤ π−δ,
[R, Th. 12]
log Γ(z) = (z − 1
2
) log z − z + 1
2
log(2π)−
∫ ∞
0
ψ1(x)
z + x
dx.
Integration by parts yields
log Γ(z) = (z − 1
2
) log z − z + 1
2
log(2π) +
n∑
k=1
Bk+1
k(k + 1)
z−k − n!
∫ ∞
0
ψn+1(x)
(z + x)n+1
dx.
Thus
log
Γ(ν − s)
Γ(ν + s)
= (ν − s− 1
2
)(log ν + log(1− s
ν
))− (ν + s− 1
2
)(log ν + log(1 +
s
ν
)) + 2s
+
n∑
k=1
Bk+1
k(k + 1)
ν−k
(
(1− s
ν
)−k − (1 + s
ν
)−k
)
−n!
∫ ∞
0
ψn+1(x)(ν + x)
−n−1((1− s
ν + x
)−n−1 − (1 + s
ν + x
)−n−1
)
dx.
Now let ν0 be so large that for s ∈ K, ν ≥ ν0, we have |s/ν| ≤ q < 1. Then Taylor
expansion of the summands yields
(ν − s− 1
2
)(log ν + log(1− s
ν
))− (ν + s− 1
2
)(log ν + log(1 +
s
ν
)) + 2s
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= −2s log ν − (ν − s− 1
2
)
s
ν
− (ν + s− 1
2
)
s
ν
+ 2s− (ν − s− 1
2
)
n+1∑
k=2
1
k
(
s
ν
)k
−(ν + s− 1
2
)
n+1∑
k=2
(−1)k−1
k
(
s
ν
)k +O((
s
ν
)n+2)
= −2s log ν + s
ν
+
n∑
k=2
R1,k(s)ν
−k +O((
s
ν
)n+1)
with odd polynomials R1,k of degree ≤ k+1, R1,2(s) = 13s3, R1,k(s) = O(s3). Moreover
n∑
k=1
Bk+1
k(k + 1)
ν−k
(
(1− s
ν
)−k − (1 + s
ν
)−k
)
=
n∑
k=1
Bk+1
k(k + 1)
ν−k
(
2k
s
ν
+
n−k+2∑
j=2
(−k
j
)
((−1)j − 1)( s
ν
)j +O
(
(
s
ν
)n−k+3
))
= s
n∑
k=1
2Bk+1
k + 1
ν−k−1 +
n+1∑
k=4
R2,k(s)ν
−k +O(s3ν−n−2)
with odd polynomials R2,k of degree ≤ k − 1, R2,k(s) = O(s3), and finally∫ ∞
0
|ψn+1(x)|(ν + x)−n−1
(
(1− s
ν + x
)−n−1 − (1 + s
ν + x
)−n−1
)
dx
≤ c
∫ ∞
0
(ν + x)−n−1
(
2(n + 1)s
ν + x
+O
( s3
(ν + x)3
))
dx
= O(sν−n−1).
Corollary 2.A.2 Under the assumptions of the last lemma we have, for ν ≥ ν0 and
uniformly in s ∈ K, the asymptotic expansion
Γ(ν − s+ 1)
Γ(ν + s)
= ν1−2s
n∑
k=0
Qk(s)ν
−k + sν−2sO(ν−n)
with certain polynomials Qk. More precisely,
Q0 = 1, Q1 = 0, Q2(s) = −12s2 +R2(s) = 16s− 12s2 + 13s3
and, for k ≥ 3,
Qk(s) =

O(s2), k odd,
2s (−1)
k/2−1
k
bk/2 +O(s
2), k even.
Proof The assertion follows immediately from
Γ(ν − s + 1)
Γ(ν + s)
= (ν − s) exp
(
− 2s log ν + s
ν
+
n∑
k=2
Rk(s)ν
−k +O(sν−n−1)
)
= (ν − s)ν−2s
(
1 +
s
ν
+
n∑
k=2
Rk(s)ν
−k +O(sν−n−1) +
1
2
( s
ν
+
n∑
k=2
Rk(s)ν
−k +O(sν−n−1)
)2
+ · · ·
)
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We apply this asymptotics to the following situation:
Let νj > 0 be an increasing sequence, lim
j→∞
νj = ∞, and let (aj)j∈N ⊂ C be a
sequence with the properties
•
∞∑
j=1
|aj|ν−pj <∞ for some p ≥ 0.
• The Dirichlet series
ζ(s) =
∞∑
j=1
ajν
−s
j ,
which is holomorphic for Re s > p, has a meromorphic extension with at most
simple poles.
Let n > p. Then the function
Φ(s) :=
∞∑
j=1
Γ(νj − s+ 1)
Γ(νj + s)
aj
is holomorphic for 2Re s− 1 > p and
Φ(s) = ζ(2s− 1) +
[n/2]∑
l=1
(−1)l−1
l
blsζ(2l + 2s− 1) + sh(s) (A.5)
with some function h, which is meromorphic for Re s > p−n and holomorphic at s = 0.
Hence, Φ has a meromorphic extension to the whole complex plane and the coefficients
of the Laurent expansion at 0 to non–positive exponents can be expressed in terms of
the residues of ζ .
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Chapter III
Relative Index Theory on
Singular Manifolds
Summary
In the last two chapters we investigated elliptic differential operators on manifolds which
were singular but compact. Therefore we tried to recover as many results as possible
from the case of a compact closed manifold.
In this chapter we deal with ”complete manifolds” with singularities. By a complete
manifold with singularities we understand a manifold which has certain ”complete exits”
and certain singularities in its interior. More precisely, we will consider the following
situation (2.1):
Let M be a Riemannian manifold, dimM = m, and U ⊂ M an open
subset with smooth compact boundary N := ∂U , such that M0 := M \U is
complete.
As in the previous chapters, U represents a neighborhood of the singularities of M . M0
represents the ”complete exits”.
We consider a first order symmetric elliptic differential operator
D : C∞0 (E) −→ C∞0 (E)
on M . The first problem we have to deal with is to construct self–adjoint extensions. If
we assume that we know how to construct boundary conditions on U as in the case of U
representing a conic singularity, we might hope that there is no boundary condition to
impose at infinity. Of course, this is not true without further restrictions on D. It turns
out that the appropriate notion to consider is the propagation speed of the operator D
(Definition 3.1.1 below). Roughly speeking, the propagation speed tells us how fast the
support of a solution of the wave equation
∂s
∂t
− iDs = 0 (1)
propagates. The wave equation (1) has the following fundamental property: given
initial data s ∈ C∞(E) then at least for small t there is a solution st ∈ C∞0 (E) with
s0 = s. Moreover, the support of st is contained in a neighborhood of s. This property
reflects the physical phenomenon that waves travel at a finite speed. Note that this
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existence result works within the class of C∞ sections with compact support. So we do
not have to choose any ”boundary” conditions. It was Chernoff’s [Ch] brilliant idea
to use this property of the wave equation to prove essential self–adjointness for certain
differential operators on complete manifolds.
Due to the existence of the singularity set U it may happen that waves ”travel into
the singularity” in finite time. Thus it will be of importance to find estimates from
above on the time until a wave reaches a given set. Proposition 3.1.6 gives an estimate
in terms of the propagation speed of the operator. Crucial for all these considerations
is the local energy estimate Lemma 3.1.2 (cf. [Ch, Proposition 1.1]).
In Section 3.2 we introduce the notion of a Chernoff operator (Def. 3.2.1). The
Chernoff condition guarantees that waves cannot reach infinity in finite time. This
implies essential self–adjointness on complete manifolds (Corollary 3.2.6). For a com-
plete manifold with singularities this means that the complete exits do not contribute
any boundary conditions, see Proposition 3.2.5 for the precise statement.
Now let us fix a self–adjoint extension of D which we again denote by D. In general
we cannot expect D to be Fredholm. In Section 3.2 we will state a simple Fredholm
criterion.
The rest of the chapter is devoted to relative index theory. If D is Fredholm and
if it is supersymmetric which means that it can be written
D =
(
0 D−
D+ 0
)
,
then we may ask for a formula for indD+. Due to the existence of the complete ends
there is probably no nice formula for indD+. Instead one considers a pair of such
operators, D1, D2, which coincide at infinity. Then it is possible to find an expression
for the difference of the indices
indD1,+ − indD2,+.
The point is that in general the individual heat kernels
e−tD
2
j,+
will not be of trace class. However, we will show in Section 3.4 that∫
M
∣∣∣(e−tD21Dl1)(x, x)− (e−tD22Dl2)(x, x)∣∣∣ dx <∞.
Even more we will show that, in a certain sense, this integral converges uniformly in t.
This allows to prove an analogue of the McKean–Singer formula, namely
indD1,+ − indD2,+ =
∫
M
str(e−tD
2
1(x, x)− e−tD22(x, x))dx.
Note that in this situation theMcKean–Singer formula is nontrivial and establishing
it is the main part of this chapter. Once we have established it we can easily derive
relative index theorems for those U where we know the local expansion of the heat
kernel. We would like to point out that the method we present here is due toDonnelly
[D1] and our exposition follows loc. cit. very closely. Further bibliographic comments
can be found at the end of the chapter.
3.1. Wave Equation and Bounded Propagation Speed 83
As in the previous chapters we consider the whole situation to be equivariant under
a group action. Although this is new, the remark at the end of the summary of Chapter
2 applies accordingly. The main new feature of our exposition is the incorporation of
the singularity set U into the theory.
3.1 Wave Equation and Bounded
Propagation Speed
We consider a Riemannian manifold, M , and a symmetric elliptic differential operator
of order 1,
D : C∞0 (E)→ C∞0 (E), (1.1)
acting between sections of the hermitian vector bundle E.
In this chapter we will be dealing mostly with 1st order operators, thus it is more
convenient to omit the normalizing factor i in the definition of the symbol. Hence we
put, for ξ ∈ T ∗pM , e ∈ Ep,
σD(ξ)(e) := D(ϕs)(p),
where ϕ ∈ C∞(M), ϕ(p) = 0, dϕ(p) = ξ and s ∈ C∞0 (E), s(p) = e. For arbitrary
ϕ ∈ C∞(M), s ∈ C∞0 (E), the product rule now reads
D(ϕs) = σD(dϕ)(s) + ϕDs.
Note that in this notation the symbol of a symmetric operator is antisymmetric.
Definition 3.1.1 For Ω ⊂M we put
v(Ω) := max{|σD(ξ)|; ξ ∈ T ∗pM, |ξ| ≤ 1, p ∈ Ω} , (1.2)
resp. if Ω = Br(p0) denotes the closed ball of radius r
vp0(r) := v(Br(p0)).
v(Ω) is called the propagation speed of D on Ω.
This terminology will be justified below (Lemma 3.1.2 and Proposition 3.1.6).
Let
∂s
∂t
− iDs = 0, s0 = s (1.3)
be the wave equation. Under certain assumptions which will be specified later, there
will be a unique solution st of (1.3) for given initial data s ∈ C∞0 (E).
The uniqueness follows from the fact that the wave operator is L2–norm preserving.
Namely if either st ∈ C∞0 (E) or st lies in the domain of a self–adjoint extension of D
we find
∂
∂t
‖st‖2 = ( ∂
∂t
st|st) + (st| ∂
∂t
st)
= (iDst|st) + (st|iDst) = 0.
If s0 ∈ C∞0 (E) then the next lemma shows that st ∈ C∞0 (E) at least for small t.
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Lemma 3.1.2 Let p0 ∈ M and suppose that BR(p0) lies in a geodesic coordinate sys-
tem. If s ∈ C∞([−T, T ], C∞(E)) is a solution of the wave equation (1.3), then∫
BR−ct(p0)
< st(p), st(p) > dp , c = vp0(R) (1.4)
is a decreasing function of t.
Proof We define the vector field Yt ∈ C∞(TM) by
< Yt,p, Xp >:= −i < st(p), σD(Xbp)st(p) > .
Y is real, because σD(X
b
p) is antisymmetric. We calculate with ϕ ∈ C∞0 (M)
(div Yt|ϕ) = −(dtY bt |ϕ) = −(Y bt |dϕ) = −(Yt|(dϕ)#)
= i
∫
M
< st(p), σD(dϕ(p))st(p) > dp
= i
∫
M
< st(p), D(ϕst)(p)− ϕ(p)Dst(p) > dp
= i
∫
M
(< Dst(p), st(p) > − < st(p), Dst(p) >)ϕdp ,
thus
div Yt = i(< Dst, st > − < st, Dst >).
Differentiation of (1.4) with respect to t yields∫
BR−ct(p0)
< iDst(p), st(p) > + < st(p), iDst(p) > dp
−c
∫
∂BR−ct(p0)
< st(p), st(p) > dσ(p)
=
∫
∂BR−ct(p0)
−c|st(p)|2+ < Yt,p, ν(p) > dσ(p) ,
where ν(p) denotes the exterior normal and we have used the divergence theorem. Now
we have
| < Yt,p, ν(p) > | = | < st(p), σD(ν(p))st(p) > | ≤ c|st(p)|2
and the assertion follows.
Proposition 3.1.3 Let D be a self–adjoint extension of D. Then, to given initial data
s ∈ D(D) there exists a unique solution s· : R → D(D) of the wave equation (1.3). If
s0 ∈ D∞(D) we have s·(·) ∈ C∞(R, C∞(E)).
Proof This is a consequence of Stone’s theorem. We have
st = e
itDs0.
From now on we assume that there exists a self–adjoint extension of D. We fix such
an extension; for simplicity it will again be denoted by D.
We generalize Definition 3.1.1:
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Definition 3.1.4 Let U ⊂M be an open subset with smooth compact boundary. We
put
vU(r) := sup{|σD(ξ)| ; ξ ∈ T ∗pM , |ξ| ≤ 1 , dist (p, U) ≤ r} .
If s0 ∈ D∞(D) and dist (U, supp s0) > 0 then we put for ̺ > 0
TU (̺, s0) := sup{t | dist (U, supp st′) ≥ ̺ for 0 ≤ t′ ≤ t} ∈ R+ ∪ {∞}
and
T (U, s0) := TU(0, s0) := sup
̺>0
TU(̺, s0)
= sup{t | dist (U, supp st′) > 0 for 0 ≤ t′ ≤ t},
which is the so–called entry–time of s0 in U . Obviously, TU(·, s0) is a decreasing [0,∞]–
valued function. Here [0,∞] := [0,∞) ∪ {∞} carries the obvious topology and order
structure. It is homeomorphic to [0, 1].
If U = {p} then we write Tp(·, ·) instead of T{p}(·, ·).
Lemma 3.1.5 If the function TU(·, s0) is real valued then it is left continuous.
Remark Note that t 7→ dist (U, supp st) is left continuous. Hence we also have
dist (U, supp sTU (̺,s0)) ≥ ̺. (1.5)
Proof Pick ̺0, ε > 0 and put T0 := TU(̺0, s0). By Definition of TU(·, s0), there exists
a t ∈ (T0, T0+ε), such that dist (U, supp st) < ̺0. Then we have, for dist (U, supp st) <
̺ < ̺0,
T0 = TU (̺0, s0) ≤ TU(̺, s0) ≤ t ≤ T0 + ε,
which proves the assertion.
Proposition 3.1.6 Let U ⊂ M be an open subset with smooth compact boundary and
let st ∈ D∞(D) be a solution of the wave equation with R := dist (U, supp s0) > 0.
Suppose there is a r0 > 0, r0 < R, such that for each p ∈ M \ U with dist (U, p) < R,
the ball Br0(p) is contained in a geodesic coordinate patch. Then, for 0 ≤ ̺ ≤ R,
TU(̺, s0) ≥
∫ R
̺
dr
vU (r)
+ TU(R, s0) ≥
∫ R
̺
dr
vU (r)
.
Note that vU(r) > 0 since D is elliptic.
Proof If TU(̺, s0) = ∞ then there is nothing to prove. W. l. o. g. assume TU(·, s0)
to be real valued.
In view of (1.5) we have dist (U, supp sTU (̺,s0)) ≥ ̺ > 0 for 0 < ̺ ≤ R. Hence for
t ≤ TU(̺, s0)
dist (U, supp st) = dist (∂U, supp st). (1.6)
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Pick p ∈ ∂U =: N and consider a ball Br0(p), r0 < R, which is contained in a
geodesic coordinate patch. Since r0 < R this ball does not meet supp s0. From Lemma
3.1.2 we infer, for 0 < ̺1 < ̺2 ≤ r0,
supp sTp(̺2,s0)+(̺2−̺1)/vp(̺2)∩
◦
B̺1 (p) = ∅,
thus
Tp(̺1, s0) ≥ Tp(̺2, s0) + ̺2 − ̺1
vp(̺2)
.
Since this inequality holds for any 0 < ̺1 < ̺2 ≤ r0, it implies the estimate
Tp(̺1, s0)− Tp(̺2, s0) ≥
∫ ̺2
̺1
dr
vp(r)
≥
∫ ̺2
̺1
dr
vU(r)
, 0 ≤ ̺1 < ̺2 ≤ r0. (1.7)
In view of (1.6) we have for 0 < ̺ < R
TU(̺, s0) = inf{Tp(̺, s0) | p ∈ ∂U},
thus we infer from (1.7)
TU(̺1) ≥
∫ ̺2
̺1
dr
vU(r)
+ TU(̺2), 0 ≤ ̺1 < ̺2 ≤ r0. (1.8)
To prove that (1.8) holds for 0 < ̺1 < ̺2 ≤ R we introduce
A = {̺ ∈ [0, R] | TU(̺1, s0)− TU(̺2, s0) ≥
∫ ̺2
̺1
dr
vU(r)
for all 0 ≤ ̺1 < ̺2 ≤ ̺} .
By definition, A is an interval and by the preceding considerations [0, r0] ⊂ A. Since
TU(·, s0) is left continuous, A is closed on its right end and hence closed. We consider
ξ := supA and assume ξ < R. We will show that then [ξ, ξ + min(r0, R − ξ)] ⊂ A
leading to a contradiction.
Obviously, it suffices to prove
TU (̺1, s0)− TU(̺2, s0) ≥
∫ ̺2
̺1
dr
vU(r)
for ξ ≤ ̺1 < ̺2 ≤ ξ +min(r0, R− ξ). (1.9)
To prove (1.9) we pick ε > 0. By definition of TU , there exists a δ, 0 < δ < ε, and a
pε ∈M \ U with
dist (pε, U) < ̺1, sTU (̺1,s0)+δ(pε) 6= 0
hence
Tpε(0, s0) ≤ TU(̺1, s0) + ε. (1.10)
As above one derives, for 0 ≤ τ1 < τ2 ≤ min(r0, R− ξ),
Tpε(τ1, s0) ≥ Tpε(τ2, s0) +
∫ τ2
τ1
dr
vpε(r)
.
Note that
vpε(τ) ≤ vU(̺1 + τ), TU(ξ + τ) ≤ Tpε(τ),
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hence
TU(̺1)− TU(̺2) ≥ Tpε(0)− ε− Tpε(̺2 − ̺1)
=
∫ ̺2−̺1
0
dr
vpε(r)
− ε
≥
∫ ̺2
̺1
dr
vU (r)
− ε.
Since ε was arbitrary we reach the conclusion.
Remark The assumptions of this proposition are obviously satisfied if {p ∈ M \
U | dist (U, p) < R} is contained in a compact submanifold with boundary. In particular
this holds true if M \ U is complete.
Proposition and Definition 3.1.7 For an open subset W ⊂M we put
T (U,W ) := inf{T (U, s) | s ∈ C∞0 (E|W )} .
Then, under the assumptions of the preceding proposition, the following estimate holds
T (U,W ) ≥
∫ dist (U,W )
0
dr
vU(r)
.
Now we exploit the notion of entry–time to prove estimates for functions of D.
Proposition 3.1.8 Let U ⊂ M be open with smooth compact boundary. Then, for
f ∈ C0(R), fˆ ∈ L1(R), and ϕ ∈ D∞(D), dist (supp ϕ, U) > 0, the following estimate
holds
‖f(D)ϕ‖L2(U,E) ≤ 1√
2π
∫
|ξ|≥T (U,ϕ)
|fˆ(ξ)|dξ ‖ϕ‖.
Proof By definition of entry–time we compute for arbitrary ψ ∈ C∞0 (E|U)
|(f(D)ϕ|ψ)| = | 1√
2π
∫
R
fˆ(ξ)(eiξDϕ|ψ)dξ|
≤ 1√
2π
∫
|ξ|≥T (U,ϕ)
|fˆ(ξ)|dξ ‖ϕ‖ ‖ψ‖ .
Example We consider the function
fp,t(x) := x
pe−tx
2
, p ∈ Z+ , t > 0. (1.11)
The Fourier transform turns out to be
fˆp,t(ξ) = t
−(p+1)/2Pp(
ξ√
t
)e−ξ
2/4t (1.12)
with a polynomial Pp(z) ∈ C[z] , degP ≤ p. Consequently
|fˆp,t(ξ)| ≤ cpt−
p+1
2 e−ξ
2/6t (1.13)
with a constant cp depending on p.
A consequence of these inequalities is the following lemma, which is fundamental
for kernel estimates based on bounded propagation speed.
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Lemma 3.1.9 a) For ̺ > 0, t > 0 we have the estimates
∫
|ξ|≥̺
|fˆp,t(ξ)|dξ ≤ c
̺
t
1−p
2 e−̺
2/6t, (1.14)
and ∫
|ξ|≥̺
|fˆp,t(ξ)|dξ ≤ c̺−p. (1.15)
b) For t0 > 0, ̺0 > 0 there exists a c = c(p, t0, p0) > 0, such that, for ̺ ≥ ̺0, 0 <
t ≤ t0, ∫
|ξ|≥̺
|fˆp,t(ξ)|dξ ≤ c
̺
e−̺
2/8t. (1.16)
Proof a) Integration by parts yields the well–known estimate
∫ ∞
x
e−y
2
dy =
1
2x
e−x
2 − 1
2
∫ ∞
x
1
y2
e−y
2
dy <
1
2x
e−x
2
, x > 0.
This implies ∫ ∞
x
e−αy
2
dy <
1
2αx
e−αx
2
, x, α > 0. (1.17)
We apply this inequality to estimate
∫
|ξ|≥̺
|fˆp,t(ξ)|dξ ≤ cpt−(p+1)/2
∫
|ξ|≥̺
e−ξ
2/6tdξ
≤ 6cpt−(p−1)/2 1
̺
e−̺
2/6t
and the first inequality is proved.
To prove the second inequality we have to distinguish the cases p = 0, p = 1, and
p > 1. If p = 1 then the first estimate implies the second one. If p = 0 then
∫
|ξ|≥̺
|fˆ0,t(ξ)|dξ ≤ c0t−1/2
∫ ∞
−∞
e−ξ
2/6tdξ =
√
3πc0.
Now let p > 1: in view of (1.14) we maximize the function
ϕ(t) = t(1−p)/2e−̺
2/6t.
It is a routine matter to check that ϕ takes its maximum at t = ̺
2
3(p−1) . Hence
max
t>0
ϕ(t) = C̺1−p
and a) is proved.
b) is an immediate consequence of a).
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3.2 Chernoff Operators
The following data will be considered throughout this chapter.
Let M be a Riemannian manifold, dimM = m, and U ⊂ M an open
subset with smooth compact boundary N := ∂U , such that M0 := M \ U
is complete and
(2.1)
D : C∞0 (E)→ C∞0 (E) a 1st order symmetric elliptic differential operator. (2.2)
Moreover we put M0 := M \ U .
Definition 3.2.1 D will be called a Chernoff operator if its propagation speed sat-
isfies ∫ ∞
0
dr
vU (r)
=∞. (2.3)
Lemma 3.2.2 Let M be as in (2.1). Then there exists a function ̺ ∈ C∞(M0) with
|̺(p)− dist (p,N)| ≤ c , p ∈M0,
|∇̺(p)| ≤ 2 , p ∈M0
for a suitable c > 0.
Proof We can find a complete manifold without boundary, M˜ , with M0 ⊂ M˜ (e. g.
the double of a manifold M1 with M0 ⊂ M1 and M1 \M0 = [0, 1) × N with product
metric near {1} ×N ; such a manifold M1 certainly exists). We choose p0 ∈ N and an
approximation ̺ of the distance function of p0 on M˜ with
|̺(p)− d(p, p0)| ≤ ε
|∇̺(p)| ≤ 2 .
Obviously, by the compactness of N , ̺|M1 does the job.
Lemma 3.2.3 Let f : R+ → R+, f(0) > 0, be an increasing function, ∫∞0 drf(r) = ∞.
Then, for ε > 0, there exists a sequence (χm) ⊂ C∞(R) having the following properties:
(i) χm|(−∞, m] = 1 , 0 ≤ χm ≤ 1.
(ii) χm(x) = 0 , x ≥ x0, for suitable x0 = x0(m).
(iii) |χ′m(x)| ≤ εmf(x) .
Proof Obvious.
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Lemma 3.2.4 Let M be as in (2.1) and D a Chernoff operator on M . Then, for
ε > 0, there exists a sequence (ψm) ⊂ C∞0 (M0) having the following properties:
(i) 0 ≤ ψm ≤ 1 and ψm(p) = 1 if dist (p,N) ≤ m,
(ii) |∇ψm(p)| ≤ εmvU (dist (p,N)) ,
(iii) |σD(dψm)(p)| ≤ εm .
Proof For f(x) := vU(x+c) and suitable δ > 0, let (χm) be the sequence of functions
of Lemma 3.2.3 with ε replaced by δ. Choose ̺, c according to Lemma 3.2.2. We choose
an integer k > c and put ψm := χm+k ◦ ̺. Then 1. is obviously satisfied. We obtain
|∇ψm(p)| = |χ′m+k(̺(p))∇̺(p)|
≤ 2δ
(m+ k)f(̺(p))
≤ ε
mf(̺(p))
,
if δ < ε/2 and 2. is proved. Furthermore,
|σD(dψm)(p)| ≤ vU(dist (p,N))|∇ψm(p)|
≤ ε
m
.
Proposition 3.2.5 Let M be as in (2.1) and D a Chernoff operator on M . If
f ∈ D(Dmax), supp f ⊂M0, then there exists a sequence ϕn ∈ C∞0 (E|M0) with ϕn → f ,
Dϕn → Df , i. e. f ∈ D((D|M0)min).
Proof Let ψn be as above. Then ψnf ∈ D(Dmax), because
D(ψnf) = σD(dψn)(f) + ψnDf .
Together with Lemma 3.2.4 this implies that ψnf → f in the graph topology of Dmax.
Since supp (ψnf) is compact, Lemma 1.1.15 yields ψnf ∈ D((D|M0)min), thus f ∈
D((D|M0)min), too.
Corollary 3.2.6 If U = ∅, i. e. M is complete, then D is essentially self–adjoint.
Now we are going to investigate Fredholm properties of Chernoff operators.
We begin with the functional analytic characterization of the Fredholm property:
Proposition 3.2.7 Let D be a self–adjoint operator in the Hilbert space H. Then
the following statements are equivalent:
(i) D is a Fredholm operator D(D)→ H.
(ii) 0 /∈ spec ess(D).
(iii) 0 /∈ spec ess(D2).
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(iv) ker D is finite dimensional and there is a c > 0, such that, for all x ∈ (ker D)⊥∩
D(D),
‖Dx‖ ≥ c‖x‖.
(v) If (xn) ⊂ D(D) with ‖xn‖H bounded and Dxn convergent then (xn) has a conver-
gent subsequence.
Here spec ess denotes the essential spectrum of an operator.
Proof The equivalences (i) ⇔ (ii) ⇔ (iii) ⇔ (iv) are well–known.
(iv) ⇒ (v): Let (xn) ⊂ D(D), ‖xn‖H ≤ K and Dxn → y. We decompose
xn := x
0
n + x
1
n
with x0n ∈ ker D and x1n ∈ ker D⊥ ∩ D(D). Then
‖x1n − x1m‖ ≤
1
c
‖Dx1n −Dx1m‖ =
1
c
‖Dxn −Dxm‖,
i. e. (x1n) is a Cauchy sequence and hence converges in H . Since ‖x0n‖ ≤ ‖xn‖ ≤ K, (x0n)
is a bounded sequence in the finite–dimensional Hilbert space ker D. This sequence
has a convergent subsequence.
(v) ⇒ (iv): If ker D were infinite dimensional, we could choose an orthonormal
system (xn)n∈N in ker D. Obviously this contradicts (v).
Assume, no such c > 0 exists as asserted. Then we choose for n ∈ N a xn ∈
ker D⊥ ∩ D(D), ‖xn‖ = 1, and ‖Dxn‖ < 1n . By (v) we may assume that xn converges,
x := lim xn. Since D is a closed operator, we have Dx = 0, thus
x ∈ ker D ∩ ker D⊥ = 0,
which contradicts ‖x‖ = lim ‖xn‖ = 1.
The somewhat unusual characterization (v) will be used several times in the sequel.
Proposition 3.2.8 Let M be as in (2.1) and D0 a Chernoff operator on M . Let D
be a self–adjoint extension of D0.
1. The following two statements are equivalent
(i) We have
D2 = P +R
with a non–negative closed operator P and R ∈ C∞(EndE) ∩ L(L2(E)), where
R is positive at infinity, i. e. there exists a U–compact subset K ⊃ U , such that
(R|M \K) ≥ c > 0.
(ii) There exists a U–compact set K ⊃ U and a c > 0, such that for s ∈ D(D),
dist (supp s,K) > 0, we have
‖Ds‖ ≥ c‖s‖.
2. If D is a Fredholm operator, then the two equivalent statements of 1. are true.
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Proof 1. (i) ⇒ (ii): After enlarging K we may assume that K has smooth bound-
ary. Since R is bounded, we have D(D2) = D(P ) and for s ∈ D(D2), dist (supp s,K) >
0, we conclude
‖Ds‖2 = (Ds|Ds) = (D2s|s) = (Ps|s) + (Rs|s) ≥ c‖s‖2.
By Proposition 3.2.5, C∞0 (M \K,E) is dense in {s ∈ D(D) | dist (supp s,K) > 0} with
respect to the graph norm of D and the assertion follows.
(ii) ⇒ (i): Let 0 < ε < 1 with ε + ε2 < c2
4
. We choose ψ ∈ C∞0 (M0) according to
Lemma 3.2.4, such that ψ|K ≡ 1 and
|σD(dψ)| ≤ ε.
We put χ := 1−ψ. Furthermore, let ϕ ∈ C∞(M), supp ϕ ⊂ {p |χ(p) = 1}, 0 ≤ ϕ ≤ c2
2
,
and ϕ|(M \K ′) ≡ c2
2
, where K ′ ⊃ K is a U–compact set which is large enough. Now
we infer for s ∈ D(D2)
(ϕs|s) = (ϕχs|χs) ≤ c
2
2
(χs|χs) ≤ 1
2
(D(χs)|D(χs))
=
1
2
∣∣∣‖Ds‖2 + 2Re(σD(dχ)s|χDs) + ‖σD(dχ)s‖2∣∣∣
≤ 1
2
(‖Ds‖2 + 2ε‖s‖‖Ds‖+ ε2‖s‖2)
≤ (1
2
+
ε
2
)‖Ds‖2 + ε+ ε
2
2
‖s‖2,
consequently R := ϕ− ε+ε2
2
does the job.
2. Assume 1. (ii) were not true. By virtue of Proposition 3.2.7 (v) we obtain
a contradiction if we can construct an orthonormal system (sn) ⊂ C∞0 (E|M0) with
‖Dsn‖ < 1/n. Since 1. (ii) is not true with c = 1, there exists a s1 ∈ C∞0 (M0, E)
with ‖s1‖ = 1 and ‖Ds1‖ < 1. Proposition 3.2.5 guarantees that s1 can be chosen
in C∞0 (M0, E). Assume that s1, · · · , sn are already constructed. Then we choose a
U–compact set K ⊃ U ∪ supp s1 ∪ · · · ∪ supp sn with smooth boundary. Since 1.
(ii) is not true for K with c = 1/(n + 1), there exists a sn+1 ∈ C∞0 (E|M \ K) with
‖sn+1‖ = 1, ‖Dsn+1‖ < 1/(n+ 1).
If, in addition, D has the Rellich property over U (cf. Definition 1.4.2) then we
obtain the following Fredholm criterion:
Proposition 3.2.9 Under the assumptions of Proposition 3.2.8 assume that D has the
Rellich property over U . Then D is a Fredholm operator if it satisfies one of the
equivalent conditions in Proposition 3.2.8 1. I. e. for Chernoff operators with the
Rellich property, the statements under 1. and 2. in Proposition 3.2.8 are equivalent.
Proof We choose a U–compact K ⊃ U , such that for s ∈ D(D), dist (supp s,K)
> 0, we have
‖Ds‖ ≥ c‖s‖ .
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Moreover, let K ⊂
◦
K ′ with K ′ U–compact and χ ∈ C∞(M) with χ|K ≡ 1 , χ|(M \
K ′) ≡ 0, dist (supp χ, ∂K ′) > 0. Let χ˜ have the same properties as χ and χ˜| supp χ
≡ 1. We use the criterion (v) of Proposition 3.2.7 and consider (sm) ⊂ D(D) with
‖sm‖ ≤ c1 and (Dsm) convergent. Since χsm ∈ KD(D,
◦
K ′), by assumption w. l. o. g.
we may assume that (χsm) and (χ˜sm) converge. Furthermore
‖(1− χ)(sm − sn)‖ ≤ 1
c
‖D((1− χ)(sm − sn))‖
≤ 1
c
‖σD(dχ)‖∞‖χ˜sm − χ˜sn‖+ 1
c
‖Dsm −Dsn‖ ,
i. e. ((1− χ)sm) is a Cauchy sequence and the assertion follows.
Remark Proposition 3.2.8 and Proposition 3.2.9 also give a Fredholm criterion
for not necessarily symmetric differential operators of order 1. Let D0 be an arbitrary
elliptic differential operator of order 1 and D a closed extension. In order to be able
to apply Proposition 3.2.8, DD∗ and D∗D have to satisfy the assumptions of 1. (i),
and D,D∗ have to satisfy the assumptions of 1. (ii). This follows easily from the
consideration of the operator (
0 D
D∗ 0
)
.
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3.3 Some Kernel Estimates
In this section we prove some estimates for the heat kernels of certain operators.
Proposition 3.3.1 Let M be a Riemannian manifold and ∆0 : C
∞
0 (E) → C∞0 (E) a
positive elliptic differential operator of order d. Assume that ∆ ≥ 0 is a self–adjoint
extension with 0 6∈ specess(∆). We consider the orthogonal projection
H : L2(E)→ ker ∆
and ∆˜ := ∆+H ≥ ε := min(1,min specess(∆)) > 0. Then for t0 > 0, l ∈ Z+, and every
compact set K ⊂M , there exists a c > 0, such that(∫
M
|(∆˜le−t∆˜(x, y)|2dy
)1
2 ≤ ce−tε , t ≥ t0, x ∈ K, (3.1)
|(∆˜le−t∆˜(x, y)| ≤ ce−tε, t ≥ t0, x, y ∈ K. (3.2)
If l ≥ 1 then (3.1) and (3.2) also hold for ∆ instead of ∆˜.
Proof Let kd > dimM/2. Then we apply Lemma 1.1.17 for s ∈ L2(E) and x ∈ K
and find
|(∆˜le−t∆˜s)(x)| ≤ c(‖∆˜le−t∆˜s‖+ ‖∆k∆˜le−t∆˜s‖)
≤ c(sup
ξ≥ε
|ξle−tξ|+ sup
ξ≥ε
|ξk+le−tξ|)‖s‖
≤ c′e−tε‖s‖, t ≥ t0.
In the case l ≥ 1 the same computation works for ∆ instead of ∆˜. Now the first
inequality (3.1) is a consequence of the Riesz representation theorem; (3.2) follows from
(3.1) and the semi-group property of e−t∆˜.
This proposition still holds – with the same proof – for a properly supported pseu-
dodifferential operator ∆0 (cf. [Sh, Chapter I]).
Using the entry–time, it is possible to prove more subtle estimates:
Proposition 3.3.2 Let M be a Riemannian manifold and let D0 : C
∞
0 (E) → C∞0 (E)
be a 1st order symmetric elliptic differential operator on E. Assume that D is a self–
adjoint extension of D0,∆ := D
2. Moreover let A ∈ Diffd(E) and X ⊂ M compact
with smooth boundary. Then, for ̺0 > 0 and W := {y ∈M | dist (X, y) > ̺0}, we have
sup
t>0,x∈X
(∫
W
|Ae−t∆(x, w)|2dw
)1
2
<∞.
Proof Let U ⊃ X be an open neighborhood, such that T (U,W ) > 0 and k >
dimM/2. Then application of Proposition 3.1.8, Lemma 3.1.9 a), and Lemma 1.1.17
yields, for x ∈ X and s ∈ C∞0 (E|W ),
|Ae−t∆s(x)| ≤ c‖Ae−t∆s‖Hk(U,E)
≤ c‖e−t∆s‖Hk+d(U,E)
≤ c(‖e−t∆s‖L2(U,E) + ‖Dk+de−t∆s‖L2(U,E))
≤ c
(∫
|ξ|≥T (U,W )
|fˆ0,t(ξ)|dξ +
∫
|ξ|≥T (U,W )
|fˆk+d,t(ξ)|dξ
)
‖s‖
≤ c‖s‖.
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Now, the assertion again is a consequence of the Riesz representation theorem.
Proposition 3.3.3 Under the assumptions of the preceding proposition let U ⊃ X be
an open neighborhood. Then for t0, ̺0 > 0 there exists a constant c, such that, for
0 < t ≤ t0 and W ⊂M with T (U,W ) =: ̺ ≥ ̺0,
sup
x∈X
(∫
W
|Ae−t∆(x, w)|2dw
)1
2 ≤ c
̺
e−̺
2/8t. (3.3)
Proof The proof is analogous to the proof of Proposition 3.3.2. One only has to use
Lemma 3.1.9 b) instead of Lemma 3.1.9 a).
Proposition 3.3.4 Let X be a locally compact space, µ a positive Radon measure and
H ∈ L(L2(X, µ)) a finite–rank operator with kernel
h(x, y) =
∑
i,j
hi(x)gj(y), hi, gj ∈ L2(X, µ).
Then for ε > 0 there exists an open subset U ⊂ X, X \ U compact, such that for every
Carleman operator (cf. [We, Sec. 6.2]) E ∈ L(L2(X, µ)) the following holds∫
U
∣∣∣∣∫
X
h(x, y)E(x, y)dµ(y)
∣∣∣∣dµ(x) ≤ ε‖E‖.
Proof We have ∫
X
h(x, y)E(x, y)dµ(y) =
∑
i,j
hi(x)(Egj)(x) ,
thus ∫
U
∣∣∣∣∫
X
h(x, y)E(x, y)dµ(y)
∣∣∣∣dµ(x) ≤ ∑
i,j
∫
U
|hi(x)||(Egj)(x)|dµ(x)
≤ ∑
i,j
‖hi‖L2(U,µ)‖E‖‖gj‖L2(X,µ).
In view of the regularity of Radon measures we have
‖hi‖L2(X,µ) = lim
K⊂Xcompact
‖hi‖L2(K,µ).
and we reach the conclusion.
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3.4 Pairs of Chernoff Operators which coincide at
Infinity
For dealing with index problems the ”super” terminology has the advantage that one
can stay within the class of self–adjoint operators. Thus we will make use of the ”super”
terminology from now on:
Definition 3.4.1 a) A vector bundle E →M over a manifold is called a super bundle
if there is a direct sum decomposition E = E+ ⊕ E−. The operator
τ := IdE+ ⊕ (−IdE−) ∈ C∞(EndE)
will be called the grading operator.
(Differential) operators will be called odd/even if they anticommute/commute with
the grading operator τ .
b) Let E = E+ ⊕ E− be a hermitian super bundle with grading operator τ ∈
C∞(EndE). A differential operator D0 ∈ Diffd(E) is called supersymmetric if it is
symmetric and odd.
For more details about ”super” structures on manifolds we refer the reader to [BGV,
Chap. I].
With respect to the decomposition E = E+ ⊕ E−, D0 has the form
D0 =
(
0 D0,−
D0,+ 0
)
, (4.1)
where D0,− = Dt0,+. Hence, a supersymmetric operator D0 has a self–adjoint extension
D: namely, choose an arbitrary closed extension, D+, of D0,+ and put D− := D∗+. This
self–adjoint extension is still odd. Obviously, all superself–adjoint extensions of D0 are
of this form. In the sequel we will avoid to use the monster word ”superself–adjoint”.
If we speak of a self–adjoint extension, D, of a supersymmetric operator then we will
always assume Dτ = −τD, without mentioning it explicitly.
Definition 3.4.2 Let M1,M2 be Riemannian manifolds as in (2.1) and D1,0, D2,0 su-
persymmetric Chernoff operators on M1,M2. We say that D1,0, D2,0 coincide at
infinity, if there exists an isometry
F : M1 \ U1 →M2 \ U2 , (4.2a)
which lifts to an even bundle isometry
F∗ : E1|(M1 \ U1)→ E2|(M2 \ U2), (4.2b)
such that
D1,0 = F
−1
∗ ◦D2,0 ◦ F∗. (4.2c)
Here, F∗ also denotes the isometry L2(E1)→ L2(E2) induced by F .
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For simplicity we will suppress F and identify M1 \ U1,M2 \ U2. This set will be
denoted by S. Moreover we put
E1|S = E2|S =: E , D1,0|S = D2,0|S =: D , τ1|S = τ2|S =: τ. (4.3)
Furthermore, we will admit that the whole situation is equivariant, i. e. there is
a compact Lie group G, acting as isometry group on Mj ; S is G–invariant and the
operators Dj, τj are G–invariant, too. For g ∈ G and p ∈ Mj , the induced isometry on
D is denoted by
g∗ : Ej,g(p) → Ej,p. (4.4)
The map
C∞0 (Ej) ∋ s 7→ g∗ ◦ s ◦ g ∈ C∞0 (Ej) (4.5)
is also denoted by g∗. It extends to a unitary map L2(Ej)→ L2(Ej).
The aim of this section is to prove the following theorem:
Theorem 3.4.3 With the notations introduced above let D1,0, D2,0 be G–equivariant
Chernoff operators which coincide at infinity. Let D1, D2 be G–equivariant self–
adjoint extensions which are assumed to be Fredholm. Then, for l ∈ N and ε > 0,
there exists a G–invariant open subset W ⊂ S with S \W compact, such that for all
t > 0 and all g ∈ G∫
W
∣∣∣(g∗e−tD21Dl1)(x, x)− (g∗e−tD22Dl2)(x, x)∣∣∣ dx < ε.
Proof We put ∆j := D
2
j . By Proposition 3.2.7 we have 0 6∈ specess(∆j). Let
(hj)j=1,···,n be an orthonormal basis of ker ∆1. The orthogonal projection
H1 : L
2(E)→ ker ∆1
is an operator with kernel
H1(x, y) =
∑
j
hj(x)⊗ hj(y)∗,
i. e.
(H1s)(x) =
∑
j
hj(x)(hj |s)
=
∑
j
hj(x)
∫
M1
< hj(y), s(y) > dy.
Put Kj(t) := e
−t∆1 and
K1(t) := e
−t∆1 −H1
= e−t∆˜1 − e−tH1,
where ∆˜1 := ∆1 +H1 (cf. Proposition 3.3.1).
We choose G–invariant cut–off functions φ, ψ, χ ∈ C∞(S) as follows:
φ ≡ 0 in a neighborhood of ∂S, φ ≡ 1 outside some G–invariant compact
set.
(4.6)
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ψ has the same properties as φ and in addition ψ| supp φ ≡ 1. (4.7)
χ ∈ C∞0 (S) with χ| supp (1− φ) ≡ 1. (4.8)
We extend φ, ψ by 0, χ by 1, to M1 and define
Et := χe
−t∆1(1− φ) + ψe−t∆2φ. (4.9)
Moreover, we put
(∂t +∆1)Et = [∆1, χ]e
−t∆1(1− φ) + [∆2, ψ]e−t∆2φ
=: Rt (4.10)
and obtain
H1Rt = H1∂tEt. (4.11)
Duhamel’s principle now yields
Et =
∫ t
0
e−s∆1Rt−sds+ e−t∆1
=
∫ t
0
K1(s)Rt−sds−
∫ t
0
H1∂sEt−sds+K1(t) +H1
=
∫ t
0
K1(s)Rt−sds+H1Et +K1.
Hence, for x, y ∈ S \ (supp (1− φ) ∪ supp χ),
K2(t, x, y)−K1(t, x, y) = Et(x, y)−K1(t, x, y)
=
∫ t
0
∫
M
K1(s, x, z)Rt−s(z, y)dzds+
∫
M
H1(x, z)Et(z, y)dz,
and, for g ∈ G,
(g∗K2)(t, x, x)− (g∗K1)(t, x, x) = g∗K2(t, gx, x)− g∗K1(t, gx, x)
=
∫ t
0
∫
M
g∗K1(s, gx, z)Rt−s(z, x)dzds +
∫
M
g∗H1(gx, z)Et(z, x)dz (4.12a)
and, for l ≥ 1,
(g∗Dl2K2)(t, x, x)− (g∗Dl1K1)(t, x, x)
= (g∗Dl2K2)(t, x, x)− (g∗Dl1K1)(t, x, x) (4.12b)
=
∫ t
0
∫
M
(g∗Dl1K1)(s, x, z)Rt−s(z, x)dzds.
As in the proof of Proposition 3.3.4 we now obtain, for open W1 ⊂ S with S \W1
compact,∫
W1
∣∣∣∣∫
M
g∗H1(gx, z)Et(z, x)dz
∣∣∣∣ dx ≤ ‖Et‖∑
j
‖g∗hj‖L2(E)‖hj‖L2(E|W1) <
ε
5
(4.13)
for suitable W1, where W1 obviously can be chosen G–invariant and independent of g.
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Next let Z ⊂ S be a fixed G–invariant compact set with supp ∇ψ ⊂ Z andW2 ⊂W1
G–invariant with S \W2 compact, such that φ ≡ 1 on W2. We get in view of (4.12a,b),
(4.13) ∫
W2
∣∣∣(g∗Dl2K2 − g∗Dl1K1)(t, x, x)∣∣∣ dx
≤ ε
5
+
∫
W2
∣∣∣∣∫ t
0
∫
Z
(g∗Dl1K1)(s, x, z)[∆2, ψ]e
−(t−s)∆2(z, x)dzds
∣∣∣∣ dx. (4.14)
We choose t0 > 0 and split the s–integration, where t1 ≥ t0 will be chosen later.
Cauchy–Schwarz and Propositions 3.3.1, 3.3.2 yield:∫
W2
∣∣∣∣∫ t
t1
∫
Z
(g∗Dl1K1)(s, x, z)[∆2, ψ]e
−(t−s)∆2(z, x)dzds
∣∣∣∣ dx
≤
∫ t
t1
∫
Z
(∫
W2
|(g∗Dl1K1)(s, x, z)|2dx
) 1
2
(∫
W2
|[∆2, ψ]e−(t−s)∆2(z, x)|2dx
) 1
2
dzds
≤ C
∫ ∞
t1
e−sδds (4.15)
=
C
δ
e−t1δ,
where δ = min(1,min spec e(∆1)). Here, C depends on t0 and Z but is independent of
t1.
We can choose t1 large enough such that the last expression is < ε/5 for all t ≥ t1.
Then we estimate the remaining integral from 0 to t1:∫
W2
∣∣∣∣∫ t1
0
∫
Z
(g∗Dl1K1)(s, x, z)[∆2, ψ]e
−(t−s)∆2(z, x)dzds
∣∣∣∣ dx
≤
∫
W2
∣∣∣∣∫ t1
0
∫
Z
(g∗Dl1K1)(s, x, z)[∆2, ψ]e
−(t−s)∆2(z, x)dzds
∣∣∣∣ dx (4.16)
+δl,0
∫
W2
∣∣∣∣∫ t1
0
∫
Z
(g∗H1)(x, z)ψ(z)∂se−(t−s)∆2(z, x)dzds
∣∣∣∣ dx
=: I(W2) + II(W2).
We have
II(W2) ≤
∫
W2
∣∣∣∣∫
Z
(g∗H1)(x, z)ψ(z)e−(t−t1)∆2(z, x)dz
∣∣∣∣ dx
+
∫
W2
∣∣∣∣∫
Z
(g∗H1)(x, z)ψ(z)e−t∆2(z, x)dz
∣∣∣∣ dx.
As in (4.13) one checks that W2 can be chosen in such a way that II(W2) < ε/5 for all
t ≥ t1.
Let W3 ⊂ W2 have the same properties as W2. Analogous to (4.15) we infer, using
Proposition 3.3.3, that
I(W3) ≤
∫ t1
0
∫
Z
(∫
W3
|(g∗Dl1K1)(s, x, z)|2dx
) 1
2
(∫
W3
|[∆2, ψ]e−(t−s)∆2(z, x)|2dx
) 1
2
dzds
≤ C
∫ t1
0
∫
Z
(∫
W3
|g∗(Dl1K1(s, gx, z)|2dx
) 1
2
dzds
≤ C1
T (Z ′,W3)
e−T (Z
′,W3)2/8t1 .
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where Z ′ ⊃ Z is a small, relative compact neighborhood. Finally, we use the Chernoff
property: namely, if W3 is suitably chosen, we can make T (Z
′,W3) arbitrary large such
that finally I(W3) < ε/5. We note that because K1 = K1−H1 (cf. (4.13)) there exists
a W4 ⊂W3 with the same properties as W3, such that for all t > 0∫
W4
∣∣∣(g∗Dl1K1)(t, x, x)− (g∗Dl1K1)(t, x, x)∣∣∣ dx < ε/5.
If t ≤ t1, we repeat the computation from (4.16) with t instead of t1 and we are done.
3.5 The Relative McKean–Singer Formula
In this section we consider a manifoldM as in (2.1) and aG–equivariant supersymmetric
Chernoff operator D0 on M . In addition, we assume that D has the property (SE)
over U (see Definition 1.4.10). We note some kernel estimates which follow from Lemma
1.4.5.
Lemma 3.5.1 1. For k ∈ Z+ there exist c1, c2 > 0, such that for x ∈ U(∫
M
|Dke−tD2(x, y)|2dy
)1
2 ≤ ̺(x)(c1
tk
+
c2
tk+l
).
Here, ̺(x) is the function from the singular elliptic estimate (1.4.4).
2. If χ ∈ C∞U (M), supp (dχ) compact, then χDke−tD2 , Dke−tD2χ are Hilbert–
Schmidt operators and their Hilbert–Schmidt norm satisfies
‖χDke−tD2‖HS = ‖Dke−tD2χ‖HS ≤ c1
tk
+
c2
tk+l
.
Proof 1. is an immediate consequence of Lemma 1.4.5.
2. Obviously, we have (χDke−tD
2
)∗ = Dke−tD
2
χ, hence it suffices to prove the
assertion for χDke−tD
2
. We have∫
M×M
|χ(x)(Dke−tD2)(x, y)|2dxdy
=
∫
M
|χ(x)|2
∫
M
|Dke−tD2(x, y)|2dydx
≤
∫
M
|χ(x)|2̺(x)2dx(c1
tk
+
c2
tk+l
)2.
An immediate consequence is
Lemma 3.5.2 Let χ1, χ2 ∈ C∞U (M), supp (dχj) compact. Then the operator
χ1D
ke−tD
2
χ2 is trace class and the following estimate holds
|(χ1Dke−tD2χ2)(x, y)| ≤ χ1(x)χ2(y)̺(x)̺(y) 1
tk
(c1 +
c2
tl
)2. (5.1)
This lemma has an important consequence. The estimate (5.1) shows that we can
differentiate ∫
M
χ1(gx)(g
∗e−tD
2
)(x, x)dx, g ∈ G, (5.2)
with respect to t under the integral.
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Proposition 3.5.3 With the denotations of the last lemma we have
Tr(Dχ1D
ke−tD
2
χ2) = Tr(χ1D
ke−tD
2
χ2D).
Proof By the preceding considerations the operator (I + D2)χ1D
ke−tD
2
χ2 is trace
class and D(I +D2)−1 is bounded, consequently
Tr(Dχ1D
ke−tD
2
χ2) = Tr(D(I +D
2)−1(I +D2)χ1Dke−tD
2
χ2)
= Tr((I +D2)χ1D
ke−tD
2
χ2D(I +D
2)−1)
= Tr(χ1D
ke−tD
2
χ2D).
Definition 3.5.4 Given a trace class operator, T ∈ L(L2(E)), its supertrace is denoted
by Str(T ) := Tr(τT ). Given a bundle endomorphism, R ∈ End(Ex), we put str(R) :=
tr(τ(x)R).
Note that τ is the grading automorphism of the super bundle E.
Proposition 3.5.5 Let χ1, χ2 be as before and denote by H the orthogonal projection
onto ker D. If D is a Fredholm operator then we have, for g ∈ G,
lim
t→∞ Str(g
∗χ1e−tD
2
χ2) =
∫
M
χ1(gx)χ2(x)str((g
∗H)(x, x))dx
= Str(g∗χ1Hχ2).
Proof Since (e−t/2D
2 −H)2 = e−tD2 −H , Lemma 1.4.5 implies, for x, y ∈ U ,
|(e−tD2 −H)(x, y)| ≤ ̺(x)̺(y)(sup
ξ≥ε
e−ξt/2 + sup
ξ≥ε
ξl/2e−ξt/2)2
≤ C̺(x)̺(y)e−tε/2,
where ε = min specess(D
2). From this the assertion follows.
Definition 3.5.6 Let D1,0, D2,0 be supersymmetric Chernoff operators which coin-
cide at infinity. Let D1, D2 be self–adjoint extensions which are assumed to be Fred-
holm operators. We put for g ∈ G
κg(t) =
∫
M
str((g∗e−tD
2
1)(x, x)− (g∗e−tD22)(x, x))dx.
κg(t) is well–defined in view of Theorem 3.4.3. If we choose cut–off functions χ, ψ, φ
as in (4.6)-(4.8) then we can write
κg(t) := Str(g
∗χe−tD
2
1 (1− φ))− Str(g∗χe−tD22(1− φ))
+
∫
M
str((g∗ψ(e−tD
2
1 − e−tD22)φ)(x, x))dx. (5.3)
This shows in particular that the right hand side of (5.3) is independent of the choice
of χ, ψ, φ.
Moreover, by Theorem 3.4.3 we can choose χ, ψ, φ in such a way that the last integral
in (5.3) is < ε for any given ε > 0, simultaneously for all t > 0 and g ∈ G.
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Proposition 3.5.7 κg(t) is constant.
Proof Let 0 < t0 < t1 be given. We want to show that κg(t0) = κg(t1). Pick ε > 0
and choose χ, ψ, φ in such a way that the last summand in (5.3) is < ε/3 for all t > 0.
Now we consider
κ1(t) := Str(g
∗χe−tD
2
1(1− φ))− Str(g∗χe−tD22(1− φ)).
As noted beforere, κ1 is differentiable and we can differentiate under the integral sign.
Since χ| supp (1− φ) ≡ 1 we obtain, using that D1, D2 are odd operators,
d
dt
κ1(t) = −Str(g∗D1χD1e−tD21 (1− φ)) + Str(g∗D2χD2e−tD22(1− φ))
= Str(g∗χe−tD
2
1D1(1− φ)D1)− Str(g∗χe−tD22D2(1− φ)D2)
= − d
dt
κ1(t) + Str(g
∗χe−tD
2
1D1σD1(dφ))− Str(g∗χe−tD
2
2D2σD2(dφ)).
D1, D2 coincide on supp (dφ), hence
|2 d
dt
κ1(t)| ≤ ‖σD(dφ)‖rankE
∫
supp dφ
|(g∗e−tD21D1 − g∗e−tD22D2)(x, x)|dx.
By Lemma 3.2.4, we can make ‖σD(dφ)‖ arbitrary small and by Theorem 3.4.3, the
integral can be made arbitrary small by choosing the support of dφ appropriately. In
any case, we can choose φ in such a way that
| d
dt
κ1(t)| ≤ ε
3(t1 − t0)
for t ∈ [t0, t1]. Then |κ1(t1)− κ1(t0)| ≤ ε/3, and consequently
|κg(t1)− κg(t0)| ≤ |κg(t1)− κ1(t1)|+ ε/3 + |κ1(t0)− κg(t0)| < ε.
Since ε > 0 was arbitrary, we end up with κg(t1) = κg(t0).
Theorem 3.5.8 Given D1, D2 as in Definition 3.5.6, the relative McKean–Singer
formula holds
κg(t) = ind(D1,+, g)− ind(D2,+, g).
Proof Since κg(t) is constant, it suffices to show that
lim
t→∞κg(t) = ind(D1,+, g)− ind(D2,+, g).
For that purpose let ε > 0 and choose χ, ψ, φ such that the last summand in (5.3)
is < ε/2 for all t > 0. Moreover, let H1, H2 be the orthogonal projections onto
ker D1, ker D2. We find
|κg(t)− ind(D1,+, g) + ind(D2,+, g)|
= |κg(t)−
∫
M
str((g∗H1 − g∗H2)(x, x))dx|
≤ |Str(g∗χ(e−tD21 −H1)(1− φ))|+ |Str(g∗χ(e−tD22 −H2)(1− φ))|
+
ε
2
+ rgE
∫
M
|(g∗ψH1φ)(x, x)|dx+ rgE
∫
M
|(g∗ψH2φ)(x, x)|dx.
By Proposition 3.3.4, we can choose ψ, φ such that the last two summands are < ε/2.
By virtue of Proposition 3.5.5 the first two summands tend to 0 as t→∞.
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Definition 3.5.9 For D1, D2 as above the relative G–index is defined to be
ind(D1, D2, g) := ind(D1,+, g)− ind(D2,+, g).
Finally, we state the main result of this section.
Theorem 3.5.10 (Local Relative Index Theorem)Let M be a Riemannian G–manifold
as in (2.1). Let D1,0, D2,0 be supersymmetric G–invariant Chernoff operators which
coincide at infinity. Let D1, D2 be G–invariant self–adjoint extensions. Assume that
D1, D2 are Fredholm operators and that they have the property (SE) over U . Then,
for g ∈ G,
ind(D1, D2, g) = lim
t→0
(∫
U1
str((g∗e−tD
2
1)(x, x))dx−
∫
U2
str((g∗e−tD
2
2)(x, x))dx
)
.
Proof Let ε > 0 be given. We choose again χ, ψ, φ, such that the last summand in
(5.3) is < ε/2 for all t > 0. Since ind(D1, D2, g) = κg(t), we find
|ind(D1, D2, g)−
∫
U1
str((g∗e−tD
2
1)(x, x))dx+
∫
U2
str((g∗e−tD
2
2)(x, x))dx|
≤ ε/2 +
∣∣∣∣∫
S
str((g∗χe−tD
2
1(1− φ))(x, x))dx−
∫
S
str((g∗χe−tD
2
2 (1− φ))(x, x))dx
∣∣∣∣ .
Since χ, 1 − φ have compact support in S, we can apply Theorem 1.1.18. Using the
denotations there, we find∫
S
str((g∗χe−tD
2
j (1− φ))(x, x))dx ∼t→0
k∑
j=1
∞∑
n=0
∫
Nj
(1− φ(x))ϕj,n(x)dx t
n−mj
2 .
Here, the ϕj,n(x) are invariants, which depend only on the symbol of D, its derivatives,
and g. Hence, these invariants of D1 and D2 coincide on S. This yields∫
S
str((g∗χe−tD
2
1 (1− φ))(x, x)) − str((g∗χe−tD22(1− φ))(x, x))dx = O(tN), t→ 0
for arbitrary large N . Therefore, we reach the conclusion.
3.6 Relative Index Theorems
The statement of the Local Relative Index Theorem 3.5.10 can be made more precise
if the heat kernel has an asymptotic expansion over Uj, too. The simplest situation is
the one where Uj itself is regular, e.g. Mj is complete.
Theorem 3.6.1 (The G–equivariant relative index theorem for Chernoff operators
on complete manifolds) Let Mj be complete Riemannian manifolds as in Definition
3.4.2. Let D1, D2 be G–equivariant supersymmetric Chernoff operators which coin-
cide at infinity. Assume that the unique self–adjoint extensions of D1, D2 are Fred-
holm operators. Then, for g ∈ G,
ind(D1, D2, g) =
∫
U1∩Mg1
ωD1,g(x)dx−
∫
U2∩Mg2
ωD2,g(x)dx,
where ωDj ,g denotes again the local G–equivariant index form.
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Proof By Theorem 1.1.18,∫
Ul
str((g∗e−tD
2
l )(x, x))dx, l = 1, 2
has an asymptotic expansion in powers of t. In view of Theorem 3.5.10, only the
coefficient of t0 can survive and we reach the conclusion.
We note an immediate corollary, which follows from the supplement to Theorem
1.1.18.
Corollary 3.6.2 Let dimM ≡ 1(mod 2). If G = {1} or M is oriented and G orien-
tation preserving, then
ind(D1, D2, g) = 0.
Furthermore, we note the corresponding statement for conical singularities.
Theorem 3.6.3 Let D1, D2 G–equivariant Chernoff operators on the Riemannian
G–manifoldsM1,M2. Assume that D1, D2 coincide at infinity in the sense of Definition
3.4.2. Assume that the set Ul, l = 1, 2 has only conical singularities in its interior and
near the singularities, Dj has the form
Dj =
∂
∂x
+X−1Sj
with self–adjoint Sj. Moreover, assume D1,min, D2,min to be Fredholm. Then
ind(D1,min, g)− ind(D2,min, g) =
∫
U1∩Mg1,ε
ωD1,g −
∫
U2∩Mg2,ε
ωD2,g
−1
2
(ηg(S1)(0)− ηg(S2)(0) + tr(g∗| ker S1)− tr(g∗| ker S2))
− ∑
− 1
2
<λ<0
(tr(g∗| ker (S1 − λ))− tr(g∗| ker (S2 − λ)))
+
1
2
∑
k≥1
αk Res1(ηg(S1))(2k)− 1
2
∑
k≥1
αk Res1(ηg(S2))(2k).
Proof From D1, D2 construct two supersymmetric operators as described in (4.1)
and apply Theorem 3.5.10, Theorem 2.4.6, and Proposition 2.3.13.
We will see more applications of Theorem 3.5.10 in Section 4.4.
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Chapter IV
Deficiency Indices and
Dirac–Schro¨dinger Operators
Summary
If D is a symmetric Chernoff operator like in the previous section then it is a priori
not clear that D has any self–adjoint extension at all. If the underlying manifold is
complete then D is essentially self–adjoint in view of Corollary 3.2.6. However, in the
presence of singularities D may have nontrivial deficiency indices.
From the functional analytic point of view the symmetric and self–adjoint extensions
of D are very well understood by von Neumann’s theory of deficiency indices. There-
fore it is a natural question whether it is possible to calculate the deficiency indices of
Chernoff operators at least for a simple class of singularities.
If a symmetric operator, D, has certain invariance properties (e.g. equivariant with
respect to a group action, equivariant with respect to a Clifford action) then it is natural
to ask for self–adjoint extensions within the appropriate class of invariant operators.
Therefore, in Section 4.1 we generalize von Neumann’s theory of deficiency indices
to operators which are equivariant with respect to a compact group or with respect to a
Clifford algebra. This leads to deficiency indices taking values in a character ring or in
KO−∗(pt). We content ourselves to operators with a finite dimensional defect space. In
this case the operatorsD∗±iI are Fredholm and the deficiency indices are Fredholm
indices. It is this observation that lead us to construct ”Clifford–deficiency” indices and
hence our construction uses the Clifford index a la Atiyah–Bott–Shapiro [LM, Sec.
III.10].
In Section 4.2 we discuss what we call the localization principle for deficiency in-
dices. Let D be a Chernoff operator on a manifold M , where M is as in (3.2.1).
Then roughly speaking, the deficiency indices are independent of the structure of M at
infinity. More precisely, the deficiency indices can be calculated in an arbitrary small
neighborhood of the singularities of M . This means that deficiency indices are com-
putable if we have a nice model for the singularities. As examples we then discuss first
order Fuchs type operators on the model cone and first order operators of APS type
on the model cylinder.
In Section 4.3 we put together the results of Sections 4.1 and 4.2 to calculate the
various types of deficiency indices on complete manifolds with conic singularities. A
consequence of our theory is a purely analytic proof of the (Clk, G)–Cobordism Theorem
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for Dirac operators. Moreover, we would like to emphasize that in our approach to
the Cobordism Theorem it is not essential that the operator is of Dirac type. All we
need is the Chernoff property and a certain typical form of the operator near the
cone tip (cf. 2.1–2.3).
Another application of the Deficiency Index Theorem is an obstruction against met-
rics of positive scalar curvature (Theorem 4.3.6).
The basic idea for the proof of the Cobordism Theorem is very simple and therefore
we single it out here. Let D be a symmetric closed operator in some Hilbert space H
with finite deficiency indices. Then, D + iλI is Fredholm for λ ∈ R \ {0} and
ind(D + iλI) =

−n+(D), λ > 0,
−n−(D), λ < 0.
All we need to conclude that n+(D) = n−(D) is the Fredholmness of D. Namely, if
D is a Fredholm operator then
D + iλI, −1 ≤ λ ≤ 1
is a continuous family of Fredholm operators and the stability of the Fredholm index
implies n+(D) = n−(D). Now, the Deficiency Index Theorems 4.3.2, 4.3.5 interprete the
Fredholm index of a certain Chernoff operator, A, as the difference of the deficiency
indices of another operator, D. Furthermore, D is Fredholm if A is cobordant to 0.
Hence the deficiency indices of D coincide and thus the index of A vanishes.
We have sketched here the complex case. This has to be refined for Clk–linear
operators.
In Section 4.4 we discuss Dirac–Schro¨dinger operators. Dirac–Schro¨dinger
operators are symmetric Chernoff operators with a skew–adjoint potential. These
operators turn out to have an interesting Fredholm index. The context of singular
manifolds allows us to present the index theory ofDirac–Schro¨dinger operators and
the theory of deficiency indices in a unified way. Namely, the operator D ± iI, whose
indices are the deficiency indices of D, is a typical example of a Dirac–Schro¨dinger
operator.
Finally we should mention that the term ”Dirac–Schro¨dinger operator” is not
the only one that can be found in the literature. The first index theorem for such
operators was published by Callias [Ca1] and hence the term ”Callias operator”
occurs quite frequently in the literature [A2, Bu2, Ra].
Nowadays the termDirac–Schro¨dinger operator seems to become standard [BM]
and following the suggestion of one of the referees we prefer the latter to address these
operators.
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4.1 Deficiency Indices of Equivariant Operators
First of all we recall the basic facts about deficiency indices. Given a densely defined
symmetric operator, P : D(P ) → H, in the complex Hilbert space H, we denote by
Pmin its closure and put Pmax := P
∗ ⊃ Pmin. We equip D(Pmax) with the graph scalar
product
(x|y)P := (x|y) + (Pmaxx|Pmaxy). (1.1)
Furthermore, we introduce the hermitian sesquilinear form
qP (x, y) := −i((Pmaxx|y)− (x|Pmaxy)), x, y ∈ D(Pmax). (1.2)
We note explicitly that in this book scalar products are linear in the first and antilinear
in the second argument.
The following result is well–known (cf. [DS, Sec. XII.4.7]). However, since it will be
crucial for the rest of this chapter we include a proof for the convenience of the reader.
Proposition 4.1.1 Let H be a complex Hilbert space and P a densely defined sym-
metric closed operator in H.
E±(P ) := ker (Pmax ∓ i I), E(P ) := E+(P )⊕E−(P ),
are closed subspaces of D(Pmax) and we have an orthogonal decomposition
D(Pmax) = D(Pmin)⊕ E+(P )⊕E−(P ), (1.3)
where the sum is orthogonal with respect to the graph scalar product (1.1).
We write the domain of an extension, Pmin ⊂ P˜ ⊂ Pmax in the form
D(P˜ ) = D(Pmin)⊕ V
with a subspace V ⊂ E(P ). Then we have the following characterization of symmetric
and self–adjoint extensions of Pmin:
(i) D(Pmin)⊕ V is the domain of a symmetric extension of Pmin if and only if there
is a subspace W ⊂ E+(P ) and an isometry Φ from W into E−(P ) such that
V = {x+ Φx | x ∈ W}. (1.4)
(ii) D(Pmin)⊕ V is the domain of a self–adjoint extension of Pmin if and only if there
is a unitary map Φ from E+(P ) onto E−(P ) such that
V = {x+ Φx | x ∈ E+(P )}.
Remark The numbers
n±(P ) := dimE±(P ) ∈ Z+ ∪ {∞}
are called the deficiency indices of P . They reveal the existence of self–adjoint exten-
sions of P : P has self–adjoint extensions if and only if n+(P ) = n−(P ) and there is a
1-1 correspondence between self–adjoint extensions and unitaries E+ → E−.
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Proof First, we show that E(P ) is orthogonal to D(Pmin) with respect to the graph
scalar product. We pick x ∈ D(Pmin) and y ∈ E±(P ), Pmaxy = εy, ε ∈ {±i}. Then
(x|y)P = (x|y) + (Pminx|Pmaxy)
= (x|y) + ε¯(Pminx|y)
= (x|y) + ε¯(x|Pmaxy)
= (x|y) + ε¯2(x|y) = 0.
By definition, D(Pmin) is a closed subspace of the Hilbert space D(Pmax), where
both spaces are equipped with the graph scalar product. We let
E(P ) := D(Pmin)⊥
be the orthogonal complement, such that
D(Pmax) = D(Pmin)⊕ E(P ).
We already proved E(P ) ⊂ E(P ). To prove the reverse inclusion pick x ∈ E(P ). Then
we have for all y ∈ D(Pmin)
0 = (x|y)P = (x|y) + (Pmaxx|Pminy).
By definition of the adjoint this implies Pmaxx ∈ D(Pmax) and
P 2maxx = −x.
Moreover Pmaxx ∈ E(P ) since for all y ∈ D(Pmin)
(Pmaxx|y)P = (Pmaxx|y) + (P 2maxx|Pmaxy)
= (x|Pminy)− (x|Pminy) = 0.
Furthermore, we have for x, y ∈ E(P )
(x|y)P = (x|y) + (Pmaxx|Pmaxy)
= (P 2maxx|P 2maxy) + (Pmaxx|Pmaxy)
= (Pmaxx|Pmaxy)P .
Summing up we have proved that Pmax maps E(P ) isometrically into itself and its
square equals −1. Thus E(P ) splits into the orthogonal sum of the ±i–eigenspaces of
Pmax|E(P ) which proves E(P ) ⊂ E(P ).
The hermitian sesquilinear form qD is positive definite on E+(P ) and negative defi-
nite on E−(P ). Moreover, D(Pmin) + V is the domain of a symmetric extension of Pmin
if and only if qD(x, y) = 0 for x, y ∈ V . It is the domain of a self–adjoint extension if
and only if
{x ∈ E(P ) | qP (x, y) = 0 for all y ∈ V } = V.
From these observations (i) and (ii) easily follow.
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If the deficiency indices are finite then they can be interpreted as Fredholm indices,
because we have the following
Note 4.1.2 If n±(P ) < ∞ then Pmin + λiI is a Fredholm operator for λ ∈ R \ {0}
and
ind(Pmin + λiI) =

−n+(P ), λ > 0,
−n−(P ), λ < 0.
If Pmin itself is a Fredholm operator then n+(P ) = n−(P ) = −ind(Pmin).
To check the Fredholm property of Pmin it suffices to show that dimker Pmin <∞
and that Pmin has closed range.
Proof Most of the statements are obvious. We prove the last assertion. Thus assume
that dim ker Pmin <∞ and that Pmin has closed range. We have to show
dimker Pmax <∞.
If x = x0 + ξ ∈ ker Pmax, with x0 ∈ D(Pmin), ξ ∈ E(P ) = E+(P ) ⊕ E−(P ), we find,
since Pmax maps E(P ) unitarily into itself,
x0 ∈ P−1min(E(P )),
thus
dim ker Pmax ≤ dimE(P ) + dim ker Pmin <∞.
Now (Pmin+λiI)−1≤λ≤1 is a continuous family of Fredholm operators D(Pmin) −→ H.
By the stability of the Fredholm index we conclude
indPmin = ind(Pmin + i) = −n+(P )
= ind(Pmin − i) = −n−(P ).
We already noted in Section 2.4 that the Fredholm property of Pmin implies the
equality of the deficiency indices.
For later purposes, we need a characterization of the deficiency indices which is
independent of the orthogonal decomposition (1.3) and which only uses the space
D(Pmax)/D(Pmin).
The hermitian sesquilinear form qP defined in (1.2) satisfies qP (x, y) = 0 whenever
x ∈ D(Pmin) or y ∈ D(Pmin). Hence, qP induces a hermitian sesquilinear form on
D(Pmax)/D(Pmin), which we also denote by qP . Obviously, the following holds
Note 4.1.3 qP is non–degenerate on D(Pmax)/D(Pmin) and if this space is finite di-
mensional then we have
n+(P ) = index(qP ),
dim(D(Pmax)/D(Pmin)) = rank(qP ),
n−(P ) = rank(qP )− index(qP ).
Proof From the orthogonal decomposition (1.3) we infer
qP (x, x) = ±‖x‖2P , x ∈ E±(P ),
qP (x, y) = 0, x ∈ E+(P ), y ∈ E−(P )
and we reach the conclusion.
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The aim of this section is to generalize these considerations to operators which are
equivariant with respect to a compact group or with respect to a Clifford algebra.
In the sequel we will always consider operators with finite deficiency indices.
4.1.1 G–Equivariant Symmetric Operators
Let G be a compact group acting unitarily on the Hilbert space H. Furthermore, let
P be a G–equivariant symmetric operator, i.e.
G ⊂ UL(H),
gP = Pg for g ∈ G.
The last equation in particular means gD(P ) = D(P ) and Pgx = gPx for x ∈ D(P ).
It easily implies gPmin = Pming. Next let x ∈ D(Pmax) and g ∈ G. Then we have for all
z ∈ D(Pmin)
(gx|Pminz) = (x|g−1Pminz) = (x|Pming−1z) = (Pmaxx|g−1z) = (gPmaxx|z), (1.5)
thus gx ∈ D(Pmax) and gPmaxx = Pmaxgx. Consequently, G also acts unitarily on
D(Pmax) and the E±(P ) are finite dimensional representation spaces of G.
Definition 4.1.4 The G–deficiency indices, n±(P,G), of P are defined to be the equiv-
alence classes of the finite dimensional G–module E±(P ) in the character ring R(G),
i. e. n±(P,G) := χE±(P ). χE±(P ) is defined via
χE±(P )(g) = tr(g|E±(P )) =: n±(P, g), g ∈ G.
For the discussion of R(G) we refer to [BD, Sec. II.7].
Lemma 4.1.5 1. P has G–equivariant self–adjoint extensions if and only if
n+(P,G) = n−(P,G). In this case, there is a 1-1 correspondence between G–equivariant
self–adjoint extensions and unitary G–module isomorphisms E+(P ) → E−(P ). If
Φ : E+(P )→ E−(P ) is a G–module isomorphism then the domain of the corresponding
G–equivariant self–adjoint extension is
D(Pmin)⊕ {x+ Φx | x ∈ E+(P )}.
2. Pmin + λiI is a G–Fredholm operator for λ ∈ R \ {0} and
ind(Pmin + λiI, G) =

−n+(P,G), λ > 0,
−n−(P,G), λ < 0.
If Pmin itself is a Fredholm operator then n+(P,G) = n−(P,G) = −ind(Pmin, G).
The proof of this lemma is completely analogous to the proof’s of Proposition 4.1.1
and Note 4.1.2.
In order to obtain the the analogue of Note 4.1.3, we consider pairs, (V, q), consisting
of a finite dimensional representation space, V , of G and a non–degenerate hermitian
G–invariant sesquilinear form q. To (V, q) we assign an element of R(G) as follows:
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we choose a hermitian G–invariant scalar product on V . Then there is a hermitian
invertible G–endomorphism, A : V → V , such that
q(x, y) = (Ax|y).
If V ± denotes the positive (negative) spectral subspace of A, then
V = V + ⊕ V − (1.6)
is a G–invariant decomposition, such that q|V + is positive definite and q|V − is negative
definite. We put
Φ(V, q) := [V +]− [V −] ∈ R(G).
From (1.6) we infer in particular that, in case of irreducibility of V , q is positive or
negative definite. This also yields a proof of the fact that Φ is well–defined. Namely, if
V = V1 ⊕ · · · ⊕ Vr ⊕ Vr+1 ⊕ · · · ⊕ Vr+s (1.7)
is the decomposition into irreducible G–modules, such that
q|Vj
 > 0, j ≤ r,< 0, j ≥ r + 1,
we obtain immediately
Φ(V, q) = [V1] + · · ·+ [Vr]− [Vr+1]− · · · − [Vr+s].
Thus we have proved.
Lemma 4.1.6 If one decomposes (D(Pmax)/D(Pmin), q) according to (1.7), then
n+(P,G) = [V1] + · · ·+ [Vr],
n−(P,G) = [Vr+1] + · · ·+ [Vr+s],
Φ(D(Pmax)/D(Pmin), q) = n+(P,G)− n−(P,G).
4.1.2 Deficiency Indices of Clk–linear Real Operators
In this subsection we investigate the functional analytic properties of symmetric and
antisymmetric operators which are Clk–linear. Clk is the real Clifford algebra, for
which we refer to [LM, Chap. 1]. Likewise, we will not reproduce the index theory of
Clk–linear Fredholm operators in this book. We use it in the terminology of [LM,
Sec. III.10]. Let H be a Z2–graded real Hilbert space. We assume that the Clifford
algebra Clk is represented (as a C
∗–algebra) on L(H). We may think of Clk as the
universal C∗–algebra generated by unitary elements e1, · · · , ek subject to the relations
eiej + ejei = −2δij . (1.8)
Now we replace k by k+1 and consider a densely defined, symmetric, odd, Clk+1–linear
operator
P : D(P ) −→ H. (1.9)
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Clk+1–linear means that P commutes with the elements of Clk+1. In particular, the
domain of P is invariant under the ej. First, we are interested in the question whether
P has self–adjoint Clk+1–linear extensions or what are the obstructions against this.
According to [LM, Remark III.10.9], we can get rid of the grading:
Definition 4.1.7 Let α be the grading automorphism of the Clifford algebra, i. e.
α(ej) = −ej . An antisymmetric operator, P , in H will be called Clk–antilinear, if the
elements of Clk map the domain of P into itself and Pξ = α(ξ)P for ξ ∈ Clk.
Proposition 4.1.8 Let P be symmetric and Clk+1–linear. Moreover let(
0 P 1
P 0 0
)
be the representation of P with respect to the decomposition of the Hilbert space H
induced by α. If one identifies Clk with Cl
0
k+1 (see below) in the usual way, then the
operator e1P
0 is antisymmetric and Clk–antilinear. P has self–adjoint odd Clk+1–linear
extensions if and only if e1P
0 has skew–adjoint Clk–antilinear extensions.
Proof The identification of Clk with Cl
0
k+1 is obtained by choosing the elements
fj := ej+1e1, j = 1, · · · , k
as generators of Clk. These obviously satisfy the defining relations (1.8). It is clear
that e1P
0 is antisymmetric. Moreover,
fje1P
0 = ej+1e1e1P
0 = −e1ej+1e1P 0 = −e1P 0fj , j ≥ 1,
thus e1P
0 is Clk–antilinear.
Now if P is a self–adjoint odd Clk+1–linear extension of P then the same calculation
shows that e1P
0
is skew–adjoint and Clk–antilinear.
Conversely, let D be a Clk–antilinear skew–adjoint extension of e1P
0. Then
P :=
(
0 −De1
−e1D 0
)
is a self–adjoint odd Clk+1–linear extension of P and we are done.
Thus, in case k ≥ 0 we are reduced to the consideration of ungraded antisymmetric
Clk–antilinear operators. In case k = −1 we just have to deal with an odd symmetric
operator, which always has odd self–adjoint extensions (cf. (3.4.1)).
Thus let P be antisymmetric and Clk–antilinear. Similar to the beginning of this
section we put
Pmax := −P ∗. (1.10)
Pmax is an extension of Pmin and analogous to Proposition 4.1.1 one proves the orthog-
onal decomposition
D(Pmax) = D(Pmin)⊕ E+(P )⊕E−(P ),
E±(P ) := ker (Pmax ∓ I).
(1.11)
We put
E(P ) := E+(P )⊕ E−(P ) (1.12)
and assume from now on that E(P ) is finite dimensional.
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Lemma 4.1.9 E(P ) is a Z2–graded Clk–module. Here, the grading is given by the
decomposition E(P ) := E+(P )⊕ E−(P ).
Proof Analogous to (1.5) we see that Pmax as well as Pmin are Clk–antilinear. Conse-
quently, Clk is represented onD(Pmax) (as a C∗–algebra), andD(Pmin) is a Clk–invariant
subspace. Then the orthogonal complement, E(P ), is invariant, too. Since Pmax also is
Clk–antilinear, we get immediately that the odd Clifford elements map E± → E∓ and
the even Clifford–elements map E± → E±.
Following Atiyah–Bott–Shapiro (cf. [ABS], [LM, Sec. I.9]), let Mˆk be the
Grothendieck group of equivalence classes of finite dimensional Z2–graded Clk–
modules. Then there is a canonical isomorphism
Mˆk/Mˆk+1 ∼= KO−k(pt), (1.13)
where KO denotes the K–theory of real vector bundles (cf. [LM, Sec. I.9]) If Mk is
defined analogously for ungraded modules, one has the isomorphism
Mk−1/Mk ∼= Mˆk/Mˆk+1. (1.14)
Definition 4.1.10 The deficiency index
def-indk(P ) ∈ KO−k(pt) ∼= Mˆk/Mˆk+1
of the operator P is defined to be the equivalence class of the module E(P ).
Theorem 4.1.11 The antisymmetric Clk–antilinear operator P has a skew–adjoint
Clk–antilinear extension if and only if def-indk(P ) = 0.
In this case, there is a 1-1 correspondence between skew–adjoint Clk–antilinear ex-
tensions and unitary isomorphisms U : E+(P )→ E−(P ) satisfying
ejU = U
∗ej |E+. (1.15)
The domain of the corresponding extension is
D(Pmin)⊕ {x+ Ux | x ∈ E+(P )}.
Proof Let P be such an extension. This means
D(P ) = D(Pmin)⊕ {x+ Ux | x ∈ E+}
with an isometry U : E+ → E−. In addition,
VP := {x+ Ux | x ∈ E+}
is Clk–invariant. Now, (1.15) can easily be checked. Putting
e0 :=
(
0 −U∗
U 0
)
,
this induces a graded Clk+1–module structure on E(P ), thus def-indP = 0. The con-
clusions can be reversed.
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Next we give an interpretation of def-ind as a Fredholm index. Since the case k = 0
is completely analogous to the ordinary complex case, we may assume that k ≥ 1. The
proof of Theorem 4.1.11 shows that P at least has a skew–adjoint Clk−1–antilinear
extension P . It is defined on
D(P ) := D(Pmin)⊕W, W := {x+ e1x | x ∈ E+(P )} (1.16)
and it is easy to check that W is invariant under e2, · · · , ek. Now we consider the
operator
P + λe1, λ ∈ R, (1.17)
which is skew–adjoint and Clk−1–antilinear with respect to the Clifford algebra gener-
ated by e2, · · · , ek.
Lemma 4.1.12 1. Let T be an antisymmetric closed operator with closed range,
dimker T <∞, dimE(T ) <∞. Then T is Fredholm and ind(T ) = −1
2
dimE(T ).
2. If λ 6= 0, the operator Pmin + λe1 is injective with closed range and Fredholm.
Furthermore,
ker (Pmax ± e1) ⊂ E(P ).
Proof 1. is shown like Note 4.1.2.
2. The first assertion follows immediately from the identity
‖(Pmin + λe1)x‖2 = ‖Pminx‖2 + λ2‖x‖2, x ∈ D(Pmin)
and part 1. For proving the rest of the statement we compute for x ∈ ker (Pmax±e1), y ∈
D(Pmin)
(x|y)P = (x|y) + (Pmaxx|Pminy) = (x|y)∓ (e1x|Pminy)
= (e1x|e1y)± (Pmaxx|e1y) = ((Pmax ± e1)x|e1y) = 0,
thus x ∈ D(Pmin)⊥ = E(P ).
From this Lemma we immediately obtain
ker (Pmax + e1) = {x+ e1x | x ∈ E+(P )},
ker (Pmax − e1) = {x− e1x | x ∈ E+(P )}.
Consequently
ker (P + e1) = W, ker (P − e1) = {0}. (1.18)
Now, we recall the Definition of the Clk–Fredholm index (cf. [LM, Sec. III.10]).
Given a skew–adjoint Clk–antilinear Fredholm operator T . Then ker T is a finite
dimensional Clk–module, which in view of (1.14) defines an equivalence class indk+1T :=
[ker T ] ∈ KO−k−1(pt). This index has the same stability properties as the ordinary
Fredholm index. In particular it is a homotopy invariant. Furthermore, we note
that the isomorphism (1.14) is obtained by assigning to a graded Clk+1–module V the
(ungraded) Cl0k+1
∼= Clk–module V+ [LM, Prop. I.5.20].
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Lemma 4.1.13 E+(T ) and W are canonical isomorphic as Clk−1–modules.
Proof Note first, that the Clifford algebra generated by e2e1, e3e1, · · · , eke1 acts on
E+(T ) and the Clifford algebra generated by e2, · · · , ek acts on W . Then the isomor-
phism is given by
E+ → W, x 7→ 1√
2
(x+ e1x).
Summing up we have proved:
Theorem 4.1.14 Let P be an antisymmetric Clk–antilinear operator with dim E(P )
<∞, k ≥ 1. Let P be the operator defined in (1.16).
1. For λ 6= 0, the operator P + λe1 is a skew–adjoint Clk−1–antilinear Fredholm
operator. Furthermore, we have
indk(P + λe1) =
 def-indk(P ), λ > 0,0, λ < 0.
2. If Pmin itself is Fredholm then def-indk(P ) = 0.
Just for completeness, we note the case k = 0 which corresponds to Note 4.1.2.
Theorem 4.1.15 Let P be as above and k = 0. Then, for λ 6= 0, Pmin + λI is a
Fredholm operator and
ind(Pmin + λI) =

− dimE+(P ), λ > 0,
− dimE−(P ), λ < 0.
In particular
def-ind0(P ) = ind(Pmin − I)− ind(Pmin + I).
If Pmin itself is Fredholm then def-ind0(P ) = 0.
We briefly discuss the interesting cases according to the classification of Clifford
algebras. This will also give an interpretation of deficiency indices independent of
the scalar product. This is the analogue of Note 4.1.3 and Lemma 4.1.6. We write
k = 8m+ l, l ∈ {0, · · · , 7} and note that
Cl8m+l ∼= Cl8m ⊗ Cll.
Here the tensor product is to be understood in the ungraded sense and Cl8m+l inherits
the grading from Cll (cf. [LM, Sec. I.4]). Since Cl8m is finite dimensional, H has an
isometric representation
H = V ⊗H1 (1.19)
with the irreducible Cl8m–module V and a Hilbert space H1 on which Cll acts (Using
the Clifford group, this follows easily from the theorem of Peter–Weyl (cf. [R2, 2.15ff])).
Since Cl8m+l inherits the grading from Cll, P commutes with elements of the form
x⊗ 1, x ∈ Cl8m. Since V is irreducible over Cl8m, P has the form
P = I ⊗Q (1.20)
with an antisymmetric Cll–antilinear operator Q. Now we deal with the interesting
cases l = 0, 1, 2, 4 separately.
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l = 0 : is Theorem 4.1.15.
l = 1 : E(Q) is a graded Cl1–module. Thus E+(Q) is just a real vector space. This is
a Cl1 = C–vector space if and only if its dimension is even, thus
def-ind1(Q) = dimRE+(Q)mod 2 =
1
2
dimRE(Q)mod 2. (1.21)
l = 2 : E(Q) is a graded Cl2–module, consequently E+(Q) is a Cl1 = C–vector
space. This is a Cl2 = H–vector space if and only if its complex dimension is even.
Consequently
def-ind2(Q) = dimCE+(Q)mod 2 =
1
4
dimRE(Q)mod 2. (1.22)
l = 4 : In this case we make another reduction. Analogous to (1.19) we obtain
H1 =W ⊗H2
with an irreducible Cl4–module W . If ω ∈ Cl4 is the volume element then the operator
ωQ is Cl4–linear. Thus like (1.20)
ωQ = I ⊗R (1.23)
and
Q = ω ⊗ R (1.24)
with an antisymmetric operator R. Now one easily checks
def-ind4(Q) = def-ind0(R). (1.25)
We note again that the right hand sides of (1.21), (1.22), (1.25) are invariants of the
hermitian sesquilinear form qP on (D(Pmax)/D(Pmin), qp).
4.2 Localization of the Deficiency Index
The considerations of the preceding section easily yield a localization principle for de-
ficiency indices of Chernoff operators. We consider again the situation (3.2.1) and a
symmetric Chernoff operator, D0, on M . We wish to treat the situations of Sections
4.1.1 and 4.1.2 simultaneously as far as possible and assume that D0 is equivariant in
the sense of one of these sections. In the case of G–equivariance, this also includes
the G–invariance of U . Let D0 ⊂ D ⊂ D0,max be a symmetric equivariant extension.
In particular we have D ⊂ Dmax ⊂ D0,max. We consider the spaces KD(D,U) and
KD(Dmax, U) (cf. (1.4.2)). By Proposition 3.2.5 we always have (1 − ϕ)s ∈ D(D0,min)
for s ∈ D(Dmax/min) and ϕ ∈ C∞U (M) with ϕ|U ≡ 1. Thus ϕs ∈ D(Dmax/min). Con-
sequently, the assumption stated before (1.4.2) is satisfied automatically. From these
considerations one easily concludes (cf. [L1, Sec. 2] for details):
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Theorem 4.2.1 The natural inclusion α : KD(Dmax, U) →֒ D(Dmax) induces an equiv-
ariant isomorphism
α : (KD(Dmax, U)/KD(Dmin, U), qD) −→ (D(Dmax)/D(Dmin), qD).
In view of Lemma 4.1.6 and the considerations at the end of Section 4.1, this shows
that the deficiency indices only depend on D restricted to U , i. e. they do not depend
on the ”complete part” M \ U .
Corollary 4.2.2 Let D1, D2 be Chernoff operators on M1,M2 which coincide over
U1, U2 in the sense of Definition 1.4.10. Assume that D1, D2 are equivariant, either
with respect to a compact group (cf. Sec. 4.1.1) or with respect to a Clifford action (cf.
Sec. 4.1.2). Then their deficiency indices coincide.
Furthermore, we remark that the condition ϕD(D1) = ϕD(D2) for ϕ ∈ C∞W (U),
ϕ|W ≡ 1 is stable under taking closures. In particular, it holds forD1,max/min, D2,max/min,
if only D1|C∞0 (E|U) = D2|C∞0 (E|U).
Namely, if s ∈ D(D1), then there exists (sn) ⊂ D(D1), sn → s,D1sn → D1s.
Consequently, ϕsn ∈ ϕD(D1) = ϕD(D2), ϕsn → ϕs and
D2(ϕsn) = D1(ϕsn) = σD1(dϕ)(sn) + ϕD1sn.
Since supp dϕ is compact this converges and hence ϕs ∈ D(D2). But then we also have
ϕs ∈ ϕD(D2).
4.2.1 G–Equivariant Operators on the Model Cone N∧
Let
A : C∞0 (E) −→ C∞0 (E) (2.1)
be a first order symmetric elliptic differential operator acting between sections of the
hermitian vector bundle E → N . We assume A to be equivariant with respect to a
compact group G (cf. p. 97/97). Moreover, let Γ be a unitary bundle endomorphism
E → E satisfying
Γ2 = −I, ΓA = −AΓ. (2.2)
We consider
D := Γ(
∂
∂x
+ A) : C∞0 (R+, C
∞
0 (E)) −→ C∞0 (R+, C∞0 (E)). (2.3)
We note that Dirac operators on the metric cylinder R+ × N are of this form. For
those operators, Γ is Clifford multiplication by the inward normal vector.
Definition 4.2.3 For λ > 0 let
D(Dλ) := {f ∈ C∞0 (R+, C∞0 (E)) | 1[λ,∞)(A)(f(0)) = 0}
and
D(D0) := {f ∈ C∞0 (R+, C∞0 (E)) | 1(0,∞)(A)(f(0)) = 0}.
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For the definition of 1[λ,∞) see p. 44.
Lemma 4.2.4 Dλ is symmetric and
(D(Dλmax)/D(Dλmin), qD) ∼= (V λ, q),
where
V λ =

im 1(−λ,λ)(A), λ > 0,
ker A, λ = 0,
and
q(x, y) = i(Γx|y), x, y ∈ V λ.
Proof We proceed analogously to the proof of [L1, Prop. 4.1]. Put
Wµ(A) := ker (A
2 − µ2I), µ ≥ 0.
Then
L2(R+, L
2(E)) = ⊕
µ≥0
L2(R+,Wµ(A))
is a G–equivariant decomposition which reduces Dλ. For the proof that
Dλ|L2(R+,Wµ(A))
is essentially self–adjoint for µ ≥ λ, we may ignore the G–action. For µ ≥ λ we now
choose an orthonormal basis (φn)n=1,···,N of ker (A−µI). Then (Γφn) is an orthonormal
basis of ker (A+ µI) and hence
Wµ(A) =
N⊕
n=1
span (φn,Γφn).
On L2(R+, span (φn,Γφn)), D
λ has the form
T =
(
0 −1
1 0
)(
∂
∂x
+
(
µ 0
0 −µ
))
with domain
D(T ) = {(f1, f2) ∈ C∞0 (R+,C2) | f1(0) = 0}.
Integration by parts now immediately shows that T is essentially self–adjoint and
D(T ) = {(f1, f2) ∈ H1(R+,C2) | f1(0) = 0}.
Let Tµ := D
λ|L2(R+,Wµ(A)) for µ < λ. Then
D(Tµ,max) = H1(R+,C2)
and integration by parts shows that
D(Tµ,max) −→Wµ(A), f 7→ f(0)
induces an isomorphism
(D(Tµ,max)/D(Tµ,min), qTµ) −→ (Wµ(A), q)
with q(x, y) = i(Γx|y). From this the assertion follows.
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Corollary 4.2.5 (cf. [L1, Prop. 4.1]) The deficiency indices of Dλ are finite and
n±(D,G) = [ker (Γ± i) ∩ ker A] +
∑
0<µ<λ
[ker (A− µI)] ∈ R(G).
Proof Using the notations of the preceding proof,
V λ = ker A⊕ ∑
0<µ<λ
Wµ(A)
is an orthogonal decomposition into G–modules which is also q–orthogonal. Obviously,
q is positive definite on ker (Γ + i) and negative definite on ker (Γ− i). Consequently,
n±(D,G) = [ker (Γ± i) ∩ ker A] +
∑
0<µ<λ
[ker (Γ± i) ∩Wµ(A)].
Let U := µ−1(A|Wµ(A)). Then U is a self–adjoint isometry and the map
Φ : ker (Γ± i) ∩Wµ(A)→ ker (A− µI), x 7→ 1√
2
(x+ Ux)
is an isomorphism of G–modules.
Now we turn back to Fuchs type operators. Let D ∈ Diff1,1c (N∧, E) be of the form
D = Γ(
∂
∂x
+
1
x
A) (2.4)
with Γ, A as in (2.1), (2.2). Dirac operators on the model cone N∧ with metric
g = dx2 ⊕ x2gN are of this form [L1, Sec. 5]. By Proposition 1.3.11 and Proposition
3.2.5, f ∈ D(Dmax) has the form
f(x) =
∑
|λ|< 1
2
ϕ(x)x−λfλ + g
where ϕ ∈ C∞0 (R), ϕ ≡ 1 near 0, g ∈ D(Dmin) and fλ ∈ ker (A− λI).
Lemma 4.2.6 The map
Φ : f 7→ ∑
|λ|< 1
2
fλ
induces an isomorphism
(D(Dmax)/D(Dmin), qD) −→ (V 12 , q)
where q and V
1
2 are defined in Lemma 4.2.4.
Proof We already know that Φ is an isomorphism of vector spaces. It remains to
investigate how qD transforms under Φ. If f1 ∈ ker (A− λI), f2 ∈ ker (A− µI), then
(DϕX−λf1|ϕX−µf2) =
∫ ∞
0
ϕ′(x)ϕ(x)x−λ−µdx (Γf1|f2).
Since Γ and A anticommute, we have (Γf1|f2) = 0 if µ 6= −λ. If µ = −λ, then
integration by parts yields
(DϕX−λf1|ϕX−µf2) = −(Γf1|f2) + (ϕX−λf1|DϕX−µf2).
Hence,
qD(ϕX
−λf1|ϕX−µf2) = i(Γf1|f2)
and we reach the conclusion.
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Thus, Corollary 4.2.5 holds true for this operator, too. Since we know q, we now also
know how to construct self–adjoint extensions. First of all we must have n+(D,G) =
n−(D,G), i. e.
[ker (Γ + i) ∩ ker A] = [ker (Γ− i) ∩ ker A].
The operator ε = iΓ defines a grading and A is odd with respect to this grading. Hence
A decomposes as
A =
(
0 A−
A+ 0
)
with respect to this grading.
We single out the following definition of which we will make use very often in the
sequel:
Proposition and Definition 4.2.7 With the denotations introduced before we put
ind(A, ε,G) := ind(A+, G)
= [ker (ε− 1) ∩ ker A]− [ker (ε+ 1) ∩ ker A] (2.5)
= n+(D,G)− n−(D,G).
If ind(A, ε,G) = 0 then we can choose a G–invariant reflection, σ, of V λ which
anticommutes with Γ, and we put
D(Dλσ) := {f ∈ D(Dλ) | f(0) ∈ ker (σ − 1)} (2.6)
and
D(Dσ) := {f ∈ D(Dmax) |Φ(f) ∈ ker (σ − 1)} (2.7)
for D as in (2.4). Obviously, in this way we obtain all G–invariant self–adjoint exten-
sions.
We state a condition which guarantees the scalability ofDσ in the sense of Definition
2.2.2: if
σ| ker (A− λI) =

−1, 0 < λ < 1
2
,
1, −1
2
< λ < 0
and
σ0 := σ| ker A
is an arbitrary G–invariant reflection anticommuting with Γ then the operator Dσ is
scalable.
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4.3 The Deficiency Index Theorem and the
Cobordism Theorem
Our considerations we have done so far yield a ”simple” proof of the Cobordism The-
orem, which we will need in the sequel (cf. [P]). Of course, one has to be careful with
the word ”simple”, because after all the source of this result is Proposition 1.3.16, for
which we had to work somewhat. The results of this section are an extension of the
paper [L1] to the G–equivariant case. They had been announced in loc. cit.
Theorem 4.3.1 (Cobordism Theorem) Let M be a compact G–manifold with boundary
and D a G–invariant elliptic differential operator of order 1. Assume that D restricted
to a collar of the boundary takes the form D = Γ( ∂
∂x
+ A) as in (2.1–2.3). Then we
have ind(A, iΓ, G) = 0 (cf. (2.5)).
Proof We attach a cone, (0, 1)×N , to the boundary of M such that on (0, 1
2
)×N
we have
D = Γ(
∂
∂x
+
1
x
A).
Then application of Corollary 4.2.5, Corollary 4.2.2 and (2.5) (cf. the end of the last
section) yields
ind(A, iΓ, G) = n+(D,G)− n−(D,G). (3.1)
SinceM is compact, Dmin is Fredholm by Proposition 1.3.16 and the assertion follows
from Lemma 4.1.5.
Remark The proof could as well be done by means of the operator Dλ. Indeed, the
Sections 1.4, 1.4.1 show that Dλmin is Fredholm and (3.1) also holds for this operator.
Theorem 4.3.2 (Deficiency Index Theorem) Let M be a complete G–manifold with
conic singularities and D ∈ Diff1,1(M) a G–invariant symmetric Chernoff operator
on M . Let N be a compact hypersurface which partitions M into M± with common
boundary N , such that M+ is complete with boundary and the singularities lie in the
interior of M−. Assume that D restricted to a tubular neighborhood of N , (−1, 1)×N ,
takes the form D = Γ( ∂
∂x
+A) as in (2.1–2.3). Then the G–deficiency indices of D are
finite and
n+(D,G)− n−(D,G) = ind(A, iΓ, G).
Proof In view of the Cobordism Theorem, we may assume that N is the cone cross
section near the singularity. Then the assertion follows immediately from Corollary
4.2.5, Corollary 4.2.2 and (2.5).
4.3.1 Clk–antilinear Operators
We consider a spin manifold M . On M there exists a canonical Clm–linear Dirac
operator [LM, Sec. II.7]. Let l be the left regular representation of Clm on itself and
put
S(M) := Pspin ×l Clm. (3.2)
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S(M) admits a natural Clm–right action which commutes with the Dirac operator D.
If M is compact then the index of D is the so–called α–invariant of M
α(M) = indm(D). (3.3)
For the discussion of the deficiency index theorem in this setting, we need the sepa-
ration of variables for D on the model cone N∧. Hence, put M = R+ ×N with metric
dx2 ⊕ x2gN . Since the representation l of the spin group is induced from a represen-
tation of the Clifford algebra, S(M) is a direct sum of spinor bundles. Therefore, the
separation of variables, worked out in [L1, Sec. 5] for the complex case, carries over to
this situation as well. Via the identification
Clm−1 → Cl0m, ej 7→ e0 · ej , j = 1, · · · , m− 1
we have
S0(M)|{1} ×N ∼= S(N) = Pspin ×l Clm−1 (3.4)
and there exist isometries
ψ0/1 : L
2(R+, L
2(S(N)))→ L2(S0/1(M)),
such that
ψ∗1(D|S0(M))ψ0 = E0(
∂
∂x
− 1
x
DN). (3.5)
Here E0 denotes Clifford multiplication by
∂
∂x
. Now there is a parallel Clm–right action
on S(M). Let F0 ∈ Clm be an element with F 20 = −1 and
E0 · F0 = −1. (3.6)
Denote by RF0 right multiplication by F0. We put
Q := RF0 ◦ D : C∞0 (R+, C∞(S(N)))→ C∞0 (R+, C∞(S(N))). (3.7)
We find
Q = Φ
∂
∂x
− 1
x
P,
P = ΦDN , Φ∗ = Φ, Φ2 = I, ΦP = −PΦ, P ∗ = −P.
(3.8)
An analogous construction can be done for the metric cylinder M = R+ × N, g =
dx2 ⊕ gN . There, one checks completely analogous that Q has the form
Q = Φ
∂
∂x
− P. (3.9)
Furthermore, we remark that −Φ is the grading automorphism of S(N). This is
easily seen from
E0(E0Ej1 · · ·E0Ejk)F0 = (−1)k+1E0Ej1 · · ·E0Ejk .
We are mainly interested in the operator Q. Nevertheless, the following results can be
derived for arbitrary operators which have the form (3.8) on a cone.
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Lemma 4.3.3 Let N be a compact manifold and E a Clk–Dirac bundle over N [LM,
Def. II.7.2]. Let −Φ be the grading automorphism and P an odd, Clk–antilinear,
antisymmetric, elliptic differential operator on E. Then the Clk–deficiency index of the
operator
Q = Φ
∂
∂x
− 1
x
P
is given by
def-indk(Q) = indk(P ).
Proof Let
Vλ(P ) := ker (P
2 + λ2).
Analogous to the considerations in Section 4.2.1, we find that
E(Q) ∼= ker (P )⊕
∑
0<λ< 1
2
Vλ(P ).
Putting
Ek+1 := λ
−1P |Vλ(P ),
we obtain a Z2–graded Clk+1–module structure on Vλ(P ), thus
[E(Q)] = [ker P ].
It remains to check that the grading on ker P induced by E(Q) indeed has grading
operator −Φ. Take
f ∈ L2(R+, ker P )
with
Qf = εf, ε = ±1.
Writing
f(x) = f+(x) + f−(x), f± ∈ L2(R+, ker P ∩ ker (Φ∓ I)),
we find
f±(x) = e±εxf±(0)
and hence we are done.
We state the analogues of Theorem 4.3.1 and Theorem 4.3.2. In view of the preceding
lemma, their proofs are completely analogous and therefore they will be omitted.
Theorem 4.3.4 (Clk–Cobordism Theorem) Let M be a compact manifold with bound-
ary and Q an antisymmetric, Clk–antilinear, elliptic differential operator of order 1.
Assume furthermore that Q has the form (3.9) on a collar of the boundary. Then
indk(P ) = 0.
In particular, if the spin manifold M bounds then α(M) = 0.
126 4. Deficiency Indices and Dirac–Schro¨dinger Operators
Theorem 4.3.5 (Clk–Deficiency Index Theorem) Let M be a complete manifold with
conic singularities and Q ∈ Diff1,1(M) an antisymmetric Clk–antilinear Chernoff
operator. Assume furthermore that Q has the form (3.8) near the cone tip. Let N be a
compact hypersurface that partitions M into M± with common boundary N , such that
M+ is complete with boundary and the singularities lie in the interior of M−. Assume
that Q has the form (3.9) in a tubular neighborhood, (−1, 1) × N , of N . Then the
deficiency indices of Q are finite and
def-indk(Q) = indk(P ).
In particular, if Q is the Clm–Dirac operator D, then def-indm−1(D) = α(N).
We give an application. Let M be a complete Riemannian manifold. We say that
M has strictly positive scalar curvature at infinity if there exists a compact set K ⊂M ,
such that the scalar curvature, s, satisfies s|(M \ K) ≥ c > 0. Note that there is no
assumption on s over K. The following theorem is an improvement of Theorem 4.3.4.
Theorem 4.3.6 Let M be a complete Riemannian spin manifold with compact bound-
ary N . If M has strictly positive scalar curvature at infinity then α(N) = 0.
A consequence of this theorem is that a compact spin manifold, N , with α(N) 6=
0 cannot bound a complete Riemannian spin manifold having strictly positive scalar
curvature at infinity. In particular, the cylinder R × N does not admit a complete
metric with strictly positive scalar curvature at infinity.
Proof After deformation of the metric near the boundary, we may assume that the
metric is product near the boundary. We attach a cone to the boundary. Let D be the
Clm–Dirac operator on the resulting manifold M˜ . By Theorem 4.3.5 we have
def-indm−1(D) = α(N).
On the other hand, we have in view of the Lichnerowicz formula [LM, Theorem
II.8.8],
DtD = ∇t∇+ 1
4
s,
thus, by an easy adaption of Proposition 3.2.9 (cf. the remark at the end of Section
3.2), D is Fredholm and hence, by Theorem 4.1.14, def-indm(D) = 0 which is a
contradiction!
4.4 Dirac–Schro¨dinger Operators
Dirac–Schro¨dinger operators are obtained by adding a potential to a symmetric
(Chernoff) operator. In general, this destroys the symmetry and we obtain operators
which may have an interesting index. Before stating the definition, we begin with an
observation about the heat kernel of symmetric operators.
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Lemma 4.4.1 Let P ∈ Diff1,1(N∧, E) be symmetric and of the form (2.4). Then we
have, for ϕ ∈ C∞0 (R) with ϕ ≡ 1 near 0 and g ∈ G,
Tr(ϕg∗(e−tPminPmax − e−tPmaxPmin)) = 1
2
n(P, g) +O(tN), t→ 0,
for arbitrary large N . Here we have abbreviated n(P, g) := n+(P, g) + n−(P, g).
Proof Since P is symmetric, the local heat invariants of PmaxPmin and PminPmax coin-
cide. Consequently, by Theorem 2.4.6 only the power t0 occurs in the heat asymptotics.
The constant term is
a :=
1
2
(
Res0(Γζˆg(PminPmax))(0)− Res0(Γζˆg(PmaxPmin))(0)
)
.
Analogous to the consideration after Proposition 2.3.12, we find
PmaxPmin =
⊕
λ∈spec A
Lq+(λ) ⊗ IdVλ ,
PminPmax =
⊕
λ∈spec A
Lq−(λ) ⊗ IdVλ ,
with
q+(λ) = |λ+ 1
2
|,
q−(λ) =

|λ+ 1
2
|, |λ| ≥ 1
2
,
−λ− 1
2
, |λ| < 1
2
.
Using Proposition 2.3.12 we infer
a = − ∑
q−(λ)<0
q−(λ)tr(g∗λ)
=
1
2
n(P, g) +
∑
|λ|< 1
2
λ tr(g∗λ) =
1
2
n(P, g),
since A and Γ anticommute.
This proof proceeded just by direct computation using heavily the cone structure.
Nevertheless, this lemma has a considerable generalization (see Lemma 4.4.6 below).
Next we fix the setting for the rest of this section:
Let M be as in (3.2.1), where a compact group of isometries acts on M ,
leaving U invariant.
(4.1)
Let D0 : C
∞
0 (E) → C∞0 (E) be a G–equivariant Chernoff operator on
M and D a symmetric G–invariant closed extension with finite deficiency
indices.
(4.2)
Assume that D has the property (SE) over U . (4.3)
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Definition 4.4.2 Let A ∈ C∞0 (End(E)) be a self–adjoint G–equivariant bundle homo-
morphism. The operator D+ iA will be called a Dirac–Schro¨dinger operator if the
following holds:
(i) A is uniformly bounded, i. e. |A|∞ <∞.
(ii) there exists a U–compact subset K, U ⊂ K ⊂ M , such that
A2|M \K ≥ c > 0.
(iii) [D,A] is a bounded operator of order 0, i. e. |[D,A]|∞ <∞.
The latter also means that A maps the domain of D into itself.
In addition, we say that [D,A] vanishes at infinity, if for given ε > 0 there exists a
U–compact subset K such that |[D,A](x)| ≤ ε for x ∈M \K.
Proposition 4.4.3 Let D+ iλA be a Dirac–Schro¨dinger operator. Then there is a
λ0 > 0 such that the operator D+ iλA is Fredholm for all λ ≥ λ0. If [D,A] vanishes
at infinity then D + iλA is Fredholm for all λ > 0.
Proof We use the criterion Proposition 3.2.8, Proposition 3.2.9 (cf. also the remark
at the end of Section 3.2).
Pick s ∈ D(D∗D). Since A : D(D)→ D(D) and D is symmetric, we find
(D + iλA)∗(D + iλA)s = D∗Ds+ iλ[D,A]s+ λ2A2s,
thus
D∗D + iλ[D,A] + λ2A2 ⊂ (D + iλA)∗(D + iλA).
This implies equality since both operators are self–adjoint. For (D + iλA)(D + iλA)∗
one computes analogously
(D + iλA)(D + iλA)∗ = DD∗ − iλ[D,A] + λ2A2.
By Definition 4.4.2 (ii), there is a U–compact setK, U ⊂ K ⊂M , such that A2|M\K ≥
c > 0. Hence, if λ is large enough, we find that
(D + iλA)∗(D + iλA)−D∗D and (D + iλA)(D + iλA)∗ −DD∗ (4.4)
are positive at infinity.
If [D,A] vanishes at infinity then the operators in (4.4) are positive at infinity for
any λ > 0.
By Proposition 3.2.8 and Proposition 3.2.9 we reach the conclusion.
Remarks 1. In the sequel, we will incorporate λ0 into the potential A. When we
speak of a Dirac–Schro¨dinger operator D + iA, we will assume implicitly that
λ0 = 1 and hence D + iA is Fredholm.
2. The character ring R(G) is in a natural way a subring of the ring of class functions
on G. If we multiply elements of R(G) by rational numbers one may think of doing
this within the ring of class functions.
We note two simple properties of the index of Dirac–Schro¨dinger operators.
Strictly speaking, the index of a Dirac–Schro¨dinger operator behaves like a defi-
ciency index. Namely, we have
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Proposition 4.4.4 Let D + iA be a Dirac–Schro¨dinger operator. Then
ind(D + iA,G) + ind(D − iA,G) = −n(D,G).
In particular, this is 0 if M is complete.
Proof We have
−ind(D + iA,G) = ind(D∗ − iA,G)
= ind((D − iA)max, G)
= n(D,G) + ind(D − iA,G).
In the last step we have used the G–equivariant analogue of Lemma 1.3.15. Namely, if
α : D(D) →֒ D(Dmax)
is the natural inclusion then α is a G–equivariant Fredholm operator with
ind(α,G) = −n(D,G)
and we have
D − iA = (D − iA)max ◦ α.
Proposition 4.4.5 Let D+ iA be a Dirac–Schro¨dinger operator. Assume further-
more that [D,A] vanishes at infinity and that D + t0 is Fredholm for some t0 ∈ R.
Then
ind(D + iA,G) = −1
2
n(D,G).
In particular, if D is self–adjoint and has a gap in its essential spectrum then ind(D+
iA,G) = 0.
Proof D+t+iλA is aDirac–Schro¨dinger operator for t ∈ R, λ ∈ R\{0}. More-
over it is Fredholm, because [D,A] vanishes at infinity. If D+ t0 itself is Fredholm
then we find in view of Lemma 4.1.5
ind(D + iA,G) = ind(D + t0 + iA,G)
= ind(D + t0, G)
= −n+(D,G) = −n−(D,G) = −1
2
n(D,G).
Now we can state a generalization of Lemma 4.4.1.
Lemma 4.4.6 Let m = dimM be odd and G orientation preserving. Let W ⊂ U such
that U is relative W–compact, and let ϕ ∈ C∞U (M) be G–invariant with ϕ|W ≡ 1.
Then, for g ∈ G, there is an asymptotic expansion
Tr(ϕg∗(e−tDminDmax − e−tDmaxDmin)) =
m∑
n=0
ant
n−m
2 + o(1), t→ 0,
where a0 =
1
2
n(D, g).
Here, the ”small o”, o(1), t→ 0, stands for any function ϕ(t) such that lim
t→0
ϕ(t) = 0.
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Proof We choose aG–invariant function f ∈ C∞U (M) with f |U ≡ 1. Let ψ ∈ C∞U (M)
be G–invariant with ψ| supp (f) ≡ 1. Since [D, f ] = σD(df) has compact support, i.e.
is vanishing at infinity, the operators
D± := Dmax/min + i(1− f)
are Dirac–Schro¨dinger operators. Note that Dmax/min + i(1 − f) are Fredholm
operators in view of Proposition 4.4.3, whence λ0 = 1. Since f has U–compact support,
D± + itf, 0 ≤ t ≤ 1, (4.5)
is a continuous family of Fredholm operators and Lemma 4.1.5 yields
ind(D−, g) = −n+(D, g),
ind(D+, g) = n−(D, g).
In view of Theorem 3.5.10 we obtain
n(D, g) = ind(D+, D−, g)
= Tr(ψg∗(e−tD
∗
+D+ − e−tD+D∗+))− Tr(ψg∗(e−tD∗−D− − e−tD−D∗−)) + o(t).
The operators D+ and Dmax resp. D− and Dmin coincide on U . Hence Theorem 1.4.11
implies
n(D, g) = 2Tr(ϕg∗(e−tDminDmax − e−tDmaxDmin)) + Tr((ψ − ϕ)g∗(e−tD∗+D+ − e−tD+D∗+))
−Tr((ψ − ϕ)g∗(e−tD∗−D− − e−tD−D∗−)) + o(t).
Since ψ − ϕ has compact support, the assertion follows from Theorem 1.1.18 and its
supplement.
Proposition 4.4.7 Let m be odd and G orientation preserving. Let Pj = Dj+ iAj , j =
1, 2, be Dirac–Schro¨dinger operators which coincide at infinity (cf. Section 3.4).
Then their relative index is
ind(P1,max, P2,max, G) =
1
2
n(D1, G)− 1
2
n(D2, G),
ind(P1,min, P2,min, G) =
1
2
n(D2, G)− 1
2
n(D1, G).
Proof Let Kj be Uj–compact sets in Mj , j = 1, 2, such that the Pj coincide outside
Kj. We choose G–invariant functions fj ∈ C∞(Mj), fj|Kj ≡ 0, and fj ≡ 1 outside a
Kj–compact subset of Mj . Since Aj is bounded and Dj has the Rellich property, we
find
ind(Dj + iAj , G) = ind(Dj + ifjAj, G)
(cf. (4.5)). With the same consideration as in the proof of Lemma 4.4.6 we obtain, for
g ∈ G,
ind(P1,max, P2,max, g) = lim
t→0
(∫
K1
tr((g∗(e−tD1D
∗
1 − e−tD∗1D1))(x, x))dx
−
∫
K2
tr((g∗(e−tD2D
∗
2 − e−tD∗2D2))(x, x))dx
)
=
1
2
n(D1, g)− 1
2
n(D2, g).
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Since g ∈ G was arbitrary, the first assertion follows. For the minimal extensions the
proof is completely analogous.
Next we want to compute the G–index of a Dirac–Schro¨dinger operator P =
D + iA. However, we are only able to do this under some additional assumptions.
Namely, we assume that M is partitioned into M± by a compact hypersurface N , such
that
(i) M+ is complete with compact boundary N ,
(ii) The ”singularity set”, U , satisfies U ⊂M− \N ,
(iii) A2|M+ ≥ c > 0,
(iv) There is a tubular neighborhood, (−1, 1)×N , around N such that D|(−1, 1)×N
has the form
D = Γ(
∂
∂x
+ S)
as in (2.1–2.3).
We note that (i)–(iii) can always be arranged by choosing M− large enough. By
deformation of the metric (iv) can always be arranged for Dirac operators.
First we choose a G–invariant function f ∈ C∞(M) with f ≡ 0 onM−\([−12 , 1)×N)
and f ≡ 1 on M+. In a neighborhood of M+ we put
A˜ := A(A2)−
1
2
and consider the operator
D + ifA˜.
Lemma 4.4.8 D + ifA˜ is a Dirac–Schro¨dinger operator and, for λ ≥ λ0 > 0,
D + iλfA˜ has the same G–index as P .
Proof For proving the first assertion it suffices to show that [D, A˜] restricted to M+
is a uniformly bounded operator of order 0. Since
[D, A˜] = [D,A](A2)−
1
2 + A[D, (A2)−
1
2 ]
it is enough to show this for [D, (A2)−
1
2 ]. On M+ we have the pointwise identity
(A2)−
1
2 =
2
π
∫ ∞
0
(A2 + x2)−1dx (4.6)
and the first assertion follows from
[D, (A2 + x2)−1] = −(A2 + x2)−1[D,A2](A2 + x2)−1
and [D,A2] = [D,A]A+ A[D,A].
Now, for λ ≥ λ0,
D + iλ(ftA˜+ (1− t)A), 0 ≤ t ≤ 1,
is a continuous family of Fredholm operators and the second assertion is a consequence
of the stability of the Fredholm index.
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Now let E|M+ =: E+ ⊕ E− be the decomposition into the ±1–eigenbundles of A˜.
Since the principal symbol of D commutes with A˜, we can modify D and A˜ on the tube
(−1, 1)×N , without changing the index, such that
• A˜|(−1
2
, 1
2
)×N commutes with ∂
∂x
,
• [D, A˜]|(−1
2
, 1
2
)×N = 0.
Then D|(−1
2
, 1
2
)×N has the form
D = D+ ⊕D−,
where
D± = Γ±(
∂
∂x
+ S±)
is as in (2.1–2.3). Here D± lives on L2((−12 , 12), L2(E±|N)).
Theorem 4.4.9 Let m be odd and G orientation preserving. The G–index of the
Dirac–Schro¨dinger operator D + iA is given by
ind(Dmax/min + iA,G) = ±1
2
n(D,G)− 1
2
ind(S+, iΓ+, G) +
1
2
ind(S−, iΓ−, G).
Remarks We comment on two special cases.
1. Theorem 4.4.9 contains a generalization of the Deficiency Index Theorem 4.3.2.
Namely, if A = I then D = D+ and we obtain
−n+(D,G) = ind(Dmin + i, G) = −1
2
n(D,G)− 1
2
ind(S+, iΓ+, G),
thus
n+(D,G)− n−(D,G) = ind(S+, iΓ+, G).
Note that in this Section we have proved this result under weaker assumptions ((4.2),
(4.3)) than in Theorem 4.3.2.
2. If the ”singularity set” U is empty, i. e. M is complete, then N bounds and by
virtue of the Cobordism Theorem 4.3.1, we obtain ind(S−, iΓ−, G) = −ind(S+, iΓ+, G),
thus
ind(D + i, G) = −ind(S+, iΓ+, G).
For trivial G = {1}, this is [A2, Theorem 1.5]. Note that we have another sign conven-
tion than loc. cit. This explains the different signs in the index formula.
Proof We extend D± to M+ by D± := 12(1± A˜)D 12(1± A˜) and obtain
(D + iλA˜)|M+ =
(
D+ + iλ −12 [D, A˜]|E−
1
2
[D, A˜]|E+ D− − iλ
)
with respect to the decomposition E|M+ =: E+ ⊕E−. If λ is large enough then
Tλ,t := D + iλfA˜− tf
(
0 −1
2
[D, A˜]|E−
1
2
[D, A˜]|E+ 0
)
, 0 ≤ t ≤ 1,
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is a Fredholm deformation and we obtain, putting Tλ := Tλ,1,
ind(D + iλA,G) = ind(Tλ, G).
Here we have
Tλ|M+ =
(
D+ + iλ 0
0 D− − iλ
)
.
We attach a cone (0, 1)×N to M+ and extend D± to an operator D′± onto (0, 1)×
N ∪M+ such that near the cone tip
D′± = Γ±(
∂
∂x
+
1
x
S±).
Now, the Deficiency Index Theorem 4.3.2 and the Relative Index Theorem for
Dirac–Schro¨dinger operators 4.4.7 yield
ind(Dmax + iλA,G) = ind(Tλ,max, G)
= ind(Tλ,max, T
′
λ,max, G) + ind(T
′
λ,max, G)
=
1
2
n(D,G)− 1
2
n(D′+, G)−
1
2
n(D′−, G)
+ind(D′+,max + iλ, G) + ind(D
′
−,max − iλ, G)
=
1
2
n(D,G) +
1
2
(n−(D′+, G)− n+(D′+, G))
+
1
2
(n+(D
′
−, G)− n−(D′−, G))
=
1
2
n(D,G)− 1
2
ind(S+, iΓ+, G) +
1
2
ind(S−, iΓ−, G).
For Dmin the proof is completely analogous.
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to J. Roe (cf. [R1, Proposition 2.8]).
It is possible to extend the results of Section 4.4 to real Dirac–Schro¨dinger
operators. This is similar to the Clk–Deficiency Index Theorem. It is a routine matter
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Chapter V
η–Functions
Summary
This chapter can be viewed as an appendix to Chapters I and II. In Chapter II η–
invariants played a crucial role. They appeared in certain singular heat expansions.
Moreover they are the boundary correction term in the index theorem of Atiyah,
Patodi, and Singer resp. in the index theorem for manifolds with conical singularities
Theorem 2.4.8. Thus, it seems appropriate to look a bit more closely at these spectral
invariants.
The η–function of an elliptic operator, P , is defined to be
η(P, s) :=
1
Γ( s+1
2
)
∫ ∞
0
t(s−1)/2Tr(Pe−tP
2
)dt.
In view of Section 2.1 the function η(P, s) has a meromorphic continuation to C if the
function t 7→ Tr(Pe−tP 2) lies in the space Las(R+). However, for deriving an asymptotic
expansion of Tr(Pe−tP
2
) the meromorphic extendability of η(P, s) is not sufficient.
In Section 5.1 we therefore investigate quite abstractly the relation between asymp-
totic expansions as t→ 0, t→∞ of a real function and the meromorphic continuation
of its Mellin transform. It turns out that these two properties are equivalent if one
considers asymptotic expansions which can be differentiated and meromorphic func-
tions with certain estimates on finite vertical strips (Theorems 5.1.4 and 5.1.5). This
yields a soft proof of the fact that ζ–functions of classical pseudodifferential operators
on a compact manifold are of subexponential growth on finite vertical strips. Actually,
they are of polynomial growth but our method is not able to prove this. However, our
method is completely elementary while for proving the polynomial growth one has to
use the wave trace expansion a la Duistermaat and Guillemin [DG], which is highly
nontrivial and works well only for operators with scalar principal symbol.
In Section 5.2 we discuss the asymptotic behavior of Tr(Pe−tP
2
), t → 0+, for dif-
ferential operators of Fuchs type. Technically, this is parallel to the discussion of the
heat trace, such that the presentation can be given more concisely than in Chapter II.
As a by-product we also achieve the meromorphic extension of the η–function of
operators of APS type. The crucial Lemma 5.2.4 shows that for these operators the
local invariants of Tr(De−tD
2
) vanish on a cylinder. Here again, as well as for the proof
of the variation formula in Section 5.3, our point of view is an axiomatic one. The
existence of the η–function and the variation formula follow from the axioms (5.2.6)–
(5.2.8).
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Finally, in Section 5.4 we give a brief glimpse at the gluing formula for the η–
invariant. The idea for proving this is very simple and can be explained within a few
lines (cf. (4.5a, b)). However, although the proof has been simplified considerably since
the first proof of Bunke [Bu3], it is still beyond the scope of this book and hence will
be omitted.
5.1 ζ– and η–Functions
In this section we restrict the class of functions Las(R+) defined in Definition 2.1.1:
Definition 5.1.1 We denote by C∞as (R+) the class of all functions f ∈ C∞(R+), such
that the following holds:
(1) There are asymptotic expansions
f(x) ∼xց0
∞∑
j=1
m0j∑
k=0
ajk x
αj logk x, (1.1)
f(x) ∼xր∞
∞∑
j=1
m∞j∑
k=0
bjk x
βj logk x, (1.2)
with αj, βj ∈ C, (Re αj) increasing, (Re βj) decreasing, and lim
j→∞
Re αj = +∞,
lim
j→∞
Re βj = −∞.
(2) The asymptotic expansions (1.1), (1.2) can be differentiated, i.e.:
∀K∈Z+∀N :
∣∣∣∂Kx (f(x)− ∑
Re αk≤N+K
ajk x
αj logk x)
∣∣∣ = O(xN), x→ 0, (1.3)
and, similarly,
∀K∈Z+∀N :
∣∣∣∂Kx (f(x)− ∑
Re βk≥−N+K
ajk x
αj logk x)
∣∣∣ = O(x−N), x→∞. (1.4)
As in Section 2.1 we will use the notation (2.1.5) for convenience. Obviously, ∂x
maps C∞as (R+) into itself.
In view of Proposition and Definition 2.1.2 theMellin transform is well defined on
C∞as (R+). Moreover, for f ∈ C∞as (R+) the Mellin transform,
(Mf)(z) := −
∫ ∞
0
xz−1f(x)dx, (1.5)
is a meromorphic function in the complex plane.
Our aim is to characterize the space MC∞as (R+). Let f ∈ C∞as (R+). Then in view
of (1.3) and (1.4) we can integrate by parts in (1.5) and obtain
(Mf)(z) =
(−1)k
z(z + 1) · . . . · (z + k − 1)(Mf
(k))(z). (1.6)
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Proposition 5.1.2 Let f ∈ C∞as (R+), c, d ∈ R. Then, for c ≤ Re z ≤ d and N ≥ 0
we have an estimate
|(Mf)(z)| ≤ CN |z|−N , |z| ≥ z0 > 0. (1.7)
Proof Once we have proved the estimate
|(Mf)(z)| ≤ C, |z| ≥ z0 > 0 (1.7a)
for any f ∈ C∞as (R+) then the estimate (1.7) will follow from (1.6) and (1.7a) applied
to f (N).
To prove (1.7a) we write
(Mf)(z) = −
∫ 1
0
xz−1f(x)dx+−
∫ ∞
1
xz−1f(x)dx. (1.8)
To estimate the first integral we write
f(x) =
∑
Re α≤−c+1
0≤k≤k(α)
aαk x
α logk x+ f1(x)
with f1(x) = O(x
−c+1), x→ 0.
Then we have for c ≤ Re z ≤ d∣∣∣∣∫ 1
0
xz−1f1(x)dx
∣∣∣∣ ≤ C
and ∣∣∣∣∫ 1
0
xz−1+α logk xdx
∣∣∣∣ ≤ C|z + α|−k−1,
hence ∣∣∣∣∫ 1
0
f(x)xz−1dx
∣∣∣∣ ≤ C, |z| ≥ z0 > 0.
The estimate of the second integral in (1.8) is completely analogous.
Definition 5.1.3 We put C∞as,0(R+) := {f ∈ C∞as (R+) | spec∞(f) = ∅}. I.e. C∞as,0(R+)
consists of all functions f ∈ C∞as (R+) such that xα∂βxf(x) is bounded for x ≥ 1 for
arbitrary α, β ∈ Z+.
Theorem 5.1.4 MC∞as,0(R+) consists of those meromorphic functions in the complex
plane, h ∈M(C), such that
(i) h(z) is holomorphic for Re z > c, c some real number depending on h,
(ii) for any a, b ∈ R, a < b there exists R > 0, such that h is holomorphic in Γa,b∩{z ∈
C | |z| ≥ R} and
|h(z)| ≤ CN |z|−N , z ∈ Γa,b, |z| ≥ R.
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Proof If f ∈ C∞as,0(R+) then properties (i), (ii) follow from Proposition 5.1.2.
Conversely, consider h ∈M(C) with (i), (ii). We put for a > c
f(x) :=
1
2πi
∫
Γa
x−zh(z)dz.
In view of (ii) the integral is independent of a > c. Furthermore, (ii) implies that we
can shift the contour of integration.
Thus, for any b < a with no poles of h on Γb we find
f(x) =
1
2πi
∫
Γb
x−zh(z)dz +
∑
z∈Γb,a
Res1(x
−zh(z)).
Now it is easy to check that this gives the desired asymptotic expansion for f . Moreover
Mf = h.
Similar one proves
Theorem 5.1.5 h ∈MC∞as (R+) if and only if
(i) h ∈ M(C),
(ii) for any a, b ∈ R, a < b there exists R > 0, such that h is holomorphic in Γa,b∩{z ∈
C | |z| ≥ R} and
|h(z)| ≤ CN |z|−N , z ∈ Γa,b, |z| ≥ R.
Theorems 5.1.4 and 5.1.5 tell us in what sense asymptotic expansions as t→∞, t→
0 of a function are equivalent to the meromorphic extendability of itsMellin transform.
Proposition and Definition 2.1.2 states that Mf has a meromorphic continuation for
any f ∈ Las(R+). However, it seems hard to characterize the space MLas(R+).
We note an application. Let Q be a classical pseudodifferential operator on a com-
pact manifold M , dimM = m, ordQ =: q. Choose another classical elliptic pseudodif-
ferential operator P ≥ 0, ordP =: p. Then one has the following asymptotic expansion
([GrSe, Theorem 2.7])
Tr(Qe−tP ) ∼tց0
∞∑
j=0
aj(Q,P ) t
(j−m−q)/p +
∞∑
j=0
bj(Q,P ) t
j log t. (1.9)
Since this expansion result also applies to
∂kt Tr(Qe
−tP ) = (−1)kTr(QP ke−tP )
we conclude that (1.9) is an expansion as in (1.3). Moreover, we have
Tr(Qe−tP ) ∼tր∞ Tr(Q| ker (P ))
in the sense of (1.4). Hence
t 7−→ Tr(Qe−tP )− Tr(Q| ker (P ))
is a function in C∞as,0(R+).
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Next we consider the ζ–function
ζQ,P (s) := Tr(QP
−s) =
∑
λ∈spec P\{0}
Tr(Q| ker (P − λ))λ−s
= Γ(s)−1
∫ ∞
0
ts−1[Tr(Qe−tP )− Tr(Q| ker (P ))]dt, Re s >> 0. (1.10)
In view of Theorem 5.1.4 ζQ,P (s) extends meromorphically to the complex plane
with simple poles at the points (q +m− k)/p, k = 0, 1, . . .. Furthermore,
|Γ(s)ζQ,P(s)| ≤ CN,a,b|z|−N , |z| ≥ z0 > 0, a ≤ Re z ≤ b. (1.11)
Since the Γ–function decays exponentially on finite vertical strips, (1.11) shows that
ζQ,P (s) is of subexponential growth on finite vertical strips. If Q = I and the principal
symbol of P is scalar then it follows from [DG] that ζP (s) is actually of polynomial
growth on finite vertical strips. However, as far as the author knows, this is not clear
for general Q,P .
We note that (1.11) is true whenever the expansion (1.9) can be differentiated. In
particular, this is true for the expansions derived in Section 2.4.
Finally we introduce the η–function and the η–invariant:
Abstractly, consider a self–adjoint operator, P , with dense domain, D(P ), in some
Hilbert space, H . If we assume that
(P + i)−1 ∈ Cp(H), for some p > 0, (1.12)
(where Cp denotes the von Neumann–Schatten class of order p) then the function
η(P ; s) := ζP,P 2(
s+ 1
2
) =
1
Γ( s+1
2
)
∫ ∞
0
t(s−1)/2Tr(Pe−tP
2
)dt
=
∑
λ∈spec P\{0}
(sgn λ)|λ|−s (1.13)
is called the η–function of P .
If we have an asymptotic expansion
Tr(Pe−tP
2
) ∼tց0
∑
Re α→∞
0≤k≤k(α)
aαk t
α logk t, (1.14)
then η(P ; s) extends meromorphically to the complex plane with poles situated at the
points −2α− 1. Moreover, the principal part at −2α− 1 is given by
1
Γ( s+1
2
)
k(α)∑
k=0
aαk (−1)kk!2k+1(s+ 2α + 1)−k−1. (1.15)
Finally, the η–invariant of P is defined as
η(P ) := Res0 η(P ; 0). (1.16)
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5.2 η–Functions of Fuchs Type Differential
Operators
For the discussion of the η–invariant of a symmetric differential operator P , we need the
asymptotic expansion of Tr(Pe−tP
2
), which is different from the heat asymptotics. First,
we briefly present the extension of the considerations of Section 2.2 to this situation. For
that purpose let N be a compact manifold, P0 ∈ Diffµ,νc (N∧, E) a symmetric elliptic
differential operator, and P a scalable self–adjoint extension. We have a pointwise
asymptotic expansion
tr((Pe−tP
2
)(ξ, ξ)) ∼t→0
∞∑
n=0
an(ξ, P, P
2) t
n−m−µ
2µ (2.1)
and Lemma 2.2.3 immediately yields
an((x, p), P, P
2) = x
ν
µ
(m−n)−1an((1, p), P, P 2). (2.2)
This is the analogue of (2.2.6). We put
k(t, P, P 2) :=
∫
N
tr((Pe−tP
2
)(1, p, 1, p))dp. (2.3)
Lemma 5.2.1 There exists a δ > 0 such that k(·, P, P 2) ∈ L∞, 1
2
+δ(R+). More pre-
cisely,
k(t, P, P 2) = O(t−
1
2
−δ), t→∞, (2.4)
and
k(t, P, P 2) ∼t→0
∞∑
n=0
∫
N
an((1, p), P, P
2)dp t
n−m−µ
2µ
=:
∞∑
n=0
bn(P, P
2) t
n−m−µ
2µ . (2.5)
Proof As in the proof of Lemma 2.2.4 we start from the estimate
|(Pe−P 2)(x, p, y, q)| ≤ C(xy)ε− 12
for x, y ≤ x0, p, q ∈ N . In view of the scaling formula (2.2.3), we obtain
|(Pe−tP 2)(x, p, y, q)| ≤ C(xy)ε− 12 t− 12− εν ,
thus (2.4) is proved. The asymptotics as t→ 0 is a consequence of (2.1).
The analogue of Theorem 2.4.6 is
Theorem 5.2.2 Let P0 ∈ Diffµ,νc (N∧, E) be a symmetric elliptic operator and P a
scalable self–adjoint extension. Then, for ϕ ∈ C∞0 (R) with ϕ ≡ 1 near 0, we have
Tr(ϕPe−tP
2
) ∼t→0
∞∑
n=0
−
∫
N∧
ϕ(x)an((x, p), P, P
2)dpdx t
n−m−µ
2µ
+
1
2ν
Res0(Mk(·, P, P 2))(−1
2
) t−
1
2 − 1
2ν
bm(P, P
2) t−
1
2 log t.
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Proof Analogously to the proof of Theorem 2.4.6 we find
Tr(ϕPe−tP
2
) =
∫ ∞
0
ϕ(x)x−1−ν
∫
N
tr((Pe−tP
2
)(1, p, 1, p))dpdx
=: s−1−ν
∫ ∞
0
ϕ(x)F (
x
s
)dx
with s := t
1
2ν and
F (ξ) = ξ−1−νk(ξ−2ν , P, P 2).
Furthermore, we have
F (ξ) = O(ξ2δν−1), ξ → 0,
F (ξ) ∼ξ→∞
∞∑
n=0
bn(P, P
2)ξ
ν
µ
(m−n)−1,
and the assertion follows completely analogous to the proof of Theorem 2.4.6.
As an immediate consequence we obtain the following:
Theorem 5.2.3 Let M be a compact manifold with conic singularities and let P0 ∈
Diffµ,ν(M,E) a symmetric elliptic operator. Assume for x < ε
P0 = X
−ν
∞∑
n=0
Ak(−X ∂
∂x
)k,
i. e. Ak is constant for x < ε. Let P be a scalable self–adjoint extension. Then the
function
f(t) = Tr(Pe−tP
2
)
lies in Las(R+). More precisely, there exists an ε > 0 such that for t ≥ t0
|f(t)| = O(e−tε)
and
f(t) ∼t→0
∞∑
n=0
−
∫
M
an(ξ, P, P
2)dξ t
n−m−µ
2µ
+
1
2ν
Res0(Mk(·, P, P 2))(−1
2
)t−
1
2 − 1
2ν
bm(P, P
2)t−
1
2 log t.
Now,
η(P, s) := Γ(
s+ 1
2
)−1 −
∫ ∞
0
t
s−1
2 Tr(Pe−tP
2
)dt = Γ(
s+ 1
2
)−1(Mf)(
s+ 1
2
)
is a meromorphic function in C with simple poles in m−n
µ
, n 6= m. A priori, 0 is a pole
of order 2.
We put η(P, 0) := Res0(η(P, ·))(0).
Our considerations show that for proving the existence of the η–function as a mero-
morphic function in C, we only need the following data:
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a Riemannian manifold as in (1.4.1), (2.6)
a symmetric elliptic operator P0 : C
∞
0 (E) → C∞0 (E) and a self–adjoint
extension P that has the property (SE) over U ,
(2.7)
an asymptotic expansion
Tr(Pe−tP
2
) ∼t→0
∑
Re α→∞
0≤k≤k(α)
aαk t
α logk t.
(2.8)
We now turn to the operators investigated in Section 4.2.1.
Lemma 5.2.4 Let D := Γ( ∂
∂x
+ f(x)A), f(x) = 1 or f(x) = 1/x, as in (4.2.3) (resp.
(4.2.4)). Assume that the deficiency indices of D coincide und let Dσ be a (scalable)
self–adjoint extension as described in Section 4.2.1. For ϕ ∈ C∞0 (R), we then have
Tr(ϕDσe
−tD2σ) = 0.
Proof We put
ε : L2(E|N)→ L2(E|N) , ε = −1(−∞,0)(A)⊕ σ ⊕ 1(0,∞)(A).
ε also acts on L2(E) in a natural way. Hence it leaves D(Dσ) invariant and anticommutes
with Dσ. Consequently
Tr(ϕDσe
−tD2σ) = Tr(ϕε2Dσe−tD
2
σ)
= Tr(ϕεDσe
−tD2σε)
= Tr(ϕεDσεe
−tD2σ)
= −Tr(ϕDσe−tD2σ).
As a consequence we obtain
Theorem 5.2.5 Let M be a compact manifold with conic singularities (resp. with
boundary) and D0 a symmetric elliptic differential operator on M . Assume that near
the cone tip (the boundary) D has the form
D = Γ(
∂
∂x
+ f(x)A)
with f(x) = 1/x (resp. f(x) = 1), where Γ and A are as in Section 4.2.1. If Dσ is a
scalable self–adjoint extension, then Dσ has the properties (2.6)–(2.8). More precisely,
Tr(Dσe
−tD2σ) ∼t→0
∞∑
n=0
∫
Mε
an(ξ,D,D
2)dξ t
n−m−1
2 .
The η–function of Dσ has a meromorphic extension to C with the same poles as in the
case of a closed compact manifold.
If D is a Dirac operator and m ≡ 1mod 2, then
an(ξ,D,D
2) = 0, n = 0, · · · , m+ 1,
i. e. η(Dσ, s) is holomorphic for Re (s) > −2.
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Proof We already know that Dσ has the properties (2.6) and (2.7). (2.8) is a conse-
quence of the preceding Lemma and Theorem 1.4.11. The vanishing of the an is [BG,
Theorem 3.4].
Remark In the case of Dirac operators on a compact manifold with boundary the
preceding theorem is due to [DW].
5.3 The Variation Formula for the η–invariant
In this section we derive the usual variation formula for the η–invariant of a family of
differential operators having the properties (2.6)–(2.8) provided the family is constant
outside a compact set. By virtue of the last section, we know that (2.6)–(2.8) is true for
differential operators of Fuchs type resp. operators of APS–type. For the rest of this
section let P be a self–adjoint differential operator as in the preceding section which
satisfies (2.6)–(2.8). Moreover, let (Va)a∈I be a C∞–family of symmetric differential
operators with ordVa ≤ ordP =: µ, I ⊂ R an interval, such that
supp Va ⊂
◦
K, (3.1)
where K ⊂ M is compact with smooth boundary. We put
Pa := P + Va (3.2)
and assume that Pa is elliptic for all a.
Lemma 5.3.1 The operator Pa is self–adjoint on D(P ).
Proof Since P is elliptic we have D(P ) ⊂ Hµloc(E) and hence in view of (3.1) the
operator Va maps D(P ) continuously into L2(E).
We choose a cut–off function ϕ ∈ C∞0 (M) with ϕ|K ≡ 1. Then, for any u ∈ D(P )
Vau = Vaϕu = ϕVau.
ϕu ∈ D(Va,min) by Lemma 1.1.15 and thus we find for u, v ∈ D(P )
(Vau|v) = (Vau|ϕv) = (u|Vaϕv) = (u|Vav),
i.e. Va is symmetric on D(P ).
To prove the self–adjointness of Pa on D(P ) we put P˜a := Pa|D(P ) and consider
u ∈ D(P˜ ∗a ). Then we find for arbitrary v ∈ D(P ), with the ϕ as before,
(P˜ ∗au|v) = (u|Pav) = (u|Pv) + (ϕu|Vav)
= (u|Pv) + (Vaϕu|v)
= (u|Pv) + (Vau|v).
This shows that u ∈ D(P ∗) = D(P ) and we are done.
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From now on we write again Pa for the operator P˜a.
Let C ⊂ C be the domain
C = {z ∈ C | z = |z|eiϕ , 0 < ε ≤ |ϕ| ≤ π − ε}. (3.3)
Furthermore, we put
P˙a :=
d
da
Va. (3.4)
Lemma 5.3.2 (Pa − λ)−k is a trace class operator for k large enough and λ ∈ C.
Furthermore, for λ0 > 0 there exists a c > 0 such that
‖(Pa − λ)−k‖tr ≤ c
for λ ∈ C, locally uniform in a. Moreover
d
da
Tr((Pa − λ)−k) = −kTr(P˙a(Pa − λ)−k−1).
Proof From (2.7) and Proposition 1.4.7 it follows that (Pa − λ)−k is trace class for
k large enough. Let a0 ∈ I, λ0 > 0 be given. W. l. o. g. let ±λ0 6∈ spec Pa0 . Since Va is
a C∞–family of differential operators of order ≤ µ and supp Va ⊂
◦
K, we find that
I → L(Hµ(K,E), L2(K,E)), a 7→ Va
is a C∞–map. We apply Lemma 1.1.17 to conclude that for ε > 0 there exists a δ > 0
such that, for |a− a0| < δ,
‖(Va − Va0)(Pa0 − λ0)−1‖ < ε.
Consequently
‖(Va − Va0)(Pa0 − λ)−1‖ < ε‖(Pa0 − λ0)(Pa0 − λ)−1‖.
For a suitable choice of ε this is always < 1
2
for |λ| ≥ λ0. We obtain
(Pa − λ)−1 = (Pa0 − λ)−1
∞∑
n=0
(−1)n((Va − Va0)(Pa0 − λ)−1)n, (3.5)
thus
‖(Pa − λ)−k‖tr = ‖(Pa − λ)−1‖Ck
≤ 2‖(Pa0 − λ)−1‖Ck
≤ 2‖(Pa0 − λ0)−1‖Ck‖(Pa0 − λ0)(Pa0 − λ)−1‖ ≤ c.
Here Ck denotes the k
th von Neumann–Schatten class. From (3.5) we also infer
that the map
I → Ck, a 7→ (Pa − λ)−1
is differentiable and
d
da
(Pa − λ)−1 = −(Pa − λ)P˙a(Pa − λ)−1,
from which we obtain the assertion.
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We need a simple lemma about the space of trace class operators.
Lemma 5.3.3 Let I ⊂ R be an interval and H a Hilbert space. Let f, g : I →
C1(H) be continuous maps into the space of trace class operators. Assume f, g to be
differentiable with respect to the operator norm in L(H). Then, fg : I → C1(H), a 7→
f(a)g(a) is differentiable (with respect to the trace norm) and
(fg)′(a) = f ′(a)g(a) + f(a)g′(a).
Proof Let a ∈ I and choose δ > 0 such that [a− δ, a + δ] ⊂ I. Since g : I → C1(H)
is continuous, we have
c := sup
ξ∈[a−δ,a+δ]
‖g(ξ)‖C1 <∞.
We find for |h| < δ
‖f(a+ h)g(a+ h)− f(a)g(a)
h
− f ′(a)g(a)− f(a)g′(a)‖C1
≤ ‖
(
f(a+ h)− f(a)
h
− f ′(a)
)
g(a+ h)‖C1
+‖f ′(a)(g(a+ h)− g(a))‖C1 + ‖f(a)
(
g(a+ h)− g(a)
h
− g′(a)
)
‖C1
≤ ‖f(a+ h)− f(a)
h
− f ′(a)‖c+ ‖f ′(a)‖‖g(a+ h)− g(a)‖C1
+‖f(a)‖C1‖
g(a+ h)− g(a)
h
− g′(a)‖ −→ 0, h→ 0.
Here we only have used the differentiability of f, g with respect to the operator norm
and the continuity of g with respect to the trace norm.
Proposition 5.3.4 Choose µ > 0 such that ±µ 6∈ spec (Pa) for a in a small interval
and put
Eµa := 1(−∞,−µ)∪(µ,∞)(Pa).
Then
d
da
Tr(EµaPae
−tP 2a ) = Tr(Eµa (P˙ae
−tP 2a − 2tP˙aP 2a e−tP
2
a )).
For the definition of Eµa cf. the remark after (1.4.24).
Proof Denote by γ1, γ2 the curves
γ1 = {z ∈ C | | Im z| = Re z − µ, Re z ≥ µ}
γ2 = {z ∈ C | | Im z| = |Re z + µ|, Re z ≤ −µ},
where γ1 is traversed downward and γ2 is traversed upward. We put Γ := γ1 + γ2. We
use the preceding lemma with
f(a) := EµaPae
−t/2P 2a =
1
2πi
∫
Γ
λe−t/2λ
2
(Pa − λ)−1dλ
g(a) := Eµa e
−t/2P 2a =
1
2πi
∫
Γ
e−t/2λ
2
(Pa − λ)−1dλ.
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The proof of Lemma 5.3.2 shows that the prerequisites of the preceding lemma are
fulfilled. Integration by parts yields
Tr(f ′(a)g(a)) = Tr(Eµa (P˙ae
−tP 2a − tP˙ae−tP 2a ))
Tr(f(a)g′(a)) = Tr(Eµa (−tP˙ae−tP
2
a )).
Now we obtain
Theorem 5.3.5 With the notations of the preceding proposition
ηµ(Pa, s) := Γ(
s+ 1
2
)−1 −
∫ ∞
0
t
s−1
2 Tr(EµaPae
−tP 2a )dt
is differentiable in a and
d
da
ηµ(Pa, s) = −sTr(Eµa P˙a(P 2a )−
s+1
2 ).
The function
I −→ R/Z, a 7→ η˜(Pa, 0) = 1
2
(η(Pa, 0) + dim ker Pa)mod Z
is differentiable and
d
da
η˜(Pa, 0) = − 1√
π
∫
K
am(ξ, P˙a, P
2
a )dξ.
Proof The main work is already done and we can adopt the usual proof for compact
manifolds [G, Sec. 1.10]. Since µ > 0,
Tr(EµaPae
−tP 2a )
decays exponentially as t → ∞ and we can differentiate under the integral for Re s
large enough:
d
da
ηµ(Pa, s) = Γ(
s+ 1
2
)−1
(∫ ∞
0
t
s−1
2 Tr(Eµa P˙ae
−tP 2a )dt
−2
∫ ∞
0
t
s+1
2 Tr(Eµa P˙aP
2
a e
−tP 2a )dt
)
= −sΓ(s+ 1
2
)−1
∫ ∞
0
t
s−1
2 Tr(Eµa P˙aP
2
a e
−tP 2a )dt (3.6)
= −sTr(Eµa P˙a(P 2a )−
s+1
2 ).
Since P˙a has compact support, we have the asymptotic expansion
Tr(Eµa P˙ae
−tP 2a ) ∼t→0
∞∑
n=0
∫
K
an(ξ, P˙a, P
2
a )dξ t
n−m−µ
2µ
and the assertion follows.
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5.4 A glimpse at the gluing formula
In this section we briefly report on recent progress in understanding the gluing formula
for the η–invariant.
First of all, the η–invariant depends on the choice of the self–adjoint extension. For
the operators of Theorem 5.2.5 we have
Theorem 5.4.1 Under the assumptions of Theorem 5.2.5 let Dσ1 , Dσ2 be two scalable
self–adjoint extensions of D. Then
η˜(Dσ1 , 0)− η˜(Dσ2 , 0) ≡
1
2πi
log det(σ1σ2| ker (Γ− i))mod Z.
For Dirac operators with APS boundary conditions this is [LW, Theorem 3.1]. Their
proof can essentially be adopted.
Next, let M be a compact Riemannian manifold of dimension m and let
D0 : C
∞
0 (S) −→ C∞0 (S)
be a first order symmetric elliptic differential operator on the hermitian vector bundle
S → M .
Let N ⊂M be a compact hypersurface. We assume that N has a tubular neighbor-
hood U isometric to (−1, 1) × N and that the hermitian structure of S is a product,
too. Moreover, we assume that on U the operator D0 has the form
D0 = Γ(
∂
∂x
+ A), (4.1)
as in (4.2.1)–(4.2.3).
Let D be the restriction of D0 to C
∞
0 (S|M \N). This operator is no longer essen-
tially self–adjoint; in order to obtain self–adjoint extensions one has to impose boundary
conditions. The natural boundary condition inherited from M is the continuous trans-
mission boundary condition. Interpreting sections of S with support in U as functions
[−1, 1]→ L2(N, S) in the obvious way, this boundary condition reads
f(0−) = f(0+). (4.2)
It is fairly clear that the resulting self–adjoint operator is unitarily equivalent to the
closure of D0 in L
2(M,S). On the other hand, D lives naturally on
M cut := (M \ U) ∪∂(M\U) ((−1, 0]×N ∪ [0, 1)×N) (4.3)
obtained by cutting M along N (we adopt here the notation from [DF, p. 5164 and
Sec. 4]). Thus, M cut is obtained from M by artificially introducing two copies of N as
boundary.
We introduce the projections
P+ := 1(0,∞)(A), P− := 1(−∞,0)(A), P0 := I − P+ − P−. (4.4)
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Then a natural interpolation between the continuous transmission and the Atiyah–
Patodi–Singer boundary condition is given by the boundary conditions
cos θ P+(A)f(0+) = sin θ P+(A)f(0−),
sin θ P−(A)f(0+) = cos θ P−(A)f(0−),
(4.5a)
P0(A)f(0+) = P0(A)f(0−), (4.5b)
where |θ| < π/2. Furthermore, we introduce
Dθ := {u ∈ C∞(M cut, S) |u|U satisfies (4.5a, b)} (4.6a)
and
Dθ := D0|Dθ. (4.6b)
With these preparations we can state the following result:
Theorem 5.4.2 Let |θ| < π/2.
1. Dθ is essentially self–adjoint. We denote the closure again by Dθ.
2. η(Dθ; s) has a meromorphic continuation to the whole complex plane with simple
poles at m− k, k ∈ Z+. 0 is a regular point.
3. The reduced η–invariant
η˜(Dθ) =
1
2
(η(Dθ) + dimker Dθ)mod Z
is independent of θ.
This immediately implies the gluing formula in the version of Dai and Freed [DF,
Sec. IV].
For a proof of Theorem 5.4.2 and generalizations we refer to [BL5].
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List of Symbols
Except a few standard notations, all symbols are explained at their first occurence. The
standard notations are
N,Z,R,C natural, integer, real and complex numbers
R+ = (0,∞) positive real numbers
C(X), C∞(X) continuous functions on X resp. smooth functions on the
manifold X
C(X,E), C∞(X,E) continuous resp. smooth sections in the vector bundle E over
X
L(X) algebra of bounded operators on the Banach space X
GL(X) invertible operators in L(X)
UL(H) unitary operators on the Hilbert space H
Lp p–summable functions w. r. t. a measure
L2(X,E) square summable sections in the hermitian vector bundle E
spec (T ) spectrum of the linear operator T
supp (f) support of the function f
The other symbols are listed below in the order of their first occurrence.
dummy, dummy
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