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Résumé
Les architectures parallèles sont aujourd’hui présentes dans pratiquement tous les
ordinateurs, que ce soit les superordinateurs, les PCs de bureau ou les smartphones.
Or l’utilisation eﬃcace de ce type de système implique généralement un eﬀort sup-
plémentaire de la part des développeurs et des scientifiques que ce soit dans la prise
en compte des nouveaux aspects architecturaux ou bien dans la mise en pratique
de la programmation parallèle. Sur système à mémoire partagée, la programmation
par threads s’impose encore comme un standard pour l’exploitation du parallélisme
entre les coeurs CPU. Elle force cependant l’utilisateur à faire face aux nombreuses
problématiques tels que la gestion des threads et la concurrence.
Pour palier ce problème, d’autres modèles sont explorés : on cite en particulier
le modèle Futures qui intègre le concept plus général de programmation parallèle
asynchrone. Dans ce modèle, le travail de création et de gestion des threads est
délégué au runtime et des graphes de dépendances sont définis par l’utilisateur pour
garantir la consistence du calcul. Dans cette thèse, nous présentons l’intégration de
ce modèle dans NT2, une bibliothèque développée par l’équipe Parsys du LRI qui
propose une interface simple et intuitive pour le calcul numérique. NT2 s’appuie
notamment sur des techniques de méta-programmation par templates C++ pour
analyser, restructurer et optimiser des portions de codes arbitraires en amont du
compilateur C++. Plus précisément, NT2 emploie des Expression Templates pour
forcer les expressions à renvoyer un type encodant leur arbre de syntaxe abstraite (ou
AST comme Abstract Syntax Tree) au lieu d’être évaluées tout de suite. Une fois
analysés, les ASTs sont dirigés vers des familles de nids de boucles puis transformés
en appels de squelette algorithmique.
Notre première contribution dans cette thèse est d’implanter des versions asyn-
chrones de ces squelettes algorithmiques pour garantir la performance du code
généré. Pour ce faire, nous décomposons chaque squelette sous forme de tâches en
suivant le modèle worker/spawner : les workers sont des noyaux de calcul monotâche
possiblement vectorisables, et les spawners sont des fonctions chargées de paralléliser
les calculs en créant plusieurs workers en charge d’un intervalle multi-dimmensionnel
de données. La gestion correcte des dépendances entre tâches est réalisée par réso-
lution des aléas de données.
Notre deuxième contribution dans cette thèse est d’établir des modèles de coût
permettant d’estimer la performance des versions séquentielles et parallèles des
squelettes NT2 dans une architecture visée. Ces modèles de coût sont calculés en
ligne afin de sélectionner à la volée les meilleurs versions de squelette. Les prévi-
sions de performance se basent sur trois caractéristiques : les métriques de ressources
mesurables par microbenchmarks, les caractéristiques du code de l’application déter-
minables pendant la compilation et les caractéristiques du jeu de données disponibles
pendant l’exécution.
Nous évaluons ces contributions sur quatre applications : une (LU) est de type
compute bound et les trois autres (Black & Scholes, Lattice Boltzmann et GMRES)
sont plutôt memory bound. LU est très favorable à l’utilisation de l’asynchronisme
alors que la structure et le coté itératif de GMRES limitent l’impact de l’asynchronisme.
Les deux autres correspondent à une situation intermédiaire où l’asynchronisme
peut cependant être utilisé. Les résultats montrent un gain significatif dans les pro-
grammes favorables à l’asynchronisme sans qu’il y ait de surcoût significatif pour
les programmes se prêtant moins à l’utilisation de l’asynchronisme.
Asynchronous algorithmic skeletons : application to do-
main specific languages
Keywords : Asynchronous programming, EDSLs, Generative programming,
Generic programming, C++
Abstract
Parallel architectures are used in almost every computers from supercomputers to
desktop computers or smartphones. Yet, the eﬀective use of this type of system
still requires extra eﬀort from developers and scientists that must consider the new
architectural features to develop parallel programs. In shared memory systems,
thread-based programming is still considered a standard to exploit parallelism be-
tween the CPU cores. This forces the user to deal with many issues such as thread
management or concurrency.
To overcome this problem, other models are explored. One of the most promi-
nent model is the Future model which integrates the general concept of asynchronous
parallel programming. In this model, the task of creating and managing threads is
delegated to the runtime and dependency graphs are defined by the user to ensure
the consistency of the computation. In this thesis, we present the integration of
this model in the NT2 library developed by Parsys team at LRI. It encapsulates a
domain specific language and provides a simple and intuitive interface for numerical
computations. NT2 uses C++ template metaprogramming to analyze, restructure
and optimize portions of arbitrary codes at compile-time. More specifically, NT2
employs Expression Templates to cause expressions to build a representation of their
abstract syntax trees (ASTs) instead of being evaluated eagerly. Once analyzed, the
ASTs are matched to a given family of loop nests and then transformed into algo-
rithmic skeleton calls.
Our first contribution is to implement asynchronous versions of algorithmic skele-
tons to guarantee the performance of the generated code. To do this, we decompose
each skeleton in the form of lightweight tasks following the worker/spawner model
: the workers are single task kernels that are possibly vectorized, and spawners
are functions dedicated to parallelize computations by creating several workers in
charge of a multi-dimensional data range. The proper management of dependencies
between tasks is performed by resolving data hazards.
Our second contribution is to establish cost models to estimate the performance
of sequential and parallel versions of NT2 skeletons for a target architecture. These
cost models are calculated online to select the best skeleton version. Performance
predictions are based on three specifications: the resources metrics measured with
microbenchmarks, the application code characteristics determined at compile-time
and the dataset features that are available at execution time.
We evaluate these contributions with four applications of the scientific computing
domain: one (LU) is compute bound and the three other ones (Black & Scholes, Lat-
tice Boltzmann and GMRES) are memory bound. LU is suitable for asynchronous
computing while GMRES structure and iterative computation limit the impact of
asynchronous computing. The two other ones correspond to an intermediate posi-
tion where asynchronous computing can still be used. The results show a significant
performance gain for programs that are suitable for asynchronous computing with-
out significant overheads for programs less suitable to the use of the asynchronous
approach.
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Parallélisme et concurrence
Les dernières avancées en matière d’architecture des processeurs ont permis aux
supercalculateurs modernes d’eﬀectuer plus d’un million de milliards d’opérations
flottantes par seconde ; la transition vers l’ère de l’exaflop est d’ailleurs annoncée à
l’horizon 2020. Le facteur clé permettant aujourd’hui d’atteindre de telles perfor-
mances sont les architectures parallèles.
La mise en œuvre des architectures parallèles n’est pas une révolution mais a
pris de l’ampleur ces dernières années depuis que les fréquences d’horloge ont cessé
de croître. Afin de toujours améliorer les performances sans augmenter la consom-
mation énergétique, les fondeurs de processeurs se sont progressivement tournés vers
les technologies multi-cœurs. Il devient alors indispensable pour un programmeur
de maîtriser la programmation parallèle pour profiter pleinement de la performance
des nouvelles architectures. Le fossé entre la programmation classique et la pro-
grammation parallèle continue toutefois de se creuser. Nous discutons dans la suite
des deux principaux modèles de programmation parallèle.
Dans les systèmes à mémoire partagée, la tendance est de suivre le modèle thread.
Cette tendance s’explique d’abord par le fait que les threads ont émergé bien avant
l’adoption des processeurs multi-cœurs, et qu’ils étaient déjà présents en grand nom-
bre dans les applications de bureau. Cette tendance est portée également par la
popularité des bibliothèques telles que Pthreads ou OpenMP car elles fournissent
chacune une API facilitant la mise en œuvre des threads système natifs. Ces bib-
liothèques présentent toutefois un inconvénient majeur. Comme elles ne définissent
pas de règles strictes pour les programmes présentant des data races, i.e. situations
dans lesquelles des variables partagées sont lues et écrites de manière concurrente
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par plusieurs threads à la fois, le seul moyen d’éviter d’éventuelles situations de com-
pétition est de faire appel aux primitives de synchronisation (verrous, sémaphores
et barrières), mais leur utilisation doit se faire avec prudence car ces mécanismes
sont connus pour entraîner un surcoût substantiel en terme de temps d’exécution.
Dans les systèmes à mémoire distribuée, la tendance est de suivre le modèle par
passage de messages. Ce modèle, qui se prête bien aux gros calculs scientifiques, a
émergé de la communauté HPC pour utiliser au mieux les ressources massivement
parallèles. En utilisant PVM ou MPI, les programmeurs peuvent d’une part écrire
explicitement dans un même programme le code des diﬀérents processus émetteurs
et récepteurs de messages, et d’autre part organiser leurs calculs sous forme de blocs
synchrones – on parle de Bulk Synchronous Programming. Dans ce schéma, chaque
processus exécute les mêmes instructions en parallèle, et eﬀectuent par intermittence
des opérations collectives pour garantir la consistance du calcul. L’inconvénient
de ce schéma est que lorsqu’un système regroupe diﬀérents types de processeurs,
l’utilisateur devra se confronter aux problèmes de répartition de charge pour garan-
tir la performance.
Pour résumer, le principal problème de la programmation parallèle est qu’elle
repose encore principalement aujourd’hui sur des modèles de programmation bas
niveau et fait face aux nombreuses problématiques qui en découlent. D’une part, la
mauvaise utilisation des diﬀérents mécanismes de synchronisation peut être source de
dégradations de performance. D’autre part, il devient inéluctable que l’utilisateur
ait à interagir avec diﬀérents modèles de programmation selon que le système à
utiliser est de type partagé, distribué, hétérogène (ex : système combinant CPUs
et GPUs), ou les trois à la fois. Nous discutons dans la suite des principaux types
de parallélisme ainsi que des approches permettant de faire évoluer plus eﬃcace-
ment la programmation parallèle avec un objectif ambitieux : tirer parti des cœurs
disponibles avec une programmation proche de la programmation séquentielle.
Défis de la programmation parallèle
Tout au long du processus de programmation, de la formulation de l’algorithme
jusqu’à l’exécution du programme résultant, deux types de parallélisme sont con-
stamment considérés: le parallélisme de données et le parallélisme de tâches.
Le parallélisme de données se définit comme la situation dans laquelle une in-
struction, une (ou plusieurs) routine(s) sont appliquées à chaque élément d’une struc-
ture de données. Le premier cas correspond à l’utilisation des instructions SIMD
qui se sont développées depuis le milieu des années 90. Pour les jeux d’instructions
IA-32 et Intel 64, ce sont les diﬀérentes extensions SSE et AVX. Elles permettent
d’exploiter au mieux le parallélisme de données existant dans un code au niveau
de chaque processeur (ou cœur) individuel avant même d’aborder les problèmes de
3parallélisation entre diﬀérents cœurs ou clusters de multi-cœurs. Le second cas cor-
respond au modèle SPMD où diﬀérents processeurs (cœurs) exécutent le même code
sur des sous-ensembles de données diﬀérents. L’exécution n’étant pas synchrone
au niveau de chaque instruction, des barrières de synchronisation sont nécessaires,
que ce soit en mémoire partagée ou en mémoire distribuée, pour tenir compte des
diﬀérences de temps d’exécution liées aux structures conditionnelles. Dans le cas
des architectures distribuées, il faut préalablement répartir la structure de données
entre les mémoires locales des diﬀérents processeurs. Ensuite, pour toutes les ar-
chitectures, chaque thread (ou processus) eﬀectue en parallèle le même calcul sur
leur propre segment de données, en faisant éventuellement appel à des opérations de
réduction. Le parallélisme de données est la source de parallélisme qui est générale-
ment exploitée en premier car il arrive souvent que l’accélération désirée soit atteinte
en remplaçant simplement les nids de boucle séquentiels très gourmands en calcul
par des nids de boucle parallèles.
Le parallélisme de tâches se définit comme la situation dans laquelle l’ensemble
(ou une partie) du code séquentiel est divisé en plusieurs unités de travail qui peuvent
s’exécuter de manière concurrente et potentiellement en parallèle. Par conception,
le parallélisme de tâches est plus compliqué à mettre en œuvre que le parallélisme
de données et cela pour deux raisons. D’abord, le programmeur doit évaluer la
granularité des tâches, i.e. c’est-à-dire la quantité de travail à attribuer à chaque
tâche, en gardant à l’esprit que selon le système utilisé, des tâches à gros grain
peuvent entraîner un déséquilibre de charge alors que des tâches à grain fin peu-
vent entraîner un surcoût en temps d’exécution. Ensuite, exploiter le parallélisme
de tâches implique d’employer un graphe de dépendances et de mettre en œuvre
des techniques permettant d’ordonnancer les diﬀérents noeuds du graphe. Comme
l’ordonnancement d’un algorithme sur une architecture multi-processeurs est un
problème NP-complet [58, 27, 64], la tendance est plus orientée vers l’utilisation
d’un ordonnanceur qui va émettre, soit de manière statique, soit de manière dy-
namique, des décisions basées sur des heuristiques pour ordonnancer l’ensemble des
tâches vers les processeurs.
Comme nous l’avons vu précédemment, la programmation parallèle implique
de confronter plusieurs aspects de la programmation pour exploiter au mieux le
parallélisme potentiel des applications sur une architecture donnée. Bien qu’il soit
incontestable que les techniques bas niveau (modèle par passage de messages et
modèle thread) soient là pour durer, leur mauvaise utilisation peut nuire à la fois
sur l’expressivité des codes et sur leur performance. C’est pourquoi de nombreux
groupes de recherche travaillent activement sur des approches de plus haut niveau
pour réduire la complexité d’écriture des programmes parallèles tout en maintenant
un haut niveau de performance. Parmi ces approches, on cite celles qui facilitent
l’exploitation du parallélisme de données sur systèmes à mémoire partagée [43, 50],
celles qui facilitent l’exploitation des deux types de parallélisme sur systèmes à mé-
moire distribuée [60, 25, 24], puis les Langages Orientés Domaine (ou DSLs
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comme Domain Specific Languages).
Pour les applications séquentielles, l’eﬃcacité des Langages Orientés Domaine
est bien établie ; la sémantique haut niveau du domaine d’application est préservée
et la portabilité est assurée pour tout type de systèmes informatiques. Malgré leurs
résultats en terme de productivité et d’économies de temps, les DSLs peuvent en-
traîner des coûts importants incluant les coûts d’apprentissage du langage et les
coûts associés à sa mise en œuvre. Pour limiter ces contraintes, les Langages En-
fouis Orientés Domaine (ou DSELs comme Domain Specific Embedded Languages
[48, 68]) ont été proposées. Les DSELs sont des langages imbriqués dans un lan-
gage hôte ; ils sont compilés ou interprétés dans le même écosystème que le langage
hôte. C’est cette approche qu’a développé Joel Falcou dans les bibliothèques NT2,
et Boost SIMD, qui a fait l’objet de publications [41, 39]. Les outils développés
autour de NT2 ont permis d’obtenir des résultats spectaculaires. C’est donc le point
de départ de notre travail.
NT2 : Une bibliothèque pour le calcul scientifique
NT2 – Numerical Template Toolbox – est une bibliothèque C++ conçue pour aider
les non-spécialistes issus de diﬀérents domaines à développer des applications haute
performance [40]. Afin de fournir un outil performant qui soit utilisable par le plus
grand nombre, NT2 implémente l’essentiel des fonctionnalités du langage Matlab
via la mise en œuvre d’un DSEL écrit en C++ tout en garantissant un haut niveau
de performance. La structure de données centrale utilisée dans NT2 est la classe
template table qui est l’équivalent d’une matrice dans Matlab. Les spécificités
comme l’indexation commençant par 1, la gestion des dimensions et les opérations
de redimensionnement sont préservées. Voici un exemple de code NT2 qui calcule
l’écart quadratique entre deux vecteurs.
// Matlab: A1 = 1:1000;
table <double > A1 = _(1. ,1000.)
// Matlab: A2 = A1 + randn( size(A1) );
table <double > A2 = A1 + randn(size(A1));
// Matlab: rms = sqrt( sum((A1(:) - A2(:)).^2) / numel(A1) );
double rms = sqrt( sum(sqr(A1(_) - A2(_))) / numel(A1) );
Listing 1: Calcul d’un écart quadratique dans NT2
5Dans cette exemple de code, remarquons la sémantique de premier ordre des
objets tables via l’utilisation d’opérations globales, l’utilisation de _ à la place de
l’opérateur colonne (:) de Matlab et la mise à disposition de fonctions telles que
numel et size qui assurent le même calcul que leur équivalentMatlab. Plus de 80%
des fonctions de base de Matlab sont disponibles. L’interfaçage avec le langage
C++ est garanti pour assurer la compatibilité avec les algorithmes de la norme C++
et les bibliothèques majeures issues de la suite logicielle Boost C++ [34]. NT2 se
repose sur trois types d’optimisations : le parallélisme d’instructions par l’usage im-
plicite des extensions SIMD via Boost.SIMD [39], le parallélisme au niveau thread
via OpenMP ou Intel TBB et les Expression Templates que nous présenterons dans
le chapitre 2.
Néanmoins, les performances de NT2 restent encore entravées par les mécanismes
de synchronisation liés au modèle de programmation par threads. Or, des techniques
relâchant les contraintes de synchronisation ont été étudiées depuis plusieurs années
et sont généralement connues sous la terminologie de programmation parallèle asyn-
chrone. Elles correspondent notamment au modèle Futures et Promesses, qui ont
été intégrées dans la nouvelle norme C++ puis étendues dans l’outil HPX conçu
par l’équipe Ste||ar du Centre de Calcul et Technologie de l’Université d’État de
Louisiane. HPX est un runtime multi-plateformes encapsulé dans une bibliothèque
C++. Les threads système sont remplacés par des tâches légères que nous présen-
terons dans le chapitre 1.
Objectifs
L’objectif de cette thèse est l’intégration des techniques de programmation asyn-
chrone dans NT2, et l’évaluation des performances obtenues sur des benchmarks
significatifs. Les objectifs de notre travail sont :
Mettre en œuvre des tâches légères pour le calcul scientifique
La recherche actuelle en terme de modèles de programmation parallèle met en ex-
ergue l’utilisation de tâches à très faible grain et de runtimes fonctionnant dans des
plate-formes de plus en plus larges et de plus en plus hétérogènes. Le premier objec-
tif de ce travail est d’explorer ces modèles de programmation afin de mettre en œuvre
une conversion automatique de codes orientés domaine en codes de production haute
performance.
Intégrer des modèles de coût pour la génération automatique de
code
Il existe de nombreux modèles de programmation parallèle dans la littérature qui
visent à contraindre les programmes à n’être construit qu’à partir de noyaux à temps
d’exécution déterministe. Les squelettes algorithmiques, l’un de ces modèles, ont
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l’avantage de fournir à la fois une abstraction pour le parallélisme et une eﬃcacité
qu’il est possible de prédire. Le deuxième objectif de ce travail est donc d’établir des
modèles de coût pour un sous-ensemble de squelettes algorithmiques afin d’orchestrer
au mieux la génération automatique de code.
Notre contribution
À travers ce travail, nous avons proposé une solution pour augmenter un système
initialement conçu pour faciliter le portage haute performance d’applications sci-
entifiques existantes, en utilisant des squelettes algorithmiques asynchrones pour
garantir et contrôler la performance des codes résultants. Ce manuscrit est organisé
de la manière suivante :
• Chapitre 1, Programmation multi-threads en C++. Dans ce chapitre,
nous présentons à travers les évaluations du langage C++ les concepts clés de
la programmation par threads tout en soulignant les problématiques liées à la
concurrence sur système à mémoire partagée.
• Chapitre 2, Expression Templates et squelettes orientés domaine.
Dans ce chapitre, nous présentons les principaux outils utilisés dans NT2 pour
garantir la performance. Nous verrons ensuite les limites rencontrés et présen-
tons dans ce contexte l’outil HPX, un runtime C++ qui met en œuvre des
tâches légères et qui oﬀre une API asynchrone totalement conforme avec la
nouvelle norme C++.
• Chapitre 3, Génération automatique de code concurrent pour un
langage enfoui orienté domaine. Pour améliorer le déploiement d’un
code NT2 sur systèmes à mémoire partagée, nous avons reconstruit son système
de construction de squelettes algorithmiques multi-niveaux afin que le code
utilisateur soit traduite sous forme d’une composition de tâches asynchrones.
• Chapitre 4, Modèles de coût pour la génération de code. Dans ce
chapitre, nous présentons l’extension du système de génération automatique
de squelettes algorithmiques afin d’y inclure des modèles de coût statiques qui
tirent parti, d’une part de métriques de ressources pertinentes et d’autre part
des estimations de coût extraites directement des expressions du DSEL. Ces
modèles de coût sont ensuite raﬃnés pendant l’exécution afin de décider à la
volée des diﬀérentes versions de squelette à utiliser.
• Chapitre 5, Évaluation de performances. Dans ce chapitre, nous évalu-
ons nos outils en utilisant une collection d’applications scientifiques du monde
réel. Ces benchmarks se divisent en deux catégories : les applications limitées
par la bande passante mémoire et les applications limitées par la performance
crête.
7• Conclusion et perspectives. Dans ce chapitre final, nous synthétisons
l’ensemble des résultats obtenus dans ce travail. En conclusion, nous discutons
des possibles orientations pour de futurs travaux de recherche.

Chapitre 1
Programmation multi-threads en
C++
Sommaire
1.1 Gestion des threads . . . . . . . . . . . . . . . . . . . . . . . . 9
1.2 Gestion des accès aux données . . . . . . . . . . . . . . . . . 11
1.3 Synchronisation sur événement ponctuel . . . . . . . . . . . 12
1.3.1 Synchronisation par variables conditionnelles . . . . . . . . . 12
1.3.2 Synchronisation par Futures . . . . . . . . . . . . . . . . . . . 13
1.4 Des threads aux tâches asynchrones . . . . . . . . . . . . . . 15
1.5 Concurrence par tâches légères . . . . . . . . . . . . . . . . . 18
1.5.1 Gestion des files d’attente de tâches . . . . . . . . . . . . . . 18
1.5.2 Modèles de tâches légères et graphes de dépendances . . . . . 19
Malgré le gain de popularité de la programmation multi-threads et cela dès le
début des années 90, le comité ANSI/ISO a choisi de ne pas en tenir compte lors
de la refonte de la norme C++ en 1998. Ainsi jusqu’à il y a quelques années, les
programmeurs C++ désirant manipuler les threads avaient recours à des extensions
spécifiques aux plate-formes [52, 62], le plus souvent implémentées comme surcouche
de Pthreads ou de Windows threads. Conscient de l’importance de ce modèle de
programmation, accentuée par la mise sur le marché des processeurs multi-cœurs,
le comité de normalisation du langage C++ a décidé en 2011 d’inclure de nou-
veaux composants permettant à la fois de faciliter la programmation multi-threads
et à la fois d’écrire du code parallèle portable qui puisse fonctionner sur diﬀérentes
plate-formes. Nous passons en revue dans cette partie les mécanismes clés de la
programmation par threads et les fonctionnalités correspondantes présentes dans la
norme C++ 2011.
1.1 Gestion des threads
Tout programme décrit en C++ lance au moins un thread : celui qui exécute la
fonction main(). Un programme peut ensuite lancer d’autres threads en leur spéci-
fiant d’autres points d’entrée. Ces threads vont alors s’exécuter en concurrence avec
le thread initial. Voici un exemple de code montrant comment lancer un thread avec
la nouvelle norme C++:
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void f(std:: string const & s)
{
std::cout << "Hello " << s << std::endl;
}
1
std:: string mot = "World!";
std:: thread t (&f,mot); 2
/* ... */
t.join(); 3
Listing 1.1: Lancer un thread et attendre celui-ci
Dans cet exemple, il s’agit de lancer une séquence d’instructions 1 dans un nou-
veau thread. Pour cela on instancie un objet thread 2 en lui spécifiant son point
d’entrée et les paramètres à utiliser. Pour attendre que cette fonction ait fini de
s’exécuter, on appelle la méthode join() 3 sur l’objet thread.
Une des fonctionnalités intéressantes de la norme C++ 2011 est de pouvoir
définir des fonctions locales anonymes capables de capturer des variables dans leur
portée : ce sont les fonctions lambda. La syntaxe est la suivante:
[ liste de capture ]( paramètres de la fonction ) -> type de retour
{ corps de la fonction }
Avec une fonction lambda, la création du thread précédent peut s’écrire comme
ci-dessous:
std:: thread t ( [mot]() 1
{ std::cout << "Hello" << mot << std::endl; }
);
Listing 1.2: Lancer un thread avec passage d’une fonction lambda
Notons ici que le type de retour n’est pas indiquée 1 . La lambda ne retournant
aucune valeur, le type de retour est implicitement défini comme void.
Une fois le thread lancé, l’utilisateur doit s’assurer, ou bien d’appeler la méth-
ode join() pour attendre que le thread se termine, ou bien, d’appeler la méthode
detach() pour permettre au thread de s’exécuter en arrière-plan, et cela avant
que l’instance de std::thread ne soit détruite. Dans le cas contraire, c’est le de-
structeur de la classe std::thread qui se charge d’interrompre le programme entier.
La méthode join() est la manière la plus simple d’attendre qu’un thread ait fini
son travail, mais ce mécanisme reste un peu faible en terme d’eﬃcacité et a surtout
le défaut de n’être invocable qu’une fois, car en sortie d’appel à join(), le thread
système sous-jacent aura disparu.1
1Nous verrons en section 1.3 qu’il existe d’autres mécanismes dans la norme C++ permettant
d’améliorer la granularité des synchronisations.
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1.2 Gestion des accès aux données
Pour revenir sur notre propos, la raison clé qui incite une bonne majorité des pro-
grammeurs à utiliser le modèle de programmation multi-thread est la simplicité du
mode de communication entre threads vu qu’ils partagent le même espace mémoire.
Il faut toutefois faire attention aux accès concurrents aux données partagées et donc
dans la plupart des cas, avoir recours aux mutexes (ou exclusions mutuelles). Voici
un exemple de code illustrant l’utilisation des mutexes avec la nouvelle norme C++:
std::vector <int > v;
std::mutex m; 1
void ajouter_valeur(int valeur)
{
m.lock(); 2
v.push_back(valeur);
m.unlock (); 3
}
std:: thread t1 (& ajouter_valeur , 1);
std:: thread t2 (& ajouter_valeur , 2);
Listing 1.3: Protéger l’accès concurrent à une donnée
Ici le mutex est créé au moment où la variable m est instanciée 1 . Une section
critique débute alors en appelant la méthode lock() 2 de l’objet std::mutex et se
termine en appelant la méthode unlock() 3 . Pour plus de sûreté et une gestion ef-
ficace des éventuelles exceptions, la nouvelle norme C++ recommande d’utiliser
des objets verrous par l’intermédiaire des classes template std::lock_guard et
std::unique_lock2. Conformément à la notion d’Acquisition de Ressources par
l’Initialisation (ou RAII en anglais), c’est au moment de la création de l’objet ver-
rou que le mutex est verrouillé et au moment de sa destruction qu’il est déverrouillé.
Ces classes C++ s’avèrent pratiques vu qu’il arrive souvent que la portée des corps
de fonctions coïncident avec les sections critiques désirées. De plus, si une exception
devait survenir dans la portée de ces objets, le mécanisme de stack unwinding avant
retour de la fonction appellera automatiquement les destructeurs de ces objets. Les
ressources acquises jusqu’ici seront donc proprement restituées quoi qu’il arrive. Le
code précédent se réécrit donc comme ci-dessous:
void ajouter_valeur(int valeur)
{
std::lock_guard <std::mutex > l(m);
v.push_back(valeur);
}
Listing 1.4: Protéger un accès concurrent par verrou
2La classe std::unique_lock fonctionne comme la classe std::lock_guard mais possède des
méthodes supplémentaires lock(), try_lock() et unlock() permettant à l’utilisateur de gérer
manuellement le verrouillage/déverrouillage des mutexes.
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Ayant présenté les fondamentaux de la programmation multi-threads, nous dis-
cutons dans la suite de la problématique de synchronisation des threads dans le
cas très particulier où il s’agit de faire en sorte qu’un thread attende qu’un autre
thread ait fini une opération (et non pas qu’il se termine) pour pouvoir continuer.
1.3 Synchronisation sur événement ponctuel
L’idée la plus simple pour réaliser un point de synchronisation, i.e. faire en sorte
qu’un thread attende qu’un événement se produise, est d’utiliser une méthode par
scrutation de flags. En d’autres termes, le thread en attente scrute en boucle le
changement d’état d’une variable partagée, le changement d’état pouvant être ef-
fectué par un autre thread. Le problème avec ce type de solution est qu’il s’agit
d’une attente active impliquant forcément de monopoliser un thread actif et donc de
gaspiller une ressource CPU pour ne rien faire. Pour réduire le nombre d’attentes
actives, l’idée est de mettre en sommeil les threads en attente et de laisser le système
les réveiller.
1.3.1 Synchronisation par variables conditionnelles
L’approche la plus conventionnelle permettant d’eﬀectuer une synchronisation sur
événement ponctuel est d’utiliser des variables conditionnelles. Voici un exemple de
code basé sur le schéma producteur/consommateur montrant comment réaliser ce
type de point de synchronisation avec la norme C++ 2011:
std::mutex m;
std:: condition_variable condition; 1
int reponse;
// Code du thread producteur
void producteur ()
{
std:: unique_lock <std::mutex > l1(m); 2
reponse = 42; 3
condition.notify_one (); 4
}
// Code du thread consommateur
void consommateur ()
{
std:: unique_lock <std::mutex > l2(m); 5
condition.wait(l2); 6
std::cout << "Reponse a la grande question de l’univers: "
<< reponse << std::endl;
}
Listing 1.5: Synchroniser deux threads avec une variable conditionnelle
Ici, la variable conditionnelle est créée au moment où la variable condition est
instanciée 1 ; par convention, l’utilisateur doit toujours se servir d’un mutex pour
chaque variable conditionnelle qu’il utilise. Comme indiqué dans le code exemple,
le thread producteur doit successivement:
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• Verrouiller le mutex
• Produire la valeur 3
• Notifier l’événement 4
• Déverrouiller le mutex
Le thread consommateur doit successivement:
• Verrouiller le mutex
• Attendre l’événement 6 . Cette étape déverrouille le mutex, puis met en veille
le thread en attente. Le réveil par le système se fait après notification de
l’événement, ce qui va reverrouiller le mutex.
• Traiter l’événement
• Déverrouiller le mutex
Notons dans l’exemple, que les étapes de verrouillage et déverrouillage du mutex
sont implémentés dans les deux cas de manière simple et sécurisé via l’instanciation
d’un objet verrou std::unique_lock. 2 5
1.3.2 Synchronisation par Futures
La méthode de synchronisation par variable conditionnelle a l’avantage de retran-
scrire des concepts déjà présents dans les API Pthreads et Windows threads, mais
semble cependant assez contraignante dans sa mise en œuvre (utilisation explicite
d’un mutex, attente du consommateur avant signalement du producteur, gestion
des faux réveils, i.e. situation dans laquelle un thread est réveillé sans signalement
d’une variable conditionnelle, etc.). Nous voyons dans cette partie un mécanisme de
synchronisation moins conventionnel qui met à profit une sémantique plus proche
du schéma producteur/consommateur laissant, de fait, le soin au compilateur de
gérer les aspects sous-jacents liés à la concurrence.
Dans la littérature, on parle plus de modèle Futures et Promesses que de modèle
Futures. Conceptuellement parlant, les Futures sont des proxys vers des résultats
qui seront disponibles plus tard. A contrario, les Promesses donnent le droit à leur
détenteurs d’écrire ces résultats. Pour revenir au schéma producteur/consomma-
teur, on définit le producteur comme étant le thread qui détient la Promesse, et le
consommateur comme le thread qui détient la Future.
Voici un exemple de code montrant comment réaliser un point de synchronisation
par Future avec la nouvelle norme C++:
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std::promise <int > p; 1
// Code du thread producteur
void producteur ()
{
p.set_value (42); 2
}
// Code du thread consommateur
void consommateur ()
{
std::future <int > f = p.get_future (); 3
/* ... */
std::cout << "Reponse a la grande question de l’univers: "
<< f.get() << std::endl; 4
}
Listing 1.6: Synchroniser deux threads avec une Future
Ici, nous voyons que la Future 3 et la Promesse 1 ont chacun un paramètre
template de type int : c’est le type du résultat commun. Ce résultat est implé-
menté sous forme d’état partagé qui est créé dynamiquement au moment où p est
instanciée 1 . En appelant la méthode get_future() 3 , le consommateur obtient
une Future référençant le même état partagé que p.
Quand le consommateur appelle la méthode get() 4, plusieurs scénarios peuvent
intervenir3 ; ici deux sont possibles:
• Si l’état partagé est non prêt, c’est-à-dire que la méthode set_value() 2 n’a
pas encore été appelée, le thread consommateur est mis en sommeil jusqu’à
que l’état partagé soit prêt.
• Si l’état partagé est prêt, c’est-à-dire que la méthode set_value() a déja été
appelée, le résultat est retourné immédiatement.
Il y a deux avantages par rapport à l’approche par variables conditionnelles:
on ne voit apparaître aucune instance explicite de verrous, et l’ordre dans lequel
s’eﬀectuent le signalement de l’événement et la capture de l’événement est indif-
férenciée. Un détail reste quand même à souligner : la gestion de l’état partagé dans
la mémoire. La nouvelle norme C++ permet maintenant d’utiliser des pointeurs in-
telligents, i.e. des pointeurs capables de gérer automatiquement la destruction des
objets pointés. Dans le cas de l’état partagé, celui-ci est alloué dynamiquement par
l’intermédiaire d’un objet std::shared_ptr, un type de pointeur intelligent met-
tant en œuvre un compteur atomique de possesseurs de l’objet pointé. La Promesse
est donc le premier possesseur de l’état partagé. Quand la Future est créée (via la
méthode get_future()), celle-ci incrémente ce compteur. La règle est donc simple
: c’est lorsque le dernier possesseur de l’état partagé est détruit que l’état partagé
3Nous parlerons d’un de ces scénarios plus tard en Section 1.4
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est détruit.
std::future <int > f;
std:: shared_future <int > fcopie = f.share(); 1
std:: thread t1( [fcopie ]() 2
{ printf( "Thread 1 repond: %d\n", fcopie.get() ); }
);
std:: thread t2( [fcopie ]() 3
{ printf( "Thread 2 repond: %d\n", fcopie.get() ); }
);
Listing 1.7: Instancier des Futures référençant le même résultat
Ajoutons qu’une instance de std::future n’est pas copiable4. Ainsi pour faire
en sorte que deux threads consommateurs se synchronisent sur un même événe-
ment, la copie doit s’eﬀectuer en déléguant d’abord la possession de l’état partagé
de l’objet std::future à un objet std::shared_future 1 , puis en faisant autant
de copies de l’objet std::shared_future que de threads consommateurs 2 3 . No-
tons qu’après délégation, l’appel de la méthode get() de l’objet std::future est
considéré comme un comportement indéfini.
Chaque nouvelle copie de l’objet std::shared_future incrémente le nombre
de possesseurs de l’état partagé. Ici, les threads consommateurs ayant leur propre
instance de Future peuvent donc concurremment appeler la méthode get() sans que
cela ne génère de race conditions.
1.4 Des threads aux tâches asynchrones
Dans la partie précédente, nous avons exposé les diﬀérents mécanismes présents
dans la nouvelle norme C++ permettant de gérer les threads et avons conclu sur la
synchronisation de threads par Futures et Promesses, outil puissant alliant la sim-
plicité dans la sémantique et une gestion eﬃcace et sécurisé des diﬀérents threads
acteurs. Nous allons voir dans cette partie qu’il est plutôt rare qu’un utilisateur ait
à manipuler des Promesses, étant donné que ce sont des objets instanciés très sou-
vent en arrière-plan dans le cas du langage C++. Un point important à souligner
que nous abordons maintenant, est que le schéma producteur/consommateur quand
on se place uniquement du côté du consommateur revient à aborder le concept
d’asynchronisme.
Dans notre cas nous définissons l’asynchronisme comme une manière alternative
de faire appel à une fonction. Au lieu que la fonction soit exécutée directement, celle-
ci est soumise sous forme de requête au runtime C++. La réponse à cette requête,
c’est-à-dire le résultat de cette fonction, sera donc disponible plus tard et transmis
via une Future. En attendant, le consommateur peut exécuter d’autres fonctions et
4La copie d’un objet non copiable échoue à la compilation
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à tout moment récupérer le résultat de la requête. Voici un exemple de code mon-
trant comment lancer un appel asynchrone de fonction avec la nouvelle norme C++:
std:: string mot = "World!";
std::future <void > t
= std::async ([mot]()
{ std::cout << "Hello" << mot << std::endl; }
);
/* ... */
t.get();
Listing 1.8: Appeler une fonction lambda de manière asynchrone
La fonction std::async exécute successivement les étapes suivantes:
• construit un couple Future/Promesse et l’état partagé associé
• délègue (potentiellement dans un nouveau thread) l’ensemble comprenant la
Promesse, le pointeur de fonction et les paramètres de la fonction
• retourne la Future
Soulignons le fait qu’un appel de fonction via std::async n’implique pas for-
cément la création d’un nouveau thread. En eﬀet, la fonction std::async peut
éventuellement mettre l’état partagé dans un état spécial qui n’est ni prêt, ni
non prêt. Cet état signale au premier consommateur qui aura appelé la méth-
ode get() qu’une fonction attachée à la Future est en attente d’exécution : c’est
donc ce consommateur qui va exécuter la fonction. Il y a deux raisons qui ex-
pliquent l’intégration de ce mode de fonctionnement. La première est de profiter
de la sémantique des Futures pour forcer l’évaluation paresseuse de fonctions 5. La
seconde raison est qu’en cas de sur-souscription, i.e. situation dans laquelle il y a
plus de threads prêts à être exécutés que de cœurs logiques, ou bien d’épuisement
de threads, i.e. situation dans laquelle le nombre limite de threads est atteint, le
runtime C++ puisse dynamiquement basculer d’un mode d’exécution asynchrone à
un mode d’exécution séquentiel.
Pour résumer, les utilisateurs ont le choix ou de suivre le modèle thread, c’est-
à-dire que la décomposition de leur programme sous forme de tâches concurrentes
aboutit à une assignation manuelle de celles-ci aux threads (voir section 1.1), ou
de suivre le modèle asynchrone basé sur les tâches, c’est-à-dire que la décomposi-
tion de leur programme sous forme de tâches concurrentes aboutit à une assignation
automatique de celles-ci aux threads. L’avantage clé du modèle asynchrone est
donc que l’utilisateur n’a plus à se soucier des problèmes de répartition de charge,
de sur-souscription, et d’épuisement de threads.
5Pour cela l’utilisateur ajoute std::launch::deferred en premier paramètre de la fonction
std::async
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Néanmoins des problèmes persistent. Premièrement, la fonction std::async
telle qu’elle est définie dans la norme C++ 2011 reste encore trop proche du mod-
èle thread. En eﬀet, chaque nouvelle tâche qui résulte d’un appel à std::async
implique la création d’un nouveau thread système. Cela met de côté la possibil-
ité d’exploiter eﬃcacement le parallélisme de tâches à grain fin. Deuxièmement, le
modèle asynchrone - encore une fois celui défini par la norme C++ - souﬀre d’un
manque de composabilité. Voici un exemple illustrant ce propos:
std:: shared_future < std:: string > premier 1
= std::async ([]() -> std:: string
{ return "Hello"; }
);
std::future < std:: string > second 2
= std::async ([ premier ]() -> std:: string
{
std:: string r = premier.get();
return r + " World!";
}
3
);
std:: string resultat = second.get();
Listing 1.9: Séquencement de deux tâches avec la norme C++ 2011
Le problème ici est que les tâches associées aux variables Futures premier 1 et
second 2 vont potentiellement s’exécuter en même temps, ce qui va inutilement
mettre en sommeil le thread exécutant la deuxième fonction 3 . Pour remédier à
cela, il faudrait d’une part qu’il y ait un moyen de spécifier le fait que certaines
tâches peuvent dépendre d’autres tâches et d’autre part qu’il y ait un ordonnanceur
de tâches qui puisse décider où et quand exécuter ces tâches lorsque leurs dépen-
dances sont satisfaites.
On conclut cette partie par le fait que la norme C++ a bien répondu aux attentes
des utilisateurs en ce qui concerne la gestion manuelle des threads mais reste encore
incomplète du point de vue du modèle asynchrone basé sur les tâches. De nom-
breuses propositions ont été soumises au comité de la norme C++ et se rejoignent
à peu près toutes sur l’idée qu’il faille remplacer le mode d’exécution «un thread -
une tâche » par le mode d’exécution «pool de threads - file d’attente de tâches »,
mode d’exécution plus conventionnel qui est connu pour améliorer la concurrence et
mieux exploiter le parallélisme de tâches à grain fin. Nous parlerons dans la suite
plus longuement de ce mode d’exécution.
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1.5 Concurrence par tâches légères
La décomposition d’applications en tâches à granularité fine a longtemps été can-
tonnée aux problèmes irréguliers6 mais commence aujourd’hui à se généraliser au
fur et à mesure de l’augmentation de la complexité des nouvelles architectures. En
eﬀet, pour permettre à n’importe quel système d’assurer une répartition de charge
optimale et un ordonnancement dynamique eﬃcace, le grain des tâches invocables
dans un programme doit être d’une taille suﬃsamment faible. Nous rappelons dans
cette partie le principe de fonctionnement du mode d’exécution pool de threads - file
d’attente de tâches ainsi que la notion de tâches légères.
1.5.1 Gestion des files d’attente de tâches
Le terme «tâche » est souvent utilisé lorsque l’on veut désigner une simple séquence
d’instructions. Dans cette partie, on définit une tâche comme un objet créé dy-
namiquement et encapsulant à la fois cette séquence d’instructions, une liste de
paramètres et, éventuellement, un compteur de tâches prédecesseurs et une liste de
tâches successeurs que l’on désigne plus souvent sous le terme de continuations.
Quand une tâche est créé, celle-ci est généralement placée dans une file d’attente et
ordonnancée dès qu’une ressource de calcul se libère. On parle alors de tâche légère
quand les ressources de calcul ne sont plus des processeurs physiques mais bien
des threads système préalablement placés dans un pool de threads. Cela implique
d’implanter un ordonnanceur logiciel de tâches qui se rajoute à celui du système hôte.
Ordonnanceur
de taˆches
File d’attente
des taˆches preˆtes
File d’attente
des nouvelles taˆches
Pool de threads
coeurs CPU
Figure 1.1: Schéma du mode d’exécution pool de threads - file d’attente de tâches
La Figure 1.1 illustre le mode d’exécution «pool de threads - file d’attente de
tâches ». Lorsqu’une tâche s’exécute, celle-ci ayant été récupérée par un thread, il
6Problèmes intrinsèquement parallèles mais diﬃcilement expressibles sous forme de nids de
boucles
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arrive en cours d’exécution que de nouvelles tâches se créent. Les nouvelles tâches
sont donc concurremment placées dans une autre file spécialement dédiée. Le travail
de l’ordonnanceur de tâches est donc de vérifier à la volée que les dépendances de
chacune des nouvelles tâches sont satisfaites et de placer les tâches vérifiant cette
condition dans la file d’attente principale. Il est aussi possible de décentraliser la file
d’attente principale en attribuant une file d’attente à chaque thread. L’intérêt de
cette approche est de permettre à l’ordonnanceur de tâches de distribuer équitable-
ment les tâches – on parle alors de load balancing [75] – et la possibilité aux threads
(en attente de tâches) de dérober les tâches dans les files d’attentes voisines – on
parle alors de work stealing [18].
La raison principale expliquant l’engouement tardif pour ce mode d’exécution
est que celui-ci a longtemps eu comme préjudice d’être peu eﬃcace, car la contention
globale dans un programme pouvait très vite dégénérer vu que les threads devaient
continuellement verrouiller/déverrouiller des mutexes pour récupérer/déposer des
tâches dans les files. Or, l’apparition des algorithmes sans verrous [56] (ou lock-
free) et surtout du modèle de file sans-verrou de Michael et Scott 7 ont changé la
donne. Il existe aujourd’hui pléthore de solutions logicielles basées sur les tâches
légères. En comparant ces diﬀérentes solutions, on relève deux facteurs dinstinctifs
:
• En premier, leur niveau d’intrusivité. Au niveau le plus faible, il y a les
solutions basées sur des bibliothèques comme Intel TBB [62] ou HPX [51].
Au niveau le plus fort, il y a les solutions basées sur des extensions de
langage comme OpenMP ou Intel Cilk Plus [1].
• En second, leur niveau de flexibilité. Nous verrons dans la suite que la flexibilité
d’une API dépendra étroitement du modèle de tâche légère que ces solutions
logicielles mettent en œuvre.
1.5.2 Modèles de tâches légères et graphes de dépendances
Comme nous l’avons vu précédemment, il existe un très grand nombre d’outils de
programmation permettant de faciliter la mise en œuvre de tâches légères. Nous dis-
cutons dans cette partie des modèles de tâches légères qui prédominent aujourd’hui,
puis nous nous intéresserons aux API permettant de les utiliser dans des applica-
tions.
1.5.2.1 Tâches non préemptibles, approche par Codelets
Le mode d’exécution par Codelets consiste à manipuler des tâches dont la séquence
d’instructions peut contenir n’importe quelle instruction sauf celles susceptibles
de préempter l’exécution en cours ou bien de générer une attente longue comme
7Dans ce modèle [57], l’accès conventionnel par verrou est remplacé par des opérations atomiques
Compare And Swap. Cela diminue très fortement le coût des accès concurrents.
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les opérations I/O. Une propriété fondamentale de ce mode d’exécution est qu’il
assure l’atomicité des tâches, c’est-à-dire que lorsqu’une tâche occupe une ressource
de calcul, la ressource n’est restituée qu’après terminaison de cette tâche. Nous
illustrons en Figure 1.2 le cycle de vie d’un codelet.
Attente Preˆt En cours Fini
De´pendances
satisfaites
Thread
disponible
Instructions
termine´es
Figure 1.2: Cycle de vie d’un Codelet
L’intérêt de ne pas préempter les tâches est de limiter le nombre de changements
de contexte car ils impliquent forcément un coût (sauvegarde de l’état du CPU, du
contenu des registres, etc ...) et éviter au maximum que ces opérations ne pollue les
caches CPU. En eﬀet, pour des problèmes limités par la bande passante mémoire,
il arrive souvent qu’une tâche ait besoin de travailler sur des données contigües en
mémoire qui ont été chargées optimalement dans le cache grâce au mécanisme de
prefetch. Si un changement de contexte devait survenir au milieu de l’exécution
d’une tâche, le mécanisme de remplacement des lignes de cache ferait disparaître
certaines données utiles à la tâche préemptée ce qui peut l’obliger, au retour de
préemption, de recharger ces données depuis la mémoire.
L’approche par Codelets est celle qui est la plus utilisée, en particulier pour
les solutions logicielles génériques dans lesquelles les tâches peuvent aussi bien être
ordonnancées dans des threads CPU que dans des threads GPU. Les solutions qui
l’implémentent sont OpenMP [61], OmpSs [10], Intel TBB [62], Intel Cilk Plus [1],
StarPU [9], et SWARM [54].
1.5.2.2 Tâches préemptibles, approche par threads légers
Le mode d’exécution par threads légers est très semblable au mode d’exécution
par Codelets, à ceci près que les tâches que l’on qualifie ici de threads légers sont
préemptibles. Sur système conventionnel, la préemption survient généralement
quand il y a sursouscription (cf. Section 1.4). Des plages de temps sont alors
attribuées aux threads et lorsqu’une de ces plages est expirée, l’ordonnanceur ef-
fectue un changement de contexte. Fondamentalement, les threads légers fonction-
nent comme des threads systèmes classiques. La diﬀérence est que généralement
l’ordonnanceur n’a pas le pouvoir de préempter les threads légers. À la place, ce
sont les threads eux-mêmes qui se préemptent : on parle alors de fonctionnement
multi-tâches coopératif. Nous illustrons en Figure 1.3 le cycle de vie d’un thread
léger.
L’intérêt de ce mode d’exécution est double : il s’agit d’une part de préempter
utilement les tâches (ex : synchronisation sur événements ponctuels, appel à une
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Figure 1.3: Cycle de vie d’un thread léger
fonction I/O, etc. ) de sorte que d’autres tâches prêtes puissent être exécutées, et
d’autre part de conserver le bénéfice du mode d’exécution par Codelets, c’est-à-dire
de minimiser le nombre de changements de contexte. L’inconvénient, cependant,
est que ce mode d’exécution implique de réimplanter des versions à granularité fine
d’une grande partie des mécanismes classiques liés aux threads – les verrous et mu-
texes en premier – de sorte que la préemption des threads légers ne génère pas de
deadlocks.
En eﬀet, rendre des tâches préemptibles, c’est aussi leur donner la possibilité, au
retour de préemption, de migrer d’un thread système à un autre or si une tâche at-
tachée à un thread devait : prendre l’acquisition d’un verrou système, se préempter,
et ensuite revenir de préemption en étant attachée à un autre thread, il serait impos-
sible pour cette tâche de relâcher le verrou car le système aura identifié le premier
thread comme étant son actuel possesseur. L’utilisation d’un verrou à granularité
fine est donc nécessaire pour éviter ce problème. Bien que l’approche par threads
légers soit plus diﬃcile à mettre en œuvre, de nombreux projets implémentent cette
approche. Parmi ces projets, on cite Microsoft PPL [52], QThreads [73] et HPX
[51].
1.5.2.3 Graphes de dépendances sous OpenMP
OpenMP est l’API la plus utilisée pour concevoir des programmes qui mettent en
œuvre des tâches légères. Le comité de standardisation d’OpenMP a néanmoins
tardé pour permettre aux utilisateurs de les instancier explicitement. En eﬀet,
avant la version 3.0, celles-ci étaient invisibles vis à vis du programmeur et instan-
ciées uniquement lors des décompositions de boucles. Ce manque a permis aux
bibliothèques tels qu’Intel TBB [62] ou Intel Cilk Plus [1] de se présenter comme de
réelles alternatives à OpenMP. Il reste cependant un facteur limitant : leur manque
de composabilité. En eﬀet, en utilisant l’une de ces deux solutions, il n’y a pas
de moyens naturels qui permettent à l’utilisateur d’expliciter les dépendances entre
tâches car celles-ci se limitent au seul mode d’invocation fork-join.
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Or la prise en charge des dépendances revêt une importance capitale dans l’exploitation
du parallélisme de tâches. Elle permet d’une part de préserver la sémantique du pro-
gramme en indiquant à l’ordonnanceur quelles tâches peuvent s’exécuter en même
temps, et permet d’autre part de mettre en œuvre des heuristiques pour un ordon-
nancement optimal des diﬀérentes tâches. C’est pourquoi, des runtimes comme
OmpSs [10] ou SWARM [54] utilisent les graphes de dépendances (ou Directed
Acyclic Graphs) comme élément charnière de leur API. La version 4.0 d’OpenMP
s’est d’ailleurs largement inspirée du runtime OmpSs pour ajouter des clauses rela-
tives aux dépendances de tâches. Voici la version du code producteur/consommateur
avec OpenMP 4.0 :
#pragma omp parallel 1
#pragma omp single 2
{
std:: string message;
#pragma omp task shared(message) depend(out: message) 3
{
message += "Hello";
}
#pragma omp task shared(message) depend(in: message) 4
{
message += " World!";
}
#pragma omp taskwait 5
}
Listing 1.10: Séquencement de deux tâches avec OpenMP 4.0
Les primitives pragma omp parallel 1 et pragma omp single 2 indiquent
qu’un nouveau pool de threads est créé et que la suite ne sera exécutée que par un
seul thread. Dans cet exemple, les blocs d’instructions précédés par la primitive
pragma omp task 3 4 constituent les tâches légères. Les clauses depend(out:) 3
et depend(in:) 4 permettent de spécifier qu’il y a dépendance de flot entre les deux
tâches : le fait que la variable message apparaisse dans la clause depend de chacune
des tâches force le séquencement des tâches dans l’ordre où elles ont été instanciées.
Notons que les tâches OpenMP sont capables de récupérer des données dans leur
portée : le mot-clé shared 3 4 permet par exemple de lister les variables qu’une
tâche va capturer par référence. La primitive pragma omp taskwait 5 permet de
placer une barrière de synchronisation : le thread courant ne passe pas à la suite
tant que les tâches invoqués jusqu’ici ne se sont pas toutes terminées.
Bien qu’OpenMP ait réussi à combler son vide en rendant les tâches légères
beaucoup plus accessibles qu’elles ne l’étaient autrefois, l’API reste basée sur des
directives pragma parfois diﬃcile à mettre en œuvre dans un contexte générique et
souﬀre d’un problème de composabilité. Comme nous l’avons énoncé précédemment,
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d’autres solutions existent et certaines d’entre elles s’adaptent plus naturellement
au langage C++. Nous allons voir plus tard dans ce manuscrit (cf. chapitre 2)
qu’il est possible en restant conforme au modèle Futures mis en place par la norme
C++11 de relier le mécanisme des tâches légères à une sémantique fondamentale-
ment asynchrone.

Chapitre 2
Expression Templates et
Squelettes Algorithmiques orientés
domaine
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Dans [41], un langage orienté domaine mis sous la forme d’une bibliothèque C++
méta-programmée a été élaboré pour faciliter le portage haute performance de codes
scientifiques vers les architectures multi-cœurs. Ce premier prototype appelé NT2 a
ensuite été étendu [38] pour capturer les spécificités des diﬀérentes architectures du-
rant le processus de génération de code. Nous exposons brièvement dans ce chapitre
les principales techniques utilisées pour garantir la performance. À la lumière des ex-
périences qui ont suivi, nous exposons les limites rencontrées puis présentons l’outil
HPX, un runtime mettant en œuvre des tâches légères qui se présente comme une
réponse à ces limites.
2.1 Application des Expression Templates pour la ges-
tion statique d’ASTs
Les Expression Templates [72, 71] sont une technique permettant l’implantation
d’une forme d’évaluation paresseuse en C++ [65]. Cet idiome permet de constru-
ire, à la compilation, un type représentant l’AST d’une expression arbitraire. Le
principe général consiste à abuser de la surcharge de fonctions et d’opérateurs afin
de leur faire renvoyer un type paramétrique récursif qui encode une vue aplatie de
l’AST qu’il génère. Une fois construit, ce type peut être manipulé afin de générer
du code. Le champ d’application de cette technique est relativement large, allant
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au delà de la simple optimisation de copies et des temporaires mais peu de projets
l’utilisent de manière poussée car la conception et la maintenance de ce type de
code est très complexe. Pour simplifier ce processus, Eric Niebler a proposé Boost
Proto [59] - une bibliothèque C++ permettant de définir des Langages Orientées
Domaines. Boost Proto permet aux développeurs de spécifier des grammaires et des
actions sémantiques pour des DSELs et propose une génération semi-automatique de
toutes les structures templates nécessaires à la capture de l’AST. Comparativement
à des DSELs basés sur des Expression Templates écrits à la main, la construction
d’un nouveau DSL avec Boost Proto est réalisée à un niveau d’abstraction supérieur
en se basant sur la définition et l’utilisation de transformations Proto, i.e. fonc-
tions opérant sur des expressions du DSEL par reconnaissance de motifs (ou pattern
matching). NT2 utilise Boost Proto comme générateur d’expressions templates et
remplace la méthode conventionnelle de parcours statique des ASTs par l’exécution
d’un algorithme de parcours mixte ayant lieu à la fois à la compilation et pendant
l’exécution grâce à des structures standardisées pré-définies. La Figure 2.1 mon-
tre un exemple d’Expression Template et donne une illustration de l’AST qu’elle
représente.
matrix x(h,w),a(h,w),b(h,w);
x = cos(a) + (b*a);
expr<assign
    ,expr<matrix&>
    ,expr<plus
         , expr<cos
               ,expr<matrix&>
               > 
         , expr<multiplies
               ,expr<matrix&> 
               ,expr<matrix&>
               >
         >(x,a,b);
+
*cos
a ab
=
x
#pragma omp parallel for
for(int j=0;j<h;++j)
{
  for(int i=0;i<w;++i)
  {
    x(j,i) = cos(a(j,i)) 
           + (  b(j,i) 
              * a(j,i)
           );
  }
}
Arbitrary Transforms applied
on the meta-AST
Figure 2.1: Principe général des Expression Templates – La surcharge des opérateurs
C++ permet de construire un type récursif encodant l’AST de l’expression original.
2.2 Des ASTs aux squelettes algorithmiques
Les squelettes algorithmiques (ou squelettes parallèles [30]) sont des motifs de con-
ception que l’on retrouve souvent en programmation parallèle. Ils se présentent
généralement sous forme de fonctions d’ordre supérieur, i.e. des fonctions paramétrées
par des fonctions et qui peuvent potentiellement retourner des fonctions. Cette com-
posabilité réduit la complexité d’écriture des programmes parallèles car leur combi-
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naison est viable par conception. Le deuxième avantage clé des squelettes est leur
capacité d’enfouir dans leur structure tous les mécanismes liés à la synchronisation
et à l’ordonnancement des tâches qu’ils impliquent. Ainsi lorsqu’une sémantique
de squelettes est définie, les programmeurs n’ont plus à se préoccuper de ces dif-
férents mécanismes. Cela a deux influences: premièrement, il est possible d’utiliser
les squelettes comme unités d’abstraction pour mettre en œuvre des programmes
qui s’adaptent aux aspects architecturaux ; deuxièmement, leurs comportements
face aux problématiques de calculs et de communications sont connus à l’avance et
peuvent potentiellement être optimisés [4, 37] (pour plus de détails, voir chapitre
4).
Bien qu’un bon nombre de squelettes ait été proposés dans la littérature [53, 28],
NT2 se focalise sur trois squelettes orientés données :
• transform qui eﬀectue une opération arbitraire à chaque (ou certains) élé-
ment(s) d’une table en entrée et qui range le résultat dans une table en sortie.
• fold qui eﬀectue une réduction partielle des éléments d’une table en entrée le
long d’une dimension donnée et qui range le résultat dans une table en sortie.
• scan qui eﬀectue un balayage préfixe des éléments d’une table en entrée le
long d’une dimension donnée et qui range le résultat dans une table en sortie.
Ces squelettes sont associés à des familles de nids de boucles plus ou moins
imbriquables:
• Les nids de boucles point par point qui représentent les nids de boucles
implantables via un appel au squelette transform et qui peuvent s’imbriquer
dans d’autres nids de boucles point par point.
• Les nids de boucles de réduction qui représentent les nids de boucles
implantables via un appel au squelette fold. Deux réductions consécutives ne
peuvent pas s’imbriquer l’une dans l’autre car elles peuvent opérer sur deux
dimensions diﬀérentes, mais peuvent chacune imbriquer des nids de boucles
point par point.
• Les nids de boucles de balayage préfixe qui représentent les nids de
boucles implantables via un appel au squelette scan. Deux balayages pré-
fixes consécutifs, tout comme les réductions, ne peuvent pas s’imbriquer l’un
dans l’autre, mais peuvent chacun imbriquer des nids de boucles point par
point.
Ces familles de nids de boucles sont utilisées pour discriminer les fonctions
fournies par NT2 de sorte que le type représentant la partie opérative de l’AST puisse
être évaluée et orientée vers une famille de nids de boucles. Les ASTs d’expressions
comprenant au moins un nœud terminal de type table ou _ sont évalués à la compi-
lation. Il faut donc veiller lors de la construction d’un AST à séparer les parties qui
28
Chapitre 2. Expression Templates et Squelettes Algorithmiques
orientés domaine
peuvent potentiellement se traduire en nids de boucles non-imbriquables. Pour cela,
la recherche de l’appartenance d’un AST à une famille de nids de boucles démarre
à partir de son nœud racine.
Par exemple, le nœud racine de l’expression A=B/sum(C+D) est l’opérateur (=).
L’AST entre donc dans la catégorie nid de boucle point par point. Par récursion,
la même analyse est appliquée sur les sous-arbres du nœud (=) c’est-à-dire A et
B/sum(C+D), puis ainsi de suite. Durant ce parcours, l’AST sum(C+D) sera classé
comme nid de boucle de réduction : une scission D’ASTs devra donc être réalisée
car comme énoncé précédemment on ne peut pas imbriquer un nid de boucle de
réduction dans un nid de boucle point par point.
; ;
=
A /
B sum
+
C D
fold
transform
=
tmp sum
+
C D
fold
)
=
A /
B tmp
transform
Figure 2.2: Processus d’extraction de squelettes parallèles – L’imbrication de dif-
férents types de squelettes dans une expression est automatiquement déroulée pendant
la compilation sous forme de suite d’expressions à squelette unique.
Pour illustrer ce mécanisme de scission, nous montrons en Figure 2.2 comment
l’expression A=B/sum(C+D) est construite et séparée en deux sous-ASTs chacun com-
posé d’un seul type de squelettes. Ici les ASTs scindés sont chaînés de manière
logique via l’ajout d’une variable temporaire insérée comme résultat du premier
AST et comme opérande du second AST. La durée de vie de cette variable tempo-
raire est garantie par la mise en œuvre d’un pointeur intelligent C++ pour faire en
sorte que la donnée calculée à l’interface entre les deux sous-AST puisse vivre assez
longtemps lors du passage d’un AST à l’autre.
Notons que, comme l’AST C+D se traduit par un nid de boucles point par point,
celui-ci reste imbriqué dans le nœud sum. NT2 utilise ensuite l’imbriquabilité des
squelettes algorithmiques pour appeler la version SIMD ou séquentielle de chaque
squelette impliqué dans une suite d’expressions afin d’exploiter les ressources ma-
chine de manière récursive et hiérarchique. À la fin de la compilation, chaque ex-
pression NT2 est convertie en une propre série de nids de boucles imbriquant chacun
une combinaison de codes vectoriels, OpenMP et séquentiels.
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Comme exposé ci-dessus, une fois que les expressions NT2 ont été émises soit
directement par l’utilisateur, soit par l’intermédiaire des découpages d’ASTs, celles-
ci sont exécutées en suivant le modèle simple fork-join disponibles dans OpenMP
ou TBB. Au fur et à mesure que le nombre d’expressions augmente, le coût total
combinant celui des synchronisations, des variables temporaires et des défauts de
cache issus d’une mauvaise gestion de la localité peut limiter la performance. Pour
résoudre ces problèmes, il est primordial d’exploiter le parallélisme de tâches. Nous
avons vu en chapitre 1 que la meilleure façon d’exploiter ce type de parallélisme
est d’utiliser le concept avancé des tâches légères. Nous présentons dans la suite un
outil qui met en œuvre ce concept tout en oﬀrant une API asynchrone conforme
avec la nouvelle norme C++.
2.3 Une API asynchrone pour l’invocation des tâches
légères
Nous avons vu en chapitre 1 deux manières de concevoir les tâches légères et présenté
un exemple d’API basé sur les graphes de dépendances. Ce modèle d’API se combine
naturellement avec le modèle Codelets mais comporte des lacunes pour synthétiser le
modèle thread léger (manque d’un mécanisme explicite pour préempter les tâches).
Nous étudions dans cette partie, un système qui répond à cette attente, tout en
restant conforme aux fonctionnalités du langage C++.
2.3.1 HPX - Un runtime pour des applications parallèles et dis-
tribuées
HPX [51] est un runtime polyvalent mis sous la forme d’une bibliothèque C++ qui a
pour vocation de faciliter le développement d’applications parallèles déployables sur
tous types de plate-formes, qu’elles soient à mémoire partagée ou distribuée. HPX
combine à la fois l’utilisation d’un espace d’adressage global, un mode d’exécution
local par threads légers, une communication distribuée basée sur les messages actifs,
et une sémantique pour les calculs distants quasi-identique à celle pour les calculs
locaux.
Un point intéressant à souligner dans HPX est que son API s’aligne fortement
sur la bibliothèque multi-thread définie par la norme C++11 (Voir chapitre 1). La
diﬀérence majeure qui nous pousse à migrer vers le runtime HPX est que celui-
ci éradique toutes les occurrences aux threads systèmes pour les remplacer par
des threads légers ; c’est-à-dire que lorsqu’une opération implique de créer ou de
préempter un thread, ce n’est pas un thread système que l’on manipule mais bien
une tâche légère. Ici, le modèle asynchrone basé sur les tâches prend tout son sens,
car d’une part les threads système deviennent invisibles à l’utilisateur – ce qui était
déjà le cas grâce à la fonction std::async – et d’autre part parce qu’il nous permet
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d’exploiter véritablement le parallélisme de tâches à grain fin.
Revenons maintenant au problème de composabilité évoqué en Section 1.4 pour
la classe std::future. Nous avons vu qu’en utilisant les seules fonctionnalités
définies par la norme C++11, l’exécution d’une séquence de tâches pouvait générer
des attentes inutiles 1. C’est pourquoi, de nombreuses propositions ont été soumises
au comité de la norme C++ et ont abouti à l’introduction de mécanismes sans at-
tente (ou wait free) dans la prochaine refonte de la norme C++ qui aura lieu en 2017.
Ces mécanismes permettront entre autres à certaines tâches de n’être ordonnancées
qu’au moment où une (ou plusieurs) tâches auront fini de s’exécuter : cela revient à
répondre à la problématique de gestion des dépendances soulevée en Section 1.5.2.3.
En regroupant une majeure partie de ces idées, HPX a étendu le modèle Futures en
rajoutant un certain nombre de fonctionnalités supplémentaires, notamment celles
permettant de composer séquentiellement et parallèlement les objets Futures.
2.3.2 Composition séquentielle des Futures
La composition séquentielle de Futures est le mécanisme de base dans HPX permet-
tant d’exécuter dans l’ordre une séquence de tâches en parallèle avec d’autres tâches.
Nous présentons dans le Listing 2.1 une version du code producteur/consommateur
en utilisant la composition séquentielle de Futures.
using Fstring = hpx::future < std:: string >; 1
Fstring premier = hpx:: async ([]() -> std:: string
{ return "Hello"; }
);
Fstring second = premier.then ([]( Fstring p) -> std:: string
{ return p.get() + " World!"; }
);
2
std:: string resultat = second.get();
Listing 2.1: Séquencement de deux tâches avec HPX
Une des fonctionnalités intéressantes de la norme C++11 est de définir des alias
de types, par l’intermédiaire du mot-clé using. Dans cet exemple, Fstring 1 est
un alias pour le type hpx::future< std::string >. La méthode then() 2 de
l’instance de Future premier permet d’attacher dynamiquement une fonction
à celle-ci. Cette fonction sera convertie en tâche successeur ou continuation et or-
donnancée dès que le résultat de premier sera disponible. L’appel de cette méthode
renvoie en outre une nouvelle instance de Future correspondant au résultat de la
continuation. Pour utiliser la méthode then(), une contrainte doit être respectée :
la fonction donnée en paramètre de then() doit être une fonction devant accepter la
1Ce problème est comparable à celui soulevé pour les tâches légères dans Intel TBB et Intel
Cilk Plus.
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Future courante comme seul paramètre. En eﬀet, dans un contexte de programma-
tion asynchrone, mettre en œuvre des continuations revient à définir des fonctions
de rappel (ou callbacks). Or par définition, toute fonction de rappel est capable de
traiter l’événement qui est à l’origine de son lancement. Notons, dans cet exem-
ple, que l’appel de la méthode get() dans la continuation ne sera pas bloquant ; à
l’instant où cette ligne sera exécutée, p pointera sur le même résultat que premier,
qui sera déjà disponible.
2.3.3 Composition parallèle des Futures
La composition parallèle de Futures est le mécanisme de base dans HPX permet-
tant à une tâche de n’être ordonnancée qu’au moment où toutes ses dépendances
sont satisfaites. Nous présentons dans le Listing 2.2 un exemple de code mettant
en œuvre un graphe de dépendances avec des dépendances statiques qui utilise la
composition parallèle de Futures.
using Fstring = hpx::future < std:: string >;
using Ftuple = hpx::future < std::tuple < Fstring ,Fstring > > ;
Fstring premier = hpx:: async ([]() -> std:: string
{ return "Hello"; }
);
Fstring second = hpx:: async ([]() -> std:: string
{ return " World!"; }
);
Fstring troisieme = hpx:: when_all(premier ,second).then(
[]( Ftuple fjoin) -> std:: string
{
std::tuple < Fstring ,Fstring > join
= fjoin.get();
return std::get <0>(join).get()
+ std::get <1>(join).get();
}
);
1
std:: string resultat = troisieme.get();
Listing 2.2: Graphe de dépendances avec HPX - dépendances statiques
Dans cet exemple, la fonction when_all() 1 est le cœur du mécanisme de com-
position parallèle. Cette fonction renvoie une nouvelle instance de Future qui ne
sera prête que lorsque les instances de Futures passées en paramètres seront prêtes.
Notons que la fonction when_all ne fait rien sauf renvoyer une Future pointant sur
un tuple composé de ses paramètres. Dans le contexte des graphes de dépendances,
nous pouvons voir qu’il est possible d’instancier un nœud de jointure, i.e. nœud
représentant une tâche dépendante de plusieurs tâches, en utilisant la combinaison
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when_all().then() 1 comme montré dans cet exemple.
Pour des nœuds de jointure dont le nombre de dépendances n’est connu qu’à
l’exécution, une surcharge de la fonction when_all a été prévue pour accepter un
vecteur de Futures comme seul paramètre. Nous présentons dans le Listing 2.3 le
code d’un graphe de dépendances avec des dépendances dynamiques.
using Fstring = hpx::future < std:: string >;
using Fvector = hpx::future < std::vector < Fstring > > ;
std::vector < Fstring > deps; 1
deps.push_back( hpx::async ([]() -> std:: string
{ return "Hello"; }
)
);
2
deps.push_back( hpx::async ([]() -> std:: string
{ return " World!"; }
);
);
3
Fstring troisieme = hpx:: when_all(deps).then(
[]( Fvector fjoin) -> std:: string
{
std::vector < Fstring > join
= fjoin.get();
std:: string resultat;
for(int i = 0; i<join.size(); i++)
{ resultat += join[i].get(); }
return resultat;
}
);
4
std:: string resultat = troisieme.get();
Listing 2.3: Graphe de dependances avec HPX - dependances dynamiques
Dans cet exemple, notons que la Future 4 renvoyée par when_all() ne pointe
plus sur un tuple de paramètres, mais simplement sur le vecteur de Futures 1 qui
lui a été fourni en paramètre. La diﬀérence importante par rapport à l’exemple
précédent est qu’au lieu de créer les tâches prédécesseurs via des instanciations in-
dividuelles, celles-ci sont empilées dynamiquement 2 3 dans un vecteur de Futures.
Cela permet par exemple de faciliter le regroupement de dépendances notamment
pour des problèmes décrits par des graphes de dépendances homogènes.
On conclut ce chapitre par le fait qu’HPX répond de manière tout à fait remar-
quable à tous les critères que l’on attend d’un système basé sur les tâches légères,
tout en s’appuyant sur un API fondamentalement asynchrone et acceptée par la
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communauté du langage C++. Pour ces raisons, nous utilisons cet outil comme
base solide pour l’ensemble du travail décrit dans ce manuscrit.

Chapitre 3
Génération automatique de code
concurrent pour un langage enfoui
orienté domaine
Comme nous l’avons souligné dans le chapitre 2, des problèmes subsistent dans
NT2. Premièrement, NT2 souﬀre d’un manque d’extensibilité qui implique de
coder manuellement chaque nouvelle composante architecturale. Deuxièmement, il
n’exploite que le parallélisme de données. L’exécution d’un algorithme contenant un
nombre arbitraire d’opérations matricielles indépendantes pourrait potentiellement
être améliorée si celles-ci pouvaient s’exécuter en même temps. Notre proposition
dans ce chapitre consiste à remanier NT2 pour prendre en compte le parallélisme de
tâches dans des environnements à mémoire partagée et cela de manière générique
grâce à des squelettes parallèles asynchrones multi-niveaux. Pour cela, nous
mettons à profit le système automatique de découpage d’ASTs pour en déduire un
graphe de dépendances inter-expressions construit dynamiquement grâce au mécan-
isme des Futures.
3.1 Intégration des Futures dans NT2
L’intégration des Futures dans NT2 est faite de la manière suivante:
• Mettre en œuvre une implémentation générique des Futures. Bien
que NT2 utilise HPX comme backend de choix pour le parallélisme de tâches,
la plupart des systèmes ont tendance à plutôt choisir des runtimes comme
OpenMP ou TBB. Ainsi, nous mettons en œuvre une classe template Future
qui fera oﬃce de wrapper générique associant le choix courant du runtime à
sa propre implémentation de tâches légères et aux fonctions associés.
• Adaptation des squelettes pour le découpage en tâches légères. Les
squelettes NT2 ont été modifiés de sorte que leur fonctionnement reposent à
la fois sur les Futures et sur les appels asynchrones de fonctions. Pour ce faire,
les squelettes NT2 sont maintenant implantés sous forme de tâches légères
via le modèle worker/spawner. Le worker est un objet fonction C++ qui
prend en paramètre une paire de paramètres {début,fin}. Cette paire définit
un intervalle (potentiellement sur plusieurs dimensions) sur lequel itérer et
permet au worker d’eﬀectuer des calculs sans threads préalablement optimisés.
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Le spawner est une fonction template qui représente le squelette algorithmique
: il invoque plusieurs workers en les encapsulant dans des tâches légères, et
cela suivant un schéma spécifique correspondant au type de squelette déduit
d’une expression NT2.
• Ajout d’un gestionnaire de dépendances dans NT2. La dernière phase
de cette intégration repose sur le processus de chaînage des tâches asynchrones
lancées par les squelettes extraits des ASTs. Cela est réalisé en utilisant les
mécanismes de composition séquentielle et parallèle des Futures pour définir
les diﬀérentes dépendances requises pour l’évaluation des expressions. Des
pipelines de tâches sont alors créés à l’interface des AST temporaires pour
préserver la sémantique du code NT2 et résoudre les aléas de données (cf
Section 3.2 ).
fold
=
tmp(3) sum
+
C(:, 3) D(:, 3)
transform
=
A(:, 3) /
B(:, 3) tmp(3)
fold
=
tmp(2) sum
+
C(:, 2) D(:, 2)
transform
=
A(:, 2) /
B(:, 2) tmp(2)
=
tmp(1) sum
+
C(:, 1) D(:, 1)
=
A(:, 1) /
B(:, 1) tmp(1)
spawner<transform >
spawner<transform >
worker<transform >
worker<fold >
;
Figure 3.1: Découpage d’un AST sous forme de tâches légères. Le déroulage précé-
dent sous forme de suite d’expressions est augmentée par l’insertion d’un pipeline
asynchrone entre les AST générés.
La Figure 3.1 montre la traduction finale de l’expression A=B/sum(C+D) sous
forme de composition de tâches. L’expression est parallélisée en utilisant à la fois le
modèle worker/spawner pour profiter du parallélisme de données, et des pipelines
placés à l’interface des appels de squelettes.
Le parallélisme d’instructions est maintenu en utilisant des workers qui tirent
parti au maximum des instructions vectorielles afin de garantir le meilleur niveau
de performance pour la couche data-parallèle. L’optimisation inter-expressions est
l’avantage principal de notre système de génération de code concurrent. Il nous
permet en eﬀet de préserver potentiellement la localité des données et d’assurer ainsi
un accès optimal à la mémoire. Ajoutons que de telles optimisations sont souvent
diﬃciles à mettre en œuvre avec les Expressions Templates classiques car celles-ci
ne peuvent accéder que statiquement à la structure des expressions NT2.
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3.2 Résolution des aléas de données
L’ordonnancement de l’ensemble des tâches invoquées dans un programme est guidé
par deux paramètres importants : l’ordre dans lequel les expressions sont appelées,
et la liste des instances de tables utilisées en lecture ou en écriture dans cha-
cune des expressions. Ces paramètres sont ceux que nous utilisons pour résoudre
dynamiquement les aléas de données définis par Bernstein [16]. Pour résoudre ces
aléas, nous partons de l’hypothèse qu’une Future joue le rôle de marqueur tem-
porel pour un bloc de données. Ainsi, chaque table NT2 encapsule, en plus de ses
données brutes, un tableau de Futures utilisées pour marquer des sous-morceaux
de données brutes. Nous choisissons par défaut un tuilage avec le même grain pour
chaque dimension de table. On présente dans le Listing 3.1 un fragment de code
du spawner transform asynchrone sur 2 dimensions. Le but de cette fonction est de
lancer de manière asynchrone une série de tâches asynchrones encapsulant chacune
un calcul sur un sous-morceau. La variable w 1 est un objet fonction encapsulant
l’expression à évaluer (in), une référence à la table de sortie (out), et une surcharge
de l’opérateur () dans lequel le calcul sans threads est eﬀectué.
Dans l’ordre le spawner transform eﬀectue les opérations suivantes :
• récupère le contexte s de la table de sortie 2
• agrège dans une liste appartenant à la table de sortie l’adresse du contexte de
chacune des tables d’entrée 3 (gestion des dépendances Read After Write)
Puis pour chaque tuile de données, le spawner transform
• évalue la zone de la tuile de données à mettre à jour 4
• agrège dans un vecteur temporaire de Futures les marqueurs des tuiles qui
couvrent cette zone, et cela pour chacune des tables contenues dans la liste de
s 5
• lance une tâche successeur et met à jour le marqueur associé à la tuile consid-
érée 6
Enfin, le spawner transform
• réinitialise la liste de contextes de la table de sortie et y ajoute son contexte 7
(gestion des dépendances Write After Write)
• ajoute l’adresse du contexte de la table de sortie dans la liste de contextes de
chacune des tables d’entrée 8 (gestion des dépendances Write After Read)
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Worker & w = w_; 1
auto s = details :: get_specifics(w.out); 2
int dummy;
details :: get_cards ()(w.in, dummy , s.calling_cards); 3
for(int nn=0, n=0; nn<s.nblocks_col; ++nn, n+=s.grain)
{
for(int mm=0, m=0; mm<s.nblocks_row; ++mm, m+=s.grain)
{
int chunk_m = (mm<s.nblocks_row -1)
? s.grain
: s.last_chunk_row;
int chunk_n = (nn<s.nblocks_col -1)
? s.grain
: s.last_chunk_col;
std::tuple <int ,int > offset = {m,n};
std::tuple <int ,int > chunk = {chunk_m ,chunk_n };
4
std::vector < nt2::future <int > > deps;
for(auto it = s.calling_cards.begin();
it != s.calling_cards.end();
++it)
{
details :: insert_dependencies( deps , **it, offset , chunk);
}
5
if( deps.size() == 0 )
{
s.tile(mm,nn) = nt2::async <Arch >( Worker(w), offset , chunk);
}
else
{
s.tile(mm,nn)
= nt2::when_all <Arch >(deps)
.then( [w,begin ,chunk](auto)
{
w(offset ,chunk);
}
);
}
6
}
}
s.calling_cards.clear();
s.insert (&s); 7
details :: set_cards ()(w.in, dummy , &s); 8
Listing 3.1: Extrait du spawner transform asynchrone dans sa version 2D
Un point à souligner est que les étapes d’agrégation 3 et de propagation 8 des
adresses de contextes implique d’analyser dynamiquement l’AST de l’expression à
évaluer sans pour autant l’évaluer. Pour cela, un algorithme récursif de parcours
d’AST a été réalisé et implanté sous forme d’une grammaire Proto. Une grammaire
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Proto est un objet fonction qui accepte trois arguments : l’expression à analyser,
un état initial pour la variable d’état1 et une donnée auxiliaire qui est passée par
référence. Dans notre cas de figure, seul le premier et le troisième argument nous
intéressent. On présente ci-dessous la grammaire générique qui détecte la présence
de nœuds terminaux de type table dans un AST. (Voir Listing 3.2)
template <class F> 1
struct aggregate_nodes
:boost::proto::or_ < 2
boost :: proto::when <
boost :: proto::and_ <
boost :: proto::terminal < boost :: proto::_ >
,boost:: proto::not_ <
boost:: proto::if_ <
meta:: is_container_or_ref < boost::proto ::_value >()
>
>
>
,boost:: proto:: _state
>
3
,boost:: proto::when <
boost :: proto::and_ <
boost :: proto::terminal < boost :: proto::_ >
,boost:: proto::if_ <
meta:: is_container_or_ref < boost::proto ::_value >()
>
>
,F(boost::proto ::_value ,boost::proto::_data)
>
4
,boost:: proto::otherwise <
boost :: proto::fold <
boost :: proto::_
,boost:: proto:: _state
,aggregate_nodes <F>
>
>
5
>
{};
Listing 3.2: Détection de nœuds terminaux de type table d’un AST en utilisant
Boost Proto
On remarque dans ce code, que l’algorithme de parcours est défini entièrement
sous forme de spécifications de paramètres templates ; en eﬀet, la grammaire Proto
n’a besoin que du type de l’expression pour eﬀectuer son introspection2. Sous cer-
taines conditions grammaticales, une action sémantique est eﬀectuée. La combinai-
son boost::proto::or_ ... boost::proto::when 2 est le cœur de l’algorithme de
parcours. Elle permet de réaliser l’équivalent d’un switch case sur le nœud d’AST
courant. En commençant par le nœud racine de l’AST, la grammaire eﬀectue les
actions suivantes :
1variable statique attribuée à la grammaire
2le type des expressions NT2 est une représentation de leur AST
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• Si le nœud courant est un nœud terminal et n’est pas une table, retourner la
valeur courante de la variable d’état 3
• Sinon si, le nœud courant est un nœud terminal et une table, appeler F en
lui passant le nœud courant, et la donnée auxiliaire en paramètres 4
• Sinon, appliquer la grammaire sur chacun des nœuds fils (dans l’ordre du plus
à gauche au plus à droite) 5
Une fois la grammaire définie, il faut lui imposer un comportement pendant
l’exécution. Cela revient à définir le contenu du paramètre template F 1 qui joue
le rôle d’action sémantique. L’astuce de passer par un paramètre template per-
met d’utiliser le même code de grammaire pour l’étape d’agrégation des adresses
et l’étape de propagation. Voici la définition des objets fonctions qui ont permis
d’agréger et de propager les adresses de contexte dans le Listing 3.1 :
struct F_get_cards : boost :: proto:: callable
{
typedef int result_type;
template <class Container ,class ProtoData >
inline int operator ()(Container & in, ProtoData & p) const
{
p.insert( & details :: get_specifics(in) );
return 0;
}
};
struct F_set_cards : boost :: proto:: callable
{
typedef int result_type;
template <class Container ,class ProtoData >
inline int operator ()(Container & in, ProtoData & p) const
{
details :: get_specifics(in).calling_cards.insert(p);
return 0;
}
};
namespace details
{
using get_cards = aggregate_nodes <F_get_cards >;
using set_cards = aggregate_nodes <F_set_cards >;
}
Listing 3.3: Objets fonctions pour l’agrégation et la propagation d’adresses de
contexte
3.3 Travaux associés
De nombreuses solutions ont été proposées pour résoudre les problèmes décrits dans
ce chapitre. Nous présentons ci-dessous une liste de bibliothèques et de langages qui
ont implanté ces solutions.
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• eSkel [29] [15] (Edinburgh Skeleton Library) est une bibliothèque C basée sur
l’outil de programmation MPI qui fournit à la fois un modèle de program-
mation et une API orientée squelettes parallèles. Comme dans NT2, eSkel a
étudié l’idiome du squelette pipeline afin de définir les interactions entre les
tâches impliquées dans une séquence d’appels de squelettes. Le problème dans
eSkel est son manque d’expressivité car son API implique que l’utilisateur soit
relativement familier avec MPI.
• Muesli [28] (Muenster Skeleton Library) est une bibliothèque de templates
C++ qui d’une part exploite les outils MPI et OpenMP et d’autre part met en
œuvre des squelettes qui couvrent les deux types de parallélisme (parallélisme
de données et parallélisme de tâches). La couche data-parallèle repose sur
des structures de données distribuées (tableaux, matrices et matrices creuses)
qui sont divisées en sous-morceaux, chaque sous-morceau étant attribué à un
processus MPI. Actuellement, la diﬀérence avec NT2 est que Muesli ne profite
pas des fonctionnalités de gestion des tâches disponibles dans OpenMP vu que
l’outil n’est utilisé que pour gérer la couche data-parallèle.
• Muskel [3] est un framework Java orienté squelette qui cible prioritairement
les grappes et les grilles de postes de travail. La dernière version de Muskel
fournit un environnement étendu pour les architectures multi-cœurs y com-
pris une méthode pour gérer les Macro Dataflows (équivalent des graphes de
tâches dans NT2) en surcouche d’un runtime dédié. L’approche de Muskel qui
consiste à transformer automatiquement les squelettes en graphes de tâches
est semblable à celle employée dans NT2.
• STAPL [7] (Standard Template Adaptive Parallel Library) est une biblio-
thèque C ++ basée sur des composants semblables à ceux proposées par la
bibliothèque de la norme C++. STAPL oﬀre des équivalents parallèles des con-
teneurs C++ (pContainers) et des algorithmes (pAlgorithms) en les faisant
s’interagir via le concept d’intervalles (Prange). STAPL fournit des supports
pour les architectures à mémoire partagée et à mémoire distribuée et com-
prend à la fois un runtime complet et des règles strictes pour garantir son
extensibilité. STAPL utilise un système similaire aux Futures de HPX mais
défini pour leur propre runtime.
• SaC [43] (Single Assignment C) est un langage de tableaux inspiré du langage
C qui prend en charge les tableaux multidimensionnels en tant que classe
d’objets de premier ordre. SaC intègre une parallélisation implicite basée
sur le modèle thread en utilisant un compilateur spécifique. NT2 présente
des caractéristiques similaires, mais repose d’une part sur une parallélisation
orientée tâches légères et d’autre part sur un DSEL qui ne dépend que du
compilateur C++.
• Chapel [24] est un langage de programmation à part entière développé par
Cray pour simplifier la programmation parallèle. Chapel fournit des abstrac-
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tions pour le parallélisme de données sous la forme d’objets arrays qui sont
l’équivalent des tables dans NT2, et fournit des abstractions pour la par-
allélisme de tâches sous la forme de variables de synchronisation qui sont
l’équivalent des Futures dans NT2.
• ELI [26] est un langage de tableaux inspiré du langage APL qui utilise un
compilateur ELI vers C pour générer du code C parallèle qui exploite l’outil
OpenMP. La diﬀérence avec NT2 est que le langage ELI a besoin d’un envi-
ronnement extérieur pour le processus de génération de code alors que NT2 ne
se base que sur l’utilisation de bibliothèques et les caractéristiques du langage
C++.
• FastFlow [5] est un framework C++ généraliste qui fournit un sous-ensemble
de squelettes parallèles construits de manière hiérarchique en surcouche de leur
propre système de tâches. La principale diﬀérence avec NT2 est que l’ensemble
des squelettes FastFlow sont centrés sur l’extensibilité, alors que NT2 restreint
son ensemble de squelettes dans le contexte de conception d’un DSEL pour le
calcul scientifique.
• PaRSEC [19] (ou DAGuE) est un framework générique développé par l’ICL à
l’Université du Tennessee qui peut être utilisé pour extraire des motifs dataflow
à partir d’un code séquentiel C, générant une représentation sous forme de
graphes de tâches pendant la compilation. PaRSEC utilise un runtime dédié
pour instancier le graphe de tâches sous forme de tâches de calcul. La dif-
férence avec NT2 est que, dans PaRSEC, l’utilisateur est responsable d’une
grande partie de la chaîne de conception notamment de l’étape d’inspection
des graphes de tâches générés.
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De nombreuses recherches dans la littérature proposent d’élever le niveau d’abstraction
dans l’écriture de codes parallèles. Le thème des squelettes algorithmiques (voir
chapitre 2) en est un exemple. Ce modèle a comme principal avantage de perme-
ttre aux programmeurs de composer leur code en assemblant des briques de base
intrinsèquement parallèles sans se préoccuper des problèmes de communication et
de synchronisation qui en découlent. Par conception, ces fonctions d’ordre supérieur
facilitent la programmation parallèle. Cependant des problèmes persistent.
Les architectures devenant de plus en plus complexes, transformer de telles struc-
tures en tâches asynchrones au lieu de les appeler sous forme de fonctions (éventuelle-
ment inlinées) n’est pas nécessairement bénéfique. D’un côté, le fait d’ajouter da-
vantage de tâches amplifie le surcoût lié aux tâches, i.e. le temps consommé pour
mettre une tâche en file d’attente, l’assigner à un thread et mettre en sommeil ce
thread une fois la tâche terminée. Ce surcoût, généralement faible, peut devenir
problématique si son ordre de grandeur atteint celui du calcul utile. D’un autre
côté, il reste primordial de maximiser le parallélisme de tâches à grain fin pour à la
fois exploiter pleinement les ressources de calcul disponibles via l’asynchronisme et
assurer une bonne répartition de charge.
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4.1 Modèles analytiques de performance pour les multi-
cœurs
Les recherches récentes sur les modèles de performance ont tendance à préciser
continuellement la loi d’Amdahl pour l’adapter aux architectures multi-cœurs. Après
avoir passé en revue ces modèles de performance, nous examinerons d’autres modèles
de performance prenant en compte de manière plus précise l’impact des coûts de
communication dans l’exécution des codes parallèles.
4.1.1 Analyses de performance basées sur les contraintes
La première formulation de l’accélération d’un programme parallèle fut émise par
Amdahl [6]. En considérant n’importe quel programme à charge de travail fixe, en
notant f le taux de calcul parallèle, 1 f le taux de calcul séquentiel et P le nombre
de processeurs, l’accélération du parallélisme s’écrit :
 A(f, P ) =
1
(1  f) + fP
(4.1)
Cette formulation pessimiste suppose que l’accélération maximale atteignable
est égale à 1/(1  f). Gustafson, pour sa part, a une vision plus optimiste [46] pour
définir cette grandeur. Il suppose qu’une machine parallèle contenant P processeurs
est toujours capable d’eﬀectuer P unités de travail en une durée fixe correspondant
à celui que met un processeur pour eﬀectuer une unité de travail. L’accélération
devient donc :
 G(f, P ) = (1  f) + P.f (4.2)
XH Sun et Ni [67] ont admis un modèle similaire mais qui définit la charge de
travail comme étant une fonction polynomiale g(x) avec x la taille des données.
En supposant que la taille des données augmente linéairement avec le nombre de
processeurs (soit k le facteur d’échelle associé), l’accélération devient :
 SN (f, P ) =
(1  f) + g(k.P )f
(1  f) + g(k.P )fP
(4.3)
Ce modèle est bien adapté à l’évaluation de performance pour des programmes
limités par la bande passante mémoire du fait qu’il tient compte scrupuleusement de
la complexité arithmétique des calculs en concordance avec la taille des données. En
général, on fait souvent référence à ces lois au moment de conjecturer sur le passage
à l’échelle d’un programme à partir de ses résultats expérimentaux. On utilise alors
la loi d’Amdahl pour le passage à l’échelle au sens strict, ou strong scaling et la loi
de Gustafson pour le passage à l’échelle au sens large, ou weak scaling. Mais ces
lois restent éloignées de la réalité étant donné que la seule métrique de ressources
prise en compte est le nombre de processeurs. Hill et Marty ont émis la première
extension de la loi d’Amdahl qui prenne en compte l’impact des architectures multi-
cœurs [47]. En appelant P le budget global en BCE (ou base core elements), r le
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nombre de BCEs par cœur de processeur et perf(r) la performance par cœur de
processeur, l’accélération pour une puce symétrique devient :
  HMS(f, P, r) =
1
1 f
perf(r) +
f.r
perf(r)P
(4.4)
Pour une puce asymétrique composée de P   r cœurs standards et un seul cœur
capable de délivrer une performance perf(r), l’accélération devient :
  HMA(f, P, r) =
1
1 f
perf(r) +
f
perf(r)+P r
(4.5)
Ces deux formulations confirment l’hypothèse d’Amdahl supposant que la part
séquentielle des programmes limite l’accélération du parallélisme mais défendent
aussi le fait qu’il est possible d’atteindre une meilleure accélération en mélangeant
dans la même puce des cœurs de processeur complexes, plus aptes à exécuter du
code séquentiel, avec des cœurs de processeurs simples, plus aptes à exécuter du
code parallèle. Une troisième formulation a été émise pour des machines à fonction-
nement dynamique, i.e. des machines pouvant mettre en sommeil un ou plusieurs
cœurs de processeurs ou mettre en œuvre la spéculation au niveau thread, mais nous
n’entrerons pas plus en détail sur ce sujet. Bien qu’Hill et Marty reconnaissent les
faiblesses de leur modèle car il ne tient compte d’aucun surcoût lié au matériel,
leur approche a ouvert de nouvelles pistes de réflexion et a permis d’intensifier la
recherche ces dernières années autour des modèles de performance. [45, 66] Comme
exemple, on cite le modèle introduit par XH Sun et Chen [66] qui prend en compte
la contention dans les mémoires caches et l’acheminement des données à partir (ou
vers) la mémoire principale comme étant des facteurs clés limitant la performance.
En supposant que les accès aux données sont la principale contrainte aﬀectant la
scalabilité, les auteurs ont mis en corrélation la part séquentielle des codes avec le
temps dépensé à accéder ou communiquer des données et la part parallèle des codes
avec le temps dépensé à traiter ces données.
Gunther et al., pour leur part, sont allés plus loin en introduisant un modèle
plus abstrait appelé loi universelle de scalabilité [45] qui s’inspire d’un modèle précis
issu de la théorie des files d’attentes [44]. Ce modèle appelé modèle du réparateur
introduit une chaîne abstraite d’assemblage composé de P machines opérantes qui
vont chacune tomber en panne au bout d’un temps fixe connu à l’avance. Lorsqu’une
machine tombe en panne, un réparateur vient la réparer en occupant un temps de
service fixe. Par contre si plusieurs machines tombent simultanément en panne,
celles-ci sont placées en file d’attente et ensuite réparées sur la base du premier
arrivé premier servi. Pour faire l’analogie avec l’analyse de performances des codes
parallèles, on considère les machines comme étant des processeurs (ou des threads),
leur durée de vie comme étant leur temps respectif de calcul utile, et le nombre
moyen de machines en marche par unité de temps comme étant l’accélération du
parallélisme. Avec   le coeﬃcient de contention, et  le coeﬃcient de cohérence,
l’accélération s’écrit :
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  USL(P ) =
P
1 +  (P   1) + P (P   1) (4.6)
La Loi universelle de scalabilité a l’avantage de quantifier la scalabilité de nom-
breux problèmes car l’accélération parallèle s’exprime sous forme d’une fonction
rationnelle avec un polynôme caractéristique en puissance de P au dénominateur.
Les termes associés à   et  dans ce polynôme ont en outre une certaine consistance
physique du fait qu’ils représentent chacun un comportement concret que sont re-
spectivement la baisse de performance lié au partage des ressources et la baisse
de performance lié à une scalabilité rétrograde. La question à se poser cependant
est de déterminer les diﬀérentes métriques de performance propre à l’architecture
matérielle qui permettent d’établir ces coeﬃcients. Pour faciliter leur identification,
l’idée serait de construire un modèle haut-niveau de machine qui soit à la fois :
• Détaillé, pour accepter les spécificités des diﬀérentes machines existantes
• Abstraite, pour maintenir la portabilité des modèles de coût
• Réaliste, pour se prêter à une analyse de performance la plus consistante
possible
La section suivante passera en revue ces modèles en question tout en restant
focalisée sur la problématique des architectures multi-cœurs.
4.1.2 Coûts orientés temps d’exécution
Modéliser l’architecture implique de prendre en compte un certain nombre de ressources
clés et de sélectionner leurs métriques correspondantes afin de refléter au mieux leur
impact dans la performance parallèle. En pratique, deux paramètres influents sont
considérés : la latence mémoire et la communication inter-processeur. Les pro-
grammes sont donc organisés en deux parties : une partie calcul qui se compose
exclusivement du travail utile et une partie communication qui se compose du tra-
vail supplémentaire, eﬀet secondaire résultant du parallélisme. Il existe dans la
littérature un certain nombre de modèles de programmation parallèle qui acceptent
ce postulat et qui définissent en conséquence des modèles de coût basés sur la con-
naissance de l’architecture et plus précisément de ses métriques de ressources. Les
modèles les plus notables sont PRAM [42], LogP [31] et BSP [69]. Dans les pages
suivantes, nous choisissons délibérément de limiter notre discussion à BSP. Il reste
néanmoins possible de généraliser nos observations pour les autres modèles haut-
niveau de machine cités.
Le modèle Bulk Synchronous Parallel (BSP) [69] a été défini par Valiant et
al. comme une passerelle entre le matériel et le logiciel dont le but est de simpli-
fier le développement d’algorithmes parallèles. Le modèle BSP se caractérise par
un modèle haut-niveau de machine comprenant un certain nombre de processeurs
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parallèles reliés via un réseau d’interconnexion. Cette machine est définie par trois
métriques de ressource distinctes : P le nombre de processeurs, g l’inverse du débit
de communication (en unités de temps par mot) et L le coût de synchronisation.
Du point de vue de la programmation parallèle, BSP contraint les développeurs
à écrire leurs programmes sous forme d’une séquence de super-étapes comprenant
chacune trois sous-étapes :
• Calcul local, eﬀectué en concurrence par chaque processus
• Communication, eﬀectué pair à pair pour échanger des données
• Barrière de synchronisation, qui contraint les processus à s’attendre mutuelle-
ment jusqu’à que tout le monde ait fini sa communication
Du point de vue des modèles de coût, BSP reconnaît les limites dues aux syn-
chronisations des processus et assume que le fait de partager des données implique
forcément des latences dues aux communications. À partir de cette considération,
BSP associe un coût à chaque super-étape et définit le coût des programmes comme
étant la somme totale des coûts des super-étapes. Avec !i le coût du calcul local
dans le processus i et hi le nombre de messages envoyés et reçus par le processus i,
le coût d’une super-étape devient :
⇥super e´tape(P, g, L) = maxPi=1(!i) +max
P
i=1(hi.g) + L (4.7)
Malgré sa précision et son acceptation par la communauté en programmation
parallèle, le modèle BSP original reste limité pour deux raisons importantes. Pre-
mièrement, BSP est un modèle haut-niveau qui a été créé avant tout en surcouche
des systèmes à mémoire distribuée et de la programmation par passage de messages.
Toutefois, le passage vers les machines multi-cœurs implique d’examiner en détail
de nouveaux problèmes qui découlent à la fois du niveau système et logiciel avec le
multi-thread et le multi-tâche, et du niveau matériel avec la hiérarchie des caches
mémoire. Deuxièmement, BSP contraint le programmeur à n’utiliser qu’un seul
modèle de communication/synchronisation ; modèle qui peut parfois être diﬃcile à
conjuguer avec le parallélisme de tâches exprimé au plus haut niveau d’abstraction
logicielle.
Pour résoudre ces problèmes, une première idée serait de réviser le modèle haut-
niveau de machine pour mieux prendre en compte les spécificités des architectures
multi-cœurs. Par exemple, Valiant a étendu le modèle BSP en introduisant le modèle
Multi-BSP [70] qui définit à chaque niveau de mémoire (ou de cache), une taille de
mémoire (ou de cache) mi et un triplet distinct de métriques de ressources BSP Pi ,
gi, Li. Une autre idée serait de dépendre d’une passerelle conceptuelle secondaire qui
fasse le lien entre le logiciel et la couche basée sur le modèle haut-niveau de machine.
Les squelettes algorithmiques, par exemple, sont un concept particulièrement adapté
pour cette approche. Nous passons en revue dans la section suivante les diﬀérents
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outils et frameworks existants ayant implanté des modèles de coût spécifiques pour
ce type de structures.
4.1.3 Des frameworks de squelettes orientés modèles de coût
L’idée de définir des modèles de coût pour les squelettes algorithmiques n’est pas
récente : une première suggestion a été émise par Darlington et al. [32] pour le
squelette Divide and Conquer quelques années après que Cole ait introduit le concept
de squelettes [30]. Nous présentons ici une liste de frameworks orientés squelettes
ayant définis de tels modèles.
Pisa Parallel Programming Language (P3L) [11] est un langage de pro-
grammation parallèle qui construit automatiquement des squelettes à partir d’une
sémantique proche du dataflow pour générer, via un compilateur spécifique, du code
C parallèle déployable sur grilles de calcul. P3L implémente des modèles de coût
fondés sur BSP mais prenant en compte des coûts additionnels survenant du mode
d’exécution fork-join.
Automatic Model Generation Tool (AMoGeT) [14] est un framework générant
automatiquement des modèles de coût paramétriques pour squelettes à partir de leur
formulation en langage PEPA. AMoGeT transforme chacune des expressions PEPA
en mini-codes de simulation CMTC 1 qui vont servir à calculer numériquement les
modèles de coût.
Orleans Skeleton Library (OSL) [49] est une bibliothèque C++ implémen-
tant à la fois des squelettes méta-programmés et des conteneurs distribués pour un
fonctionnement dans l’environnement MPI. La précision d’analyse des performances
d’OSL est à peu près comparable à celle de BSP du fait qu’OSL élabore ses modèles
de coût exclusivement à partir de modèles de coût BSP.
HWSkel [8] est une bibliothèque de squelettes orientée cluster de processeurs
multi-cœurs et construite en surcouche au modèle de programmation hybride OpenMP
+ MPI. Au lieu de prédire des temps d’exécution, HWSkel définit un modèle de coût
unique qui répartit eﬃcacement le travail entre les nœuds d’un cluster. Ce modèle
prend en compte pour chaque nœud : le nombre de cœurs CPU, la vitesse d’un cœur
CPU et la taille du cache L2.
4.2 Modèles de coût pour la paramétrisation de squelettes
Comme expliqué précédemment, les modèles de coût sont des outils d’analyse que
l’on utilise généralement pour conjecturer des performances obtenues expérimen-
talement. La précision d’un modèle de coût se juge alors par l’erreur numérique des
valeurs numériques par rapport aux valeurs réelles. Dans cette partie, nous décrivons
une approche duale où il s’agit d’implémenter un système de décision simple qui,
en fonction d’estimations par modèles de coût, va sélectionner pendant l’exécution
1Chaîne de Markov à Temps Continu
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les meilleurs versions de squelette impliquées dans chaque expression NT2. Pour
minimiser le surcoût de ce système, une part importante des modèles de coût est
calculée à la compilation par méta-programmation C++. Nous jugeons cette solu-
tion viable car le calcul se fait essentiellement à partir d’opérandes disponibles avant
exécution.
4.2.1 Métriques de ressource portables pour des squelettes réal-
istes
Pour faire la passerelle entre le logiciel et le matériel, le système de squelettes em-
ployé dans NT2 a besoin d’un modèle haut-niveau de machine qui dissocie sans
ambiguïté le coup du calcul utile et le coût des communications. Pour cette rai-
son, nous partons du modèle BSP. Afin d’évaluer au mieux le comportement des
squelettes utilisés dans NT2 sur les systèmes à mémoire partagée, nous admettons
les hypothèses suivantes :
• Les instances de squelettes peuvent être vues comme des super-étapes BSP
• Il y a autant de processus BSP que de threads systèmes qui s’exécutent, et
autant de threads système qu’il y a de cœurs physiques
• Le nombre de messages envoyés et reçus par les processus BSP dans une in-
stance de squelette est nulle
• Le coût de synchronisation, qui varie avec le type de squelette, combine le coût
de la barrière de synchronisation et le surcoût lié aux tâches
Avec Ni le nombre de tâches attribués au processus i, ! le coût attribué aux
opérations flottantes par tâche et   le coût global attribué au chargement/range-
ment de données, le modèle de coût pour un squelette devient
⇥ Squelette
Multi T aˆches
(P,N1, . . . , NP ) = (max
P
i=1Ni.!) +   + LSquelette(
PX
i=1
Ni) (4.8)
Un point important à souligner est que pour chaque instance de squelette dans
un programme NT2, il est possible d’évaluer le nombre exact d’opérations flottantes
et de chargements/rangements eﬀectué dans une itération de boucle. Connaissant
la taille des données, la partie calcul du coût devient parfaitement définissable. À
ce stade, le modèle classique de BSP ne nous suﬃt plus car nous avons besoin de
prendre en compte des facteurs clés des architectures multi-cœurs tels que la bande
passante mémoire. Pour résoudre ce problème, nous choisissons d’étendre le modèle
BSP en ajoutant deux métriques de ressource : la bande passante mémoire
maximale bmax (à ne pas confondre avec la bande passante réseau qui vient avec le
terme g) et la performance crête Peakmax. Quel que soit le squelette utilisé, les
fragments de code obtenus contiennent au plus deux boucles imbriquées : une qui
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itère sur des sous-morceaux de table(s) et une autre qui itère sur les éléments d’un
sous-morceau. En appelant kouter la taille de la première boucle et kinner la taille
de la seconde, le coût attribué aux opérations flottantes par tâche dans la partie
calcul est :
! =
kinner.kouterPP
i=1Ni
✓
Flopspar ite´ration
Peakmax
◆
(4.9)
Et le coût correspondant aux chargements/rangements dans la partie calcul est
:
  = kouter.
✓
kinner
Loadspar ite´ration
bmax
+
Storespar ite´ration
bmax
◆
(4.10)
Pour notre prédiction de performance, nous devons comparer ce coût avec son
équivalent séquentiel. Nous définissons ce temps comme le temps cumulé des fonc-
tions empaquetés dans les tâches ci-dessus lorsqu’elles sont exécutées séquentielle-
ment par un seul processeur. Sous cette condition, le coût de synchronisation devient
nul et le coût du squelette séquentiel est (en théorie) égal à (
PP
i=1Ni.!)+ . En pra-
tique, lorsqu’un seul processeur est utilisé, les métriques de ressources changent selon
la logique de scalabilité matérielle. Pour prendre en compte ce facteur, nous notons
respectivement b1 et Peak1 la bande passante mémoire maximale et la performance
crête d’un seul cœur CPU. Le modèle de coût associé aux squelettes séquentiels
devient donc :
⇥ Squelette
Se´quentiel
= kouter.
✓
kinner.
✓
Flopspar ite´ration
Peak 1
+
Loadspar ite´ration
b1
◆
+
Storespar ite´ration
b1
◆ (4.11)
À ce stade, la partie la plus diﬃcile est d’aﬀecter une valeur numérique à cha-
cune des métriques citées ci-dessus. Le paramètre BSP P est obtenu en appelant
une fonction utilitaire (ex : omp_get_num_threads() pour OpenMP) qui renvoie le
nombre de threads lancés par le runtime. Pour la performance crête et la bande
passante mémoire, leurs valeurs numériques sont trouvables de manière plus ou
moins directe dans des notices techniques. En pratique, il est utile de passer par les
formules suivantes :
Peakmax = Nombre de coeurs⇥ Flops par cycle⇥ Fre´quence CPU (4.12)
bmax = Nombre de sockets⇥Octets par canal
⇥Nombre de canaux⇥ Fre´quenceMe´moire
(4.13)
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Ces équations nous permettent de trouver par la même occasion les métriques
des squelettes séquentiels : Peak1 en faisant le rapport de Peakmax sur le nombre
de cœurs, et b1 en faisant le rapport de bmax sur le produit { nombre de sockets
⇥ nombre de canaux }. Cependant, pour des raisons de portabilité et de précision
suﬃsante, nous choisissons de déterminer ces valeurs par mise en œuvre de mi-
crobenchmarks. Nous utilisons donc les benchmarks Linpack [36] et STREAM [55]
avec, d’une part, tous les cœurs CPU pour évaluer Peakmax et bmax et avec, d’autre
part, un seul cœur CPU (si possible, le plus performant) pour évaluer Peak1 et b1.
La dernière métrique de ressources à déterminer est le paramètre BSP L. Pour
trouver cette valeur, certains aspects de la couche multi-tâches doivent être con-
sidérés. Selon le type de squelette (transform, fold, scan), et le mode d’exécution
(master-worker ou fork-join), un type de barrière est choisi : les plus courants sont
les barrières centralisées (centralized barrier), les barrières à tableaux (dissemina-
tion barrier) et les barrières arborescentes (static tree barrier). Avec N , le nombre
de tâches issues de la décomposition de boucles, L peut autant être de complexité
O(N) que de complexité O(log2(N)). Il est donc nécessaire d’assigner un coût de
synchronisation qui soit propre à chaque type de squelette.
En raison du manque de certitude quant au type de barrière utilisé, nous choi-
sissons de reprendre une approche par microbenchmarks. Nous nous inspirons donc
des microbenchmarks EPCC OpenMP [21, 22] pour mesurer les temps de synchro-
nisation. Pour ces tests, nous fixons le travail séquentiel assigné à chaque tâche, et
invoquons autant de threads qu’il y a de cœurs physiques. La seule quantité qui
varie est le nombre de tâches. Un détail à prendre en compte est la quantité de
travail à assigner à chaque tâche. Celui-ci doit être suﬃsamment petit pour ne pas
noyer la métrique L dans le bruit de mesure et suﬃsamment grand pour assurer une
répartition de charge sur l’ensemble des processus BSP. En soustrayant la quantité
N.!/P aux temps mesurés, on peut tracer l’évolution du paramètre L en fonction
de N. Un point à souligner est que les tests eﬀectués pour chacun de squelettes (Voir
Figures 4.1 et 4.2) dans diﬀérents environnements multi-tâches ont montré que, dans
tous les cas, L varie linéairement avec N . Cela laisse entendre que le paramètre L a
une complexité plus proche de O(N) que de O(log2(N)). Les deux raisons possibles
sont les suivantes :
• la barrière utilisée est une barrière centralisée ou un dérivé de celle-ci.
• le surcoût lié aux tâches varie linéairement avec N et prend le dessus sur le
coût de la barrière de synchronisation
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Figure 4.1: Coût de la barrière du squelette transform en fonction du nombre de
tâches - Essai sur machine 2 ⇥ Intel Westmere (6 cœurs)
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Figure 4.2: Coût de la barrière du squelette fold en fonction du nombre de tâches
- Essai sur machine 2 ⇥ Intel Westmere (6 cœurs)
De ces observations, nous proposons donc une formule simpliste pour identifier
L :
LSquelette(N) = lSquelette.N (4.14)
Ici lSquelette est un facteur d’échelle caractéristique du squelette. Nous déterminons
cette valeur par régression linéaire sur les échantillons obtenus.
Ayant défini notre modèle haut-niveau de machine, les métriques de ressources
et présenté nos modèles de coût, nous expliquons dans la suite comment combiner
la méta-programmation C++ et calculs entiers pour réaliser la sélection à la volée
des meilleurs versions de squelette directement à partir des expressions NT2.
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4.2.2 Des arbres de syntaxe abstraits aux prédictions fondés sur
la connaissance de l’application
Dans le chapitre 3, nous avons décrit une méthode basée sur les transformations
Proto et les évaluations d’expressions pour assembler sous condition(s) grammati-
cale(s) des fragments de code parallèle. Cette section décrit comment il est possible
de réutiliser ces techniques pour agréger des coûts numériques à partir de l’AST. En
supposant que les métriques de ressources sont déjà disponibles, une première étape
est d’extraire le nombre d’opérations flottantes et le nombre d’éléments à virgule
flottante chargés/rangés afin d’évaluer le coût de la partie calcul (voir section 4.2.1).
De là, nous admettons les trois relations suivantes :
• Nombre de nœuds terminaux entrées de type table = Nombre de chargements
à virgule flottante par itération de la boucle interne
• Nombre de nœuds terminaux sorties de type table = Nombre de rangements
à virgule flottante par itération de la boucle externe
• Coût cumulé des nœuds non terminaux = Nombre d’opérations flottantes par
itération de la boucle interne
On peut voir en Figure 4.3 la traduction de l’expression A = B+C⇤D en liste de
coûts numériques. De cet exemple, on peut supposer que tous les coûts impliquées
dans une itération de boucle sont déterminables à la compilation. L’hypothèse pour
le nombre d’opérations flottantes est vraie tant que les opérations qui composent
l’AST sont élémentaires. L’hypothèse pour les chargements/rangements l’est un
peu moins. En eﬀet, si une même table apparaît plusieurs fois dans un AST, on
comptera plus de chargements/rangements qu’il n’y en a en réalité. Nous réglons ce
problème en passant un conteneur associatif de type set comme donnée auxiliaire de
la transformation Proto utilisée pour agréger les coûts de chargements/rangements.
En utilisant cette méthode, nous nous assurons que chaque instance de table n’est
comptée qu’une fois.
La deuxième étape consiste à déterminer le nombre de tâches pour lequel le
coût du squelette parallèle doit être déterminé. La tendance en HPC est de laisser
l’utilisateur choisir à l’exécution la taille de grain des tâches, ce qui revient à changer
le nombre de tâches lorsque le problème est de taille fixe. Pour notre prédiction,
nous choisissons consciencieusement de calculer le coût de squelette pour une seule
taille de grain : la plus petite qui soit acceptable. La première raison est de placer le
système de prédiction autour d’un point de fonctionnement qui élimine le déséquili-
bre de charge. La deuxième raison est de fournir une limite supérieure au temps
d’exécution. Un bon compromis pour la taille de grain minimale est la taille de
la ligne de cache L2. Le principal argument est que pour atteindre un minimum
de scalabilité, la seule contrainte à respecter est d’éviter le faux-partage (ou false
sharing), i.e. situation dans laquelle une même ligne de cache est modifiée contigüe-
ment par plusieurs threads en même temps. Dans cette situation, le surcoût lié au
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=
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B ⇤
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1 FP read 1 Flop
1 FP read 1 FP read
Figure 4.3: Extraction de coûts à partir d’un AST Proto
mécanisme de cache augmente considérablement. La ligne de cache L2 est ainsi
la toute dernière métrique de ressources que l’on ajoute à notre modèle haut-niveau
de machine. À ce stade, on calcule le nombre de tâches N en utilisant la formule
suivante :
N =
PX
i=1
Ni =
kinner.kouter
taille de la ligne de cache L2
(4.15)
En supposant que le système à mémoire partagée est symmétrique, i.e. chaque
cœur CPU a la même caractéristique et se voit donc attribué le même nombre de
tâches, le coût du squelette parallèle est :
⇥ Squelette
Multi T aˆches
= kouter.
✓
kinner.
✓
Flopspar ite´ration
Peakmax
+
Loadspar ite´ration
bmax
+
lSquelette
taille de la ligne de cache L2
◆
+
Storespar ite´ration
bmax
◆ (4.16)
Le coût de la partie calcul est donc déterminé pendant l’exécution en utilisant à
la fois l’équation 4.11 pour la version séquentielle et l’équation 4.16 pour la version
parallèle.
La troisième et dernière étape pour notre système de prédiction est l’étape de
décision. Nous implémentons cette étape en eﬀectuant la comparaison suivante :
⇥ Squelette
Multi T aˆches
< ⇥ Squelette
Se´quentiel
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Si le résultat est vrai, on sélectionne la version parallèle du squelette. Si le résultat
est faux, on sélectionne la version séquentielle du squelette. Ajoutons que l’appel de
la version séquentielle d’un squelette est précédée par une barrière de synchronisation
appliquée sur tous les marqueurs (cf. chapitre 3) des tables identifiés comme nœuds
terminaux de l’AST.
4.2.3 Avantages et inconvénients d’une approche par modèles de
coût statiques
La méthode usuelle quand on décide de paralléliser un programme est d’inspecter le
code séquentiel pour trouver les points chauds, puis de profiler le programme pour
identifier les composantes les plus coûteuses, et enfin de sélectionner les fractions de
code qui valident les deux premières étapes. Une fois la stratégie déterminée, une
version parallèle du code est écrite. Le reste consiste en un processus de réglages
pendant lequel la taille de grain des tâches et le nombre de processeurs actifs sont
ajustés en eﬀectuant une série de tests d’exécution dans le but d’atteindre les per-
formances voulues. Dans la section 4.2.2, nous avons intégré des modèles de coût
statiques pour décider automatiquement si des fragments de code expressibles sous
forme d’instances de squelette devaient oui ou non être parallélisés. Cette approche
a l’avantage d’une part de réduire le temps de conception d’un code parallèle et
d’autre part de retirer l’étape d’inspection du code séquentiel.
Néanmoins, les modèles de coût dans NT2 ne couvrent pas tout l’espace de
recherche car ils ne prédisent le temps d’exécution que pour un seul couple {Nom-
bre de threads, Taille de grain}. Une idée serait de réaliser des prédictions pour
davantage de points dans l’espace de recherche, mais cette solution reste quelque
peu limitée par le fait que nos modèles de coût sont calculés en ligne pour chaque
instance de squelette dans un programme. Pour résoudre ce problème, une possibil-
ité serait de laisser l’utilisateur avoir le contrôle sur la taille de grain des tâches, à
la fois pour ne pas se restreindre à des prédictions sous-optimales et à la fois pour
ouvrir les programmes résultants à une étape de réglage. Cette étape peut ainsi se
faire soit manuellement – on parle alors de hand-tuning, soit automatiquement via
des méthodes d’apprentissage automatique – on parle alors d’auto-tuning.
Comme premier exemple, on peut utiliser l’auto-tuning pour recalibrer des mod-
èles de coût et s’en servir à l’exécution via un ordonnanceur orienté modèles de coût.
Cette solution est celle proposée par Augonnet et al. [9] dans la bibliothèque StarPU.
Comme deuxième exemple, on peut utiliser l’auto-tuning pour trouver la configura-
tion optimale pour diﬀérents back-ends et ensuite générer un plan d’exécution à la
fois pour guider la sélection de version pendant l’exécution, et le réglage par back-
end de la taille de grain des tâches. Cette solution est celle proposée par Dastgeer
et al. [33] dans la bibliothèque SkePU.
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Dans NT2, nous avons décidé de ne pas aller plus loin avec l’auto-tuning ; le
sujet sera abordé ultérieurement pour une possible extension de NT2 vers les sys-
tèmes multi-cœurs avec GPU. Néanmoins, notre contribution dans ce chapitre a été
de montrer qu’il est possible d’une part de profiter de l’évaluation paresseuse des
expressions et d’autre part de la connaissance des caractéristiques machine pour
exécuter la meilleure version (séquentielle ou parallèle) d’un fragment de code ex-
pressible sous forme de squelettes.
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Avant de présenter nos benchmarks, rappelons que les algorithmes implantés
dans ce chapitre sont issus du domaine du calcul scientifique et qu’ils comportent
par conséquent de nombreux calculs manipulant des nombres en virgule flottante.
Or il existe aujourd’hui un fossé significatif entre la vitesse des opérations flottantes
et la vitesse de chargement/rangement des données nécessaires. Pour prendre en
compte ces limites, Williams et al. [74] ont conçu le modèle roofline dans le but
de donner une visualisation concise des critères de performance et de ses limites
intrinsèques. Pour cela, le modèle se base sur l’analyse des goulets d’étranglements
(performance crête, bande passante mémoire, ...) pour définir une borne supérieure
de performance pour un algorithme en fonction de son intensité opérationnelle, i.e.
le rapport entre le nombre total de flops et la quantité totale de données à traiter.
Dans ce contexte, nous classons les benchmarks en deux catégories qui sont les
applications limitées par la bande passante mémoire que l’on définit comme des ap-
plications ayant une faible intensité opérationnelle et les applications limitées par
la performance crête des machines que l’on définit comme les applications ayant
une forte intensité opérationnelle. L’évaluation de la première classe d’applications
(Black & Scholes, LBM, GMRES) est eﬀectuée sur une machine de petite échelle
– Mini-Titan – mais ayant de meilleures caractéristiques mémoire. L’évaluation de
la seconde (LU tuilée) est eﬀectuée sur une machine de plus grande échelle – Lyra
– mais ayant de moins bonnes caractéristiques mémoire. Nous présentons dans le
tableau 5.1 leurs principales caractéristiques.
Dans ce chapitre, nous avons ordonné les benchmarks du cas d’exploitation de
l’asynchronisme le plus favorable au cas le moins favorable. Ainsi, nous présentons
:
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• LU car l’apport de l’asynchronisme y est évident. Notre implémentation doit
donc être le plus proche possible de l’état de l’art.
• Black & Scholes car le code se compose d’une succession de squelettes pure-
ment data-parallèles. L’apport de l’asynchronisme se limite donc à augmenter
la localité en traversant les nids de boucles. On s’attend ici à ce que les
performances asynchrones soient similaires aux performances synchrones, dé-
montrant ainsi le faible surcoût de notre système dans les cas limites.
• Lattice Boltzmann car il expose une structure proche des applications à
stencils, problèmes notoirement connus pour être fortement limités par la
bande passante mémoire. Ce benchmark vise à démontrer que notre système
apporte néanmoins un gain sur ces algorithmes.
• GMRES car il se situe à l’autre extrémité du spectre car sa structure algo-
rithmique et son caractère itératif limite l’impact de l’asynchronisme.
Nom de la machine Mini-Titan Lyra
Nom des
processeurs
Intel Westmere AMD Istanbul
Nombre de
cœurs
2 ⇥ 6 cœurs 8 ⇥ 6 cœurs
Taille du cache de
dernier niveau (L3)
12 Mo 5 Mo
Nombre de nœuds
NUMA
2 8
Jeu d’instructions SIMD SSE4.2 SSE4a
Type de mémoire DDR3 DDR2
Nombre de canaux
du contrôleur
mémoire
3 2
Performance crête
simple précision
210 GFlop/s 403 GFlop/s
Bande passante
mémoire
24 Goctets/s 24 Goctets/s
Tableau 5.1: Caractéristiques des plate-formes de tests
5.1 Décomposition LU - version tuilée
La décomposition LU [35] est une méthode d’algèbre linéaire visant à mettre une
matrice A d’ordre N sous la forme A = P ⇤ L ⇤ U où L est une matrice triangu-
laire unitaire inférieure, U une matrice triangulaire supérieure et P une matrice de
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permutation. La version de l’algorithme que l’on retrouve le plus souvent dans les
bibliothèques d’algèbre linéaire est celle dite à pivotement partiel. Dans cette ver-
sion, la sélection du pivot pendant les étapes d’élimination de Gauss n’est eﬀectuée
qu’à partir des éléments de la colonne sur laquelle l’élimination est appliquée.
Présentation de l’algorithme
Il arrive plus souvent que la factorisation LU soit faite sur place, c’est-à-dire que
les données de A sont remplacées par celles qui constituent les matrices L et U . En
outre, la parallélisation de cet algorithme se fonde sur une approche par blocs. Nous
illustrons en Figure 5.1 le principe de cet algorithme.
U
L
Aik
1
Akj 2
Aij 3
Figure 5.1: Schéma de principe de la décomposition LU par blocs
À l’itération k, l’algorithme eﬀectue successivement les étapes suivantes:
• une factorisation LU élémentaire est eﬀectuée sur un panneau 1 de largeur
B et délivre un vecteur de pivotement.
• le vecteur de pivotement est appliqué sur le reste de la matrice sous forme de
permutations de lignes
• Une résolution triangulaire est eﬀectuée sur les B premières lignes 2 de la
sous-matrice située à droite du panneau
• la multiplication de matrice Ai,j  Ai,j Ai,k⇥Ak,j est appliquée pour mettre
à jour les N  B lignes restantes 3 de cette sous-matrice.
L’inconvénient de cette version est la présence d’une barrière de synchronisation
entre chaque itération de l’algorithme. Pour contourner ce problème, une version tu-
ilée [23] de la décomposition LU a été proposée pour supprimer ces barrières. Cette
approche qui est le cœur des algorithmes implantés dans la bibliothèque PLASMA
[2] (The Parallel Linear Algebra for Multicore Architectures) consiste à décomposer
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l’algorithme LU en unités de travail avec dépendances qui opèrent chacune sur des
portions carrés d’une matrice. Cela conduit naturellement à un graphe de dépen-
dances qui, une fois couplé à un runtime basé sur des tâches asynchrones, peut
apporter de meilleures performances. Nous illustrons en Figure 5.2 le principe de
cet algorithme.
Dans la figure 5.2, nous remarquons deux niveaux de pipeline ; le pipeline intra-
itération dans laquelle des tuiles de données peuvent être mises à jour potentielle-
ment en parallèle et le pipeline inter-itération permettant de ne pas attendre que
l’intégralité de la matrice soit mise à jour pour démarrer les mises à jour aux itéra-
tions suivantes. Soulignons le fait que pour rendre possible cette décomposition en
tâches asynchrones, la stratégie de pivotement de l’algorithme LU a été sensiblement
modifiée. L’étape de factorisation du panneau, est remplacée par une séquence de
factorisations par paire de tuiles. Ce changement peut conduire à une baisse de
la stabilité de l’algorithme du fait que le pivot n’est sélectionné que sur une fraction
de colonne durant l’étape d’élimination de Gauss. En pratique, l’impact de cette
baisse de stabilité est considéré comme mineur.
A00
A01 A02A10
A20 A11
A21
A12
A22 A11
A12A21
A22
A22
step 1
step 2
step 3
step 4
step 5
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step 7
DGETRF
DGESSM
DTSTRF
DSSSSM
Figure 5.2: Schéma de principe de la décomposition LU tuilée
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Résultats
Pour notre évaluation de performances, la version tuilée de la factorisation LU est
implantée avec des tables NT2 d’éléments à virgule flottante double précision via le
système de gestion de dépendances par Futures que l’on a décrit dans le Chapitre
3. Nous comparons cette implémentation d’une part avec celle fournie par la bib-
liothèque PLASMA et d’autre part avec la version par blocs fournie dans la biblio-
thèque Intel MKL.
Les Figures 5.3, 5.4, 5.5 montrent que la version tuilée de l’algorithme prend
progressivement le dessus sur la version classique par blocs. Étant donné que la
machine Lyra est composée de 8 nœuds NUMA comprenant chacun 6 cœurs de pro-
cesseurs, la performance de la version MKL chute autour de 20 cœurs. Cette chute
s’explique par le fait que plus de 3 nœuds NUMA sont utilisés pour eﬀectuer les
transactions mémoire. Par conception, la version tuilée de l’algorithme LU intègre
de l’asynchronisme pour couvrir ces transactions mémoire par le calcul utile, d’où
le gain de performance.
Notons d’ailleurs qu’en augmentant le nombre de cœurs, la performance de
PLASMA reste meilleure que celle de NT2. En terme de temps d’exécution brute,
lorsqu’on se retrouve en dessous d’un certain seuil de temps et bien que l’algorithme
LU ait une intensité opérationnelle suﬃsante, les temps d’accès mémoire commen-
cent à reprendre le dessus sur le calcul. Contrairement à PLASMA qui se base sur
un réarrangement des données1 en plus du mode d’exécution asynchrone, NT2 con-
serve l’arrangement Column Major définie par Lapack afin de ne pas interférer sur
les calculs appelant nos squelettes. Ainsi, notre version comptera plus de défauts de
cache (un par colonne accédée dans une tuile) que celle de PLASMA.
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Figure 5.3: Performance de LU pour une matrice d’ordre 4000
1les éléments dans chaque tuile de données sont placées contigüement en mémoire.
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Figure 5.4: Performance de LU pour une matrice d’ordre 8000
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Figure 5.5: Performance de LU pour une matrice d’ordre 12000
Points à retenir
• La factorisation LU à une intensité opérationnelle suﬃsante qui permet d’exploiter
l’asynchronisme sans se préoccuper des problèmes de localité des données
• HPX peut fournir des performances équivalentes à des runtimes de tâches
asynchrones reconnues. On prouve par ce benchmark qu’HPX est eﬀective-
ment une base solide pour le travail d’exploration de l’asynchronisme.
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5.2 Black & Scholes
L’algorithme Black & Scholes [17] représente un modèle mathématique capable de
donner une estimation théorique du prix d’une option européenne. Le code NT2
est défini dans le Listing 5.1. L’algorithme Black & Scholes implique à la fois une
haute latence et l’utilisation d’un grand nombre de registres. La version SIMD des
opérations log, exp et normcdf utilise des polynômes et des étapes de raﬃnement
de précision qui consomment une grande quantité de registres. En outre, cette
implémentation invoque un certain nombre d’expressions dans lesquelles la localité
des données joue un rôle majeur dans la performance.
table <float > blackscholes ( table <float > const& S, table <float > const& X
, table <float > const& T, table <float > const& r
, table <float > const& v
)
{
table <float > d = sqrt(T);
table <float > d1 = log(S/X)+(fma(sqr(v) ,0.5f,r)*T)/(v*d);
table <float > d2 = fma(-v,d,d1));
return S*normcdf(d1) - X*exp(-r*T)*normcdf(d2);
}
Listing 5.1: Implémentation NT2 du code Black & Scholes
L’algorithme Black & Scholes se présentant sous la forme d’une séquence d’appels
au squelette transform, une taille minimale de table est requise pour obtenir une
certaine performance. Ce benchmark est donc évaluée pour des tables de nombres
en virgule flottante simple précision de taille variant de 64 millions à 1024 millions
éléments. La performance par élément variant lentement avec la taille du problème
(de l’ordre d’un cycle par élément), nous utilisons les cycles par élément comme
unités de mesure et ne conservons que la valeur médiane des résultats obtenus pour
une implémentation donnée.
La Figure 5.6 montre que l’implémentation NT2 de l’algorithme est meilleure
que la version Boost SIMD avec un gain de performance de 4. Étant donné que
l’on utilise tous les cœurs de processeurs (12 cœurs sur Mini-Titan), l’accélération
idéale devrait être égale à 12 lorsque les latences dues aux synchronisations et aux
communications sont ignorées. Cela montre qu’il y un réel manque de scalabilité dû
à la présence des barrières implicites entre chaque expression.
Nous intégrons ensuite l’optimisation consistant à ajouter des pipelines inter-
expressions et comparons cette nouvelle version avec celle qui conserve les barrières.
La Figure 5.7 montre que la version avec barrières reste meilleure que la version
avec pipelines mais que sa scalabilité a une progression faible lorsque la taille de
grain des tâches est augmentée. La version avec pipelines n’est pas optimale pour
de très petites tailles de grains mais progresse relativement bien lorsque celles-ci
changent. Étant donné qu’HPX utilise la règle du premier arrivé premier servi
comme politique d’ordonnancement par défaut, la localité des données n’est pas
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Figure 5.6: Comparaison des temps d’exécution du code Black & Scholes
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Figure 5.7: Influence de la taille de grain pour le code Black & Scholes NT2
préservée lorsque des squelettes transform successifs sont reliés par pipeline.
Ainsi, l’invocation des tâches successeurs ne dépendant que d’une seule tâche est
optimisée. Pour cela, nous intégrons les conditions suivantes:
• La Future est non prête - un callback est attaché à la Future, de sorte que le
thread en charge de résoudre la Future exécute cette continuation.
• La Future est prête - Le thread en train d’instancier la continuation l’exécute
immédiatement.
Bien que l’intégration de cette condition fonctionne en théorie, les problèmes
soulignés précédemment demeurent. En eﬀet, l’exécution d’une tâche peut avoir fini
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avant que la continuation ne soit instanciée. Dans cette situation, le thread ayant
exécuté cette tâche aura déjà récupéré une nouvelle tâche dans sa file d’attente. La
continuation va donc être exécutée par un mauvais thread, ce qui va entraîner une
perte de localité mémoire. Pour conserver cette localité, la complexité du calcul en-
capsulée dans la tâche (ex: produit Matrice-Vecteur) doit être suﬃsamment grande
pour assurer un ordonnancement optimal.
Points à retenir
• L’algorithme Black & Scholes est une séquence de nids de boucles pouvant
potentiellement être fusionnés pour améliorer la performance.
• La localité des données ne peut pas être préservée par les pipelines inter-
expressions car la résolution des objets Futures se fait plus souvent avant
instanciation de leur continuation
• En choisissant bien la taille de grain, il n’y a pas de surcoût par rapport à une
approche purement data-parallèle
5.3 Lattice Boltzmann - version D2Q9
La méthode de Lattice Boltzmann [20] est une méthode de calcul utilisée en dy-
namique des fluides pour simuler des problèmes d’écoulements de fluides complexes.
La méthode met en œuvre un maillage de dimension n dans lequel chaque particule
se voit attribuée des fonctions de distribution calculées en temps discret. À chaque
pas de temps, et pour chaque point du maillage, on eﬀectue un calcul qui prend en
compte la vitesse (sur plusieurs directions) de ce point, celle de ses voisins en vis
à vis, et celle de ses voisins diagonaux. On appelle problème DnQm, un problème
appliqué à un maillage de n dimensions et dans lequel chaque point se voit attribué
m composantes de vitesse. Pour notre évaluation, nous choisissions la version D2Q9.
Présentation de l’algorithme
À un pas de temps donné, le calcul pour chaque point se décompose en deux phases
: la phase de propagation et la phase de collision. La phase de propagation consiste
à mémoriser la valeur d’une composante de vitesse de chacun des 8 points voisins,
plus la valeur d’une des composantes du point courant. La phase de collision consiste
à confronter ces valeurs avec les 8 valeurs restantes du point courant et ainsi mettre
à jour les valeurs de vitesse correspondant à ce point. Plusieurs approches existent
pour implémenter cet algorithme. La version la plus naïve est celle à 2 maillages -
2 phases qui range les valeurs de vitesse post-propagation dans un autre maillage
intermédiaire, puis qui écrase les valeurs du maillage d’origine avec les valeurs post-
collision. Une deuxième version est celle à 2 maillages - 1 phase dans laquelle les
phases de propagation et de collision sont fusionnées, et dans laquelle, à chaque
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pas de temps, l’adresse du maillage d’origine et celle contenant les valeurs post-
collision sont permutées. Cette version permet de réduire sensiblement le temps
total d’accès aux données car les écritures ne sont eﬀectuées que sur un maillage à
la fois (Voir Figure 5.8). Pour notre évaluation de performances, nous implémentons
cette version.
(a) Phase de Propagation (b) Phase de Collision
Légendes
: Élément à lire
: Position du point à mettre à jour
Figure 5.8: Schéma de principe de l’algorithme Lattice Boltzman D2Q9
À ce stade, il s’agit de savoir comment ranger en mémoire les données caractéris-
tiques du maillage. La méthode naïve est de placer contigüement en mémoire les 9
composantes de chaque point : cela revient à manipuler des tableaux de structures
(ou AOS comme Array of Structures). Les principaux atouts de cette disposition de
données est, d’une part d’avoir une représentation qui colle parfaitement au modèle
ensemble de points, et d’autre part, de rapprocher au mieux les données nécessaires
pour la phase de collision. La méthode moins naïve pour ranger les données carac-
téristiques du maillage, est de regrouper les valeurs par numéro de composante : cela
revient à remplacer le tableau de structures, par une structure de tableaux (ou SOA
comme Structure of Arrays). Les avantages de cette disposition, est cette fois de
tirer parti des instructions vectorielles SIMD, les briques élémentaires n’étant plus
des structures mais bien des nombres flottants, tout en profitant des instructions de
rangement non-temporelles2, pour éviter de polluer les chargements eﬀectués pen-
dant la phase de propagation. Nous étudierons en détail dans la suite l’impact du
choix de l’une de ces deux méthodes.
2Les instructions non-temporelles, disponible par exemple dans les extensions SSE, permettent
de ranger des données directement dans la mémoire en contournant les mémoires cache
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Taille du maillage version
séquentielle
version NT2
avec boucles
(SOA)
version NT2
avec boucles
(AOS)
version NT2
avec l’opérateur ’_’
sans threads
(SOA)
version NT2
avec l’opérateur ’_’
avec threads
(SOA)
(512,256) 5.27 6.07 6.11 7.68 (⇥ 1.46) 38.38 (⇥ 7.28)
(1024,512) 7.04 6.24 7.01 7.32 (⇥ 1.10) 11.62 (⇥ 1.65 )
(2048,1024) 6.77 5.99 7.13 7.47 (⇥ 1.10) 12.89 (⇥ 1.9 )
(4096,2048) 3.99 4.12 7.16 (⇥ 1.79 ) 6.03 (⇥ 1.51) 14.24 (⇥ 3.57)
(8192,4096) 3.77 3.86 7.14 (⇥ 1.89) 5.93 (⇥ 1.57) 16.23 (⇥ 4.31)
Tableau 5.2: Performance en MLUP/s pour diﬀérentes versions de LBM D2Q9 en
simple précision
Résultats
Pour notre évaluation de performances, nous comparons nos résultats par rap-
port à ceux correspondant à un code séquentiel écrit en C++. Pour cela, nous
commençons par écrire une version NT2 qui conserve les boucles parcourant les
points et remplaçons les accès par pointeurs par des accès élémentaires dans le
style Matlab. Une des caractéristiques de NT2 est d’imposer une certaine con-
vention dans l’ordre de rangement des données des tables. Pour une table f de
dimension N et dont la taille eﬀective, i.e. prenant en compte d’éventuelles strides,
est n1 ⇥ n2 ⇥ ... ⇥ nN , l’élément f(i1, i2, ..., in) se situera à un oﬀset mémoire de
i1 + i2 ⇥ n1 + ...+ iN ⇥ (n1 ⇥ n2⇥ ...⇥ nN 1) par rapport à l’élément f(0, 0, ..., 0).
Ainsi pour mettre en œuvre le rangement mémoire d’un maillage, on utilisera une
table à 3 dimensions. Notons qu’avec NT2, le passage SOA/AOS est trivial : cela
revient à faire un changement de numéro de dimension pour le numéro de la com-
posante de vitesse (3 pour SOA et 1 pour AOS). Après avoir réalisé ces tests, nous
nous focalisons sur la disposition SOA et remplaçons les boucles par des calculs par
sous-morceaux. Le squelette transform sera donc fortement sollicité car les opéra-
tions seront majoritairement des opérations point par point. Notons dans ce calcul
que le tuilage asynchrone par défaut est utilisé pour la dimension 1 et 2 des tables,
mais qu’il faut explicitement fixer le grain de la dimension 3 à 1. Pour ces tests,
nous observons les deux cas SIMD et SIMD avec threads.
Les résultats des diﬀérentes versions du code LBM pour des maillages rectangu-
laires de taille variant de 512 ⇥ 256 à 8192 ⇥ 4096 sont synthétisés dans le tableau
5.2. Les gains de performance indiqués sont ceux obtenus en comparant les chiﬀres
par rapport à ceux du code séquentiel.
En premier lieu, les résultats montrent que le remplacement des accès par poin-
teurs par des accès élémentaires sous NT2 ne dégrade pas la performance. En second
lieu, les résultats montrent d’une part que l’usage d’instructions SSE n’améliore la
performance qu’en faible proportion (⇥ 1.5 au lieu de 4), et d’autre part que le
simple passage du format SOA au format AOS améliore davantage les performances
(⇥ 1.8). Cette diﬀérence s’explique par le fait que l’étape de collision à une part
plus importante dans le calcul que l’étape de propagation car le format AOS priv-
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ilégie justement cette étape. En dernier lieu, les résultats montrent que la meilleure
version reste le format SOA lorsque l’on engage plusieurs threads. Cependant, les
performances restent éloignées de la performance crête (⇥ 2.3 par rapport à la ver-
sion sans threads). Pour expliquer cette diﬀérence, nous étudions de plus près le
passage à l’échelle de cette version du code.
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Figure 5.9: Performance MLUP/s de la version NT2 de LBM D2Q9 en fonction du
nombre de cœurs CPU
D’après la Figure 5.9, l’eﬃcacité de Lattice Boltzmann suit diﬃcilement celle
souhaitée lorsque l’on augmente le nombre de processeurs. À la place, on voit
clairement un palier limite de 20 MLUP/s, ce qui revient à un gain de performance
de 4. Vu que la machine dans laquelle les tests ont été eﬀectués contient 2 nœuds
NUMA connectés à des processeurs dotés d’un contrôleur mémoire à 3 canaux, le
gain par la multiplication de threads tendra sensiblement vers 6. Ce qui prouve
encore une fois que l’eﬃcacité de l’application est eﬀectivement limitée par la bande
passante mémoire.
Points à retenir
• La scalabilité obtenue est typique d’une application limitée par la bande pas-
sante mémoire.
• Le format SOA dans le code LBM n’est avantageux qu’à partir du moment
où l’on combine instructions SIMD et multi-thread. L’apport du multi-thread
est d’exploiter tous les canaux des contrôleurs mémoire (3 au lieu d’1 dans
Mini-Titan)
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5.4 GMRES
La méthode GMRES [63] ou Generalized Minimal Residual Method fait partie des
méthodes itératives du sous-espace de Krylov dont le but est de résoudre le système
d’algèbre linéaire Ax = b, A étant une matrice carrée d’ordreN , x le vecteur solution
et b le vecteur de second membre de l’équation. Cette classe de méthodes résout ce
système en cherchant à chaque pas d’itération k la solution x(k) définie comme une
combinaison des vecteurs base formant le sous-espace de Krylov k(A; r(0)). Dans
cette expression, r(0) est le résidu associé à x(0), la valeur initiale de la solution x.
GMRES utilise une approche dite de minimisation du résidu impliquant, à
chaque itération que le terme kb Ax(k)k soit minimal dans le sous-espace k(A; r(0)).
Le point clé dans GMRES est de s’appuyer sur une base orthonormale du sous-espace
de Krylov pour d’une part, augmenter l’exactitude du résultat en minimisant le
risque d’obtenir des vecteurs de base dégénérés, et d’autre part pour transformer
le problème des moindres carrés minx kb   Ax(k)k en un problème beaucoup plus
petit basé sur une matrice de Hessenberg supérieure. Les vecteurs de base du sous-
espace de Krylov sont donc obtenus via une procédure d’Arnoldi, et le problème des
moindres carrés est résolu en suivant les étapes suivantes :
• Réduction de la matrice de Hessenberg en un système triangulaire
• Résolution du système triangulaire
• Combinaison des vecteurs base en utilisant les coeﬃcients obtenues
Présentation de l’algorithme
À chaque pas d’itération k, la procédure d’Arnoldi illustrée en Figure 5.10 est eﬀec-
tuée. Notons que le nombre de vecteurs base augmente au fur et à mesure que k
augmente, ce qui a pour conséquence de modifier à la fois la quantité de données à
traiter et la quantité de calculs à eﬀectuer. Le problème des moindres carrés n’est
en général invoqué qu’à la fin, c’est-à-dire au moment où la norme du résidu valide
le critère d’arrêt. La performance de GMRES repose donc essentiellement sur la
manière dont la procédure d’Arnoldi est implantée. Au bout de m itérations, si le
critère d’arrêt n’a pas encore été atteint, le vecteur x(m) est calculé, puis l’algorithme
est relancé en prenant x(m) comme solution initiale.
À ce stade, il s’agit de savoir comment organiser les diﬀérentes données en util-
isant NT2. Pour les vecteurs base, nous choisissons de les ranger dans une table de
dimension 2 et de taille N ⇥ (m + 1), chaque colonne de cette table représentant
un vecteur base. Du point de vue du tuilage asynchrone, nous utilisons le grain par
défaut pour la dimension 1 de cette table, et fixons explicitement le grain de la
dimension 2 à 1.
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Figure 5.10: Schéma de principe de la procédure parallèle d’Arnoldi dans
l’algorithme GMRES
Pour la matrice creuse A, on utilise le format CSR ou Compressed Row Storage
connu pour être le format le plus général parmi les structures creuses existantes.
Trois tables à une dimension sont utilisées : la table val contenant les valeurs non
nulles ai,j , la table col_ind contenant les indices j de ces éléments, et la table
row_ptr contenant les oﬀsets dans la table val des éléments ai,j avec l’indice j le
plus petit pour chaque ligne i. Le produit matrice creuse - vecteur, ou la fonction
SpMV (Sparse Matrix Vector) est implanté sous forme d’une fonction distincte et
parallélisée explicitement en interne. Cette fonction met à jour les Futures associées
au vecteur base issu du calcul. Le reste est écrit dans le style Matlab et s’inspire
presque exclusivement du code GMRES fourni par la Netlib [13]. En revenant sur
la Figure 5.10, nous voyons que la composition fold   transform sera sollicitée 2
⇥ k fois à la k-ème itération.
Soulignons le fait que l’étape SpMV est la partie la plus longue dans l’algorithme
GMRES. En eﬀet, bien que cette opération se résume à une somme de produits, le
calcul eﬀectue des chargements de données qui peuvent être spatialement espacées
dans la mémoire. Si l’on parallélise le calcul par blocs de lignes de la matrice creuse
et si les indices j des éléments ai,j du bloc sont trop dispersés, des éléments non
contigus du vecteur opérande devront être chargés; ce qui va limiter la performance
car le nombre de chargements est équivalent au nombre d’opérations flottantes. Nous
illustrons ce propos dans la Figure 5.11.
Résultats
Pour notre évaluation de performances, nous comparons l’implémentation NT2 de
l’algorithme GMRES par rapport à celle fournie par la bibliothèque Petsc [12].
Reconnue comme une référence dans le milieu du HPC, Petsc eﬀectue ses calculs
parallèles en utilisant MPI. Nous eﬀectuons nos tests de performance en mettant
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⇤
Légendes :
: Élément à lire
: Bloc de lignes, les éléments grisés dans la zone hachurée sont les valeurs
non-nulles de la matrice placés dans l’ordre {de gauche à droite, puis de haut en bas}
de manière contigüe en mémoire
Figure 5.11: Schéma de principe de l’étape SPMV par blocs
en œuvre deux problèmes tirés de la ressource web Matrix Market Collection et en
utilisant dans les deux cas la même solution initiale et un vecteur de second membre
calculé au préalable. Le paramètre de redémarrage m est fixée à 30 afin de travailler
sur une quantité raisonnable de données et le nombre maximal d’itérations fixé à
1000, juste assez pour les problèmes traités.
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Figure 5.12: Performance de GMRES - Problème memplus (Matrice d’ordre 17758)
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Figure 5.13: Performance de GMRES - Problème s3dkt3m2 (Matrice d’ordre 90449)
Globalement, Les Figures 5.12, 5.13 montrent que le code Petsc reste meilleur
que le code NT2. Contrairement à Petsc qui travaille sur des matrices distribuées,
NT2 travaille sur des matrices dont les données brutes sont placées logiquement
de manière contiguë en mémoire mais entrelacées physiquement parmi les nœuds
NUMA. Dans Petsc, chaque processus MPI est pinné par défaut sur un cœur CPU,
et leur mémoire pinnée dans le domaine NUMA dans lequel ils se trouvent ; cette
distribution de données réduit donc les communications inter-nœud NUMA.
Points à retenir
• Le benchmark GMRES souligne le besoin de travailler avec des tables ayant des
données brutes distribuées et de pouvoir optionnellement donner aux tâches
une aﬃnité CPU.
• Nous considérons l’étape SpMV de GMRES comme le pire cas pour notre
système de gestion des tâches car le calcul utile a une intensité opérationnelle
extrêmement faible, ce qui oblige à placer minutieusement les données et les
threads devant les traiter pour gagner en performance.
5.5 Synthèse des résultats obtenus
Dans ce chapitre, nous avons testé l’intérêt d’exploiter l’asynchronisme pour des
algorithmes références issus du domaine du calcul scientifique.
Notre première question a été de savoir s’il existait des cas d’étude dans lesquels
la suppression de barrières de synchronisation aurait un impact positif dans un envi-
ronnement à mémoire partagée. La réponse est oui. Nous confirmons cette réponse
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grâce au benchmark LU.
Notre deuxième question a été de savoir s’il était possible d’augmenter la local-
ité en tirant parti des spécifications des dépendances. La réponse est oui en théorie
mais non en pratique. Le benchmark Black & Scholes est en eﬀet un cas d’étude
dans lequel la marge de temps pour instancier les tâches successeurs n’est pas assez
suﬃsante pour espérer préserver cette localité.
Notre ultime question a été de savoir si la gestion du parallélisme de tâches
amenait un surcoût par rapport à une approche purement data-parallèle même pour
les cas limites. La réponse est non. Les benchmarks Lattice Boltzmann et GMRES
ont montré qu’il est possible d’apporter de l’eﬃcacité même si l’asynchronisme y
joue un rôle mineur.

Conclusions et Perspectives
Conclusions
Dans ce manuscrit, nous avons présenté une extension de NT2, une bibliothèque en-
capsulant un langage dédié destiné à aider les non-spécialistes à développer des
applications haute performance. Les principaux intérêts de cette extension est
de maximiser l’asynchronisme dans les calculs et de pallier les limites du mod-
èle d’optimisation statique des Expressions Templates. Pour cela nous avons fait
évoluer le système de gestion du parallélisme vers un système basé sur la program-
mation asynchrone.
Notre contribution principale a été de mettre en œuvre le découpage automa-
tique d’expressions exprimées dans un langage dédié sous forme de tâches légères
asynchrones. Pour assurer à la fois la portabilité et l’eﬃcacité de notre approche,
nous avons développé des squelettes parallèles asynchrones multi-niveaux qui perme-
ttent d’exploiter non seulement le parallélisme de données mais aussi le parallélisme
de tâches. Mettre en avant les dépendances de données au sein d’un algorithme
permet d’exploiter au mieux son parallélisme latent. C’est pourquoi, nous avons
décidé d’employer des graphes de dépendances. Comme nous l’avons montré au
cours de ces travaux, le problème des aléas de données rend l’exploitation du par-
allélisme de tâches très complexe. Ce problème a pu être résolu grâce à HPX et au
modèle Futures qui présente des avantages conséquents en terme d’expressivité de
l’asynchronisme et d’opportunités de composition. En outre, l’utilisation du run-
time HPX a permis d’aﬃcher des performances proches de celles des runtimes de
l’état de l’art comme TBB ou OpenMP.
Nous avons aussi contribué au modèle d’Expressions Templates en rajoutant des
modèles de coûts inspirés du modèle BSP calculés en partie pendant la compilation
et en partie pendant l’exécution. Ces coûts sont exploités dans le but de guider
l’évaluation des expressions. La granularité des tâches étant un facteur important
dans l’exploitation du parallélisme de tâches, nous avons conçu un système basé
sur l’introspection des ASTs et l’utilisation de micro-benchmarks pour prédire une
borne inférieure de performance et activer de manière opportune la parallélisation
d’un code formulé sous forme de squelettes.
Durant la phase d’évaluation de performances, nous avons montré l’intérêt d’exploiter
l’asynchronisme en testant la version tuilée asynchrone de l’algorithme LU et vérifié
la viabilité du modèle Futures. Nous avons ensuite évalué notre approche jusqu’à ses
limites en testant des algorithmes connus pour avoir des performances bornées par
la bande passante mémoire. Nous avons observé qu’il n’y avait pas de réelles pertes
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face à une approche purement data-parallèle, mais qu’il était nécessaire de tendre
vers une gestion à la fois de données distribuées et de l’aﬃnité CPU des tâches pour
exploiter au mieux la bande passante mémoire d’une machine.
Perspectives
À la lumière de nos résultats, nous proposons quelques pistes pour de futures
recherches. Comme nous l’avons vu, un grand nombre de problèmes issus du do-
maine du calcul scientifique manipulent intensivement les données et voient leur
performance bornée par la bande passante mémoire et non la performance crête des
architectures. Pour pallier ce problème, on peut suggérer deux solutions.
• Soit étendre le système de parallélisation automatique de NT2 vers une pro-
grammation hybride de type MPI + tâches légères afin de travailler sur des
données distribuées et profiter de l’asynchronisme localisée dans chaque nœud
NUMA.
• Soit exploiter les GPUs car ceux-ci sont capables de fournir une bande pas-
sante 10 fois supérieure à celle des CPU – à condition – que les données restent
sur le GPU et que les applications (ex : Black & Scholes) se prêtent bien aux
accès dits coalescents à leur mémoire globale.
Pour des problèmes dont les briques de calcul ont une intensité opérationnelle
comparable à celle d’un produit de matrices (ex : Décomposition LU ), l’asynchronisme
pourrait être exploré à plus grande échelle via des graphes de tâches distribués. Une
des forces majeures du runtime HPX que nous n’avons pas exploitée jusqu’ici est
qu’il a étendu le modèle Futures vers les systèmes distribués en surcouche d’un es-
pace d’adressage global. Il existe aujourd’hui de nombreux problèmes distribués
issus du domaine du calcul scientifique (ex : méthodes de résolution multi-grilles)
qui souﬀrent du coût de synchronisation des barrières MPI et qui nécessitent un
plus haut niveau d’abstraction. En eﬀet sous MPI, l’exploitation de la program-
mation parallèle asynchrone ne peut se faire que via les mécanismes one-sided, des
primitives connus pour être très diﬃciles à mettre en œuvre. D’une part, le modèle
Futures pourrait faciliter l’implantation des graphes de tâches distribués, comme ce
fut le cas pour les graphes de tâches sur système à mémoire partagée. D’autre part,
la prise en charge par NT2 des matrices multi-dimensionnelles pourrait hautement
améliorer l’expressivité de ce type de code.
Les résultats dans ce manuscrit ont montré l’eﬃcacité du modèle asynchrone
à travers un langage dédié au calcul scientifique. Nos perspectives présentés dans
ce dernier chapitre tendent vers une généralisation du modèle Futures pour des
systèmes distribués localement hétérogènes.
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