The nucleation and growth properties of domains of molecules of the same state in open boundary three-dimensional (3D) spin-crossover systems of various shapes are discussed within the framework of the mechanoelastic model. The molecules are situated on face-centered-cubic lattices and are linked by springs through which they interact. Monte Carlo simulations imply that clusters nucleate from corners in the case of systems having well-developed faces and from kinks in the case of spherical samples, in accordance with available experimental data. In addition, a method to characterize the cooperativity in these systems is proposed, which by scanning the fluctuations in the 3D samples can be related directly to powder x-ray-diffraction experiments.
I. INTRODUCTION
Spin-crossover (SC) compounds [1] [2] [3] [4] consist of inorganic molecular complexes. In general, the central transition-metal ion with a 3d 4 -3d 7 electron configuration is situated in an octahedral ligand field that induces, depending on its strength, a thermodynamic competition between two spin states with different magnetic, optical, vibrational, and structural properties; for iron(II) these are the diamagnetic low-spin (LS) state and the paramagnetic high-spin (HS) state. The transition between the LS state and the HS state, induced most commonly by temperature variation [5] , light irradiation [6] , or application of an external pressure [7] can be gradual or abrupt [3] . When the elastic interactions, resulting from the large volume difference between the two states, are higher than a threshold value, abrupt transitions can be accompanied by hysteresis, making them suitable for applications in information storage, numerical displays, or thermoelectric junctions [8, 9] . The global state of the system usually is described by the fraction of the molecules in the HS state at a given temperature, pressure, and moment in time, denoted here as n HS .
In order to understand the origin of hysteresis phenomena, several theoretical models, starting from simple mean-field approaches [5, 10, 11 ] to more complex Ising-like models [12, 13] , have been elaborated, involving both short-and long-range interactions. Recent optical microscopy studies on SC single crystals of different shapes [14, 15] provided consistent experimental proof for the formation of domains constituted of molecules of the same spin state during the thermal spin transition. This necessitated the elaboration of new models, which could account not only for the macroscopic phenomena, but also to provide insight into what happens inside a given sample when the transition proceeds. The new class of mechanoelastic models [16, 17] implies the realistic premise that the interactions have their origins principally in the different molecular sizes of LS and HS molecules. Within this framework, it is possible to simulate and visualize the evolution of clusters from edges or corners in accordance with experimental observations. To * cristian.enachescu@uaic.ro date, corresponding numerical simulations have essentially been performed for two-dimensional (2D) systems using Monte Carlo Arrhenius [17] , Metropolis dynamics [18] , or molecular dynamics approaches [19] for classical elastic or mechanoelastic systems. Even though a number of layered SC compounds exist for which the 2D models can be considered a reasonable approximation, most SC compounds have threedimensional (3D) connectivity, and it is thus important to extend the models to 3D. In this paper we study the cluster growth in 3D systems of different shapes both during the thermal spin transition as well as during the HS-LS relaxation following the light-induced population of the HS state at low temperatures [20] . Besides optical microscopy studies, x-ray-diffraction experiments can provide useful information about the internal changes in SC compounds during the spin transition, and we propose a visualization of the numerical simulations which can be related directly to the latter.
II. THE 3D MECHANOELASTIC MODEL
In the 3D mechanoelastic model used in this paper, the molecules are located at the sites of a face-centered cubic (fcc) lattice of a sample with open boundary conditions. All molecules, except those at the surface, have 12 nearest neighbors, that is, six on the same plane, three on the plane below, and three on the plane above, to which they are linked by way of connecting springs, all having the same spring constant. In the fully LS or HS states, all the springs have their natural lengths. When a molecule flips its spin state, its size changes, and subsequently elastic forces are created inside the system, starting from the nearest neighbors of the switched molecule. Consequently, all molecules move following a damped oscillatory law in order to find their new equilibrium positions, which correspond to a state where the total elastic energy of the spin-frozen system is minimized. The displacement of a molecule after a switch depends on its relative position to the flipped molecule. Therefore the single elastic spring constant considered here stands for both the short-and the long-range interactions, which is in line with the results provided by a recent analytical study in the framework of an electroelastic model [21] . The deformations formed inside the lattice create position-and time-dependent elastic forces (local pressures) acting on every molecule.
In order to establish which molecules switch, we use Monte Carlo Arrhenius-type dynamics based on the local pressure influence on every molecule. The transition probabilities from HS to LS and LS to HS can be written as [16, 22] 
respectively. Here τ is a scaling constant, chosen so that the above probabilities are well below unity, κ is a scaling factor between the local pressure and the activation energy of the individual molecule, g is the vibronic HS:LS degeneracy ratio, whereas E corresponds to the activation energy of the HS → LS relaxation relative to a global reference state in which all the molecules are in the HS state, and D is the enthalpy difference between the two states in the case of noninteracting molecules. p i is the local pressure, expressed as the average force per unit area, acting on molecule i,
where k is the springs elastic constant, A is the molecular cross-sectional area, and the spring elongations r ij are taken positive for compressed springs and negative for elongated ones.
During a Monte Carlo time step (MCS), each spin-transition molecule in the system is checked in order to verify whether it switches or not by comparing its transition probability (1a) or (1a) with a random number η ∈ (0,1). A given molecule changes its state only if this number is smaller than the corresponding probability. After each MCS, the new equilibrium positions of all molecules are computed.
III. RESULTS
The natural shapes of fcc crystals are cubic, octahedral, and tetrahedral. In the following we will analyze the cluster growth for both the HS-LS relaxation and the thermal spin transition for these shapes. As it will turn out that the macroscopic shape of the system plays a non-negligible role, the discussion will be extended to a large system with a spherical shape.
A. Cubic, octahedral, and tetrahedral fcc systems Figure 1 shows HS-LS relaxation and thermal hysteresis curves for cubic, octahedral, and tetrahedral fcc systems for a small (around 10 000) and a large (around 200 000) number of molecules. We have calculated several relaxation curves as well as thermal transitions for the same systems under the same conditions with different randomizations and with different pseudorandom number generators for both small and large systems. We have found that the fluctuations of the relaxation time are less than 1% in the case of the smaller systems and less than 0.1% in the case of the larger systems. The value of the parameters considered in the simulations are in the range of those found by the estimation of the variation of the ligand field strengths in the two spin states due to the cooperativity and the bulk modulus [22] : The scaling factor is κ = 0.2 × 10 −10 A m, the spring constant is k = 3 N m The above model value of k corresponds to a moderately strong elastic interaction [22] . As expected and similar to the case of 2D samples [23] , decreasing the system size leads to a smaller width of the thermal hysteresis and to a faster HS-LS relaxation. For the same number of molecules, the relaxation is somewhat slower for the tetrahedral sample compared to the one for cubic and octahedral samples, which are similar. A quick inspection of the hysteresis loops shows an apparent opposite behavior to the relaxation as the smaller width corresponds to the tetrahedron, whereas the cube presents the largest hysteresis. However, a more careful analysis of the HS-LS hysteresis branch indicates that in the case of the tetrahedral sample the transition actually sets in at a higher temperature than for the cubic and the octahedral samples but that the subsequent evolution to the LS state occurs at a slightly lower temperature.
In order to understand these features, we analyzed the microscopic evolution of different systems. Figure 2 presents snapshots of the samples during the HS-LS relaxation and the HS-LS thermal transition at n HS = 0.7, whereas movies with the complete evolution of the systems can be visualized in the Supplemental Material [24] . In all situations, clusters grow from corners and subsequently advance towards the inner part of the sample. In the case of smaller samples, the growth of a cluster from one corner will prevent the spreading of clusters from other corners, that is, the few molecules having switched to the LS state in the vicinity of the other corners will be subjected to a lower local pressure due to the growth of the first formed cluster and thus will switch quickly back to the HS state. This demonstrates the long-range effect of the elastic interactions. For larger samples, this effect is attenuated, and the growth of clusters starts independently from all corners. The evolution of clusters and, consequently, the speed of the relaxation and the width of the hysteresis are influenced to different extents by the number of corners, the dihedral angles of the three shapes, and the number of faces around a corner. As the number of corners decreases, there is a lower probability for a cluster to start growing, and therefore the relaxation will be slower for tetrahedral systems which have only four corners. However, the full evolution of a cluster also is determined by the dihedral angle and by the number of faces meeting in that corner.
This can easily be understood if we take into account that the evolution of a LS cluster is determined by the competition between the gain in molecular Gibbs energy during the HS-LS transitions, defined as G
(N LS is the number of switched molecules) [16] and the increase in elastic energy stored in the system due to distortions W elastic . Only if the gain in the Gibbs free energy is larger than the increase in the elastic energy of the system due to the distortion, which is proportional to the area of HS-LS interface [15] , will the cluster be stable and may develop. In Fig. 3 , we have represented the total elastic energy of large cubic, tetrahedral, and octahedral systems, divided by the number of molecules in the system, as a function of the relative size of a single LS domain starting from one corner. We note that the energies do not monotonously increase with the dihedral angle: The lowest energy corresponds to the tetrahedron case (dihedral angle of 70
• 53 ), but the energy for a cluster in the cube case (90
• ) is larger than that in the octahedron case (109
• 47 ); we think that this difference is due to the different number of faces near one corner in the two situations. As the elastic energy stored for a cluster starting at one of the corners of a tetrahedron is lower than that of a cluster of the same size starting from the corner of an octahedron or a cube, the hysteresis loop for the tetrahedron in Fig. 1 is smaller. However, the system is especially sensitive to the value of the elastic energy in the vicinity of the thermal transition where the gain in the molecular Gibbs free energy is small and not so important in the case of the HS-LS relaxation at lower temperatures where the Gibbs free energy is higher and when the number of corners becomes more important. Therefore the relaxation for the tetrahedral samples is somewhat slower than for the cubic and octahedral samples. However, it is difficult to clearly separate the amplitude of the contributions of the dihedral angle, number of faces, and number of corners in the speed of cluster propagation.
B. Clustering in spherical systems
As the clustering presented in the previous paragraph is influenced by the shape of the crystallites, more specifically by the number of corners, we have performed similar simulations for spherically shaped crystallites cut from large samples, that is, with a large number of molecules in order to have minimum roughness of the surface. In the case of strong interactions the absence of corners results in clusters starting from anywhere on the spherical surface. Indeed, as presented in Fig. 4 (left) for the HS-LS relaxation at low temperatures of a system with a moderate interaction constant, the clustering starts at several points on the surface, and the clusters then grow mostly into the bulk with a constant velocity, joining finally somewhere in the central part of the sphere.
As long as the clusters are not too large, their shapes are close to spherical (this is not unexpected as the minimum energy at the interface between the HS and the LS phases in 3D is attained for a spherical surface). In order to better visualize the shape of the clusters, we apply a method derived from the Eden-like algorithm [25] : We generate a seed formed by a few connected molecules at the edge of the sphere, and then we let it develop by only allowing the switch of molecules in the vicinity of this cluster. In this manner, one can examine the shape of a cluster with no influence from other clusters. We notice that at first the shape of the growing cluster is circular but its convexity decreases while advancing towards the other side of the sphere until becoming almost planar. This is in accordance with experimental findings from optical microscopy [26] .
C. Method to study the evolution of clusters
The formation of clusters is a manifestation of the cooperativity in the system. Although in 2D systems, one can simply analyze the cooperativity in the system by a fast visual inspection of the snapshots during the relaxation or the thermal spin transition, the visualization of clusters in 3D systems is more difficult. Therefore we propose a method which allows the characterization of the cooperativity of the system without inspecting the individual clusters. The procedure is described in the following: (i) We select a cubic volume element composed of typically around 100 molecules (this number must be high enough in order to allow a relevant statistics inside every element but not too high in order to allow a sufficient number of elementary volumes; we have tested several sizes of the volume element, and the results were perfectly compatible); (ii) this volume element then is scanned across the whole crystallite in the x, y, and z directions in steps of the unit-cell dimensions (see Fig. 5 ); (iii) for each step we calculate the average HS fraction in the cube and obtain a histogram for the number of cubes for a given HS fraction. Such a histogram can be interpreted as being a direct representation of the evolution of an x-ray powder-diffraction diagram during the thermal spin transition or the HS-LS relaxation, which provide information both on the dynamics and on the structural parameters, following the position, width, and intensity of the peaks [27] [28] [29] . Another method to obtain like-diffraction peaks for the simulations has previously been proposed by Nicolazzi et al. [30] , but it implied the calculation of the distances between all molecules in the system, whereas the present method could be applied even for systems for which the volume does not vary during transition.
We checked the validity of this method in order to study the cooperativity effects in the cubic 3D spin-crossover system. Figure 6 presents the simulated thermal transition curves for a system of 50 3 molecules with three different spring constants, corresponding to weak, moderate, and strong interactions between molecules. A preliminary inspection of the snapshots of the system, taken at n HS = 0.7, allows us to note very different behaviors: large clusters, starting from corners are formed in the case of the high spring constant, whereas random switching occurs for the small spring constant as expected in the mean-field regime. The results of the scanning method for the cooling and the heating branches are likewise represented in Fig. 6 . As mentioned above, the resulting histograms can be interpreted as the evolution of both the position and the shape of a given x-ray powder-diffraction peak during the transition from the pure HS state to the pure LS state, for instance, for the thermal transition in the cooling branch or vice versa for the heating branch. In the case of weak interactions, a given diffraction peak stays Gaussian at all times with only a small increase in its half-width, and it moves smoothly from its position at n HS = 1 to the position at n HS = 0, for instance, for the cooling branch. This means that the fraction of HS molecules in all the scanning cubes is similar-another way to say that switches occur (almost) randomly. For moderately strong interactions, the distribution, especially around n HS = 0.5, becomes larger and for the cooling branch, even bimodal. This is a sign of larger inhomogeneities and fluctuations inside the sample. In the case of strong interactions, the shape and width of the diffraction pattern dramatically change during the transition. They become very large and multimodal in the middle of the transition, which is a sign of large variations in the HS fraction and phase segregation for different scanning cubes, that is, in different regions of the sample. Toward the end several maxima appear, indicating nucleation and growth of larger clusters. These features correspond to previous experimental data showing a continuous shift for compounds with a gradual thermal transition [27] or to a splitting of the Bragg peaks in the case of highly cooperative compounds, respectively [28] . Thus, using this method we can avoid the difficult visualizing of the snapshots of the system during the spin transition by representing simply the evolution of histograms, which simulate the evolution of a given peak in a x-ray powder-diffraction diagram. FIG. 7. (Top) Study of the cooperativity dependence with the size effects using the scanning method for n HS = 0.1,0.36,0.65,0.9 for the heating branch of the thermal transition; (bottom) temperature scanning rate dependency of x-ray peaks for two different scanning rates. In the inset: the hysteresis loops for the two scanning rates.
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In order to check the dependence of the cooperative effects on sample size, we have applied the scanning method to samples of different sizes from 15 × 15 × 15 to 30 × 30 × 30 molecules per particle while keeping the value of the connecting spring at k = 0.8. For the corresponding simulations of the evolution of the x-ray powder diffraction shown in Fig. 7 (top panel) , the size of the scanning cube was kept at 5 × 5 × 5 molecules. Comparing the data in Fig. 7 with the one in Fig. 6 , we deduce that the cooperativity, understood as the ratio between the average cluster size and the total size of the sample, increases somewhat as the sample size increases because the widths of the peaks are somewhat smaller for larger particles. However, this difference seems to diminish as the size increases, which corresponds to the concept of the macroscopic nucleation, previously observed in a bidimensional circular system, treated within the framework of the molecular dynamics approach [19] . In Fig. 7 (bottom panel) we have applied the same method for studying the dependence of the cluster evolution with the temperature scanning rate. Even if the transition curves look quite different, the evolution of distributions is roughly the same with a small widening for the higher scanning speed, which shows that the clusters can be somewhat larger in this situation as we are far from the equilibrium state.
IV. CONCLUSIONS
In conclusion, we have presented in this paper a discussion of the cluster evolution in three-dimensional systems within the framework of the mechanoelastic model. We have shown that clustering starts from corners or edges and that the dependence of the shape of the sample is essential for the macroscopic properties. We have proposed a method of scanning the sample, which could be useful not only for discussing various simulations, but also to help understand experimental xray powder-diffraction data as, for example, those obtained recently in the case of porous coordination networks [29] .
