We consider problems of sequence processing and propose a solution based on a discrete state model in order to represent past context. We i n troduce a recurrent connectionist architecture having a modular structure that associates a subnetwork to each state. The model has a statistical interpretation we c a l l Input/Output Hidden Markov Model (IOHMM). It can be trained by the EM or GEM algorithms, considering state trajectories as missing data, which decouples temporal credit assignment and actual parameter estimation.
Introduction
For many learning problems, the data of interest have a signi cant sequential structure. Problems of this kind arise in a variety of applications, ranging from written or spoken language processing, to the production of actuator signals in control tasks, to multivariate time-series prediction. Feedforward neural networks are inadequate in many of these cases because of the absence of a memory mechanism that can retain past information in a exible way. E v en if these models include delays in their connections 1], the duration of the temporal contingencies that can be captured is xed a priori by the architecture rather than being inferred from data. Furthermore, for some tasks, the appropriate size of the input window (or delays) varies during the sequence or from sequence to sequence. Recurrent neural networks, on the other hand, allow one to model arbitrary dynamical systems 2, 3] and can store and retrieve contextual information in a very exible way, i.e., for durations that are not xed a priori and that can vary from one sequence to another. In sequence analysis systems that can take c o n text into account in a exible manner (such as recurrent neural networks and HMMs), one nds some form of \state variable" or representation of past context. With a state-space representation the main computations can be divided into (1) updating the state or context variable (the state transition function), and (2) computing or predicting an output, given the current state (the output function).
Up to now, research e orts on supervised learning for recurrent n e t works have been almost exclusively focused on gradient descent methods and a continuous state-space. Numerous algorithms are available for computing the gradient. For example, the back-propagation through time (BPTT) algorithm 4, 5] i s a straightforward generalization of back-propagation that allows one to compute the complete gradient in fully recurrent n e t works. The real time recurrent learning (RTRL) algorithm 6, 7, 8] is local in time and produces a partial gradient after each time step, thus allowing on-line weights updating. Another algorithm was proposed for training local feedback recurrent networks 9, 10] . It is also local in time, but requires computation only proportional to the number of weights, like back-propagation through time. Local feedback recurrent networks are suitable for implementing short-term memories but they have limited representational power for dealing with general sequences 11, 1 2 ].
However, practical di culties have been reported in training recurrent neural networks to perform tasks in which the temporal contingencies present in the input/output sequences span long intervals 13, 14, 15] .
In fact, it can be proved that any parametric dynamical system with a non-linear recurrence (such a s a recurrent neural network) will be increasingly di cult to train with gradient descent as the duration of the dependencies to be captured increases 13] . This is a problem with the gradient of the error function and thus it persists regardless of what gradient computation algorithm (such a s R TRL or BPTT) is employed.
A common heuristic solution is to start training on shorter sequences, and then incrementally train on longer sequences. In general, however, the rules needed to deal with long term dependencies might not be present in short sequences.
Previous work on alternative training algorithms 16, 1 3 ] suggests that the root of the problem lies in the essentially discrete nature of the process of storing contextual information for an inde nite amount of time. A potential solution to this problem is to propagate, backward in time, targets in state space, rather than di erential error information. In order to gain some intuition about target propagation, suppose that an oracle is available that provides targets for each i n ternal state variable, and for each time step. In this case learning would be reduced to a static learning problem, namely the problem of learning the next-state and the output mappings that de ne the behavior of the dynamical system using a state space representation. Of course, such a n o r a c l e i s n o t a vailable in general. It essentially supposes prior knowledge of an appropriate state representation. However, we can conceive an iterative approach based on two repeated steps: a rst step approximates the oracle providing pseudo-targets, and a second step ts the parameters to the pseudo-target state trajectory and the output targets. In the absence of prior knowledge, the pseudo-target state trajectories can be randomly initialized. If each iteration is guaranteed to produce some improvements in the approximation of the \true" targets, then the process may converge to some useful solution with regard to the output targets speci ed by supervision. One of the rst related approaches is probably the moving target algorithm by R o h wer 17]. The moving target approach consists in formulating supervised learning as an optimization problem in the joint space of temporal targets and adjustable parameters (connection weights). Rohwer proposed a solution based on gradient descent a n d demonstrated experimentally that some di cult credit assignment tasks could be solved. However, for more di cult problems, the method got stuck v ery often in local minima and no useful solution could be obtained.
Extending previous work 18] , in this paper we propose a statistical approach to target propagation, based on the EM algorithm. We consider a parametric dynamical system having n discrete states and we introduce a modular architecture, with subnetworks associated to discrete states. The architecture can be interpreted as a statistical model and can be trained by the EM or generalized EM (GEM) algorithms of Dempster, Laird, & Rubin 19] , by considering the internal state trajectories as missing data. In this way learning is factored into a temporal credit assignment subproblem and a static learning subproblem that consists in tting parameters to the next-state and output mappings de ned by the estimated trajectories.
In order to iteratively tune parameters with the EM or GEM algorithms, the system propagates forward and backward a discrete distribution over the n states, resulting in a procedure similar to the Baum-Welsh algorithm used to train standard hidden Markov models (HMMs) 20, 2 1 , 2 2 ].
The main di erence between standard HMMs and the model presented here, is that the former represent the distribution P(y T 1 ) of output sequences y T 1 = y 1 y 2 : : : y T , whereas the latter represents the conditional distribution P(y T . This is a supervised learning problem since the output sequence y T 1 plays the role of a desired output in response to the input sequence u T 1 . If the output represents classi cation decisions to be made when the input sequence is given, this approach is more discriminant than standard HMMs (trained to maximize the likelihood of the observations). For example, in applications of HMMs to isolated word recognition (a special case of sequence classi cation), a separate model is constructed for each w ord (class) and trained on instances of that class only. This type of training is said to be not discriminant because each model (in our example, each w ord model) is trained independently: we try to model the type of observations (here, acoustic) representative of that class (here, word). Instead, discriminant training strategies do not attempt to build the best model of observations for each class, but rather focus on on the di erences between the ty p e o f o b s e r v ations for each class, in order to better predict whether a given observation belongs to one class or another. Thus, models trained by discriminant approaches can be expressed with less degrees of freedom, since they concentrate the use of parameters on the decision surface between the classes, rather than on the distribution of data everywhere. Another advantage of more discriminant training criteria is that they tend to be more robust to incorrectness of the model, and for this reason sometimes perform better 24, 2 5 ].
Both the input and output sequences can be multivariate, discrete or continuous. Thus IOHMMs can perform sequence regression (y continuous) or classi cation (y discrete). For example, in a task such a s phoneme recognition, u T 1 may be a sequence of acoustic vectors (such as cepstral parameters) and y T 1 may consist of a discrete sequence of phonetic labels. In sequence classi cation tasks (such as isolated word recognition), the output can be the label y T of a class, de ned only at the end of each sequence. Other potential elds of application are robot navigation, system identi cation, and time-series prediction. For example, for economic time-series, the input sequences could be di erent economic time-series, the output sequence could be a prediction for the future values of some of these variables, and the hidden states could represent di erent regimes of the economy (e.g., business cycles). For applications such as handwriting or speech recognition, the output sequence (e.g., a sequence of characters or phonemes) does not have t o b e synchronized with the input sequence (e.g., pen trajectory or acoustic sequence).
Like in HMMs, using Markov assumptions, the distribution of outputs given the inputs can be factored into sums of products of two t ypes of factors, output probabilities and transition probabilities:
1. P(y t j x t u t ) is the output distribution given the state x t and input u t at time t. This speci es the output function of the dynamical system. 2. P(x t j x t;1 u t ) is the matrix of transition probabilities at time t, conditioned on current input u t .
This speci es the state transition function of the dynamical system. Therefore, a simple way to obtain an IOHMM from an HMM is to make the output and transition probabilities function of an input u t at each time step t. The output distribution P(y t j u t ) is obtained as a mixture of probabilities 26], in which e a c h component is conditional on a particular discrete state, and the mixing proportions are the current state probabilities, conditional on the input. Hence, the model has also interesting connections to the mixture of experts (ME) architecture by Jacobs, Jordan, Nowlan & Hinton 27] . Like in the mixture of experts, sequence regression is carried out by associating di erent modules to di erent states and letting each module t the data (e.g., compute the expected value of the output given the state and input, E y t j x t u t ]) during the interval of time when it receives credit. As in the mixture of experts, the task decomposition is smooth. Unlike the related approach of 28], the gating (or switching) between experts is provided by expert modules (one per state i) computing the state transition distribution P(x t j x t;1 =i u t ) (conditioned on the current input).
Another connectionist model extending hidden Markov models to process discrete input and output streams was proposed in 23], for modeling the distribution of an output sequence y given an input sequence u.
Other interesting related models are the various hybrids of neural networks and HMMs that have been proposed in the literature (such as 29, 30, 31, 32] ). As in IOHMMs with neural networks for modeling the transition and output distributions, for all of these models, the strictly neural part of the model is feedforward (or has a short horizon), whereas the HMM is used to represent the longer-term temporal structure (and in the case of speech, the prior knowledge about this structure).
Experiments on arti cial tasks 18] h a ve shown that a simpli ed version of the approach presented here can deal with long-term dependencies more e ectively than recurrent n e t works trained with back-propagation through time or other alternative algorithms. The model used in 18] has very limited representational capabilities and can only map an input sequence to a nal discrete state. In the present paper we describe an extended architecture that allows one to fully specify both the input and output portions of data, as required by the supervised learning paradigm. In this way, general sequence processing tasks can be addressed, such as production, classi cation, or prediction.
The paper is organized as follows. Section 2 is devoted to a circuit description of the architecture and its statistical interpretation. In section 3 we d e r i v e the equations for training IOHMMs. In particular, we present a n E M v ersion of the learning algorithm that can be used for discrete inputs and linear subnetworks, and a GEM version for general multilayered subnetworks. In section 4 x t = f(x t;1 u t ) y t = g(x t u t ) (1) where u t 2 R m is the input vector at time t, y t 2 R r is the output vector, and x t 2 V = f1 2 : : : n g is a discrete state. These equations de ne a generalized Mealy nite state machine, in which inputs and outputs may t a k e o n c o n tinuous values. f( ) is referred to as the state transition function and g( ) i s t h e output function. I n t h i s p a p e r , w e consider a probabilistic version of these dynamics, where the current inputs and the current state distribution are used to estimate the output distribution and the state distribution for the next time step.
Admissible state transitions will be speci ed by a transition graph G = fV Ẽ g, whose vertices correspond to the model's states. G The proposed system is illustrated in Figure 1 . The architecture is composed by a s e t o f state networks N j j= 1 : : : na n d a s e t o f output networks O j j= 1 : : : n . Each one of the state and output networks is uniquely associated to one of the states in V, and all networks share the same input u t . E a c h state network N j has the task of predicting the next state distribution P(x t j x t;1 =i u t ), based on the current input and given that the previous state x t;1 = j. Similarly, e a c h output network O j computes some parameters of the distribution for the current output of the system, P(y t j x t =i u t ), given the current state and input.
Typically, the output networks compute the expected output value, i t = E y t j x t = i u t ].
All the subnetworks are assumed to be static, i.e., they are de ned by means of algebraic mappings N j (u t j ) and O j (u t # j ), where j and # j are vectors of adjustable parameters (e.g., connection weights).
We assume that these functions are di erentiable with respect to their parameters. ' ij t = 1 8j t: (3) and ' can be given a probabilistic interpretation. As shown in Figure 1 , the outputs ' of the state networks are used to recursively compute at each time step the vector t 2 R n , which represents the current \memory" of the system, and can be interpreted as the current state distribution, given the past input sequence. This \memory" variable is computed as a linear combination of the outputs of the state networks, gated by its value at the previous time step:
where ' j t = ' 1j t : : : ' nj t ] 0 .
Output networks compete to predict the global output of the system t 2 R r :
where j t 2 R r is the output of subnetwork O j .
At this level of description, we do not need to further specify the internal architecture of the state and output subnetworks, as long as they compute a di erentiable function of their parameters.
A Probabilistic Model
As hinted above, this connectionist architecture can be also interpreted as a probability model. To simplify, we assume here a multinomial distribution for the state variable x t , i.e., a probability is computed for each possible value of the state variable x t . Let us consider t , the main variable of the temporal recurrence t = P n j=1 j t;1 ' j t . I f w e initialize the vector 0 to positive n umbers summing to 1, it can be interpreted as a vector of initial state probabilities. Because (4) is a convex sum, t is a vector of positive n umbers summing to 1 for each t, and it will be given the following interpretation:
i t = P ( x t = i j u t probabilistic interpretation:
P(x t = i j x t;1 =j u t )P(x t;1 =j j u t;1 1 )
i.e., the subnetworks N j compute transition probabilities conditioned on the input u t :
' ij t = P ( x t = i j x t;1 = j u t )
As in neural networks trained to minimize the output mean squared error (MSE), the output t of this architecture can be interpreted as an expected \position parameter" for the probability distribution of the output y t . H o wever, in addition to being conditional on an input u t , this expectation is also conditional on the state x t :
i t = E y t j x t = i u t ]:
The total probability P(y t j u t #) is obtained as a mixture of the probabilities P(y t j x t =i u t # i ), which are conditional to the present state 1 . F or example, with a Gaussian output model for each subnetwork (corresponding to a mean squared error criterion), the output distribution is in fact a mixture of Gaussians.
In general, the state distribution predicted by the set of state subnetworks provides the mixing proportions:
P(y t j u t 1 ) = X i P(x t = i j u t 1 )P(y t j x t =i u t ) (10) where the actual form of the output densities P(y t j x t =i u t ) w i l l b e c hosen according to the task. For example a multinomial distribution is suitable for sequence classi cation, or for symbolic mutually exclusive outputs. Instead, a Gaussian distribution is adequate for producing continuous outputs. In the rst case we use a softmax function at the output of subnetworks O j in the second case we use linear output units for the subnetworks O j .
Conditional Dependencies
The random variables (for input, state, and output) involved in the probabilistic interpretation of the proposed architecture have a joint probability P ( u T 1 x T 1 y T 1 ). Without conditional independency as- 1 To simplify the notation, we write the probability P ( X = x) that the discrete random variable X takes on the value x as P(x), unless this introduces some ambiguity. Similarly, i f X is a continuous variable we u s e P ( x) to denote its probability density. One of the most evident consequences of this independency model is that only the previous state and the current input are relevant to determine the next state. This one-step memory property is analogue to the Markov assumption in hidden Markov models. In fact, the Bayesian network for HMMs can be obtained by simply removing the u t nodes and arcs from them (see Figure 2b) . However, there are other basic di erences between this architecture and standard HMMs, both in terms of computing style and learning.
These di erences will be further discussed in 4.1.
A Supervised Learning Algorithm
The learning algorithm for the proposed architecture is derived from the maximum likelihood principle.
An extension that takes into account priors on the parameters is straightforward and will not be discussed
here. We will discuss here the case where the training data are a set of P pairs of input/output sequences, independently sampled from the same distribution:
Let denote the vector of parameters obtained by collecting all the parameters j and # i of the architecture. The likelihood function is then given by 2 :
The output values (used here as targets) may also be speci ed intermittently. F or example, in sequence classi cation tasks, one is only interested in the output y T at the end of each sequence. The modi cation of the likelihood to account for intermittent targets is straightforward. According to the maximum likelihood principle, the optimal parameters are obtained by maximizing (11) . The optimization problem arising from this formulation of learning can be addressed in the framework of parameter estimation with missing data, where the missing variables are the state paths X = fx Tp 1 (p) p = 1 : : : P g (describing a path in state space, for each sequence). Let us rst brie y describe the EM algorithm. 
which is the expected value of the complete data log-likelihood, given the observed data D and the parameters^ computed at the end of the previous iteration. Intuitively, computing Q corresponds to lling in the missing data using the knowledge of observed data and previous parameters. The auxiliary function is deterministic and can be maximized. An EM algorithm thus iterates the following two steps, for k = 1 2 : : : , u n til a local maximum of the likelihood is found:
Estimation:
Maximization: Update the parameters as
In some cases, it is di cult to analytically maximize Q(
), as required by the M step of the above algorithm, and we are only able to compute a new value
that produces an increase of Q. In this case we h a ve a so called generalized EM (GEM) algorithm:
Update the parameters as
The following theorem guarantees the convergence of EM and GEM algorithms to a (possibly local) maximum of the (incomplete data) likelihood:
where the equality holds if and only if
EM for Training IOHMMs
In order to apply EM to IOHMMs we begin by noting that the variable X , representing the paths in state space, is not observed. Knowledge of this variable would allow one to decompose the temporal learning problem into 2n static 3 learning subproblems. Indeed, if x t was known the state probabilities i t would reduce to either 0 or 1 and it would be possible to independently train each instance of the subnetworks at di erent time steps 4 , without taking into account a n y temporal dependency (taking into account only the sharing of parameters across di erent times). This observation allows us to link EM learning to the target propagation approach discussed in the introduction. Note that if we used a Viterbi-like approximation 
The last equality f o l l o ws from the conditional independency model that we h a ve assumed. Iterating the decomposition we obtain the following factorization of the complete likelihood:
P(y t x t j x t;1 u t ):
Let us de ne the vector of indicator variables z t as follows: z i t = 1 i f x t = i, a n d z i t = 0 otherwise. Since the state distribution is multinomial, E z i t j u t 1 ] = P(z i t j u t 1 ) = P(x t = i j u t 1 ) = i t . Using indicator variables, we rewrite the complete data likelihood as follows:
P(y t j x t u t )P(x t j x t;1 u t )
P(y t j x t = i u t ) z i t P(x t = i j x t;1 = j u t ) z i t z j t;1 :
Taking the logarithm we obtain the following expression for the complete data log-likelihood:
z i t log P(y t j x t =i u t ) + n X j=1 z i t z j t;1 log P(x t =i j x t;1 Eqj u t ): (19) Since l c ( D c ) depends on the unknown state variable X we cannot maximize directly (19) . If X was given, the temporal credit assignment problem would be solved. To complete the training there would only remain to learn from data the static mappings that produce the output and the state transitions. In this situation EM helps to decouple static and temporal learning.
The Estimation Step
We can compute the expected value of l c ( D c ) with respect to the distribution of the paths X , g i v en the data D and the \old" parameters^ :
i t log P(y t j x t = i u t ) + n X j=1ĥ ij t log P(x t = i j x t;1 = j u t ) (20) where g i t ) are the elements of the autocorrelation matrix for consecutive state pairs. The hat inĝ i t andĥ ij t means that these variables are computed using the old parameters^ .
In order to compute h ij t and g i t we i n troduce the following probabilities, borrowing the notation from the HMM literature:
i t def = P (y T t+1 j x t = i u T t ):
i t can be rewritten as follows: (23) and thus, using the conditional independence assumptions graphically depicted in Figure 2 and previously discussed, we obtain i t = P(y t j x t =i u t )
X ' i`( u t ) ` t;1 : (24) where P(y t j x t =i u t ) speci es the output distribution in state i and ' i`( u t ) speci es the next state distribution in state i, both conditioned on the current input. This recursion is initialized with the initial state probabilities i 0 def = P(x 0 = i) (which can xed a priori or learned as extra parameters, as in HMMs).
In general, we will constrain the model to end up in one of several nal states from the set F, s o t h e likelihood L( D p ) for a sequence p can be written in terms of the 's:
Similarly, a backward recursion can be established for i t :
i t = P(y T t+1 j x t =i u T t ) = X P(y T t+1 x t+1 =`j x t =i u T t ) = X P(y t+1 j y T t+2 x t+1 =` x t =i u T t )P(y T t+1 j x t+1 =` x t =i u T t )P(x t+1 =`j x t =i u T t ) ( 2 6 ) and thus using the conditional independence assumptions:
i t = X P(y t+1 j x t+1 =l u t )'`i(u t+1 ) ` t+1 : (27) where the backward recursion is initialized with i T = 1 i f i 2 F and 0 otherwise. It is maybe useful to remark how these distributions are computed. P(y t j x t =i u t ) is obtained by running subnetwork O i on the input vector u t , and plugging the target vector y t and O i 's output i t into the algebraic expression of the output distribution. ' i`( u t ) is simply the`-th output of subnetwork N i , fed with the input vector u t .
The transition posterior probabilities h ij t can be expressed in terms of and :
= P(y T t+1 j x t =i x t-1 =j y t 1 u T 1 )P(y t j x t =i x t-1 =j y t-1
where the last equation is obtained using the conditional independency assumptions and L is the conditional likelihood (equation 25). The state posterior probabilities g i t can be obtained by summing h's, with P j h ij t , or directly: (29) To summarize, we obtain equations similar to those used to train HMMs with the Baum-Welch algorithm. (24), (27) and (25) can be constrained by the transition graph underlying the model.
The Maximization Step
Each iteration of the EM algorithm requires to maximize Q( (k) ). As explained below, if the subnetworks are linear this can be done analytically (for example with symbolic inputs). In general, however, if the subnetworks have hidden sigmoidal units, or use a softmax function to constrain their outputs to sum to one, the maximum of Q cannot be found analytically. In these cases we can resort to a GEM algorithm, that simply produces an increase in Q, for example by gradient ascent. Although Theorem 1 guarantees the convergence of GEM algorithms to a local maximum of the likelihood, their convergence may b e signi cantly slower compared to EM. However, the parameterization of transition probabilities through layers of neural units makes the learning algorithm smooth and suitable for use in on-line mode (i.e., updating the parameters after each sequence presentation, rather than accumulating parameter change information over the whole training set). This is a desirable property 3 6 ] and may often help to speed up learning. Indeed, in several experiments we noticed that convergence can be accelerated using stochastic (i.e., on-line) gradient ascent on the auxiliary function.
General form of the IOHMM training algorithm
In the most general form, IOHMM training can be summarized by the following algorithm. (24) and (27)) using the current v alue^ of the parameters compute the posterior probabilitiesĥ ij t (for each j such that i 2 S j ) a n d g i t (eqs. (28) and| (29) In general there are m n 2 allowed transitions in the graph (for n states). Let p be the number of weights (or parameters) in the transition and output models. Therefore the time complexity for each time step is O(m + p), as in ordinary HMMs (for which p is simply equal to the number of parameters in the output models). Therefore the total computation for a training epoch i s O((m + p)T), where T is the sum of the lengths of all the sequences in the training set. This is similar to the case of recurrent n e t works trained with backpropagation through time, O(n w T), where n w is the numb e r o f w eights.
Specializations of the training algorithm
Steps 2 and 3 of Algorithm 1 (corresponding to the Maximization step of EM) can be implemented in di erent forms, depending on the nature of the data and of the subnetworks that compose the architecture.
Lookup-table networks for symbolic data processing
We describe now a procedure that applies a true EM algorithm when the inputs are discrete and the subnetworks behave like lookup tables addressed by the input symbols. For simplicity, w e restrict the following analysis to sequence classi cation tasks. Since we assume that the model will be able to discriminate the di erent classes of sequences, we will simplify the system by associating one nal state to each o f the classes, and by assuming that the last input is not necessary to perform the classi cation. Therefore, there will be no output except at the last time step, and at the last time step the probability distribution over nal states P(x T j u T 1 ) will directly give the probability distribution over output classes P(y j u T 1 ). Therefore, no output subnetworks need to be used in this particular application of the algorithm, since the output is directly read from the nal state. During learning, the target class gives us a nal target state x ? (p) (for the p-th sequence). The likelihood function can then be simpli ed as follows:
Symbolic inputs can be encoded using index vectors. In particular, if A = f1 : : : m g is the input alphabet, the symbol k is encoded by the vector u having a 1 in the k-th position and 0 elsewhere. Let us suppose that each state network has a single linear layer. Then, the weights of subnetwork N j take the meaning of probabilities of transition from state j, conditional on the input symbol, i.e.
w ijk = P ( x t = i j x t;1 = j u k t = 1 )
In order to preserve consistency with the probabilistic interpretation of the model, such w eights must be ; jk (34) where the second sum is extended to all the time steps for which the input symbol t takes on the value k. The above expression is zero if w ijk = P X p=1 X t: t =kĥ ij t jk (35) and then, imposing the constraint P i2S j w ijk = 1 w e obtain jk = P i2S j P P p=1 P t: t=kĥ ij t .
Nonlinear Subnetworks
We consider here the general case of nonlinear (for example, multilayered) subnetworks. (36) where the partial derivatives @' ij t @ jk can be computed using back-propagation.
Similarly, denoting with # ik a generic weight of the output subnetwork O i , w e h a ve:
log P(y t j x t =i u t ) @ i` t @# ik (37) where @ i` t @# ik are also computed using back-propagation. Intuitively, the parameters are updated as if the estimation step of EM had provided soft targets for the outputs of the 2n subnetworks, for each time t.
Comparisons

Standard Hidden Markov M o d e l s
The model proposed here is a natural extension of HMMs 20, 2 1 , 2 2 ]: the distribution of the output sequence is conditioned on an input sequence. Furthermore, we propose to parameterize the next-state and output distributions with complex modules such as arti cial neural networks.
The most typical applications of standard HMMs are in automatic speech recognition 21, 37] . In these cases each lexical unit is associated to one model M i . During recognition one computes for each m o d e l the probability P ( y T 1 j M i ) o f h a ving generated the observed acoustic sequence y T 1 . During training the parameters are adjusted to maximize the probability that the correct model M i generates the acoustic observations associated to instances of the i-th lexical unit. Training is therefore not discriminant: it does not try to learn how to decide which phoneme sequence is most likely, instead it learns (in an essentially unsupervised way) what is the distribution of observations associated to each class (e.g., phoneme). The likelihood of observations is maximized using the Baum-Welsh algorithm, which is an EM algorithm.
Dynamic programming techniques may be used to decode the most likely sequence of states. This most likely state sequence can be also used during training (Viterbi algorithm) to approximate the estimation step of EM.
The architecture proposed in this paper di ers from standard HMMs in two respects: computing style and learning. With IOHMMs, sequences are processed similarly to recurrent n e t works, e.g., an input sequence can be synchronously transformed into an output sequence. This computing style is real-time and predictions of the outputs are available as the input sequence is being processed. This architecture thus allows us to model a transformation from an input sequence space to an output sequence space: in this way, all the fundamental sequence processing tasks such a s production, prediction, a n d classi cation can be dealt with. Finally, standard HMMs are based on a homogeneous Markov c hain, whereas in IOHMMs, transition probabilities are conditional on the input and thus depend on time, resulting in an inhomogeneous Markov c hain. Consequently, t h e dynamics of the system (speci ed by the transition probabilities) are not xed but are adapted in time depending on the input sequence. or GEM algorithm, they apply Viterbi decoding in order to estimate the most likely state trajectory, thereafter used as a target sequence for the feedforward network. A common feature of these algorithms and the one proposed in this paper is that neural networks are used to extract temporally local information whereas a Markovian system integrates long-term constraints. Unlike most of these systems, IOHMMs represent a conditional distribution of a (desired) output sequence when an (observed) input sequence is given, rather than being a model of some observation sequence. Furthermore (for some classes of output and transition models), the EM algorithm can still be applied, even though IOHMMs represent a discriminant model (whereas other hybrids of neural networks with HMMs which are discriminant can't be trained with the EM algorithm).
First and Second Order Recurrent N e t works
A rst order fully recurrent network with sigmoidal nonlinearities evolves according to the nonlinear iterated map x t = f(Wx t;1 + V u t ), where x t is a continuous state vector and W and V are weight matrices. The dynamics of an IOHMM, instead, are controlled by the recurrence t = P n j=1 j t;1 ' j (u t ), that updates the state distribution t given the input sequence u t 1 . In the IOHMM case, the dynamics are linear in the state variable (but nonlinear in the inputs), which m a y result in less general computational capabilities, compared to recurrent networks. In order to gain some intuition about the computational power of IOHMMs, it is useful to consider the limit case of transition probabilities that tend to 0 or 1. Such deterministic behavior (corresponding to equation 1) is obtained when the output units of the state networks are saturated 6 (39) Following 40], a second order network can represent discrete states by \one-hot" encoding: x i t = 1 if the state at time t is i, a n d x i t = 0 otherwise. If these encoding assumption are satis ed (again, this will happen if the state units are saturated), equations 39 and 38 are equivalent. In second order networks encoding discrete states, the previous state selects the weight matrix W j to be used to predict the next state, given the input. Thus the saturated second order network behaves like a modular architecture, similar to the one we h a ve described, in which distinct subnetworks are activated at time t depending on the discrete state at time t ; 1. A similar interpretation of second order networks, although limited to symbolic inputs, was proposed in 41].
Adaptive Mixtures of Experts
Adaptive mixtures of experts (ME) 27] and hierarchical mixtures of experts (HME) 42] h a ve been introduced as a divide and conquer approach to supervised learning in static connectionist models. A mixture of experts is composed by a modular set of subnetworks (experts) that compete to gain responsibility i n modeling outputs in a given region of input space. The system output y is obtained as a convex combination of the experts' outputs y j : y = P j g j y j where the weights g j are computed as a parametric function of the inputs by a s e p a r a t e s u b n e t work (gating network) that assigns responsibility to di erent experts for di erent regions of the input space. Learning in the MC architecture uses approximated gradient ascent to optimize the likelihood, in contrast to the EM supervised learning algorithm proposed by Jordan & Jacobs (1994) for the HME. The approximation of gradient is based on one step truncated back-propagation through time (somehow similar to Elman's approach 4 3 ] ) and allows online updating for continually running sequences, which is useful for control tasks. As shown earlier in this paper, the interpretation of the state sequences of IOHMMs as missing data yields to maximization of the likelihood with an EM or a GEM algorithm.
Learning Temporal Dependencies with IOHMMs
Generally speaking, sequential data presents long-term dependencies if the data at a given time t is signi cantly a ected by the past data at times t. Accurate modeling of such sequences is typically di cult. In the case of recurrent networks trained by gradient descent, credit assignment through time is represented by a sequence of gradients of the error function with respect to the state of the sigmoidal units. However, many researchers have found this procedure ine ective for assigning credit over long temporal spawns 13, 1 4 , 15] . In the case of IOHMMs trained by the EM algorithm, credit assignment through time is represented by the sequences of posterior (i.e., after having observed the data) probabilities P(x t =i j u t 1 y t 1 ). In the following we summarize the main results on the problem of learning long-term dependencies with Markovian models, which include IOHMMs and HMMs. A formal analysis of this problem can be found in 44].
Temporal Credit Assignment
In previous work 13] w e found theoretical reasons for the di culty in training parametric non-linear dynamical systems to capture long-term dependencies. For such systems, the dynamical evolution is controlled by a non-linear iterated map a t = M(a t;1 u t ), with a t a c o n tinuous state vector. Systems described by s u c h an equation include most recurrent neural network architectures. The main result states that either long-term storing or gradient propagation is harmed, depending on whether kM 0 k, the norm of the Jacobian of the state transition function, is less or greater than one. If kM 0 k < 1 then the system is endowed with robust dynamical attractors that can be used to reliably store pieces of information for an arbitrary duration. However, gradients will vanish exponentially as they are propagated backward in time. If kM 0 k > 1 then gradients do not vanish, but information about past inputs is gradually lost and can be easily deleted by noisy events. For example, if element A of the system can be used to detect particular conjunctions of inputs and state, and element B can latch that information, the problem is that in order to train A one has to back-propagate through B, but gradients through B vanish over long time periods.
In the present paper we h a ve i n troduced a connectionist model whose dynamical behavior is controlled by the constrained linear recurrence equation t = (u t ) t;1 , where t is interpreted as a probability distribution de ned over a set of discrete states, and (u t ) corresponds to a matrix of transition probabilities. In this case, the norm of the Jacobian of the state transition function is constrained to be exactly one. Like in recurrent n e t works, learning in non-deterministic Markovian models generally becomes increasingly di cult as the span of the temporal dependencies increases 44]. However, a very important qualitative di erence is that in Markovian models long-term storing and temporal credit assignment a r e not necessarily incompatible: they either both occur or are both impractical. They both occur in the very special case of an essentially deterministic model. The di culty increases as the model becomes more non-deterministic and is worst when it is completely ergodic. Eigenvalues of (u t ) which are less than 1 correspond to a loss of information about initial conditions, a di usion of information through time.
Conversely, credit assignment b a c kwards through time is harmed by this phenomenon of di usion during the backward phase (which is just the transpose of the forward phase). On the contrary, i f m o s t o f t h e eigenvalues of (u t ) are close to one (i.e., the models tend towards a deterministic behavior), then both storing and credit assignment are more e ective.
In order to provide some intuitions about the practical di culty in learning long-term dependencies with Markovian models, let us consider a sequence classi cation problem with a discrete target variable y for the last step of each training sequence. If the sequences are long and contain relevant classi cation information at their beginning, then clearly the task exhibits long-term dependencies. Key variables in the temporal credit assignment problem are the probabilities j t of state j at time t, g i v en the observed target y. As shown in section 3, these variables are computed during the estimation step of EM. They actually correspond to the gradient of the likelihood with respect to the state probabilities j t , i.e., they indicate how the probabilities associated to each state at each time step should increase in order to increase the total likelihood. We h a ve found that in most cases the j t tend to become independent o f j for t very far away from the nal supervision. Clearly, this re ects a situation of maximum uncertainty about the changes required to increase the likelihood. If all j t are the same for a given t, then all the states at this time step are equally responsible for the nal likelihood: no (small) change of parameters would increase the likelihood. This represents a serious di culty for propagating backwards in time e ective temporal credit information, and makes very di cult learning in the presence of long-term dependencies. However, when the transition probabilities are close to 1 or 0, long-term context can be propagated and credit assignment through time performed correctly. Such a situation can be found for example in problems of grammar inference in which the input/output data is essentially deterministic (as with the task studied in section 6).
An analysis of this problem of credit assignment is presented in 44] , in which w e study the problem from a theoretical point of view, applying established mathematical results on Markov c hains 45] to the problem of learning long term dependencies in homogeneous and non-homogeneous HMMs. Although the analysis is the same for both ordinary HMMs and IOHMMs, there is a very important di erence in the simplest cure, which i s t o h a ve transition probabilities near 0 or 1. An HMM with deterministic (or almost deterministic) transition probabilities is not very useful because it can only model simple cycles. On the other hand an IOHMM can perform a large class of interesting computations (such as grammar inference) with this same constraint, because the transition probabilities can vary at each time step depending on the input sequence. The analyses reported in 44] also suggest that fully connected transition graphs have the worst behavior from the point of view of temporal credit propagation. The transition graph can be constrained using some prior knowledge on the problem. There are two main bene ts that can be gained by i n troducing prior knowledge into an adaptive model: improving generalization to new instances and simplifying learning 46, 47, 48] . Techniques for injecting prior knowledge into recurrent neural networks have been proposed by m a n y researchers 49, 50, 51] . In these cases the domain knowledge is supposed to be available as a collection of transition rules for a nite automaton. A similar approach could be used to choose good topologies of the transition graph in Markovian models (e.g., HMMs or IOHMMs). For example, structured left-to-right H M M s h a ve b e e n i n troduced in speech recognition with a topology that is based on elementary considerations about speech production and the structure of language 52, 3 7 ].
Reducing Credit Di usion by P enalized Likelihood
As outlined in 44], the undesired di usion of temporal credit depends on the fast convergence of the rank of the product of n successive matrices of transition probabilities as n increases. The rate of rank lossage can be reduced by controlling the norm of the eigenvalues of the transition matrices t . The ideal condition for credit assignment is a 0{1 transition matrix, whose eigenvalues are on the unitary complex circle. Since the determinant of a matrix equals the product of its eigenvalues, a simple way to reduce the di usion e ect is to add a penalty term to the log likelihood, as follows:
jdet t j (40) where the constant weights the in uence of the penalty term. In this case, the maximization step of EM will require gradient ascent (i.e., we need to use a GEM algorithm). The contribution of the penalty term to the gradient can be computed using the relationship
We h a ve found this \trick" useful for some particularly nasty problems with very long sequences such a s the parity problem (see next section).
Experimental Comparisons with Recurrent N e t works
We present here results on two problems for which one can control the span of input/output dependencies:
The 2-sequence problem and the Parity problem. These two simple benchmarks were used in 13] t o compare the long-term learning capabilities of recurrent n e t works trained by back-propagation and ve other alternative algorithms. For the IOHMM, we used a 7-state system with a sparse connectivity matrix (an initial state, and two separate left-to-right sub-models of three states each to model the two t ypes of sequences, as shown in Figure 4a ). No output subnetworks are required in this case and supervision may be expressed in terms of desired nal state, as explained in section 3.3.1. The resulting architecture is shown in Figure 4b . Other experiments with a full transition matrix yield much w orse results, although improvements were obtained by i n troducing the penalty term (40) .
The parity problem consists in producing the parity of an input sequence of 1's and -1's (i.e., a 1 should be produced at the nal output if and only if the number of 1's in the input is odd). The target is only given at the end of the sequence. For the rst 6 methods we used a minimal size network (1 input, 1 hidden, 1 output, 7 free parameters). For the IOHMM, we used a 2-state system with a full connectivity matrix. In this task we found that performance could be drastically improved by using stochastic gradient ascent i n a w ay that helps the training algorithm get out of local optima. The learning rate is decreased when the likelihood improves but it is increased when the likelihood remains at (the system is stuck in a plateau or local optimum).
For both tasks and each method, initial parameters were chosen randomly for each of 20 training trials.
Noise added to the input sequence was also uniformly distributed and chosen independently for each training sequence. We considered two criteria: (1) the average classi cation error at the end of training, i.e., after a stopping criterion has been met (when either some allowed number of sequence presentations has been performed or the task has been learned), (2) the average number of function evaluations needed to reach the stopping criterion.
In the tables, \p-n" stands for pseudo-Newton 53]. Time-weighted pseudo-newton is a variation in which derivatives with respect to the instantiation of a parameter at a particular time step are weighted by the inverse of the corresponding second derivatives 13]. Multigrid is similar to simulated annealing with constant temperature 0. The discrete error propagation algorithm 13] attempts to propagate backwards discrete error information in a recurrent network with discrete units. Each column of the tables corresponds t o a v alue of the maximum sequence length T for a given set of trials. The sequence length for a particular training sequence was picked randomly within T= 2 a n d T. N u m bers reported are averages over 20 or more 
Regular Grammar Inference
In this section we describe an application of our architecture to the problem of grammatical inference.
In this task the learner is presented a set of labeled strings and is requested to infer a set of rules that de ne a formal language, i.e., that can classify a new sequence of symbols as part of the language, or not part of the language. It can be considered as a prototype for more complex language processing problems. However, even in the \simplest" case, i.e., regular grammars, the task can be proved to be networks. These studies demonstrate that second-order neural networks can be trained to approximate the behavior of nite state automata (FSA). However, memories learned in this way appear to lack robustness and noisy dynamics become dominant for long input strings. This has motivated research to extract automata rules from the trained network 55, 5 7 ] . I n m a n y cases, it has been shown that the extracted automaton outperforms the trained network. Although FSA extraction procedures are relatively easy to devise for symbolic inputs, they may be more di cult to apply in tasks involving a sub-symbolic or continuous input space, such a s i n s p e e c h recognition. Moreover, the complexity of the discrete state space We report experimental results on the application of IOHMMs to a set of regular grammars introduced by Tomita 60] and afterwards used by other researchers as a benchmark to measure the accuracy of inference methods based on recurrent n e t works 59, 5 5 , 5 8 , 5 6 , 57] . The grammars use the binary alphabet f0 1g
and are reported in Table 5 . For each grammar, Tomita also de ned a small set of labeled strings to be used as training data. One of the di culties of the task is to infer the proper rules (i.e., to attain perfect generalization) using these impoverished data.
Since the task is to classify each sequence in two classes (namely, accepted or rejected strings), we used a scalar output and we put supervision at the last time step T. The nal output y T was modeled as a Hence, we did not apply external inputs to the output networks, that reduced to one unit fed by a bias input. In this way, e a c h output network computes a constant function of the last state reached by t h e model. The system output is a combination of these, weighted by t , the state distribution at time t.
Given the absence of prior knowledge about plausible state paths, we u s e d a n ergodic transition graph in which all transitions are allowed. Each state network was composed of a single layer of n neurons with a softmax function at their outputs. Input symbols were encoded by t wo-dimensional index vectors (i.e., u t = 1 0] 0 for the symbol 0 and u t = 0 1] 0 for the symbol 1). The total number of free parameters is thus 2n 2 + n.
In the experiments we measured convergence and generalization performance using di erent sizes for the recurrent a r c hitecture. For each setting we ran 20 trials with di erent seeds for the initial weights. We considered a trial successful if the trained network was able to correctly label all the training strings.
In order to select the model size (i.e., the number of states n) w e generated a small data set composed of 20 randomly selected strings of length T 12, and we applied a cross-validation criterion. For each grammar we trained seven di erent architectures having n = 2 3 : : : 8 and we selected the value n ? that yielded the best average accuracy on the cross-validation data set. Interestingly, except for grammars 2 and 3, the same n ? would have been obtained by c hoosing the smallest model successfully trained to correctly classify the learning set, as shown in Figure 6 . This gure shows the generalization accuracy (triangles) and the frequency of convergence to zero errors on the training set (squares), for each of the grammars, with a comparison to the best result of 5 trials obtained by W atrous & Kuhn 57 ] with a second-order recurrent network (dashed horizontal line) on the same data. We see that most of the IOHMM trials performed better than the best of 5 recurrent n e t work trials and that the best IOHMM trial always generalized perfectly (unlike the best recurrent network). For comparison, in Table 6 we also report for each grammar the number of states of the minimal recognizing FSA 60].
We tested the trained IOHMMs on a corpus of 2 13 ; 1 binary strings of length T 12. The nal results are numerically summarized in Table 6 . The column \Convergence" reports the fraction of trials that succeeded to separate the training set. The next three columns report averages and order statistics (worst and best trial) of the fraction of correctly classi ed strings, measured on the successful trials. For each grammar these results refer to the model size n ? selected by cross-validation. Generalization was always perfect on grammars 1,4,5 and 6. For each grammar, the best trial also attained perfect generalization.
These results compare very favorably to those obtained with second-order networks trained by gradient descent, when using the training sets proposed by T omita. For comparison, in the last column of Table 6 we reproduce the results reported by W atrous & Kuhn 57] in the best of ve trials. Other researchers also obtained interesting results, although they are not directly comparable because of the use of larger 7 training sets 59, 5 5 ] or di erent experimental conditions 58]. In most of the successful trials we observed that the model learned a \deterministic" behavior, i.e., the transition probabilities were asymptotically converging either to 0 or to 1 (exact va l u e s o f 0 o r 1 w ould require to develop in nite weights because of the softmax function). Of course this is consistent with the deterministic nature of the problem. It is however interesting to note that, apart from numerical precision problems, these trained models actually behave like nite automata, rendering trivial the extraction of the corresponding deterministic automaton.
Indeed, for grammars 1,4,5, and 6, we found that the trained IOHMMs behave exactly like the minimal 7 We used the training sets de ned by T omita 60]. recognizing FSA (see Figure 6 ).
In some cases, however, the IOHMM learned a di erent representation. In particular, for grammar 7 we found a model with three states that correctly classify all the test strings. This is interesting because the minimal FSA for grammar 7 has ve states. We report the learned transition probabilities in Figure 7 (a), and the output probabilities in Figure 7 (b). One might w onder if such a representation is robust for longer input strings. To i n vestigate this issue we generated 1000 random strings of length T = 500 and we found that the IOHMM still made no errors.
A potential training problem is the presence of local maxima in the likelihood function. For example, the fraction of converged trials for grammars 3, 4, and 5 is small and the di culty of discovering the optimal solution might become a serious restriction for tasks involving a large number of states. In other experiments 18] w e noticed that restricting the connectivity of the transition graph can signi cantly help to remove problems of convergence. Of course, this approach can be e ectively exploited only if some prior knowledge about the state space is available. For example, applications of HMMs to speech recognition always rely on structured topologies.
To conclude, we h a ve found IOHMMs to perform well on a task of grammar inference in comparison to recurrent networks. Furthermore, we h a ve found that they can sometime nd solutions involving less states than the minimum required if the system was completely deterministic. 
Conclusions
We h a ve presented a recurrent architecture suitable for modeling an input/output relationship in discrete state dynamical systems. The architecture has a probabilistic interpretation, called Input/Output Hidden Markov Model (IOHMM), and can be trained by an EM or GEM algorithm, using the state paths as missing data. It can be seen both as an extension of standard Hidden Markov Models (HMMs), with a conditioning input sequence, and as an extension of the mixture of experts (ME) model 27], with a constrained linear feedback loop and two sets of experts (for predicting the output and for predicting the next state).
On two test problems, in which the span of the temporal dependencies can be controlled, we h a ve found that IOHMMs learn long-term dependencies more e ectively than back-propagation and other alternative algorithms described in 13, 1 8 ]. An analysis of the problem of credit assignment through time in HMMs and IOHMMs 44] explains why they could solve this problem better than recurrent networks (which have a non-linearity in the recurrence loop), and revealed that best results would be obtained when transition probabilities are near 0 or 1. Although this corresponds to uninteresting models in the case of HMMs, it corresponds to a large class of useful models in the case of IOHMMs, because the latter are non-homogeneous (transition probabilities change during the sequence). Furthermore, when HMMs are trained with the (more e cient than gradient ascent) EM algorithm they are trained in a basically non-discriminant w ay, whereas IOHMMs can be trained with the EM algorithm while using a discriminant training criterion.
The results obtained in recent experiments suggest that IOHMMs are appropriate for solving grammatical inference problems. In particular, for the benchmark problem proposed by T omita 60], IOHMMs compare favorably to second order nets trained by gradient descent, in terms of generalization performance.
Future work will have to address extensions of this model in several directions. How w ell does the algorithm perform on larger scale tasks with a large state space? How c a n w e use dynamic programming in applications such as speech recognition where we wish to assign a certain meaning to particular states or transitions? How w ell does the algorithm work on tasks of sequence prediction (e.g. multivariate time-series) and sequence production (e.g. control and robotics tasks)? Are there other ways to improve credit assignment through time when the data to be modeled is very non-deterministic? We are exploring a solution based on a hierarchical representation of the state. This can be achieved by i n troducing several sub-state variables whose Cartesian product corresponds to the system state. Each of these sub-state variables can operate at a di erent time scale, thus allowing credit to propagate over long temporal spans for some of these variables. A di erent option for simplifying the sequential learning task, is to exploit some form of prior knowledge, which can be used, not only to reduce the number of free parameters, but also, to reduce the di culty in capturing long-term dependencies.
