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Mots clefs : Estimation de pente guidée par les données – Saut de dimension – Sélection de
modèle – Pénalisation – Heuristique de pente
La sélection de modèle est un paradigme général incluant de nombreux problèmes de statis-
tiques. L’une des approches les plus populaires est la minimisation d’un critère pénalisé. Birgé
et Massart [2] ont proposé une méthode de calibration où les pénalités sont connues à un fac-
teur multiplicatif près : l’heuristique de pente. Des travaux théoriques valident cette méthode
heuristique dans certaines situations et plusieurs articles montrent un comportement promet-
teur dans des cas pratiques.
Deux méthodes sont actuellement utilisées pour la calibration de cette pénalité : le saut de
dimension (figure 2) et l’estimation de pente guidée par les données (figure 1). Baudry, Maugis
et Michel [6] ont proposé un package matlab implémentant ces deux méthodes avec des inter-
faces graphiques. Nous présentons ici le package Capushe pour le logiciel R proposant leurs
implémentations avec la possibilité de représenter graphiquement les résultats pour les valider.
Durant cet exposé, nous ferons un cours rappel de la théorie puis nous expliquerons l’utilisation
de nos fonctions à l’aide de l’exemple proposé dans le package. Nous détaillerons également les
possibilités que possède l’utilisateur pour évaluer et améliorer la qualité des résultats.
Enfin, nous serons très attentifs aux questions ou suggestions d’améliorations pour le package.
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