Task and motion planning subject to Linear Temporal Logic (LTL) specifications in complex, dynamic environments requires efficient exploration of many possible future worlds. Model-free reinforcement learning has proven successful in a number of challenging tasks, but shows poor performance on tasks that require long-term planning. In this work, we integrate Monte Carlo Tree Search with hierarchical neural net policies trained on expressive LTL specifications. We use reinforcement learning to find deep neural networks representing both low-level control policies and task-level "option policies" that achieve high-level goals. Our combined architecture generates safe and responsive motion plans that respect the LTL constraints. We demonstrate our approach in a simulated autonomous driving setting, where a vehicle must drive down a road in traffic, avoid collisions, and navigate an intersection, all while obeying rules of the road.
I. INTRODUCTION
A robot operating in the physical world must reason in a hybrid space: both its continuous motion in the physical world and the discrete goals it must accomplish are pertinent to correctly completing its tasks. Common practice is to first compute a discrete action plan, then instantiate it depending on what is physically feasible. The field of Task and Motion Planning (TAMP) seeks to integrate solving the continuous and discrete problems, since a robot's immediate physical motion is inextricably coupled with the discrete goal it seeks. One particular case where TAMP is particularly relevant is in the domain of autonomous driving. Self-driving cars have to deal with a highly complex and dynamic environment: they share the road with other vehicles, as well as with pedestrians and bicyclists. Road conditions are also unpredictable, meaning that such methods must be capable of dealing with uncertainty.
Current TAMP approaches combine high-level, "STRIPS"-style logical planning with continuous space motion planning. These methods succeed at solving many sequential path planning and spatial reasoning problems [20, 22] , but dealing with dynamic environments and complex constraints is still a challenge. A key problem is that the combined discrete and continuous state space tends to explode in size for complex problems. The addition of temporal constraints makes the search problem even more difficult, though there has been recent progress in this direction [16] .
On the other hand, recent work in Deep Reinforcement Learning (DRL) has shown promise in control policy learn- Fig. 1 : Simulated self driving car problems containing an intersection and multiple vehicles. The car must be able to behave intelligently when confronted with sudden obstacles like stopped or slow moving vehicles, and it must be able to obey the rules of the road.
ing in challenging domains [13, 15] , including robotic manipulation [9] and autonomous driving [4, 19, 23] . DRL has also been combined with Monte Carlo Tree Search (MCTS) for learning [11] and game playing [21] in a variety of discrete and continuous environments. However, the question remains open whether these approaches can be integrated in a TAMP framework to produce reliable robot behavior.
In this paper, we show that the best of both worlds can be achieved by using neural networks to learn both low-level control policies and high-level action selection priors, and then using these multi-level policies as part of a heuristic search algorithm to achieve a complex task. A major challenge of complex, dynamic environments is that there is no straightforward heuristic to guide the search towards an optimal goal: since the goals are temporally specified, there is no way to anticipate constraints and conflicts that may arise further on in the plan. To address this issue, we formulate task and motion planning as a variant of Monte Carlo Tree Search over high-level options, each of which is represented by a learned control policy, and trained on a set of LTL formulae. The key to performance with MCTS is to start with a good option selection policy, which in this work is provided by a learned high-level policy over a discrete set of options. This approach allows us to efficiently explore the relevant parts of the search space to find high quality solutions when other methods would fail to do so.
To summarize, the contributions of this paper are:
• A planning algorithm for TAMP in dynamic environments that combines learned low-level control policies with learned high level "option policies" over these lowlevel policies; • A framework for incorporating complex task requirements expressed in temporal logic; and • Evaluation of our approach in a simulated autonomous driving domain. Note that while our approach performs very well in simulation, it still has several limitations, which we discuss in Section VI.
II. PRELIMINARIES
In this section we establish notation and terminology for the system modeling and task specification formalisms, Markov Decision Processes (MDPs) and linear temporal logic (LTL), respectively.
A. System model
In keeping with most reinforcement learning algorithms, we model the system under consideration as a Markov Decision Process (MDP) [2] . Learning is performed over a sequence of time steps. At each step t, the agent observes a state, s t ∈ S, which represents the sensed state of the system, i.e., its internal state as well as what it perceives about the environment it operates in. Based on s t , the agent selects an action a t ∈ A from an available set of actions. On performing a t in s t , the agent receives an immediate reward, r t ∈ R, and moves to a state in set s t+1 ∈ δ(s t , a t ). The goal of the agent is to maximize its cumulative reward or a timediscounted sum of rewards over a time horizon (which may be finite or infinite). Without loss of generality, the agent acts according to a policy, π : S → A. A run of an MDP s = s 0 s 1 s 2 · · · is an infinite sequence of states such that for all t, exists a t ∈ A such that s t+1 ∈ δ(s t , a t ).
Given a current state s, the value of Q π (s, a) is defined as the best cumulative reward that can be obtained in the future under policy π after performing action a. The Qfunction is thus a local measure of the quality of action a. Similarly, the value function of an MDP V π : S → R is a local measure of the quality of s under policy π. For an optimal policy π * , the optimal V * and Q * are obtained as fixed points using Bellman's equation. Most reinforcement learning algorithms approximate either the the V function or the Q function. For more detail, the interested reader is referred to the comprehensive survey of RL methods in [12] .
To solve the MDP, we pick from a hypothesis class of policies π composed using a set of high-level options, which are themselves learned from a hypothesis class of parametrized control policies using a deep neural network. As such, the optimal policy may not be contained in this hypothesis class, but we are able to demonstrate architectures under which a good approximation is obtained.
One key challenge when applying RL methods is that most assume a Markovian model of the world. In this work, we augment the state space S with memory in the form of a deterministic Rabin automaton obtained from an LTL specification. This is similar to approaches in the formal methods literature like [8] which construct a product of an MDP and a Rabin automaton. However, in contrast with these approaches, we do not obtain an optimal MDP policy via dynamic programming, but approximate it via deep reinforcement learning.
B. Linear Temporal Logic
We prescribe properties of plans in terms of a set of atomic statements, or propositions. An atomic proposition is a statement about the world that is either True or False. Let AP be a finite set of atomic propositions, indicating properties such as occupancy of a spatial region, and assume a labeling function L : S → 2 AP , which maps system states to subsets of atomic propositions that are True (the rest being false). For a given run s, a word is the corresponding sequence of labels L(s) = L(s 0 )L(s 1 )L(s 2 ) · · · . We use Linear Temporal Logic (LTL) to concisely and precisely specify permitted and prohibited system behaviors in terms of the corresponding words. We briefly review the syntax and semantics of LTL, and refer the interested reader to [6] for further details. Syntax: Let AP be a set of atomic propositions. Formulae are constructed from p ∈ AP according to the grammar:
where ¬ is negation, ∨ is disjunction, is "next" , and U is "until". Boolean constants True and False are defined as usual: True = p ∨ ¬p and False = ¬True. Conjunction (∧), implication (⇒), equivalence (⇔), "eventually" ( 2 ϕ = True U ϕ) and "always" (2 ϕ = ¬ 2 ¬ϕ) are derived. Semantics: Informally, ϕ expresses that ϕ is true in the next "step" or position in the word, ϕ 1 U ϕ 2 expresses that ϕ 1 is true until ϕ 2 becomes true, 2 ϕ means that ϕ is true in every future position, 2 ϕ means ϕ is true at some future position, and 2 2 ϕ means ϕ is true infinitely often (it reoccurs indefinitely). A run s satisfies ϕ (denoted by s |= ϕ) if and only if the word L(s) does.
To allow users who may be unfamiliar with LTL to define specifications, some approaches such as that of [18] include a parser that automatically translates English sentences into LTL formulae. Many applications distinguish two primary types of properties allowed in a specification -safety properties, which guarantee that "something bad never happens", and liveness conditions, which state that "something good (eventually) happens". These correspond naturally to LTL formulae with operators "always" (2) and "eventually" ( 2 ). Another useful property of LTL is the relationship between LTL formulae and Deterministic Rabin Automata (DRAs): for every LTL formula, there is an equivalent DRA. Any LTL formula ϕ over variables in AP can be automatically translated into a corresponding DRA A ϕ of size 2 2 |AP | that accepts all and only those words that satisfy ϕ [6] .
III. APPROACH
We consider systems that evolve according to continuous dynamics f c and discrete dynamics f d : In the MDP framework,
We decompose the system into many actors. Each independent entity is an actor, and in particular the planner (i.e. the agent under our control) is an actor. A world state s = xw ∈ X × W consists of an environment e ∈ E and some number of actors indexed 0, · · · , N . The i-th world state in a sequence is therefore fully defined as:
where each actor k's state x k,i ∈ R n k and w k,i ∈ W k such that N k=0 n k = n and W k = W, and actor 0 is the planner. Actors 1, · · · , N represent all other entities in the world that will update over time according to some unspecified policy specific to them.
Finally, we assume we are given a feature function φ : S → F, which computes a low-dimensional representation of the world state containing all information needed to compute a policy. For example, when doing end-to-end visuomotor learning as in [4, 23] , the function φ(s) would simply return the camera image associated with that particular world state. We show other examples of this feature function in our experiments.
We seek to learn a set of behaviors that allow an actor to plan safe, near-optimal trajectories through the environment, out to a fixed time horizon, while obeying a set of discrete constraints. We decompose this problem into finding two sets of policies: a policy π O : F → O over high-level actions and a policy π U : O × F → U over low-level controls, such that their composition solves the MDP. In particular, our first subgoal is to compute a policy π * U (·, o) for each high-level option o that maps from arbitrary feature values to controls:
We also compute a second policy over options, π * O :
This high-level policy tells us what we expect to be the best control policy to execute over some short time horizon. Note that since we are imposing additional structure on the final policy (which takes the form π * (s) = π * U (φ(s), π * O (φ(s)))), it may no longer be truly optimal. However, it is the optimal such policy found with this set of options O. Our results show that decomposing the problem in this way, by learning a simple set of options to plan with, is effective in the autonomous driving domain. Without leveraging the inherent structure of the domain in this manner, end-to-end training would learn π * (s) directly, but require a much more sophisticated training method and a lot more data. Fig. 2 provides a schematic overview of our proposed approach.
A. Planning Algorithm
In a dynamic environment with many actors and temporal constraints, decomposing the problem into reasoning over goals and trajectories separately as in prior work [20, 22] is intractable due to state space explosion. Instead, we use learned policies together with an approach based on Monte Carlo Tree Search (MCTS). The most commonly used version of MCTS is the Upper Confidence Bound (UCB) for trees. We recursively descend through the tree, starting with s = s 0 as the current state. At each branch we would choose a high level option according to the UCB metric:
is the number of times option o i was observed from s i , and N (s i ) is the number of times s i has been visited during the tree search. Here C is an experimentally-determined, domain-specific constant.
Our particular variant of MCTS has two specializations. First, we replace the usual UCB weight with the variant introduced in [21] , as follows:
is the predicted value of choosing option o i in state s i according to our neural network, and in practice we set C = 1. The goal of this term is to encourage exploration while focusing on option choices that performed well according to previous experience; it grants a high weight to any terms that have a high prior probability from our learned model.
Next, we use Progressive Widening to determine when to add a new node. This is a common approach for dealing with Monte Carlo tree search over a large space [7, 24] . It limits the maximum number of children of a given node to a sub-linear function of the number of times a world state has been visited, and is commonly implemented as N children (s i ) * = (N (s i )) α with α ∈ ( 1 4 , 1 2 ). We use progressive widening together with our learned policy to reduce the number of nodes that must be visited to generate a plan. Whenever we add a new node to the search tree, we additionally use the current high-level policy to explore until we reach a termination condition. After selecting an option to explore, we call the SIMULATE function to evolve the world forward in time. During this update, we check the full set of LTL constraints Φ and associated option constraints ϕ o . If these are not satisfied, the search has arrived at a terminal node and a penalty is applied. Alg. 1 summarizes the standard algorithm for Monte Carlo Tree Search with these modifications.
B. Model Checking
Each discrete option is associated with an LTL formula ϕ o which establishes conditions that must hold while applying that option. We can evaluate u i = π U (o, φ(x i w i )) to get the next control as long as ϕ o holds. In addition, we have a shared set Φ of LTL formulae that constrain the entire planning problem.
When learning options or planning, we check whether sampled runs satisfy an LTL formula. Since we are checking satisfaction over finite runs, we use a bounded-time semantics for LTL [3] . We precompute maximal accepting and rejecting strongly connected components of the DRA, which enables model checking in time linear in the length of the run.
IV. SELF DRIVING CAR DOMAIN
We apply our approach to the problem of planning for a self-driving car passing through an all-way stop intersection. To successfully complete the task the car must: (1) accelerate to a reference speed; (2) stop at a stop sign; (3) wait until its turn to move; and (4) accelerate back to the reference speed, all while avoiding collisions and changing lanes as necessary. We break this down into a set of high-level options: defines behavior at an intersection with multiple other vehicles, and captures behavior where the agent waits until its turn before moving through the intersection. Other options such as Stop and Finish represent the agent's behavior on a crowded road before and after the intersection, respectively.
The Default option was trained on roads with random configurations of vehicles, but with the agent's own lane clear. This option learns lane keeping behavior and corresponding LTL constraints. The Stop option terminates when stopped at a stop region. The Wait option starts in a stop region where multiple other vehicles have priority, and must pass through the intersection successfully. The Left and Right options are successful if they move entirely into the other lane within 21 meters. We also train Follow and Pass options on scenarios where another car is immediately ahead of the agent. In Follow, the agent is restricted to its initial lane; in Pass it is not.
A. Vehicle Modeling
We employ a non-slip second-order nonholonomic model sufficient for realistic motion planning in nominal driving conditions. The physical state of each vehicle entity in the world is defined by x = (p x , p y , θ, v, ψ), where (p x , p y ) denotes the inertial position at the rear axle, θ is heading relative to the road, v is velocity and ψ is the steering angle. The control inputs are acceleration a and steering angle ratė ψ, i.e. u = (u 1 , u 2 ) := (a,ψ). The dynamics of all vehicles are defined asṗ
where L is the vehicle wheel-base. These equations are integrated forward in time using a discrete-time integration using a fixed time-step of ∆t = 0.1 seconds, both during learning and for all experiments.
B. Road Environment
Our scenarios take place at the intersection of two twolane, one-way roads. We choose this setting specifically because it creates a number of novel situations that the selfdriving vehicle may need to deal with. Each lane is 3 meters wide with a 25 mph (11.176m/s 2 ) speed limit, corresponding to common urban and suburban driving conditions. The target area is a 90 meter long section of road containing an intersection, where two multi-lane one-way roads intersect. Stop signs are described in terms of "stop regions": areas on the road within which vehicles must come to a stop before proceeding.
Other vehicles follow an aggressive driving policy. If far enough away from an event, they will accelerate up to the speed limit (25 mph). Otherwise they will respond according to the rules of the road as follows. If the next event on the road is a vehicle, they will slow down to maintain a follow distance of 6 meters bumper to bumper. They will decelerate smoothly to come to a stop halfway through a stop region, and remain stopped until the intersection is clear and they have priority over other waiting vehicles. Once in an intersection, they will accelerate up to the speed limit until they are clear. They have a preferred acceleration of 1.0m/s 2 , and will not brake harder than 2.0m/s 2 . Actors will appear on the road moving at either the speed limit or a point on the reference velocity curve (if before a stop sign).
C. Cost and Constraints
As described in Section III-B, each discrete option is associated with an LTL formula ϕ o which establishes conditions that must hold while applying it (i.e. preconditions). We also have a shared set Φ of LTL formulae constraining the entire plan. For example, the Wait option learns to wait at, then pass through an intersection, and its precondition is ϕ Wait = 2(has stopped in stop region ⇒ (in stop region ∨ in intersection))
For the road scenario, Φ = 2 (in stop region ⇒ (in stop region U has stopped in stop region)) 2((in intersection ⇒ intersection is clear)∧ ¬in intersection U higher priority)
The reward function is a combination of a cost term based on the current continuous state, bonuses for completing intermediate goals, and penalties for violating constraints (e.g. being rejected by the DRA corresponding to an LTL formula). The cost term penalizes the control inputs (acceleration and steering angle rate) as well as jerk, steering angle acceleration, and lateral acceleration. There are additional penalties for being far from the current reference speed, and for offset from the center of the road. We add an additional penalty for being over the reference speed, to discourage dangerous driving while allowing some exploration below the speed when interacting with other vehicles. This cost term is:
W , expressed as the weighted L 2 norm of the residual vector with respect to a diagonal weight matrix W . Here the errors e y and e θ encode the lateral error and heading error from the lane centerline.
We add terminal penalties for hitting obstacles or violating constraints. As noted by [19] , the penalty for rare negative events (and, correspondingly, the reward for rare positive events) must be large compared to other costs accrued during a rollout. We set the penalty for constraint violations to −200 and provide a 200 reward for achieving goals: stopping at the stop sign and exiting the region. When training specific options, we set an additional terminal goal condition: stopping at a stop region for the Stop option, passing through an intersection for the Wait option, and changing lanes within a certain distance for the Left and Right options. We found that this architecture was better able to learn options that satisfied the LTL constraints. In fact, these terminal goal conditions correspond to additional, option-specific LTL specifications (e.g.
2 in stop region).
D. Learning
Our approach for multi-level policy learning is is similar to the framework used by [1] , who use a multi-level policy that switches between multiple high-level options. This allows us to use state of the art methods such as [10, 13] to learn the per-option continuous control policies. All control policies are represented as multilayer perceptrons with a single hidden layer of 32 fully connected neurons. We used the ReLu activation function on both the input and hidden layer, and the tanh activation function on the outputs. Outputs mapped to steering angle rateψ ∈ [−1, 1] rad/s and acceleration a ∈ [−2, 2] m/s 2 .
Our models were trained using Keras [5] and TensorFlow. We used the Keras-RL implementations of deep reinforcement learning algorithms Deep Q Learning (DQN), Deep Direct Policy Gradients (DDPG), and Continuous Deep Q Learning (cDQN) [17] . These were trained for 1 million iterations with the Adam optimizer, a learning rate of 1 × 10 −3 . Exploration noise was generated via an Ornstein-Uhlbleck process with sigma that annealed between 0.3 and 0.1 over 500,000 iterations. We examined two different reinforcement learning approaches for finding the values of our low-level controllers: DDPG [13] , and cDQN [10] . However, cDQN had issues with convergence for some of our options, and therefore we only report results using lowlevel policies learned via DDPG. It should be noted that this is a very difficult and complex optimization problem: the LTL constraints and other actors in the same lane introduce sharp nonlinearities that do not exist when simply learning a controller to proceed down an otherwise empty road.
We then used DQN [14] to learn a stochastic high-level policy over a discrete set of either learned or manuallydefined options, to compare the two. High-level policies were trained on a challenging road environment with 0 to 6 randomly placed cars with random velocity, plus a 50% chance of a stopped vehicle ahead in the current lane.
Features capture the planning actor's heading and velocity on the road, as well as its relationship to certain other actors. We designed our set of features to be generalizable to situations with many or few other actors on the road. For example, we fixed a maximum distance radius, and only considered entities within that horizon. The feature set for the planning actor (actor 0 in Section III) based on its continuous state is:
where we also include the previous control input u = (a,ψ) (for clarity of presentation, u was not explicitly included in the current state s so far). To this, we append the set of For the vehicles ahead, behind, in the other lane ahead and behind, and on the cross road to the left and right, we add the corresponding set of features: for agent j ∈ [1, N ], we add
where waited is the accumulated time since actor j stopped at the stop sign. We also append the predicates associated with each actor. The complete feature set for vehicle 0 is thus φ = (φ x , φ w , φ {−0} ), where the notation {−0} should be understood as the set of all indices but 0. Note that this architecture opens the door to future work where we compute similar policies for all agents i ∈ [0, N ] rather than just agent 0.
V. RESULTS
To validate our planning approach, we generated 100 random unseen worlds, each containing 0-5 other vehicles. These environments include more vehicles than training environments for individual options, and have the possibility of having many vehicles in the same lane. In addition, we test in a case where there are 0-5 random vehicles, plus one vehicle stopped somewhere in the lane ahead. The stopped car is a more challenging case, potentially requiring merging into traffic in the other lane in order to proceed. In all cases, the vehicle needs to be able to negotiate an intersection despite the presence of other vehicles. We compare these two cases in Table I. For cases with the learned or simple action sets, we performed 100 iterations of MCTS as per Alg. 1 to a depth of 10 seconds, and select the best path to execute. Fig. 3 and Fig. 4 show how this functions in practice: the algorithm selects between its library of learned options, choosing to take an action that will move into a lane of moving traffic instead of into a lane where there is a stopped vehicle. The "manual" policy in Table I executes the same aggressive policy as all the other actors on the road. It will usually come to a safe stop behind a stopped vehicle. By contrast, the "Simple" action set contains constant-velocity actions for turning to the left or right, for stopping either comfortably, abruptly, or at the next goal, and for accelerating to the speed limit. It does not have any specific policy for handling LTL constraints. The manual driving policy did better than MCTS over simple manual options, but not as well as MCTS over learned options.
The version of the planning algorithm with learned options but without DQN at the high-level records a few collisions even in relatively simple problems with no stopped car. This occurs in a few different situations, usually when the vehicle is "boxed in" by vehicles on multiple sides and needs to slow down. Without the learned high-level policy to guide exploration, it does not find the correct sequence of options to avoid collisions.
By contrast, with the learned high-level policy, we see perfect performance on the test set for simple problems, and three failures in complex problems. Note that these failures universally represent cases where the vehicle was trapped: there is a car moving at the same speed in the adjacent lane and a stopped car ahead. Given this situation, there is no good option other than to hit the brakes as hard as possible. When our system does not start in such a challenging position, it will avoid getting into such a situation; if it predicts that such a system will arise in the next ten seconds, our planner would give us roughly 2 seconds of warning to execute an emergency stop and avoid collision. Fig. 4 shows a comparison of a subset of the planner calls for MCTS with manually defined vs. learned high level policies. The manual policy has a preference for the default, "stay in lane" policy in all situations. This leads it to a number of unnecessary collisions before it finds a good solution. Fig. 3 shows the selected trajectories associated with these trees.
Our Python implementation takes roughly one second to perform a single search. As shown in Fig. 2 , we expect to perform one search every second to determine the set of options to execute until the next planning cycle. Roughly 25% of the current speed is spent updating the world and evaluating policies for other actors, which could be aggressively reduced with an efficient implementation for on-vehicle deployment.
VI. CONCLUSIONS
We have described a framework for leveraging learned models of simple skills to generate task and motion plans, while making minimal assumptions about our ability to collect data or provide structure to the planning problem. Our approach allows simple, off-the-shelf Deep Reinforcement Learning techniques to generalize to challenging new environments, and allows us to verify their behavior in these environments.
There are several avenues for improvement. First, the learned DDPG policies are imperfect, and demonstrate some oscillatory behavior. Second, we use termination conditions based on fixed time duration during the tree search. Other, more complex conditions are possible under the proposed framework and should be investigated. Additionally, choosing the set of options is a manual process, and choosing the best set automatically is still an open problem. Similarly, we used a manually-engineered feature set, which may be suboptimal. We also wish to extend this work to stochastic control policies combined with continuous-space MCTS, to efficiently perform a more inclusive search over possible trajectories.
