Geometric invariants of $5/2$-cuspidal edges by Honda, Atsufumi & Saji, Kentaro
ar
X
iv
:1
71
0.
06
01
4v
2 
 [m
ath
.D
G]
  1
6 F
eb
 20
19
GEOMETRIC INVARIANTS OF 5/2-CUSPIDAL EDGES
ATSUFUMI HONDA AND KENTARO SAJI
Dedicated to Professor Takashi Nishimura on the occasion of his 60th birthday.
Abstract. We introduce two invariants called the secondary cuspidal curva-
ture and the bias on 5/2-cuspidal edges, and investigate their basic properties.
While the secondary cuspidal curvature is an analog of the cuspidal curvature
of (ordinary) cuspidal edges, there are no invariants corresponding to the bias.
We prove that the product (called the secondary product curvature) of the
secondary cuspidal curvature and the limiting normal curvature is an intrinsic
invariant. Using this intrinsicity, we show that any real analytic 5/2-cuspidal
edges with non-vanishing limiting normal curvature admit non-trivial isometric
deformations, which provides the extrinsicity of various invariants.
1. Introduction
In this paper, we study local differential geometric properties of curves and
surfaces with singular points. Since we look at local properties, we essentially deal
with map-germs: (R, 0) → (R2, 0) and (R2, 0) → (R3, 0). We consider invariants
under an action that is a diffeomorphism on the source space and an orientation
preserving isometry of the target Euclidean space: R2 andR3. In the case of curves,
we take a representative and identify a map-germ (R, 0) → (R2, 0) with a curve
I → R2, where I is an open interval including the origin ofR. Similarly, in the case
of surfaces, we take a representative and identify a map-germ (R2, 0) → (R3, 0)
with a surface U → R3, where U is an open neighborhood of the origin in R2. We
mainly deal with 5/2-cusps and 5/2-cuspidal edges in this paper.
The ordinary cusp or 3/2-cusp is a map-germ (R, 0) → (R2, 0) which is diffeo-
morphic (A-equivalent) to the map-germ t 7→ (t2, t3) at the origin. It is known
that the 3/2-cusp is the most frequently appearing singularity on plane curves.
A cuspidal edge is a map-germ (R2, 0) → (R3, 0) which is A-equivalent to the
map-germ (u, v) 7→ (u, v2, v3) at the origin (Figure 1, right), where two map-
germs f, g : (Rm, 0) → (Rn, 0) are A-equivalent if there exist diffeomorphisms
φs : (R
m, 0) → (Rm, 0) and φt : (Rn, 0) → (Rn, 0) such that φt ◦ f ◦ φs = g.
By definition, the image of a cuspidal edge is diffeomorphic to a direct product of
a 3/2-cusp with an interval ({(x, y, z) | y3 − z2 = 0}), and its differential geomet-
ric properties are well studied. In [27] (see also [22]), the cuspidal curvature for
3/2-cusps is defined. Roughly speaking, the cuspidal curvature measures whether
a 3/2-cusp is narrower or wider. For cuspidal edges, the singular curvature and the
limiting normal curvature are introduced in [20], and their geometric meanings are
studied.
A 5/2-cusp (respectively, 5/2-cuspidal edge) is a map-germ (R, 0) → (R2, 0)
(respectively, (R2, 0)→ (R3, 0)) which is A-equivalent to the map-germ t 7→ (t2, t5)
(respectively, (u, v) 7→ (u, v2, v5)) at the origin (Figure 1, left). A 5/2-cusp is also
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called a rhamphoid cusp. Although 5/2-cuspidal edges do not generically appear,
it has been pointed out that they naturally appear in various differential geometric
situations [6, 10, 19]. For 5/2-cusps, the cuspidal curvature vanishes. Hence, to
measure the width of 5/2-cusps, we need to consider higher order invariants. In
this paper, we define two curvatures on 5/2-cusps in addition to the invariants we
mentioned above, which are the secondary cuspidal curvature and the bias of cusps.
The secondary cuspidal curvature is an analog of cuspidal curvature of 3/2-cusps,
but as we will see in Section 2.1, there is no corresponding notion of bias for 3/2-
cusps. Using these invariants, the secondary cuspidal curvature and the bias, we
also define two curvatures for 5/2-cuspidal edges.
Figure 1. The standard 5/2-cuspidal edge (left) and cuspidal
edge (right).
On the other hand, one fundamental problem is to determine the intrinsicity
and extrinsicity of invariants. It is proved that some basic invariants such as the
singular curvature and the product curvature are intrinsic in [20, 15], and they
have various applications. For example, the intrinsicity of the product curvature
is used to prove existence of isometric deformations of real analytic cuspidal edges
with non-vanishing limiting normal curvature in [16] and [8]. See [4] for other
applications. In [3, 7], several geometric invariants of cross caps are proved to be
intrinsic or extrinsic. In this paper, we determine whether the above invariants
of 5/2-cuspidal edges are intrinsic or extrinsic, proving the existence of isometric
deformations of real analytic 5/2-cuspidal edges with non-vanishing limiting normal
curvature as in [16] and [8].
This paper is organized as follows. In Section 2, we define the secondary cuspi-
dal curvature and the bias for 5/2-cusps, and study their geometric properties. In
Section 3, we deal with 5/2-cuspidal edges and define two invariants for them. As
an example, in Section 3.6, we calculate the invariants on the conjugate surfaces
of spacelike Delaunay surfaces. In Section 4, we prove that the product (called
the secondary product curvature) of the secondary cuspidal curvature and the lim-
iting normal curvature is an intrinsic invariant. Using this intrinsicity, we show
the existence of isometric deformations of real analytic 5/2-cuspidal edges with
non-vanishing limiting normal curvature, which yields the extrinsicity of various
invariants, see Table 2. Finally, in Section 5, we provide an intrinsic formulation of
5/2-cuspidal edges as a singular point of a positive semi-definite metric, called the
Kossowski metric. Using an argument similar to that in Section 4, we prove the
existence of isometric realizations of Kossowski metrics with intrinsic 5/2-cuspidal
edges.
2
2. 5/2-cusps
In this section, we discuss the geometric properties of 5/2-cusps.
2.1. Invariants of 5/2-cusps. Let γ : (R, 0) → (R2, 0) be a map-germ, and
γ′(0) = 0. We say that γ is of A-type if γ′′(0) 6= 0. Let γ : (R, 0) → (R2, 0) be an
A-type map-germ. The cuspidal curvature for γ at 0 is defined by
ω(γ, 0) =
det(γ′′(0), γ′′′(0))
|γ′′(0)|5/2 ,
which measures a kind of wideness of γ at 0 ([22]). We may abbreviate ω(γ, 0) as
ω(γ), or ω, in some cases. It is well known that an A-type map-germ γ is a 3/2-cusp
if and only if det(γ′′(0), γ′′′(0)) 6= 0, and hence ω 6= 0.
Let γ : (R, 0) → (R2, 0) be an A-type map-germ with det(γ′′(0), γ′′′(0)) = 0.
Then there exists l ∈ R such that
γ′′′(0) = lγ′′(0).
Then the secondary cuspidal curvature for γ at 0 is defined by
ωr(γ, 0) =
det
(
γ′′(0), 3γ(5)(0)− 10lγ(4)(0)
)
|γ′′(0)|7/2 .
We abbreviate ωr = ωr(γ) = ωr(γ, 0) as well. By a direct calculation, one can see
that ωr does not depend on the parameter of γ. The following criterion for 5/2-cusp
is known [19]:
Fact 2.1. Let γ : (R, 0) → (R2, 0) be a map-germ with γ′(0) = 0. Then γ is a
5/2-cusp if and only if
(1) det(γ′′(0), γ′′′(0)) = 0,
(2) 3 det(γ′′(0), γ(5)(0))γ′′(0)− 10 det(γ′′(0), γ(4)(0))γ′′′(0) 6= (0, 0).
By the condition (2), γ′′(0) 6= 0. When γ is of A-type at 0, the conditions (1)
and (2) are written as follows. By (1), there exists l ∈ R such that γ′′′(0) = lγ′′(0),
and then (2) is written as
det
(
γ′′(0), 3γ(5)(0)− 10lγ(4)(0)
)
6= 0.
Thus an A-type germ γ is a 5/2-cusp if and only if ω = 0 and ωr 6= 0.
Next we define the bias of cusps. Let γ : (R, 0) → (R2, 0) be an A-type map-
germ which is not a 3/2-cusp (i.e., ω = 0). Then
b(γ, 0) =
det(γ′′(0), γ(4)(0))
|γ′′(0)|3
does not depend on the parameter, and it is called the bias of cusps. We abbreviate
b = b(γ) = b(γ, 0) as well. Let γ be an A-type germ. A line{
u lim
t→0
γ′(t)
|γ′(t)| ; u ∈ R
}
= {uγ′′(0) ; u ∈ R}
passing through γ(0) = 0 is called the tangent line of γ at 0. We set two images of
γ as
γ+ = γ((0, ε)), γ− = γ((−ε, 0)),
for ε > 0. We have the following proposition.
Proposition 2.2. Let γ be an A-type germ with ω = 0. If b 6= 0, then for a
sufficiently small ε > 0, the images γ+ and γ− lie on the same side of the tangent
line of γ. Moreover, if γ is a 5/2-cusp and b = 0, then for a sufficiently small
ε > 0, the images γ+ and γ− lie on both sides of the tangent line of γ.
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Proof. By rotating γ and by a parameter change, we may assume that
(2.1) γ =
(
t2
2
,
t4
4!
γ4 +
t5
5!
γ5(t)
)
,
where γ4 ∈ R and γ5(t) is a smooth function. Then b = γ4 and ωr = 3γ5(0). Since
the tangent line is the horizontal axis, the claim of the proposition is obvious by
these observations. 
One can easily see that for 3/2-cusps, the images γ+ and γ− always lie on both
sides of the tangent line of γ. Thus there is no similar notion of bias for 3/2-cusps.
If an A-type map-germ γ with ω = 0 satisfies b = 0, then γ is said to be balanced
(see Figure 2).
Figure 2. The left figure shows a balanced 5/2-cusp (i.e., b = 0),
and the right one is non-balanced (i.e., b 6= 0). The dotted lines
are the tangent lines at each singular point. As we have shown in
Proposition 2.2, the image of a balanced 5/2-cusp extends over the
two domains separated by the tangent line.
2.2. Behavior of the curvature function. Let sg be the arclength function
sg(t) =
∫ t
0 |γ′(t)| dt of an A-type germ γ : (R, 0) → (R2, 0). It is shown that
(s(t) :=) sgn(t)
√|sg(t)| is C∞-differentiable and s′(0) 6= 0 ([24, Theorem 1.1]).
Thus one can take s(t) as a parameter, which is called the half-arclength parameter
[24]. We have the following proposition.
Proposition 2.3. Let γ : (R, 0)→ (R2, 0) be a 5/2-cusp, and t a parameter. Let
κ be the curvature defined everywhere except t = 0. Then κ˜ = sgn(t)κ is a C∞
function, and
κ˜(0) =
b
3
,
d
ds
κ˜(0) =
√
2
24
ωr
holds, where s is the half-arclength parameter.
Proof. We may assume that γ is given by the form (2.1) without loss of generality.
Then
det(γ′, γ′′)
|γ′|3 =
γ4
3
t3 +
γ5(0)
8
t4 +O(5)∣∣∣∣t6 + γ2412 t10 +O(11)
∣∣∣∣
1/2
= sgn(t)
(
γ4
3
+
γ5(0)
8
t+O(2)
)
holds. Here, O(n) stands for the terms whose degrees are greater than or equal to
n. On the other hand, by |γ′| = ∣∣t√1 + t4γ24/36 +O(5)∣∣ = |t+γ24t4/72+O(5)| and
sg = t
2(1/2 + O(4)), it holds that s = t
√
1/2 +O(4) and dt/ds =
√
2 at 0. The
proposition is then obvious from the above calculations. 
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See [2] for another treatment of curvatures of curves with singularities.
2.3. Projection of space curves. Let Γ : (R, 0) → (R3, 0) be a regular space
curve, and let t be an arclength parameter of Γ, and e,n, b the Frenet frame. We
set the orthogonal projection of Γ to the normal plane (e(0))⊥ at 0 by
γ(t) = Γ(t)− 〈Γ(t), e(0)〉 e(0).
Note that γ′(0) = 0. Then γ at 0 is A-type if and only if κ(0) 6= 0, where κ is the
curvature of Γ. We assume that γ is A-type (i.e., κ(0) 6= 0). Since
ω(γ, 0) =
τ(0)√
κ(0)
,
γ at 0 is a 3/2-cusp if and only if τ(0) 6= 0, where τ is the torsion of Γ. If γ is
A-type but not a 3/2-cusp (i.e., κ(0) 6= 0, τ(0) = 0), then
b(γ, 0) =
τ ′
κ
(0), ωr(γ, 0) =
−κ′τ ′ + 3κτ ′′
κ5/2
(0).
Thus, under the assumption κ(0) 6= 0, γ is a 3/2-cusp if and only if τ(0) 6= 0, and
γ is not a 3/2-cusp and non-balanced if and only if τ(0) = 0, τ ′(0) 6= 0, and γ is a
balanced 5/2-cusp if and only if τ(0) = τ ′(0) = 0, τ ′′(0) 6= 0.
3. Invariants of 5/2-cuspidal edges
In this section, we discuss the geometric properties of 5/2-cuspidal edges.
3.1. Frontals. Let f : (R2, 0) → (R3, 0) be a map-germ. We call f a frontal if
there exists a map ν : (R2, 0) → S2 satisfying 〈df(X), ν〉 = 0 for any X ∈ TpR2
and p ∈ (R2, 0), where S2 stands for the unit sphere in R3. We call ν a unit
normal vector field of f . A frontal is called a front if (f, ν) is an immersion. Let
f : (R2, 0)→ (R3, 0) be a frontal, and ν a unit normal vector field of f . We set
(3.1) λ = det(fu, fv, ν)
by taking a coordinate system (u, v), with fu = ∂f/∂u, fv = ∂f/∂v. We call λ a
signed area density function. By the definition, S(f) = λ−1(0), where S(f) is the set
of singularities of f . A singular point p of f is said to be non-degenerate if dλ(p) 6= 0.
If p is a non-degenerate singular point, then S(f) near p is a regular curve. Let p
be a singular point satisfying rankdfp = 1, then there exists a non-vanishing vector
field η on a neighborhood U of p such that 〈ηq〉R = ker dfq for q ∈ S(f) ∩ U . We
call η a null vector field . We note that the notions of non-degeneracy and null
vector field are introduced in [12]. We remark that a non-degenerate singular point
satisfies rankdfp = 1. A non-degenerate singular point p of f is called first kind
(respectively, second kind) if ηp is transverse to S(f) at p (respectively, ηp is tangent
to S(f) at p). It is well-known that a singular point of the first kind on a front is
a cuspidal edge ([12, Proposition 1.3], see also [21, Corollary 2.5]).
3.2. Basic invariants for singular points of the first kind. In [20], the singular
curvature and the limiting normal curvature are defined for cuspidal edges, namely
singular points of fronts of the first kind. In [14, 15], the cuspidal curvature and
the cusp-directional torsion are defined. These definitions are also valid for singular
points of frontals of the first kind.
Let f : (R2, 0)→ (R3, 0) be a frontal and ν a unit normal vector field. Let 0 be
a singular point of the first kind. Taking a parametrization γ : (R, 0)→ (R2, 0) of
S(f), the singular curvature κs and the limiting normal curvature κν are defined
by
κs(t) = sgn(dλ(η))
det(γˆ′, γˆ′′, ν ◦ γ)
|γˆ′|3 (t), κν(t) =
〈γˆ′′, ν ◦ γ〉
|γˆ′|2 (t),
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respectively ([20]), where (γ′, η) is taken to be positively oriented. Let ξ be a vector
field on (R2, 0) such that ξq is tangent to S(f) at each point q ∈ S(f), and let η be
a null vector field. Then the cuspidal curvature κc and the cusp-directional torsion
or the cuspidal torsion κt are defined by
κc(t) =
|ξf |3/2 det(ξf, η2f, η3f)
|ξf × η2f |5/2
∣∣∣∣∣
(u,v)=γ(t)
,(3.2)
κt(t) =
(
det(ξf, η2f, ξη2f)
|ξf × η2f |2 −
det(ξf, η2f, ξ2f)
〈
ξf , η2f
〉
|ξf |2|ξf × η2f |2
)∣∣∣∣∣
(u,v)=γ(t)
,(3.3)
where ζif stands for the i’th order directional derivative of f by a vector field ζ.
The invariant κc measures a kind of “wideness” of the singularity. Furthermore, it
is shown that κΠ = κcκν is an intrinsic invariant. See Section 4 for the definition
of the intrinsicity and the extrinsicity of invariants. See [15] for details. One can
easily see that κc(0) 6= 0 if and only if f is a front at 0. It is known that for
two cuspidal edges f and g, if their invariants κs, κ
′
s, κν , κ
′
ν , κc, κt coincide at 0,
then there exists a coordinate system such that 3-jets j3f and j3g coincide at 0
([14, Theorem 6.1]), where ′ = d/dt and t is an arclength parameter. In [3, 4],
intrinsicities and extrinsicities of these invariants are investigated. See [18, 1, 11]
for another approach to investigating cuspidal edges, and [25] for other applications
of the above invariants (see also [26]).
3.3. Criterion and invariants for 5/2-cuspidal edges. First, we review the
criterion for 5/2-cuspidal edges given in [6, Theorem 4.1]. In order to do that, we
recall the following fact:
Fact 3.1 ([6, Lemma 4.2]). Let f : (R2, 0) → (R3, 0) be a frontal-germ such that
0 is a singular point of the first kind. Let ξ, η be vector fields on (R2, 0) such that
the restriction ξ|S(f) is tangent to S(f), and η is a null vector field. Then there
exists a null vector field η˜ such that
(3.4)
〈
ξf , η˜2f
〉
(0) =
〈
ξf, η˜3f
〉
(0) = 0
holds. Moreover, if det(ξf, η2f, η3f)(0) = 0, there exists the constant l ∈ R such
that
(3.5) η˜3f(0) = l η˜2f(0)
holds.
This fact is also obtained as a corollary of Lemma 3.4. Then the criterion for
5/2-cuspidal edges is given as follows:
Proposition 3.2 (Criterion for 5/2-cuspidal edges, [6, Theorem 4.1]). The frontal-
germ f : (R2, 0)→ (R3, 0) is a 5/2-cuspidal edge if and only if
(1) ηλ(0) 6= 0,
(2) det(ξf, η2f, η3f) = 0 on S(f),
(3) det(ξf, η˜2f, 3η˜5f − 10lη˜4f)(0) 6= 0.
Here, ξ is a vector field on (R2, 0) such that the restriction ξ|S(f) is tangent to
S(f), and η is a null vector field. Furthermore, η˜ is a null vector field and l ∈ R
is the constant given in Fact 3.1.
The condition (1) implies that 0 is a singular point of the first kind. Moreover,
by [15, Proposition 3.11], the condition (2) implies that f is not a front:
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Fact 3.3 ([15, Proposition 3.11]). Let f : (R2, 0) → (R3, 0) be a frontal-germ
such that 0 is a singular point of the first kind. Take vector fields ξ, η on (R2, 0)
such that the restriction ξ|S(f) is tangent to S(f), and η is a null vector field. Let
q ∈ S(f) be a singular point of the first kind. Then,
det(ξf, η2f, η3f)(q) 6= 0
holds if and only if f is a front at q ∈ S(f).
Proof. A frontal-germ f at a non-degenerate singular point q ∈ S(f) is a front if and
only if ην(q) = 0, where η is a null vector field and ν is a unit normal vector field.
Firstly we show that the condition (2) is equivalent to det(ξf, ν, ην) = 0. Since
〈ν, ξf〉 = 0 and 〈ν, η2f〉 = −〈ην, ηf〉 = 0, we see that ν is parallel to ξf × η2f on
S(f). Thus
(3.6)
|ξf × ηηf |2 det(ξf, ν, ην) = det(ξf, ξf × η2f, η(ξf × η2f))
= det(ξf, ξf × η2f, ηξf × η2f + ξf × η3f).
Since [η, ξ] is a vector field and df(Tp) is generated by ξp (p ∈ S(f)), the derivative
[η, ξ]f = ηξf − ξηf is parallel to ξf , and ηf = 0 on S(f). Since ξ is tangent to
S(f), ξηf = 0 on S(f). Hence ηξf is parallel to ξf . Thus the left-hand side of
(3.6) is equal to
(3.7) det(ξf, ξf × η2f, ξf × η3f)(t).
Since det(a, a × b, a × c) = |a|2 det(a, b, c) for vectors a, b, c ∈ R3, (3.7) is a non-
zero multiple of det(ξf, η2f, η3f)(t). Thus (2) is equivalent to det(ξf, ν, ην) = 0.
One can write ην = αξf + βν. Then β = 〈ην, ν〉 = 0. On the other hand,
|ξf |2α = 〈ην, ξf〉. Since 〈ν, ξf〉 (u, v) 〈ν, ηf〉 (u, v) = 0 for any (u, v), it holds that
〈ην, ξf〉 (u, v) + 〈ν, ηξf〉 (u, v) = 0 〈ξν, ηf〉 (u, v) + 〈ν, ξηf〉 (u, v) = 0 for any (u, v).
Since [η, ξ] is a vector field, [η, ξ]f is parallel to ξf at 0. Thus 〈ν, [η, ξ]f〉 (0) = 0.
Hence we have |ξf |2α = 〈ην, ξf〉 = −〈ν, ηξf〉 = −〈ν, ξηf〉 = 〈ξν, ηf〉 = 0. This
completes the proof. 
To define the invariants of 5/2-cuspidal edges, we prepare the following lemma:
Lemma 3.4. Let f : (R2, 0)→ (R3, 0) be a frontal-germ such that 0 is a singular
point of the first kind. Assume that each singular point q ∈ S(f) is of the first kind.
Let γ(t) be a parametrization of S(f) such that γ(0) = 0, and let ξ be a vector field
on (R2, 0) such that the restriction ξ|S(f) is tangent to S(f). Then, there exists a
null vector field η˜ such that
(3.8)
〈
ξf , η˜2f
〉
(γ(t)) =
〈
ξf, η˜3f
〉
(γ(t)) = 0
holds along γ(t). Moreover, if f is not a front at each q ∈ S(f), then there exists a
function l(t) such that
(3.9) η˜3f(γ(t)) = l(t) η˜2f(γ(t))
holds along γ(t).
Proof. We take a coordinate system (u, v) satisfying S(f) = {v = 0}, η = ∂v. Set
(3.10) η˜ = α(u, v)∂u + ∂v (α(u, v) = v(α1(u) + α2(u)v)),
where we set
α1(u) = − 〈fvv, fu〉〈fu, fu〉
∣∣∣∣
v=0
, α2(u) = − 3α1(u) 〈fuv, fu〉+ 〈fvvv, fu〉
2 〈fu, fu〉
∣∣∣∣
v=0
.
We can check that
〈
fu, η˜
2f
〉
(u, 0) =
〈
fu, η˜
3f
〉
(u, 0) = 0. With respect to the
second assertion, we have det(ξf, η˜2f, η˜3f) = 0 along S(f), by Fact 3.3. Hence,
there exist functions l(t), l¯(t) such that
η˜3f(γ(t)) = l(t) η˜2f(γ(t)) + l¯(t) ξf(γ(t)).
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Since
〈
ξf , η˜3f
〉
(γ(t)) = 0, we have l¯(t) = 0. 
Corollary 3.5. Let f : (R2, 0)→ (R3, 0) be a frontal-germ such that 0 is a singular
point of the first kind. Assume that each singular point q ∈ S(f) is of the first kind.
Then, there exists a coordinate system (u, v) such that S(f) = {v = 0}, and
fv = 0, 〈fu, fvv〉 = 〈fu, fvvv〉 = 0
along the u-axis.
Proof. We take a coordinate system (u, v) satisfying S(f) = {v = 0}, η = ∂v. Set η˜
as in (3.10). Then there exists a coordinate system (x, y) such that x = u and ∂y is
parallel to η˜. Since
〈
fx, η˜
2f
〉
(x, 0) =
〈
fx, η˜
3f
〉
(x, 0) = 0, we have 〈fx, fyy〉 (x, 0) =
〈fx, fyyy〉 (x, 0) = 0. Hence (x, y) is the desired coordinate system. 
Let us assume S(f) is oriented, and let ξ be a vector field such that the restriction
ξ|S(f) is tangent to S(f) agreeing with the orientation of S(f), and let η be a
null vector field so that (ξ, η) is positively oriented. We take a null vector field
η˜ which satisfies the condition (3.4), and (ξ, η˜) is positively oriented. Assuming
f is not a front at 0, then by Fact 3.1, there exists a number l ∈ R such that
η˜3f(0, 0) = lη˜2f(0, 0). We define two real numbers at 0, respectively, by
rb =
|ξf(0, 0)|2 det
(
ξf(0, 0), η˜2f(0, 0), η˜4f(0, 0)
)
|ξf(0, 0)× η˜2f(0, 0)|3 ,
rc =
|ξf(0, 0)|5/2 det
(
ξf(0, 0), η˜2f(0, 0), 3η˜5f(0, 0)− 10 l η˜4f(0, 0)
)
|ξf(0, 0)× η˜2f(0, 0)|7/2 .
Lemma 3.6. The two real numbers rb, and rc do not depend on the choices of ξ
and η˜.
Proof. We take the coordinate system (u, v) given in Corollary 3.5. We set
ξ = α1(u, v)∂u + α2(u, v)∂v, η = α3(u, v)∂u + α4(u, v)∂v,
where αi(u, v) (i = 1, 2, 3, 4) is a smooth function such that α1, α4 > 0, α3(u, 0) = 0.
By the assumption (3.4), (α3)v = (α3)vv = 0 holds on the u-axis. By a straightfor-
ward calculation,
ξf = α1fu,
η2f = α24fvv
η3f = α24(3(α4)vfvv + α4fvvv),
η4f = α44fvvvv + fu ∗+fvv∗
hold on the u-axis. Thus
|fξ|2 det
(
ξf, η2f, η4f
)
|ξf × η2f |3 =
det
(
α1fu, α
2
4fvv, α
4
4fvvvv
)
|α1fu||α24fvv|3
=
det(fu, fvv, fvvvv)
|fu||fvv|3
holds at 0, which shows the independence of rb. By the above calculation, if fvvv =
lfvv, then η
3f = (3(α4)v + α4l)η
2f . Moreover, we see
η5f = α44(10(α4)vfvvvv + α4fvvvvv).
Hence,
|ξf |5/2 det
(
ξf, η2f, 3η5f − 10lη4f
)
|ξf × η2f |7/2
=
det
(
α1fu, α
2
4fvv, 3α
4
4(10(α4)vfvvvv + α4fvvvvv)− 10(3(α4)v + α4l)α44fvvvv
)
|α1fu||α24fvv|7/2
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=
det
(
fu, fvv, 3fvvvvv − 10lfvvvv
)
|fu||fvv|7/2
holds at 0, which shows the independence of rc. 
Definition 3.7. Let f : (R2, 0)→ (R3, 0) be a frontal-germ such that 0 is a singular
point of the first kind. Assume that each singular point is of the first kind and
is not a front. For example, 5/2-cuspidal edges satisfy this assumption. Then, by
Lemma 3.4, we have η˜3f(γ(t)) = l(t)η˜2f(γ(t)), where γ(t) is a parametrization of
S(f), and η˜ is a null vector field satisfying
〈
ξf , η˜2f
〉
(γ(t)) =
〈
ξf , η˜3f
〉
(γ(t)) = 0.
Then we define rb(t), rc(t) as
rb(t) =
|ξf |2 det
(
ξf, η˜2f, η˜4f
)
|ξf × η˜2f |3
∣∣∣∣∣
(u,v)=γ(t)
,(3.11)
rc(t) =
|ξf |5/2 det
(
ξf, η˜2f, 3η˜5f − 10 l η˜4f
)
|ξf × η˜2f |7/2
∣∣∣∣∣
(u,v)=γ(t)
,(3.12)
respectively. The invariant rb(t) is called the bias, and rc(t) is called the secondary
cuspidal curvature. We also define
rΠ(p) := κν(p)rc(p)
for a singular point p, which is called the secondary product curvature.
In [17], the bias rb and the secondary cuspidal curvature rc are used to investigate
the cuspidal cross caps.
3.4. Geometric meanings. Here we study geometric meanings of the invariants
rb and rc.
Let f : (R2, 0) → (R3, 0) be a frontal and 0 a singular point of the first kind.
Moreover, let γ(t) (γ(0) = 0) be a parametrization of S(f), and we set γˆ(t) :=
f(γ(t)). Since 0 is a singular point of the first kind, γˆ′(0) 6= 0, where ′ = d/dt.
Denote by Πf the normal plane (γˆ
′(0))⊥ of γˆ′(0) passing through 0. We call Πf
the normal plane of f passing through 0.
Proposition 3.8. Let f : (R2, 0)→ (R3, 0) be a frontal and 0 a singular point of
the first kind. Assume that f is not a front. Let rb (respectively, rc) be the bias
(respectively, the secondary cuspidal curvature) of the frontal f at 0. Denote by Πf
the normal plane of f passing through 0. Then,
• the slice of f by the normal plane Πf is an image of an A-type map-germ
cˆ : (R, 0)→ (Πf , 0). Moreover,
• if we denote by b(cˆ, 0) (respectively, ωr(cˆ, 0)) the bias of cusps (respectively,
the secondary cuspidal curvature) of cˆ at 0 as a plane curve in Πf , then we
have
rb = b(cˆ, 0), rc = ωr(cˆ, 0).
Proof. Let γ(t) (γ(0) = 0) be a parametrization of S(f), and we set γˆ(t) := f(γ(t)).
The slice of f by the normal plane Πf = (γˆ
′(0))⊥ is given by
C = {(u, v) ; 〈f(u, v), γˆ′(0)〉 = 0},
where ′ = d/dt. We take a coordinate system satisfying S(f) = {v = 0}, η =
∂v and 〈fu, fvv〉 = 〈fu, fvvv〉 = 0 on S(f) (Corollary 3.5). Then we see that
〈f(u, v), γˆ′(0)〉u 6= 0 at 0. Thus we can take a parametrization of C as c(v) =
(c1(v), v). We set cˆ = f ◦ c. We remark that since 〈cˆ(v), γˆ′(0)〉 = 0, it holds that
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c′1(0) = 0. Furthermore, since fv(u, 0) = 0, it holds that fuv(u, 0) = fuuv(u, 0) =
fuuuv(u, 0) = 0. Then we have
cˆ′′(0) = fvv(0, 0) + c′′1(0)fu(0, 0), cˆ
′′′(0) = fvvv(0, 0) + c′′′1 (0)fu(0, 0).
Since 〈cˆ(v), γˆ′(0)〉 = 0, it holds that c′′1 (0) = −〈fu(0, 0), fvv(0, 0)〉 = 0 and c′′′1 (0) =
−〈fu(0, 0), fvvv(0, 0)〉 = 0. Furthermore, since
cˆ(4)(0) = fvvvv(0, 0) + c
(4)
1 (0)fu(0, 0), cˆ
(5)(0) = fvvvvv(0, 0) + c
(5)
1 (0)fu(0, 0),
we see that
b(cˆ, 0) =
det(fu, fvv, fvvvv)
|fvv|3 (0, 0) = rb,
ωr(cˆ, 0) =
det(fu, fvv, 3fvvvvv − 10lfvvvv)
|fvv|7/2 (0, 0) = rc.

3.5. Normal form for 5/2-cuspidal edges. In [14], a normal form for cuspidal
edges is given. We have the following.
Proposition 3.9. Let f : (R2, 0) → (R3, 0) be a 5/2-cuspidal edge. Then there
exist a coordinate system (u, v) on (R2, 0) and an isometry Φ : (R3, 0) → (R3, 0)
such that
(3.13) Φ ◦ f(u, v) =
(
u,
5∑
i=2
ai
i!
ui +
v2
2
,
5∑
i=2
bi0
i!
ui
+
3∑
i=1
bi2
i!
uiv2 +
b14
4!
uv4 +
5∑
i=4
b0i
i!
vi
)
+ h(u, v),
where ai ∈ R (i = 2, . . . , 5), bij ∈ R (i + j ≤ 5) are constants satisfying b05 6= 0,
and h(u, v) consists of the terms whose degrees are greater than or equal to 6, of
the form(
0, u6h1(u), u
6h2(u) + u
4v2h3(u) + u
2v4h4(u) + uv
5h5(u) + v
6h6(u, v)
)
.
Although this proposition can be shown by the same method as in the proof of
[14, Theorem 3.1], we give a proof in Appendix A for the sake of completeness.
Under this normal form, the invariants defined above can be computed as
• (κν(0), κ′ν(0), κ′′ν(0), κ′′′ν (0)) =
(
b20 , b30 −2a2b12, b40 −4a3b12−2a22b20−
2a2b22−3b320−4b212b20, b50 +14a32b12−7a22b30−6a4b12−6a3b22−12b12b20b22−
12b212b30 − 19b220b30 + a2(−6a3b20 − 2b32 + 24b312 + 32b220b12)
)
,
• (κs(0), κ′s(0), κ′′s (0), κ′′′s (0)) =
(
a2 , a3 + 2b12b20, a4 − 4a2(b212 + b220) +
2b20b22 + 4b12b30 − 3a32, a5 − a22(8b12b20 + 19a3) − 2a3(6b212 + 5b220) −
3a2(4b12b22 + 5b20b30)− 24b20b312 + 2b12(3b40 − 13b320) + 6b22b30 + 2b20b32
)
,
• (κt(0), κ′t(0), κ′′t (0)) =
(
2b12 , 2b22 − a2b20, 2b32 + 4a22b12 − a3b20 −
2a2b30 − 16b312 − 8b220b12
)
,
• (rb(0), r′b(0)) =
(
b04 , b14 − 12a2b12
)
,
• rc(0) = 3b05 ,
and κc ≡ 0, where the prime means differentiation with respect to the arclength
parameter of γˆ. Looking at the boxed entries, we have the following proposition.
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Proposition 3.10. Let f, g be germs of 5/2-cuspidal edges. If their invariants κν ,
κ′ν , κ
′′
ν , κ
′′′
ν , κs, κ
′
s, κ
′′
s , κ
′′′
s , κt, κ
′
t, κ
′′
t , rb, r
′
b, rc coincide at 0, then there exist a
coordinate system (u, v) and an isometry A of R3 such that
j50f(u, v) = j
5
0(A ◦ g)(u, v),
where j50f(u, v) stands for the 5-jet of f with respect to (u, v) at 0.
Moreover, a parametrization of f(S(f)) as a space curve is given by f(u, 0). Since
b04, b14, b05 do not appear in f(u, 0), they also do not appear in the curvature κ and
the torsion τ of f(u, 0). Thus we believe that the invariants rb, rc for 5/2-cuspidal
edges were not paid attention to before.
3.6. Invariants of 5/2-cuspidal edges on conjugate surfaces. We denote by
R
3
1 the Lorentz-Minkowski 3-space with signature (−,+,+). A spacelike Delaunay
surface with axis ℓ is a surface in R31 such that the first fundamental form (that
is, the induced metric) is positive definite, it is of constant mean curvature (CMC,
for short), and it is invariant under the action of the group of motions in R31 which
fixes each point of the line ℓ. Such spacelike Delaunay surfaces are classified and
they have conelike singularities (see [5], for details).
As in the case of CMC surfaces in R3, for a given (simply-connected) spacelike
CMC surface in R31, there exists a spacelike CMC surface called the conjugate.
Any conjugate surface of a spacelike Delaunay surface is a spacelike helicoidal CMC
surface1, and it is shown in [6] that such spacelike helicoidal CMC surfaces have
5/2-cuspidal edges. We remark that spacelike zero-mean-curvature surfaces (i.e.,
maximal surface) never admit 5/2-cuspidal edges (cf. [6], see also [28]).
In this section, we compute the invariants rb and rc of 5/2-cuspidal edges on
such spacelike helicoidal CMC surfaces, regarding them as surfaces in R3. More
precisely, setting
(3.14) δ(u) =
(
u2 + k + 1
)2 − 4k,
a non-totally-umbilical spacelike Delaunay surface with timelike axis is given by
fDel(u, v) =
1
2H
(∫ u
0
τ2 + k − 1√
δ(τ)
dτ, u cos(2Hv), u sin(2Hv)
)
for some constant k ∈ R (k 6= 1), where H is the mean curvature (see [6] for more
details). Let f : (R2, 0) → (R31, 0) be a spacelike helicoidal CMC surface which is
given as a conjugate surface of the Delaunay surface fDel. Setting ∆(u) := δ(u)−u4,
such an f can be written as follows (cf. [6]):
(1) If −1 < k < 1 or 1 < k, then f is congruent to
(3.15) fT (u, v) =
(
ψ +
1− k
2H(1 + k)
φ, ρ cosφ, ρ sinφ
)
,
where
ρ(u) :=
√
∆(u)
2H(k + 1)
, ψ(u) :=
∫ u
0
√
2(1 + k) τ4
H
√
δ(τ)∆(τ)
dτ,
φ(u, v) :=
∫ u
0
√
2(1 + k)(1− k)τ2√
δ(τ)∆(τ)
dτ −
√
1 + k
2
v.
1A helicoidal surface is a surface which is invariant under a non-trivial one-parameter subgroup
of the isometry group of R3
1
.
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(2) If k < −1, then f is congruent to
(3.16) fS(u, v) =
(
ρ sinhφ, ρ coshφ, ψ +
k − 1
2H(1 + k)
φ
)
,
where
ρ(u) := −
√
∆(u)
2H(1 + k)
, ψ(r) :=
∫ u
0
√
2(−k − 1) τ4
H
√
δ(τ)∆(τ)
dτ,
φ(u, v) := −
∫ u
0
√
2(−k − 1)(1− k)τ2√
δ(τ)∆(τ)
dτ −
√
−k − 1
2
v.
(3) If k = −1, then f is congruent to
(3.17) fL(u, v) = (ψ − ρ− ρφ2, −2ρφ, ψ + ρ− ρφ2) +H
(
φ3
3
+ φ, φ2,
φ3
3
− φ
)
,
where ρ(u) := u/2,
ψ(u) :=
∫ u
0
τ2(
√
τ4 + 4 + τ2)
4H2
√
τ4 + 4
dτ, φ(u, v) :=
∫ u
0
√
τ4 + 4 + τ2
2H
√
τ4 + 4
dτ + v.
k = 2 k = −2 k = −1
(fT (u, v) given in (3.15)) (fS(u, v) given in (3.16)) (fL(u, v) given in (3.17))
Figure 3. Spacelike helicoidal CMC surfaces (H = 1/2) having
5/2-cuspidal edges in Lorentz-Minkowski 3-space R31. These sur-
faces are conjugates of spacelike Delaunay surfaces with timelike
axis. See [6] for more details.
Here, we consider the case of f = fT (u, v) given in (3.15). Similar computations
can be applied in the cases of fS and fL given in (3.16) and (3.17), respectively.
For simplification, we may assume that H > 0.
Since (fT )u(0, v) = 0, the singular set S(fT ) is given by S(fT ) = {u = 0} and
η = ∂u gives a null vector field. Since the map ν : (R
2, 0)→ S2 defined by
ν =
1√
2∆
√
δ − (k + 1)u2
(√
δ∆,−
√
2(k + 1)u3 cosφ−
√
δ(k − 1) sinφ,
−
√
2(k + 1)u3 sinφ+
√
δ(k − 1) cosφ
)
is a unit normal vector field along fT (cf. Section 3.1), fT is a frontal. Then we
can check that ηλ(0, v) = −1/(2H2√k + 1) (6= 0) holds, where λ is the signed area
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density function (cf. (3.1)). Thus, we have that fT satisfies (1) in Proposition 3.2.
Set ξ(u, v) := ∂v and
η˜(u, v) := ∂u − 2sign(k − 1)
(k − 1)2 u
2∂v
(cf. (3.10)). Then we can check that
〈
ξfT (0, v), η˜
2fT (0, v)
〉
= 0 and η˜3fT (0, v) = 0.
Hence, fT satisfies (2) in Proposition 3.2. Moreover, the constant l is 0. Then, by
a straightforward calculation, we have
det
(
ξfT , η˜
2fT , η˜
5f
)
(0, v) = − 24
H2|k − 1|3 (6= 0).
Therefore, fT satisfies (3) in Proposition 3.2, and hence fT has 5/2-cuspidal edges
along γ(v) = (0, v). The invariants are calculated as
rc(0, v) =
72H3/2
√
k + 1√
|k − 1| , rb(0, v) = 0.
Similarly, in the case of k < −1, the invariants of fS given in (3.16) are calculated
as
rc(0, v) =
72H3/2
√−k − 1
√
1− k cosh
(√−k−1v√
2
) , rb(0, v) = 6√2H (1 + k) sinh
(√−k−1v√
2
)
(1 − k) cosh2
(√−k−1v√
2
) ,
and in the case of k = −1, the invariants of fL given in (3.17) are calculated as
rc(0, v) = −72
√
H
1 + v2
, rb(0, v) =
6
√
2v
H (1 + v2)
2 .
4. Intrinsicity and extrinsicity of invariants
Let f : (R2, 0) → (R3, 0) be a map-germ. The induced metric or the first
fundamental form of f is the metric on (R2, 0) defined by f∗ 〈 , 〉. A function
I : (R2, 0) → R, or I : S(f) → R, is an invariant if I does not depend on
the choice of coordinate system on the source. An invariant I : (R2, 0) → R, or
I : S(f)→ R, is intrinsic if it can be represented by a C∞ function of E,F,G and
their derivatives, where
E = 〈fu, fu〉 , F = 〈fu, fv〉 , G = 〈fv, fv〉 ,
and (u, v) is a coordinate defined in terms of the first fundamental form f∗ 〈 , 〉.
An invariant I : (R2, 0)→ R, or I : S(f)→ R, is extrinsic if there exists a map f˜
such that the first fundamental form of f˜ is the same as f , but I does not coincide.
In [15, 4], it is determined whether some invariants of cuspidal edges are intrinsic or
extrinsic (cf. [3] for invariants of cross caps). In this section, we show rb is extrinsic.
4.1. Intrinsic criterion for 5/2-cuspidal edges. Let f : (R2, 0)→ (R3, 0) be a
frontal-germ and 0 a non-degenerate singular point. Here, we shall show that the
A-equivalence class of 5/2-cuspidal edges can be determined intrinsically among
frontal-germs with non-zero limiting normal curvature κν 6= 0 (Theorem 4.4, Corol-
lary 4.5).
Definition 4.1. Let f : (R2, 0)→ (R3, 0) be a frontal-germ such that 0 is a singular
point of the first kind. A coordinate system (u, v) around 0 is called adjusted at 0 if
fv(0, 0) = 0. A coordinate system (u, v) which is adjusted at 0 is called normally-
adjusted at 0 if (u, v) is compatible with the orientation of (R2, 0), E(0, 0) = 1 and
λv(0, 0) = 1.
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The existence of such a normally-adjusted coordinate system can be verified by
the existence of normalized strongly adapted coordinate systems2 [4, Definition 2.24,
Proposition 2.25] (cf. [20, Lemma 3.2] and [15, Definition 3.7]).
It was proved in [15, Corollary 3.14] that the Gaussian curvature K and the
mean curvature H can be extended smoothly across 5/2-cuspidal edges. Then, we
set
(4.1) Hη := Hv(0, 0), Kη := Kv(0, 0),
where (u, v) is a coordinate system normally-adjusted at 0. We callKη (respectively,
Hη) the null-derivative Gaussian curvature (respectively, the null-derivative mean
curvature) of 5/2-cuspidal edge at 0. We shall prove that the definitions of null-
derivative Gaussian and mean curvature do not depend on the choice of normally-
adjusted coordinate systems, as follows.
Lemma 4.2. If two coordinate systems (u, v) and (U, V ) are normally-adjusted at
0, then
(4.2) Uu = 1, Uv = 0, Vv = 1
holds at (0, 0). Moreover, the definitions of null-derivative Gaussian and mean
curvatures Hη, Kη are independent of the choice of the coordinate system normally-
adjusted at 0.
Proof. Since fv = fV = 0 at (0, 0),
fv = UvfU + VvfV = UvfU
yields Uv(0, 0) = 0. Since (u, v) 7→ (U, V ) is orientation-preserving, J := UuVv −
UvVu is positive-valued. In particular, J(0, 0) = Uu(0, 0)Vv(0, 0) > 0 holds. Setting
λ := det(fu, fv, ν) and Λ := det(fU , fV , ν), we have λ = JΛ. Then
λv = JvΛ + JΛv = JvΛ + J(ΛUUv + ΛV Vv)
holds, and evaluating this at (0, 0) we have
(4.3) 1 = Uu(0, 0)V
2
v (0, 0),
which yields Uu(0, 0) > 0. Since J = UuVv > 0 at (0, 0), Vv(0, 0) > 0 holds.
Moreover, by 1 = E = 〈fu, fu〉 = U2u 〈fU , fU 〉 = U2u at (0, 0), we have Uu(0, 0) = 1.
Substituting this into (4.3), Vv(0, 0) = 1 holds. Hence we have (4.2). Moreover,
then
∂
∂v
= Uv
∂
∂U
+ Vv
∂
∂V
=
∂
∂V
holds at (0, 0). In particular, the definition of Hη, Kη as in (4.1) is independent of
choice of the coordinate system normally-adjusted at 0. 
Since the Gaussian curvature K and the definition of normally-adjusted coordi-
nate systems are intrinsic, the null-derivative Gaussian curvature Kη is an intrinsic
invariant for 5/2-cuspidal edges. Now, we shall check the relationships amongst K,
H , Kη, Hη and other invariants.
Lemma 4.3. Let f : (R2, 0)→ (R3, 0) be a germ of a 5/2-cuspidal edge. Then the
Gaussian curvature K and the mean curvature H of f satisfy
K =
1
3
κνrb − κ2t ,(4.4)
H =
1
2
κν +
1
6
rb(4.5)
2A coordinate system (u, v) centered at (0, 0) is called normalized strongly adapted if the
singular set is given by the u-axis, ∂v gives the null vector field along the u-axis, fv(u, 0) = 0,
|fu(u, 0)| = |fvv(u, 0)| = 1, 〈fu(u, 0), fvv(u, 0)〉 = 0 and 〈fu(u, v), fv(u, v)〉 = 0 hold.
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along the singular set, respectively. Moreover, the null-derivative Gaussian curva-
ture Kη and the null-derivative mean curvature Hη of f satisfy
Kη =
1
24
rΠ,(4.6)
Hη =
1
48
rc(4.7)
along the singular set, respectively.
Proof. By Proposition 3.9, without loss of generality, we may assume that f is given
by the form in (3.13). A direct calculation yields
κt(0) = 2b12, rb(0) = b04, κν(0) = b20, rc(0) = 3b05, rΠ(0) = 3b20b05
and
K =
1
3
b20b04 − 4b212, H =
1
2
b20 +
1
6
b04
hold at (0, 0). Hence, (4.4) and (4.5) hold. On the other hand, since the coordinate
system (u, v) of f(u, v) given by the form in (3.13) is normally-adjusted at (0, 0),
we have Hv = Hη and Kv = Kη at (0, 0). By a direct calculation, we have that
Hv(0, 0) =
1
16
b05, Kv(0, 0) =
1
8
b20b05,
and hence, (4.6) and (4.7) hold. 
Theorem 4.4. For 5/2-cuspidal edges, the secondary product curvature rΠ is an
intrinsic invariant.
Proof. By (4.6) in Lemma 4.3 and the fact that Kη is intrinsic, rΠ is intrinsic as
well. 
Let f : (R2, 0)→ (R3, 0) be a frontal-germ such that 0 is a non-degenerate singu-
lar point. If κν(0) 6= 0, then f is called non-ν-flat. The following corollary implies
that the A-equivalence class of 5/2-cuspidal edges can be determined intrinsically
amongst non-ν-flat frontal-germs.
Corollary 4.5. Let f : (R2, 0)→ (R3, 0) be a frontal-germ such that 0 is a singular
point of the first kind. Assume that f is non-ν-flat. Then, f at 0 is a 5/2-cuspidal
edge if and only if κΠ = 0 along S(f) and rΠ(0) 6= 0.
Proof. By the definitions of κc given in (3.2), rc given in (3.12) and the criterion
(Proposition 3.2), f at 0 is a 5/2-cuspidal edge if and only if κc = 0 along S(f)
and rc(0) 6= 0. Therefore, imposing the non-ν-flatness κν 6= 0, we have that 0 is a
non-ν-flat 5/2-cuspidal edge if and only if κΠ = 0 along S(f) and rΠ(0) 6= 0. 
Following Corollary 4.5, we give a definition of intrinsic 5/2-cuspidal edges for
singular points of a certain metric, called the Kossowski metric in Section 5 (cf. Def-
inition 5.3).
4.2. Isometric deformations of 5/2-cuspidal edges. The following fact is a
direct conclusion of [8, Theorem B]:
Fact 4.6 ([8]). Let f : (R2, 0) → (R3, 0) be an analytic frontal-germ such that 0
is a singular point of the first kind, and γ : (R, 0)→ (R2, 0) a singular curve. As-
sume that f has non-vanishing limiting normal curvature. Then, for given analytic
functions germs ω(t), τ(t) at t = 0, there exists an analytic frontal-germ g = gω,τ
such that
(1) the first fundamental form of gω,τ coincides with that of f ,
(2) the limiting normal curvature function of gω,τ along γ coincides with e
ω(t)
for a suitable choice of a unit normal vector field, and
15
(3) τ(t) gives the torsion function of γˆg(t), where γˆg(t) := g ◦ γ(t).
The possibilities for congruence classes of such a g are at most two unless τ vanishes
identically. On the other hand, if τ vanishes identically (i.e., γˆg is a planar curve),
then the congruence class of g is uniquely determined.
Using Fact 4.6, we shall prove the following, which is an analog of a result of [16,
Theorem A] and [8, Corollary D].
Theorem 4.7 (Isometric deformation of 5/2-cuspidal edges). Let f : (R2, 0) →
(R3, 0) be a germ of an analytic 5/2-cuspidal edge with non-vanishing limiting nor-
mal curvature, and let κs(t) be the singular curvature function along the singular
curve γ(t). Take a germ of an analytic regular space curve σ(t) such that its cur-
vature function κ(t) satisfies
κ > |κs|
at 0. Then, there exists a germ of an analytic 5/2-cuspidal edge gσ : (R
2, 0) →
(R3, 0) with non-vanishing limiting normal curvature such that
(1) the first fundamental form of gσ coincides with that of f ,
(2) the singular image gσ ◦ γ coincides with σ.
The possibilities for congruence classes of such a gσ are at most two unless τ van-
ishes identically. On the other hand, if τ vanishes identically (i.e., σ is a planar
curve), then the congruence class of gσ is uniquely determined.
Proof. Set ω(t) as
ω(t) :=
1
2
log
(
κ(t)2 − κs(t)2
)
.
Let τ(t) be the torsion function of σ(t). By Fact 4.6, there exists an analytic
frontal-germ gσ := gω,τ : (R
2, 0) → (R3, 0) such that the items (1)–(3) in Fact 4.6
hold. Thus, it suffices to show that gσ has a 5/2-cuspidal edge at 0. Since the first
fundamental form of f coincides with that of gσ, the product curvature κΠ and
the secondary product curvature rΠ of f coincide with those of gσ, respectively.
Therefore, by Corollary 4.5, we have that gσ : (R
2, 0)→ (R3, 0) has a 5/2-cuspidal
edge at 0. 
In [8], the following is also proved.
Fact 4.8 ([8, Corollary E]). Let f0, f1 be two analytic frontal germs with non-
degenerate singularities whose limiting normal curvatures do not vanish. Suppose
that they are isometric to each other. Then there exists a continuous 1-parameter
family of frontal germs gt (0 ≤ t ≤ 1) satisfying the following properties :
(1) g0 = f0 and g1 = f1,
(2) gt is isometric to g0,
(3) the limiting normal curvature of each gt does not vanish.
Moreover, if both f0 and f1 are germs of cuspidal edges, swallowtails or cuspidal
cross caps, then so are gt for 0 ≤ t ≤ 1.
By this fact and Corollary 4.5, we also have the following result analogous to [8,
Corollary E].
Corollary 4.9. Let f0, f1 be two analytic germs of 5/2-cuspidal edges whose limit-
ing normal curvatures do not vanish. Suppose that they are isometric to each other.
Then there exists a continuous 1-parameter family of germs gt of 5/2-cuspidal edges
(0 ≤ t ≤ 1) satisfying the following properties :
(1) g0 = f0 and g1 = f1,
(2) gt is isometric to g0,
(3) the limiting normal curvature of each gt does not vanish.
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Proof. By Fact 4.8, there exists a continuous 1-parameter family of frontal germs gt
(0 ≤ t ≤ 1) such that the items (1)–(3) in Fact 4.8 hold. Since the limiting normal
curvature of each gt does not vanish and gt is isometric to g0 for each t ∈ [0, 1],
Corollary 4.5 yields that gt has 5/2-cuspidal edges. Hence, the family {gt}t∈[0,1] is
the desired one. 
4.3. Extrinsity of invariants. Let f : (R2, 0)→ (R3, 0) be a germ of a non-ν-flat
5/2-cuspidal edge, and let γ : (R, 0) → (R2, 0) be a germ of a singular curve of f .
Let γˆ be the regular curve in R3 given by γˆ := f ◦ γ, with arclength parameter t.
Set e(t) := γˆ′(t) and b(t) := −e(t) × νˆ(t), where νˆ(t) := ν(γ(t)). Then {e, b, νˆ} is
an orthonormal frame along γ. Remark that, in general, b may not coincide with
the binormal vector field of γˆ as a space curve. Moreover we have
(4.8) γˆ′′ = κsb+ κν νˆ, b′ = −κse+ κtνˆ, νˆ′ = −κνe− κtb.
Let κ, τ be the curvature and torsion functions of γˆ, respectively. Substituting
(4.8) into κ2τ = det(γˆ′, γˆ′′, γˆ′′′), we have the following.
Lemma 4.10. It holds that
κ =
√
κ2s + κ
2
ν , τ =
κ′sκν − κsκ′ν
κ2
− κt.
In particular, if κs(t) = 0 along γ(t), then κt(t) = −τ(t) holds.
As a corollary of Theorem 4.7, we prove the extrinsicity of the limiting normal
curvature κν (Corollary 4.11), the cuspidal torsion κt (Corollary 4.12), and the bias
rb (Corollary 4.13). We remark that the proof of Corollary 4.11 is analogous to that
of [16, Corollary D].
Corollary 4.11. For 5/2-cuspidal edges, the limiting normal curvature κν is an
extrinsic invariant.
Proof. Let us take a real-analytic germ of a non-ν-flat 5/2-cuspidal edge f : (R2, 0)→
(R3, 0). Denote by κ(t) and τ(t) the curvature and torsion of γˆ(t) := f(γ(t)), re-
spectively. By Fact 4.6, for a given analytic function ω(t), there exists a non-ν-flat
real-analytic frontal-germ gω,τ such that gω,τ is isometric to f , the limiting normal
curvature function of gω,τ is e
ω(t), and τ(t) gives the torsion function of gω,τ (γ(t)).
Moreover, by Corollary 4.5, gω,τ is a 5/2-cuspidal edge. Since we can choose ω(t)
arbitrarily, the limiting normal curvature is extrinsic. 
Corollary 4.12. For 5/2-cuspidal edges, the cuspidal torsion κt is an extrinsic
invariant.
Proof. Let us take a real-analytic germ of a non-ν-flat 5/2-cuspidal edge f : (R2, 0)→
(R3, 0) satisfying κs ≡ 0 along the singular curve γ(t). Denote by κ(t) and
τ(t) the curvature and torsion of γˆ(t) := f(γ(t)), respectively. By Lemma 4.10,
τ(t) = −κt(t). Take an arbitrary analytic function τ˜ (t). Then, by the fundamen-
tal theorem of space curves, there exists an analytic regular space curve σ(t) in
R
3 whose curvature and torsion functions are given by κ(t) and τ˜ (t), respectively.
Applying Theorem 4.7 to σ(t), there exists a real-analytic germ of a non-ν-flat
5/2-cuspidal edge gσ : (R
2, 0)→ (R3, 0) such that gσ is isometric to f and σ gives
the image of the singular set of gσ. Since κs ≡ 0 along the singular curve γ(t),
Lemma 4.10 yields that the cuspidal torsion of gσ is −τ˜(t). Since we can choose
τ˜ (t) arbitrarily, the cuspidal torsion is extrinsic. 
We remark that an analytic non-ν-flat 5/2-cuspidal edge f satisfying κs ≡ 0
along S(f) exists. In fact, by rotating the plane curve (x(t), z(t)) := (1 + t5, t2)
with respect to the z-axis, we have such an example.
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Corollary 4.13. For 5/2-cuspidal edges, the bias rb is an extrinsic invariant.
Proof. Let us take a non-ν-flat real-analytic 5/2-cuspidal edge satisfying κs ≡ 0
along the singular curve γ(t). Moreover, assuming τ ≡ 0, then by Lemma 4.10, it
holds that κt ≡ 0. By Lemma 4.3,
K(γ(t)) =
1
3
rb(t)κν(t).
Let k ≥ 0 be a non-negative real number. Since κν 6= 0, then by Theorem 4.7, there
exists a family {gk}k≥0 of real-analytic germs of 5/2-cuspidal edges such that, for
each k ≥ 0, gk is non-ν-flat, gk has the same first fundamental form of f , and the
curvature function κk(t) of gk(γ(t)) is given by κk(t) = κ(t) + k and the torsion
is 0. Since f and gk have the same first fundamental form for each k ≥ 0, the
singular curvature κks (t) of g
k vanishes identically along γ(t). Thus the limiting
normal curvature of gk is κkν(t) = κ(t) + k (> 0). Hence the bias r
k
b for g
k is given
by
rkb (t) = 3
K(γ(t))
κkν
= 3
K(γ(t))
κ(t) + k
.
In particular, the bias is extrinsic. 
Remark 4.14. The secondary cuspidal curvature rc is also extrinsic, since rΠ is
intrinsic (Theorem 4.4), κν is extrinsic (Corollary 4.11), and rc is written as rc =
rΠ/κν when κν 6= 0. Moreover, the product κνrb is also extrinsic, since κνrb =
3(K + κ2t ) holds by (4.4) and κt is extrinsic (Corollary 4.12). Furthermore, by a
proof similar to that of Corollary 4.12, we can prove that the cuspidal torsion κt
for cuspidal edges is also extrinsic.
4.4. Summary of intrinsicity and extrinsicity. We can summarize the intrin-
sicity and extrinsicity as follows. As seen in Section 2.1, the corresponding invariant
of the bias of cusps rb does not exist for cuspidal edges.
invariants κs κν κt κc κΠ = κcκν
int/ext intrinsic extrinsic extrinsic extrinsic intrinsic
Table 1. Intrinsicity and extrinsicity for cuspidal edges.
invariants κs κν κt rb rc κνrb κνrb − 3κ2t rΠ = κνrc
int/ext int ext ext ext ext ext int int
Table 2. Intrinsicity (int) and extrinsicity (ext) for 5/2-cuspidal
edges. Here, we remark that the intrinsicity of the invariant in the
seventh slot can be verified by the identity κνrb − 3κ2t = 3K (cf.
(4.4)). With respect to the eighth slot, see Theorem 4.4.
5. Isometric realizations of intrinsic 5/2-cuspidal edges
In this section, we deal with 5/2-cuspidal edge singularities without ambient
spaces. We give a definition of intrinsic 5/2-cuspidal edges for singular points of
Kossowski metrics, and prove the existence of their isometric realizations (Theorem
5.7) as in [16] and [8].
First, we briefly introduce the basic properties of Kossowski metrics. Further
systematic treatments of Kossowski metrics are given in [4, 23, 8]. Let ds2 be a
germ of a positive semi-definite metric on (R2, 0). Assume that 0 is a singular point
of ds2, that is, ds2 is not positive-definite at 0. Denote by S(ds2) the set of singular
points. A non-zero tangent vector v at 0 is called a null vector at 0 if ds2(v,x) = 0
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holds for every tangent vector x at 0. A local coordinate neighborhood (U ;u, v) is
called adjusted at 0 if ∂v = ∂/∂v gives a null vector at (0, 0).
If (U, u, v) is a local coordinate neighborhood adjusted at 0, then F = G = 0
holds at (0, 0), where
(5.1) ds2 = E du2 + 2F du dv +Gdv2.
A singular point 0 is called admissible if there exists an local coordinate neighbor-
hood (U ;u, v) adjusted at 0 such that Ev = 2Fu, Gu = Gv = 0 hold at (0, 0).
Definition 5.1 (Kossowski metric). If each singular point is admissible, and there
exists a smooth function λ defined on a neighborhood (U ;u, v) of 0 such that
EG− F 2 = λ2
on U , and dλ 6= 0 holds at (0, 0), then ds2 is called a (germ of a) Kossowski metric,
where E,F,G are smooth functions on U satisfying (5.1). Moreover, if we can
choose E, F , G, and λ to be analytic functions, then the Kossowski metric is called
analytic.
As shown in [4], the first fundamental form of a frontal-germ f : (R2, 0) →
(R3, 0) whose singular points are all non-degenerate is a Kossowski metric.
Let ds2 be a germ of a Kossowski metric having a singular point at 0. By the
condition dλ 6= 0 at (0, 0), the implicit function theorem yields that there exists a
regular curve γ(t) (|t| < ε) in the uv-plane (called the singular curve) parametrizing
S(ds2). Then there exists a smooth non-zero vector field η such that ηq gives a null
vector for each q ∈ S(ds2) near (0, 0). We call η a null vector field.
Definition 5.2. If η is transversal to S(ds2) at 0, the singular point 0 is called type
I (or an A2 point).
For a Kossowski metric ds2 induced from a frontal-germ f , type I singular points
of ds2 correspond to singular points of the first kind of f .
According to [4, Proposition 2.25], for a type I singular point, there exists a
coordinate system (U ;u, v) centered at 0, such that
• the singular set S(ds2) is given by the u-axis,
• ∂v gives the null vector field,
• F = 0 on U , and
• E(u, 0) = 1, Ev(u, 0) = Gv(u, 0) = 0, Gvv(u, 0) = 2
hold, where E, F , G are smooth functions as in (5.1). Such a coordinate system
is called a normalized strongly adapted coordinate system. Since Gvv(u, 0) = 2 is
equivalent to λv(u, 0) = ±1, by changing v 7→ −v if necessary, we may assume
that λv(u, 0) = 1. (Hence, in the case of Kossowski metrics induced from frontals
in R3, the normalized strongly adapted coordinate systems are normally-adjusted,
cf. Definition 4.1.)
We shall review the definition of the product curvature for type I singular points
defined in [4]. Let (U ;u, v) be a normalized strongly adapted coordinate system
centered at a type I singular point 0. Denote by K the Gaussian curvature of ds2
on U \{v = 0}. By [4, Proposition 2.27], vK(u, v) is a smooth function on U . Then
κ˜Π := lim
v→0
vK(u, v)
does not depend on the choice of the normalized strongly adapted coordinate system
satisfying λv(0, 0) = 1, and is called the product curvature.
Now, assume that κ˜Π vanishes along the u-axis. Then, K is a bounded smooth
function on U , and
K˜η := lim
v→0
Kv(u, v)
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does not depend on the choice of the normalized strongly adapted coordinate system
satisfying λv(0, 0) = 1. We call K˜η the secondary product curvature or the null-
derivative Gaussian curvature.
Definition 5.3. Let ds2 be a germ of a Kossowski metric at a type I singular point
0. If the product curvature κ˜Π vanishes along S(ds
2), and the secondary product
curvature K˜η does not vanish at 0, then the singular point 0 is called an intrinsic
5/2-cuspidal edge.
The following lemma is a direct conclusion of Lemma 4.3 and Corollary 4.5.
Lemma 5.4. Let f : (R2, 0) → (R3, 0) be a non-ν-flat frontal-germ having a
singular point 0 of the first kind. Denote by ds2 the first fundamental form of f .
Then, f at 0 is a 5/2-cuspidal edge if and only if 0 is an intrinsic 5/2-cuspidal edge
(as a singular point of the Kossowski metric ds2).
We remark that the assumption of the non-ν-flatness cannot be removed, since
there exists a cuspidal edge with vanishing limiting normal curvature such that the
corresponding singular points of ds2 are intrinsic 5/2-cuspidal edges.
Example 5.5. Let f : (R2, 0)→ (R3, 0) be a map-germ defined by f(u, v) = (u, u2+
v2, v3 + v4). The first fundamental form ds2 is written as
ds2 = (4u2 + 1)du2 + 8uv du dv + v2
(
4 + v2(4v + 3)2
)
dv2.
We can check that f is a front with a unit normal ν(u, v) = λˆ−1(2uv(4v+3),−v(4v+
3), 2), where we set λˆ :=
√
4 + v2(4u2 + 1)(4v + 3)2. Since the signed area density
function λ is written as λ = vλˆ, the u-axis gives the singular set {(u, 0) ; u ∈ R}.
As every singular point (u, 0) is of the first kind, f is a cuspidal edge. The limiting
normal curvature κν(u) is identically zero along the u-axis, so the product curvature
is too. The Gaussian curvature K is given by K = −4(4v + 3)(8v + 3)/λˆ4, which
satisfiesKv(u, 0) = −9. Hence, the corresponding singular points of ds2 are intrinsic
5/2-cuspidal edges, although f is a cuspidal edge.
Kossowski [13] proved a realization theorem of Kossowski metrics which admit
only singular points satisfying K dA 6= 0. In [8], a realization theorem of Kossowski
metrics at an arbitrary singular point is proved. In the following Fact 5.6, we
introduce the realization theorem, which is a restricted version of [8, Theorem B]
so that γ(t) is chosen to be the singular curve (for more details, see [8]).
Fact 5.6 (cf. [8, Theorem B]). Let ds2 be a germ of an analytic Kossowski metric
on (R2, 0), and let γ(t) (|t| < ε) be a singular curve passing through a singular
point 0 = γ(0). Assume that 0 is a type I singular point of ds2. Then, for given
analytic function-germs ω(t), τ(t) at t = 0, there exists an analytic frontal-germ
f = fω,τ : (R
2, 0)→ (R3, 0) satisfying the following properties :
(1) ds2 is the first fundamental form of f ,
(2) the limiting normal curvature function germ along the singular curve γ
coincides with eω(t) for a suitable choice of a unit normal vector field ν,
(3) τ(t) gives the torsion function germ of γˆ(t) := f ◦ γ(t).
The possibilities for the congruence classes of such an f are at most two. Moreover,
if τ vanishes identically (i.e γˆ is a planar curve), then the congruence class of f is
uniquely determined.
Using Fact 5.6 and an argument similar to that of Theorem 4.7, we have the
following realization theorem of Kossowski metrics with intrinsic 5/2-cuspidal edges
with prescribed singular images, which is an analogous to a result of [16, Theorem
12] for cuspidal edges and [8, Corollary D] for cuspidal cross caps.
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Theorem 5.7. Let ds2 be a germ of an analytic Kossowski metric on (R2, 0).
Assume that 0 is an intrinsic 5/2-cuspidal edge. Take a germ of an analytic regular
space curve σ(t) such that its curvature function κ(t) satisfies
κ > |κs|
at 0, where κs is the singular curvature of ds
2 along the singular curve γ. Then
there exists a germ of an analytic 5/2-cuspidal edge fσ : (R
2, 0) → (R3, 0) with
non-vanishing limiting normal curvature such that
(1) the first fundamental form of fσ coincides with ds
2,
(2) the singular image fσ ◦ γ coincides with σ.
The possibilities for congruence classes of such an fσ are at most two unless τ
vanishes identically. On the other hand, if τ vanishes identically (i.e., σ is a
planar curve), then the congruence class of fσ is uniquely determined.
Proof. Set ω(t) to be ω(t) := log
√
κ(t)2 − κs(t)2. Let τ(t) be the torsion function
of σ(t). By Fact 5.6, there exists an analytic frontal-germ fσ := fω,τ : (R
2, 0) →
(R3, 0) such that the items (1)–(3) in Fact 5.6 hold. Thus, it suffices to show that
fσ has a 5/2-cuspidal edge at 0. Since the first fundamental form of fσ coincides
with ds2, the product curvature κΠ and the secondary product curvature rΠ of fσ
coincide with those of ds2, respectively. Therefore, by Corollary 4.5, we have that
fσ : (R
2, 0)→ (R3, 0) has a 5/2-cuspidal edge at 0. 
Remark 5.8. We may suppose that σ(t) is defined for |t| < ε. By Theorem 5.7,
there exists a frontal f± : (R2, 0)→ (R3, 0) having a 5/2-cuspidal edge at p = σ(0)
such that f− is isometric to f+ and σ(t) = f± ◦ γ(t). On the other hand, reversing
the orientation of σ(t), there exists a frontal g± : (R2, 0) → (R3, 0) having a 5/2-
cuspidal edge at p = σ(0) such that g− is isometric to g+ and σ(−t) = g ◦ γ(−t).
Thus if σ is not planar, there are totally four distinct 5/2-cuspidal edges f+, f−, g+
and g− with the common first fundamental form whose image of the singular curve
coincides with σ((−ε, ε)) in general, see [9] for details.
Appendix A. Proofs of propositions
A.1. Proof of Proposition 3.9. We show the following proposition, which is a
normal form of a singular point of the first kind.
Proposition A.1. Let f : (R2, 0) → (R3, 0) be a frontal and 0 a singular point
of the first kind. Then there exist a coordinate system (u, v) and an isometry A of
R
3 such that
A ◦ f(u, v) = (u, a2(u) + v2/2, a3(u) + v2b3(u, v))
for some functions a2, a3, b3. If 0 is a 5/2-cuspidal edge, b3 has the form b3 =
c3(u) + v
2c4(u) + v
3c5(u, v) for some functions c3, c4, c5.
Proof. Let ν be a unit normal vector field along f . Since rank df0 = 1, by an
isometry A on R3, we may assume df0(X) = (∗, 0, 0) for any X ∈ T0R2 and
ν(0, 0) = (0, 0, 1), where ∗ stands for a real number. Since 0 is a singular point of
the first kind, S(f) is a regular curve in (R2, 0), and η is transversal to S(f). Thus
there exists a coordinate system (u¯, v¯) satisfying S(f) = {v¯ = 0} and η = ∂v¯. Since
fu¯(0, 0) = (a, 0, 0) (a 6= 0), setting u = f1(u¯, v¯), v = v¯, the coordinate system (u, v)
satisfies
(A.1) f(u, v) = (u, f2(u, v), f3(u, v)),
(f2)u(0, 0) = (f3)u(0, 0) = 0, ν(0, 0) = (0, 0, 1),
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where f1(u, v) is the first component of f . Since fv(u, 0) = 0, there exist functions
a2, a3, b2, b3 such that fi(u, v) = ai(u) + v
2bi(u, v)/2 (i = 2, 3). Since 0 is non-
degenerate, λv(0, 0) 6= 0. Thus det(fu, fvv, ν)(0, 0) = b2(0, 0) 6= 0. Setting u˜ =
u, v˜ = v
√
|b2(u, v)|, (A.1) is
f(u, v˜) = (u, a2(u)± v˜2/2, a3(u) + v˜2b˜3(u, v˜)).
This shows the first assertion.
If 0 is a 5/2-cuspidal edge, then by Lemma 3.2, det(fu, fvv, fvvv)(u, 0) = 0 holds.
Thus we have the second assertion. 
Proposition 3.9 is now obvious by Proposition A.1.
A.2. Proof of Proposition 3.2.
Proof of Proposition 3.2. To show Proposition 3.2, firstly we show the indepen-
dence of the condition on the choice of the vector fields. Obviously, the condition
(1) does not depend on the choice of the vector fields. Since the condition (2) is
equivalent to f not being a front (Fact 3.3), the condition (2) does not depend on
the choice of the vector fields. Moreover, by the proof of Lemma 3.6, we see the
independence of the condition (3) on the choice of the vector fields.
By Proposition A.1, we may assume that f is written in the form f(u, v) =
(u, v2, v5c5(u, v)). There exist functions c6, c7 such that c5(u, v) = c6(u, v
2) +
vc7(u, v
2). Considering Φ1 ◦ f(u, v), where Φ1(X,Y, Z) = (X,Y, Z − Y 3c7(X,Y )),
we may assume that f has the form f(u, v) = (u, v2, v5c6(u, v
2)). Then a pair of
vector fields ξ = ∂u, η = ∂v satisfies the condition of Proposition 3.2 with (3.4),
and we see that l = 0. By condition (3) of Proposition 3.2, we see c6(0, 0) 6= 0. We
set Φ2(X,Y, Z) = (X,Y, Z/c6(X,Y )). Then Φ2 ◦ f = (u, v2, v5), which shows the
assertion. 
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