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Abstract. Pertubation results for linear relations satisfying a resolvent condition of
weak parabolic type are established. Such results are applied to solve some inverse
problems for degenerate differential equations, supplying a new method which avoids any
fixed-point argument and essentially consists in reducing the original inverse problem to
an auxiliary direct one.
Sunto. Vengono provati teoremi di perturbazione per relazioni lineari soddisfacenti una
condizione risolvente di tipo debolmente parabolica. Tali risultati sono applicati a prob-
lemi inversi per equazioni differenziali degeneri, fornendo un nuovo metodo perturbativo
che evita l’uso di argomenti come punto fisso e che essenzialmente consiste nel ridurre
l’originale problema inverso ad un problema ausiliario diretto.
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All’inizio di questo ciclo di seminari, voglio ricordare il Professor Bruno Pini, maestro
di molti di noi, ed ispiratore dei Seminari di Analisi Matematica.
A lui va il mio commosso pensiero.
1. Introduzione
Comincio questo seminario esponendo il problema in un caso semplice ed intuitivo.
Il problema e` di identificare la coppia
(y, f) ∈ C([0, τ ];D(L))× C([0, τ ];C)
soddisfacente il problema differenziale
(1)
d
dt
(My(t)) = Ly(t) + f(t)z + h(t), 0 < t ≤ τ,
(2) (My)(0) = My0,
insieme all’informazione aggiuntiva
(3) Φ[My(t)] = g(t), 0 ≤ t ≤ τ,
sotto la condizione di tipo debolmente parabolico che L, M siano operatori linear chiusi
nello spazio di Banach complesso X, il dominio D(L) di L sia contenuto in D(M),
0 ∈ ρ(L) e valgano le stime risolventi (HM,L): (cfr. Favini e Yagi [10])
(4) ‖M(zM − L)−1‖L(X) ≤ c(1 + |z|)−β
per ogni
z ∈ Σα := {z ∈ C, <z ≥ −c(1 + |=z|)α} , 0 < β ≤ α ≤ 1, ∀c ≥ 0,
con h ∈ C([0, τ ];X), y0 ∈ D(L), Φ ∈ X∗, g ∈ C1([0, τ ];C) fissati. Naturalmente,
aggiungiamo la condizione di compatibilita´
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(5) Φ[My0] = g(0).
Applicando Φ, dalla (1), mediante (3), si ottiene che necessariamente
g′(t) = Φ[Ly(t)] + f(t)Φ[z] + Φ[h(t)], 0 ≤ t ≤ τ.
Percio´, se
Φ[z] 6= 0,
allora f(t) e` data da
(6) f(t) =
1
Φ[z]
{g′(t)− Φ[Ly(t)]− Φ[h(t)]}.
Se sostituiamo (6) in (1), questo porta al problema diretto
(7)
d
dt
[My(t)] = Ly(t)− 1
Φ[z]
Φ[Ly(t)]z − 1
Φ[z]
Φ[h(t)]z +
1
Φ[z]
g′(t)z + h(t),
(My)(0) = My0.
Cos´ı il problema inverso (1)-(3) e` ridotto al problema diretto (7), (2).
Per risolvere la (7), dobbiamo fare delle assunzioni sull’operatore B definito da
D(B) = D(L), By = −Φ[Ly]
Φ[z]
z, y ∈ D(B)
tali che l’operatore L+ B abbia le stesse proprieta´ spettrali di L che ci permettano di
trattare
d
dt
(My) = (L+B)y + h(t)− 1
Φ[z]
Φ[h(t)]z +
1
Φ[z]
g′(t)z
come nella monografia [10] di Favini-Yagi.
Questo metodo e` stato descritto da Angelo Favini nel lavoro [8], facendo appello ad
argomenti di regolarita´ massimale spaziale delle soluzioni di
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d
dt
[My(t)] = Ly(t) + f(t), 0 < t ≤ τ,
(My)(0) = My0.
Risultati di regolarita´ temporali sono conosciuti cfr. [5], [6].
Attualmente noi faremo riferimento ad un nuovo risultato dovuto pero´ a Favaron-Favini
[7], vedi anche [8].
Nel lavoro [6] di Favaron-Favini vengono trattate equazioni integro-differenziali degeneri
di tipo parabolico, molto generali e per i quali potrebbero essere studiati numerosi proble-
mi inversi.
2. Gli spazi (X,D(A))γ,p e X
γ,p
A
Per sviluppare la nostra tecnica, avremo bisogno di considerare operatori lineari multi-
voci (m.l.) o relazioni lineari, secondo la letteratura russa.
Un tale operatore A agisce da X in PX con dominio D(A) = {x ∈ X, Ax 6= ∅}, che
e` un sottospazio lineare di X; si ricordi che Ax + Ay ⊂ A(x + y), λAx ⊆ A(λx), λ ∈ C,
x ∈ D(A). G(A) ⊆ X ×X, G(A) = {(x, y), x ∈ D(A), y ∈ Ax} e` il grafico di A.
Se U ∈ PX soddisfa U ∩D(A) 6= ∅, la restrizione A|U di A a U e` definita da
D(A|U) = U ∩D(A) e (A|U)x = Ax, x ∈ D(A|U).
L’inverso A−1 di un operatore m.l. A e` definito da D(A−1) = R(A) = immagine di A
A−1y = {x ∈ D(A) : y ∈ Ax}, y ∈ D(A−1)
Il nucleo N(A) di A e` A−10 = {x ∈ D(A), 0 ∈ Ax}. Se N(A) = {0}, A si dice iniettivo.
Se λ ∈ C, A e B sono m.l. su X, allora
λA, A+B, AB
sono definiti in maniera naturale e sono operatori m.l..
Se U ∈ PX \ ∅, IU (IX = I) denota l’operatore identita´ in U : G(IU) = {(u, u), u ∈ U}.
Se A, B sono m.l., B ⊂ A se D(B) ⊆ D(A) e Bx = Ax per ogni x ∈ D(B).
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Se B ⊂ A e Bx = Ax ∀x ∈ D(B), si dice che A e` una estensione di B.
Se A e` una estensione di B. allora G(B ⊆ G(A) ma non vale il viceversa.
Un operatore lineare SINGLE-VALUED S e` detto essere una sezione di A se D(S) =
D(A) e S ⊂ A, cioe` Sx ∈ Ax per ogni x ∈ D(A).
Se U, V ∈ PX \ ∅, la distanza d(U, V ) e`
inf
u∈U, v∈V
‖u− v‖X
e d(x, V ) = d(V, x) = distanza tra {x} e V .
Per una relazione lineare A si pone (cfr. Cross [3])
‖Ax‖ = d(Ax, 0) = infy∈Ax ‖y‖X , x ∈ D(A)
⇒ ‖Ax‖ = d(z, A0) ∀z ∈ Ax.
⇒ ‖Ax‖ = d(Ax,A0).
La norma ‖A‖ di una relazione lineare su X e`
‖A‖ = sup
x∈D(A), ‖x‖X≤1
‖Ax‖
Se D(A) = X e ‖A‖ < +∞ si dice che A e` limitato.
‖A‖ non e` una vera norma, a meno che A non sia single-valued.
Una relazione lineare A si dice CHIUSA se il suo grafico G(A) e` chiuso.
Se A e` una relazione lineare in X, l’insieme risolvente e` definito da
ρ(A) = {z ∈ C, (zI − A)−1 ∈ L(X)}
e si vede che se ρ(A) 6= ∅, allora A e` chiusa.
Se A e` una relazione lineare in X,
A0(zI − A)−1 e` la sezione lineare z(zI − A)−1 − I di A(zI − A)−1, z ∈ ρ(A).
Si noti che A0 e` solo un simbolo e non e` necessariamente una sezione di A.
Cos´ı A0(0I −A)−1 = −I non deve essere capita come A0A−1 = −I, a meno che A non
sia single-valued, e allora A0(zI − A)−1 si riduce a A(zI − A)−1.
Se A e` una relazione lineare in X, diremo che A soddisfa (HA) se
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ρ(A) contiene Σα := {z ∈ C; <z ≥ −c(1 + |=z|)α},
α ∈ (0, 1], c > 0 e ∃ β ∈ (0, α], e c > 0 tali che
‖(zI − A)−1‖L(X) ≤ c(1 + |z|)−β, ∀z ∈ Σα.
Se M e L sono operatori linear single-valued in X, D(L) ⊆ D(M), sia A la relazione
lineare LM−1 definita da
D(A) = M(D(L)), Ax = {Ly : y ∈ D(L), x = My}, x ∈ D(A).
Allora (λM − L)M−1 = λI − A, λ ∈ C e M(λM − L)−1 = ((λM − L)M−1)−1
= (λI − A)−1, λ ∈ C, nel senso di m.l. operatori.
Sia ρM(L) il risolvente M -modificato di L, cioe`
ρML := {z ∈ C : (zM − L)−1 ∈ L(X)}.
Si noti che se M e` anche chiuso allora ρM(L) ⊆ ρ(A). Pertanto, se L e M sono operatori
lineari chiusi in X e vale
(HM,L) Σα ⊆ ρM(L) e ‖M(λM − L)−1‖L(X) ≤ c(1 + |λ|)−β, ∀λ ∈ Σα,
allora l’operatore multivoco A = LM−1 soddisfa (HA).
Sia ora A m.l. con 0 ∈ ρ(A). Su D(A) si introduce la norma
‖x‖D(A) = ‖Ax‖, x ∈ D(A)
(D(A), ‖ · ‖D(A) e` uno spazio di Banach.
Se (Y, ‖ ·‖Y ) e` uno spazio di Banach, C0(0,+∞;Y ) denota l’insieme di tutte le funzioni
continue da (0,+∞) a Y . Se g e` una funzione fortemente misurabile da (0,+∞) a Y si
pone
‖g(ξ)‖Lq∗(Y ) =
(∫ +∞
0
‖g(ξ)‖qY
dξ
ξ
) 1
q
, 1 ≤ q < +∞,
e
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‖g(ξ)‖L+∞∗ (Y ) = sup
ξ∈(0,∞)
‖g(ξ)‖Y , se q =∞.
Richiamiamo ora gli spazi di medie di Lions-Peetre.
Sia p0, p1 ∈ [1,+∞) oppure p0 = p1 = +∞.
Se γ ∈ (0, 1), sia p−1 = 1−γ
p0
+ γ
p1
se p0, p1 ∈ [1,+∞) e p = +∞ se pj = +∞, j = 0, 1.
S(γ, p0, X, γ − 1, p1, D(A)) denota l’insieme di tutti gli x ∈ X tali che x = v0(ξ)
+v1(ξ), ξ ∈ (0,+∞), vj ∈ C0((0,+∞), Yj), ‖ξγjvj(ξ)‖Lpj∗ (Yj) < +∞, j = 0, 1. (Y0, Y1, γ0, γ1) =
(X,D(A), γ, γ − 1).
Lo spazio di Banach complesso (X,D(A))γ,p e` definito da
(X,D(A))γ,p = S(γ, p0, X, γ − 1, p1, D(A)),
‖x‖(X,D(A))γ,p = inf{‖ξγv0(ξ)‖Lp0∗ (X) + ‖ξγ−1v1(ξ)‖Lp1∗ (D(A))}.
dove l’estremo inferiore e` calcolato su tutte le possibili rappresentazioni di x nella forma
specificata.
Se γ ∈ (0, 1) e Z e` uno spazio di Banach complesso, diciamo che Z appartiene alla
classe Jγ(X,D(A)) (rispettivamente Kγ(X,D(A))) se Z e` uno spazio intermedio tra X e
(X,D(A))γ,1 (rispettivamente tra (X,D(A))γ,∞ e D(A)).
Sia (0,∞) ⊆ ρ(A), γ ∈ (0, 1) e p ∈ [1,+∞]. Allora lo spazio di Banach complesso Xγ,pA
e` definito da
Xγ,pA = {x ∈ X : [x]Xγ,pA := ‖ξγA0(ξI − A)−1x‖Lp∗(X) < +∞},
‖x‖Xγ,pA = ‖x‖X + [x]Xγ,pA .
Facciamo ora l’assunzione (HA) su A. E´ ben noto che se A e` single-valued e β = 1, allora
(X,D(A))γ,p e X
γ,p
A coincidono. Per β ∈ (0, 1) vale il seguente risultato [cfr. Favaron-
Favini [5, Proposition 4.3].
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Proposizione 2.1. Sia A una relazione lineare su X, soddisfacente (HA). Allora
Xγ,pA ↪→ (X,D(A))γ,p, γ ∈ (0, 1), p ∈ [1,+∞],
(X,D(A))γ,p ↪→ Xγ+β−1,pA , γ ∈ (1− β, 1), p ∈ [1,+∞].
Siano M , L1, L2 single-valued operatori lineari in X, D(L1) ∩D(L2) 6= {0}, D(L1) ⊆
D(M), 0 ∈ ρ(L1) ∩ ρ(L1 + L2)
e valgano (HM,L1) e (HM,L1+L2) con gli stessi α e β. Sia A0 = (L1 + L2)M
−1, A1 =
L1M
−1. Si ha
Proposizione 2.2. i) Siano M , L1, L2 operatori chiusi in X, 6= D(L1) ∩ D(L2),
D(L1) ⊆ D(M), 0 ∈ ρ(L1) ∩ ρ(L1 + L2). Assumiamo L2|D(L1+L2) ∈ L(D(L1 +
L2);X). Allora
(8) Xγ,pA0 ↪→ Xγ+β−1,pA1 , γ ∈ (1− β, 1), p ∈ [1,+∞]
ii) Sia D(L1) ⊆ D(L2) ∩D(M) e L2|D(L1) ∈ L(D(L1), X). Allora oltre alla (8) vale
Xγ,pA1 ↪→ Xγ+β−1,pA0 , γ ∈ (1− β, 1), p ∈ [1,+∞).
iii) Sia β = 1 e valgono le assunzioni in ii), allora Xγ,pA0
∼= Xγ,pA1 .
3. Risultati di perturbazione
Esporro´ alcuni risultati di pertubazione, il primo dei quali estende una precedente
affermazione di Cross-Favini-Yakubov [4]. D’ora in poi, per ogni r ≥ 0 denoteremo con
Σα,r la sottoregione Σα,r = {z ∈ Σα : |z| ≥ r} di Σα.
Teorema 3.1. Sia A1 una relazione lineare in X soddisfacente (HA1) con β ∈ (0, α],
α ∈ (0, 1]. Sia (Z, ‖ · ‖Z) uno spazio di Banach complesso,
Z ∈ Jγ(X,D(A)) con γ ∈ (0, β). Sia A2 un operatore lineare single-valued con Z ⊆
D(A2) e A2|Z ∈ L(Z,X). Allora
∀ρ ∈ (0, 1) esistono rβ,γ,ρ ≥ 0 e cρ > 0 tali che Σα,rβ,γ,ρ ⊆ ρ(A1 + A2) e
‖(λI − (A1 + A2))−1‖L(X) ≤ cρ(1 + |λ|)−β, ∀λ ∈ Σα,rβ,γ,ρ .
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Cfr. Lunardi [11] per α = β = 1 e operatori single-valued.
Teorema 3.2. Siano M , L1, L2 operatori lineari chiusi single-valued in X, D(L1) ⊆
D(L2) ∩D(M), 0 ∈ ρ(L1),
e valgano (HM,L1) con β ∈ (0.α], α ∈ (0, 1] e
‖L2x‖X ≤ c‖Mx‖1−γX ‖x‖γD(L1), x ∈ D(L1),
per un certo c > 0, e γ ∈ [0, β].
Allora ∀ρ ∈ (0, 1) ∃ rβ,γ,ρ ≥ 0 e cρ > 0 tali che
Σα,rβ,γ,ρ ⊆ ρM(L1 + L2) e
‖M(λM − (L1 + L2))−1‖L(X) ≤ cρ(1 + |λ|)−β, ∀λ ∈ Σα,rβ,γ,ρ .
I successivi teoremi 3.3 e 3.4 estendono Lunardi [11], Proposition 2.4.1 (ii), in cui
α = β = 1, A e` single-valued, M = I.
Teorema 3.3. Sia A1 una relazione lineare su X soddisfacente (HA1), β ∈ (0.α], α ∈
(0, 1].
Sia (Y, ‖ · ‖Y ) uno spazio di Banach complesso tale che Y ↪→ Xpγ per un γ ∈ (1− β, 1)
e p ∈ [1,+∞], dove
Xpγ ∈ {(X,D(A1))γ,p, Xγ,pA1 } e sia A2 un operatore lineare single-valued in X con D(A1) ⊆
D(A2) e A2|D(A1) ∈ L(D(A1), Y ).
Allora, ∀ρ ∈ (0, 1) ∃ rβ,γ,ρ ≥ 0 e c > 0 tali che Σα,rβ,γ,ρ ⊆ ρ(A1 + A2) e
‖(λI − (A1 + A2))−1‖L(X) ≤ c(1 + |λ|)−β, ∀λ ∈ Σα,rβ,γ,ρ .
Teorema 3.4. Siano M , L1, L2 single-valued operatori lineari in X, D(L1) ⊆ D(L2) ∩
D(M), M chiuso, 0 ∈ ρ(L1), e valgano la condizione risolvente (HM,L1), β ∈ (0.α],
α ∈ (0, 1]. Posto A1 = L1M−1 sia (Y, ‖ · ‖Y ) uno spazio di Banach complesso tale che
Y ↪→ Y pγ ∈ {(X,D(A1))γ,p, Xγ,pA1 } , γ ∈ (1 − β, 1) e p ∈ [1,+∞]. Inoltre sia L2|D(L1) ∈
L(D(L1), Y ). Allora, ∀ρ ∈ (0, 1) ∃ rβ,γ,ρ ≥ 0 e c > 0 tali che Σα,rβ,γ,ρ ⊆ ρM(L1 + L2) e
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‖M(λM − (L1 + L2))−1‖L(X) ≤ c(1 + |λ|)−β, ∀λ ∈ Σα,rβ,γ,ρ .
4. Esempi
Ci limitiamo a due esempi di applicazioni dei teoremi precedenti.
4.1. Esempio. Trattiamo equazioni alle derivate parziali in spazi di Ho¨lder (cfr Von Wahl
[12]).
Sia Ω un insieme aperto limitato di Rn, n ≥ 1, con frontiera ∂Ω regolare. Se ν 6∈ N,
ν > 0, scriviamo ν = [ν] + {ν},
[ν] ∈ N ∪ {0}, {ν} ∈ (0, 1). Se η˜ = (η1, . . . , ηn), ηj ∈ N ∪ {0}, sia
|η˜| =
n∑
j=1
ηj e D
η˜ =
1
i|η˜|
∂|η˜|
∂xη11 · ·∂xηnn
.
Se k ∈ N e ν > 0, ν 6∈ N, poniamo Ck(Ω¯) = {u ∈ C0(Ω¯), Dru ∈ C0(Ω¯), |η˜| ≤ r}
Cν(Ω¯) = {u ∈ C [ν](Ω¯) : Dη˜u ∈ C{ν}(Ω¯), |η˜| = [ν]}.
Sia ora δ ∈ (0, 1), aη˜ ∈ Cδ(Ω¯), |η˜| ≤ 2m con aη˜ : Ω¯→ R per |η˜| = 0, 2m
K−1|y|2nn ≤
∑
|η˜|=2m
aη˜(x)y
η˜ ≤ K|y|2nn , ∀(x, y) ∈ Ω¯× Rn
dove K e` una costante positiva e yη˜ = yη11 . . . y
ηn
n , |y|2n =
∑n
j=1 y
2
j .
Sia [ν] = 2m, {ν} = σ, ν = [ν] + {ν}.
Introduciamo i seguenti operatori lineari in X = C{ν}(Ω¯),
D(A1) = {u ∈ Cν(Ω¯); Dη˜u|∂Ω = 0, |η˜| =≤ m− 1}
D(A2) = C
ν−1(Ω¯)
A1u = −
∑
|η˜|=0,[ν]
aη˜D
η˜u, u ∈ D(A1)
A2u = −
[ν]−1∑
|η˜|=1
aη˜D
η˜u, u ∈ D(A2)
Allora, purche` minx∈Ω¯,|η˜|=0 aη˜ ≥ A0 grande,
98 ANGELO FAVINI
in Von Wahl [12], Satz 1, e` dimostrato che
‖(λI − A1)−1‖L(C{ν}(Ω¯)) ≤ c(1 + |λ|)−
([ν]−{ν})
[ν] , ∀λ ∈ Σ1.
e (HA1) e` soddisfatta con α = 1 e β =
([ν]−{ν})
[ν]
= 1− σ
2n
. Si vede che
‖u‖Cν(Ω¯) e ‖u‖D(A1) sono equivalenti su D(A1).
Si vede poi che A2 ∈ L(D(A2);X) e cos´ı il Teorema 3.1 si applica con (Z, ‖ · ‖Z) =
(D(A2), ‖ · ‖Cν−1(Ω¯))
4.2. Esempio. Sia I = (0, 1), X = L2(I), D(M) = H2(I) ∩ H10 (I), D(L1) = H4(I) ∩
H20 (I), Mu = (I +D
2)u, u ∈ D(M), L1u = −D4u, u ∈ D(L1),
dove Dk = 1
ik
∂k
∂xk
, k ∈ N.
Si vede che
‖M(λM − L1)−1‖L(X) ≤ c(1 + |λ|)− 12 , λ ∈ Σ1.
Introduciamo la perturbazione L2 mediante
D(L2) = H
2(I), L2u =
2∑
j=0
ajD
ju, u ∈ D(L2);
con aj ∈ C0(I¯), per j = 0, 1, 2. Allora si riconosce che ∀u ∈ D(L1) e ogni γ ∈ [0, 1)
‖L2u‖L2(I) ≤ c‖Mu‖1−γL2(I)‖L1u‖γL2(I).
Prendendo γ ∈ [0, 1
2
), si puo´ applicare il Teorema 3.2.
5. Applicazioni a problemi di identificazione degeneri
In questo paragrafo estenderemo dei risultati di Al Horani, Favini [1], [2], cfr. l’introduzione.
Sia (X, ‖ · ‖X) uno spazio di Banach complesso; studiamo il seguente problema di
identificazione degenere: trovare la funzione vettoriale
(v, f1, . . . , fN), v : IT = [0, T ]→ X, fi : IT → C, i = 1, . . . N soddisfacenti
(9) Dt(Mv(t)) = L1v(t) +
N∑
i=1
fi(t)yi + f(t), Mv(0) = Mv0,
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insieme alle N informazioni addizionali
Ψi[Mv(t)] = gi(t), t ∈ IT , i = 1, . . . N,
dove Ψi ∈ X∗ e` dato, i = 1, . . . N .
Applicando i funzionali Ψi alla (9) si vede che se la matrice quadrata di ordine N
U =

Ψ1[y1] . . . Ψ1[yN ]
ΨN [y1] . . . ΨN [yN ]

e` invertibile, cosicche` det(U) 6= 0, allora
fi(t) = [det(U)]
−1
N∑
k=1
Uk,i{Dtgk(t)−Ψk[f(t)]−Ψk[L1v(t)]}
dove Uk,i e` il cofattore dell’elemento Ψk[yi] di U . Segue che l’equazione (9) diventa
(10) Dt(Mv(t)) = (L1 + L2)v(t) +
N∑
i=1
hi(t)yi + f(t), t ∈ IT , Mv(0) = Mv0,
dove
D(L2) = D(L1), L2x = −[det(U)]−1
N∑
i,k=1
Uk,iΨk[L1x]yi, x ∈ D(L2),
hi(t) = −[det(U)]−1
N∑
k=1
Uk,i{Dtgk(t)−Ψk[f(t)]}, i = 1, . . . , N, t ∈ IT .
Per risolvere (10) si applica il Teorema 5.9 in Favaron-Favini [6].
Poniamo A0 = (L1 + L2)M
−1, A1 = L1M−1, A2 = L2M−1 con riferimento al risultato
sopracitato e introduciamo le seguenti ipotesi
(H1) Valga (HM,L1) con 3α + 4β > 6 e costanti positive.
(H2) L1v0 + f(0) ∈ Xϕ0A , (y1, . . . , yN) ∈
∏N
i=1X
ϕi,r
A1
, dove ϕ0 ∈ (6 − 3α − 3β, β), ϕi ∈
(6− 3α− 3β, 1),
i =, 1 . . . N , r ∈ [1,−1 ], v0 ∈ D(L1).
(H3) f ∈ Cµ0(IT ;X), µ0 − 1/2 ∈ [(3− 2α− β)/α, 1/2).
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(H4) (g1, . . . , gN) ∈
∏N
i=1 C
1+µi(It,C) dove µi ∈ ((3− 2α− β)/α, 1), i = 1, . . . , N ,
(H5) ‖(L2 − ξ0M)L−11 ‖L(X) < 1, ξ0 e` un numero positivo maggiore di una quantita´
positiva opportuna che puo´ essere precisata.
Il risultato fondamentale si legge:
Teorema 5.1. Siano (M,D(M)), (L1, D(L1)), D(L1) ⊆ D(M) operatori chiusi in X,
0 ∈ ρ(L1), Ψi ∈ X∗, i = 1, . . . , N ,
valga (H1)∼(H5), La matrice U sia invertibile. Sia γ = mini=0,...,N γi e r = min{µi(α+
β + γ − 2)/α} dove (α, β) e` come in (H1). Allora per ogni δ ∈ Iα,β,τ il problema
di identificazione (5.1) (5.3) ammette una unica soluzione (v, f1, . . . , fN) tale che v ∈
Cδ(IT ;D(L1)), Mv ∈ C1+δ(IT ;X), v(0) = v0 e fi ∈ Cδ(IT ;C), i = 1, . . . , N .
Qui
Iαβ,ν =
 ((3− 2α− β)/α, ν) se ν ∈ (3− 2α− β)/α, 1/2)((3− 2α− β)/α, 1/2) se ν ∈ [1/2, 1)
6. Due casi concreti
6.1. Esempio. Sia X = C2, ‖x‖X = 〈x, x〉1/2, x = (x1, x2), 〈y1, y2〉 =
∑2
j=1 y1j y¯2j,
yk = (yk1, yk2),
k = 1, 2. Sia E la matrice {e1, e2}, e1 = (1, 0), e2 = (0, 1) e siano M e L1 gli operatori
in X rappresentati rispetto ad E dalle rispettive matrici
M e L1:
M =
 m1,1 m1,2
m2,1 m2,2
 , L1 =
 l1,1 l1,2
l2,1 l2,2
 ,
rango M = 1, rango L1 = 2.
Sia li,j ∈ C. Il problema di identificazione si scrive
mj,1v
′
1(t) +mj,2v
′
2(t) = lj,1v1(t) + lj,2v2(t) + f1(t)zj(t) + kj(t)
mj,1v1(0) +mj,2v2(0) = mj,1ξ1 +mj,2ξ2
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insieme alle informazioni aggiuntive di compatibilita´
2∑
j=1
(mj,1v1(t) +mj,2v2(t))w¯j = g1(t), t ∈ IT ,
2∑
j=1
(mj,1ξ1 +mj,2ξ2)w¯j = g1(0).
Cos´ı, se (H5) e` soddisfatta, il teorema 5.1 si applica. I dettagli sono esposti in Favaron-
Favini [7].
6.2. Esempio. Sia Ω ⊆ Rn un dominio aperto limitato di Rn con ∂Ω di classe C2 e con
(X, ‖ · ‖X) = (Lp(Ω), ‖ · ‖Lp(Ω)), p ∈ (1.∞).
Sia M∈ L∞(Ω), m ≥ 0 e sia M l’operatore di moltiplicazione per la funzione m(·).
Riguardo all’operatore L1, ci limitiamo a considerare condizioni al bordo di tipo Dirich-
let:
L1u = −
∑
|η˜1|,|η˜2|=1
Dη˜1(aη˜1,η˜2D
η˜2u)− a0u,
u ∈ D(L1) = W 2,p(Ω)∩W 1,p0 (Ω), dove a0, aη˜1 , aη˜2 soddisfano a0 ∈ C(Ω¯), aη˜1,η˜2 ∈ C1(Ω¯),
a0(x) ≥ ν0, aη˜1,η˜2 = aη˜2,η˜1 ∈ C1(Ω¯) aη˜1,η˜2 : Ω → R per |η˜i| = 1, η˜i = ηi1, . . . , ηin
ηi ∈ {0, 1}, i = 1, 2 e j = 1, . . . , n
ν1|y|2n ≤
∑
|η˜1|,|η˜2|=1
aη˜1,η˜2(x)y
η˜1yη˜2 ≤ ν2|y|2n, ∀(x, y) ∈ Ω¯× Rn, ν0, ν1, ν2 > 0
Si pone A1 = L1M
−1, D(A1) = M(D(L1)). Allora ∃L−11 ∈ L(X,W 2,p(Ω)). Si prova
(cfr. Favini, Lorenzi, Tanabe [9])
‖M(λM − L1)−1‖L(X) ≤ c(1 + |λ|)−1/p, ∀λ ∈ Σ1, ∀p ∈ (1,+∞).
Cosicche` α = 1, β = 1/p. Ma per soddisfare (H1) prendiamo p ∈ (1, 4/β)
Riguardo a (Hj) per j = 1, . . . , 5, fissiamo r ∈ [1,+∞] ed assumiamo per soddisfare
(Hj) j = 2, 3, 4
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L1v0 + f(0) ∈ Xϕ0,rA1 , ϕ0 ∈ (3/p′, 1/p), v0 ∈ D(L1),
(y1 . . . , yN) ∈
N∏
i=1
Xϕi,rA1 , ϕi ∈ (3/p′, 1), i = 1, . . . , n,
f ∈ Cµ0(IT ;X), µ0 − 1/2 ∈ [1/p′, 1/2),
(g1, . . . , gN) ∈
N∏
i=1
C1+µi(IT ;C), µi ∈ (1/p′, 1), i = 1, . . . , N.
Sia ψj ∈ Lp′(Ω), j = 1, . . . , N e siano
Ψj[u] =
∫
Ω
ψj(x)u(x)dx, u ∈ Lp(Ω).
Finalmente, in accordo a (H5), assumiamo che la matrice U sia invertibile e che per
uno ξ0 opportuno valga
sup
‖u‖x=1, h=L−1u
‖ − [det(U)]−1Uk,i · Ψ¯k[u]yi − ξ0mh‖X < 1
Allora il problema di identificazione degenere (5.1) (5.3) ammette una unica soluzione
(v, f1, f2) con specificata regolarita´.
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