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ON HOLOMORPHIC BANACH VECTOR
BUNDLES OVER BANACH SPACES
Imre Patyi∗
ABSTRACT. LetX be a Banach space with a countable unconditional basis
(e.g., X = ℓ2 Hilbert space), Ω ⊂ X pseudoconvex open, E → Ω a locally
trivial holomorphic vector bundle with a Banach space Z for fiber type, OE
the sheaf of germs of holomorphic sections of E → Ω, and Z1 the Banach
space Z1 = ℓp(Z) = {z = (zn) : zn ∈ Z, ‖z‖ =
(∑∞
n=1 ‖zn‖
p
)1/p
< ∞},
1 ≤ p <∞. Then E ⊕ (Ω×Z1) and Ω×Z1 are holomorphically isomorphic,
OE is acyclic and E is so to speak stably trivial over Ω in a generalized sense.
We also show that if E is continuously trivial over Ω, then E is holomor-
phically trivial over Ω. In particular, if Z = ℓ2 or Ω is contractible, then E
is holomorphically trivial over Ω. Some applications are also given.
MSC 2000: 32L05, (32L10, 32L20, 32Q28, 46G20)
Key words: analytic cohomology, pseudoconvex domains, holomorphic Ba-
nach vector bundles.
To my dear little daughter Sa´ri Mangala on her third birthday.
1. INTRODUCTION.
In this paper we study holomorphic Banach vector bundles over pseudo-
convex open subsets of Banach spaces. Under suitable conditions we show
that any holomorphic Banach vector bundle can be exhibited as a direct
summand of a trivial holomorphic Banach vector bundle. In this way we
recover and substantially extend the following theorem of Lempert.
Theorem 1.1. (Lempert, [L3]) Let X be a Banach space with a countable
unconditional basis, Ω ⊂ X pseudoconvex open, E → Ω a holomorphic Ba-
nach vector bundle, OE → Ω the sheaf of germs of holomorphic sections of
E → Ω. Then the sheaf cohomology groups Hq(Ω,OE) vanish for all q ≥ 1.
∗ Supported in part by a Research Initiation Grant from Georgia State University.
1
Following [L2] by Lempert we say that plurisubharmonic domination holds
in a complex Banach manifold Ω if for every u : Ω→ R locally upper bounded
there is a ψ : Ω→ R continuous and plurisubharmonic such that u(x) < ψ(x)
for all x ∈ Ω.
Theorem 1.2. (Lempert, [L2]) If X,Ω are as in Theorem 1.1, then plurisub-
harmonic domination holds in Ω.
We prove here the following Theorem 1.3.
Theorem 1.3. Let X be a Banach space with a Schauder basis, Ω ⊂ X
pseudoconvex open, E → Ω a holomorphic Banach vector bundle with a
Banach space Z for fiber type. If plurisubharmonic domination holds in Ω,
then we have the following.
(a) Hq(Ω,OZ) = 0 for q ≥ 1.
(b) Let Z1 = ℓp(Z), 1 ≤ p < ∞. Then E ⊕ (Ω × Z1) and Ω × Z1 are
holomorphically isomorphic over Ω.
(c) Hq(Ω,OE) = 0 for q ≥ 1.
(d) If E is continuously trivial over Ω, then E is holomorphically trivial
over Ω.
(e) If Z = ℓ2, then E is holomorphically trivial over Ω.
(f) If Ω is contractible, then E is holomorphically trivial over Ω.
The proof of Theorem 1.3 depends on an exhaustion procedure by Lem-
pert, on a simple aspect of the Grauert–Oka principle in [P1], and on the
contractibility of GL(ℓ2) by Kuiper in [K]. A few applications of Theorem 1.3
are given at the end of this paper. The methods and results here are further
applied in [P4] on an analytic Koszul complex, and in [P5] on sheaf coho-
mology vanishing for a general class of sheaves that includes vector bundles
and certain ideal sheaves. For background see [L1–L4, P1].
2. EXHAUSTION.
This section describes a way to exhaust a pseudoconvex open subset Ω of
a Banach space X that is convenient for proving vanishing results for sheaf
cohomology over Ω. We follow here [L4, § 2].
We say that a function α, call their set A′, is an admissible radius function
on Ω if α : Ω→ (0, 1) is continuous and α(x) < dist(x,X \Ω) for x ∈ Ω. We
say that a function α, call their set A, is an admissible Hartogs radius function
on Ω if α ∈ A′ and − logα is plurisubharmonic on Ω. Call A cofinal in A′ if
for each α ∈ A′ there is a β ∈ A with β(x) < α(x) for x ∈ Ω.
Proposition 2.1. Plurisubharmonic domination holds in Ω if and only if A
is cofinal in A′.
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Proof. Write α = e−u ∈ A′ and β = e−ψ ∈ A. As plurisubharmonic
domination holds on Ω for u continuous if and only if for u locally upper
bounded, the proof of Proposition 3.1 is complete.
It will be often useful to look at coverings by balls BX(x, α(x)), x ∈ Ω,
α ∈ A′, and shrink their radii to obtain a finer covering by balls BX(x, β(x)),
x ∈ Ω, β ∈ A.
Let en, n ≥ 1, be a Schauder basis in the Banach space (X, ‖ · ‖). One
can change the norm ‖ · ‖ to an equivalent norm so that
∥∥∑n
i=m xiei
∥∥ ≤∥∥∑N
i=M xiei
∥∥ for 0 ≤ M ≤ m ≤ n ≤ N ≤ ∞, xi ∈ C. Introduce the
projections πN : X → X , πN
∑∞
i=1 xiei =
∑N
i=1 xiei, xi ∈ C, π0 = 0,
π∞ = 1, ̺N = 1− πN , and define for α ∈ A and N ≥ 0 integer the sets
(2.1)
DN 〈α〉 = {ξ ∈ Ω ∩ πNX : (N + 1)α(ξ) > 1},
ΩN 〈α〉 = {x ∈ π
−1
N DN 〈α〉 : ‖̺Nx‖ < α(πNx)},
DN 〈α〉 = πN+1X ∩ ΩN 〈α〉,
ΩN 〈α〉 = {x ∈ π−1N+1D
N 〈α〉 : ‖̺N+1x‖ < α(πNx)},
B(α) = {BX(x, α(x)) : x ∈ Ω},
BN (α) = {BX(x, α(x)) : x ∈ ΩN 〈α〉}.
These ΩN 〈α〉 are pseudoconvex open in Ω, and they will serve to exhaust
Ω as N = 0, 1, 2, . . . varies.
Proposition 2.2. (Lempert) Let α ∈ A, and suppose that plurisubharmonic
domination holds in Ω.
(a) There is an α′ ∈ A, α′ < α, with Ωn〈α′〉 ⊂ ΩN 〈α〉 for all N ≥ n. So
any x0 ∈ Ω has a neighborhood contained in all but finitely many ΩN 〈α〉.
(b) There are β, γ ∈ A, γ < β < α, so that for all N and x ∈ ΩN 〈γ〉
(2.2) BX(x, γ(x)) ⊂ ΩN 〈β〉 ∩ π
−1
N BX(πNx, β(x)) ⊂ BX(x, α(x)).
(c) If 8α ∈ A, Y ⊂ X is a finite dimensional complex affine subspace,
then Y ∩ ΩN 〈α〉 is plurisubharmonically convex in Y ∩ Ω.
(d) We have that ΩN 〈α〉 ⊂ ΩN 〈α〉. If 4α ∈ A, then ΩN 〈α〉 ⊂ ΩN 〈2α〉.
(e) There is a β ∈ A, β < α, with ΩN 〈β〉 ⊂ ΩN 〈α〉 ∩ΩN+1〈α〉 for N ≥ 0.
(f) There is an α′ ∈ A, α′ < α, such that the covering BN (α)|ΩN 〈α
′〉 has
a finite basic refinement for all N ≥ 0.
Proof. For (a) and (b) see [L4, Prop. 2.1], and [L3, Prop. 4.3], for (c) [L3,
Prop. 4.3], for (d) [L3, Prop. 4.4], for (e) [L4, Prop. 2.3], and for (f) see [P4,
Prop. 3.2(c)]. The proof of Proposition 2.2 is complete. (Remark for the
record that (f) was not explicitly formulated by Lempert.)
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The meaning of Proposition 2.2(b) is that certain refinement maps exist
between certain open coverings, while (cd) are useful for Runge type approx-
imation, and (ef) for exhaustion.
3. APPROXIMATION.
This section deals with some versions of Runge approximation.
Proposition 3.1. Let X,Z be Banach spaces, f ∈ O(BX(1), Z) bounded, 0 <
θ < 1, ε > 0. Then there is a polynomial g ∈ O(X,Z) with ‖f(x)−g(x)‖ < ε
for ‖x‖ < θ.
Proof. As well known we may take g =
∑n
m=0 fm for n large enough,
where
∑∞
m=0 fm is the homogeneous expansion of f about x = 0.
Let Y, Z be Banach spaces, D1 ⊂⊂ D2 ⊂⊂ D3 ⊂⊂ CN pseudoconvex open,
R : D3 → (0,∞) continuous with − logR plurisubharmonic on D3. Let
(3.1) Ω(D3, R) = {(ζ, y) ∈ D3 × Y : ‖y‖ < R(ζ)}.
Proposition 3.2. If D2 is holomorphically convex in D3, f ∈ O(Ω(D2, R), Z)
is bounded and uniformly continuous, 0 < θ < 1, and ε > 0, then there is a
g ∈ O(D3×Y, Z) that is bounded and uniformly continuous on any set of the
form K×BY (r), where 0 < r <∞ and K ⊂⊂ D3, and ‖f(ζ, y)−g(ζ, y)‖< ε
for (ζ, y) ∈ Ω(D1, θR).
Proof. See the proof of [L1, Thm. 6.1] and replace the reference there to
Hypothesis(X,F ) by reference to Proposition 3.1 here.
Let X be as in § 2.
Proposition 3.3. Let 8α ∈ A, and choose γ ∈ A as in Proposition 2.2(b),
and γ′ ∈ A as in Proposition 2.2(a). Let f ∈ O(ΩN 〈α〉, Z) be bounded and
uniformly continuous, and ε > 0.
(a) There is a g ∈ O(ΩN+1〈α〉, Z) bounded and uniformly continuous with
‖f(x)− g(x)‖ < ε for x ∈ ΩN 〈γ〉.
(b) There is a g ∈ O(Ω, Z) that is bounded and uniformly continuous on
ΩN+p〈γ′〉 for all p ≥ 0 with ‖f(x)− g(x)‖ < ε for x ∈ ΩN 〈γ′〉.
Proof. (a) Apply Proposition 2.2 and Proposition 3.2 as in the proof of
[L3, Thm. 4.5].
(b) Letting g0 = f , apply (a) repeatedly to find bounded and uniformly
continuous functions gp ∈ O(ΩN+p〈α〉, Z) for p ≥ 1 with ‖gp(x)−gp−1(x)‖ <
ε/2p+1 for x ∈ ΩN+p〈γ〉. Letting g = g0 +
∑∞
p=1(gp − gp−1) = limp→∞ gp
completes the proof of Proposition 3.3.
4. VANISHING IN THE MIDRANGE.
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In this section we show that certain cocycles can be resolved.
Let D ⊂⊂ D′ ⊂⊂ CN be pseudoconvex open, U a covering of D by open
sets U ⊂ D. For U ∈ U let U ′ be pseudoconvex open with U ⊂ U ′ ⊂ D′
and assume that U′ = {U ′ : U ∈ U} covers D′. Let Y be a Banach space,
π : CN × Y → CN × Y the projection π(ζ, y) = (ζ, 0), R : D′ → (0,∞)
be continuous and bounded away from zero and − logR plurisubharmonic,
0 < θ < 1, Ω′ = Ω(D′, R), Ω = Ω(D, θR) as in (3.1), U′(Ω′) = {U ′(Ω′) =
π−1(U ′) ∩ Ω′ : U ′ ∈ U′}, U(Ω) = {U(Ω) = π−1(U) ∩ Ω : U ∈ U}.
We say that a cochain f ∈ Cq(V,OZ), q ≥ 0, is bounded and uniformly
continuous if each of its components fσ is bounded and uniformly continuous
on the body |σ| of any q-simplex σ ofV. This is most useful when the covering
V is finite or has a finite refinement.
Proposition 4.1. For any bounded and uniformly continuous cocycle f ∈
Zq(U′(Ω′),OZ), q ≥ 1, there is a bounded and uniformly continuous cochain
g ∈ Cq−1(U(Ω),OZ) with f |U(Ω) = δg.
Proof. This can be done using a smooth partition of unity on D′ and an
integral operator solving a ∂¯-equation on a smooth strictly pseudoconvex
complete Hartogs domain. See [P1, Prop. 5.1, Prop. 7.1].
5. INVERTIBLE MATRICES.
This section describes some properties of holomorphic functions with val-
ues in invertible matrices and invertible linear operators on a Banach space.
Let Z be a Banach space, End(Z) = Hom(Z, Z) the Banach algebra of
all linear operators A : Z → Z endowed with the operator norm ‖A‖, G =
GL(Z) the Banach Lie group of units of End(Z), and G˙ = End(Z) the
Banach Lie algebra of G. Here G is a pseudoconvex open subset of End(Z),
and we have a holomorphic map, called the exponential map, exp : G˙ → G
defined by exp(ξ) =
∑∞
n=0 ξ
n/n!, which is biholomorphic from a small ball
BG˙(ε0) of G˙ to an open neighborhood of 1 ∈ G, whose inverse is called
logarithm and is denoted by log. In this case exp may equally be defined by
exp(ξ) = limn→∞
(
1 + ξn
)n
.
Let (Ω, d) be a metric space, and f ∈ C(Ω, G) a continuous function. If
both ‖f(x)‖ and ‖f(x)−1‖ are bounded for x ∈ Ω, then we say that f is
bounded on Ω, and write that f ∈ Cb(Ω, G). If for any ε > 0 there is a
δ > 0 such that ‖f(x)f(y)−1 − 1‖ < ε for all x, y ∈ Ω with d(x, y) < δ, then
we say that f is uniformly continuous on Ω, and write that f ∈ Cu(Ω, G).
If f is both bounded and uniformly continuous on Ω, then we write that
f ∈ Cbu(Ω, G). If Ω is a complex Banach manifold with a fixed metric d
that induces the topology of Ω, then we endow Ω × [0, 1] with the metric
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̺(x, t; y, s) = max{d(x, y), |t − s|}. If f ∈ O(Ω, G) and there is an h ∈
Cbu(Ω× [0, 1], G) such that h(x, 1) = f(x) and h(x, 0) = 1 for all x ∈ Ω, then
we say that f is a simple function on Ω and that h is a simple (h1)-function (or
a simple one-parameter homotopy) on Ω, and write that f ∈ Os(Ω, G) and
that h ∈ O1s (Ω, G). A simple function f ∈ Os(Ω, Z) and a simple (h1)-func-
tion h ∈ O1s (Ω, Z) with values in a Banach space Z are similarly defined: f
is just a holomorphic function f ∈ O(Ω, Z) that is bounded and uniformly
continuous on Ω (null homotopy is automatic by taking tf(x)), and h is
just a homotopy h ∈ Cbu(Ω × [0, 1], Z) that is holomorphic in x ∈ Ω for
t = 1, and h(x, 0) = 0 for x ∈ Ω. Simple functions form a group Os(Ω, G)
with respect to pointwise multiplication and inversion that is closed under
uniform sequential limits, and similarly for simple (h1)-functions O1s (Ω, G).
If H is a topological group, then let C0([0, 1], H) be the set of all continuous
functions f : [0, 1]→ H with f(0) = 1 ∈ H. All that we state below in this
section for G = GL(Z) can easily and quite analogously be extended to the
Banach Lie group G = C0([0, 1],GL(Z)), the path group of GL(Z).
Proposition 5.1. (a) If f, g ∈ Os(Ω, G) are simple functions, then so are
fg ∈ Os(Ω, G) and f−1 ∈ Os(Ω, G).
(b) If fn ∈ Os(Ω, G) are simple functions on Ω, and fn → f uniformly on
Ω, i.e., limn→∞ supx∈Ω ‖f(x)fn(x)
−1−1‖ = 0, then their limit f ∈ Os(Ω, G)
is also a simple function on Ω.
(c) If f ∈ O(Ω, G) is such that there is a homotopy h ∈ Cbu(Ω× [0, 1], G)
with h(x, t) holomorphic in x ∈ Ω for each t ∈ [0, 1], and h(x, 0) = 1 and
h(x, 1) = f(x) for x ∈ Ω, then there are finitely many functions g1, . . . , gn ∈
Os(Ω, G˙) such that f(x) = exp(g1(x)) . . . exp(gn(x)) for all x ∈ Ω.
(d) If g ∈ O1s (Ω, G˙), then the solution h ∈ O
1
s (Ω, G) of the parametric
initial value problem ddth(x, t) = g(x, t)h(x, t), h(x, 0) = 1 for the linear
ordinary differential equation for the left logarithic derivative is a simple
(h1)-function. Thus f(x) = h(x, 1) defines a simple function f ∈ Os(Ω, G).
Proof. As this proposition expresses some well known simple facts only,
we just indicate the arguments.
(a) Boundedness and null homotopy are clear. Uniform continuity for fg
follows on writing f(x)g(x)(f(y)g(y))−1 = [f(x)f(y)−1][g(x)g(y)−1]f(y) from
considering conjugation and the adjoint action of G on G˙, where ab = bab−1.
(b) The limit is clearly bounded and uniformly continuous. To see that it
is also null homotopic note that ‖f(x)fn(x)−1 − 1‖ < 1/2 for x ∈ Ω if n is
large enough. Fixing one such n we can write f(x)fn(x)
−1 = exp(g(x)), or
f(x) = exp(g(x))fn(x), from which f is easily seen null homotopic.
(c) To write f as a finite product of exponentials of simple functions we
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consider the telescopic product
f(x) = h(x, 0)−1h(x, 1) =
[h(x, 0)−1h(x, 1
n
)][h(x, 1
n
)−1h(x, 2
n
)] . . . [h(x, n−1
n
)−1h(x, 1)],
and take logarithm of h(x, i−1n )
−1h(x, in ), i = 1, . . . , n, which is uniformly
small if n is large enough.
(d) Our h is as claimed since we can write h(x, t) as a so-called product
integral, which is a uniform limit as in (b) of products of finitely many sim-
ple functions. These products make a multiplicative analog of the ordinary
Euler polygon method in linear ordinary differential equations. The proof of
Proposition 5.1 is complete.
For the rest of this section see [P1, §§ 7-9], which has all that we need but
in a slightly different form. We turn now to Runge approximation for simple
functions. Resume the notation and assumptions of § 3.
Proposition 5.2. If D2 is holomorphically convex in D3, f ∈ Os(Ω(D2, R), G)
is a simple function, 0 < θ < 1, and ε > 0, then there is a g ∈ O(D3 × Y,G)
that is homotopic through holomorphic maps D3×Y → G to 1 and is bounded
and uniformly continuous on any set of the form K ×BY (r), where 0 < r <
∞ and K ⊂⊂ D3, and ‖f(ζ, y)g(ζ, y)−1− 1‖ < ε for (ζ, y) ∈ Ω(D1, θR).
Proof. Define f ′ ∈ Os(Ω(D2, R), G) and f
′′ ∈ Os(D2, G) by writing
f(ζ, y) = f ′(ζ, y)f ′′(ζ), where f ′′(ζ) = f(ζ, 0), so f ′(ζ, 0) = 1. Look-
ing at f ′(ζ, ty), t ∈ [0, 1], Proposition 5.1(c) gives f ′i ∈ Os(Ω(D2, R), G˙)
with f ′(ζ, y) = exp(f ′1(ζ, y)) . . . exp(f
′
m(ζ, y)). After possibly shrinking D2
arbitrarily slightly Grauert’s theorem [C, The´ore`me principal (ii)] yields
f ′′j ∈ Os(D2, G˙) with f
′′(ζ) = exp(f ′′1 (ζ)) . . . exp(f
′′
n (ζ)). Let η > 0. Ap-
ply Proposition 3.2 to find functions g′i ∈ O(D3 × Y, G˙) that approximate
f ′i so that ‖f
′
i(ζ, y) − g
′
i(ζ, y)‖ < η for (ζ, y) ∈ Ω(D1, θR). After possibly
shrinking D3 arbirarily slightly Theorem A of Stein theory provides func-
tions g′′j ∈ Os(D3, G˙) with ‖f
′′
j (ζ)− g
′′
j (ζ)‖ < η for ζ ∈ D1.
Letting g(ζ, y) = exp(g′1(ζ, y)) . . . exp(g
′
m(ζ, y)) exp(g
′′
1 (ζ)) . . . exp(g
′′
n(ζ))
will do if η > 0 is small enough. The proof of Proposition 5.2 is complete.
Proposition 5.3. Let 8α ∈ A, and choose γ ∈ A as in Proposition 2.2(b),
and γ′ ∈ A as in Proposition 2.2(a). Let f ∈ Os(ΩN 〈α〉, G) be a simple
function, and ε > 0.
(a) There is a simple function g ∈ Os(ΩN+1〈α〉, G) with ‖f(x)g(x)−1 −
1‖ < ε for x ∈ ΩN 〈γ〉.
(b) There is a g ∈ O(Ω, G) that is simple on ΩN+p〈γ′〉 for all p ≥ 0 with
‖f(x)g(x)−1 − 1‖ < ε for x ∈ ΩN 〈γ′〉.
7
Proof. (a) Apply Proposition 2.2 and Proposition 5.2 as in the proof of
[L3, Thm. 4.5].
(b) Letting g0 = f , apply (a) repeatedly to find for an η > 0 simple func-
tions gp ∈ Os(ΩN+p〈α〉, G) for p ≥ 1 with ‖gp−1(x)gp(x)−1 − 1‖ < η/2p+1
for x ∈ ΩN+p〈γ〉. Setting g = (. . . (gpg
−1
p−1)(gp−1g
−1
p−2) . . . (g1g
−1
0 ))g0 =
limp→∞ gp completes the proof of Proposition 5.3 if η > 0 is small enough.
Now we look at cohomology vanishing for simple functions.
Let Y be a Banach space, D ⊂⊂ D′ ⊂⊂ D′′ ⊂⊂ CN pseudoconvex open
with D holomorphically convex in D′ and D′ holomorphically convex in D′′,
R : D′′ → (0,∞) continuous with − logR plurisubharmonic, 1/2 < θ < 1,
a < a′ < b′ < b reals, h ∈ O(D′), D′ab = D
′ ∩ {a < Re h < b}, D1 =
D ∩ {Reh < b′}, D2 = D ∩ {a
′ < Reh}, Ωκ = Ω(Dκ, θR) for κ = 1, 2 as in
(3.1), Ω∗ = Ω(D′ab, R), ω˜ ⊂⊂ C
N+1 a C∞-smooth strictly smooth complete
Hartogs domain with {(ζ, λ) ∈ D×C : |λ| < θR(ζ)} ⊂⊂ ω˜ ⊂⊂ {(ζ, λ) ∈ D′×
C : |λ| < R(ζ)}, ω˜1 = {(ζ, λ) ∈ ω˜ : Reh < b′}, ω˜2 = {(ζ, λ) ∈ ω˜ : a′ < Reh},
Ω˜ = {(ζ, y) ∈ CN×Y : (ζ, ‖y‖) ∈ ω˜}, Ω˜κ = {(ζ, y) ∈ CN×Y : (ζ, ‖y‖) ∈ ω˜κ},
κ = 1, 2. Let Z be a Banach space, G = GL(Z). Then Os(Ω˜, Z) is a Banach
space with the sup norm, and Os(Ω˜, G) is a Banach Lie group with Banach
Lie algebra Os(Ω˜, G˙).
Proposition 5.4. There are bounded linear operators Fκ : Os(Ω˜
1 ∩ Ω˜2, Z)→
Os(Ω˜κ, Z), κ = 1, 2, with f = F1(f) + F2(f) for f ∈ Os(Ω˜1 ∩ Ω˜2, Z).
Proof. See the proof of [P1, Prop. 7.1].
Note that part of Proposition 5.4 can be reformulated as saying that the
Mayer–Vietoris sequence
(5.1) 0→ Os(Ω˜
1 ∪ Ω˜2)
r
−→ Os(Ω˜
1)×Os(Ω˜
2)
a
−→ Os(Ω˜
1 ∩ Ω˜2)→ 0
is a split exact sequence of Banach spaces, where Os(·) = Os(·, Z), r(Φ) =
(Φ|Ω˜1,−Φ|Ω˜2), and a(f1, f2) = f1 + f2.
Proposition 5.5. There are an open neighborhood N of 1 in Os(Ω˜1 ∩ Ω˜2, G)
and holomorphic maps Fκ : N → Os(Ω˜
κ, G), κ = 1, 2, with Fκ(1) = 1, and
f = F1(f)F2(f) for f ∈ N .
Proof. Apply Proposition 5.4 as in the proof of [P1, Prop. 7.2].
Proposition 5.6. There is an ε0 > 0 such that if f ∈ Os(Ω∗, G) satisfies that
‖f(x) − 1‖ < ε0 for x ∈ Ω∗, then there are fκ ∈ Os(Ωκ, G), κ = 1, 2, with
f = f1f
−1
2 on Ω
1 ∩ Ω2.
Proof. Apply Proposition 5.5.
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Proposition 5.7. If λ ∈ Os(Ω
∗, G), g ∈ Os(Ω
∗, Z), then there are gκ ∈
Os(Ωκ, Z) with g(x) = g1(x)− λ(x)g2(x) for x ∈ Ω1 ∩ Ω2.
Proof. If supx∈Ω∗ ‖λ(x) − 1‖ < ε0 for an ε0 > 0 small enough, then
Proposition 5.6 gives λκ ∈ Os(Ωκ, G) with λ = λ1λ
−1
2 . We seek gκ in the
form gκ = λκhκ, and let h = λ
−1
1 g. Proposition 4.1 gives hκ ∈ Os(Ω
κ, Z)
with h = h1 − h2, completing the proof in the case λ ≈ 1.
If λ is arbitrary, then we reduce to the case of λ ≈ 1 treated above. Proposi-
tion 5.2 gives a Λ ∈ Os(D′′×BY (2 supD′ R), G) such that ‖λ(x)Λ(x)
−1−1‖ <
ε0 for x ∈ Ω∗. We seek g1, g2 in the form g1 = h1, g2 = Λ−1h2. As the Cousin
problem g(x) = h1(x)−λ(x)Λ(x)−1h2(x) can be solved by the already proved
case λΛ−1 ≈ 1 above, the proof of Proposition 5.7 is complete.
Proposition 5.8. If f ∈ Os(Ω
∗, G), then there are fκ ∈ Os(Ω
κ, G), κ = 1, 2,
with f = f1f
−1
2 .
Proof. As in the proof of Proposition 5.2 we see that there is a homotopy
h ∈ Obu(Ω∗×BC(2), G) with with h(x, 1) = f(x) and h(x, 0) = 1 for x ∈ Ω∗.
We seek to define fκ(x) by fκ(x) = hκ(x, 1), where hκ ∈ Obu(Ωκ×BC(2θ), G)
are to be chosen to satisfy
(5.2) h1(x, t) = h(x, t)h2(x, t).
We will obtain hκ from its logarithmic derivative h˙κ = hκth
−1
κ via the para-
metric initial value problem for ordinary differential equations
(5.3)
{
d
dt
hκ(x, t) = h˙κ(x, t)hκ(x, t)
hκ(x, 0) = 1
.
Let h˙ = hth
−1 ∈ Obu(Ω∗×BC(2θ), G˙) be the left logarithmic derivative of h.
The relation (5.2) follows by integration of ODEs from (5.3) together with
the relation
(5.4) h˙1 = h˙+ hh˙2h
−1,
which is obtained from (5.2) by logarithmic differentiation. The equation
(5.4) is a Cousin problem
(5.5) h˙ = h˙1 − λh˙2,
where λ = Ad(h) ∈ Obu(Ω∗ × BC(2),GL(G˙)). As (5.5) can be solved by
Proposition 5.7 the proof of Proposition 5.8 is complete.
Proposition 5.9. If f ∈ O1s (Ω
∗, G), then there are fκ ∈ O1s (Ω
κ, G) solving
f = f1f
−1
2 on (Ω
1 ∩ Ω2)× [0, 1].
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Proof. Grauert’s theorem [C, The´ore`me principal (iii)] furnishes gκ ∈
O1s (D
κ, G) solving f(ζ, 0, t) = g1(ζ, t)g2(ζ, t)
−1. Defining f ′ ∈ O1s (Ω
∗, G) by
f ′(ζ, y, t) = g1(ζ, t)
−1f(ζ, y, t)g2(ζ, t) we see that f
′ satisfies f ′(ζ, 0, t) = 1.
Proposition 5.8 gives f ′κ ∈ Os(Ω
κ, G) with f ′κ(ζ, 0) = 1 solving f
′(ζ, y, 1) =
f ′1(ζ, y)f
′
2(ζ, y)
−1. Define f ′′(ζ, y, t) = f1(ζ, ty)
−1f ′(ζ, y, t)f ′2(ζ, ty). Then
f ′′(ζ, y, t) = 1 for t ∈ {0, 1}. Let f ′′1 (ζ, y, t) = f
′′(ζ, χ(Reh(ζ))y, t), f ′′2 = 1,
where χ ∈ C∞(R, [0, 1]) is a smooth cutoff function that equals 1 on [a′, b′],
and 0 on R \ [a, b]. Then setting fκ = gκf ′κf
′′
κ ∈ O
1
s (Ω
κ, G) completes the
proof of Proposition 5.9.
6. VANISHING FOR A TRIVIAL BUNDLE.
In this section we complete the proof of Theorem 1.3(a). Resume the
notation and hypotheses of Theorem 1.3.
Let U be an open covering of Ω. We say that a cochain f ∈ Cq(U,OZ),
q ≥ 1, is simple and write f ∈ Cqs (U,O
Z) if its components fσ ∈ Os(|σ|, Z) are
simple over the body |σ| of any q-simplex σ of U. The coboundaries and finite
sums of simple cochains are simple cochains. If f ∈ Cqs (U,O
Z), and δf = 0,
then we call f a simple cocycle, and write that f ∈ Zqs (U,O
Z). Simple
cocycles Zqs (U,O
Z), q ≥ 1, modulo simple coboundaries δCq−1s (U,O
Z) make
up a group Hqs (U,O
Z). If an open covering V of Ω is any refinement of U,
and f ∈ Cqs (U,O
Z) is any simple cochain of U, then the image of f under
any refinement map from V to U is a simple cochain of V in Cqs (V,O
Z).
As U gets ever finer it is possible to take the direct limit of the Hqs (U,O
Z)
to get a limit Hqs (Ω,O
Z). We claim that Hqs (Ω,O
Z) ∼= Hq(Ω,OZ), q ≥ 1,
are naturally isomorphic. To that end it is enough to show that any cochain
f ∈ Cq(U,OZ) can be represented by a simple cochain g ∈ Cqs (V,O
Z). This
can be seen as follows. Refine U so as to be locally finite (Ω is a metric
space, hence it is paracompact). Then choose for each point x ∈ Ω a ball
Vx = BX(x, α(x)) ⊂ Ω so small that if σ is any of the finitely many q-
simplices of U such that |σ| intersects Vx, then fσ and its Fre´chet differential
dfσ are bounded on Vx. Let V = {Vx : x ∈ Ω}, and g the image of f
under any refinement map from V to U. Then V and g will do the job.
The most useful case of simple cocycles Zqs (U,O
Z) is that of q = 1, where
approximation is necessary, and the extra regularity is welcome. If a covering
U of Ω = Ω(D,R) as in (3.1) has a finite basic refinement V(Ω) as in § 4,
and f ∈ Z0s (U,O
Z) is a simple 0-cocycle, then f determines a unique simple
function f ∈ Os(Ω, Z). This is due to the precompactness of D.
The above has a multiplicative version, too, for G = GL(Z). Let OG1 → Ω
be the sheaf of germs of (h1)-functions f : Ω × [0, 1] → G, i.e., let U ⊂ Ω
be open, and define OG1 (U) = O1(U,G) as the set of all functions f ∈
C(U × [0, 1], G) with f(x, 0) = 1 and f(x, 1) holomorphic for x ∈ U . We
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say that a cochain f ∈ Cq(U,OG1 ), q = 0, 1, is simple and write that f ∈
Cqs (U,O
G
1 ) if its components fσ ∈ O
1
s (|σ|, G) are simple (h1)-functions over
the body |σ| of any q-simplex σ of U. The coboundaries fUf
−1
V , fUV fVW fWU ,
and finite products and inverses of simple cochains are simple cochains. If
f = (fUV ) ∈ C1s (U,O
G
1 ) and δf = (fUV fVW fWU ) = 1, then we call f a
simple cocycle, and write that f ∈ Z1s (U,O
G
1 ). Between two simple cochains
f = (fUV ), g = (gUV ) ∈ C1s (U,O
G
1 ) there is an equivalence relation f ∼ g
defined by making f ∼ g if and only if there is a simple cochain c ∈ C0s (U,O
G
1 )
with fUV = c
−1
U gUV cV . Simple cocycles Z
1
s (U,O
G
1 ) modulo this equivalence
relation ∼ make up a simple cohomology set H1s (U,O
G
1 ) with a distiguished
element 1, which is just the class of the trivial cocycle 1. If an open covering
V of Ω is any refinement of U, and f ∈ Cqs (U,O
G
1 ) is any simple cochain,
then the image of f under any refinement map V→ U is a simple cochain of
V in Cqs (V,O
G
1 ), q = 0, 1. As U gets ever finer it is possible to take the direct
limit of the H1s (U,O
G
1 ) to get the simple cohomology group H
1
s (Ω,O
G
1 ) of Ω
with respect to the sheaf OG1 . If a covering U of Ω = Ω(D,R) as in (3.1)
has a finite basic refinement V(Ω) as in § 4, and f ∈ Z0s (U,O
G
1 ) is a simple
0-cocycle, then f determines a unique simple (h1)-function f ∈ O
1
s (Ω, G).
This is due to the precompactness of D.
Proposition 6.1. Let X be a Banach space with a Schauder basis, Ω ⊂ X
pseudoconvex open, and suppose that plurisubharmonic domination holds
in Ω. Then for any α ∈ A there is a γ ∈ A such that γ < α, and
Hqs (BN (α),O
Z)|BN (γ) = 0 for all N ≥ 0 and q ≥ 1.
Proof. We consider some open coverings and refinement maps of them.
Let α, β, γ ∈ A be as in Proposition 2.2(b). Consider the open coverings
BN (α), UN = {U(x) = ΩN 〈β〉 ∩ π
−1
N BX(πNx, β(x)) : x ∈ ΩN 〈γ〉}, BN (γ),
and their refinement maps UN → BN (α) given by U(x) 7→ BX(x, α(x)), and
BN (γ) → UN given by BX(x, γ(x)) 7→ U(x). Due to the inequalities (2.2)
the above are indeed refinement maps, and hence induce maps
Hqs (BN (α),O
Z)→ Hqs (UN ,O
Z)→ Hqs (BN (γ),O
Z)
in cohomology for N ≥ 0 and q ≥ 1. Since the first map has zero image by
Proposition 4.1 the proof of Proposition 6.1 is complete.
Proof of Theorem 1.3(a). Let f ∈ Hq(Ω,OZ) = Hqs (Ω,O
Z) be a cohomol-
ogy class that we would like to resolve. By plurisubharmonic domination in
Ω there is an α such that 10α ∈ A, and f can be represented by a simple
cocycle f ∈ Zqs (B(α),O
Z). On choosing a γ ∈ A as in Proposition 6.1 we
find gN ∈ Cq−1s (BN (γ),O
Z), N ≥ 0, with δgN = f |BN (γ). We can extend
the cochain gN to a cochain gN ∈ Cq−1s (B(γ),O
Z) simply by defining gN to
be zero over simplices
⋂q
i=1BX(xi, γ(xi)) if at least one vertex xi 6∈ ΩN 〈γ〉.
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Proposition 2.2(e) gives a β ∈ A, β < γ, with ΩN 〈β〉 ⊂ ΩN 〈γ〉 ∩ ΩN+1〈γ〉
for N ≥ 0. So (gN+1 − gN )|BN (β) ∈ Zqs (BN (β),O
Z).
Suppose first that q ≥ 2. Proposition 6.1 gives a β′ ∈ A such that β′ < β,
and Hq−2s (BN (β),O
Z)|BN (β′) = 0, so similarly extending a (q− 2)-cochain
there is an hN ∈ Cq−2s (B(β
′),OZ) with (gN+1−gN )|BN (β′) = δhN |BN (β′).
Letting g′N = gN |B(β
′)−
∑N−1
n=1 δhn ∈ C
q−1
s (B(β
′),OZ) Proposition 2.2(a)
implies as g′N+1|BN (β
′) = gN |BN (β
′) that g′N converges as N → ∞ to a
cochain g ∈ Cq−1(B(β′),OZ) with δg = f |B(β′). Thus f equals zero in
Hq(Ω,OZ) for q ≥ 2.
Let now q = 1. By Proposition 2.2(f) there is a β′ ∈ A, β′ < β, such
that the covering BN (β)|ΩN 〈β′〉 has a finite refinement for all N ≥ 0. As
(gN+1 − gN )|BN (β) = hN ∈ Z0s (BN (β),O
Z) we see that over ΩN 〈β′〉 our
hN |(BN (β)|ΩN 〈β′〉) patches up to simple function hN ∈ Os(ΩN 〈β′〉, Z).
Proposition 3.3(b) gives a β′′ ∈ A, β′′ < β′, and an HN ∈ O(Ω, Z) with
‖hN (x)−HN (x)‖ < 1/2N for x ∈ ΩN 〈β′′〉 for all N ≥ 0. Proposition 2.2(a)
yields a β′′′ ∈ A, β′′′ < β′′ such that ΩM 〈β′′′〉 ⊂ ΩN 〈β′′〉 for all N ≥M ≥ 0.
Letting g′N = (gN−
∑N−1
n=1 Hn)|B(β
′′) defines a cochain g′N ∈ C
0(B(β′′),OZ)
that satisfies g1 +
∑∞
n=1(gn+1 − gn − Hn) = limN→∞(gN −
∑N−1
n=1 Hn) =
limN→∞ g
′
N = g, where the convergence is uniform on ΩM 〈β
′′′〉 for allM ≥ 0.
Thus the limit g ∈ C0(B(β′′),OZ) exists and satisfies δg = δgN |B(β′′) =
f |B(β′′). The proof of Theorem 1.3(a) is complete.
Resume the context and notation of § 4.
Proposition 6.2. For any f ∈ Z1s (U
′(Ω′),OG) with f(ζ, 0) = 1 there is
a g ∈ C0s (U(Ω),O
G) with g(ζ, 0) = 1 such that fU ′V ′(ζ, y)|(U ∩ V )(Ω) =
gU (ζ, y)gV (ζ, y)
−1.
Proof. Letting h ∈ O(CN ) be various linear functions h(ζ1, . . . , ζN) =
ζj the usual induction process of Cousin and Cartan (see [H, § 7.2], or
[Lt, Lemma 4.1]) relying on Proposition 5.8 completes the proof of Proposi-
tion 6.2.
Proposition 6.3. For any f ∈ Z1s (U
′(Ω′),OG1 ) with f(ζ, 0, t) = 1 there is a
g ∈ C0s (U(Ω),O
G
1 ) with g(ζ, 0, t) = 1 such that fU ′V ′(ζ, y, t)|(U ∩ V )(Ω) =
gU (ζ, y, t)gV (ζ, y, t)
−1.
Proof. The proof is a similar induction as that of Proposition 6.2 relying
on Proposition 5.9 this time.
Proposition 6.4. For any f ∈ Z1s (U
′(Ω′),OG1 ) there is a g ∈ C
0
s (U(Ω),O
G
1 )
with fU ′V ′(ζ, y, t)|(U ∩ V )(Ω) = gU (ζ, y, t)gV (ζ, y, t)−1.
Proof. Define f ′ ∈ Z1s (U
′,OG1 ) and f
′′ ∈ Z1s (U
′(Ω′),OG1 ) by writing
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f(ζ, y, t) = f ′(ζ, t)f ′′(ζ, y, t), where f ′(ζ, t) = f(ζ, 0, t), so f ′′(ζ, 0, t) = 1. Af-
ter possibly shrinking U′ arbitrarily slightly Grauert’s theorem [C, The´ore`me
principal (iii)] gives a g′ ∈ C0s (U
′,OG1 ) with f
′
U ′V ′(ζ, t) = g
′
U ′(ζ, t)g
′
V ′(ζ, t)
−1.
Define a new cocycle f ′′ ∈ Z1s (U
′(Ω′),OG1 ) by the formula f
′′
U ′V ′(ζ, y, t) =
g′U ′(ζ, t)
−1fU ′V ′(ζ, y, t)g
′
V ′(ζ, t). Then f
′′(ζ, 0, t) = 1, and Proposition 6.3
provides a g′′ ∈ C0s (U(Ω),O
G
1 ) with g
′′(ζ, 0, t) = 1, and f ′′U ′V ′(ζ, y, t)|(U ∩
V )(Ω) = g′′U (ζ, y, t)g
′′
V (ζ, y, t)
−1. Letting gU (ζ, y, t) = g
′
U ′(ζ, t)g
′′
U(ζ, y, t)
completes the proof of Proposition 6.4.
We now turn to approximation. Resume the context and notation of § 3
and Proposition 5.2.
Proposition 6.5. Let D2 be holomorphically convex in D3, 0 < θ < 1, ε > 0,
and f ∈ O1s (Ω(D2, R), G).
(a) If f(ζ, 0, t) = 1, then there is a g ∈ O1(D3 × Y,G) with g(ζ, 0, t) =
1 such that g(ζ, y, t) is bounded and uniformly continuous on any set of
the form K × BY (r) × [0, 1], where 0 < r < ∞, and K ⊂⊂ D3, and
‖f(ζ, y, t)g(ζ, y, t)−1− 1‖ < ε for (ζ, y) ∈ Ω(D1, θR), and t ∈ [0, 1].
(b) There is a g ∈ O1(D3 × Y,G) such that g(ζ, y, t) is bounded and uni-
formly continuous on any set of the form K×BY (r)×[0, 1], where 0 < r <∞,
and K ⊂⊂ D3, and ‖f(ζ, y, t)g(ζ, y, t)−1 − 1‖ < ε for (ζ, y) ∈ Ω(D1, θR),
and t ∈ [0, 1].
Proof. (a) Looking back at the proof of Proposition 5.2 we find that it gives
a g′ ∈ O(D3 × Y,G) with g′(ζ, 0) = 1 and ‖f(ζ, y, 1)g′(ζ, y)−1 − 1‖ < ε for
(ζ, y) ∈ Ω(D1, θR). Let χ ∈ C∞(CN , [0, 1]) be a smooth cutoff function with
χ = 1 on D1, and χ = 0 on C
N \D2. Fix θ′ with 0 < θ < θ′ < 1, and define
f˜ ∈ C(D3×Y ×[0, 1], G) by f˜(ζ, y, t) = f(ζ, χ(ζ)min(‖y‖, θ′R(ζ))
y
‖y‖
, t). Let
g(ζ, y, t) = g′(ζ, ty)f˜(ζ, ty, 1)−1f˜(ζ, y, t). We check that this g will do. In-
deed, g is defined and continuous on D3×Y × [0, 1], g(ζ, y, 0) = 1, g(ζ, 0, t) =
1, g(ζ, y, 1) = g′(ζ, y) is holomorphic on D3 × Y , and for (ζ, y) ∈ Ω(D1, θR),
t ∈ [0, 1] we have that ‖f(ζ, y, t)g(ζ, y, t)−1 − 1‖ ≤ ‖f(ζ, ty, 1)g′(ζ, ty)−1 −
1‖ < ε as f = f˜ on Ω(D1, θR)× [0, 1], and (ζ, ty) ∈ Ω(D1, θR).
(b) Let η > 0, and write f ′(ζ, t) = f(ζ, 0, t), f(ζ, y, t) = f ′(ζ, t)f ′′(ζ, y, t);
f ′ ∈ O1s (D2, G), f
′′ ∈ O1s (Ω(D2, R), G). Grauert’s theorem [C, The´ore`me
principal (ii)] gives a g′ ∈ O1s (D3, G) with ‖f
′(ζ, t)g′(ζ, t)−1 − 1‖ < η for
(ζ, t) ∈ D1×[0, 1]. Part (a) supplies a g′′ ∈ O1(D3×Y,G) with g′′(ζ, 0, t) = 1
and ‖f ′′(ζ, y, t)g′′(ζ, y, t)−1 − 1‖ < η for (ζ, y) ∈ Ω(D1, θR), and t ∈ [0, 1].
Letting g = g′g′′ completes the proof of Proposition 6.5 if η > 0 is small
enough.
Proposition 6.6. Let 8α ∈ A, and choose a γ ∈ A as in Proposition 2.2(b),
and a γ′ ∈ A as in Proposition 2.2(a). Let f ∈ O1s (ΩN 〈α〉, G) be a simple
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(h1)-function, and ε > 0.
(a) There is a simple (h1)-function g ∈ O1s (ΩN+1〈α〉, G) that satisfies
‖f(x, t)g(x, t)−1 − 1‖ < ε for x ∈ ΩN 〈γ〉, t ∈ [0, 1].
(b) There is a g ∈ O1(Ω, G) that is a simple (h1)-function on ΩN+p〈γ′〉
for all p ≥ 0 with ‖f(x, t)g(x, t)−1− 1‖ < ε for x ∈ ΩN 〈γ
′〉, t ∈ [0, 1].
Proof. Relying on Proposition 6.5(b) instead of Proposition 5.2 as in the
proof of Proposition 5.3 completes the proof of Proposition 6.6.
Proposition 6.7. Let X be a Banach space with a Schauder basis, Ω ⊂ X
pseudoconvex open, and suppose that plurisubharmonic domination holds
in Ω. Then for any α ∈ A there is a γ ∈ A such that γ < α, and
H1s (BN (α),O
G
1 )|BN (γ) = 1 for all N ≥ 0.
Proof. We consider some open coverings and refinement maps of them.
Let α, β, γ ∈ A be as in Proposition 2.2(b). Consider the open coverings
BN (α), UN = {U(x) = ΩN 〈β〉 ∩ π
−1
N BX(πNx, β(x)) : x ∈ ΩN 〈γ〉}, BN (γ),
and their refinement maps UN → BN (α) given by U(x) 7→ BX(x, α(x)), and
BN (γ) → UN given by BX(x, γ(x)) 7→ U(x). Due to the inequalities (2.2)
the above are indeed refinement maps, and hence induce maps
H1s (BN (α),O
G
1 )→ H
1
s (UN ,O
G
1 )→ H
1
s (BN (γ),O
G
1 )
in cohomology for N ≥ 0. Since the image of the first map is 1 by Proposi-
tion 6.4 the proof of Proposition 6.7 is complete.
Theorem 6.8. Let X be a Banach space with a Schauder basis, Ω ⊂ X
pseudoconvex open, and suppose that plurisubharmonic domination holds in
Ω. Then H1s (Ω,O
G
1 ) = 1.
Proof. Let f ∈ H1s (Ω,O
G
1 ) be a cohomology class that we would like
to resolve. By plurisubharmonic domination in Ω there is an α such that
10α ∈ A, and f can be represented by a simple cocycle f ∈ Z1s (B(α),O
G
1 ).
On choosing a γ ∈ A as in Proposition 6.7 we find gN ∈ C0s (BN (γ),O
G
1 ),
N ≥ 0, with fUV |BN (γ) = gNU (g
N
V )
−1. We can extend the cochain gN to
a cochain gN ∈ C0s (B(γ),O
G
1 ) simply by defining g
N
U to be 1 over simplices
U = BX(x, γ(x)) if x 6∈ ΩN 〈γ〉. Proposition 2.2(e) gives a β ∈ A, β < γ,
with ΩN 〈β〉 ⊂ ΩN 〈γ〉 ∩ ΩN+1〈γ〉 for N ≥ 0. So ((gN)−1gN+1)|BN (β) ∈
Z0s (B(β),O
G
1 ). By Proposition 2.2(f) there is a β
′ ∈ A, β′ < β, such
that the covering BN (β)|ΩN 〈β′〉 has a finite basic refinement for all N ≥
0. As ((gN)−1gN+1)|BN (β) = hN ∈ Z0s (BN (β),O
G
1 ) we see that over
ΩN 〈β′〉 our hN |(BN (β)|ΩN 〈β′〉) patches up to a simple (h1)-function hN ∈
O1s (ΩN 〈β
′〉, G). Let a1 = 1. Repeated application of Proposition 6.6(b)
gives a β′′ ∈ A, β′′ < β′, and a sequence g˜N ∈ C0(B(β′′),OG1 ), N ≥ 1, of
the form g˜NU = g
N
U aN , where aN ∈ O1(Ω, G) is such that aN |ΩN+p〈β
′′〉 ∈
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O1s (ΩN+p〈β
′′〉, G) is simple for all p ≥ 0, and (g˜N)−1g˜N+1 = a−1N hNaN+1
satisfies that ‖a−1N hNaN+1 − 1‖ < 1/2
N on ΩN 〈β′′′〉. Proposition 2.2(a)
yields a β′′′ ∈ A, β′′′ < β′′ with ΩM 〈β′′′〉 ⊂ ΩN 〈β′′〉 for all N ≥ M ≥ 0. As
g˜N converges uniformly on ΩM 〈β′′′〉 for all M the limit g = limN→∞ g˜N ex-
ists and satisfies that g ∈ C0(B(β′′),OG1 ), g|B(β
′′′) ∈ C0s (B(β
′′′),OG1 ), and
gUg
−1
V = fUV |B(β
′′). Thus H1s (Ω,O
G
1 ) = 1, and the proof of Theorem 6.8 is
complete.
7. TOPOLOGICAL TRIVIALITY OF A VECTOR BUNDLE.
In this section we show that certain type of topological Banach vector
bundles are topologically trivial.
Given a Banach space Z, and a number 1 ≤ p < ∞, let Z1 = ℓp(Z) =
{z = (zn) : zn ∈ Z, ‖z‖ = (
∑∞
n=1 ‖zn‖
p)1/p < ∞}. Note that Z1, Z ⊕ Z1,
Z1⊕Z1, ℓp(Z1) are isomorphic Banach spaces by permuting the coordinates.
Denote by Z1 the trivial Banach vector bundle Ω × Z1 over any base space
Ω.
Proposition 7.1. Let X,Z be Banach spaces, X with a Schauder basis, Ω ⊂ X
open, E → Ω a topological Banach vector bundle with fiber type Z, and F =
E ⊕ Z1 → Ω the direct sum Banach vector bundle. Then F is topologically
trivial: F is continuously isomorphic to Ω× Z1.
Proposition 7.1 is the main point of this section, and its proof will take us
some steps.
Let N = {1, 2, 3, . . .}, and fix bijections from N to members of a partition
of N into two infinite subsets, say, odd or even numbers. Let I2 be the
isomorphism I2 ∈ Hom(Z1, Z1 ⊕Z1) of Banach spaces induced by the above
bijection, i.e., I2((zn)) = ((xn), (yn)), where xn = z2n−1, and yn = z2n for
n ≥ 1. Fix a bijection N → N× N, say, n 7→ (i, j), where n = 2i−1(2j − 1).
Let I∞ be the isomorphism I∞ ∈ Hom(Z1, ℓp(Z1)) of Banach spaces induced
by the above bijection, i.e., I∞((zn)) = (i 7→ (j 7→ xij)), where xij = zn,
and n = 2i−1(2j − 1). Then I2, I∞ are isometries and their operator norms
are ‖I2‖ = ‖I∞‖ = 1.
Our vector bundle F has the stability property that F and F ⊕ Z1 =
E⊕Z1⊕Z1 are isomorphic. This is due to the fact that Z1 and Z1⊕Z1 are
isomorphic. Let J ∈ C(Ω,Hom(F, F⊕Z1)) be an isomorphism of topological
Banach vector bundles defined, e.g., by J(ξ, z1) = (ξ, I2(z1)), where ξ ∈ Ex,
x ∈ Ω, and z1 ∈ Z1.
Denote a finite or infinite block diagonal matrix A with diagonal blocks
A1, A2, A3, . . . by A = diag(A1, A2, A3, . . . ).
Proposition 7.2. Let U ⊂ Ω be open, f ∈ C(U,GL(Z1)), and define f ′ ∈
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C(U,GL(Z1 ⊕ Z1)) by f
′(x) = diag(f(x), 1). Then f ′ is null homotopic,
i.e., there is an h ∈ C(U × [0, 1],GL(Z1 ⊕ Z1)) with h(x, 0) = f ′(x), and
h(x, 1) = 1 for all x ∈ U .
Proof. This is based on classical tricks with infinite matrices, see [K,
Lemma 7]. As Z1⊕Z1, Z1⊕ ℓp(Z1), and ℓp(Z1) are isomorphic by Z1⊕Z1 ∋
(x, y) 7→ (x, I∞(y)) ∈ Z1 ⊕ ℓp(Z1), and by Z1 ⊕ ℓp(Z1) ∋ (x, (yn)) 7→ (zn) ∈
ℓp(Z1), where z1 = x, and zn = yn−1 for n ≥ 2, we see that f
′ can be
regarded as an element of C(U,GL(ℓp(Z1))) defined by the infinite block
diagonal matrix f ′(x) = diag(f(x), 1, 1, . . .).
Our homotopy h will be the concatenation h = h1 ∨ h2 of two homotopies
hi ∈ C(U × [0, 1],GL(ℓp(Z1))), i = 1, 2, defined by h(x, t) = h1(x, 2t) for
x ∈ U , t ∈ [0, 12 ], and h(x, t) = h2(x, 2t− 1) for x ∈ U , t ∈ [
1
2 , 1], where we
must have h1(x, 1) = h2(x, 0) for all x ∈ U .
To define h1 let h1(x, s) equal
diag
(
f(x),
[
cos t − sin t
sin t cos t
] [
f(x) 0
0 1
] [
cos t sin t
− sin t cos t
] [
f(x)−1 0
0 1
]
, . . .
)
,
where the second diagonal block repeats along the diagonal, and t = π2 s.
Then we can easily compute that h1(x, 0) = diag(f(x), 1, 1, 1, . . .), and
h1(x, 1) = diag(f(x), f(x)
−1, f(x), f(x)−1, . . . ).
We define h2 by letting h2(x, s) equal
diag
([
cos t − sin t
sin t cos t
] [
f(x)−1 0
0 1
] [
cos t sin t
− sin t cos t
] [
f(x) 0
0 1
]
, . . .
)
,
where the first diagonal block repeats along the diagonal, and t = π
2
(s+ 1).
Then h2(x, 0) = h1(x, 1), and h2(x, 1) = diag(1, 1, 1, 1, . . .). The proof of
Proposition 7.2 is complete.
Elementary algebraic topology tells us that null homotopic maps have an
extension property.
Proposition 7.3. For any F ⊂ U ⊂ Ω, with F closed, U open, and f ∈
C(U,GL(Z1)) there is an f
′′ ∈ C(Ω,GL(Z1 ⊕ Z1)) with f ′′(x) = f ′(x) for
x ∈ F , where f ′ is as in Proposition 7.2.
Proof. Proposition 7.2 gives a homotopy h ∈ C(U × [0, 1],GL(Z1 ⊕ Z1))
with h(x, 0) = f ′(x) and h(x, 1) = 1 for all x ∈ U . Let χ ∈ C(Ω, [0, 1]) be
a cutoff function that equals 1 on F and 0 on Ω \ U . Then letting f ′′(x)
equal h(x, 1 − χ(x)) for x ∈ U and 1 for x ∈ Ω \ U completes the proof of
Proposition 7.3.
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Proposition 7.4. Let U1, U2 ⊂ Ω be open, and suppose that there are trivial-
izations ti ∈ C(Ui,Hom(F, Z1)) of F |Ui, i = 1, 2. Then F ⊕ Z1 and F are
trivial over U1 ∪ U2.
Proof. Let U = U1 ∩ U2, and define f ∈ C(U,GL(Z1)) by f(x) =
t2(x)t1(x)
−1, and f ′ ∈ C(U,GL(Z1⊕Z1)) by f ′(x) = diag(f(x), 1). Let Vi ⊂
Vi ⊂ Ui be a shrinking of the covering {U1, U2} relative to U1 ∪U2. Proposi-
tion 7.3 gives an extension f ′′ ∈ C(Ω,GL(Z1 ⊕ Z1)) with f
′′(x) = f ′(x) for
x ∈ V1 ∩ V2. Define the trivializations Ti ∈ C(Vi,Hom(F ⊕ Z1, Z1 ⊕ Z1)) by
T1(x) = f
′′(x)diag(t1(x), 1), and T2(x) = diag(t2(x), 1). As T1(x) = T2(x)
for x ∈ V1 ∩ V2, and V1 ∪ V2 = U1 ∪ U2, the T1 and T2 patch up to define a
trivialization T ∈ C(U1 ∪ U2,Hom(F ⊕ Z1, Z1 ⊕ Z1)) by letting T (x) equal
Ti(x) for x ∈ Vi, i = 1, 2. Hence we get that F ⊕ Z1 is trivial over U1 ∪ U2.
Defining S ∈ C(U1 ∪ U2,Hom(F, Z1)) by S(x) = I
−1
2 T (x)J(x) trivializes
F |U1 ∪ U2 as well. The proof of Proposition 7.4 is complete.
Thus F is trivial over any finite union
⋃
Ui of open subsets Ui of Ω over
each of which F |Ui is trivial.
Proof of Proposition 7.1. Let A′ as in § 2. There is an α ∈ A′ such
that F |BX(x, α(x)) is trivial for all x ∈ Ω. Proposition 2.2 (except its part
(c)) remains true for any α ∈ A′ as well. The proof is just like that of
Proposition 2.2 for A only it is easier, and plurisubharmonic domination in
Ω is not needed. Proposition 2.2(f) gives an α′ ∈ A′, α′ < α, such that
BN (α)|ΩN(α′) has a finite refinement for all N ≥ 0. Proposition 2.2(e)
yields a β ∈ A′, β < α′, with ΩN 〈β〉 ⊂ ΩN 〈α′〉 ∩ ΩN+1〈α′〉 for all N ≥ 0,
and Proposition 2.2(a) a γ ∈ A′, γ < β, with Ωn〈γ〉 ⊂ ΩN 〈β〉 for N ≥ n.
We show by induction that there are for any N ≥ 1 continuous trivial-
izations TN ∈ C(ΩN 〈α′〉,Hom(F ⊕ ℓp(Z1), ℓp(Z1))) of the form TN (x) =
diag(tN (x), 1, 1, . . . ), where tN ∈ C(ΩN 〈α′〉,Hom(F ⊕ Z
⊕2N−1−1
1 , Z
⊕2N−1
1 ))
are trivializations such that TN = TN+1 over ΩM 〈γ〉 for all N ≥M ≥ 0.
By the remark after the proof of Proposition 7.4 there is a trivialization
t1 ∈ C(Ω1〈α′〉,Hom(F, Z1)). Define T1 by T1(x) = diag(t1(x), 1, 1, . . . ).
Suppose that T1, . . . , TN are already defined. By the remark after the proof
of Proposition 7.4 there is a trivialization T ′N+1 ∈ C(ΩN+1〈α
′〉,Hom(F ⊕
ℓp(Z1), ℓp(Z1))) of the form T
′
N+1(x) = diag(t
′
N+1(x), 1, 1, . . . ), where t
′
N+1 ∈
C(ΩN+1〈α′〉,Hom(F ⊕ Z
⊕2N−1
1 , Z
⊕2N
1 )) is a trivialization. We define f ∈
C(ΩN 〈α′〉 ∩ ΩN+1〈α′〉,GL(Z
⊕2N
1 )) by f(x) = tN (x)t
′
N+1(x)
−1, and f ′ ∈
C(ΩN 〈α′〉∩ΩN+1〈α′〉,GL(Z
⊕2N
1 ⊕Z
⊕2N
1 )) by f
′(x) = diag(f(x), 1). Then by
Proposition 7.2 our f ′ is null homotopic, and thus by Proposition 7.3 there
is an extension f ′′ ∈ C(Ω,GL(Z⊕2
N
1 ⊕ Z
⊕2N
1 )) of f
′ with f ′′(x) = f ′(x) for
x ∈ ΩN 〈β〉.
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Define TN+1 by TN+1(x) = diag(f
′′(x), 1, 1, . . . )T ′N+1. As TN+1(x) =
diag(f ′(x), 1, 1, . . . )diag(t′N+1, 1, 1, . . . ) = (tN (x), 1, 1, . . . ) = TN (x) for all
x ∈ ΩM 〈γ〉 for N ≥M ≥ 0 we see that the sequence TN converges asN →∞
to a trivialization T ∈ C(Ω,Hom(F ⊕ ℓp(Z1), ℓp(Z1))) in a quasi-stationary
manner over ΩM 〈γ〉 for all M . As F ⊕ ℓp(Z1) ∼= F , and ℓp(Z1) ∼= Z1 the
proof of Proposition 7.1 is complete.
8. FROM CONTINUOUS TO LOCALLY LIPSCHITZ SECTIONS.
In connection with ‘telescopic products’ we shall need later that our sec-
tions (and homotopies) be locally more regular than just plain continuous.
Smoothness (say, of class C1) would be quite enough, but is hard to achieve if
the ground Banach space lacks smooth partitions of unity. Instead, a notion
of boundedness and uniform continuity with respect to a preferred trivial-
ization would also do, but it is more convenient here to use locally Lipschitz
sections (written C0,1loc ), whose definition does not require a fixed preferred
trivialization.
Let X be a separable real Banach space, Ω ⊂ X open, Γ→ Ω a C3-smooth
real Banach Lie group bundle, Γ˙→ Ω the associated C2-smooth Banach Lie
algebra bundle with a continuous norm | · |x : Γ˙x → [0,∞), P → Ω a C3-
smooth right Γ-principal bundle.
The main point of this section is the following Theorem 8.1.
Theorem 8.1. For any f ∈ C(Ω, P ) there are a section g ∈ C0,1loc (Ω, P ) and
a homotopy h ∈ C(Ω × [0, 1], P ) such that h(x, t) ∈ Px, h(x, 0) = f(x), and
h(x, 1) = g(x) for all (x, t) ∈ Ω× [0, 1].
Theorem 8.1 follows from Theorem 8.2 on approximating a continuous
section f by a locally Lipschitz one g.
Theorem 8.2. For any f ∈ C(Ω, P ) and ε ∈ C(Ω, (0,∞)) there is a g ∈
C0,1loc (Ω, P ) such that | logx f(x)
−1g(x)|x ≤ ε(x) for all x ∈ Ω.
The proof of Theorem 8.2 follows that of the Oka principle of Grauert,
and even if much easier, it still takes a few propositions.
Proposition 8.3. Any open covering U of an open subset Ω of X admits a
Lipschitz partition of unity subordinate to U.
Here a Lipschitz partition of unity is one whose members are Lipschitz
functions χ on Ω the supports of which form a refinement of U.
Proof. This is a standard fact; see [F].
We also introduce certain functions εi,Mi ∈ C(Ω, (0,∞)) which only de-
pend on the geometry of the Banach Lie group bundle Γ, such as the radius
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function of a normal neighborhood of 0 in Γ˙.
Proposition 8.4. There are ε1,M1 ∈ C(Ω, (0,∞)) such that if U, V ⊂ Ω
open, hUV ∈ C
0,1
loc ((U ∩ V ) × [0, 1], Γ˙), λ ∈ C
0,1
loc ((U ∩ V ) × [0, 1],End(Γ˙)),
ε ∈ C(Ω, (0,∞)), 0 < ε(x) ≤ ε1(x) for x ∈ Ω, |hUV (x, t)|x ≤ ε(x), ‖λ(x, t)−
1‖x ≤ ε(x) for all (x, t) ∈ (U ∩ V ) × [0, 1], then there are hU ∈ C
0,1
loc (U ×
[0, 1], Γ˙) and hV ∈ C
0,1
loc (V × [0, 1], Γ˙) such that hUV (x, t) = hV (x, t) −
λ(x, t)hU (x, t) for (x, t) ∈ (U ∩ V ) × [0, 1], |hU (x, t)|x ≤ M1(x)ε(x) for
(x, t) ∈ U × [0, 1], and |hV (x, t)|x ≤M1(x)ε(x) for (x, t) ∈ V × [0, 1].
Here ‖T‖x is the operator norm of a linear operator T : (Γ˙x, |·|x)→(Γ˙x, |·|x).
Proof. Let 0 ≤ χU , χV ≤ 1, χU + χV = 1, be a locally Lipschitz partition
of unity over U ∪ V subordinate to the covering {U, V } and as usual let
hU (x, t) = −χV (x)λ(x, t)
−1hUV (x, t), and hV (x, t) = χU (x)hUV (x, t). Then
hUV = hV − λhU , and the rest follows, completing the proof of Proposi-
tion 8.4.
Proposition 8.5. Let ε0 ∈ C(Ω, (0,∞)) be the radius of a normal neighbor-
hood of 0 in Γ˙. Then there are ε2,M2 ∈ C(Ω, (0,∞)) with 0 < ε2(x) < ε0(x)
for x ∈ Ω such that if x ∈ Ω, 0 < ε ≤ ε2(x), a, b ∈ Γx, | logx a|x, | logx b|x ≤ ε,
then | logx ab|x ≤M2(x)ε.
Proposition 8.6. There are ε3,M3 ∈ C(Ω, (0,∞)) such that if x ∈ Ω, ξ, η ∈
Γ˙x, 0 < ε ≤ ε3(x), |ξ|x + |η|x ≤ ε, γ ∈ [0, 1], then
(8.1)
| logx[expx(ξ) expx(γ logx( expx(−ξ) expx(η)))]|x
≤ |(1− γ)ξ + γη|x +M3(x)(|ξ|x + |η|x)
2
≤ ε+M3(x)ε
2.
Proofs of Propositions 8.5 and 8.6. These statements follow from the second
order Taylor formula.
Let U ⊂ Ω be open. Given an h ∈ C0,1loc (U×[0, 1], Γ˙) look at the parametric
initial value problem
(8.2)
dH
dt
= H · h, H(x, 0) = 1,
for an H ∈ C0,1loc (U × [0, 1],Γ), where the symbol H(x, t) · h(x, t) represents
the left translate of the Lie algebra element h(x, t) ∈ Γ˙x by the Lie group
element H(x, t) ∈ Γx.
Proposition 8.7. There are functions ε4,M4 ∈ C(Ω, (0,∞)) such that if ε ∈
C(Ω, (0,∞)) with 0 < ε(x) ≤ ε4(x) for x ∈ Ω, and h ∈ C
0,1
loc (U × [0, 1], Γ˙)
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with |h(x, t)|x ≤ ε(x) for (x, t) ∈ U × [0, 1], then H ∈ C
0,1
loc (U × [0, 1],Γ) as
in (8.2) satisfies that | logxH(x, t)|x ≤M4(x)ε(x) for (x, t) ∈ U × [0, 1].
Proof. This follows from a standard a priori estimate for ordinary differ-
ential equations.
Given an ε ∈ C(Ω, (0,∞)) define ε5 ∈ C(Ω, (0,∞)) by
ε5(x) =
1
4
min{ε0(x), ε1(x), ε2(x), ε4(x), ε(x)/(1 +M1(x)M2(x)
2M4(x))}.
Proposition 8.8. Let U, V ⊂ Ω be open, f ∈ C(Ω, P ), ε ∈ C(Ω, (0,∞)). If
gU ∈ C
0,1
loc (U, P ), gV ∈ C
0,1
loc (V, P ) satisfy that | logx f(x)
−1gU (x)|x ≤ ε5(x)
for x ∈ U , and | logx f(x)
−1gV (x)|x ≤ ε5(x) for x ∈ V , then there is a
g ∈ C0,1loc (U ∪ V,Γ) with | logx f(x)
−1g(x)|x ≤ ε(x) for x ∈ U ∪ V .
Proof. Define gUV ∈ C
0,1
loc (U ∩ V,Γ) by gUV (x) = gU (x)
−1gV (x). By
Proposition 8.5 we see that | logx gUV (x)|x ≤ M2(x)ε5(x). Define hUV ∈
C0,1loc ((U ∩V )× [0, 1], Γ˙) by hUV (x, t) = t logx gUV (x), HUV ∈ C
0,1
loc ((U ∩V )×
[0, 1],Γ) byHUV (x, t) = expx hUV (x, t), and λ ∈ C
0,1
loc ((U∩V )×[0, 1],End(Γ˙))
by λ(x, t) = Adx(HUV (x, t)). Proposition 8.4 gives hU ∈ C
0,1
loc (U × [0, 1], Γ˙)
and hV ∈ C
0,1
loc (V × [0, 1], Γ˙) with |hU (x, t)|x ≤M1(x)M2(x)ε5(x) for (x, t) ∈
U × [0, 1], |hV (x, t)|x ≤M1(x)M2(x)ε5(x) for (x, t) ∈ V × [0, 1], and
(8.3) hUV (x, t) = hV (x, t)− Adx(HUV (x, t))hU(x, t)
for (x, t) ∈ (U ∩ V ) × [0, 1]. Proposition 8.7 gives HU ∈ C
0,1
loc (U × [0, 1],Γ)
and HV ∈ C
0,1
loc (V × [0, 1],Γ) that satisfy the analogs of (8.2), and the esti-
mates | logxHU (x, t)|x ≤M1(x)M2(x)M4(x)ε5(x) for (x, t) ∈ U × [0, 1], and
| logxHV (x, t)|x ≤M1(x)M2(x)M4(x)ε5(x) for (x, t) ∈ V ×[0, 1]. By (8.3) we
see that HUV (x, t) = HU (x, t)
−1HV (x, t) for (x, t) ∈ (U ∩V )× [0, 1]. In par-
ticular, for t = 1 we get that gU (x)
−1gV (x) = HU (x, 1)
−1HV (x, 1). Define
g ∈ C0,1loc ((U ∪V )× [0, 1],Γ) by g(x) = gU (x)HU (x, 1)
−1 = gV (x)HV (x, 1)
−1.
Then
| logx f(x)
−1g(x)|x = | logx f(x)
−1gU (x)HU (x, 1)
−1|x
≤M2(x)M1(x)M2(x)M4(x)ε5(x) < ε(x)
if x ∈ U , and similarly if x ∈ V . The proof of Proposition 8.8 is complete.
Let f ∈ C(Ω, P ), U ⊂ Ω open. For short we say that U is good for f if for
any ε ∈ C(Ω, (0,∞)) there is a g ∈ C0,1loc (U, P ) with | logx f(x)
−1g(x)|x ≤ ε(x)
for all x ∈ U . In this language Proposition 8.8 says that the union of two
(or finitely many) good open sets for f is a good open set for f . If U is good
for f , and V ⊂ U is open, then clearly V is also good for f .
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Proposition 8.9. Any point x0 ∈ Ω has a good open neighborhood U for f .
Proof. Let U be so small an open neighborhood of x0 that Γ and P are
trivial over U , and let T : P |U → G be a trivialization. Here the Banach
Lie group G with Banach Lie algebra G˙ is the fiber type of Γ, and define
F : U → G by F (x) = T (x)f(x). It is enough to show that x0 has a good
neighborhood U for F . To this end by shrinking U towards x0 we can find
a constant c ∈ G such that F (x)c−1 is so nearly 1 that F (x) = c expϕ(x)
for x ∈ U , where ϕ ∈ C(U, G˙). Now we only need to show that U is a good
neighborhood for ϕ, which is clear by a Lipschitz partition of unity. The
proof of Proposition 8.9 is complete.
Now we claim that there is an exhaustion of Ω by open sets good for f .
Proposition 8.10. There are good open sets Ωn for f with
Ω1 ⊂ Ω1 ⊂ Ω2 ⊂ Ω2 ⊂ . . . ⊂ Ωn ⊂ Ωn ⊂ . . . , and
∞⋃
n=1
Ωn = Ω.
Proof. Proposition 8.9 gives a covering U of Ω by good open sets U for
f , and we may suppose that each U ∈ U is bounded and is at a positive
distance from X \ Ω (in case Ω 6= X). As Ω is a Lindelo¨f space, being a
separable metric space, we have a countable subcover Vn, n ≥ 1, of Ω. Let
Un =
⋃n
i=1 Vi. Define Ωn, n ≥ 1, by Ωn = {x ∈ Ω : dist(x,X \ Un) > 1/n}.
Then Ωn is an open subset of Ω and is good for f . To check that Ωn ⊂ Ωn+1,
let x ∈ Ωn. Then dist(x,X \ Un) ≥ 1/n, and since Un ⊂ Un+1 we see that
dist(x,X \ Un+1) ≥ dist(x,X \ Un) ≥ 1/n > 1/(n + 1), so x ∈ Ωn+1. To
verify that
⋃∞
n=1 Ωn = Ω, let x ∈ Ω be contained in Um for an m. There is
an n ≥ m for which the ball BX(x0, 2/n) is contained in the open set Um.
Then x ∈ Ωn, since dist(x,X \ Un) ≥ dist(x,X \ Um) ≥ 2/n > 1/n. The
proof of Proposition 8.10 is complete.
Proof of Theorem 8.2. Let Ωn be as in Proposition 8.10, ε5 as in Propo-
sition 8.8, and take a convergent infinite product
∏∞
n=1 an = 2 with terms
an > 1, e.g., an = (1−(n+1)−2)−1, and define an ε6 ∈ C(Ω, (0,∞)) such that
ε6(x) <
1
4
min{ε3(x), ε5(x)}, and 1 + 4ε6(x)M3(x) < an for x ∈ Ωn \ Ωn−1,
n ≥ 2.
We construct a sequence gn ∈ C
0,1
loc (Ωn, P ) for which gn+1 = gn on Ωn−1
for n ≥ 2, and | logx f(x)
−1gn(x)|x ≤ ε6(x)
∏n−1
i=1 ai for x ∈ Ωn. If this can
be done, then the limit g of gn as n→∞ will do.
Since Ω1 is good for f a g1 can be chosen with | logx f(x)
−1g1(x)|x ≤ ε6(x)
for x ∈ Ω1, and similarly for a g2.
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Suppose now that g1, . . . , gn for n ≥ 2 have already been defined, and
define gn+1 as follows.
Choose an h ∈ C0,1loc (Ωn+1, P ) with | logx f(x)
−1h(x)|x ≤ ε6(x) on Ωn+1,
which is a good open set for f , and a cutoff function χ ∈ C0,1loc (Ω, [0, 1]) with
χ = 1 on Ωn−1, and χ = 0 on an open neighborhood of Ω \ Ωn. Define gn+1
by gn+1(x) = h(x) expx(χ(x) logx(h(x)
−1gn(x))).
Then gn+1(x) = gn(x) for x ∈ Ωn−1, and gn+1(x) = h(x) for x ∈ Ωn+1\Ωn,
so the required estimate | logx f(x)
−1gn+1(x)|x ≤ ε6(x)
∏n
i=1 ai holds there.
If x ∈ Ωn \ Ωn−1, then
f(x)−1gn+1(x) =
f(x)−1h(x) · expx(χ(x) logx((f(x)
−1h(x))−1 · f(x)−1gn(x))),
so by Proposition 8.6 we see that | logx f(x)
−1gn+1(x)|x ≤ ε6(x)
∏n
i=1 ai
holds there, too. This completes the induction step, and with it the proof of
Theorem 8.2.
Proof of Theorem 8.1. Theorem 8.2 gives for ε0 as in Proposition 8.5 a
g ∈ C0,1loc (Ω, P ) with | logx f(x)
−1g(x)|x ≤ ε0(x)/2 for x ∈ Ω. Thus letting
h(x, t) = f(x) expx(t logx(f(x)
−1g(x))) completes the proof of Theorem 8.1.
The above proofs easily give approximation by smoother sections than
locally Lipschitz if the ground Banach space admits smoother partitions of
unity.
The general theme of Theorem 8.1 is to represent homotopy classes [f ]
of continuous maps f : M → N of Banach manifolds by smoother ones
such as locally Lipschitz. Similarly the general theme of Theorem 8.2 is to
approximate continuous maps f :M → N of Banach manifolds by smoother
ones such as locally Lipschitz. If N is finite dimensional or embeds in a
Banach space Z as smooth neighborhood retract, then one can carry out
this approximation simpler than suggested above for f ∈ C(Ω, G) by first
approximating f : M → Z by a smoother map h : M → Z then projecting
back onto N as g = r ◦h with a smooth neighborhood retraction r : U → N .
While this is much shorter when applicable, it is unclear if it applies to a
map f : Ω→ G into a general Banach Lie group as in Theorem 8.2.
9. THE PROOF OF THEOREM 1.3(d).
In this section we complete the proof of Theorem 1.3(d) that states that
a continuously trivial holomorphic Banach vector bundle is holomorphically
trivial in certain cases. Resume the context and notation of Theorem 1.3(d).
Proof of Theorem 1.3(d). Let G = GL(Z), and f ∈ Z1(U,OG) be a defining
cocycle of our holomorphic Banach vector bundle E → Ω. By plurisubhar-
monic domination in Ω there is a Hartogs radius function α ∈ A such that
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B(α) is a refinement of U, and the components fUV of f are bounded and
uniformly continuous on U ∩ V for all U, V ∈ B(α). As E is continuously
trivial over Ω, there is a continuous cochain ϕ = (ϕU ) ∈ C0(B(α), CG) with
fUV (x) = ϕU (x)ϕV (x)
−1 for all x ∈ U ∩ V , U, V ∈ B(α), i.e., ϕU (x) =
fUV (x)ϕV (x). Thus our ϕ can be regarded as a continuous global sec-
tion ϕ of a holomorphic principal G-bundle P over Ω defined by f . The-
orem 8.1 shows that our continuous global section ϕ of P is continuously
homotopic through global sections of P to a locally Lipschitz global section
ψ of P , i.e., there are ((x, t) 7→ ϕU (x, t)) ∈ C(U × [0, 1], G) with fUV (x) =
ϕU (x, t)ϕV (x, t)
−1, ϕU (x, 0) = ϕU (x), and ψU (x) = ϕU (x, 1) locally Lips-
chitz for x ∈ U , U ∈ U. For a small enough β ∈ A, β < α, we can write
ψU (x) = AU exp(ψ˙U (x)) on U = BX(x0, β(x0)), where AU ∈ G is a constant,
and ψ˙U ∈ Cbu(U, G˙) is bounded and uniformly continuous, in fact Lipschitz.
Let ψU (x, t) = AU exp((1 − t)ψ˙U (x)) for x ∈ U , t ∈ [0, 1], U ∈ B(β).
Define f ′ ∈ Z1s (B(β),O
G
1 ) by f
′
UV (x, t) = ψU (x, t)
−1fUV (x)ψV (x, t). This
f ′UV is bounded and uniformly continuous on U ∩ V , f
′
UV (x, 0) = 1, and
f ′UV (x, 1) = A
−1
U fUV (x)AV is holomorphic for x ∈ U∩V , U, V ∈ B(β). The-
orem 6.8 gives a g′ = (g′U ) ∈ C
0(B(β),OG1 ) that resolves f
′, i.e., f ′UV (x, t) =
g′U (x, t)g
′
V (x, t)
−1. Define g = (gU ) ∈ C0(B(β),OG) by gU (x) = AUg′U (x, 1).
Then g is holomorphic and satisfies that fUV (x) = gU (x)gV (x)
−1, i.e., our
holomorphic Banach vector bundle E is indeed holomorphically trivial over
Ω. The proof of Theorem 1.3(d) is complete.
10. THE PROOF OF THEOREM 1.3(b).
In this section we complete the proof of Theorem 1.3(b) that states that
E ⊕ Z1 is holomorphically trivial in certain cases. Resume the context and
notation of Theorem 1.3(b).
Proof of Theorem 1.3(b). Proposition 7.1 tells us that the holomorphic Ba-
nach vector bundle F = E⊕Z1 → Ω is continuously trivial. Theorem 1.3(d)
shows then that F is in fact holomorphically trivial over Ω. As the fiber type
of F is Z1 ⊕ Z1 ∼= Z1, the proof of Theorem 1.3(b) is complete.
11. THE PROOF OF THEOREM 1.3(c).
In this section we complete the proof of Theorem 1.3(c) that states that
OE is acyclic over Ω in certain cases. Resume the context and notation of
Theorem 1.3(c).
Proof of Theorem 1.3(c). As F = E ⊕ Z1 → Ω is holomorphically triv-
ial by Theorem 1.3(b), we see by Theorem 1.3(a) that 0 = Hq(Ω,OF ) =
Hq(Ω,OE)⊕Hq(Ω,OZ1) for q ≥ 1. Thus Hq(Ω,OE) = 0 for q ≥ 1, and the
proof of Theorem 1.3(c) is complete.
12. THE PROOF OF THEOREM 1.3(e).
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In this section we complete the proof of Theorem 1.3(e) that says that hol-
omorphic Hilbert vector bundles are holomorphically trivial in certain cases.
Resume the context and notation of Theorem 1.3(e), and recall the following
theorem of Kuiper.
Theorem 12.1. (Kuiper, [K]) The Banach Lie group GL(ℓ2) is contractible,
and thus any topological Hilbert vector bundle of fiber type ℓ2 over a para-
compact Hausdorff space (e.g., a metric space) is continuously trivial.
Proof of Theorem 1.3(e). As E is continuously trivial over Ω by Theo-
rem 12.1 we can apply Theorem 1.3(d) and find that E → Ω is holomor-
phically trivial over Ω as well. The proof of Theorem 1.3(e) is complete.
13. THE PROOF OF THEOREM 1.3(f).
In this section we finish the proof of Theorem 1.3(f) that says that a
holomorphic Banach vector bundle E over a contractible space Ω is holo-
morphically trivial in certain cases. Resume the context and notation of
Theorem 1.3(f).
Proof of Theorem 1.3(f). As Ω is contractible, our bundle E → Ω is
continuously trivial by elementary algebraic topology. Theorem 1.3(d) then
shows that E → Ω is holomorphically trivial. The proof of Theorem 1.3(f)
is complete.
14. APPLICATIONS.
This section points out some applications of Theorem 1.3.
The first application shows that Theorem 1.3 remains valid if the open set
Ω is replaced by certain complex Banach manifolds M .
Theorem 14.1. Let X be a Banach space with a Schauder basis, Ω ⊂ X
pseudoconvex open, M a relatively closed complex Banach submanifold of Ω
onto which there is a holomorphic retraction r : ω →M , where ω is pseudo-
convex open with M ⊂ ω ⊂ Ω, and r(x) = x if x ∈ M . If plurisubharmonic
domination holds in ω, then Theorem 1.3 holds with Ω replaced by M .
Proof. Consider the pullback bundle r∗E → ω, and apply to it Theo-
rem 1.3, and then restrict back to M . The proof of Theorem 14.1 is com-
plete.
Theorem 14.1 applies in many cases, e.g., it is shown in [P3] that if M is
a complete intersection in Ω in the sense that there is a holomorphic func-
tion f ∈ O(Ω, Z) into a Banach space Z, M = {x ∈ Ω : f(x) = 0}, and
the Fre´chet differential df(x) ∈ Hom(X,Z) has split kernel for x ∈ M , then
there is a holomorphic retraction r : ω →M as in Theorem 14.1.
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The total space of a direct summand of a trivial holomorphic Banach vector
bundle is a complete intersection in the trivial bundle, hence is the following
theorem that proves a vanishing result over the total space of a holomorphic
Banach vector bundle in certain cases.
Theorem 14.2. Let X be a Banach space with a Schauder basis, Ω ⊂ X
pseudoconvex open, E′ → Ω a holomorphic Banach vector bundle with a
Banach space Z ′ for fiber type, E → E′ a holomorphic Banach vector bundle
over the total space of the bundle E′ → Ω, and 1 ≤ p < ∞. If Z ′1 = ℓp(Z
′)
has a Schauder basis, and plurisubharmonic domination holds in Ω × Z ′1,
then Theorem 1.3 holds with Ω replaced by E′.
Proof. Theorem 1.3(b) allows us to regard E′ as a direct summand in
the trivial bundle Ω × Z ′1, and provides a projection P ∈ O(Ω,End(Z
′
1))
with P (x)2 = P (x), and ImP (x) = E′x, x ∈ Ω. Thus r : Ω × Z
′
1 → E
′ ⊂
Ω × Z ′1 defined by r(x, ξ) = (x, P (x)ξ) is a holomorphic retraction, and an
application of Theorem 14.1 completes the proof of Theorem 14.2.
Theorem 14.3. If X = ℓ2 in Theorem 14.1 and M is infinite dimensional,
then the holomorphic tangent bundle TM and cotangent bundle T ∗M of M
are holomorphically trivial over M , also so are the bundles SpM , ΛpM of
holomorphic symmetric or alternating p-forms on M for p ≥ 1.
Proof. As TM and T ∗M are Hilbert bundles of fiber type ℓ2, they are
holomorphically trivial by Theorem 14.1. As the bundles SpM,ΛpM are
associated bundles to the trivial bundle TM , they are themselves holomor-
phically trivial—they are defined by an action of the defining cocycle f of
TM on the Banach spaces Spℓ2,Λ
pℓ2, but as the defining cocycle f is holo-
morphically trivial, so are the associated bundles SpM,ΛpM . The proof of
Theorem 14.3 is complete.
So for example if M is as in Theorem 14.3, then there are a holomorphic
(1, 0)-form α and a holomorphic (1, 0)-vector field ξ on M that have no zeros
on M . Can such an α be chosen exact on M , i.e., of the form α = df , where
f ∈ O(M)? Can such a ξ be chosen complete for real time on M?
We now look at analytic subsets A of Ω and their neighborhood bases.
Theorem 14.4. With the notation and hypotheses of Theorem 1.3, any ana-
lytic subset A of Ω that can be defined as a set by A = {x ∈ Ω : s(x) = 0},
where s ∈ O(Ω, E) is a holomorphic section of a holomorphic Banach vector
bundle E → Ω can in fact be defined as a set by A = {x ∈ Ω : f(x) = 0},
where f ∈ O(Ω, Z1) is a holomorphic function with values in a Banach space
Z1.
Proof. Theorem 1.3(b) gives an injective map I ∈ O(Ω,Hom(E,Z1)) of
25
holomorphic Banach vector bundles. Defining f ∈ O(Ω, Z1) by f(x) =
I(x)s(x) completes the proof of Theorem 14.4.
Theorem 14.4 applies in many cases. If A ⊂ Ω is a possibly singular hy-
persurface, or an iterated hypersurface in the sense that A =Mn ⊂Mn−1 ⊂
M1 ⊂ M0 = Ω, where Mi is smooth complex hypersurface in Mi−1, i =
1, . . . , n, then A can be defined as a set by A = {x ∈ Ω′ : s(x) = 0} as in The-
orem 14.4, where Ω′ is pseudoconvex open with A ⊂ Ω′ ⊂ Ω. See [P3], where
it is also shown that if A can be defined as a set by A = {x ∈ Ω : s(x) = 0}
as in Theorem 14.4, then A has a neighborhood basis consisting of pseudo-
convex open subsets of Ω.
In classical Stein theory the sheaves OZ , Z = Cn, n ≥ 1, are called free
sheaves and serve as building blocks in acyclic resolutions of more general
analytic sheaves, called coherent analytic sheaves. Let us call the sheaf OZ
a model sheaf, where Z is any Banach space. These model sheaves can be
used to define a class of sheaves that is analogous to the class of coherent
analytic sheaves in finite dimensions, see [P5].
Theorem 14.5. With the notation and hypotheses of Theorem 1.3.
(a) There is a holomorphic operator-valued function A ∈ O(Ω,End(Z1))
such that E is holomorphically isomorphic over Ω to the cokernel of A,
i.e., there is a locally (and in fact globally) split short exact sequence 0 →
Ω × Z1 → Ω × Z1 → E → 0 of holomorphic Banach vector bundles over Ω
with the second map being (x, ξ) 7→ (x,A(x)ξ)
(b) The sheaf OE has a global resolution 0→ OZ1 → OZ1 → OE → 0 over
Ω by model sheaves that is exact on the level of germs and on the level of
global section over any pseudoconvex open subset U of Ω, if plurisubharmonic
domination holds in U .
Proof. Part (a) follows easily from Theorem 1.3(b) while (b) follows from
(a) noting that any locally split short exact sequence 0 → E′ → E →
E′′ → 0 of holomorphic Banach vector bundles is in fact globally split since
H1(Ω,OF ) = 0 for F = Hom(E′′, E′) by Theorem 1.3(c). The proof of
Theorem 14.5 is complete.
Vector bundles are also applicable to some questions on the algebra of
holomorphic functions such as the weak Nullstellensatz or completion of hol-
omorphic matrices to invertible holomorphic matrices.
Theorem 14.6. Let X be a Banach space with a Schauder basis, Ω ⊂ X
pseudoconvex open, and f = (fn) ∈ O(Ω, ℓ2) with f(x) 6= 0 for x ∈ Ω. Then
there is a g = (gn) ∈ O(Ω, ℓ2) with
∑∞
n=1 fn(x)gn(x) = 1 for x ∈ Ω.
Proof. Look at the short exact sequence 0→ K → Ω× ℓ2 → Ω×C→ 0 of
26
holomorphic Hilbert vector bundles over Ω, where the second map is inclusion
and the third is (x, ξ) 7→ F (x, ξ) =
∑∞
n=1 fn(x)ξn. As H
1(Ω,OK) = 0 by
Theorem 1.3(c), our short exact sequence splits, i.e., there is a map ξ = g(x)
with F (x, g(x)) = 1 for x ∈ Ω. The proof of Proposition 14.6 is complete.
Theorem 14.7. Let X be a Banach space with a Schauder basis, Ω ⊂ X
pseudoconvex open, and f1, . . . , fn ∈ O(Ω, ℓ2), n ≥ 1, column vectors that
are pointwise linearly independent in ℓ2. If plurisubharmonic domination
holds in Ω, then there are further columns fn+1, fn+2, . . . ∈ O(Ω, ℓ2) with the
property that the matrix A(x) whose (i, j) component is the i’th component
of the vector fj(x) defines an invertible operator A ∈ O(Ω,GL(ℓ2)) the first
n columns of which are the given f1, . . . , fn.
Proof. Look at the short exact sequence 0 → Ω × Cn → Ω × ℓ2 →
E → 0 of holomorphic Hilbert vector bundles, where the second map is
(x, ξ) 7→
∑n
i=1 fi(x)ξi. As E is holomorphically isomorphic to Ω×ℓ2 by The-
orem 1.3(d), and as the above short exact sequence holomorphically splits
over Ω by Theorem 1.3(c), the proof of Theorem 14.7 is complete.
Below is a version of Theorem 14.7 for a finite matrix of determinant 1.
Theorem 14.8. Let X be a Banach space with a Schauder basis, Ω ⊂ X
pseudoconvex open, and f1, . . . , fn ∈ O(Ω,CN ), 1 ≤ n < N , column vectors
that are pointwise linearly independent in CN . If plurisubharmonic domina-
tion holds in Ω, and there are further continuous columns fn+1, . . . , fN ∈
C(Ω,CN ) with the property that the matrix A(x) whose (i, j) component is
the i’th component of the vector fj(x) has determinant 1 for x ∈ Ω, and the
first n columns of which are the given f1, . . . , fn, then there are holomorphic
fn+1, . . . , fN ∈ O(Ω,CN ) with the same property.
Proof. Look at the short exact sequence 0→ Ω×Cn → Ω×CN → E → 0 of
holomorphic vector bundles, where the second map is (x, ξ) 7→
∑n
i=1 fi(x)ξi.
As E is continuously trivial by the assumption about the existence of con-
tinuous augmentation fn+1, . . . , fN , we see by Theorem 1.3(d) that E is
holomorphically trivial as well over Ω, and as the above short exact sequence
holomorphically splits over Ω by Theorem 1.3(c), the proof of Theorem 14.8
is complete. Note that if Ω is contractible, say, star-like or convex, then there
is a continuous augmentation, and Theorem 14.8 applies.
The meaning of Theorem 14.8 is that under some conditions one (or several
independent) unimodular row(s) of the ring O(Ω) is (are) equivalent to the
standard unimodular row (1, 0, . . . , 0) (or rows (1, 0, . . . , 0), (0, 1, 0, . . . , 0),
. . . , (0, . . . , 0, 1, 0, . . . , 0)) in the sense of algebra.
We now look at approximation and interpolation for holomorphic sections
of a holomorphic Banach vector bundle in certain cases.
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Theorem 14.9. With the notation and hypotheses of Theorem 1.3 the fol-
lowing version of Runge approximation holds for holomorphic sections of E.
There are an embedding I ∈ O(Ω,Hom(E,Z1)) of E into the trivial bundle
Ω× Z1 as a direct summand IE, and a projection P ∈ O(Ω,End(Z1)) onto
IE. There is an α with 8α ∈ A with P bounded and uniformly continuous
on ΩN 〈α〉 for all N ≥ 1. Choose γ ∈ A as in Proposition 2.2(b), and γ′ ∈ A
as in Proposition 2.2(a). Let ε > 0, N ≥ 1, and f ∈ O(ΩN 〈α〉, E) such
that If ∈ O(ΩN 〈α〉, Z1) is bounded and uniformly continuous. Then the
following hold.
(a) There is a g ∈ O(ΩN+1〈α〉, E) with Ig bounded and uniformly contin-
uous such that ‖I(x)(f(x)− g(x))‖ < ε for x ∈ ΩN 〈γ〉.
(b) There is a g ∈ O(Ω, E) with Ig bounded and uniformly continuous on
ΩN+p〈γ′〉 for all p ≥ 0 such that ‖I(x)(f(x)− g(x)‖ < ε for x ∈ ΩN 〈γ′〉.
Proof. Theorem 1.3(b) provides I and P , and for a given P plurisubhar-
monic domination in Ω a required Hartogs radius function α. An application
of Proposition 3.3 completes the proof of Theorem 14.9.
Theorem 14.10. With the notation and hypotheses of Theorem 1.3. Let
xn, n ≥ 1, be a sequence of points of Ω, εn > 0, and suppose that the
balls Bn = BX(xn, 2εn) are disjoint from one another, and that the set
{xn : n ≥ 1} has no limit points in Ω. Let mn ≥ 0 be integers for n ≥ 1.
(a) Let fn ∈ O(Bn, Z) for n ≥ 1. Then there is an f ∈ O(Ω, Z) with
‖f(x)− fn(x)‖ = O(‖x− xn‖mn+1) as x→ xn for all n ≥ 1. Let J → Ω be
the sheaf of germs of holomorphic functions Ω→ Z that vanish at the points
xn to order mn for all n ≥ 1. Then Hq(Ω, J) = 0 for all q ≥ 1.
(b) Suppose that εn, n ≥ 1, are so small that E|Bn has a trivialization
Tn ∈ O(Bn,Hom(E,Z)), and let fn ∈ O(Bn, E) be local sections. Then there
is an f ∈ O(Ω, E) with ‖Tn(x)(f(x)−fn(x))‖ = O(‖x−xn‖mn+1) as x→ xn
for all n ≥ 1. Let J be the sheaf of germs of holomorphic sections Ω → E
that vanish at the points xn to order mn for all n ≥ 1. Then H
q(Ω, J) = 0
for all q ≥ 1.
Proof. In both (a) and (b) the vanishing Hq(Ω, J) = 0 for q ≥ 1 fol-
lows from Theorem 1.3(ac) in a standard way if the said interpolations are
possible.
To prove interpolation in (a) choose by plurisubharmonic domination in Ω
an α with 10α ∈ A so that the coveringB(α) by radius α balls is a refinement
of the covering {Ω \
⋃∞
n=1Bn, Bn : n ≥ 1} of Ω. Then in the exhausting sets
ΩN 〈α〉 only finitely many points xn may fall for all N ≥ 1. Complete the
proof as in [P2, § 8] relying on Proposition 3.2 here for Runge approximation
there.
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To prove interpolation in (b) choose I and P as in the proof of Theo-
rem 14.9 and apply (a) to interpolate Ifn by an f
′, and project back to
define f by f = Pf ′. The proof of Theorem 14.10 is complete.
Note that in Theorems 14.4–14.10 the open set Ω can be replaced by a
complex Banach manifold M as in Theorem 14.1.
15. DISCUSSION.
In this section we make some remarks about the methods that we chose
in this paper.
In the vanishing theorems of classical Stein theory such as Theorem B and
the Grauert–Oka principle the main ingredient are holomorphically convex
compact exhaustions, Runge-type approximation for holomorphic functions
over holomorphically convex compact sets, the Oka coherence theorem, and
some generalities on sheaf theory.
The Oka coherence theorem does not seem to have an analog in infinite
dimensions, but since most of the interesting bundles such as the tangent
bundle and its associated bundles are of infinite rank, the Oka coherence
theorem, which is in essence a finiteness result, could not be profitable. It is
an interesting question to find a class of analytic sheaves for which an analog
of the classical Theorem B can be proved.
The most important properties of compact sets for the purposes of vanish-
ing theorems seem to be that over them continuous and holomorphic func-
tions are bounded and uniformly continuous. While boundedness would have
sufficed in the proof of Theorem 1.3(a) for the additive case of Z, the uni-
form continuity was crucial for the classical trick of telescopic products in
connection with GL(Z) to go through. It is true that over sets Ω(D,R) as in
(3.1) uniform continuity over an arbitrarily slightly smaller set of the same
type can be deduced from boundedness by the Schwarz lemma for holomor-
phic functions, it was much more convenient to build it in the definitions.
Especially so for Theorem 6.8 since continuous functions in infinite dimen-
sions are not necessarily locally uniformly continuous. Another important
property of compact sets is that they can be covered by finitely many open
sets at an arbitrary scale. This, while cannot be fully matched in infinite
dimensions with open sets of exhaustion, can be modelled by considering a
fixed scale α ∈ A as a Hartogs radius function at which the object at hand
(say, a cocycle to be resolved) can be handled.
The Runge approximation was necessary only for bounded and uniformly
continuous functions with values in a Banach space Z or a Banach Lie group
G = GL(Z) for which it is straightforward.
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The exhaustion was made possible by plurisubharmonic domination which
in essence seems to be a useful holomorphic convexity property that allows
one to make flexible exhaustions to match the size properties of the data. In
the classical case one Stein exhaustion works for all cocycles of a coherent
analytic sheaf, but in infinite dimensions such a one size fits all approach
seems unavailable. The greatest virtue of plurisubharmonic domination is
that it allows the construction of a fine scale based on the data at which to
work.
It was La´szlo´ Lempert who introduced in [L1] (after some precursors; see
[N]) the way to exhaust a pseudoconvex open set by so-called open sets of
type (B) as in (3.1) here along with the fairly classical way of handling func-
tions over one open set of type (B), in [L2] the idea of plurisubharmonic
domination, and in [L3] how to use it to make an exhaustion tailored to the
data.
The methods of this paper build on all of these ideas of Lempert along
with some useful changes and twists. Our methods have the advantage (be-
sides proving stronger results than in [L3]) that they make up a last on
which a number of other vanishing theorems can be fashioned. Notice the
analogous proofs of Theorem 1.3(a) and Theorem 6.8. Further applications
include the proof of a fuller version of the Grauert–Oka principle in [P6], and
amalgamation of syzygies in [P5].
Schauder basis for the ground Banach space X is not fully necessary in
Theorem 1.3, since the requirement that X have a Schauder basis can be
replaced by demanding that X be a direct summand in a Banach space with
a Schauder basis, i.e., X have the bounded approximation property by a
theorem of Pe lczyn´ski’s. Regarding the other hypothesis of Theorem 1.3
that in Ω plurisubharmonic domination hold, it is reasonable to hope (while
not currently proved) that it may hold in any pseudoconvex open Ω subset
of a Banach space X with the bounded approximation property. Another
advantage of plurisubharmonic domination over Runge approximation on
balls seems to be that it can be formulated in Banach manifolds, it seems
more directly relevant to the business of vanishing, and also it appears to
inherit better to submanifolds.
Acknowledgements. The work on this paper started at the Riverside cam-
pus of the University of California, continued at its San Diego campus,
and was completed at Georgia State University. The author is grateful to
these institutions and to Professors Bun Wong of UCR, Peter Ebenfelt of
UCSD, and Miha´ly Bakonyi of GSU, whose support has been essential to
him. The author also thanks Professor La´szlo´ Lempert for his comments on
the manuscript of this paper.
30
References
[C] Cartan, H., Espaces fibre´s analytiques, Symposium Internacional de Topologia Al-
gebraica, Mexico, (1958), 97–121.
[F] Frol´ık, Z., Existence of ℓ∞-partitions of unity, Rend. Sem. Mat. Univ. Politec.
Torino, 42 (1985), 9–14.
[H] Ho¨rmander, L., An Introduction to Complex Analysis in Several Variables, 3rd Ed.,
North-Holland, Amsterdam, (1990).
[K] Kuiper, N.H., The homotopy type of the unitary group of Hilbert space, Topology,
3 (1965), 19–30.
[Lt] Leiterer, J., Banach coherent analytic Fre´chet sheaves, Math. Nachr., 85 (1978),
91–109.
[L1] Lempert, L., The Dolbeault complex in infinite dimensions III, Invent. Math., 142
(2000), 579–603.
[L2] , Plurisubharmonic domination, J. Amer. Math. Soc., 17 (2004), 361–372.
[L3] , Vanishing cohomology for holomorphic vector bundles in a Banach set-
ting, Asian J. Math., 8 (2004), 65–85.
[L4] , Acyclic sheaves in Banach spaces, Contemporary Math., 368 (2005),
313–320.
[N] Noverraz, P., Pseudo-convexite´, convexite´ polynomiale et domains d’holomorphie
en dimension infinie, North–Holland, Amsterdam, (1973).
[P1] Patyi, I., On the Oka principle in a Banach space I, Math. Ann., 326 (2003),
417–441.
[P2] , Cohomological characterization of pseudoconvexity in a Banach space,
Math. Z., 245 (2003), 371–386.
[P3] , Analytic cohomology of complete intersections in a Banach space, Ann.
Inst. Fourier (Grenoble), 54 (2004), 147–158.
[P4] , An analytic Koszul complex in a Banach space, manuscript, (2005).
[P5] , Analytic cohomology in a Banach space, in preparation.
[P6] , The Grauert–Oka principle in a Banach space, in preparation.
* *** *
Imre Patyi, Department of Mathematics and Statistics, Georgia State Uni-
versity, Atlanta, GA 30303-3083, USA, ipatyi@gsu.edu
31
