We examine the relationship between capital account openness and growth volatility according to the level of financial development condition. We demonstrate that economies with high level of financial sector development benefit more from capital flows than those with a lower one. In what follows, we extend previous studies by employing updated data, and also exploring more questions related to the links between capital movements and growth volatility. More specifically, we will investigate the issues relevant to threshold effect of financial development on which capital flows changes of sign. We investigate the role of financial development in the relationship between capital flows and growth volatility for different groups of countries. Estimations are conducted with a panel data of 70 countries over the period 1970-2009 using GMM-System estimator for dynamic panel data. Empirical results support that capital movements aggravate macroeconomic volatility according to the level of domestic financial development. This implies that countries which are at an intermediate phase of financial development are the most vulnerable to instability. This threshold is estimated at a rate of credits to the private sector to GDP around 50 %.
Introduction
Given their low level of capital and their biggest volatility, developing countries, particularly seem to have most interest to benefit from the process of financial integration. Since the decision-makers estimate the risks and the advantages of capital flows including its implications for growth, the volatility took a big importance. Therefore, there was a debate on the impact of capital flows on economic growth. In spite of the crises which shook emerging countries, certain works have shown that the advantages of the capital flows are acquired on the long run. Several other studies have examined the causal relation between financial integration and economic growth. Although many of these studies concluded that capital flows really produces advantages for growth. Hence, this relation is not yet found to be strong. In this context, we address the question to whether really financial development threshold enables capital flows reduce macroeconomic volatility.
The remainder of this paper is organized as follows. The next section provides a brief theoretical and empirical review on the relationship between financial development, capital flows and macroeconomic volatility. Section 3 highlights an econometric analysis where descriptive statistics, model and estimated methodology are described. Empirical results and discussions are presented in Section 4. Finally, this piece of research concludes with Section 5.
The Review of the Literature
The international capital flows has considerably increased since the end of 1980s and it has been a source of important potential advantages. At first, opening to international capital markets supplies additional resources to finance investment. It also can lead to a bigger capital accumulation. This is particularly in the countries where the capacity of savings is forced by a low level of income. Besides, financial integration can lead to a more efficient allocation of capital by improving the discipline of market and by strengthening banking system. The greater allocation of capital and efficiency has the objective to decrease the investment costs and to spur economic growth. Another major source of advantages is to facilitate the sharing of international risk by supplying more opportunities for the diversification of portfolios. This channel supplies additional means of insurance for companies by allowing
The previous studies of Easterly and al. (2000) , Denizer and al. (2002) , Haussmann and Gavin (1996); and Raddatz (2006) showed that financial development reduces macroeconomic volatility. The conclusion from these suggestions is that none tried to identify channels by which financial development affects potentially growth volatility. In an attempt to examine if financial intermediaries serve either as shock absorbers by easing the effect of the real or monetary volatility on that of the economic growth, or as an amplificator. On the one hand, this ensues from works of Bernanke and Gertler (1989) which showed that if the net value of borrowers is affected by a shock, this is going to amplify volatility of economy through the effect of investment accelerator. In this direction, Acemoglu and Zilibotti (1997) suggested that the interaction between indivisibility of investment and incapacity of risk diversification increases economic volatility. On the other hand, and in the same current of the literature, the studies of Bernanke and Blider (1992) and Bernanke and Gertler (1995) proposed that monetary policy can affect real economy through its effect on credit market. By reference to the model of Bacchetta and Caminal (2000) , some studies showed that the entrepreneurs, by difference in their levels of wealth, have access to financial markets. The emergence of financial intermediaries is due to information asymmetries between lenders and borrowers, (Thorsten Beck, Mattias Lundberg and Giovanni; (2006) ). Unlike Bacchetta and Caminal, these works explicitly modelled financial intermediation making use of the channel of monetary policy. They studied two types of shocks: the real shocks which affect only the non financial institutions and the monetary shocks which affect only the banking balance sheets. Because entrepreneurs produce at different levels of productivity by depending on the internal resources level, real and monetary shocks will have distributional effects resulting from its impact on the output. Although depends on the nature of shock that is cooled or amplified. We can note that theoretical studies examining financial integration effects on business cycles volatility failed to bring conclusive results.
Empirically, by using a dynamic stochastic model, Mendoza (1994) discovered that there are low production and consumption volatilities simultaneously with a greater financial integration. In front of bigger and more persistent shocks, there is a proof which production volatility increases with degree of financial integration. Unlike, Baxter and Grucini (1995) showed that there is a negative relation between capital flows and both relative and absolute consumption volatility. For them, production volatility is found to increase with a bigger financial integration. The changes observed by production and consumption volatility are largely awarded to wealth effects and their interaction with risk sharing. This depends on the various structures of market assets. The analysis of capital flows impact on macroeconomic volatility can be complicated by other factors.
Another branch of studies showed that the degree of influence on output and consumption volatility depends on the nature of shocks affecting economy. In case of monetary and fiscal shocks, volatilities of production and consumption move simultaneously with increase of financial integration, (Sutherland; (1996), Senay; (1998) and Buch, Doepke and Pierdzioch; (2005) ). Rodrik (1998) supported that with financial integration, opened economies have a wider exhibition shocks in the world market and their structures. This underlies the degree of exports and the diversification of imports which determine their capacity to absorb terms of trade and foreign demand shocks. These shocks explain a significant fraction of the volatility in developing countries. Aghion and al. (1999) and Aghion and al. (2000) argued that countries with a low level of financial development can expose more volatile growth rates. However, Beck and al. (2001) concluded that it's not the case that financial development effect on volatility depends on the nature of shocks which affect economy whether real or monetary. By using a panel of 63 countries over the period , no strong relation was found between financial development and growth volatility. Other recent works focused on interdependence between domestic and foreign financial markets. Chang and Valesco (1999) have examined the influence of banks and foreign investors on domestic banking systems. Caballero and Krishnamurthy (2001) have investigated the role of domestic financial system in the access to international financial markets. Razin and Rose (1994) have investigated the impact of trade openness on the volatilities of production, consumption and investment for a sample of 138 countries over the period . They found an insignificant relation between openness and macroeconomic volatility. Estearly, Islam and Stiglitz (2001) have looked for sources of volatility by using a sample of 74 countries over the period . Therefore, they found that countries having a more developed domestic financial sector are associated to a lower volatility. In spite of the richness empirical literature which studied the impact of financial openness on economic growth, the studies of links between openness and macroeconomic volatility are limited.
An Econometric Analysis of Financial Integration, Growth Volatility and Financial Development

Data and Sample
The used sample consists of 70 developed and developing countries. The period of study extends over where the observations for each country is averaged on 5 years periods (Note 1). Data are used from WDI database (2009), IFS database (2009) and database built by Levine (2009) . The indicator of financial development is measured by ratio of credits to the private sector to GDP. The net private capital flows to the GDP is a de facto measure of financial integration. Here we use that in Lane and Milesi-Ferretti (2006) . For growth volatility we shall use the standard deviation of GDP in Log for every five years period. The same procedure is adopted for other variables of control: the inflation rate volatility which is measured by standard deviation of Log (1+inflation), the standard deviation of trade openness ((X+M)/GDP); exchange rate stability used in Aizenman (2008) and standard deviation of government spending (G/GDP).
The Descriptive Statistics
According to the results presented in table 1 we notice that growth volatility marked the most raised value during the decades of 80s and 90s for emerging countries (MFI). This period was qualified by adoption of certain policies such as financial liberalization and integration. Consequently, these countries witnessed economic recessions due to crises arisen from this period. Unlike developing countries, volatility was almost stable in developed countries during the four decades. However, in less financially integrated countries, volatility is showed in decline throughout studied period. Table 2 shows that financial development indicator reaches the maximum values in developed countries and is gradually growing through decades. The more developed financial systems are the most active and efficient ones in allocation of resources. In other cases, we notice that financial development indicator whose tendency seems to be stable for the most opened countries. (Note 2)
The GMM-System in Dynamic Panel Data
The methodology of Generalized Method of Moments (GMM) for panel data analyses, proposed by Arellano and Bond (1991) and then further developed by Blundell and Bond (1998) , is employed here to control for endogeneity in our estimations. The data will be calculated every 5 year period from 1970 to 2009. It gives a balanced panel of 70 countries and 8 periods. The empirical results suggest, however, that the past volatility is suited in the explanation of the current volatility for the economic growth. The following presentation of the structure of the model of regression is based on a dynamic specification. We are going to consider the model of following regression:
With µ and , are independently distributed, E µ E , E µ , 0 for i = 1, ..., N and t = 2, ..., T and E , , 0 t s. With this specification and our structure of panel (raised N and short T), the OLS estimator is biased. Arellano and Bond (1991) and Arellano and Bover (1995) proposed the linear GMM-IV estimator which consists in taking for each equation the first difference of the equation to be estimated in order to eliminate the specific effects of countries; and then use the values in a lagged level with one period at most from the explanatory variables as instruments of these variables at the level of the equation in first difference. The System-GMM estimator developed by Arellano and Bover (1995) consists in estimating a system of equations (one for each time period) specified in level and in first difference. The consistency of the GMM estimator depends on the validity of the assumption that the error terms do not exhibit serial correlation and on the validity of the instruments. To address these issues, we use two specification tests suggested by Arellano and Bond (1991) , Arellano and Bover (1995), and Blundell and Bond (1998) . The first is a Sargan test of over-identifying restrictions, which tests the overall validity of the instruments by analyzing the sample analog of the moment conditions used in the estimation process. The second test examines the hypothesis that the error term , is not serially correlated. We test whether the differenced error term is second-order serially correlated (by construction, the differenced error term is probably first-order serially correlated even if the original error term is not). Failure to reject the null hypotheses of both tests gives support to our model.
Model and Estimation Strategy
Referring to previous modeling, we consider following both dynamic equations where we introduce the financial development and financial integration:
Where, y it is the growth volatility for country i in year t. More specifically, y it is either output volatility measured as the five-year standard deviations of GDP per capita; (DF) is the private credit as a ratio to GDP as a measure of financial development; (FI) is a de facto measure of financial integration. Here we use those in Lane and Milessi-Ferretti (2006) and DF , · FI , ) which is an interaction term between the capital flows and the level of financial development. We are particularly interested in interaction term effect because we suspect that international capital flows may complement or substitute other conditions. X it is a vector of macroeconomic control variables that include the most used variables in the literature, namely, inflation volatility as the five-year standard deviations of inflation rate ; trade openness volatility defined as the five-year standard deviation of ((X+M)/GDP); government spending volatility; and exchange rate stability index used in Asieman (2008) as five-year averaged.
The parameters of interest are ß 2 , ß 3 and ß 4 which get potential interaction effect between capital flows and financial development indicators. This formulation allows the impact of the one of both variables to depend on the level of the other one. ß 2 and ß 3 of the equation (1) represent marginal impacts respectively of financial development and financial integration. In contrast, ß 3 in (2) represents marginal impact of capital flows conditional on the level of financial development being zero and the interpretation which is similar for ß 2 is also held. Finally, to obtain the level of threshold of financial development, we have to calculate from (2) the function: FI β β DF being equal to zero.
Results and Discussions
Our estimation has supplied the following results. First of all, we have to consider the mixed full sample, and then we shall proceed to separate groups of countries according to the degree of financial integration, adopted by Mr. Ayhan Kose, Eswar Prasad and Marco Terrones; (2003) . The first estimation consists in considering the full sample mixed which contains 70 countries where 20 are industrialized economies. Second, we split developing countries (50) into two groups: 18 More Financially Integrated Economies (MFIE) and 32 Less Financially Integrated Economies (LFIE). The instrumental variables employed in our study are lagged values of indicators and time dummies to check time effect and which are not posted in the following tables. Table 3 indicates two results. Firstly, second-order serial correlation test justifies the acceptation of the null hypothesis. Secondly and at the same time, Sargan test of over identification suggests that we cannot reject the validity of instruments hypothesis (prob X 2 > 0.05). It's noted that we have instrumented financial development indicator by its lagged values and time dummies variables to check the time effect. Column (1) shows results of the model without introduction of variables of interest (financial development and financial integration), obtained from GMM-System. The results show that coefficients associated with explanatory variables answer favorably the expected signs. The standard deviation of trade openness indicator exercises a negative effect on the severity of growth volatility. This result doesn't confirm the Rodrik's argument: more opened economies are more specialized and so running the biggest shocks of income, combined with imperfect financial markets, lead to a bigger macroeconomic volatility. On the one hand, instability of inflation, exchange rate volatility and government spending have positive impact on growth rate instability which showed strongly significant at 1 %. On the other hand, the coefficient of lagged dependent variable has a significant and positive sign with a scale less than one. Given that we have considered 5 year periods, it suggests that this volatility is relatively persistent. Furthermore, it also supports the dynamic specification adopted here. In column (3), we have introduced the financial development indicator measured by ratio of credits for the private sector divided by GDP and capital flows indicator measured by the ratio of net private capital flows to GDP. Financial development reduces favorably macroeconomic volatility by the fact that an increase in the indicator of credits of 1 point percentage weakens the volatility of 0.1 point percent. Capital flows aggravates significantly economic growth volatility of 0.02 point. This means that a developed financial system, by the exercise of functions as mentioned in Levine papers, minimizes the economic danger of skidding. Other control variables have the same signs as in (1) and (2). In model (4), it is interesting to point out that the addition of interactive term between capital flows and financial development indicators is to determine financial development threshold from which capital flows can change sign towards its effect on economic growth rate volatility. The estimation supplies a significant negative impact of the interactive term at a risk of 5 %. The capital flows reduces volatility as soon as certain threshold of financial development is reached by studied countries. This means that there is a threshold of financial development from which coefficient of capital flows changes sign. This threshold is determined by calculation of marginal impact of capital flows as table shows. This means that from a certain financial development level, capital flows has just brought its initial enthusiasm while reducing macroeconomic volatility. This threshold is approximate at a level of 58 % of private credit ratio. A financial system, which is in phase of maturity, can run instabilities which may engender an escalation of volatility due to financial openness.
As reminder, this rate is taken by high levels of developed countries appearing in the sample. It is possible that separation procedure of samples will give more precise results which take into account heterogeneous specificities of studied groups. We shall divide sample into three groups according to the degree of capital flows as adopted by the economists, Kose, Mr A. E. Prasad, K. Rogoff, and S.J. Wei. This will give us 20 developed countries and 50 developing countries where 18 represent the Most Financially Integrated and 32 Least Financially Integrated Economies.
The estimation for developed countries sample shows that capital flows has no significant effect on growth volatility both in (3) and (4), (see table 4). Financial development indicator persists with a significantly negative effect which strengthens the idea that a developed financial system favors economic growth while minimizing economic instability. However, financial openness has no significant impact on macroeconomic volatility; this confirms the works of Kose and al. (2003) and of Easterly and al. (2004) . The introduction of interactive term returns has no significant effect.
Other explanatory variables in table 5 resist by having the same signs as in regressions (1) and (2). In regression (4), addition of interaction term between capital flows and financial development has a significant negative impact which validates hypothesis that capital flows can change sign towards its effect on growth volatility. Capital flows appear reducing volatility at a determined financial development threshold which is reached by studied developing countries. This means that there is a threshold from which the coefficient of capital movements changes sign. This latter is determined from the marginal impact of capital flows as the table shows. This justifies that from a certain financial development level, the capital flows has just brought its initial enthusiasm while reducing the macroeconomic volatility. This threshold is approximate at a level of 50 % of the private credit ratio. A financial system which is in phase of maturity can run instabilities which can engender an escalation of the volatility along with the financial opening.
For less financially integrated countries estimation, as shown in table 6 column (3), the increase in growth volatility during studied period is significantly better explained by evolution of lagged volatility, inflation rate volatility, exchange rate volatility, government spending volatility and the financial integration. The financial development has a significant effect on decline of macroeconomic volatility in LFIEs. This underscores that countries which have under developed financial systems can undergo instabilities further to the opening to international financial markets. However, evaluation of regression (4) suggests that coefficient of capital movements changes sign of impact on growth volatility. Therefore, this change depends on the level of financial development due to significance of interactive term indicator which is shown statistically significant. This evidence confirms the ideas of Beck and al. (2001) . Then, we conclude that the financial development threshold in LFI countries, from which the capital flows changes sign towards growth volatility, is approximated at one level of 58 %. Generally, this result confirms and agrees with the most previous empirical and theoretical studies which plan and accord an ambiguous impact of capital flows on growth volatility to the nature of shocks striking the economy.
The estimated coefficients for the 18 more financially integrated economies (see table 7) have the expected sign (Note 3). The coefficient of lagged dependent variable has a significant and positive sign with a scale less than one. The impact of exchange volatility is positive on growth volatility. Then, trade openness volatility appear leading to more growth volatility which confirms the Rodrik's study (1998) . Thus, more opened economies are more specialized and so throw the biggest shocks of income, combined with imperfect financial markets, lead to a bigger macroeconomic volatility. Similarly, this result agrees with work papers of Kose and al. (2003), and Easterly and al. (2004) . However, the interaction term has no significant impact. This is due to advanced market financial development stages of these more financially integrated countries which allocates financial flows efficiently and enhances macroeconomic stability.
Conclusion
The contribution of this paper aims to show the relation between capital flows and macroeconomic volatility conditional to the development level of domestic financial systems. The interaction between domestic financial development and capital flows is a determinant which does not miss importance of the scale of the volatility brought by financial openness. However, capital flows is associated with the highest growth rate volatility if level of domestic financial development is below determined threshold. Our empirical results suggested that the level of financial development threshold, measured by the ratio of private credit to GDP, is estimated to be around 50%. Departing from this level, we expect advantages and benefits of financial openness. It seems, however, that countries, which are at an intermediate phase of financial sector development, can be the most unstable. In terms of policy conclusion, it suggests that the financial domestic system has to be a prerequisite for financial integration decision. The basic implication is that economies which run an intermediate stage of financial development system are more unstable than those which are more or less developed economies. This is true in the sense that temporary shocks have big and persistent effects, as long as these countries can expose economic cycles. Thus, countries which are in a phase of development of their financial systems can be more unstable on the short-run. Similarly, full liberalization of capital account can destabilize these economies. This is explained by phases of growth with capital inflows. Conversely, when this process is followed by capital outflows a sudden fall certainly happen.
Financial integration can catalyze financial development, improve governance, and impose discipline on macroeconomic policies. But, in the absence of a basic pre-existing level of these supporting conditions, capital movements can aggravate instability. Broader range of financial markets, greater financial depth can help deal with shocks; make transmission of macroeconomic policies more efficient. Financial integration can support and catalyze other reforms, especially financial development. Unlike, other developing economies are still below threshold levels of financial and institutional development. Still, de facto fixed or tightly-managed exchange rates and inflation targeting create problems whenever surges in inflows. In addition, real exchange rate appreciations can affect poor and undeveloped economies. Overall, developing countries can manage risks during transition to thresholds, but cannot eliminate them. However, a selective approach to liberalization based on prioritization on collateral benefits must be adopted before. Sutherland, A. (1996) . Financial market integration and macroeconomic volatility. 70-74, 75-79, 80-84, 85-89, 90-94, 95-99, 2000-2004 and 2005-2009. Note 2. For simultaneous evolution of private credit and growth volatility looks at graphs in annexes.
Note 3. The results in table1 show that (i) test of second-order serial correlation justify the acceptance of the null hypothesis, and (ii) the Sargan test of over identification suggests that we cannot reject the hypothesis of the validity of instruments (prob X 2 > 0.05). It noted that we have instrumented the indicator of the financial development by its values lagged and time dummies variables to check the time effect. Groups 1970 Groups -1979 Groups 1980 Groups -1989 Groups 1990 Groups -1999 Groups 2000 Groups -2009 1970-1979 1980-1989 1990-1999 2000-2009 Note: from regression (4).
T-stat in parentheses.
The regressions also includes dummy variables for the different time periods that are not reported. * p<0.1; ** p<0.05; *** p<0.01 indicate significance at the 10%, 5% and 1% level in the first-stage regression respectively.
a. The null hypothesis is that the errors in the first-difference regression exhibit no second-order serial correlation. b. The null hypothesis is that the instruments used are not correlated with the residuals. 
