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Abstract. In this paper, we obtain Le´vy’s martingale characterization of G-Brownian motion without
the nondegenerate condition. Base on this characterization, we prove the reflection principle of G-Brownian
motion. Furthermore, we use Krylov’s estimate to get the reflection principle of G˜-Brownian motion.
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1 Introduction
Motivated by the model uncertainty in financial market, Peng in [9, 10] first introduced the notions of
G-expectation, conditional G-expectation and G-Brownian motion via the following G-heat equation:
∂tu−G(D2xu) = 0, u(0, x) = ϕ(x), (1.1)
where G : S(d)→ R is a monotonic and sublinear function. In [11], Peng further extended the definition of
G-expectation and G-Brownian motion to G˜-expectation and G˜-Brownian motion via the following PDE:
∂tu− G˜(D2xu) = 0, u(0, x) = ϕ(x), (1.2)
where G˜ : S(d) → R is monotonic and dominated by G. Based on G-Brownian motion, Peng established
the related Itoˆ’s stochastic calculus theory, for example, Itoˆ’s integral, Itoˆ’s formula, G-martingale and
G-stochastic differential equation (G-SDE).
It is well-known that the reflection principle for classical Brownian motion is an important result. In this
paper, we study the reflection principle for G-Brownian motion or, more generally, G˜-Brownian motion, i.e.,
calculate the distribution of the following process:
sup
s≤t
(Bs −Bt), t ≥ 0,
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where B is a G-Brownian motion or G˜-Brownian motion. In order to obtain the reflection principle, we first
investigate the Le´vy’s martingale characterization of G-Brownian motion.
In [16, 17], Xu et al. obtained the Le´vy’s martingale characterization theorem for 1-dimensional sym-
metric G-martingale under the nondegenerate condition. Song [14] also proved the martingale characteri-
zation theorem for 1-dimensional symmetric G-martingale under the nondegenerate condition by a different
method. In this paper, we consider general symmetric martingales, which may not be G-martingale, without
the nondegenerate condition. We introduce a new kind of discrete product space method for martingale
(see Lemmas 4.2 and 4.3) to deal with the degenerate case, and obtain the corresponding Le´vy’s martingale
characterization of G-Brownian motion. In the symmetric G-martingale case, we give a simpler and more
direct method. Based on the martingale characterization of G-Brownian motion, we obtain the reflection
principle for G-Brownian motion.
However, the martingale characterization method does not hold for G˜-Brownian motion, because we do
not have the Le´vy martingale characterization of G˜-Brownian motion. In this case, we first use the estimate
in [4] to give a discrete approximation of process (sgn(Bt))t≤T (see Lemma 5.9) under the nondegenerate
condition. Then we obtain the related reflection principle under the nondegenerate condition. Finally, we
apply the Krylov’s estimate to get the related reflection principle without the nondegenerate condition.
The paper is organized as follows. In section 2, we recall some basic notions and results of sublinear
expectation and G-Brownian motion. In section 3, we give the definition of consistent sublinear expectation
space, and extend Peng’s definition of stochastic calculus for G-Brownian motion to a kind of martingales on
the consistent sublinear expectation space. The Le´vy’s martingale characterization of G-Brownian motion
is stated and proved in section 4. In section 5, we obtain the reflection principle for G-Brownian motion and
G˜-Brownian motion.
2 Preliminaries
In this section, we recall some basic notions and results of sublinear expectation and G-Brownian motion.
The readers may refer to [1–3, 9–11] for more details.
Let Ω be a given set and H be a linear space of real-valued functions on Ω such that c ∈ H for all
constants c and |X | ∈ H if X ∈ H. We further suppose that if X1, . . . , Xn ∈ H, then ϕ(X1, . . . , Xn) ∈ H
for each ϕ ∈ Cb.Lip(Rn), where Cb.Lip(Rn) denotes the set of all bounded and Lipschitz functions on Rn. H
is considered as the space of random variables. X = (X1, X2, . . . , Xn)
T , Xi ∈ H, is called an n-dimensional
random vector, denoted by X ∈ Hn, where T denotes the transpose.
Definition 2.1 A sublinear expectation is a functional Eˆ : H → R satisfying the following properties: for
each X,Y ∈ H, we have
(1) Monotonicity: X ≥ Y implies Eˆ[X ] ≥ Eˆ[Y ];
(2) Constant preserving: Eˆ[c] = c for c ∈ R;
(3) Sub-additivity: Eˆ[X + Y ] ≤ Eˆ[X ] + Eˆ[Y ];
(4) Positive homogeneity: Eˆ[λX ] = λEˆ[X ] for λ > 0.
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The triple (Ω,H, Eˆ) is called a sublinear expectation space. If (1) and (2) are satisfied, Eˆ is called a
nonlinear expectation and the triple (Ω,H, Eˆ) is called a nonlinear expectation space.
Remark 2.2 If the inequality in (3) becomes equality, Eˆ is called a linear expectation and (Ω,H, Eˆ) is called
a linear expectation space.
For each given p ≥ 1, in order to define the p-norm on H, suppose |X |p ∈ H for each X ∈ H. We
denote by Lp(Ω) the completion of H under the norm ||X ||Lp := (Eˆ[|X |p])1/p. It is easy to verify that
Lp(Ω) ⊂ Lp′(Ω) for each 1 ≤ p′ ≤ p. Note that |Eˆ[X ] − Eˆ[Y ]| ≤ Eˆ[|X − Y |], then Eˆ can be continuously
extended to the mapping from L1(Ω) to R. One can check that (Ω,L1(Ω), Eˆ) forms a sublinear expectation
space, which is called a complete sublinear expectation space.
We say that a sequence {Xn}∞n=1 converges to X in Lp, denoted by X = Lp − limn→∞Xn, if
lim
n→∞
Eˆ[|Xn −X |p] = 0.
Now we give the notions of identical distribution and independence.
Definition 2.3 Let X1 and X2 be two n-dimensional random vectors on complete sublinear expectation
spaces (Ω1,L
1(Ω1), Eˆ1) and (Ω2,L
1(Ω2), Eˆ2), respectively. They are called identically distributed, denoted by
X1
d
= X2, if for each ϕ ∈ Cb.Lip(Rn),
Eˆ1[ϕ(X1)] = Eˆ2[ϕ(X2)].
Definition 2.4 Let (Ω,L1(Ω), Eˆ) be a complete sublinear expectation space. An m-dimensional random
vector Y is said to be independent from an n-dimensional random vector X if for each ϕ ∈ Cb.Lip(Rn+m),
Eˆ[ϕ(X,Y )] = Eˆ[Eˆ[ϕ(x, Y )]x=X ].
In the following, we review G-normal distribution and G-Brownian motion.
Let G : S(d)→ R be a given monotonic and sublinear function, i.e., for A,A′ ∈ S(d),

G (A) ≥ G (A′) if A ≥ A′,
G (A+A′) ≤ G(A) +G(A′),
G (λA) = λG (A) for λ ≥ 0,
where S(d) denotes the collection of all d × d symmetric matrices. By the Hahn-Banach theorem, one can
check that there exists a bounded, convex and closed subset Γ ⊂ S+(d) such that
G(A) =
1
2
sup
γ∈Γ
tr[γA] for A ∈ S(d), (2.1)
where S+(d) denotes the collection of nonnegative elements in S(d). From (2.1), it is easy to deduce that
there exists a constant C > 0 such that for each A,A′ ∈ S(d),
|G(A) −G(A′)| ≤ C|A−A′|.
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Definition 2.5 Let (Ω,L1(Ω), Eˆ) be a complete sublinear expectation space. A d-dimensional random vector
X is called G-normally distributed, denoted by X
d
= N(0,Γ), if for each ϕ ∈ Cb.Lip(Rd),
Eˆ[ϕ(X)] = uϕ(1, 0),
where uϕ is the viscosity solution of the following G-heat equation
∂tu−G(D
2
xu) = 0,
u(0, x) = ϕ(x).
(2.2)
Remark 2.6 If G(A) = 12 tr[A] for A ∈ S(d), then Γ = {Id} and G-normal distribution is the classical
standard normal distribution.
Definition 2.7 Let (Ω,L1(Ω), Eˆ) be a complete sublinear expectation space. A d-dimensional process (Bt)t≥0
with Bt ∈ (L1(Ω))d for each t ≥ 0 is called a G-Brownian motion if the following properties are satisfied:
(i) B0 = 0;
(ii) For each t, s ≥ 0, Bt+s − Bt d= N(0, sΓ) and is independent from (Bt1 , . . . , Btn), for each n ∈ N and
0 ≤ t1 ≤ · · · ≤ tn ≤ t.
Remark 2.8 It is easy to verify that for each ϕ ∈ Cb.Lip(Rd), Eˆ[ϕ(Bt+s −Bt)] = uϕ(s, 0), where uϕ is the
solution of the G-heat equation (2.2). If G(A) = 12 tr[A] for A ∈ S(d), then G-Brownian motion is classical
standard Brownian motion.
For each t ≥ 0, set
Lip(Ωt) = {ϕ(Bt1 , Bt2 −Bt1 , · · · , Btn −Btn−1) : n ∈ N, 0 ≤ t1 < · · · < tn ≤ t, ϕ ∈ Cb.Lip(Rn×d)}
and
Lip(Ω) :=
∞⋃
m=1
Lip(Ωm).
For each p ≥ 1, we denote by LpG(Ωt) (resp. LpG(Ω)) the completion of Lip(Ωt) (resp. Lip(Ω)) under the norm
||X ||LpG := (Eˆ[|X |p])
1
p for each t ≥ 0. For each ξ = ϕ(Bt1 , Bt2 −Bt1 , · · · , Btn − Btn−1) ∈ Lip(Ω), define the
conditional expectation of ξ at ti, i ≤ n, by
Eˆti [ϕ(Bt1 , Bt2 −Bt1 , · · · , Btn −Btn−1)] = ψ(Bt1 , · · · , Bti −Bti−1), (2.3)
where ψ(x1, · · · , xi) = Eˆ[ϕ(x1, · · · , xi, Bti+1 − Bti , · · · , Btn − Btn−1)]. It is easy to check that Eˆti still
satisfies (1)-(4) in Definition 2.1 and can be continuously extended to the mapping from L1G(Ω) to L
1
G(Ωti).
(Ω, L1G(Ω), (L
1
G(Ωt))t≥0, (Eˆt)t≥0) is called the G-expectation space.
3 Consistent sublinear expectation space
In this section, we first give the definition of consistent sublinear expectation space, and then we extend
Peng’s definition of stochastic calculus for G-Brownian motion to a kind of martingales on the consistent
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sublinear expectation space. We only consider the continuous time case, and the definitions and results still
hold for discrete time case.
Let Ω be a given set and (Ht)t≥0, H be a family of linear space of real-valued functions on Ω such that
(i) H0 = R and Hs ⊂ Ht for each 0 ≤ s ≤ t;
(ii) If X ∈ Ht (resp. H), then |X | ∈ Ht (resp. H);
(iii) If X1, . . . , Xn ∈ Ht (resp. H), then ϕ(X1, . . . , Xn) ∈ Ht (resp. H) for each ϕ ∈ Cb.Lip(Rn).
Definition 3.1 A consistent sublinear expectation on (Ht)t≥0 is a family of mappings Eˆt : H → Ht which
satisfies the following properties: for each X,Y ∈ H,
(1) Monotonicity: X ≥ Y implies Eˆt[X ] ≥ Eˆt[Y ];
(2) Constant preserving: Eˆt[η] = η for η ∈ Ht;
(3) Sub-additivity: Eˆt[X + Y ] ≤ Eˆt[X ] + Eˆt[Y ];
(4) Positive homogeneity: Eˆt[ηX ] = ηEˆt[X ] for each positive and bounded η ∈ Ht;
(5) Consistency: Eˆs[Eˆt[X ]] = Eˆs[X ] for s ≤ t.
The triple (Ω,H, (Ht)t≥0, (Eˆt)t≥0) is called a consistent sublinear expectation space and Eˆt is called a
sublinear conditional expectation.
Remark 3.2 We always denote Eˆ := Eˆ0 in the above definition. Obviously, (Ω,H, Eˆ) forms a sublinear
expectation space.
Remark 3.3 One can check that the G-expectation space (Ω, L1G(Ω), (L
1
G(Ωt))t≥0, (Eˆt)t≥0) satisfies (1)-(5)
in Definition 3.1.
For each given p ≥ 1, in order to define the p-norm on Ht (resp. H), suppose |X |p ∈ Ht (resp. H) for
each X ∈ Ht (resp. H), and we denote by Lp(Ωt) (resp. Lp(Ω)) the completion of Ht (resp. H) under
the norm ||X ||Lp := (Eˆ[|X |p])1/p. Note that Eˆ[|Eˆt[X ] − Eˆt[Y ]|] ≤ Eˆ[|X − Y |], then Eˆt can be continuously
extended to the mapping from L1(Ω) to L1(Ωt). It is easy to check that (Ω,L
1(Ω), (L1(Ωt))t≥0, (Eˆt)t≥0)
forms a consistent sublinear expectation space, which is called a complete consistent sublinear expectation
space.
The following properties are very useful in sublinear analysis.
Proposition 3.4 Let (Ω,L1(Ω), (L1(Ωt))t≥0, (Eˆt)t≥0) be a complete consistent sublinear expectation space.
Assume X ∈ (L1(Ωt))n and Y ∈ (L1(Ω))m. Then
Eˆt[ϕ(X,Y )] = Eˆt[ϕ(x, Y )]x=X for each ϕ ∈ Cb.Lip(Rn+m). (3.1)
Specially, for each bounded η ∈ L1(Ωt),
Eˆt[ηZ] = η
+
Eˆt[Z] + η
−
Eˆt[−Z] for each Z ∈ L1(Ω).
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Proof. For each fixed N > 0, denote BN (0) := {x ∈ Rn : |x| ≤ N}. For each integer n ≥ 1, by partition of
unity theorem, there exist hni ∈ C∞0 (Rn), i = 1, . . . , kn, such that the diameter of support λ(supp(hni )) ≤ 1/n,
0 ≤ hni ≤ 1 and IBN (0)(x) ≤
∑kn
i=1 h
n
i (x) ≤ 1. Choose xni ∈ Rn such that hni (xni ) > 0 and L > 0 such that
|ϕ| ≤ L. Note that∣∣∣∣∣
kn∑
i=1
hni (X)Eˆt[ϕ(x
n
i , Y )]− Eˆt[ϕ(X,Y )]
∣∣∣∣∣
≤
kn∑
i=1
hni (X)
∣∣∣Eˆt[ϕ(xni , Y )]− Eˆt[ϕ(X,Y )]∣∣∣+
(
1−
kn∑
i=1
hni (X)
)∣∣∣Eˆt[ϕ(X,Y )]∣∣∣
≤
kn∑
i=1
hni (X)
∣∣∣Eˆt[ϕ(xni , Y )]− Eˆt[ϕ(X,Y )]∣∣∣+ L|X |N
≤ Cϕ
kn∑
i=1
hni (X)|X − xni |+
L|X |
N
≤ Cϕ
n
+
L|X |
N
and ∣∣∣∣∣
kn∑
i=1
hni (X)Eˆt[ϕ(x
n
i , Y )]− Eˆt[ϕ(x, Y )]x=X
∣∣∣∣∣
≤
kn∑
i=1
hni (X)
∣∣∣Eˆt[ϕ(xni , Y )]− Eˆt[ϕ(x, Y )]x=X ∣∣∣+ L|X |N
≤ Cϕ
kn∑
i=1
hni (X)|X − xni |+
L|X |
N
≤ Cϕ
n
+
L|X |
N
,
where Cϕ is the Lipschitz constant of ϕ, then we obtain∣∣∣Eˆt[ϕ(X,Y )]− Eˆt[ϕ(x, Y )]x=X ∣∣∣ ≤ 2Cϕ
n
+
2L|X |
N
.
Letting n → ∞ first and then N → ∞, we get Eˆt[ϕ(X,Y )] = Eˆt[ϕ(x, Y )]x=X . By positive homogeneity of
Eˆt, we can deduce Eˆt[ηZ] = η
+Eˆt[Z] + η
−Eˆt[−Z]. 
Proposition 3.5 Let (Ω,L1(Ω), (L1(Ωt))t≥0, (Eˆt)t≥0) be a complete consistent sublinear expectation space.
Assume Y ∈ L1(Ω) such that Eˆt[Y ] = −Eˆt[−Y ] for some t ≥ 0. Then, for each X ∈ L1(Ω) and bounded
η ∈ L1(Ωt), we have
Eˆt[X + ηY ] = Eˆt[X ] + ηEˆt[Y ].
Proof. By Proposition 3.4 and Eˆt[Y ] = −Eˆt[−Y ], we get
Eˆt[ηY ] = η
+
Eˆt[Y ] + η
−
Eˆt[−Y ] = η+Eˆt[Y ]− η−Eˆt[Y ] = ηEˆt[Y ].
Similarly, we have Eˆt[−ηY ] = −ηEˆt[Y ]. Then by the sub-additivity of Eˆt, we obtain
Eˆt[X + ηY ] ≤ Eˆt[X ] + Eˆt[ηY ] = Eˆt[X ] + ηEˆt[Y ]
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and
Eˆt[X ] + ηEˆt[Y ] = Eˆt[X ]− Eˆt[−ηY ] ≤ Eˆt[X + ηY ].
Thus
Eˆt[X + ηY ] = Eˆt[X ] + ηEˆt[Y ].

Now we give the definitions of adapted processes and martingales on the consistent sublinear expectation
space.
Definition 3.6 Let (Ω,L1(Ω), (L1(Ωt))t≥0, (Eˆt)t≥0) be a complete consistent sublinear expectation space. A
d-dimensional adapted process is a family of random vectors (Xt)t≥0 such that Xt ∈ (L1(Ωt))d for each t ≥ 0.
Two d-dimensional adapted processes X i = (X it)t≥0, i = 1, 2, on complete consistent sublinear expectation
spaces (Ωi,L1(Ωi), (L1(Ωit))t≥0, (Eˆ
i
t)t≥0) are called identically distributed, denoted by X
1 d= X2, if for each
n ∈ N, 0 ≤ t1 < · · · < tn <∞, ϕ ∈ Cb.Lip(Rn×d),
Eˆ
1[ϕ(X1t1 , X
1
t2 −X1t1 , · · · , X1tn −X1tn−1)] = Eˆ2[ϕ(X2t1 , X2t2 −X2t1 , · · · , X2tn −X2tn−1)].
Definition 3.7 Let (Ω,L1(Ω), (L1(Ωt))t≥0, (Eˆt)t≥0) be a complete consistent sublinear expectation space. A
d-dimensional adapted process Mt = (M
1
t , . . . ,M
d
t )
T , t ≥ 0, is called a martingale if Eˆs[M it ] = M is for each
s ≤ t and i ≤ d. Furthermore, a d-dimensional martingale M is called symmetric if Eˆ[M it ] = −Eˆ[−M it ] for
each t ≥ 0 and i ≤ d.
Remark 3.8 In the above definition, Eˆ[M it ] = −Eˆ[−M it ] implies Eˆs[M it ] = −Eˆs[−M it ] for each s ∈ [0, t],
which is deduced by Eˆs[M
i
t ] + Eˆs[−M it ] ≥ 0 and
Eˆ[Eˆs[M
i
t ] + Eˆs[−M it ]] ≤ Eˆ[Eˆs[M it ]] + Eˆ[Eˆs[−M it ]] = Eˆ[M it ] + Eˆ[−M it ] = 0.
In the following, we construct the stochastic calculus with respect to a kind of martingales. For simplicity,
we first discuss the 1-dimensional case.
Let M be a symmetric martingale such that M0 = 0, Mt ∈ L2(Ωt) for each t ≥ 0 and
Eˆt[|Mt+s −Mt|2] ≤ Cs, for each t, s ≥ 0, (3.2)
where C > 0 is a constant.
Let T > 0 be given. Set
M
2,0(0, T ) := {ηt =
n−1∑
i=0
ξiI[ti,ti+1)(t) : 0 = t0 < · · · < tn = T, ξi ∈ L2(Ωti)}.
We denote by M2(0, T ) the completion of M2,0(0, T ) under the norm ||η||M2 = (Eˆ[
∫ T
0
|ηt|2dt])1/2.
For each η ∈ M2,0(0, T ) with ηt =
∑n−1
i=0 ξiI[ti,ti+1)(t), define the stochastic integral with respect to M
as,
I(η) =
∫ T
0
ηtdMt :=
n−1∑
i=0
ξi(Mti+1 −Mti).
The proof of the following Lemma is the same to the proof of Lemma 3.5 in [11]. We omit it here.
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Lemma 3.9 The mapping I : M2,0(0, T )→ L2(ΩT ) is a continuous linear mapping and can be continuously
extended to I : M2(0, T )→ L2(ΩT ). For each η ∈ M2(0, T ), (
∫ t
0 ηsdMs)t≤T is a symmetric martingale and
Eˆ[|
∫ T
0
ηtdMt|2] ≤ CEˆ[
∫ T
0
|ηt|2dt]. (3.3)
For multi-dimensional case, let M = (M1, · · · ,Md)T be a d-dimensional symmetric martingale with M i
satisfying (3.2) for i = 1, . . . , d. Then for each (n × d)-dimensional process η = (ηij) with ηij ∈ M2(0, T ),
the definition of the stochastic integral
∫ T
0
ηtdMt can be defined through 1-dimensional integral just like the
classical case.
Now we consider the quadratic variation process of the 1-dimensional symmetric martingaleM satisfying
(3.2). For any t ≥ 0, let pint = {tn0 , ..., tnn} be a partition of [0, t] and denote
µ(pint ) := max{|tni+1 − tni | : i = 0, 1, · · · , n− 1}.
Note that
n−1∑
i=0
(Mtni+1 −Mtni )2 =
n−1∑
i=0
(M2tni+1 −M
2
tni
)− 2
n−1∑
i=0
Mtni (Mtni+1 −Mtni )
=M2t − 2
n−1∑
i=0
Mtni (Mtni+1 −Mtni ),
and
Eˆ[
∫ t
0
n−1∑
i=0
|Mtni I[tni ,tni+1)(s)−Ms|2ds] = Eˆ[
n−1∑
i=0
∫ tni+1
tni
|Mtni −Ms|2ds]
≤
n−1∑
i=0
∫ tni+1
tni
Eˆ[|Mtni −Ms|2]ds
≤ Ct
2
µ(pint ),
then
∑n−1
i=0 (Mtni+1−Mtni )2 converges toM2t −2
∫ t
0
MsdMs in L
2 as µ(pint )→ 0. We call the limit the quadratic
variation of M and denote it by 〈M〉t.
It is clear that 〈M〉 is an increasing process. By Lemma 3.9 and (3.2), we can obtain for each t, s ≥ 0,
Eˆt[|〈M〉t+s − 〈M〉t|] = Eˆt[〈M〉t+s − 〈M〉t] = Eˆt[|Mt+s −Mt|2] ≤ Cs.
For symmetric martingales M and M ′ satisfying (3.2), we know that M +M ′ and M −M ′ are also
symmetric martingales satisfying (3.2). As
n−1∑
i=0
(Mtni+1 −Mtni )(M ′tni+1 −M
′
tni
)
=
1
4
n−1∑
i=0
{[(Mtni+1 +M ′tni+1)− (Mtni +M
′
tni
)]2 − [(Mtni+1 −M ′tni+1)− (Mtni −M
′
tni
)]2},
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we can define the mutual variation process by
〈M,M ′〉t := L2 − lim
µ(pint )→0
n−1∑
i=0
(Mtni+1 −Mtni )(M ′tni+1 −M
′
tni
)
=
1
4
[〈M +M ′〉t − 〈M −M ′〉t].
For a d-dimensional symmetric martingaleM = (M1, · · · ,Md)T withM i satisfying (3.2) for i = 1, . . . , d,
we define the quadratic variation by
〈M〉t := (〈M i,M j〉t)1≤i,j≤d.
4 Le´vy’s martingale characterization of G-Brownian motion
The following theorem is the Le´vy’s martingale characterization of G-Brownian motion on the complete
consistent sublinear expectation space.
Theorem 4.1 Let (Ω,L1(Ω), (L1(Ωt))t≥0, (Eˆt)t≥0) be a complete consistent sublinear expectation space and
G : S(d) → R be a given monotonic and sublinear function. Assume (Mt)t≥0 is a d-dimensional symmetric
martingale satisfyingM0 = 0,Mt ∈ (L3(Ωt))d for each t ≥ 0 and sup{Eˆ[|Mt+δ−Mt|3] : t ≤ T } = o(δ) as δ ↓ 0
for each fixed T > 0. Then the following conditions are equivalent:
(1) (Mt)t≥0 is a G-Brownian motion;
(2) Eˆt[|Mt+s −Mt|2] ≤ Cs for each t, s ≥ 0 and the process 12 tr[A〈M〉t]−G(A)t, t ≥ 0, is a martingale for
each A ∈ S(d), where C > 0 is a constant;
(3) The process 12 〈AMt,Mt〉 −G(A)t, t ≥ 0, is a martingale for each A ∈ S(d).
In order to prove the above theorem, we need the following lemmas. For simplicity, we only prove the
theorem for the case d = 1, and the proof for d > 1 is the same. Under the case d = 1,
G(a) =
1
2
(σ¯2a+ − σ2a−) for a ∈ R, (4.1)
where 0 ≤ σ2 ≤ σ¯2 <∞. We suppose σ¯2 > 0, since M ≡ 0 if σ¯2 = 0, which is trivial.
The main idea to prove the above main theorem is to use PDE method, which needs that the solution
u for G-heat equation (2.2) belongs to C1,2. But, when σ2 = 0, u may not be in C1,2. So we introduce the
following auxiliary space.
Let (Ω¯,L1(Ω¯), E¯) be a complete linear expectation space and (Wt)t≥0 be a standard 1-dimensional classical
Brownian motion on it. Define
Ω˜ := {ω˜ = (ω, ω¯) : ω ∈ Ω, ω¯ ∈ Ω¯}.
Let T > 0 be fixed. For any given partition pi = {t0, . . . , tn} of [0, T ], i.e., 0 = t0 < · · · < tn = T , set H˜pi0 := R
and for i = 1, . . . , n,
H˜piti := {ξ(ω˜) = φ(ω,Wt1(ω¯), · · · ,Wti(ω¯)−Wti−1(ω¯)) : ω˜ = (ω, ω¯) ∈ Ω˜, φ ∈ Lpiti}, (4.2)
where Lpiti is the space of functions φ : Ω× Ri → R satisfying the following properties:
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(1) φ is bounded and φ(·, x) ∈ L1(Ωti) for each x ∈ Ri;
(2) There exists a constant K > 0 such that |φ(ω, x) − φ(ω, x′)| ≤ K|x− x′| for each ω ∈ Ω, x, x′ ∈ Ri.
It is easy to verify that H˜piti ⊂ H˜pitj for 0 ≤ i < j ≤ n. Now we want to define a sublinear conditional
expectation E˜piti : H˜pitn → H˜piti such that (Ω˜, (H˜piti)ni=0, (E˜piti)ni=0) forms a discrete consistent sublinear expecta-
tion space. For this purpose, we first define the operator E˜piti,ti+1 : H˜piti+1 → H˜piti , i = 0, . . . , n− 1. For each
ξ(ω˜) = φ(ω,Wt1(ω¯), · · · ,Wti+1(ω¯)−Wti(ω¯)) ∈ H˜piti+1 , define
E˜
pi
ti,ti+1 [ξ](ω˜) := ϕ(ω,Wt1(ω¯), · · · ,Wti(ω¯)−Wti−1(ω¯)), (4.3)
where
ϕ(·, x1, · · · , xi) := Eˆti [ψ(·, x1, · · · , xi)] (4.4)
and
ψ(ω, x1, · · · , xi) = E¯[φ(ω, x1, · · · , xi,Wti+1 −Wti)] for ω ∈ Ω. (4.5)
In the following, we will show that E˜piti,ti+1 [ξ] ∈ H˜piti . Now we define E˜piti : H˜pitn → H˜piti backwardly from i = n
to i = 0 as follows: for each X ∈ H˜pitn , define
E˜
pi
ti [X ] := E˜
pi
ti,ti+1 [E˜
pi
ti+1 [X ]], i = 0, . . . , n− 1, (4.6)
where
E˜
pi
tn [X ] = X.
Lemma 4.2 Let (H˜piti)ni=0 be defined in (4.2) and (E˜piti)ni=0 be defined in (4.6). Then (Ω˜, (H˜piti)ni=0, (E˜piti)ni=0)
forms a discrete consistent sublinear expectation space. Furthermore, if ξ ∈ H˜pitn is independent of ω¯ (resp.
ω), then E˜piti [ξ](ω, ω¯) = Eˆti [ξ](ω) (resp. E˜
pi
ti [ξ](ω, ω¯) = E¯ti [ξ](ω¯)).
Proof. We only prove that E˜piti,ti+1 in (4.3) is well-defined, the other properties can be easily verified. For
this, we only need to show that ψ(·, x) ∈ L1(Ωti+1) for each x = (x1, · · · , xi) ∈ Ri. For each given integer
N > 0, set xNj = −N + 2jN , j = 0, . . . , N2. Then, for each ω ∈ Ω,∣∣∣∣∣∣E¯[φ(ω, x,Wti+1 −Wti)]− E¯

N2−1∑
j=0
φ(ω, x, xNj )I[xNj ,xNj+1)(Wti+1 −Wti)


∣∣∣∣∣∣
≤ 2K
N
+ LE¯[I[N,∞)(|Wti+1 −Wti |)]
≤ 2K
N
+
L
N
E¯[|Wti+1 −Wti |],
where L > 0 such that |φ| ≤ L. From this, we can deduce that∣∣∣∣∣∣ψ(·, x) −
N2−1∑
j=0
aNj φ(·, x, xNj )
∣∣∣∣∣∣ ≤
2K
N
+
L
N
E¯[|Wti+1 −Wti |], (4.7)
where aNj = E¯[I[xNj ,xNj+1)(Wti+1−Wti)]. Noting that φ(·, x1, · · · , xi, xNj ) ∈ L1(Ωti+1), we obtain ψ(·, x1, · · · , xi) ∈
L1(Ωti+1) by (4.7). 
The completion of (Ω˜, (H˜piti)ni=0, (E˜piti)ni=0) is denoted by (Ω˜, (L1(Ω˜piti))ni=0, (E˜piti)ni=0).
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Lemma 4.3 For each ε ∈ (0, 1), set
M εt (ω, ω¯) :=Mt(ω) + εWt(ω¯) for t ≥ 0, (ω, ω¯) ∈ Ω˜.
If 12a(Mt)
2 −G(a)t, t ≥ 0, is a martingale for each a ∈ R, then, under (Ω˜, (L1(Ω˜piti))ni=0, (E˜piti)ni=0), we have
(1) (M εti)
n
i=0 is a discrete symmetric martingale;
(2)
(
1
2a(M
ε
ti)
2 −Gε(a)ti
)n
i=0
is a discrete martingale, where Gε(a) = G(a) +
1
2ε
2a for a ∈ R.
Proof. (1) By the definition of E˜piti , we have, for i = 0, . . . , n− 1,
E˜
pi
ti [M
ε
ti+1 ](ω, ω¯) = Eˆti [Mti+1 ](ω) + εE¯[Wti+1 −Wti ] + εWti(ω¯) =M εti(ω, ω¯)
and
E˜
pi
ti [−M εti+1 ](ω, ω¯) = Eˆti [−Mti+1 ](ω) + εE¯[−(Wti+1 −Wti)]− εWti(ω¯) = −M εti(ω, ω¯).
Thus (M εti)
n
i=0 is a discrete symmetric martingale.
(2) Since 12a(Mt)
2 −G(a)t, t ≥ 0, is a martingale, we have
Eˆti [a(Mti+1)
2 − a(Mti)2] = 2G(a)(ti+1 − ti).
By the fact that (Mt)t≥0 is a symmetric martingale, we also get
Eˆti [a(Mti+1)
2 − a(Mti)2] = Eˆti [a(Mti+1 −Mti)2].
Thus
Eˆti [a(Mti+1 −Mti)2] = 2G(a)(ti+1 − ti).
It follows from (1) and the definition of E˜piti that
E˜
pi
ti [M
ε
ti(M
ε
ti+1 −M εti)] = E˜piti [−M εti(M εti+1 −M εti)] = 0
and
E˜
pi
ti [a(M
ε
ti+1 −M εti)2](ω, ω¯) = Eˆti [a(Mti+1 −Mti)2](ω) + ε2E¯[(Wti+1 −Wti)2]
= 2G(a)(ti+1 − ti) + ε2(ti+1 − ti).
Then
E˜
pi
ti [a(M
ε
ti+1)
2] = a(M εti)
2 + E˜piti [a(M
ε
ti+1 −M εti)2] = a(M εti)2 + 2Gε(a)(ti+1 − ti),
which implies that
(
1
2a(M
ε
ti)
2 −Gε(a)ti
)n
i=0
is a discrete martingale. 
Remark 4.4 When σ2 = 0, Gε(a) =
1
2 [(σ¯
2 + ε2)a+ − ε2a−] is non-degenerate. So we can consider M ε in
Theorem 4.1.
Consider the following two PDEs:
∂tu+G(∂
2
xxu) = 0, u(T, x) = ϕ(x), (4.8)
∂tu
ε +Gε(∂
2
xxu
ε) = 0, uε(T, x) = ϕ(x). (4.9)
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Lemma 4.5 For each ε ∈ (0, 1) and ϕ ∈ Cb.Lip(R), let u and uε be the solution of PDEs (4.8) and (4.9)
respectively. Then, for t, t′ ∈ [0, T ], x ∈ R,
|uε(t, x)− uε(t′, x)| ≤ Cϕ
√
2(σ¯2 + 1)/pi
√
|t− t′|
and
|uε(t, x)− u(t, x)| ≤ Cϕ
√
2(T − t)/piε,
where Cϕ is the Lipschitz constant of ϕ.
Proof. Let (B1t , B
2
t )t≥0 be a 2-dimensional G˜-Brownian motion on a complete sublinear expectation space
(Ω,L1(Ω), Eˆ) with
G˜



 a b
b c



 = G(a) + 12c for a, b, c ∈ R.
It is easy to verify that (B1t )t≥0 is a 1-dimensional G-Brownian motion and (B
1
t +εB
2
t )t≥0 is a 1-dimensional
Gε-Brownian motion. By Remark 2.8, we deduce that, for (t, x) ∈ [0, T ]× R,
u(t, x) = Eˆ[ϕ(x+B1T −B1t )] and uε(t, x) = Eˆ[ϕ(x +B1T + εB2T −B1t − εB2t )].
Thus, by Proposition 1.5 in Chapter III of [11], we obtain
|uε(t, x)− uε(t′, x)| ≤ CϕEˆ[|B1t + εB2t −B1t′ − εB2t′ |] = Cϕ
√
2(σ¯2 + ε2)/pi
√
|t− t′|
and
|uε(t, x) − u(t, x)| ≤ CϕεEˆ[|B2T −B2t |] = Cϕ
√
2(T − t)/piε.

Proof of Theorem 4.1. (1)=⇒(2) If (Mt)t≥0 is a G-Brownian motion, then, by Proposition 1.4 in
Chapter IV of [11], we get Eˆt[|Mt+s −Mt|2] = σ¯2s, 〈M〉t − σ¯2t and σ2t− 〈M〉t, t ≥ 0, are two martingales,
which implies that 12a〈M〉t −G(a)t, t ≥ 0, is a martingale for each a ∈ R.
(2)=⇒(3) Note that M2t = 2
∫ t
0
MsdMs + 〈M〉t and (
∫ t
0
MsdMs)t≥0 is a symmetric martingale, then
1
2a(Mt)
2 −G(a)t, t ≥ 0, is a martingale for each a ∈ R.
(3)=⇒(1) By Proposition 3.4, we only need to prove that
Eˆt[ϕ(MT −Mt)] = u(t, 0),
where 0 < t < T , ϕ ∈ Cb.Lip(R) and u is the solution of PDE (4.8). The proof is divided into three steps.
Step 1: Taylor’s expansion. For each fixed ε ∈ (0, 1) and h ∈ (0, t), let vε be the solution of the
following PDE:
∂tv
ε +Gε(∂
2
xxv
ε) = 0, vε(T + h, x) = ϕ(x). (4.10)
It is clear that vε(s, x) = uε(s − h, x) for (s, x) ∈ [h, T + h] × R, where uε is the solution of PDE (4.9).
Since PDE (4.10) is uniformly parabolic and Gε(·) is a convex function, by the interior regularity of vε (see
[6, 15]),
||vε||C1+α/2,2+α([0,T ]×R) <∞ for some α ∈ (0, 1). (4.11)
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For each n ≥ 1, set tni = t + n−1i(T − t), i = 0, . . . , n. Let (M εt )t≥0 be defined as in Lemma 4.3. Denote
M ε,t1t2 :=M
ε
t2 −M εt1 for 0 ≤ t1 ≤ t2, then
vε(T,M ε,tT )− vε(t, 0) =
n−1∑
i=0
[vε(tni+1,M
ε,t
tni+1
)− vε(tni ,M ε,ttni )]
=
n−1∑
i=0
[Jni + I
n
i ],
(4.12)
where
Jni = ∂tv
ε(tni ,M
ε,t
tni
)(tni+1 − tni ) + ∂xvε(tni ,M ε,ttni )M
ε,tni
tni+1
+
1
2
∂2xxv
ε(tni ,M
ε,t
tni
)
(
M
ε,tni
tni+1
)2
and
Ini = (t
n
i+1 − tni )
∫ 1
0
[∂tv
ε(tni + α(t
n
i+1 − tni ),M ε,ttni+1)− ∂tv
ε(tni ,M
ε,t
tni
)]dα
+(M
ε,tni
tni+1
)2
∫ 1
0
∫ 1
0
α[∂2xxv
ε(tni ,M
ε,t
tni
+ αβM
ε,tni
tni+1
)− ∂2xxvε(tni ,M ε,ttni )]dβdα.
Step 2: Estimation of residual terms. Set pin = {0, tn0 , tn1 , . . . , tnn}, by (4.12) and Lemma 4.2, we get∣∣∣∣∣E˜pint [vε(T,M ε,tT )]− vε(t, 0)− E˜pint
[
n−1∑
i=0
Jni
]∣∣∣∣∣ ≤ E˜pint
[∣∣∣∣∣
n−1∑
i=0
Ini
∣∣∣∣∣
]
. (4.13)
It follows from Proposition 3.4 and Lemma 4.3 that
E˜
pin
tni
[Jni ]
= E˜pintni
[∂tv
ε(tni , x)(t
n
i+1 − tni ) + ∂xvε(tni , x)M ε,t
n
i
tni+1
+
1
2
∂2xxv
ε(tni , x)(M
ε,tni
tni+1
)2]x=Mε,t
tn
i
= [∂tv
ε(tni ,M
ε,t
tni
) +Gε(∂
2
xxv
ε(tni ,M
ε,t
tni
))](tni+1 − tni ).
Since vε satisfies PDE (4.10), we obtain E˜pintni [J
n
i ] = 0. Thus
E˜
pin
t
[
n−1∑
i=0
Jni
]
= E˜pint
[
n−2∑
i=0
Jni + E˜
pin
tnn−1
[Jnn−1]
]
= E˜pint
[
n−2∑
i=0
Jni
]
= · · · = 0. (4.14)
Combining (4.13) with (4.14), we conclude that
E˜
pin
[∣∣∣E˜pint [vε(T,M ε,tT )]− vε(t, 0)∣∣∣] ≤
n−1∑
i=0
E˜
pin [|Ini |] . (4.15)
As vε satisfying (4.11), we can easily get
|Ini | ≤ C1
{∣∣tni+1 − tni ∣∣1+α/2 + ∣∣∣M ε,tnitni+1
∣∣∣2+α} ,
where C1 > 0 is a constant depending on ε, h, T , G and ϕ. By Lemma 4.2, we have
E˜
pin
[∣∣∣M ε,tnitni+1
∣∣∣2+α] ≤ 21+α{E˜pin [∣∣∣Mtni+1 −Mtni
∣∣∣2+α]+ E˜pin [∣∣∣Wtni+1 −Wtni
∣∣∣2+α]}
≤ 21+α
{
Eˆ
[∣∣∣Mtni+1 −Mtni
∣∣∣2+α]+ E¯ [|W1|2+α] ∣∣tni+1 − tni ∣∣1+α/2
}
.
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Thus we get
E˜
pin [|Ini |] ≤ C2
{∣∣tni+1 − tni ∣∣1+α/2 + Eˆ
[∣∣∣Mtni+1 −Mtni
∣∣∣2+α]} , (4.16)
where C2 > 0 is a constant depending on ε, h, T , G and ϕ. By Ho¨lder’s inequality, we obtain
Eˆ
[∣∣∣Mtni+1 −Mtni
∣∣∣2+α] ≤ (Eˆ [∣∣∣Mtni+1 −Mtni
∣∣∣2])1−α(Eˆ [∣∣∣Mtni+1 −Mtni
∣∣∣3])α . (4.17)
Note that sup{Eˆ[|Mt+δ − Mt|3] : t ≤ T } = o(δ) as δ ↓ 0, Eˆ[|Mtni+1 − Mtni |2] = 2G(1)(tni+1 − tni ) and
tni+1 − tni = n−1(T − t), then, by (4.16) and (4.17), we get
n−1∑
i=0
E˜
pin [|Ini |] = o(1). (4.18)
Step 3: Approximation. From (4.15) and (4.18), we obtain
lim
n→∞
E˜
pin
[∣∣∣E˜pint [vε(T,M ε,tT )]− vε(t, 0)∣∣∣] = 0. (4.19)
It follows from Lemma 4.5 that
|vε(T, x)− vε(T + h, x)| = |uε(T − h, x)− uε(T, x)| ≤ Cϕ
√
2(σ¯2 + 1)/pi
√
h
and
|vε(t, 0)− u(t, 0)| = |uε(t− h, 0)− u(t, 0)|
≤ |uε(t− h, 0)− uε(t, 0)|+ |uε(t, 0)− u(t, 0)|
≤ Cϕ
√
2(σ¯2 + 1)/pi
√
h+ Cϕ
√
2(T − t)/piε.
Since vε(T + h, x) = ϕ(x), by Lemma 4.2, we deduce
Eˆ
[∣∣∣Eˆt[ϕ(MT −Mt)]− u(t, 0)∣∣∣]
= E˜pin
[∣∣∣E˜pint [ϕ(MT −Mt)]− u(t, 0)∣∣∣]
≤ E˜pin [|ϕ(MT −Mt)]− ϕ(M ε,tT )|+ |vε(T + h,M ε,tT )− vε(T,M ε,tT )|]
+ E˜pin
[∣∣∣E˜pint [vε(T,M ε,tT )]− vε(t, 0)∣∣∣]+ |vε(t, 0)− u(t, 0)|
≤ E˜pin
[∣∣∣E˜pint [vε(T,M ε,tT )]− vε(t, 0)∣∣∣]+ CϕεE¯[|WT −Wt|] + 2Cϕ√2(σ¯2 + 1)/pi√h+ Cϕ√2(T − t)/piε
≤ E˜pin
[∣∣∣E˜pint [vε(T,M ε,tT )]− vε(t, 0)∣∣∣]+ 2Cϕ√2(σ¯2 + 1)/pi√h+ 2Cϕ√2(T − t)/piε.
Taking n→∞, by (4.19), we get
Eˆ
[∣∣∣Eˆt[ϕ(MT −Mt)]− u(t, 0)∣∣∣] ≤ 2Cϕ√2(σ¯2 + 1)/pi√h+ 2Cϕ√2(T − t)/piε.
Letting h→ 0 and ε→ 0, we obtain Eˆt[ϕ(MT −Mt)] = u(t, 0). 
We now consider the Le´vy’s martingale characterization of G-Brownian motion on the G-expectation
space. In this case, we do not need the assumptions Mt ∈ (L3(Ωt))d and sup{Eˆ[|Mt+δ −Mt|3] : t ≤ T } =
o(δ) as δ ↓ 0 as in Theorem 4.1.
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Theorem 4.6 Let G¯ : S(d′)→ R and G : S(d)→ R be two given monotonic and sublinear functions, and let
(Ω, L1
G¯
(Ω), (L1
G¯
(Ωt))t≥0, (Eˆt)t≥0) be a G¯-expectation space. Assume (Mt)t≥0 is a d-dimensional symmetric
martingale satisfying M0 = 0,Mt ∈ (L2G¯(Ωt))d for each t ≥ 0. Then the following conditions are equivalent:
(1) (Mt)t≥0 is a G-Brownian motion;
(2) The process 12 〈AMt,Mt〉 −G(A)t, t ≥ 0, is a martingale for each A ∈ S(d);
(3) Eˆt[|Mt+s −Mt|2] ≤ Cs for each t, s ≥ 0 and the process 12 tr[A〈M〉t]−G(A)t, t ≥ 0, is a martingale for
each A ∈ S(d), where C > 0 is a constant.
Proof. We only prove the case d = 1. The case d > 1 is similar. The proof for (1)=⇒(2) is the same as
Theorem 4.1.
(2)=⇒(3) Taking A = 1, we get M2t − σ¯2t is a martingale, where G(a) = 12 (σ¯2a+ − σ2a−) for a ∈ R.
From this, we have
Eˆt[|Mt+s −Mt|2] = Eˆt[M2t+s −M2t − 2Mt(Mt+s −Mt)] = σ¯2(t− s).
Noting that 〈M〉t =M2t − 2
∫ t
0
MsdMs, we obtain the desired result.
(3)=⇒(1) By Proposition 3.4, we only need to prove that
Eˆt[ϕ(MT −Mt)] = u(t, 0),
where 0 < t < T , ϕ ∈ Cb.Lip(R) and u is the solution of PDE (4.8).
Let (Bt)t≥0 be the G¯-Brownian motion. Following Section 2 in Chapter III in [11], we can construct an
auxiliary G˜-expectation space (Ω˜, L1
G˜
(Ω˜), (L1
G˜
(Ω˜t))t≥0, (E˜t)t≥0) such that
(i) Ω˜ = Ω× C0([0,∞)), where C0([0,∞)) is the space of real-valued continuous paths (ωt)t≥0 with ω0 = 0;
(ii) (Bt, B¯t)t≥0 is a G˜-Brownian motion, where B¯ is the canonical process on C0([0,∞)), and
G˜(A) = G¯(A′) +
1
2
c for A =

 A
′ b
b c

 ∈ S(d′ + 1).
For each fixed ε ∈ (0, 1), define M εt = Mt + εB¯t. One can easily check that (M εt )t≥0 is a symmetric
martingale. By Corollary 5.7 in Chapter III in [11], we can deduce that 12a〈M ε〉t − Gε(a)t, t ≥ 0, is a
martingale. For each fixed h ∈ (0, t), let vε be the solution to the following PDE:
∂tv
ε +Gε(∂
2
xxv
ε) = 0, vε(T + h, x) = ϕ(x).
By the interior regularity of vε (see [6, 15]),
||vε||C1+α/2,2+α([0,T ]×R) <∞ for some α ∈ (0, 1).
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By martingale representation theorem for symmetric martingale (see Theorem 4.8 in [13]), applying Itoˆ’s
formula to vε(s,M ε,ts ) on [t, T ], where M
ε,t
s =M
ε
s −M εt , we get
vε(T,M ε,tT ) = v
ε(t, 0) +
∫ T
t
∂xv
ε(s,M ε,ts )dM
ε
s +
1
2
∫ T
t
∂2xxv
ε(s,M ε,ts )d〈M ε〉s +
∫ T
t
∂tv
ε(s,M ε,ts )ds
= vε(t, 0) +
∫ T
t
∂xv
ε(s,M ε,ts )dM
ε
s +
1
2
∫ T
t
∂2xxv
ε(s,M ε,ts )d〈M ε〉s −
∫ T
t
Gε(∂
2
xxv
ε(s,M ε,ts ))ds.
Taking conditional expectation E˜t on both sides, we have
E˜t[v
ε(T,M ε,tT )] = v
ε(t, 0) + E˜t
[
1
2
∫ T
t
∂2xxv
ε(s,M ε,ts )d〈M ε〉s −
∫ T
t
Gε(∂
2
xxv
ε(s,M ε,ts ))ds
]
.
Noting that 12a〈M ε〉t − Gε(a)t, t ≥ 0, is a martingale, by Proposition 1.4 in Chapter IV in [11], we know
that
E˜t
[
1
2
∫ T
t
∂2xxv
ε(s,M ε,ts )d〈M ε〉s −
∫ T
t
Gε(∂
2
xxv
ε(s,M ε,ts ))ds
]
= 0.
Thus
E˜t[v
ε(T,M ε,tT )] = v
ε(t, 0).
Similar to the proof of Theorem 4.1, we get
Eˆ
[∣∣∣Eˆt[ϕ(MT −Mt)]− u(t, 0)∣∣∣] ≤ 2Cϕ√2(σ¯2 + 1)/pi√h+ 2Cϕ√2(T − t)/piε,
where Cϕ is the Lipschitz constant of ϕ. Letting h→ 0 and ε→ 0, we obtain the desired result. 
Remark 4.7 It is important to note that we can easily construct a continuous symmetric martingale (M εt )t≥0
and use Itoˆ’s formula on the G-expectation space. However, we can only construct a discrete symmetric mar-
tingale (M εti)
n
i=0 and use Taylor’s expansion on the complete consistent sublinear expectation space.
5 Reflection principle of G-Brownian motion
In this section, let Ω = C0([0,∞)) be the space of real-valued continuous paths (ωt)t≥0 with ω0 = 0. The
canonical process (Bt)t≥0 is defined by
Bt(ω) := ωt for ω ∈ Ω.
For each given 0 ≤ σ2 ≤ σ¯2 with σ¯2 > 0, define
G(a) :=
1
2
(σ¯2a+ − σ2a−) for a ∈ R. (5.1)
Peng in [11] constructed a sublinear expectation EˆG[·] called G-expectation on Lip(Ω), under which (Bt)t≥0
is a 1-dimensional G-Brownian motion. Furthermore, for any given G˜ : R→ R such that

G˜(0) = 0;
G˜(a) ≤ G˜(b) if a ≤ b;
G˜(a)− G˜(b) ≤ G(a− b) for a, b ∈ R.
(5.2)
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By using the following PDE:
∂tu− G˜(∂2xxu) = 0, u(0, x) = ϕ(x), (5.3)
Peng constructed a nonlinear expectation EˆG˜[·] called G˜-expectation on Lip(Ω) satisfying the following
relation:
Eˆ
G˜[ϕ(Bt)] = u
ϕ(t, 0) for t ≥ 0,
Eˆ
G˜[X ]− EˆG˜[Y ] ≤ EˆG[X − Y ] for X,Y ∈ Lip(Ω), (5.4)
where uϕ is the solution of PDE (5.3). Similar to the definition of EˆGt [·] in (2.3), Peng also define the nonlinear
conditional expectation EˆG˜t [·], which still satisfies the relation (3.1). Under the nonlinear expectation space
(Ω, Lip(Ω), (Lip(Ωt))t≥0, (Eˆ
G˜
t )t≥0), (Bt)t≥0 is a process with stationary and independent increments, which
is called a 1-dimensional G˜-Brownian motion. It is important to note that G satisfies (5.2), which implies
that the G˜-Brownian motion is a generalization of the G-Brownian motion. By (5.4), we can easily obtain∣∣∣EˆG˜[X ]− EˆG˜[Y ]∣∣∣ ≤ EˆG[|X − Y |] for X,Y ∈ Lip(Ω). (5.5)
Thus EˆG˜[·] can be continuously extended on L1G(Ω).
Consider the following space of simple processes: for p ≥ 1,
Mp,0G (0, T ) :=
{
ηt =
N−1∑
i=0
ξiI[ti,ti+1)(t) : 0 = t0 < · · · < tN = T, ξi ∈ LpG(Ωti)
}
.
Denote byMpG(0, T ) (resp. M¯
p
G(0, T )) the completion ofM
p,0
G (0, T ) under the norm ||η||MpG :=
(
EˆG
[∫ T
0
|ηt|pdt
])1/p
(resp. ||η||M¯pG :=
(
EˆG
[∫ T
0
|ηt|pd〈B〉t
])1/p
), where (〈B〉t)t≥0 is the quadratic variation process ofG-Brownian
motion (Bt)t≥0. Peng in [11] showed that
σ2s ≤ 〈B〉t+s − 〈B〉t ≤ σ¯2s for t, s ≥ 0.
Thus MpG(0, T ) ⊂ M¯pG(0, T ) and MpG(0, T ) = M¯pG(0, T ) under σ2 > 0. For each ηt =
∑N−1
i=0 ξiI[ti,ti+1)(t) ∈
M2,0G (0, T ), define the Itoˆ integral ∫ T
0
ηtdBt :=
N−1∑
i=0
ξi(Bti+1 −Bti).
Peng in [9–11] obtained the following Itoˆ equality
Eˆ
G

(∫ T
0
ηtdBt
)2 = EˆG
[∫ T
0
|ηt|2d〈B〉t
]
.
Thus the Itoˆ integral can be continuously extended on M¯2G(0, T ).
The purpose of this section is to obtain the distribution of sups≤t Bs − Bt, for this we need to use the
Itoˆ-Tanaka formula. In [7, 18], the authors obtained the Itoˆ-Tanaka formula and related properties for
G-Brownian motion. Here we use the representation theorem for G-expectation to study the Itoˆ-Tanaka
formula.
The following theorem is the representation theorem for G-expectation.
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Theorem 5.1 (see [1, 3]) There exists a weakly compact set of probability measures P on (Ω,B(Ω)) such
that
Eˆ
G[ξ] = sup
P∈P
EP [ξ] for all ξ ∈ L1G(Ω).
P is called a set that represents EˆG.
Let P be a weakly compact set that represents EˆG. For this P , we define capacity
c(A) := sup
P∈P
P (A), A ∈ B(Ω).
A set A ⊂ B(Ω) is called polar if c(A) = 0. A property holds ”quasi-surely” (q.s.) if it holds outside a
polar set. In the following, we do not distinguish two random variables X and Y if X = Y q.s.
The following theorem is the well-known Krylov’s estimate (see [5, 8, 12]).
Theorem 5.2 (Krylov’s estimate) Let (Bt)t≥0 be a 1-dimensional G-Brownian motion. Then, for T > 0,
p ≥ 1 and for each Borel function g,
Eˆ
G
[∫ T
0
|g(Bt)|d〈B〉t
]
≤ C
(∫
R
|g(x)|pdx
)1/p
,
where C = (EˆG[〈B〉T ])(p−1)/p(EˆG[|BT |])1/p.
Proof. For reader’s convenience, we give a probabilistic proof. For any P ∈ P , it is easy to check that
(Bt)t≥0 is a martingale under P . By the occupation times formula, we obtain∫ T
0
|g(Bt)|pd〈B〉t =
∫
R
|g(a)|pLPT (a)da, P -a.s., (5.6)
where LPT (a) is the local time in a of B under P . On the other hand, by the Itoˆ-Tanaka formula, we have
|BT − a| = |a|+
∫ T
0
sgn(Bt − a)dBt + LPT (a), P -a.s. (5.7)
Taking expectation on both sides, we get
0 ≤ EP [LPT (a)] = EP [|BT − a|]− |a| ≤ EP [|BT |] ≤ EˆG[|BT |]. (5.8)
Combining (5.6) and (5.8), by Ho¨lder’s inequality, we obtain
EP
[∫ T
0
|g(Bt)|d〈B〉t
]
≤ C1
(
EP
[∫ T
0
|g(Bt)|pd〈B〉t
])1/p
≤ C
(∫
R
|g(x)|pdx
)1/p
,
where C1 = (Eˆ
G[〈B〉T ])(p−1)/p and C = C1(EˆG[|BT |])1/p. Since C is independent of P , we get the desired
result by taking supremum over P ∈ P in the above inequality. 
Similar to Theorems 4.15 and 4.16 in [4], we have the following proposition which contains the case
σ2 = 0. The proof is omitted.
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Proposition 5.3 Let (Bt)t≥0 be a 1-dimensional G-Brownian motion. For each T > 0, we have the follow-
ing results:
(1) If ϕ is in Lp (R) with p ≥ 1, then (ϕ (Bt))t≤T ∈ M¯1G(0, T ). Moreover, for each ϕ′ = ϕ, a.e., we have
(ϕ′ (Bt))t≤T = (ϕ (Bt))t≤T in M¯
1
G(0, T ).
(2) Let
(
ϕk
)
k≥1
be a sequence of Borel measurable functions such that |ϕk(x)| ≤ c¯ (1 + |x|l), k ≥ 1, for
some positive constants c¯ and l. If ϕk → ϕ, a.e., then for each p ≥ 1,
lim
k→∞
Eˆ
G
[∫ T
0
∣∣ϕk(Bt)− ϕ(Bt)∣∣p d〈B〉t
]
= 0.
(3) If ϕ is a Borel measurable function of polynomial growth, then (ϕ(Bt))t≤T ∈ M¯2G(0, T ).
Now we can give the Itoˆ-Tanaka formula on the G-expectation space. For each P ∈ P , we have the
following Itoˆ-Tanaka formula under P
|Bt − a| = |a|+
∫ t
0
sgn(Bs − a)dBs + LPt (a), P -a.s. (5.9)
By Proposition 5.3, we have (sgn(Bs − a))s≤t ∈ M¯2G(0, t), which implies that
∫ t
0
sgn(Bs − a)dBs ∈ L2G(Ωt)
for t ≥ 0. Set
Lt(a) = |Bt − a| − |a| −
∫ t
0
sgn(Bs − a)dBs ∈ L2G(Ωt).
Then, by (5.9), we obtain the following Itoˆ-Tanaka formula on the G-expectation space
|Bt − a| = |a|+
∫ t
0
sgn(Bs − a)dBs + Lt(a), q.s., (5.10)
and Lt(a) is called the local time in a of B under Eˆ
G[·].
Lemma 5.4 Let (Bt)t≥0 be a 1-dimensional G-Brownian motion. Then
∫ t
0
sgn(Bs)dBs, t ≥ 0, is still a
G-Brownian motion.
Proof. By Proposition 5.3, we have (sgn(Bs))s≤t ∈ M¯2G(0, t) for each t ≥ 0. Then we obtain that∫ t
0 sgn(Bs)dBs ∈ L2G(Ωt), t ≥ 0, is a symmetric martingale, and
〈
∫ ·
0
sgn(Bs)dBs〉t =
∫ t
0
|sgn(Bs)|2d〈B〉s = 〈B〉t.
By Theorem 4.6, we get the desired result. 
The following theorem is the reflection principle for G-Brownian motion B.
Theorem 5.5 Let (Bt)t≥0 be a 1-dimensional G-Brownian motion and (Lt(0))t≥0 be the local time of B
under EˆG[·]. Then
(St −Bt, St)t≥0 d= (|Bt|, Lt(0))t≥0
under EˆG[·], where St = sups≤t Bs for t ≥ 0.
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Remark 5.6 Specially, St −Bt d= |Bt|, i.e., sups≤t(Bs −Bt) d= |Bt|.
In order to prove this theorem, we need the following well-known Skorokhod lemma. Let D0([0,∞)) be
the space of real-valued right continuous with left limit (RCLL) paths (ωt)t≥0 with ω0 = 0.
Lemma 5.7 (Skorokhod) Let x ∈ D0([0,∞)) be given. Then there exists a unique pair (y, z) ∈ D0([0,∞);R2)
such that
(a) z(t) = x(t) + y(t) ≥ 0 for t ≥ 0;
(b) y is increasing with y(0) = 0;
(c)
∫∞
0 z(t)dy(t) = 0.
Moreover, (y, z) can be expressed as
y(t) = sup
0≤s≤t
(−x(s)), z(t) = x(t) + sup
0≤s≤t
(−x(s)), t ≥ 0. (5.11)
Proof of Theorem 5.5. For each x ∈ D0([0,∞)), let (y, z) ∈ D0([0,∞);R2) be defined as in (5.11).
Define the mapping F : D0([0,∞))→ D0([0,∞);R2) as
F (x) = (y, z).
By the Itoˆ-Tanaka formula on the G-expectation space, we have
|Bt| =
∫ t
0
sgn(Bs)dBs + Lt(0), q.s.
Applying Itoˆ’s formula to |Bt|2 and |Bt|2 = 2
∫ t
0
BsdBs + 〈B〉t, we can get∫ ∞
0
|Bs|dLs(0) = 0, q.s.
Thus, by Lemma 5.7, we obtain
F [(
∫ t
0
sgn(Bs)dBs)t≥0] = (Lt(0), |Bt|)t≥0, q.s. (5.12)
On the other hand,
St −Bt = −Bt + St.
Noting that St = sup0≤s≤t(−(−Bs)), by Lemma 5.7, we have
F [(−Bt)t≥0] = (St, St −Bt)t≥0. (5.13)
By Lemma 5.4, we know
(
∫ t
0
sgn(Bs)dBs)t≥0
d
= (Bt)t≥0
d
= (−Bt)t≥0. (5.14)
By (5.11), it is easy to check that F is Lipschitz continuous under the uniform topology. Thus, by (5.12),
(5.13) and (5.14), we can deduce the desired result. 
Let G˜ : R → R satisfy (5.2). In the following, we extend the reflection principle to G˜-Brownian motion
B. We need the following lemma.
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Lemma 5.8 Let (Bt)t≥0 be a 1-dimensional G˜-Brownian motion. Then
∫ t
0
sgn(Bs)dBs, t ≥ 0, is still a
G˜-Brownian motion.
Under nonlinear expectation space, we do not obtain the Le´vy’s martingale characterization theorem.
The key problem lies in the fact that the solution of the following PDE
∂tu− G˜(∂2xxu)−
1
2
ε2∂2xxu = 0, u(0, x) = ϕ(x)
may not be regular. In the following, we give a new proof. First we need the following lemma.
Lemma 5.9 Suppose σ2 > 0 in G. Let pin = {tn0 , tn1 , . . . , tnn} be a partition of [0, T ] and µ(pin) be the
diameter of pin. Then
Eˆ
G

∫ T
0
∣∣∣∣∣
n−1∑
i=0
sgn(Btni )I[tni ,tni+1)(t)− sgn(Bt)
∣∣∣∣∣
2
dt

→ 0 as µ(pin)→ 0.
Proof. For each fixed ε > 0, define
φε(x) = I[ε,∞)(x) +
x
ε
I(−ε,ε)(x)− I(−∞,−ε](x) for x ∈ R. (5.15)
It is easy to verify that |φε(x) − φε(x′)| ≤ 1ε |x − x′| and |sgn(x) − φε(x)| ≤ I(−ε,ε)(x). By Example 3.9 in
[4], we have
Eˆ[I(−ε,ε)(Bt)] ≤ exp(
1
2σ2
)
ε2α
tα
,
where α = σ
2
2σ2
∈ (0, 12 ). Then
Eˆ
G

∫ T
0
∣∣∣∣∣
n−1∑
i=0
sgn(Btni )I[tni ,tni+1)(t)− sgn(Bt)
∣∣∣∣∣
2
dt


≤ 3
{
Eˆ
G
[∫ T
0
|Iε,n1 (t)|2 dt
]
+ EˆG
[∫ T
0
|Iε,n2 (t)|2 dt
]
+ EˆG
[∫ T
0
|Iε3(t)|2 dt
]}
≤ 3
{
n−1∑
i=0
Eˆ
G
[
I(−ε,ε)(Btni )
]
(tni+1 − tni ) +
n−1∑
i=0
1
ε2
∫ tni+1
tni
Eˆ
G
[|Bt −Btni |2] dt+
∫ T
0
Eˆ
G
[
I(−ε,ε)(Bt)
]
dt
}
≤ 3
{
exp(
1
2σ2
)ε2α
n−1∑
i=0
1
(tni )
α
(tni+1 − tni ) +
σ2
ε2
µ(pin)T + exp(
1
2σ2
)ε2α
∫ T
0
1
tα
dt
}
,
where
Iε,n1 (t) =
∑n−1
i=0 sgn(Btni )I[tni ,tni+1)(t)−
∑n−1
i=0 φε(Btni )I[tni ,tni+1)(t),
Iε,n2 (t) =
∑n−1
i=0 φε(Btni )I[tni ,tni+1)(t)− φε(Bt),
Iε3(t) = φε(Bt)− sgn(Bt).
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Letting µ(pin)→ 0 in the above inequality, we get
lim sup
µ(pin)→0
Eˆ
G

∫ T
0
∣∣∣∣∣
n−1∑
i=0
sgn(Btni )I[tni ,tni+1)(t)− sgn(Bt)
∣∣∣∣∣
2
dt


≤ 3 exp( 1
2σ2
)ε2α
{
lim
µ(pin)→0
n−1∑
i=0
1
(tni )
α
(tni+1 − tni ) +
∫ T
0
1
tα
dt
}
= 6 exp(
1
2σ2
)ε2α
∫ T
0
1
tα
dt.
Taking ε→ 0, we obtain the desired result. 
Proof of Lemma 5.8. By the proof of Lemma 5.4, we know that
∫ T
t sgn(Bs)dBs ∈ L2G(ΩT ) for
0 ≤ t < T <∞. By the property of EˆG˜t [·], we only need to prove that
Eˆ
G˜
t [ϕ(
∫ T
t
sgn(Bs)dBs)] = u
ϕ(T − t, 0), (5.16)
where 0 < t < T , ϕ ∈ Cb.Lip(R) and uϕ is the solution of PDE (5.3). The proof is divided into two steps.
Step 1: We first prove (5.16) under the case σ2 > 0. By Lemma 5.9, we have
EˆG


∣∣∣∣∣EˆG˜t [ϕ(
n−1∑
i=0
sgn(Btni )(Btni+1 −Btni ))]− EˆG˜t [ϕ(
∫ T
t
sgn(Bs)dBs)]
∣∣∣∣∣
2


≤ C2ϕEˆG


∣∣∣∣∣
n−1∑
i=0
sgn(Btni )(Btni+1 −Btni )−
∫ T
t
sgn(Bs)dBs
∣∣∣∣∣
2


≤ C2ϕσ¯2EˆG

∫ T
t
∣∣∣∣∣
n−1∑
i=0
sgn(Btni )I[tni ,tni+1)(s)− sgn(Bs)
∣∣∣∣∣
2
ds


→ 0, as n→∞,
(5.17)
where Cϕ is the Lipschitz constant of ϕ. On the other hand, noting that −(Btni+1 − Btni )
d
= (Btni+1 − Btni ),
by the property of EˆG˜t [·], we get
Eˆ
G˜
tni
[φ(sgn(Btni )(Btni+1 −Btni ))] = EˆG˜tni [φ(Btni+1 −Btni )] for any φ ∈ Cb.Lip(R).
From this, we can easily obtain
Eˆ
G˜
t [ϕ(
n−1∑
i=0
sgn(Btni )(Btni+1 −Btni ))] = EˆG˜t [ϕ(BT − Bt)] = uϕ(T − t, 0). (5.18)
Combining (5.17) and (5.18), we deduce (5.16).
Step 2: Set Ω˜ = C0([0,∞);R2), the corresponding canonical process is denoted by (Bt, B¯t)t≥0. Define
G′



 a b
b c



 = G(a) + 12c, G˜′



 a b
b c



 = G˜(a) + 12c for a, b, c ∈ R.
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Following Peng [11], we can construct G′-expectation (EˆG
′
t )t≥0 and G˜
′-expectation (EˆG˜
′
t )t≥0 via the following
PDE:
∂tu−G(∂2xxu)−
1
2
∂2yyu = 0, u(0, x, y) = ψ(x, y),
∂tu− G˜(∂2xxu)−
1
2
∂2yyu = 0, u(0, x, y) = ψ(x, y).
It is easy to verify that EˆG
′
t [ξ] = Eˆ
G
t [ξ], Eˆ
G˜′
t [ξ] = Eˆ
G˜
t [ξ] for each ξ ∈ L1G(Ω) and (Bt+δB¯t)t≥0 is aGδ-Brownian
motion under EˆG
′
t [·] for each δ > 0, where Gδ(a) = G(a) + 12δ2a for a ∈ R. By Step 1, we have
EˆG˜
′
t [ϕ(
∫ T
t
sgn(Bs + δB¯s)d(Bs + δB¯s))] = Eˆ
G˜′
t [ϕ(BT + δB¯T −Bt − δB¯t)]
= EˆG˜
′
[ϕ(BT + δB¯T −Bt − δB¯t)].
(5.19)
For each fixed ε > 0, define φε as in (5.15). By Theorem 5.2, we have
Eˆ
G′


∣∣∣∣∣EˆG˜′t [ϕ(
∫ T
t
sgn(Bs + δB¯s)d(Bs + δB¯s))]− EˆG˜t [ϕ(
∫ T
t
sgn(Bs)dBs)]
∣∣∣∣∣
2


= EˆG
′


∣∣∣∣∣EˆG˜′t [ϕ(
∫ T
t
sgn(Bs + δB¯s)d(Bs + δB¯s))]− EˆG˜
′
t [ϕ(
∫ T
t
sgn(Bs)dBs)]
∣∣∣∣∣
2


≤ C2ϕEˆG
′


∣∣∣∣∣
∫ T
t
sgn(Bs + δB¯s)d(Bs + δB¯s)−
∫ T
t
sgn(Bs)dBs
∣∣∣∣∣
2


≤ 4C2ϕEˆG
′


∣∣∣∣∣
∫ T
t
Iε,δ1 (s)d(Bs + δB¯s)
∣∣∣∣∣
2
+
∣∣∣∣∣
∫ T
t
Iε,δ2 (s)dBs
∣∣∣∣∣
2
+
∣∣∣∣∣δ
∫ T
t
φε(Bs + δB¯s)dB¯s
∣∣∣∣∣
2
+
∣∣∣∣∣
∫ T
t
Iε3(s)dBs
∣∣∣∣∣
2


≤ 4C2ϕ
{
Eˆ
G′
[∫ T
t
I(−ε,ε)(Bs + δB¯s)d〈B + δB¯〉s
]
+
δ2σ¯2T 2
2ε2
+ δ2T + EˆG
′
[∫ T
t
I(−ε,ε)(Bs)d〈B〉s
]}
≤ 4C2ϕ
{
2EˆG
′
[|BT + B¯T |]ε+ σ¯
2T 2 + 2ε2T
2ε2
δ2 + 2EˆG[|BT |]ε
}
,
where
Iε,δ1 (s) = sgn(Bs + δB¯s)− φε(Bs + δB¯s),
Iε,δ2 (s) = φε(Bs + δB¯s)− φε(Bs),
Iε3 (s) = φε(Bs)− sgn(Bs).
Taking δ ↓ 0 in the above inequality, we obtain
lim sup
δ↓0
Eˆ
G′


∣∣∣∣∣EˆG˜′t [ϕ(
∫ T
t
sgn(Bs + δB¯s)d(Bs + δB¯s))]− EˆG˜t [ϕ(
∫ T
t
sgn(Bs)dBs)]
∣∣∣∣∣
2


≤ 4C2ϕ
{
2EˆG
′
[|BT + B¯T |]ε+ 2EˆG[|BT |]ε
}
,
which implies
lim
δ↓0
Eˆ
G′


∣∣∣∣∣EˆG˜′t [ϕ(
∫ T
t
sgn(Bs + δB¯s)d(Bs + δB¯s))]− EˆG˜t [ϕ(
∫ T
t
sgn(Bs)dBs)]
∣∣∣∣∣
2

 = 0 (5.20)
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by letting ε ↓ 0. It is easy to check that
lim
δ↓0
∣∣∣EˆG˜′ [ϕ(BT + δB¯T −Bt − δB¯t)]− EˆG˜[ϕ(BT −Bt)]∣∣∣ = 0. (5.21)
By (5.19), (5.20) and (5.21), we obtain (5.16). 
Similar to the proof of Theorem 5.5, we can immediately obtain the following reflection principle for
G˜-Brownian motion B. The proof is omitted.
Theorem 5.10 Let (Bt)t≥0 be a 1-dimensional G˜-Brownian motion and (Lt(0))t≥0 be the local time of B
under EˆG[·]. Then
(St −Bt, St)t≥0 d= (|Bt|, Lt(0))t≥0,
under EˆG˜[·], where St = sups≤t Bs for t ≥ 0.
Remark 5.11 In particular, (sups≤t(Bs −Bt))t≥0 d= (|Bt|)t≥0 under EˆG˜[·].
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