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В роботі проведено порівняльний аналіз запропоно-
ваного методу канального кодування, що базується на 
розпізнаванні інформаційних сигналів за їх фазовими 
портретами з використовуваними кодами. Показано, 
що запропоноване, так зване кластерне кодування, 
забезпечить можливість розпізнавання бітів інфор-
маційної послідовності при значно менших значеннях 
відношення сигнал/шум у порівнянні з відомими кода-
ми
Ключові слова: завадостійке кодування, лінійні 
блокові коди, згорткові коди, турбокоди, фрактальні 
сигнали, синхронізація, кластерні коди
В работе проведен сравнительный анализ пред-
ложенного метода канального кодирования, осно-
ванный на распознавании информационных сигналов 
по их фазовых портретам с используемыми кодами. 
Показано, что предложенное, так называемое кла-
стерное кодирование, обеспечит возможность рас-
познавания битов информационной последовательно-
сти при значительно меньших значениях отношения 
сигнал/шум по сравнению с известными кодами
Ключевые слова: помехоустойчивое кодирование, 
линейные блочные коды, свернутые коды, турбоко-
ды, фрактальные сигналы, синхронизация, кластер-
ные коды
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Вступ
З моменту започаткування завадостійкого коду-
вання, що знайшло відображення у працях Шенона, 
Хемінга і Голея на початку 1940 розроблена низка за-
вадостійких кодів, здатних виправляти помилки при 







Лінійне блокове кодування 10-12




Система синхронного відгуку [2] -10
В останній час проявляється інтерес до застосуван-
ня фрактальних сигналів, що є об’єктом дослідження. 
Це обумовлено можливості їх використання в різних 
галузях науки і техніки.
Авторами [1] запропонований метод канального 
кодування з використанням фрактальних сигналів у 
якості носійних. Декодування бітів повідомлення у 
даному методі здійснюється за значеннями параметра 
Херста H  фрактального сигналу тривалістю, що до-
рівнює часовому інтервалу інформаційного біту. Мі-
німальне граничне значення відношення сигнал/шум, 
при якому можливе розпізнавання бітів інформацій-
ної послідовності дорівнює 10 дБ.
Алгоритм кластерного кодування
Нами запропонований метод кодування каналу 
зв’язку з використанням кластерів, утворених сукуп-
ністю точок у фазовому просторі фрактальних дис-
кретних сигналів, що відповідають інформаційним 
бітам 0 та 1.
Значення відліків фрактального сигналу визнача-





























































де H  – параметр Херста;
n  – параметр масштабування у часі самоподібного 
сигналу (мінімальне значення цього параметру до-
рівнює 1);
X iH( ) ( )  – значення i -того відліку сигналу з параме-
тром Херста H ;
ξ i( )  – значення i -того відліку сигналу з гаусовим 
розподілом амплітуд, який має нульове математичне 





















Оскільки у розглядуваній системі кодування ін-
формаційним бітам відповідають кластери у фазовому 
просторі, утворені відліками носійного сигналу, то 
запропонований метод кодування ми назвали кластер-
ним кодуванням.
На рис. 1 приведені кластери, утворені множиною 
точок фазового простору, що відповідають інформацій-
ним бітам 0 та 1 при 300 відліках носійного сигналу.
Рис. 1. Кластери у фазовому просторі, що відповідають 
інформаційним бітам «0» та «1» а) і б) відповідно
При цьому біту зі значенням «1» відповідає кластер, 
що є сукупністю точок у фазовому просторі, утворе-
ною N  відліками носійного сигналу, генерованого 
при значеннях параметра Херста H = 0 9. , а біту зі зна-
ченням «0» – кластер, утворений N  відліками носій-
ного фрактального сигналу зі значенням параметра 
H = 0 1. .
Структурна схема передавання інформації з кла-
стерним кодуванням каналу приведена на рис. 2.
Рис. 2. Структурна схема системи передавання інформації 
з кластерним кодуванням
Схема працює наступним чином:
При надходженні на вхід компаратора логічної 
одиниці вмикається генератор носійного сигналу Γ1  зі 
значенням параметра Херста H = 0 9. , а при надходжен-
ні логічного нуля вмикається генератор сигналів Γ0  зі 
значенням параметра Херста H = 0 1. .
З метою забезпечення самосинхронізації переда-
вальної та приймальної сторін системи зв’язку у про-
міжку між передаванням генерованих сигналів, що 
відповідають сусіднім бітам інформаційної послідов-
ності у канал зв’язку поступають маркерні сигнали, 
формовані генератором Γм  зі значенням параметра 
Херста H = 0 4. .
З приведеної на рис. 3 часової діаграми бітової 
послідовності 1100111100 переданої запропонованою 
системою можна зробити висновок про її хаотичну 
поведінку.
Рис. 3. Часова діаграма інформаційної послідовності 
1100111100, закодованої системою з канальним 
кластерним кодуванням при умові відсутності шуму в 
каналі. Параметри моделювання сигналу: 200 відліків 
сигналу, що представляє інформаційне повідомлення та
50 відліків маркерного біту
Декодування інформації відбувається шляхом по-
рівняння значення параметру розпізнавання прийня-
того фрактального сигналу зі значенням параметру 
розпізнавання фрактального сигналу, що відповідає 
логічній одиниці, переданого по каналу без шуму.
В якості параметру розпізнавання вибиралася ве-
личина, що дорівнює кореню квадратному із суми 
квадратів відстаней від точок кластера до його центру 
(надалі називатимемо цю величину параметром роз-
пізнавання кластера):
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. .  (4),
де d1 – параметр розпізнавання кластера, утворе-
ного сигналом, що передає біт зі значенням «1»;
d0  – параметр розпізнавання кластера, утвореного 
сигналом, що передає біт зі значенням «0»;
N  – кількість відліків носійного сигналу;
















∑ – координати цен-
тра кластера;
X i0 9.( ) ( )  – i -ий відлік носійного сигналу, що форму-
ється бітом зі значенням «1» (верхній індекс є значен-
ням параметру Херста носійного сигналу H = 0 9. );
X i0 1.( ) ( )  – i -ий відлік носійного сигналу, що форму-
ється бітом зі значенням «0» (верхній є що значенням 
параметру Херста H = 0 1. .
При цьому має місце співвідношення:
Y i X i
Y i X i
0 1 0 1
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На рис. 4 приведені залежності параметрів розпіз-
навання кластерів носійних сигналів від кількості їх 
відліків.
Рис. 4. Залежність параметрів розпізнавання кластерів 
сформованих інформаційними бітами «0» та «1» при 
відсутності шуму в каналі
Похибка визначення параметру розпізнавання кла-
стера, що виникає внаслідок особливостей генеруван-
ня програмним середовищем MATLAB множини з 
розподілом Гауса визначалася шляхом багатократного 
проведення однотипних обчислень з подальшим усе-
редненням отриманих результатів.
Результати обчислень показують, що похибка виз-
начення розпізнавального параметру кластера не пере-
вищує 0.5 при значеннях розпізнавального параметра 
кластера 1 10÷ .
Завадостійкість систем кластерного кодування
Ефективність кластерного канального кодування 
оцінювалась для каналу з білим адитивним гаусовим 
шумом (AWGN).
Очевидно, що в запропонованій системі можливе 
безпомилкове розпізнавання сигналів логічного нуля 
та одиниці при умові, що різниця між значенням па-
раметра розпізнавання кластерів, що відповідають 
логічним 1 і 0 є більшою за абсолютною величиною від 
похибки обчислення:
d d1 0− > ε , (6)
де ε  – похибка у визначенні параметра розпізна-
вання кластера.
Дослідження впливу шуму каналу на якість пере-
давання інформації здійснювалася шляхом додаван-
ня до переданого сигналу сигналу шуму з гаусовим 
розподілом амплітуд амплітудами (2). Генерування 
шумового сигналу з таким розподілом здійснювалося 
за допомогою відповідної функції програмного середо-
вища MATLAB:
X i X i R ir
H H( ) ( )( ) = ( ) + ( ) , (7)
де X ir
H( ) ( ) – значення відліків сигналу на вході при-
ймача;
X iH( ) ( )  – значення відліків сигналу на виході пере-
давача;
R i( ) – значення відліків сигналу шуму в каналі.
Якість передавання інформації в умовах наявності 
шуму в каналі визначалася за мінімальним значенням 













10 lg . (8)
Потужності шумового та носійного сигналів при-
ймалася рівною значенням їх дисперсії:
P D Rш = ( ) , (9);
P D Xc
H= ( )( )  (10).
Значення дисперсії D  шумоподібного сигналу за-
давалася при генеруванні числових рядів, підпорядко-
ваних розподілу Гауса.
Дисперсія фрактального сигналу визначалася з 
використанням стандартної функції програмного се-
редовища MATLAB.
Залежність між значеннями сигнал/шум і кількі-
стю відліків на 1 біт, при яких можливе розпізнавання 
логічного нуля та одиниці приведені на рис. 5.
Рис. 5. Залежність мінімального значення сигнал/шум 
логічного 0 і 1 від кількості відліків на 1 біт
Як бачимо співвідношення с/ш, при якому мож-
ливе розпізнавання зменшується від 10 ДБ при 50 
відліках до 0 ДБ при 100 відліках, а при 500 відліках це 
співвідношення становить -7.5 Дб. Похибка обчислен-
ня співвідношення с/ш становила 2.5 ДБ. Підвищення 
точності обчислень можливо при значному збільшенні 
обсягів обчислень шляхом використання технологій 
паралельного програмування на кластерних обчислю-
вальних системах.
Схема синхронізації кодера та декодера
Моделювання процесу самосинхронізації прий-
мальної та передавальної сторін системи передавання 
інформації здійснювався за допомогою маркерних сиг-
налів, що передаються в проміжку між передаванням 
сусідніх інформаційних бітів (рис. 6).
Тривалість маркерного сигналу зазвичай є меншою 
ніж тривалість носійних сигналів, формованих інфор-
маційними бітами.
У випадку ідеальної синхронізації сигналів (рис. 6,а) 
момент приймання інформаційного біту розпізнається 
приймачем без будь-якої похибки. Якщо виникає помил-
ка в синхронізацізації, то можливе приймання маркер-
ного сигналу в якості інформаційного.
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Рис. 6. Маркерна синхронізація (а – помилка синхронізації 
відсутня; б – синхронізація відбувається із запізненням; в 
– синхронізація відбувається із випередженням).
ІС – інформаційний сигнал, МС – маркерний сигнал
Рис. 7. Дослідження якості розпізнавання сигналів при 
різних значеннях помилок синхронізації
Результати чисельного моделювання процесу син-
хронізації у системі кластерного кодування здійсню-
валися при тривалості маркерного сигналу рівною 50 
відлікам, а тривалість сигналів, що передають інфор-
маційні біти змінювалась у межах від 50 до 500 відліків 
при значеннях помилки синхронізації 10, 20, 30 та 40 
відліків маркерного сигналу (рис. 7).
Наявність похибки синхронізації призводить до 
зниження завадостійкості системи передавання ін-
формації.
Висновки
1. Завадостійкість системи зростає зі збільшенням 
кількості відліків.
2. Запропонована система є стійкою до впливу 
канального шуму. За умов проведення досліджень гра-
ничне значення сигнал/шум, при якому інформаційні 
біти ще розпізнаються, становить -10 дБ.
3. Система забезпечує передавання інформації 
в умовах значення помилки синхронізації рівною 
80% тривалості маркерного сигналу. Це створює 
можливість використання маркерного сигналу не-
значної тривалості порівняно з тривалістю носійних 
сигналів.
4. Характеристики запропонованої системи є по-
рівняними з характеристиками системи синхронного 
відгуку.
5. Алгоритм кодування та декодування фракталь-
ним сигналом, що використовується в даній системі 
є простішим у порівнянні з турбоходами, що умож-
ливлює її використання у надвисокочастотних (НВЧ) 
каналах зв’язку.
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Abstract
The research is dedicated to the formalization of the basic concepts of technology “maturity model”, based on 
the CMMI (Capability Maturity Model Integration), in order to form a mathematical model of quality control of 
software development process. The discrete variables are used as control actions, determining the level of ability of 
individual private practices and focus areas. It is proposed to design a mathematical model based on two particul-
ar criteria:”maturity” and “financial costs.” For the first time, on the basis of discrete variables the functions of the 
grade of membership are synthesized to a given maturity level of the organization that is the basis for the forma-
tion of the objective functions of the model. The research results can be used at the strategic control of the quali-
ty level of software development process in limited resources conditions. For the present, there are no methods and 
mathematical models of quality control at the planning period, taking into account resource limitations. This pres-
upposes the following action plan to assess and control the quality level: the synthesis of the mathematical model, 
the development of algorithms based on dynamic programming schemes, the synthesis of information technology 
of quality control on the basis of developed models and algorithms.
Keywords: quality control, software development process, maturity model, level of maturity
