The temperature and conductivity drift (time change of the characteristics) of moored SBE37IM conductivity and temperature (CT) sensors was investigated by pre-and postdeployment calibration of the Triangle TransOcean Buoy Network (TRITON). This buoy network comprises the western portion of the basinwide (Tropical Atmosphere Ocean) TAO/TRITON buoy array, which monitors phenomena such as El Niño and contributes to forecasting climate change. Over the time of deployment the drift of the temperature sensors was very small, within 3 mK of the postdeployment calibration data. The drift of the conductivity sensors was more significant. After 1 yr of mooring, conductivity drift observed in the shallowest layer (1.5-100 m) was positive and 0.010 S m Ϫ1 [equivalent to 0.065 (PSS-78) at 30°C and 6 S m . Assuming a linear trend of conductivity drift with time, the authors attempted to correct the conductivity data using the postdeployment calibration data. The corrected data for about 80% of the sensors exhibited smaller differences than the uncorrected data when compared with the in situ conductivity-temperaturedepth (CTD) data. However, the corrected salinity data became worse than the uncorrected data for about 20% of the sensors. The reasons for these errors are also discussed in this paper.
Introduction
Salinity measurements are important in the tropical oceans to understand general ocean circulation (Tsuchiya 1968) , to determine accurate dynamic height variability (Maes 1998) , and to understand the "barrier layer" (Lukas and Lindstrom 1991) . The barrier layer is hypothesized near the surface layer preventing entrainment from mixing with underlying thermocline waters by salinity stratification. This hypothesis, in turn, suggests that salinity plays a role in controlling the thermodynamic processes in the upper layer via changes in density stratification.
Salinity variability near the surface is also important in characterizing hydrological circulation in the tropical Pacific. More than 2000 mm of rainfall a year over the western Pacific is indicated by the distribution of low salinity surface water (Fig. 1) . During the El Niño-Southern Oscillation (ENSO) condition the warm and fresh (low salinity) surface water is displaced eastward (Picaut et al. 1996; Delcroix and Picaut 1998 ) associated with the eastward movement of a high precipitation region (Ando and McPhaden 1997) .
A French group (Delcroix et al. 2000) began sea surface salinity (SSS) measurements in the 1980s by using Voluntary Observing Ships (VOSs) over three or four regions in the tropical Pacific. The Tropical Ocean Global Atmosphere Coupled Ocean-Atmosphere Response Experiment (TOGA COARE) implemented time series measurements of salinity (McPhaden et al. 1990; Freitag et al. 1999 ) by installing temperature and conductivity sensors (model SBE16 electrode-type conductivity sensors, manufactured by Sea-Bird Electronics, Inc.) along the mooring lines. Freitag et al. (1999) reported that the characteristics of the conductivity sensor drifted toward being positive in the shallower layer due to the scouring effect by strong currents. They corrected their COARE salinity data primarily using the linear trend calculated from the postdeployment calibration data after recovery. They also reported that removing the linear trend is insufficient for correcting all salinity data because of possible episodic changes in sensor characteristics in some cases. Their studies helped to establish better quality salinity time series measurements in the relatively shallower layer (0-200 m) by a moored buoy.
Sixteen Triangle TransOcean Buoy Network (TRITON) project buoys are planned to be deployed in the western tropical Pacific west of 156°E (Fig. 1) ; these moorings in conjunction with the Tropical Atmosphere Ocean (TAO) array (McPhaden et al. 1998 ) constitute a portion of the ENSO-observing system. Twelve conductivity and temperature sensors (Type SBE37IM CT sensors) were installed on each buoy at depths from 1.5 to 750 m (Fig. 2) . The buoys are designed to measure high quality salinity time series data from the surface down to 750 m in the western tropical Pacific region (west of 156°E) to quantify warm and freshwater pool variability and its relation to global climate changes (Kuroda and Amitani 2001) . However, we do not have sufficient knowledge regarding the time drift of temperature and conductivity sensors. We will determine how much drift to expect in a yearlong mooring, investigate techniques of drift correction, and demonstrate improvement of data quality. The drift of the conductivity and temperature sensors (type SBE37IM) used on the yearlong moorings will be investigated with a particular focus on the time dependency (0-12 months) and depth dependency (0-750 m) of the conductivity sensor drift.
We provide the temperature and conductivity drift calculated from the pre-and postdeployment calibration data in section 2 of this study. The Japan Agency of Marine-Earth Science and Technology (JAMSTEC) temperature and conductivity calibration system is also described in section 2, and our calibration skills are evaluated. An in situ comparison with conductivitytemperature-depth (CTD) data is described in section 3 to confirm the drift of conductivity obtained from the calibration data. Finally, a correction is applied to the conductivity data in section 4, assuming a linear trend. The ultimate quality of the salinity data estimated from the linear correction is also discussed in this paper.
Drift of the temperature and conductivity sensors a. Laboratory calibration at JAMSTEC
The temperature and conductivity calibration systems in JAMSTEC were made by Sea-Bird Electronics, Inc., and were calibrated by the manufacturer (see Matsumoto et al. 2001 for details, and/or SBE Web site at http://www.seabird.com). All conductivity-temperature (CT) sensors were recalibrated at JAMSTEC after delivery from the manufacturer to confirm that the differences between the manufacturer's calibration and ours were within 5 mK in temperature and 0.001 S m Ϫ1 [(ϭ1 mS m Ϫ1 (here, 1 S is 1 ⍀ Ϫ1 )] in conductivity, and the sensors were in good condition. A further objective of this experiment is to confirm JAMSTEC's calibration skills.
JAMSTEC's proficiency at calibration was evaluated as the difference between the manufacturer's calibration and ours, assuming that most sensors will not drift during delivery to JAMSTEC. We performed our calibrations for most sensors within 3 months of the original calibration. One hundred and eleven SBE37IM sensors from S/N 0489 to S/N 0663 were used in the experiment in 2000. The calibration differences are calculated as residuals by subtracting the true value of our reference sensors from the calculated value using coefficients derived from the original calibration and raw output data from the sensor in the JAMSTEC cali- (McPhaden et al. 1998) with the SSS climatology from the World Ocean Database of 1998 (Boyer et al. 1998) .
brations. The true temperature values in a calibration bath are measured by using the reference sensors (SBE3). Our temperature reference sensors have been calibrated yearly at the manufacturer. The historical calibrations of the temperature reference sensors indicated a very small time drift, within 1 mK yr Ϫ1 , which is considerably less than the accuracy of the JAMSTEC calibration. Therefore, we decided not to correct the temperature data from the reference sensors. The true conductivity values were estimated from the conductivity measured by the reference sensor (SBE4). Reference sensor conductivity values were corrected for drift by multiplying them by the ratio of the reference conductivity to the true conductivity derived from a laboratory salinometer (Autosal Guildline 8400B) measurement of water sampled from the bath at 24°C. Thermodynamic differences between the saltwater used in the bath and natural seawater are negligible because the calibration bath and the laboratory salinometer are both operating at 24°C.
The results of the comparison between JAMSTEC's calibrations and those of the manufacturer are shown in Fig. 3 as the ensemble mean and standard deviation of differences between JAMSTEC's calibration and the manufacturer's calibration for each temperature and conductivity sensor. These comparisons were all performed at 6 S m Ϫ1 for conductivity and at 30°C for temperature since the TRITON buoys are moored in a tropical region where the surface temperature is usually higher than 27°C, and half of the sensors are typically installed in the upper 150 m. The differences of temperature calibration at 30°were within 1 mK on aver- Fig. 3 ]. These are sufficiently small to measure salinity in the tropical upper ocean. The errors of our CT sensor calibrations were evaluated as the standard deviation of differences (i.e., 2 mK in temperature and 0.85 mS m Ϫ1 in conductivity). These values are also thought to be the rootmean squares of the manufacturer's errors and ours. If the errors from the JAMSTEC calibrations are assumed to be the same value as the manufacturer's, that is, if the JAMSTEC calibration skill is the same as the manufacturer's, the error of temperature calibration is estimated to be 1.4 mK and that of conductivity calibration is 0.6 m S m
Ϫ1
. These values are also equivalent to those reported by the manufacturer.
We performed two kinds of calibrations in the TRITON project, predeployment and postdeployment calibration. Predeployment calibrations are performed at least twice for each sensor to confirm that both calibrations agree within ranges of 2 mK in temperature and 1 m S m Ϫ1 in conductivity. Sensors are postdeployment calibrated in an "as is" state after recovery. The bodies of the pressure cage of the sensors are usually washed; however, the conductivity cell is never washed until after postdeployment calibration is performed. Postdeployment calibrations are usually performed at least twice to confirm that the calibration results agree.
We send the sensor back to the manufacturer if the temperature drift is greater than 5 mK compared with the predeployment results. We replatinize the conductivity cell if the conductivity drift is greater than 2 m S m
, as instructed by Sea-Bird Electronics, Inc.
b. Time drift of temperature and conductivity estimated from laboratory calibration
The temperature and conductivity drifts were calculated using the pre-and postdeployment calibration data (hereafter referred to as the laboratory calibration). The data used are from calibration of the sensors deployed in 1998, 1999, and 2000 and recovered in 1998, 1999, 2000, and 2001 (see Table 1 ). The calibration data were configured into a dataset of temperature and conductivity drifts at 30°, 20°, and 10°C, and at 6, 5, and 4 S m Ϫ1 , respectively, from the calibration curves by using original coefficients provided by the manufacturer. The drifts are defined in this analysis as the differences between the true value and the measured output during postdeployment calibration using the original coefficients obtained by the predeployment calibration. All buoys were recovered after only 3 months of deployment in 1998, the first year that the TRITON buoys were deployed. TRITON buoys were next deployed along 156°and 147°E in March 1999. Two buoys were recovered after 4 months, three buoys were recovered after 8 months, and four buoys were recovered after 12 months during 1999. Figure 4 illustrates the drift of the temperature sen- 
sors. The time axis is the moored period in days referenced to the deployment date. The temperature drift is very small (3 mK), and does not appear to be dependent on time. The postdeployment calibration data indicated that 4 of the 160 sensors drifted more than 5 mK. Except for these sensors with notable drift, the average and standard deviations of the temperature drift after more than 1 yr were 0.1 and 0.5 mK, respectively. These values are of the same magnitude as the difference in calibration from that of the manufacturer, which indicates that the temperature drift is not significant. We can conclude that the temperature sensor is very stable over time and is not dependent on pressure. The drift of the conductivity sensors recovered in 1999 and 2000 was calculated by classification into three regimes of installed depth. The drift of conductivity was large and positive in the shallower layers ( Fig. 5 and Table 2 ). The drift of conductivity in the shallowest layer (1.5-100 m) was 10 mS m Ϫ1 [equivalent to 0.065 (PSS-78) at 30°C and 6 S m Ϫ1 ] at 6 S m Ϫ1 on average after 1 yr of mooring, and that in the thermocline layer (125-200 m) was 5.3 mS m Ϫ1 [0.034 (PSS-78)] at 6 S m Ϫ1 on average. The standard deviations also increased with time in the surface and thermocline layers, suggesting a large variance of drift for each sensor. The time evolution of the drift of the conductivity sensors appeared to increase after 4 months (120 days) of mooring in the surface (0-100 m) and thermocline (125-200 m) layers. The drift of conductivity appeared to increase especially rapidly in the surface layer after 8 months (ϳ250 days).
Conversely, the drift of conductivity in the deepest layer (250-750 m) was very small (0.02 mS m Ϫ1 with a standard deviation of 1 mS m Ϫ1 ) and had almost the same amplitude as the results of the evaluation of our conductivity calibration. This indicates that the drift of conductivity in the deepest layer was not significant, and that the conductivity sensors were very stable. This implies that the drift of the conductivity sensors in the shallower layers was not caused by the sensor itself but by its environment, such as biofouling and scouring effects relative to current speed.
The drift in the group of sensors moored for 90 days was calculated from sensors moored in 1998. A pinhole was found in some temperature sensors after recovery. These sensors all had earlier serial numbers (before 250), and after the recovery, all the temperature sensors were replaced by the manufacturer. We assume that the negative temperature drift around 90 days does not reflect the real drift during mooring but rather is due to hardware-oriented drift.
The drift of the conductivity sensors recovered in 2001 was also analyzed. The conductivity sensors moored in the layer between 125 and 250 m exhibited a positive drift of 5.5 mS m Ϫ1 on average with a standard deviation of 3.9 mS m Ϫ1 , which is almost the same amount observed in the 1999-2000 moored sensors. The standard deviation in the shallowest layer (1.5-100 m) was larger (8.7 mS m Ϫ1 ) than its average (2.8 mS m Ϫ1 ), and a ratio of conductivity sensors revealed negative drift in a year. This may be caused by the circumstances differing from the 1999-2000 moored sensors. In fact, due to the interannual variability, the sea surface temperature in 2001 in the moored region is warmer than that in 2000. Similarly, surface current speed and biological productivity may differ between the periods of 1999-2000 and 2000-2001. Such investigations will be necessary when enough calibration data will have been accumulated for statistical analysis. The conductivity sensors were very stable in the deepest layer (250-750 m), as previously found in the 1999-2000 moored sensors.
In situ comparison of salinity data
The analysis of the laboratory calibration data indicated that the temperature sensors were stable in time and had no depth dependency. The conductivity sensors tended to drift positively in the surface and thermocline layers; however, we do not know if that drift, particularly the conductivity drift in the surface layer, was actually present while moored. Electrode conductivity sensors are very sensitive (N. Larson 2001, personal communication) to human handling and to the conditions on land and on the ship before deployment and after recovery.
Temperature sensors are very stable in time (Fig. 4) . Therefore, salinity data from the TRITON buoys in this comparison were picked at the same temperature as the shipboard CTD temperature, based on the assumption that the same temperature-salinity (T-S) relations were measured by both instruments. Most of the CTD observations were performed within 2 n mi of TRITON buoy locations after deployment, during visits, and before recovery. The salinity data from the shipboard CTD was checked with sampled water and corrected in cases of a substantial salinity difference [more than 0.005 (PSS-78)] from the sampled water measurement. Table 3 shows the salinity offsets by bottled sample and the salinity from the shipboard CTD. The offsets in all cruises were within 0.003 (PSS-78), and the salinity from the shipboard CTD was used as a reference for the TRITON salinity. The errors in the comparison experiments were estimated from the data when the buoys had just been deployed, since the TRITON sensors were thought to have only a very small drift. The errors were evaluated as the average and standard deviations of the differences between the TRITON salinity and the in situ shipboard CTD, which were Ϫ0.007 (PSS-78) and 0.015 (PSS-78). A standard deviation of 0.015 (PSS-78) is therefore the limit (error) of this comparison experiment.
The result of the in situ salinity comparison with the shipboard CTD system (SBE9/11plus) is shown in Fig.  6 . Large positive drifts occurred in the surface and thermocline layers (0-100 and 125-250 m) and were clearly evident after 4-month mooring periods. The order of the drifts and variations were comparable to those found in the conductivity data from the laboratory calibrations. However, the deviations in the in situ comparison were greater and the changes in the time drift also exhibited considerable variability, probably due to the substantial horizontal T-S variability in the surface layer and thermocline movements.
The drift of the salinity in the deepest layer below 250 m cannot be clearly observed in Fig. 6 , which is consistent with the result of laboratory calibrations (Fig. 5) . Both analyses indicate that the conductivity drift is quite small and insignificant in the deepest layer.
Correction of data
The drift estimation from the laboratory calibration data and the results from the in situ comparison revealed a positive increase with time. The drift appeared to exhibit weak nonlinear behavior over time; however, assuming a linear drift of conductivity over time was the only way to correct the conductivity data.
A maximum likelihood method was used to select the most suitable equation of conductivity drift among the linear, quadratic, and cubic fits for the postrecovery calibration data referenced to the predeployment calibration to estimate the best correction as a function of conductivity (3-6 S m Ϫ1 ). Once the most suitable curve was established, it was applied to the conductivity time series in a temporally linear manner. The drift was corrected as a linear time function by hours starting from the deployed time. In addition to that, while moored, other sensor drift could occur in various situations, for example, in the event of rough treatment of sensors or if the sensors are stored in unclean conditions. However, our sensors were treated properly as instructed by the manufacturer. The fact that sensors in deepest layers did not drift (Fig. 4) verified that our treatment had been proper.
Our correction was applied to the sensors with drift exceeding 0.5 mS m Ϫ1 ; drift below 0.5 mS m Ϫ1 is not significant in our calibration. We then repeated the comparison with the in situ CTD data as in section 3. An example of the comparison of data before correction and after correction with the in situ data at the 5°S,156°E buoy on 6 November 1999 (midway between deployment and recovery) is shown in Fig. 7 as a T-S diagram. Large positive drifts of salinity were observed in the upper 200 m in the uncorrected data (indicated by an X) due to a large positive drift of conductivity. The drifts were greatly decreased after correction [(ϩ) mark]. The salinity actually decreased toward the true T-S relation at a depth of 200 m; however, the corrected salinity did not coincide perfectly with the true salinity. One likely reason for this is that the conductivity sensor may not drift linearly in time. The linearity in time is probably dependent on each sensor, and this particular sensor did not show a linear drift in this case. A detailed discussion will be provided in the next section. A second possible reason is natural variability. The salinity comparison was made with a CTD cast within 2 mi from the buoy at almost the same time and at the same temperature. However, the error (difference) between the CTD and the TRITON CT caused by natural variability, particularly on a shorter time and space scale such as necessitated by tide and internal waves, cannot be removed. Figure 8 shows the frequency distributions of differences in the TRITON salinity minus the in situ CTD TABLE 3. Differences between sampled salinity by bottle and measured salinity by CTD at the same site and same depth. The in situ comparisons with shipboard CTD (SBE9/11 plus system) were carried out during the TRITON buoy cruises listed below.
Name of ship (Cruise ID)
Period of cruise -78) , in the comparison with the uncorrected TRITON salinity (Fig. 8a) , which corresponded to the nondrifting sensors installed in the deepest layer and around the positively drifting sensors in the shallower layers, respectively. A small number of large drift sensors, more than 0.08 (PSS-78) and less than Ϫ0.08 (PSS-78), were also found. The two peaks found in the uncorrected data comparison disappeared and the positive drifts greatly decreased after correction (Fig. 8b) . The number of peaks around 0 increased and the distribution became sharper than that of the uncorrected data, indicating that the correction worked properly. However, it appeared that the distribution also shifted to the negative side. One reason for this is probably due to the assumption of a linear drift of the conductivity sensor over time.
Another curious fact is that a negative tail was produced around Ϫ0.05 (PSS-78). We noted in this case that the applied correction worked in the wrong direction for this sensor group. This correction procedure indicates the possibility of an unrealistic salinity correc- tion for about 20% of the sensors if it is routinely applied to all sensors. Thus, we used the comparison data with the in situ CTD during recovery in this procedure to avoid a miscorrection of salinity data and to determine whether a correction is needed. The correction procedure is not applied if the difference between the corrected salinity and the in situ CTD salinity during recovery exceeds a certain limit [in this case, 0.04 (PSS-78)]. The corrected data should specify the same salinity as the in situ CTD salinity during recovery if the integrity of the sensor is maintained after recovery until postdeployment calibration, even if the sensors indicated a large drift. Therefore, the postdeployment calibration data cannot be used for this procedure if the corrected salinity does not indicate the same salinity as the in situ value. In this case, the salinity data from the predeployment calibration coefficients should be adopted. The limit of correction in this case [0.04 (PSS-78)] was determined to be 2 [1 equals 0.015 (PSS-78), which is the limitation of the in situ comparison, as described in section 3, plus 0.01 (PSS-78), which is the limitation of this correction procedure]. The salinity data quality was greatly improved after applying this concept, and the mean and standard deviations became Ϫ0.001 (PSS-78) and 0.033 (PSS-78; Fig. 8c ).
Summary and discussion
The drift of conductivity-temperature (CT) mooring type (SBE37IM) sensors was investigated by laboratory calibration data measured before deployment and after recovery of TRITON buoys and through comparison with the in situ CTD data obtained near the buoys. The method of correction was investigated as well, and the corrected data was evaluated with the in situ CTD data. The results are summarized as follows.
1) The drift of the temperature sensors was very small, within 3 mK from the predeployment calibration data.
2) The drift of conductivity sensors was classified by the installed depth into three regimes: the shallowest layer (Ͼ1.5-100 m), the thermocline layer ( with the shipboard CTD system (SBE9/11 plus) confirmed a positive conductivity drift with time. The positive drift of conductivity became larger over time.
We attempted to correct the conductivity data from postdeployment calibration data, assuming a linear trend of conductivity with time. The corrected salinity data for about 80% of the sensors exhibited smaller FIG. 8. (a) Frequency distribution of the differences between the uncorrected salinity data and the in situ CTD salinity. (b) Same as (a) except for corrected salinity applied to all sensors. (c) Same as (a) except for corrected salinity applied to selected sensors, for which the salinity difference from the in situ CTD did not exceed 0.04 (PSS-78) at recovery. differences than the uncorrected salinity data when compared with the in situ CTD data, which confirms that our correction method was properly applied. Freitag et al. (1999) reported the positive drifts of conductivity sensors in the surface and thermocline layers from their analysis of calibration of conductivity sensors (model SBE16, the same electrode type of conductivity sensor as SBE37IM), which were moored during the TOGA COARE. Their results also indicated the same magnitude of drift in conductivity. Results both from this study and Freitag et al. (1999) indicate similar instrumental performance.
The results of very small drift in the deepest layer below 250 m implies that an electrode conductivity sensor in a layer deeper than 250 m will enable more accuracy in automatic long-term salinity measurements, such as the profiling float used in the Argo project (Roemmich and Owens 2000) . An analysis of the conductivity sensors developed for the Argo float (Riser and Swift 2002, manuscript submitted to J. Atmos. Oceanic Technol.) indicated that the conductivity sensors (type SBE41, the same sensor type as SBE37IM) revealed a very small drift of conductivity even after the sensors (floats) had been working for 2 or 3 yr. The salinity data from SBE41 in Kobayashi et al. (2001) also demonstrated very good agreement with the salinity from the climatological database (Hyrdobase; McDonald et al. 2001) , even after several months. Neither the conductivity sensors on Argo floats, which usually drift at around 2000 m for most of the operating period, nor the conductivity sensors of TRITON installed at a greater depth (below 250 m) will experience bad affects from environmental factors such as biological activity or strong currents, which would change the characteristics of electrode conductivity sensors. Thus, the sensor can measure salinity with greater accuracy under those two conditions.
