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NECESSARY CONDITIONS 
IN MULTIOBJECTIVE OPTIMIZATION 
WITH EQUILIBRIUM CONSTRAINTS1 
T. Q. BAo2, P. GUPTA3 AND B.S. MORDUKHOVICH4 
Abstract. In this paper we study multiobjective optimization problems with equilib-
rium constraints (MOECs) described by generalized equations in the form 
0 E G(x, y) + Q(x, y), 
where both mappings G and Q are set-valued. Such models particularly arise from cer-
tain optimization-related problems governed by variational inequalities and first-order 
optimality conditions in nondifferentiable programming. We establish verifiable neces-
sary conditions for the general problems under consideration and for their important 
specifications using modern tools of variational analysis and generalized differentiation. 
The application of the obtained necessary optimality conditions is illustrated by a nu-
merical example from bilevel programming with convex while nondifferentiable data. 
Key Words: Variational analysis, nonsmooth and multiobjective optimization, varia-
tional inequalities, equilibrium constraints, bilevel programming, necessary optimality 
conditions, generalized differentiation. 
1 Introduction 
This paper is devoted to the study of necessary optimality conditions of an important class 
of constrained optimization problems called multiobjective optimization with equilibrium 
constraints (MOECs), which extend various other classes of optimization-related problems 
well recognized in optimization theory and applications. When there is only one objec-
tive, MOECs reduce to the so-called mathematical programs with equilibrium constraints 
(MPECs), which cover a variety of models particularly arising in applications to problems 
of operations research, engineering, economics, etc. The reader can find more information 
in the books from Refs. 1-7 and the bibliographies therein. 
A general class of MOECs can be written in the form 
minimize 
subject to 
f(x,y) 
<pi(x,y)::; 0, i = 1, ... ,m, 
<pi(x,y)=O, i=m+1, ... ,m+r, 
(x,y) E 0, 
y E S(x), 
(1) 
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where f: X x Y-) Z is a mapping between Banach spaces, <pi: X x Y-) lR := (-oo,oo) 
are extended-real-valued functions, n is a subset of X x Y, and S: X =t Y is a set-valued 
mapping describing the so-called equilibrium constraints. The "minimization" in ( 1) is 
understood in some multiobjective/vector sense; see below. 
The main difference of the MOEC problem (1) from standard mathematical programs 
and their vector optimization counterparts consists of the presence of the "equilibrium con-
straint" mappingS(-), which usually describes moving/parameterized sets of optimal and/or 
equilibrium solutions to parametric problems on the lower hierarchical level. In particular, 
S(x) in (1) can be sets of optimal solutions and/or KKT (Karush-Kuhn-Tucker) vectors for 
lower level parametric mathematical programs (which relates to the so-called bilevel pro-
gramming, or complementarity problems, or variational (hemivariational, quasivariational) 
inequalities, etc.; see more examples and discussions in the books cited above. 
It has been well recognized, starting with the seminal work by Robinson (Ref. 8), that 
solution sets to the afore-mentioned classes of optimization-related problems, as well as to 
other models arising in both the theory and applications, can be conveniently described by 
the so-called parameterized generalized equations in the form 
0 E g(x, y) + Q(y) (2) 
with the decision variable y E Y and the parameter x E X, where g: X x Y -) W is a 
single-valued mapping while Q: Y =t W is a set-valued one. In particular, the generalized 
equation (2) reduces to the parametric variational inequality (VI) 
find y E 3 with (g(x,y),u- y) ~ 0 for all u E 3 C Y (3) 
when Q(y) = N(y; 3) is the normal cone mapping to a convex set. The classical para-
metric complementarity problem corresponds to (2) when 3 is the nonnegative orthant in 
mn. It is well known that the latter model covers sets of optimal solutions with the associ-
ated Lagrange multipliers or sets of KKT vectors satisfying first-order necessary optimality 
conditions in parametric problems of nonlinear programming with smooth data. 
A characteristic feature of equilibrium constraints (2) and even simple MPECs associ-
ated with them is their intrinsic nonsmoothness, which usually requires the usage of certain 
tools of generalized differentiation. The reader can find more results and discussions in 
the above references dealing with various classes of MPECs. We particularly mention the 
developments in Refs. 9-15 among other publications, where optimality conditions are de-
rived via coderivatives of set-valued mappings introduced by the third author; see his books 
(Refs. 7, 16) with more discussions and references therein. 
Quite recently, results in this vein have been extended to some problems of multiobjective 
optimization with several types of equilibrium constraints (2) and preference relations defin-
ing vector optimality; see Refs. 7, 17-19. It happens that MOECs are closely connected 
to a kind of equilibrium problems with equilibrium constraints (EPECs) with Pareto-like 
preferences on the upper level of hierarchy; see more discussions in Refs. 7, 18-20. Observe 
also relationships with vector variational inequalities studied, e.g., in Refs. 3, 6. 
Note the classical generalized equation model (2), well investigated in optimization the-
ory, does not cover nevertheless some classes of problems important in applications. Let us 
particularly mention the following two types of equilibrium constraints S(-) in (1): 
• S(x) stand for sets of solutions to the so-called set-valued variational inequality (SVI) 
(called also "generalized variational inequalities"); see, e.g., Ref. 21: given G: X x Y =t Y* 
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and B C Y, find y E B such that 
there is y* E G(x, y) with (y*, u- y) 2: 0 for all u E B. (4) 
Obviously SVI ( 4) reduces to the standard variational inequality in (3) when the mapping 
G = g: X x Y ---* Y* is single-valued. 
• Consider the parametric problem of nonsmooth constrained optimization: 
minimize cp(x, y) subject to y E B C Y, (5) 
where cp: X x Y ---* lR is a lower semicontinuous (l.s.c.) function and where B is a closed 
set. Then first-order necessary optimality conditions for (5) are written in the form 
0 E 8ycp(x, y) + N(y; B) (6) 
via appropriate subdifferentials of cp with respect to y and normal cones to B, where 8ycp 
and N(·; B) reduce to the corresponding constructions of convex analysis if cp(x, ·) and 3 
are convex; see, e.g., Ref. 7 for more details. Moreover, the optimality condition (6) in the 
convex case is known to be not only necessary but also sufficient. In the latter case, the 
problem of minimizing some function f(x, y) subject to (6) reduces to a nondifferentiable 
bilevel program; see, e.g., Ref. 4. When the objective mapping f: X x Y---* Z is vector, as 
in (1), we can call its minimization over (6) a multiobjective bilevel program. 
The main difference between (6) and the equilibrium constraints (2) considered before 
is that the subdifferential mapping 8ycp(x, y) is always set-valued unless cp is smooth. It is 
easy to show the SVI model (4) can also be written in the generalized form (2), where both 
mappings in the sum are set-valued. 
The primary goal of the paper is to derive necessary optimality conditions in constrained 
problems of multiobjective optimization containing among their constraints equilibrium ones 
governed by generalized equations in the extended form 
0 E G(x, y) + Q(x, y), (7) 
where both G: X x Y =t W and Q: X x Y =t W are set-valued mappings between Banach 
spaces. Following the terminology in Ref. 7 (which is used for convenience), we call G the 
base and Q the field of the generalized equation (7). To our knowledge, equilibrium con-
straints involving set-valued base mappings G have never been considered explicitly in the 
literature, even for more special forms in finite-dimensional settings. As seen, they partic-
ularly cover models (4) and (6) important for both optimization theory and applications. 
Observe one more feature that distinguishes (7) from (2): the field mapping Q in (7) 
depends not only on the decision variable y E Y but also on the parameter x E X. The 
latter model covers, in particular, the class of quasi variational inequalities often arising in 
applications to mechanics, economics, etc.; see more discussions and examples in Refs. 2, 
6. Note that various problems with equilibrium constraints (2) involving Q = Q(x, y) (i.e., 
those in (7) with single-valued base mappings G = g: X x Y ---* W) have been recently 
studied in Refs. 7, 16, 22; see also the bibliographies therein. 
The general class of MOEC problems under consideration in this paper is formulated as 
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follows (the "minimization" is understood in the multiobjective sense defined below): 
minimize 
subject to 
f(x,y) 
<pi(x,y) :S 0, i = 1, ... ,m, 
<pi(x, y) = 0, i = m + 1, ... , m + r, 
(x,y) E 0, 
0 E G(x,y) + Q(x,y), 
(8) 
where both G, Q: X x Y =t W are set-valued mappings. We also consider in more detail 
some important specifications of this general MOEC problem. Most of the results obtained 
seem to be new not only for (8) and its specifications in the general case of set-valued base 
mappings G but also when G = g: X x Y ~ W is single-valued. 
The rest of this paper is organized as follows. Section 2 contains basic definitions 
and preliminaries from variational analysis and generalized differentiation broadly used in 
the paper. In Section 3 we establish necessary optimality conditions for general MOECs, 
while Sections 4-6 contain necessary conditions for their various specification including 
problems of multiobjective fractional programming, multiobjective optimization of set-valued 
variational inequalities, and certain problems related to bilevel programming. Finally, in 
Section 7 we illustrate the use of the obtained necessary optimality conditions by considering 
a numerical example from nondifferentiable bilevel programming. 
Thoroughout the paper we employ the standard notation of variational analysis; cf. the 
books in Refs. 7 and 23. For a Banach space X, we denote its norm by 11·11 and consider the 
dual space X* equipped with the weak* topology w*, where (-, ·) stands for the canonical 
pairing between X and X*. Given a set-valued mapping F: X =t X*, recall that 
Lims~pF(x) := {x* EX* 
X->X 
3 sequences Xk ~ x and xk ~ x* 
with xk E F(xk) for all k E IN} 
signifies the sequential Painleve-Kuratowski upper/outer limit with respect to the norm 
topology of X and the weak* topology of X*, where IN:= {1,2, ... }. Depending on the 
context, the symbols x ~ x and x !4 x mean that x -) x with x E n and x -) x with 
<p( x) -) <p( x) for a set n c X and an extended-real-valued function <p: X -) IR, respectively. 
2 Basic Tools of Variational Analysis 
In this section we overview some basic tools of variational analysis widely used in formu-
lations and proofs of the main result of the paper. We follow the recent books by Mor-
dukhovich (Refs. 7, 16), where the reader can find more details, discussions, and references. 
We also refer the reader to the now classical (finite-dimensional) book by Rockafellar and 
Wets (Ref. 23) and to the recent one by Borwein and Zhu (Ref. 24) for related and additional 
material on variational analysis, generalized differentiation, and their applications. 
Let us begin with reviewing appropriate constructions of generalized differentiation used 
in what follows. Our main attention in this paper is paid to sets, set/single-valued mappings, 
and extended-real-valued functions defined in Asplund spaces. Recall that a Banach space 
X is Asplund if each of its separable subspaces has a separable dual. There are many other 
equivalent descriptions of the original Asplund property, which can be found, e.g., in Ref. 
7 (Chapter 2) and Ref. 25. Observe that every reflexive Banach space is Asplund. 
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The following constructions of generalized differentiation enjoy comprehensive calculus 
properties ("full calculus") in the Asplund space framework. For their useful modifications 
in general Banach spaces see Refs. 16, 26 and the bibliographies therein. 
Let 0 c X be a subset of an Asplund space that is locally closed around x E 0. Then 
the (basic, limiting) normal cone to n at x is defined by 
N(x;n) := LimsupN(x;n) (9) 
x--..x 
via the sequential Painleve-Kuratowski outer limit of the so-called Frechet normal cone 
N~( ,.....) { * X* 11' (x*,u-x) } x; H := x E 1m :up iiu _ xll :::; 0 , 
u--)x 
X EO, (10) 
with N(x; n) := 0 if x rf. n. Note that, in contrast to (10), our basic normal cone (9) is 
often nonconvex enjoying nevertheless full calculus, which is mainly based on the extremal 
principle; see Ref. 16 for the detailed study and more discussions. 
Dealing primarily in this paper with set-valued mappings F: X =t Y of closed graphs 
gphF := {(x,y) EX x Yl y E F(x)} 
between Asplund spaces, we use the following construction of the (basic, normal) coderiva-
tive D* F(x, fi): Y* =t X* ofF at (x, fi) E gphF defined by 
D* F(x, fi)(y*) := { x* EX* I (x*, -y*) E N((x, y); gph F)}, (11) 
which is a positively homogeneous mapping of y*; we omit fi = f(x) in (11) ifF= f: X---+ Y 
is single-valued. Iff: X ---+ Y happens to be strictly differentiable at x (which is automatic 
when it is C1 around this point), then 
D* f(x)(y*) = {\7 f(x)*y*} for all y* E Y*. 
In Ref. 16, the reader can find equivalent descriptions of the coderivative (11) and its 
numerous properties including comprehensive calculus rules and computations for various 
classes of mappings in finite and infinite dimensions. 
Consider further an extended-real-valued function cp: X ---+ IR finite at x and lower semi-
continuous (l.s.c.) around this point, and let Ecp : X =t IR be the epigraphical multifunction 
Ecp(x) := {J.t E IRI J.t 2:: cp(x)} 
associated with cp. Then we define the basic subdifferential acp(x) and the singular subdif-
ferential a00cp(x) of cp at x via the coderivative (11) of its epigraphical multifunction Ecp at 
(x, cp(x)) E gphEcp by, respectively, 
(12) 
Again, we refer the reader to the third author's book in Ref. 16 for various analytic rep-
resentations of both subdifferentials in (12) and extended calculus rules for them. Note 
that the singular subdifferential in (12) carries some information only for non-Lipschitzian 
functions, since we always have 
a00cp(x) = {0} when ~s locally Lipschitzian around x. 
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Observe also the useful representation of the coderivative 
(13) 
provided that cp is continuous around x. 
One of the most important ingredients of variational analysis in infinite-dimensional 
spaces, in contrast to its finite-dimensional counterpart, is the necessity to impose some 
"normal compactness" properties, which particularly allow us to perform limiting proce-
dures of deriving nontrivial calculus rules and optimality conditions and which are automatic 
in finite dimensions. In this paper we employ the following property for locally closed sets 
comprehensively studied in Ref. 16. We say that n c X is sequentially normally compact 
(SNC) at X En if for any sequence Xk En and xt: E N(Xkj n), k E IN, one has 
xi:: ~ 0 ==> xi:: ----+ 0 as k ----+ oo. 
Besides finite dimensions, this property automatically holds for sets that are compactly epi-
Lipschitzian (CEL) around x in the sense of Borwein and Str6jwas (Ref. 27). In general, 
the implication (CEL)==>(SNC) may be strict even for convex subcones of Asplund spaces; 
see Ref. 28 for a detailed study of relationships between SNC and CEL properties. It is 
important to emphasize that the SNC and related properties of sets and its modifications 
for mappings enjoy full calculus (in the sense of comprehensive rules for their preservation 
under various operations performed with sets and mappings), which is mainly based on the 
extremal principle in variational analysis; see Ref. 16. 
We now present the basic version of the (exact) extremal principle for finitely many sets 
used in this paper; see Chapter 2 of Ref. 16. Given closed subsets 01. ... , On (n;:::: 2) ofthe 
space X, we say that a point x E nf=l Oi is locally extremal for the set system { 01, ... , rln} 
if there exist a neighborhood U of x and sequences {aik} C X, i = 1, ... ,n, such that 
aik ----+ 0 as k ----+ oo and 
n n (ni- aik) n U = 0 for all k E IN. (14) 
i=l 
The Extremal Principle. Let x be a local extremal point of the set system {!21, ... , !ln} 
in the Asplund space X. Assume that all but one of these sets are SNG at x. Then there 
are (xi, ... , x~) satisfying the relationships 
xi E N(x;Oi), i = 1, . .. ,n, and (15) 
xi+ ... +x~ = 0, llxill + · · · + llx~ll = 1. (16) 
The extremal principle can be viewed as a variational counterpart of the convex separa-
tion theorem for finitely many sets in nonconvex settings. In fact it plays a fundamental role 
in variational analysis similar to that played by convex separation and equivalent results in 
convex analysis as well as in its outgrowths and applications; see the books in Refs. 7 and 
16, which fully revolve around the extremal principle and its modifications. In this paper 
we develop new applications of the extremal principle to the general MOECs formulated 
above and their important specifications. 
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3 Necessary Optimality Conditions for General MOECs 
In this section we study the general class of multiobjective optimization problems (8) with 
equilibrium constraints governed by generalized equations in the extended form (7), where 
the multiobjective/vector optimization is understood in the following sense. 
Definition 3.1 (generalized order optimality). Given a cost mapping f: T ~ Z be-
tween Banach spaces, an ordering set 8 C Z containing the origin, and a constraint set 
3 C T, we say that a point f E T is a locally (!, 8)-0PTIMAL with respect to 3 if there are 
a neighborhood U oft and a sequence {zk} C Z with jjzkjj ~ 0 ask~ oo such that 
f(t)- f(f) if. e- Zk for all t E 3 n u and k E IN. 
The notion of generalized order optimality from Definition 3.1 is induced by the concept 
of set extremality presented in Section 2; see Ref. 7 with the comments and bibliography 
therein. Note that the ordering set 8 in Definition 3.1 imposes an order/preference relation 
between Zl, Z2 E z defined via Zl- Z2 E e. When z = IRn and 
e = IR~ := { z E IRn I Zi ::::; 0, i = 1, ... 'n }, 
the above optimality notion clearly reduces to the standard local Pareto optimality; for 
Z = 1R and 8 = ( -oo, 0], it is the classical order on real numbers. Note that we do not 
assume that e is either convex or its interior is nonempty. When e is a convex subcone of 
Z, Definition 3.1 covers the classical notions of Pareto-type optimality/efficiency requiring 
that there is no t E 3 n U with f(t)- f(f) E ri e. To see this it suffices to take zk := -zo/ k 
for k E IN with some zo E ri 8; see Chapter 5 of Ref. 7 for more discussions. 
In what follows we study local(!, e)-optimal solutions, in the sense of Definition 3.1, to 
various constrained multiobjective optimization problems containing particularly the equi-
librium constraints described above and their remarkable specifications. To derive necessary 
optimality conditions for the general MOEC problem (8) in the next theorem, we develop 
the approach from Ref. 7 reducing the reference local optimal solution for the MOEC prob-
lem under consideration to a local extremal point of a set system constructed upon the 
initial data of problem (8) and then employing the extremal principle for finitely many sets 
formulated in Section 2. 
This approach was realized in Ref. 7 for single-valued base mappings G = g: X x Y ~ W 
in the equilibrium constraint of (8) by reducing it to the geometric constraint defined by 
the closed set 
3 := {(x,y) EX x Y I 0 E g(x,y) + Q(x,y)} 
and by applying then calculus rules to present the obtained results via the initial data g and 
Q of the corresponding MOEC. However, the implementation of this approach in the case 
of MOEC (8) with set-valued base mappings G requires imposing the inner semicontinuity 
assumption on the solution map 
S(x) := {y E Y I 0 E G(x, y) + Q(x, y)} 
to the extended generalized equation (7), which is automatic for single-valued bases while 
seems to be significantly restrictive in the set-valued case of our main interest in this paper, 
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even in finite-dimensional settings. To avoid this limitation, we modify the approach from 
Ref. 7 and deal now with the graphical sets gph G and gph Q as with two separate members 
of the new extremal set system. 
Our first result establishes in this way necessary optimality conditions for the general 
MOEC problem (8) without imposing any constraint qualification. 
Theorem 3.2 (necessary optimality conditions for general MOECs). Let (x,y) be 
a local(!, e)-optimal solution to MOEC (8), where all the spaces under consideration are 
Asplund. Given z := f(x, y) and w E G(x, y) n (- Q(x, y)), suppose that f is continuous 
around (x, y), that 'Pi are l.s.c. around (x, y) fori = 1, ... , m and continuous around this 
point for i = m + 1, ... , m + r, and that 0 and 8 are locally closed around ( x, y) and 0, 
respectively. Assume further that all but one of the sets gphf, n x (z + 8), epicpi for 
i = 1, ... ,m, gphcpi fori = m + 1, ... ,m + r, gphG, and gphQ are SNC at (x,y,z), 
(x, y, 0), (x, y, w), and (x, y, -w), respectively. Then there are nontrivial dual elements 
such that the following necessary optimality conditions are satisfied: 
Ai ;::: 0 for i = 1, ... , m; Ai E lR for i = m + 1, ... , m + r; 
z* E N(O; 8), w* E W*; 
(x*, y*) E D* f(x, y)(z*); 
(xi,yi) E D*E'f';(x,y,O)(>.i) fori= 1, ... ,m; 
(xi, yi) E D*cpi(x, y)(.Xi) for i = m + 1, ... , m + r; 
(x0, y0) E D*G(x, y, w)( w*); 
(xQ, YQ) E D*Q(x, y, -w)(w*); 
(x0, y0) E N((x, y); n); 
m+r 
(x*, y*) + L (xi, yt) + (xb, Ya) + (xQ, YQ) + (x0, Yo) = o. 
i=l 
(17) 
(18) 
If furthermore 'Pi is upper semicontinuous at (x, y) for each i = 1, ... , m with 'Pi(x, y) < 0, 
then we have in addition the complementary slackness conditions: 
Ai'Pi(x, y) = 0 for all i = 1, ... , m. (19) 
Proof. Consider the product space mm+r X X X y X z X w endowed with the standard 
sum norm and construct the following subsets of this space: 
Oo := JRm+r X gph f X W, 
ni := {(a, x, y, z, w) I ai;::: 'Pi(x, y)} for i = 1, ...• m, 
ni := {(a,x,y,z,w) ai = 'Pi(x,y)} for i = m + 1, ... ,m+r, 
na ~= {(a,x,y,z,w) I (x,y,w) E gphG}, 
Oq .- {(a,x,y,z,w) (x,y,-w) E gphQ}, 
nn := IR'g x ox n x (z +e) x w, 
(20) 
where a := (a1, ... , am+r) E JRm+r. It is easy to see that all these sets are locally closed 
around the point (0, x, y, z, w). Furthermore, the space mm+r X X X y X z X w is Asplund 
as the product of Asplund spaces; see Ref. 25. 
Let us show that the point (0, x, y, z, w) is locally extremal to the systems of locally 
closed sets defined in (20). It is easy to see that this point belongs to each of the sets in 
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(20). To check the local extremality, we need to justify condition (14) along some sequences 
aik ---+ 0 as k---+ oo. Indeed, by the local (!,e)-optimality of the point (x, y) to the MOEC 
problem (8), there exist a neighborhood U of (x, jj) and a sequence {zk} C Z with llzkjj ---+ 0 
as k ---+ oo satisfying the relationships 
f(x,y)-f(x,y)rj.e-zk forall (x,y)E3nU forall kEJN, (21) 
where 3 stands for the set of feasible solutions to (8). To justify the extremal property (14) 
of the set system {no,fh, ... ,nm+r.na,nq,no}, it suffices to show that 
m+r 
n ni nne nnq n (no+ (O,zk,O)) n V = 0 for all k E IN, 
i=O 
where v := mm+r Xu X z X w. Arguing by contradiction, assume that this does not hold 
and so find (a,x,y,z,w) E V such that 
m+r 
(a,x,y,z,w)E n ninnannqn(no+(O,zk,O)). 
i=O 
Hence, by the construction of sets (20), we have the following: 
• (x, y) satisfies the inequalities and the equalities in MOEC (8), since 
m+r 
(a,x,y,z,w) En nin (no+(O,zk,O)), 
i=l 
(x, y, ai) E epi cpi, and ai :::; 0 for i = 1, ... , m, 
(x,y,ai)Egphcpi, andai=O for i=m+1, ... ,m+r, 
cpi(x, y) :::; ai :::; 0 for i = 1, ... , m, 
cpi(x, y) = ai = 0 for i = m + 1, ... , m + r; 
• (x, y) satisfies the equilibrium constraint in MOEC (8), since 
(a,x,y,z,w) Enannq, 
(x,y,w) E gphGngph(-Q), 
wE G(x,y), -wE Q(x,y), 
0 E G(x, y) + Q(x, y); 
• (x,y) satisfies the geometric constraint in MOEC (8), since (a,x,y,z,w) E no. 
(22) 
This shows that the pair (x, y) is a feasible solution to the MOEC problem under consider-
ation, i.e., (x, y) E 3. Furthermore, we also have from (22) that 
(a,x,y,z,w) E non (no+ (O,zk,O)), 
(x,y,z) E gphf, z E e- Zk, 
f(x,y)-f(x,jj)Ez+e-zk forall kElN, 
which contradicts the local (!,e)-optimality of (x, y) to (8) and so justifies the extremal 
property (14) of sets (20) at the point (0, x, jj, z, w). 
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Thus we can apply to sets (20) at the point (0, x, y, z, w) the extremal principle formu-
lated in Section 2 (see Theorem 2.22 in Ref. 16) assuming that all but one of these sets 
are SNC at (0, x, y, z, w). It is easy to see, by the structures in (20), that the latter SNC 
properties reduce to the SNC assumptions on the designated sets from (8) at the corre-
sponding points imposed in the theorem. Applying now the extremal principle to sets (20), 
we conclude from (15), (16), and (20) that there are dual elements 
(O,x*,y*,-z*,O) E N((O,x,y,z,w);00), 
(0,-Ai,O,xi,y;,o) E N((o,x,y,z,w);ni), 
(O,x(;,y(;,O,-w*) E N((O,x,y,z,w);Oa), 
(O,xQ,YQ,O,w*) E N((O,x,y,z,w);Oq), 
(Al, ... ,Am+r,x0,y0,z*,O) E N((O,x,y,z,w);On), 
with i = 1, ... , m + r satisfying the relationships 
m+r 
(x*, y*) + 'L: (xi, y;) + (x(;, Ya) + (xQ, YQ) + (x0, y0) = o and 
i=l 
m+r 
ll(x*,y*)ll +I: li(xi,y;)li + ll(xa,Ya)ll + li(xQ,YQ)Ii + ll(x!1,Yn)ll 
i=l 
m+r 
+2( L I~ I+ liz* II+ l!w*ll) = 1. 
i=l 
(23) 
(24) 
(25) 
(26) 
(27) 
It is obvious that the last equality implies the nontriviality condition (17) of the theorem. 
To derive the necessary optimality conditions (18) from the above relationships, we 
exploit the structures of the sets in (20) together with the definitions of coderivatives and 
subgradients given in Section 2 and the product formula for computing basic normals: 
In this way we get the following: 
• (23) implies (x*,y*) ED* f(x, Y)(z*); 
• (24) and (25) imply 
• (26) gives 
• (27) gives 
(xi,y;)ED*Ecp;(x,y,O)(Ai) for i=1, ... ,m, 
(xi, y;) E D*cpi(x, y)(Ai) for i = m + 1, ... , m + r, 
(xa,Ya) E D*G(x,y,w)(w*); 
(xQ,YQ,w*) E N((x,y,w);gph(-Q)), 
(xQ,YQ,-w*) E N((x,y,-w);gphQ), 
(xQ,YQ) E D*Q(x, y, -w)(w*). 
(A1, ... , Am) E N(O; lR$) = IR?_, i.e., 
Al, ... , Am 2:: 0, 
(Am+l, ... , Am+r) E N(O;O) = !Rr, 
(x!1,Yn) E N((x,y);n), 
z* E N(z; (z + 8)) = N(O; 8). 
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It remains to justify that the complementary slackness conditions (19) hold provided 
that the functions 'Pi are upper semicontinuous at (x, Y) fori E {1, ... , m} with 'Pi(x, y) < 0. 
Indeed, the latter assumption imposed for each such index i implies in fact that (x, y, 0) is 
an interior point of the epigraph of the corresponding function 'Pi· Thus 
N ( (x, y, 0); epi 'Pi) = {0} 
and xi = Yi = Ai = 0 for this i, which completes the proof of the theorem. 
The next theorem provides an improvement of necessary optimality conditions of The-
orem 3.2 under additional assumptions. To establish this theorem, we need to recall the 
notion of the mixed coderivative for a set-valued mapping F: X =t Y between Banach (in 
fact Asplund) spaces at (x, y) E gph F defined as follows: 
3 sequences (xk,Yk) -4 (x,y), x"k ~ x*, Yic -4 y* D'MF(x,y)(y*) := {x* E X*l 
with (xk,Yk) E gphF, (x"k, -yic) E N((xk,Yk);gphF) }· 
Comparing this construction with that (11) for the normal coderivative and taking into 
account definitions (9) and (10) of the basic and Fn3chet normal cones, we observe that 
the only difference between D* F(x, y)(y*) and D'MF(x, y)(y*) consists of using the norm 
convergence IIYic- y*ll -4 0 for the mixed coderivative instead of the weak* convergence 
Yic ~ y* for the normal one, while the weak* convergence x"k ~ x* is used in both cases. 
We obviously have 
D'MF(x,y)(y*) c D*F(x,y)(y*) for all y* E Y*, (28) 
where the equality holds if Y is finite-dimensional. In fact, the equality holds in (28) in 
broad classes of mappings with infinite-dimensional images; the latter property is postulated 
in Ref. 16 as strong coderivative normality of the mapping F at the point (x, y). We refer 
the reader to Proposition 4.9 in Ref. 16, which summarizes major classes of single-valued 
and set-valued mappings that are strongly coderivatively normal and presents also some 
calculus rules for this important property. 
A significant advantage of the mixed coderivative is that 
D'MF(x, y)(O) = {0} (29) 
provided that F enjoys a certain robust Lipschitzian behavior around the points in question. 
Namely, (29) always holds if a locally closed-graph mapping F: X =t Y is Lipschitz-like 
around (x, y) with modulus£ 2: 0, i.e., there are neighborhoods U of x and V of y such that 
F(x) n V C F(u) + £11x- uii.JB for all x, u E U, 
where 1B stands for the closed unit ball of Y. This property, which is also known as the 
Aubin or pseudo-Lipschitzian property (cf. the discussions in Refs. 16 and 23), agrees with 
the classical local Lipschitzian behavior in the case of single-valued mappings and reduces to 
the standard (Hausdorff) local Lipschitzian property of set-valued mappings when V = Y. 
Furthermore, it is equivalent to both metric regularity and linear openness properties of 
the inverse mapping p-l; see the afore-mentioned books and their references. It happens 
that the coderivative condition (29) is not only necessary for the Lipschitz-like property 
ofF around (x, y) in arbitrary Banach spaces but also sufficient for this property in the 
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framework of Asplund spaces under a certain "partial SNC" assumption that is automatic 
if the range spaceY is of finite dimension; see Theorem 4.10 in Ref. 16 for the full account 
of this coderivative criterion and also Theorem 7.40 in Ref. 23 with the references therein 
for the case of mappings between finite-dimensional spaces. 
Theorem 3.3 (necessary conditions for general MOECs with enhanced nontriv-
iality). Given a local (!,G)-optimal solution (x, y) to the MOEC problem (8), assume 
in addition to the hypotheses of Theorem 3.2 that e is SNC at 0 and that the following 
qualification condition is fulfilled: one has 
m+r 
[(x*,y*) + l:.:(xi,yi) + (xa,Ya) + (xq,YQ) + (xf2,y{l) = o] 
i=l 
===> (x*, y*) =(xi, yi) = (x'G, Ya) = (x0, Yq) = (x0, y0) = o 
whenever (x*, y*) E Divi f(x, y)(O), 
(xi, yi) E a00cpi(x, y) for i = 1, ... , m, (30) 
(xi, yi) E a00 cpi(x, y) U 800 (- 'Pi)(x, y) for i = m + 1, ... , m + r, 
(x'G, y0) E D*G(x, y, w)(O), (xq, YQ) E D*Q(x, y, -w)(O), 
(x0,y0) E N((x,Y);n); 
the latter qualification requirement automatically holds if the mapping f and functions 'Pi 
as i = 1, ... , m + r are locally Lipschitzian around (x, y) while the set-valued mappings G 
and Q are Lipschitz-like around (x, y, w) and (x, y, -w) and strongly coderivatively normal 
at the corresponding points. Then we can choose dual elements 
satisfying the relationships of Theorem 3.2 and the enhanced nontriviality condition: 
(.X1, ... , Am+r• z*, w*) of 0. (31) 
Proof. As shown in the proof of Theorem 3.2, the point (0, x, y, z, w) is locally extremal for 
the system of locally closed sets (20) in the Asplund space mm+r X X X y X z X w. Applying 
to this set system the approximate version of the extremal principle from Theorem 2.20 of 
Ref. 16, we find sequences 
(o,x;;,yz,-zZ,O) E N((ak,xk,Yk,zk,wk);no), 
(0, -Aik• o, xik• Yik, 0) E N ( ( O!ik• Xik, Yik. Zik• Wik)i ni)' 
(0, Xak• YGk• 0, -Wak) E N((aak,XGk, YGk, ZQk, WGk)i na), 
(0, Xqk• YQk• 0, Wqk) E N((aQk, XQk. YQk• ZQk• WQk)i nQ), 
(.Xl, ... '.xk+r' Xnk• Ynk• Znk• 0) E N((ank, Xf!k, Yf!k, Zf!k, Wf!k)i nn) 
with i = 1, ... , m + r satisfying the following relationships: 
(xik, Yik, Zik, Wik)---+ (x, y, z, w), (ak, aak, O!Qk• ank)---+ (0, 0, 0, 0), 
aik ---+ 0, 1- Aik +.X~ I ---+ 0 for i = 1, ... , m + r, 
II- z;; + Znkll ---+ 0, II- Wak + WQkll---+ 0, and 
m+r 
ll(xz, YZ) + 2:.:: (xik, Yik) + (x'Gk, Yak)+ (xqk, YQk) + (xnk• Ynk)ll ---+ o 
i=l 
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(32) 
ask~ oo, where the sequences of dual elements are uniformly bounded. Since they belong 
to duals to Asplund spaces, we may assume without loss of generality (!'lee Ref. 25) that 
all of them weak* sequentially converge to the corresponding limiting elements, which thus 
satisfy the necessary optimality conditions of Theorem 3.2. Let us justify the enhanced 
nontriviality condition (31) under the additional assumptions made above. 
Arguing by contradiction, suppose that 
(.AI, ... , Am+r 1 z*, w*) = 0. 
Then z0k ~ 0 with z0k E N(znki (z + 8)) due to the structure of the set On in (20). 
Since e is SNC at 0, we have 
llznkll ~ 0 and thus llzA;II ~ 0 
by II- zA; + z0k II ~ 0 as k ~ oo in (32). This implies, by the definition of the mixed co deriva-
tive, that (x*,y*) E Divff(x,y)(O). Using further (18) with Ai = 0 and the representation 
of the coderivative in (13), we have 
(xi, yt) E 800<pi(x, y) for i = 1, ... , m, and 
(xi, yt) E 800<pi(x, y) U 800 (-<pi) (x, y) for i = m + 1, ... , m + r. 
Then the qualification assumption (30) yields that 
(x*,y*) = (xi,yt) = (x0,y0) = (x0,y0) = (x0,y0) = o, 
which contradicts the nontriviality condition (17) of Theorem 3.2 and thus justifies (31). To 
complete the proof of the theorem, it remains to observe that the fulfillment of (30) under 
the additional Lipschitzian and coderivative normality assumptions made directly follows 
from the corresponding definitions and the coderivative criterion (29). 6. 
It is worth mentioning the following efficient specification and simplification of both the 
assumptions and conclusions of Theorem 3.3. Given <p: X ~ lR finite at x, we define the 
symmetric subdifferential of <p at x by 
8°cp(x) := 8cp(x) u (- 8(-cp)(x)). 
Corollary 3.4 (necessary optimality conditions for MOECs under Lipschitzian 
assumptions). Let (x, y) be a local (!, 8)-optimal solution to the MOEC problem (8), 
where the spaces X and Y are Asplund while Z and W are finite-dimensional, and where 
the sets n c X x Y and e c Z are locally closed around (x, y) and 0, respectively. Assume 
also that the mapping f: X x Y ~ Z and the functions cpi: X x Y ~ lR as i = 1, ... , m + r 
are locally Lipschitzian around (x, y) and that the set-valued mappings G: X x Y =t W and 
Q: X x Y =t W are Lipschitz-like around (x, y, w) and (x, y, -w), respectively, with some 
given w E G(x, y) n (- Q(x, y)). Then there are 
(.AI. ... , Am+r• z*, w*) -=/=- 0 with z* E N(O; 8) and Ai 2: 0 for i = 1, ... , m 
satisfying the complementary slackness conditions (19) and such that 
m m+r 
0 E 8(z*,f)(x,y) + L:>.i8cpi(x,y) + L .Ai8°cpi(x,y) 
i=l i=m+l 
+D*G(x,y,w)(w*) + D*Q(x,y, -w)(w*) + N((x,y); n). 
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(33) 
Proof. Let us first check that all the assumptions of Theorem 3.3 (and those from Theo-
rem 3.2) are satisfied under the assumptions made in this corollary. Since the SNC property 
of 8 and the strong coderivative normality property of G and Q are obvious due to the 
finite dimensionality of the spaces Z and W, we need to justify the fulfillment of the SNC 
property of the epigraphical sets epi 'Pi for i = 1, ... , m and the graphical sets gph 'Pi for 
i = m+ 1, ... , m+r and gphf when 'Pi and fare locally Lipschitzian around (x, y), as well 
as the fulfillment of the SNC property of gph G and gph ( -Q) at the corresponding points 
under the Lipschitz-like requirements imposed on G and Q. All these SNC conclusions 
follow from Proposition 1.68 and Corollary 1.69 of Ref. 16 by the finite dimensionality of 
the spaces Z and W. Furthermore, we have the scalarization formula 
D* f(x, y) (z*) = 8(z*, f) (x, y) for all z* E Z* 
due to the Lipschitz continuity off around (x, y) and dim Z < oo; see Theorem 1.90 from 
Ref. 16. It is easy to observe the relationships 
D* Erp(t, cp(f)) (>.) = >.8cp(f) with ).. ~ 0 and D*cp(f)(>-.) C )..8°cp(f) with ).. E lR 
held for any function cp: T --) lR locally Lipschitzian around f. Taking all these into account, 
we arrive at (33) from the optimality conditions (18) of Theorem 3.2. !::::,. 
Remark 3.5 (multiobjective optimization problems with respect to closed pref-
erences). The results obtained in this section establish necessary optimality conditions for 
general MOEC problems (8), where the notion of multiobjective optimality is understood 
in the sense of Definition 3.1. Following the above arguments and the corresponding devel-
opments in Subsection 5.3.5 of Ref. 7, we can also derive necessary optimality conditions 
for general MOECs of type (8) and their specifications considered below for multiobjective 
problems with equilibrium constraints, where the notion of vector optimality is defined by 
certain closed preference relations. Note that the latter concept of multiobjective optimiza-
tion is generally different from that of Definition 3.1; see Refs. 7 and 29 for more discussions, 
examples, and applications. 
4 MOECs with Finitely Many Objectives 
In this section we establish certain versions of necessary optimality conditions from Section 3 
for the case of MOECs with finitely many objectives and derive their specifications for general 
problems of multiobjective fractional programming with equilibrium constraints. 
Given /j : X x Y --) lR as j = 1, ... , n, consider the following multiobjective problem: 
minimize 
subject to 
f(x, y) = (!I (x, y), ... , fn(x, y)) 
'Pi(x, y) ::; 0, i = 1, ... , m, 
'Pi(x, y) = 0, i = m + 1, ... , m + r, 
(x,y) E !1, 
0 E G(x, y) + Q(x, y), 
(34) 
where the vector "minimization" is understood in the sense of Definition 3.1 with 8 = Rr;._ 
(i.e., in the sense of (weak) Pareto) and where the other data are the same as in the generai 
constraint MOEC problem (8). 
The next result presents major necessary optimality conditions for (34), which are in the 
line of Theorem 3.3. Observe, however, that the assumptions of the following theorem are 
14 
less restrictive in comparison with Theorem 3.3 due to the nature of the objective mapping 
fin (34), where the component functions fi can be assumed to be merely lower semicon-
tinuous (vs. full continuity in Theorem 3.3) around the local minimizer. Furthermore, some 
conclusions of this theorem are stronger than those of Theorem 3.3; see the discussion and 
example presented after the proof of the theorem. 
Theorem 4.1 (necessary optimality conditions for general MOECs with finitely 
many objectives). Let (x,y) be a local optimal solution to problem (34), where the spaces 
X, Y, and W are Asplund. Given iJJ E G(x, y) n gph ( -Q) and Zj := fj(x, y), assume that 
the functions fi as j = 1, ... , n and cpi as i = 1, ... , m are l.s.c. around (x, y) while cpi are 
continuous around this point fori= m + 1, ... , m + r. Suppose also that the all but one of 
the sets epifj as j = 1, ... , n, epicpi as i = 1, ... , m, gphcpi as i = m+ 1, ... , m+r, gphG, 
gphQ, and n are SNC at (x,y,zj), (x,y,O), (x,y,w), (x,y,-w), and (x,y), respectively. 
Furthermore, we imposed the following qualification condition: one has 
n m+r 
[l:)ej,(j) + I)xt,yi) + (x(;,y(;) + (xQ,YQ) + (x0,y0) = o] 
j=l i=l (35) 
==? (ej,(j) = (x;,yi) = (x0,y0) = (xQ,YQ) = (x0,y0) = 0 
provided that (ej,(j) E 800 fj(x,y) as j = 1, ... ,n and that xi,yJ,x0,ya,xQ,YQ,xn,Yn 
are the same as in the qualification condition (30); note that (35) is automatic under the 
Lipschitzian and coderivative normality assumptions mentioned in Theorem 3.3. Then there 
exist dual elements 
Vj ~ 0 for j = 1, ... , n, w* E W*, 
Ai ~ 0 for i = 1, ... , m, Ai E IR for i = m + 1, ... , m + r, 
(ej,(j) E D*E~;(x,fi,zi)(vi) for j = 1, ... ,n, 
(xi, yi) E D* Ecp; (x, y, O)(.Xi) for i = 1, ... , m, 
(xi, yi) E D*cpi(x, fi)(.Xi) for i = m + 1, ... , m + r, 
(x(;, y(;) E D*G(x, y, w)(w*), 
(xQ, y(J) E D*Q(x, y, -w)(w*), 
(x0,y0) E N((x,y);n) 
satisfying the complementary slackness conditions (19), the generalized Euler equation 
n m+r 
l:)ej,(j) + L(xt,yi) + (xa.Ya) + (xQ,YQ) + (xlz,ylz) = o, 
j=l i=l 
and the enhanced nontriviality condition 
Proof. We proceed similarly to the proof of Theorem 3.2 and then that of Theorem 3.3 
with the replacement of the extremal system (20) by the new one 
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where the sets Oi and On are defined by 
oj :={(a, x, y, z, w) I Zj 2: fi(x, y) }, j = 1, ... 'n, 
nn := IR5_ x o x n x ( z + IR~) x w 
while ni, no, and nq are the same as in (20). It is easy to check that 
for all j = 1, ... , n. Thus we arrive at all the conclusions of the theorem similarly to the 
afore-mentioned proofs in Section 3. !:::. 
Observe that, even for continuous (but not-Lipschitzian) functions fi, the conclusion 
(~j,(j) E D*Efi(x,j},zj)(vj), j = 1, ... ,n, 
of Theorem 4.1 is stronger (more selective) than the corresponding conclusion 
(x*, y*) ED* f(x, y)(z*) with f = (h, ... , fn), z* = (111, ••• , Vn) 
in (18). This follows from the relationships 
where the inclusion is generally strict as, e.g., in the case of 
f(x) = { -Vx ~f x 2: 0, 
0 If X< 0 
with 800 f(O) = ( -oo, OJ and D* f(O)(O) = ( -oo, oo). 
Next we consider the multiobjective fractional program with equilibrium constraints for-
mulated as follows: 
. . . f( ) (g1(x,y) gn(x,y)) 
mm1m1ze x, y = hl(x, y), ... , hn(x, y) 
subject to cpi(x, y) :::; 0, i = 1, ... , m, 
cpi(x, y) = 0, i = m + 1, ... , m + r, 
(x,y)En, 
0 E G(x, y) + Q(x, y), 
(36) 
where gj, hj: X x Y -+ IR, j = 1, ... , n, are extended-real-valued functions such that 
hj(x, y) =/= 0 at the corresponding points, and where the other data are the same as in (34). 
The multiobjective minimization in (36) is understood in the same Pareto sense as in (34). 
Thus (36) is a special case of (34) with 
fi(x,y) := ~j.t,y~' j = l, ... ,n. 
J x,y 
(37) 
The following theorem, proving necessary optimality conditions for the multiobjective 
fractional programming problem (36), is a consequence of Theorem 4.1 and the quotient 
rule of generalized differentiation from Ref. 16. 
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Theorem 4.2 (necessary conditions for multiobjective fractional MPECs). Let 
(x, Y) be a local optimal solution to the multiobjective fractional problem (36), where the 
functions gj, hj, j = 1, ... , n, are Lipschitz continuous around (x, Y) with hj(x, fi) =1- 0, and 
where the other data are the assumptions of Theorem 4.1 with the qualification condition 
formulated now as: for any elements 
(xi, yi) E 800 cpi(X, fi), i = 1, ... , m, 
(xi, yi) E 800 cpi(x, fi) U 800 (-'Pi) (x, fi), i = m + 1, ... , m + r, 
(x0, Ya) E D*G(x, fi, w)(O), (xq, Yq) E D*Q(x, fi, -w)(O), 
(x0,y0) E N((x,fi);n) 
one has the implication 
Then the conclusions of Theorem 4.1 hold with 
for some Vj ~ 0 as j = 1, ... , n. 
Proof. We need elaborate the necessary conditions 
(~j,(j) E D*E1j(x,fi,zj)(vj), j = 1, ... ,n, 
of Theorem 4.1 with iJ given in (37) and Zj := gj(x, fi)/hj(x, fi). Since gj and hi are 
assumed to be locally Lipschitzian around (x, fi), the latter conditions reduce to 
Employing the quotient rule for basic subgradients from Proposition 3.45 in Ref. 16, we get 
and thus complete the proof of the theorem. 6. 
The results obtained in Theorem 4.2 related to those from Ref. 30, where the authors con-
sider nonsmooth multiobjective fractional programs in finite dimensions with Lipschitzian 
data and no equilibrium constraints and use Clarke's generalized gradients to formulate nec-
essary (sub )optimality conditions. Note that most of the work on optimality conditions in 
fractional programming has been carried out under certain assumptions involving convexity 
and/or invexity; see Ref. 30 and the bibliography therein. 
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5 Multiobjective Optimization of Set-Valued Variational In-
equalities 
In this section we consider multiobjective optimization problems with equilibrium con-
straints described by set-valued variational inequalities of type (4); see Section 1 for more 
discussions. The main problem under consideration in this section is formulated as follows: 
minimize 
subject to 
f(x,y) 
<f'i(x,y) S 0, i = 1, ... ,m, 
<f'i(x, y) = 0, i = m + 1, ... , m + r, 
(x,y)EO, 
y E 3 such that 3 y* E G ( x, y) satisfying 
(y*, u- y) 2: 0 for all u E 3, 
(38) 
where G: X x Y =t Y* and 3 C Y while f, <pi, and n are the same as in the general MOEC 
problem (8). Recall that we understand the multiobjective "minimization" in (38) in the 
sense of the generalized order (f, G)-optimality from Definition 3.1. 
It is easy to observe that problem (38) can be treated as a particular case of (8) with 
the set-valued base G: X x Y =t Y* and the field Q in the extended generalized equation 
(7) defined as the normal cone of convex analysis to the set 3 C Y, i.e., as 
Q (y) = N (y; 3) = 88 (y; 3 ) := { ~ y* E Y* I (y*, u - y) S 0 for all u E 3} if y E 3, 
otherwise, 
where 8( ·; 3) stands for the indicator function of 3 equal to 0 on this set and oo otherwise. 
To establish necessary optimality conditions in the generalized variational problem (38), 
we recall the following construction of the second-order subdifferential of an extended-real-
valued function <p: X --t lR at x relative to jj E acp(x) defined by 
82cp(x,fi)(u) := (D*acp)(x,y)(u), u EX**. 
In the books in Refs. 7, 16 and the references therein, the reader can find more details, 
various calculus rules, and applications of this construction, which reduces to the classical 
Hessian in the case of 0 2 functions <p. 
For brevity we formulate in what follows only a counterpart of Theorem 3.3 with the 
enhanced nontriviality condition for the case of problem (38). 
Theorem 5.1 (necessary conditions for multiobjective optimization over set-
valued variational inequalities). Let ( x, y) be a local (f, 8) -optimal solution to problem 
(38), where the spaces X, Z, W, and both Y andY* are Asplund; the latter is automatic 
when Y is reflexive. Pick iiJ E G(x, jj) n (- N(y; 3)) and assume that the initial data of 
(38) meet all the hypotheses of Theorem 3.3 with Q(x, y) = N(y; 3). Then there are 
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satisfying the relationships 
Ai 2 0, i = 1, ... , m, Ai E JR, i = m + 1, ... , m + r, 
z* E N(O; 8), u E Y**, 
(x*, y*) E D* f(x, y)(z*), 
(xi, y;) ED* Ecp; (x, fj, O)(.>.i), i = 1, ... , m, 
(xi, yi) E D*cpi(x, fi)(>.i), i = m + 1, ... , m + r, 
(x0, y0) E D*G(x, fi, w)(u), 
Ys E a28((fi,w);S)(u), 
(xO,,yO,) E N((x,fi);n), 
m+r 
(x*,y*) + L:(xi,yi) + (x0,y0) + (O,y2,) + (xO,,yO,) = o 
i=l 
together with the complementary slackness conditions (19) and the enhanced nontriviality 
Proof. This easily follows from Theorem 3.3 due to the description of the equilibrium con-
straints in (38) via Q(y) = a8(y; S) and the construction of the second-order subdifferential 
for the case of the (extended-real-valued) indicator function. b:. 
It is worth emphasizing that there are exact calculations of the second-order subdifferen-
tial 828(·; S) of the indicator function for remarkable classes of sets frequently encountered 
in optimization-related problems, especially in finite dimensions. We particularly refer the 
reader to Ref. 31, w,here such calculations are performed for indicators of convex polyhedra, 
and to Ref. 32, where calculations are done for some other important classes of functions 
that may not have a polyhedral structure. 
6 Problems of Bilevel Programming 
In this section we study various problems related to bilevel programming and derive results 
providing necessary optimality conditions for them based on the above approach and de-
velopment. Let us first consider the following problem of parametric optimization involving 
the decision variable y (under minimization) with the parameter variable x: 
minimize cp(x, y) subject to y E S(x), (39) 
where cp: X x Y ~ lR is the cost function and S: X .::::::1 Y is the moving (parameter-
dependent) feasible solution set that may be given in more specific forms using, e.g., equality 
and inequality constraints; see below for the further consideration. 
Problem (39) can be viewed as the lower-level problem of hierarchical optimization, 
with the parameterized set S(x) of optimal solutions to (39). Then considering problem 
(1) formulated in Section 1 in the case of S(-) given as the optimal solution map to (39) 
with a scalar cost function J, we get an upper-level problem of bilevel programming. The 
multiobjective version of (1) discussed in Section 1 from the viewpoint of vector optimization 
can be treated in this case as a multiobjective bilevel program. 
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On the other hand, for any fixed x, a first-order necessary condition for optimal solutions 
to (39) is given via our basic normals and (partial) subgradients from Section 2 as 
0 E 8ycp(x, y) + N(y; S(x)) (40) 
under natural assumptions on the initial data, e.g., when cp is locally Lipschitzian in y, S(x) 
is closed, and Y is Asplund; see Proposition 5.3 in Ref. 7. Condition ( 40) is known to be 
also sufficient for optimality under certain convexity-type and qualification requirements. 
In general, it is conventional (see. e.g., Ref. 4) to replace the lower-level problem (39) by 
the generalized equation (40) written in the extended form (7), with both base and field 
mappings being set-valued whenever the cost function cp is nonsmooth in y. Thus upper 
level problems of (multiobjective) bilevel programming reduce to the basic MOEC problem 
(8) studied in this paper with 
G(x,y) := 8ycp(x,y): X x Y .:::1 Y* and Q(x,y) := N(y;S(x)). (41) 
Applying now the results for general MOECs from Section 3 to the case of (41), we arrive at 
necessary optimality conditions for multiobjective bilevel programs with the corresponding 
inclusions for (x0, y0) and (xQ, YQ) in (18) written as 
(x0,y0) E (D*8ycp)(x,y,w)(w*), (xQ,YQ) E (D*N(·;B(·)))(x,y,-w)(w*) (42) 
where wE 8ycp(x,Y) n (- N(y;S(x)) and w* E Y**. Note that the constructions D*8ycp 
and D* N(·; S(x)) in ( 42) reduce to the partial second-order subdifferentials of cp and of the 
indicator function to S(x), respectively, for which some calculus rules and applications to 
parametric optimization were developed in Ref. 33. 
Let the feasible constraint mapping S(-) in (39) be given in the more specific form 
S(x) := { y E Yl 1/Jj(x, y) :::; 0 for j = 1, ... , l, 
1/Jj(x,y)=O for j=l+1, ... ,l+p, yEA}, 
where we consider for simplicity the case of smooth functions 1/Jj with respect to the decision 
variable y. Furthermore, assume that the cost function cp in (39) is smooth with respect to 
y as well around the reference points. Then the corresponding lower-level system (40) in 
bilevel programming, unified with the above description of the constraints in (39), reduces 
to the (generalized) Karush-Kuhn-Tucker (KKT) system 
l+p 
0 E \lycp(x,y) + LILJ\ly'l/Jj(x,y) +N(y;A), 
j=l 
1/Jj(x, y) :::; 0 for j = 1, ... , l, 
1/Jj(x, y) = 0 for j = l + 1, ... , l + p, 
/Lj 2: 0 and /Lj'l/Jj(x, y) = 0 for j = 1, ... , l 
with some multipliers /L = (!LI. ... , /Ll+p) E JRl+P. Denote 
l+p 
'lj;(x,y) := (1/Jl(x,y), ... ,1/Jl+p(x,y)), (/L, \ly'l/J(x,y)) := LILJ\ly'l/Jj(x,y) 
j=l 
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(43) 
(in what follows we will use this convenient inner product notation for the multiplication of 
vectors and operators) and consider the single-valued mapping g: X x Y x JRl+P -f Y* x JR1+P 
and the set-valued mapping Q: Y x JR1+P =t Y* x JRl+P defined by 
g(x,y,/-L) := (\lycp(x,y) + (/-L, \ly'I/J(x,y)), -'1/J(x,y)), Q(y,/-L) := N((Y,/-L);A x JR~ x JRP). 
Then the KKT system ( 43) can be written as the generalized equation 
0 E g(x, y, !-L) + Q(y, 1-L)· (44) 
Now we consider the multiobjective optimization problem in (8) with the equilibrium 
constraints given by (44) assuming for simplicity that the cost mapping f and the constraint 
functions 'Pi in (8) are strictly differentiable at the reference optimal solution together with 
the base mapping gin (44). 
Theorem 6.1 (necessary optimality conditions for multiobjective bilevel pro-
grams). Let (x, y) be a local (f, e)-optimal solution to MOEC (8) with the equilibrium 
constraints (44), let 1-L = (1-LI. ... ,/-Ll+p) be the corresponding KKT vector from (43), and let 
w := 'Vycp(x,fi) + (1-L'Vy'I/J(x,fi)). 
Assume that X and z are Asplund while dim y < 00 I that the sets e and n are locally 
closed around 0 and (x, y), respectively, and that the mappings f, <f!i, '1/Jj, \1 y<pi, and \1 y'I/Jj 
are strictly differentiable at (x, y) for all i = 1, ... , m + r and j = 1, ... , l + p. Then there 
are nontrivial dual elements 
(.X1, ... , Am+r• z*, u, v) i= 0 with v := (vi. ... , lll+p) 
such that the following optimality conditions are satisfied: 
Ai 2: 0, i = 1, ... , m, Ai E JR, i = m + 1, ... , m + r, 
z* E N(O; e), u E Y, 
Ai<f!i(x, y) = 0, i = 1, ... , m + r, 
llj 2: 0, j = 1, ... , l, llj E JR, j = l + 1, ... , l + p, 
(- \ly'I/J(x,Y),v) E 828(·;A X JR~ X JRP)(fi,/-L,-iil,'lj;(x,y)), and 
m+r -
0 E \lf(x,y)z* + L Ai\l<f!i(x,y) + [\1(\ly<p + (J.t, 'Vy'I/J)(x,y))]*u 
i=l 
-(v, \1'1/J )(x, y) + (0,-\1 y'I/J(x, y)*u) + N ( (x, y); n). 
Proof. This follows directly from the necessary conditions of Theorem 3.2 applied to the 
MOEC problem (8), (44) under consideration due to the equilibrium constraint structure in 
(8) and by the assumptions imposed in the theorem, which ensure the fulfillment of those 
in Theorem 3.2. The reader can check all the details based on the corresponding results 
reviewed in Section 2; see also Ref. 16. 6. 
Observe that our approach and results allow us to avoid many troubles in deriving neces-
sary optimality conditions in problems of bilevel programming; in particular, those related 
to the violation of conventional qualification conditions at the upper level like Mangasarian-
Fromovitz constraint qualifications, etc.; compare, e.g., Refs. 1, 2, 4, 11, 14 among other 
publications. Note also that the second-order subgradients of the indicator function in The-
orem 6.1 can be efficiently calculated for favorable settings overwhelmingly involved into 
finite-dimensional optimization; see the discussion and references after Theorem 5.1. 
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7 Illustrative Example 
In the final section of the paper, we illustrate the scheme of applications of the results 
obtained by the example from nondifferentiable bilevel programming, which reduces to the 
MOEC problem (8) governed by the extended generalized equations (7). 
Example 7.1 (computing optimal solutions to a nondifferentiable bilevel pro-
gram). Consider the one-dimensional bilevel program: 
minimize jxj + jyj, x, y E lR 
subject to y E argmin Hlxl y2 + !Yil y E [-1, 1]}. 
Note that the lower-level minimization problem is a convex one, so it is equivalent to the 
extended generalized equation 
Define the set-valued mappings G: JR2 ==t 1R and Q: lR ==t 1R by 
{ 
(oo, OJ, y = -1, 
Q(y) := N(y; [-1, 1]) = 0, -1 < y < 1, 
[0, oo), y = 1. 
The bilevel programming problem under consideration is equivalent to MOEC (8) with 
the cost function f(x,y) := jxj + jyj, the sets e = fR_,n = IR2 , and the other data defined 
above. Observe that the point (0, 0) satisfies the necessary optimality condition of the main 
Theorem 3.2, since we have 8f(O, 0) = [-1, 1] x [-1, 1] and thus 
(0, 0) E 8 f(O, 0) + D*G(O, 0, 0)(0) + {0} x D*Q(O, 0)(0). 
Further, take any x :f: 0 and y :f: 0 and observe that there is no w E G(x, y) n (- Q(y)). 
Hence the point (x, y) with x :f: 0 is not a feasible solution. 
If x = 0, then we have 
{ 
1, y > 0, 
G(O,y) = -1, y <~, . 
[-1,1], y-o, 
{ 
(oo,O], y=-1, 
Q(y) = o, -1 < y < 1' 
[O,oo), y = 1. 
This shows that there is no y :f: 0 such that G(O, y) n (- Q(y)) :f: 0, which rules out such 
points from those suspicious for optimality. 
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It remains to consider the case of x "/; 0 andy= 0. Then we have G(x, 0) = [-1, 1] and 
Q(O) = {0}, and thus 0 E G(x, 0) n (- Q(O)). It is easy to compute that 
a(lxl + IYI)(x, 0) = { ~~ ~[:{,\1 , x: ~'o, 
D*G(x, 0, O)(u) = {0} x IR, and D*Q(x, O)(u) = {0} for all u E JR. 
Thus such points (x, 0) do not satisfy the conclusions of Theorem 3.2 and hence cannot be 
optimal to the problem under consideration. Summarizing, we conclude that the pair (0, 0) 
is the only point satisfying the necessary optimality conditions of the theorem. In fact, this 
point is the unique optimal solution to the above bilevel program. 
References 
1. Luo, Z.-Q., PANG, J.-S., and RALPH, D., Mathematical Programs with Equilibrium 
Constraints, Cambridge University Press, Cambridge, UK, 1996. 
2. OUTRATA, J. V., KoCVARA, M., and ZowE, J., Nonsmooth Approach to Optimiza-
tion Problems with Equilibrium Constraints, Kluwer Academic Publishers, Dordrecht, 
The Netherlands, 1998. 
3. GIANNESSI, F., Editor, Vector Variational Inequalities and Vector Equilibria, Kluwer 
Academic Publishers, Dordrecht, The Netherlands, 2000. 
4. DEMPE, S., Foundations of Bilevel Programming, Kluwer Academic Publishers, Dor-
drecht, The Netherlands, 2002. 
5. FACCHINEI, F., and PANG, J.-S., Finite-Dimensional Variational Inequalities and 
Complementarity Problems, Springer, New York, 2003. 
6. GIANNESSI, F., Constrained Optimization and Image Space Analysis, I: Separation of 
Sets and Optimality Conditions, Springer, New York, 2005. 
7. MORDUKHOVICH, B. S., Variational Analysis and Generalized Differentiation, II: 
Applications, Springer, Berlin, 2006. 
8. RoBINSON, S.M., Generalized Equations and Their Solutions, I: Basic Theory, Math-
ematical Programming Study, Vol. 10, pp. 128-141, 1979. 
9. ZHANG, R., Problems of Hierarchical Optimization in Finite Dimensions, SIAM 
Journal on Optimization, Vol. 4, pp. 521-536, 1994. 
10. YE, J. J., and YE, X. Y., Necessary Optimality Conditions for Optimization Prob-
lems with Variational Inequality Constraints, Mathematics of Operations Research, 
Vol. 22, pp. 977-997, 1997. 
11. OUTRATA, J. V., Optimality Conditions for a Class of Mathematical Programs with 
Equilibrium Constraints, Mathematics of Operations Research, Vol. 24, pp. 627-644, 
1999. 
12. OUTRATA, J. V., A Generalized Mathematical Program with Equilibrium Con-
straints, SIAM Journal on Control and Optimization, Vol. 38, pp. 1623-1638, 2000. 
13. MoRDUKHOVICH, B. S., Necessary Conditions in Nonsmooth Minimization via 
Lower and Upper Subgradients, Set-Valued Analysis, Vol. 12, pp. 163-193, 2004. 
14. YE, J. J., Necessary and Sufficient Optimality Conditions for Mathematical Pro-
grams with Equilibrium Constraints, Journal of Mathematical Analysis and Applica-
tions, Vol. 307, pp. 350-369, 2005. 
23 
15. FLEGEL, M. 1., and KANZOW, C., On M-Stationarity Points for Mathematical 
Programs with Equilibrium Constraints, Journal of Mathematical Analysis and Appli-
cations, Vol. 310, pp. 286-302, 2005. 
16. MORDUKHOVICH, B. S., Variational Analysis and Generalized Differentiation, I: 
Basic Theory, Springer, Berlin, 2006. 
17. YE, J. J., and ZHU, Q. J., Multiobjective Optimization Problem with Variational 
Inequality Constraints, Mathematical Programming, Vol. 96, pp. 139-160, 2003. 
18. MORDUKHOVICH, B. S., Equilibrium Problems with Equilibrium Constraints via 
Multiobjective Optimization, Optimization Methods and Software, Vol. 19, pp. 479-
492, 2004. 
19. MORDUKHOVICH, B. S., OUTRATA, J. V., and CERVINKA, M., Equilibrium Prob-
lems with Complementarity Constraints: Case Study with Applications to Oligopolistic 
Markets, to appear in Optimization. 
20. OUTRATA, J. V., A Note on a Class of Equilibrium Problems with Equilibrium 
Constraints, Kybernetika, Vol. 40, pp. 585-594, 2004. 
21. AussEL, D., and HADJISAVVAS, N., On Quasimonotone Variational Inequalities, 
Journal of Optimization Theory and Applications, Vol. 121, pp. 445-450, 2004. 
22. RoBINSON, S. M., Variational Conditions with Smooth Constraints: Structure and 
Analysis, Mathematical Programming, Vol. 97, pp. 245-265, 2003. 
23. RocKAFELLAR, R. T., and WETS, R. J.-B., Variational Analysis, Springer, Berlin, 
1998. 
24. BORWEIN, J. M., and ZHU, Q. J., Techniques of Variational Analysis, Springer, 
New York, 2005. 
25. PHELPS, R. R., Convex Functions, Monotone Operators and Differentiability, Springer, 
Berlin, 1993. 
26. IOFFE, A. D., Optimality Alternative: A Non- Variational Approach to Necessary 
Conditions, in Variational Analysis and Applications (Giannessi, F., and Maugeri, A., 
Editors), pp. 531-552, Springer, Berlin, 2005. 
27. BORWEIN, J. M., and STROJWAS, H. M., Tangential Approximations, Nonlinear 
Analysis, Vol. 9, pp. 1347-1366, 1985. 
28. FABIAN, M., and MORDUKHOVICH, B. S., Sequential Normal Compactness Versus 
Topological Normal Compactness in Variational Analysis, Nonlinear Analysis, Vol. 54, 
pp. 1057-1067, 2003. 
29. MoRDUKHOVICH, B. S., TREIMAN, J. S., and ZHU, Q. J., An Extended Extremal 
Principle with Applications to Multiobjective Optimization, SIAM Journal on Opti-
mization, Vol. 14, pp. 359-379, 2003. 
30. GUPTA, P., SHIRAISHI, S., and YoKOYAMA, K., e-Optimality without Constraint 
Qualifications for Multiobjective Fractional Programs, Journal of Nonlinear and Con-
vex Analysis, Vol. 6, pp. 347-557, 2005. 
31. DoNTCHEV, A. 1., and RocKAFELLAR, R. T., Characterizations of Strong Reg-
ularity for Variational Inequalities over Polyhedral Convex Sets, SIAM Journal on 
Optimization, Vol. 7, pp. 1087-1105, 1996. 
32. MORDUKHOVICH, B. S., and 0UTRATA, J. V., Second-Order Subdifferentials and 
Their Applications, SIAM Journal on Optimization, Vol. 12, pp. 139-169, 2001. 
33. LEVY, A. B., and MORDUKHOVICH, B. S., Coderivatives in Parametric Optimiza-
tion, Mathematical Programming, Vol 99, pp. 311-327, 2004. 
24 
