One of the fundamental issues in the operation of a mobile communication system is the assignment of channels to cells and to calls. Since the number of channels allocated to a mobile communication system is limited, e cient utilization of these communication channels by using e cient channel assignment strategies is not only desirable but also imperative. This paper presents a novel approach to solving the dynamic channel assignment (DCA) problem by using a form of real-time reinforcement learning known as Q-learning in conjunction with neural network representation. Instead of relying on a known teacher, the system is designed to learn an optimal channel assignment policy by directly interacting with the mobile communication environment. The performance of the Q-learning based DCA was examined by extensive simulation studies on a 49-cell mobile communication system under various conditions. Comparative studies with the xed channel assignment (FCA) scheme and one of the best dynamic channel assignment strategies, MAXAVAIL, have revealed that the proposed approach is able to perform better than the FCA in various situations and capable of achieving a performance similar to that achieved by the MAXIAVIAL, but with a signi cantly reduced computational complexity.
Introduction
One of the fundamental issues in the operation of a mobile communication system is the assignment of channels to cells and to calls. Since the number of channels allocated to a mobile communication system is limited and the population of mobile users is increasing dramatically, e cient utilization of available communication resources by using e cient channel assignment strategies is not only desirable but also imperative. In a cellular mobile communication system, the service area is divided into a number of subareas called cells, with each cell being served by a base station which handles all calls made by mobile users within the cell. An essential feature of the cellular concept is channel reuse 16, 18] , that is, a single radio channel may be used simultaneously in a number of physically separated cells, provided that a co-channel interference constraint is satis ed. The channel assignment problem involves e ciently assigning channels to each radio cell (or call) in a cellular mobile system in such a way that the probability that incoming calls are blocked and the probability that the carrier-to-interference ratio falls below a prespeci ed value are su ciently low. In other words, the problem revolves around how the limited resource (channels) can be utilized with maximum e ciency.
The existing channel assignment methods may be roughly classi ed into xed and dynamic schemes 18, 21] . In the xed channel assignment (FCA) scheme, a set of channels is allocated to each cell permanently by a frequency planning process. In contrast to FCA, in dynamic channel assignment (DCA) schemes all the channels are available in all the cells and channels are assigned to cells only when they are required; there are no xed relationships between cells and channels. In other words, channel assignment is carried out on a call-by-call basis in a dynamic manner. A number of FCA approaches exist ranging from simple heuristic ones to more mathematically involved ones in which various conventional or non-conventional optimization schemes are applied, including neural networks, genetic algorithm, and simulated annealing 10, 15, 17] . Likewise, a number of DCA schemes have been proposed 4-5, 8-9, 11, 20, 25-26] . It has been concluded that DCA performs better than FCA in terms of blocking probability in the case of nonuniform tra c and light to moderate tra c load. However, the implementation complexity of previously known DCA schemes is generally higher than that of FCA. This paper proposes an alternative approach to solving the dynamic channel assignment problem. The optimal dynamic assignment policy is obtained through a form of real-time reinforcement learning 2-3] known as Q-learning 23]. The scheme is based on the judgement that DCA can be regarded as a large scale constrained dynamic optimization problem in a stochastic environment, and learning is one of the e ective ways to nd a solution to this problem. Instead of relying on a known teacher providing a correct output in response to an input, the system is designed to learn an optimal policy by directly interacting with environment with which it works, a mobile communication environment in our case. Learning is accomplished progressively by appropriately utilizing the past experience which is obtained during real-time operation. The performance of the Q-learning based DCA was examined by extensive simulation studies on a 49-cell mobile communication system under various conditions including homogeneous and inhomogeneous tra c distributions, time-varying tra c patterns, and channel failures. Also, we carried out some comparative studies with the FCA scheme and one of the best DCA strategies, MAXAVAIL 20] . 2 The paper is organized as follows. In Section 2, the problem of channel assignment is stated and some existing assignment schemes are brie y reviewed. The proposed approach for dynamic channel assignment is described in Section 3 with implementation details. Section 4 is devoted to reporting simulation results of applying the proposed scheme to a 49-cell mobile communication system. Various communication environment conditions were considered, including comparative studies with the FCA and MAXAVAIL algorithm. The paper ends with some concluding remarks by summarizing our ndings and outlining future works.
2 Channel assignment problem A. Problem description A core concept in cellular communication system is frequency reuse, that is, the radio channels on the same carrier frequency can be repeatedly used by mobile users in di erent cells, provided that the cells using the same channel are separated by su cient distance. Such cells are referred to as co-channel cells and the interference created by using the same channel simultaneously is known as co-channel interference which is considered to be a major constraint in the channel-assignment task. The co-channel interference is a function of a parameter q known as co-channel reuse ratio de ned by 16] q = D R (1) where D, known as the frequency reuse distance, is the distance between the centers of nearest neighboring co-channel cells and R is the cell radius as shown in Figure 1 where a hexagonal regular cellular layout is assumed. Assume that the minimum acceptable carrier-to-interference (C=I) is 18dB, the minimum reuse distance D has been found to be D = 4: 4R 16] . This means that co-channel cells in Figure 1 should be at least three cells apart.
The channel assignment problem may be simply stated as follows. Assume that there are N cells in a mobile communication system, each of which is served by a base station located at the center of the cell. Also we are given a set of M non-interfering radio channels, implying that adjacent-interference is neglected. Then the channel-assignment task concerns how to assign M channels to N cells and to individual calls subject to the co-channel interference constraint. It is evident that frequency reuse and co-channel interference are two major issues involved in the problem.
B. Fixed channel assignment scheme
In FCA, a subset of the channels available to the radio system is permanently allocated to each cell. There is a de nite relationship between a channel and a cell. A channel can be associated with many cells as long as the co-channel interference constraint is satis ed or equivalently two cells are located at least a co-channel reuse distance D away. In other words, two cells at distance D or more are allocated the same subset of F channels. The number of channels F can be determined by
where
For example, for a reuse distance D = 4:4R, K = 7 and the number of channels allocated to each cell is F = M=7.
To associate channels with cells, a frequency planning process is used in the FCA. Once this is done, the relationship of the channels to cells is xed. This suggests that a call attempt at a cell i can only be served by one of the channels in F(i) allocated to cell i. Consequently, if all the channels in F(i) are in use, a new call attempt at cell i will be blocked even through there may be unoccupied channels in adjacent cells.
Although FCA is relatively simple to operate, there are some potential drawbacks resulting from its use. For example, it is not able to handle unpredicted time-varying tra c patterns such as tra c jams and car accidents, because the capacity it can provide is xed. Also, frequency planning may become more di cult and tedious in a microcellular environment since more accurate knowledge on tra c and interference conditions is required. Dynamic channel assignment is one of the solutions to the problem encountered in FCA.
C. Dynamic channel assignment
The main feature of DCA is that all the channels are available in all the cells, and channel assignment is carried out on a call-by-call basis in a dynamic manner. Therefore, tra c variability can be automatically adapted. This can potentially lead to improved performance, particularly if the spatial tra c pro le is unknown, poorly known, or varies according to time.
The problem a DCA scheme tries to deal with may be described as follows. Assume that there are N cells and M channels in a mobile system. Referring to Figure 1 , let i denote a cell, I(i) the set of cells interfering with i, i.e., those neighbourhood cells that lie at a distance less than a reuse distance D, and B(i; t) the set of all available channels at time t in cell i. A channel k is said to be available if channel k is neither being used in i nor in cell q 2 I(i). Now the problem is, when a new call arrives at i, how do we choose a channel from B(i; t) 6 = ; for the call? Obviously if B(i; t) = ; and no rearrangement (intra-cell hand-o ) with respect to ongoing calls is permitted, the new call will be blocked. On the other hand, if more than one channel is available, a selection strategy should be used.
A number of DCA algorithms have been proposed. A critical review of DCA may be found in our previous report 14]. Here only two types of strategies, namely exhaustive searching DCA and neural network-based DCA, are brie y described because they are relevant to our approach.
The strategies in the exhaustive searching DCA group share the following common features. Each available channel in cell i, say k 2 B(i; t), has a cost (reward) c(k; i; t)
with it. When a new call is attempted, the system searches exhaustively for the channel k with minimum cost (maximum reward):
Then, channel k is assigned to the new call. Some criteria including maximum availability, maximum interferers, and minimum damage have been used. The maximum availability strategy, known as MAXAVAIL 20] , has been claimed to produce the best performance in the case of no intra-cell handovers being involved. The idea is to select channel k from B(i; t) which maximizes the total number of channels available in the entire system S(k)
de ned by
fB(j; t) j k is assigned to cell i g (4) Here it is assumed that channel k is assigned to cell i, where H is the set of cells in the system. Notice that the computational load for calculating B(i; t) can be high because the number of available channels due to the assignment of k must be calculated for every channel and every base station. The DCA problem may be solved by neural network-based approaches. For example, a Hop eld neural network was used in 8]. An energy function associated with a particular cell is formulated by incorporating factors like interference constraints, tra c requirement, and packing condition. Corresponding to this energy function, a Hop eld neural network is constructed. When a new call arrives in cell x, an equilibrium point of the network is found by solving the corresponding dynamic equation iteratively. The stable states (0 or 1) of the neurons represent the desired solution. Another possibility is to use a multilayer feedforward neural network (MFNN) 4]. By providing training data, a MFNN is trained to behave as a speci c DCA scheme does. After the neural network is trained using the back-propagation algorithm, the network is used in real time to give a desired channel number in response to a new call request.
3 Solving the DCA problem through Q-learning Conventional DCA strategies, as described in the last section, completely ignore the experience or knowledge that could be gained during real-time operation of the system. Although the neural network-based approach does have a training stage, it is crucial to have a good teacher (a known DCA algorithm) to guide the training. On the other hand, exhaustive searching approaches are generally time-consuming to nd a solution and are thus ine cient. Here, we propose an alternative approach to solving the channel assignment problem. By regarding the DCA as a large-scale constrained dynamic optimization problem embedded in a stochastic environment, we may obtain an optimal assignment policy through an e ective learning scheme in which learning is accomplished progressively by appropriately utilizing the past experience which is gained during real-time operation.
Learning without a teacher is di cult. A particular learning paradigm we have adopted is known as reinforcement learning (RL) 2]. In RL, a learner aims at learning an optimal control policy by repeatedly interacting with the controlled environment in such a way that its performance evaluated by a scalar reward (cost) obtained from the environment is maximized (minimized). The RL algorithms developed so far are closely related to the well-known Dynamic Programming (DP) procedure developed some decades ago by Richard Bellman 3] . There exists a variety of RL algorithms. A particular algorithm that appears to be suitable for the DCA task is called Q-learning 23] . In what follows, we rst describe the algorithm brie y and then present the details of how the DCA problem can be solved by means of Q-learning.
A. Q-learning algorithm
Assume that the environment, which a learner interacts with, is a nite-state, discretetime, stochastic dynamical system as shown in Figure 2 . Let X be the set of possible states, X = fx 1 ; x 2 ; ; x n g and A be a set of possible actions, A = fa 1 ; a 2 ; ; a m g.
The interaction between the learner and the environment at each time instant consists of the following sequence:
The learner senses the state x t 2 X.
Based on x t , the learner chooses an action a t 2 A to perform.
As a result, the environment makes a transition to the new state x t+1 = y 2 X according to probability P xy (a), and thereby generates a return (cost) r t .
The r t is passed back to the learner and the process is repeated.
The objective of the learner is then to nd an optimal policy (x) 2 A for each x, which minimizes some cumulative measure of the costs r t = r(x t ; a) received over time. A particular measure, which is referred to as the total expected discounted return (cost) over an in nite time horizon, is given by
where E stands for the expectation operator and 0 < 1 is a discount factor. V (x) is often called the value function of the state x. Equation (??) can be rewritten as 23]
where R(x; (x)) = Efr(x; (x))g is the mean value of r(x; (x)). The optimal policy satis es Bellman's optimality criterion,
The task of Q-learning is to determine a without knowing R(x; a) and P xy (a), which makes it well suited for the DCA problem. This is achieved by reformulating equation The Q-learning process tries to nd Q (x; a) in a recursive manner using available information (x t ; a t ; y t ; r t ), where x t and y t (= x t+1 ) are the states at time t and t + 1 respectively; and a t and r t are the action taken at time t and the immediate cost due to a t at x t , respectively. The Q-learning rule is Q t+1 (x; a) = 8 < :
Q t (x; a) + Q t (x; a) if x = x t and a = a t Q t (x; a) otherwise (7) where is the learning rate, and Q t (x; a) = fr t + min b Q t (y t ; b)]g ? Q t (x; a):
It has been shown 24] that if the Q-value of each admissible (x; a) pair is visited in nitely often, and if the learning rate is decreased to zero in a suitable way, then as t ! 1, Q t (x; a) converges to Q (x; a) with probability 1. Q-learning is a method of asynchronous dynamic programming. However, unlike traditional dynamic programming, the Q-learning algorithm is model-free in the sense that its operation does not need to know the state transition probabilities of the system and it can be used in an on-line manner. In addition, Q-learning is computationally e cient. It does not maintain two memory structures, the evaluation function and the policy; rather, it maintains only one memory structure, namely, the estimated Q value of taking action a at state x.
B. DCA-Q-learning formulation
The mobile communication system can be considered as a discrete-time event system. As shown in Figure 3 , without considering handovers the major events which may occur in a cell include new call arrivals and call departures due to the completion of the call. These events are modeled as stochastic variables with appropriate probability distributions. In particular, new call arrivals in cell i are independent of all other arrivals and obey a Poisson distribution with a mean arrival rate , as shown by P n (t) = Prob fn arrivals occur in (0; t)g = ( t) n n! e ? t : (8) The inter-arrival time arrival has an exponential density, de ned by f( arrival ) = e ? arrival : (9) Call holding time holding is assumed to be exponentially distributed with a mean call duration 1= . The density function is given by f( holding ) = e ? holding : (10) To utilize the Q-learning scheme, it is necessary to formulate the DCA into a dynamic programming problem, or equivalently, to identify the system state x, action a, associated cost r, and the next state y.
1) State. Recall that it is assumed that there are N cells and M channels available in the mobile communication system. We de ne state x t at time t as x t = (i; A(i)) t where i 2 f1; 2; ; Ng is the cell index specifying there is an event, either call arrival or departure, occurring in cell i. A(i) 2 f1; 2; ; Mg is the number of available channels in cell i at time t, which depends on the channel usage conditions in cell i and in its interfering cells I(i).
To obtain A(i) at time t, we de ne the channel status for cell q; q = 1; 2; ; N, as a M-dimensional vector: u(q) = fu 1 (q); u 2 (q); ; u M (q)g where u k (q) = 
where s k (i) is the logical negation of s k (i).
2) Actions. Applying an action a is to assign a channel k from A(i) available channels to the current call request in cell i. Here, a is de ned as a = k; k 2 f1; 2; ; Mg and s k (i) = 0:
3) Costs. The cost r(x; a) assesses the immediate cost incurred due to the assignment of a at state x. More speci cally, it is a cost of choosing channel k to serve the currently concerned call attempt in cell i. There are many possibilities to de ne r. Here, we assess the cost of applying action a = k by evaluating usage conditions in co-channel cells associated with cell i. The basic idea is to assign higher costs to those usages in which co-channel cells are located further away from cell i. And thus, the lower costs are associated with those usages in which co-channel cells have minimum compact distance. More speci cally, r(x; k) is calculated by the following weighted sum:
r(x; k) = n 1 (k)r 1 + n 2 (k)r 2 + n 3 (k)r 3 : (12) In the above equation, n 1 (k) is the number of compact cells in reference to cell i in which channel k is being used. Compact cells are the cells with minimum average distance between co-channel cells 26]. In the case of a regular hexagonal layout shown in Figure 1 , compact cells are located on the third tier with three cells apart; n 2 (k) is the number of co-channel cells which are located on the third tier but not compact cells in which channel k is being used; n 3 (k) is the number of other co-channel cells currently using channel k; and r 1 ; r 2 , and r 3 are constant sub-costs associated with the above-mentioned conditions related to n 1 (k); n 2 (k), and n 3 (k), respectively. The ordering relation between r 1 ; r 2 , and r 3 should be kept in such a way that r 1 < r 2 < r 3 . For example, r 1 = ?5; y 2 = ?1, and r 3 = +1 were used in the simulation studies reported in the next section. 4) Next state. According to the de nition of state x t described before, the state transition from x t to x t+1 is determined by two stochastic events, call arrivals and call departures. Therefore, the next state y = x t+1 can be obtained whenever one of these events occurs. However, in this paper only call arrivals are treated explicitly as sources to trigger the state transition in which actions, i.e., channel assignments are required to be taken. Although call departures do alter the number of available channels, we will not carry out any actions for them (here no intra-cell handover is considered) except to release the channel on which a call is just completed.
C. Algorithm implementation
Having speci ed the state, action, cost, and next state, we are ready to describe a detailed implementation of the Q-learning algorithm for solving the DCA problem. Figure 4 illustrates the structure of the Q-learning based DCA system. As pointed out in section 3.A, Q-learning is an on-line learning scheme. In our case, it means that the task of learning a good assignment policy and assigning a channel to a call attempt can be performed simultaneously. The system using Q-learning, however, may work in a fashion consisting of two successive procedures, learning and assigning. The Q-value is rst learned on-line with a su ciently long time period, 3 with the learned Q-values being stored in a representation mechanism. Then the task of on-line assignment is carried out by using the learned Q-values. Here, an important issue arises as to how to store the Q-values.
There exists a variety of approaches to representing the Q-values 2]. Look-up table is the most straight-forward method. It has the advantage of being both computationally e cient and completely consistent with the structure assumption made in proving the convergence of the Q-learning scheme. However, when the input space consisting of state-action pairs is large or the input variables are continuous, using look-up table can be prohibitive because memory requirement may be huge. In this case, some function approximators such as neural networks may be used in an e cient manner. As expected, a second learning (or training) procedure will be involved in which the network parameters such as weights are determined. In this report, both the look-up table and the neural network are considered as the representational mechanism. Now the steps concerning learning and assigning corresponding to Figure 4 are given as follows:
Step 1: state-action construction. Construct current state x t = (i; A(i)) by identifying the current cell number i and using channel usage information associated with i and its interfering cells. Also, nd a list of m x available channels denoted by the set L(m x ). Here, we use m x , instead of A(i), to signify explicitly the number of available channels corresponding to state x t .
Step 2: Q-value retrieval. Form a set of m x argumented inputs x a = (x t ; k); k 2 L(m x ) and feed them into the Q-value representation mechanism, thereby deriving a set of m x Q(x t ; k) values.
Step 3: channel assignment. According to the de nition of the Q-values, the optimal action, i.e., the optimal channel k , is the one with minimum Q-values, k = min k2L(mx) fQ(x t ; k)g ; (13) as indicated in Figure 4 .
Step Step 5: network parameters update. If the Q-value is stored in a neural network or any type of approximator, the second learning procedure (training) is necessary to learn the weight parameters associated with the network. In this case, Q(x t ; k )?Q(x t ; k ) is served as an error signal which is back-propagated.
It can be seen that if the Q-values are learned and represented faithfully, the task of assignment with learning being stopped can be very e cient, since in this case only the rst four steps are involved. Figure 1 , it cannot be reused in two tiers of adjacent cells with i because of unacceptable co-channel interference levels. Thus there is at most 18 interfering cells for a speci ed reference cell.
The assumptions and the parameters used in the simulation include:
New call arrivals obey Poisson distributions with uniform and nonuniform mean inter-arrive times among the cells. The mean arrival rate can be from 20calls=hour to 250calls=hour in each cell.
The call-holding time obeys an exponential distribution with a mean call-duration 1= . Throughout this report, 1= = 180 seconds was used for all calls.
The o ered tra c i in cell i is given by i = :
There are M = 70 channels available in the system, although the number of channels can vary.
Blocked new and handover calls are dropped and cleared (Erlang B).
2) Performance evaluation. The performance of a channel assignment algorithm at a particular tra c loading was assessed by measuring the new call blocking probability P n , given by P n = number of blocked calls in a cell number of new call arrivals to that cell : (14) Because Erlang B is assumed, the performance of the DCA can be readily compared with that of the FCA. The blocking probability in cell i in the case of FCA is given by k! (15) where i and m i are the o ered tra c and the number ( xed) of available channels in cell i. However, notice that the blocking probabilities of using the FCA in various conditions described in the next subsection were calculated by operating the simulated system instead of using the above formula.
3) Simulation procedures. To simulate the mobile communication system as a discreteevent dynamic system, a simulation clock is maintained. It gives the current value of simulated time of the whole system. The simulation clock is advanced according to the time of occurrence of the most imminent future event, which can be a call arrival or a call departure. To this end, it is necessary to maintain dynamically a list of future events. If the event occurring is a call arrival, a set of steps described in Section 3.C is performed, resulting in either the call being blocked or served by a channel. If necessary, learning is carried out. On the other hand, if the event occurring is a call departure, the occupied channel is released. After the event is processed accordingly, the channel usage information in each cell is updated and the time clock is advanced. To calculate the system performance, the number of new call arrivals and the number of blocked calls are recorded.
B. Results
A set of simulations were carried out, including the cases of homogeneous and inhomogeneous tra c distributions, time-varying tra c patterns, and channel failures. For the purpose of comparison, the results due to the FCA and the maximum availability based-DCA algorithm, MAXAVAIL 20], were included. The reason for selecting the MAXAVAIL is that it has been claimed to be one of the best DCA algorithms in the sense that its performance is close to the best achievable in this class of channel assignment algorithms where no intracell handovers are involved. 1) Uniform distribution. In this case, the tra c load was assumed to be the same among all 49 cells. Six di erent 's in Erlangs were used, being 5,6,7,8,9, and 10 which are equivalent respectively to call arrival rates of 100, 120, 140, 160, 180, and 200 calls/per hour. Two Q-value representation mechanisms were considered. In the rst place, a three-dimensional look-up table was used. The Q-values were learned by running the simulated mobile communication system for 30 simulated hours with a constant arrival rate being 120 calls/per hour. The discount factor was chosen to be 0.5 and the learning rate was designed to be state-action dependent varying with time. More speci cally, each state-action (x; a) was associated with a learning rate t (x; a) which was inversely proportional to the frequency t (x; a) of the (x; a) being visited up to the present time. That is, t (x; a) = 1= t (x; a) with t (x; a) = t?1 (x; a) + 1 ( if (x; a) is visited) and 0 (x; a) = 0. The parameters in cost evaluation of eqn (12) were r 1 = ?5; r 2 = ?1;and r 3 = +1. The learned table was then used to assign the desired channel in the same communication system but with six di erent tra c load conditions.
The same procedures were applied to the situation where a multilayer neural network 13] was used to represent the Q-values. The network with 3 inputs representing state-action values, 8 non-linear hidden units with sigmoid functions, and 1 linear output unit representing the Q-value was trained on-line for 30 simulated hours by using the back-propagation algorithm in conjunction with the Q-learning. The learning rate and momentum gains for network training were 0.3 and 0.9, respectively. The trained network was then used to select a desired channel in response to a call attempt. Figure 5 shows the blocking probabilities of using the Q-learning with the table structure (marked by \+"), and with the neural network structure (marked by \ "). The results due to FCA (marked by \ "), and MAXAVAIL (marked by \ ") are also shown. For the FCA scheme, each cell was assigned 70=7 = 10 channels because a 7-cell cluster pattern was assumed. The testing time for all the algorithms was 5 simulated hours.
It can be seen from Figure 5 that the Q-learning based DCA can perform better than the FCA although the improvement degree gained by the DCA decreases slightly with the increase in tra c load. For the interesting range of blocking probability 2% ? 6%, an increase in carried tra c of 20% can be obtained. Compared with the MAXAVAIL scheme, we conclude that the Q-learning based DCA strategies are able to achieve a performance similar to that achieved by the MAXAVAIL. However, the computational complexities are quite di erent. This issue will be discussed in some details in Section 4.C.
2) Nonuniform distribution. Figure 6 shows a case 25] in which the tra c densities in terms of calls/per hour are inhomogeneously distributed among 49 cells. The average arrival call rate is 91.83 calls/per hour. Figure 7 shows the blocking probabilities of using the four methods described in the uniform case against the arrival rates which were increased by 0; 20; 40; 60; 80; 100 percent over the base rates given in Figure 6 . Figure  7 indicates some signi cant improvements of the DCA algorithm over the FCA scheme, namely about 50 percent increase in the tra c load at the same blocking probabilities. This is somewhat expected because the DCA scheme is on a call-by-call basis and thus is able to adapt to the spatial nonuniform situations. However, for the FCA to perform better, the tra c in the system should be as homogeneous as possible.
We notice that the Q-learning-based DCA, whether using the table or the neural network, again performed as well as the MAXAVAIL did. It is interesting to observe that neither the table nor the neural network was relearned and retrained. The Q-values learned in the uniform case were used. Figure 8 gives another example where the base tra c loads are given in Figure 9 25] with average arrival rate 106.53 calls/per hour. As expected, the DCA schemes in this case did not perform as well as in the case of Figure 7 in terms of the improvement degree over that obtained by the FCA approach. This is partly because the tra c loads were higher than those of Figure 7 .
3) Time-varying tra c load. The tra c load in telephony systems is typically timevarying. Figure 10 shows a pattern concerning call arrivals during a typical business day from 0:00 hour to 23:00 hours 12]. It can be seen that the peak hours occur around eleven hours and sixteen hours. Figure 11 gives the simulation results under the assumption that the tra c load was spatially uniformly distributed among 49 cells (maximum 165 calls/per hour) but followed the time-varying pattern given in Figure 10 . The blocking probabilities were calculated on an hour-by-hour basis. The result obtained using the Q-learning with the table structure is shown in Figure 11 (a) whereas that due to the FCA approach is shown in Figure 11 (b). The improvement of the Q-learning based DCA over the FCA is apparent. For example, the number of hours at which the blocking probabilities were over 4% is 2 in Figure 11 (a), whereas that number is 4 in Figure 11 (b) .
We also examined the case in which the tra c loads were both spatially nonuniformally distributed and temporarily varying. Figure 12 gives the results due to the Q-learning with the table structure (Figure 12 (a) ) and the FCA (Figure 12 (b) ). The spatial distribution was in accordance with that given in Figure 9 and the temporal distribution was consistent with that given in Figure 10 . As expected, a more signi cant improvement in terms of blocking probability was seen in this case than that in the uniform distribution case. In particular, if again a 4% blocking probability is set to be a threshold, the number of exceeding that threshold is 4 in Figure 12 (a) and 10 in Figure 12 (b) .
4) Equipment failure and on-line behaviour. In a mobile communication system, equipment failure during the normal operating hours may occur. To simulate this situation, we assumed that the various equipment failure cases will result in some frequency channels being temporally unavailable. Figure 13 gives an example where the e ect of channel failure on the system blocking probability was demonstrated under the Q-learning based scheme with the table representation structure. The call arrival rate was 180 call/per hour in all the cells. There were 70 channels available initially and, during ten to fteen o'clock, 0 (solid line), 3 (dotted line), 5 (dashed line), or 7 (dash-dotted line) channels were temporally shut down and thus not available for use. By comparing the results, it seems that the channel assignment algorithm possesses certain robustness to channel failure situations, particularly when the number of the failed channels is small, e.g., 3 to 5.
Finally we examined the on-line behaviour of the Q-learning based DCA in the sense that both learning and assigning operations were carried out simultaneously. Figure 14 (a) shows one of the results where the blocking probability was computed accumulatively over two days (48 hours). The call arrival rates were nonuniformally distributed as shown in Figure 9 with the averaging varying according to Figure 14 (b) . Some improvement due to on-line learning can be seen in Figure 14 (a) in the sense that the accumulated blocking probabilities during the second day were generally lower than those during the rst day. A similar behaviour was observed in another case as shown in Figure 15 (a) where the call arrival rates were nonuniformally distributed as shown in Figure 9 with the averaging varying according to Figure 15 (b) .
C. Computational issues
The results given in Figures 5, 7 , and 8 suggest that Q-learning based DCA strategies are able to achieve a performance similar to that achieved by the MAXAVAIL. However, the computational complexities are quite di erent. In the process of assigning a channel, the complexity of using a table or neural network depends primarily on the number of channels, or more precisely, the number of available channels N ava . N ava ? 1 comparisons with respect to N ava Q's are needed to make a decision. To obtain individual Q's, in the case of table representation, it is a matter of index addressing which can be very fast. In the case of neural network representation, it depends on the size of the network. In our case, approximately 2 (3 + 1) 8 = 64 operations (multiplications or additions) were required. 4 Notice that network size is independent of the number of channels M and the number of cells N. Therefore, the total number of operations needed to assign a channel are (N ava ? 1) + N ava 1 for the table representation and (N ava ? 1) + N ava 64
for the neural network case as shown in Table 1 . As an example, 19 and 649 operations (comparisons, additions, or multiplications) will be needed in the table and neural network cases, respectively, if we assume that 10 channels are available.
The complexity of the MAXAVAIL scheme depends on the number of channels, the number of the cells, and the number of interfering cells. Besides N ava comparisons, for each available channel the availability of that channel in each of N cells is checked. For each cell, N 0 interfering cells (in our case N 0 can be 18) have to be visited to determine the channel status in that cell, requiring roughly M Or operations and M addition operations for each visit. Thus, the total number of operations needed to assign a channel is (N ava ? 1) + N ava N (N 0 (M + M)) as given in Table 1 . If we assume again that 10 channels are available, the number of operations using the MAXAVAIL scheme would be 9 + 10 49 (18 (70 + 70)) 1: 23 10 6 !. In terms of storage requirement, however, the MAXAVAIL method possesses lowest number of memory units since it does not need to memorize much knowledge. The table based Q-learning requires a higher number of memory units, the maximum of which in our case is 70 70 49 = 240100, whereas (3 + 1) 8 = 32 memory units are needed to store the weights in the case of the neural network-based Q-learning approach. It should be mentioned that it is highly possible to reduce the storage requirement of the table based Q-learning by using some localized network such as CMAC, CPN, or RBF network.
Conclusion
We have described a novel approach to the problem of dynamic channel assignment. The optimal assignment policy is obtained by using a self-learning scheme based on Qlearning. The real-time simulation studies carried out in a 49-cell mobile communication system have demonstrated that the proposed approach is a practical alternative to existing schemes. In particular, comparative studies with the FCA and the MAXAVAIL based DCA algorithm have suggested that the Q-learning based DCA is able to perform better than the FCA in di erent situations, including the tra c load being spatially uniformly and nonuniformly distributed, and being time varying. Also, the new approach is capable of achieving a performance similar to that achieved by the one of the best known DCA algorithm, MAXIAVIAL. However, the on-line computational e ciency of the proposed approach is far better than that of the MAXAVAIL. This is a de nite advantage of our approach since the time e ciency can be a critical issue in real time implementation.
While the current result seems to be encouraging, there certainly exist some issues worth pursuing further. First, some practical matters must be considered if the approach is to be considered for implementation in a real system. They include the problem of scaling to larger systems with large number of cells and channels, and distributed implementation in each base station. Secondly, to use the DCA algorithm more e ciently, some limited number of intracell handovers may be considered so as to create more favourable conditions for future use. The third point that warrants investigation is how to introduce some fuzzy concepts and algorithms 19] into learning or computing procedures. For example, the interference conditions may be expressed by fuzzy terms, leading to soft constraints. This makes sense since the coverage of the cells in reality is not clearly de ned but with fuzzy boundaries (overlapping each other to some degree). Finally, it may be worthwhile to explore the possibility of keeping the table structure to represent the Q-value but with a reduced storage requirement by using some localized neural network con gurations. 
