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Part I
A B S T R A C T
4To meet stringent control and emissions requirements, diesel fuel injectors need
to be characterised accurately in terms of timing and rate of change of mass flow
rate. Such characterisation is carried out with various rate metering devices which
overwhelmingly utilise a liquid into liquid injection process. These devices have
historically been hampered by unwanted ’noise’ in the measurement signal whose
source was poorly understood and mitigation relied on post processing filtering tech-
niques.
A model of a constant volume metering device with optical access was constructed
and a hybrid schlieren laser imaging technique applied to the flow field external to
the nozzle with simultaneous chamber pressure measurement. This technique is sen-
sitive to the second derivative of density and so directly able to visualise pressure
waves within the domain. LES simulations were also performed to extract relation-
ships not available through experimental data.
The experimental results show cloud cavitation in the shear layer of the jet whose
vapour bubbles begin collapsing shortly after injection begins and persist more than
500µs after the end of injection. Compression waves due to the collapse of cavitation
bubbles are visualised directly and parameters such as their spatial origin and time
are calculated. Compression wave diffraction, reflections and interaction between in-
dividual jets are demonstrated. The ’noise’ in a constant volume chamber is therefore
shown to actually be an accurate representation of the pressure field arising from the
superposition of complex flow phenomena in the near field of the injector nozzle due
to an interaction of pressure waves and cavitation.
The novel use of a hybrid schlieren technique demonstrates the utility of this ar-
rangement to fully three dimensional problems. Cavitation and its associated pro-
cesses are shown to be the dominating force in liquid to liquid injection processes
for the flows encountered in fuel injection metering.
5Figure 1: Visualised compression waves from vapour bubble collapse during an injection
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1
I N T R O D U C T I O N T O D I E S E L E N G I N E S A N D I N J E C T O R S
1.1 motivation :
This work is primarily motivated by the need for an more accurate representation
of the physical processes underlying the pressure signals obtained from an diesel
fuel injection rate meter. Experimental observations from a typical embodiment of
each of the major device classes have yielded similarities in that they all share a
liquid into liquid injection process with subsequent measurement of pressure time
histories. These pressure signals have historically required varying degrees of ’noise’
filtering and processing to develop a subsequent rate of change of mass flow rate
curve with associated logical and quantity parameters. Currently there does not exist
a clear consensus as the cause, mechanism and influence of any pressure fluctuations
although it has been speculated that pressure wave reflections and cavitation may
play a role.
Objective: The aim of this thesis is to develop a consistent body of evidence re-
garding the physical processes involved in high pressure liquid into liquid injection
techniques. The application used as a focus for this work is the injection rate meter
system used to characterize rate of change of mass flow rate (’Injection rate’) from
a high pressure common rail diesel fuel injector. These injectors typically operate
at system pressures up to 3500 bar using nozzle holes of the order 200µm which
results in a highly energetic liquid jet. Knowledge of the local flow conditions for
such jets would have an impact on measurement system design, operation and pro-
cessing algorithms which in turn have important commercial considerations for the
development of next generation injectors. A combined experimental and simulation
approach is used with emphasis on the fundamental physical processes.
Scope: A general introduction to diesel engines and injectors is given in this chap-
ter with an explanation of the importance of accurate fuel metering as it relates to
engine performance and emissions. This is followed by a brief introduction to the
major classes of measurement system commonly in use and the available literature
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as it pertains to their operation. Three primary approaches are identified based on
’constant pressure’, ’constant volume’ and ’strain energy’ models with the common
underlying element of liquid into liquid injection. Technical and practical consid-
erations are given and discussion of the constant volume model from a theoretical
perspective is then undertaken.
Chapter 2 reviews the relevant fluid flow physics of submerged jets, cavitation,
and compressible liquid phenomena (pressure waves and shockwaves) and vortices
as it relates to the application question.
Chapters 3 and 4 are concerned with the method, results and discussion of initial
rate tube trials and more in depth results from a novel optically accessible constant
volume test chamber. This optically accessible chamber was sized to give some ap-
plicability to commercial devices.
Chapters 5 introduces modelling concepts for Computational Fluid Dynamics (CFD)
simulations and briefly reviews the literature specific to fuel injectors, micro channels
and cavitation in the current context. The available best practice for the boundary
conditions and solver mechanics are shown to be lacking in specific areas pertinent
to compressible, multiphase flow through orifice/nozzle like conditions.
Chapter 6 and 7 are the setup, validation and results of simulations of micro chan-
nel geometries (as a simulacrum of a nozzle delivering fuel into fuel) for various
configurations. Tools in the form of code (in various languages) were developed and
tested in an attempt to address the shortcomings identified in the previous chapter.
Pressure and velocity flow field data unavailable from the experimental results are
resolved and further speculation is made as to the efficacy of the resolution capability
to underlying processes.
Chapter 8 summarises the conclusions and makes recommendations for further
work to extend both the experimental and simulation campaigns.
1.2 background on the problem
Diesel engines currently occupy an overwhelming fraction of the heavy duty prime
mover market. The next generation of diesel engines are expected to meet increas-
ingly stringent targets for emissions, efficiency and torque delivery. These targets are
driven by the increased global demand for more environmentally friendly, cleaner
combustion technologies. In Europe, the emissions legislation currently places limits
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on NOx, CO and particulates for on-highway use vehicles which are defined in [4].
The US market has similarly stringent regulations on emissions controls with new
efficiency requirements and requirements over the ’life of the vehicle’ [6] as opposed
to ‘start of life’ or ‘0km requirements’. To help meet these requirements, engine man-
ufacturers are utilising highly optimised strategies such as multiple injection and
fuel injection rate shaping. These collectively challenging demands on engine devel-
opers put similarly challenging demands on the fuel injection equipment which is
traditionally seen as the primary enabler for improving combustion control.
Diesel injectors have evolved rapidly from the early days when a single hole pintle
type nozzle was opened via the pressure differential across a spring backed needle.
Such as system was actuated via the high pressure fuel in the supply line which
was controlled by the diesel pump delivery and in this way timed against engine
operating requirements. These systems worked relatively well for single speed oper-
ation when efficiency and pollutants were not major considerations. The evolution
of these basic systems was driven by the need for increased output whilst retaining
the higher efficiency of diesel engines compared their spark ignition equivalents due
to pumping and throttling losses. Moving on from the early pintle injectors, the next
major development was in electronically controlled injectors, e.g. the Delphi E1 in
which a remote mounted solenoid acted on a control line to a needle backing cham-
ber which was subsequently vented in order to actuate the nozzle needle. External
remote systems proved to be superior in the timing control afforded to engine de-
velopers, showing the path to what further improvements may be available. Twin
valve systems such as the Delphi E3 series incorporated a pressure control valve
and a nozzle control valve in the same package, allowing for a significant reduction
in physical space required as well as co-locating the pressure generation and deliv-
ery requirements. This meant that a single inline package could be driven directly
from overhead cam type engines with an integrated plunger providing the necessary
pumping element. This proved to be advantageous for a number of reasons, for ex-
ample the start and end of injection could now be varied relative to the desired start
of injection pressure for a high level of control of the rate of injection (the rate of in-
jection being determined by needle position and system pressure). Further increases
in the control of injection rate would come with the current generation of common
rail topologies such as the Delphi F2 [7] range that have been developed to utilise a
variety of possible pump configurations.
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With increasing demands from legislation regarding the allowable emissions out-
put from diesel engines, emphasis has been on the continuous improvement of the
Direct Injection (DI), High Pressure Common Rail System (HPCRS). The common
rail architecture brings a number of significant benefits for engine manufacturers
which means it is now the overwhelming choice on systems to meet current regula-
tory requirements. These benefits include complete disassociation of pumping events
from injection events (and potentially engine events), system pressure independent
of engine speed or load, actual pressure during injection is more tightly controlled
(pressure stability) and modular components to meet specific mission requirements
which drive down costs. Since energy is stored in a reservoir (rail), losses are typi-
cally reduced to a minimum which allows for higher overall system efficiency with
increased maximum pressure which in turn improves the atomization and spray
break up properties. This has become the preferred system because of the excellent
flexibility that it represents for engine calibration and configuration. Furthermore,
decoupling the pumping and injection elements allows greater optimisation through
advanced electronic control systems. At the same time injection delivery timing and
quantity can be controlled in response to secondary application requirements such
as soot reduction during transients, cold starting, reheat of SCR etc [43].
Since increasing the rail pressure leads to an improvement in atomization at the
nozzle due to the higher energy available for droplet breakup, in medium and heavy
duty applications, this has meant that average system pressures have risen from
~1500 bar to ~2500 bar with commercially available systems topping 3000 bar [50,
148]. The benefits of increasing system pressure alone are not sufficient to bring
about the necessary improvements to meet the next level of emissions and so man-
ufacturers have moved towards increasingly complex system controls in order to
achieve the targets set.
The ultimate driver for diesel injector technology is defined by the regulatory
framework for the control of engine out emissions, in the past this has meant an
overall rise in rated system pressure as this was seen as the path to better spray
characteristics and hence combustion performance. Research into a number of alter-
native combustion strategies such as HCCI [84] and PCCI have shown however that
the benefits of higher injection pressure may decline after ~3000 bar as the increased
work input is offset by the general stagnation in reduction of fuel droplet size and
dispersion. Instead, customisation of the rate of heat release and piston bowl shape
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to optimise a particular mode are more beneficial in controlling the combustion pro-
cesses and hence emissions.
In order for injection systems manufacturers to develop new products to meet
engine requirements, detailed measurements of the injector characteristics must be
made which include timing parameters, rate shape and the total mass delivered per
engine cycle. As the system rail pressure increases and injection duration become
shorter (in order to deliver the same quantity of fuel), the relative importance of
measuring and understanding the delivery characteristics has become much larger
[69].
The instantaneous mass flow rate curve is of particular interest due to increasing
optimisation of features such as multiple injections and modified (or variable) rate
shape concepts. Multiple injection strategies are now common and consist of the de-
composition of the total fuel required for a combustion event into several individual
discrete injections. A typical cycle may consist of a pilot injection, main injection,
post injection and late post, with each having a specific role and requirement in the
overall strategy. A pilot injection may be less than 1% of the total required heat input
and has been shown to improve mixture preparation and reduces engine noise by
reducing the peak rate of heat release and hence peak cylinder pressures. The main
injection delivers the bulk of the energy content required at the given operating load
point and is generally required to form a homogeneous mixture with the now par-
tially combusted constituents before auto ignition occurs. Post injection may be used
to reduce the formation of pollutants through post combustion mixing and soot oxi-
dation [65]. So called late post injection may be of no benefit to the combustion event
but may well serve as a reheat source for the temperature control of SCR or other
catalytic systems. It can be seen then that the overall fuel delivery strategy may be
complex, with overlapping demands on the final quantities and timing for correct
fuel input.
Variable rate shape is a promising new technology that attempts to directly control
the rate of heat release parameters through the shot to shot management of the rate
of mass flowrate through the nozzle. This is typically accomplished using a digital
method on existing injectors where the control logic is pulsed in rapid succession
to produce a mean mass flow at the desired rate (analogous to a PWM system).
Alternatively, extra internal valves may be used to throttle the flow to the nozzle or
a direct acting piezo system could be utilised for infinite control of the nozzle needle
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lift (in this case the nozzle needle acts as the throttling mechanism). Rate shaping
has been shown to give specific advantages in, for example, the premixed phase of
combustion and resultant NOx production [33, 73].
A number of commercial devices exist to measure injection characteristics which
can be classified into the following three basic categories: constant volume, constant
pressure and the ’Bosch’ rate tube (which operates on the pressure-velocity relation).
A description of each of these will follow but it should be noted that all the above
device types involve liquid into liquid injection.
Considering that a typical full load injection requirement may be greater than
250mg while a typical idle or cold start pilot injection quantity may be less than 5mg
means that injection measurement devices must cover a large dynamic range. The
production tolerances for engine out emissions requires the fuel injection system be
made to exacting standards and must perform repeatably in terms of both overall
delivery and rate of injection. The dynamic range of any measurement instrument
must also take this into account with the multiple injection strategy above: it is likely
that small injections targeted at the 1-5mg range will need to be measured to the
same accuracy and precision as large injections of 250mg or more. This leads to a
dynamic range of 1000:1 which is outside the current scope of many commercial
metering systems.
In addition to industry requirements for fuelling control purposes, there is also
a growing need from within the research and experimental community for rate of
injection measurement improvements as the current best practices have large un-
certainties [104]. No robust experimental data with which to validate simulations
against leads to difficulties in the progression of appropriate models, particularly in
the area of aerodynamic breakup and sprays. This issue is exacerbated for the first
200µs of injection when the largest changes in velocity and mass flowrate occur. Due
to this problem, modelers have taken a number of differing simplified approaches,
each with its own drawbacks: a top hat model gives good analytical results but does
not represent the real injector whilst using measured values directly from current ex-
perimental techniques can lead to artifacts that are numerically challenging to solve
and may not be representative due to these uncertainties.
The difficulty in achieving high standards of measurement both during the devel-
opment phase as well as the manufacturing phase for fuel injectors is the accurate
and repeatable measurement under a range of conditions. Theses conditions must
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cover a wide variety of operating parameters such as fuel temperature (typical spec-
ification is -40 to 70 degrees C but more usually tested in the 30-70 degrees C range),
variable rail pressure, single injection from 1mg to 500mg and multiple injections
with wide temporal spacing (up to 9 per engine combustion event). In addition, the
back pressure (the pressure into which the injectors delivers or the downstream pres-
sure) is also a factor to consider. If the measurement system does not adequately
control and account for the back pressure seen by the nozzle then the results may
be erroneous since the typical coefficient of discharge through an nozzle is directly
proportional to the root of the pressure difference until choked flow occurs. Quantifi-
cation of the exact fuel properties also plays an important role in the test results since
the value for critical parameters such as density, vapour pressure and bulk modulus
can vary significantly between fuels such as Diesel, Bio-diesel and surrogate fuels
such as ISO 4113 [28, 71, 88].
2
R E V I E W O F M E A S U R E M E N T S Y S T E M S A N D T H E R E L E VA N T
P H Y S I C S
In this chapter commercially available rate meters are examined with a brief dis-
cussion of their operating method, advantages and disadvantages. A review of the
available literature is undertaken as pertains to the most relevant physics of their
operation which results from the energetic, high speed jet formed at the nozzle exit.
The shared element between the many variations of rate meter is that they all dis-
charge the nozzle into a liquid medium (hence all have a liquid into liquid injection
process), the working fluid of which is typically fuel or fuel surrogate.
Liquid into liquid injection processes occur in applications such as submerged jets
for propulsion [38], drilling [62] and biomechanics [103] in addition to the area of
interest in this study, the injection rate mater. A brief review of the salient points
regarding this process is undertaken covering cavitation, pressure waves from cavi-
tation bubble collapse and the flow structures which influence or interact with cavi-
tation such as vortices and turbulence.
Cavitation is reviewed under two sub headings which represent cavitation as it
occurs internal to the nozzle and cavitation which occurs externally to the nozzle.
Although the underlying mechanism for the generation of cavitation is the same, a
significant difference exist in the form and character due to the bounding geometry
in which cavitation is manifested. An extensive body of literature exists regarding
the internal nozzle cavitation specifically related to diesel fuel injectors [25, 35, 100,
115, 123]. Studies whose focus is cavitation external to a nozzle (or appropriately size
orifice) are less well developed as these are limited to submerged high flow applica-
tions so use is made of hydrofoils, bluff bodies and submerged jets as surrogates for
this external cavitation.
The generation of vapour bubbles is primarily driven by the local pressure field,
however, the collapse of said bubbles can have a profound impact on this field as
they are known to generate compression waves which then radiate at the local speed
of sound. Relevant studies on the relationship between bubble size, geometry and
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the resultant compression wave are reviewed to show their correlation. This has
been an area of active interest for some time as historically, the pressure waves from
bubble collapse were thought to be a major contributor to the erosive and material
damaging effects of cavitation near a solid boundary.
2.1 metering units
Figure 2 shows a ’typical’ rate of injection profile from a positive displacement type
meter (DS20, see section 3) and a ’Bosch’ type meter (see section 2.1.2) along with
their respective injection drive current profiles. This figure shows the unfiltered
signal from the ’Bosch’ tube and the derivative of the LVDT (piston displacement) as
the unfiltered rate signal from the DS20. The filtered signal for the Bosch tube was
performed in post processing at a level of 10kHz, using a low pass filter while the
filtered DS20 filtered signal comes directly from the unit hardware with an unknown
filtering level (assumed to be similar to that used in processing the ’Bosch’ rate data
above). This data was taken from two different injectors tested simultaneously on
the same multicylinder test bench and were chosen for similarity in terms of timing
delays and flowrates. As such, this figure gives an indicative comparison between
these two classes of device but it should be noted that in all cases, digital filtering
and further processing of the raw signal is required in order to achieve a usable
outcome such as total quantity. The individual device review sections contain further
information regarding the ’noise’ and the various attempts to control for it.
Rate of injection measurement (or just ’rate’) in the context of diesel fuel injection
systems is the accurate measure of the rate of change of mass flowrate through the
nozzle of the injector. Delivered quantity is then the measurement of the total amount
of fuel given by the injector during an engine cycle or injection event, since an engine
cycle may consist of multiple injections which do not necessarily have to coincide
with combustion events. It follows from these definitions that the total fuel quantity
is the sum of the integral of all injection rate profiles (total quantity can be derived
from the rate of injection measurement).
The rate of injection is an important parameter as it influences the combustion
process, for example through the change of rate of heat release, resultant spray char-
acteristics, in cylinder mixing etc. Higher rates of injection typically show better
droplet breakup characteristics [104] but may also have longer penetration lengths
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Figure 2: Comparison between rate of injection signal output between a Bosch type tube and
a volumetric piston displacement device (DS20), typical operating point
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which may be detrimental at some conditions. From an engine developers perspec-
tive, accurate measures of the rate of injection are critical to design and calibration
requirements as there exists an interplay between such factors as piston bowl design,
combustion chamber shape, injection strategy and engine control scheme.
2.1.1 Constant pressure (positive displacement)
A mechanical metering device which is sometimes attributed to Zeuch [153] is the
constant pressure method. Komaroff and Melcher [68] developed this concept into
a much more fully realised and workable version with a deeper development of
the physical principals and theoretical limitations. The constant pressure (or positive
displacement) method is covered briefly in this section as it is one of the most obvious
and logical solutions to the problem of metering a series of discrete fuel quantities
as typified in a fuel injection system. Commercial variations exist [121] but data on
their use in controlled conditions is limited. In an example of a positive displacement
device (see Figure 3), a piston of known area is sealed against injection pressure on
one side and is backed by gas pressure on the other. The injector delivers fuel into a
fuel filled chamber which is connected via orifice to the piston chamber (liquid side)
which causes a subsequent increase in liquid pressure. The imbalance between the
liquid side of the piston and the gas side of the piston means that a net force acts
on the piston to move it to a new position. With the gas pressure set to conditions
similar to the engine in cylinder pressure (e.g. 60 bar), representative near engine
injection conditions can be achieved. The piston is fitted with a LVDT sensor (which
converts distance to voltage), consequently the rate of change of linear position along
with a known piston area gives a volumetric rate of injection, assuming that the fluid
is incompressible. This is a reasonable assumption when compared to the relative
compressibility of the gas backing the piston. In order to get total injected quantity,
the integration of rate of injection between SOI (Start of Injection) and EOI (End of
Injection) can be taken or alternatively, the difference between the initial and final
positions gives the total swept volume and hence total delivery.
There are a number of limitations of such a system for practical use. For example,
the piston requires careful sealing which must perform across a range of tempera-
tures and pressures. The need for a sealing arrangement naturally gives rise to stic-
tion effects in the piston travel which can distort the rate of injection profile which
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Figure 3: Positive displacement meter schematic, drain mechanism not shown
is the derivative of the LVDT signal with appropriate scaling. Other non linear fric-
tional effects could also be present which are difficult to quantify and compensate
for. The inertia of the piston also presents some challenges as the mass must be
accelerated from rest and then decelerated back to rest in very short time scales (<
10µs). In real terms this means that there is usually some overshoot in achieving a
new position with some time constant required to stabilise to this new position. In
such a system the mass of the piston should be minimised in order to produce the
fastest acceleration but higher accelerations typically reduce the overall robustness
while increasing the requirements on frequency response of the LVDT in order to
accurately measure the motion.
This type of device also has an issue with scaling: an ideally sized piston for a
small injection quantity is limited in terms of maximum volume measurable for a
single injection train. Similarly, a larger piston designed to measure higher volumes
loses sensitivity at the smallest injections as the larger swept volume requires re-
duced travel and hence the signal to noise ratio on the LVDT is also reduced. For
commercial systems it is highly desirable to have a single device to measure the full
range of expected deliveries within the tolerance required. Further uncertainty may
be introduced when the the volumetric flowrate is converted into the more common
units for engine developers, rate of change of mass flow rate. Here further assump-
tions regarding the bulk fuel temperature must be made and typically a empirical
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relation for temperature and pressure to density is employed (such as the secant bulk
modulus method) to derive the required conversion factors.
Figure 3 shows a simplified schematic for this type of device. Note that the fluid
is injected into a prechamber in order to reduce the strong pressure transients gener-
ated when the nozzle needle opens. This requirement means that the system behaves
more like a Helmholtz resonator with coupling between the characteristic length
scales of the prechamber, connecting orifice and the main chamber (albeit with high
stiffness due to the relative incompressibility of the fluid) . The result of this more
complicated arrangement is that the piston is now shielded from direct application of
pressure from the injector itself, the disadvantage is that the pressure gradients may
oscillate in a both positive and negative sense (relative to the gas backing pressure),
it is readily apparent that this oscillation in pressure results in an oscillation of the
instantaneous force on the piston (which drives piston acceleration) and ultimately,
its position. This illustrates how the original assumption of incompressibility of the
liquid, while useful, is ultimately misleading as the effects of time-varying pressure
fluctuations must be considered in an overall analysis.
Using the derivative of position, dx, over time and A is the piston area, the instan-
taneous volumetric flowrate, Q, is given by
Q = A.
dx
dt
(1)
From this equation and from Figure 2, it can be seen that relatively minor devia-
tions in the position are accentuated which results in variation of the instantaneous
volume flowrate.
2.1.2 Rate tube
The so called ’Bosch’ rate tube method was originally published by Wilhelm Bosch
in 1966 [17] and has since been widely used and adapted in industry. In its most
basic form, it consists of an injector delivering fuel into a fuel filled pipe which is
in turn connected to an orifice and a secondary pipe (follower pipe) with a pressure
sensing element near the injector nozzle. It was originally demonstrated on pintle
type nozzles with the accuracy generally being limited by the sensing element (at the
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Figure 4: Bosch Tube schematic and instance [17].
time a strain gauge) and measurement element (the oscilloscopes available). Figure
4 shows a schematic and picture from the original work.
This type of measurement uses the pressure wave generated during the injection
event as a carrier wave that transports a given quantity of fuel along a long, small
diameter measurement pipe. By measurement of the pressure wave, the rate of injec-
tion can be determined directly and injected quantity found through integration of
the pressure. A long pipe terminated in a orifice plate/regulator is required in order
to extend the time taken for the pressure waves to be reflected from the termination
of the tube. The pipe must be sized so as to avoid interference from these reflected
waves during the next injection period. Use of a sufficient length pipe also allows for
attenuation to take place and therefore reduce the amplitude of the reflected waves.
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Ideally, a pressure wave generated by a single injection event will be reflected such
that it does not interfere with subsequent events and will have dissipated completely
before the next measurement phase. Even with correct tuning of the pipe geometries
for the injection size under investigation, it is possible that low frequency fluctua-
tions may persist [9]. Additionally, artifacts related to the increased injection velocity
used in more modern diesel injectors can introduce a cumulative error phenomenon
[97]. According to the author’s own admissions however, this method does have a
number of inherent drawbacks. The first such drawback is that both the length and
the diameter of the tube must be sized such that optimal conditions are achieved
for a given range of injection conditions. Outside of this range and the method suf-
fers from increasing inaccuracies. The next problem with this method is that the
pressure waves from the injection event are reflected back from the orifice plate or
regulator mechanism at the end of the pipe with pipe length setting the maximum
measurable injection period before interference occurs. This limitation was not ini-
tially recognised as the number of injections events was limited to the number of
pumping events which was the same as the engine speed range. Thus a single pump
revolution could only produce a single injection event and this meant that the pres-
sure wave transient time was related to the length of the tube and therefore governed
effectively by the engine speed (which was known). Modern common rail systems
however are not limited to the same time window and may be required to deliver
multiple injections over a larger time span.
The governing equations for the Bosch tube stem from the pressure velocity rela-
tion, also sometimes known as the Joukowsky pressure relation [137] which begins
by relating volumetric flowrate, Q, in a pipe of constant cross sectional area, A, and
fluid bulk velocity, u:
Q˙ = A.u (2)
The pressure-velocity relation for a single wavefront is then given by
P = c.ρ.u (3)
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(note that the pressure rise due to injection is idealised here as a single, smooth wave-
front) for pressure, P where c is the speed of sound and ρ is the density. Alternatively,
in dynamic terms
∆P = ρ.c.∆u (4)
and substituting u from Eqn 3 gives
Q˙ = A.
P
c.ρ
(5)
These equations were derived from single hole pintle type nozzles with a one
injection where the simplifying assumption of a single wavefront may have been
more justified. Subsequent to this, injectors were developed with a single valve
system (the injector now included a valve to control injection timing independently
of pressure). Next, twin valve systems were developed so that the pressure was
generated within the injector body by the first valve and delivered to the nozzle
independently by a second valve. Under such a system, multiple injections were
possible as long as valve actuation/deactuation times were within the envelope of
the pumping phase of the cam. Common rail systems currently in use means that the
injection timing and multiple injections are completely decoupled from the pumping
phase of an injection cycle. These changes in the injector technology mean that the
assumption of a single wave may be questionable.
The calculation of the derived rate (Q˙ from Equation 5) from the pressure signal is
necessarily coupled to the speed of sound in the fluid medium, in the Bosch method
this is assumed to be fixed and known but in reality this may not be available. Au-
thors such as Benajes et al. [13] have therefore been required to separately determine
the speed of sound in order accurately utilise this device. Benajes et al. also carried
out systematic variations in the back pressure as part of an analysis into the effects
of nozzle hole conicity and rate of injection on overall performance.
The Bosch type system has been in continuous use since its inception although
there are relatively few scholarly papers devoted directly to an experimental analysis
of its effectiveness, particularly as the injection equipment has evolved. One of the
earliest assessments was by Bower and Foster [19] and directly compared the Bosch
tube to the Zeuch meter although both had been in use for 25 years at this point.
Bower concluded that both types were equally effective with the Bosch tube having
some advantage due to its lack of synchronisation to drain valve operation. Bower
2.1 metering units 45
et al. also reported that the rate of injection shape was ’smoother’ than that of the
Zeuch device for the same measured quantity. Takamura et al. [136] also directly
compared the Bosch and Zeuch methods and came to similar conclusions although
they preferred the Zeuch method due to the observed end of injection drift.
Several commercial variations using this principal are available, one example is
the EMI2 rate meter, as described by Armas et al. [10]. This particular incarnation
of the Bosch tube concept additionally has a piston type relief valve rather than a
conventional ball or orifice termination.
Simulations of the Bosch tube have been cursory, with Vass et al. [140] performing
a parametric study of pressure sensor distance, measuring tube length, following
tube length and static pressure. These results however were purely numerical and
were not compared with experimental data so may be overly idealised in terms of
system response.
2.1.3 Constant volume
The third major approach to injection measurement is a constant volume method
which was based on the original work of Werner Zeuch [153] and has since been
adapted several times. In the Zeuch method, the injection takes place into a chamber
of known fixed volume that is filled with fuel (fluid into fluid injection), see Figure
5. The chamber must be of high stiffness to avoid physical distortion (and hence
volume changes) at high pressure. Since the physical volume is constant, the injected
quantity increases the pressure and density in the chamber by compression of the
fluid. Using prior knowledge of the modulus of elasticity of the the fuel, a chamber
pressure signal can then be processed into rate of injection and delivery. Takamura
et al. [135] popularised the method by incorporating a calibration piston into the
overall design which greatly increased usability and practicality. In this instance of
the method, a reciprocating piston of known volume was plunged into the chamber
to produce a pressure rise and the modulus of elasticity calculated from this. This
method was then extended to take advantage of two pressure sensors with differing
sensitivities to improve the response to small injection while retaining the ability
to measure large injections [58]. Similar benefits with regards to compensation for
temperature were found by Ikeda et al. [57] who also confirmed that errors were
reduced below 1% for bio fuels (DME). This development was beneficial since it
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Figure 5: Zeuch type constant volume device schematic [23].
allowed the in situ determination of bulk modulus for fuel blends, degraded fuels or
any temperature dependencies which may not be known a priori. Further work by
An et al. [1] extended this work and attempted to couple the DME specific properties
using a schlieren optical technique (more detail on this in following sections although
it should be noted here that the schlieren techniques were applied to visualise an
evaporating spray rather than a liquid to liquid injection process). This method
was also preferred in the investigation of biodiesel blends as published by Postrioti
et al. [106] which demonstrated the link between rate of injection and penetration
parameters for various blends using a constant volume device and a phase doppler
anemometer (PDA) experiment.
Multiple injections may also have a drawback in that each injection is occurring
into the increasing back pressure in the chamber until the end of the cycle and the
chamber pressure can be reset. It follows that this does not duplicate the conditions
of an engine exactly (i.e the back pressure increases as a function of the total in-
jected delivery ). This means that potentially the order of injections is a factor in
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the measurement accuracy since early, large injections will have a tendency to skew
results for later, smaller injections. A second drawback for multiple injection work
(assuming that a common schedule such as small pilot, followed by large main is
followed) is that a chamber appropriately sized for the large injection may find that
small injections are below the preferred threshold for amplification via the pressure
sensor. Ishikawa et al. [58] attempted to address this issue somewhat by the addition
of an extra pressure sensor that is allowed to saturate at the higher injection amounts
(i.e. higher total chamber pressure) that is more sensitive at lower chamber pressures
for small pilot injections. Ishikawa et al. also included a real time compensation for
bulk modulus to correct for changes over time caused by, for example, evaporation.
It should be noted that in this context, evaporation could occur as part of the fluid
cycle used in a test facility in which the fluid is pressurised, injected and then re-
turned to a tank as part of the injector characterisation process. For small injections,
Arcoumanis et al. [9] showed that the signal to noise ratio degraded and larger inac-
curacies are introduced. The Zeuch method has been shown to be accurate to around
1% however when carefully calibrated and tuned for a single injection [136] .
Due to the designs available for the chamber geometry, Takamura et al. [136] tested
the various placement options for the pressure sensor to discern if this had an effect
on the results. The conclusion was that the sensor placement did not affect results as
the jet slowed significantly as it entered the chamber. This slowing of the jet reduced
the dynamic pressure component and hence the sensor placement sensitivity.
One difficulty with the constant volume method is the apparent high frequency
noise associated with the pressure signal. Several different filtering methods have
been applied to address the observed noise but this has been shown to have a sig-
nificant effect on the rate shape and overall quantity obtained, particularly at low
injected volumes [9, 23]. Although Arcoumanis et al. [9] compared a number of dif-
ferent filtering methods and cut off frequencies, no speculation was attempted with
regards to the source of this high frequency noise and thereby address its root cause.
Previous authors such as Ikeda et al. [57] attributed this to “The original chamber
pressure includes noises with high frequencies caused by the natural vibration of the
fuel in the container of the injection rate meter” which acknowledges that an issue
is present but does not further clarify this remark. Similarly, a more recent study on
a commercial derivative of the Zeuch chamber by Busch et al. [23] also chose not to
speculate on the cause of the noise.
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The source of this high frequency noise was speculated as cavitation in the near
nozzle region by this author in previous works [101] and further evidence to support
this hypothesis is presented in Chapter 4. Previous authors such as Sander et al. [119]
have also speculated on the presence of cavitation as the source of noise although
the only evidence presented was in the form of a CFD simulation of the chamber
and nozzle geometry. Sander et al. [119] also presented a single image from an
optical chamber arrangement from experiments carried from within the company
supporting this research. This experimental work is not published elsewhere (no
reference given) and it was not further qualified as to what conditions it was tested
under and therefore why it may be thought to be cavitating.
The basic equations for operation of the constant volume chamber are as follows:
The change in pressure is related to the change in volume and the bulk compressibil-
ity such that
∆P = K
∆V
V
(6)
where K is the bulk compressibility, ∆V is the injected volume and V is the cham-
ber volume. Differentiating with respect to time and re-arranging gives
dV
dt
=
V
K
dP
dt
(7)
which relates the injected volume to pressure over time. In principal, with the inclu-
sion of density, this equation can be easily translated to rate of change of mass flow
rate.
2.2 cavitation physics
2.2.1 Cavitation - background
Cavitation is the breakdown of an initially homogeneous liquid under local low pres-
sures [60], low meaning below the liquid vapour pressure. It is typically observed as
the appearance of bubbles within the liquid and can occur in a variety of situations
and flow regimes [60]. The appearance of bubbles is generally thought to be due
to the explosive growth of nuclei present in the fluid and as such, the disposition
of nuclei form a major source of the variation in the available experimental litera-
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ture. Reviews such as Arndt [11], Dumont et al. [36], Schmidt and Corradini [122]
and Bergant et al. [14] indicate that the field of cavitation is varied and of ongoing
interest in a number of fundamental physics areas.
In order to generate local low pressure regions within a flow, a number of methods
must be considered. In the field of hydroelectic for example, the low pressure may
be generated when the tensile strength of the fluid column is exceeded and a large
vapour cavity is formed, particularly at the knee joints or change in elevation rates
in the associated pipework. The change in hydraulic head however is not enough to
generate significant tensile stresses and usually a surge event is required such as the
rapid closure of a valve or turbine gate shut off. Once a large cavity has been formed
even a minor change in the pressure causes a large acceleration of the fluid upstream
to collapse the void with likely damage to surrounding physical structures. So called
’column separation’ represents some of the earliest work on cavitation principals and
is covered in more detail in works such as Tijsseling [138] and Bergant et al. [15]
along with the resultant (or causal) water hammer association.
Static cavitation occurs in stationary liquids due to tensile forces which reduce the
pressure within the liquid to below the partial vapour pressure. These tensile forces
can be generated, for example, by the use of a liquid filled syringe which is capped
at one end. As the syringe piston moves, the tension in the liquid increases until
the the liquid is no longer able to sustain the force and it ’breaks’. The breakdown
region sees a rapid multiplication and growth of bubbles until distinct vapour/liquid
regions can be observed and the system is no longer homogeneous. Some of the
earliest work by Briggs [22] showed that water was able to sustain very significant
tensile forces (+250 bar) before rupturing if the correct cleanliness and degassing
procedures are followed. Washio et al. [145] demonstrated that liquids (specifically
hydraulic oil) can hold a tensile force and moreover that tensile forces are propagated
as rarefaction waves within a fluid at the same local speed of sound as compression
waves. Static cavitation may also be induced if a pressure field is applied externally
in a forcing action such as an oscillating acoustic field. Such acoustic cavitation is
typically generated by use of a standing wave tuned to the relevant length parameter
to produce nodes of local low pressure, which are again below the vapour pressure
and bubbles form. This is known as acoustic cavitation and is used in devices such
as medical nebulisers.
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Hydrodynamic cavitation occurs in moving liquids when the local flow conditions
contain a low pressure region which is below the vapour pressure threshold. This
local low pressure region may be caused by flow acceleration around an obstacle
such a hydrofoil or propeller as well as constraints such as venturi or orifices.
Low pressure may also be generated due to pressure waves, for example in the
case of hydroelectric pipelines when sudden valve closure causes rapid pressure
transients (compression and rarefaction waves) to travel within the system. The rar-
efaction waves may have sufficient amplitude to cause cavitation and complexity
arises when one considers the interaction of such waves. The interaction of two
rarefaction waves each of amplitude 1/2 of the vapour pressure threshold causes cav-
itation at their point of superposition. The pressure waves within a dynamic system
can therefore have an important influence on cavitation inception. Section 2.4 deals
with pressure waves in more detail but it should be noted here that the interaction
also occurs the other way with collapsing cavitation bubbles capable of generating
compression waves which are orders of magnitude greater than the surrounding
static fluid pressure.
Turbulence within a dynamic flow configuration can also have an impact on cavi-
tation (and vice versa) as the turbulence contains chaotic structures of local pressure
(and velocity) fluctuations. Thus a flow may become cavitating if additional elements
designed to promote turbulence are added without change in the overall velocity or
mean pressure level. Similarly, if turbulence is removed through the use of flow
straighteners or other devices, inception sites and hence overall cavitation rates may
be reduced.
2.2.2 Cavitation - nozzle internal
Cavitation as occurs within the nozzle of diesel injector is a subject that has been
covered in some detail, with numerous experimental and simulation works available.
In this section, background is given to application specific issues and the main exper-
imental contributions are covered. Chapter 5 covers the simulation related studies
in further detail as they relate to the simulations carried out in Chapter 6. Some
of the earliest work on diesel applications [47] suggested that cavitation is likely to
be present in any diesel like fuel under the correct conditions such as high pressure
differences and sharp nozzle inlet radii. Since that time, diesel injectors operate at
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pressures that have been rising continuously while in cylinder pressures have risen
at a slower rate, as a result the pressure drop across the nozzle has increased and
cavitation has become an even more important factor in their design and operation.
Schmidt and Corradini [122] presented a review on the flow features specific to
diesel fuel injectors which indicated that despite the volume of work carried out
in this area, a number of fundamental unknowns still exist. They noted the basic
challenges to the adequate measurement of such systems which are typically highly
turbulent, two phase and of a scale which precludes many of the usual fluid me-
chanics techniques to be fully applied. One of the problems Schmidt et al. identified
is that realistic geometries tend to create strongly asymmetric flow with the possi-
bility of string cavitation spanning the intra sac volume between nozzle holes and
possibly generating stratified flows within the nozzle. These difficulties mean that
collapsing the large body of evidence to simple relationships based on scaleable
parameters is not currently possible. Schmidt et al. also noted that a number of
independent authors had studied the various scale effects between real size and up-
size experiments and found that only some features such as velocity profiles were
able to scale effectively based on the usual similarity constraints. Cavitation features
such as bubble size and distribution did not scale in the same way. Thus scaled
up experiments using transparent nozzles to allow access are not able to realise the
same flow conditions or cavitation regimes as may be seen in application nozzles. Of
particular interest to the current work is the distinction between large smooth voids
and regions of many small individual bubbles. Sometimes termed sheet cavitation
and cloud cavitation, a coherent explanation of the factors which affect their relative
production is also not currently available.
Payri et al. [99] showed that the internal cavitation condition occurs much earlier
than is predicted by the models currently in widespread use. This means that the
ability to cope with two phase flows is an increasingly important consideration in
any measurement system.
Early works related to diesel like conditions such as that of Bergwerk [16] and
Nurick [90] focused on the cavitation induced across a sharp orifice with optical
techniques combined with simple pressure differential measurements. These early
works also established the strong flow dependency on the radius conditions at the
inlet of the orifice as a major contributor to the onset of cavitation. The general results
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however linking the pressure difference to the fluid properties and the cavitation
number, σ, are given by
σ =
(
Pin − Pv
Pin − Pout
)
crit
(
1
CD
)2
(8)
where Pin is the pressure at the inlet to the nozzle, Pout is pressure at the nozzle
outlet and Pv is the vapour pressure along with a coefficient of discharge, CD. This
can be rewritten in terms of the characteristic velocity, U, as
σ =
Pin − Pv
1/2ρU2
(9)
Early work using transparent nozzles discharging into air such as that of Chaves
et al. showed the complexity of the flow structures that should be expected in real
sized applications. Chaves et al. [25] also illustrated the basic conceptualisation of
cavitating flow within a nozzle, namely that that the flow is unable to follow the inlet
profile to the nozzle and so forms a vena contracta which accelerates the flow and
allows recirculation zones to develop on the nozzle walls at the inlet. Additionally,
as cavitation occurs within the nozzle, the effective (liquid) flow volume is decreased
which necessitates an increase in the liquid jet velocity until choked flow occurs. In
such a scenario, the exit velocity profile may not be inferred from the mean velocity
as dictated by the mass flow rate but instead may have a distinctly peaked profile.
The work of Soteriou et al. was an important landmark in cavitation studies of
injector like geometries. Soteriou et al. [131, 132] studied up-scaled transparent noz-
zle geometries using a variety of optical techniques such as light sheet illumination
and laser doppler velocimetry to measure the velocity profiles and cavitation extent
within the nozzle region. As previously mentioned, not all findings from these up-
scaled experiments can be transferred directly to real size geometries, in particular
their finding on hydraulic flip do not appear to scale well due to the increasing ef-
fect of imperfections at the nozzle inlet to the overall flow pattern and cavitation
inception. The basic features of hydraulic flip inception, namely that of re-entrant
flow at the boundary layer at the exit of the nozzle, seem to hold under some sit-
uations and is a feature seen on some simulation models attempting to accurately
capture compressible, two phase flows. Soteriou et al. also tested the same system
submerged into the working fluid to test if the same profile would occur. They found
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that hydraulic flip was totally suppressed when the nozzle was submerged leading
to the hypothesis that the difference was due to the downstream flow preventing suf-
ficient backflow (re-entrant flow at the nozzle exit) to support the conditions for flip.
Another important conclusion from this group was that for low Reynolds number
approach flows, the cavitation generated was in the form of larger voids of ’smooth’
appearance while turbulent or higher Reynolds number approach flows, the cavita-
tion generated was of the form of clouds of smaller bubbles held in suspension.
Mitroglou et al. extended upon the works of Soteriou et al. and investigated micro
channel orifices using mie scattering and shadowgraphy techniques in lieu of laser
light sheeting methods to achieve similar results. In the Mitroglou et al. experiments
[81], realistic sized perspex nozzles (~160µm) were manufactured and mounted onto
a real fuel injector whose tip had been removed. Whilst successful in terms of the
results given, this meant that a major limitation was the maximum rail pressure
that the setup could attain was 500 bar which is well below the normal operating
point for diesel injection systems. Another limitation of this particular work was
the fixed orientation of the planar imaging aspect which meant that only cavitation
within a single fixed plane was visualised and 3-dimensional aggregation was not
possible. This particular setup produced an unusual result: the authors found that
bubbles were resident within the nozzle sac between injections. This was significant
as most studies have assumed that the sac is completely filled with liquid in between
injection events. It is not clear from this work if the bubbles are assumed to be filled
with air, fuel vapour or other gases and a clear explanation of this phenomena is not
given although they remark that air is able to enter the nozzle sac between injections
which would imply that atmospheric pressure is able to collapse any bubbles whose
internal pressure is less than this value. This work also indicated that cavitation
inception occurs around the needle seat area and is extended through to the nozzle
holes which is a feature that is highly geometry dependent.
Winklhofer et al. [147] provide results from optical experiments of cavitation pro-
cesses in nozzle like conditions. This work utilises a quasi-2 D flow topology con-
sisting of a 0.3mm thick metal sheet with an eroded channel sandwiched between
sapphire windows which allow a variety of optical measurements to be made. A
combination of backlight for cavitation bubble observation and a mach zehner in-
terferometric setup allows corresponding visualisation of the pressure field in the
critical areas around the nozzle entrance region where initial recirculation zones are
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formed. Fluorescent dye was used for velocity profile measurements and a coriolis
meter for mass flow measurements. They found that cavitation within the nozzle
converged towards the centreline until choked flow conditions were reached and
cavitation was observed to cover the entire channel cross section. They also found a
strong sensitivity around the critical cavitation and that very small (~ 1 bar) changes
in the local pressure conditions had profound effects on the extent of the observed
spanwise and streamwise cavitation. Cavitation was observed external to the nozzle
geometry with a small pure fluid area at the nozzle exit before fluctuating vapour
and liquid in the jet shear layer. The measured velocity distributions showed a peak
at the liquid vapour interface within the channel indicating the the reduction in fric-
tion in this area due to the relative viscosities allowed the local velocity to increase
beyond that found at the centreline.
Payri et al. [98] studied cavitation in the context of submerged nozzles deliver-
ing into a diesel fuel filled chamber and is therefore highly relevant to the current
work. In this experiment, the nozzles were simple orifices’ laser drilled into steel
sheets and positioned such to control the upstream and downstream pressures un-
der quasi-steady state conditions while allowing visualisation of the near nozzle
(exit) region. The nozzles were characterised by measuring the mass flow rate at a
range of upstream and downstream pressures and using the classical definition of
choked flow (i.e constant mass flow rate for increasing delta P) as the inception for
cavitation within the nozzle. They then compared this to indirect backlight images of
the jet within the fuel filled chamber. From these results, they argued that cavitation
inception within the nozzle occurred earlier than what was predicted by choked flow
pressure differentials. They assumed, potentially erroneously, that all of the observed
cavitation external to the nozzle had been created within the nozzle and convected
downstream. They apparently did not consider the possibility of cavitation external
to the nozzle or attempt to estimate the bubble lifetime in order to confirm it was
sufficient for the observed convected length. If some or all of the observed cavitation
bubbles were in fact created externally to the nozzle, it could explain some of the
discrepancies in their data when compared to the models presented. They also con-
cluded that jet angle is related to the amount of cavitation present without examining
the relation between liquid jet core and the turbulent shear layer. Due to the optical
arrangement which allowed a resolution of ~1 pixel per µm, it should be noted that
individual bubbles could not be observed. This may be partially due to the diffuse
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backlight technique which would have been prone to many scattering effects, the
exposure time (which may have been insufficiently small to freeze the flow) but may
also provide indirect evidence that the average bubble size was less than 1µm.
Following on from the previous paper, the same group under Payri utilised the
same experimental setup with improvements to visualise a number of different fuels
with a range of properties [99]. The improvements to the setup included a quartz
nozzle which allowed direct visualisation of the cavitation within the nozzle as well
as the conditions immediately upon the nozzle exit. The lighting was also altered
to use a twin strobe arrangement better suited to the range of fuels under test. Of
particular note is that the visualisations now included the internal cavitation incep-
tion and they showed that the cavitation gradually extends from the walls towards
the centreline of the nozzle as the pressure difference is increased. In this way, cavi-
tation inception is observed in the region of the walls before the mass flow becomes
choked. As the cavitating regions extends to meet the centreline, the flow enters the
fully choked region and further changes in the pressure do not affect the mass flow
rate. These findings are in agreement with previous works but provide a useful vi-
sual aid to understanding the phenomena involved. This study also clearly showed
that cavitation external to the nozzle was occurring. Even in the fully choked regime,
an area of pure fluid (no cavitation) could be observed immediately at the nozzle exit
before cavitation could again be observed to be generated within the jet shear layer,
see Figure 6. This figure is for commercial diesel with a critical cavitation number of
1.07 and shows both an instantaneous image on the left and averaged image on the
right of each image pair (Note that this is a subset of the full data which does show an
eventual extinction of the pure fluid region at the nozzle exit with ∆P  Pcrit). This
provides further indirect evidence that in such experiments, cavitation occurs both
within the nozzle as well as external to the nozzle. Although the focus of this paper
was cavitation inception with different fuels, no mention of this external cavitation
was made either in the results or the closing remarks.
Mishra and Peles [79, 80] studied micro scale cavitating flow in channel sections
of silicone wafer substrate with an orifice dimensions of 40 µm wide and 100µm in
depth. They found that significant differences from macro scale flow occur although
it is not clear at what point these scale effects begin to dominate. Similar studies [147]
with geometries in the range 400µm wide and 300µm depth show classical features
of cavitation so it is possible that boundary layer effects of the top and bottom plates
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Figure 6: Cavitation within transparent nozzle and nozzle downstream domain Payri et al.
[99].
were affecting the measurements. It is also possible that due to the nature of the
orifice width being small in comparison to the length scales that additional flow
profiles are present (since the work of Mishra and Peles involves an orifice rather
than a microchannel geometry). Cavitation damage in the form of erosion gave a
good indication of the primary location of bubble collapse although the inception
of such bubbles would occur upstream. The high magnification used allowed the
visualisation of individual bubbles and further indicated that the bubbles may be
significantly non-spherical and as such the usual assumption of no slip between the
bubbles and their convecting flow may also start to break down.
A similar scale micro channel geometry studied by Mauger et al. used schlieren,
shadowgraphy and interferometry optical techniques to study cavitation inception
[76]. High quality and high resolution images showed that cavitation inception in the
recirculation zones occurred well before mass flow choking, confirming the results
of Payri et al. [99]. The sensitivity of the experimental setup was very high and as
a result, density gradients could be visualised in addition to the cavitation bubbles.
This allowed the streamlines to be visualised in laminar, non cavitating flow regimes
as well as enhancing the detail discernible in turbulent, cavitating flows. Pressure
waves from the collapse of cavitation bubbles in the recirculation zone were observed
and were seen to propagate both upstream and downstream. This work appears
to be one of the first to directly observe pressure waves in nozzle like geometries.
The combination of qualitative shadowgraph like imaging and the more quantitative
schlieren imaging (sensitive to the second and first derivatives respectively) allowed
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a number important conclusions to be drawn. The turbulent shear layer was shown
to generate vortices whose strength increased as a function of increasing pressure
drop. Speculation was made as to the relative strength of the vortices in absolute
terms although this was difficult within the constraints of the experimental setup. It
was shown however that using the classical Rayleigh-Plesset relation between bubble
radius and lifetime, some flow feature must be responsible for the extension of the
lifetime through local pressures which differ from the assumed global mean. The
vortices in the shear provide the mechanism for this bubble lifetime extension to the
observed values. Further to this, the shear layer within the nozzle was shown to have
vortices and pressure gradients great enough to promote cavitation. This marks an
important distinction: previously, it was thought that only the recirculation zones at
the nozzle entrance would have low enough pressure (below the vapour pressure) to
promote the formation of bubbles. It was further assumed that these bubbles would
be stretched and then extend along the walls of the nozzle until supercavitating
conditions prevail. The evidence from Mauger et al. however showed that cavitation
can also be generated in the shear layer between the main flow and the recirculation
zone and that the pressure fluctuations within this turbulent shear layer provide a
means for selective bubbles to be convected downstream if they move within a local
low pressure zone, such as a vortex core, that prevents their normal collapse . As
the channel was tested at pressures up to 25 bar, one must also assume that the
pressure fluctuations were of similar magnitude since the vapour pressure of the
fuel surrogate used was negligible in comparison. Compressibility and turbulence
effects were shown to be important and turbulence was visualised directly through
the variation in density gradients. Lastly, vapour bubbles were shown to occur within
the shear layer at the nozzle exit although it is not clear if these consist of bubbles
convected from within the nozzle or generated within the shear layer of the nozzle
exit jet as it is issued into the chamber.
2.2.3 Cavitation - nozzle external
Cavitation as it occurs externally to the nozzle is potentially more complex due to
the interaction of vortices, turbulence and pressure fluctuations in the shear layer.
Previous work in this area has been typically derived from co-flow experiments and
submerged jets as may be found for example in ship propulsion systems or valve dis-
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Figure 7: Cavitation in vortical structures via backlight technique [37]
charge. These jets vary at higher Reynolds number and can have a dependency on
coherent structures formed in the wake zone such as toroidal, streamwise and helix
vortices. A common theme in the literature, particularly with regards to studies of
nozzle-like geometries is that while the authors focus is on the internal nozzle cavita-
tion, much evidence on external nozzle cavitation has been ignored or marginalised
with relatively little attention given. Several papers such as Winklhofer et al. [147],
Iben et al. [55], Mauger et al. [76] and Payri et al. [99] directly visualise the external
cavitation but at best only provide passing remarks as to its occurrence.
Egerer et al. [37] presented data from an experimental carried out by Iben et al. [55]
and based on the previous works of Winklhofer et al. [147] in regards to validation of
their simulation model (more detail is give in chapter 5). The interesting thing to note
regarding the presented experimental data is that along with cavitation observed
within vortices, cavitation is also readily observed in the shear layer at the nozzle
exit, see Figure 7. In this figure, two “instantaneous experimental light transmission”
[37] images are presented and streamwise vortices can readily be seen (although the
authors noted that these structures were intermittent). Less clear however is if the
cavitation is convected to a position outside the nozzle or is also generated in the
external nozzle area. Unfortunately, the data published in the experimental paper
(Iben et al. [55]) does not address this issue and no further information is given by
Egerer et al.
Lasheras and Choi’s work provided strong evidence of the general flow structures
present in the mixing shear layer at the interface between two fluids moving with
different velocities [72]. They used a water system with a separation plate and made
pains to remove upstream perturbation in order to demonstrate the effect of con-
trolled external excitation. This work showed that in addition to quasi-2D stream-
wise vortices, an interaction effect was seen with the spanwise vortex formation.
Although these experiments were carried out at very low Reynolds numbers and
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hence the ability to scale to fully turbulent flow is limited, the basic mechanism of
vortex rollup and formation in the mixing shear layer provided insights to vortex pro-
duction. Similarly their conclusions regarding the formation of vortex tubes and the
distribution of vorticity according to the thickness of the boundary layer which sep-
arates the flows remain widely used. Lasheras and Choi also assert that a difference
exists between the ’strong vorticity’ associated with the cores of spanwise vortices
and ’weak vorticity’ associated with the so called braids which connect consecutive
(spanwise) vortices.
In laboratory experiments the medium most used is water which introduces a
strong dependency on quality control of particle count, size as well as the dissolved
gas content which affect the number and concentration of nuclei which contributes
to significant dispersion in the published results. Care must be taken therefore to
adequately control for this effect. Gopalan et al. [45] used special de-aeration, filters
and vacuum to attain a specific target and then injected a uniform train of seed
bubbles in order to study the shear layer structures. They found that for low numbers
of individual bubbles, the harmonic content of the noise appeared to have a peak
related to the bubble diameter as derived from the Rayleigh-Plesset equation. A
more detailed discussion of the effects of nuclei sizing, distribution and shape can
be found in Morch [85] and Brennen [21].
When vapour bubbles collapse in the absence of asymmetries (i.e away from the
effects of walls or other bubbles), it was shown that the most unstable mode may
be higher order modes [21]. This means that upon collapse, the bubble may fission
into many smaller bubbles rather than completely condense. This effect is some-
what dependent on the available non-condensable gases dissolved in the liquid. This
phenomena partly explains the rich harmonic content typically seen in the pressure
time histories of cavitation cloud since larger bubbles will tend to break into many
smaller bubbles, each time generating pressure waves whose frequency is propor-
tional to the size. Similar work by Reisman et al. [110] showed that bubble collapse
may go through several growth-collapse-rebound stages as it interacts with the pres-
sure field caused by the oscillation in size of other nearby bubbles.
The relation between vapour bubble frequency to the parameters of two phase flow
are complex, Crighton and Williams [31] applied wave equations to the acoustic per-
turbation of bubbly two phase flows in order to determine an analytical expression
for the frequency response of a cloud of bubbles in a homogeneous flow. Crighton
2.2 cavitation physics 60
10 -2 10 -1 10 0 10 1 10 2 10 3 10 4
Bubble radius, µm
10 0
10 1
10 2
10 3
10 4
10 5
10 6
Bu
bb
le
 p
ea
k 
fre
qu
en
cy
, k
Hz
Bubble resonant frequency V radius, ISO 4113
1 bar
10 bar
20 bar
Figure 8: Bubble frequency V’s Radius for ISO 4113, 313K
determined that the response should be driven by the density and population radius
of such a cloud and that turbulence effects were not of primary importance. A rig-
orous theoretical understanding of the dissipative effects (effective damping terms)
was not available at the time but the dissipation (and hence sound speed) was known
to be frequency dependent.
Brennen [21] showed that when one assumes incompressibility and ignores ther-
mal effects, the bubble response frequency, ωp, will be a function of pressure, P∞,
saturation pressure, Psat, viscosity, ν, surface tension, S, and the bubble radius R.
This relation is given as
ωp =
{
3k (P∞ − Psat)
ρLR2
+
2 (3k− 1) S
ρLR3
− 8ν
2
L
ρLR4
} 1
2
(10)
which for water means that with typical bubble nuclei of 1-100µm, natural frequen-
cies are in the range 5 -25kHz. A graph showing the calculated trends for ISO 4113
test fuel at a range p∞ values is provided in Figure 8.
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Frequency characteristics of bubble collapse were also studied experimentally by
Hutli and Nedeljkovic [54] using a submerged jet application. Hutli et al. proposed
a formula for frequency based upon the nozzle geometry and the upstream pressure
rather than the bubble size and distribution as given by Brennen [21]. They used an
intensified camera to capture sonoluminescence effects and concluded based on that
evidence that the bubble collapse was evenly distributed along the jet.
2.3 liquid into liquid injection flow features
Liquid into liquid injection processes may occur in a number of applications as pre-
viously noted and as such are of ongoing research interest. It has further been postu-
lated that these effects will be of increasing importance in the use of micro electronic
sensors (MEMS) and similar microscale fluidic devices [79]. Liquid into liquid jet
flow are also known as ’co-flow’, ’co-axial’, or ’Craya-curtet’ type jets in the liter-
ature and have been studied in both compressible (gas) and incompressible (low
speed/liquid) forms [39, 66, 93, 111, 133]. Of particular interest here in regards to
liquid jet applications is the relationship between the submerged jet parameters and
cavitation inception, development and subsequent downstream bubble destruction.
The use of liquid into liquid injection as a visualisation technique for fuel injec-
tion systems has its roots within the study of diesel spray and was first pioneered
by authors such as Gray et al. [47] and Yoshikawa et al. [151]. This technique was
used initially to overcome the experimental difficulties in the measurement of opti-
cally dense diesel sprays and were thus used as predictors for parameters such as
breakup length and spray angle. Yoshikawa et al. [151] injected fuel into water and
used flash photography to measure the parameters of the resulting emulsified mix-
ture which was white and so reflective to the flash source. The injectors used for
such experiments however had to be specially modified such that the similarity char-
acteristics would be satisfied. It it not clear why this emulsion method was chosen
over the fuel-into-fuel method demonstrated by Gray et al. [47] in which the injection
was visualised by means of light reflection from the cavitation bubbles developed.
Early work in the field of submerged jets such as that of Ooi [93] investigated the
effects of spatial scale with regards to cavitation and attempted to match the param-
eters of jet size, velocity and nucleation with cavitation inception. They found the
existing models of cavitation inception in the cores of vortices formed in the shear
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layer to be unsatisfactory and formulated a probabalistic approach that does not
depend on the generation of vorticity. They utilised holographic and schlieren tech-
niques in addition to an acoustic definition of cavitation inception. In this approach,
a far field pressure transducer is monitored and ’noise’ of a particular frequency
is assumed to be from cavitation bubble collapse (Ooi used the test of 5 cavitation
’events’ per second as the inception point). Further assumptions were that vapour
bubbles generated by cavitation collapse immediately (no delay between inception
and detection of pressure wave activity). Ooi found that the inception of cavitation
was independent of the Reynolds number and also confirmed that cavitation incep-
tion was decreased as the nuclei content was also decreased (this had been shown
previously for hydrofoils and similar geometries but not for jets). These results how-
ever were complicated by the test procedure adopted which used a short timescale
air pressurised discharge process. This particular process may have been susceptible
to a higher dissolution of air into the water, increasing the available nuclei (in this
case nuclei are taken as being microscopic dissolved gas bubbles of nitrogen rather
than debris).
O’Hern [91] used a similar experimental framework to Ooi [93] and was able to
visualise both streamwise and spanwise vortices from a sharp edged plate as the
inception location for vapour bubbles. O’Hern found that the pressure fluctuations
within such turbulent shear flow were up to ±3 times the free stream dynamic pres-
sure. Additionally, it was found that cavitation consistently started in the streamwise
vortex cores rather than spanwise cores which would indicate that the convection of
these structures downstream tends to further reduce the local pressure within the
core until cavitation occurs. Cavitation was also found to begin not at the edge of
the plate as may be intuitive but at a location downstream due to the requirement
for vortex formation processes.
In order to address some of the shortcomings with regards to the uncertainty
around the magnitude of pressure disturbances (in this case turbulence), Ran and
Katz [109] used an extension of Ooi and Acosta’s method [94] to estimate the local
pressure fluctuations using tailored bubble injection along with holography record-
ings. In contrast to Ooi’s earlier work, Ran and Katz found that vortex pairing was
a driver of cavitation as the interaction between caused low pressure regions within
the vortex core which promoted inception. Ran and Katz also espoused the idea
of a distinction between microscopic and macroscopic cavitation bubbles although
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no clear physical limit was indicated (they did however affirm that earlier methods
using stroboscopic techniques could only ascertain macroscopic vapour bubbles so
presumably the limit was based on the optical resolution available at the time). It
was also found that by varying the transducer location and seeding point, a strong
Reynolds dependency was found which is in disagreement with Ooi [93] but in
agreement with O’Hern. They assumed from these findings that the core of a vor-
tex represented the lowest pressure in the local field and hence the site of cavitation
inception.
Iyer and Ceccio [59] investigated the coupling between cavitation and the dynamics
of the shear layer evolution in order to address some of the known discrepancies from
previous works. Using a bluff body geometry with particle image velocimetry (PIV),
laser doppler anemometry (LDA) and optical (light sheet) techniques they found
that there was not much difference between the growth rates for non cavitating and
cavitating flows. Although attempts were made to form conclusions regarding the
vorticity and strain rates present, the data was inconsistent. Iyer et al. speculated that
this was probably due to modification of the vortex stretching process by decoupling
rotational rates from vortex strain rates. In such a scenario, the vapour core of a
vortex is able to maintain a constant pressure (as opposed to a liquid core whose
pressure must continue to reduce as the rotational rate increases) with an increase in
vapour production without change in the core diameter.
Straka et al. [133] studied co-flow submerged jets in the context of underwater
propulsion systems in large scale water tunnel experiments. Their particular interest
was the cavitation inception observed in the shear layer of such a jet at quiescent and
near quiescent injection conditions. One of their findings through the use of PIV and
LDA measurements was that different flow mechanisms are at work depending on
the ratio of the jet speeds. Previous work in this area gave large scatter in the results
leading to uncertainty in the inception of cavitation with regards to key parameters
such as nozzle diameter, boundary layer length scales, nucleation availability and
velocity ratios. Straka et al. attempted to correct for a number of these parameters
through the use of de-gassing procedures (nucleation site removal) and boundary
layer control with different nozzle geometries. This was partly successful and they
concluded that the inception point was in the shear layer of the jet, specifically within
vortical structures such as a helix in the mixing region between the main jet and
surrounding fluid.
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The study of submerged jets most in common with a diesel like application is that
of Wright et al. in which a water lance was submerged and fed from a pressurised
vessel [149]. The jet velocities were particularly high compared to most other works
(180 - 230 ms−1), the injection was impulsively started and ceased when a fixed vol-
ume of water had been discharged through the nozzle. They used a combination
of backlight video and pressure transducer data with which to draw their conclu-
sions and it should be noted that the uncertainty in the pressure measurements was
unusually large (±1.1Mpa). Using a post processing algorithm on the individual
frames of the video, they attempted to show the relationship between the observed
pulsations in the jet and the general flow parameters such as Reynolds number. The
image sequence showed that the jet indeed formed a strongly cavitating cloud which
is irregular but with obvious structure. No clear relationship between the frequen-
cies were found however. The cavitating cloud had a number of points of greater
and lower width which corresponded to those areas of greater and lower density of
vapour bubbles. Since the upstream area of the jet was consistent, one must assume
that cavitation collapse had locally reduced the bubble population in a periodic man-
ner. The jet was also shown to have an initial clear (non cavitating) region during the
initial stages of the injection which clearly indicated that the cavitation was occurring
in the shear layer of the jet rather than being created within the nozzle and convected
externally.
High resolution, high speed images and video have been collected by De Graaf
et al. [46] which provided strong evidence that shockwaves from bubble collapse
propagate upstream to collapse newly forming vapour bubbles. They were able to
demonstrate bimodal bubble extinction which was a function of the re-entrant jet
parameters in addition to the shock fronts. The high definition videos from this
group also indicate strong spanwise symmetries as the discrete spanwise bubble for-
mation led to regularly spaced formation areas that were stable even when partially
extinguished by the upstream shock propagation. Therefore a spanwise wavelength
could be identified based on the spacing of this vapour ligatures which was largely
independent of running conditions. The asymmetric extinguishment of the inception
sites radially around the test sphere resembles the phenomenon known as hydraulic
flip which has also been identified in other works [132].
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2.4 pressure waves
Pressure waves are a generic term used to represent compression or rarefaction waves
in a fluid medium which travel at the local speed of sound. Shock waves are a spe-
cific subset of pressure waves typically found in highly compressible fluids such as
gases and represent a sharp discontinuity in the local temperature, pressure, velocity
and density. A discussion of pressure waves as they relate to cavitation in general
and specifically in relation to vapour bubble collapse is undertaken but it should be
noted that some authors use the term shock wave and pressure wave interchangeably
depending on the context of the experiment.
2.4.1 Pressure wave dynamics
In the following section, brief discussion is given to compressibility effects of flu-
ids, specifically the occurrence of pressure waves as localised compression within a
medium. For the purposes of this study, some distinction between the various forms
of pressure wave must be made first. In the first instance, a pressure wave could be
expected from the injection process itself due to the extremely rapid nozzle opening
and closing time coupled with the high rail pressures (up to 3000 bar) in modern ap-
plications. The resulting pressure waves from the end of injection are then a classical
’water hammer’ event which is the compression caused when a valve is shut rapidly
or otherwise moving fluid is brought to a rapid standstill [14]. Similarly, the start of
injection can be thought of as a rapid valve opening event which causes a rarefaction
wave to travel upstream within an injector towards the common rail (reservoir). Thus
there exists a system of pressure waves internal to the injector which are dependent
predominantly on the nozzle operating times and internal injector geometry (such
as length and diameter of internal drillings etc.).
If the nozzle is opened rapidly enough, the acceleration of fluid exiting the noz-
zle could be thought of as a ’slug’ which in turn causes a compression wave in the
downstream domain as the fluid elements adjacent to the nozzle are in turn acceler-
ated and compressed by the slug. With this in mind, the distinction is made between
these pressure waves in the downstream domain and those internal to the injector,
both of which have some treatment here.
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Pressure waves are also known to be caused by the rapid collapse of cavitation
bubbles which radiate spherically from the origin of the point of collapse. Pressure
waves from the collapse of cavitation bubbles are much more difficult to study ex-
perimentally due to the small temporal and spatial scales involved. Injector internal
pressure waves are generated when the nozzle needle lifts or internal valves are ac-
tuated. When one considers that the actual pressure difference across the nozzle and
hence mass flow rate may also be varying significantly in time due to these injector
internal wave dynamics [128] , it can be seen that there results a complicated, multi
mode pressure signal even before consideration of the effects of cavitation. When
the flow becomes two phase (a bubbly mixture), the change in the local speed of
sound may be an order of magnitude or more and has major implications for the
propagation of pressure waves
The shock experiments of Sembian et al. [126] demonstrate a number of the fea-
tures of pressure wave propagation relevant to the present discussion. In their ex-
periment, a cylindrical water column was impacted with a supersonic shock wave
and a shadowgraphy technique was used to visualise the wave as it interacted with
the water. As the shock wave hit the upstream water boundary, the difference in
their acoustic impedance causes part of the shock to be reflected (as a compression
wave), part to be transmitted into the water (also as a compression wave) and the
remainder to be diffracted around the water column in continuation of the incident
shock direction. The portion of the shock transmitted to the water was observed to
travel faster (due to the higher speed of sound within the column) and as it reached
the downstream water boundary was also subject to partial transmittance and partial
reflectance. Of particular note was that the reflectance from the downstream water
boundary to air now inverts the sign of the pressure wave which was then reflected
as a rarefaction wave. Furthermore, due to the geometry of the column, the radius of
the water boundary acts as a focusing element which causes the reflected rarefaction
wave to ’focus’ on a small area of the column which then induced cavitation and
bubble formation. In this sense the ’focusing’ of the waves is merely a spatial loca-
tion at which the superposition of two wavefronts coincide and effectively double the
rarefaction (negative pressure) value. The subsequent cavitation bubbles were also
observed to collapse and generate further tertiary pressure waves within the column.
Pressure sensors mounted within the water column were able to record some activ-
ity but due to the relative size of the sensors (~5mm) to the water column (~22mm)
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and the timescales (of the order µs) along with the sensors being unable to record
significant negative (sub atmospheric) pressures, this data was of limited value.
2.4.2 Pressure waves caused by cavitation bubble collapse
Cavitation noise can be readily identified as the collapse of cavitating vortices and
bubbles in secession which is ’rich in high harmonics whose frequency exceeds some
hundreds of kHz’ [60]. This description by Franc and Michel assumes that the cavita-
tion is in the form of a large number of discrete bubbles whose size and distribution
(hence rate of collapse) is varied. It is possible in some circumstance to control the
composition of the vapour cloud somewhat so that this assumption may not always
be true. Many studies however use the onset of ’noise’ in this frequency region to
indicate the onset of cavitation [26] , assuming again that the delay between cavi-
tation inception and bubble collapse events is negligible. This assumption may not
be true for standing vortices or scenarios in which the vortices prolong bubble life,
extinction then occurs at some remote location in time and space.
Vapour bubble collapse is a difficult to study phenomenon, with researchers typ-
ically studying multibubble systems such a hydrofoils [110] and concentrating on
aggregate collapse data such as damage caused to local surfaces. The study of single
bubble systems however is more difficult and often involves a highly contrived exper-
imental procedure. This is due to the wide range of very short timescales typically
involved in bubble collapse events. The study of sonoluminescence has therefore
emerged as one area which has attempted to address these particular problems in
order to better understand this process. Sonoluminescence is the emission of pho-
tons from the collapse of bubbles in a liquid medium and although the mechanism
for such is poorly understood, it has been widely reported experimentally [32, 89,
92, 152]. Ohl et al. [92] studied single bubbles generated via laser pulse or acoustic
excitation and captured the pressure wave from collapse using high speed cameras
at ns timescales. This work confirmed the general sphericity of the bubble as well
as the general characteristics of the pressure event upon its collapse. An additional
finding was that the assumption of sphericity does not hold when in the vicinity of a
boundary which means that there is a quantitative difference in the mode of collapse
and hence pressure wave generated from such bubbles.
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Brennen [21] showed numerically that the maximum pressure and temperature
generated within a collapsing bubble may be many orders of magnitude greater
than the local conditions. He also pointed out however that the practical limitation
of the presence of incondensable gases which acts as a limiting agent such that the
theoretical values cannot be achieved. Brennen also showed that the assumption of
sphericity may be violated in some instances which also significantly reduces the
maximum possible values for temperature and pressure. This finding also helps
explain why the maximum temperatures detected using sonoluminescence experi-
ments are generally much lower than theoretical models predict. These effects are
important to the current work as the magnitude of the pressure rise during a collapse
event is radiated with a geometrical attenuation, approximately p−1. This means that
insufficient time exists for significant heat transfer effects to occur during the bubble
expansion-collapse cycle.
Sato et al. studied submerged water jet injection in pseudo 2D flow and found that
in addition to the expected pressure wave from collapse events, secondary pressure
waves would occur when the primary wave impinges on another area of localised
vapour bubbles and was able to force the collapse of the secondary area in a ’chain
reaction’ [120]. This was an important finding as it showed the interdependence
of vapour clouds to the prevailing waves impinging on them. In this way, the a
single bubble collapsing may be able to set off many bubbles in its proximity as the
pressure wave from the first collapse raises the local pressure and forces others to
collapse in unison. Sato et al. found that the damage caused from an annular ring of
cavitation bubbles was enhanced when a periodic series of multiple collapse events
could be induced. Their findings further re-inforced the idea that cavitation damage
is inextricably linked to the pressure waves caused by bubble collapse. There also
exists a relationship in the jet shear layer where turbulence (which can be thought
of a many small pressure and velocity perturbations) can alter the local pressure in
vortices until cavitation occurs.
The cavitation associated with the shear layer of a jet may be most related to that of
cloud cavitation in which many small bubbles are highly concentrated in a single lo-
cal area. Such concentrations of bubbles may be formed from the shedding of eddies
in turbulent flow or from periodic pressure disturbance such as found in pulsating
jets [110]. Reisman et al. [110] also made conclusions regarding the coherent col-
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lapse of a cloud of bubbles interacting. Reisman used a so called ’cloud interaction’
parameter, β to quantify this interaction, defined as
β =
α0 (1− α0) A20
R20
(11)
with A0 as the cloud initial radius, R0 is the bubble initial radius and α0 is the
initial vapour fraction. Earlier work by some of the co-authors had shown that the
cloud natural frequency was strongly dependent on this parameter. If β is small
then the cloud frequency will be close to the natural frequency of the individual
bubbles which populate it. If however the β value is large (>1) then the cloud natural
frequency will be much lower than the oscillation frequency of the bubbles it contains.
This indicated that at small values of the interaction parameter, the natural frequency
of the cloud is close to that of the individual bubbles while for larger values (≥ 1)
it is much lower. This has further implication for bubble to bubble interaction and
collapse modes.
2.5 flow structures relevant to cavitation
When considering the possible flow structures pertinent to fluid jets, one particular
feature of note is the vortex ring. Vortex rings are a toroidal structure characterised
by a rotational flow about a core axis, this core axis is curved and so loops back
to close on itself. Sometimes known as ’smoke rings’, they represent the aforemen-
tioned rollup processes when applied to axisymmetric jet topologies under specific
forcing conditions. Sharif and Leonard in their review paper [130] indicated that the
classical methods of vortex ring production in the laboratory such as a dye droplet
impacting a fluid tank have a surface tension component as well as a velocity com-
ponent in some configurations. The difficulty in a good description of the process of
vortex ring production lies partly in the fact that they are the end result of a number
of different starting conditions. For example, one such condition is an air bubble re-
leased from a diver which deforms into a torus as it ascends due to baraclinic torque.
A second example is that of a piston shock tube with an open end, the emitted shock
then generates roll up vortices at the tube boundaries which can be visualised by a
schlieren type system as seen in Van Dyke [139].
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The ejection of a submerged jet leads to a number of well known processes pri-
marily through the action of boundary layer rollup coupled with turbulence and
vorticity effects. In this section, a brief review is given to vortex creation specifically
for vortex rings (as they may be the expected structure for axisymmetric jets such as
an injector nozzle). The interaction of cavitation with such structures is examined in
several contexts and some of the basic mechanisms are covered. Arndt [12] reviewed
vortical flows in some detail and provided an excellent overview of the topic. Arndt
also indicated that not only can cavitation begin inside vortical structures but may
also play a part in the vorticity generation process.
Some of the earliest experimental work to correlate boundary layer rollup was
conducted by Winant and Browand [146] who showed the basic process or rollup for
a free shear flow. They injected dye between the fast moving and slow moving flows
and observed vortex formation which spanned the channel and formed large scale
coherent trains of vortices. These trains were further observed to join up in a vortex
pairing action which ultimately breaks down under increasing mixing and growth
of instabilities.
Didden’s [34] early work on vortices formed on wings and similar structures
showed the dominating factors to be the circulation, ring diameter and translational
velocity which relate to the initial conditions of piston stroke, nozzle diameter and
the velocity time profile. Although the concept of vortex ring production based on
the closure of vortex sheets formed through boundary layer rollup was postulated,
a good theoretical framework to determine ring parameters was not available at this
time (’79). Figure 9 shows an example of a vortex ring as water with dye is injected
into water from Van Dyke [139] (Van Dyke cites Diddens work of 1977).
Johnson et al. [62] studied cavitation in a submerged jet in the context of under-
water drilling and found that the greatest cavitation effects occurred when the shear
layer developed at the nozzle exit was minimised. Further to this, Johnson analysed
the effects of vortices (modeled as simple Rankine type) as an approximation for
the vortex roll up which occurs in such jet shear layers. This analysis led them to
test ’excited’ jets, i.e jets which become structured into distinct and discrete vortex
rings where the rings acoustic wavelength is of similar order as the jet diameter. This
analysis draws an interesting distinction between the inception index at a preferred
Strouhal number over a quasi-steady state analysis. From this numerical exercise it
was shown that for an excited amplitude of velocity, u′, large increases in cavitation
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Figure 9: Vortex ring example [139], jet pulse from left to right.
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inception could occur. This stems from the fact that as the vortex rings are convected
downstream, jet expansion forces stretching and subsequent core reduction. This
in turns shifts the point of minimum pressure away from the jet nozzle which is
beneficial for drilling applications as greater amounts of cavitation can be generated
directly on the surface to be eroded.
Later work by Gharib et al. [41] on vortex ring formation using modern techniques
such as PIV showed that a limiting process may in fact operate to constrain the
maximum vorticity that may be generated in a submerged jet. Their experimental
apparatus utilised a piston driving into a volume of fluid at fixed velocity and they
varied the length of the piston stroke and diameter of a sharp edged cylindrical noz-
zle. This allowed for discrete, impulsively initiated flow events which share several
similarities with the initial stages of fuel injection. Although the relationship to the
vorticity shedding mechanism was not fully explored, a clear time limit was estab-
lished beyond which larger vortex rings were no longer possible (multiple trailing
vortices were possible however). This may imply that the relationship for vortex
formation in free jets is necessarily time limited as a function of wake production.
Vortex rings could be argued to contribute to low pressure regions and hence cav-
itation formation but their interaction with turbulence is not well understood. In
particular, turbulence is assumed to facilitate the breakdown of coherent structures
such as vortices although this interaction and the resultant pressure field are still un-
der debate. The field of turbulence has been studied by numerous authors although
the subset concerned specifically with cavitation is more limited. The following sec-
tion details some of the available experimental literature as it pertains to this area.
Washio et al. [144] used double stroboscopic image acquisition to show that the
area of explosive bubble growth was limited (at least in their experimental setup) to
the region or maximum turbulence in the region of flow re-attachment. This study
is also of particular interest as it is one of the few that uses hydraulic oil rather than
water as the working fluid medium. This was chosen as oil has significantly differ-
ent surface tension and dissolved gas diffusion properties to water. The aim was
to show that the traditional models of nucleation did not hold for oil, for example
oil wets metallic surfaces to a much greater extent than water, reducing the possible
nucleation sites due to gases trapped in microscopic surface crevices. Their findings
of cavitation inception at the edge of the constriction element were in contrast to
other authors whose work indicated that cavitation inception occurs in the turbulent
2.5 flow structures relevant to cavitation 73
mixing layer far downstream. Using a laser photodiode and transducer arrangement,
they were able to demonstrate that cavitation was occurring periodically at the mi-
croscopic (below the visual acuity range) scale. It was also shown that the bubbles
formed during the cavitation process would shrink rapidly as they were convected
downstream but would have a significant lifetime at the microscopic level which was
enough to trigger the counting system but not large enough to be visible with the
optical lens imaging arrangement which had up to 160x magnification.
The interaction of turbulence with regards to cavitation was the focus of a study
by Ruiz and He [112] using an injected bubble as a simulation of the vapour pocket
in the recirculation zone of a typical cavitating up-scaled nozzle arrangement. Using
phase doppler velocimetry measurements of the flow with and without the gas be-
ing present, they found quantitative differences such as the turbulence intensity and
turbulent decay rates in the result. Their arrangement allowed for the measurement
of the Reynolds stresses and ’forcing’ of the flow with a solenoid pumping into an
adjacent chamber to produce sinusoidal pressure fluctuations. They concluded that
an initial cavitation zone at the entrance to the nozzle produced a jump in the turbu-
lence intensity and that this was inversely related to the Reynolds stresses: a result
that contradicts the classical notion of stress being generated across a turbulent shear
layer. These conclusions, while unusual, seem to support the many other experimen-
tal studies which indicate that cavitation within the nozzle plays an important part in
the spray patterns and breakup behaviour of jets when injected into a gas medium.
Iben et al. utilised a planar (300 µm depth) forward facing step geometry with ad-
vanced optical techniques to quantify the flow generated in the separated shear layer.
They identified coherent vortex structures and estimated the shedding frequency
based on the observed distance between vortices to be as high as 1.7MHz [55]. In-
terferogram results showed that the pressure fluctuations in the vortical structures
could be ±100% of the mean pressure. This evidence further reinforced the idea
that mean pressure and even mean pressure along a streamline including cavitating
vortex structures may not give an accurate description of the fluctuations present
and hence cavitation inception zones. The second part of the experiment showed the
impingement of a submerged jet onto a target bluff body to observe pressure waves
caused from the collapse of cavitation bubbles. Such waves were observed in 20%
of the recorded images and occasionally showed vapour cavities at the wave origin,
potentially indicating that a collapse-rebound cycle is present. Quantification of the
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pressure field during such events showed a strong dependency of ∆P across the wave
front to wave radius, i.e larger size waves had a lower pressure difference. Pressure
waves with an amplitude of +100 bar to -50 bar were detected although (as noted by
the authors) their calculations do not include temperature effects which occasionally
lead to unphysical values.
Brandner et al. used a novel jet in crossflow experiment to show the effect of
cavitation on the observed flow structures [20]. Brander found that the cavitation
was strongly influenced by the available nuclei, in agreement with previous studies.
They also found strong shear layer vortices notable for their ring-like outer struc-
tures along with fully detached trailing wake vortices with vapour bubble cores. The
strong vorticity, while easily observable, was not necessarily linked directly to cav-
itation since it was not shown to be absent in the non-cavitating cases. Brandner
et al. also proposed the idea that the main vapour filled bubbles collapse to form
’microbubbles’ of composed of the remaining incondensable gas which are then con-
vected far downstream (and visualised). Supercavitation external to the bounded jet
area was also observed and this is associated with the standing wave formed by the
re-entrant part of the jet as it circulates against the upper test boundary. Shear layer
rollup is also shown to play a role in the formation of so called ’hairpin’ vortices in
the distant downstream region.
The composition and nature of a cavitating cloud was investigated by Stutz and
Reboud [134] using a wedge type water tunnel experiment with strobed optical illu-
mination. They found that the vapour fraction in some areas was limited to ~20%
which they considered to be a relatively low value. They also found that re-entrant
jet motion was a significant feature in the break off mechanism which allowed cloud
cavitation to convect far downstream.
Pelz et al. [102] gave a summary account of the transition mechanisms between
sheet and cloud cavitation. Within this summary it is noted that cloud cavitation is
the more destructive type of cavitation and is manifested as smaller, more numerous
bubbles which have almost the same pressure wave amplitude upon collapse as the
larger bubbles. They also indicated that this transition can only occur when a re-
entrant section of the flow is able to re-attach which forces the break up of sheet
cavitation which is then convected downstream as cloud cavitation and subjected to
the higher external pressures which precede its destruction.
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Ganesh et al. [40] also studied the transition between stable sheet type cavitation
and a periodically shedding cloud cavitation regime using optical and X-ray experi-
mental techniques. Ganesh et al. used a bluff body water tunnel setup with multiple
pressure sensor locations. Ganesh et al. found that re-entrant behaviour of the jet
was more applicable to incipient cavities and transitional cavities but that the lo-
cal Mach number was more applicable periodic large scale cloud shedding. When
the ratio of calculated Mach numbers was found above unity, the shocks caused by
downstream bubble collapse were able to travel upstream and collapse leading edge
bubbles which in turn promoted pinch off and subsequent cloud shedding. From
their analysis, they also concluded that the cloud regions represented a bubbly mix-
ture of relatively low vapour fraction, similar to Stutz et al. [134].
2.6 optical experimental techniques
Optical techniques have long been used to image fluid jet and droplets, reviews
such as that by Castejon-Garcia et al. [24] showed that shadowgraphy, schlieren and
their variants are still practical and useful techniques in a modern context. In this
section, a brief review of the relevant physical parameters and optical setup is given
as it pertains to the experiment. The approach used in the experimental section
of the present work is termed ’hybrid’ shadowgraph as it shares some elements of a
shadowgraph and schlieren, most notably without the knife edge typically associated
with schlieren.
Other applications of the shadowgraphy process specifically applied to injection
systems have typically looked at the spray characteristics and evolution within gas
filled chambers. These chambers may also be high temperature and high pressure
capable in order to replicate in-cylinder spray breakup processes. An et al. [1] used
such a system to provide evidence to confirm independent scattering measurements
of spray characteristics. Klein-Douwel et al. [67] used a similar device for the di-
rect shadowgraphy of optically dense diesel sprays to determine parameters such
as jet penetration etc. This study is noted because the video system used was able
to capture an entire injection sequence as a whole rather than single time instants
captured from different injection events. In this way, Klein-Douwel et al. were able
to show spray growth irregularities and estimate the reproducibility of the optical
arrangement.
2.6 optical experimental techniques 76
Early investigation of flow features such as cavitation using schlieren were applied
by authors such as Arakeri and Acosta [8] as a natural method to non-intrusively
measure the large density gradients associated with cavitation phenomena. Further
examples of schlieren, shadowgraph and the many variations on these techniques
can be found in the collected work of e.g, Van Dyke or Nakayama [87, 139].
Several methods exist to study the flow field near the nozzle [94] but due to the
very short timescales for injection (< 1 millisecond) and extremely high velocities (in-
ternal nozzle velocity could be 500 ms−1), an optical technique is best suited. Optical
methods allow for short exposure times when coupled with laser based light sources
(2-10 ns pulse widths being typical) and are non-intrusive with regards to the flow
field. One possible technique is the interferometry method, such as used by Iben et al.
[55]. This method was demonstrated to be able to capture high temporal and spatial
resolution but was limited due to the quality of interference fringes available across
pressure wave boundaries. A similar method utilising a schlieren like or shadow-
graph like technique has been used by Mauger et al. [76] which was shown to have
high sensitivity to the pressure waves associated with cavitation bubble collapse and
as these phenomena are primarily of interest in the present study, this technique was
chosen. This allows investigation of the effects of both cavitation and local pressure
field variations. The techniques potentially allows the visualisation of pressure waves
and vortical structures (where they are strong enough to create a local low pressure
regions at their core). This technique is a visualisation of density gradients and, at
least in the absence of significant temperature changes, these gradients correspond
to the pressure field. With regards to individual cavitation bubbles, the technique
is less discriminatory as a cavitation bubble is generally accepted to have a highly
reflective surface. Light rays incident upon the bubble surface are therefore reflected
in many directions but generally back towards the source rather than being deflected
through a known angle (see the following section for a more detailed description of
the mechanics). Bubbles therefore appear to be black regions within an image due
to this absence of source illumination.
The schlieren technique has been widely reported for the visualisation of various
flow phenomena [78, 127, 141], in which the angular deflection of parallel light rays
through a test medium is measured. The angular deflection of said rays is a function
of the refractive index change, which for most gases is in turn proportional to the
density (as described by the Gladstone-Dale equation). This refractive index change
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similarly applies for most liquids although to a different extent . For the liquid used
in these experiments (ISO 4113 calibration oil), the refractive index was a function
of both temperature and pressure and care was taken to differentiate between these
effects by keeping the temperature essentially constant. To determine the change in
refractive index, n and using a cartesian coordinate system, xyz, the ray curvature is
given by the equations e.g. from Holder and North [52], for the horizontal plane, x,
∂2x
∂z2
=
1
n
∂n
∂x
(12)
and for the vertical plane, y,
∂2y
∂z2
=
1
n
∂n
∂y
(13)
Integration of the above terms gives the deflection, ε,
εx =
1
n
∫
∂n
∂x
∂z (14)
and
εy =
1
n
∫
∂n
∂y
∂z (15)
Shadowgraph like measurements have been carried out by Mauger et al. [76] on a
planar (quasi-2D) version of a nozzle like geometry using the same calibration test
oil. Mauger et al. results were able to capture both cavitation as well as the pressure
waves caused by bubble collapse. Figure 12 shows an image from [76] with these
features clearly visible. Similar results showing cavitation in the shear layer of a
micro channel jet were also reported by Winklhofer et al. [147].
3
E X P E R I M E N TA L B A C K G R O U N D A N D S E T U P
The experimental campaign objective was to verify the source of the ’noise’ histori-
cally observed in many fuel metering systems vis a vis the liquid into liquid injection
process. To accomplish this, the campaign was set out into two section using different
equipment and approaches.
The first part of the experiment utilised a Bosch type rate tube system as this
represents a well established device and technique. Variations of the back pressure,
downstream pipe parameters and operating conditions were carried out to deter-
mine if the system was capable of showing insights into cavitation and pressure
wave activity by instrumentation of the pipe using a series of pressure and tempera-
ture sensors mounted at regular intervals. Analysis of this data showed that a range
of frequencies up to 100kHz (the limit of capability due to sample rate for the Bosch
tube acquisition system) were present as ’noise’ although their cause was difficult to
determine. Spectral analysis showed no significant difference between those condi-
tions supposed to promote or retard cavitation and as such, phase two experiments
using a fixed volume chamber were undertaken.
In the second part of the experiments, an optically accessible, constant volume
chamber was constructed. The aim of these optical experiments was to verify the
following:
1. If existing visualisation techniques can be applied to 3D geometries effectively
(rather than the more limited quasi-2D).
2. If cavitation was present external to the nozzle or a convection mechanism was
present from known, internal cavitation processes
3. That cavitation bubble collapse is the source of high frequency ’noise’ in liquid
into liquid injections.
4. If pressure signal activity could be correlated with visualised cavitation fea-
tures, e.g cavity collapse.
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5. To what extent vapour bubbles persists after injection is complete.
3.1 rate tube experiments
A Bosch rate tube metering system with additional instrumentation was fitted to a
multicylinder fuel systems test bench. Although the test bench was designed for
system work with a complete fuel injection system, ECU, rockers etc, only one head
(injector) was fitted with the rate tube. One additional head was fitted with a DS20
(piston type) rate of injection meter for comparison work although that data is not
shown here. The fuel injection system is composed of 3 pumping injectors (fitted
to cylinders 1, 3 and 5) and 3 non-pumping injectors (fitted to cylinders 2, 4 and
6). It is fitted with a 2 lobe pumping cam but the valve actuating cam and rocker
gear were removed. This means that for each cam revolution, there are 6 possible
pumping events to develop pressure in the rail. It has 2.05 L/min, 8 hole VCO type
nozzle fitted to each injector. The system is capable of a 9 pulse injection train and
has a maximum rated rail pressure of 2500 bar.
The Bosch rate tube system used (see Figure 10), is a variation of the original
design with additional pressure and temperature sensors along the length. The rate
tube is 7m long with and ID of 7.8mm and an OD of 9.5mm. The major part of
the tube has been formed into a spiral to minimise its physical footprint and it is
mounted onto a collector which has the injector protruding into it from the cylinder
head. At the termination of the tube, an accumulator volume and swagelok pressure
regulator are attached along with a hose to the circulation manifold which then
returns to tank via a cooler plate assembly. A pressure sensor (kistler 6052C piezo
electric transducer) is fitted 5mm downstream of the injector tip with subsequent
sensors fitted at 1m intervals along the entire tube length. The sensors are attached
to kistler 5064C21 charge amplifiers with drift compensation enabled and no on
board filtering. On the tube wall directly opposite each pressure transducer, a K type
thermocouple has been fitted to the pipe using a high thermal conductivity epoxy
bond for discrete temperature measurement. The thermocouples are all measured
via a National Instruments 9213 TC module on a NI 9148 expansion chassis. See
Appendix 9.2 for technical drawings of collector, rate tube and rig.
The data acquisition system for ’low speed’ or process data was recorded at 4Hz
continuously and consisted of fuel and lube inlet and outlet temperatures, injector
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Figure 10: Bosch Rate tube
tip temperatures (all 6), ECU control variables, DS20 comparative fuelling, DS20
metering head temperature, synchronous rail pressure sample and the rate tube ther-
mocouples. Several high speed measurements were recorded at each point in the
testplan and were taken with an NI 6368 X-series DAQ card at 200kHz. The duration
of each data block was timed via a hardware trigger on the camshaft such that one
block period is one complete camshaft revolution. Thus the actual number of sam-
ples varied with engine speed (for the fixed sample rate mentioned). The high speed
measurements were:
1. Rail pressure using a Kistler 5000 bar piezoresistive sensor and 4618A2 ampli-
fier (attached to the rail to injector pipe on cylinder 3)
2. Rate tube pressure sensors 1-6
3. Pumping logic
4. Injector drive current and voltage (all units),
5. DS20 LVDT
6. DS20 derived rate signal.
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Letter Description
A Speed Max Torque is achieved
B Speed Max Power is achieved
C Maximum Rated speed
Table 1: ESC Speed ratings
3.1.1 Operating conditions
The test cycle used for the rate tube experiments is a derivative of the ESC (European
Stationary Cycle) , which is the basic heavy duty emissions test as defined for Euro
III [3] to Euro IV [4] of the European standards. The ESC defines the speed and load
as part of the rated envelope for a given engine configuration. Speed is assigned a
letter code and load is given as a percentage of maximum where load is defined as
torque output, see Table 1. For example, absolute maximum torque output would be
achieved at ’A100’ conditions.
The full test cycle is given in Appendix 9.3, Table 9 and was constructed to replicate
the test envelope experienced by a known 11L engine configuration which uses the
same Delphi F2 injector hardware utilised throughout this study. The test was also
extended with two extra sections containing pilot and post injections to observe any
potential multiple injection effects. Section 2 of the test adds a pilot injection of 2 mg
to those points less than 100% load. Section 3 of the test adds a long separation post
injection (to simulate reheat of an after treatment system) of 20 mg.
3.1.2 Back pressure variation
To determine the effect of back pressure on ’noise’ and more generally on the pres-
sure wave generated from the injection event, the back pressure in the follower tube
was varied systematically in steps of 5 bar from 5 to 20 bar. The back pressure was
found to be sensitive to any air which may be present in the system and as a re-
sult, the system had to be fully purged before testing. Back pressure was set via the
adjustment screw and locknut on the swagelok regulator by running briefly at the
desired test point and observing the analog gauge.
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3.1.3 Ultrasonic measurements
The need for an accurate determination of the local speed of sound led to the de-
velopment of a bespoke sensor and packaging assembly to measure this parameter
directly via an ultrasonic method. In this method the local speed of sound could
be measured by calculating the time of flight (TOF) for a calibrated ultrasonic (~5
MHz) pulse to traverse a known distance. The collector geometry was modified to
include a novel sensor developed in collaboration with Tribosonics [51]. The system
was arranged such that the pulse was introduced along a path which traversed the
injector spray angle, potentially also picking up changes due to the injected fuel pres-
sure or temperature differences. The system repetition rate was set to 12kHz from a
dedicated TTi TG5011 LXI function generator with a Panametrics Sonix 5055-PR-101
pulser receiver unit and the return pulse was captured with a LeCroy waverunner
44Xi digitiser/scope running at a 0.5GHz sample rate. The system was calibrated in
situ against a reference temperature and pressure by sending a single pulse-return
pair, calculating the time of flight and comparing this to the known speed of sound.
Reference conditions were confirmed with calibrated sensors as given in section 3.1.
From theses measurements, the physical distance between the sensor tip and the
acoustically reflective surface of the erosion guard was found to be 23.167mm.The
rail pressure, injection logic and rate tube signals were sampled synchronously with
the pulser-receiver measurements by use of common trigger and recombined during
post processing. Figure 11 shows a cross section of the injection ’pre-tube’ geometry
(pre-tube is used here to refer to the initial fluid filled volume which connects the
injector tip to the start of the rate tube proper).
The test matrix was constrained by the novel sensor limitations since it was hand
made (the first sensor prototype broke during early testing). Due to the low robust-
ness of this sensor, a limited sweep or parameters was undertaken before failure. Rail
pressure was tested at 500, 1000, 1500 and 2000 bar. The backpressure was varied be-
tween 8, 14 and 18 bar. Note that the original test was targeted at 5, 10,15 and 20 bar
backpressure but issues with the regulator meant that the lowest pressure was not
reliably obtainable and it required careful adjustment to achieve the stated values.
Injection logics of 500, 800 and 1000 µs were used with a DDS ETC3 ECU injector
drive controller. Injection logic in this context refers to the logical on-off signal sent
to the controller which then delivers current to the solenoid to start the actuation
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Figure 11: Cross section of ultrasonic collector assembly
process, this means that there is a electromagnetic delay while the current and resul-
tant magnetic flux rises followed by the mechanical movement time of the valve and
further hydraulic delays as the fluid accelerates etc. These delays are combined to
give a total delay between the start of logic and the start of injection which may be
of the order of 200 µs and is pressure dependent. Similar delays occur during the
needle closing process to give a total delay between the end of logic and the actual
end of injection. As this investigation is concerned with the very early stages of in-
jection where the actual start of injection may be difficult to determine, it was chosen
to report the figures of injection logic which are reproducible rather than the actual
hydraulic times which may vary due to the factors mentioned above.
3.2 optical constant volume chamber
3.2.1 Setup
In order to confirm the presence and effect of cavitation and the associated pres-
sure waves from cavitation bubble collapse, an optically accessible chamber was
constructed to have similar properties as a commercial chamber. In order to have
sufficient mechanical strength for the windows and supporting structure, the overall
chamber volume is significantly larger than the commercial unit with subsequent
reduction in the overall pressure rise during an injection event. The lower overall
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Figure 12: Micro-channel visualised with shadowgraph like technique, flow from left to right.
Image courtesy [76].
pressure rise also means that the optical system can be calibrated to be sensitive to
the correct pressure gradients in order to observe bubble collapse directly, as set out
below.
In this experiment, a two hole nozzle of comparable size to commercial units was
used in preference to a microchannel and the ensuing jet expanded freely in all 3
dimensions. This means that the density gradients to which a schlieren type system
is sensitive, namely those in the x and y planes, are expected to be substantially
weaker than was the case for Mauger et al., an example of which is given in Figure
12.
The test chamber was constructed to allow optical access from two sides as seen
in Figure 13 and 14 with a visible window area of 40 x 20mm. In order to support
high chamber static pressures and to minimise any possible distortion, the window
thickness was 20mm. The window material chosen was Perspex so as to most closely
match the refractive index of the test fluid. The windows were a tight fit to the
chamber itself, it was found that without minor adjustment, the compression caused
during window frame application could cause optical distortion as the window was
stressed. This distortion was visible either in the reference images as wavy lines
(which did not disappear when cleaned) or in some situations with the naked eye as
’oil slick’ like diffraction patterns. Figure 15 shows a section view with labels for the
hydraulic connections etc. The lower half of the chamber was designed to be symmet-
rical to the top so that either the left or right jet plumes could be visualised although
this required that the lower chamber be stripped down, cleaned and resealed.
The test chamber was also fitted with a Kistler 6052C pressure transducer. The
transducer was connected to a Kistler 5011 laboratory charge amplifier with a nom-
inal sensitivity of 20.4 pC/bar and a gain of 2 bar/Volt over the range 0-100 bar. The
sensor has a stated linearity of ±0.3% full scale. The charge amplifier was operated
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Figure 13: Isometric view of optical chamber, upper section transparent to see injector orien-
tation
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Figure 14: Profile view of optical chamber
with the Time Constant (TC) setting at ’medium’ and drift compensation and low
pass filter disabled. The sensor was located on the side of the chamber at a distance
of 64.35 mm horizontally and 11.54 mm vertically (down) giving an angle from the
nozzle hole of 10.17 deg.
Figure 16 shows the arrangement of the optics for the chamber experiment and
Figure 17 shows the actual optics as used. In order to capture the pressure waves,
a very short exposure time, Et was needed in order to ’freeze’ the frame. The cam-
era was capable of shutter (exposure) times down to tens of nano seconds but the
difficulty in general with such short exposure times is that the intensity of light re-
quired becomes very high. To meet this criteria, a laser light source was chosen.
The laser was a spectra physics quanta-ray pro Nd:Yag capable of 10Hz repetition
rates at pulse energies of 450 mJ per pulse. Typically the laser would be operated
at significantly lower energies depending on the adjustment in the rest of the optical
system. The laser output was centred at the 532nm wavelength which approaches
the natural fluorescent wavelength of the test oil and so needed to be avoided. For
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Figure 15: Cross section of optical chamber
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Figure 16: Optical arrangement
this experiment, parallel but incoherent rays were required so the coherent beam was
the second undesirable property that required modification.
The optical arrangement therefore consisted of a series of mirrors to direct the
beam to a focusing lens. This lens focused the beam to a point on a polymethly-
methacrylate (PMMA) sheet which had been treated to emit in the red part of the
spectrum. This focused spot on the PMMA sheet partially diffused the source but
also shifted the wavelength of reflected light to ~600nm. The process of reflecting the
beam also removed the laser coherency to avoid speckle on the images. A second
lens (collimating type) then expanded the beam from a spot on the PMMA sheet to a
profile approx 25mm in diameter. This beam was then passed through a notch filter
to remove any remaining (reflected) 532nm rays from the source beam.
One injector was used in this study, a Delphi F2E [7] solenoid type with two noz-
zles holes 180 degrees apart of nominal 165µm diameter. Other nozzle hole parame-
ters such as spray cone angle and conicity are the same as an application nozzle (an
application nozzle would normally have 7 or 8 holes). The two hole nozzle was de-
veloped in order to simplify the analysis by having the axes of the jets perpendicular
to the field of view.
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Figure 17: Picture of optics: 1. Notch filter, 2. Collimating lens, 3. PMMA target, 4. Focusing
lens, 5. Mirror (532nm)
A controllable pressure source, based on a Delphi GL5.0 pump and rail, supplied
the calibration oil at a maximum pressure of 2500 bar. The high pressure pump
was delivered into a common rail with plugged ports for the normal injector fittings
but with a high speed rail pressure sensor and PCV (Pressure Control Valve) as a
safety measure (The PCV can be controlled by the ECU to maintain a specific rail
pressure but in the event of total loss of power, it reverts to the fully open position
so that all pressure from the rail is lost immediately). A Delphi ETC3 ECU controller
was used to control the rail pressure and the PID control parameters were tuned for
stability albeit with relatively slow response. In order to communicate with the ECU,
a Labview based CAN CCP communications program was developed and integrated
into the main control software (this re-used some existing Delphi base code). The rail
volume was nominally 34cm3 and pressure control was typically better than ± 5 bar
with this system.
The common rail was then attached via a flexible 1.5m pipe to an adapter mounted
on the injector holding block. This flexible pipe allowed considerable movement and
variation of chamber placement within the given envelope. The second benefit of
this design is that the injector mounting and chamber are effectively isolated from
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the vibrations produced by the auxiliary equipment required to generate injection
pressures. The high pressure pump (with integrated lift pump) was mounted via a
belt drive to a 7.5kW fixed speed electric motor with soft start and torque limiting.
The fixed motor speed simplifies the overall design and reduces cost and complexity
compared to a variable speed unit. The motor was matched to the pump nominal
rated speed point for best efficiency. As the pump is designed to feed 6 injectors at
max 3000 RPM, delivering sufficient quantity for the single test injector at irregular
intervals (typically 30 s or more) means it is operating well below the maximum
permissible. This pump was chosen as its design is of the inlet metered type so that
when demand is low, no pumping takes place and frictional losses are minimal (e.g
tappets do not follow cam when pumping is not required). This reduced the heat
input and work done on the fuel and further reduced the load on the cooling system.
The integrated lift pump design means that the fuel system is self priming and op-
erates whenever the high pressure pump is running. The fuel was filtered after the
lift pump before transfer to the high pressure pump and a gauge was mounted to
ensure correct inlet pressure to the high pressure pump was maintained. As this was
a closed system, the fuel may be expected to circulate many times and so reducing
the compression and heat cycles to a minimum and passing through a filter were
essential to avoid changing the fuels’ chemical properties. Figure 18 shows a picture
with some of the relevant sections of the pressure generation part of the test rig.
As the pump was running at high RPM with little load (after initial ramp up),
the oil lubricated version was chosen over the fuel lubricated version. This was to
avoid excessive heat input into the fuel circuit which would have necessitated a PID
controller and a more complicated design in order to control the fuel temperature.
A separate oil cooling system with heat exchanger to the lab chilled water supply
was used with manual needle control valves used to hold the required system tem-
perature. As the heat input to the oil from pump operation was generally consistent,
this provided a very stable platform in terms of temperature. A secondary 1 kw
single phase motor and secondary pump was fitted to circulate the oil at a fixed rate
through a filter, the main high pressure pump, heat exchanger and back to tank. As
the lubrication circuit is essential to avoid catastrophic pump failure, the lubrication
pump was interlocked to the main drive such that the main drive cannot operate
without the lubrication also running. Appendix ?? has the complete hydraulic lay-
out of the fuel and lubrication circuits and Appendix 9.5 has the electrical schematic
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Figure 18: Pictures of auxiliary (pressure generation) equipment: 1. cRIO temperature mod-
ule, 2. Main control electrics, 3. ECU (rail pressure control), 4. Flexible HP pipe,
5. LHS heat exchanger (fuel), 6. Fuel Tank, 7. Lube tank, 8. Common rail, 9. HP
pump
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Figure 19: Pictures of optical chamber setup: 1. Injector mounting block (chamber upper),
2. HP pipe from adapter, 3. Current clamp, 4. Chamber Static Pressure gauge, 5.
Chamber lower section/Kistler pressure sensor
and interlock logic. In general however the interlock logic for the mechanical and
hydraulic functions is to utilise a fail safe approach whereby loss of power to any
part of the circuit would cause the main drive, lubrication pump and rail pressure
controller to stop.
The test chamber was fitted with a Kistler 6052C piezo electric pressure transducer
which was synchronously recorded with image acquisition (triggered by the shutter
pulse) via a NI 6110E DAQ card. A current clamp was fitted to the injector drive and
this was also sampled synchronously to allow calibration of offsets due to the delay
between the injection drive logic and actual injection waveform. Data was sampled
at 500kHz for 1 second around the injection event to allow meaningful pre and post
averages of, for example, rail pressure, to be determined. Figure 19 is a picture of
the test chamber and Figure 20 gives an overview of the camera mounting and test
equipment.
The system temperature was monitored at the following locations with K type
thermocouples on a National Instruments 9148 cRIO chassis:
1. Rail return
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Figure 20: Pictures of camera and test equipment: 1. Box containing optics, 2. Charge Am-
plifier, 3. PMDU (Injector drive), 4. Camera, 5. Pressure source control, 6. HP
pressure equipment, 7. Adapter block and optical chamber
2. Fuel tank
3. Lube Tank
4. Coolant feed
5. Coolant return
6. Lube Return (before chiller plate)
7. Fuel Backleak
8. Injector pocket
The system temperature was controlled via orifice valves on the process water supply
to two large chiller plates on the return path of the lubrication and fuel circuits. This
design maintained both tank temperatures at ~18 degrees C. During testing, tank
temperatures would increase as a function of load at a max rate of 1 degrees C per
hour. Testing was paused whenever the temperature drifted by more than 3 degrees
C.
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The chamber static pressure was controlled via a hand operated pump fitted with
non return valves and orifice valves to control the rate of pumping. An analogue
pressure gauge was fitted to the outlet of the hand pump which was attached to a
braided, temperature insulated pipe feeding into a second non-return valve which
in turn fed into the chamber filling port. A second analogue gauge was fitted to
the chamber to allow cross checks to be carried out. Typically, the hand pump
would be operated to the desired pressure and gradually connected to the cham-
ber to pressurise the fluid. The bleed valve could then be operated rapidly, allowing
any trapped bubbles to be evacuated from the chamber. This procedure was then
carried out before testing after any period of inactivity. After the bleed valve was
operated several times, the system could be set to the desired static pressure. To test
the chamber non return valve, the supply line from the hand pump to the chamber
was vented to the hand pump reservoir (via the hand pump control valves) and the
pressure gauge attached to the chamber observed to check correct operation.
To maintain the set static pressure during injection events, the chamber was fit-
ted with a Swagelok R3A adjustable pressure regulator on the outlet. During hand
pumping operations, the static pressure could be accurately set by the adjustment of
the locknut. Whilst the lowest possible setting on the pressure regulator was theoret-
ical 2.5 bar, in practice it was found that below 5 bar static pressure gave poor results
as each injection event tended to reduce the static pressure. It is assumed that at
the lowest spring preload (the mechanism for regulation), the momentary pressure
increase caused by the injection event caused the regulator valve to ’pop’ off its seat
and release a quantity of fuel greater than that injected. No other leaks or fluid paths
could be found to explain this. As a result, at low back pressure values, the Swagelok
valve was replaced with a manually operated ball valve to give more consistent con-
trol of the pressure rise during an injection event. When the manual valve was used,
the static pressure would be reset after 10 injections in order to maintain the desired
value. The typical pressure rise during 10 injections at these low static pressures (<
5 bar) was 1.5 bar which was considered poor and as a result only limited data for
static pressures less than 10 bar are presented. At static pressures > 10 bar, the in-
creased spring stiffness of the regulator meant that there was no noticeable change in
the static pressure after 50 injections. During the aforementioned hand pump cycle,
the pressure regulator was also tested since any decrease in chamber pressure could
only be attributed to a failed non-return valve or failed regulator. The regulator was
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Figure 21: Speed of Sound in ISO 4113
found to have a failure mode of a slow leak past the primary stem seal which re-
sulted in a very slow pressure decay rate. Rebuilding the valve with an approved
seal kit restored performance fully after the new spring preload was reset.
The fluid used throughout the experimental campaign was an ISO 4113 compliant
diesel surrogate used particularly for fuel injector testing. This was chosen partly
due to its common use within industry but it has a number of other favourable
properties: the viscosity and density are close to diesel with a much tighter tolerance
on the range, the flashpoint is significantly higher than a real fuel making it safer for
laboratory use, it has extensive reference data available and it has a refractive index
gradient which can be matched to some grades of clear acrylic (perspex).
Analysis of the chamber pressure signal requires known properties for the fluid,
these were taken from the published experimental data of Ndiaye et al. [88] and
Chorazewski et al. [28] and incorporated into code functions for easy calculation.
The speed of sound was taken based on their Tate Equation derived model, Figure
21 shows the change in speed of sound for temperatures ranging from 280-440K for
selected isobars up to 200MPa.
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Figure 22: Viscosity of ISO 4113 over working pressure range, various isotherms
Since viscosity and density are affected by temperature and pressure and it was
attempted to keep the experimental temperature constant, viscosity and density have
been plotted at various isotherms, see Figure 22 and Figure 23 respectively. It can
be observed from these figures that the viscosity change over the pressure range
is largest for lower temperatures up to the maximum of 200 MPa. Viscosity for
the target test temperature changes by factor of ~3 over the same pressure range.
Density values show a greater variation across the pressure and temperature range
and due to this, where assumptions have been made in the calculations these have
been specifically noted.
3.2.2 Optical timing control
In order to correctly align the camera capture with the laser pulse and injection
events, a custom timing program was developed using Field Programmable Gate
Array (FPGA) hardware. The laser system required a sync pulse at 10Hz for the
flashlamp operation and an additional pulse, the Q-switch pulse, when an actual
laser event was requested. The delay between the sync (flashlamp) pulse and the
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Figure 23: Density of ISO 4113 over working pressure range, various isotherms
Q-switch (qswitch delay) directly affects the output power of the resultant beam.
Since the system settling time and camera capture requirements where in the order
of several seconds, between 30-50 sync pulse events may elapse between Q-switch
events. After the Q-switch has been activated, the light emission occurs after a delay
of approx 180ns, this delay has been ignored in the timing and offset calculations.
Taking the qswitch pulse time as the light emission event time, an image offset time
is applied in order to arrive at the correct time to start the logic pulse to drive the
injector. Similarly, the camera system required a logic trigger to arm the capture
sequence at least 20 µs before the actual shutter opening which was controlled via a
separate camera gate pulse (shutter open pulse). In this instance, the camera trigger
was fixed to occur 100 µs before the qswitch and the camera gate to occur 50 µs
before the Q-switch to ensure that the camera was armed and the shutter was open
during the duration of the laser emission. A schematic of this timing sequence can
be seen in Figure 24 with an example image offset of 460 µs and Q-switch of 200 µs .
The timing sequence in the preceding paragraph drives the laser emission and
the programmable multifunction drive unit (PMDU) hardware which develops an
injection waveform. When the injection logic was received by the PMDU, a further
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Figure 24: Timing control sequence showing the system delays and offsets between injection
logic and image capture
delay occurs as the high energy circuit was charged before the current in the injector
begins to rise, this delay was ~20µs. Due to the chamber pressure sensor mounting
location, the distance between the injector tip and the sensor is 65.37mm at an angle
off the horizontal of 10.17 degrees. The propagation delay (Td) of the rise of pressure
associated the start of injection event would therefore be expected after a time given
by
Td =
SensorDistance
c
(16)
where c is the bulk mean speed of sound. An example of this timing is given in
Figure 25, which shows an apparent injection delay of ~488 µs taken from the time
of start of injection current rise.
The laser was operated via a double interlock safety system which comprised of
door and shutter sensor in two adjoining rooms. As the laser beam was produced
in the laser room, the door to both the test cell and the laser room had individual
interlocks fitted, both of which must be active and in the ready state for operations
to occur. Additionally, the test cell shutters were fitted with a magnetic switch which
required that the shutter must be down for the system to operate. Manual door
entry while the system was armed could only be achieved with the use of a specific
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Figure 25: Timing sequence - Injection and Chamber pressure
code and entry procedure. An emergency stop (mechanical and hydraulic E-stop, see
Appendix 9.5 for details) was located both inside and outside the cell which would
cut power to all auxiliary equipment and dump any rail pressure via a pressure relief
valve.
In order to control then various rig functions, a custom Labview program was
developed to integrate the various functions: ECU communications (for rail pres-
sure demand), FPGA timing controls (for camera and laser sync pulse), RIO (Injector
control), temperature monitoring (process variables) and analog signal acquisition
(current clamp, chamber pressure signal). The program automatically counted the
number of injections and images captured during a sequence as well as logging pro-
cess variables and front panel (user) inputs so the exact conditions were synchronised
with the images. It was found during preliminary testing that even with filtration on
the fuel input to the chamber, microscopic particles could be present in the chamber
fuel which would be agitated by the intense turbulence of the jet and created poor
quality images with numerous small dots spread across the field of view. Waiting 1
minute between injections was found to be sufficient for all particles to settle to the
bottom of the chamber and this timing was also automated within the program. To
facilitate testing over long periods it was also possible to automate the number of
injections (and images) to queue into a sequence up until the maximum supported
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by the camera (10). In this way, the test program was fully automated without the
need for user intervention until a new file had to be created on the camera PC (this
was due to the memory buffering constraints of the camera system).
3.2.3 Operating conditions
The optical test chamber was tested with a matrix of conditions:
1. Rail Pressure of 600, 1000 and 1500 bar.
2. Image offsets from 490 to 700 µs in steps of 10 µs.
3. Static chamber pressure varied between 0 bar (unconstrained with a free surface
of trapped gas), 10 bar and 20 bar.
4. Image offsets from 700-1000 µs in steps of 10 µs for 1500 bar rail pressure and
~1 bar static only.
4
E X P E R I M E N TA L R E S U LT S A N D D I S C U S S I O N
In this chapter, the experimental data is presented along with corresponding analysis.
For the first part of the results using the Bosch tube it is shown that the recorded
pressured signal has both a high frequency and low frequency component. The low
frequency component corresponds very well to the original work of Bosch [17] even
though injector technology has changed significantly, with, for example, multi-hole
nozzles replacing single hole, VCO nozzles becoming common, sac types instead
of pintle and common rail operation at higher overall system pressures. The high
frequency ’noise’ is difficult to characterise in terms of spectral energy distribution
and leads to further questions regarding its potential source, how the nominally
independent nozzle holes form a coherent wave front, how much the wave energy is
dissipated through the walls etc.
The current chapter also presents qualitative results from the optical chamber and
several processing algorithms and methodologies are introduced along with sum-
mary information regarding the trends that were found. Cloud cavitation external to
the nozzle is directly visualised and the presence of pressure waves resulting from
vapour bubble collapse are also captured. Processing of the images gives useful pa-
rameters such as the mean jet penetration length, penetration speed and estimates
of the injection variability. Comparisons are then made between static pressure and
rail pressure combinations at a range of images offsets which reflect the cloud posi-
tion at various times after start of injection (SOI). Further analysis to determine the
statistics of pressure wave origin and number are shown to be grouped around the
jet axis with a normal distribution indicating that cavitation collapse occurs approx-
imately evenly distributed around the cone describing the jet cloud. A number of
jet flow features are observed and comments made. The chamber pressure signal is
also analysed to derive the relative frequency content as well as the correlation with
injection quantities. Attempts are made to correlate the chamber pressure signal di-
rectly via an automatic image pressure signal estimate using several methods with
varying degrees of success.
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Figure 26: Image processing GUI
In order to process the large number of experimental images and the correspond-
ing data for temperatures, pressures etc, a custom Matlab graphical user interface
(GUI) was developed. The GUI layout can be seen in Figure 26 and allows for rapid
manipulation of the variables along with the routines needed to save the developed
images and data. This user interface also had automatic overlay of the key parame-
ters, measured variables and calculated data (such as the estimated wave origin).
4.1 rate tube results
In this section, a brief discussion of the rate tube results in the larger context will be
given with focus on the ’noise’ in the pressure time history and pressure wave effects
such as attenuation, reflection and geometric focusing. For the purposes of brevity,
the C75 test point is taken as being representative (~1800RPM, 1.6ms injection logic,
~1500 bar rail pressure, see Appendix 9.3 for full test schedule) and therefore will be
the source of the analysis given here.
Figure 27 shows the unfiltered signal from pressure sensors 1-6 along with the
injection logic for the 20 bar backpressure case. A number of significant points can
be seen from this: firstly, the raw pressure signal is dominated by ’noise’ to the point
where it is unusable. The second point is that a significant reduction in noise can
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Figure 27: Rate tube unfiltered signal, 20 bar backpressure, sensors 1-6.
be seen at each of the subsequent pressure sensor locations as the higher frequencies
are attenuated. The mechanism for attenuation also begins to distort the injection
rate signal as can be seen in Figure 28 which has aligned all the signals at the start of
rate event and filtered with a zero phase, low pass butterworth filter with 10kHz cut
off. It can be seen from this that the leading edge of the pressure pulse from sensor
1 (closest to the point of injection) is rapidly diffused as the pressure wave travels
down the pipe. In addition to the spreading of the wavefront, an overshoot of the
pressure seen as the injection reaches quasi-steady state conditions can be seen. The
sharp trailing edge of the initial pulse is also diffused towards the EOI region with
similar undershoot of the pressure at the end of injection. This trend was observed
across all operating conditions and backpressures.
A frequency analysis was performed on the unfiltered rate tube data to determine
the properties which may be relevant to the underlying processes. In order to carry
out this analysis, the original signal which consists of a full cam revolution worth
of data was divided down into 3 different subsets. The first subset is limited to
the first 2k sampled points before the detected SOI (via a threshold on the filtered
pressure signal). This is to determine any frequencies which may have remained
from the previous injection cycle and is termed the ’pre subset’. The ’main subset’
was taken as the data points sampled during the injection with 50 µs at the start and
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Figure 28: Rate tube signal (filtered using butterworth, 10k), sensors 1-6 showing diffusion
of wavefront and overshoot/undershoot effects
end discarded in order to avoid contamination with the rising and falling sections.
The last subset, the ’post subset’ was taken to be the 1.6k points immediately after
the end of injection to observe any residual frequencies. The number of selected
points for the post subset was chosen to get the largest possible sample size before
the reflection from the pipe termination was visible. Figure 29 shows the whole
signal, colour coded to the regions as mentioned above.
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Figure 29: Unfiltered rate tube signal showing subset definition
The pre-subset in Figure 30 shows very little activity and has flat response across
the back pressures and sensors, effectively confirming that the time between injec-
tions is sufficiently long (or the damping is sufficiently strong) to ensure that no
remaining residuals of the previous injection remain.
The main subset in Figure 31 shows a peak at around 38kHz. This peak increase
slightly as the back pressure (BP) increases, an averaging process on the amplitude
spectrums were taken and the maximum used as the peak frequency response. An-
other feature to note is that this frequency undergoes significant attenuation between
sensor 1 and sensor 2 (approx 80%) and has been effectively eliminated completely
after a distance of 4m.
Figure 32 shows the post subset, it can be seen from this that a much broader
spectrum of frequencies is present directly after the injection has finished. Sensor 1
shows peaks at ~36kHz at BP 10 while sensor 2 has a smaller peak at ~40kHz and
sensor 3 shows a second peak at ~46kHz (sensor 2 also has a peak in this region). A
similar result can be seen for 15 BP, a peak at 36 kHz at sensor 1, 38kHz at sensor 2
and 46kHz sensor 3. No peaks were observed for sensors 4 and 5 indicating that the
higher order frequencies were attenuated within the first 3m of pipe length.
An automatic routine to determine the real peak frequencies was run by ignoring
frequencies under 10kHz , filtering the single sided spectrum to get a smoothed curve
and taking the maximum from this. Figure 33 shows the results of this routine which
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Figure 30: Rate tube frequency analysis, Pre-subset. Top Left: 5 bar backpressure, Top Right:
10 bar backpressure, Bottom Left: 15 bar backpressure, Bottom Right: 20 bar back-
pressure
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Figure 31: Rate tube frequency analysis, Main-subset. Top Left: 5 bar backpressure, Top
Right: 10 bar backpressure, Bottom Left: 15 bar backpressure, Bottom Right: 20
bar backpressure
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Figure 32: Rate tube frequency analysis, Post-subset. Top Left: 5 bar backpressure, Top Right:
10 bar backpressure, Bottom Left: 15 bar backpressure, Bottom Right: 20 bar back-
pressure
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Figure 33: Autodetected peak frequencies across sensors and backpressures. Top Left: 5 bar
backpressure, Top Right: 10 bar backpressure, Bottom Left: 15 bar backpressure,
Bottom Right: 20 bar backpressure
indicate a reproducible response which has the general trends as those of higher peak
frequencies in the main section compared to the post subsection and peak frequencies
becoming lower as the backpressure is increased. The frequency data for sensor 3
was unreliable (it only detected a peak using this criteria around 40% of the time)
and sensors 4 and 5 showed no clear peaks using this criteria. The other interesting
finding which was consistent across all backpressures was that the main subsection
showed an increase in the detected peak between sensor 1 and sensor 3. Additionally,
There was also an increase between sensor 1 and sensor 2 for both main and post
subsets for the 5 bar case only. The dashed line in Figure 33 indicates the minimum
possible detected frequency of 10kHz .
In order to check the lower frequency range, the graphs from Figure 32 have been
reset to a 0-1.4kHz scale across all backpressures, see Figure 34. It can be observed
from this data that a dominant frequency exists at 200-250Hz which increases in am-
plitude as the distance along the pipe increases. This supports the previous findings
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Figure 34: Rate tube frequency analysis, Low frequency range. Top Left: 5 bar backpressure,
Top Right: 10 bar backpressure, Bottom Left: 15 bar backpressure, Bottom Right:
20 bar backpressure
that the highest frequencies are attenuated first and the lower frequencies remain
(and are in fact enhanced by the wavefront spreading effect mentioned above).
The peak frequencies found in this section could be the result of a number of
factors including the pipe wall material and thickness - both properties known to
have an effect on the attenuation properties of pressure pulses within ducting.
The effects of the variation in back pressure in regards to pressure pulse are shown
in Figure 35 and Figure 36 for sensor 1 and sensor 2 respectively. It can be seen from
this that the back pressure variation does not significantly effect the signal until well
after the end of injection, i.e at time > 6ms. At this point, deviation based on back
pressure begins to manifest as a small change in amplitude: higher back pressures
give a higher amplitude. This could be due to the decrease in fluid compressibility as
the pressure increases. Calculating the difference in compressibility due to pressure
using the Tait equations from Ndiaye et al. [88], this difference is ~1.5%. The differ-
ences are most pronounced at the point where the main wave caused by the injection
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Figure 35: Filtered rate tube signal, 5-20 bar backpressure, sensor 1
is reflected from the regulator (the regulator acts as an open pipe so the reflection
is inverted in terms of sign). At the point of reflection, the lowest back pressure
shows a departure from the general trend of decreasing amplitude with decreasing
back pressure. Sensor 1 shows an unusual clipping in the pressure reflection region
which may mean that too much fluid has exited the valve as the oncoming posi-
tive pressure wave has accelerated the piston in the regulator past the point where
normal recovery is assured by the return spring (due to the regulator having a low
spring preload of only 5 bar, near to its minimum).
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Figure 36: Filtered rate tube signal, 5-20 bar backpressure, sensor 2
4.1.1 Ultrasonic measurements
As the ultrasonic measurements were carried out on the same rig as the Bosch rate
tube testing, the test matrix used was the same which allowed a comparison to pre-
vious results. This indicated that the addition of the ultrasonic sensor did not have
a noticeable effect on the pressure sensors mounted along the tube length. The tem-
perature was taken from the first thermocouple after extra stabilisation time for the
purposes of the analysis here.
Figure 37 shows the ultrasonic pulse profile which consists of a strong positive and
negative fluctuation with the indicated wave timing features which was returned
during non-injection testing. This pulse shape was deliberately chosen based on
simulations performed to be reflected well off the given geometry. The determina-
tion of the time of flight for the returned pulse was done initially by using a simple
threshold method (termed ’US-Threshold’). This simple method was effective in
all regions except during the injection event itself. A more robust cross-correlation
method was also performed using the pulse returned data from the non-injection
testing (’US-Correlation’). The US-Correlation and US-Threshold methods showed
very close agreement with the correlation method typically obtaining 2-4 more addi-
tional points representing ~160-320µs of additional useful data. Both methods were
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Figure 37: Ultrasonic pulse profile
found to be poor during the transient of injection due to the broad spectrum acoustic
energy in the system at this time.
The speed of sound based on the ultrasonic TOF method above is presented and
compared to two alternative methods for estimating the speed of sound. It should be
noted that the TOF method by nature includes a double averaging as the ultrasonic
pulse must traverse twice the sensor to erosion guard distance which is 46.433mm.
The first comparison is with a fixed pressure (taken to be the recorded backpressure)
and the temperature from the first thermocouple. Using the Tait derived Equation
of state (EOS) from Ndiaye et al. [88], a fixed speed of sound was calculated. This
has been termed the ’EOS-Fixed’. The second procedure for estimating the speed of
sound uses the same temperature and EOS as above but now utilises the pressure
signal as recorded from the first rate tube pressure sensor with a 10k filter applied.
As the pressure signal fluctuates, the estimated speed of sound similarly fluctuates
and this has been termed the ’EOS-Pressure’ method. Figure 38 shows a comparison
between these various methods of speed of sound estimation during an injection
event. It can be seen that in general, the agreement between the three methods is
quite good.
The methods given above are only able to give a speed of sound measurement
which is local to the path traversed by the ultrasonic pulse and are averaged across
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Figure 38: Comparison between various speed of sound determination methods
twice the path length. The fluid domain has (in the absence of pressure waves) a
smooth and continuous variation in the local speed of sound primarily due to the
temperature gradients present. It has been shown in the rate tube section that these
temperature gradients exist throughout the length of the tubing and as the only
source of heat input to the system is the injected fuel, it follows that these gradients
exist right up to the injector tip. Thus determination of the speed of sound from
this method incorporates a proportion of lower temperature liquid from previous
injection events along with higher temperature liquid which is delivered during the
last injection event. This arises as the volume of fluid traversed by the pulse is sig-
nificantly larger than the volume of fluid delivered during a single injection. It is
expected therefore that the speed of sound before and after an injection event should
be different, with a higher speed of sound before the event (higher proportion of
colder, more dense liquid) compared to after. It should be noted that the thermo-
couple data during this time is constant as the overall rate of heat release to the
environment is equal to the heat delivered by the injection events.
It can be seen from Figure 38 that in general, the US methods for speed of sound
determination follow the pressure profile very well, i.e as the pressure increases, the
speed of sound also increases. In the end of injection region however, this trend is
briefly reversed and this is the reason for its attribution to the temperature effect of
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Figure 39: Speed of sound difference due to local temperature rise in near nozzle region after
injection (i.e after 0.7ms)
the injected fuel. As the injected fuel mixes with the surrounding fluid, the pressure
profile trend would reassert itself by the time of the next injection. Figure 39 shows
this end of injection region in more detail and plots the difference between the US-
correlation method and the EOS-pressure method. It can be seen from this that the
absolute difference is ~4 ms−1 which although small in relative terms (< 1%), still
indicates that the method is highly sensitive.
From the ultrasonic testing results, good agreement with theoretical speed of
sound was found. The method used was not able to determine speed of sound
during an injection event. This may be due to the extra noise energy from the highly
turbulent injection swamping the reflected ultrasonic pulse and rendering it unable
to be detected. An alternative hypothesis may be that vapour bubbles formed in the
near nozzle region are interfering with the acoustic pulse. This interference would
have a number of important effects. The first effect would be to significantly lower
the overall speed of sound in that part of the domain which is now a bubbly mixture
rather than a pure fluid. The second important effect is that the bubble region may
now be highly reflective to the incoming pulse (as the vapour fraction approaches
1, the reflectivity based on the different acoustic impedance’s also approaches unity
[38]), producing a reflection earlier than would be expected and so the calculation
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Figure 40: Speed of sound methods during injection period
would produce an artificially high speed of sound. The bubbly mixture region may
also act to attenuate the incoming pulse as the wave is diffracted internally within
the mixture region and is therefore more effectively dispersed. Figure 40 shows an
enlarged view of the injection region only in which both a significantly lower and
higher calculated speed of sound is visible. It was not possible to separate the above
effects based on the data set available and the high values may represent the reflectiv-
ity being dominant while low values represent the mixture effects being dominant.
Due to the amplitude of the excitation present during injection the US-Threshold
method would only calculate higher than expected speed of sound values while the
US-correlation method occasionally found very low values in this region. Interest-
ingly, the lowest values found for speed of sound were consistently around 600ms−1
which may indicate that the the correlation method is able to pick up the second
reflection which would half the speed determined. Other errors in the correlation
method cannot be ruled out in the injection region.
The previous results indicated that significant broad spectrum energy signal was
observed during the injection event. This was a somewhat surprising result as the
frequencies were expected to be lower and more aligned to the results from the pres-
sure sensor as given in the rate tube section. In order to determine the effectiveness
of the novel transducer as a passive sensor, it was operated in ’receiver only’ mode
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in which no external excitation pulses were applied and the output recorded. As the
sensor was designed for 5 MHz operation, it can be taken that the sensor has a signif-
icantly increased stiffness and therefore higher resonant frequency in comparison to
the usual pressure sensors (which have a natural frequency at ~162 kHz). No TOF in-
formation was present for determination of speed of sound properties but a spectral
analysis of the receiver only data was undertaken to find the dominant frequencies
and compare to those from pressure sensor 1. Figure 41 shows the raw results from
the recorded data which clearly indicates that activity was detected around the time
of injection as well as the reflection from the injection pulse. Figure 42 shows the
results of a frequency analysis and it can be seen that a broad spectrum is present at
frequencies below 15 MHz and the top two peaks exist at frequencies of ~166 MHz
and ~62 MHz. It is not clear what the source of these high frequencies may be as the
regular intervals may indicate that this represents a higher harmonic of a different
natural frequency which is being excited. If these frequencies were in fact related to
bubble size, it would indicate sub micron sized cavitation bubbles in a dense cloud.
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Figure 41: Ultrasonic transducer results, passive mode
The above results show that although the speed of sound can be determined be-
fore and after injection, serious doubts remain as to the composition and nature of
the flow in the near nozzle region in terms of turbulence and potential for cavitation.
Speculation was made as to the cause of the observed loss of signal during injection
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Figure 42: Frequency analysis of ultrasonic transducer in passive mode
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but no definitive conclusion can be drawn from this data alone. To continue investi-
gating these near nozzle effects, the following section covers the optically accessible
constant volume chamber experiments.
4.2 optical constant volume chamber
4.2.1 Basic processing method
The image processing methodology involved the direct numerical differencing be-
tween the relevant reference image and the injection image. The reference image
being the non-injecting image taken at the same temperature and chamber pressure.
This was done via a matrix of the recorded intensities with each pixel representing
an intensity value, i.e. 1024x1024 matrix of values whose range was between 0 and
216. Due to variations in the intensity of the laser light from shot to shot, some in-
jection images required intensity scaling although this was typically less than 5% of
the overall intensity. Since the procedure for data collection involved new reference
images being generated at least every 50 injection images, most of the variation due
to laser drift is accounted for by the reference image. The processed image matrix
was then mapped to a new intensity scale such that 1% of the data is saturated at
both the high and low values. This was to increase the contrast to the maximum
possible over the range available. A median filtering algorithm was then applied so
that the matrix elements (i.e the pixel intensity values) were median filtered over a
3 x 3 neighbour pixel scheme. This had the effect of smoothing minor irregulari-
ties between individual pixels without altering the overall image. Border pixels are
distorted with this scheme but are not considered to be important in this analysis.
Figure 43 shows a complete example of this process: reference image (1), injection
image (2), difference image (3), difference with adjusted contrast (4), difference with
adjusted contrast and median filtering (5) and difference with adjusted contrast and
median filtering with 2% intensity scaling (6).
One of the drawbacks of this method is that resolution around the jet periphery is
lost as it tends to emphasise weak intensity variations and the areas at the jet edges
represent intermediate values. Where the extent of the jet is of particular interest,
a composite pseudo colour image is generated by blending the differences between
the fully processed image and the injection image. Figure 44 is an example of this
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Figure 43: Basic image processing progression (1500 bar RP,490 image offset, 1 bar static) -
Top Left: Reference Image (1), Top Right: Injection image (2), Mid Left, Difference
image (3), Mid Right, Difference image with adjusted contrast (4), Bottom Left:
Difference image with adjusted contrast and median filtering (5), Bottom Right,
Difference image with adjusted contrast, median filtering and 2% intensity scaling
(6).
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Figure 44: Pseudo colour difference plot of Figure 43 to show jet extent
method using the data from Figure 43. Pressure waves appear as purple shadowed
effects with the jet outline more easily visible as a dark area within the coloured
areas. The intensity of the colour then represents the magnitude of the difference
between the processed and injection images. This technique is also particularly help-
ful when part of the jet is fully cavitating and part of the jet is non-cavitating but
still with sufficient variations in density to produce an artificially large jet due to the
aforementioned inverse intensity bias. It should be noted that while this technique is
useful for qualitative analysis and discussion, all processing to derive direct intensity
values was carried out on the original pixel matricies.
During the experiment, the vibrations from the high pressure diesel pump as well
as the movement generated by the reaction force of the injection event combined
such that there was a possibility of minor spatial relocation of the nozzle between
successive frames. This movement was usually less than 10 pixels so not considered
to be of major importance of itself due to its minimal impact. Although the nozzle
may have moved, the hexagonal pattern of the CCD camera’s intensifier cells was
completely fixed and as a result, any subsequent translation of the object space to
align the nozzle to the reference image (as would normally be preferred) tended to
4.3 tools and processing procedures 122
Figure 45: CCD intensifier interference pattern when nozzle location offset is corrected
create a distracting pattern as the CCD cell alignment no longer cancelled out. An
example of this pattern is shown in Figure 45 where the injection image has been
aligned to the reference image by the nozzle circle detection method as set out in
the next section. This cell pattern caused issues with subsequent processing such as
circle detection and as a result, should be avoided.
4.3 tools and processing procedures
4.3.1 Nozzle reference detection and jet centreline
In order to carry out spatial calculations based on image results (such as jet length),
a fixed spatial reference is required due to the aforementioned movements. This
reference was selected to be the centre of the nozzle tip. A custom image detection
algorithm was developed in order to automatically generate this reference point with-
out user intervention. The image is first reduced to a binary matrix where all values
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Figure 46: Example image detection of nozzle and jet locations
above a threshold are translated to 1 and everything else is translated to 0. This
binary image is then passed through a canny edge detection filter and the longest
edge is selected from all possible edges. The longest edge is then passed through a
Hough transform based circle detection function to search for circles in the range of
expected values (this range should account for the minor variations as the camera
position is closer or further from the actual nozzle). The largest circle is taken to be
the nozzle tip and a line is projected from the centre of the nozzle at an angle of 10.5
degrees to the circumference. This angle was taken from the production drawings
for the nozzle and represents the angle from the geometric center to the centre of the
nozzle entrance hole. From this point, an estimated jet center line can then be pro-
jected at an angle of 15 degrees from the horizontal, which then projects the nozzle
centreline, an example is given in Figure 46.
Using the diameter of the nozzle circle as found above, it is also possible to cal-
culate the scale of each individual image since the nozzle geometry is known. In
the majority of cases however, this was not done as the camera relative position was
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fixed and variations in the detected nozzle size were just as likely to be due to the
binarisation and transform processes. Instead, the average nozzle size (in terms of
pixels) over a sample of 50 images taken on the same day was used as the reference
size and the spatial scaling factor of pixels to mm were calculated from this.
4.3.2 Routines for detection and estimation of jet parameters
The region in the raw image of the jet (not including the injector) which has a numer-
ical intensity of zero has been termed the ’ZI’ region and represents the threshold
for the max observable concentration of cavitation bubbles, higher concentrations re-
main at zero intensity and are indistinguishable. It should be noted that in regard to
the ZI region, other authors such as Egerer et al. [37] have assumed that as little as
3% vapour by volume within the line of sight could reduce the optical transmission
to zero. Presumably this assumption is based around a large number of discrete,
highly curved bubbles reflecting the incident light but unfortunately the background
to this rationale is not available as the cited source is a private communication. A
number of factors may underpin this assumption such as the bubble size and spatial
distribution; the transmission properties will be largely driven by the reflectance at
the bubble-liquid interface and the number of such interfaces along the beam path.
No attempt was made in this work to quantify the transmission characteristics of
this short timescale cavitating cloud within the chamber. The ZI region may extend
for the full jet length or it may extend for only a part of the jet length. The jet length
can be calculated either from ZI region or from the total length, thereby including
those areas of lower bubble concentration. Figure 47 shows the same image offset
and rail pressure conditions with different chamber static pressures. It can be seen
from this that the shortest ZI length is found at the highest static pressure (a more
thorough treatment of the ZI length to chamber pressure is given below)
The initial ZI region was determined to be the continuous extension of zero inten-
sity pixels from the point calculated to be the nozzle exit (see section 4.3.1). As such,
this excluded some of the early stages of jet evolution as the ZI region may not be
fully attached to the nozzle via a continuous zone (this is explored in more detail
in the following sections). Both a manual (via a user interface) and an automatic
routine were employed to get the best estimates for the initial ZI region and the total
liquid jet length (as below).
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Figure 47: Jet length to ZI length example, (600 bar RP, 610µs image offset), Top: 20 bar static,
Middle: 10 bar static, Bottom: Unconstrained
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In order to determine the jet length, the injection image was binarised and a thresh-
old then applied to a line projected along the jet centreline. The jet length was then
taken to be the last point of zero intensity before some background intensity was
found. This method worked well for images where the fully cavitating region ex-
tended for the full length of the jet but was more problematic in jets with a partial
cavitating region and a partial liquid region. In these cases, it was frequently re-
quired to manually select the jet tip location. The jet length measurements were then
used to estimate the jet penetration velocity by looking at the difference between the
leading edge locations for different image offsets with a known time difference. As
multiple images were available for each condition, statistical parameters could be
developed to indicate the variability of both jet length and jet penetration speeds.
4.3.3 Method for determination of pressure wave origin
In order to determine the probable location of observed pressure waves, a tool was
developed to quantify any circles or part circles that were formed on the processed
image. This was done under the assumption that even out of plane pressure waves
from a bubble collapse event would radiate spherically from their point of origin.
Whilst no discrimination was made between dark circles or light, the majority of
detectable arcs where dark and as such assumed to be the compression wavefronts.
Five points along the desired arc can be selected interactively and these are used
in a direct least squares method [107] to determine the origin and radius informa-
tion. Further processing based on the geometry of the optical chamber was carried
out for those arcs whose origin would theoretically be outside the domain bound-
ary. In these cases, the wave was assumed to have been reflected from the top,
bottom or sides of the chamber and was reversed by folding the output dimension
as many times as required in order to bring the origin within the domain, regardless
if whether this meant the origin was within the current field of view. Note that as
the injector had two jets and only section of the first jet was visible, in some situa-
tions there exists ambiguity as to the origin where waves generated from the right
hand jet may also be visible. Where this ambiguity is present, it has been specifically
noted. Figure 48 show an example of a large radius pressure wave with its origin
re-calculated due to assumed reflectance from the top surface.
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Figure 48: Example of wavefront origin detection with reflected boundary condition. Left:
Image with wave indicated, Right: Image with wavefront highlight and origin
marked with cross
4.4 observed jet features
In the context of the following discussion, the jet includes pure fluid, bubbly cavitat-
ing cloud region or some combination of both.
The initial jet images show an unusual feature close to the nozzle, see Figure
49. This feature must be a density gradient (since this technique is sensitive to the
second derivative of density) but does not appear to be linked to cavitation. It is
speculated that during the early stages of jet formation, boundary layer rollup and
vortex formation occurs which then form a structured vortex ring in a toroidal shape
(similar to a smoke ring). As time progresses, these vortex rings would tend to
break up as the velocity and turbulent kinetic energy of the jet increases as the jet
accelerates.
Analysis of all images at early image offsets (early short time delay after SOI) show
that these observed structures can be singular or multiple (Figure 50) in nature but
where multiple rings occur, the ring farthest from the nozzle is the largest (both in
terms of thickness and diameter) which would be consistent with rollup theory as
the most of amount of rollup would occur as the initially slow moving boundary
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Figure 49: Example of vortex ring structure (600 bar RP, 490µs image offset, 1 bar static)
layer is ejected. The rings are also located perpendicular to and along the nozzle
centreline. As soon as cavitation collapse is observed (i.e observed pressure waves
whose probable location is outside the nozzle), the observed structures break down
and are no longer visible. This typically occurs at an image offset of around 510µs.
Rarely, an image may retain the last and largest ring while a portion of the jet behind
the ring has transitioned to ZI, cavitating cloud mode with early collapse pressure
waves visible (Figure 51).
Out of ~3000 total images, only a single image shows a similar structure at a loca-
tion away from the near nozzle and when the cavitation cloud is fully developed. It’s
possible that this is an aberration in image data, image corruption or other error or
it may be possible that a cavitation bubble collapse event has induced an extremely
short lived vortex on the periphery of the cavitation cloud that happened to be cap-
tured. Figure 52 shows this particular event but it is not clear exactly how it should
be interpreted at this time.
An alternative explanation of the observed alternating intensity regions is possible
and may be summarised as jet velocity differences (pulsing) effects creating regions
of alternating high and low density. These density varying regions are then visu-
alised with the experimental apparatus as in Figures 49 and 50 and the difference
then becomes the interpretation of the image.
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Figure 50: Multiple vortex rings (600 bar RP, 500µs image offset, 1 bar static). Top: Raw
image, Middle: processed, Bottom: Pseudo-colour
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Figure 51: Vortex ring with cavitation formation and early collapse pressure wave events
(600 bar RP, 510µs image offset, 1 bar static) Left: raw, Right: processed to show
pressure waves
Figure 52: Possible vortex ring in cavitating cloud region (600 bar RP, 550µs image offset, 0
bar static)
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Figure 53: Mushroom shape at leading edge of jet, raw image (1500 bar RP, 460µs image
offset, 20 bar static)
The initial jet image offsets showed a consistent feature after the collapse of vortex
rings, namely that of a ’mushroom’ head or a ballooning of the leading edge of the
ZI region (Figure 53). This early mushroom shape was consistent across the static
pressure and rail pressure variations tested. It lasted approximately 20-30 µs and
was not observable at longer image offsets as the jet progressing through various
turbulent cloud formations. Although this feature was relatively consistent, it varied
considerably in terms of the actual shape and regularity of features. It appears at the
point at which vortex rings have broken down and so may be related to the transition
from viscous to inertial dominated flow regimes as the jet is still accelerating.
Following from these observations around the initial stages of jet evolution, analy-
sis of the jet length and speed of penetration both in terms of the fluid and ZI regions
was undertaken. In order to estimate the speed of the jet, the average position of the
jet leading edge was taken for each image offset between 500 and 700µs. The point of
the leading edge of the jet was determined as per the above method (either manual or
automatic) and the jet length was then calculated using individual scaling values and
corrected nozzle co-ordinates with the mean taken from 8-10 individual frames. The
standard deviation was also calculated to give an estimate of the general variability
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Figure 54: Mean jet length as a function of rail pressure and static pressure
Rail Pressure (bar) 600 1000 1500
Static pressure 0 bar .393 .462 .321
Static pressure 10 bar .176 .292 .394
Static pressure 20 bar .187 .245 .270
Table 2: Average standard deviation of jet length (mm)
of the jet length and hence is a proxy for jet length probability. Figure 54 shows the
collected results and Figure 55 shows the standard deviation. Table 2 summarises
the total average variability and it indicates that in general, variability increases for
increasing rail pressure and increases for decreasing static pressure. It can also be
seen from these that a strong relationship exists between the jet length and the static
pressure for a given rail pressure.
Figure 56 shows a breakdown of the jet length by static pressure. A linear regres-
sion is fitted to each set of data with the slope taken as the average change of length
with time and hence as the mean jet penetration velocity. As expected, the mean jet
penetration velocity is highest for the 0 bar static pressure although the largest value
of 61ms−1 is more likely to be due to error as this was also the case with the largest
variation between individual jet lengths for each image. From this, the assumed jet
velocity is around 45ms−1 for 0 bar static pressure. The 10 bar and 20 bar static
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Figure 55: Standard deviation of individual jet length measurements
pressure cases showed clearer trends, both with velocities of around 30ms−1. It can
also be seen from Figure 56 that the jet is still accelerating from t=500-530µs . The
1500 bar cases also tended to plateau for length measurement as the jet reached the
maximum detectable position at the edge of the frame. The summary results are
shown in Table 3 and include the R2 parameter as indication of the fit of the regres-
sion line in brackets after the value. It can be seen from this table that the 0 bar static
case shows a decrease in velocity as the rail pressure is increased, this is also seen
in the 10 and 20 bar cases although to a much lesser degree. In addition, it can be
seen that there is a general trend for the velocity to decrease as the static pressure
is increased although again, the differences are small and may be within the bounds
of experimental error. These results do not agree with theory which would indicate
that penetration velocity should increase with increasing rail pressure.
In order to remove the effects of this initial acceleration region, a modified length
analysis was performed. This analysis defined the acceleration region as those points
up to t=530µs. The initial acceleration region was then excluded from the linear re-
gression, the results of which are shown in Table 4. Removing the initial acceleration
region reduced all the calculated velocities, indicating that the initial acceleration of
the jet had an impact on the overall mean jet speed values. The residual error indicat-
ing the relative fit of the regression did not change significantly except for the 1000
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Figure 56: Jet length and velocity by static pressure
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Rail Pressure 600 1000 1500
Static 0 bar 61.31 (.97) 46.73 (.82) 49.72 (.89)
Static 10 bar 34.02 (.98) 31.41 (.94) 29.59 (.93)
Static 20 bar 31.02 (.98) 31.95 (.98) 26.97 (.94)
Table 3: Calculated mean jet penetration speeds, R2 value in brackets
Rail Pressure 600 (t>530µs) 1000 (t>530µs) 1500 (t>530µs)
Static 0 bar 56.83 (.97) 26.54 (.63) 20.93 (.82)
Static 10 bar 30.66 (.98) 25.28 (.96) 20.98 (.89)
Static 20 bar 28.46 (.99) 28.50 (.99) 21.60 (.94)
Table 4: Comparison of calculated mean jet penetration speeds for time > 530µs, R2 value in
brackets.
bar 0 static case in which the overall fit became worse when the acceleration region
was omitted. Further analysis were carried out in which points greater than ~9.5mm
(since the maximum possible is ~10mm depending on the exact nozzle position) re-
moved and points with large standard deviation removed from the regression data.
These analysis did not show any trends for the resultant mean penetration velocities
calculated. From this data it is difficult to draw a conclusion as to why the pene-
tration velocity decreases with increasing rail pressure and therefore the values for
penetration velocity are treated with some skepticism.
In addition to the leading edge, a second distance parameter was measured, namely
that of the ZI (fully cavitating) region. Figure 57 shows a comparison between the
mean jet length (from Figure 56) and the mean ZI length. For the 0 bar static case,
the fully cavitating length of the jet was the same as the overall jet length. For the 10
bar static case, all rail pressures tended to show an initial increase in the ZI length
before plateauing at a fixed length. The 20 bar static case showed a larger reduction
in ZI length (40-70%) compared to the 10 bar static pressure case (20-50%). Figure 58
shows the difference between the mean jet length and ZI jet length in % for all data.
This also indicates that the difference becomes larger for longer jet lengths.
Similarly to the jet length variance analysis, the variance of the measured ZI
lengths was checked and although no trends were apparent, the overall variance
was two to threefold higher (i.e. there was double the variability of the ZI length
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Figure 57: Comparison of Jet length to ZI length
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Figure 58: Percentage difference ZI to mean jet length
Rail Pressure 600 1000 1500
Static 0 bar .407 .462 .321
Static 10 bar .555 .953 1.343
Static 20 bar .281 .541 .771
Table 5: Average standard deviation of ZI length
measurement). Figure 59 shows the ZI variance for all cases and Table 5 summarises
the mean variance values for comparison with Table 2.
Using the definition of a jet Reynolds number from Straka et al. [133],
ReJ =
VJ DJ
ν
(17)
where VJ is the jet penetration speed from table 3 and DJ is the jet diameter re-
spectively, ReJ in this application ranges from 1600 to 3900. For comparison, using a
more realistic liquid core velocity estimation of 500ms−1 gives a Re of ~32,000.
At the lowest rail pressure (600) and and highest back pressure (20 bar) combina-
tion, it was observed that a ZI region at the leading edge of the jet may become fully
separated and extend some distance into the chamber with a continuous fluid jet
region and partial cavitation generation closer to the nozzle. This was seen only up
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Figure 59: Standard deviation of individual ZI length measurements
to a maximum image offset of 550µs, after this time the ZI region was attached to the
nozzle exit. Figure 60 shows this observation with both processed and raw images
for comparison. Circle detection was also carried out and it can be seen that pressure
waves are only visible originating from the detached zone at the leading edge.
4.5 cavitation bubbles external to nozzle
The imaging technique chosen is sensitive to the second derivative of density which
is how the pressure waves are able to be visualised (since density is taken to be a
function of the instantaneous pressure field for constant temperature). The second
optical property that must be considered in this section is that of vapour bubbles
within the fluid, which appear black. Vapour bubbles when a ray is incident upon
the surface may reflect the ray back towards the source in which case the transmitted
intensity is zero and the vapour bubbles appear black. Black areas on the image
are areas therefore of high concentration of vapour bubbles in the jet. Areas within
the jet which have a reduced intensity may also contain vapour bubbles at lower
concentrations which allow some rays to be transmitted. Rays passing through an
vapour bubble may be deflected by the change in refractive index from liquid to
vapour at the interface and as a result, an optical effect may occur (particularly within
the context of image processing as carried out here) which resemble ’grapes’. Figure
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Figure 60: Leading edge ZI region detached from main cloud (600 bar RP, 580µs image offset,
20 bar static). Left: processed, Right: Raw with detected circle centres
61 shows the raw image with reduced intensity in selected areas along with the
processed image with this ’grape’ optical artifact apparent.
Although cavitation is visible in all images, the possibility was initially explored
that the bubbles were generated within the nozzle (since this is an area known to
be prone to cavitation) and convected downstream in the jet. This possibility was
discounted for several reasons: During the initial stages of the jet, liquid can be ob-
served exiting the nozzle without cavitation (or pressure waves present). Cavitation
then begins to become visible within the jet area but may be spatially discrete in na-
ture, i.e it may appear in different areas of the jet and not necessarily at the jet start. If
the vapour bubbles were being convected then they would have a continuous stream
from the nozzle exit. Figure 62 shows this spatially discrete cavitation and it can also
be observed that the jet area closest to the nozzle exit is free from cavitation. This
strongly indicates that subsequent cavitation observed is also generated within the
jet from the shear layer. Further images indicate that even when the entire jet region
appears to be cavitating, the jet may be non cavitating in the first 0.2mm.
The ZI region can experience a partial break up into several distinct regions as
can be seen in Figure 63. This breakdown of a continuous ZI region may just be
an area of lower bubble density within the same cloud but a number of images
show pressure waves whose probable origin corresponds to the center of the reduced
bubble density region. This would indicate that a large number of bubbles would
be collapsing at close to the same time. Figure 63 demonstrates several examples
of multiple ZI regions which may be evidence of localised multiple collapse events.
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Figure 61: Example of ’grape’ optical artifact from lower vapour bubble concentration areas
(1500 bar RP, 880µs image offset, 1 bar static). Left: raw image, Right: processed
image
Figure 62: Spatially discrete cavitation in the jet (600 bar RP, 510µs image offset, 10 bar static).
Left: shows two discrete areas with light bands at leading edge, Right: shows
several discrete areas with one area being the leading edge.
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Figure 63: Pressure wave radiating from region with low bubble concentration, image offset
> 900µs, 1500 bar RP, 1 bar static
It is hypothesized that in a region with local pressure close to the critical value for
bubble collapse, a single bubble which collapses would cause a pressure wave to
radiate whose high pressure wavefront would then cause many subsequent bubbles
in the local region to collapse as the wavefront reaches them. This would provide
an explanation of regions with both significantly lower bubble density and multiple
strong pressure events.
This breaking up of a single, continuous ZI region can occur at any time after
start of injection and is more prevalent at higher static chamber pressures. For the
unconstrained cases, the ZI region was typically continuous for the entire jet length
until well after the end of injection. Figure 64 shows a collapse event which has split
the ZI region at the lowest recorded image offset, 480µs. Figure 65 shows a longer
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Figure 64: ZI region split at minimal image offset (1000 bar RP, 480µs image offset, 1 bar
static).
ZI region which is discontinuous in the jet tip area with multiple pressure waves
radiating from a zone which has a reduced ZI area.
As the injection finishes, the jet velocity reduces and the energy input to the the
primary cavitation generation mechanism (the velocity in the shear layer) is removed.
Downstream convection is reduced and the cloud of vapour bubbles is assimilated
into the fluid. This assimilation can be via a collapse event which is visible to the
optical system or can be over longer time scales as the smallest scale vapour bubbles
are re-absorbed into the liquid. Figure 66 shows the jet after end of injection at an
image offset of 1070 µs, close to the maximum recorded. It can be seen from this
figure that the ZI region has been significantly reduced and that there is significant
amount of pressure wave activity from collapsing bubbles.
As the unconstrained case had a free surface of gas, the behaviour of the observed
cavitation collapse and subsequent pressure wave generation were compared. An
example of this comparison is given in Figure 67 which indicates that there is no
substantial difference for the same conditions of rail pressure, duration and chamber
pressure.
The first observed pressure waves (for 1500 bar rail pressure) occur at an image
offset of 445µs although it is not certain if these are from the initial jet or from early
cavitation bubble collapse. From 10 images taken at 445µs image offset, four showed
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Figure 65: Reduced ZI at jet tip (1000 bar RP, 560µs image offset, 10 bar static), Left: raw
image, Right: Processed image
Figure 66: Post end of injection vapour bubble cloud (1500 bar RP, 1070µs image offset, 1 bar
static). Left: raw image, Right: processed image
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Figure 67: Comparison of constrained and unconstrained pressure wave (1500 bar RP, 470µs
image offset). Left: 0 bar, Right:nominal 1 bar.
a discernible pressure wave although it was weak compared to subsequent observed
pressure waves. Using the circle fit method from section 4.3.3, the pressures waves
all had an origin consistent with an external location rather than the nozzle exit. The
areas of assumed cavitation (zero intensity) however were very small or not present.
If the pressure wave had come from the jet start however, it is presumed that it would
have been visible in all 10 images at approximately the same spatial location and this
was not what was observed. The variety of calculated pressure wave origins and
radii would indicate that some variability between shots was present as would be
the case for sporadic early cavitation collapse. Figure 68 shows the four observed
pressure waves and Figure 69 shows the same images with the calculated pressure
wave origins and radius information displayed.
Note that pressure collapse events which occur within the bubbly mixture zone
may not be able to exit as the wave becomes diffracted and slowed. As the wavefront
is dispersed it will naturally become harder to see with the visualisation technique
used. Figure 70 shows an example of a detected wavefront which is only observable
above the jet area.
As the static chamber pressure increases, the length of the ZI area is reduced
(i.e closer to the nozzle). This means the area of highest concentration of vapour
bubbles is similarly reduced. Pressure waves from cavitation collapse tend to be
most visible emanating from the ZI region (or close to it where one can presume that
the cavitation cloud has been reduced by the collapse event). At the combination of
the lowest rail pressure (600 bar) and highest static pressure (20 bar) , no pressure
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Figure 68: Earliest observed pressure waves (1500 bar RP, 445µs image offset, 1 bar static)
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Figure 69: Earliest observed pressure waves with calculated origins and radius (1500 bar RP,
445µs image offset, 1 bar static)
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Figure 70: Wavefront only partially visible above jet only (1000 bar RP, 700µs image offset, 10
bar static).
waves whose origin was outside the ZI region could be observed. For higher rail
pressures however, the liquid portion of the jet can be seen to extend a considerable
distance downstream from the cavitating region. In this instance the pressure waves
are still predominantly seen clustered around the ZI region with an occasional wave
whose origin is outside this area.
At higher injection pressures however, the cavitation bubbles appear to have a
longer lifetime within the jet core and be convected downstream to collapse at the
leading edge of the liquid jet (rather than the ZI leading edge). Figure 71 shows
an example of the phenomena with the processed image indicating a number of
pressure waves are present. It could be argued however that the pressure waves
indicated only that bubbles existing in the recent past.
Although all images have some irregularity in terms of the shape of the jet, several
images give the impression that the pressure wave activity may have enhanced the
expansion of the jet locally to produce highly asymmetric, irregular features. This
could arise from the fluid motion of acceleration created as vapour bubbles collapse
and the surrounding fluid rushes to fill the bubble volume. This is a purely sub-
jective interpretation however, based on the viewing of many images and thus with
some experience of what is considered a ’normal’ jet profile but the possibility of the
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Figure 71: Example of pressure waves from jet tip minimal cavitating areas, (1000 bar RP,
570µs image offset, 20 bar static). Left:raw image, Right:processed image
pressure waves interacting with the bubble cloud in this way seems plausible. Two
examples of these images are given in Figure 72.
4.6 pressure waves from cavitation bubble collapse
All experimental images show strong evidence for pressure waves that propagate
throughout the domain. It could be expected that as injection starts, pressure waves
may be evident from the point at which the nozzle needle lifts. In fact, the annulus
around the nozzle needle at its earliest lift position creates a pre-nozzle orifice which
acts to drop the pressure at the entrance to the nozzle hole. Thus as the nozzle
needle lift increases during the first few µs of injection, the pressure at the nozzle
hole is rising at a commensurate rate. As pressure wave could only be expected
when the chamber pressure is directly connected to the rail pressure, this can only
occur some time after the start of injection when the pressure drop across the needle
seat is sufficiently small. This explains why pressure waves are typically only seen
after the start of injection and after the inception of cavitation in the shear layer of
the jet.
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Figure 72: Example irregular jet feature with pressure waves (1500 bar RP, 20 bar static).
Left:640µs image offset, Right:630µs image offset
Pressure waves are expected to propagate in a spherical fashion from their point
source and as a result may be in plane or out of plane relative to the focal length (and
hence focal plane) of the system. As the depth of field is very narrow, only a narrow
’slice’ of the domain is in focus relative to the pressure waves and so represents an
instantaneous snapshot of those waves travelling with a strong enough leading edge
to be detectable. Figure 73 is a representation of the cone of the jet (in grey) with
two pressure events depicted as spheres. The red sphere represents a pressure wave
event which is incident to the central plane, plane A. The blue sphere represents a
pressure wave event which is centred on the offset plane, plane B. It can be seen from
the isometric view that the blue pressure event occurred earlier in time and hence
has a larger radius of the wavefront. Using central plane (plane A) as a narrow focal
plane, it can been seen from the cut away view in Figure 73 that a two dimensional
snapshot would incorrectly identify the blue pressure wave event as being smaller
(and hence later in time) and having an origin on the same plane as the red pressure
event.
The origin of both wavefronts can therefore only be determined as being on a line
perpendicular to the XY plane of the image. Due to this uncertainty of position, some
uncertainty exists as to the likely time of pressure wave initiation. A spherical wave
centered on XYZ=0,0,0 and expanding at the local speed of sound c, would have a
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relationship to time r = ∆t.c whilst an offset spherical wave centered on XYZ=0,0,h
would have a relationship of r =
√
(∆t.c)2 + h2 where h is the distance the centre of
the sphere is offset from the focal plane in the Z dimension.
Figure 73: Representation of central and offset pressure wave events. Top: isometric view
with central plane, Middle: Top down view with centreline plane (A) and offset
plane (B), Bottom: Cut away view of plane A showing relative wavefront radius
differences
From the empirical values of Ndiaye et al. [88], the local speed of sound in ISO was
found for the reference conditions as seen in table 6. For comparison to the images,
a more convenient reference is the average value rounded down to 1300 ms−1 or 1.3
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Static Pressure (bar) Speed of sound (ms−1)
1 1348
10 1353
20 1359
Table 6: Experimentally determined speed of sound at 1, 10 and 20 bar, 296K.
mm/µs which is what was used in calculations for the estimated time of collapse based
on detected pressure wave radius values. These values were calculated assuming that
all pressure waves have an origin in the focal plane and are not offset in the Z plane.
Pressure waves generated in the jet from bubble collapse radiate spherically as
described above. Logically then, they also travel upstream until meeting the nozzle
exit (although with a reduced speed since the velocity will be c− ujet). Theses waves
therefore influence the transient local pressure at the nozzle outlet which in turn
changes the instantaneous mass flow rate. In the early stages of injection, before the
mass flow rate has become choked, it is assumed that the impact on instantaneous
mass flow rate is minimal since in proportion to the total pressure drop, the differ-
ence due to the pressure wave is small. At choked flow conditions however, the effect
of this wave is much greater since by definition, only the downstream pressure of
the nozzle determines the instantaneous mass flow rate, not the pressure difference.
Using the data from the chamber pressure signal as an estimate of the time varying
outlet pressure, the mass flow rate with and without this effect can be compared.
Using the basic Bernoulli equation 18 and a nozzle area of 1.7e-7 m2, a theoretical
estimate of the mass flow rate can be obtained.
uth =
√
2 (pin − pout)
ρ
(18)
Pressure waves that are visible in the experimental images do not always propagate
through the jet region. As the jet region is assumed to be a bubbly mixture, the local
speed of sound would be significantly reduced compared to the region outside. The
local speed of sound may be as much as an order of magnitude different and as such,
any pressure waves travelling through the jet may be slowed down. Several scenarios
may now be possible:
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1. The wavefront origin is located in a plane in front or behind the central plane
(ie the centre plane of the jet) in which case it would be expected to be visible
both above and below the jet .
2. The wavefront origin is located on the jet central plane (i.e Z = 0) and offset in
X and Y directions with a relatively small radius. Such a wave would be visible
only in those areas before the wavefront has passed through the jet region. For
example, the wavefront origin was located at an X and Y location which is
above the jet, only those areas also above the jet would be expected to also have
the wave visible. The remainder of the wavefront is not visible as it has not yet
had enough time to pass through the jet region.
3. The wavefront origin is located on the jet central plane (i.e Z = 0) and offset in X
and Y directions with a relatively large radius. Such a wave would be visible as
two separate components in the image. The first component would be visible
in those regions before passing through the jet, similar to point 2 above. The
second component of the wave would be visible as a reduced diameter arc that
has passed through the slow speed of sound region of the jet and emerged
from the other side. In passing through the jet, the wavefront would also been
degraded as the ’sharpness’ of the wavefront has been destroyed due to the
many diffraction events in passing through the bubbly mixture region. It would
thus appear as a wider, more diffuse and much lower gradient. It is therefore
expected that capturing these events is relatively rare compared to the first 2.
4. The wavefront origin is sufficiently distant from the jet that the wavefront has
negligible curvature at the point it intersects the jet. This may be expected when
the wavefront origin comes from the non-visible right hand jet for example.
Such wavefronts may then be expected to be visible in the lower part of the
image as they are effectively blocked from the upper part of the image by the
injector tip itself. As the wavefront passes through the jet, similar scenarios such
as 2 and 3 above are possible. In this sense, the wavefront could be expected
to be visible both above and and below the jet depending on its offset from the
central plane . Where the wavefront is no longer visible above the jet, it can be
deduced therefore that that the origin was in the central plane.
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In areas of intense bubble collapse, it is hypothesized that a ’chain reaction’ effect
could be occurring in which a large number of bubbles close to the limit in terms of
collapse (i.e a region of many bubbles whose internal pressure and surface tension
forces are close to the local pressure) are coupled as the first bubble collapses. In this
scenario, a bubble near the outer region of the cloud which is exposed to the highest
external pressure collapses which causes a compression wave to propagate in all
directions. As this compression wave reaches other bubbles in the neighborhood,
the effect of the compression wave causes them to also collapse and emit their own
compression wave. In this way, such a wave would be effectively strengthened by
each subsequent collapse event until all available bubbles whose internal forces are
less than the wave amplitude are exhausted and the wave would then attenuate
normally. Evidence of such a hypothesis is given in Figure 74 which shows an area
in the middle of a cavitating cloud which has a highly reduced bubble density (and
hence higher light transmission). Figure 74 also shows the calculated circle centres
and radius data indicating that the majority of observed waves originate within this
bubble depleted region. The calculated radius (and hence estimates of the time delay)
indicate that the bubbles collapses occurred within a short time of each other.
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Figure 74: Evidence of close coupled multiple collapse events - ’chain reaction’ (1500 bar RP,
510µs image offset, 20 bar static). Top: Raw image, Middle: Processed image,
Bottom: Raw image enlargement of jet area with detected circle centres marked
by cross.
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Figure 75: Impact of right jet incident waves causing left jet bubble collapse (1000 bar RP,
570µs image offset, 10 bar static).
Pressure waves whose origin lies within the right jet can be readily observed in
the majority of images and as the injector nozzle holes are symmetrical, this is as
expected. As the compression waves from the right hand jet impact on the left jet
cavitation cloud however, they may be strong enough to induce the premature col-
lapse of bubbles in the jet periphery. As theses bubble collapse, secondary pressure
waves are created and observed. In this way, it may be speculated from Figure 75
that the indicated incident wave has contributed to the collapse and generation of
secondary pressure waves. This speculation cannot be easily confirmed due to the
aforementioned uncertainty regarding the depth location of observable waves (i.e the
planar image may show waves which appear to be aligned and x and y co-ordinates
but are in fact separated spatially in the third dimension).
Images were also captured which show reflection from the nozzle tip itself (Figure
76). These nozzle tip reflection are somewhat unusual in that the wavefront reflected
from the tip undergoes significant diffraction as it ’bends’ around the outer shank
radius. This may also account for the somewhat non-circular shapes that are (rarely)
observed in the nozzle vicinity.
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Figure 76: Examples of pressure wave reflections from nozzle tip. Left: Without diffraction,
Right: With diffraction (1000 bar RP, 670µs image offset, 10 bar static)
Pressure waves would also be expected to be reflected from the domain geometri-
cal features such as the chamber top, bottom and sides. The calculation method to
determine the wavefront origin also had the capability to determine the number of
reflections (assuming known boundaries as simple, flat planes at a fixed distance). If
the detected origin is outside the domain geometrical boundaries, this is indicated
in the text and an estimated origin with reflections are displayed instead. Figure 77
shows wavefronts with an high radius of curvature which indicates that a reflection
from the chamber wall has occurred.
Some images with large radius pressure waves have their apparent origin at a
location far removed from the nozzle jet area. There are several possible explanations
for this:
1. Optical artifacts due to some ray distortion are being misinterpreted as pressure
waves. This seems unlikely as the radius of curvature is constant and appears
too regular to be attributed to some random aberration. Additionally, these
large radius features are present in a small selection (20-30%) of images and
only at larger image offsets.
2. Reflections from other domain features such as pressure sensor drilling, drain
hole, air bleed hole, window edges etc. This scenario also seems unlikely as
these domain features are at locations relatively remote from the jet zone and
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Figure 77: Large radius of curvature indicating a reflection (1500 bar RP, 510µs image offset,
20 bar static)
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are relatively irregular in terms of shape for the purposes of reflecting pressure
waves.
3. Cavitation bubble collapse is occurring at locations distant from the jet area and
the large radius pressure waves observed are from these events. Without the
nozzle generating strong velocity differences in the jet shear layer, it is difficult
to determine the conditions that might cause cavitation (and subsequent bubble
collapse) in the extreme far field. One may imagine that microscopic bubbles
trapped on the wall may be induced to collapse under the influence of a strong
positive wavefront as generated from observed jet events. In order for this to
occur however, a rarefaction wave would need to first expand an available sur-
face nuclei to form a vapour bubble of appreciable size. The chamber pressure
signal indicates that this could be possible as the absolute value of pressure is
seen to fall below the vapour pressure level (albeit for extremely brief periods).
This explanation, however, is far from satisfactory as it does not indicate why
the occurrence of these secondary cavities and associated pressure waves is so
rare. It would seem that the creation and destruction of vapour cavities at dis-
tance wall locations must therefore only occur during the confluence of specific
conditions of wave superposition with highly localised effects. It would be as-
sumed from this hypothesis therefore that the calculated origin of such waves
should coincide with the domain boundaries and this does not always appear
to be the case.
Pressure wave events were not typically observed for image offsets larger than 1060
µs (for 1500 bar RP). In this case, the jet region can still be seen clearly but rather than
being composed of vapour bubbles, it is composed of variable density areas which
still appear ’dark’ when contrasted with the reference image but are no longer black
(i.e no longer ZI). Areas of ZI appear to be needed in order to indicate the presence of
a large enough vapour cavity to subsequently collapse and generate visible pressure
waves. See Figure 78 for an example of the density variations but without any strong
pressure waves visible. This does not preclude the continuation of collapse processes
but indicates that further pressure waves which may have been generated no longer
had a gradient large enough to be detected with the present optical system. The
density variations observed without pressure waves are assumed to be caused by the
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Figure 78: Example density variations in jet without pressure waves from cavity collapse
temperature difference between the injected fuel and the chamber fuel and are only
observed near the end of injection or beyond.
Thus, there may exist some correlation between the wavefront origin and the coor-
dinate of the periphery of the jet. This may be due to the aforementioned wavefront
being missing but an alternative is that the jet periphery would be the location of the
highest pressure gradient between the fast moving and low pressure jet core and the
static pressure of the chamber fluid and so could also reasonably be expected to be
the location of the highest probability of collapse events anyway.
4.7 analysis of chamber pressure
A significant difference was observed between the pressure signal recorded for un-
constrained (0 bar) case and higher static pressures. The 0 bar static case showed a
distinctive oscillation after the end of injection and no appreciable change in pres-
sure was observed after the oscillation damped out after approx 35ms. The 10 bar
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Figure 79: Raw chamber pressure signal comparison, (1000 bar RP).
and 20 bar static pressure cases however showed that, as expected, the pressure in
the chamber was higher after injection (proportional to the amount injected). The
amplitude of the high frequency signal during the injection event was higher for the
0 bar case, further analysis as to the frequency content and distribution follows. Fig-
ure 79 shows an example of the differences at 1000 bar rail pressure. Further points
that can be observed from this graph are that the frequencies present after the injec-
tion are finished are higher as the static pressure increases. It can also be seen that
although the injected amount should be similar (as the rail pressure and injection
logic are fixed), the 20 bar static pressure case shows a higher final chamber value
than the 10 bar case. Note that the injection pulse width for the 0 bar case was 1000µs
and both the 10 bar and 20 bar examples and ensemble average plots (Figures 79, 80,
81) have 500µs injection pulse width.
The chamber pressure signal was ensemble averaged over 20 shots to determine
the mean, max and min values as shown in Figure 80. It can be seen from this plot
that the low frequency oscillation from t=20ms onwards is very stable for the 0 bar
case. Further examination of the 0 bar case shows that a characteristic event occurs
as the start of injection with an initial rise in pressure for 300 µs before falling and a
random noise pattern is observed thereafter. Figure 81 shows an enlarge view of the
0 bar plot with dashed lines to indicate the initial rise region.
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Figure 80: Ensemble average with Max and Min over 20 shots (1000 bar RP). Top: 0 bar static,
Middle: 10 bar static, Bottom: 20 bar static
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Figure 81: Ensemble average of 0 bar static showing initial pressure rise event
A spectral analysis of the chamber pressure signal was carried out for 600, 1000,
1500 bar rail pressure and for 10 and 20 bar static pressure. In each instance, the
FFT results were averaged over 48 shots (the maximum possible) to yield results in
the range 0-250kHz (the sampling frequency was fixed at 500kHz). Figure 82 shows
the results for the section up to 1kHz and 1kHz to 250kHz. It can be seen from this
that the first peak frequency consistent across all levels occurs at 300 Hz although it
appears shifted to 200Hz for the 1000 bar, 10 bar static case. Of more interest are the
peaks that occur at the higher frequencies of 37, 47, 117, 162 and 221 kHz, as seen
in Figures 83, 84, 85, 86, and 87. The peak at ~162kHz corresponds to the natural
frequency of the sensor which is listed as approx 160kHz from the nominal data
sheet. Using the data computed from the bubble resonant frequency section, 2.2.3,
the following bubble radius’ were estimated assuming that insufficient time exists
for significant thermal or mass transfer effects to occur. Inspection of the estimated
values shows bubble radius in the order .2 to 1.6 mm which is clearly too large for the
observed images since the pixel/mm ratio is around 80, bubbles of this size should
be visible. From the images however, it is not possible to discern individual bubbles
and therefore the assumed size must be less than .25mm which is ~20 pixels. From
this the conclusion is that the detected frequency peaks do not directly correspond
with the natural frequencies of bubbles and must be related to other phenomena
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Static Pressure (bar) Frequency peak (kHz) Calculated bubble radius (mm)
10 37 1.643
10 47 1.294
10 117 0.520
10 221 0.275
Table 7: Bubble radius Vs Frequency peaks
within the test environment. This may also indicate that a broad spectrum of bubble
sizes exist with sizes below 100µm and subsequent natural frequencies > 250kHz.
Table 7 summarise the peak frequencies and the associated calculated bubble radius.
4.8 correlation between synchronous pressure events and images
In order to establish a quantitative relation between the signal from the chamber
pressure sensor a statistical based method was carried out on the image sample set
base on a geometrical data reduction scheme. This method used the detected nozzle
centre as a starting point and then calculated the jet centreline based on the nozzle
hole angle. A line is then constructed at an angle of 10.17 deg which represents a
straight line connecting the nozzle centre directly to the pressure sensor. The image
intensity data was then sampled along this line (from the processed image) from
the detected end of the jet with the leading and trailing zeros removed since these
represent the ZI region of the jet. The intensity is then normalised and a cross-
correlation function was performed with the similarly normalised chamber pressure
signal. The maxima of the cross correlation function was used to calculate the offset
between the start of detected activity on the pressure signal and the location at which
the intensity data best fits which is termed the ’correlation offset’. Offsets were also
calculated to give the difference between the current clamp signal and the chamber
pressure signal which is termed ’logic offset’ and the difference between the detected
chamber pressure activity and the logical camera pulse which was termed ’chamber
pulse offset’. The chamber pulse offset and logic offset were calculated and recorded
in order to give some indication of the stability of the overall timing and response. Of
more interest is the correlation offset which should correspond to the known image
offset if this method works. Images for processing were selected such that pressure
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Figure 82: Frequency analysis Chamber pressure signal
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Figure 83: Frequency distribution around 37 kHz
Figure 84: Frequency distribution around 47 kHz
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Figure 85: Frequency distribution around 117 kHz
Figure 86: Frequency distribution around 162 kHz
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Figure 87: Frequency distribution around 221 kHz
waves were visible in the downstream domain. Images where the pressure waves
were not visible were excluded.
A manual method was also developed but in this case, the line may be positioned
anywhere in the figure through manipulation of the graphical processing interface.
In this way, various different scenarios could be tested to determine the difference
in correlation position with respect to orientation of the processing line. This was
typically used to check images where visible pressure waves may not have extended
across the geometric line.
Figure 88 shows an example of the jet geometry and sensor axis location on a
processed image with the green line indicating the position over which the intensity
data was taken. Figure 89 shows the raw intensity values from Figure 88 (before
normalisation and trailing zeros have been removed). Figure 90 shows the processed
intensity data fitted to the chamber data using the correlation method along with
summary statistics for the relative timing.
Figure 91 compares the above calculation method for estimating the correlation of
line image intensity to chamber pressure signal for a range of static pressure and
image offset combinations. This figure shows the error bar for each point as the stan-
dard deviation of the calculated data. As the jet penetration increased, the available
data range for this method was reduced which meant that its applicability at higher
image offsets was significantly reduced. It can be seen from this graph that although
there was some consistency in the detected correlation offsets, the variability (stan-
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Figure 88: Example image with geometric correlation line
Figure 89: Raw intensity values along line
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Figure 90: Intensity fitted to chamber pressure data
dard deviation) was high which leads to poor confidence in the detected value. For
this reason, the method was found to be of limited usefulness. A similar analysis
was carried out using the manual format for line definition and although this gave
plausible results for some images the variability was even higher overall. For these
reasons, both of the methods for interpretation of the intensity in quantitative terms
using a line algorithm have been rejected.
4.9 experimental discussion
It was found that both liquid (due to temperature differences) and cavitation (due
to the reflective nature of the vapour bubbles) could be visualised as well as the
pressure waves which were the focus of these experiments. From the experimental
images presented, pressure waves have been visualised from the collapse of vapour
bubbles in the near nozzle region. A number of hypotheses have been put forward
that, while fitting the experimental data, could not be verified:
1. The idea that the instantaneous mass flow rate varies due to the combined
effects of the pressure pulses from the collapse of cavitation bubbles and the
internal wave dynamics induced by the rapid opening of the nozzle needle.
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Figure 91: Image intensity (along a line) correlation to image offset
2. It was hypothesized that bubbles in the periphery of the jet may be more likely
to collapse as they are exposed to the higher pressure of the surrounding fluid.
3. As the bubbly mixture may not be homogeneously mixed, localised regions
may be formed with a high proportion of bubbles all having nearly the same
internal support forces (composed of gas pressure, surface tension etc). An
incident pressure wave of significant amplitude impacting on one of these bub-
bles would cause it to collapse and emit a second wave which is likely to then
cause the collapse of other nearby bubbles in a chain reaction until the region
is exhausted of bubbles with similar supporting force levels.
4. It was not clear from the experiment if the vapour bubbles are formed in a
hollow cone in the outer shear layer of the jet or if strong internal mixing and
cavitation occur throughout the core of the jet. The nature of the experimental
setup means that this information is ambiguous.
5. It was not clear what coherent structures may be formed in the jet inception or
early stages of jet evolution. One possible explanation is that boundary layer
rollup occurs as the jet accelerates and forms smoke ring like vortices before
the jet turbulence eventually breaks them down. It is also unclear what role
these vortices may play in cavitation formation since although a vortex core is
known to have a low pressure region, no strong evidence for cavitation bubbles
within such a structure was found.
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To explore some of these hypothesis, simulations of cavitating nozzle geometries and
constant volume chambers were carried out, details of which are given in Chapter 6.
4.9.1 Discussion of implications for device
In terms of the Bosch rate tube results, unanswered questions remained which lead
onto the need for an improved experimental test to directly ascertain the source of
the ’noise’ and potentially its mechanism of generation. The constant volume cham-
ber was then directed towards achieving this by coupling cavitation and pressure
measurements to provide more direct evidence.
The experimental evidence which has been presented has a number of implications
with regards to potential improvements for future device design iterations. The fist
consideration must then be to the geometrical parameters of the injection chamber
itself. An optimised geometry may include, for example, a shroud or series of baffles
to shield the pressure sensor from the direct impact of pressure waves that are caused
by cavitation bubble collapse. This would act as a mechanical filter for the bulk
change in pressure which is caused by the injected fuel.
As pressure waves have been observed from multiple locations external to the
jet a more complex signal processing paradigm may be useful. In such a scheme,
two or more sensors could be used and the TOF differences based on the different
path lengths could be used to effectively cancel out the fluctuations caused by the
bubble collapse. Filtering and DSP can also be optimised to cope with what has been
demonstrated to be a wave superposition problem from bubble collapse rather than
a ’noise’ which can be treated with a simple low pass filter.
As the observed cavitation was in the jet and assumed to originate from the strong
shear layer, a co flow type device with a high speed flow may reduce the tendency
for cavitation to occur. This type of device would be better suited to a rate tube type
application in which the velocity difference between the jet and the surrounding fluid
is reduced which in turn reduces the propensity for external cavitation.
Cavitation is known to be dependent on the availability of nucleation sites consist-
ing of debris and dissolved gases in the fluid. A simple method therefore to reduce
the threshold at which cavitation occurs (and hence reduce the noise as a result of
bubble collapse) is to use a de-gassing unit in line with the supply pump. Commer-
cial de-gassing units in the form of a semi-permeable membrane are available with
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flowrates which are sufficient to supply the common rail pump and injector with fuel
which has had 80% of the dissolved gas content removed. A unit with these specifi-
cations was sourced for testing but time limitations meant that the results could not
be included here.
5
I N T R O D U C T I O N T O M O D E L L I N G ( C F D )
Modeling the physics of unsteady, cavitating flow presents a number of challenges
and to date has not been solved satisfactorily [64, 150] for the case of diesel injector
type geometries under realistic conditions. Part of the difficulty with such flows is
the extremely high range of density values that must be accommodated along with
the high mean velocities which may in themselves be a significant proportion of
the local speed of sound in a liquid (i.e. Mach numbers approaching 0.5). When
one considers that the local speed of sound in a bubbly mixture may be an order
of magnitude lower than the speed of sound in a gas [142], there is evidence that
a transitional boundary zone may exist between the pure vapour and pure liquid
phases which follow supersonic conditions.
Modeling of the entire experimental domain would represent a significant chal-
lenge both due to its complexity and the computational cost involved. As a result,
the domain must be limited and simplified as much as possible whilst still retaining
those features required for the accurate representation of the flow properties. This
chapter reviews the theoretical frameworks available for various aspects of such a
model including solvers selection, numerical considerations, boundary constraints
as well as the relevant physics. The most relevant literature involving high pressure
differences typically examines internal nozzle cavitation as this is the most frequently
studied application. Other relevant literature more focused on the cavitation dynam-
ics includes micro-channels as they are similar to nozzles but are generally simplified
geometries being near planar square cross sections that allow more control of the pre-
cise boundary conditions with optical access for better experimental data and hence
validation. For some forms of sheet and cloud cavitation, another popular applica-
tion for experimenters (and hence ability to validate models) are controlled cavitating
flows such as hydrofoils, bluff bodies and propellers.
In order to better understand the conditions in the near nozzle region for fluid
into fluid injection, a model must be developed that can capture the key features. By
necessity, any model will have some assumptions and therefore limitations in its the-
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oretical approach. The modeling system chosen was a computational fluid dynamics
(CFD) package using the open source software OpenFOAM [2]. OpenFOAM is a
general purpose fluid dynamics library that allows modifications and improvements
to the source code. A wide range of solvers to cover different flow configurations are
available along with options for compressible fluids, turbulence modeling, coupled
wall interactions etc. Solver selection and the subsequent model parameters available
are usually the most important choice and require some a priori knowledge of the
flow in question.
In order to start the solver selection process, some basics of the flow domain must
be considered. For this study one aspect that was of importance was the start up
characteristics of the injection which occur over the first few hundred microseconds
of injection as the flow accelerates through the nozzle from initially static conditions.
Since the timescales for a typical injection event are less than 2ms in total, a transient
solver rather than a time averaged solver is required. Further to this a non transient
solver would require the assumption of steady state conditions at some point during
the injection event. This assumption of steady state conditions at full lift however,
becomes increasingly weak as the total injection time is reduced and so the portion
of time at full lift becomes minor in the context of the overall event time. For smaller
fuel injections, the needle may never reach quasi-steady conditions and therefore
operate in ballistic mode with subsequent unsteady flow conditions prevailing.
Solver selection in the current context must also include the capacity to handle
multiphase flow as the experimental chapter provided strong evidence for cavitation
processes external to the nozzle in the jet downstream area in the form of pressure
wave visualisation from vapour bubble collapse events. The chosen solver should be
capable therefore of capturing this feature. Furthermore, a fully compressible solver
is required to capture the pressure wave effects expected to dominate during the
collapse cycle and allow for more direct comparison to the qualitative experimen-
tal images. Code optimised for compressible calculations should preferably also be
capable of handling transonic conditions since the local flow velocity could be com-
parable to the local speed of sound, particularly for a bubbly mixture (this concept
is explored in more detail in the following section). A brief review of the pertinent
literature follows and then details of the specific modeling choices made and their
justification is presented.
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5.1 cfd literature review and justification of approach
A brief review of the literature specific to the numerical considerations of model-
ing such high speed, multiphase flows is given. The topic of fuel injector internal
cavitation has been widely studied [75, 96, 116, 117] with a number of competing
approaches although it is generally not clear how well such models cope with the
nozzle external (submerged in this case) flow profiles and it will be shown that the
boundary conditions and downstream domain parameters form an important, and
generally overlooked, feature of many analyses. A second common approach to
the study of injector like conditions involves the use of microchannels as simplified
substitutes for nozzle geometries. This method can significantly reduce the mesh-
ing complexity (2D or quasi-2D is common) and computational requirements while
allowing exploration of some relevant features.
The development of the CavitatingFoam solver was largely undertaken during the
doctoral studies of Karrholm [64] and validated in Karrholm et al. [63] as applied
to the experimental works of Winklhofer et al. [147] in a quasi 2D microchannel ge-
ometry (this is a popular dataset for the validation of various cavitating flows due
to the variety of measurements available with which to compare). Karrholm used
a linear model for the compressibility function and although it was noted that this
was not the best representation, also attempted to use the Wallis model (as given
in section 5.1.4) which failed as the overall solution became unstable. A rather un-
physical assumption of slip conditions at the upper and lower boundary faces was
also applied in order to overcome the perceived problem in the formation or vor-
tices at the entrance of the nozzle. The cavitation probability, however, gave a very
good agreement to the experimental data and was one of the few channel oriented
simulations that showed closure of the cavitation towards the centreline of the chan-
nel at choked conditions. The cavitation across the channel at or after the point of
mass flow choking is an important result that is missing from other contemporary
papers on the same subject. Although the cavitation probabilities showed good qual-
itative comparison, the calculated pressures along the centreline of the channel were
significantly under predicted. The saturation pressure and vapour compressibility
constants were varied and the result was found to be relatively insensitive to even
order of magnitude changes. The effects of turbulence were ignored in order to sim-
plify the work and Karrholm et al. reported that “It was found to be very important
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to choose a proper scheme for the velocity [divergence], if a too stable scheme is
used the cavitation region will be flat” [63] and as such, a Total Variation Diminish-
ing (TVD) scheme called “Monotonic Upstream-Centered Scheme for Conservation
Laws” (MUSCL) was used to capture the correct effects of cavitation along the noz-
zle walls. Karrholm et al. argued that a scheme that was stable would produce an
unruffled and artificially smooth interface between the core liquid region and vapour
areas along the nozzle walls.
The question of cavitation formation and distribution specifically within the con-
fines of a vortex were examined numerically by Choi et al. for both 2D and 3D
simulations [27]. In this contribution they note that extended application of tensile
forces within the core of a vortex would cause an initially spherical bubble to stretch
and elongate to fill and follow the vortex axis. They found that the dynamic cou-
pling between the vortex parameters and bubble growth to be complex and highly
sensitive to the initial conditions. In spite of this, the numerical solution indicated
that although oscillations were present in the bubble radius, it was near sinusoidal
within specific bounds governed by the vortex and vorticity time scales. Further sen-
sitivity to the Reynolds number was found which may indicate that these results are
difficult to scale. These results also indicated the elongated bubbles would be prone
to pinching and division into sub bubbles as well as to fully collapse.
Schnerr et al. at Munich University investigated unsteady flows using the “Cavi-
tation and Technische Universitat Munchen” (CATUM) code base specifically to ex-
amine collapse induced shock features of cavitating flows [124]. The geometry used
in this study was a modified hydrofoil able to produce sheet and cloud cavitation.
The numerical scheme was adapted with a phase transition function based on a Tait
equation,
Pk + B
Psat(Tk) + B
=
[
ρk
ρL,sat(Tk)
]N
(19)
when the average density in a cell exceeded the saturation density, i.e when ρk >
ρL,sat which was constructed so as to be specific to water with Pk and Tk being the cell
pressure and temperature respectively and using the supplied constants of B=3300
bar and N=7.15. Due to the large range of velocities experienced in such flows
(and the resultant Mach number), a modified code branch with only weak pressure-
velocity coupling is used in low Mach areas. They note however this framework
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works well in cavitation zones where the Mach number exceeds 1 (i.e locally super-
sonic). In order to reduce the computational effort, the flow was initialized to the
solution of an incompressible, non cavitating model previously run. Unfortunately,
no validation against experimental tests were undertaken and it is unclear how well
this model performs (or would perform under high pressure gradient flows such as
in injectors).
Giannadakis et al. developed a two fluid model which treated the cavitation nuclei
as one phase which was evenly dispersed within the second phase (liquid) and had
its own laws to govern the bubble growth when experiencing local low pressure
[42]. This was formulated as part of a Eulerian-lagrangian hybrid approach (the
cavitation nuclei are treated in lagrangian sense) and uses a 1 way coupling between
the flow field and the assumed lagrangian parcels. This allows limited slip conditions
between bubbles and the surround fluid but as the fluid is treated as incompressible,
extra terms are required in order to handle the volume change which occurs when
bubbles explosively expand or collapse. Additionally as the overall structure of this
model used a Reynolds averaged approach (spatial averaging) it is not clear how
well the volume changes are accounted for (and certainly are not accounted at the
sub-grid scale). This approach also limits the resolution of structures within the
nozzle as they would tend to be averaged out. Similar to other studies, the predicted
vapour distribution does not approach the nozzle centreline, in disagreement with
experimental results such as that of Winklhofer et al. [147] or Mauger et al. [76].
In the work of Habchi et al. [48], particular attention was paid to the inlet and
and outlet conditions in diesel injector and microchannel flows. The inlet domain
was modeled so as to include sufficient volume for pulsation effects to be significant:
initializing the model caused an initial compression wave which was reflected from
the nozzle entrance and set up a resonant pressure fluctuation in the upstream area
which drove flow instabilities and a time dependent coefficient of discharge. Habchi
et al. also recognised that for a cavitating regime in which the the areas of cavitation
are not known a priori, a realistic exit boundary condition must include the possible
effects of inflow (due to strong recirculation) and hypersonic flow (when the local
speed of sound in a bubbly mixture is compared to the flow velocity). Habchi et
al. used a tune-able parameter to control the wave reflectivity characteristics from
the boundary and so recognised that exit pressure fluctuations also play a role in
determining the cavitation extent. Although turbulence was neglected and the anal-
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ysis performed on a 2D mesh, these results agreed well with the experimental data
on upscaled injector geometries. Habchi et al. also notes that if the exit domain is
not correctly accounted for, observed cavitation in the nozzle quickly collapses and
supercavitation reverts to a hydraulic flip mode with instabilities.
The use of a combined stiffened gas EOS as a closure relation was studied by
Gonclaves and Patella [44] using a one fluid model applied to a venturi geometry.
This work combined a stiffened gas model for the pure liquid and pure vapour
phases with a with a mixed barotropic model for the two phase regions. This solver
utilised a compressible RANS approach and the code base itself was an in-house
developed solution. The sinusoidal form of the gas closure relation gives a smooth
transition between pure liquid and pure vapour speed of sound (and hence com-
pressibility) but may be unphysical since it is known that the speed of sound in a
mixture can be significantly less than either of the two phases (see section 5.1.4).
In contrast to Karrholm et al. [63, 64], Salvador et al. [116] attempted to replicate
the channel results in a diesel injection geometry which was initially numerically
unstable. Salvador et al. assumed that this instability was due to the numerical di-
vergence scheme used and as a result, switched from the TVD MUSCL scheme (as
advocated by Karrholm) in favour of a more stable first order upwind scheme. It was
noted that this would also introduce increased diffusion but this was considered an
acceptable trade off. Salvador et al. also did not model turbulence as it was consid-
ered secondary to the effects of cavitation. Salvador et al. also chose to model the
injector nozzle holes with a partly structured grid with termination at the exit of the
nozzle holes. They focused on the steady state portion of the injection and neglected
the transient effects of needle lift in order to simplify the code and computational
costs. They also remarked that cavitation inception starts before mass flow choking
but is relatively small and localised, a finding that is in agreement with the experi-
mental evidence [76]. The results in terms of the velocity and discharge coefficients
however present a more mixed picture with agreement to experiments both under
and over predicting for a range of pressure differentials.
Other authors working on the problems inherent to fuel injection simulations such
as Patouna [95] and Margot et al. [74] but using commercial code (STAR-CD) and
micro channel geometries tested a variety of turbulence modeling approaches such
as k− ε and k−ω. Although the assumption around turbulence was made by evalua-
tion of the Reynolds number (12000) it was found that the various models had only a
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minor (2%) effect on the velocities. The channel was modeled using a reduced geom-
etry : the channel was mirrored below the centreline to reduce computational effort
and additionally the channel exit was neglected. It is questionable in these circum-
stances whether the effects of turbulence would be adequately captured since this is
an asymmetric process which casts doubt on their finding that turbulence has minor
influence. They did notice however that vortices which developed within the chan-
nel (very similar to those found by Karrholm et al. [63]) were strongly influenced
by the choice of turbulence model, indicating that more investigation was needed.
Agreements with experimental data were poor with under prediction of cavitation
and pressure along the channel centreline. A further key difference compared to the
Homogeneous equilibrium models (HEM) is that the number, size and distribution
of cavitation nucleation sites are control parameters which can have a large effect on
the cavitation rates and morphology observed. In this way, the calculated cavitation
sites and volume can be ’tuned’ to a degree with the appropriate choice of initial
seed values.
Salvador et al. [118] used a HEM with Large eddy simulation (LES) on 3D ge-
ometry of real sized injector slice. They used a Bosch rate tube as a measure of
the mass flow along with momentum flux measurements in order to validate their
model. Whilst the momentum flux measurements were taken off a single nozzle hole,
it is not clear if the specific hole topology measured was used as the mesh geome-
try which could potentially introduce uncertainties (the nozzle holes were shown to
have variation). Similarly, the Bosch method averages out all the differences between
individual holes. The major benefit of this approach however is that it gives a good
measure of the velocity at the nozzle exit (within the mentioned uncertainty limits)
which is typically a difficult to acquire validation measurement. The nozzle geometry
was terminated at the end of the nozzle hole without an downstream domain, and as
will be shown later, this can have an impact on the in-nozzle observed features due to
the unrealistic pressure recovery characteristics imposed by this boundary condition.
They observed cavitation on the upper wall of the nozzle at the entrance which cor-
responds well with the theory but concluded that this is sufficient to account for the
velocity increase even though the cavitation did not extend the length of the nozzle
and was present on only 30% of the circumferential area (along the top). An analysis
to determine if this relatively modest vapour area (in terms of the total wetted flow
perimeter) could reduce the friction via viscosity reduction was not carried out. Twin
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vortices were shown inside the nozzle but it was not clear if this was an artifact of the
highly symmetrical geometry. It was also shown that the areas of highest vorticity
were the boundary between the vapour and liquid regions within the core.
Similar to the work of Schnerr et al. [124] (and extending it), Egerer et al. [37] used
a variation of the CATUM code base to compare a modified two fluid model with the
addition of LES turbulence to previous results. In this work they compared their re-
sults to experimental data of a cavitating micro channel geometry. The experimental
setup and data used for validation was that of Iben et al. [55] although Egerer used
unpublished portions of the dataset (specifically, cavitating images of the channel
and part of the downstream area, see Figure 7). The results of the numerical study
indicated that cavitation bubble collapse should be expected both within the channel
and external to the nozzle exit.
More recently, Saha et al. [113] have evaluated additional one and two fluid models
to attempt to ascertain the key properties required for accurate representation. They
tested with and without turbulence and with both compressible and incompressible
codes. The geometry was a 1/2 channel as used by Winklhofer et al. [147] with the
lower section made symmetrical about the centreline as well as the equivalent ax-
isymmetric case for comparison. They included a length of 0.6mm (or ~2 diameters)
of the downstream domain as opposed to, e.g Patouna [95] whose domain ended at
the nozzle exit plane. All of the tested cases failed to deliver cavitation which resem-
bled experimental data at the choked flow conditions for low pressure differences.
At larger pressure differentials (e.g ∆P of 95 bar) however they were able to show lim-
ited convergence towards the real results with one of the two fluid models although
this indicated that other factors such as grid dependency in the vapour-liquid inter-
face may also be a factor. Analysis of the spanwise velocity profiles showed some
agreement to experiment but again did not capture the observed higher velocity in
the liquid-vapour interface zone. Saha et al. had previously developed a single fluid
model [114] and applied this to various fuel blends with emphasis placed on the
inclusion of wall roughness and turbulent viscosity terms. The introduction of these
terms however also meant a number of additional, tunable, constants were added to
the code. As this is part of a commercial package, it is not clear what criteria were
used to set these parameters or how they are managed.
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5.1.1 Multiphase considerations (cavitation)
In flows with high velocity fluids, hydrodynamic cavitation is highly relevant (as
shown in the experimental section) and is therefore an important consideration in
respect to any modeling efforts. Simulating multiphase flows presents some unique
challenges and cavitation in particular is poorly addressed with a number of compet-
ing frameworks rather than a consensus as to the best approach for a given problem
classification. Cavitation is generally accepted to be the process whereby the local
fluid pressure drops below the partial vapour pressure and bubbles begin to form.
The bubbles may consist of a number of species but are typically considered to be the
vapour phase of the liquid, possibly with additional components of any dissolved,
incondensable gases present. The bubbles require nucleation sites such as particles in
the fluid or the trapped molecules present in the roughness of the walls from which
to grow explosively. Studies have shown that with care, the point of cavitation can
be significantly retarded by careful control of the availability of nucleation sites [21].
Once microscopic bubbles have formed, these grow to macroscopic scales and may
be convected with the flow although it is not clear to what degree (if any) slip occurs
between the bubble and the mean flow. Bubbles continue to grow in the presence of
negative local pressure gradients. If the local pressure is raised, for example if the
bubble is convected to a location where the local pressure is higher than the vapour
pressure, the combination of forces supporting the bubble such as surface tension
and gas pressure can no longer sustain it and the bubble collapses. The collapse of
cavitation bubbles is a highly transient event and can generate pressures and temper-
atures many orders of magnitude larger than those present before the collapse event.
Due to the shape of the collapsing bubble, intense shock waves can be generated
which are then propagated to the surround fluid or surface. Where the cavitation
occurs close to a wall, the bubble is only able to collapse from a limited portion of
its spherical surface area which results in a toroidal shape with co-location of the
inrushing fluid and shock wave impingement on the physical surface. This dual im-
pact can then remove material from the surface as the local stresses are greater than
the material yield stress. In applications such as impellers, pumps and turbines the
resulting material loss can be rapid and catastrophic leading to premature failure. In
the case of a diesel injection nozzle however the cavitation bubble collapse may have
a positive effect as a cleaning property - the material destruction process can remove
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deposits of fuel and carbon formed from combustion events which means the nozzle
flow remains constant over the life of the injection system. Other examples of the
positive effects of cavitation if utilised correctly can be found in bio-medical applica-
tions for break up of kidney stones [103] or the enhancement of hydraulically assisted
drilling processes [62]. The flow features highlighted above mean that the modeling
considerations are complex and involve some trade offs between the economy of the
code and the physics deemed most important to emulate. A brief overview of these
considerations is now given as it relates to modeling the fixed volume chamber.
5.1.2 Modeling approach
The initial consideration must be between the Eulerian and Legrangian frameworks
as they are to a certain degree, incompatible. A Eulerian framework considers the
fluid domain to be a continuous medium and attempts to solve simplified subsets
of the Navier-Stokes equations for the mechanics of flow. A Legrangian framework
on the other hand assumes that the flow can be accurately captured by tracking
a discrete number of particles using the classical newtonian equations of motion
applied at the particle level. This type of framework is useful for example in spray
mechanics and droplet modelling where the particle position, velocity, and particle
interactions play a significant role. In the current context however, only Eulerian (or
hybrid Eulerian) schemes have been considered.
Cavitation may be modeled theoretically by a number of different approaches with
each performing well under specific scenarios. A generalised scheme directly applica-
ble to all modes of cavitation is not currently available [122]. One popular scheme for
capturing cavitating features utilises the Rayleigh-Plesset equation for bubble growth
dynamics. This scheme is based on some of the earliest work by Lord Rayleigh in
which he computes the growth of a single bubble by considering the equilibrium
of the surface tension, gas pressure and the local liquid pressure and compares this
to the pressure at infinity (freestream or far field pressure). In this scheme a dis-
crete number of seed particles are used as potential nucleation sites (this is a tunable
parameter) and are explicitly tracked using a combined Eulerian-Legrangian frame-
work. Thus the fluid continuum is computed using classical Eulerian equations
while the bubble are tracked as individual ’particles’ using Legrangian mechanics.
One benefit of this model is that it provides explicit tracking of the bubble motion
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in the flow field. This may be particularly beneficial in situations where large, dis-
crete bubbles are expected but may be less useful in situations of so called ’cloud
cavitation’ where a large number of very small bubble exist dispersed within a small
fluid region. Thus for cloud cavitation, the benefits of individual bubble tracking are
negated by the increase in computational cost and cell density requirements.
A useful variation on the full bubble tracking method outlined above is the Volume
of Fluids approach (VOF). This technique tracks a function which represents the fluid
interface rather than tracking individual bubbles and nucleation sites. The interface
is then tracked as it is advected by the flow and stored for each time step. The larger
the number of individual bubbles, the more difficult it may be to draw a physical
representation from the data with commensurate increases in storage capacity re-
quired [36]. When one considers that each discrete bubble requires a minimum of 10
cells for accurate representation and that interface merging (bubble coalescence) and
bubble generation require additional cells to be well formed, then the cell density
and overall requirements increase substantially. In this way the VOF method may be
better suited for applications that include a smaller number of discrete free surfaces
which may be better approximated in this way. Similarly, regions with a large inter-
face area and continuous vapour zones such as supercavitation along channel walls
may benefit from this method. In the OpenFOAM framework, this is represented
by the InterphaseChangeFoam solver which has the added limitation of using the
incompressible form of the governing fluid equations. This prevents the correct cap-
turing of pressure (shock) waves and generation of the correct collapse mechanism
for bubble destruction but does allow for comparative investigations of a multiphase
flow field.
Two fluid models assume that the vapour and liquid are completely independent
(and differ only in their physical properties such as compressibility etc.) and thus the
usual Navier-Stokes equations for fluid motion are solved separately for each fluid.
This can be thought of as a logical extension of a model for the mixing of two imis-
cible fluids. In order to capture cavitation, mass transfer equations are typically em-
ployed, (sometimes based on the Rayleigh-Plesset equations) for bubble growth. This
approach benefits from capturing drag forces and the different turbulence regimes
that may be present but assumes that bubbles are spherical and performs better with
large scale flow problems.
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A popular scheme for diesel injector internal flow is the homogeneous equilibrium
mixture model. This model assumes that the bubbly mixture can be approximated
by a single homogeneous mixture with fluid properties that are governed by the lo-
cal vapour volume fraction. The fluid properties, such as viscosity, then become a
function of the vapour fraction. Typically in such a scheme the vapour fraction is
then linked to the local pressure such that the vapour fraction increases when the
fluid pressure drops below the partial vapour pressure and decreases when the local
pressure rises. A barotropic relation defines the density solely as a function of pres-
sure. It can be seen that this may be a good model when the bubbles are microscopic
and hence on the order of the sub grid scale, in this case the assumptions about
homogeneity may well be satisfied. In the present study on diesel injection meter-
ing systems this model may be more appropriate to handle the small scales in the
nozzle region which may be a prerequisite for the downstream domain to be correct.
This model naturally assumes that there is no difference between the velocities of the
vapour and liquid phases (no slip between bubble and fluid) and the the timescales
are short enough that any interphase momentum transfer is not a significant factor
[95]. This underlying assumption may lead to difficulties as the size of continuous
vapour regions increase (i.e moving away from a bubbly mixture towards a slug
like flow with large discrete vapour and liquid regions). As the continuous vapour
regions increase in size, the neglected interphase slip forces and momentum may
lead to bubble break off and convection. Thermodynamic considerations may be
included but reasonable accuracy can be achieved by neglecting some energy terms
and assuming isothermal conditions (indeed the liquid and vapour phase fluid prop-
erties are taken as known for a single, given temperature at saturation conditions)
[128].
A criticism of this model is that the bubble growth and collapse rates are known to
be asymmetric (i.e have hysteresis) with differing time scales and this is not captured.
Another problem with the modeling method is numerical since the density ratio
between liquid and vapour could be as large 50,000:1, most numerical schemes have
difficulty with this magnitude and suffer from subsequent stability issues. The basic
equations for calculating the flow field are given in the following section.
It should be pointed out that none of the above mentioned models captures the
effects of any dissolved gases which may be present in the system. Most typically,
any vapour formed within bubbles is assumed to be pure liquid (in its gaseous state).
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The addition of other species within cavitation bubble are extremely difficult to de-
termine experimentally and would have only a minor impact on the vapour phase
properties since compressibility of the vapour is already several orders of magnitude
different to that of the liquid phase. The inclusion of terms specific to incondensable
gases would mostly contribute to re-absorption rates although they may also (in the
physical sense) contribute to cavitation inception if they act as available nucleation
sites. Their inclusion may therefore be necessary to avoid tuning parameters such as
initial nucleation particle inputs.
A combustion cycle can consist of a number of discrete individual injections such
as pre injection, main and post. In such a cycle, the pre injection is typically smaller
and as a result, the needle operates in ballistic mode, never achieving full lift po-
sition and therefore never entering steady state flow conditions. As the bulk of the
fuel required is delivered during the main injection, its duration may be up to several
milliseconds, during this time however the opening and closing phases of needle lift
may still form a significant proportion of the total. Real world injectors thus spend
the majority of their operating life during transients of needle lift, this means that
evaluation over steady state or quasi-steady flow regimes may not capture the most
important flow effects and structures. Due to the difficulties in experimentally cap-
turing transients however, these quasi-steady state conditions at full needle lift are
often used for validation of code. This can lead to the adoption of assumptions that
improve the numerical robustness of simulations but may reduce their applicability
to all phases of injector operation. In this study, a fully transient solver with small
time steps has been utilised in order to try and replicate these nozzle opening/clos-
ing features.
5.1.3 Solver review
In the following section, a brief summary of the three solvers used in the present
work is given so that the list of cases run and additional code generated has a con-
text. The major solvers were compared against each other for various test and vali-
dation cases and in general, it was found that some aspects of each were beneficial
in exploring the challenging features of high speed, transient, multiphase flows.
SonicLiquidFoam is a compressible, laminar, transient solver optimised for single
phase, non-cavitating high speed flows (it handles subsonic, trans-sonic and hyper
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sonic flow conditions). It has been well validated on problems such as water hammer
and pressure wave transmission. It assumes that the pressure, p , and density, ρ, of
the single fluid are related via a simple equation of state with a compressibility
constant,
ρ = p0 + ψc (p− p0) (20)
The compressibility function, ψc, in this case is assumed to be constant derived
from the reference pressure and density values and is related to the bulk modulus,
K,
ψc =
∂ρre f
∂pre f
=
ρ
K
(21)
The solver uses a PISO loop by first solving the continuity equation,
∂ρ
∂t
+
∂ρui
∂xi
= 0 (22)
and then solving the momentum equation [53],
∂ρui
∂t
+
∂
∂xj
(
ρuiuj
)− ∂
∂xj
(
u
∂ui
∂xj
)
= −
(
∂p
∂xi
)
(23)
CavitatingFoam represents an extension of the sonicLiquidFoam solver as it uses
a similar approach for the equations relating pressure and density with the addition
that the compressibility function is no longer fixed. The compressibility is now taken
to be a mixture of the compressibilities of the liquid and vapour fractions, ψL and
ψV , with the simplest possible combination being a linear model such as
ψM = αψV + (1− α)ψL (24)
The phase fraction (or vapour fraction), α, is taken to represent the proportion of
vapour within a given cell and is related to the phase densities such that
α =
ρ− ρL,sat
ρV,sat − ρL,sat (25)
which is in turn related to the vapour pressure and compressibility
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ρV,sat = ψV psat (26)
and can be combined into a mixture equilibrium equation of state (in terms of
density):
ρ = (1− α) (ρL,sat − psatψL) + (αψV + (1− α)ψL) psat + ψMα (p− psat) (27)
section 5.1.4 has details on other more sophisticated mixture models to derive
the compressibility. CavitatingFoam uses a barotropic model which assumes that
the temperature is constant and that the mixture is in local thermal equilibrium. The
mixture properties are taken to be a linear function of the fluid and vapour properties,
for example the viscosity is
µM = αµV + (1− α) µL (28)
which is physically consistent at the extremes (i.e at 100% vapour the mixture
viscosity is the vapour viscosity).
The process for solving these equations follows an iterative method, firstly by
estimating ρ based on U using continuity such that
∂ρ
∂t
+∇. (ρU) = 0 (29)
The estimated density, ρ , is then used to estimate preliminary values for vapour
fraction, α , and compressibility, ψ using Eqn 25 and the chosen compressibility sub
model, such as the linear model, from Eqn 24 (further detail on the sub models is
given in the subsequent section). With these preliminary values, the pressure free
velocity can be obtained from
∂ (ρ.u)
∂t
+∇ (ρ.u.u) = −∇p +∇ (u f .∇u) (30)
A PISO loop using the continuity equation based on pressure and the mixture
equilibrium equation of state from Eqn 27 can then be solved as in
∂pψ
∂t
− (ρL + (ψL − ψV) psat) ∂α
∂t
− psat ∂ψ
∂t
+∇. (ρu) (31)
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and subsequently the properties of α, ρ and ψ can be updated by using the equation
of state, Eqn 27.
5.1.4 Compressibility and pressure wave considerations
The second aspect of the flow that was considered important was the inclusion of
pressure wave phenomenon. It is known that pressure waves play an important role
in the internal dynamics of fuel injectors. The inclusion of pressure waves means the
model must be fully compressible, this poses a number of additional challenges since
the fluid used as a diesel surrogate is only mildly compressible. The compressibility
requirement means the inclusion of additional terms in the transport equations etc.
Note that with high internal velocities, the local Mach number based on fluid speed
of sound may reach 0.5 which is generally considered to be too high for the incom-
pressible assumption to remain valid. A further consideration to be made with re-
gards to the speed of sound relation is the general breakdown of simple propagation
theory in bubbly mixtures. In physical terms, as the bubble population increases, dis-
persion effects may become dominant. Brennen [21] shows that for bubbly mixtures
the speed of sound may become highly frequency dependent as the cloud transitions
from single bubble type oscillation modes to collective oscillation modes. Similarly,
the attenuation of acoustic (pressure) energy may also become frequency dependent
leading to non linear interactive effects between the local vapour fraction, α, and the
local speed of sound, c.
As of OpenFOAM 2.4.1, three compressibility sub models are available, the ’Lin-
ear’, ’Wallis’ and ’Chung’ models which represent three distinct empirical approaches
to the determination of the speed of sound in a bubble mixture. In this context the
compressibility term, ψ, is defined in relation to the speed of sound, c, such that
c =
√
1
ψ
(32)
which can be re-arranged and is related to the bulk modulus, K,
ψ =
1
c2
=
ρ
K
(33)
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The Linear sub model is the most straightforward and follows from Eqn 24. It
is numerically robust but rapidly deviates from the real speed of sound in bubbly
mixtures [21] (i.e the further from fully vapour or fully liquid regions).
An interesting feature of the Wallis model [142] is that it is derived from an expres-
sion which does not assume that the two phases (in this case vapour and fluid) have
the same velocity. It is most useful ( and was developed) for stratified flows in which
a density difference between the two phases drives a pressure gradient and hence a
velocity difference. The example provided by Wallis is that of a uniform rectangular
duct with two incompressible fluids with differing velocities. Wallis gives a thorough
derivation of the equations for the wave speed in compressible two phase mixture
but makes the distinction between stratified flow (Eqn 35) and fully homogeneous
flow (Eqn 36). We can see from this that when only the phase fraction is specified, it
is not clear which equation is more appropriate or indeed if some transition between
the two should be attempted, a point that Wallis also makes. For the micro channel,
experimental evidence such as that of Soteriou et al. [132] and Winklhofer et al. [147]
have shown that the vapour phase may be supercavitating (i.e. it may extend for the
full length of the channel walls) in which case the homogeneous assumption may no
longer be useful. The OpenFOAM implementation is from the homogeneous model
however and so is better suited for finely dispersed bubbles in mixture. It can be
seen from Eqn 36 that in a bubbly mixture, the speed of sound will have a minimum
which may be well below both the speed of sound in liquid and speed of sound in
vapour.
Derived expression (Eqn 6.103 from Wallis [142]) relating the velocity of phase 1,
v
′
1 with the velocity of phase 2, v
′
2 to the vapour fraction, pressure and density for
low velocity flows
α
ρ2v
′2
2
(
1− v
′2
2
∂p/∂ρ2
)
+
1− α
ρ1v
′2
1
(
1− v
′2
1
∂p/∂ρ1
)
= 0 (34)
Which can be reduced by assuming that the relative velocity is zero to give the
local speed of sound for stratified flow (Eqn 6.10 from Wallis[142])
cs =
 αρ2 + 1−αρ1
α
ρ2c22
+ 1−α
ρ1c21
1/2 (35)
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While for a fully homogeneous flow and neglecting body forces we get (Eqn 6.110,
[142])
ch =
{
[αρ2 + (1− α) ρ1]
(
1− α
ρ1c21
+
α
ρ2c22
)}−1
(36)
The Chung compressibility sub-model is derived from a hyperbolic analysis of
source terms when one considers both the bulk modulus and the surface tension
terms [29, 30]. The Chung model has been shown to agree reasonably well in the
range 0 < α < 0.3 for dispersed bubbly flow mixtures.
cchung =
1[
1−α√
ψv
+ α s f a√
ψL
] √
ψVψL
s f a
(37)
where the aggregate term s f a is defined as
s f a =
√√√√ ρV,satψV
(1− α) ρV,satψV + α
ρL,sat
ψL
(38)
Choked flow within a nozzle, orifice or restricted channel is usually considered
a compressible flow phenomenon that occurs when the velocity of the (usually gas)
working fluid reaches the local speed of sound, i.e. Mach 1. A shock wave or cone
forms which then prevents any information about the downstream pressure con-
ditions from propagating upstream. The shock cone also defines the area where
abrupt changes in the flow parameters such as density, pressure and temperature
may occur. In the following simulations, localised hypersonic conditions may exist
due to the bubbly mixture having a very low speed of sound (significantly lower in
fact than the speed of sound in a pure vapour of the same liquid [142]). Figure 92
shows a comparison between the speed of sound for each of the given models using
the parameters for ISO 4113. This shows why the linear model will have difficulty
in predicting choked flow conditions since the lower bound in this case is the gas
phase speed of sound instead of the much lower bubbly mixture speed of sound via
more physical models such as the Wallis or Chung methods. Using for example the
fluid properties from Karrholm et al. [63], the gas speed of sound is 632ms−1 and so
well above the highest expected flow velocity of 100ms−1 for microchannel geome-
tries. The Wallis model using the same fuel properties predicts a minimum value of
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Figure 92: Speed of sound comparison
16.5ms−1 at vapour fraction of 0.5. This means that the compressibility effects of the
bubbly mixture zone start to dominate the flow when approaching the choked flow
regime.
As mass flow ceases to increase for an increasing pressure difference (choked con-
ditions), the liquid core velocity typically increases, the mechanism for which is not
fully understood. It has been speculated by Payri et al. [96] that this increase in
velocity is due to two effects, the first of which is the reduction of frictional losses
due to the slip condition with the vapour phase along the walls of the nozzle. This
would seem plausible but requires the vapour region to extend for a significant por-
tion of the nozzle length such as in supercavitating conditions. It could be argued
however that only a bubbly mixture would be required to achieve a similar reduction
in viscosity (assuming that the viscosity of a bubbly mixture is significantly reduced
compared to the same liquid region). The second possibility considered by Payri et
al. was that the increased vapour fraction which tended to be generated near the
walls reduced the available flow area, effectively forcing the liquid core to accelerate
through a smaller channel.
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5.1.5 Turbulence modeling
Turbulence modelling in the context of high speed cavitating flows presents a unique
difficulty since the mechanisms themselves are poorly understood [112]. Cavitation
and turbulence in the context of diesel injectors occur on similar timescales [37], for
this reason turbulence is considered to be of fundamental importance to the correct
output from the model employed. The relevance of turbulence to diesel flows has
been questioned by some authors, notably Ruiz and He [112], who speculated that
even though high Reynolds numbers were present in the nozzle, the flow was in fact
transitional between laminar and turbulent. Others such as Salvador et al. [116] argue
that the cavitation is the main process and that due to the very small nozzle size (and
hence Reynolds number) they could be considered laminar. At the entrance to the
nozzle or microchannel, the sharp acceleration as the flow enters the inlet causes a
strong acceleration and promotes a laminar flow profile. At the exit it can be seen
from optical studies such as Mauger et al. or Winklhofer et al. [76, 147] that a choked
flow condition prevails which is fully turbulent in nature.
With regards to LES modeling of turbulence, the governing equations for the en-
ergy cascade and the 3D effects of vorticity mean that its applicability to planar (i.e
2D) simulations is considered limited. Planar flows are inherently lacking in the ba-
sic turbulence mechanisms such as vortex stretching which contribute to the correct
representation of these structures. These criticisms of planar LES have been ques-
tioned by some authors such as Miyamoto et al. [82] and Murakami and Mochida
[86]. Bouris et al. [18] showed for example that vortical flow around a bluff body
could be captured using only a planar LES composition. Bouris et al. also found
that for their case, the use of LES also produced better results when compared to the
other turbulent kinetic energy models that were tested. Similarly, Shao et al. [129]
found that 2D LES was useful in predicting the vortex stretching behaviour of flow
around a bluff body and even for planar results was superior to RANS techniques.
LES may then be considered to have some limited applicability to planar problems
although it’s theoretical limitations remain.
The LES model largely used in this work is a one k-equation eddy viscosity model
[77, 83] using the Bussinesq function of the form
5.1 cfd literature review and justification of approach 193
d
dt
(ρk) +∇. (ρ.u.k)−∇. ((νsgs + ν)∇k) = −ρ [∇u +∇uT] : B− Cε.ρ.k 32
δ
(39)
where B represents the turbulent energy generation term.
5.1.6 Physical constants
Due to the high degree of uncertainty around the physical parameters used for the
simulation model, brief discussion is given of the rationale and values used by other
authors. The physical fluid properties from a number of studies utilising diesel
or diesel surrogate fuels have been collected in Table 8. Diesel surrogates such as
ISO4113 are included here and considered to be of similar composition since the
main differentiator from a real fuel is that of the flash point since they are tailored
specifically to be safer for laboratory use but closely resemble diesel in all other
respects. Experimental values from Ndiaye et al. [88] and Chorazewski et al. [28] have
been included as a useful reference under controlled conditions. These experimental
values have been taken at a nominal atmospheric pressure of 101kPa and 20 degrees
C.
Diesel as a fuel typically varies seasonally as well as geographically so it’s prop-
erties are generally defined in terms of a range rather than a specific value. For ex-
ample in Europe, the specification of common pump diesel must conform to EN590
[5] (which is more concerned with sulfur content and bio fuel components due to
their effect on emissions) so that the stated density must be between 820 and 845
Kg/m3. Koukouvinis et al. [70] used a value well outside this range in order to help
tune their model and reduce the propensity of the code to develop significant nega-
tive pressures. Habchi et al. also chose a value outside the EN590 range from some
of their earlier work on lumped parameter modelling [49] which was focused on
vaporisation rates and simulating spray conditions at 400K . The selection of sub-
components and use of a gas derived EOS may explain this lower than usual density
value. All other authors reviewed chose values close to the EN590 range but it is
generally unclear if this is for convenience or if it served to help drive model outputs.
Density values for the vapour phase of diesel (where it was considered) varied by
3 orders of magnitude, from ~.01 to 6.5 Kg/m3, the minimum value from Wang et al.
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Author Psat ρL ρV µL µV ψL ψV
Pa kg/m3 kg/m3 kg/ms kg/ms s2/m2 s2/m2
Karrholm [63] 5400 832 0.1361 6.50E-3 5.95E-6 5E-7 2.5E-6
Salvador [116] 5400 830 0.1361 3.67E-3 5.95E-6 5E-7 2.5E-6
Patouna [95] 2000 828 0.0250 2.14E-3 - - -
Margot [74] 828 0.0250 2.14E-3 1.00E-5 - -
Saha [113, 114] 1000 822.7 - 2.50E-3 4.00E-5 5.4E-7 -
Iben [56] 6.1 826 - 3.80E-3 - - -
Sedarsky [125] - 821 - 3.20E-3 - - -
Qiu [108] 3540 850 1 3.50E-3 7.00E-6 - -
Martynov [75] 300 840 - 3.00E-3 - - -
Koukouvinis[70] 120000 747.6 6.5000 8.11E-4 7.50E-6 - -
Wang [143] 120 855.6 0.01087 2.94E-3 1.81E-6 - -
Habchi [48] 2500 770 0.016 1.00E-3 2.20E-5 6.94E-7* 1.1E-5*
Ndiaye,
Chorazewski1 [28,
88]
13.4 813.4 - 2.58E-3 - - -
Egerer[37] 2218 820 0.1200 3.10E-3 1.00E-4 5.38E-7*
This work 5400 815.4 0.1361 2.05E-3 5.95E-6 5.54E-7 2.5E-6
Table 8: Table of physical fluid constants used for simulating injection type flows, various
authors (1 - empirical test results) (* - back calculated from supplied speed of sound
values)
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[143] was referenced against the work of Jia et al. [61] who do not specify where they
obtained the values from. This may reflect the fact that no published experimental
values specifically for the vapour phase of diesel were found. Karrholm et al. [63]
chose their values using heptane for the saturation pressure and derived the vapour
density as a function of the saturation pressure and an assumed speed of sound in
the vapour phase of ~630ms−1.
For pressure based models of cavitation, the saturation pressure is the most impor-
tant numerical constant to determine the point at which generation of vapour within
a homogeneous medium begins. Comparison of the vapour pressures used by other
authors shows a wide variation from 6.5 Pa to 120kPa. The value used by Kouk-
ouvinis et al. (120kPa) seems to be unreasonable since it is well above atmospheric
pressure and would therefore imply a highly volatile fuel (gasoline vapour pressure
is ~60kPa by comparison). It may be the result of a typographic error or has been
manipulated in order to constrain the code base being used. For reference, the exper-
imental value from Ndiaye et al. and Chorazewski et al. [28, 88] is 13.4 Pa so if one
includes the possible effects of non purities then a real value could be substantially
higher than this.
Similar to density, the viscosity for real world fuels are defined in the range 2
to 4.5 kg/ms via the EN590 specification. The liquid viscosities are generally of the
same order of magnitude with a range of 1E-3 to 6.5E-3 which again is wider than
the specification would permit. Koukouvinis et al. [70] again used a value which
falls outside the group by some margin but may be related to their chosen model
restrictions rather than having a physical relation.
The fluid properties chosen for this work are those of Karrholm et al. [63] as they
generally represent median values from the range found in the literature. Karrholm
et al. presents arguments for their validity with regards to physical relations which
are lacking in other works. Some parameters (such as vapour pressure) were tested
to determine their effect on model outputs, these are explicitly noted in Chapter 6.
5.1.7 Boundary conditions
A number of physical representation of boundary conditions exist, the most common
for this class of problem is the total pressure condition at the inlet. This boundary
condition specifies the inlet pressure as a combination of the static and dynamic
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pressure values acting normal to cell faces at the inlet. When coupled with a pressure
definition at the outlet, a well bounded problem with pressure driven flow results
and the velocity at inlet and outlet are then taken as dependent variables. The outlet
boundary condition presents a slightly different challenge in that several options
may be applicable. A fixed pressure condition imposes a specific value for the face
normal component at the boundary cells. This imposed value means that a gradient
must exist between the nozzle exit and the domain exit, implying that these values
are different and dependent on the downstream domain geometry. When attempting
to validate against experimental data, this downstream region is often neglected to
reduce computational costs.
In review of micro-channel geometries, (as per the list in table 8) , no clear con-
sensus is found as to the minimum length requirements in order to have the correct
pressure recovery profile. In this context the pressure recovery is defined as the
difference between the pressure at the centreline of the nozzle at the exit location
compared to the actual pressure in the last cell of the domain along the same cen-
treline. In most models the downstream distance to the outlet boundary is severely
truncated in the name of reducing overall cell count and calculation time. Examples
of zero downstream length include Wang et al. [143], Patouna [95] and Martynov et
al. [75] while those classified as ’short’ (between 1-5 diameters) include Koukouvinis
et al. [70] while Qui et al. [108] utilises larger exit domains. This has important
implications when validating models as most experimental data has time averaged
pressure values taken at a physical location some distance downstream. This down-
stream location may not have the same pressure as that closer to the nozzle exit due
to the recovery.
5.2 tools created to analyse multiphase systems
Due to the requirement for multiphase models, many of the tools and utilities re-
quired for mesh analysis, post processing etc were not compatible because of the
extra phase transport or thermodynamic properties. As a result, a number of pieces
of code had to be created in order to address this shortcoming, using both matlab
and C# packages.
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5.2.1 CavitatingThermalFoam - Multiphase wave transmissive solver
In order to try and correctly capture the downstream conditions with regards to pres-
sure waves, a wave transmissive boundary condition was required which is non re-
flective for incident waves but give the correct constraints for mass transfer, pressure
and velocity to ensure that the problem remains well posed. A wave transmissive
boundary was available in OpenFOAM but this was not compatible with multiphase
solvers. This multiphase pressure wave transmissive (PWT) condition attempts to
transmit all incident pressure waves outside the domain and maintain a given far
field value of pressure. This is done by attempting to keep the instantaneous value
’close’ to the given far field value. In this sense ’close’ is defined by a separate parame-
ter, the far field distance. A smaller far field distance implies that a smaller deviation
is allowed from its prescribed value whilst a larger far field distance allows greater
deviation. The core scheme for this is derived from Poinsot and Lele [105] and is
accomplishing by assuming that for high Reynolds flows, the hyperbolic part of the
Navier Stokes equations represent the wave component of the local pressure field.
The modification that was made to the existing code was to allow compatibility
with code structure for multiphase problems which entailed changing the code that
reads in the thermodynamic properties of the fluid to allow the vapour and liq-
uid properties to be loaded simultaneously with appropriate blending using linear
vapour fraction based approach. Appendix 9.6 has the code for this solver which
was called ’CavitatingThermalFoam’. It should be noted that this code also contains
an extension for one way coupling of temperature to pressure but this section of the
code was not fully tested due to time constraints and as such, is not discussed here.
The additional code for temperature coupling does not affect the main routines as it
reads pressure, performs some calculations to derive temperature and writes these
out to an extra file for post processing.
5.2.2 YplusLESMultiphase - Wall distance utility
The distance between the wall and the first cell is important for turbulence modeling
such as LES as the boundary layer must either be fully resolved or explicitly modeled
using a wall function. In order to determine if a wall function is appropriate, the
y+ non-dimensional wall distance parameter can be used. This parameter is an
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expression of the distance to the first cell centre in a wall normal direction relative to
the viscous sub layer distance from classical boundary layer theory:
y+ =
u?y
ν
(40)
where u? is the friction velocity, y is the wall normal distance and ν is the kinematic
viscosity.
This parameter confirms if the cell size is adequate to correctly (or implicitly) cap-
ture the boundary layer or if a specific wall approximation function is appropriate.
Typically, y+ values greater than 5 are considered to require an explicit wall model
for accurate representation. An open source utility to perform this calculation was
available as part of the OpenFOAM package but was not compatible with multiphase
systems such as CavitatingFoam or CavitatingThermalFoam. As a result, a modi-
fied version of the utility was created specifically to work with multiphase flows,
“YPlusLESMultiphase”, the code for which is available in Appendix 9.6. This utility
uses similar functions but calculates the kinematic viscosity as a linear combination
based on the vapour fraction and density for each cell as per the following equation:
ν =
αµV + (1− α) µL
αρV + (1− α) ρL (41)
5.2.3 MachMultiphase - Mach number calculator
In order to characterise the flow and investigate some properties (particularly around
the choked flow regime) it was required to calculate the local Mach number of the
flow. This is relevant as the flows through nozzles and micro channel geometries may
be as high as Mach = 0.5 even without considering phase change. When one consid-
ers that the phase change must necessarily result in a reduction of the local speed of
sound, the Mach number may be significantly higher. Due to this requirement, two
versions of a Mach number calculator were created. ’MachMultiphaseLinear’ uses
the linear model for local speed of sound determination by combining equations 24
and 32 and using the compressibility constants for the vapour and liquid phases:
clinear =
√
1
αψV + (1− α)ψL (42)
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The Mach number is then computed as the ratio of the flow velocity in the individ-
ual cell relative to that cells computed local speed of sound, i.e
Mlinear =
‖u‖
clinear
(43)
Similarly, the ’MachMultiphaseWallis’ code was created to calculate the Mach num-
ber based on the Wallis method for the determination of the local speed of sound as
per equation 36 to give
MWallis =
‖u‖
ch
(44)
5.2.4 Pseudo-shadowgraph technique
As the experimental data was in the form of intensity images, a method to more
directly compare to simulation data was sought. To that end, a Matlab function was
created that was able to read in the density data from the simulation, process it and
visualise it. This function took the integral of the density of all cells in the Z-plane
(since all the meshes used were orthogonal in the Z-plane). This gives a ’line of
sight’ perpendicular to the XY plane.The integral values were then multiplied by a
calibration factor (determined empirically) and the output scaled to fit a 16 bit grey
scale image. In this way, the computed density fields could be directly visualised as
pseudo-shadowgraph images for comparison which are presented in chapter 6. Al-
though this method is qualitative, it was able to highlight problem areas within early
cases that allowed further refinement. It can be seen from this that the method was
able to highlight turbulent structures and being predominantly streamwise rather
than spanwise. This code is available in Appendix 9.7, as a comparison, the same
function also returned the average density along the same cells (i.e those whose cen-
tre point lie along the same line in space). The density averaging function was less
useful as a direct tool but provided useful checking of the other algorithms that were
developed. Note that the new pseudo-shadowgraph tool could not be applied to the
initial chamber models as these were 2D.
6
C F D R E S U LT S A N D D I S C U S S I O N
In this chapter, the specific variations (cases) that were run are introduced, firstly
in terms of the geometry and meshing and then in terms of the specific numeric
schemes applied along with the rationale for the various decisions. From these cases,
the results are presented in this chapter with appropriate indication of the implica-
tions for each. In general, the predictive capacity of the models tested here varied de-
pending on the criteria used to define their relevance and applicability. For example,
all models were able to give correct mass flow rates in comparison to experimental
results but this does not give a complete picture of overall performance. Instead, a
number of criteria were used to assess the efficacy of simulations in approximately
the following order:
1. Results are physically plausible
2. Mass flow rate is broadly correct (within 10%) where known
3. Vapour fraction distribution and evolution are qualitatively similar to experi-
mental results
4. Pressure distribution along the nozzle centreline and at various spanwise loca-
tions matches experiments
5. Pressure waves are captured in a manner consistent within known parameters
(i.e limits for local speed of sound)
6. Pressure waves have two-way interaction with high vapour fraction zones (pres-
sure waves can propagate from bubble collapse and pressure wave impinge-
ment on bubbles can cause collapse).
7. In the specific instance of choked flow, does the turbulent cavitating zone ex-
tend to the centreline as indicated experimentally?
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Initial meshes and model checking was carried out on planar (2D) meshes which
consist of only a single cell in the z plane, this was for computational cost constraints
as it allow rapid iteration of geometry, mesh and code. Extended studies were then
carried out on quasi 2D geometry which had multiple cells in the z plane but only
minimal physical thickness.
During preliminary testing it was found that the outer loop corrector for cavitat-
ingFoam benefits from having at least 10 iterations as a minimum to help stabilise
the numerics. This meant that the pressure estimator and density correction would
be resolved to a more stabilised value before moving to the next time step. Whilst
the residuals found without these extra corrector loops were within limits, reducing
even small oscillations was found to be favourable. Without using this extra iteration,
it was found that instabilities in otherwise acceptable test cases could grow out of
proportion unpredictably after even minor pressure fluctuations in some part of the
field.
6.1 planar injector into constant volume chamber
The first model constructed was the simplest interpretation of an injector delivering
into a constant volume chamber. In this model, the chamber walls are reflective to
pressure waves and have a no slip condition for velocity. The injector has been simpli-
fied such that it is taken to be a vertical reservoir with two micro channels delivering
directly into the chamber at a realistic cone angle of 135 degrees. The vertical reser-
voir utilises the internal injector dimensions with the nozzle needle removed so as
to give adequate upstream flow conditioning relative to the entrance to the nozzle
holes which are expected to have the largest gradients in terms of velocity etc.
The geometry for the planar injector case is shown in Figure 93 and was decom-
posed into a mesh of ~1M hexahedral elements of 1 cell thickness. Figure 93 shows
the overall geometry along with an enlargement of the right hand side of the injector
and nozzle tip region. It can be seen from this that the initial mesh within the nozzle
region is relatively coarse as this was intended for preliminary testing. A refined
mesh was created with an order of magnitude more cells in the nozzle cross section
to check if the results were significantly affected. This mesh also had a reduced cham-
ber volume in order to maintain a similar overall cell count and hence execution time.
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Figure 93: Planar constant volume model, Top left: Overall geometry, Top right: Enlarge-
ment around nozzle region, Bottom left: nozzle coarse mesh, Bottom right: nozzle
refined mesh
This simulation was run for 600 µs using a time step of 5e-8s with the limit being
applied to the acoustic Courant number of max 15.
The solver used was cavitatingFoam and the initial conditions were such that the
injector reservoir was pressurised to 1000 bar and the chamber was at 10 bar. A
constant pressure of 1000 bar was applied to the top face of the injector as the inlet
boundary condition. At time 0, the injector nozzle holes were connected instanta-
neously to the chamber volume and the initially at rest fluid was allowed to acceler-
ate through the nozzle into the chamber. The k-equation eddy viscosity model was
used for turbulence modeling.
One of the first noticeable results from this model was the significance of pressure
wave propagation both within the injector and within the chamber as the injection
starts. Figure 94 shows a rarefaction wave as it moves upwards inside the injec-
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Figure 94: Rarefaction wave propagating internally from injector nozzle holes
tor during the first 25µs after start of injection. This rarefaction wave is a logical
consequence of the pressure drop across the nozzle as injection starts. When the
rarefaction wave reaches the inlet face at the top of the injector it is reflected and
this results in the injector acting as a resonant chamber with a characteristic length
and time determined from the geometry and local speed of sound. In a real injector,
similar effects would be expected as the rarefaction wave must travel through the
various internal drillings until it meets the common rail. Thus with knowledge of
the internal geometry, the signal recorded from a sensor mounted on the common
rail (or injector) can be decomposed to give the actual time of injection start and end
which is particularly useful for feedback control purposes .
Similar to the rarefaction wave generated within the injector body, a system of
pressure waves is set up in the nozzle itself. The nozzle is initially at low pressure
and as the simulation is started, the high pressure in the injector body caused a high
pressure (compression) wave to travel down the nozzle until it is reflected from the
nozzle exit into the chamber. As the nozzle exit acts like an open pipe, the reflected
pressure wave is inverted in sign and returns as a rarefaction wave towards the
injector body. Figure 95 shows this wave as it travels up and down the nozzle. Due
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Figure 95: Wave resonance within nozzle
to the short nozzle length, the time for this wave to travel and be reflected is short,
of the order of time of the recorded timesteps.
As the high pressure wave exits the nozzle into the chamber, it is propagated as
a compression wave throughout the domain. Figure 96 shows this pressure wave
as it radiates from nozzle and is reflected from the bounding walls, forming a com-
plex pattern as each of the reflections superimpose and traverse the domain. When
viewed in combination with the waves from within the nozzle and those due to the
start of injection resonating within the injector body, a complex multimode pressure
signal results before the effects of cavitation are even observed (in this context, the
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Figure 96: Pressure wave propagating into constant volume chamber at 3 and 7 µs after injec-
tion start
complex signal is that as viewed from a sensor within the chamber as is the case
in commercial devices). It should also be noted that due to this interaction of pres-
sure waves, the actual pressure difference across the nozzle is strongly time varying.
Figure 97 shows the pressure at the inlet and exit of the nozzle sampled at the cen-
treline. It follows from this that the time dependency of the wave characteristic will
be related to the local speed of sound and the characteristic lengths of the injector
body, nozzle and chamber geometry. This ’pulsing’ of the pressure difference across
the nozzle would drive instantaneous massflow variations across the nozzle which
may explain part of the ’noise’ seen on chamber pressure measurements. This means
part of the ’noise’ is not an artifact or interference but is representative of real mass
flow changes during the injection event. As this pulsing is due to the effects of a
fluid into fluid injection, it may not occur when the injector is in situ and inject-
ing into a gaseous environment where liquid breakup and vaporisation would be
extremely rapid. Under these conditions it is not clear how much the nozzle exit
would continue to be analogous to an open pipe with the associated wave reflection
characteristics.
Cavitation formation occurs within the nozzle at the expected areas of the vena
contracta as well as externally. Since the model cannot show individual bubbles be-
low the grid size, this necessarily limits the resolution in terms of minimum bubble
size so the cavitation regions should be interpreted as a probability for vapour for-
mation rather than distinct fully vaporous regions. In this way, the large contiguous
zones of vapour are most likely to be clouds of small vapour bubbles. Figure 98
shows an example of two time steps with cavitation generation external to the noz-
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Pressure at inlet and outlet over time: Chamber simulation
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Figure 97: Sampled pressure at nozzle inlet and outlet
zle. The vapour fraction distribution has been highlighted using white contour lines,
the pressure is represented by the background colour and the overlaid arrows give
the velocity direction and magnitude which indicates the overall flow parameters in
this area.
From Figure 98 it can be seen that some areas of cavitation undergo rapid com-
pression and assimilation into the surrounding fluid. As these bubbles collapse, the
inrushing fluid creates a high intensity pressure wave. This compression wave from
vapour bubble collapse then radiates into the surrounding fluid, losing intensity as
an inverse square of the distance, as discussed previously. Figure 99 shows one such
collapse event in detail with a graph indicating the pressure magnitude achieved
across the indicated line which is perpendicular to the wavefront. The pressure can
be seen to peak at the time of collapse (t=383µs) with an expanding radial profile in
the next time step when the vapour fraction has reduced to zero.
Following from the collapse event seen in Figure 99, another important result from
the simulation indicates that when multiple small areas of vapour bubbles are in
relatively close proximity, the collapse of one bubble triggers a pressure wave which
then impacts on subsequent bubbles which in turn causes them to collapse (as the
local pressure may be several orders of magnitude higher). This leads to small areas
of the flow in which little pressure wave activity is seen before a series of collapse
events occur in rapid succession. Some evidence for this ’chain reaction’ hypothesis
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Figure 98: Chamber vapour fraction distribution external to the nozzle, Top: 310 µs, Bottom:
330 µs
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Figure 99: Time sequence of pressure wave from vapour bubble collapse
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of collapse events has also been observed in the experimental section as areas with
multiple closely overlapping pressure waves radiating from an area with depleted
bubble number density. Figures 100,101 and 102 show this sequence in greater detail,
focusing on one area of the flow in the nozzle exit region from t= 375 to 385µs. It
can be seen from this sequence that an initial vapour pocket at collapse site 1 causes
a pressure wave which impacts onto the vapour pocket at collapse site 2 causing it
to also collapse. Multiple closely spaced (in both spatial and temporal senses) col-
lapse events would contribute to a superposition of the generated compression wave
components such that a distant sensor (such as that found in commercial devices)
may interpret this as a high frequency ’noise’ on the signal. This picture of multiple
collapse events matches well with the experimental evidence presented in Chapter 3.
The results presented above show that overall, the model is able to capture those
features most relevant to an investigation of fluid into fluid injections for a constant
volume chamber. As this is a planar case however, it is not possible to extract mean-
ingful vorticity information from the flow field. Questions remain therefore as to the
role that vorticity and vortex structures may play in the formation of vapour bubbles.
It is known from the literature review that strong vortices can produce low pressure
areas in the core regions sufficient to promote cavitation and potentially extend the
lifetime of any bubbles convected within the core zone.
6.2 micro-channel simulations
In order to extend the previous results, a more rigorous examination of the flow
within a nozzle (micro channel flows) was undertaken and a model was created to
replicate the experimental work of Mauger et al. [76]. This was done so that vali-
dation against the key features of cavitation and pressure wave generation could be
undertaken using an external, published data set. Thus both qualitative and quan-
titative results were available against which to compare the model outputs. In this
way, a model which is considered to be valid and representative internally to the noz-
zle (for which good data is available) could also reasonably be expected to replicate
those features more specifically of interest to interpreting the experimental images
of pressure waves, i.e cavitation processes external to the nozzle. The micro channel
geometry was further extended to be fully 3D so that information on vorticity and
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Figure 100: Multiple bubble collapse sequence, part 1 (background coloured by vapour frac-
tion, contours coloured by pressure)
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Figure 101: Multiple bubble collapse sequence, part 2 (background coloured by vapour frac-
tion, contours coloured by pressure)
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Figure 102: Multiple bubble collapse sequence, part 3 (background coloured by vapour frac-
tion, contours coloured by pressure)
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Figure 103: Mauger et al. [76] geometry with inset showing taper and flow direction (from
[76])
vortical structures could be extracted to understand how these may impact turbu-
lence in the shear layer.
The micro channel geometry must first be translated into a useful mesh which sat-
isfies the requirements for the relevant solver. In this case, a fully hexahedral mesh is
preferred with mesh sizing commensurate with the assumption that boundary layer
resolution is required at the walls and areas of interest, such as cavitation regions (if
present), areas of high velocity and transients such as the inlet to the nozzle. Figure
103 shows a basic outline for the geometry in question which was measured using a
scanning electron microscope (SEM) to confirm that, for example, the radius on the
inlet to the channel is negligible. The mesh replicates the physical depth of the chan-
nel and as such is fully 3D even through in the experiment it is treated as quasi-2D
for analytical purposes (and some parameters are averaged across the depth).
The Mk1 geometry used a stretched (graded in x-y directions) mesh produced
according to the block layout in Figure 104 (the arrows indicate the block orientation
which defines the face normal direction for OpenFOAM). This Mesh had 1M cells but
due to the grading scheme (which attempts to linearly decrease the cell size when
moving from the edge of the domain towards the nozzle) used had a relatively high
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Figure 104: Block layout indicating sub block orientation and numbering with X,Y origin
indicated
max aspect ratio of 441. Initial testing showed that the sub grid scale viscosity term
had a strong correlation to the mesh grading and was particularly sensitive to the
transition between zones 1-2, 2-3, 5-6 and 6-7, see Figure 105. This was observed as
a difference of several orders of magnitude between the low and high νSGS (marked
nuSGS) magnitudes. This meant that there was a rapid change in νSGS across a short
distance which was observed as artifacts that followed the cell grading edges. The
vapour fraction and density gradients were also correlated with these zone changes
although not as strongly as the viscosity terms. These issues meant that artificial
diffusion was being generated as the cells size went through a rapid change in size.
The Mk2 geometry attempted to fix these issues by increasing the cell count and
adjusting the ratio at which the cell dimensions changed which halved the max as-
pect ratio but resulted in a 3.1M cell mesh. This mesh had similar issues however
with regards to the sub grid viscosity and was also abandoned after several tests
confirmed it was unsuitable.
The Mk3 geometry reduced the stretching ratio of the cells towards the wall of
the channel (and by definition the zone boundaries) in order to have a smoother size
transition, particularly as previous testing on the Mk2 had shown a sensitivity in
the nozzle exit region. In order to maintain the overall number of cells at approxi-
mately the same number for cost reasons, the grading in the outer regions became
particularly coarse (in comparison to the Mk2 mesh). A number of cases were run
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Figure 105: Mk1 case showing magnitude of νSGS change with mesh boundaries
against this geometry which are given in the results section but this drew attention
to the fact that the pressure constraint at the exit of the domain was not sufficient to
fully determine the pressure along the nozzle centreline and nozzle exit. Due to the
potential issues with the downstream local pressure, the results are given in terms of
comparison between solvers and numerical schemes.
The Mk4 geometry was significantly altered to address this issue of downstream
pressure recovery. As it was found that the pressure at the exit of the nozzle was
changing as a function of the downstream length, shape and pressure boundary con-
dition, the geometry was altered to more closely resemble the physical dimensions.
The max aspect ratio is 50 and the blending in terms of the cell size changes at the
entrance and exit to the nozzle is far better with smoother transitions. The draw-
back is that the cell count is 8.5M which significantly increased the run time to ~3
months on an 8 core Xeon machine. Figure 106 shows a comparison of the various
meshes that were tested before settling on the final version. Figure 107 shows the
same meshes with an enlarged isometric view of a critical region at the entrance to
the nozzle.
In order to confirm that the final grid was not affecting the results, Figure 108
shows the sub grid scale viscosity for the final Mk4 geometry with a low variation
around the nozzle area and no significant grid dependence. This can be compared to
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Figure 106: Mesh comparison Top left: Mk1, Top right: Mk2, Bottom left: Mk3, Bottom right:
Mk4
Figure 107: Mesh comparison, enlarged nozzle section. Top left: Mk1, Top right: Mk2, Bot-
tom left: Mk3, Bottom right: Mk4
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Figure 108: Mk4 geometry showing νSGS with minimal change across mesh boundaries
Figure 105 which shows an affect of several orders of magnitude (Note the differences
in the value range, the lower bound for the Mk1 is 6e-18 while it is 2e-6 for the Mk4).
6.2.1 Non-cavitating case
In the first instance, a low pressure differential set of boundary conditions was ap-
plied to the microchannel geometry in order to check the overall model was correct.
These settings correspond to a ∆P =14.9 bar and should represent a non cavitating,
laminar flow profile according to the experimental results [76].
As an initial check, the vapour fraction throughout the domain was confirmed to
be zero (as expected). To validate that the mesh is sufficiently resolved in the nozzle
wall region, the yPlusLESMultiphase tool was used to determine the y+ values (this
tool was required even though the domain was fully liquid as the solver and model
were multiphase). The results of the y+ calculation are give in Figure 109 for the
nozzle area. From this it can be seen that the max y+ value is ~5 on the front face
and ~ 1 on the upper nozzle wall which indicates that specific wall functions are not
required in this case.
Pressure and streamwise velocity along the nozzle centreline is given in Figure 110
to show the differences present between the nozzle entrance and exit (this format is
replicated for subsequent plots for easier comparison). It can be seen from this that
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Figure 109: Isometric channel view of y+ non cavitating flow case
some fluctuations occur within the nozzle itself. The initial pressure drop through
the throat of the nozzle recovers at approx 60% of the nozzle length before again
dipping at the nozzle exit. Further to this a pressure probe (pressure over time)
was located 5d downstream along the centreline which demonstrates the pressure
fluctuations which occur without the influence of cavitation, see Figure 111. The
pressure fluctuations arise from the initial acceleration of fuel through the nozzle
which then create a compression wave at the exit. This wave is reflected from the
open exit and so moves between the nozzle inlet and outlet in resonance with the
nozzle length and local acoustic speed. This has most applicability to impulsively
started systems (such as injectors) rather than constant flow systems. It can also
be observed from this graph the pressure wave fluctuations in the far downstream
domain (i.e distance from nozzle entrance > 1.5mm).
The massflow rate was calculated through the nozzle across a plane taken at the
nozzle exit. Figure 112 shows the mass flow over time through the nozzle. It can be
seen from this that the mass flow stabilises after ~150µs although oscillations around
the mean continue. The mass flow rate of .03 kg/s is in close agreement with the
experimental data. As expected for the non-cavitating case the linear and Wallis
models show excellent agreement with a difference of 0.25% in terms of mean value.
The pseudo shadowgraph technique was found to be useful when analysing the
small density gradients that occur in the non-cavitating case. It was able to visualise
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Figure 110: Centreline pressure profile, non-cavitating, t=235 µs
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Figure 111: Pressure at 5d downstream.
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Figure 112: Mass flow rate through nozzle, non-cavitating
flow features in terms of the density that were not possible with other methods
(such as contours or colour plots). Figure 113 shows the pseudo-shadow profile for
4 different timesteps and it can be seen that the density gradients close towards the
centre of the channel. This closure is important as it is a feature seen on shadowgraph
and schlieren like experimental images (such as that of Mauger et al. presented
earlier) and represent the ray deflection cause by the density gradients through the
turbulent structures.
From these results it can be seen that the overall model for the micro channel
geometry is performing well for the non-cavitating case which is an important pre-
requisite for the fully cavitating cases to follow. Mass flow, pressure and velocity
distributions provide a useful starting point for further model comparisons (and
extrapolation) in the following section.
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Figure 113: Pseudo-shadow plots, non cavitating case
6.2.2 Fully Cavitating
To analyse the fully cavitating flow regime, the downstream pressure case of 17.2 bar
(giving ∆P =32.8) was used. The results presented here are from 2 sets: the first is
from the Mk3 geometry as results were also available for comparison to the Wallis
compressibility model and the single phase solver (SonicLiquidFoam). The second
set of results is from the Mk4 geometry and allow comparison between the final
meshes with the same boundary conditions.
The first verification of the fully cavitating model was to check the y+ values for
the critical regions along the nozzle upper and lower walls. Figure 114 shows an
isometric view of the channel inlet with flow from left to right. It can be seen from
this that the max y+ values occur at the sharp inlet to the nozzle and the along
the front and rear walls, as expected. The max values of around 5 indicated on
the mid sections of the upper and lower walls show that implicit resolution of the
boundary layer for the EqEddy turbulence model is adequate without needing to use
any additional wall functions.
The pressure and streamwise velocity along the nozzle centreline is plotted in Fig-
ure 115for comparison to the non-cavitating case as seen in Figure 110. The pressure
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Figure 114: Isometric channel view of y+ fully cavitating flow case
along the centreline at a location 5d downstream is shown in Figure 116. It can be
seen from these that the fluctuations present in the inlet are relatively small compared
to the outlet. This figure also shows a comparison with the Wallis compressibility
model and the linear one which indicates that only relatively small differences were
observed, this is a somewhat surprising result but not if one considers that the major-
ity of pressure information is transmitted through the liquid rather than the vapour
phases. As the overall proportion of vapour generated is very similar between the
two models then the large speed of sound difference in those mixture regions will
have only a minor impact on overall performance. Although the proportion of the
vapour fraction is similar, in terms of the overall domain it still represents a small
percentage and as such, the effects on the speed of sound differences are highly
localised.
The mass flow rate comparison for the linear and Wallis compressibility models
to the single phase solver (i.e SonicLiquidFoam) is given in Figure 117. It can be
seen from this that the mass flow difference between the linear and Wallis models is
only 0.09%, a surprising result as it was expected that the significant vapour fraction
and mixture zones at the nozzle entrance areas would have a larger impact on the
evolved mass flow rate. The sonicLiquidFoam solver mean stabilised flow rate was
within 3% of the multiphase values and both agree with the experimental value for
choked flow of 0.045.
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Figure 115: Centreline pressure profile, fully cavitating, t=235 µs
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Figure 116: Pressure at 5d downstream. Top: Linear compressibility mode, Bottom: Wallis
model
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Figure 117: Mass flow rate through nozzle, fully-cavitating
The pseudo-shadow method was also applied to the cavitating case but the plots
are difficult to analyse in regions of vapour production. This is because the density
gradients across areas of cavitation tend to saturate the image as the density is now
several orders of magnitude different. The cavitating case also tended to produce
more 3-dimensional effects due to the distribution of the vapour phase in the Z-
plane. Figure 118 shows an example of the pseudo shadow plot across the same four
timesteps as the non-cavitating case. Figure 119 shows the corresponding vapour
fraction and density at t=150µs for comparison (top left Figure 118). From these two
figures, it can seen that the pseudo-shadow method captures the radiating pressure
waves from flow features that are not easily visible on either the vapour fraction or
pressure distribution plots. These are assumed to be density variations as a feature
of turbulent interactions in the outer boundary layer of the flow since they are not
from bubble collapse as they are not in the vicinity of any vapour pockets. The
pseudo-shadow method was able to visualise gradients in a way that produced very
similar images to the experimental data from Mauger et al.
The Mk4 results are presented here to show the vapour fraction distribution and
effect of the downstream domain on the structures formed. The multiphase results
shown here indicate that the vortex core pressure is low enough to generate cavi-
tation, a finding that is confirmed in the following section when compared to the
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Figure 118: Pseudo-shadow plots
Figure 119: Vapour fraction and pressure distribution in nozzle at t=150µs. Top: Vapour
fraction distribution, Bottom: Pressure distribution
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Figure 120: Isometric view of nozzle showing vapour fraction, t=80µs.
pressure contours found using a sonicLiquidFoam solver (see section 6.2.3). The
vapour fraction results are shown in Figure 120 and and it can be seen from this
that during the initial fluid acceleration through the nozzle that spanwise vortices
are indeed formed at the nozzle exit and that the core of these vortices have a low
enough pressure to promote vapour formation. At 80µs, the vapour distribution in
the nozzle entrance is not fully realised and extends less than 50% of the nozzle
length. At t=150µs (see Figure 121), the flow has temporarily stabilised to a quasi-
steady state and the spanwise vortices have convected downstream. The vapour
fraction now extends some 65% of the nozzle length and matches with experimental
images at similar pressure ratios. Secondary spanwise vortices are in the process
of formation and it can be seen that other vapour pockets are randomly distributed
in the downstream region due to cavitation in the shear layer. Cavitation is also
unevenly distributed in terms of spanwise content across the nozzle entrance which
indicates a high sensitivity to initial instabilities (since both the mesh and the flow
should be homogeneous at the nozzle entrance and turbulence is only generated in
the acceleration through the vena contracta).
The formation of vortices was of interest as the literature indicated that these
would be potential nucleation sites for cavitation. Further to this, the eventual de-
struction of vortices would further add to the turbulence found in the shear layer.
Figure 122 shows a sequence of isometric images of the channel with vapour fraction
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Figure 121: Isometric view of nozzle showing vapour fraction, t=150µs.
indicated by grey closed contours and the velocity by the colour of the streamlines.
It can be seen from this that an initial vortex roll up process generates vapour at
the core of the vortex before transferring some rotation to the vapour pocket as it is
convected downstream. Part of this process ’pinches’ the vapour pocket in the mid-
dle and produces a component of flow in the z-direction (ie from what is the front
and back face towards the mid-plane in this figure). This z-component of flow then
helps to destabilise the downstream zone. A smaller secondary vortex is formed but
then all coherency is lost and no further vortices are formed in what is now a chaotic
shear layer freestream.
To check if significant vorticity was present in the shear layer at the nozzle exit,
contours and isosurfaces were examined to determine the vorticity extent. Figure
123 shows a planar sectioned view at the midplane of the nozzle which indicates
that only minimal vorticity is present (this was calculated using the OpenFOAM
built in utility). This also indicates that although some vorticity is generated during
the early stages of the jet evolution (t<200µs), this breaks down into incoherency
(in terms of vorticity) as time progresses. In this way, vorticity does not seem to
have a significant effect on the ongoing vortex production and convection as shown
previously.
The local speed of sound calculation was compared between the Wallis and linear
models and is given in Figure 124. It should be noted that this calculation was carried
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Figure 122: Isometric view of nozzle showing vapour fraction, streamlines and velocity mag-
nitudes. Top Left: t=55µs, Top Right: t=75µs, Middle Left: t=95µs, Middle Right:
t=115µs, Bottom Left: t=135µs, Bottom Right: t=155µs
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Figure 123: Planar view of vorticity magnitude. Top: t=150µs, Middle: T=200µs, Bottom:
t=250µs.
6.2 micro-channel simulations 231
Figure 124: Speed of sound comparison between Linear and Wallis methods (note different
scales)
out during post processing using the cell vapour fraction values from the simulation
which was carried out using the linear model (the results presented for the Mk3 case
show the effects of these model differences on the results). It can be seen from Figure
124 that both models agree with the location for low values (<75% of liquid velocity
which is 1350ms−1). Although the locations are in agreement, the difference is large
(several orders of magnitude) in terms of the absolute value with lower bounds of
~630ms−1 and ~ 5ms−1 for the linear and Wallis models respectively.
Following from the local speed of sound calculation above, Figure 125 shows a
comparison between the linear and Wallis methods of speed of sound determination
to give the subsequent Mach number. It can be seen from this that the linear method
indicates only weak compressibility effects with a max Mach number < 0.1. The
Wallis method in contrast indicates that areas along the nozzle with higher vapour
fraction can reach Mach ~10. The Wallis method also indicates that compressibility
effects are significant in the nozzle exit region due to the previously noted vapour
pockets. From the results presented in the previous section, the Wallis method does
not significantly affect the mass flow rates and overall model behaviour.
6.2.3 SonicLiquidFoam comparison
To confirm that the previous results from the cavitatingFoam solver are both realistic
and plausible, a comparison with a hypersonic fully compressible pressure based
solver, sonicLiquidFoam, was made. Although sonicLiquidFoam is designed for
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Figure 125: Mach number comparison between Linear and Wallis methods (note different
scales)
high speed liquid flows, it is not a multiphase solver and as such vapour phase
information in not available. Comparisons are generally made therefore with iso
surfaces generated where the local pressure is equal to the vapour pressure (5400 Pa)
as specified for phase change in the cavitatingFoam regime.
Figure 126 shows an contour corresponding to an iso surface where the pressure
has reached vapour pressure and hence where cavitation inception could be expected.
It can be seen from Figure 126 that there is a fully closed contour present from ~85 µs
across the channel entrance which should indicate that vapour formation would be
occurring as in the fully choked flow condition. The downstream pressure condition
is 17.2 bar giving a pressure drop of 32.8 bar. Comparison to the experimental images
of Mauger et al. indicate that the flow is choked in terms of mass flow rate but not
fully cavitating (i.e not cavitating across the full span of channel). This means that
increases in the pressure difference produce a trade off between vapour production
and reduction in flow area such that the overall mass flow remains constant as the
spanwise cavitation increases. It should also be noted from this that the point in the
channel at which the vapour bubbles meet the centreline is at a streamwise position
of greater than 50% while the sonicLiquidFoam model predicts the closed cavitation
contour at a position approx 30% from the inlet. From this it may be taken that
without the effects of cavitation, the pressure drop occurs earlier in time and space
(relative to the nozzle entrance) than would actually occur in practice. This highlights
the need for a robust approach within a multiphase solver such as that shown above.
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A second feature of this model is that it also predicts a vortex roll up effect ex-
ternal to the nozzle. This roll up effect is limited at the upper and lower walls so
while representative for the given square geometry may not fully apply to circular
micro channels as in injector nozzle holes. In injectors, the upper and lower roll up
tubes observed in Figure 126 would form closed contours of toroidal aspect, simi-
lar to smoke rings as discussed in the literature review. It can be seen from the iso
contour that in addition to the coherent structure formed, the local pressure should
also be low enough to generate cavitation either in the vortex core or in the vortex
shear periphery. The difference between core and periphery cavitation generation is
dependent on the nature of the flow rotationality: for an irrotational flow the vor-
ticity is negligible and shear exists due to the difference in speed as a function of
the radial distance from the centre. In comparison, a fixed body rotation with sig-
nificant vorticity production would have minimal shear in the vortex outer ’layers’
and lowest pressures in the centre. Vapour bubbles generated in such a flow would
be more likely to be trapped in the central regions and convected along with vortex
motion. In reality, vortices in a real fluid would follow a Rankine vortex model with
a small rotational core with an irrotational outer motion. The energy required for
fully rotational flow could be provided by the high velocity of the injected fluid jet
which becomes insufficient at some time after the injection has ceased and collapses
to the Rankine vortex model.
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Figure 126: SonicLiquidFoam iso surface at vapour pressure (Mk3 geometry, 17.2 down-
stream) Top: transparent nozzle section coloured by pressure, Bottom: Isolated
iso surface
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6.3 cfd summary
The models presented have been able to demonstrate that a number of features im-
portant to the accurate simulation of high speed fluid into fluids can be captured.
1. Cavitation is observed in large regions external to the nozzle for both fixed
volume and transient cross flow applications.
2. Pressure waves in the domain play an important role in determining the instan-
taneous pressure difference across the nozzle but do not have a large effect on
the massflow rate once the flow is fully developed.
3. The multiphase models (based on cavitatingFoam) are capable of capturing
the pressure waves created during vapour collapse events although at a signifi-
cantly reduced frequency due to the limitations of bubble size resolution.
4. Vorticity was not found to be significant in the shear layer at the nozzle (or
jet) exit, rather rotational motion of vortices due to boundary layer roll up was
found to be the dominant motivator.
5. Vorticity production was not found to be a contributor to vortex formation or
cavitation-vortex interactions
7
C O N C L U S I O N S , F U T U R E W O R K
7.1 conclusions
1. Pressure waves from the collapse of cavitation bubbles were visualised through
a shadowgraph like system, newly developed for this work with high temporal
resolution.
2. The optical system was able to provide planar images of highly 3D processes
within a fluid domain.
3. Part of the ’noise’ seen on fluid into fluid injection types meters comes from the
superposition of pressure waves generated upon the bubble collapse of cloud
cavitation created externally to the nozzle.
4. Closely spaced bubbles in a cloud with similar size and internal pressure may
collapse as part of a ’chain reaction’ whereby the compression wave caused by
the collapse of a bubble at the periphery of such a group causes the subsequent
collapse of other bubbles in rapid succession, each collapse generating its own
compression wave.
5. Part of the ’noise’ observed in fluid into fluid injection meters comes from
the real instantaneous mass flow rate fluctuations caused by the interaction
of pressure waves which reflect from the internal injector geometry, e.g the
rarefaction wave which is created as the initially at rest fuel within the nozzle
and sac is accelerated out of the nozzle holes.
6. Coherent structures such as vortical rings may be created in the early stage of
injection which subsequently break up.
7. Further work is needed to determine the exact relationship between vorticity
and cavitation generation.
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7.2 future work - experimental
In order to further extend this work, a modified chamber suitable to test at higher
static pressures could be constructed. The limitations of the current design are such
that static pressures above 30 bar were not possible. Ideally, the chamber should
allow pressure up to 100 bar to fully cover the range of possible back pressure and
density combinations likely to be experienced in the typical rate of injection metering
device. During such a campaign, the static pressure at which cavitation collapse is
no longer visible could be found (if such exists). The system could then be further
optimised in terms of gradient sensitivity to pick up pressure waves which may be
related to injection events rather than cavitation events. Examples of injection events
that potentially could be visualised are start of injection, nozzle needle achieving full
lift, end of injection, etc. There is some evidence that higher static chamber pres-
sures would further suppress some of the ’noise’ but it’s not known if this reduces
the amount of cavitation (i.e total number of bubbles) or changes the character (for
example by changing the developed bubble size) which is related to frequency of the
’noise’ produced.
An extension of the existing work to increase the sample rate on the chamber
pressure signal may prove beneficial in establishing the link between the bubble size
and the frequency peaks seen in the chamber pressure signal upon decomposition.
The testing was carried out at 500kHz which necessarily limited the frequencies of
detection to 250kHz which, upon inspection, is too low to correspond directly to
bubble size. Increasing the sample rate into the MHz range may provide a route to
better detection of the highest frequencies and hence the bubble size relationship. A
pressure sensor whose natural frequency is greater than 10 MHz would also shed
further light on the potential high frequency components that were unable to be
directly measured with the existing setup. When coupled with a secondary optical
system, direct correlation between observed bubbles and frequencies could then be
established. In a similar sense, using multiple pressure sensors would provide a
means to triangulate spatially discrete bubble collapse events.
To extend the experimental campaign further, an enhanced optical system could
be implemented in order to give higher resolution in the near nozzle region. This de-
velopment could potentially allow for quantification of the size and size distribution
functions of the cavitation bubbles seen in the cloud. One limitation of the current
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study is that it was optimised to image the pressure waves resultant from cavita-
tion bubble collapse rather than the bubbles themselves. This would be of particular
interest for the higher static pressure cases where some uncertainty exist as to the
effective length that bubbles may persist to. A beam splitter arrangement could, in
theory, allow for simultaneous measurement for the bubbles and their subsequent
collapse using two different camera magnifications.
To further the understanding of the ZI region and its periphery, it would be use-
ful to quantify the light transmission characteristics of the test fluid and chamber.
This would take the form of intensity measurements for various vapour fraction con-
centrations. This would in turn allow quantification of of the threshold for which
the intensity drops to zero. It may be possible that with different laser intensity
adjustments, this threshold could be moved, effectively giving a wider range of ex-
perimental variables with which to manipulate the images.
Another possible avenue under investigation is a modification of the optical system
to use a Background Oriented Schlieren (BOS) approach. In this method a series of
dots or grid pattern is painted on the window and the image focal plane is offset such
that the grid is in focus. Analysis of the images is then undertaken as a difference
method since the position of the grid is always known. In this way, the distortion
of the grid pattern by the refractive index change caused by pressure waves can be
quantified to give estimates of the wave magnitude. This estimate can be made since
the grid distortion gives a quantifiable pixel displacement and hence ray deflection
angle. When combined with a reference image of known pressure and hence static
refractive index change, reconstructed images of pressure intensity can be generated.
A pseudo PIV using the bubbles themselves as tracking particles could be em-
ployed with the use of a suitable camera and laser system. In this technique the flow
structures at the edges of the jet would be captured in subsequent frames to show the
velocity field in these regions. It would also be able to capture for the first time wave
speeds for cavitation bubble collapse in different areas of the domain. At the mo-
ment, assumptions have been limited to homogeneous distribution of temperature
and that heat transfer effects are negligible. With true wave speed captured from a
pressure wave in two frames, this assumption could be verified. One may find that
in fact the wave speed varies as a function of time after injection or downstream lo-
cation for example. Further questions around the true wavespeed in bubbly mixture
zones with potentially low local speed of sound could also be answered.
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Other optical techniques may be applicable for future work such as interferometry.
This technique has been applied by other authors in the context of quasi 2-D flows
such as microchannels. It is not clear at this stage how well such as technique may
be applied to fully 3 dimensional flow such as in this experiment. An interferometry
pattern may also be useful to analyse the velocity field in the absence of other flow
markers. This would involve splitting the beam into reference and target beams. The
reference beam would then pass through an identical but undisturbed chamber while
the target beam passes through the chamber with the injection event and trying to
capture the resultant interference pattern. The presence of highly reflective cavitation
bubbles means there is some uncertainty as to how well this could be applied in the
present situation.
A modified holographic technique may also be possible using the reference beam
method although this would need to be coherent and somewhat wavelength shifted
in order to get the correct properties (i.e avoid the fuel luminescence band of wave-
lengths). This would be interesting to get 3D picture but would probably be quite
problematic due to the reflectance of bubbles. Post experiment analysis of the holo-
graphic recording would be mostly qualitative but may still provide a useful refer-
ence with regards to some of the 3-D ambiguities present in the experimental appa-
ratus used in this work.
An interesting area that still requires resolution is the question of whether the ob-
served cloud cavitation is present only in the shear layer of the jet or if it extends
somewhat into the jet core. A shear only cloud would resemble a hollow cone with
the bubbly mixture only present on the outer cone whilst a jet core model may have a
bubbly mixture throughout the jet region with significant contributions from entrain-
ment and penetration effects. An X-ray based measurement using this experimental
chamber and injector may be able to resolve such questions by taking direct density
measurements through various cross sections of the jet.
The ultrasonic pulse experiments showed the ability to capture very small changes
in the local speed of sound and a number of possible future experiments could ex-
pand on these results. One such improvement would be to reduce the path length so
that the localisation of the speed of sound measurement is more specific to a region
of fluid. Using multiple paths from many sensors at different angles could then infer
very accurate local information by observation of the difference in the recorded time
of flight. For the purposes of improvement of the rate tube as a measurement device,
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incorporation of an ultrasonic sensor as described would give shot to shot correc-
tion of the real, local speed of sound as required by the pressure velocity equation
for improved determination of the injected quantity. The novel sensor was sensitive
around 5MHz, and it was shown that acoustic energy was present even at this high
frequency. Further development of even higher frequency transducers may provide
further insight into the flow mechanics due to the relationship between bubble size
and bubble natural frequency. The settings for pulse voltage, pulse width, frequency,
repetition rate etc all play a part in the quality of the returned signal and a program
of work would be to optimize these after a parametric study.
A de-gassing unit capable of removing 80% of the dissolved gases from fuel was
sourced but time limitations mean that it could not be tested. This is an obvious
alternative for cavitation suppressing, a series of experiments was planned in which
the pressure difference across the membrane (and hence dissolved gas removal rate)
was varied along with the injection and chamber pressures to determine if and when
the point of zero external cavitation could be achieved and the effect this has on the
observed chamber pressure signal. This arrangement may then be able to achieve cor-
rect engine back pressure (based on density rather than pressure) conditions within
the chamber whilst also removing pressure wave noise from the superposition of
collapse events.
7.3 future work - modeling
The modeling of multiphase flows, particularly under the demanding conditions of
high speed, high density ratios such as has been studied here offer many opportu-
nities for improvements. A particular area of interest is to investigate the current
assumptions around isothermal conditions within cavitating jets and this would re-
quire extension of the CavitatingFoam solver (for example) to include a one way
coupling. A further step would be a more detailed two way temperature coupled
model but the penalty in terms of CPU cost for such a scheme may prove to be
prohibitive.
It may also be possible to couple the viscosity to pressure as an additional term
although this should not be necessary for the majority of flows. This would apply to
the liquid phase component as an optional correction in addition to the linear mix-
ture viscosity terms. For flows specifically dealing with fuels under high pressure,
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such as in the current application of fuel injectors it can have a significant effect to
increase viscosity at the higher pressures found in common rail and so should be
included. This is because the viscosity for ISO 4113 (and diesel) is strongly pressure
dependent above around 1000 bar and at lower temperatures (see Figure 22).
A description of the thermodynamic considerations of a simplified model are dis-
cussed in Brennen [21] and a weighted ’proximity’ fraction is defined that gives the
effective fraction of liquid, eL, or vapour, eV , that are close enough to have an ap-
preciable heat transfer effect . This is an interesting simplification that would be
relatively straightforward to develop into the existing code and provides a useful
tuning parameter to quantify the effect of such heat transfer components to real mul-
tiphase (cavitating) flows. Brennen offers some speculation as to initial setup of such
a system of equations and estimates that the proximity fraction, e , to be of the or-
der of the vapour fraction, α. It should be noted that the homogeneous equilibrium
model available to date (CavitatingFoam) is a special case where eL = eV = 1.
The calculation of, for example, y+ values at the wall are useful as an indicator of
wall appropriate boundary layer distances which could be extended for multiphase
flows. This extension would calculate the y+ values at an arbitrary location within
the flow, defined here for convenience as a ’virtual wall’. In multiphase flows, this
virtual wall could be placed in the transition region between the vapour and liquid
zones. For surface tracking forms of solver, the wall location would be a straightfor-
ward superposition with the tracked interface location. For probability based vapour
fraction solvers such as homogeneous equilibrium models, a threshold and closure
mechanism may be sufficient. In this way the mesh could be adapted in the regions
where the indicated ’virtual wall y+’ values suggest that the boundary layer between
the vapour and liquid regions is not being captured correctly. The hypothesis is that
some boundary layer must exist between the liquid and vapour and as such, cell
refinement would be beneficial to correctly capture this. Refined mesh in this region
would also be useful for the interface tracking methods to improve the accuracy of
this interface. If these calculations were included in the main solver, the mesh could
be updated dynamically to give refinement exactly as needed. This type of adaptive
mesh enhancement may allow better representation of the shear between phases and
hence the velocity profiles in the spanwise direction.
As an interesting numerical experiment and given how well the code performed
in terms of overall flow profile by ignoring the multiphase components (i.e soni-
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cLiquidFoam), the thermodynamic properties of a bubbly mixture could be used
instead of the existing fluid properties. The results may be more realistic as the son-
icLiquidfoam was designed for hypersonic throttle and throat geometries and these
conditions would occur earlier with, for example, lower compressibility coefficients.
8
R E F E R E N C E S
B I B L I O G R A P H Y
[1] BI An, Yoshio Sato, and SW Lee. “Effects of Injection Pressure on Combus-
tion of a Heavy-Duty Diesel Engine With Common-Rail DME Injection Equip-
ment”. In: SAE paper 2004-01-1864 (2004). url: http://scholar.google.com/
scholar?hl=en{\&}btnG=Search{\&}q=intitle:Effects+of+Injection+
Pressure+on+Combustion+of+a+Heavy+Duty+Diesel+Engine+with+Common+
Rail+DME+Injection+Equipment{\#}0 (cit. on pp. 46, 75).
[2] Anon. OpenFOAM. url: http://openfoam.org (visited on 09/28/2016) (cit.
on p. 174).
[3] Anon. European Directive DIR 2001/27/EC (Euro III). 2001 (cit. on p. 81).
[4] Anon. European Regulation 595/2009, 582/2011 (Euro VI - Heavy duty ). 2011 (cit.
on pp. 31, 81).
[5] Anon. BS EN590:2013. 2013 (cit. on p. 193).
[6] Anon. “Cutting Carbon Pollution, Improving Fuel Efficiency, Saving Money,
and Supporting Innovation for Trucks”. In: Standard: EPA-420-F-15-900 June
2015 (2015), pp. 1–3. url: www.epa.gov/otaq/climate/regs-heavy-duty.htm
(cit. on p. 31).
[7] Anon. Delphi F2E Injection system. 2015. url: http : / / www . delphi . com /
manufacturers/cv/powertrain/common- rail- systems/f2- distributed-
pump-diesel (visited on 12/23/2015) (cit. on pp. 31, 88).
[8] V. H. Arakeri and A. J. Acosta. “Viscous Effects in the Inception of Cavitation
on Axisymmetric Bodies”. In: Journal of Fluids Engineering 95 (1973), p. 519.
issn: 00982202. doi: 10.1115/1.3447065 (cit. on p. 76).
[9] C Arcoumanis and M.S Baniasad. “Analysis of consecutive fuel injection rate
signals obtained by the Zeuch and Bosch methods”. In: SAE paper 930921
(1993). url: http://scholar.google.com/scholar?hl=en{\&}btnG=Search{\&
}q=intitle:Analysis+of+Consecutive+Fuel+Injection+Rate+Signals+
Obtained+by+the+Zeuch+and+Bosch+Methods{\#}0 (cit. on pp. 43, 47).
Bibliography 245
[10] Octavio Armas, Carmen Mata, and S Martínez-Martínez. “Effect of diesel in-
jection parameters on instantaneous fuel delivery using a solenoid-operated
injector with different fuels”. In: Revista Facultad de Ingeniería Universidad de
Antioquia 64 (2012), pp. 9–21. url: http://www.scielo.org.co/scielo.php?
pid=S0120-62302012000300002{\&}script=sci{\_}arttext{\&}tlng=en (cit.
on p. 45).
[11] REA Arndt. “Cavitation in fluid machinery and hydraulic structures”. In: An-
nual Review of Fluid Mechanics (1981), pp. 273–328. url: http://www.annualreviews.
org/doi/pdf/10.1146/annurev.fl.13.010181.001421 (cit. on p. 49).
[12] Roger E A Arndt. “Cavitation in Vortical Flows”. In: Annual Review of Fluid
Mechanics 34 (2002), pp. 143–175 (cit. on p. 70).
[13] J. Benajes, J. V. Pastor, R. Payri, and a. H. Plazas. “Analysis of the Influence
of Diesel Nozzle Geometry in the Injection Rate Characteristic”. In: Journal
of Fluids Engineering 126.1 (2004), p. 63. issn: 00982202. doi: 10 . 1115 / 1 .
1637636. url: http : / / fluidsengineering . asmedigitalcollection . asme .
org/article.aspx?articleid=1429900 (cit. on p. 44).
[14] a Bergant, a R Simpson, and a S Tijsseling. “Water hammer with column
separation: A historical review”. In: Journal of Fluids and Structures 22.2 (2006),
pp. 135–171. issn: 08899746. doi: 10.1016/j.jfluidstructs.2005.08.008.
url: http://linkinghub.elsevier.com/retrieve/pii/S0889974605001520
(cit. on pp. 49, 65).
[15] Anton Bergant and AR Simpson. “Pipeline column separation flow regimes”.
In: Journal of Hydraulic engineering August (1999), pp. 835–848. url: http://
ascelibrary.org/doi/abs/10.1061/(ASCE)0733-9429(1999)125:8(835)
(cit. on p. 49).
[16] W Bergwerk. “Flow pattern in diesel nozzle spray holes”. In: Proceedings of the
Institution of Mechanical Engineers 173.1959 (1959), pp. 655–660. issn: 0020-3483.
doi: 10.1243/PIME_PROC_1959_173_054_02. url: http://pme.sagepub.com/
lookup/doi/10.1243/PIME{\_}PROC{\_}1959{\_}173{\_}054{\_}02 (cit. on
p. 51).
Bibliography 246
[17] Wilhelm Bosch. “The Fuel Rate Indicator: A New Measuring Instrument For
Display of the Characteristics of Individual Injection”. In: SAE paper 660749
(1966). doi: 10.4271/660749. url: http://www.sae.org/technical/papers/
660749 (cit. on pp. 41, 42, 101).
[18] D. Bouris and G. Bergeles. “2D LES of vortex shedding from a square cylin-
der”. In: Journal of Wind Engineering and Industrial Aerodynamics 80.1-2 (1999),
pp. 31–46. issn: 01676105. doi: 10.1016/S0167- 6105(98)00200- 1 (cit. on
p. 192).
[19] GR Bower and DE Foster. “A Comparison of the Bosch and Zuech rate of
injection meters”. In: SAE paper 910724 (1991). url: http://papers.sae.org/
910724/ (cit. on p. 44).
[20] P. A. Brandner, B. W. Pearce, and K. L. de Graaf. “Cavitation about a jet in
crossflow”. In: Journal of Fluid Mechanics 768.2015 (2015), pp. 141–174. issn:
1469-7645. doi: 10.1017/jfm.2015.73. url: http://journals.cambridge.
org/article{\_}S0022112015000737 (cit. on p. 74).
[21] Christopher E Brennen. Fundamentals of Multiphase Flow. 2005. isbn: 978-0-521-
84804-6 (cit. on pp. 59–61, 68, 181, 188, 189, 241).
[22] Lyman J. Briggs. “Limiting Negative Pressure of Water”. In: Journal of Applied
Physics 21.7 (1950), p. 721. issn: 00218979. doi: 10 . 1063 / 1 . 1699741. url:
http://link.aip.org/link/JAPIAU/v21/i7/p721/s2{\&}Agg=doi (cit. on
p. 49).
[23] Stephen Busch and Paul C. Miles. “Parametric Study of Injection Rates With
Solenoid Injectors in an Injection Quantity and Rate Measuring Device”. In:
Journal of Engineering for Gas Turbines and Power 137.10 (2015), p. 101503. issn:
0742-4795. doi: 10.1115/1.4030095. url: http://gasturbinespower.asmedigitalcollection.
asme.org/article.aspx?doi=10.1115/1.4030095 (cit. on pp. 46, 47).
[24] R. Castrejon-Garcia, J.R. Castrejon-Pita, G.D. Martin, and I.m. Hutchings. “The
shadowgraph imaging technique and its modern application to fluid jets and
drops”. In: Revista Mexicana de Fisica 57.3 (2011), pp. 266–275 (cit. on p. 75).
Bibliography 247
[25] H Chaves, M Knapp, A Kubitzek, F Obermeier, and T Schneider. “Experimen-
tal study of cavitation in the nozzle hole of diesel injectors using transparent
nozzles”. In: SAE paper 950290 412 (1995). url: http://papers.sae.org/
950290/ (cit. on pp. 36, 52).
[26] Jaehyug Choi and Steven L. Ceccio. “Dynamics and noise emission of vortex
cavitation bubbles”. In: Journal of Fluid Mechanics 575.1 (2007). issn: 0022-1120.
doi: 10.1017/S0022112006003776. url: http://www.journals.cambridge.
org/abstract{\_}S0022112006003776 (cit. on p. 67).
[27] Jaehyug Choi, Chao-Tsung Hsiao, Georges Chahine, and Steven Ceccio. “Growth,
oscillation and collapse of vortex cavitation bubbles”. In: Journal of Fluid Me-
chanics 624 (2009), pp. 255–279. issn: 0022-1120. doi: 10.1017/S0022112008005430.
url: http://www.journals.cambridge.org/abstract{\_}S0022112008005430
(cit. on p. 176).
[28] Mirosław Chora¸z˙ewski, Fatiha Dergal, Terufat Sawaya, Ilham Mokbel, Jean-
Pierre E. Grolier, and Jacques Jose. “Thermophysical properties of Normafluid
(ISO 4113) over wide pressure and temperature ranges”. In: Fuel 105 (2013),
pp. 440–450. issn: 00162361. doi: 10.1016/j.fuel.2012.05.059. url: http://
linkinghub.elsevier.com/retrieve/pii/S0016236112004164 (cit. on pp. 35,
95, 193–195).
[29] M.-S. Chung, S.-J. Lee, and K.-S. Chang. “Effect of Interfacial Pressure Jump
and Virtual Mass Terms on Sound Wave Propagation in the Two-Phase Flow”.
In: Journal of Sound and Vibration 244.4 (2001), pp. 717–728. issn: 0022460X. doi:
10.1006/jsvi.2000.3511. url: http://linkinghub.elsevier.com/retrieve/
pii/S0022460X00935119 (cit. on p. 190).
[30] M. S. Chung, S. B. Park, and H. K. Lee. “Sound speed criterion for two-phase
critical flow”. In: Journal of Sound and Vibration 276.1-2 (2004), pp. 13–26. issn:
0022460X. doi: 10.1016/j.jsv.2003.07.003 (cit. on p. 190).
[31] D G Crighton and J E Williams. “Sound generation by turbulent two-phase
flow”. In: Journal of Fluid Mechanics 36.3 (1969), pp. 585–603. issn: 0022-1120.
doi: 10.1017/S0022112069001868 (cit. on p. 59).
Bibliography 248
[32] L.A. Crum. “Resource Paper: Sonoluminescence”. In: Journal of the Acoustical
Society of America 138.4 (2015), pp. 2181–2205. issn: 00014966. doi: 10.1121/1.
4929687. url: http://dx.doi.org/10.1121/1.4929687 (cit. on p. 67).
[33] J.M. Desantes, J. Benajes, S. Molina, and C.a. González. “The modification of
the fuel injection rate in heavy-duty diesel engines. Part 1: Effects on engine
performance and emissions”. In: Applied Thermal Engineering 24.17-18 (2004),
pp. 2701–2714. issn: 13594311. doi: 10.1016/j.applthermaleng.2004.05.003.
url: http://linkinghub.elsevier.com/retrieve/pii/S135943110400119X
(cit. on p. 34).
[34] N Didden. “On the formation of vortex rings: rolling up and production of
circulation”. In: Journal of Applied Maths & Physics 30 (1979), pp. 101–116 (cit.
on p. 70).
[35] Daniel Duke, Andrew Swantek, Zak Tilocco, Alan Kastengren, Kamel Fezzaa,
Kshitij Neroorkar, Maryam Moulai, Christopher Powell, and David Schmidt.
“X-ray Imaging of Cavitation in Diesel Injectors”. In: SAE Int. J. Engines 7
(2014), pp. 1003–1016. issn: 19463944. doi: 10.4271/2014-01-1404. url: http:
//dx.doi.org/10.4271/2014-01-1404 (cit. on p. 36).
[36] N. Dumont, O. Simonin, and C. Habchi. “Cavitating flow in Diesel injectors
and Atomisation: A bibliographical review”. In: 8th International conference on
Liquid Atomisation and Spray systems (2000) (cit. on pp. 49, 183).
[37] Christian P. Egerer, Stefan Hickel, Steffen J. Schmidt, and Nikolaus a. Adams.
“Large-eddy simulation of turbulent cavitating flow in a micro channel”. In:
Physics of Fluids 26.8 (2014). issn: 10897666. doi: 10.1063/1.4891325. url:
http://dx.doi.org/10.1063/1.4891325 (cit. on pp. 58, 124, 180, 192, 194).
[38] Alberto Felici, Fabio Di Felice, and Francisco a. Pereira. “Measurement of the
cavitation pattern by two non-intrusive techniques: laser imaging and ultra-
sound pulsed echography”. In: Experiments in Fluids 54.3 (2013), p. 1482. issn:
0723-4864. doi: 10.1007/s00348-013-1482-x. url: http://link.springer.
com/10.1007/s00348-013-1482-x (cit. on pp. 36, 115).
[39] Elzbieta Fornalik and Janusz S Szmyd. “EXPERIMENTAL INVESTIGATIONS
OF JET FLOWS”. In: Journal of theoretical and applied mechanics 1964 (2007),
pp. 569–586 (cit. on p. 61).
Bibliography 249
[40] Harish Ganesh, Simo A Makiharju, and Steven L Ceccio. “Bubbly shock prop-
agation as a mechanism for sheet-to-cloud transition of partial cavities”. In:
Journal of Fluid Mechanics 802.2016 (2016), pp. 37–78. issn: 0022-1120. doi: 10.
1017/jfm.2016.425. url: http://www.journals.cambridge.org/abstract{\_
}S0022112016004250 (cit. on p. 75).
[41] M Gharib, E Rambod, and K Shariff. “A universal time scale for vortex ring
formation”. In: Journal of Fluid Mechanics 360 (1998), pp. 121–140. issn: 00221120.
doi: 10.1017/S0022112097008410. url: {\textless}Go$\backslash$nto$
\backslash$nISI{\textgreater}://000073498900006 (cit. on p. 72).
[42] E. Giannadakis, M. Gavaises, and C. Arcoumanis. “Modelling of cavitation in
diesel injector nozzles”. In: Journal of Fluid Mechanics 616 (2008), p. 153. issn:
0022-1120. doi: 10.1017/S0022112008003777. url: http://www.journals.
cambridge.org/abstract{\_}S0022112008003777 (cit. on p. 177).
[43] Robert Bosch GmbH. Diesel-Engine Management. 4th ed. Wiley, 2006, p. 501.
isbn: 9780470026892 (cit. on p. 32).
[44] Eric Goncalves and Regiane Fortes Patella. “Numerical simulation of cavitat-
ing flows with homogeneous models”. In: Computers and Fluids 38.9 (2009),
pp. 1682–1696. issn: 00457930. doi: 10.1016/j.compfluid.2009.03.001. url:
http://dx.doi.org/10.1016/j.compfluid.2009.03.001 (cit. on p. 178).
[45] Shridhar Gopalan, Joseph Katz, and Omar Knio. “The flow structure in the
near field of jets and its effect on cavitation inception”. In: Journal of Fluid
Mechanics 398.1999 (1999), pp. 1–43 (cit. on p. 59).
[46] K. L. de Graaf, P. A. Brandner, and B. W. Pearce. “Spectral content of cloud
cavitation about a sphere”. In: Journal of Fluid Mechanics 812 (2017). issn: 0022-
1120. doi: 10.1017/jfm.2016.819. url: http://www.journals.cambridge.
org/abstract{\_}S0022112016008193 (cit. on p. 64).
[47] James T Gray, Nelson T Meckel, and R J Mannheimer. “Some Observations
on the Liquid Injection Technique as a Research Tool”. In: SAE paper 660748
(1966) (cit. on pp. 50, 61).
Bibliography 250
[48] C. Habchi, N. Dumont, and O. Simonin. “Multidimensional Simulation of
Cavitating Flows in Diesel Injectors by a Homogeneous Mixture Modeling
Approach”. In: Atomization and Sprays 18.2 (2008), pp. 129–162. issn: 1046-5111.
doi: 10.1615/AtomizSpr.v18.i2.20. url: http://www.dl.begellhouse.com/
journals / 6a7c7e10642258cc , 3bcb27ce5a5a256c , 18a21cfb6373644a . html
(cit. on pp. 177, 194).
[49] C Habchi, FA Lafossas, P Beard, and D Broseta. “Formulation of a one-component
fuel lumping model to assess the effects of fuel thermodynamic properties on
internal combustion engine mixture preparation and combustion”. In: SAE pa-
per 2004-01-1996 (2004). url: http://papers.sae.org/2004-01-1996/ (cit. on
p. 193).
[50] C S Hardy, C M Hudson, M S Harper, and D M Ainsworth. “Pressure is
nothing without control : Evolution of control valve design”. In: Conference
proceedings: Fuel systems for IC engines. London: IMechE, 2012, pp. 115–128 (cit.
on p. 32).
[51] Phil Harper. Tribosonics. 2017. url: http://www.tribosonics.com/ (cit. on
p. 82).
[52] D.W. Holder and R.J. North. Schlieren Methods. 1963 (cit. on p. 77).
[53] David M. Holland. “Nano-scale computational fluid dynamics with molecular
dynamics pre-simulations”. PhD thesis. 2015. url: http://webcat.warwick.
ac . uk / record = b2827442{~ } S1{\ % }5Cnhttp : / / wrap . warwick . ac . uk /
72851/{\%}5Cnhttp://wrap.warwick.ac.uk/72851/1/WRAP{\_}THESIS{\_
}Holland{\_}2015.pdf (cit. on p. 186).
[54] Ezddin A. F. Hutli and Milos S. Nedeljkovic. “Frequency in Shedding/Dis-
charging Cavitation Clouds Determined by Visualization of a Submerged
Cavitating Jet”. In: Journal of Fluids Engineering 130.2 (2008), p. 021304. issn:
00982202. doi: 10.1115/1.2813125. url: http://fluidsengineering.asmedigitalcollection.
asme.org/article.aspx?articleid=1478096 (cit. on p. 61).
[55] U. Iben, A. Morozov, E. Winklhofer, and F. Wolf. “Laser-pulse interferometry
applied to high-pressure fluid flow in micro channels”. In: Experiments in Flu-
ids 50.3 (2010), pp. 597–611. issn: 0723-4864. doi: 10.1007/s00348-010-0950-9.
Bibliography 251
url: http://www.springerlink.com/index/10.1007/s00348-010-0950-9
(cit. on pp. 58, 73, 76, 180).
[56] Uwe Iben, Fabian Wolf, Hans Arndt Freudigmann, Jochen Frohlich, and Win-
fried Heller. “Optical measurements of gas bubbles in oil behind a cavitat-
ing micro-orifice flow”. In: Experiments in Fluids 56.6 (2015), pp. 1–10. issn:
07234864. doi: 10.1007/s00348-015-1979-6 (cit. on p. 194).
[57] Tadashi Ikeda, Yukimitsu Ohmori, Akio Takamura, Yoshio Sato, LI Jun, and
Takeyuki Kamimoto. “Measurement of the Rate of Multiple Fuel Injection
with Diesel Fuel and DME”. In: SAE paper 2001-01-0527 (2001) (cit. on pp. 45,
47).
[58] Satoshi Ishikawa, Yukimitsu Ohmori, and Susumu Fukushima. “Measurement
of rate of multiple-injection in CDI diesel engines”. In: SAE paper 2000-01-1257
724 (2000). url: http://papers.sae.org/2000-01-1257/ (cit. on pp. 45, 47).
[59] Claudia O. Iyer and Steven L. Ceccio. “The influence of developed cavitation
on the flow of a turbulent shear layer”. In: Physics of Fluids 14 (2002), pp. 3414–
3431. issn: 10706631. doi: 10.1063/1.1501541 (cit. on p. 63).
[60] Jean-Pierre Franc and Jean-Marie Michel. Fundamentals of Cavitation. Dordrecht:
Kluwer Academic Publishers, 2004. isbn: 1-4020-2232-8 (cit. on pp. 48, 67).
[61] Ming Jia, Deyang Hou, Jianzhao Li, Maozhao Xie, and Hong Liu. “A Micro-
Variable Circular Orifice Fuel Injector for HCCI-Conventional Engine Com-
bustion - Part I Numerical Simulation of Cavitation”. In: SAE paper 2007-01-
0249 (2007). doi: 10.4271/2007-01-0249 (cit. on p. 195).
[62] V.E Johnson, G.L Chahine, W.T Lindenmuth, A.F Conn, G.S Frederick, and
G.J Giacchino. “Cavitating and Structured Jets for Mechanical Bits to Increase
Drilling Rate Part I : Theory and Concepts”. In: Journal of Energy resources
technology 106.82 (1984), pp. 282–288 (cit. on pp. 36, 70, 182).
[63] F. Peng Kärrholm, Henry Weller, and Niklas Nordin. “Modelling injector flow
including cavitation effects for diesel applications”. In: 5th Joint ASME/JSME
Fluids Engineering Conference (2007), pp. 465–474. doi: 10.1115/FEDSM2007-
37518. url: http://link.aip.org/link/ASMECP/v2007/i42894/p465/s1{\&
}Agg=doi (cit. on pp. 175, 176, 178, 179, 190, 194, 195).
Bibliography 252
[64] FP Karrholm. “Numerical modelling of diesel spray injection, turbulence in-
teraction and combustion”. PhD thesis. Goteborg, 2008. isbn: 9789173851732.
url: http://powerlab.fsb.hr/ped/kturbo/Openfoam/docs/FabianPengKarrholmPhD2008.
pdf (cit. on pp. 173, 175, 178).
[65] Julian T Kashdan, Patricia Anselmi, and Bruno Walter. “Control of Low-Temperature
Diesel Combustion & Emissions via Injection rate shaping and Multiple Injec-
tions”. In: Thiesel - Conference on thermo and fluid dynamic processes in Diesel
Engines (2010), pp. 1–27 (cit. on p. 33).
[66] J. M. Khodadadi and N. S. Vlachos. “Experimental and numerical study of
confined coaxial turbulent jets”. In: AIAA Journal 27.5 (1989), pp. 532–541. issn:
0001-1452. doi: 10.2514/3.10143 (cit. on p. 61).
[67] R.J.H. Klein-Douwel, P.J.M. Frijters, L.M.T. Somers, W.a. de Boer, and R.S.G.
Baert. “Macroscopic diesel fuel spray shadowgraphy using high speed digital
imaging in a high pressure cell”. In: Fuel 86.12-13 (2007), pp. 1994–2007. issn:
00162361. doi: 10.1016/j.fuel.2006.11.039. url: http://linkinghub.
elsevier.com/retrieve/pii/S0016236106004881 (cit. on p. 75).
[68] Iwan Komaroff and Kurt Melcher. “The Fuel Quantity Indicator-A New Mea-
suring Device for Volumetric Evaluation of Individual Fuel Injection Quan-
tities”. In: SAE paper 660750 (1966). url: http://papers.sae.org/660750/
(cit. on p. 39).
[69] J. Kostas, D. Honnery, and J. Soria. “Time resolved measurements of the initial
stages of fuel spray penetration”. In: Fuel 88.11 (2009), pp. 2225–2237. issn:
00162361. doi: 10.1016/j.fuel.2009.05.013. url: http://linkinghub.
elsevier.com/retrieve/pii/S0016236109002312 (cit. on p. 33).
[70] P Koukouvinis, M Gavaises, J Li, and L Wang. “Large Eddy Simulation of
diesel injector opening with a two phase cavitation model”. In: Journal of
Physics: Conference Series 9th International Symposium on Cavitation 656 (2015),
p. 012088. issn: 1742-6588. doi: 10.1088/1742- 6596/656/1/012088. url:
http://stacks.iop.org/1742-6596/656/i=1/a=012088?key=crossref.
5e7a5a18beb594cad424781a17406fdc (cit. on pp. 193–196).
Bibliography 253
[71] Magin Lapuerta, John R. Agudelo, Matthew Prorok, and Andre L. Boehman.
“Bulk Modulus of Compressibility of Diesel/Biodiesel/HVO Blends”. In: En-
ergy & Fuels 26.2 (2012), pp. 1336–1343. issn: 0887-0624. doi: 10.1021/ef201608g.
url: http://pubs.acs.org/doi/abs/10.1021/ef201608g (cit. on p. 35).
[72] J. C. Lasheras and H. Choi. “Three-dimensional instability of a plane free
shear layer: an experimental study of the formation and evolution of stream-
wise vortices”. In: Journal of Fluid Mechanics 189 (1988), pp. 53–86. issn: 0022-
1120. doi: 10.1017/S0022112088000916. url: http://www.journals.cambridge.
org/abstract{\_}S0022112088000916 (cit. on p. 58).
[73] Vicente Macian, Raul Payri, Santiago Ruiz, Michele Bardi, and Alejandro H.
Plazas. “Experimental study of the relationship between injection rate shape
and Diesel ignition using a novel piezo-actuated direct-acting injector”. In: Ap-
plied Energy 118 (2014), pp. 100–113. issn: 03062619. doi: 10.1016/j.apenergy.
2013 . 12 . 025. url: http : / / linkinghub . elsevier . com / retrieve / pii /
S0306261913010246 (cit. on p. 34).
[74] X. Margot, S. Hoyas, A. Gil, and S. Patouna. “Numerical modelling of cavita-
tion: Validation and parametric studies”. In: Engineering Applications of Com-
putational Fluid Mechanics 6.1 (2012), pp. 15–24. issn: 19942060. doi: 10.1080/
19942060.2012.11015399 (cit. on pp. 178, 194).
[75] Sergey Martynov. “Numerical Simulation of the Cavitation Process in Diesel
Fuel Injectors”. In: Analysis September (2005), pp. 1–226 (cit. on pp. 175, 194,
196).
[76] Cyril Mauger, Loïc Méès, Marc Michard, Alexandre Azouzi, and Stéphane
Valette. “Shadowgraph, Schlieren and interferometry in a 2D cavitating chan-
nel flow”. In: Experiments in Fluids 53.6 (2012), pp. 1895–1913. issn: 07234864.
doi: 10.1007/s00348-012-1404-3. url: http://link.springer.com/article/
10.1007/s00348-012-1404-3 (cit. on pp. 56, 58, 76, 77, 84, 177, 178, 192, 209,
213, 217).
[77] S. Menon, P. K. Yeung, and W. W. Kim. “Effect of subgrid models on the com-
puted interscale energy transfer in isotropic turbulence”. In: Computers and
Fluids 25.2 (1996), pp. 165–180. issn: 00457930. doi: 10.1016/0045-7930(95)
00036-4 (cit. on p. 192).
Bibliography 254
[78] Wolfgang Merzkirch. Flow visualisation. 2nd. Academic Press Inc, 1987. isbn:
0-12-491351-2 (cit. on p. 76).
[79] Chandan Mishra and Yoav Peles. “Cavitation in flow through a micro-orifice
inside a silicon microchannel”. In: Physics of Fluids 17.1 (2005), p. 013601. issn:
10706631. doi: 10.1063/1.1827602. url: http://link.aip.org/link/PHFLE6/
v17/i1/p013601/s1{\&}Agg=doi (cit. on pp. 55, 61).
[80] Chandan Mishra and Yoav Peles. “Flow visualization of cavitating flows through
a rectangular slot micro-orifice ingrained in a microchannel”. In: Physics of
Fluids 17.11 (2005), pp. 1–14. issn: 10706631. doi: 10.1063/1.2132289 (cit. on
p. 55).
[81] Nicholas Mitroglou, Michael McLorn, Manolis Gavaises, Celia Soteriou, and
Mark Winterbourne. “Instantaneous and ensemble average cavitation struc-
tures in Diesel micro-channel flow orifices”. In: Fuel 116 (2014), pp. 736–742.
issn: 00162361. doi: 10.1016/j.fuel.2013.08.060. url: http://dx.doi.org/
10.1016/j.fuel.2013.08.060 (cit. on p. 53).
[82] M. Miyamoto, Y. Ito, T. Takami, T. Kobayashi, a. Nishida, and M. Aoyagi. “Ap-
plicability of compressible LES to reproduction of sound vibration of an air-
reed instrument”. In: 20th International Symposium on Music Acoustics August
(2010), pp. 1–6 (cit. on p. 192).
[83] P. Moin, K. Squires, W. Cabot, and S. Lee. “A dynamic subgrid-scale model for
compressible turbulence and scalar transport”. In: Physics of Fluids 2746.1991
(1991). issn: 08998213. doi: 10.1063/1.858164 (cit. on p. 192).
[84] Klaus Mollenhauer and Helmut Tschöke, eds. Handbook of Diesel Engines. Berlin,
Heidelberg: Springer Berlin Heidelberg, 2010. isbn: 978-3-540-89082-9. doi:
10.1007/978-3-540-89083-6. url: http://link.springer.com/10.1007/978-
3-540-89083-6 (cit. on p. 32).
[85] K. A. Morch. “Reflections on cavitation nuclei in water”. In: Physics of Fluids
19.7 (2007). issn: 10706631. doi: 10.1063/1.2747210 (cit. on p. 59).
[86] S. Murakami and a. Mochida. “On turbulent vortex shedding flow past 2D
square cylinder predicted by CFD”. In: Journal of Wind Engineering and Indus-
trial Aerodynamics 54-55 (1995), pp. 191–211. issn: 01676105. doi: 10.1016/
0167-6105(94)00043-D (cit. on p. 192).
Bibliography 255
[87] Y Nakayama. Visualised flow: Fluid motion in basic and engineering situations.
Ed. by W. A Woods and D.G Clark. Pergamon: Japan society of Mechanical
Engineers, 1987, p. 140. isbn: 0080340652;0080340644 (cit. on p. 76).
[88] El Hadji Ibrahima Ndiaye, Jean-Patrick Bazile, Djamel Nasri, Christian Boned,
and Jean Luc Daridon. “High pressure thermophysical characterization of fuel
used for testing and calibrating diesel injection systems”. In: Fuel 98 (2012),
pp. 288–294. issn: 00162361. doi: 10.1016/j.fuel.2012.04.005. url: http://
linkinghub.elsevier.com/retrieve/pii/S0016236112002694 (cit. on pp. 35,
95, 110, 113, 150, 193–195).
[89] Robert I. Nigmatulin, Iskander Sh Akhatov, Andrey S. Topolnikov, Raisa Kh
Bolotnova, Nailya K. Vakhitova, Richard T. Lahey, and Rusi P. Taleyarkhan.
“Theory of supercompression of vapor bubbles and nanoscale thermonuclear
fusion”. In: Physics of Fluids 17.10 (2005). issn: 10706631. doi: 10.1063/1.
2104556 (cit. on p. 67).
[90] W. H. Nurick. “Orifice Cavitation and Its Effect on Spray Mixing”. In: Journal of
Fluids Engineering 98.4 (1976), p. 681. issn: 00982202. doi: 10.1115/1.3448452.
arXiv: arXiv:1011.1669v3 (cit. on p. 51).
[91] T. J. O’Hern. “An experimental investigation of turbulent shear flow cavita-
tion”. In: Journal of Fluid Mechanics 215 (1990), pp. 365–391. issn: 0022-1120.
doi: 10.1017/S0022112090002683. url: http://www.journals.cambridge.
org/abstract{\_}S0022112090002683 (cit. on p. 62).
[92] Claus-Diester Ohl, Thomas Kurz, Reinhard Geisler, Olgert Lindau, and Werner
Lauterborn. “Bubble dynamics, shock waves and sonoluminescence”. In: Philo-
sophical transactions: Mathematical, Physical and Engineering sciences 357.1751
(1999), pp. 269–294 (cit. on p. 67).
[93] K. K. Ooi. “Scale effects on cavitation inception in submerged water jets: a new
look”. In: Journal of Fluid Mechanics 151 (1985), pp. 367–390. issn: 0022-1120.
doi: 10.1017/S0022112085001008. url: http://www.journals.cambridge.
org/abstract{\_}S0022112085001008 (cit. on pp. 61–63).
[94] K. K. Ooi and A. J. Acosta. “The Utilization of Specially Tailored Air Bubbles
as Static Pressure Sensors in a Jet”. In: Journal of Fluids Engineering 106.Decem-
Bibliography 256
ber 1984 (1984), pp. 459–465. issn: 00982202. doi: 10.1115/1.3243147 (cit. on
pp. 62, 76).
[95] Stavroula Patouna. “A CFD STUDY OF CAVITATION IN REAL SIZE DIESEL
INJECTORS”. PhD thesis. University Polytechnica Valencia, 2012 (cit. on pp. 178,
180, 184, 194, 196).
[96] F. Payri, R. Payri, F.J. Salvador, and J. Martínez-López. “A contribution to the
understanding of cavitation effects in Diesel injector nozzles through a com-
bined experimental and computational investigation”. In: Computers & Fluids
58 (2012), pp. 88–101. issn: 00457930. doi: 10.1016/j.compfluid.2012.01.005.
url: http://linkinghub.elsevier.com/retrieve/pii/S004579301200014X
(cit. on pp. 175, 191).
[97] R. Payri, F.J. Salvador, J. Gimeno, and G. Bracho. “a New Methodology for
Correcting the Signal Cumulative Phenomenon on Injection Rate Measure-
ments”. In: Experimental Techniques 32.1 (2008), pp. 46–49. issn: 0732-8818. doi:
10.1111/j.1747-1567.2007.00188.x. url: http://doi.wiley.com/10.1111/
j.1747-1567.2007.00188.x (cit. on p. 43).
[98] R. Payri, F.J. Salvador, J. Gimeno, and J. de la Morena. “Study of cavitation
phenomena based on a technique for visualizing bubbles in a liquid pres-
surized chamber”. In: International Journal of Heat and Fluid Flow 30.4 (2009),
pp. 768–777. issn: 0142727X. doi: 10.1016/j.ijheatfluidflow.2009.03.011.
url: http://linkinghub.elsevier.com/retrieve/pii/S0142727X09000678
(cit. on p. 54).
[99] R. Payri, F.J. Salvador, J. Gimeno, and O. Venegas. “Study of cavitation phe-
nomenon using different fuels in a transparent nozzle by hydraulic character-
ization and visualization”. In: Experimental Thermal and Fluid Science 44 (2013),
pp. 235–244. issn: 08941777. doi: 10.1016/j.expthermflusci.2012.06.013.
url: http://linkinghub.elsevier.com/retrieve/pii/S089417771200177X
(cit. on pp. 51, 55, 56, 58).
[100] R. Payri, J. Gimeno, J. Cuisano, and J. Arco. “Hydraulic characterization of
diesel engine single-hole injectors”. In: Fuel 180 (2016), pp. 357–366. issn:
00162361. doi: 10.1016/j.fuel.2016.03.083. url: http://dx.doi.org/
10.1016/j.fuel.2016.03.083 (cit. on p. 36).
Bibliography 257
[101] Daniel Pearce, Yannis Hardalupas, and A.M.K.P Taylor. “Near Nozzle Field
Conditions in Diesel Fuel Injector Testing”. In: SAE paper 2015-24-2470. SAE
International, 2015. doi: 10.4271/2015-24-2470. url: http://dx.doi.org/10.
4271/2015-24-2470 (cit. on p. 48).
[102] P. F. Pelz, T. Keil, and T. F. Groß. “The transition from sheet to cloud cavita-
tion”. In: Journal of Fluid Mechanics 817 (2017), pp. 439–454. issn: 0022-1120.
doi: 10.1017/jfm.2017.75. url: https://www.cambridge.org/core/product/
identifier/S0022112017000751/type/journal{\_}article (cit. on p. 74).
[103] Osman Yavuz Perk, Muhsincan Sesen, Devrim Gozuacik, and Ali Kosar. “Kid-
ney stone erosion by micro scale hydrodynamic cavitation and consequent
kidney stone treatment”. In: Annals of Biomedical Engineering 40.9 (2012), pp. 1895–
1902. issn: 00906964. doi: 10.1007/s10439-012-0559-7 (cit. on pp. 36, 182).
[104] Lyle M. Pickett, Julien Manin, Raul Payri, Michele Bardi, and Jaime Gimeno.
“Transient Rate of Injection Effects on Spray Development”. In: SAE paper 2013-
24-0001 (2013), pp. 15–16. doi: 10.4271/2013-24-0001. url: http://www.sae.
org/technical/papers/2013-24-0001 (cit. on pp. 34, 37).
[105] T.J. Poinsot and S.K Lele. “Boundary conditions for direct simulations of
compressible viscous flows”. In: Journal of Computational Physics 99.2 (1992),
p. 352. issn: 00219991. doi: 10.1016/0021-9991(92)90227-P. url: http://
linkinghub.elsevier.com/retrieve/pii/002199919290227P (cit. on p. 197).
[106] Lucio Postrioti, C N Grimaldi, M Ceccobello, and R Di Gioia. “Diesel Com-
mon Rail Injection System Behavior with Different Fuels”. In: SAE Paper 2004-
01-0029 (2004). doi: 10.4271/2004-01-0029 (cit. on p. 46).
[107] V. Pratt. “Direct least-squares fitting of algebraic surfaces”. In: Computer Graph-
ics 21 (1987), pp. 145–152 (cit. on p. 126).
[108] Tao Qiu, Xin Song, Yan Lei, Xinghua Liu, Xiaodong An, and Mingchia Lai.
“Influence of inlet pressure on cavitation flow in diesel nozzle”. In: Applied
Thermal Engineering 109 (2016), pp. 364–372. issn: 1359-4311. doi: 10.1016/
j.applthermaleng.2016.08.046. url: http://dx.doi.org/10.1016/j.
applthermaleng.2016.08.046 (cit. on pp. 194, 196).
Bibliography 258
[109] Bing Ran and Joseph Katz. “Pressure fluctuations and their effect on cavitation
inception within water jets”. In: Journal of Fluid Mechanics 262 (1994), p. 223.
issn: 0022-1120. doi: 10.1017/S0022112094000492 (cit. on p. 62).
[110] G. E. Reisman, Y.-C. Wang, and C. E. Brennen. “Observations of shock waves
in cloud cavitation”. In: Journal of Fluid Mechanics 355.1998 (1998), pp. 255–283.
issn: 00221120. doi: 10.1017/S0022112097007830 (cit. on pp. 59, 67, 68).
[111] Antonio Revuella, Carlos Martinez-Bazan, Antonio L. Sanchez, and Amable
Linan. “Laminar craya-curtet jets”. In: Physics of Fluids 16.1 (2004), pp. 208–211.
issn: 10706631. doi: 10.1063/1.1629300 (cit. on p. 61).
[112] Francisco Ruiz and Lu He. “Turbulence under quasi-cavitating conditions: A
new species?” In: Atomization and Sprays 9 (1999), pp. 419–429 (cit. on pp. 73,
192).
[113] K. Saha and X. Li. “Assessment of Cavitation Models for Flows in Diesel
Injectors with Single-and Two-Fluid Approaches”. In: Journal of Engineering
for Gas Turbines and Power 138.1 (2016), pp. 1–11. issn: 15288919 07424795. doi:
10.1115/1.4031224 (cit. on pp. 180, 194).
[114] Kaushik Saha, Ehab Abu-Ramadan, and Xianguo Li. “Modified Single-Fluid
Cavitation Model for Pure Diesel and Biodiesel Fuels in Direct Injection Fuel
Injectors”. In: Journal of Engineering for Gas Turbines and Power 135.6 (2013),
p. 062801. issn: 0742-4795. doi: 10.1115/1.4023464. url: http://gasturbinespower.
asmedigitalcollection.asme.org/article.aspx?doi=10.1115/1.4023464
(cit. on pp. 180, 194).
[115] Ralph Saliba. “EXPERIMENTAL INVESTIGATIONS ON Cavitation AND AT-
OMIZATION IN DIESEL INJECTORS”. PhD thesis. 2006 (cit. on p. 36).
[116] F. J. Salvador, S. Hoyas, R. Novella, and J. Martinez-Lopez. “Numerical simula-
tion and extended validation of two-phase compressible flow in diesel injector
nozzles”. In: Proceedings of the Institution of Mechanical Engineers, Part D: Jour-
nal of Automobile Engineering 225.4 (2011), pp. 545–563. issn: 0954-4070. doi:
10.1177/09544070JAUTO1569. url: http://pid.sagepub.com/lookup/doi/10.
1177/09544070JAUTO1569 (cit. on pp. 175, 178, 192, 194).
Bibliography 259
[117] F.J. Salvador, J.-V. Romero, M.-D. Roselló, and J. Martínez-López. “Validation
of a code for modeling cavitation phenomena in Diesel injector nozzles”.
In: Mathematical and Computer Modelling 52.7-8 (2010), pp. 1123–1132. issn:
08957177. doi: 10 . 1016 / j . mcm . 2010 . 02 . 027. url: http : / / linkinghub .
elsevier.com/retrieve/pii/S0895717710000919 (cit. on p. 175).
[118] F.J. Salvador, J. Martínez-López, J.-V. Romero, and M.-D. Roselló. “Computa-
tional study of the cavitation phenomenon and its interaction with the turbu-
lence developed in diesel injector nozzles by Large Eddy Simulation (LES)”.
In: Mathematical and Computer Modelling 57.7-8 (2013), pp. 1656–1662. issn:
08957177. doi: 10 . 1016 / j . mcm . 2011 . 10 . 050. url: http : / / linkinghub .
elsevier.com/retrieve/pii/S0895717711006558 (cit. on p. 179).
[119] Wolfgang Sander, Thomas Fischer, Iris Hartung, Clemens Majer, and Fabian
Lafrenz. “Simulation of the Hydraulic increase in pressure analyser (HDA) for
measuring the injection quanitity/rate of common Rail Injectors”. In: Tagung
Diesel und Benzinedirekteinspritzung. 2014 (cit. on p. 48).
[120] Keiichi Sato, Yasuhiro Sugimoto, and Saburo Ohjimi. “Pressure-wave Forma-
tion and Collapses of Cavitation Clouds Impinging on Solid Wall in a Sub-
merged Water Jet”. In: Proceedings of the 7th International Symposium on Cavita-
tion 146 (2009), pp. 1–6 (cit. on p. 68).
[121] U Schmid. “A robust flow sensor for high pressure automotive applications”.
In: Sensors and Actuators A: Physical 98.June 2001 (2002), pp. 253–263. url:
http://www.sciencedirect.com/science/article/pii/S092442470100869X
(cit. on p. 39).
[122] D P Schmidt and M L Corradini. “The internal flow of diesel fuel injector
nozzles : a review”. In: International Journal of Engine Research 2 (2001), pp. 1–
22 (cit. on pp. 49, 51, 182).
[123] David P Schmidt. “Cavitation in Diesel Fuel Injector Nozzles”. PhD thesis.
1997 (cit. on p. 36).
[124] Günter H. Schnerr, Ismail H. Sezal, and Steffen J. Schmidt. “Numerical inves-
tigation of three-dimensional cloud cavitation with special emphasis on col-
lapse induced shock dynamics”. In: Physics of Fluids 20.4 (2008). issn: 10706631.
doi: 10.1063/1.2911039 (cit. on pp. 176, 180).
Bibliography 260
[125] David L Sedarsky, Said Idlahcen, Claude Roze, and Jean-Bernard Blaisot. “Ve-
locity measurements in the near field of a diesel fuel injector by ultrafast
imagery”. In: Experiments in Fluids 54.2 (2013), p. 1451. issn: 0723-4864. doi:
10.1007/s00348-012-1451-9. arXiv: 1301.6593. url: http://arxiv.org/abs/
1301.6593 (cit. on p. 194).
[126] S Sembian, M Liverts, N Tillmark, and N Apazidis. “Plane shock wave in-
teraction with a cylindrical water column”. In: Physics of Fluids 28.5 (2016),
p. 056102. issn: 1070-6631. doi: 10.1063/1.4948274. url: http://scitation.
aip.org/content/aip/journal/pof2/28/5/10.1063/1.4948274 (cit. on p. 66).
[127] G.S Settles. Schlieren and shadowgraph techniques. Springer Berlin Heidelberg,
2001. isbn: 3-540-66155-7 (cit. on p. 76).
[128] I. H. Sezal, S. J. Schmidt, G. H. Schnerr, M. Thalhamer, and M. Förster. “Shock
and wave dynamics in cavitating compressible liquid flows in injection noz-
zles”. In: Shock Waves 19.1 (2009), pp. 49–58. issn: 0938-1287. doi: 10.1007/
s00193-008-0185-3. url: http://link.springer.com/10.1007/s00193-008-
0185-3 (cit. on pp. 66, 184).
[129] Jie Shao and Chao Zhang. “Numerical analysis of the flow around a cir-
cular cylinder using RANS and LES”. In: International Journal of Computa-
tional Fluid Dynamics 20.5 (2006), pp. 301–307. issn: 1061-8562. doi: 10.1080/
10618560600898437 (cit. on p. 192).
[130] Karim Shariff and Anthony Leonard. “Vortex rings”. In: Annual Review of Fluid
Mechanics 24 (1992), pp. 235–279 (cit. on p. 69).
[131] Celia Soteriou, Richard Andrews, and Mark Smith. “Direct Injection Diesel
Sprays and the Effect of Cavitation and Hydraulic Flip on Atomization”. In:
SAE paper 950080 (1995). issn: 07437463. doi: 10.4271/950080 (cit. on p. 52).
[132] Celia Soteriou, Richard Andrews, and Mark Smith. “Further studies of cavi-
tation and atomization in diesel injection”. In: SAE paper 1999-01-1486 (1999).
url: http://papers.sae.org/1999-01-1486/ (cit. on pp. 52, 64, 189).
[133] William a. Straka, Richard S. Meyer, Arnold a. Fontaine, and Joseph P. Welz.
“Cavitation inception in quiescent and co-flow nozzle jets”. In: Journal of Hy-
drodynamics 22.5 (2010), pp. 813–819. issn: 10016058. doi: 10.1016/S1001-
Bibliography 261
6058(10)60035-2. url: http://linkinghub.elsevier.com/retrieve/pii/
S1001605810600352 (cit. on pp. 61, 63, 137).
[134] B. Stutz and J. L. Reboud. “Experiments on unsteady cavitation”. In: Ex-
periments in Fluids 22 (1997), pp. 191–198. issn: 0723-4864. doi: 10 . 1007 /
s003480050037 (cit. on pp. 74, 75).
[135] A Takamura, S Fukushima, Y Omori, and T Kamimoto. “Development of a
new measurement tool for fuel injection rate in diesel engines”. In: SAE paper
890317 (1989). url: http://www.osti.gov/energycitations/product.biblio.
jsp?osti{\_}id=5423723 (cit. on p. 45).
[136] Akio Takamura, Takashi Ohta, Susumu Fukushima, and Takeyuki Kamimoto.
“A study on precise measurement of diesel fuel injection rate”. In: SAE paper
920630 (1992). url: http://scholar.google.com/scholar?hl=en{\&}btnG=
Search{\&}q=intitle:A+Study+on+Precise+Measurement+of+Diesel+Fuel+
Injection+Rate{\#}0 (cit. on pp. 45, 47).
[137] Arris S Tijsseling and Alexander Anderson. “The Joukowsky equation for flu-
ids and solids”. In: Proceedings of the 9th International Conference on Pressure
Surges (2004), pp. 739–751. url: http://www.win.tue.nl/analysis/reports/
rana06-08.pdf (cit. on p. 43).
[138] Arris Tijsseling. “Fluid-Strucutre Interaction in case of waterhammer with cav-
itation”. PhD thesis. Delft University of Technology, 1993, p. 243 (cit. on p. 49).
[139] Milton Van Dyke. An Album of Fluid Motion. 4th. San Mateo, California: The
Parabolic Press, 1982. isbn: 0-915760-02-9 (cit. on pp. 69–71, 76).
[140] Sándor Vass and Huba Németh. “Sensitivity analysis of instantaneous fuel in-
jection rate determination for detailed Diesel combustion models”. In: Trans-
portation Engineering 1 (2013), pp. 77–85. doi: 10.3311/PPtr.7106. url: http:
//www.pp.bme.hu/tr/article/download/7106/6211 (cit. on p. 45).
[141] Lilly Verso and Alex Liberzon. “Background Oriented Schlieren in a Density
Stratified Fluid”. In: Review of Scientific Instruments 103705 (2015), pp. 1–12.
issn: 0034-6748. doi: 10 . 1063 / 1 . 4934576. arXiv: 1506 . 08889. url: http :
//arxiv.org/abs/1506.08889 (cit. on p. 76).
[142] Graham B. Wallis. One-dimensional two-phase flow. McGraw-Hill, 1969. isbn:
0070679428 (cit. on pp. 173, 189, 190).
Bibliography 262
[143] Xiang Wang and WanHua Su. “A numerical study of cavitating flows in high-
pressure diesel injection nozzle holes using a two-fluid model”. In: Chinese
Science Bulletin 54.10 (2009), pp. 1655–1662. issn: 1001-6538. doi: 10.1007/
s11434-009-0301-5. url: http://www.springerlink.com/index/10.1007/
s11434-009-0301-5 (cit. on pp. 194–196).
[144] S Washio, S Takahashi, Y Uda, and T Sunahara. “Study on cavitation inception
in hydraulic oil flow through a long two-dimensional constriction”. In: Proceed-
ings of the Institution of Mechanical Engineers, Part J: Journal of Engineering Tribol-
ogy 215 (2001), pp. 373–386. issn: 1350-6501. doi: 10.1243/1350650011543619.
url: http://pij.sagepub.com/lookup/doi/10.1243/1350650011543619 (cit.
on p. 72).
[145] Seiichi Washio, Staoshi Takahashi, Tadataka Konishi, and Hitoshi Moriwake.
“Creation and observation of Tensile Waves in Oil Column”. In: JSME Interna-
tional Journal Series B 37.2 (1994). issn: 09168451. doi: 10.1248/cpb.37.3229
(cit. on p. 49).
[146] C. D. Winant and F. K. Browand. “Vortex pairing : the mechanism of turbulent
mixing-layer growth at moderate Reynolds number”. In: J. Fluid Mech. 63.02
(1974), pp. 237–255. issn: 0022-1120. doi: 10.1017/S0022112074001121. url:
http://www.journals.cambridge.org/abstract{\_}S0022112074001121$
\backslash$nhttp://www.journals.cambridge.org/abstract{\{}{\_}{\}
}S0022112074001121 (cit. on p. 70).
[147] E Winklhofer, E Kull, E Kelz, and A Morozov. “Comprehensive hydraulic and
flow field documentation in model throttle experiments under cavitation con-
ditions”. In: Proceedings of the ILASS-Europe Conference, Zurich (2001), pp. 574–
579. doi: 10.13140/2.1.1716.4161 (cit. on pp. 53, 55, 58, 77, 175, 177, 180, 189,
192).
[148] Johann .A Wloka, Christian Potsch, and Georg Wachtmeister. “Injection Spray
Visualization for 3000bar Diesel Injection”. In: ILASS. September. 2011, pp. 1–
10 (cit. on p. 32).
[149] Michael M. Wright, Brenden Epps, Amanda Dropkin, and Tadd T. Truscott.
“Cavitation of a submerged jet”. In: Experiments in Fluids 54.6 (2013). issn:
07234864. doi: 10.1007/s00348-013-1541-3 (cit. on p. 64).
Bibliography 263
[150] W. F. Xie, T. G. Liu, and B. C. Khoo. “Application of a one-fluid model for
large scale homogeneous unsteady cavitation: The modified Schmidt model”.
In: Computers and Fluids 35.10 (2006), pp. 1177–1192. issn: 00457930. doi: 10.
1016/j.compfluid.2005.05.006 (cit. on p. 173).
[151] Shigeru Yoshikawa, Keiya Nishida, Masataka Arai, and Hiroyuki Hiroyasu.
“Visualizations of Fuel-Air Mixing Processes in a Small D.I. Diesel Engine
Using the Liquid Injection Technique”. In: SAE paper 880296 (1988) (cit. on
p. 61).
[152] Jb Young, T Schmiedel, and W Kang. “Sonoluminescence in High Magnetic
Fields.” In: Physical review letters 77.23 (1996), pp. 4816–4819. issn: 1079-7114.
doi: 10.1103/PhysRevLett.77.4816. url: http://www.ncbi.nlm.nih.gov/
pubmed/10062638 (cit. on p. 67).
[153] Werner Zeuch. “Neue Verfahren zur Messung des Einspritzgesetzes und der
Einspritz-Regelmasigkeit von Diesel-Einspritzpumpen”. In: MTZ 22 (1961)
(cit. on pp. 39, 45).
9
A P P E N D I C E S
9.1 processed image sets
The following processed image sets are to show the general trends at 40 µs intervals,
i.e. 500, 540, 580, 620, 660 and 700 µs image offsets. Where images are not available,
the set has been padded to show this.
9.1 processed image sets 265
Figure 127: 600 bar RP, unconstrainted chamber pressure, arranged by image offset - Top
Left: 500µs, Top Right: 540µs, Middle Left: 580µs, Middle Right: 620µs, Bottom
Left:-µs, Bottom Right: -µs
9.1 processed image sets 266
Figure 128: 600 bar RP, 10 bar chamber pressure, arranged by image offset - Top Left: 500µs,
Top Right: 540µs, Middle Left: 580µs, Middle Right: 620µs, Bottom Left: 660µs,
Bottom Right: 700µs
9.1 processed image sets 267
Figure 129: 600 bar RP, 20 bar chamber pressure, arranged by image offset - Top Left: 500µs,
Top Right: 540µs, Middle Left: 580µs, Middle Right: 620µs, Bottom Left: 660µs,
Bottom Right: 700µs
9.1 processed image sets 268
Figure 130: 1000 bar RP, unconstrainted chamber pressure, arranged by image offset - Top
Left: 500µs, Top Right: 540µs, Middle Left: 580µs, Middle Right:-µs, Bottom Left:
-µs, Bottom Right: -µs
9.1 processed image sets 269
Figure 131: 1000 bar RP, 10 bar chamber pressure, arranged by image offset - Top Left: 500µs,
Top Right: 540µs, Middle Left: 580µs, Middle Right: 620µs, Bottom Left: 660µs,
Bottom Right: 700µs
9.1 processed image sets 270
Figure 132: 1000 bar RP, 20 bar chamber pressure, arranged by image offset - Top Left: 500µs,
Top Right: 540µs, Middle Left: 580µs, Middle Right: 620µs, Bottom Left: 660µs,
Bottom Right: 700µs
9.1 processed image sets 271
Figure 133: 1500 bar RP, unconstrainted chamber pressure, arranged by image offset - Top
Left: 500µs, Top Right: 540µs, Middle Left: 580µs, Middle Right: 620µs, Bottom
Left: 660µs, Bottom Right: 700µs
9.1 processed image sets 272
Figure 134: 1500 bar RP, 10 bar chamber pressure, arranged by image offset - Top Left: 500µs,
Top Right: 540µs, Middle Left: 580µs, Middle Right: 620µs, Bottom Left: -µs,
Bottom Right: -µs
9.1 processed image sets 273
Figure 135: 1500 bar RP, 20 bar chamber pressure, arranged by image offset - Top Left: 500µs,
Top Right: 540µs, Middle Left: 580µs, Middle Right: 620µs, Bottom Left: 660µs,
Bottom Right: 690µs
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Rig and rate tube drawings
9.2 drawings for rig , rate tube 275
Figure 136: Rate tube collector (part)
9.2 drawings for rig , rate tube 276
Figure 137: Rate tube collector (assembly)
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Table 9: ESC Test plan details
9.3 rate tube test cycle
Table 9: ESC Test plan details
Point
#
Description Engine
Speed
(RPM)
Pilot
fuel
(µs)
Main
Fuel
(µs)
Post
Fuel
(µs)
Rail
Pressure
(bar)
1 Initialise test 0 0 0 0 0
2 Warmup rig 500 0 0 0 475
3 Idle 600 0 505 0 475
4 A100 1224 0 3050 0 960
5 B50 1526 0 1425 0 1135
6 B75 1526 0 1975 0 1220
7 A50 1224 0 1690 0 900
8 A75 1224 0 2380 0 945
9 A25 1224 0 1050 0 830
10 B100 1526 0 2500 0 1295
11 B25 1526 0 905 0 1035
12 C100 1829 0 1930 0 1640
13 C25 1829 0 800 0 1185
14 C75 1829 0 1635 0 1440
15 C50 1829 0 1210 0 1320
16 Max Rail Pressure 1600 0 1090 0 2500
17 Idle + Pilot 600 440 505 0 45
18 B50 + Pilot 1526 430 1425 0 1135
19 B75 + Pilot 1526 350 1975 0 1220
9.3 rate tube test cycle 278
Point
#
Description Engine
Speed
(RPM)
Pilot
fuel
(µs)
Main
Fuel
(µs)
Post
Fuel
(µs)
Rail
Pressure
(bar)
20 A50 + Pilot 1224 410 1690 0 900
21 A75 + Pilot 1224 385 2380 0 945
22 A25 + Pilot 1224 411 1050 0 830
23 B25 + Pilot 1526 395 905 0 1035
24 C25 + Pilot 1829 405 800 0 1185
25 C75 + Pilot 1829 320 1635 0 1440
26 C50 + Pilot 1829 370 1210 0 1320
27 Idle + Pilot + Post 600 44 505 535 475
28 A100 + Post 1224 0 3050 625 960
29 B50 +Pilot + Post 1526 430 1425 560 1135
30 B75 + Pilot + Post 1526 350 1975 635 1220
31 A50 +Pilot + Post 1224 410 1690 615 900
32 A75 + Pilot + Post 1224 385 2380 615 945
33 A25 + Pilot + Post 1224 411 1050 520 830
34 B100 + Post 1526 0 2500 610 1295
35 B25 +Pilot + Post 1526 395 905 450 1035
36 C100 + Post 1829 0 1930 645 1640
37 C25 + Pilot + Post 1829 405 800 485 1185
38 C75 + Pilot + Post 1829 320 1635 575 1440
39 C50 + Pilot + Post 1829 370 1210 405 1320
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Figure 138: Optical chamber - Assembly drawing
9.4 drawings for optical chamber 281
Figure 139: Optical chamber - Lower chamber detail
9.4 drawings for optical chamber 282
Figure 140: Optical chamber - window detail
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9.5 circuit diagrams
In order to drive a signal into the laser control module at 50Ω resistance, a custom
control circuit was created. This circuit needed to be able to supply 100mA at 5V
using an input signal of 3.3V CMOS TTL. This was a relatively complicated circuit
due to the additional constraint imposed by using an FPGA card on an attached PC.
The FPGA card produced a 0V reference signal which was tied to the ground on the
PC. The ground on the PC was in turn connected to the chassis and earth on the
single phase power connector. Since the power input to the laser control module was
also plugged into the same ring main, the earth was therefore shared to the laser
control module. The laser control module also referenced the sync pulse via the
laser chassis which meant that a DC circuit was completed using the mains earth as
a common wire. A diagram of the this layout is shown in Figure 141 and the overall
circuit control diagrams are provided in Figures 142, 143 and 144.
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Figure 141: Signal routing with common earth
9.5 circuit diagrams 285
Figure 142: Rig primary control circuit
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Figure 143: Rig secondary control circuit
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Figure 144: Laser interlock circuit
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MachMultiphaseLinear
Listing 1: MachMultiphaseLinear
/*---------------------------------------------------------------------------*\
========= |
\\ / F ield | OpenFOAM: The Open Source CFD Toolbox
\\ / O peration |
\\ / A nd | Copyright (C) 2011-2013 OpenFOAM Foundation
\\/ M anipulation |
-------------------------------------------------------------------------------
License
This file is part of OpenFOAM.
OpenFOAM is free software: you can redistribute it and/or modify it
under the terms of the GNU General Public License as published by
the Free Software Foundation, either version 3 of the License, or
(at your option) any later version.
OpenFOAM is distributed in the hope that it will be useful, but WITHOUT
ANY WARRANTY; without even the implied warranty of MERCHANTABILITY or
FITNESS FOR A PARTICULAR PURPOSE. See the GNU General Public License
for more details.
You should have received a copy of the GNU General Public License
along with OpenFOAM. If not, see <http://www.gnu.org/licenses/>.
Application
MachMultiphase
Description
Calculates and optionally writes the local Mach number from the velocity
field U at each time. Designed specifically for cavitation problems so
does not use the gas methods by using temperature fields and Cp, CV and
R constants.
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Reads in velocity vector field, reads in vapour fraction field,
reads in the compressibility model used, reads in the values for psi_liquid,
psi_vapour. Calculates the total psi value for each cell using the given
compressibility model and then using the relationship to speed of sound, c,
calculates local speed of sound for that cell which can be optionally output.
Once local speed of suond is known, it is compared to the velocity and Mach
number is output.
The -noWrite option just outputs the max value without writing the field.
The -LocalSpeed option also outputs a field for the local speed of
sound in that cell.
Must use either of the defined compressibility models:
-LinearComp for Linear compressibility or
-WallisComp for Wallis
\*---------------------------------------------------------------------------*/
#include "calc.H"
#include "fluidThermo.H"
// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //
void Foam::calc(const argList& args, const Time& runTime, const fvMesh& mesh)
{
//initialise the flags for the new arguments
bool writeResults = !args.optionFound("noWrite");
IOobject Uheader
(
"U",
runTime.timeName(),
mesh,
IOobject::MUST_READ
);
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//read in the alpha field
Info<< "Reading alpha (vapour fraction) field\n" << endl;
volScalarField alpha
(
IOobject
(
"alpha.vapour",
runTime.timeName(),
mesh,
IOobject::MUST_READ,
IOobject::NO_WRITE
),
mesh
);
//read in the thermodynamic properties
#include "readThermodynamicProperties.H"
autoPtr<volScalarField> SpeedLocalPtr;
//create object to hold local speed sound data
//linear model
SpeedLocalPtr.set
(
new volScalarField
(
IOobject
(
"SpeedLocalLinear",
runTime.timeName(),
mesh
),
sqrt(1/((alpha*psiv + (scalar(1) - alpha)*psil)))
)
);
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//call ref to new volume scalar field to be called MachPtr
autoPtr<volScalarField> MachPtr;
//Create a new vectorfield based on the Uheader that was read in
volVectorField U(Uheader, mesh);
//Create object to hold Mach data, Ma=U/c
MachPtr.set
(
new volScalarField
(
IOobject
(
"MaLinear",
runTime.timeName(),
mesh
),
mag(U)/SpeedLocalPtr()
)
);
Info<< "Writing out Local speed sound field .." << endl;
SpeedLocalPtr().write();
Info<< "Local speed sound max : " << max(SpeedLocalPtr()).value() << " and
min :" << min(SpeedLocalPtr()).value() << endl;
Info<< "Writing out Mach field .." << endl;
MachPtr().write();
Info<< "Mach max : " << max(MachPtr()).value() << " and min : " << min(
MachPtr()).value() << endl;
Info<< "\nEnd\n" << endl;
}
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// ************************************************************************* // 
MachMultiphaseWallis
Listing 2: MachMultiphaseWallis
/*---------------------------------------------------------------------------*\
========= |
\\ / F ield | OpenFOAM: The Open Source CFD Toolbox
\\ / O peration |
\\ / A nd | Copyright (C) 2011-2013 OpenFOAM Foundation
\\/ M anipulation |
-------------------------------------------------------------------------------
License
This file is part of OpenFOAM.
OpenFOAM is free software: you can redistribute it and/or modify it
under the terms of the GNU General Public License as published by
the Free Software Foundation, either version 3 of the License, or
(at your option) any later version.
OpenFOAM is distributed in the hope that it will be useful, but WITHOUT
ANY WARRANTY; without even the implied warranty of MERCHANTABILITY or
FITNESS FOR A PARTICULAR PURPOSE. See the GNU General Public License
for more details.
You should have received a copy of the GNU General Public License
along with OpenFOAM. If not, see <http://www.gnu.org/licenses/>.
Application
MachMultiphase
Description
Calculates and optionally writes the local Mach number from the velocity
field U at each time. Designed specifically for cavitation problems so
does not use the gas methods by using temperature fields and Cp, CV and
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R constants.
Reads in velocity vector field, reads in vapour fraction field,
reads in the compressibility model used, reads in the values for psi_liquid,
psi_vapour. Calculates the total psi value for each cell using the given
compressibility model and then using the relationship to speed of sound, c,
calculates local speed of sound for that cell which can be optionally output.
Once local speed of suond is known, it is compared to the velocity and Mach
number is output.
The -noWrite option just outputs the max value without writing the field.
The -LocalSpeed option also outputs a field for the local speed of
sound in that cell.
Must use either of the defined compressibility models:
-LinearComp for Linear compressibility or
-WallisComp for Wallis
\*---------------------------------------------------------------------------*/
#include "calc.H"
#include "fluidThermo.H"
// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //
void Foam::calc(const argList& args, const Time& runTime, const fvMesh& mesh)
{
//initialise the flags for the new arguments
bool writeResults = !args.optionFound("noWrite");
IOobject Uheader
(
"U",
runTime.timeName(),
mesh,
IOobject::MUST_READ
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);
//read in the alpha field
Info<< "Reading alpha (vapour fraction) field\n" << endl;
volScalarField alpha
(
IOobject
(
"alpha.vapour",
runTime.timeName(),
mesh,
IOobject::MUST_READ,
IOobject::NO_WRITE
),
mesh
);
//read in the thermodynamic properties
#include "readThermodynamicProperties.H"
autoPtr<volScalarField> SpeedLocalPtr;
//create object to hold local speed sound data
//linear model
SpeedLocalPtr.set
(
new volScalarField
(
IOobject
(
"SpeedLocalWallis",
runTime.timeName(),
mesh
),
sqrt(1/((alpha*rhovSat + (scalar(1) - alpha)*rholSat)
*(alpha*psiv/rhovSat + (scalar(1) - alpha)*psil/rholSat)))
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)
);
//call ref to new volume scalar field to be called MachPtr
autoPtr<volScalarField> MachPtr;
//Create a new vectorfield based on the Uheader that was read in
volVectorField U(Uheader, mesh);
//Create object to hold Mach data, Ma=U/c
MachPtr.set
(
new volScalarField
(
IOobject
(
"MaWallis",
runTime.timeName(),
mesh
),
mag(U)/SpeedLocalPtr()
)
);
Info<< "Writing out Local speed sound field .." << endl;
SpeedLocalPtr().write();
Info<< "Local speed sound max : " << max(SpeedLocalPtr()).value() << " and
min :" << min(SpeedLocalPtr()).value() << endl;
Info<< "Writing out Mach field .." << endl;
MachPtr().write();
Info<< "Mach max : " << max(MachPtr()).value() << " and min : " << min(
MachPtr()).value() << endl;
Info<< "\nEnd\n" << endl;
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}
// ************************************************************************* // 
CavitatingThermalFoam - Pressure wave transmissive for multiphase, one way
temperature coupling
Listing 3: cavitatingThermalFoam
/*---------------------------------------------------------------------------*\
========= |
\\ / F ield | OpenFOAM: The Open Source CFD Toolbox
\\ / O peration |
\\ / A nd | Copyright (C) 2011-2014 OpenFOAM Foundation
\\/ M anipulation |
-------------------------------------------------------------------------------
License
This file is part of OpenFOAM.
OpenFOAM is free software: you can redistribute it and/or modify it
under the terms of the GNU General Public License as published by
the Free Software Foundation, either version 3 of the License, or
(at your option) any later version.
OpenFOAM is distributed in the hope that it will be useful, but WITHOUT
ANY WARRANTY; without even the implied warranty of MERCHANTABILITY or
FITNESS FOR A PARTICULAR PURPOSE. See the GNU General Public License
for more details.
You should have received a copy of the GNU General Public License
along with OpenFOAM. If not, see <http://www.gnu.org/licenses/>.
Application
cavitatingFoam
Description
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Transient cavitation code based on the homogeneous equilibrium model
from which the compressibility of the liquid/vapour "mixture" is obtained.
Turbulence modelling is generic, i.e. laminar, RAS or LES may be selected.
cavitatingThermalFoam includes Temperature transport equation
Modified to include ability to use pressure wave transmissive BC
DP 29/10/2015
\*---------------------------------------------------------------------------*/
#include "fvCFD.H"
#include "barotropicCompressibilityModel.H"
#include "incompressibleTwoPhaseMixture.H"
#include "turbulenceModel.H"
#include "pimpleControl.H"
// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //
int main(int argc, char *argv[])
{
#include "setRootCase.H"
#include "createTime.H"
#include "createMesh.H"
#include "readThermodynamicProperties.H"
#include "readControls.H"
#include "createFields.H"
#include "initContinuityErrs.H"
#include "CourantNo.H"
#include "setInitialDeltaT.H"
pimpleControl pimple(mesh);
// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //
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Info<< "\nStarting time loop\n" << endl;
while (runTime.run())
{
#include "readControls.H"
#include "CourantNo.H"
#include "setDeltaT.H"
runTime++;
Info<< "Time = " << runTime.timeName() << nl << endl;
// --- Pressure-velocity PIMPLE corrector loop
while (pimple.loop())
{
#include "rhoEqn.H"
#include "alphavPsi.H"
#include "UEqn.H"
// --- Pressure corrector loop
while (pimple.correct())
{
#include "pEqn.H"
}
if (pimple.turbCorr())
{
turbulence->correct();
}
}
//DP section to calculate convected temperature transfer
fvScalarMatrix TEqn
(
fvm::ddt(T)
+ fvm::div(phi, T)
- fvm::laplacian(DT, T)
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);
TEqn.solve();
Info<< "Thermal diffusion: T max-min : " << max(T).value()
<< " " << min(T).value() << endl;
// normal func from here
runTime.write();
Info<< "ExecutionTime = " << runTime.elapsedCpuTime() << " s"
<< " ClockTime = " << runTime.elapsedClockTime() << " s"
<< nl << endl;
}
Info<< "End\n" << endl;
return 0;
}
// ************************************************************************* // 
YplusLESMultiphase Utility
Listing 4: yPlusLESMultiphase
/*---------------------------------------------------------------------------*\
========= |
\\ / F ield | OpenFOAM: The Open Source CFD Toolbox
\\ / O peration |
\\ / A nd | Copyright (C) 2011-2013 OpenFOAM Foundation
\\/ M anipulation |
-------------------------------------------------------------------------------
License
This file is part of OpenFOAM.
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OpenFOAM is free software: you can redistribute it and/or modify it
under the terms of the GNU General Public License as published by
the Free Software Foundation, either version 3 of the License, or
(at your option) any later version.
OpenFOAM is distributed in the hope that it will be useful, but WITHOUT
ANY WARRANTY; without even the implied warranty of MERCHANTABILITY or
FITNESS FOR A PARTICULAR PURPOSE. See the GNU General Public License
for more details.
You should have received a copy of the GNU General Public License
along with OpenFOAM. If not, see <http://www.gnu.org/licenses/>.
Application
yPlusLES
Description
Calculates and reports yPlus for all wall patches, for the specified times
when using LES turbulence models.
Modified 24/3/2016 DP to use the vapour fraction corrected value for nu
since yplus= (frictionVelocity*ydist)/nu_total
new calculation
nu_total=(alpha_v*nu_v)+(alpha_l*nu_l)
\*---------------------------------------------------------------------------*/
#include "fvCFD.H"
//Removed #include "incompressible/singlePhaseTransportModel/
singlePhaseTransportModel.H"
//replaced with
#include "incompressibleTwoPhaseMixture.H"
//
#include "LESModel.H"
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#include "nearWallDist.H"
#include "wallDist.H"
#include "wallFvPatch.H"
// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //
int main(int argc, char *argv[])
{
timeSelector::addOptions();
#include "setRootCase.H"
#include "createTime.H"
instantList timeDirs = timeSelector::select0(runTime, args);
#include "createMesh.H"
forAll(timeDirs, timeI)
{
runTime.setTime(timeDirs[timeI], timeI);
Info<< "Time = " << runTime.timeName() << endl;
fvMesh::readUpdateState state = mesh.readUpdate();
// Wall distance
if (timeI == 0 || state != fvMesh::UNCHANGED)
{
Info<< "Calculating wall distance\n" << endl;
wallDist y(mesh, true);
Info<< "Writing wall distance to field "
<< y.name() << nl << endl;
y.write();
}
volScalarField yPlusTwoPhase
(
IOobject
(
"yPlusTwoPhase",
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runTime.timeName(),
mesh,
IOobject::NO_READ,
IOobject::NO_WRITE
),
mesh,
dimensionedScalar("yPlusTwoPhase", dimless, 0.0)
);
Info<< "Reading field U\n" << endl;
volVectorField U
(
IOobject
(
"U",
runTime.timeName(),
mesh,
IOobject::MUST_READ,
IOobject::NO_WRITE
),
mesh
);
// compressiblecreatePhi is rho*U while createphi is just U
#include "createPhi.H"
//removed singlePhaseTransportModel laminarTransport(U, phi);
incompressibleTwoPhaseMixture mixture(U, phi);
autoPtr<incompressible::LESModel> sgsModel
(
incompressible::LESModel::New(U, phi, mixture)
);
volScalarField::GeometricBoundaryField d = nearWallDist(mesh).y();
volScalarField nuEff(sgsModel->nuEff());
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const fvPatchList& patches = mesh.boundary();
const volScalarField nuLam(sgsModel->nu());
forAll(patches, patchi)
{
const fvPatch& currPatch = patches[patchi];
if (isA<wallFvPatch>(currPatch))
{
yPlusTwoPhase.boundaryField()[patchi] =
d[patchi]
*sqrt
(
nuEff.boundaryField()[patchi]
*mag(U.boundaryField()[patchi].snGrad())
)
/nuLam.boundaryField()[patchi];
const scalarField& Yp = yPlusTwoPhase.boundaryField()[patchi];
Info<< "Patch " << patchi
<< " named " << currPatch.name()
<< " y+ : min: " << gMin(Yp) << " max: " << gMax(Yp)
<< " average: " << gAverage(Yp) << nl << endl;
}
}
Info<< "Writing yPlusTwoPhase to field "
<< yPlusTwoPhase.name() << nl << endl;
yPlusTwoPhase.write();
}
Info<< "End\n" << endl;
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return 0;
}
// ************************************************************************* // 
9.7 matlab code 305
9.7 matlab code
RhoAverage and ’Shadow’ Matgraph function
Listing 5: Shadow function
%% script to process a mesh in the zVect format and develop an output
% ’rhoAve’ which is the average density along the Z direction normal.
% It assumes that the mesh data is available in the workspace,
% alternatively, use OF_read_meshpoints.m
% Dp 24/8/16
clear all;
case_dir=’/home/dan/OpenFOAM/dan-2.4.0/MKcase3-17.2Wallis’;
% if available, load the mesh data and row config data to save time
load(’meshprocessed.mat’);
%% Section to generate Z slices
wait_h=waitbar(0,’Processing Z slices..’);
%pre-allocate a cell array
zslice=cell(length(discreteZ),1);
tic;
for i=1:length(discreteZ)
wait_h=waitbar(i/length(discreteZ));
% for each discrete Z plane, find all elements that match
zbool=ismember(points(:,3),discreteZ(i));
%convert to indicies
zarray=1:Number_points;
zarray=zarray(zbool);
zslice{i}=zarray;
end
clear zarray; %clear temporary variables
clear zbool;
%create a vector of all x co-ordinates and y co-ordinates from points
x_vector_all=points(:,1);
y_vector_all=points(:,2);
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zVect=XYslices; %Use loaded slice information
close(wait_h);
% now that we have the averaged density in the Z direction, write back to
% file to visualise with usual post proc, ie parafoam or similar.
%% Get all available time dirs
dir_list=dir(case_dir);
remove_list={’processor0’;’processor1’;’processor2’;’processor3’;...
’constant’;’system’;’VTK’;’postProcessing’;’0’
};
% remove first two . and .. directories
dir_list=dir_list(3:end);
clean_count=1;
%remove all non time directories
for i=1:length(dir_list)
if dir_list(i).isdir==1&&(sum(strcmp(dir_list(i).name,remove_list))==0)
dir_list_clean{clean_count}=dir_list(i).name;
clean_count=clean_count+1;
end
end
% Read in density data, only works for ascii data! check foamFormatConvert!
% alternatively, use reconstruct par and only call the rho field either way
% the controlDict must be ascii
Errorlist=[];
tic;
wait_h=waitbar(0,’Processing output for time dirs ...’);
for j=1:length(dir_list_clean)
wait_h=waitbar(j/length(dir_list_clean));
% load up the header and footer constants
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header_type=’rhoAveField’;
OF_Header_Footer;
clear ave_density;
time_dir=dir_list_clean{j};
fid=fopen([case_dir ’/’ time_dir ’/rho’]);
for i=1:20
% dump header
dump=fgetl(fid);
end
no_check=fgetl(fid);
dump=fgetl(fid);%dump first bracket line
raw_density=textscan(fid,’%f’,Number_points);
fclose(fid);
%convert to type double
raw_density=cell2mat(raw_density);
%loop through each slice which should contain all points that have the same
%XY location (with all Z locations), ie a line through cell centres
%perpendicular to the Z plane.
for i=1:length(zVect)
ave_density(i)=mean(raw_density(zVect{i}));
end
ave_density=ave_density(2:end);
%convert XY slices for easier processing
XYmatrix=cell2mat(zVect);
%Sanity check before writing
if sum(isnan(ave_density))>0
disp([’Error, ’ num2str(sum(isnan(ave_density))) ’ NaNs detected in rho
Ave’]);
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Errorlist=[Errorlist j];
end
% open or create for read write. If file already exists, it is
% overwritten
fid=fopen([case_dir ’/’ time_dir ’/rhoAve’],’w’);
fprintf(fid,’%s\n’,header{:});
fprintf(fid,’%u\n’,Number_points);
fprintf(fid,’%s\n’,’(’);
file_flag=1; % Use this flag if the row is already available from previous
run
if file_flag==0
for i=1:Number_points
%most of the time is taken in the search so save for further time
loops
[row(i) col]=find(XYmatrix==i);
end
end
fprintf(fid,’%.4f\n’,ave_density(row));
fprintf(fid,’%s\n’,footer{:});
fclose(fid);
disp([’Time for rho Ave calc ’ num2str(j)]);
toc;
% open or create for read write - refractive index (or shadowgraph)
% load up the header and footer constants
k1=(1.33-1)/985.5;
k2=(1.32-1)/960;
x_vector=points(zslice{1},1);
y_vector=points(zslice{1},2);
%% testing trigradient2 approach
for i=1:length(zslice)
%get the second spatial derivative
slice_density=raw_density(zslice{i});
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[zx, zy, zxx, zyy, zxy]=trigradient2(x_vector,y_vector,slice_density);
integral_term(i,:)=zxx+zyy;
end
spatial_integral=trapz(integral_term);
%loads up optional header text - file matches OF style and more easily read
for post proc
header_type=’shadow’;
OF_Header_Footer;
%Sanity check before writing
if sum(isnan(spatial_integral))>0
disp([’Error, ’ num2str(sum(isnan(spatial_integral))) ’ NaNs detected in
Spatial’]);
end
fid=fopen([case_dir ’/’ time_dir ’/shadow’],’w’);
fprintf(fid,’%s\n’,header{:});
fprintf(fid,’%u\n’,Number_points);
fprintf(fid,’%s\n’,’(’);
fprintf(fid,’%.4f\n’,spatial_integral(row));
fprintf(fid,’%s\n’,footer{:});
fclose(fid);
disp([’Time for refractive index calc ’ num2str(j)]);
toc;
end
close(wait_h); 
