A framework is developed to integrate MFiX (Multiphase Flow with Interphase eXchanges) with advanced linear solvers in Trilinos. MFiX is a widely used open source general purpose multiphase solver developed by National Energy Technology Laboratories and written in Fortran. Trilinos is an objectedoriented open source software development platform from Sandia National Laboratories for solving large scale multiphysics problems. The framework handles the different data structures in Fortran and C++ and exchanges the information from MFiX to Trilinos and vice versa. The integrated solver, called MFiXTrilinos hereafter, provides next-generation computational capabilities including scalable linear solvers for distributed memory massively parallel computers. In this paper, the solution from the standard linear solvers in MFiX-Trilinos is validated against the same from MFiX for 2D and 3D fluidized bed problems. The standard iterative solvers considered in this work are BiConjugate Gradient Stabilized (BiCGStab) and Generalized minimal residual methods (GMRES) as the matrix is non-symmetric in nature. The stopping criterion set for the iterative solvers is same. It is observed that the solution from the integrated solver and MFiX is in good agreement.
INTRODUCTION
Fluidized beds are generally used in petroleum, pharmaceutical, chemical, mineral and fossil fuel plants [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] . Gasification of a feedstock in fluidized bed increases the efficiency of the power plant and reduces the greenhouse gases. In a fluidized bed, the gasification of solid particles takes place via air from a distributor plate. Initially, the pressure drop across the bed is zero and the particles are at rest. The particles move as the pressure drop across the bed increases with increase in fluid velocity. At the upward superficial velocity, the bed weight equals to the pressure force due to the flow velocity and the bed is said to be fluidized. Further increase in the velocity pushes the excess flow from the bed in the form of bubbles or slugs. The flow in fluidized beds is multi-physics in nature. Therefore, understanding of such complex flow is still limited [15] . The existing computer applications lack the capabilities for designing, optimizing, and controlling of industrial-scale fluidized bed reactors. Sophisticated models can improve the capabilities of such applications. To improve the fluidization simulation capabilities of MFiX (Multiphase Flow with Interphase eXchanges), it is integrated with state-of-the art linear solvers in Trilinos.
MFiX, a general-purpose computer code, is developed at the National Energy Technology Laboratory (NETL) for studying dynamics of fluids, thermal effects and chemical reactions in fluidized beds. It includes successive over relaxation method, Bi-Conjugate gradients stabilized (BiCGStab) method, generalized minimal residual method and conjugate gradient method for solving the linear system of equations [16] . BiCGStab is most commonly used [17] method to solve the system of equations as it is less expensive and can handle non-symmetric system of equations. The preconditioners accessible to MFiX are: none, diagonal and line/plane relaxation. In the present study, BiCGStab/GMRES method is used to solve system of equations.
Two memory models available in MFiX are: shared and distributed memory. The linear solver routines in MFiX consumes more than 70% of the overall runtime [18] and are parallelized with OpenMP directives. The remaining time is spread across other routines. In the distributed memory version, the domain is decomposed across "I", "J" and "K" indices in a user specified order [18] . Fortran 90 calls to message passing interface (MPI) library update the solution in overlapped region, find matrix vector multiplication, and gather/scatter the data for receive/send operations. In the present study distributed memory version of MFiX is considered for integration with Trilinos.
Modernization techniques leverage libraries that provide state-of-the-art algorithms to improve its capabilities. For example, such solvers and preconditioning packages are widely available in libraries such as Trilinos [19] . Trilinos [19, 20] , an exascale open-source software library, includes robust algorithms and enabling technologies for solving large scale flow problems besides others. The library includes more than 50 packages including discretization, load balancing, preconditioning, linear, nonlinear, eigen value, uncertainty quantification and transient solver packages which uses more than 100 third party libraries such as Blas, Lapack, Metis, ParMetis, SuperLU and PETSc. Trilinos contains libraries that exploits hybrid architectures composed of a general-purpose multi-core processor and a graphics processing unit (GPU) via static and dynamic polymorphism [21] . Static polymorphism results in generic algorithms. Static polymorphism results in generic algorithms, whereas the dynamic one decouples linear solvers from preconditioning, orthogonalization and stopping criteria. The modern linear solver packages in Trilinos offer portability, scalability and ease of integration with other solvers/libraries, for example, MFiX. However, the integration of those libraries with a legacy code such as MFiX poses a unique challenge to handle semantically different data structures [22, 23, [23] [24] [25] .
In the present work, MFiX [16] is integrated with modern linear solvers in Trilinos [19] via an interface. The interface exchanges the information among the softwares/libraries written in two different programming languages such as Fortran and C++. It consists of MFIX, Fortran, C and Cpp wrappers to exchange the information required to solve the linear system. The MFIX wrapper understand the structure of the linear equations and passes the information to the Fortran Wrapper. The Fortran wrapper transfers that information to the C wrapper. This C wrapper transforms the memory semantics and passes the information to the Cpp wrapper that implements the object oriented programming interface. This framework handles the communication between distributed memory parallel MFiX and Trilinos. It enables us to access the advanced linear solvers in Trilinos and exploit the hybrid computing environments. The framework used for the integration is described in Section 2.1. The integrated solver is tested on fluidized beds in two and three dimensions. MFiX uses native iterative method to solve the system of equations, whereas the integrated solver uses same method in nextgeneration solver packages in Trilinos. Two iterative methods considered to solve the system of equations are BiCGStab and GMRES. The stopping criteria for the method in MFiX and Trilinos is same. The equations governing the fluid are described in Section 3. An algorithm in finite volume method, modified semiimplicit pressure linked equations (SIMPLE) [26] , discretize the governing equations. The averaged gas and solid phase quantities are used to evaluate the drag force. The results with the integrated solver are presented in Section 4.
MFiX-TRILINOS OVERVIEW
MFiX is generally used to simulate fluidization phenomenon with thermal effects in fluidized beds. In MFiX, the equations governing the flow are solved via the modified SIMPLE algorithm. Two modifications to the algorithm have improved the stability and speed of calculations [16] . The modified solid volume fraction equation improves the convergence. The automatic time-step adjustment improves the execution time. Thus, it was observed that the modified algorithm is 3-30 times faster than the actual algorithm [16] . In the present study, MFiX with the two modifications is integrated with Trilinos.
Three different suites of models available in MFiX to simulate fluidized bed reactors are: Two-fluid (TFM), Discrete element (DEM) and Particle in cell (PIC) models. The first and the last models are Eulerian-Eulerian models whereas DEM is an Eulerian-Lagrangian model. In TFM model, the fluid and solid phases are assumed to be continuum and are modeled with separate sets of conservation equations with proper interaction terms. In this model, the particle pressure experience convergence problems when particles are not completely fluidized. However, DEM model traces every solid particle and results in high fidelity solution. In PIC, the fluid is assumed to be continuum while using "parcels" to represent groups of particles with similar characteristics. This model offers reduced computational cost over DEM. It is noticed that the framework to simulate the solid phase is different in different models. However, fluid phase exists in Eulerian framework in all the three models. Therefore, in the present study, the linear system of equations for fluid phase are solved with MFiX and MFiX-Trilinos. The equations for the solid phase are solved with native solver in MFiX. Therefore, MFiX-Trilinos can be used to simulate the flow with any of the three models in MFiX. In the present study, we considered TFM model to simulate flow in fluidized beds. However, the framework can be used to solve the system of equations in fluid or solid phase or both phases.
Trilinos includes number of next-generation scalable and performant packages [19] . The intention of developing these packages was to provide advanced features such as generic template programming, smart pointers and lambdas expressions in C++11 to application writers for scientific computing. The first step in solving the system of equations with Trilinos is to create a map. A pseudocode of the Cpp wrapper is shown in Fig. 1 .
In Cpp wrapper, Tpetra Map class is used to create a map. This map has various query functions to compute various attributes. For example, MaxMyGID() returns the maximum global index value on the calling processor. The Map is used to create a graph and the graph is used to create an object for a sparse or dense matrix. In the present study, MFiX provides the sparse matrix. Thus the graph is created for the sparse matrix (A). The graph keeps the matrix structure constant and allows only to change the values of elements in A. In 2D problems, there are maximum five non-zero elements in a row. On the other hand, the matrix for 3D flow problems contains maximum seven non-zero elements in a row. A function in Tpetra CrsMatrix class, replaceGlobalValues(), is used to populate the matrix, A, via the row pointers (GlobalRow in Fig.1 ), the column pointers (Indices) and non-zero values (Values). The LHS and RHS vectors are created via Tpetra MultiVector class. The RHS vector can be filled up using the SumIntoGlobalValues() function in Tpetra MultiVector class. The linear problem is created using the sparse matrix A and LHS and RHS vectors. The preconditioning is formed with MueLu, an algebraic multi-grid preconditioner/solver package in Trilinos. The parameters to form the 1 preconditioner can be set through SetParameters() function or a xml file. In the present study, parameters (mueLuPreconditioner) are set through xml file. The packages, for example, MueLu and Belos, validates the input parameter list in the xml file and halt the execution if a parameter is misspelled, unknown, or has an incorrect value type. An iterative method in Belos [27] , one of the next-generation solver package, is used as a solver. The solver attributes are set to their default values when Belos object is constructed. These defaults values are usually changed by calling SetParameters() functions. For example, stopping criteria such as the maximum number of iterations and a tolerance can be set to the required values. Therefore, the default solver is changed to either BiCGStab or GMRES. Solve() function solves the system of equations according to the Belos parameters list and stores the solution in LHS.
A FRAMEWORK TO INTEGRATE MFiX WITH TRILINOS
MFiX is written in Fortran and cannot directly be integrated with a library, Trilinos, written in object oriented framework as the memory layout in C++ and Fortran are different. Hence, a framework is developed to integrate the softwares/libraries writ- ten in different languages and exchange the information irrespective of a computer architecture. Hence a well scrutinized and structured communication protocol across the language barriers must provide semantic support to the software/library on either sides of the framework. The framework includes MFIX, Fortran, C and Cpp wrapper. It is shown in Fig.2 . The MFIX wrapper is a Fortran code that understand the structure of the linear system of equations from MFiX. Arrays required for storing the sparse linear system of equations are created in MFIX wrapper and passed to the Fortran Wrapper. The Fortran wrapper transfer the arrays to the C wrapper. The C wrapper acts as a mediator and changes the memory semantics of the arrays in Fortran to C++. The Cpp wrapper uses the arrays to form the system of equations and those equations are solved with an iterative method in Belos. This can be seen in Fig.1 . More details about the framework can be found in [28] .
GOVERNING EQUATIONS
The averaging approach is used to obtain the governing equations that describe inter-penetrating continua.
Continuity equation for fluid phase g:
Continuity equation for solid phase s:
The governing equations, Eqns (1) -(4), are conservation of mass and momentum for the fluid and solid phases. The first and second term in Eqns (1) and (2) represents the rate of change of mass and the net mass flux, respectively.
Momentum equations for fluid phase g:
Momentum equations for solid phase s:
The first term and second term on the left hand side of Eqns (3) and (4) accounts for rate of change of momentum and the advection term, respectively. The first two terms on the right side of the equations represents the force terms, while the last two terms represents the momentum transfer between the fluid and solid phases and body force, respectively. More details about the equations and Eqns (1) - (4) in Cartesian and cylindrical coordinate system can be found in [16, 29] . The equation to model the granular energy for solid phase s:
The first term and second term on the left hand side of Eqn (5) represents the transient and the advection term, respectively. The first two terms on the right side of the equations represents the force terms, while the last two terms represents the energy transfer terms between the fluid and solid phases. More details can be found in [16, 29, 30] .
RESULTS
MFiX is integrated with Trilinos via the framework described in Section 2.1. The computations are carried out with distributed memory parallel MFiX and MFiX-Trilinos on Stampede, Intel Xeon CPU E5-2680 2.7GHz, 32GB RAM, 64KB L1 cache, 256K L2 cache, 20480K L3 cache. The linear system of equations for pressure from MFiX are non-symmetric in nature. Therefore, BiCGStab and GMRES methods are considered to solve the system of equations. The method to solve the system of equations in MFiX and MFiX-Trilinos is same. The stopping criteria for the Krylov-subspace iterative solver is also same. In the present study, the solution from BiCGStab as well as GMRES method in MFiX and Trilinos is compared.
COMPUTATIONS IN TWO DIMENSIONS
First, we considered a fluidized bed with central jet in two dimensions. The fluidized bed is 10cm wide 100cm tall. Initially, the half of the bed is filled with sand particles of size 0.04cm and density of 2g/cm 3 . The void fraction at minimum fluidization of the bed is 0.42. The sand particles are fluidized with air of density of 0.0012g/cm 3 and viscosity of 0.00018Poise. The flow is assumed to be laminar as well as incompressible. The computational domain is discretized with 100 equi-spaced cells in the axial direction and 10 equi-spaced cells in the normal direction. Constant mass flow and pressure boundary condition is specified on the bottom and top boundary, respectively. The central jet velocity is 124.6cm/s while the velocity of fluid from the distributor plate (1.43 < x < 10) is 25.9cm/s. The computations are carried out to simulate the flow with MFiX and MFiXTrilinos. In MFiX, the system of equations for pressure field are solved with native BiCGStab method. However, the same system of equations in MFiX-Trilinos are solved with the same solver in Belos. The equations in MFiX are passed to Trilinos via MFIX, Fortran, C and Cpp wrappers. MFIX wrapper transfers the matrix and the vectors constructed using the "I" and "J" indices in MFiX to Cpp wrapper via Fortran and C wrappers. In Cpp wrapper, the objects for the matrix (Am in Fig.1 ) and the vector (bm in Fig.1 ) are created with Tpetra. This can be seen on line 8, 16 and 17 in Fig.1 . The objects are populated with replace/SumInto GlobalValues functions in Tpetra. This can be seen on line 12 and 20 in the figure. The system of equations are formed via these objects and solved with the preconditioned iterative solver. This can be seen on line 23 and 26 in the figure, respectively. The convergence criteria set for linear solver in MFiX, for example, number of iterations and normalized residue, are also passed to the Cpp wrapper. BiCGStab as well as GMRES method is used to solve the system of equations. The flow with MFiX-Trilinos and MFiX for BiCGStab is compared in Figure 3 . The void fraction from MFiX-Trilinos and MFiX is qualitatively same. This can also be seen in the figure. We also compared the solution from GMRES solver in MFiX and Trilinos and observed that they are qualitatively same. Further, we compared the flow with MFiX and MFiX-Trilinos quantitatively. The comparison is shown in Fig.4 . The volume fraction at y = 25cm from MFiX-Trilinos and MFiX is same at t = 0.3. A minor difference between the volume fraction from MFiX and MFiX-Trilinos can be seen in the figure. However, the difference is less than 1% and negligible. However, the convergence study to quantify the numerical errors will be done in the future.
COMPUTATIONS IN THREE DIMENSIONS
The fluidized bed with central jet in two-dimensions is extended in three dimensions. The width of the bed is 10cm. The number of cells uniformly distributed in the widthwise direction is 10. The velocity of the jet is 61.7cm/s while the velocity of fluid from the distributor plate (1.43 < x < 10, 0 < z < 10) is 25.9cm/s. The initial condition is similar to the one specified for the 2D computations. The equations governing the fluid in the Cartesian coordinate system are solved with MFiX and MFiXTrilinos. In MFiX Trilinos, MFIX wrapper transfers the matrix and the vectors constructed in MFiX via the "I", "J" and "K" indices to the Cpp wrapper. In cpp wrapper, the objects for a septa-diagonal matrix (Am in Fig.1 ) and vectors (bm in Fig.1 The fluidized bed with central jet in two-dimension is extended in the three dimensions. The bed is cylindrical vessel of 10cm diameter 100cm tall. The velocity of the jet is 61.7cm/s while the velocity of fluid from the distributor plate (1.43 < r < 10, 0 < θ < 180) is 25.9cm/s. The computational domain is consists of 100 and 10 equi-spaced cells in the axial and radial and tangential directions, respectively. The equations in cylindrical co-ordinate system are solved. Constant mass flow is specified on the bottom boundary while constant pressure outflow condition is specified on the top boundary. The initial condition is similar to the one specified for the computations in two dimensions. BiCGStab is used to solve the linear system of equations. Figure 7 shows the flow (void fraction) at time t = 0.75 with MFiX (left) and MFiX-Trilinos (right). The flow from the MFiX-Trilinos and MFiX is same. This can also be seen in the figure.
CONCLUSIONS
MFiX is integrated with modern linear solvers in Trilinos via MFIX, Fortran, C and Cpp wrappers. The MFIX wrapper understands the structure of the linear equations and passes the information to the Fortran Wrapper. The Fortran wrapper transfers that information to the C wrapper. This C wrapper transforms the memory semantics and passes the information to the Cpp wrapper that implements the object oriented programming interface. This framework handles the communication between distributed memory parallel MFiX and Trilinos. And, enables us to access the advanced linear solvers in Trilinos and exploit the hybrid computing environments. The integrated solver is tested on fluidized bed problems in two and three dimensions. MFiX uses native iterative method to solve the system of equations, whereas the integrated solver uses the same method in next-generation solver packages in Trilinos. Two iterative methods considered to solve the system of equations are BiCGStab and GMRES. The stopping criteria for the method in MFiX and Trilinos is same. The solution from the integrated solver and MFiX are compared and they are in good agreement. 
