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Avant-propos
Le temps, en astronomie, n’est pas une donne´e imme´diatement perceptible, si bien que
l’image de l’Univers qu’avaient les Anciens e´tait celle de l’immuable. Seules les phases de
la Lune et les plane`tes, dont l’e´tude des e´tranges mouvements allait mener a` la re´volution
copernicienne, apportaient quelques changements dans l’ordre de la Sphe`re Ce´leste. Cet
ordre n’e´tait toutefois pas totalement bouleverse´, car les trajectoires des plane`tes ont e´te´
de´termine´es depuis fort longtemps.
La naissance de l’astrophysique stellaire, puis de la cosmologie, fit entrer le temps comme
donne´e de l’Univers. Aux e´toiles, aux galaxies, a` l’Univers entier, on put donner une date de
naissance, un sche´ma de formation, une description de l’e´volution. Mais l’e´chelle de temps
associe´e pour de´crire ces phe´nome`nes est de l’ordre du million ou du milliard d’anne´es, loin
de celle des humains. Quelques phe´nome`nes curieux, comme certaines e´toiles a` neutrons
dont la vitesse de rotation peut atteindre plusieurs centaines de tours par seconde nous
rame`nent a` des e´chelles de temps plus petites. Cependant, pour la majorite´ des astres,
une observation pendant toute une nuit donne une image dont l’immobilite´ apparente est
satisfaisante dans de nombreux types d’e´tudes.
En fait, un phe´nome`ne, dont l’e´chelle de temps est sans commune mesure avec celle des
objets observe´s et est meˆme si rapide que nous pouvons a` peine le percevoir, vient brouiller
l’image de l’astre immobile d’une fac¸on ale´atoire. Ce phe´nome`ne, c’est la turbulence at-
mosphe´rique. La fragile pellicule de gaz, qui entoure notre plane`te et permet la vie, nous
isole aussi un peu plus de l’Univers en de´gradant la vision que nous en avons. Ceci par la
de´formation du front des ondes lumineuses e´mises par les sources non-terrestres. L’image
d’un astre a` travers un grand te´lescope est ainsi re´duite en petites taches (les speckles ou
〈〈 tavelures 〉〉) s’agitant avec une tre´pidation chaotique, propre a` faire fuir tout De´mon
de Laplace et qui nous fait plus penser a` nos propres vies terrestres qu’a` une improbable
immobilite´ cosmique !
Passons maintenant a` des conside´rations techniques tout aussi passionnantes. Les progre`s
de l’e´lectronique rapide permirent la construction de de´tecteurs et de came´ras capables de
suivre l’e´volution des effets de la turbulence atmosphe´rique. Deux techniques sont alors
envisageables pour obtenir l’image de l’astre telle qu’elle apparaˆıtrait a` travers le te´lescope
en l’absence de turbulence et augmenter ainsi la re´solution angulaire. D’abord la 〈〈 tavelo-
graphie 〉〉 (ou speckle interferometry) qui consiste a` effectuer un traitement statistique a pos-
teriori sur des se´quences d’images courtes pour reconstruire l’image de l’objet de´barrasse´e
des effets de la turbulence. Cette technique est cependant difficile a` mettre en œuvre et
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comporte des limitations quant a` la qualite´ de la reconstruction. La seconde me´thode,
plus re´cente, est celle de l’optique adaptative qui se propose de trancher ve´ritablement le
nœud gordien de la turbulence. On incorpore dans le trajet optique, entre le te´lescope et le
de´tecteur, un ou plusieurs miroirs. Ces miroirs sont de´forme´s en permanence selon l’inverse
de l’aspect de la turbulence analyse´e, elle aussi, en permanence, ce qui reconstruit le front
d’onde tel qu’il e´tait avant sa traverse´e de la couche turbulente. Cette technique audacieuse
commence a` faire son apparition sur de nombreux instruments. Si elle reste perfectible, elle
a de´ja` permis de nombreuses de´couvertes scientifiques.
Dans les deux cas, la dure´e d’acquisition d’une pose, ou d’une trame (c’est-a`-dire d’une
image e´le´mentaire qui entrera dans la statistique pour la tavelographie, ou servira a` l’analyse
du front d’onde pour l’optique adaptative) est courte. Si courte, meˆme, que pour la plupart
des objets, avec la faible quantite´ de lumie`re rec¸ue pour chaque trame, la limite quantique
est atteinte. La lumie`re n’est alors de´tectable que sous forme de particules, les photons. Il
faut donc un de´tecteur capable de mesurer quasi-instantane´ment leurs positions dans un
plan image. Un tel appareil est appele´ 〈〈 came´ra a` comptage de photons 〉〉. J’ai consacre´ une
grande partie de mon travail a` l’e´tude, l’utilisation et le perfectionnement de ces dispositifs.
Pendant le mois de juillet 1995, j’e´tais aux E´tats-Unis, au Harvard-Smithsonian Center for
Astrophysics. Avec Laurent Koechlin et Pete Nisenson, nous essayions alors de remettre
en e´tat une vieille came´ra a` comptage (une des quelques came´ras PAPA qui ont e´te´ cons-
truites). Tre`s vite, sont venues les discussions sur les possibilite´s d’ame´liorer le syste`me
tre`s inge´nieux, mais si difficile a` mettre en œuvre, invente´ par Costas Papaliolios. Une
ide´e ancienne est ressortie, celle de la came´ra a` trois projections, qui fut lance´e lors d’un
brainstorming de l’e´quipe du GI2T auquel assistait L. Koechlin.
Nous avons retravaille´ le concept (que nous avons appele´ 〈〈 came´ra DELTA 〉〉), e´tudie´ sa
faisabilite´. Nos moyens financiers et mate´riels nous ne permettaient pas des technologies
ultra-sophistique´es. Nous avons duˆ recourir a` l’astuce, passer en revue tous les fabricants
de composants optoe´lectroniques (et parfois ne´gocier ferme avec eux !). Nous avons surtout
mise´ sur l’e´volution de l’informatique, toujours plus performante et accessible, pour arriver
a` un concept de came´ra a` comptage de photons ou` l’aspect logiciel importe autant que
l’aspect mate´riel.
Dans le meˆme temps, j’ai tente´ de retracer l’histoire des techniques de comptage de photons
qui ont e´te´ employe´es ou le sont encore. Outre le fait d’assouvir mon gouˆt pour l’histoire
des sciences et des techniques (et de pouvoir lire avec plaisir des vieilles revues scientifiques
de´niche´es dans le sous-sol de la bibliothe`que de l’Universite´ !), cette e´tude m’a convaincu
de l’originalite´ de notre concept et de son inte´reˆt, tout en m’inspirant une grande estime
pour nos pre´de´cesseurs en la matie`re. Sans eux, la possibilite´ meˆme de la came´ra DELTA
n’aurait sans doute jamais existe´.
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Revenons a` pre´sent a` l’observation du ciel. Nous n’avons pas mentionne´ une troisie`me
voie pour s’affranchir des limitations de l’atmosphe`re. Celle-ci est sans doute la plus am-
bitieuse, car elle vise a` obtenir une re´solution angulaire supe´rieure a` celle qui serait obtenue
par le plus grand te´lescope constructible (la re´solution angulaire d’un te´lescope de´pend de
son diame`tre) en absence de turbulence atmosphe´rique. Pour cela, on me´lange les fais-
ceaux lumineux provenant de plusieurs ouvertures (concre`tement, des te´lescopes) formant
un re´seau appele´ 〈〈 interfe´rome`tre 〉〉. Ceci donne dans le plan image un motif particulier ap-
pele´ 〈〈 franges d’interfe´rence 〉〉. L’analyse de ces franges fournit une information parcellaire
sur l’image de l’objet. En re´pe´tant l’analyse pour diffe´rentes configurations au sol et en
utilisant des algorithmes adapte´s aux proble`mes inverses, on peut alors reconstruire l’image
qui serait obtenue par un te´lescope de plusieurs dizaines, voire plusieurs centaines de me`tres
de diame`tre. Le proce´de´ appele´ 〈〈 synthe`se d’ouverture 〉〉 ou 〈〈 interfe´rome´trie stellaire 〉〉 est
utilise´ depuis longtemps en radio-astronomie (ou` les ouvertures sont des antennes). Son
application aux longueurs d’onde de l’optique visible ou infrarouge est plus difficile.
Je dois ici faire une remarque. Tout comme pour la premie`re partie sur le comptage de
photons, j’ai voulu que cette partie sur l’interfe´rome´trie soit non seulement une pre´sentation
de mes travaux, mais comporte aussi des chapitres qui re´sument les travaux ante´rieurs. Ceci
afin de rassembler des informations utiles, souvent disperse´es dans plusieurs publications.
La turbulence atmosphe´rique fait partie des difficulte´s de l’interfe´rome´trie stellaire. Elle
n’est pas un obstacle re´dhibitoire en soi, mais pose des proble`mes instrumentaux redou-
tables. Si certains de ces proble`mes pourront bientoˆt eˆtre re´solus au niveau de chaque
te´lescope graˆce a` l’optique adaptative, il reste cependant celui du re´seau entier qui se mani-
feste par un de´phasage du front d’onde entre les ouvertures. Cet effet de la turbulence est
appele´ 〈〈 piston diffe´rentiel 〉〉. Il pose de nombreuses difficulte´s quant a` la de´tection des
franges d’interfe´rence et aussi quant a` leur suivi.
Car l’une des difficulte´s de l’interfe´rome´trie optique est la minimisation de la diffe´rence de
marche optique entre deux ouvertures, ne´cessaire pour obtenir le cohe´renc¸age, c’est-a`-dire
l’observation possible de franges d’interfe´rence.
C’est sur ces proble`mes de mesure de la diffe´rence de marche et de piston diffe´rentiel que
porte la seconde partie de mon travail. Je me suis penche´ sur un cas particulier d’acquisition
des donne´es interfe´rome´triques : la de´tection de franges avec dispersion spectrale. Ce
syste`me, pour eˆtre optimal, doit faire appel au comptage de photons.
Apre`s avoir de´montre´ qu’il existe alors une identite´ entre la me´thode par transforme´e de
Fourier (utilise´e pour mesurer la diffe´rence de marche a` partir des franges disperse´es)
et l’estimateur du maximum de vraisemblance, je montrerai comment introduire de
l’information a priori, a` partir notamment des donne´es statistiques sur le piston diffe´rentiel,
afin d’augmenter les performances de la mesure de la diffe´rence de marche. Pour cela, il
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est ne´cessaire de disposer d’une came´ra a` comptage de photons disposant d’une importante
re´solution temporelle (en datant pre´cise´ment les photoe´ve´nements). Ainsi, nous rejoignons
les pre´occupations affiche´es dans la premie`re partie de cette the`se.
En marge de ce travail mais toujours sur le meˆme the`me, une autre application des came´ras
〈〈 rapides 〉〉 a` comptage de photons est expose´e. Il s’agit de la reconstruction d’image
d’objets en mouvement dont le flux lumineux rec¸u est faible. J’exposerai aussi brie`vement le
de´veloppement et la re´alisation d’un dateur de photons, appareil s’adaptant sur les came´ras
a` comptage disposant d’une haute re´solution temporelle.
Pour finir, une dernie`re remarque. L’ampleur des projets, leur diversite´, les difficulte´s
mate´rielles (j’y reviendrai dans la conclusion), ont empeˆche´ la concre´tisation imme´diate
de ce que j’expose ici. Plus encore, j’aurais souhaite´, bien suˆr, avoir de´ja` obtenu, graˆce
a` mon travail, des re´sultats astrophysiques nouveaux et inte´ressants, ce qui est la vraie
re´compense de l’instrumentaliste. J’espe`re, malgre´ tout, avoir contribue´ a` l’avance´e des
techniques d’observation. Je pre´senterai donc, avec le plus de pre´cision possible, ce que je
crois eˆtre bon pour l’instrumentation interfe´rome´trique du futur.
Notations utilise´es
Mathe´matiques
(Z et z sont des symboles pris pour exemple)
Symbole Description
Z, z, Zz, zz Scalaires (peuvent avoir une dimension physique).
z˘ Discre´tisation de z (entier(1), sans dimension physique).
z Vecteur a` 2 ou 3 dimensions.
Z Autre tenseur (vecteur de dim.> 3, matrice, tenseur de rang 3 ou plus).
Z[z˘1, . . . , z˘n] Ele´ment du tenseur Z indexe´ par (z˘1, . . . , z˘n).
z1.z2 Produit scalaire de z1 et z2.
z1 ∗ z2 Produit de convolution entre les fonctions z1 et z2.
Cz1z2 Intercorre´lation entre les fonctions z1 et z2.
ẑ Transforme´e de Fourier de la fonction z.
Wz Densite´ spectrale (spatiale) de la fonction z.
Wz Densite´ spectrale (temporelle) de la fonction z.
z¯ Valeur moyenne de z.
z˜ Estimation ou reconstruction, de z.
z∗ Conjugue´ du nombre complexe z.
ZT Transpose´e de la matrice (ou du vecteur) Z.
z˘m De´finition en z (Valeur maximale de z˘ + 1).
δz Petit e´cart, ou re´solution en z (remarque: z = z˘.δz).
∆z Intervalle en z.
FZ(z) Fre´quence: nombre d’apparitions de la valeur z dans Z.
proj
Z
(z) Projection de z sur l’axe Z (vaut z.Z).
prob(. . . Probabilite´ de...
fonc(. . . Fonction de...
arg maxz[. . . Valeur de z maximisant...
arg minz[. . . Valeur de z minimisant...
Var[Z],σ2z Variance de la variable ale´atoire Z.
E[Z] Espe´rance de la variable ala´toire Z.
i Racine des imaginaires (i2 = −1).
δ Distribution de Dirac.
δ Forme discre`te de la distribution de Dirac (δ[0] = 1, δ[z] = 0∀z ∈ IN∗).
(sha) 〈〈 Peigne 〉〉 de Dirac ( (z) =
∑+∞
i=−∞ δ(z − i)).
CZ Fonction circulaire (CZ(z) = 1 si ||z|| < Z/2, CZ(z) = 0 sinon).
Jn Fonction de Bessel d’ordre n.
In Fonction de Bessel modifie´e d’ordre n.
(1) : A` l’exception des coordonne´es DELTA (voir chapitre IV) qui peuvent prendre des valeurs ne´gatives,
les discre´tisations sont des entiers naturels.
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f Hz Fre´quence temporelle.
Φ ph.s−1 Flux de photons.
χ ph.s−1 Bruit d’obscurite´.
N¯ ph.tr−1 Nombre moyen de photons par trame ou par se´quence.
I (1) E´clairement.
I (2) Image e´chantillonne´e
(cartographie d’e´clairement selon l’angle d’incidence).
M (2) Se´quence e´chantillone´e.
V = (Vx,Vy) - Vitesse de de´placement d’un objet dans un plan image.
α rad×rad Coordonne´es angulaires.
u rad−1×rad−1 Vecteur fre´quences angulaires.
P = (x, y) m×m(3) Coordonne´es dans le plan image.
P′ m×m Coordonne´es dans le plan pupille.
P′′ m×m Coordonne´es dans l’autocorre´lation du plan pupille.
w = (u, v) m−1×m−1 Coordonne´es dans le plan de Fourier du plan image.
X,Y , T - Listes de coordonne´es de photons (d’une trame ou d’une se´quence).
A,B,C - Listes de coordonne´es DELTA d’une trame.
T = (a˘, b˘, c˘) - Triplet de coordonne´es DELTA.
(α, β, γ) - Directions des axes de projection DELTA.
λ m Longueur d’onde.
σ m−1 Nombre d’onde (= λ−1).
ν Hz Fre´quence d’une onde e´lectromagne´tique.
EF eV Niveau d’e´nergie de Fermi d’un mate´riau.
Ek eV E´nergie cine´tique (d’un e´lectron).
E Vm−1 Champ e´lectrique.
U V Diffe´rence de potentiel e´lectrique aux bornes d’un dipoˆle.
V V Potentiel e´lectrique en un point par rapport a` une masse.
i A Courant e´lectrique.
R Ω Re´sistance ohmique.
C F Capacite´ e´lectrique.
T K Tempe´rature.
kS - E´missivite´ secondaire.
g¯c - Gain quantique moyen d’un micro-canal.
G¯ - Gain macroscopique moyen d’un intensificateur.
Q - Rendement quantique, taux de transmision de photoe´ve´nements.
(1) : Selon le contexte, on utilisera comme unite´ le photon par seconde ou le watt.
(2) : L’unite´ est soit l’ADU (pas de quantification), soit le photon (pour les images en comptage).
(3) : Afin de simplifier le passage a` la discre´tisation ((x,y)→(x˘,y˘)), il sera pre´fe´rable d’utiliser comme unite´ le pixel.
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Principaux parame`tres et variables physiques
(lie´s a` l’optique et a` l’interfe´rome´trie)
Symbole Unite´ Description
A m2 Aire collectrice.
D m Diame`tre d’une ouverture.
F m Distance focale.
B′ m×m Base au sol d’un interfe´rome`tre a` deux ouvertures.
B m×m Base effective.
B m Norme du vecteur base.
θp rad Angle entre la base au sol et la direction de pointage.
V - Contraste de franges (module de la visibilite´ complexe).
V ′ - Contraste de franges apparent.
κ, σ0 m
−2, m−1 Parame`tres de dispersion spectrale dans un plan image (σ = κx+ σ0).
(up, vp) m
−1×m−1 Position du pic-franges.
wp = (u, vp) m
−1×m−1 Coordonne´es dans la ligne du plan de Fourier contenant le pic-franges.
ϕ rad Phase des franges dans le plan image (0 ≤ ϕ < 2π).
Vφ rad.s−1 Vitesse d’e´volution de phase des franges.
φ rad De´phasage lie´ a` l’atmosphe`re.
∆L m Diffe´rence de marche optique.
∆La m Piston atmosphe´rique (contribution de la turbulence dans ∆L).
C2n m
−2/3 Importance des fluctuations de l’indice de re´fraction.
r0 m Parame`tre de Fried.
τ0 s Dure´e de cohe´rence atmosphe´rique.
τopt s Dure´e optimale de trame.
Va ms
−1 Vitesse de de´placement de la couche turbulente.
h m Altitude.
Constantes physiques
Symbole Description Valeur approximative
h Constante de Planck. 6, 626 075.10−34 Js
kB Constante de Boltzmann. 1, 380 658.10
−23 JK−1
c Vitesse de la lumie`re dans le vide. 299 792 458 ms−1
ε0 Permittivite´ du vide 8, 854 188.10
−12 Fm−1
e Charge e´le´mentaire. 1, 602 177.10−19 C







CHARA Center for High Angular Resolution Astronomy.
COAST Cambridge Optical Aperture Synthesis Telescope.
DAUPHIN Dateur AUtonome de PHotons pour l’INterfe´rome´trie.
DELTA De´tection d’Eve´nement Lumineux par Troix Axes.
” (Detector Enhancement by Linear-projection over Three Axes).
DSP Digital Signal Processor.
ECO Efficacite´ de Couplage Optique.
EMA Extra-Mural Absorption.
FFO Feneˆtre de Fibres Optiques.
FIFO First In First Out.
FLUOR Fiber Linked Unit for Optical Recombination.
FWHM Full Width at Half-Maximum.
GI2T Grand Interfe´rome`tre a` 2 Te´lescopes.
GMC Galette de Micro-Canaux.
GMS Galette de Micro-Sphe`res.
I2T Interfe´rome`tre a` 2 Te´lescopes.
IOTA Infrared Optical Telescope Array.
LAR Ligne-A`-Retard.
MAMA Multi-Anode Microchannel Array.
NEP Noise-Equivalent Power.
NFWHM Normalized Full Width at Half-Maximum.
NPOI Navy Prototype Optical Interferometer
PAPA Precision Analog Photon Address.
PDA PhotoDiode a` Avalanche.
PHD Pulse-Height Distribution.
PM PhotoMultiplicateur.
PTI Palomar Testbed Interferometer.
RAFT Real-time Active Fringe Tracking.
REGAIN REcombinateur pour GrAnd INterfe´rome`tre.
RMS Root Mean Square (racine carre´e de la moyenne des carre´s).
ROF Rapport Objet sur Fond.
RPV Rapport Pic sur Valle´e.
RSB Rapport Signal sur Bruit.
SFAIR Spatiotemporal Fourier Analysis for Image Reconstruction.
SOIRDE´TE´ Synthe`se d’Ouverture InfraRouge a` DE´tection he´TE´rodyne.
STJ Superconducting Tunnel Junction.
SUSI Sydney University Stellar Interferometer.
TBL Te´lescope Bernard-Lyot (2 me`tres du Pic-du-Midi).
TF Transforme´e de Fourier.
VLTI Very Large Telescope Interferometer.
Premie`re partie




Ge´ne´ralite´s sur l’optique corpusculaire
—
1. Le photon
La question de la nature de la lumie`re a fait l’objet d’un long de´bat au cours de l’histoire
des sciences. Au XVIIe`me sie`cle, Rene´ Descartes, apre`s sa description des lois de l’optique
ge´ome´trique, avanc¸a l’hypothe`se selon laquelle la lumie`re serait constitue´e de particules
en mouvement, ide´e partage´e par Isaac Newton un peu plus tard. Ce point de vue fut
re´fute´ d’abord par Christian Huygens a` la meˆme e´poque, puis au de´but du XIXe`me sie`cle
par Augustin Fresnel, qui e´tablit les lois de l’optique ondulatoire. La re´habilitation de
l’hypothe`se corpusculaire se fit graˆce aux travaux de Max Planck, puis d’Albert Einstein.
De fac¸on a` pouvoir de´terminer correctement la loi de rayonnement du corps noir, Planck
e´mit l’ide´e en 1901 que les transferts radiatifs se faisaient par quantite´s indivisibles d’e´nergie
que l’on nomme 〈〈 quanta 〉〉. En 1905, Einstein, tenta expliquer l’effet photoe´lectrique (Fig.
1.1-a), c’est-a`-dire l’e´mission d’e´lectrons par certains mate´riaux en pre´sence de lumie`re
(observe´ la premie`re fois par Hertz en 1887). Il de´crivit, en s’inspirant de l’ide´e de Planck,
la lumie`re comme e´tant compose´e de particules, qui furent d’abord appele´es lichtquanten,
puis 〈〈 photons 〉〉. L’existence du photon permit aussi un peu plus tard d’expliquer l’effet
Compton (absorption par un e´lectron d’une partie de l’e´nergie d’un photon, l’autre partie
donnant lieu a` la cre´ation d’un photon moins e´nerge´tique, le photon initial n’existant alors
plus ; Fig. I.1-b). La me´canique quantique tenta dans les anne´es 1920 de concilier les
caracte`res ondulatoires et corpusculaires de la lumie`re.
Le photon est donc une quantite´ d’e´nergie localise´e (dans les limites donne´es par Heisen-
berg). E´nergie donne´e par la ce´le`bre formule :
E = hν (I.1.1)
ou` h repre´sente la constante de Planck et ν la fre´quence de l’onde associe´e au photon. Dans
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ou` c repre´sente la vitesse de la lumie`re dans le vide. L’existence du photon pose une
limite infe´rieure, dite 〈〈 limite quantique 〉〉, dans la possibilite´ d’observation des phe´nome`nes
faiblement lumineux, c’est-a`-dire particulie`rement en astronomie. Meˆme le de´tecteur le
plus sensible ne pourra observer certains objets pendant un temps de pose donne´, car en
















Figure I.1. Effets photoe´lectrique (a) ; Compton (b).
2. L’imagerie en comptage de photons
On de´finit par 〈〈 imagerie en comptage de photons 〉〉 la re´alisation d’images a` la limite
quantique. Dans ce cas, l’image se forme temporellement photon apre`s photon, chacun
correspondant a` un impact de coordonne´es (x, y) dans le plan de l’image. Si le syste`me
en amont du de´tecteur est du type te´lescope, l’image obtenue apre`s inte´gration d’un tre`s
grand nombre de photons peut alors s’interpre´ter comme e´tant une 〈〈 cartographie 〉〉 de la
distribution des angles d’incidence des photons collecte´s. Chaque incidence se caracte´rise
par deux angles (α, β) ayant leurs correspondants (x, y). L’intensite´ en (x, y) est alors
proportionnelle au nombre de photons d’incidence (α, β). Les re´sultats de l’optique ondu-
latoire concernant la re´solution angulaire d’un te´lescope peuvent d’ailleurs eˆtre retrouve´s
par la me´canique quantique de la fac¸on suivante, en prenant un cas a` deux dimensions. On
prend l’ine´galite´ d’Heisenberg :
δx.δp ≥ h (I.2.1)
δx repre´sente l’inde´termination sur la position du photon et δp l’inde´termination sur sa
quantite´ de mouvement.
On s’inte´resse a` l’instant ou` le photon pe´ne`tre par la pupille d’ouverture D, ce qui va
supprimer l’incertitude totale sur x, mais introduire une incertitude sur p tel qu’il sera
mesure´ dans le plan image graˆce a` la lentille ou au miroir du te´lescope. Comme on ne peut
pas connaˆıtre la position exacte d’un photon dans le plan pupille, on a :
δx = (0, D) (I.2.2)
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En conside´rant que les angles d’incidence des photons de´tectables doivent eˆtre petits, on




(1, α) ⇒ δp = h
λ
(0, δα) (I.2.4)








≥ h ⇒ Dh
λ
δα ≥ h
⇒ δα ≥ λ
D
(I.2.5)
Ce re´sultat rappelle celui obtenu par le principe de Huygens-Fresnel lorsque l’on cherche a`





Figure I.2. Illustration de la re´solution angulaire limite en me´canique quantique.
Nous avons souligne´ pre´ce´demment l’existence de la limite quantique. Celle-ci est relative a`
l’aire collectrice Ac du te´lescope qui ne peut eˆtre augmente´e inde´finiment pour des raisons
pratiques. On arrive aujourd’hui a` obtenir Ac ≈ 200 m2 (cas des quatre te´lescopes du
VLT). Si nous conside´rons la limite 〈〈 instrumentale 〉〉 d’observation comme e´tant lie´e a`
la sensibilite´ du de´tecteur place´ au foyer du te´lescope, alors le caracte`re quantique de la
lumie`re permet de rapprocher la limite instrumentale de la limite absolue. En effet, dans
le cas des phe´nome`nes continus, la limite instrumentale est fixe´e par le bruit propre du
de´tecteur (exprime´ par la puissance e´quivalente de bruit ou NEP) et la dure´e maximale
d’observation τobs durant laquelle la valeur relative au phe´nome`ne observe´ reste constante.
Quelle que soit la NEP et τobs, comme il n’y a pas de limite quantique, il existera toujours
des phe´nome`nes d’e´nergie infe´rieure a` NEP/
√
τobs (qui ne pourront pas eˆtre de´tecte´s).
En revanche, si un de´tecteur de lumie`re est assez sensible pour de´tecter l’e´nergie d’un
seul photon, alors il pourra capter toute l’information lumineuse donne´e par le collecteur.
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Nous allons voir qu’il est physiquement possible de construire un de´tecteur approchant ces
conditions optimales. Approchant seulement car :
a) il n’existe pas d’instruments capable de de´tecter 〈〈 a` tous les coups 〉〉 l’impact d’un
photon. Les processus de de´tection ne se de´clenchent jamais syste´matiquement a`
chaque photoe´ve´nement (voir II-1). Le traitement de l’information correspondant a`
un photoe´ve´nement peut eˆtre errone´ et, parfois meˆme, ne´glige´.
b) Les de´tecteurs posse`dent un 〈〈 bruit d’obscurite´ quantique 〉〉, c’est-a`-dire qu’ils in-
diquent des photoe´ve´nements qui ne se sont pas produits. Ceci est particulie`rement
vrai lorsque l’on de´tecte de particules de faible e´nergie dont font partie Les photons
du spectre visible.
Afin de mesurer la qualite´ des images en comptage de photons, nous allons de´finir une
expression du rapport signal sur bruit dans ces images. Conside´rons un pixel (x˘, y˘) dans
l’image. Soit Φ(x˘, y˘) le nombre de photons par unite´ de temps rec¸us par le pixel. Sa loi de
probabilite´ est une loi de Poisson qui s’e´crit :
prob
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Φ(x˘, y˘) repre´sente l’espe´rance de Φ(x˘, y˘), e´gale a` sa variance. Il s’agit du parame`tre que







ou` τ˘ repre´sente la discre´tisation du temps d’inte´gration et Φi(x˘, y˘) le nombre de photons
rec¸us entre les instants i et i+ 1. Par le the´ore`me de la limite centrale, les fluctuations de
















Le bruit d’obscurite´ est e´galement poissonien d’espe´rance et de variance χ(x˘, y˘) (on
cherchera a` avoir non seulement χ(x˘, y˘) minimum, mais aussi constant pour tous les pixels).
Il va introduire un biais dans l’estimateur. Φ(x˘, y˘) et χ(x˘, y˘) sont des variables ale´atoires
inde´pendantes. Le rapport signal sur bruit (RSB) en (x˘, y˘) exprimera le rapport de la
valeur moyenne du signal sur l’e´cart-type du bruit (racine carre´e de la somme des variances










Φ(x˘, y˘) + χ(x˘, y˘)
(I.2.9)
En ge´ne´ral, un RSB est exprime´ en de´cibels (dB) de la fac¸on suivante :
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RSBdB = 20.lg RSB (I.2.10)
A` τ˘ donne´, on ne peut ame´liorer le RSB qu’en augmentant Φ au niveau du de´tecteur
(jusqu’a` une limite naturelle) et en diminuant χ. Ces deux points seront aborde´s dans
les chapitres suivants consacre´s aux came´ras a` comptage de photons. Nous verrons aussi
qu’il existe d’autres formes du rapport signal sur bruit en comptage de photons propres a`
l’interfe´rome´trie.
3. Me´thodes mathe´matiques en imagerie par comptage de photons
Nous pre´sentons ici la fac¸on dont sont mode´lise´es les images obtenues par comptage de
photons, ainsi que des outils de traitement couramment utilise´s.
3.1. Formalisme de base
Les coordonne´es de photons ne pouvant eˆtre de´termine´es qu’avec une pre´cision limite´e,
celles-ci seront repre´sente´es par des nombres entiers. Un photon, de coordonne´es
discre´tise´es (x˘0, y˘0) dans le plan du de´tecteur et de´tecte´ a` l’instant repre´sente´ par t˘0, sera
alors repre´sente´ par la forme discre`te de la distribution de Dirac :
δ[x˘− x˘0, y˘ − y˘0, t˘− t˘0] =
{
1, si x˘ = x˘0, y˘ = y˘0, t˘ = t˘0;
0, sinon.
(I.3.1)
Les came´ras a` comptage de photons sont 〈〈 extractrices 〉〉 (voir chapitre III) et fournissent
des listes (vecteurs) de coordonne´es de photons X, Y , T . Une image de N photons est
alors une matrice I de x˘m colonnes et y˘m lignes (x˘m et y˘m caracte´risent la 〈〈 de´finition 〉〉






x˘−X[i], y˘ − Y [i]] (I.3.2)
Lorsque l’on a acce`s aux dates des photons, on peut alors de´finir une se´quence de Ns
photons par le tenseur M de rang 3 :





x˘−X[i], y˘ − Y [i], t˘− T [i]] (I.3.3)
3.2. Transforme´e de Fourier de matrices creuses
La transforme´e de Fourier est un outil tre`s utilise´ en traitement d’image. Pour des images
obtenues par comptage de photons, cette transforme´e peut eˆtre optimise´e en tenant compte
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de la proprie´te´ de 〈〈 matrice creuse 〉〉 de ces images, c’est-a`-dire du fait que la plupart des
e´le´ments de la matrice sont nuls. On utilise alors les listes de coordonne´s de photons. Ainsi,
si l’on doit calculer la TF en une fre´quence u˘ d’un 〈〈 vecteur creux 〉〉 Z de dimension x˘m
















Ce calcul pourra eˆtre imple´mente´ en langage C de la fac¸on suivante :
long *X; /* liste de photons dont on calcule la TF en u */
complex *TFV; /* re´sultat de la TF */







Cet algorithme appele´ 〈〈 transforme´e de Fourier de matrices creuses 〉〉 (TFMC) ne´cessite
un temps proportionnel a` N , alors que le meˆme calcul par algorithme de FFT classique
ne´cessite un temps proportionnel a` x˘m ln x˘m (mais en donnant la valeur de la TF a` toutes
les fre´quences). Une comparaison des deux me´thodes quant a` leurs domaines d’optimum
est pre´sente´e dans le chapitre VIII.
3.3. Autocorre´lation de matrices creuses
Tout comme la transforme´e de Fourier, l’autocorre´lation d’une image peut eˆtre opti-
mise´e en utilisant la proprie´te´ de matrice creuse et en exploitant les listes de photons.
L’autocorre´lation d’une image nume´rise´e I est de´finie par :





I[x˘′, y˘′].I[x˘′ + x˘, y˘′ + y˘] (I.3.5)
A` partir des listes X et Y , on peut calculer CII en utilisant l’algorithme suivant :
long *X; /* listes dont on calcule l’AC */
long *Y;















L’algorithme ne ne´cessite aucune multiplication et son temps de calcul est proportionnel




3.4. Densite´ spectrale et proble`me du biais de photons
La densite´ spectrale d’un signal est de´finie par le carre´ du module de sa TF. Dans le cas




































La pre´sence de la constante N dans l’expression de la densite´ spectrale constitue le biais
de photons. Ce biais est e´galement pre´sent dans l’autocorre´lation. En effet, la densite´
spectrale correspond a` la TF de l’autocorre´lation. Donc, la pre´sence d’une constante N
dans la densite´ spectrale correspond a` ajouter N a` la valeur en 0 de l’autocorre´lation.
L’algorithme doit alors eˆtre modifie´ de fac¸on a` ce que la corre´lation d’un photon avec lui-
meˆme ne participe pas a` l’augmentation de l’autocorre´lation, ce qui enle`ve N a` la valeur
en 0, et par conse´quent le biais. L’algorithme d’autocorre´lation de´biaise´ s’e´crit alors :
long *X; /* listes dont on calcule l’AC */
long *Y;



















La de´tection individuelle des photons
dans le domaine visible
—
1. L’effet photoe´lectrique
La de´couverte du photon, puis les progre`s en physique de l’atome, permirent d’expliquer
de fac¸on de´taille´e l’effet photoe´lectrique dans les me´taux, de la fac¸on suivante. Il s’agit de
la transition d’un e´lectron d’un atome du niveau d’e´nergie dit 〈〈 de Fermi 〉〉 EF propre a`
l’atome, au niveau d’e´nergie nulle ou positive, donc hors de l’atome. Cette transition est
faite par l’apport d’e´nergie hν d’un photon. On a donc :
EF + Ek = hν (II.1.1)
ou` Ek repre´sente l’e´nergie cine´tique de l’e´lectron e´jecte´, appele´ alors 〈〈 photoe´lectron 〉〉.
Pour que l’effet photoe´lectrique puisse se produire pour des longueurs d’onde visibles (c’est-
a`-dire comprises entre 0,4 µm et 0,75 µm), l’e´nergie de Fermi doit eˆtre de l’ordre de 1,5 eV,
ce qui correspond a` celle des me´taux alcalins (sodium, potassium, ce´sium). Ceux-ci seront
donc largement utilise´s, ge´ne´ralement en association avec de l’antimoine, dans la fabrication
d’e´le´ments photoe´lectriques appele´s 〈〈 photocathodes 〉〉. La principale caracte´ristique d’une
photocathode est son 〈〈 rendement quantique 〉〉 (note´ Q), c’est-a`-dire la probabilite´ pour
que l’effet photoe´lectrique se manifeste lorsqu’un photon d’une longueur d’onde donne´e
frappe la photocathode. Il est a` noter que le rendement quantique des photocathodes
a` base de me´taux alcalins est souvent trop faible pour les radiations visibles a` grandes
longueurs d’onde. On peut y reme´dier en proce´dant a` une 〈〈 extension dans le rouge 〉〉,
par le´ge`re oxydation de la photocathode (Veith 1950). Les rendements quantiques mesure´s
pour chaque longueur d’onde dans un intervalle donne´ (ici le domaine du visible), donnent
la 〈〈 re´ponse spectrale 〉〉 de la photocathode. La sensibilite´ d’une photocathode est parfois
donne´e sous sa forme 〈〈 lumineuse 〉〉, correspondant a` l’e´clairement par un corps noir de
2856 K. Le flux d’e´lectrons e´mis est alors ge´ne´ralement exprime´ en microampe`res par
lumen (1 lm≈ 1, 47.10−3 W). Une autre fac¸on d’exprimer la sensibilite´ est d’utiliser la
forme 〈〈 radiante 〉〉, correspondant a` l’e´clairement par une source monochromatique dont
on spe´cifie la longueur d’onde. L’unite´ utilise´e est souvent le milliampe`re par watt (1
mA/W correspond a` Q = 0, 225% pour λ = 0, 55µm).
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2. Les premiers de´tecteurs de photons
La possibilite´ de de´tecter individuellement des photoe´lectrons fut envisage´e de`s 1916 par J.
Elster et H. Geitel qui imagine`rent le dispositif suivant. Il s’agissait d’une ampoule remplie
de gaz et contenant une photocathode et une anode. La tension entre la photocathode
et l’anode e´tait re´gle´e de telle sorte que la pre´sence d’un photoe´lectron puisse cre´er un
phe´nome`ne de claquage, de´tecte´ par un e´lectrome`tre.
Le comptage de particules e´mises par radioactivite´ avec le syste`me de Geiger-Mu¨ller (1928),
proche du syste`me de´crit pre´ce´demment, fut adapte´ au comptage des photons du spectre
visible par G. Locher en 1932. Il re´alisa plusieurs compteurs compose´s d’une ampoule a`
l’inte´rieur de laquelle se trouvait une photocathode en forme de trois-quarts de cylindre
creux (le reveˆtement photoe´lectrique se trouvant sur la face inte´rieure), traverse´e sur son
axe par un fil conducteur faisant office d’anode. Plusieurs mate´riaux alcalins, associe´s a`
l’hydroge`ne, furent essaye´s pour la photocathode. Le plus sensible e´tait le potassium, mais
c’e´tait aussi le plus bruyant (122 ph/min de bruit d’obscurite´, contre seulement 5,8 ph/min
pour le ce´sium et 4,7 ph/min pour le sodium). Il fut aussi constate´ que le gaz offrant les
meilleurs re´sultats e´tait l’he´lium, a` cause de son haut potentiel minimal d’ionisation. Dans









Figure II.1. Sche´ma d’un compteur de photons de G. Locher.
A cause de leur faible pre´cision, les de´tecteurs a` gaz furent rapidement abandonne´s dans
le cadre de la photome´trie stellaire de pre´cision. De`s les anne´es 1940, on envisagea alors
l’utilisation dans ce domaine de dispositifs a` multiplication d’e´lectrons.
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3. Les multiplicateurs d’e´lectrons et les photomultiplicateurs
Les travaux sur des dispositifs capables d’e´mettre un grand nombre d’e´lectrons pour chaque
e´lectron rec¸u ont en effet tre`s toˆt eu pour but la de´tection des faibles flux lumineux par
effet photoe´lectrique. De la`, la conception de 〈〈 photomultiplicateurs 〉〉 donnant un courant
e´lectrique mesurable a` partir de faibles flux lumineux. Les photomultiplicateurs (Fig.
II.2) sont toujours fabrique´s aujourd’hui. Ils utilisent la propri´ete´ de certains mate´riaux de
pouvoir e´mettre plusieurs e´lectrons lorsqu’ils sont frappe´s par un seul e´lectron, phe´nome`ne
dit d’〈〈 e´mission secondaire 〉〉. En plac¸ant en 〈〈 cascade 〉〉 plusieurs e´le´ments faits de tels
mate´riaux et appele´s 〈〈 dynodes 〉〉 (terme qui ne deviendra courant dans la littrature sci-
entifique qu’apre`s la seconde guerre mondiale), on peut ainsi obtenir des multiplications
d’e´lectrons de nkSdyn (ndyn est le nombre de dynodes du photomultiplicateur et kS le fac-
teur d’e´missivite´ secondaire). Le guidage des e´lectrons dans le tube se fait par un champ









Figure II.2. Sche´ma d’un tube photomultiplicateur.
L’histoire du photomultiplicateur commence avec la de´couverte de l’e´mission secondaire,
dont le premier dispositif a` l’utiliser fut le 〈〈 Dynatron 〉〉 (syste`me a` re´sistance ne´gative
utilise´ dans les oscillateurs) invente´ par Hull en 1918. Un des premiers multiplica-
teurs d’e´lectrons par e´mission secondaire fut imagine´ par Slepian en 1923. V. Zworykin,
s’inspirant des travaux de Slepian, conc¸ut en 1936 un multiplicateur d’e´lectrons dont les
12 e´le´ments a` e´mission secondaire e´taient faits d’un me´lange d’argent, de zirconium et de
ce´sium. Zworykin annonc¸ait pour son tube un gain en e´lectrons de 1012 (ce qui semble
plutoˆt exage´re´).
En 1940, la Socie´te´ Franc¸aise Radioe´lectrique mit au point un tube photomultiplicateur
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baptise´ 〈〈 MS-10 〉〉 (Coutancier 1940). Il comportait 10 e´le´ments a` e´mission secondaire
de composition Ag − Cs2 − O − Cs, fournissant un gain de 4 000 a` 12 000. Ce tube e´tait
caracte´rise´ par l’utilisation d’un champ magne´tique de 10−2 a` 2.10−2 teslas, appliquant
aux e´lectrons une force de Lorentz qui, associe´e au champ e´lectrique, faisait rebondir
les e´lectrons d’un e´le´ment a` l’autre. Les applications dans l’imagerie de ce de´tecteur
concernaient a` l’e´poque le syste`me de te´le´vision electro-me´canique de Nipkow1, qui ne
ne´cessitait qu’un de´tecteur 〈〈 monopixel 〉〉. L’encombrement du dispositif ne permettait
pas la re´alisation de de´tecteurs-imageurs a` partir d’ensembles de tels tubes. Cependant, le
syste`me magne´tique du MS-10, meˆme si il est aujourd’hui abandonne´ pour les photomul-
tiplicateurs, aura e´te´ la premie`re e´tape la miniaturisation des multiplicateurs d’e´lectrons.
En effet, en 1960, L. Heroux et H. Hinterreger reprirent l’ide´e du photomultiplicateur
magne´tique, mais le simplifie`rent en n’utilisant qu’une seule dynode. Celle-ci e´tait dispose´e
























Figure II.3. Photomultiplicateur MS-10 de la SFR, 1940 (a) ; photomultiplica-
teur magne´tique de Heroux et Hinterreger, 1960 (b) ; micro-canal multiplicateur de
Goodrich et Wiley, 1962 (c).
1 Le syste`me de Paul Nipkow (1884) est le premier dispositif de te´le´vision a avoir e´te´ imagine´ : il s’agit d’analyser,
puis de reconstruire une image. Pour cela, on place dans le plan image d’une chambre photographique un disque
opaque perfore´ tournant a` 1 tour par trame ; les coordonne´es polaires (ρ,θ) des perforations obe´issant a` une loi du
type (ρ=R+k.r,θ=2πk/N), ou` N est le nombre de lignes (et de trous), r l’interligne et 0≤k<N le nume´ro d’une
ligne. Un de´tecteur place´ en aval donnera donc un signal temporel d’occultation, de´crivant l’image ligne par ligne.
Pour afficher l’image, on utilise une ampoule d’e´clairage commande´e par le signal pre´ce´dent. Derrie`re l’ampoule, un
second disque perfore´, synchronise´ en rotation avec le premier, est image´ sur un e´cran de projection.
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G. Goodrich et W. Wiley, de la socie´te´ Bendix, fabrique`rent en 1961 un syste`me identique.
Le gain de leur multiplicateur e´tait de 107 et son e´paisseur de quelques millime`tres. Le
processus de miniaturisation e´tait donc de´ja` bien entame´. Il est a` noter que l’ide´e d’un
multiplicateur d’e´lectrons a` dynode continue fut sugge´re´e et brevete´e par Farnsworth en
1930. L’anne´e suivante (1962), Goodrich et Wiley franchirent un pas de´cisif en inven-
tant le micro-canal multiplicateur, fonctionnant sans champ magne´tique. Ce syste`me est
toujours utilise´ de nos jours. Il s’agit d’un simple tube de verre dont la paroi inte´rieure
peut eˆtre reveˆtue d’un semiconducteur. Une diffe´rence de potentiel de quelques kV est
applique´e aux extre´mite´s du tube et provoque la multiplication des e´lectrons. Goodrich
et Wiley remarque`rent que le gain ne de´pendait pas du diame`tre du tube, mais du rap-
port longueur/diame`tre (note´ αc) de fac¸on proportionnelle. Leurs prototypes avaient un
diame`tre de 0,56 mm et un αc allant de 40 a` 100. Avec de telles dimensions, l’assemblage
paralle`le en matrice de plusieurs de ces dispositifs, dans le but de faire de l’intensification
d’image, devenait re´aliste. Des recherches visant la construction de ces matrices, que l’on
nomme aujourd’hui 〈〈 galettes de micro-canaux 〉〉 (GMC), eurent lieu dans les anne´es 1960.
En 1969, les e´quipes de B. Manley du Mullard Research Laboratory (Grande-Bretagne)
et de G. Eschard du LEPA (France) pre´sente`rent des GMC ope´rationnelles pouvant eˆtre
monte´es dans des intensificateurs d’images. Les efforts de miniaturisation s’e´taient pour-
suivis, puisque les canaux de la galette de Manley avaient un diame`tre de 40 µm. Les







Figure II.4. Principe d’une galette de micro-sphe`res
Une re´cente alternative aux GMC vient d’apparaˆıtre avec les galettes de micro-sphe`res
(GMS). Il s’agit (Tremsin et al. 1996) d’amas de billes de verre d’un diame`tre de l’ordre
de 50 µm ayant la proprie´te´ d’e´mission secondaire. Les e´lectrons sont donc multiplie´s
en traversant une GMS. L’avantage des GMS par rapport aux GMC re´side dans un gain
plus e´leve´ (106 a` 107), la ne´cessite´ d’un vide moins pousse´ (10−2 Pa), une re´duction du
retour d’ions (voir II-6) et un temps de re´ponse plus rapide (de l’ordre de 100 ps). Leur
de´faut actuel concerne leur faible re´solution spatiale (2,5 paires de lignes/mm) qui les
empeˆche de concurrencer les intensificateurs d’images a` GMC. Les GMS sont ne´anmoins
de´ja` produites en se´rie (par El-Mul, en Israe¨l) pour la re´alisation de photomultiplicateurs
a` hautes performances.
Chapitre II. La de´tection individuelle des photons dans le domaine visible 23
4. Le tube Lallemand
C’est lors de la se´ance de l’Acade´mie des Sciences de Paris du 6 juillet 1936, que le prototype
du dispositif invente´ par Andre´ Lallemand fut pre´sente´. Il s’agissait d’un tube en verre de
35 cm de long, renfermant d’un coˆte´ une photocathode au potassium de 8 cm de diame`tre et
de l’autre, soit un e´cran de controˆle en sulfure de zinc, soit une plaque photographique pour
l’enregistrement de l’image par bombardement d’e´lectrons. La focalisation des e´lectrons
e´tait assure´e par une lentille e´lectrique constitue´e d’argenture de´pose´e a` l’inte´rieur du tube
et par une lentille magne´tique faite d’une bobine plate de 10 cm de diame`tre parcourue par
un courant de 0,5 A. Le potentiel acce´le´rateur dans le tube e´tait de 6 000 V, permettant
l’obtention d’une image intensifie´e en sortie. L’ide´e des tubes intensificateurs d’images
de seconde ge´ne´ration germait au fond de´ja` dans l’esprit de Lallemand, puisqu’il sugge´ra
de`s lors de remplacer la plaque photographique par un syste`me multiplicateur d’e´lectrons,
citant ainsi les travaux de Zworykin. Ne´anmoins, les tubes Lallemand, dont de`s 1936
l’inte´reˆt est juge´ 〈〈 remarquable 〉〉 pour l’astrophysique, seront largement utilise´s dans cette

















Figure II.5. Sche´ma d’un tube Lallemand. Apre`s introduction de la photocathode
et pompage du tube, un marteau commande´ par l’aimant torique 1 brise l’ampoule
contenant la photocathode. Celle-ci est alors place´e au foyer graˆce a` l’aimant 2. Le
troisie`me aimant permet de changer la plaque photographique utilise´e.
La description du premier tube Lallemand ope´rationnel sur un te´lescope date de 1951. Des
tubes identiques seront utilise´s jusqu’aux anne´es 1970. Graˆce a` de tels dispositifs, il e´tait
possible d’observer des phe´nome`nes trop peu lumineux pour eˆtre photographie´s normale-
ment, a` cause du voile de fond des plaques photographiques. L’analyse photome´trique
des plaques obtenues par tube Lallemand e´tait ensuite faite avec un instrument appele´ 〈〈
microphotome`tre 〉〉, anceˆtre du scanner informatique. Les performances des tubes Lalle-
mand ne leurs permettaient pas d’atteindre la limite quantique a` cause du voile de fond
re´siduel. En outre, malgre´ leur utilite´, les tubes Lallemand e´taient des instruments fragiles
car entie`rement en verre, et donc peu pratiques d’emploi.
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5. Les intensificateurs d’images
Nous avons vu que le premier syste`me imagine´ par Lallemand, muni d’un e´cran produisant
des photons par bombardement d’e´lectrons (phe´nome`ne de phosphorescence), permettait
l’observation oculaire directe de sce`nes faiblement e´claire´es. Ce syste`me avait aussi e´te´
imagine´ dans une version plus simple, sans e´lectronique de focalisation, par G. Holst,
de la socie´te´ Philips, en 1934. Dans son syste`me, la photocathode et l’e´cran e´taient
se´pare´s de quelques millime`tres, focalisation dite de 〈〈 proximite´ 〉〉 (encore utilise´e actuelle-
ment). Le tube de Holst, malgre´ sa mauvaise re´solution due a` sa structure, fut cons-
truit en se´rie pendant la seconde guerre mondiale pour l’observation en infrarouge (Pratt
1947). Les syste`mes de Lallemand et Holst sont a` la base des intensificateurs d’images
dits de 〈〈 premie`re ge´ne´ration 〉〉, de´veloppe´s principalement pour la vision nocturne et
construits a` partir des anne´es 1950. Les intensificateurs de premie`re ge´ne´ration utilisaient
l’augmentation d’e´nergie cine´tique des photoe´lectrons dans le champ e´lectrostatique comme
moyen d’intensification. Un photoe´lectron acce´le´re´ sous une tension de 15 kV libe`re ainsi
environ 900 photons en frappant un phosphore de type P-20. Il est difficile d’augmenter la
tension, car des risques de claquage apparaissent. Pour augmenter le gain, on imagina de
cascader plusieurs intensificateurs les uns a` la suite des autres, en optimisant l’interfac¸age
e´cran/photocathode par des feneˆtres de fibres optiques, technique mise au point a` la fin
des anne´es 1960. Une feneˆtre de fibre optique en entre´e permet aussi l’utilisation d’une
photocathode courbe, ce qui ame´liore la focalisation e´lectrostatique (Collings et al. 1969).
L’invention de la galette de micro-canaux multipliant les e´lectrons permit la fabrication
d’intensificateurs d’images de seconde ge´ne´ration, au gain bien plus e´leve´ que ceux de la
premie`re et avec une distorsion d’image re´duite. La production industrielle commenc¸a
de`s le de´but des anne´es 1970. Dans les anne´es 1980, apparurent les intensificateurs de
troisie`me ge´ne´ration (Rouaux et al. 1985), diffe´rents des ge´ne´rations pre´ce´dentes par
leurs photocathodes. Celles-ci sont constitue´es de plusieurs couches semiconductrices a`
l’arse´niure de gallium (AsGa). L’avantage par rapport aux photocathodes alcalines est
d’offrir un meilleur rendement quantique au prix d’un bruit d’obscurite´ plus important.
L’intensification dans les tubes de troisie`me ge´ne´ration se fait toujours par une GMC.
On compte aujourd’hui de nombreux constructeurs d’intensificateurs a` GMC, parmi
lesquels Hamamatsu (Japon), Photek (Grande-Bretagne), Varo-Litton (USA), Bharat
Electronics (Inde), Proxitronic (Allemagne), DEP (Pays-Bas). Un intensificateur de se-
conde ge´ne´ration est caracte´rise´ par :
a) Le type de la feneˆtre d’entre´e (lame ou plaque de fibres optiques), ainsi que le
mate´riau utilise´ (borosilicate, MgF2, saphir) de´terminant la transmittance spectrale
de la feneˆtre.
b) Le type et le diame`tre de sa photocathode. Pour la de´tection aux longueurs d’onde
visible, le principal type de photocathode est le S-20 (tri-alcalin Na2KSb). Il existe
aussi de nombreux types disponibles, chacun posse´dant sa re´ponse spectrale propre.
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c) La focalisation (inverseuse ou de proximite´). Une focalisation inverseuse offre un gain
plus e´leve´ en raison du champ e´lectrique entre la photocathode et la GMC qui peut
eˆtre plus e´leve´ que dans un montage a` focalisation de proximite´. En contre-partie,
l’image pre´sente une distorsion (de l’ordre de 5%).
d) Le nombre de galettes de micro-canaux.
e) Le mate´riau (abusivement appele´ 〈〈 phosphore 〉〉 alors qu’il s’agit en fait de produits
a` base de ZnS principalement) utilise´ pour l’e´cran. Ces mate´riaux sont re´fe´rence´s par
la lettre P suivie d’un nombre. Ils sont caracte´rise´s par leur spectre d’e´mission et leur
re´manence, c’est-a`-dire le temps de de´croissance de leur e´mission de photons, lorsqu’ils
sont bombarde´s d’e´lectrons. Le phosphore le plus courant est le P-20. C’est aussi un
des plus re´manents, ce qui le rend peu adapte´ au comptage pre´cis des photons, comme
nous le verrons ulte´rieurement.
f) Le type de la feneˆtre de sortie (options identiques a` celles de la feneˆtre d’entre´e).
g) La distribution d’intensite´. Le gain d’un intensificateur n’est pas constant d’un
photoe´ve´nement a` l’autre. On donne alors souvent l’histogramme des intensite´s
(donc des gains) obtenus pour chaque photoe´ve´nement. Le profil de cette distribution
de´pend du nombre de GMC de l’intensificateur. Avec une GMC, la distribution est
du type exponentielle (Guest 1971). Pour plus d’une GMC, un pic apparaˆıt dans la
distribution. On caracte´rise alors la distribution par le rapport de l’amplitude du pic
sur celle de la valle´e (RPV) et la largeur a` mi-hauteur du pic normalise´e par l’abscisse
du maximum du pic (NFWHM). Le rapport signal sur bruit de l’intensificateur utilise´
en comptage de photons sera optimal pour RPV maximal et NFWHM minimal.
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Figure II.6. Sche´ma d’un intensificateur d’images de seconde ge´ne´ration a` focalisa-
tion inverseuse (a) ; et de proximite´ (b).
Il faut remarquer que le gain d’un intensificateur donne´ par les constructeurs est
ge´ne´ralement le gain moyen 〈〈 macroscopique 〉〉 G¯ qui tient compte d’un grand nombre
de photons en entre´e et correspond au rapport du flux lumineux en sortie sur celle en
entre´e. Le rendement quantique est donc inclus dans le calcul. Dans le cas d’une applica-
tion de comptage, le 〈〈 gain quantique 〉〉 g¯ (nombre moyen de photons e´mis pour chaque
photoe´lectron) est obtenu en divisant G¯ par le rendement quantique.
Notons e´galement que le gain est ge´ne´ralement donne´ pour un phosphore P-20 (lequel
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e´met environ un photon pour 17 eV d’e´nergie cine´tique d’e´lectron rec¸ue). Les phosphores
rapides P-46 ou P-47 ont un rendement plus faible : 230 eV par photon pour le P-46 et 47
eV par photon pour le P-47.
Figure II.7. Courbes de re´ponse spectrale (sensibilite´ radiante) de diffe´rentes photo-
cathodes, de spectre d’e´mission et de de re´manence de diffe´rents types de phosphores et
de distribution d’intensite´ selon le type d’intensificateur (V4170U : 2 GMC, V5102U
: 3 GMC) ; doc. Hamamatsu Photonics.
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6. Proble`mes des intensificateurs d’images
Certains phe´nome`nes physiques peuvent troubler le bon fonctionnement d’un intensifica-
teur d’images, ce qui se traduit par la pre´sence de bruit dans l’image intensifie´e. Parmi
ces phe´nome`nes, nous pouvons citer celui de l’ionisation (Adams & Manley 1966). Bien
que le vide dans le tube d’un intensificateur soit tre`s pousse´ (de l’ordre de 10−4 Pa), des
mole´cules de gaz y subsistent ne´anmoins en quantite´ suffisante pour qu’elles puissent eˆtre
ionise´es par les e´lectrons, et ce, avec une probabilite´ non-nulle. Lorsqu’une mole´cule est
ionise´e par un e´lectron (photoe´lectron ou e´lectron secondaire), elle e´jecte un e´lectron qui
est alors parasite si l’ionisation a` lieu avant la GMC. L’ion positif cre´e´ se dirige alors, sous
l’action du champ e´lectrique, vers la photocathode, et en la percutant libe`re des e´lectrons
parasites. L’ionisation se manifeste sur l’e´cran de l’intensificateur par des spots plus gros
que ceux ge´ne´re´s par action des photons en entre´e. Ce de´faut peut eˆtre corrige´ en utilisant
des micro-canaux recourbe´s, ce qui limite le retour des ions (Boutot et al. 1976) car ceux-ci
sont absorbe´s par les parois du micro-canal. Dans le cas d’assemblage de plusieurs GMC
pour obtenir des gains tre`s importants (voir plus loin), celles-ci ont des canaux en biais et
sont oriente´es l’une par rapport a` l’autre de fac¸on a` ce que les trajets des e´lectrons soient
en zig-zag, ce qui permet e´galement l’absorption des ions (Collson et al. 1973).
Un autre proble`me est l’e´mission dite 〈〈 thermoionique 〉〉, c’est a` dire l’e´mission spontane´e
d’e´lectrons par la photocathode a` cause de la tempe´rature. Le flux d’e´lectrons d’origine
thermoionique peut eˆtre de´crit (Duchesne 1964) par la loi de Richardson modifie´e :






ou` kE est la constante d’e´mission thermoionique, PR est la probabilite´ de re´flexion de
l’e´lectron vers l’inte´rieur de la photocathode, T la tempe´rature et kB la constante de
Boltzmann. La photocathode e´tant soumise a` un champ e´lectrique lorsque l’intensificateur
fonctionne, l’expression pre´ce´dente devient alors :








ou` e repre´sente la charge e´le´mentaire et E le champ e´lectrique au niveau de la photocathode.
L’e´mission thermoionique peut donc eˆtre re´duite par abaissement de la tempe´rature. Enfin,
une troisie`me cause de bruit dans les intensificateurs d’images est la re´action chimique de
la photocathode avec les gaz re´siduels dans le tube (Geiger 1955), cause e´galement de la
de´gradation du rendement quantique des photocathodes au cours du temps (Decker 1969).
Deux des proble`mes lie´s aux GMC sont les limitations en gain et en flux. La limitation
en gain (Loty 1971) est due au fait que dans le processus de multiplication des e´lectrons,
chaque e´lectron secondaire laisse une charge positive sur la paroi du micro-canal. Lorsqu’en
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un point le champ e´lectrique produit par ces charges positives en aval est de meˆme intensite´
que celui cre´e´ par la tension applique´e aux extre´mite´s de la GMC, le champ re´sultant est
nul et tout e´lectron secondaire ge´ne´re´ en ce point ne peut pas sortir du micro-canal.
Figure II.8. Gain d’une GMC en fonction de la tension Uc a` ses extre´mite´s et
du rapport longueur sur diame`tre (en abscisse). W correspond au rapport Uc/α.
L’e´nergie de l’e´lectron primaire est de 2 keV. (d’apre`s Guest 1971).
Les e´lectrons pre´ce´dents ne sont plus acce´le´re´s, mais conservent leur vitesse horizontale et
sortent du micro-canal. On est alors en re´gime de saturation. Si la longueur du micro-
canal est encore plus importante (a` diame`tre constant), certains des e´lectrons, en percutant
les parois du micro-canal ne cre´eront pas d’e´mission secondaire et seront absorbe´s. On
assistera alors a` une diminution du gain (Guest 1971) et la loi empirique de Goodrich et
Wiley sur le rapport entre gain et αc est mise en de´faut. Schagen (1974) donne la formule









ou` Ek est l’e´nergie cine´tique (en eV) d’un e´lectron percutant le micro-canal, Uc est la ten-
sion applique´e aux extre´mite´s du micro-canal et E0 l’e´nergie initiale d’un e´lectron secon-
daire (environ 1 eV). On a alors une valeur optimale αcM qui correspond au gain maximal.
On peut calculer que αcM = Uc/16, 5. Cette valeur s’accorde avec les re´sultats de Guest
(Fig. II.8) pour les valeurs de Uc faibles (Uc < 800 V), mais tend a` diverger pour des
tensions plus e´leve´es.
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Pour augmenter le gain d’un intensificateur, on place deux GMC en cascade e´loigne´es
d’environ 100 µm. Ceci a pour effet de re´partir la charge en sortie de la premie`re GMC
sur plusieurs micro-canaux de la seconde GMC et d’e´loigner cette charge de la charge
positive cre´e´e dans la premie`re GMC. Le phe´nome`ne de saturation est donc retarde´ et le
gain multiplie´ par 1 000 environ.
La limitation en flux est lie´e a` la dure´e τr du repeuplement en e´lectrons de chaque micro-
canal. Celle-ci peut atteindre plusieurs millisecondes en re´gime de saturation (Wiza 1979).
Ne´anmoins, les GMC actuelles ont un τr annonce´ de quelques dizaines de microsecondes.
Lorsque le re´gime d’impulsion a` l’entre´e a une fre´quence telle que le repeuplement ne peut
pas eˆtre complet, on observe alors une diminution du gain du micro-canal. On constate
(Loty 1971) que celui-ci joue le roˆle d’un amplificateur avec filtre passe-bas. La loi qui






Certaines pre´cautions sont a` prendre lors de l’utilisation d’un intensificateur. La photoca-
thode ne doit pas eˆtre expose´e a` la lumie`re ambiante (meˆme si l’intensificateur est e´teint)
et l’on doit veiller, lors de l’utilisation, a` ce que le flux d’entre´e ne soit pas trop fort au
risque de de´truire la photocathode.
7. Le tube Digicon
L’inte´reˆt du tube 〈〈 Digicon 〉〉, invente´ en 1971 par l’e´quipe de E. Beaver de l’Universite´
de San Diego, est qu’il s’agit d’une des premie`res alternatives e´lectroniques aux tubes
Lallemand. Le Digicon n’e´tait pas a` proprement parler un imageur, puisqu’il ne mesurait
les photons que dans une seule dimension. Sa principale application e´tait donc la spec-
trome´trie. Base´ sur le principe d’un intensificateur de premie`re ge´ne´ration, son originalite´
vient du fait que les photoe´lectrons acce´le´re´s percutaient, au lieu d’un phosphore, une
barrette de 38 diodes. Le signal fourni par chaque diode incre´mentait un des 38 registres
de 16 bits. Les valeurs des registres obtenues au bout d’un certain temps d’inte´gration
pouvaient alors donner le spectre. Le Digicon connut son heure de gloire en e´tant utilise´
(dans une version comportant un bien plus grand nombre de diodes) pour le spectrome`tre
objets faibles du te´lescope spatial Hubble.
Il est a` noter que H. Herrmann et C. Kunze pre´sente`rent en 1969 un spectrome`tre a`
comptage de photons, fonctionnant dans l’ultraviolet et comprenant une barrette de 40
photomultiplicateurs miniaturise´s. En raison de sa faible re´solution par rapport a` son
encombrement, ce syste`me fut rapidement supplante´ par les tubes Digicons et les dispositifs
a` intensificateurs d’images.
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Le principe du tube Digicon a e´te´ repris pour le comptage de photons par diode bombarde´
pour la photome´trie de pre´cision (Cuby et al. 1988). Il s’agit de placer une photodiode ou
une barrette CCD (pour la spectrome´trie), dans un tube a` vide muni d’une photocathode.
Chaque photoe´lectron est acce´le´re´ sous une tension de 25 kV et en percutant le de´tecteur
en silicium y cre´e une charge moyenne de 7 500 e´lectrons. Avec une diode unique, la distri-
bution d’intensite´ pre´sente un RPV de 20 et une NFWHM de 0,25. Avec une barrette CCD
(Thomson TH31513), les performances sont moins bonnes (RPV=0,33 et NFWHM=0,22)
en raison de la structure plus complexe de la barrette (Cuby 1988).
8. Solutions alternatives pour la de´tection de photons
Les came´ras a` comptage de photons que nous allons e´tudier dans le prochain chapitre
reposent toutes sur le principe d’une multiplication des photoe´lectrons par GMC dans un
vide pousse´. Par conse´quent, ce sont des dispositifs one´reux et fragiles. On souhaite qu’un
jour des syste`mes entie`rement 〈〈 e´tat solide 〉〉 leur succe`dent. Ces dispositifs pourraient
eˆtre base´s sur le principe des jonctions supraconductrices a` effet tunnel ou STJ (Super-
conducting Tunnel Junction) actuellement a` l’e´tude (Peacock et al. 1996). Il s’agit d’un
〈〈 sandwich 〉〉 de diffe´rents mate´riaux (Nb/Al/Al2O3/Al/Nb), dont la proprie´te´ est de se
charger proportionnellement a` l’e´nergie d’un photon incident. Un tel dispositif serait donc
particulie`rement inte´ressant pour la spectro-imagerie a` faible flux. Les prototypes fabrique´s
sur ce principe ont un rendement quantique de 50 %, un taux de comptage maximal de
2500 photons par seconde et une distribution d’intensite´ avec RPV=3 et NFWHM=0,32
(pour λ = 250 nm). Le proble`me des STJ est qu’ils ne travaillent qu’a` de tre`s basses
tempe´ratures (370 mK). De plus, l’assemblage en matrices de grandes tailles d’e´le´ments
STJ soule`ve des proble`mes techniques non encore re´solus. Un progre`s a e´te´ constate´ en
remplac¸ant le niobium par du tantale (Peacock et al. 1997). On a alors RPV proche de
l’infini et NFWHM=0,05 (toujours pour λ = 250 nm). La re´solution spectrale limite est
de 8 nm a` λ = 200 nm et de 80 nm a` 1000 nm.
Une autre solution e´tat-solide re´side dans l’emploi de photodiodes a` avalanche (PDA).
Ces PDA (Brown et al. 1987) sont forme´es d’une e´lectrode transparente semiconductrice
p+ que traversent les photons incidents. En frappant un semiconducteur intrinse`que π,
chaque photon cre´e une paire e´lectron-trou. L’e´lectron, en traversant une re´gion a` haut
champ e´lectrique constitue´ par une jonction pn+, de´clenche une cascade d’ionisations et
libe`re alors un grand nombre d’e´lectrons. Deux modes de fonctionnement existent. Dans le
premier, la tension Vd aux bornes de la PDA est infe´rieure a` un seuil critique Vc d’environ
200 V. Le processus de cascade est alors convergent : le nombre total d’e´lectrons libe´re´s
par un photoe´ve´nement est fini (et en ge´ne´ral de l’ordre de 100). Dans ce cas, le bruit
de lecture devant eˆtre tre`s bas en raison du faible gain, le flux maximal est infe´rieur a`
50 000 ph/s. Dans le second mode appele´ 〈〈 mode Geiger 〉〉, on a Vd > Vc et la cascade est
divergente, donnant lieu a` un nombre the´oriquement infini d’e´lectrons libe´re´s. On doit alors
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proce´der apre`s chaque photoe´ve´nement a` l’extinction (quenching) de la PDA en ramenant
Vd infe´rieur a` Vc. Pour cela, on peut utiliser une me´thode passive en plac¸ant simplement
une re´sistance RL en se´rie avec la PDA. Le courant id cre´e´ par le photoe´ve´nement ame`ne la
tension aux bornes de la PDA de Vd = Vs > Vc a` V
′
d = Vr−RLid < Vc. On peut e´galement
utiliser une me´thode active en employant un montage e´lectronique alimentant la PDA
en diminuant Vd de`s qu’un photoe´ve´nement a e´te´ de´tecte´. Le proble`me de l’extinction
passive vient des capacite´s parasites du syste`me, cre´ant ainsi un circuit RC (filtre passe-
bas) qui limite la bande-passante du comptage. Ne´anmoins, si l’extinction passive est
moins performante au niveau du flux maximal que l’extinction active, des photoe´ve´nements
distants de 400 ps ont pu eˆtre discerne´s par une PDA a` extinction passive avec un caˆblage



























Figure II.9. Structure d’un STJ (a) ; structure d’une PDA (b) ; sche´ma e´lectrique
d’une PDA a` extinction passive (c).
En ce qui concerne les applications a` l’imagerie, des barrettes de PDA de 32 pixels ont e´te´
re´alise´es (Trakalo et al. 1987), mais celles-ci fonctionnent en mode 〈〈 sous-Geiger 〉〉 avec
un gain de 60, ce qui les rend peu pratiques pour le comptage de photons. Le proble`me
du mode Geiger provient de l’e´mission de photons parasites qui peuvent de´clencher a` leur
tour des impulsions secondaires. Dans le cas d’assemblage en barrettes ou en matrices
de PDA, ces photons parasites iraient activer les pixels voisins (Nightingale 1991). Le
bruit re´sultant dans les images serait alors inacceptable. Ce phe´nome`ne d’e´mission de
photons est encore me´connu et sera peut-eˆtre un jour re´solu pour permettre la re´alisation
d’imageurs de photons a` matrices de PDA. Pour l’instant, l’inte´reˆt des PDA se limite
a` constituer une alternative aux photomultiplicateurs, en ayant l’avantage d’un meilleur
rendement quantique (45% a` λ = 830 nm), d’un prix plus bas et d’une meilleure fiabilite´.
Le bruit d’obscurite´ des PDA est cependant e´leve´ a` tempe´rature ambiante (environ 17 000
ph/s a` 20◦C), mais peut eˆtre ramene´ a` moins de 1 ph/s en refroidissant la PDA a` −100◦C
au moyen d’azote liquide.
CHAPITRE III
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Ce chapitre ne pre´tend pas pre´senter le panorama complet des came´ras a` comptage de
photons existantes. Je me suis donc limite´ a de´crire en de´tail les instruments de´veloppe´s
apre`s 1980 et toujours utilise´s aujourd’hui dans le domaine de la haute-re´solution angulaire
en astronomie. Afin de donner une perspective historique a` cet inventaire, je pre´senterai
auparavant quelques re´alisations plutoˆt oriente´es vers l’imagerie de photons de hautes
e´nergies (UV, X, γ). Cette pre´sentation couvre une pe´riode allant des anne´es 1950 jusqu’a`
nos jours. Comme nous le verrons, la varie´te´ des dispositifs conc¸us (avec plus ou moins de
succe`s) est proprement fascinante et te´moigne bien de l’imagination des chercheurs et des
inge´nieurs dans le domaine de l’imagerie de particules.
2. Les premie`res came´ras a` comptage de photons
Avant d’aborder ce sujet qui est au centre de notre expose´, il convient d’abord de clarifier
la terminologie employe´e. En franc¸ais, une 〈〈 came´ra 〉〉 de´signe un appareil enregistrant
des se´quences d’images, l’intervalle entre chaque image (appele´e 〈〈 trame 〉〉) e´tant suf-
fisamment court (au pire e´gal au temps de re´manence de l’œil humain) pour effectuer
l’analyse temporelle du phe´nome`ne observe´. Le terme anglais camera, englobe lui les
enregistreurs d’images fixes comme les appareils photo (de´signe´s cependant parfois de
fac¸on plus soigneuse par still cameras). Cette de´finition semble s’e´tendre au vocabulaire
franc¸ais, puisque l’on parle en astronomie de 〈〈 came´ra CCD 〉〉 alors que ce dispositif rem-
plit ge´ne´ralement la fonction d’un appareil photo. Dans mon expose´, le terme 〈〈 came´ra a`
comptage de photons 〉〉 sera utilise´ au sens de´fini en premier. On appelera donc ainsi les
dispositifs capables d’enregistrer des se´quences d’images a` la limite quantique de flux.
Cependant, les premie`res came´ras a` comptage de photons e´taient utilise´es pour produire
des images fixes par inte´gration des trames. Ces dispositifs, tel celui re´alise´ a` l’Universite´
de Princeton par J. Lowrance en 1976, avaient pour but de remplacer le syste`me tube
Lallemand + microphotome`tre. Ils re´alisaient des images nume´riques ou` l’intensite´ de
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chaque pixel e´tait code´e sur 16 bits, permettant alors une photome´trie de pre´cision. Ces
syste`mes remplissaient donc la fonction des matrices CCD actuelles. Ils e´taient constitue´s
d’un intensificateur couple´ a` une came´ra de te´le´vision a` tube (du type Isocon ou SEC).
Les signaux en sortie e´taient alors seuille´s et e´chantillonne´s temporellement, de fac¸on a`
donner un signal nume´rique ou` les photons apparaissaient a` l’e´tat logique haut. Ce signal
nume´rique e´tait alors ajoute´ au contenu d’une me´moire vive, dans laquelle l’image se
formait progressivement par inte´gration.
Mais la ne´cessite´ des came´ras a` comptage de photons s’est surtout impose´e en astronomie
avec les techniques d’imagerie a` haute re´solution angulaire, parmi lesquelles la speckle in-
terferometry ou 〈〈 tavelographie 〉〉 invente´e par Antoine Labeyrie en 1970. Cette technique
a pour but de de´passer la limite de re´solution angulaire impose´e par la turbulence atmo-
sphe´rique (limite appele´e seeing), par l’analyse mathe´matique a posteriori de nombreuses
et courtes poses. La dure´e de chaque pose doit en effet eˆtre suffisamment courte pour
que les speckles, ou tavelures, resultants de la de´gradation atmosphe´rique paraissent fige´s.
Cette dure´e est de l’ordre de 1 a` 10 millisecondes. Par conse´quent, chaque trame est peu
expose´e et la limite quantique est rapidement atteinte lors d’observations stellaires. Une
des premie`res came´ras pour la tavelographie fut construite par Dan Gezari en 1972. Il
s’agissait d’un projecteur de cine´ma au format 16 mm ou` l’objectif e´tait remplace´ par
un intensificateur d’images. Un dispositif me´canique plaquait pe´riodiquement la pellicule
enregistreuse sur le phosphore de l’intensificateur pour enregistrer les trames. Bien que les
came´ras vide´o existaient de´ja`, l’avantage du support argentique e´tait qu’il permettait un
traitement tavelographique sans calculateur, en utilisant simplement un montage d’optique
de Fourier en e´clairage cohe´rent (permettant seulement de caracte´riser les e´toiles doubles).
Ne´anmoins, les progre`s de l’informatique permirent d’utiliser les techniques vide´o pour la
tavelographie. Vers 1975, l’e´quipe d’Antoine Labeyrie utilisa une came´ra de te´le´vision a`
tube du type 〈〈 Nocticon 〉〉e´quipe´e d’un intensificateur d’images. Le signal en sortie e´tait
enregistre´ par un magne´toscope, pour eˆtre relu pendant la phase de traitement informa-
tique.
3. La mesure des coordonne´es de photons
Nous allons a` pre´sent centrer notre e´tude des came´ras a` comptage de photons sur celles
munies d’un dispositif donnant directement en sortie les coordonne´es (x, y) des photons
incidents. En ce qui concerne les syste`mes de mesure des coordonne´es de photons ceux-ci
peuvent eˆtre classe´s en deux cate´gories :
a) Les syste`mes dits 〈〈 optiques 〉〉 travaillant a` partir des spots en sortie d’un intensifica-
teur. Ils sont faciles a` mettre en œuvre et re´parables, mais parfois munis d’un train
optique complexe.
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b) Les syste`mes dits 〈〈 e´lectroniques 〉〉 qui utilisent directement le nuage d’e´lectrons
en sortie d’une pile de GMC. La me´thode de mesure est de´termine´e par le type
d’anode (anode wedge-and-strip, anode re´sistive, anode a` co¨ıncidences, anode lignes-a`-
retard...). Ils sont plus simples de conception, mais plus difficiles a` fabriquer (ne´cessite´
de cre´er un vide pousse´ dans un tube) et irre´parables (destruction de tous les com-
posants en cas de rupture du tube).
3.1. Les premiers syste`mes optiques et vide´o
Nous devons d’abord dire un mot sur la came´ra de Hal Anger, invente´e en 1953, qui est en
fait la premie`re came´ra a` comptage de photons donnant les coordonne´es de ces derniers.
Cette came´ra est cependant limite´e aux photons gamma et l’imagerie d’objets a` distance
finie dans ce domaine est tre`s diffe´rente du visible, en raison de l’obligation d’une focali-
sation de proximite´. On se retrouve alors avec des images 〈〈 grandeur nature 〉〉, d’ou` des
grandes surfaces de scintillateurs (convertissant chaque photon gamma en un ensemble de
photons visibles), ce qui facilite l’assemblage du dispositif optique de mesure. Les photons
secondaires e´mis par le scintillateur illuminent des photomultiplicateurs place´s selon une
grille hexagonale. Par interpolation des intensite´s mesure´es en sortie de chaque photomul-
tiplicateur, on retrouve les coordonne´es du photon gamma. La faible aire des phosphores
des intensificateurs empeˆche l’extrapolation directe du syste`me de Anger aux came´ras du
domaine visible. Cependant, l’inge´niosite´ du dispositif aura certainement donne´ des ide´es
pour la mesure de coordonne´es de photons visibles.
Les recherches sur les dispositifs optiques capables de donner instantane´ment des coor-
donne´es de photons incidents commence`rent a` la fin des anne´es 1960. L’e´quipe de P.
Iredale pre´senta en 1969 diffe´rents syste`mes de mesure de position de photons sur un
axe x. Trois me´thodes furent propose´es, deux analogiques, une nume´rique. La solution
nume´rique consistait a` imager le photon sous la forme d’un trait projete´ sur un masque
binaire. Ce masque e´tait place´ a` l’entre´e de fibres optiques de section rectangulaire, relie´es
chacune a` un photomultiplicateur. Les sorties des photomultiplicateurs donnaient alors, en
binaire, la coordonne´e du photon. La premie`re solution analogique consistait a` imager le
photon sur un filtre dont l’opacite´ variait selon la direction de x. Un photomultiplicateur
derrie`re la plaque donnait alors un signal d’amplitude proportionnelle a` x.
La seconde solution analogique consistait a` imager le photon, avec une certaine
de´focalisation, sur les entre´es de fibres optiques de section rectangulaire relie´es a` des pho-
tomultiplicateurs. Par combinaison des amplitudes a` la sortie des photomultiplicateurs (un
peu comme sur les came´ras Anger), on trouvait la coordonne´e x. Cette dernie`re me´thode
fut juge´e la plus fiable et Iredale proposa de l’e´tendre pour les mesures a` deux dimensions.
En fait, le premier extracteur de coordonne´es de photons a` deux dimensions fut re´alise´ par
A. Boksenberg en 1972. Il s’agissait d’un syste`me complet d’imagerie en comptage de pho-
tons, similaire a` celui construit plus tard par Lowrance, a` ceci pre`s qu’au lieu d’additionner
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chaque trame au contenu de la me´moire, le syste`me de Boksenberg, apre`s avoir repe´re´ un
photon dans une trame, envoyait a` la me´moire ses coordonne´es sous forme d’une adresse,
avec ordre d’incre´menter le contenu correspondant. Cette technique re´duisait le nombre















Figure III.1. Trois me´thodes de mesure des coordonne´es de photons a` une dimension
expe´rimente´es par P. Iredale. Codage binaire (a) ; modulation de l’intensite´ par
densite´ variable (b) ; calcul du barycentre du spot de´focalise´ (c).
La possibilite´ de disposer ainsi directement des coordonne´es des photons se trouva na-
turellement applique´e a` la tavelographie. Sur le syste`me d’acquisition de Labeyrie de
1975, il e´tait ne´cessaire, de fac¸on a` optimiser le temps de calcul, de travailler directement
sur les coordonne´es des photons au lieu des trames et de de´charger l’ordinateur (a` l’e´poque
un DEC PDP-8, puis un HP 21-MX) de la taˆche consistant a` extraire les coordonne´es de
photons des trames. Alain Blazit conc¸ut alors en 1976 un extracteur e´lectronique de co-
ordonne´es de photons avec une de´finition de 256 × 256 pixels, ainsi qu’un autocorre´lateur
e´lectronique qui permettait de se passer d’ordinateur pour le traitement tavelographique
des trames.
3.2. L’anode wedge-and-strip
En 1966, Anger inventa le concept de came´ra wedge-and-strip. Dans ce syste`me, la cible
des photoe´lectrons est une anode forme´e de trois e´lectrodes de formes particulie`res (Fig.
III.2-b). La diffe´rence des intensite´s mesure´es en A et B donne la coordonne´e y, tandis
que celle des intensite´s mesure´es en C et D donne x. Des came´ras fonctionnant ainsi
ont e´te´ de´veloppe´es a` l’Universite´ de Berkeley (Martin et al. 1981) et a` l’Universite´ de
Londres (Siegmund et al. 1983), en utilisant des GMC devant l’anode. Le proble`me de
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la technologie wedge-and-strip vient de la re´manence des anodes limitant le flux maximal
(40 000 ph/s pour la came´ra de Siegmund et al.) et de la de´focalisation (ne´cessaire a`
l’e´talement du nuage sur les anodes) qui pose des proble`mes de de´viation des e´lectrons par
le champ magne´tique environnant.
Collimateur en plomb
A A A














Figure III.2. Les deux syste`mes de Anger : came´ra gamma (a) ; anodes wedge-and-
strip (b). La zone grise´e repre´sente une re´partition possible du nuage d’e´lectrons sur
les e´lectrodes A, B, C.
3.3. L’anode re´sistive
Une autre solution tre`s simple pour le repe´rage des coordonne´es de photons, est l’utilisation
d’une anode re´sistive. Il s’agit d’une simple plaque d’un mate´riau re´sistif place´e en sortie
d’une GMC. En mesurant les intensite´s obtenues en sortie des quatre extre´mite´s de cette
anode re´sistive, on peut en de´duire la position du photoe´ve´nement. Le premier prototype
de telles came´ras appele´es 〈〈 Ranicon 〉〉 fut pre´sente´ par M. Lampton et F. Paresce en 1974.
Il donna lieu a` de nombreux mode`les a` chaque fois plus performants. Les came´ras Ranicon
sont d’ailleurs toujours utilise´es aujourd’hui (voir III-6).
3.4. L’anode a` interpolation
Paralle`lement au de´veloppement des Ranicons, Kellog et al. travaille`rent a` un autre type de
came´ras baptise´ 〈〈 Photicon 〉〉, dont le premier prototype fut ope´rationnel en 1977. Au lieu
d’utiliser une anode monolithique, la Photicon faisait appel a` deux re´seaux orthogonaux
d’e´lectrodes paralle`les (Fig. III.3). Chaque re´seau e´tait compose´ de 17 e´lectrodes-barreaux.
Par interpolation des intensite´s en sortie des e´lectrodes, la de´finition atteignait 128× 128
pixels. La Photicon e´tait donc en quelque sorte la re´alisation e´lectronique du troisie`me
syste`me optique de Iredale et al. (ou de la came´ra Anger). Ses performances modestes par
rapport a` celles des Ranicons furent un obstacle a` son de´veloppement, mais son concept
pre´figura celui de la came´ra MAMA. On peut aussi ajouter qu’il existe des photomultipli-
cateurs sensibles a` la position (PSPMT), pre´vus pour l’imagerie gamma a` faible de´finition
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(100 × 100 pixels) et directement inspire´s de la Photicon. Une came´ra a` comptage a e´te´
imagine´e en couplant un PSPMT en sortie d’un intensificateur (Sinclair & Kasevich 1997).
Le flux d’entre´e maximal est important (500 000 ph/s), mais la re´solution faible (360 µm












Figure III.3. Sche´ma de la came´ra Photicon avec de´tail du double re´seau d’e´lectrodes.
3.5. L’anode lignes-a`-retard
Un des syste`mes de repe´rage de photons (non-utilise´ actuellement en astronomie) les plus
re´cents (car devant faire appel a` une e´lectronique tre`s rapide) est le syste`me a` anode faisant
fonction de lignes-a`-retard. Son fonctionnement est base´ sur le temps de propagation du
courant e´lectrique dans un conducteur. Un des premiers montages a` lignes-a`-retard a e´te´
re´alise´ en 1988 par S. Sobottka et M. Williams. Il re´side dans un quadruple bobinage
autour d’une plaque de ce´ramique de 152mm × 152mm (Fig. III.4-a). Chaque paire de
bobines correspond a` une coordonne´e (x ou y). Une des deux bobines est isole´e et sert de
re´fe´rence. En soustrayant au courant de la bobine expose´e au nuage d’e´lectrons celui de
la bobine isole´e, on e´limine ainsi le bruit. Les spires de chaque bobine sont espace´es de 1
mm. Le retard de propagation est ainsi de 1,28 ns/mm. Une des extre´mite´s de´bruite´es
de´clenche un ge´ne´rateur de signal-rampe (Fig. III.4-c), tandis que l’autre le stoppe avec
un retard fixe. L’amplitude du signal final en sortie est alors proportionnelle a` la diffe´rence
des dates d’arrive´e des e´lectrons entre les deux extre´mite´s, donc a` la position du nuage
d’e´lectrons. Les performances obtenues, notamment un flux maximal de 106 ph/s, sont
tre`s prometteuses. Le proble`me vient de la taille de la ligne-a`-retard plus grande que la
GMC et par conse´quent de la ne´cessite´ d’une optique e´lectronique capable de re´aliser un
grandissement sans distorsion (Fig. III.4-b). Ce syste`me sera cependant certainement
appele´ a` se de´velopper. On peut d’ailleurs noter que Friedman et al. ont re´alise´ en 1996
une came´ra a` deux lignes-a`-retard en 〈〈 serpentins 〉〉 d’une re´solution FWHM de 32 µm
(anode de 80mm×80mm) avec un taux de comptage de 110 000 ph/s. Le syste`me pre´sente
ne´anmoins un de´faut de line´arite´.




































Figure III.4. Plaque bobine´e utilise´e comme ligne-a`-retard (a) ; sche´ma d’une came´ra
a` ligne-a` retard ; e´lectronique de calcul d’une coordonne´e de photoe´ve´nement (c).
3.6. L’anode hybride W&S/LAR
Un syste`me hybride wedge-and-strip/ligne-a`-retard a e´te´ expe´rimente´ (Lampton et al.
1987). Dans ce cas, la de´termination de x est faite par une ligne-a`-retard en zig-zag, tandis
que celle de y est faite par partition de charge, comme avec une anode wedge-and-strip.
Par conse´quent, les de´fauts du wedge-and-strip se retrouvent avec ce type d’anode. Afin de
corriger ces de´fauts et de gagner en re´solution en y, un syste`me a` double ligne-a`-retard a`
faible capacite´ a e´te´ imagine´ (Raffanti & Lampton 1993). Pour la mesure pre´cise des dates
des impulsions, Lampton et Raffanti (1994) ont conc¸u un syste`me par e´chantillonnage
de deux signaux sinuso¨ıdaux en quadrature de fre´quence e´gale a` 200 MHz. En calculant
l’arctangente du rapport des deux valeurs mesure´es, on parvient a` mesurer des dure´es
jusqu’a´ 100 ns avec une re´solution de 4 ps RMS.




Stop Startx = k.(tStop-tStart+T)
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Figure III.5. Anode a` deux lignes-a`-retard en serpentins (a) ; anode hybride (b).
3.7. L’anode Vernier
Le principe d’une anode Vernier reprend celui de la wedge-and-strip (la partition de
charges), en introduisant l’ide´e de l’anode a` co¨ıncidences de la came´ra MAMA (voir III-
8) qui consiste a` donner, pour chaque coordonne´e, son quotient par N et son modulo
par N . Avec des valeurs code´es par des syste`mes a` re´partition de charges inde´pendants,
la somme des deux valeurs permet de retrouver la coordonne´e avec une dynamique plus
importante que celle donne´e par chacun des syste`mes. La premie`re version de l’anode
Vernier due a` Lapington et al. (1991) utilisait 12 e´lectrodes. La dernie`re version (Laping-
ton 1995) compte 9 e´lectrodes re´parties en trois groupes. Chaque groupe donne, a` l’aide
de la re´partition des charges sur trois e´lectrodes paralle`les formant un motif pe´riodique,
un signal en dents-de-scie selon un axe bien pre´cis. Les trois axes sont tels que l’on doit
avoir a` partir des trois coordonne´es A, B et C trouve´es :


x mod 4 = X = A+B
y mod 4 = Y = B + C
Z = A+ C −X/16− Y/4
(III.3.1)
La valeur de Z permet de retrouver x/4 et y/4 (Fig. III.6). Des came´ras a` comptage
forme´es d’un ensemble photocathode + pile de GMC + anode Vernier sont actuellement
a` l’essai. La re´solution FWHM devrait atteindre 10 µm. Si l’apport en re´solution par
rapport a` un syste`me wedge-and-strip est significatif, le flux maximal est toujours limite´
par les proble`mes de re´manence.




Figure III.6. Valeurs (phases) A, B et C donne´es par les groupes d’e´lectrodes d’une
anode Vernier (noir : valeur minimale, blanc : valeur maximale) et quantite´s X, Y
et Z (combinaisons line´aires de A, B et C) selon x et y.
Chaque type de came´ra a` comptage de photons est donc caracte´rise´ par son syste`me de
mesure (optique ou e´lectronique) des coordonne´es des photoe´ve´nements intensifie´s. Celui-
ci va eˆtre de´terminant pour leurs performances. Nous allons a` pre´sent de´crire quatre
came´ras (CP40, Ranicon, PAPA, MAMA) utilise´es actuellement en haute-re´solution an-
gulaire, ayant chacune leur propre technique d’extraction.
4. La came´ra CP40
Cette came´ra a e´te´ construite au de´but des anne´es 1980 par Alain Blazit a` l’Observatoire
de la Coˆte-d’Azur (Blazit 1986). Il s’agit d’une came´ra de type CCD intensifie´ munie d’un
dispositif de centrage (extraction) des photons. L’intensification est assure´e par un mon-
tage classique compose´ d’un tube de premie`re ge´ne´ration (faible gain mais bon rendement
Chapitre III. Les came´ras a` comptage de photons : un inventaire 1998 41
quantique) muni d’une photocathode S-20 e´tendue vers le rouge de 40 mm de diame`tre,
couple´ en aval a` un tube de seconde ge´ne´ration. Le rendement quantique de l’ensemble
intensificateur est alors e´gal a` celui du premier tube, soit environ 10%. Le phosphore en
sortie du second tube est e´chantillonne´ par quatre matrices CCD Thomson TH7861 de type
vide´o CCIR, de 384 × 288 pixels chacune et ayant une dure´e de trame de 20 ms. Ces CCD
forment une matrice (2 × 2). Le couplage entre le phosphore et les matrices est effectue´ par
un re´ducteur a` fibres optiques (permettant de re´duire le champ du phosphore a` la surface
des 4 CCD) et par quatre conduits d’images a` fibres optiques. Le premier intensificateur
est refroidi par azote liquide a` une tempe´rature de −20oC. Les quatre signaux vide´o en
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Figure III.7. Sche´ma de la came´ra CP40. On ne voit ici que deux des quatre CCD.
Parmi les de´fauts de la came´ra CP40, on peut citer :
a) Une distorsion en coussinet des images (de´faut corrige´ par un traitement nume´rique
des coordonne´es de photons).
b) Une re´solution temporelle parfois insuffisante lorsque l’on fait des observations en
condition de turbulence atmosphe´rique rapide. Ce de´faut peut eˆtre pallie´ en utilisant
un obturateur qui re´duit le temps de trame par deux, mais au prix, bien suˆr, d’une
baisse du RSB. En 1996, Alain Blazit a donc entrepris le de´veloppement d’une version
〈〈 rapide 〉〉 de la CP40 offrant une dure´e de trame de 10 ms.
c) Un 〈〈 trou du centreur 〉〉. Le dispositif de centrage ne peut pas discerner deux photons
occupant le meˆme pixel, ni deux photons occupant deux pixels voisins. Ce de´faut
se traduit par un creux au centre dans le profil d’autocorre´lation des images. Cet
artefact est particulie`rement geˆnant pour le traitement des photons a` partir d’un flux
d’environ 25 000 photons par seconde. Cependant des me´thodes ont e´te´ invente´es pour
supprimer ce de´faut (Prieto & Cagigal 1995, Berio et al. 1998).
d) Le re´glage des seuils des quatre canaux demande une certaine rigueur pour obtenir un
fond de cible bien uniforme.
La came´ra CP40 est cependant largement utilise´e par la communaute´ astronomique
franc¸aise, que ce soit pour la tavelographie au te´lescope Bernard Lyot (TBL) de deux
me`tres du Pic-du-Midi, ou pour le suivi de franges et la mesure de visibilite´s au Grand
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Interfe´rome`tre a` 2 Te´lescopes (GI2T) de l’Observatoire de la Coˆte-d’Azur. L’inte´reˆt des
utilisateurs pour cette came´ra a conduit l’Institut National des Sciences de l’Univers a en
construire un second exemplaire.
5. La came´ra CP20
Face au manque de disponibilite´ de la CP40 et a` l’absence d’autres came´ras a` comptage
de photons, une re´plique 〈〈 monocanal 〉〉 de la CP40 fut construite par Farrokh Vakili en
1987 (Percheron 1992). L’utilisation de cette came´ra concernait le suivi de franges sur les
deux interfe´rome`tres de l’Observatoire de la Coˆte-d’Azur. Elle a e´te´ utilise´e en 1997 pour
des observations en dark speckle a` l’Observatoire de Haute-Provence.
La CP20 est donc constitue´e d’un intensificateur Varo de premie`re ge´ne´ration couple´ a`
un intensificateur RTC de seconde ge´ne´ration. Ces deux intensificateurs sont munis de
photocathodes S-20 et de phosphores P-20. La sortie du second intensificateur e´tait couple´e
a` un CCD Thomson 7861 par un re´ducteur a` fibres optiques, mais apre`s remplacement du
second e´tage d’intensification par un tube de 25 mm de diame`tre en sortie, le CCD a e´te´
directement couple´ en sortie du tube.
La CP40 et la CP20 font partie des came´ras dites 〈〈 synchrones 〉〉 (par rapport a` un signal
de trame de re´fe´rence). Elles donnent des trames pouvant contenir plusieurs photons dont
on extrait les coordonne´es. La re´solution temporelle correspond donc a` la fre´quence des
trames. Des came´ras a` comptage de photons base´es sur le meˆme principe (intensifica-
teurs + CCD vide´o + centreur) sont d’ailleurs fabrique´es en petite se´rie par Hamamatsu.
Les came´ras a` comptage que nous allons a` pre´sent de´crire se rangent dans la cate´gorie
des 〈〈 asynchrones 〉〉. La notion de trame n’y est pas pre´sente, elles ne de´tectent qu’un
photoe´ve´nement a` la fois, le processus de repe´rage spatio-temporel e´tant de´clenche´ a` chaque
photoe´ve´nement. Elles ont donc l’avantage d’offrir une meilleure re´solution temporelle.
6. La came´ra a` anode re´sistive (Ranicon)
Nous avons vu dans la section 3 comment un syste`me d’anode re´sistive pouvait eˆtre utilise´
pour repe´rer la position d’un photoe´ve´nement. Ce syste`me donna lieu a` plusieurs proto-
types de came´ra a` comptage de photons appele´es 〈〈 Ranicon 〉〉. Celui de Rees et al. (1980)
utilisait deux galettes de micro-canaux en 〈〈 V 〉〉 et offrait une de´finition de 150×150 pixels.
La de´finition (en nombre de pixels) d’une came´ra a` anode re´sistive selon l’axe x est donne´e











ou` Lx repre´sente la largeur de l’anode selon x, δx la re´solution e´quivalant a` la largeur a`
mi-hauteur de l’impulsion e´lectronique sur l’anode, dPG la distance entre la photocathode
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et l’entre´e de la pile de galettes (donnant donc la qualite´ de la focalisation de proximite´
de l’ensemble), χT le bruit thermique (exprime´ en e´lectrons), et gc le gain de la galette de
micro-canaux. L’ame´lioration de la re´solution doit donc eˆtre faite par l’augmentation du
gain et la diminution de dPG. L’e´quipe de D. Rees utilisa alors en 1981 trois galettes en
〈〈 Z 〉〉 ce qui permit de doubler la re´solution. Firmani et al. (1982) utilise`rent un syste`me
de cinq galettes 〈〈 V+Z 〉〉 permettant une de´finition de 500 × 500 pixels. Enfin, Clampin
et al. (1988) fabrique`rent une came´ra de structure identique avec de´finition the´orique de
1 024 × 1 024 pixels. Cette came´ra, fabrique´e au STScI, a e´te´ importe´e en France ou` elle
est employe´e au GI2T et au TBL depuis 1990. Elle pre´sente les avantages suivants :
a) L’absence de distorsion dans les images.
b) Une bonne re´ponse dans le bleu.
c) Une re´solution temporelle de l’ordre de 10 µs, donc tre`s supe´rieure a` celle de la CP40.
En revanche, elle posse`de plusieurs inconve´nients suivants :
a) Une mauvaise re´ponse dans le rouge (elle est donc souvent utilise´e en association avec
la CP40).
b) Une sensibilite´ lumineuse infe´rieure a` celle de la CP40 (en raison de l’absence de
dispositif a` acce´le´ration e´lectrostatique en entre´e).
Photocathode S-20
Pile "V" de GMC
Pile "Z" de GMC
Anode resistive





Figure III.8. Sche´ma d’une came´ra Ranicon.
c) Un flux maximal faible (25 000 ph/s), duˆ a` l’e´lectronique de lecture. Au dela` de ce
flux, certains photoe´ve´nements ne sont plus compte´s. Le flux mesure´ a meˆme tendance
a` diminuer lorsque le flux d’entre´e de´passe 150 000 ph/s et tombe a` ze´ro lorsque le
flux d’entre´e atteint 106 ph/s.
d) La cre´ation d’artefacts au-dessus de 10 000 ph/s due a` une re´manence de l’anode. Les
coordonne´es lues d’un photoe´ve´nement sont modifie´es par celles du photoe´ve´nement
pre´ce´dent si le temps les se´parant est trop court. Ceci limite davantage le flux maximal.
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7. La came´ra PAPA
La came´ra PAPA (Precision Analog Photon Address, du nom aussi de son inventeur C.
Papaliolios), a e´te´ de´veloppe´e a` l’Universite´ de Harvard au de´but des anne´es 80 (Papaliolios
& Mertz 1982) dans le but d’observer en tavelographie. Il existe actuellement environ 10
exemplaires de cette came´ra dans le monde. Il s’agit d’une came´ra a` comptage de photons
d’une de´finition de 256×256 pixels, qui peut ne´anmoins eˆtre augmente´e en the´orie jusqu’a`



















Figure III.9. Sche´ma de la came´ra PAPA.
Le principe du fonctionnement de la came´ra PAPA est illustre´ par la figure III.9. L’image
d’un photoe´ve´nement sur le phosphore de sortie d’un ensemble intensificateur classique
(intensificateur de premie`re ge´ne´ration couple´ a` un intensificateur de seconde ge´ne´ration)
est duplique´e en plusieurs endroits sur un masque (plaque de verre). Sur ce masque,
sont grave´es plusieurs grilles (Fig. III.10) qui vont servir a` la localisation du photon
incident. Chacune des grilles est compose´e de bandes opaques oriente´es horizontalement
ou verticalement. Chaque groupe de photons, image du photoe´ve´nement, peut ou non
traverser leur grille correspondante. Si ce groupe traverse la grille, il est alors de´tecte´ par
un photomultiplicateur (PM). Pour une direction donne´e, Les signaux e´mis par chaque
PM (pre´sence ou non d’un photon) composent alors la coordonne´e du photoe´ve´nement.
Celle-ci est un nombre binaire en code Gray. Rappelons que ce dernier est un code binaire
dans lequel pour passer d’un nombre au suivant, on ne change que l’e´tat d’un seul bit a` la
fois. Voici les 8 premiers nombres en code Gray :
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000 001 011 010 110 111 101 100
0 1 2 3 4 5 6 7
Ce code est tre`s employe´ en optoe´lectronique car il permet d’e´viter les sursauts de transition
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Figure III.10. Syste`me de codage de coordonne´es par masques de Gray
La came´ra PAPA compte 2n + 1 ensembles lentille + grille + PM. Un de ces ensembles,
place´ au centre, est de´pourvu de grille et permet de de´tecter la pre´sence d’un photon
incident (strobe). Les 2n autres se re´partissent en n e´le´ments par direction. La re´solution
de la came´ra est alors de 2n× 2n pixels. Plusieurs dispositions d’e´le´ments ont e´te´ essaye´es
(Fig. III.11) avec 17, 19, ou 21 e´le´ments et des de´finitions respectivement e´gales alors a`
256× 256, 512× 512, ou 1 024× 1 024.
Les de´fauts de la PAPA (Lawson 1994) sont principalement lie´s a` son syste`me de localisa-
tion de photons. Celui-ci peut donner des coordonne´es de photons errone´es. Les principales
causes de ces erreurs sont :
a) Un mauvais positionnement d’une ou de plusieurs grilles (translation ou rotation dans
le plan du masque).
b) Une de´focalisation de l’image du photon incident sur les grilles. Ceci arrive d’autant
plus facilement qu’il est tre`s difficile de trouver des lentilles secondaires de focales
identiques avec une bonne pre´cision. Or, les lentilles secondaires doivent se trouver
dans le meˆme plan.
c) Un mauvais re´glage des seuils des discriminateurs. Le courant en sortie d’un PM est
associe´ a` une valeur boole´enne par un syste`me e´lectronique (amplificateur ope´rationnel
en montage comparateur). Si le seuil est mal re´gle´, des coordonne´es errone´es de
photons peuvent apparaˆıtre.
d) Un vignetage. L’intensite´ rec¸ue par une lentille secondaire varie d’une lentille a` l’autre.
Elle sera d’autant moins importante que la lentille se trouvera vers l’exte´rieur (ceci
est surtout sensible dans la configuration (b) de la figure III.11). Par conse´quent, la
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lumie`re passant par une grille peut eˆtre trop faible pour que le bit associe´ soit mis a`
un.
En faisant un flat-field, c’est-a`-dire un e´clairage uniforme (mais photon par photon) de
l’entre´e de la came´ra, l’image obtenue permet de discerner les de´fauts existants. Ceux-ci
se traduisent dans l’image de la fac¸on suivante :
- Dans le cas a) par des lignes lumineuses horizontales ou verticales.
- Dans le cas b) par une granulation.
- Dans le cas c) par l’apparition de la forme d’une des grilles du masque.
- Dans le cas d) par un phe´nome`ne analogue au pre´ce´dent.
Il faut ajouter a` cela les proble`mes lie´s aux galettes de micro-canaux, notamment celui
du temps de repeuplement. A un fort niveau d’e´clairage, un temps mort dans la GMC
apparaˆıt. Un flat-field avec un fort niveau d’e´clairage donne alors un aspect de 〈〈 tissu
e´cossais 〉〉 dans l’image obtenue (surbrillance des points dont les coordonne´es Gray ont de
nombreux bits a` 0).
(a) (b)
(c) (d)
Figure III.11. Diffe´rentes dispositions des PM teste´es pour la came´ra PAPA.
Papaliolios-Nisenson-Ebstein (a) ; Adaptive Optics Associate (b) ; Universite´ de Syd-
ney (c) ; Koechlin-Gezari (d).
Malgre´ les de´fauts de´crits pre´ce´demment, la came´ra PAPA posse`de des qualite´s que n’ont
pas ni la CP40 ni la Ranicon. Ces avantages sont les suivants :
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a) Le syste`me de localisation de photons de la PAPA permet d’obtenir des images sans
distorsions ge´ome´triques, ce qui n’est pas le cas des came´ras a` mosa¨ıque de CCD
comme la CP40 (dont les distorsions sont dues aussi a` l’intensification).
b) L’intervalle de flux de photons dans lequel la PAPA peut travailler est bien plus
important que pour les autres came´ras. Elle peut travailler avec Φ allant de 50 ph/s
a` quelques 100 000 ph/s (flux maximal mesure´ par L. Koechlin en juin 1997).
c) Deux photons incidents au meˆme point peuvent eˆtre discerne´s si la dure´e les se´parant
est de l’ordre de 1 µs au moins. Il y a donc moins de risques de 〈〈 trous 〉〉 dans
l’acquisition des donne´es qu’avec la CP40 et pas d’effet de re´manence comme avec la
Ranicon. L’utilisation d’un phosphore de sortie de type P-47, a` tre`s faible re´manence
(de´croissance de 100% a` 10% en moins d’une microseconde), y contribue. La bonne
re´solution temporelle de la PAPA la rend donc adapte´e a` l’analyse temps-espace des
donne´es.
8. La came´ra MAMA
Comme alternative a` la came´ra PAPA, J. Timothy pre´senta en 1983 la came´ra MAMA
(Multi-Anode Microchannel Array), conc¸ue d’abord pour la spectroscopie des objets faibles.
Cette came´ra posse`de une technologie inspire´e de la Photicon (re´seaux d’e´lectrodes super-
pose´s et orthogonaux), mais il n’y a pas d’interpolation pour le calcul des coordonne´es, ce
qui la rend robuste au bruit. Le repe´rage d’une des coordonne´es, directement discre´tise´e
(x˘ ou y˘) d’un photoe´ve´nement se fait de la fac¸on suivante. Le nuage d’e´lectrons en sortie
de la galette de micro-canaux a une largeur e´quivalente a` celle de deux e´lectrodes. Or,
chaque re´seau est forme´ alternativement d’une e´lectrode codant grossie`rement la position
(en e´tant attribue´e par exemple a` x˘/32) et d’une autre la codant plus pre´cise´ment mais
dans un intervalle plus faible (en e´tant attribue´e alors a` x˘ modulo 32). Le repe´rage des
deux signaux de plus forte intensite´ en sortie du re´seau permet donc de retrouver la coor-
donne´e du photoe´ve´nement (sur alors 1024 pixels). L’avantage d’un tel syste`me que l’on
nomme 〈〈 anode a` co¨ıncidences 〉〉, est de re´duire le nombre de pre´-amplificateurs en sortie
de chaque anode. La photocathode (du type tri-alcaline) n’est pas distante de la galette
de micro-canaux, mais recouvre sa face avant ainsi qu’une partie de l’inte´rieur des micro-
canaux, afin d’augmenter le rendement quantique. De plus la GMC utilise´e posse`de des
canaux recourbe´s pour limiter la phe´nome`ne de retour d’ions. Le premier prototype de la
MAMA fut conc¸u par Timothy et R. Bybee en 1975, mais n’utilisait pas encore le syste`me
d’anode a` co¨ıncidences. Sa de´finition e´tait donc extreˆmement faible (32× 32 pixels).









Figure III.12. Exemple d’anode a` co¨ıncidences. On peut de´terminer 9 positions
diffe´rentes en x˘ du nuage d’e´lectrons graˆce a` 6 e´lectrodes.
Les performances annonce´es (Timothy 1985) de la came´ra MAMA conc¸ue a` l’Universite´
de Stanford en collaboration avec Ball Aerospace sont particulie`rement inte´ressantes :
a) Le flux maximum est d’un million de photons par seconde.
b) La re´solution temporelle de 100 ns.
c) La de´finition est de 256× 1 024 pixels (pouvant eˆtre augmente´e jusqu’a` 4 096× 4 096
the´oriquement),
d) Il n’y a pas de distorsion ge´ome´trique.
















Figure III.13. Sche´ma d’une came´ra MAMA.
Ne´anmoins le rendement quantique est faible (environ 6%). De plus, le couˆt de fabri-
cation tre`s e´leve´ d’une came´ra MAMA a e´te´ un frein a` son de´veloppement. Elle a tre`s
rarement e´te´ utilise´e pour la haute-re´solution angulaire au sol. Pre´vue au de´part pour la
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spectrome´trie en donnant des images inte´gre´es sans extraction de coordonne´es de photons,
elle a ne´anmoins pu eˆtre modifie´e pour la tavelographie sur le te´lescope de 3,6 m de l’ESO
(Prieur et al. 1991) et donner des bons re´sultats.
9. L’e´valuation d’une came´ra a` comptage de photons
De fac¸on a` pouvoir qualifier une came´ra a` comptage de photons, nous devons au pre´alable
de´finir des crite`res de jugement. Ces crite`res sont :
a) Les qualite´s optiques de l’image. Absence de distorsion, uniformite´ du fond de cible
(qui peut eˆtre de´grade´ par du vignetage). Elles sont mesure´es a` partir de l’observation
longue d’une mire, ou d’un fond uniforme´ment lumineux (flat-field).
b) La de´finition de l’image (rapport du champ image sur la re´solution spatiale). Elle
doit bien suˆr eˆtre maximale (ide´alement, la re´solution spatiale doit eˆtre limite´e par la
diffraction due a` l’optique en amont de la came´ra).
c) La re´solution temporelle de la came´ra, donne´e par la pre´cision avec laquelle il est
possible de dater les photoe´ve´nements.
d) Le rendement quantique de la came´ra (il doit eˆtre maximal).
e) Le bruit d’obscurite´ de la came´ra (il doit eˆtre minimal).
f) La dynamique de la came´ra. Le flux de photons correctement repe´re´s dans le plan
image par la came´ra doit pouvoir varier entre ze´ro et un nombre le plus e´leve´ possible.
g) La qualite´ de la se´paration des photons dans l’espace et dans le temps. Ab-
sence de 〈〈 trous du centreur 〉〉, ou d’artefacts par overlapping (chevauchement
de photoe´ve´nements de dates proches), ve´rifiables par autocorre´lation des images
obtenues.
h) La facilite´ d’emploi de la came´ra. Poids et dimensions re´duits, refroidissement simple
(de pre´fe´rence par e´le´ments Peltier plutoˆt que par azote liquide, avec e´vacuation de
la chaleur par circuit d’eau plutoˆt que par ventilateur), robustesse, qualification pour
usage spatial.
Les points d) ,e) et f) vont de´terminer le rapport signal sur bruit de la came´ra. En




ou` Qc est le 〈〈 rendement quantique total 〉〉 de la came´ra, c’est-a`-dire le rapport entre le
nombre de photons compte´s sur le nombre de photons en entre´e, Φ est le flux de photons
rec¸us sur l’entre´e de la came´ra et χ son bruit d’obscurite´ (en ph/s). Il est a` noter que
Qc et χ peuvent varier avec Φ, par exemple dans le cas d’overlapping a` haut flux quand
tous les photons de´tecte´s au niveau de la photocathode ne peuvent pas eˆtre tous compte´s
a` cause de l’e´lectronique de traitement.
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Malgre´ tous ces crite`res, il nous est impossible de faire un classement des came´ras a` comp-
tage de photons. Chacune posse`de ses avantages et ses inconve´nients. Ainsi, pour re´sumer,
on notera l’excellente qualite´ des images de la Ranicon, mais un flux maximal sans arte-
facts faible (10 000 ph/s). Ce flux maximal est plus important avec la CP40 (25 000 ph/s),
mais les images sont de moins bonne qualite´ et la re´solution temporelle faible (de plus le
proble`me du 〈〈 trou du centreur 〉〉 est particulie`rement geˆnant). La PAPA offre un flux
maximum tre`s important, mais les images sont de qualite´ me´diocre et la de´finition utile
ne de´passe pas 256 × 256 pixels. Quant a` la MAMA, elle peut eˆtre conside´re´e comme
e´tant la 〈〈 Rolls 〉〉 des came´ras a` comptage de photons : supe´rieure aux autres sur tous les
plans (sauf en ce qui concerne le rendement quantique), mais d’un couˆt trop e´leve´ pour
permettre son emploi courant sur des te´lescopes moyens au sol.
CHAPITRE IV
—
Les principes de la came´ra DELTA
—
1. Pourquoi une nouvelle came´ra a` comptage de photons ?
L’ide´e d’entreprendre la construction d’une came´ra a` comptage de photons d’un nouveau
type nous est venue en 1995. Lors des missions de tavelographie au TBL, nous avions
constate´ l’insuffisance du flux maximal de photons admissible par les came´ras CP40 et
Ranicon utilise´es alors. Il n’e´tait pas rare d’eˆtre oblige´ de placer des densite´s optiques
devant la came´ra, ce qui conduisait a` une baisse du RSB pre´judiciable lors des observa-
tions. La came´ra PAPA dont nous disposions, souffrait de nombreux proble`mes techniques
lie´s a` une re´alisation maladroite. Nous cherchions donc a` disposer d’une came´ra ayant de
bonnes re´solutions spatiale et temporelle et surtout un flux maximal le plus grand pos-
sible. La taille toujours croissante des te´lescopes et par conse´quent le nombre toujours
plus grand de photons collecte´s, nous ont amene´ a` penser que ce type de came´ra serait
particulie`rement inte´ressant dans l’avenir, notamment pour l’interfe´rome´trie a` tre`s grandes
ouvertures (VLTI, Keck I+II), ou pour la recherche d’exo-plane`tes sur les grands te´lescopes
par la me´thode du dark speckle (Labeyrie 1996).
2. Principe des projections
Nous avons souligne´ pre´ce´demment la faible re´solution temporelle des came´ras synchrones.
Dans ce cas, la re´solution temporelle a un impact direct sur le flux maximal, puisqu’il s’agit
d’avoir la fre´quence de trames la plus grande possible. Ce qui re´duit le nombre moyen de
photons par trame et par conse´quent les artefacts lie´s au centreur.
Dans un intervalle 〈〈 court 〉〉, l’image a` nume´riser provenant du phosphore de sortie de
l’ensemble intensificateur n’est compose´e que de quelques spots. En constatant ce caracte`re
〈〈 creux 〉〉 de l’image, on peut alors se demander si il ne serait pas possible de de´crire
chaque trame plus rapidement qu’en la balayant ligne par ligne. Il est possible d’utiliser des
projections pour de´crire les positions des photoe´ve´nements. Soit P = (x, y) la position d’un
photoe´ve´nement dans le plan du phosphore, la projection de P selon un axe A = (Ax,Ay)
passant par l’origine s’e´crit :
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projA(P) = A.P = xAx + yAy (IV.2.1)
En utilisant deux projections sur deux axes orthogonaux, on retrouve les coor-
donne´es carte´siennes du photoe´ve´nement. Concre`tement, on peut imaginer un dispositif
optoe´lectronique qui transforme l’image a` deux dimensions donne´e par un intensificateur,
en deux images a` une dimension donne´es par des de´tecteurs line´aires, dont le temps de
lecture est plus rapide que celui d’un de´tecteur matriciel. Pre´cisons que les de´tecteurs
line´aires conside´re´s ici sont du type 〈〈 a` transfert de trame 〉〉 : le contenu de la zone sensi-
ble du de´tecteur est pe´riodiquement transfe´re´ dans un registre. Pendant la lecture de ce
registre, une nouvelle trame est inte´gre´e. Ces de´tecteurs sont utilise´s de fac¸on optimale
pour l’imagerie rapide quand la dure´e d’inte´gration est e´gale a` la dure´e minimale de lecture,














Figure IV.1. Champ du phosphore d’un intensificateur contenant, pendant une
pe´riode donne´e, quatre spots correspondants a` des photoe´ve´nements (a) ; Re´sultat
d’une re´troprojection a` partir de projections sur deux axes (b) : les coordonne´es
d’origine ne peuvent pas eˆtre retrouve´es.
La limite de ce type de dispositif est e´vidente : il ne peut pas y avoir plus d’un
photoe´ve´nement par trame, car l’information ne´cessaire pour faire correspondre une coor-
donne´e x, parmi une liste X de projections, avec une coordonne´e y, dans une autre liste
Y , est perdue par le syste`me de deux projections. Soit N¯lim le nombre moyen maximal de
photons par trame pour que les cas d’ambigu¨ıte´s (ou` on a plus d’un photoe´ve´nement par
trame) ne de´passent pas 5%. La probabilite´ d’avoir un nombre de photons par trame N
e´gal a` k obe´it a` la loi de Poisson dont on rappelle ici l’expression :




Par conse´quent, on aura :
exp(−N¯lim) + N¯lim exp(−N¯lim) > 0, 95⇒ N¯lim < 0, 35 ph/trame (IV.2.3)
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Un syste`me de came´ra a` deux projections a e´te´ imagine´, sans avoir e´te´ re´alise´, par Alain
Blazit (1987). Ce syste`me utilise deux matrices CCD MX et MY sur lesquelles on forme,
graˆce a` une lame se´paratrice et des lentilles, deux images identiques du phosphore de
l’intensificateur. En sommant les pixels le long des colonnes de MX dans un registre et
sommant les pixels le long des lignes de MY dans un autre registre, on effectue deux
projections orthogonales. La de´termination d’une coordonne´e se fait en repe´rant la valeur
maximale dans son registre.
Nous verrons que la technologie actuelle des de´tecteurs permet de construire une came´ra
a` deux projections offrant des performances assez bonnes en terme de flux maximal.
Ne´anmoins, nous allons voir a` pre´sent comment, avec la meˆme technologie de de´tecteurs,












Figure IV.2. Came´ra a` double projection imagine´e par A. Blazit.
3. Apport d’une troisie`me projection
Conside´rons trois axes de projection A, B, C tels que leurs directions respectives soient
0◦, 120◦, et 240◦. On a alors :


a = projA(P) = x cos(0) + y sin(0)
b = projB(P) = x cos(120
◦) + y sin(120◦)
c = projC(P) = x cos(240



















On peut ve´rifier que l’on obtient alors une relation tre`s simple entre a, b et c :
a+ b+ c = 0 (IV.3.2)
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On peut par conse´quent e´noncer les principes du syste`me DELTA (De´tection d’E´ve´nements
Lumineux par Trois Axes) de la fac¸on suivante :
a) On effectue des projections sur trois axes oriente´s selon 0◦, 120◦ et 240◦.
b) A` partir des listes A, B et C des projections discre´tise´es obtenues (appele´es 〈〈 coor-
donne´es DELTA 〉〉), on note les triplets (a˘, b˘, c˘) tels que a˘+ b˘+ c˘ = 0
c) Les coordonne´es carte´siennes de chaque photoe´ve´nement sont obtenues par
re´troprojection. Pour chaque triplet (a˘, b˘, c˘) note´, on aura (x˘ = a˘, y˘ ≈ (b˘− c˘)/√3).
On peut ainsi dire qu’une troisie`me liste de projections joue le roˆle d’une table de relation
entre les e´le´ments des deux autres listes. Le syste`me DELTA peut e´galement s’apparenter
a` un syste`me d’imagerie par transforme´e de Radon (Deans 1983) comme en tomographie,
mais sur trois points de mesure seulement. Si on conside`re que chaque projection, quel
que soit son axe associe´, appartient a` l’intervalle [−x˘m/2;+x˘m/2], le champ effectif de la
came´ra correspondra a` l’intersection de trois bandes de largeur x˘m oriente´es selon des axes











Figure IV.3. Champ effectif (en sombre) d’une came´ra DELTA.
4. Limitations du syste`me DELTA
Les impre´cisions des projections lie´es aux imperfections me´caniques et optiques du syste`me
de projection (qui entraˆınent des erreurs sur les directions des axes de projection), ainsi que
la quantification sur lbK bits des valeurs des coordonne´es DELTA, obligent a` introduire
une tole´rance ε sur le test de somme nulle. On conservera alors les triplets (a, b, c) ve´rifiant
la double ine´galite´ :
−ε ≤ a˘+ b˘+ c˘ < ε (IV.4.1)
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Le proble`me est que l’on a alors cre´ation de photons aux coordonne´es fictives. En effet, si
l’on conside`re un triplet T1 = (a˘1, b˘1, c˘1) correspondant a` un photon re´el, alors il peut tre`s
bien exister des e´le´ments dans les listes A, B, C, tels qu’en remplac¸ant une ou deux des
coordonne´es DELTA dans T1 par ces e´le´ments, la relation (IV.4.1) soit toujours ve´rifie´e.
On appelera 〈〈 photon croise´ 〉〉 ces photoe´ve´nements fictifs ge´ne´re´s par le syste`me DELTA.
On peut classer les photons croise´s en deux cate´gories :
a) Ceux provenant de la substitution d’une seule des coordonne´es DELTA d’un photon
re´el. Ils sont duˆs a` l’introduction de la tole´rance ε dans le test de somme nulle et
apparaissent par paires. On les de´signera par le type 1.
b) Ceux provenant de la substitution de deux des coordonne´es DELTA d’un photon re´el.
Si la tole´rance ε est une des causes de leur apparition, elle n’est pas la seule, car pour
ε = 0, ces photons croise´s (de´signe´s par le type 2) peuvent e´galement apparaˆıtre. Le
nombre de photoe´ve´nements par trame joue donc un roˆle important dans l’apparition
des photons croise´s de type 2, possible a` partir de trois photons dans la meˆme trame.
(a) (b)
Figure IV.4. Circonstances d’apparition de photons croise´s de type 1 (a) ; de type
2 (b). Les disques blancs repre´sentent les photons re´els, les disques gris les photons
croise´s.
Afin de pouvoir de´terminer la fre´quence d’apparition des photons croise´s, j’ai e´crit un pre-
mier simulateur nume´rique de came´ra DELTA. Celui-ci de´termine tout d’abord le nombre
N de photons par trame, a` partir d’un nombre moyen N¯ selon la loi de Poisson.
Pour chaque trame, N doublets (x˘, y˘) sont tire´s au hasard a` l’inte´rieur d’un champ hexa-
gonal selon une loi uniforme (cas d’un flat-field). On calcule alors pour chaque doublet ses
coordonne´es DELTA, puis dans les listes de coordonne´es ainsi obtenues, on reconstruit les
doublets (x˘, y˘) a` partir des triplets ve´rifiant la relation (IV.4.1). On a conside´re´ x˘m = 1024
et fait le calcul pour 10 000 trames a` chaque valeur de N¯ et de ε. Les re´sultats sont pre´sente´s
sur la figure IV.5. Le nombre de photons croise´s de type 2 augmente sensiblement avec N¯ .




























































Figure IV.5. Pourcentages (par rapport au nombre de photons en entre´e) de photons
croise´s de type 1 (trait plein) et de type 2 (trait hachure´) en fonction du nombre
moyen de photons par trame N¯ et de la tole´rance ε sur le test de somme nulle.
Les photons croise´s se manifestent par un artefact lorsque l’on effectue l’inte´gration des au-
tocorre´lations de chaque trame. En effectuant cette ope´ration sur les trames d’un flat-field,
on devrait obtenir un pic central. Avec les coordonne´es re´troprojete´es fournies par notre
simulateur, on remarque alors l’apparition d’un motif en forme d’e´toile a` six branches. Cet
artefact peut eˆtre particulie`rement geˆnant lors du traitement des donne´es tavelographiques
acquises avec une came´ra DELTA. Aussi doit on trouver un moyen pour e´liminer les pho-
tons croise´s.
Chapitre IV. Les principes de la came´ra DELTA 57
Figure IV.6. Inte´gration d’autocorre´lations de trames de photons obtenu par un
syste`me DELTA. La pre´sence de photons croise´s se manifeste par les six aigrettes
autour du pic central.
On peut remarquer qu’un photon croise´ partage ses trois coordonne´es DELTA avec d’autres
photons. Ainsi, ai-je imagine´ la me´thode suivante pour e´liminer les photons croise´s.
a) Dans une trame donne´e, on attribue a` chaque valeur des coordonne´es DELTA a˘, b˘ et
c˘, un nombre F correspondant a` leur fre´quence d’apparition dans les triplets ve´rifiant
la relation (IV.4.1).
b) On e´limine alors les triplets ayant pour chacun de leurs e´le´ments F > 1. On peut
alors faire la re´troprojection des triplets restants.
Si cette me´thode est efficace et supprime bien l’artefact dans l’inte´gration des auto-
corre´lations des trames, elle pre´sente cependant l’inconve´nient de supprimer e´galement
des photons 〈〈 corrects 〉〉 dont les coordonne´es sont biens re´elles. En effet, supposons un
triplet T0 = (a˘0, b˘0, c˘0) correspondant a` un photon correct. Si le nombre de photons dans la
trame est important, il peut y avoir ge´ne´ration de trois photons croise´s dont les triplets de
coordonne´es DELTA sont de la forme (a˘0, ..., ...), (..., b˘0, ...) et (..., ..., c˘0). Par conse´quent,
on aura F(a˘0) > 1, F(b˘0) > 1, F(c˘0) > 1 et T0 sera conside´re´ comme e´tant le triplet d’un
photon croise´ alors qu’il s’agit d’un photon re´el.
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Figure IV.7. Inte´gration d’autocorre´lations de trames de photons obtenu par un
syste`me DELTA avec suppression des photons croise´s. Les six aigrettes autour du
pic central sont absentes.
Toujours a` l’aide du programme de simulation, j’ai cherche´ a` e´valuer ce de´faut en mesurant
le rapport du nombre de photons compte´s a` la sortie du syste`me DELTA muni de la
me´thode de 〈〈 nettoyage 〉〉 de´crite ci-dessus, sur le nombre de photoe´ve´nements en entre´e.
Nous avons fait ces mesures dans deux cas :
a) Dans le cas d’un flat-field (distribution des coordonne´es carte´siennes selon une loi
uniforme).
b) Dans le cas d’une observation en tavelographie. Pour cela, j’ai utilise´ un fichier de
photons acquis avec la came´ra Ranicon lors d’observations de V-Cygni au te´lescope
Bernard Lyot (Pic-du-Midi). Le nombre de photons par trame est toujours de´termine´
par une loi de Poisson avec N¯ variable. On ne tient ainsi pas compte du flux re´el, mais
on a, en utilisant ce fichier, une ide´e plus juste de la re´partition des photons dans le
champ lors d’une utilisation de la came´ra en tavelographie.
Dans les deux cas, la transmittance diminue avec ε et N¯ . Si on cherche une transmittance
minimale de 95%, on sera limite´ a` N¯ = 4 a` condition de pouvoir faire fonctionner le
syste`me DELTA avec ε = 2. Dans ce cas, l’apport d’une troisie`me projection est de
pouvoir multiplier, a` transmittance e´gale, le flux maximal par 11.
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Figure IV.8. Trame de 10 ms montrant en comptage de photons les speckles provenant
de l’observation de V-Cygni. Cette image permet de rendre compte de l’aire occupe´e
par les photons par rapport au champs total de la came´ra DELTA (entoure´ par des




























































Figure IV.9. Transmittance des photoe´ve´nements corrects lie´e a` la suppression des
photons croise´s, en fonction de N¯ et de ε. Cas d’un flat-field (a) ; cas d’une obser-
vation en tavelographie (b).
5. Re´glage des axes de projection
Les directions de projections choisies (0◦, 120◦ et 240◦) ne sont nullement obligatoires
et d’autres directions peuvent eˆtre choisies. Ne´anmoins, cette configuration pre´sente les
avantages suivants :
60 Chapitre IV. Les principes de la came´ra DELTA
a) La relation permettant de de´terminer les triplets correspondants aux photoe´ve´nements
est simple et ne comporte pas de multiplication. Le temps de calcul est donc re´duit.
Ce gain est cependant peu significatif de`s lors que l’on cherche a` faire effectuer toutes
les ope´rations (centrage, de´termination des triplets, e´limination des photons croise´s,
re´troprojection) par un DSP tre`s rapide (voir chapitre VI).
b) Le pavage du plan effectue´ par la discre´tisation des coordonne´es a, b et c est re´gulier
(le motif de base du pavage est le triangle e´quilate´ral). L’inde´termination sur la
position du photoe´ve´nement est donc re´partie de fac¸on constante dans le plan, avec
une isotropie maximale.
c) Le fait que l’on choisisse un des axes (A) identique a` un des axes carte´siens simplifie
la proce´dure de re´troprojection.
Soit A′ l’axe A affecte´ d’une le´ge`re erreur δα sur sa direction. La projection de P sur A′
s’e´crit :
a′ = projA′(P) = x cos δα+ y sin δα (IV.5.1)
On conside`re que les projections ide´ales (a, b, c) ve´rifient syste´matiquement a+b+c = 0 et
que l’on a (pour pouvoir passer simplement des coordonne´es DELTA a` leurs discre´tisations)
δa = δb = δc = 1. Le photoe´ve´nement reste mesurable si ses projections re´elles ve´rifient :
− ε ≤ a′ + b+ c < ε
a = x ; a+ b+ c = 0⇒− ε ≤ a′ − a+ a+ b+ c < ε
⇒− ε ≤ x(cos δα− 1) + y sin δα < ε
δα≪ 1 ⇒− ε ≤ −x (δα)
2
2
+ yδα < ε
(IV.5.2)
L’ensemble des photoe´ve´nements (x, y) qui pourront eˆtre mesure´s est donc de´fini par une
bande de direction δα/2 et de largeur 2ε(1/δα− δα/4).
On conside`re a` pre´sent les axes A et B affecte´s d’erreurs angulaires δα et δβ. L’expression
de b′, projection de P sur l’axe errone´ B′ s’e´crit :


























































En reprenant les crite`res pre´ce´dents, le photoe´ve´nement restera de´tectable si :
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− ε ≤ a′ − a+ b′ − b < ε



































On retrouve l’e´quation d’une bande.
Avec le programme de simulation, nous pouvons observer les conse´quences, sur l’image
d’un flat-field, d’erreurs sur l’angle d’un ou de deux axes (Fig. IV.10).
(a) (b)
Figure IV.10. Erreur de 1◦ sur l’axe B (a) ; erreur de 2◦ sur B et de 1◦ sur l’axe
C. Dans les deux cas ε=2.
Afin de pouvoir ajuster au mieux les directions des trois axes, une me´thode base´e sur
l’observation du flat-field a e´te´ de´veloppe´e. Les e´tapes de cette me´thode sont les suivantes:
a) On prend un des axes comme re´fe´rence (par exemple l’axe A). On conside`re alors que
les deux autres axes sont a` corriger. La valeur de ε doit eˆtre choisie de fac¸on a` ce que
l’inte´gration d’un flat-field donne une figure de bande.
b) On modifie la direction de l’axe B de manie`re a` ce que la direction de la bande soit
aligne´e au mieux sur l’axe C.
c) On modifie enfin la direction de l’axe C pour que la bande s’e´largisse. Lorsque celle-ci
couvre tout le champ hexagonal, on peut affiner le re´glage en reprenant la proce´dure
a` partir de a) avec une valeur de ε plus petite.
La figure IV.11 montre ces diffe´rentes e´tapes re´alise´es sur simulateur (les de´fauts
d’orientation des projections peuvent eˆtre ajoute´s comme parame`tres d’entre´e du simu-
lateur, en plus de N¯ et de ε). Nous pouvons donc avoir de`s a` pre´sent une ide´e des artefacts
que nous pourrons rencontrer et de la fac¸on d’y reme´dier.
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(c) (d) (e)
(a) (b)
Figure IV.11. Diffe´rentes e´tapes du re´glage des directions des axes de projection
: ε=16, erreurs sur B et C respectivement e´gales a` 8◦ et 10◦ (a) ; erreur sur B
ramene´e a` 1◦ (b) ; erreur sur C ramene´e a` 4◦ (c) ; erreurs sur B et C e´gales a` 1◦
: le champ hexagonal apparaˆıt (d) ; en diminuant ε a` 4, les de´fauts de direction se
manifestent a` nouveau (e).
6. Le concept hyper-DELTA
Je pre´sente ici une nouvelle ide´e de came´ra a` comptage de photons inspire´e de la came´ra
DELTA. Il s’agit toujours d’une came´ra de type synchrone, mais dont la re´solution tem-
porelle pourrait the´oriquement eˆtre tre`s supe´rieure a` celle des came´ras asynchrones exis-
tantes.
Conside´rons P, cette fois-ci dans un espace tridimensionnel muni de quatre axes de´finis
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Les coordonne´es de ces quatre vecteurs correspondent a` celles des sommets d’un te´trae`dre
re´gulier de volume 8/(9
√
3) centre´ en (0, 0, 0). Les projections d’un point P de coordonne´es
(x, y, z) selon ces quatre axes s’e´crivent alors :





























d = projD(P) = z
(IV.6.2)
On remarque que l’on a a + b + c + d = 0. On peut donc comme avec la came´ra DELTA
repe´rer, a` l’aide de projections, des e´ve´nements localise´s cette fois-ci dans un espace tridi-
mensionnel. Bien que cette ide´e soit peut-eˆtre applicable a` la de´tection de particules de
hautes e´nergies dans un cristal scintillant, pourvu que le rayonnement e´mis par le cristal
lors de l’absorption de la particule soit isotrope, l’application que nous envisageons pour









Figure IV.12. Projection d’un e´ve´nement localise´ en P sur quatre axes tels que la
somme des projections soit nulle.
En effet, si l’on conside`re l’axe D=z e´quivalent a` l’axe temporel, on effectue une projec-
tion sur t uniquement et trois projections sur des axes qui ne sont contenus dans aucun
plan particulier ((x,y), (y, t), ou (x, t)). Les projections sur ces quatre axes des spots
correspondants aux photoe´ve´nements de´tecte´s en sortie d’un intensificateur, peuvent eˆtre
concre`tement re´alise´s de la fac¸on suivante :
64 Chapitre IV. Les principes de la came´ra DELTA
a) Projection sur l’axe temporel. Il s’agit en fait de dater tous les photoe´ve´nements.
Pour cela, on peut imaginer un syste`me similaire au canal strobe de la came´ra PAPA
(optique imageant tout le champ de l’intensificateur sur l’aire sensible d’un de´tecteur
monopixel du type photomultiplicateur ou photodiode a` avalanche) couple´ a` un dateur
de photons du type DAUPHIN (voir chapitre VIII). On va conside´rer que l’on n’a pas
de valeurs ne´gatives des projections sur l’axe temporel.
b) Projection sur les trois axes temps-espace A, B, C. Cette projection peut s’interpre´ter
de la manie`re suivante. On remarque que la diffe´rence des abscisses le long de l’un
des trois axes entre la projection (x, y, t′) et celle de (x, y, t) est e´gale a` (t′ − t)/3.
Les coordonne´es spatiales sont identiques et la diffe´rence d’abscisse provient de la
diffe´rence de date. Une translation de l’axe a donc e´te´ faite entre les instants t′ et
t. Un axe de projection de photoe´ve´nements translatant peut eˆtre re´alise´ par une
barrette de type CCD, a` condition que l’on puisse de´caler les charges cre´e´s d’une zone
photo-sensible a` l’autre. L’inte´gration de photons et la lecture se font donc en continu,
mais sans transfert de trames comme dans le cas du prototype DELTA (voir chapitre
VI). La projection sur les barrettes peut eˆtre effectue´e par l’optique de la came´ra
DELTA de´crite dans le chapitre suivant.
Comme on ne peut pas avoir imme´diatement acce`s au contenu des barrettes, les sorties de
celles-ci, apre`s nume´risation, seront donc relie´es aux entre´es de registres a` de´calage. On
va traiter des tranches de dure´e t˘mδt, t˘m e´tant e´gal a` la dure´e de lecture comple`te d’une
barrette. A chaque fin de cycle, la sortie de chaque barrette est dirige´e vers un registre
paralle`le au premier, lequel sera traite´ (centrage, somme de test nulle, suppression des
photons croise´s, re´troprojections). On a alors un de´lai e´gal a` t˘m entre la fin de l’acquisition
d’une tranche et le de´but de son traitement.
Seuillage
(ou CAN)
Registre en cours de traitement





Figure IV.13. Sche´ma du principe de lecture/traitement d’une barrette de la came´ra hyper-DELTA.
Si x˘m est la de´finition d’une barrette, la de´finition de chaque registre associe´ devra eˆtre
e´gale a` 2x˘m. En effet, un photon P1 rec¸u a` t˘ = 0 dont la coordonne´e de la projection sur
un axe est 0 aura pour coordonne´e −x˘m dans le registre a` t˘ = t˘m (en prenant l’origine des
coordonne´es d’un registre a` son extre´mite´ pre`s de la barrette). Si juste avant cette date
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le dernier photon de la tranche arrive avec une coordonne´e x˘m, il ne sera pre´sent dans le
registre qu’a` la date t˘ = 2t˘m avec la coordonne´e 0. Au meˆme instant, le photon P1 se
trouvera en −2x˘m. D’ou` la ne´cessite´ de disposer de registres d’une de´finition de 2x˘m bits.
On devine alors les proble`mes qui vont se poser. On risque au cours du traitement d’avoir
dans le registre les projections des photons de tranches diffe´rentes. En reprenant l’exemple
pre´ce´dent, un photon P2 rec¸u a` t = t˘mδt+∆t sera pre´sent dans le registre lors du traitement
de la tranche [0; t˘m] si sa coordonne´e sur la barrette est comprise entre 0 et Vpix(t˘mδt−∆t)
(Vpix repre´sentant la vitesse de transfert des charges d’un pixel a` l’autre). Cette pre´sence de
projections appartenant a` des trames diffe´rentes est une source supple´mentaire de photons
croise´s.
Il est possible de supprimer les photons croise´s en supprimant tous les photons qui ont
une coordonne´e DELTA e´quivalente d’une trame a` l’autre. Cette me´thode a l’inconve´nient
de supprimer un grand nombre de photons corrects. Des simulations a` diffe´rents flux et























Figure IV.14. Transmittance par une came´ra hyper-DELTA des photoe´ve´nements
corrects lie´e a` la suppression des photons croise´s, en fonction du nombre de photons
par tranche N¯ et de ε dans le cas d’un flat-field.
On voit qu’a` temps de lecture de barrette e´gal, les performances sont nettement moins
bonnes que celles d’un syste`me DELTA. Le seul avantage d’un syste`me hyper-DELTA est
de disposer d’une grande pre´cision sur la date du photoe´ve´nement. Cette pre´cision de´pend
du temps de lecture. Or actuellement, il est difficile d’obtenir des vitesses de lecture
supe´rieures a` 20 millions de pixels par seconde. Les barrettes TH7809A du prototype de
la came´ra DELTA en cours de re´alisation ont une vitesse de de lecture de 400 millions de
pixels par seconde (voir VI-2), mais ce sont des CCD a` transfert de trame qui utilisent
un mode de lecture paralle`le. Il n’existe d’ailleurs pas de CCD line´aires sans transfert de
trame lisibles a` vitesse suffisamment e´leve´e qui pourraient eˆtre utilise´s pour une came´ra
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hyper-DELTA qui offrirait de meilleures performances que les autres came´ras. De plus, la
re´solution temporelle pre´vue de la came´ra DELTA est de 2, 56 µs, ce qui est tout-a`-fait
satisfaisant pour les applications de la haute-re´solution angulaire optique.
Le concept hyper-DELTA offre donc peu d’inte´reˆt dans sa forme actuelle. Ne´anmoins, il
pourrait eˆtre applique´ a` de futures came´ras a` lignes-a`-retard (voir III-3.5), a` condition
de pouvoir fabriquer des anodes a` triples serpentins susceptibles de transmettre plusieurs
paquets d’e´lectrons a` la fois. Il n’est pas dit non-plus qu’il soit impossible de de´velopper




L’optique de la came´ra DELTA
—
1. Introduction
La plupart des came´ras qui ont e´te´ de´crites dans le chapitre III sont entie`rement
e´lectroniques et se caracte´risent par leur syste`me d’anode servant a` localiser un champ
d’e´lectrons en sortie d’une galette de micro-canaux. Or, la re´alisation de tels dis-
positifs ne´cessite un e´quipement spe´cial lourd et one´reux (pompe a` vide tre`s pousse´,
e´vaporateur de photocathode) et des compe´tences dont nous ne disposions pas au Labora-
toire d’Astrophysique de Toulouse. De plus, la re´alisation e´lectronique du principe DELTA
semble difficile a` mettre en œuvre. Nous avons donc e´tudie´ un montage optique re´alisant, a`
partir de l’image en sortie d’un intensificateur, des projections sur des de´tecteurs line´aires.
Les conside´rations e´conomiques entrant e´galement en jeu, nous avons, dans la mesure du
possible, e´tudie´ la faisabilite´ d’un syste`me utilisant des composants fabrique´s en se´rie, mais
de qualite´ professionnelle.
2. L’intensificateur principal
Au de´part, la came´ra DELTA avait e´te´ conc¸ue comme une e´volution de la came´ra PAPA
dont elle reprendrait un grand nombre de composants, parmi lesquels le bloc intensificateur.
Celui-ci (voir III-7) est compose´ d’un intensificateur de premie`re ge´ne´ration, couple´ a`
un intensificateur de seconde ge´ne´ration a` une GMC et a` focalisation de proximite´. On
l’appelera donc 〈〈 bloc Gen I+II 〉〉. Les photocathodes sont des S-20 et les phosphores des
P-47. Le diame`tre du phosphore en sortie est de 25 mm.
Il est utile de savoir quel est le gain de ce bloc intensificateur, afin de connaˆıtre les perfor-
mances d’une optique de projection DELTA qui utiliserait ce bloc, en terme d’efficacite´ de
couplage optique ou ECO, rapport entre le nombre de photons rec¸us par chaque de´tecteur
line´aire sur le nombre de photons e´mis par le phosphore du bloc intensificateur. En fait,
il est plus facile de mesurer la distribution du nombre de photons e´mis par le bloc inten-
sificateur pour chaque photoe´ve´nement (Pulse-Height Distribution, PHD). Pour cela, j’ai
proce´de´ de la fac¸on suivante :
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a) Le bloc intensificateur e´tant installe´ sur la came´ra PAPA, on place le niveau de seuil
du canal strobe au niveau maximal.
b) On mesure le nombre de photoe´ve´nements compte´s par la came´ra pendant cinq minu-
tes.
c) On diminue le niveau de seuil du strobe et on reprend a` l’e´tape b).
d) Lorsque le niveau minimal de strobe a e´te´ atteint, on calcule la de´rive´e de la courbe
(valeur du seuil, flux de photons) mesure´e. On obtient alors la distribution en in-
tensite´ des photoe´ve´nements e´mis par le bloc intensificateur, donc celle du nombre
de photons e´mis pour chaque photoe´ve´nement de´tecte´. Les fluctuations de gain, typ-
iquement gaussiennes, du photomultiplicateur (Hamamatsu R647) associe´ au canal
strobe, se moyennent au cours de chaque mesure qui compte plusieurs milliers de
photoe´ve´nements. Les fluctuations de photons en entre´e du photomultiplicateur se
moyennent de la meˆme fac¸on. Ce que l’on mesure correspond donc bien a` la PHD
gain du bloc intensificateur.
La figure V.1 pre´sente la PHD mesure´e. Le profil clairement exponentiel de cette distri-
bution illustre le faible gain du bloc intensificateur. En effet, on sait qu’un intensificateur
de seconde ge´ne´ration posse`de une PHD de type exponentielle. Si une telle distribution
devrait logiquement se retrouver dans celle du bloc (en correspondant a` l’e´mission ther-
moionique du second e´tage), un second mode lie´ a` l’e´mission thermoionique du premier
e´tage, amplifie´e par le second e´tage, devrait apparaˆıtre. D’autant plus que la PHD d’un
intensificateur de premie`re ge´ne´ration est du type gaussien. Si tous les photons, ou meˆme
quelques uns, e´mis par cet intensificateur sont amplifie´s par le second e´tage, on devrait
alors retrouver, par le the´ore`me de la limite centrale, un mode gaussien dans la distribution
mesure´e. Or, comme on ne constate aucun second mode, on est oblige´ de conclure que le
gain apporte´ par le premier intensificateur est unitaire. Parmi tous les photons e´mis par le
premier e´tage, un seul sera multiplie´ par le second e´tage. Ne´anmoins, la probabilite´ pour
que chaque photoe´ve´nement de´tecte´ par le premier e´tage soit aussi de´tecte´ par le second
est proche de 100%.
Cette hypothe`se d’un seul photon 〈〈 amplifie´ 〉〉 s’appuie sur l’existence du temps de repeu-
plement des micro-canaux (voir II-6). Le phosphore P-47 e´tant tre`s peu re´manent, il libe`re,
a` chaque bombardement e´lectronique, tous les photons en un temps tre`s court, infe´rieur a`
la dure´e moyenne du repeuplement du micro-canal. Par conse´quent, un seul photoe´lectron
au niveau du second e´tage sera multiplie´. On conside`re que le gain quantique (par pho-
ton de´tecte´) moyen g¯1 d’un intensificateur de premie`re ge´ne´ration, e´quipe´ d’un phosphore
P-47 avec une tension d’acce´le´ration de 15 kV, est e´gal a` 320 et que le gain moyen macro-
scopique d’un intensificateur de seconde ge´ne´ration e´quipe´ d’un P-47 est e´gal a` 5000. Si
la dure´e du repeuplement e´tait nulle, le gain quantique moyen du bloc serait alors e´gal
a` g¯1 × G¯2 = 1, 6.106. A` cause du temps de repeuplement, ce gain vaut en fait g¯2, soit
environ 80 000. Dans le cas du phosphore P-20, la dure´e du repeuplement est plus courte
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que la re´manence et on peut avoir plusieurs photoe´lectrons multiplie´s au niveau du second
e´tage. Cependant, le temps de repeuplement continue a` jouer. Ainsi, par exemple, le gain
quantique moyen annonce´ du bloc DEP XX1830 (Gen I+II avec phosphore P-20) n’est que
de 5.105, alors qu’il serait en the´orie d’environ 880× 104 = 8, 8.106.
On voit donc que le bloc intensificateur dont nous disposons posse`de un gain assez faible
et qu’il sera difficile de l’utiliser avec les montages optiques que nous allons de´crire. Il
sera plus avantageux d’utiliser un intensificateur de seconde ge´ne´ration, voire de troisie`me
ge´ne´ration, a` deux GMC dont le gain moyen maximal (avec un P-47 en sortie) est proche
de 2, 2.107, avec de plus un pic dans la PHD. Les inconve´nients d’un tel intensificateur,
par rapport au bloc Gen I+II, sont un rendement quantique plus faible (deux fois moins
pour un Gen II, a` moins de placer un Gen I en amont) et une taille du spot en sortie,































Figure V.1. Distribution en gain (PHD) du bloc intensificateur Gen I+II utilise´ sur
la came´ra PAPA donne´e a` partir de la diffe´rence du nombre de photoe´ve´nements
compte´s en fonction du seuil de strobe (en volts) de la came´ra PAPA.
3. Principe de l’optique de projection
Pour l’imagerie, il existe deux grands types de montages optiques : les montages utilisant
des lentilles et ceux utilisant des fibres optiques. Un montage a` fibres optiques re´alisant
trois projections sur trois axes diffe´rents d’une image en sortie d’un intensificateur est
difficile a` imaginer et sans doute tre`s complexe a` re´aliser compte tenu de la de´finition
de l’image souhaite´e (quelques centaines de pixels de coˆte´). On s’est donc naturellement
oriente´ vers une 〈〈 solution lentilles 〉〉, malgre´ tous les inconve´nients qu’elle comporte (ECO
faible et aberrations dans l’image).
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Dans tout ce qui suit, on va conside´rer l’e´mission du phosphore de l’intensificateur principal
comme e´tant lambertienne, c’est-a`-dire que la luminance L de la source est constante (et
e´gale a` L0) quelle que soit la direction (φ, θ) (φ e´tant l’azimuth de la direction et θ l’angle
entre la normale au plan de la source et la direction).
L’exitance rec¸ue par une ouverture circulaire, paralle`le au plan d’e´mission, de diame`tre D,







L0 cos θ sin θ dθdφ = L0π sin
2 θM (V.3.1)
ou` θM = arctan(D/(2d)). On voit que pour la cas 〈〈 extreˆme 〉〉 θM = π/2, on a M = πL0,
re´sultat caracte´risant la 〈〈 loi de Lambert 〉〉 (relation exitance-luminance). L’ECO est alors
e´gale a` :
Q = M(θM )
πL0
= sin2 θM (V.3.2)
Conside´rons le cas ou` l’on souhaite projeter l’image en sortie d’un phosphore sur le plan







phosphore Plan pupille de la 
lentille imageante
Spot
Figure V.2. Illustration sur le calcul du couplage optique d’un syste`me a` focalisation.
En utilisant comme lentille un objectif tel que F/D = 1 (ce qui correspond a` un objectif
tre`s ouvert), on devra avoir d = 2F , donc θM = 14
◦ et l’ECO au centre sera d’environ
6% (en ne´gligeant l’absorption du verre). L’ECO lie´e aux spots e´mis autour du centre
sera encore plus faible. On voit donc que les syste`mes a` focalisation ont une tre`s mauvaise
ECO. En utilisant une feneˆtre de fibres optiques dans le cas pre´ce´dent, on aurait une ECO
de l’ordre de 60% sur toute l’image.
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Pour la came´ra DELTA, on a besoin de trois syste`mes de projection identiques et paralle`les
(appele´s 〈〈 trains optiques 〉〉), chacun e´tant tourne´ de ±120◦ par rapport a` l’autre autour de
l’axe optique (Fig. V.3-b). La premie`re ide´e qui vient a` l’esprit, quand on souhaite re´aliser
un syste`me optique de projection sur un axe ξ (concre`tement, sur un de´tecteur line´aire plus
〈〈 large 〉〉 que 〈〈 haut 〉〉), est d’utiliser une lentille cylindrique pour ne faire une image que
dans une seule direction. Ainsi, on pourra utiliser une lentille cylindrique convexe Lcyl1
de focale F1 qui va former une image du phosphore sur l’axe ξ. Afin d’e´viter la dispersion
d’intensite´ dans le plan (z, η) (ou` η ⊥ ξ), on place une seconde lentille cylindrique convexe
Lcyl2, place´e sur l’axe optique de Lcyl1, mais tourne´e de 90
◦. Cette lentille doit produire


















Figure V.3. Sche´ma de principe d’un train optique de projection (a) ; re´partition des
trois trains optiques de projection (b).
4. Conception d’une optique de projection
4.1. Bref cahier des charges
Le diame`tre d’un intensificateur a` deux GMC standard est de 18 mm ou de 25 mm. La taille
du de´tecteur e´tant de 10 mm × 20 µm (voir VI-2), le grandissement doit eˆtre de l’ordre
de 0,4 a` 0,55. La largeur d’une projection d’un spot sur un de´tecteur line´aire serait donc
de 20 µm FWHM (soit l’e´quivalent de deux pixels CCD) en utilisant une optique parfaite.
En raison des diffe´rentes aberrations de l’optique, cette largeur sera plus importante. Elle
devra ne´anmoins eˆtre minimale pour deux raisons :
a) Il faut minimiser le risque de chevauchement de deux projections. Ce chevauchement
complique la re´troprojection des photoe´ve´nements. De plus, une projection peut eˆtre
masque´e par deux projections voisines.
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b) L’ECO pre´vue e´tant faible, chaque projection ne sera constitue´e que de quelques
dizaines de photons. Par conse´quent, si la projection est trop e´tale´e, le de´tecteur
risquera ne pas de´tecter au moins un photon par pixel, en raison de son rendement
quantique. Des 〈〈 trous 〉〉 vont alors apparaˆıtre dans l’image de la projection, ce qui
va poser e´galement des proble`mes pour la re´troprojection. L’ordinateur, qui calcule
les coordonne´es (x, y) a` partir des projections, ne saura pas si il a affaire a` une ou
a` plusieurs projections a` cause des trous. L’algorithme doit alors eˆtre complexifie´ en
testant la vraisemblance de diffe´rentes hypothe`ses (a` partir des projections sur les trois
axes). On peut ne´anmoins effectuer un traitement du type 〈〈 filtrage morphologique 〉〉
pour corriger ce proble`me (voir VI-6).
L’image d’un spot projete´ doit donc contenir le plus grand nombre de photons par pixel,
dans un nombre minimal de pixels. En fait, il n’est pas ne´cessaire d’avoir un nombre tre`s
important de photons par pixel a` cause du phe´nome`ne de saturation du de´tecteur (voir
V-3). Il ne faut pas non plus tenter d’obtenir un seul pixel e´claire´ a` cause du bruit du
de´tecteur. Ainsi, une projection sur plusieurs pixels est facilement diffe´renciable d’un pic
de bruit sur un pixel isole´ (voir VI-6). Afin de concevoir un montage optique re´pondant
a` ces crite`res et base´ sur l’optique cylindrique, j’ai e´crit sur Macintosh un logiciel de
calcul optique par trace´ de rayons (ray-tracing). Ce logiciel (voir annexe 1-D) calcule la
trajectoire d’un rayon e´mis par une source a` travers une se´rie de dioptres, jusqu’a` un plan
image. Il permet donc de voir les aberrations ge´ome´triques du montage qui se traduisent
par un e´talement sur l’axe ξ de l’image de la source. Une autre fonction de ce logiciel est
le calcul de l’ECO entre un spot e´mis par le phosphore et le de´tecteur line´aire. Celle-ci
se fait par une me´thode de type Monte-Carlo. On simule les chemins parcourus par un
grand nombre Ne de rayons (typiquement Ne = 10
6) depuis un point source jusqu’au plan
image correspondant au de´tecteur line´aire. Si celui-ci 〈〈 touche 〉〉 la zone du de´tecteur, on
incre´mente une variable Nr. La direction initiale de chaque rayon est ale´atoire et obe´it a`
la loi de Lambert. Quand tous les rayons ont e´te´ simule´s, l’ECO est donne´e par Nr/Ne.
Chaque rayon est caracte´rise´ par une longueur d’onde. L’indice de chaque verre en fonction
de la longueur d’onde est calcule´ par la formule de Sellmeier (voir annexe 1-D). On peut
ainsi simuler les aberrations chromatiques en fonction du spectre d’e´mission de la source
(spectre du P-47 dans notre cas).
4.2. Montage a` lentilles cylindriques simples
Le choix des lentilles cylindriques simples propose´ par les distributeurs de composants
optiques (Micro-Controˆle, Melles-Griot, Edmund Scientific) est beaucoup plus restreint
que dans le cas des lentilles sphe´riques, en terme de distances focales et d’ouverture (c’est-
a`-dire dans ce cas, du rapport de la distance focale sur la longueur du coˆte´ courbe). On
ne dispose donc pas de lentilles avec les caracte´ristiques permettant de faire un montage
optique simple comme celui de´crit en V-3. On va donc apporter quelques modifications au
montage. Tout d’abord, on utilise une lentille sphe´rique Lsph qui va collimater le faisceau
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issu du phosphore. La lentille Lcyl1 joue toujours le meˆme roˆle. Quant a` la lentille Lcyl2,
elle est place´e pre`s du de´tecteur. Il s’agira d’une lentille tre`s ouverte et de courte focale
qui a pour but de concentrer le faisceau collimate´ selon l’axe η . Le gain en ECO apporte´
par cette lentille est environ d’un facteur 5.
Figure V.4. Sche´ma de l’optique de projection utilisant des lentilles simples.
Le choix pour la lentille sphe´rique collimatrice est bien plus grand que pour les lentilles
cylindriques. On a d’abord conside´re´ le cas de l’utilisation d’une lentille simple pour Lsph.
Les dimensions des lentilles doivent re´unir plusieurs conditions a` re´unir :
a) Les lentilles doivent eˆtre suffisamment ouvertes pour que les pixels du de´tecteur line´aire
(qui est lui-meˆme un de´tecteur a` comptage de photons, voir VI-3) sur lesquels est
projete´ un spot, contiennent assez de photons pour rendre la probabilite´ de non-
de´tection minimale.
b) La distance focale Fsph de la lentille collimatrice doit eˆtre la plus grande possible, de
fac¸on a` ce que le champ angulaire soit re´duit, ce qui minimise les aberrations hors
du centre (coma, astigmatisme, courbure de champ, distortion) et le vignetage. On
doit aussi tenir compte du fait que l’on aura trois trains optiques en paralle`le qui
devront eˆtre agence´s de la fac¸on la plus compacte possible autour de l’axe normal au
phosphore et passant par son centre, afin d’optimiser leurs ECO. On effectue donc
un de´centrement de chaque syste`me selon son axe η (de fac¸on a` conserver la qualite´
optique en ξ). Soit Dphos le diame`tre du phosphore a` imager (Dphos=18 mm ou 25
mm) et D′sph le diame`tre 〈〈 me´canique 〉〉 de Lsph. Les limites de l’angle forme´ par un
rayon et l’axe z dans le plan (z, ξ) sont donne´es par :
74 Chapitre V. L’optique de la came´ra DELTA












Compte tenu de la re´partition des trains optiques, les limites de l’angle forme´ par le



















On conside`re un premier montage avec Fsph = 150 mm, Fcyl1 = 75 mm et Fcyl2=8 mm.
Le diame`tre de Lsph et Lcyl1 est de 25 mm. Lcyl2 est rectangulaire de dimensions 10 mm





Figure V.5. Profil d’intensite´ de la re´ponse impulsionnelle de l’optique de projection
n’utilisant que des lentilles simples.
Par simulation, on constate que l’utilisation de lentilles simples pour Lsph et Lcyl1 est a`
proscrire, compte tenu des aberrations chromatiques et ge´ome´triques. La plus importante,
parmi celles-ci, est l’aberration sphe´rique. Pour un spot e´mis au centre du phosphore et
un plan image situe´ au sommet de la caustique (de fac¸on a` faire apparaˆıtre un pic), on n’a
ainsi que 15% des photons re´partis sur un segment de 20 µm de part et d’autre du point
image ide´al et 28% des photons re´partis sur un segment de 40 µm (Fig. V.5).
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4.3. Montage a` doublets cylindriques achromatiques
Il existe des doublets cylindriques achromatiques fabrique´s par Melles-Griot. Ceux-ci sont
compose´s d’une lentille bi-convexe en SK4 et d’un me´nisque en SF18. Les deux e´le´ments
sont le´ge`rement espace´s. L’ensemble (re´fe´rence 01 LCD 001) a une focale de 76,2 mm pour
une ouverture de 19 mm × 25 mm (ξ × η). Ce doublet peut donc remplacer la lentille
Lcyl1. On peut, de la meˆme fac¸on, remplacer Lsph par un classique doublet achromatique
BK7+SF5 colle´. On conside`re le cas ou` un intensificateur de 18 mm est uniquement utilise´.
Pour optimiser l’ECO, on peut choisir Fsph = 125 mm, ce qui donne un grandissement de
0,6, le´ge`rement plus important que celui pre´vu.
Figure V.6. Sche´ma de l’optique de projection utilisant des doublets achromatiques.
Les simulations d’un tel montage font apparaˆıtre, pour un spot e´mis au centre, 57% des
photons dans un segment de 20 µm et 76% des photons dans un segment de 40 µm. Lorsque
la source est de´place´e en ξ de 8 mm vers le bord, les performances sont nettement moins
bonnes : 16% des photons dans un segment de 20 µm et 31% dans un segment de 40 µm.
La zone d’e´talement reste cependant plus restreinte que dans le cas de la configuration
n’utilisant que des lentilles simples. Il faut aussi rappeler que l’on ne tient pas compte
ici de la taille du spot et que l’on ne mesure donc qu’une re´ponse impulsionnelle. L’ECO
mesure´e sur la zone du de´tecteur line´aire (10 mm × 20 µm) est de 35 pour 106. On voit
donc la ne´cessite´ d’utiliser un intensificateur ayant un gain tre`s e´leve´. De plus, il faudra
e´viter dans le montage optique toute lumie`re parasite (sources exte´rieures ou reflets).










Figure V.7. Profil d’intensite´ de la re´ponse impulsionnelle de l’optique de projection
utilisant des doublets achromatiques. Cas d’un spot au centre (a) ; cas d’un spot
de´place´ en ξ de 8 mm du centre
En calculant les allures des re´ponses impulsionnelles et des ECO pour diffe´rentes valeurs
des coordonne´es du point source dans le plan du phosphore, il a e´te´ possible de fabriquer
une 〈〈 came´ra DELTA virtuelle 〉〉, c’est-a`-dire d’e´crire un simulateur complet du processus
DELTA, depuis la de´tection d’un photon jusqu’a` la reconstruction de trames en incluant
la me´thode de suppression des photons croise´s de´crite (voir IV-4). Le de´tecteur line´aire
simule´ est celui de´crit dans le chapitre VI (barrette CCD TH7809A intensifie´e). La figure
V.8 repre´sente une image obtenue par ce simulateur quand N¯ = 4. Pour simplifier, on a
conside´re´ un gain constant de 5.106 pour l’intensificateur principal. L’image a une largeur
de 512 pixels sur une hauteur de 591 pixels. On voit que si la qualite´ est satisfaisante au
centre, elle est nettement moins bonne sur les bords.
(a) (b)
Figure V.8. Images simule´es d’une mire de test USAF 1951 obtenue par syste`me
DELTA dans le cas d’une instrumentation optique et e´lectronique parfaite (a) ; en
simulant une optique a` doublets achromatiques et le bruit des de´tecteurs (b).
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L’utilisation de doublets achromatiques, bien qu’apportant un progre`s par rapport aux
lentilles simples, n’est donc pas entie`rement satisfaisante. De plus, Melles-Griot a
re´cemment abandonne´ la fabrication en se´rie des doublets 01 LCD 001 et ceux-ci ne peuvent
plus eˆtre fabrique´s qu’a` l’unite´. Ils sont donc tre`s one´reux pour leur qualite´.
4.4. Montage a` optique sphe´rique
En fait, il n’est pas ne´cessaire de chercher un ensemble de lentilles cylindriques posse´dant
une grande qualite´ optique. On trouve facilement des ensembles de lentilles sphe´riques
correctement corrige´s pour l’imagerie a` grandissement important. Ce sont les objectifs
utilise´s pour la macrophotographie. On peut les utiliser de la fac¸on suivante. Sachant
qu’on ne se soucie pas de la qualite´ optique en η (seule la concentration de lumie`re sur
le plan image dans cette direction importe), il n’est pas ne´cessaire de chercher a` avoir un
faisceau parfaitement collimate´ ou convergent en η. Par conse´quent, il suffit de placer juste
en aval de l’objectif (de´signe´ par L′sph) une lentille cylindrique concave (de´signe´e par L
′
cyl1
courbe dans le plan (z, η) pour obtenir une optique de projection. La distance focale de
cette lentille doit alors eˆtre e´gale a` :
F ′cyl1 = (1 +G)F
′
sph (V.4.3)
ou` G repre´sente le grandissement (en valeur absolue) et F ′sph la distance focale de l’objectif.
Un des meilleurs objectifs de macrophotographie disponibles est le Micro-Nikkor 55
(Nikon). Sa focale est de 55 mm et son rapport d’ouverture de 2,8 (soit D = 19, 6 mm).
Nous n’avons pas pu disposer du sche´ma optique de cet objectif et nous n’avons donc pas
simuler un montage de projection optique l’utilisant. Cependant, des tests de re´solution
ont e´te´ fait sur cet objectif (Johnson 1993). Ces tests ont consiste´ a` photographier avec
l’objectif une mire de Ronchi en utilisant un film tre`s fin, puis a` analyser le film apre`s
de´veloppement a` l’aide d’un microdensitome`tre. A` pleine ouverture, la re´ponse indicielle
optique (passage brusque d’une zone noire a` une zone blanche de la mire) est caracte´rise´e
par une longueur de pente (passage de 20% et 80% de l’intensite´ maximale) de l’ordre de
11 µm, ce qui est tout-a`-fait satisfaisant pour notre application.
Nous pouvons faire une estimation sommaire de l’ECO d’un montage utilisant cet objectif
en extrapolant les re´sultats obtenus pour les montages pre´ce´dents. Supposons G=0,55. A`
pleine ouverture, on aura alors une ECO de 14 pour 106 (sans tenir compte du vignetage
e´ventuel).










Figure V.9. Sche´ma d’une optique de projection utilisant un objectif de macrophotographie.
5. Conclusion
Nous avons vu qu’il est difficile de concevoir une optique de projection ayant a` la fois une
ECO et une qualite´ d’image e´leve´e. Les conside´rations e´conomiques doivent ici dicter les
choix. Une optique de grande qualite´ avec un grand rapport d’ouverture peut avoir un couˆt
tre`s e´leve´, surtout si les composants optiques sont faits sur mesure. On choisira donc une
optique standard disposant d’une bonne qualite´ d’image et d’une ouverture convenable.
L’ECO re´sultante ne sera pas optimale. Cependant, en utilisant un intensificateur d’image
a` gain e´leve´, on devrait arriver a` une solution satisfaisante sur tous les plans. Ceci, malgre´




L’e´lectronique de la came´ra DELTA
—
1. Introduction
Je de´cris ici les diffe´rentes sections de l’e´lectronique comple`te de notre prototype de came´ra
DELTA : de´tecteurs, acquisition, traitement. Certaines de ces sections n’ont pas encore
e´te´ re´alise´es et de plus, le manque de mesures physiques m’a oblige´ a` spe´culer certains
re´sultats. Je pre´sente cependant le fondement de ces pre´visions et je de´cris e´galement
diffe´rentes solutions techniques qui peuvent eˆtre envisage´es selon les cas.
2. La barrette CCD TH7809A
Nous avons vu dans le chapitre pre´ce´dent l’inte´reˆt de disposer d’un temps de trame tre`s
court, afin non seulement d’ame´liorer la re´solution temporelle, mais aussi d’augmenter le
flux maximal. En effet, en re´duisant, a` flux donne´, le nombre de photons par trame, on
diminue la probabilite´ de cre´ation de photons croise´, ce qui permet d’augmenter le flux de
photons jusqu’a` une transmittance minimale critique.
Le de´tecteur le plus approprie´ est donc celui dont le temps de lecture est le plus court,
tout en ayant une de´finition minimale de 500 pixels environ. Nous avons par conse´quent
opte´ pour la barrette CCD Thomson TH7809A. Il s’agit d’un de´tecteur line´aire a` trans-
fert de trame, conc¸u a` l’origine comme composant pour les disques magne´to-optiques et
comportant 1 024 e´le´ments du type photo-MOS d’une taille de 10 µm × 20 µm chacun
(10 µm dans le sens de la barrette). Il se singularise essentiellement des de´tecteurs du
meˆme type par le mode de lecture de la me´moire tampon contenant la trame. En effet, au
lieu d’eˆtre entie`rement se´rielle, cette lecture est a` la fois se´rielle et paralle`le. La me´moire
tampon est re´partie en 16 registres de 64 pixels. Apre`s que le contenu des pixels ait e´te´
transfe´re´ directement dans les registres a` la fin de l’inte´gration d’une trame, la lecture de
chaque registre se fait par de´calage, comme dans le cas d’un CCD classique. Ce syste`me
permet donc de multiplier par 16 la vitesse de lecture. La fre´quence d’horloge maximale
du TH7809A e´tant de 25 MHz, le flux de lecture sera donc de 400 Mpix/s (millions de
pixels par seconde), soit un temps de trame e´gal a` 2,56 µs. Au de´but du projet DELTA,
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c’est-a`-dire en 1996, la TH7809A venait d’eˆtre commercialise´e et e´tait pre´sente´e comme la
barrette CCD la plus rapide du monde. Son couˆt modique a e´galement e´te´ une des raisons







Sorties des pixels impairs
Sorties des pixels pairs
Figure VI.1. Sche´ma de principe de la lecture de la TH7809A.
Les performances donne´es par le constructeur sont les suivantes. La TH7809A pre´sente
une charge maximale par pixel typique de 1,2 Me¯ (million d’e´lectrons). A` T = 25◦C,
le courant d’obscurite´ moyen typique est de 0,3 e¯/µs (maximum : 0,5 e¯/µs) et le bruit
de lecture moyen typique est de 150 e¯/pix (maximum : 300 e¯/pix). Ces valeurs peuvent
ne´anmoins eˆtre diminue´es en abaissant la tempe´rature jusqu’a` 0◦C. La non-uniformite´
du bruit d’obscurite´ (ou DNSU : dark signal non-uniformity) typique annonce´e est de 4%
(maximum: 20 %).
Figure VI.2. Carte de controˆle TH78KA09A du CCD TH7809A. Le CCD est installe´
dans le coin supe´rieur gauche.
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Les TH7809A nous ont e´te´ livre´es avec une e´lectronique d’exploitation Thomson
(TH78KA09A), se pre´sentant sous la forme d’une carte compacte munie de composants
miniatures monte´s en surface (CMS) sur ses deux coˆte´s (Fig. VI.2). Cette carte comporte
une e´lectronique nume´rique synthe´tisant les signaux de controˆle du CCD a` partir d’un sig-
nal d’horloge externe. Ces signaux sont : les deux phases pour le de´calage des pixels dans
les registres, le signal de transfert de la trame et le signal de mise-a`-ze´ro (reset) des diodes
de sortie de chaque registre. Les sorties du CCD sont dirige´es sur les 16 pre´amplificateurs
de la carte. Ceux-ci sont du type transimpe´dance (la sortie de la TH7809A e´tant en
courant), avec un gain typique de 750 V/A, soit 675 nV/e¯ (minimum : 725 V/A). Le
bruit annonce´ de cette e´lectronique (en tenant compte du CCD) est σb=160 µV RMS, soit
l’e´quivalent de 237 e¯. L’utilisation de la carte TH78KA09A est relativement aise´e. On doit
disposer de trois tensions (+5 V, +9 V, et +13 V) pour l’alimentation et d’un ge´ne´rateur
de signaux carre´s au niveau TTL pour la synthe`se des signaux. En plus des 16 sorties
des pre´amplificateurs, une sortie TTL 〈〈 synchro 〉〉 active uniquement lors de la lecture du
premier pixel de chaque registre permet de connaˆıtre le de´but de chaque trame.
3. L’intensification de la TH7809A
Compte tenu de l’aire collectrice Apix = 2−10 m2 de chaque pixel et du niveau de bruit de
la TH7809A, il n’est pas possible de l’utiliser directement comme de´tecteur pour l’optique
de projection de la came´ra DELTA de´crite dans le chapitre pre´ce´dent. Le seul moyen de
pouvoir exploiter cette barrette et d’en retirer ses avantages en terme de vitesse de lecture,
est de la placer en aval d’un second intensificateur d’image. De manie`re a` optimiser la
transmittance de photons entre cet intensificateur et la barrette, il convient d’utiliser un
couplage par fibre optique reliant directement le phosphore de l’intensificateur aux e´le´ments
photo-MOS de la barrette. Cependant, la TH7809A n’e´tant pas disponible avec une feneˆtre
de fibres optiques (FFO), il a nous a fallu faire effectuer la transformation. Les barrettes ont
donc e´te´ confie´es aux laboratoires de Hamamatsu Photonics (Japon) pour remplacement
de la feneˆtre d’origine en quartz par une FFO et couplage a` un intensificateur Hamamatsu
V5255U.
La FFO installe´e est un faisceau de fibres re´parties en motif hexagonal. Le diame`tre de
chaque fibre est de 6 µm. Les fibres sont se´pare´es par un mate´riau absorbant la lumie`re
lorsque l’angle d’incidence d’un rayon a` l’inte´rieur d’une fibre est trop important pour
permettre une re´flexion. Ce syste`me dit EMA (Extra-Mural Absorption) e´vite le passage
de la lumie`re d’une fibre a` une autre voisine. Avec le syste`me EMA, la transmittance
QFFO d’un faisceau lambertien est e´value´e a` 60%.
L’intensificateur V5255U est du type seconde ge´ne´ration (a` une GMC) a` focalisation de
proximite´. Le diame`tre de la photocathode (du type S-20) et du phosphore est de 11,3
mm. Le choix du phosphore de sortie nous a e´te´ dicte´ par le rendement quantique de
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la TH7809A et la ne´cessite´ de disposer d’un phosphore le moins re´manent possible. Le





QCCD est le rendement quantique du CCD et fP la probabilite´ selon λ du nombre de
photons e´mis par le phosphore, loi normalise´e sur l’intervalle [λ1;λ2].
D’apre`s les donne´es dont nous disposons (courbe de rendement quantique de la TH7809A
et spectres d’e´mission des phosphores), le phosphore convenant le mieux est le P-46. Il
offre une transmittance Q¯CCD de 28%, alors que celle lie´e au P-47 n’est que de 21%.
La photocathode S-20 du V5255U posse`de une bonne re´ponse dans le bleu, ce qui la rend
adapte´e aux photons e´mis par le phosphore P-47 de l’intensificateur principal de la came´ra
DELTA. Le couplage calcule´ a` partir des courbes (Fig. VI.4) donne en effet 15,8% (alors
que le rendement quantique maximal de la S-20 est de 20% a` 300 nm).
D’apre`s la fiche-constructeur, le gain radiant du V5255U, e´quipe´ d’un phosphore P-20 et
d’une sortie par FFO, est de 8 700 W/W. Ce gain est calcule´ a` une longueur d’onde en
entre´e de λ = 430 nm. A` cette longueur d’onde, le rendement quantique de la photocathode
est de 17% et l’e´nergie d’un photon de 2,88 eV. L’e´nergie en sortie est donc de 25 056 eV.
Le facteur d’efficacite´ du P-20 est QP−20=0,13 W/W, la tension d’acce´le´ration entre la
sortie de la GMC et le phosphore est Ua = 6 kV.














































Figure VI.3. Rendement quantique de la TH7809A et nombre de photons e´mis par
intervalle de λ pour les phosphores P-46 et P-47.























































Figure VI.4. Rendement quantique de la photocathode S-20 et nombre de photons
e´mis par intervalle de λ pour le phosphore P-47.
Supposons que la transmittance Qpg entre la photocathode et la GMC soit de 50% et
la transmittance de la FFO de 60% (comme pour la FFO du CCD dans le cas de la
transmission d’un faisceau lambertien). Le gain moyen de la GMC s’e´crit :
g¯c =
25 056
Qpg ×QS−20 ×QFFO ×QP−20 × Ua = 630 (VI.3.2)
Ce gain est tout-a`-fait vraisemblable pour une GMC caracte´rise´e par un αc de 40 (chiffre
communique´ par Hamamatsu) et alimente´e entre 800 V et 900 V. On peut maintenant en
de´duire le gain quantique moyen du meˆme intensificateur e´quipe´ d’un phosphore P-46 dont
l’efficacite´ est plus faible (QP−46 = 4, 32.10−3 ph/eV) :
g¯I = g¯c × Ua ×QP−46 ×QFFO = 9798 (VI.3.3)
On aura donc a` peine 10 000 photons e´mis pour chaque photon compte´. On ne connaˆıt pas
l’efficacite´ du couplage re´alise´ par la FFO du CCD, mais on sait que celle-ci vaut au mini-
mum 60%. Le nombre d’e´lectrons ge´ne´re´s par photon incident de´tecte´ par l’intensificateur
V5255U s’e´crit alors :
N¯e¯/ph = g¯I ×QFFO × Q¯CCD = 1646 (VI.3.4)
Le calcul du nombre d’e´lectrons par pixel est difficile. On peut cependant tenter de l’estimer
de la fac¸on suivante.
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a) On conside`re que chaque spot e´mis par le phosphore de l’intensificateur principal va
ge´ne´rer des photoe´lectrons rapproche´s dans l’espace et dans le temps. Par conse´quent,
seuls les premiers arrive´s seront pris en compte, car le temps entre deux photoe´lectrons
sera infe´rieur au temps de repeuplement des micro-canaux (comme dans le cas d’un
couplage de deux intensificateurs a` phosphore rapide, voir V-2). Le temps de repeu-
plement annonce´ est de 42 µs. On aura donc un spot ge´ne´re´ par micro-canal.
b) On conside`re que le nombre de photons par spot en entre´e de l’intensificateur secon-
daire est suffisant pour que chaque micro-canal correspondant a` un point du spot
soit active´. Pour un pixel situe´ au milieu du spot et en conside´rant les micro-canaux
re´partis selon un motif hexagonal, le nombre moyen d’e´lectrons s’e´crira :






dc correspond a` la distance entre deux micro-canaux. La valeur de dc n’est pas connue.
Comme le diame`tre annonce´ des micro-canaux est de 6 µm, on peut alors conside´rer que
dc ≃ 12µm. Par conse´quent N¯e¯/pix = 2640. Cette valeur est faible par rapport a` la
dynamique du CCD (1,2 Me¯). De plus, on a pris un cas optimal et une valeur moyenne.
Il ne sera donc pas rare d’avoir Ne¯/pix < N¯e¯/pix. Le RSB sera alors faible et on ne pourra
ne´gliger l’influence du bruit.
(a) (b)
Figure VI.5. L’intensificateur Hamamatsu V5255U couple´ a` la barrette TH7809A.
Vue coˆte´ photocathode (a), celle-ci e´tant prote´ge´e par un cache ; vue coˆte´ brochage
du CCD (b).
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4. L’e´lectronique de seuillage
A cause de la valeur tre`s faible (infe´rieure a` 10σb) du signal de photoe´ve´nement, on est
amene´ a` traiter e´lectroniquement les signaux avant le centrage des photoe´ve´nements sur la
barrette. Une technique de lecture couramment utilise´e pour les de´tecteurs CCD est celle
du double e´chantillonnage corre´le´ (Correlated Double Sampling). Cette technique tient
compte du fait que la lecture d’un pixel se fait en trois temps (Fig. VI.6-b). Le signal de
sortie d’un CCD correspond au courant sortant de la source d’un transistor MOS, courant
proportionnel a` la tension aux bornes d’une diode (on rappelle qu’un transistor MOS est,

































Figure VI.6. E´tage de sortie d’un CCD (a). La re´sistance de charge RL n’est pas
pre´sente sur la TH7809A. Signal en sortie d’un CCD (b).
Dans le premier temps de la lecture (pre´charge), la capacite´ intrinse`que Cs (de l’ordre de
quelques pF) de la diode de sortie est charge´e a` un niveau de re´fe´rence par le signal de
reset commandant le transistor MOS 1 (Fig. VI.6-a). Lorsque ce signal n’est plus applique´,
on passe a` l’e´tat 〈〈 diode-flottante 〉〉 et la sortie passe a` un niveau infe´rieur a` cause de la
capacite´ grille-source Cr du transistor MOS 1. Cette diffe´rence comporte une composante
de´terministe e´gale a` Vreset × Cr/(Cr + Cs) et une composante ale´atoire (appele´e 〈〈 bruit






Dans le cas de la TH7809A, on a Cs = 87.10
−15 F. Par conse´quent a` T = 25◦C, le bruit
RMS de reset est de 118 e¯. Cette variation ale´atoire va se retrouver dans le troisie`me temps,
c’est-a`-dire le chargement de la diode avec les e´lectrons du pixel lu. La tension lue est alors
biaise´e par le bruit de reset. Le double e´chantillonnage corre´le´ consiste a` soustraire a` la
tension du signal de pixel celle mesure´e a` l’e´tat diode- flottante. On e´limine ainsi totalement
le bruit de reset et la valeur RMS du bruit re´siduel est de
√
2372 − 1182 = 205 e¯.
A` la technique de double e´chantillonnage corre´le´, on peut ajouter celle de l’inte´gration
pour la mesure des tensions de re´fe´rence et de pixel. A` cause du bruit e´lectronique, on ne
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peut faire une mesure fiable de chacune des tensions par un simple e´chantillonnage. On va
alors inte´grer le signal sur deux intervalles conse´cutifs (dont les longueurs correspondent
aux e´tats diode-flottante et lecture pixel), ce qui va e´liminer le bruit haute-fre´quence dont
la moyenne est nulle sur chaque intervalle. L’inte´gration d’un signal accessible sous la








Un montage effectuant le double e´chantillonnage corre´le´ avec mesure par inte´gration est











Figure VI.7. Sche´ma d’un syste`me de double e´chantillonnage corre´le´ avec inte´gration.
Les signaux S1, S2 et S3 correspondent aux trois temps de lecture d’un pixel CCD. Ils
commandent la fermeture d’interrupteurs (re´alisables avec des transistors MOS). Dans le
premier temps, la capacite´ est de´charge´e et Vout = 0. Dans le second temps, le signal est
inverse´ est inte´gre´ par l’amplificateur ope´rationnel (AO) monte´ en inte´grateur. Dans le
dernier temps, le signal non-inverse´ est inte´gre´ et Vout sera donc e´gale a` la diffe´rence des
inte´grations des niveaux diode-flottante et pixel.
L’application d’un tel montage a` la la TH7809A n’est pas simple a` cause des temps
d’inte´gration tre`s courts (infe´rieurs a` 20 ns). De plus, les temps de fermeture des interrup-
teurs doivent eˆtre extreˆmement pre´cis. Un autre montage possible est celui du clamping
(Fig. VI.8). Dans ce cas, on met Vout a` ze´ro, lors de l’e´tat diode-flottante, par fermeture
de l’interrupteur. Apre`s ouverture, le passage rapide du signal au niveau correspondant au
pixel est transmis par le condensateur (qui ne filtre que les basses fre´quences). La valeur
Vout correspond alors a` la valeur du pixel a` laquelle on a retranche´ la valeur du signal a`
l’e´tat diode- flottante. Le bruit du reset est e´galement supprime´. Pour atte´nuer le bruit
haute-fre´quence, on effectue un filtrage passe-bas a` l’entre´e du montage.








Figure VI.8. Sche´ma d’un syste`me de clamping. La re´sistance d’entre´e est adapte´e
avec l’impe´dance de sortie (50 Ω) de la carte TH78KA09A. Le condensateur C1 filtre
les hautes fre´quences.
En fait, la bande-passante intrinse`que de l’AO va limiter le bruit. D’autant plus que dans
un montage amplificateur, la bande-passante est inversement proportionnelle au gain. Or,
la diffe´rence de niveau entre un pixel e´claire´ et un pixel dans l’obscurite´ sera en moyenne de
(2 790− 237)× 6, 75.10−7 = 1, 72 mV. Il faudra donc amplifier ce signal afin de pouvoir le
comparer a` un seuil stable. Par conse´quent, la bande passante du montage va eˆtre re´duite.
La table VI.1 montre les caracte´ristiques des AO les plus performants a` l’heure actuelle
qui peuvent eˆtre utilise´s et les performances en terme de bruit (exprime´ en e´lectrons, avec
le facteur de 675 nV/e¯) et de gain, pour une bande-passante de 80 MHz.
Constructeur Burr-Brown Maxim National
Mode`le OPA 686 MAX 4305 CLC 425
Gain max. a` BP=80 MHz 20 43 23
Slew-rate (V/µs) 600 1 400 305
Bruit a` l’entre´e (nV/
√
Hz) 1,3 2,1 1,05
Bruit a` 80 MHz (e¯) 17 28 14
Table VI.1. Caracte´ristiques de trois AO a` hautes performances.
On voit que le bruit de ces AO est tre`s faible par rapport au bruit du CCD. Ne´anmoins, on
n’a pas tenu compte du bruit thermique ge´ne´re´ par les re´sistances du montage (au moins
e´gale au bruit intrinse`que de l’AO) Le slew-rate (temps de monte´e) est compatible avec les
signaux a` amplifier dans les trois cas. On peut e´ventuellement cascader plusieurs AO pour
augmenter le gain, a` condition que l’augmentation de la distortion re´sultante ne pose pas
de proble`me pour le seuillage.


















Figure VI.9. Sche´ma d’un syste`me de seuillage apre`s amplification.
Compte tenu de la re´duction du bruit peu importante apporte´e par la suppression du
bruit de reset (on passe de 237 e¯ a` 205 e¯ a` la sortie de la carte CCD), on peut choisir
de ne pas supprimer ce bruit et d’e´chantillonner puis seuiller la valeur du pixel en sortie,
apre`s amplification. Cette solution e´vite de nombreux proble`mes techniques, car le double
e´chantillonnage corre´le´ avec inte´gration ou le clamping sont difficiles a` mettre en œuvre.
De plus, la came´ra DELTA devra comporter au total 48 e´tages d’amplification + seuillage
en paralle`le. La solution a` retenir devra donc eˆtre fiable et e´conomique.
5. Le pre´centrage des photons
Nous conside´rons a` pre´sent qu’une trame se pre´sente sous la forme de 16 mots de 64 bits,
chaque mot e´tant transmis de fac¸on se´rielle. Les bits a` 1 correspondent aux valeurs de
pixels supe´rieures a` un certain seuil, donc aux images des photoe´ve´nements projete´s dont on
cherche a` retrouver les coordonne´es. Le flux de donne´es va alors eˆtre de 3×400 Mbits/s=1,2
Gbits/s, ce qui est trop important pouvoir eˆtre directement transmis et traite´. E´tant
donne´ que la plupart des pixels seront a` ze´ro, il est possible de compresser l’information
en effectuant ce que l’on appellera un 〈〈 pre´centrage 〉〉.
Le syste`me de lecture de la TH7809A est compose´ de registres correspondants au pixels
pairs et d’autres aux pixels impairs. On doit donc associer les registres par deux pour
former des mots de 128 bits. J’ai imagine´ un montage d’e´lectronique logique se´quentielle
permettant de coder les coordonne´es des de´buts et des fins des photoe´ve´nements projete´s
sur des longueurs (segment) de 128 pixels. Par conse´quent on ne transmettra que les
coordonne´es des fronts montants ou descendants, c’est-a`-dire des changements de valeurs
binaires.
Il nous faut d’abord de´finir un format compact des informations qui seront transmises.
Celles-ci seront donc des mots de 10 bits avec le codage suivant :
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a) 6 bits : coordonne´e relative au de´but de la longueur, avec une re´solution de 2 pixels
(donc de´finition de 64 points).
b) 1 bit : vaut 1 si front sur le pixel pair.
c) 1 bit : vaut 1 si front sur le pixel impair.
d) 1 bit : vaut 1 si le front sur le pixel pair est montant.
e) 1 bit : vaut 1 si le front sur le pixel impair est montant.
Par exemple, supposons qu’un photoe´ve´nement commence au pixel 36 et finisse au pixel
41 (les coordonne´es sont relatives au de´but du segment). On transmettra alors les mots
binaires 0100101010 et 0101000100. Le codage est fait par un automate se´quentiel du type
machine de Mealy dont l’e´volution des e´tats est donne´e par la table VI.2.
La figure VI.10 montre le de´but du se´quencement d’un segment de pixels et les mots que
l’on obtient. Ces mots seront dirige´s a` l’entre´e d’une file d’attente ou FIFO (First In First
Out) d’une largeur de 10 bits.
E´tat suivant quand :
E´tat Mot transmis PpPi=00 PpPi=01 PpPi=11 PpPi=10
A Rien A H E B
B N1110 A H E B
C N1000 A H E B
D N0100 A H E B
E N1010 C G F D
F Rien C G F D
G N1101 C G F D
H N0101 C G F D
Table VI.2. E´tats suivants de l’automate de centrage en fonction de l’e´tat courant et
de la valeur du mot de deux bits PpPi repre´sentant les e´tats des pixels pair et impair
en lecture. N repre´sente la valeur du compteur sur 6 bits incre´mente´ a` chaque pas.
On donne e´galement le mot transmis a` chaque e´tat.
Concre`tement, on peut re´aliser un tel automate avec un circuit logique programmable, ou
une me´moire du type PROM. Dans ce cas, on placera sur le bus d’adresse les valeurs des
pixels pairs et impairs lues apre`s seuillage et celles de l’e´tat courant (code´ sur 3 bits). En
sortie, sur le bus de donne´es, on aura les valeurs de l’e´tat suivant, des 4 bits concernant
les fronts (pre´sence d’un front sur pixel pair, pre´sence d’un front sur pixel impair existant,
front sur pixel pair montant, front sur pixel impair montant) et un bit validant l’e´criture
du mot (mis a` 1 si au moins un front a e´te´ de´tecte´). L’horloge utilise´e est la meˆme que
celle servant a` piloter les TH7809A. Au total, la came´ra DELTA comportera 24 automates
de pre´centrage tel que celui de´crit par la figure VI.11.
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Figure VI.11. Sche´ma d’un automate de pre´centrage.
On dispose alors par voie de huit FIFO contenant des coordonne´es de pre´centrage relatives
a` chacun des huit segments. L’e´tape suivante consiste a` transformer ces coordonne´es sur
7 bits en coordonne´es sur 10 bits et a` les transmettre une par une a` l’informatique de
traitement, en incluant l’information sur le de´but de trame. Pour cela, il est utile de
disposer de deux bancs de huit FIFO. Pendant que l’on effectue le pre´centrage vers un
banc, on transmet le contenu de l’autre a` l’informatique de traitement. Les roˆles sont
alterne´s a` chaque trame. Cette transmission se fait de la fac¸on suivante :
a) On part d’une des FIFO. Si elle contient un mot de 10 bits, on l’extrait et on le
transmet vers l’informatique de traitement avec le nume´ro de FIFO sur 3 bits.
b) Tant que la FIFO contient au moins un mot, on recommence l’e´tape a), sinon on passe
a` la FIFO suivante.
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c) Lorsque toutes les FIFO ont e´te´ lues, on transmet le nume´ro de trame. Puis attend
le passage a` l’autre banc.
Cette se´quence est re´alisable avec une logique caˆble´e incluant compteurs et multiplexeurs.
Une premie`re e´bauche de sche´ma est donne´ par la figure VI.12. Il y aura au total trois
exemplaires (un par voie) de ce syste`me sur la came´ra DELTA.
.... ........
Vers signaux














Banc de FIFOs en mode ecriture
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Figure VI.12. Sche´ma de principe de l’e´lectronique d’interfac¸age entre les automates
de pre´centrage et l’informatique de traitement.
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6. L’atte´nuation du bruit
A cause du faible RSB des spots des photoe´ve´nements projete´s, les donne´es vont eˆtre
entache´es de bruit se pre´sentant sous la forme de valeurs de bits errone´es. On peut atte´nuer
ce bruit de la fac¸on suivante. D’abord, il est possible de choisir la longueur moyenne des
groupes de bits a` 1 correspondants aux spots, en agissant sur la focalisation de l’optique
de projection (on suppose que le couplage de celle-ci est suffisamment e´leve´ pour que
tous les pixels correspondants aux spots soient seuille´s a` 1. Le proble`me est que lorsque
cette longueur est trop importante, la probabilite´ de chevauchement de projections, avec
le risque d’en perdre une, est importante. On agit alors sur la focalisation pour que toutes
les projections aient une longueur supe´rieure a` 2 pixels. On peut alors supprimer les pixels
seuille´s a` 1 qui correspondent a` du bruit en utilisant un 〈〈 filtrage morphologique 〉〉. Le
principe de ce filtrage est de mettre a` 0 tous les pixels a` 1 qui ne sont pas entoure´s par
deux autres pixels a` 1 (ope´ration dite 〈〈 d’e´rosion 〉〉), puis d’effectuer une 〈〈 dilatation 〉〉 en
mettant a` 1 tous les pixels a` 0 voisins de pixels a` 1 (Fig. VI.13-d-e). Le bruit restant apre`s
ce traitement a deux origines :
a) L’e´mission thermoionique de l’intensificateur secondaire. Ce cas est tre`s rare, car
un intensificateur refroidi a un bruit de l’ordre de quelques centaines de photons par
seconde. L’aire de phosphore utilise´e est de 20 µm×10 mm, soit 0,23% de l’aire totale.
La probabilite´ d’un photon de bruit de´tecte´ sera donc de l’ordre d’un par seconde.
Quant a` la probabilite´ de de´tecter un ion provenant de l’intensificateur secondaire,
elle est encore plus faible.
b) Le cas ou` on a au moins trois pixels de bruit conse´cutifs, et donc ou` le filtrage mor-
phologique ne fonctionne pas. Le syste`me DELTA permet de supprimer une grande
partie de ces 〈〈 fausses projections 〉〉 par le test de somme nulle. En effet, la pro-
babilite´ pour qu’une coordonne´e DELTA ale´atoire puisse se combiner avec les coor-
donne´es re´elles des autres axes est faible (d’autant plus faible que le nombre moyen
de photoe´ve´nements par trame est bas).
Un autre proble`me lie´ au faible RSB est la pre´sence de 〈〈 blancs 〉〉 dans les groupes de pixels
correspondants aux photoe´ve´nements. Il peut eˆtre traite´ avant la re´duction du bruit par la
manie`re inverse. On effectue d’abord une dilatation, puis une e´rosion (Fig. VI.13-b-c). Le
proble`me est que l’on risque ainsi 〈〈 d’agglutiner 〉〉 des pixels de bruit aux projections, ce
qui va fausser leurs coordonne´es. On sera alors oblige´ d’augmenter ε dans le test de somme
nulle pour retrouver les coordonne´es du photoe´ve´nement qui seront alors moins pre´cises.

























Figure VI.13. E´tapes du filtrage morphologique a` partir d’une ligne de pixels bruite´e
(a). En effectuant une dilatation (b), puis une e´rosion (c), on restaure les groupes
de pixels correspondants aux projections. En effectuant ensuite une e´rosion (d), puis
une dilatation (e), on supprime les pixels a` 1 correspondants a` du bruit.
7. L’informatique de traitement
Cette informatique doit effectuer tous les traitements ne´cessaires a` la reconstruction des
coordonne´es de photoe´ve´nements a` partir des coordonne´es de pre´centrage. Les diffe´rentes
e´tapes du traitement sont :
a) La re´ception dans un buffer des coordonne´es du pre´centrage.
b) Le filtrage morphologique de´crit pre´ce´demment pour la re´duction du bruit.
c) La conversion des coordonne´es du pre´centrage en coordonne´es simples (le centrage
proprement dit).
d) Le test de somme nulle sur les coordonne´es de photons de la meˆme trame.
e) La suppression des photons croise´s.
f) La suppression des ions e´mis par l’intensificateur primaire, en se basant sur la longueur
des groupes de photons. Si cette longueur est anormalement supe´rieure a` la longueur
moyenne, le groupe sera conside´re´ comme e´tant la projection d’un ion. On fera la
ve´rification avec les deux autres projections correspondantes.
g) La re´troprojection des photoe´ve´nements, qui seront transmises vers un ou plusieurs
ordinateurs de traitement et d’archivage.
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On voit que la liste des taˆches est importante et que le de´lai est particulie`rement court
(2, 56 µs par trame). La solution optimale, a` l’heure actuelle, est le recours a` un DSP
(Digital Signal Processor) du type Texas-Instruments TMS 320 C6x. Par exemple le TMS
320 C6201, sorti en 1996, qui posse`de une vitesse de traitement de 1 600 Mips (en un cycle
d’horloge, soit 5 ns, il peut exe´cuter simultane´ment deux additions, deux multiplications,
deux ope´rations sur des bits et deux acce`s me´moire). Il est exploitable sous forme d’une
carte munie d’un bus PCI qui permet son inte´gration dans un micro-ordinateur PC. Il
existe meˆme des cartes comportant plusieurs C6x que l’on peut utiliser pour un traitement
paralle`le. Ne´anmoins, la puissance d’un seul DSP devrait convenir.
Il est cependant inte´ressant de faire exe´cuter le filtrage morphologique par une logique
caˆble´e. Le but est a` la fois de re´duire le nombre de taˆches accomplies par le DSP et de
re´duire le flux de donne´es en entre´e du DSP. En effet, on e´vite ainsi de transmettre les
donne´es inutiles qui correspondent a` du bruit, ce qui re´duit le flux de donne´es en entre´e
du DSP et permet l’utilisation d’une carte d’acquisition plus simple. Par exemple, on
peut supprimer les pixels a` 1 isole´s en de´cidant qu’a` l’e´tat B de l’automate de centrage
(PpPi = 10 apre`s PpPi = 00), on ne transmet pas de mot. Pour supprimer le cas PpPi = 01
si il est suivi par PpPi = 00, on peut effectuer un filtrage avant l’entre´e de la FIFO en
passant par une bascule D. Le mot contenu dans la bascule ne sera pas transfe´re´ dans la
FIFO si il est e´gal a` N0101 (front montant sur Pi) et si le mot en sortie de la PROM vaut
N1000 (front descendant sur Pp).
8. Conclusion
Les proble`mes de la came´ra au niveau de l’e´lectronique sont en fait bien plus complique´s
qu’au niveau de l’optique. Le ve´ritable 〈〈 ennemi 〉〉, qui constitue actuellement la source
de nombreuses interrogations dans le de´veloppement de la came´ra DELTA, est le temps
de repeuplement des micro-canaux de l’intensificateur secondaire V5255U, cause de la
limitation en e´lectrons des pixels de la barrette CCD TH7809A et donc du RSB tre`s faible
de ces pixels.
Il faut cependant savoir que la solution adopte´e reste un optimum. En effet, l’utilisation
d’un phosphore P-20 environ dix fois plus lumineux que le P-46 obligerait a` ralentir con-
side´rablement la lecture des TH7809A a` cause de la re´manence. En attendant la disponi-
bilite´ de de´tecteurs line´aires 〈〈 sur-mesure 〉〉 et e´conomiques, nous devrons donc utiliser la
technologie pre´sente. On trouvera dans la conclusion ge´ne´rale de cette the`se, une descrip-
tion de l’e´tat actuel, ainsi qu’une perspective du projet.
CHAPITRE VII
—
La mesure des dates des photoe´ve´nements
avec les came´ras asynchrones
—
1. Introduction
Les came´ras a` comptage de photons asynchrones que nous utilisons (Ranicon et PAPA) ont
le de´faut de ne donner uniquement que les coordonne´es (x˘, y˘) des photoe´ve´nements de´tecte´s
et de ne pas y ajouter la dimension temporelle, c’est-a`-dire la date du photoe´ve´nement.
Comme les coordonne´es (x˘, y˘) sont envoye´es a` l’ordinateur de traitement dans l’ordre des
dates de de´tections correspondantes et qu’il existe une mesure du flux moyen, l’information
temporelle manquante n’entraˆıne pas de de´gradation importante dans la qualite´ du traite-
ment des donne´es. Ceci est vrai, a` condition que le flux de photon soit suffisamment im-
portant pour que l’on puisse faire l’hypothe`se d’un nombre de photons constant par trame.
Ne´anmoins, il est certain que l’apport de l’information temporelle ne pourra qu’ame´liorer
les re´sultats, particulie`rement dans le cas ou` l’on ne raisonne plus en terme de trames mais
de blocs de photons en trois dimensions (x, y, t) (voir chapitre suivant). Dans le cas ou`
le flux est faible, on doit alors traiter des 〈〈 tenseurs creux 〉〉 dans lesquels le niveau tem-
porel est aussi important que les niveaux spatiaux. Nous avons donc de´cide´ de construire
un instrument permettant de connaˆıtre les dates des photoe´ve´nements issus d’une came´ra
asynchrone.
2. Cahier des charges
L’instrument a e´te´ baptise´ DAUPHIN, pour 〈〈 Dateur AUtonome de PHotons pour
l’INterfe´rome´trie 〉〉. L’aspect 〈〈 autonome 〉〉 s’explique par le fait que l’instrument est
inde´pendant de la came´ra utilise´e et se pre´sentera comme une interface entre la came´ra
et l’ordinateur. Que ce soit avec la Ranicon, ou avec la PAPA, les donne´es relatives a` un
photoe´ve´nement se pre´sentent sous la forme d’un mot de 20 bits. 10 bits sont utilise´s pour
coder la coordonne´e x˘ et 10 autres pour y˘. L’interface de l’ordinateur Apple Macintosh
(une carte National Instruments DIO-32) permettant l’acquisition de 32 bits en paralle`le,
Il reste donc 12 bits non-utilise´s pour la coordonne´e t˘. Le roˆle de DAUPHIN est donc,
pour chaque mot de 32 bits rec¸u, d’y ajouter une date provenant d’une horloge interne et
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d’envoyer la coordonne´e comple`te (x˘, y˘, t˘) ainsi forme´e vers l’ordinateur. Les e´lectroniques
des came´ras Ranicon et PAPA ne posse`dent pas de me´moires tampon ou de FIFOs pour
les coordonne´es. Il y a donc translation entre le flux re´el de photons de´tecte´s et le flux de
coordonne´es en sortie, si l’on excepte les phe´nome`nes d’overlapping ou de temps mort. Par
conse´quent, la se´quence de photons cre´e´e par DAUPHIN constitue bien 〈〈 l’image 〉〉 de la


















Figure VII.1. Principe d’une chaˆıne d’acquisition de photons incluant le dateur de photons DAUPHIN.
DAUPHIN se pre´sente donc sous la forme d’un boˆıtier muni de deux connecteurs HE-10
50 broches permettant le branchement sur la came´ra et sur l’ordinateur. La re´solution
temporelle peut eˆtre au choix de 100 ns, 1 µs, 10 µs, ou 100 µs. A cause du codage
sur 12 bits, le comptage ne peut eˆtre fait que dans un intervalle allant de 4,096.10−4 a`
0,4096 s. Au dela`, le compteur revient a` ze´ro. Afin de pouvoir simplifier e´ventuellement
les proble`mes de de´tection par l’informatique du passage par ze´ro (difficile si l’on souhaite
travailler avec une re´solution temporelle pre´cise et un flux faible), on a de´cide´ d’ajouter a` ce
mode 〈〈 absolu 〉〉 un mode 〈〈 relatif 〉〉 dans lequel DAUPHIN donne sur 12 bits la diffe´rence
entre la date du photoe´ve´nement courant et la date du photoe´ve´nement pre´ce´dent.
3. Conception et re´alisation de DAUPHIN
Le principe de DAUPHIN, tel que je l’ai conc¸u, est illustre´ par la figure VII.2. Au cœur
de l’instrument se trouve un oscillateur a` quartz de fre´quence 10 MHz. Le signal carre´ en
sortie de cet oscillateur est envoye´ a` une se´rie de trois compteurs de´cimaux en cascade qui
ont pour but de ge´ne´rer des signaux rectangulaires de fre´quences 1 MHz, 100 kHz et 10 kHz.
Ces signaux sont alors pre´sente´s a` l’entre´e d’un multiplexeur constitue´ de portes logiques
et commande´ par un interrupteur rotatif. Celui-ci permet de se´lectionner la re´solution
temporelle de´sire´e. Le signal d’horloge se´lectionne´ incre´mente alors un compteur binaire
sur 12 bits. Lorsqu’un photoe´ve´nement est pre´sent a` l’entre´e, celui est reconnu par le
passage a` l’e´tat actif par la came´ra (e´tat bas dans le cas de la PAPA) d’un des signaux
appele´ strobe. La diffe´rence entre la valeur courante du compteur et la valeur pre´ce´dente
(stocke´e dans une bascule D, note´e D1) est alors stocke´e dans la bascule D2 et la valeur
du compteur est aussitoˆt transfe´re´e dans la bascule D1. Le signal strobe, apre`s avoir e´te´
retarde´ de fac¸on a` ce qu’il soit synchronise´ avec la sortie de D2, est pre´sente´ en sortie et
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valide alors les donne´es Q de D2, pre´sente´es e´galement en sortie. Dans le cas du mode
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Figure VII.2. Sche´ma de principe de DAUPHIN.
Le choix des composants pour re´aliser ces fonctions, le caˆblage, et l’e´tude du montage
me´canique de DAUPHIN ont e´te´ re´alise´s par Laurent Deynis, que j’ai encadre´ dans le
cadre d’un stage de seconde anne´e de DUT 〈〈 Mesures Physiques 〉〉. Les composants sont
tous des circuits inte´gre´s logiques TTL classiques (se´rie 〈〈 74 〉〉).
La fonction de soustraction est re´alise´e en inversant les bits en sortie de D1, puis en
additionnant le re´sultat avec la sortie du compteur. L’entre´e de retenue de l’additionneur
est fixe´e a` 1, ce qui fait que l’on a en sortie Qcompt. + Q¯D1 + 1 = Qcompt. − QD1. En cas
de passage par ze´ro du compteur, le re´sultat correspond toujours a` la diffe´rence entre la
valeur en sortie du compteur et celle en sortie de D1.
Concre`tement, l’e´lectronique se pre´sente sous la forme de deux cartes de 150 mm × 100 mm
comportant au total (dans la premie`re version) 26 circuits inte´gre´s. En plus des fonctions
de´crites pre´ce´demment, on a ajoute´ un voyant 〈〈 sous-e´chantillonnage 〉〉 s’allumant lorsque,
en mode relatif, la diffe´rence de temps est nulle. Il permet donc un controˆle visuel sommaire
de l’ade´quation entre la re´solution temporelle utilise´e et le flux de photons : lorsque sa
luminosite´ est trop importante, il est donc conseille´ de passer a` une re´solution plus fine.
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4. Premiers essais
Afin de tester les coordonne´es temporelles donne´es par DAUPHIN, j’ai e´crit un petit
programme de traitement des fichiers de coordonne´es de photons (x˘, y˘, t˘) acquises avec la
came´ra PAPA via DAUPHIN. Il donne ainsi le flux moyen (que l’on peut comparer avec
le flux mesure´ pendant l’acquisition), la distribution en diffe´rences de dates et en nombre
de photons par tranches de dure´e arbitraire.
La distribution en diffe´rences de dates est du type exponentielle. En effet, la probabilite´
pour que cette diffe´rence ∆t soit supe´rieure a` τ est e´gale a` la probabilite´ pour que l’on
n’ait aucun photon dans l’intervalle [0; τ ]. Donc, en utilisant la loi de Poisson :







ou` Φ¯ repre´sente le flux moyen. Soit f la distribution de ∆t. On a alors :




⇒ f(∆t) = Φ¯ exp(−Φ¯∆t)
(VII.4.2)
Les tests faits avec DAUPHIN nous montrent bien une loi de ce type (la re´solution tem-
porelle e´tant de 10 µs). On remarque ne´anmoins une chute en ze´ro. Celle-ci te´moigne d’un
temps mort apre`s de´tection d’un photon par la came´ra PAPA. La dure´e de ce temps mort





ou` f(0)th repre´sente la valeur the´orique de f(0) en l’absence de temps mort, calcule´e par
extrapolation des autres valeurs de f mesure´e. Dans le cas pre´sent, on trouve τmort = 4 µs.
La distribution en nombre de photons par tranches de dure´e arbitraire obe´it naturellement
a` une loi de Poisson. On retrouve cette loi avec les coordonne´es temporelles donne´es
par DAUPHIN. La pre´sence anormale de valeurs proches de ze´ro indique un proble`me de
l’instrument : la ge´ne´ration de valeurs aberrantes par e´chantillonnage de glitchs (passages
de brefs e´tats interme´diaires parasites entre deux changements d’e´tats). En effet, le passage
de la sortie du soustracteur a` sa valeur suivante apre`s incre´mentation du compteur ne se
fait pas directement et il existe de brefs passages par des e´tats interme´diaires. Ces e´tats
peuvent eˆtre me´morise´s par la bascule D2 si le strobe est active´ a` ce moment.
En mode relatif, on peut faire un post-traitement qui e´limine les glitchs e´chantillonne´s. On
connaˆıt la loi de distribution des diffe´rences de date (exponentielle) et son espe´rance. On
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peut alors conside´rer comme glitch toute valeur ∆t telle que ∆t > K∆t et la remplacer
par ∆t.
Figure VII.3. Panneau du programme de test de DAUPHIN, avec la repre´sentation
de la distribution en intervalle de temps, et des distributions the´oriques et mesure´es
du nombre de photons par tranche (cas d’un fichier contenant des glitchs).
On cherche a` minimiser la probabilite´ de conside´rer un glitch comme une valeur exacte
et inversement. En supposant que la distribution des glitchs soit une loi uniforme sur
l’intervalle [0; τm] (ou` τm = 2
12
× δt), on a alors :













⇒− Φ¯ exp(−Φ¯K∆t) + 1/τm = 0
Φ¯∆t = 1⇒ exp(−K) = (Φ¯τm)
−1
⇒ K = ln(Φ¯τm)
(VII.4.4)
Par exemple, pour δt = 10 µs et Φ¯ = 15 000 ph/s, on aura K ≃ 7. En mode absolu,
la de´tection et la suppression des glitchs est plus difficile a` cause du passage par ze´ro du
compteur. Ainsi, lorsque l’on trouve une valeur infe´rieure a` la pre´ce´dente, il faut comparer
les hypothe`ses 〈〈 glitch 〉〉 et 〈〈 passage par ze´ro 〉〉.
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Aucune des me´thodes essaye´es pour le mode absolu n’ayant donne´ satisfaction, nous avons
alors de´cide´ de supprimer purement et simplement la ge´ne´ration de glitchs en cherchant a`
ame´liorer l’e´lectronique de DAUPHIN.
5. La synchronisation du strobe
Comme nous l’avons vu, la pre´sence de glitchs dans les donne´es est due a` l’arrive´e des
coordonne´es d’un photon et donc de l’activation du signal strobe, alors que les donne´es en
sortie du soustracteur ne sont pas encore stabilise´es. Le changement des e´tats en sortie
du soustracteur intervient juste apre`s incre´mentation du compteur, laquelle a lieu lors du
passage a` l’e´tat bas du signal d’horloge. Pour e´viter les glitchs, il faut donc e´chantillonner
les donne´es en sortie de D2 un certain temps apre`s le passage a` l’e´tat bas de l’horloge, par
exemple au niveau du passage a` l’e´tat haut. De fac¸on a` ce que l’on puisse avoir plusieurs
photons date´s identiquement (si l’on souhaite obtenir des trames longues, par exemple), on
va synchroniser l’activation du strobe sur le front montant de la fre´quence la plus rapide.
Pour des raisons pratiques, nous nous sommes limite´s a` 1 MHz (la fre´quence de 10 MHz
semblant en fin de compte rarement utile).
Le proble`me est donc de me´moriser le strobe lorsqu’il arrive et de le 〈〈 relaˆcher 〉〉 lors d’un
front montant du signal d’horloge 1 MHz. J’ai donc conc¸u et caˆble´ une logique se´quentielle
comportant deux bascules RS et fonctionnant de la fac¸on suivante :
a) La premie`re bascule est arme´e lors de l’arrive´e du strobe.
b) La seconde bascule est arme´e lorsque la premie`re l’est, et quand le signal d’horloge 1
MHz est a` l’e´tat bas.
c) Un monostable de´clenche une impulsion lorsque la seconde bascule est arme´e et que
le signal d’horloge passe a` l’e´tat haut. Cette impulsion servira de signal strobe pour
tous les circuits de DAUPHIN (et donc pour l’e´chantillonnage par l’ordinateur).
d) Le nouveau signal strobe ainsi ge´ne´re´ initialise les deux bascules. Un nouveau strobe
en entre´e peut alors eˆtre traite´ selon le processus de´crit pre´ce´demment.
Strobe en entree
Signal d'horloge 1 MHz
Sortie bascule RS 1
Sortie bascule RS 2
Nouveau strobe
Figure VII.4. Chronogrammes du processus de synchronisation du strobe sur les fronts
montants de l’horloge 1 MHz. On a repre´sente´ les cas ou` le strobe intervient quand
l’horloge est a` l’e´tat haut (a` gauche) et a` l’e´tat bas (a` droite).
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La figure VII.4 montre les chronogrammes du processus, quand le strobe (ne´gatif dans
le cas de la PAPA) intervient lorsque le signal d’horloge 1 MHz est a` l’e´tat haut, ou` a`
l’e´tat bas. Pour re´duire le nombre de composants, le montage (Fig. VII.5) a e´te´ re´alise´
principalement a` l’aide de portes logiques servant a` tester les diffe´rentes conditions et a`
synthe´tiser les bascules.
+














Signal d'horloge 1 MHz
Figure VII.5. Sche´ma du circuit de synchronisation du strobe.
Les bascules doivent eˆtre du type 〈〈 reset prioritaire 〉〉 : elles doivent de´livrer Q=0 quand
R=1, quel que soit l’e´tat de S.
Figure VII.6. Le dateur DAUPHIN 〈〈 preˆt pour le service 〉〉. On distingue les con-
necteurs d’entre´e et de sortie (respectivement en bas et en haut) des coordonne´es de
photons et la molette de se´lection de la re´solution temporelle (en bas a` gauche).
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Un monostable a` l’entre´e, re´alise´ a` l’aide d’une porte NAND a` trigger de Schmitt, permet
de normaliser la dure´e du strobe en entre´e (qui ne doit pas durer plus longtemps que le
nouveau strobe ge´ne´re´) et garantit le fonctionnement du montage avec n’importe quelle
came´ra.
Les essais de la nouvelle version de DAUPHIN inte´grant ce circuit de synchronisation ont
e´te´ concluants. En analysant les donne´es, aucun glitch n’a e´te´ constate´.
6. Conclusion
Nous avons montre´ comment l’information temporelle relative a` des photoe´ve´nements issus
d’une came´ra asynchrone peut eˆtre connue de fac¸on simple et e´conomique. Le vaste nombre
de possibilite´s propose´es par le dateur DAUPHIN peut apparaˆıtre superflu. Il faut savoir
cependant que nous disposons d’un nouveau type d’outil dont l’exploitation reste a` faire.
L’expe´rience nous apprendra donc quelle est la manie`re optimale de l’utiliser (mode relatif
ou absolu, re´solution temporelle).
CHAPITRE VIII
—
La reconstruction d’images d’objets mobiles
observe´s en comptage de photons
—
1. Introduction
Je pre´sente ici une application possible de l’imagerie rapide en comptage de photons.
Il s’agit de reconstruire l’image d’un objet se de´plac¸ant dans un champ et observable
uniquement a` la limite quantique. Dans ce cas, la me´thode classique du shift-and-add
consistant a` recaler chaque trame sur son barycentre et a` faire la somme de ces trames
ne peut eˆtre applique´e en raison de l’impre´cision, trop importante, sur la position du
barycentre calcule´ a` partir des coordonne´es des photons dans chaque trame. Les me´thodes
de reconstruction du type bispectral utilise´es pour la tavelographie (Lohmann et al. 1983,
Lannes 1989) ne sont pas optimales car les contraintes sur le proble`me a` re´soudre ici sont
plus fortes que dans le cas d’une de´gradation atmosphe´rique de l’image. Il s’agit ici de
retrouver les coordonne´es d’un vecteur vitesse. Nous supposerons cette vitesse constante
exprime´e par V = (Vx,Vy). Si nous conside´rons un objet de´crit par sa fonction d’intensite´
e´mise I fonction des coordonne´es (x, y) du plan d’observation, la se´quence correspondant
a` sa translation par V s’e´crit :
M(x, y, t) = I(x−Vxt, y −Vyt) (VIII.1.1)




M(x+Vxt, y +Vyt, t)dt (VIII.1.2)
Afin de retrouver les coordonne´es de V, nous allons utiliser les proprie´te´s de la transforme´e
de Fourier dans un espace a` trois dimensions forme´ par le plan image et l’axe temporel.
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2. Effets d’une transforme´e de Fourier a` trois dimensions
Conside´rons P = (x, y). L’expression (VIII.1.1) devient :
M(P, t) = I(P−Vt) (VIII.2.1)
En notant w = (u, v) le vecteur fre´quence spatiale et f la fre´quence temporelle, la trans-








I(P−Vt) exp (−i2π(P.w + ft)) dPdt
(VIII.2.2)




I(R) exp (−i2π (w.R+ (f +w.V)t)) |J (X,Y, t′)| dRdt′ (VIII.2.3)
J repre´sente la matrice jacobienne associe´e au changement de variable X = x − tVx,
Y = y − tVy, t
′ = t :
J (X,Y, t′) =
 ∂x/∂X ∂x/∂Y ∂x/∂t′∂y/∂X ∂y/∂Y ∂y/∂t′
∂t/∂X ∂t/∂Y ∂t/∂t′
 =
















exp (−i2π(f +w.V)t′) dt′
= Î(w) δ(f +w.V)
= Î(u, v) δ(f + uVx + vVy)
(VIII.2.5)
Ce re´sultat s’interpre`te de la fac¸on suivante : on peut dire que la transforme´e de Fourier a`
trois dimensions (plan image + temps) de la se´quence d’un objet en mouvement correspond
a` la TF de l’objet fixe projete´e sur un plan (note´ Πo) d’e´quation uVx + vVy + f = 0, le
reste de l’espace de Fourier e´tant a` ze´ro. Toute l’information e´tant contenue dans ce plan,
l’orientation de celui-ci doit donc eˆtre facile a` retrouver (M̂(w, f) = 0 en dehors de Πo).
Par conse´quent, on peut en de´duire le vecteur vitesse et reconstruire l’image de l’objet a`
partir de l’expression (VIII.1.2).
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L’utilisation de la transforme´e de Fourier pour de´terminer un vecteur vitesse a e´te´
pre´ce´demment imagine´e par Cagigal et al. (1995), mais dans le cas d’objets a` une seule di-
mension et sans application a` la reconstruction d’objets mobiles. Elle est aussi envisageable
pour la caracte´risation des franges d’interfe´rences mobiles observe´es par les interfe´rome`tres











Figure VIII.1. Interpre´tation ge´ome´trique de la TF 3-D d’un objet 2-D se de´plac¸ant
a` vitesse constante. L’aire A correspond a` la TF de l’objet immobile B projete´e sur
le plan Πo dont le vecteur normal est note´ C.
3. Imple´mentation en comptage de photons
Je de´cris a` pre´sent la me´thode, appele´e SFAIR (Spatiotemporal Fourier Analysis for Im-
age Reconstruction), que nous proposons pour la reconstruction d’objets se de´plac¸ant a`
vitesse constante, observe´s en comptage de photons. Le de´tecteur utilise´ sera une came´ra
a` comptage a` haute re´solution temporelle. Les donne´es a` traiter sont donc trois listes X,
Y , T des coordonne´es des N photons de´tecte´s et la se´quence observe´e s’e´crit :





x˘−X[i], y˘ − Y [i], t˘− T [i]
]
(VIII.3.1)
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Afin de trouver rapidement les coordonne´es deV, on ne va calculer dans l’espace de Fourier
discret (u˘, v˘, f˘) ⊂ IN3 que les plans d’e´quations u˘ = 0 et v˘ = 0 de´signe´s respectivement
par les matrices Πu[v˘, f˘ ] et Πv[u˘, f˘ ]. La recherche de V consistera alors a` de´terminer les
directions des intersections Πo ∩Πu et Πo ∩Πv. Les e´tapes du calcul sont les suivantes :
a) Calcul de la TF selon t. Afin d’acce´le´rer le calcul, on peut proce´der par TF de matrices
creuses (TFMC). L’optimisation de´pend du nombre de photons et du nombre de points
t˘m de l’axe t (voir plus loin). Simultane´ment, on effectue une projection de M sur les
plans (x˘ = 0) et (y˘ = 0) afin d’obtenir imme´diatement les valeurs de M̂ en u˘ = 0 et
v˘ = 0 a` l’e´tape suivante. Dans le cas de l’utilisation de la TFMC, on aura :


























Concre`tement, on calculera pour la coordonne´e temporelle T [j] de chaque photon les
valeurs de exp(−i2πf˘T [j]/t˘m) pour f˘ ∈ [0; t˘m − 1]. Le vecteur obtenu sera alors
inte´gre´ aux colonnes de M̂u et de M̂v indexe´es par Y [j] et X[j].
b) Calcul des plans Πu et Πv. Ces plans sont obtenus par FFT de M̂u et de M̂v le long
de y dans le premier cas et de x dans le second cas.
Les valeurs de la fonction exponentielle peuvent eˆtre tabule´es et le temps de calcul corres-
pondant est nul. Dans le cas de l’utilisation d’une TFMC a` la premie`re e´tape, le nombre
d’ope´rations ne´cessaires a` l’obtention de Πu et de Πv est approximativement proportionnel
a` :
τ1 = 2Nt˘m + x˘m ln x˘m + y˘m ln y˘m (VIII.3.3)
Le premier terme correspond a` l’inte´gration de exp(−i2πf˘T [j]/t˘m) aux colonnes de M̂u et
de M̂v. Si on utilise uniquement des FFT, le nombre d’ope´rations ne´cessaires pour aboutir
au meˆme re´sultat est approximativement proportionnel a` :
τ2 = x˘my˘mt˘m ln t˘m + 2x˘my˘m + x˘m ln x˘m + y˘m ln y˘m (VIII.3.4)
Le premier terme correspond aux FFT de toutes les colonnes du volume englobant M et
le second aux inte´grations de ces FFT dans M̂u et M̂v.
Afin de savoir pre´cise´ment quelle me´thode (TFMC ou FFT sur t) est la plus rapide selon
les valeurs de N , x˘m, y˘m et t˘m, j’ai mesure´ la vitesse de chacune. L’imple´mentation a
e´te´ faite sur un micro-ordinateur Apple Macintosh (e´quipe´ d’un microprocesseur RISC
PowerPC cadence´ a` 80 MHz), en conside´rant x˘m = y˘m. Pour chaque valeur de t˘m et de
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x˘m, nous avons de´termine´ la valeur de N pour laquelle les deux me´thodes sont e´quivalentes
du point de vue de la vitesse. On remarque alors que la frontie`re entre les zones 〈〈 FFT
optimale 〉〉 et 〈〈 TFMC optimale 〉〉 varie tre`s peu avec t˘m. Elle montre aussi que lorsque les
deux me´thodes sont e´quivalentes en terme de temps de calcul, le nombre de photons est
proportionnel a` la de´finition spatiale utilise´e. Comme on peut s’y attendre, l’utilisation de



































du nombre de photons a` traiter, de la de´finition spatiale x˘m (=y˘m).Le re´sultat est
identique quel que soit t˘m.
La dernie`re e´tape est l’estimation des directions de Vx et de Vy a` partir de Πo ∩Πu et de
Πo∩Πv telles qu’elles apparaissent (Fig. VIII.3). La me´thode la plus efficace que j’ai teste´e
consiste a` chercher le maximum dans la corre´lation de chacun des plans avec un segment
S d’un pixel de large et d’orientation θ par rapport a` l’axe horizontal. Cette corre´lation,















Z[i, i tan θ]
(VIII.3.5)
Les estimations de Vx et de Vy seront donc :
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A noter que l’on conside`re les matrices 〈〈 cycliques 〉〉 (c’est-a`-dire telles que Z[−i,−j] =
Z[x˘m− i, y˘m− i]). Les spectres de la plupart des images d’objets qui nous ont servis pour
les tests font apparaˆıtre essentiellement des valeurs a` basse fre´quence. Afin de ne pas eˆtre
geˆne´ par le bruit de photons pre´sent aux hautes fre´quences (valeurs e´leve´es de u, v et f),
on limitera la recherche du maximum de corre´lation jusqu’aux fre´quences u˘M et v˘M que
l’on a empiriquement de´fini ici par u˘M = x˘m/2 et v˘M = y˘m/2.




calcule´s d’apre`s la se´quence simule´e de photons d’un
objet en mouvement de translation (de´finition spatiale : 64×64, de´finition temporelle:
32. L’intersection avec Πo apparaˆıt essentiellement aux basses fre´quences.
4. Simulations nume´riques
Les performances de la me´thode de´crite ci-dessus ont d’abord e´te´ mesure´es dans le cadre
de simulations purement nume´riques. A partir d’une image I d’un objet, on ge´ne`re t˘m
trames contenant N photons chacune (N e´tant une variable ale´atoire obe´issant a` une loi
de Poisson). La probabilite´ d’apparition d’un photon (indexe´ par i) aux coordonne´es (x˘, y˘)
dans le plan image a` l’instant t est donne´e par :
prob
(
(X[i], Y [i]) = (x˘, y˘) |T [i] = t˘
)
=





On a pris pour ces simulations x˘m = y˘m = 64 et t˘m = 32. Pour de´montrer l’efficacite´ de la
me´thode SFAIR en pre´sence de bruit (bruit du de´tecteur, ou existence d’un fond diffus sur
lequel se de´place l’objet), j’ai ajoute´ des photoe´ve´nements re´partis ale´atoirement (selon
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une loi uniforme) dans chaque trame. Chaque se´quence simule´e est donc caracte´rise´e par
un 〈〈 contraste 〉〉 ou rapport objet sur fond :




Ou` Npo repre´sente le nombre de photons e´mis ou re´fle´chis par l’objet durant la se´quence
et Npf le nombre de photons provenant du fond durant la se´quence.
(a)
(b) (c)
Figure VIII.4. Images d’un exemple de simulation nume´rique : objet de test (a) ;
reconstruction (b) ; trame (13e`me sur 32) en comptage de photons. Les trois images
sont a` la meˆme e´chelle. Les conditions e´taient ROF=+3 dB et N=960.
On a conside´re´ trois ROF, un ide´al et deux volontairement tre`s de´favorables (infini ; -3 dB
; -9 dB) ; ainsi que quatre valeurs de N = Npo+Npf (13 107 ; 22 282 ; 31 457 ; 40 632). J’ai
alors, pour six valeurs diffe´rentes de la pente arctan(Vy/Vx) (0 ; 0,2 ; 0,4 ; 0,6 ; 0,8 ; 1),
mesure´ l’erreur RMS sur cette pente sur 40 ite´rations a` ROF et N constants. Les re´sultats
de´montrent une robustesse de SFAIR a` ROF bas, a` condition que le flux soit e´leve´. La
qualite´ de l’estimation de V a d’ailleurs tendance a` devenir inde´pendante du ROF lorsque
le flux augmente. L’erreur RMS d’une valeur de pente a` l’autre ne semble pas obe´ir a` une
loi particulie`re, le caracte`re discret de Πu et de Πv ge´ne´rant un bruit de quantification.
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Figure VIII.5. Erreur RMS sur la pente estime´e pour diffe´rentes valeurs de ROF et
de pente et pour N=13 107 (a) ; N=22 282 (b); N=31 457 (c) ; N=40 632 (d).
5. Tests avec une came´ra Ranicon
Afin de tester la me´thode SFAIR dans un contexte plus re´aliste, nous avons traite´ en temps
re´el des coordonne´es de photons produites par une came´ra Ranicon (voir chapitre III). Le
test a e´te´ fait sur un banc optique (Fig. VIII.6). L’objet de test e´tait une diapositive,
repre´sentant l’aste´ro¨ıde 951 Gaspra, monte´e sur une platine a` translation et e´claire´e par
une LED a` l’intensite´ variable. Une optique simple formait cette image dans le plan image
du tavelographe de l’OMP muni de la came´ra Ranicon. La rotation de celle-ci dans son
plan image a permis de simuler diffe´rentes directions pour V. Le bruit d’obscurite´ de la
Ranicon, refroidie a` −10◦C, e´tait d’environ 100 ph/s. La de´finition des se´quences e´tait
x˘m = y˘m = 512× t˘m = 128. La platine a` translation e´tait mue par un moteur non-asservi
en vitesse et nous avons estime´, sur l’axe y, les non-line´arite´s de de´placement (exprime´es
par
√
Var(Vy)/V¯y) de l’ordre de 0,11. Cette valeur a e´te´ calcule´e par mesure a` diffe´rentes
dates du barycentre de M projete´e sur y. La dure´e de chaque se´quence e´tait fixe´e a` 10
secondes.












Figure VIII.6. Banc optique utilise´ pour les tests de SFAIR avec la came´ra Ranicon.
Je pre´sente ici deux tests, l’un avec N = 6250, l’autre avec N = 25 000. J’ai fait la
comparaison des re´sultats obtenus avec SFAIR avec ceux obtenus par shift-and-add avec
un temps de trame re´gle´ pour obtenir le meilleur re´sultat. Pour quantifier chaque re´sultat,
obtenu avec l’une ou l’autre des deux me´thodes, j’ai mesure´ sa 〈〈 nettete´ 〉〉N (I˜), directement
donne´e par son moment de second ordre :










On a ainsi trouve´ qu’a` N = 25 000, le moment du second ordre (normalise´ par sa valeur
dans le cas statique : inte´gration de 10 s de l’image a` V = 0) est de 0,9 avec SFAIR
et de 0,47 avec le shift-and-add. Quand N = 6250, l’e´cart diminue, mais l’utilisation de
SFAIR reste favorable (0,76 contre 0,58). Ces diffe´rences de qualite´ de la reconstruction
sont illustre´es par la figure VIII.7. Il est a` noter que lorsque nous avons entrepris ces tests,
nous ne disposions pas de dateur de photons du type DAUPHIN (voir chapitre pre´ce´dent).
Compte tenu du flux important par rapport a` la vitesse, l’hypothe`se du flux constant
(nombre e´gal de photons par trame) a permis les reconstructions par SFAIR, mais les
re´sultats, notamment a` flux faible, auraient sans doute e´te´ ame´liore´s par la connaissance
de l’information temporelle des photons. Il est a` noter e´galement que le temps de traitement
e´tait infe´rieur a` 10 secondes, ce qui aurait permis un traitement SFAIR ininterrompu (en
pipe-line) des se´quences successives de photons.



















Figure VIII.7. Images de 951 Gaspra obtenues apre`s 10 secondes d’observations
sans mouvement ; avec mouvement et reconstruction par SFAIR ; avec mouvement
et reconstruction par shift-and-add ; a` partir de 25 000 et de 6 250 photons (un filtrage
morphologique a e´te´ applique´ aux images SFAIR pour e´liminer les photons isole´s).
L’aspect ombre´ de Gaspra est duˆ a` l’e´clairage vert donne´ par la LED.
6. Extensions du contexte
Nous avons jusqu’a` pre´sent fait l’hypothe`se de l’observation d’un objet unique se de´plac¸ant
a` vitesse constante et dont le flux e´mis fluctue selon une statistique de Poisson. Nous
allons ici exposer des situations d’utilisation de SFAIR plus complexes que nous n’avons
pas teste´es, mais sur lesquelles nous pouvons faire des spe´culations quant a` leurs re´sultats.
6.1. Variation importante du flux
Cette variation peut eˆtre temporelle (fluctuation du flux de photons au cours de la
se´quence), ou spatiale (non-uniformite´ du de´tecteur, vignettage de l’optique...). Elle
s’exprime par le tenseur de rang 3, F . Les e´le´ments de la se´quence observe´e Mo seront
alors :
Mo[x˘, y˘, t˘] = M [x˘, y˘, t˘].F [x˘, y˘, t˘] (VIII.6.1)
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Par conse´quent, on a aura par TF :
M̂o[u˘, v˘, f˘ ] = M̂ [u˘, v˘, f˘ ] ∗ F̂ [u˘, v˘, f˘ ] (VIII.6.2)
Cette convolution va rendre moins net Πo ∩ Πu et Πo ∩ Πv. Ne´anmoins, comme on a
F [x, y, t] ≥ 0 ∀(x˘, y˘, t˘) ∈ IN3, on aura arg max(|F |) = (0, 0, 0). Par conse´quent, les valeurs
maximales de |Πu| et de |Πv| resteront aux meˆmes points. La valeur d’angle donne´e par
le maximum de corre´lation restera alors inchange´e.
6.2. Se´quence repre´sentant n objets mobiles a` des vitesses diffe´rentes
Dans ce cas, on aura plusieurs plans Πo1 , . . . ,Πon . On recherchera les valeurs de Vx et de
Vy qui maximisent les corre´lations de |Πu| et de |Πu| avec un segment. On pourra alors
retrouver le nombre d’objets et reconstruire chacun.
6.3. Mouvement a` V non-constant
Ce cas est le plus inte´ressant, car il est sans doute le plus courant. Si la variation du
mouvement est lente et le flux de photons suffisant, on pourra appliquer SFAIR a` des
se´quences pendant lesquelles le mouvement peut eˆtre suppose´ constant et effectuer, a` la
fin, une reconstruction par shift-and-add a` partir des reconstructions donne´es par SFAIR. Si
le mouvement est trop rapide, ou le flux trop faible, l’utilisation de SFAIR reste ne´anmoins
avantageuse par rapport a` une simple inte´gration.
En effet, de manie`re a` quantifier de fac¸on simple cette ame´lioration, nous pouvons, au lieu
d’utiliser le crite`re de nettete´, de´fini en (VIII.5.1) et difficile a` exprimer en fonction de
la vitesse V(t), utiliser l’erreur quadratique sur le suivi de l’objet. Ce crite`re permet de
rendre compte du support de la fonction M et par conse´quent du flou ge´ne´re´. Soit Vs la
vitesse a` laquelle on suit l’objet (en de´calant chaque trame a` inte´grer de −Vsδt), l’erreur


















Comme a` cause de la variation de vitesse on aura plusieurs plans Πo, au lieu de prendre le
maximum de corre´lation pour de´terminer la direction du vecteur vitesse, on peut utiliser
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On voit que l’EQS est plus petite que dans le cas V˜sx = V˜sy = 0 correspondant a` une
simple inte´gration sans suivi.
7. Perspectives
Nous avons e´tabli une me´thode originale dont le but premier est la reconnaissance d’objets
en mouvement observe´s en comptage de photons. On peut imaginer l’application de cette
me´thode a` la surveillance du ciel (de´tection d’aste´ro¨ıdes, de satellites artificiels,...). Elle
peut e´galement eˆtre un moyen e´conomique de compenser le tip-tilt (de´placement dans
le champ d’une image duˆ a` la turbulence atmosphe´rique) et permettre ainsi un gain en
re´solution angulaire.
Une premie`re utilisation de l’imagerie rapide en comptage de photons a donc e´te´ pre´sente´e.
Dans les chapitres suivants, nous allons parler d’une autre application, plus re´alisable
imme´diatement : la de´tection et le suivi de franges en interfe´rome´trie stellaire longue-base
au sol. Nous verrons que si le travail autour de SFAIR ne peut eˆtre directement applicable
a` cet aspect de l’instrumentation interfe´rome´trique, les concepts qui ont e´te´ de´gage´s ici
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Abstract. In this paper we present new ideas for a high
sensitivity array detector, which yields the space and time
coordinates of photo-events at sustained count rates su-
perior to one million per second. The DELTA camera
(Detector Enhancement by Linear-projections on Three
Axes) has been initially designed for astronomy. However,
it has advantages for a wide range of high-resolution prob-
lems in the visible and near I.R. It is noticeable for its opti-
cal design, its smooth flat field and its very high temporal
resolution and throughput in photon counting mode. The
resolution of the prototype described is 512× 591 pixels
in space and 2.6 µs in time. The principle of this detector
is based on a projection – back-projection scheme (the ∆-
process) and on the use of three one-dimensional CCDs.
We describe the technical solutions which could lead to an
operational prototype. From numerical simulations of the
∆-process, we give some expected characteristics of this
camera.
Key words: instrumentation: detectors — techniques:
interferometric
1. Introduction
Although a majority of cosmic phenomena is slow enough
to allow imaging with long exposures, ground-based high-
resolution techniques require very short frame times,
to deal with atmospheric seeing and reach the theo-
retical limit in resolution for large telescope diameters
(Roggemann et al. 1997). Stellar speckle interferome-
try techniques (Labeyrie 1970; Knox & Thompson 1974;
Lohmann et al. 1983), use large series of images, each one
with a 10 ms average integration time. Adaptive optics
wave-front sensors (Hardy 1978; Roddier 1988) require
even shorter frame times. Fringe tracking in optical mul-
tiple aperture interferometers (Koechlin et al. 1996) also
Send offprint requests to: S. Morel
require high spatial and temporal resolution. A new ap-
plication, requiring high data rate photon counting ca-
pabilities, is the “dark speckle” technique for exo-planet
detection (Labeyrie 1995). This single aperture method
consists in doing statistics on photons collected in each
pixel of the field. It involves a photon flux at the per-
formance limit of existing cameras, as noted from recent
experiments (Boccaletti & Labeyrie 1997).
At short integration times, quantum limits are of-
ten reached, and photon counting detectors with micro-
channel plates (MCP) must be employed. Each frame is
then represented by a cluster of detected photo-events.
Historically, the first photon detector dedicated to speckle
interferometry was an intensified film camera, built by
Gezari (1972). Later, video systems were used (Blazit et al.
1977), yielding clipped frame signals where photon posi-
tions were marked by a logical 1. Later, detectors were
designed, yielding the coordinates of photo-events in the
image plane, thus allowing compact data storage and on-
line processing. Surprisingly, the earliest device providing
such data was dedicated to a long exposure task: spec-
troscopy (Boksenberg et al. 1972).
Among the cameras currently used for both speckle
and multiple aperture interferometry, providing direct
photon coordinates, are the CP40 (Blazit 1986), the
Resistive Anode Camera, or “Ranicon” (Clampin et al.
1988), the PAPA camera (Papaliolios & Mertz 1982), the
MAMA camera (Timothy & Bybee 1975), the “Wedge-
and-Strip” camera (Martin et al. 1983), and the delay
line camera (Lampton et al. 1987). The main problem
of the CP40 is its limited maximum output rate of pho-
ton coordinates (25000 ph/s — photons per second —).
This limitation, which is due to the photon coordinate de-
termination process causes artifacts in image autocorrela-
tions. The Ranicon is even slower, limited to 10000 ph/s.
Beyond this limit, pulse pile-up on the anode causes incor-
rect photon coordinate measurements. With these cam-
eras the maximal signal-to-noise ratio is often reached
on bright objects or with large apertures instruments,
such as GI2T (Mourard et al. 1994). Although the PAPA
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camera can work at higher photon rate, it has field unifor-
mity problems (due to the limited precision of the mask
reimaging), as described by Lawson (1994). Wedge-and-
Strip cameras are also affected by pulse pile-up, and by
external magnetic deflection, requiring careful shielding
(Timothy 1983).
Besides the maximum photon rate, another relevant
characteristic of a photon counting camera is the tempo-
ral resolution (i.e. photo-event dating accuracy). Recently
developed tools dealing with spatiotemporal photon co-
ordinates could improve fringe tracking, especially in the
case of space-borne interferometers (Koechlin 1985; Vakili
& Koechlin 1989), or for moving object recognition (Morel
& Koechlin 1997). These techniques require a higher tem-
poral resolution than achievable by existing ICCD ma-
trix photon counting cameras. Although MAMA camera
prototypes (Timothy 1985) yield high maximum photon
rate (106 ph/s), and high spatial and temporal resolutions
(up to 4096× 4096 pixels, with 100 ns event timing accu-
racy), their cost of realization makes this kind of equip-
ment affordable for major projects only. Improvements of
Wedge-and-Strip cameras have lead to hybrid detectors
(Lampton et al. 1987) using a delay line approach for the x
determination, and the charge partition system of Wedge-
and-Strip for the y determination. The delay line system
is very promising as it allows maximum count rates and
temporal resolutions matching the MAMA performances.
Nevertheless, an accurate delay measurement system is
required, like the 4 ps resolution time-to-digit converter
built by Lampton & Raffanti (1994). With a double delay
line (Raffanti & Lampton 1993), the y-resolution of the
camera is enhanced by reducing the anode capacitance. A
detector using delay lines only for both x and y determi-
nation (crossed serpentine delay lines) has been recently
built by Friedman et al. (1996).
Building the DELTA camera, our goal is therefore
twofold. First, to provide high rates of accurate photon
coordinates for speckle interferometry, dark speckle, fringe
detection, and wave-front sensing. Second, to achieve high
temporal resolution in order to test spatiotemporal meth-
ods (Morel & Koechlin 1997) with the best possible accu-
racy (actually, in the case of the DELTA camera, these two
aspects are tied, as we shall see). Our goal is constrained
by the requirements of low-cost and reliable technology.
We have therefore selected commercially available compo-
nents, and chosen solutions to avoid using high-precision
photo-etching or high-vacuum equipment.
2. The geometric concept of the DELTA camera
2.1. Synchronous and asynchronous cameras
Like many other photon counting devices, the DELTA
camera will use an image intensifier providing a gain of
about 1 million, producing detected photo-events as bright
spots on a fast decay phosphor. The challenge is to trans-
late these intensified photo-events into numerical coordi-
nates as fast as possible, in order to achieve the highest
data flow and temporal resolution.
Most of photon counting cameras, that we will refer
to “asynchronous”, like the Ranicon, PAPA, MAMA, or
delay-line process only one photon at a time: if two or more
intensified photo-events are simultaneously present in the
field, the coordinate computation system fails, yielding no
data or incorrect coordinates. Except for the MAMA and
the delay-line cameras, the data flow is thus limited by:
first, either the phosphor decay time (0.5 µs) or the resis-
tive anode decay (50 µs), and second, the photon coordi-
nate determination process (1 to 10 µs).
Other cameras, “synchronous”, like the CP40 use a
2-dimensional ICCD and can process many photons in a
single frame. They suffer from a trade-off between spatial
resolution and read time of the CCD array: typically 5 to
20 ms. They also suffer from an artifact causing problems
in second order moment imaging techniques. Due to the
long frame time, there is a non-negligible probability that
two detected photons fall close enough in a CCD frame
(although not onto the same pixel) to be seen as a single
photon, or no photon at all by the coordinate determina-
tion electronics.
2.2. The Projection – Back-Projection scheme in the
DELTA camera
To solve these problems, the DELTA synchronous camera
uses three fast linear CCD chips (each 1024 by 1 pixels and
2.6 µs frame read time). It may detect and locate several
photons simultaneously in each frame, with a 512 by 591
pixels hexagonal field.
The principle is as follows: an intensified frame con-





δ(x− xi, y − yi), (1)
where δ represents a Dirac distribution. The photon co-
ordinates to be extracted from the frame are the triplets
(xi, yi, ti). ti is set to t for all the photons in the frame.
xi and yi are extracted by a Projection – Back-projection
scheme.
2.2.1. Projection
Three images of the intensified field are formed. These
“images” are reduced to lines (orthogonal projections of
the field) by the optical setup described in Sect. 5.2, and
each line is directed to a CCD chip. Let pθ,M(x, y) be the
projection operator defined by:
pθ,M(x, y) = (x− xM) cos θ + (y − yM) sin θ. (2)
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It converts the coordinates (x, y) of a photon into its pro-
jection on an axis. The axis onto which the projection is
made is defined by its direction θ and the coordinates of its
origin M = (xM, yM). The coordinates of a photon could
be retrieved from two orthogonal projections. However,
if there is more than one photon in the field, there is
not a unique solution to the problem of recovering a pho-
ton coordinate list from the two projection lists Lx, Ly.
The information which associates one element of Lx with
the corresponding element of Ly is missing. Therefore, the
photon rate would be limited to one per frame. The so-
lution is to reconstruct a “link table” between the two
projection lists by projecting onto a third axis. Let A, B,
C be three axes onto which the photons are projected. To
each photon coordinate vector X = (x, y) will correspond
a projection vector Y = (a, b, c) such that:

a = pα,A(X) = (x− xA) cosα+ (y − yA) sinα
b = pβ,B(X) = (x− xB) cosβ + (y − yB) sinβ
c = pγ,C(X) = (x− xC) cos γ + (y − yC) sin γ. (3)
The projection can be seen as a Radon transform with
only three directions. It is done optically with the setup
described in Sect. 5.2. It is a virtually null-time operation.
2.2.2. Back-projection
The redundancy in the projection vectors allows the re-
covery in most cases, the coordinate list from the projec-
tion lists. Choosing the projections operators such that
α = 0;β = 2π/3; γ = 4π/3, and A = B = C = (0, 0),
yields the relation:
a+ b+ c = 0. (4)
Thus, among all the possible triplets obtained by pick-
ing one number in each of the three projection lists, only
those having a null-sum will correspond to a photon. This
is the basis of the coordinate determination process in the
DELTA camera. It can be summarized by: “Project op-
tically the image on the sides of an equilateral triangle,
detect the one-dimensional projections, then back-project
numerically using the null-sum test”. The equilateral tri-
angle gave its name to the camera.
2.2.3. Field
Let K be the side of the equilateral triangle used for
the projections (K also corresponds to the quantization
dynamics: each ∆-coordinate is an integer ranging from
−K/2 to K/2 − 1). The set of points (x, y) within the














The field of the detector is: Ωα ∩ Ωβ ∩ Ωγ . As shown in








Fig. 1. Intersection of three stripes (Ωα,Ωβ , and Ωγ) at 120
◦
angles forming the effective field of the DELTA camera (shaded
hexagon). Projections (noted a, b, and c) of a point in the field
(in white) onto the three corresponding axes
3. Limitations of the null-sum test
The data quantization on log2K bits may cause a+b+c 6=
0 for a given photo-event. Misdirected projections due to
bad optical alignment, or small errors in the CCD spot
ranging may have the same effect. A tolerance ε must be








This may cause the null-sum test to fail and create incor-
rect photo-events. Suppose a photon having ∆-projections
(a1, b1, c1) which comply with the inequality:
|a1 + b1 + c1| ≤ ε/2. (7)
There may exist lists LA, LB, and LC, such that chang-
ing one ∆-coordinate among a1, b1, or c1 by another one
in the lists leaves Eq. (7) unchanged. The same thing
may happen by changing two ∆-coordinates (either a1
and b1, or a1 and c1, or b1 and c1). The back-projection
process will therefore generate an extra photon. As this
pseudo-photon is a crossover between two or three exist-
ing photons, we call it “cross-photon”. There are two types
of cross-photons. The first type regards those made by
crossover of two existing photons (two ∆-coordinates from
the same existing photon). The second type is a cross-
photon having its ∆-coordinates originating from three
different existing photons.
Type-1 cross-photons are due to the non-zero tolerance
ε. Type-2 cross-photons occur with an increasing proba-
bility when three or more photons are present in the same
frame.
In order to assess the frequency of occurence of cross-
photons, one of us (SM) wrote a simulation software gen-
erating projections from random numerical “photons”.
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Fig. 2. Results of numerical simulations with a “Poisson” pho-
ton generator. Percentage (normalization by the number of in-
coming photo-events) of type-1 (solid line) and type-2 (dashed
line) cross-photons generated, for different average numbers of
photons per frame: N¯ , and null-sum test tolerance in pixels: ε
The number of generated photons per frame is variable
and complies with Poisson’s law. Given N¯ , the average
number of photons per frame, this software draws a vari-
able number N of photons for each frame, such as:




We considered N¯ ≤ 5 and we set K = 1024, as in the pro-
totype to be built (see Sect. 5). We measured the quantity
of type-1 and type-2 cross-photons generated, normalized
by the number of input photons. Figure 2 plots the re-
sults for several values of N¯ and ε. It clearly appears that
type-2 cross-photons dominate for large N¯ .
4. “Cross-cleaning”
There is a solution for taking out cross-photons. It consists
in selecting among the null-sum triplets only those having
at least one ∆-coordinate not shared with any other null-
sum triplet. As each ∆-coordinate of a cross-photon is
shared, by definition, with a real photon, all cross-photons
will be removed. The draw-back is that in some cases, valid
photons may be removed.
Let (a1, b1, c1) the ∆-coordinates of a real photon. If
the frame contains a large number of photons, there may
be three cross-photons with ∆-coordinates: (a1, ..., ...),
(..., b1, ...), and (..., ..., c1). Hence, this photon would be re-
moved, causing a loss in overall quantum efficiency. With
the simulator, we measured this attenuation factor after
cross-cleaning. Measurements were made for different val-
ues of N¯ and ε (Fig. 3a). Poisson’s law was used to draw
the value of N for each frame. To take into account a
non-uniformly illuminated field, more subject to a quan-
tum efficiency loss by cross-cleaning than a flat-field, we

























































Fig. 3. Cross-cleaning removes the cross-photons but reduces
the quantum efficiency. This figure shows the percentage of
transmitted photons vs. mean number of photons per frame
(N¯) for different tolerances ε and in case of: a) flat-field imag-
ing, b) speckle imaging (unresolved star, 2′′ speckle pattern
and 4′′ field)
with a Ranicon camera at a 2 meter diameter telescope
(the V-Cygni star observation). The field illuminated dur-
ing speckle observations is illustrated by Fig. 4. Poisson’s
law was used to draw photons sequentially from a speckle
interferometry data file. Figure 3b shows that a reduced
field of illumination does not strongly affect the quantum
efficiency: it remains fair at ε ≤ 4 and N¯ ≤ 5.
Cross-photons are not noticeable in the integrated im-
ages, but they cause an artifact in the integrated auto-
correlations. This would cause problems for second order
moment methods such as speckle-interferometry. As ex-
pected, the artifact disappears when cross-cleaning is ap-
plied to the photon list. Figures 5a and 5b shows the auto-
correlations of a simulated flat-field respectively without
and with cross-cleaning.
The star-shaped pattern and the central peak in the
autocorrelation of images without cross-cleaning are due
to the cross-photons. The loss of quantum efficiency due
to cross-cleaning is acceptable up to N¯ = 4 photons per
frame, with the null-sum test tolerance set to ε = 2.
5. Towards an operational DELTA camera
This section introduces the engineering characteristics of
a prototype presently under construction.
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Fig. 4. 10 ms exposure of an unresolved star in photon counting
mode showing the size of the speckle pattern compared with
the field of the DELTA camera (the field boundaries are white
lines). The original data used for this simulation were acquired
with a Ranicon camera
(b)(a)
Fig. 5. Cross-photons generate an artifact in the autocorrela-
tion. This artifact disappears when these are removed form the
photon list. Autocorrelations of flat-fields obtained: a) without
cross-cleaning, b) with cross-cleaning
5.1. Choice of a CCD
The characteristics of the linear CCDs used as targets for
projections determinate the maximum photon rate, as well
as the spatial and temporal resolutions of the camera. The
choice of these CCDs is therefore crucial.
The readout frequency of the linear CCDs must be
as high as possible to reduce the number of photons per
frame at high photon flux and therefore the probability of
cross-photons, and to increase the time resolution.
We have chosen the recently released Thomson “Mega
Speed” TH7809A. It is a 1024 pixels linear CCD, each
pixel being 10 × 20µm in size, with a 10µm pitch. The
TH7809A maximum readout frequency is 400 million pix-
els per second, thanks to the 16 parallel outputs of an in-
tegrated shift register. This shift register allows frame in-
tegration during the previous frame readout. As the frame
transfer requires less than one clock period, i.e. less than
the afterglow of spots caught by the CCDs, no spot will be
lost by the frame transfer. The prevention of detecting the
same photon in two successive frames is discussed in the
next section. The specifications of this CCD chip can be
found on the “CCD products” data book from Thomson
CSF (1996).
5.2. Optical setup
Projections in the DELTA camera are made by three iden-
tical optical trains, each one projecting onto a given axis
(ξ in Fig. 6). In the proposed scheme, (L1) is a spher-
ical collimating lens. (L2) and (L3) are cylindric lenses.
While (L2) images in the ξ direction the spot from the
front intensifier output onto the linear detector, lens (L3)
images the pupil formed by (L2). The intensified photon
is imaged as a small segment, perpendicular to the CCD
line. The image location on the CCD is independent of
the spot position along η (orthogonal to ξ), and propor-
tional to the spot position along ξ. With dimensions cor-
responding to commercial grade lenses, the illuminance
of one spot onto the CCDs has been evaluated to 4.1
10−2 ph/µm2=8 ph/pixel (considering a Lambertian emis-
sion from the head intensifier output). An auxiliary image
intensifier must be placed before each CCD to raise the
illuminance over 7.5 ph/µm2 (the TH7809A readout noise
is 300 electrons/pixel, and its quantum efficiency is about
20% in the wavelengths concerned. Actually, only one aux-
iliary image intensifier is required if the optical trains are
mounted close enough to each other. In this case, the three
projections fit in the field of a 25 mm diameter photocath-
ode.
To match the temporal resolution given by the linear
CCDs, the image intensifiers (head and auxiliary) must
feature fast decay outputs. The phosphor type P-46 is the
most suitable for the auxiliary intensifier, as it provides
a 100 ns decay time (from 100% to 10%), and a spectral
emission matching the spectral response of the TH7809A
better than other fast decay phosphors (P-47 or P-90).
The DELTA camera short frame time and the phos-
phor afterglow may cause some photo-events occurring at
the end of a frame to be still present at the beginning of
the next frame. Two solutions can be used to prevent that.
The first one is a dead time between frame integrations.
This dead time span is a trade-off between the maximum
tolerated quantity of photo-events covering two frames,
and the minimum desired quantum efficiency. The second
solution is to eliminate from a frame the photons having
the same coordinates as one in the previous frame. As the
probability of having two photons within the same pixel in
two consecutive frames is very low (evaluated to 8.8 10−5
for N¯ = 4), no significant artifact such as those affect-
ing the CP40 would be generated. The same remark can
be made for the probability of having two photons within
the same pixel in a single frame, evaluated to less than
3.6 10−5.























































Fig. 6. Scheme of one (among three) op-
tical trains projecting the field onto the
CCDs (the other two optical trains are
rotated by ±120◦ with regard to this
one): a) case of two spots separated
horizontally in the field (the beam im-
pacts on the CCD are separated), b)
case of two spots separated vertically
in the field (their impacts on this CCD
are superposed)
5.3. Photon image analysis
Once projection lists are established for a frame, the next
step is the null-sum test. Considering that lists LA, LB,
LC have the same number N of elements. One could think
that scanning all the possible triplets requires a time pro-
portional to N3. In fact, this process takes a time pro-
portional to N2: for one of the axes (for example C), a
binarized image of the corresponding CCD line is stored.
For each couple (a, b) of elements in LA and LB, the ad-
dress a+ b in the buffer is probed. If it contains a 1, pho-
ton coordinates (x = a, y = 1.155(a/2 + b)) are generated.
Figure 7 describes the whole process, from CCD acqui-
sition to spatiotemporal photon coordinates. FIFOs and
buffer swapping allow a pipe-lined data flow.
With such a design, the prototype should have a 2.6 µs
temporal resolution, allowing photon flux up to 1.5 million
per second with a good quantum efficiency (85% of the
quantum efficiency of a Gen I intensifier) at an average of
N¯ = 4 photons per frame. A micro-computer (300 Mips or
more) is the simplest way for converting directly digitized
CCD signals into photon coordinates.
5.4. Tuning the camera
Wrong projection directions and/or displacements of the
linear CCDs will cause non-hexagonal field and distorted
images. To test the tuning procedures and optical align-
ment requirements, the software simulator takes into ac-
count these parameters. Figure 8a shows the effect of a
misdirected projection: one axis was rotated by only 1◦. A
similar phenomenon (Fig. 8b) is produced when the three
axes have correct angles, but with an angular difference
between one axis and its corresponding detector.
Increasing ε to values higher than 2 is not recom-
mended, since it reduces the resolution, may cause an im-
portant loss of quantum efficiency and does not correct
image distortion. Using the simulator, we found a simple
method for tuning the optical setup, analyzing photon co-
ordinates from a flat-field. This tuning method does not
require specific test charts, and can be operated when the
camera is docked to a telescope or an interferometer.
6. Conclusion
We have proposed a new design for a photon count-
ing device, which can be built from commercially avail-
able components. Recent improvements in CCD technol-
ogy enable the use linear arrays with very fast read-
out, potentially giving the DELTA camera performance
comparable with the best existing photon counting cam-
eras. Moreover, since the DELTA camera provides series
of very short frames, it should correctly process quasi-
simultaneous photons, which may not be detected with
asynchronous cameras. Although our DELTA camera is
synchronous, it has the advantages of asynchronous cam-
eras: time resolution and high-flux coordinate determina-
tion. On-line data processing from the high-rate signals
considered here can be done at present by computers, usu-
ally tending to be cheaper and faster than custom elec-
tronics. This opens a way to “smart detectors”, like the
DELTA camera, based not only on an electro-optical sys-
tem, but also on a significant software implementation (as
back-projection and cross-cleaning). The DELTA camera
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Fig. 7. Flow chart of the process yielding Cartesian (x, y, t) pho-
ton coordinates from the linear CCDs. Dashed segments indi-
cate the possible states for switches
(a) (b)( )
Fig. 8. Effect of optical misalignments. Flat field images with:
a) 1◦ misdirected projection, b) 10◦ rotation between one axis
and its corresponding CCD. The null test tolerance ε is 4 pixels
in these tests. In both cases the size of the field is reduced
prototype under development in our laboratory will, we
hope, provide valuable improvements to dark speckle and
long baseline interferometry observations in the near fu-
ture.
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Image recovery of moving objects
from quantum limited data
Se´bastien Morel and Laurent Koechlin
Observatoire Midi-Pyre´ne´es, UMR 5572, 14 avenue E. Belin, F-31400 Toulouse, France
Abstract. We propose a method for faint object imaging in the case of displace-
ment in the field of the detector during data acquisition. This method is adapted
to photon noise and unknown but linear displacements. We show that it can pro-
vide some improvement also in the case of an arbitrarily non-linear motion. The
algorithms proposed involve a space-time three-dimensional Fourier transform and
can take advantage of the sparse matrix nature of photon counting images.
1. Introduction
It is no easy task to retrieve the image of an object that moves in the field when
its motion is too fast to let the photons build up an image at a given position.
Speckle interferometry situations are an example, in which case the instantaneous
transfer function is unknown. In the present case the only unknowns concern the
tilt as a function of time: if it were bright enough, an instantaneous image would be
decipherable. Speckle imaging (Labeyrie 1970) or bispectral techniques (Lohmann
et al. 1983, Lannes 1989) are probably not optimal in tilt drift situations: the
constraints on the inverse problem of imaging a moving object are stronger than
in atmospheric seeing situations, as much more a priori information is available
on the transfer function. Our present goal is to produce images as good as what
would be obtained from the same amount of data collected on a fixed object. The
object’s displacement speed will be obtained as a by-product.
One crude approach to solving this problem would be the “shift-and-add”
(SAA) algorithm, which consists in superposing short-exposures shifted according
to the position of their centroids. At the photon count rates considered in this
paper, errors in the centroiding process cause blurred images, as shown in sect. 6.
The method we propose here considers a moving 2-D object as three-dimensional:
such an object can be described by a function o(x, y) giving the light intensity for
a point (x, y). It also corresponds to a function m(x, y, t) giving the light intensity
at (x, y) and time t. If the object moves at a constant speed S = (sx, sy), we can
express the relationship between o and m as:
m(x, y, t) = o(x− sxt, y − syt). (1.1)




m(x+ sxt, y + syt, t)dt. (1.2)
     
Without the knowledge of S, one could check all the possible values in a dis-
cretized 2-D space, using Expr.(1.2). One of the resulting integrations would even-
tually be the correct solution. A test which selects a solution and guarantees its
unicity could be found, but the resulting procedure would be extremely inefficient.
We propose a faster way: “spatiotemporal Fourier analysis for image reconstruc-
tion” (SFAIR), which uses a 3-Dimensional Fourier space. Techniques based on
spatiotemporal Fourier transforms have already been used for fringe tracking in
space interferometers (Koechlin 1985), and for velocimetry of 1-D moving objects
(Cagigal et al. 1995). They apply to displacements which can be approximated by
constant speed segments. They also apply to any arbitrary movement if its accel-
eration is known from an independent source: the knowledge of the acceleration
allows to compensate for the non-linearities in speed.
2. Principle of SFAIR
If we note the position (x, y) as a vector P, Expr.(1.1) can be written:
m(P, t) = o(P− tS) (2.1)























w.R + (f + w.S)T
))∣∣J(X,Y, T )∣∣dRdT. (2.3)
J(X,Y, T ) is the Jacobian matrix, where X = x− tsx, Y = y − tsy, T = t :
J =

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where δ is the Dirac distribution. Expr.(2.5) is the basis of the spatiotemporal FT
applied to moving objects in reference 5. We can make the following geometrical
interpretation, as sketched in Fig. 1: in the Fourier space, the two-dimensional FT
(2-D FT) of the object is “projected” onto a plane (Π), defined by the equation
usx + vsy − f = 0. The rest of the Fourier space contains no contribution from the
object.
It is therefore possible to retrieve the speed vector from the orientation of the
corresponding plane (Π) in this Fourier space, as explained in section 3.2. The
image of the moving object can then be reconstructed using Expr.(1.2), or an
inverse FT of the selected plane.
Figure 1. Geometrical interpretation of the 3-D FT of an object, moving at constant
speed. The u, v, and f axes represent the Fourier space, dual to an x, y, t space-time.
The FT of an object moving at constant speed lives in the plane noted (Π). The orien-
tation of this plane depends on the speed of the object. The shaded area (A) corresponds
to the low frequencies. In the case where the object has a null speed, its corresponding
plane (B) in the Fourier space contains the u and v axes. The speed vector, which is
perpendicular to plane (Π) is noted (C).
3. Dealing with real data
We discuss here the effects of flux variations, speed variations, and multi-objects
scenes, on the image reconstruction procedure. Expr.(2.5) expresses the principle
of the method in a continuous space. However, in physical situations the object
space is discretized, being sampled in x, y, and t. Therefore, in the following we
will use arrays (symbolized by upper-case letters) to represent the object space Sxyt
and the Fourier space Ŝuvf . These will be 3-D arrays of Nx ×Ny ×Nt elements.
    
3.1. FLUX VARIATIONS
The light intensity may vary as a function of time and/or space, due to the object
itself, or to the imaging optics, or to non-uniformities of the detector. In that case,
the observed 3-D image Mo(x, y, t) can be expressed as M(x, y, t).G(x, y, t), where
the function G(x, y, t) corresponds the the flux variations. The FT of Mo can be
written:
M̂o(u, v, f) = M̂(u, v, f) ∗ Ĝ(u, v, f). (3.1)
The plane (Π) will therefore be convolved by Ĝ(u, v, f) and blurred. But G(x, y, t)




] = 0. As a consequence, M̂o(u, v, f) will have
a maximum modulus at the original position of the plane (Π), allowing a correct
recovery of its equation.
3.2. MULTI-OBJECTS SCENES
If several objects move in the field with various directions and speeds, the Fourier
space contains several “non empty” planes: one per object or group of objects
having the same speed vector. Locating these planes one-by-one would allow to
reconstruct all the objects and yield their individual speeds.
3.3. VARIABLE SPEED
Even though SFAIR cannot recover a correct equation for all types of movement,
it can bring an improvement if the movement is approximated by constant speed
segments. A variable movement may be sliced along t, each slice being defined by
M(P, t), t ∈ [t0, t0 + ∆t]. Let (∆P) be the displacement during the interval (∆t):
the object goes from P0 to (P0 + ∆P) between times t0 and t0 + ∆t, the equation
of the movement being noted q(t). The difference between q(t) and a linear motion
of speed (∆P/∆t) is noted (δP) (see Fig. 2). A SFAIR reconstruction of M(P, t)
assuming that the speed vector is given by (∆P/∆t) will be wrong by (δP). A
fixed frame integration of M(P, t) will be wrong by (∆P). If δP < ∆P, SFAIR
can enhance the reconstruction quality, compared to a fixed frame integration from
the same data.
For a one-dimensional movement x = q(t) having a finite acceleration, one can
always find a short enough time interval ∆t, such that |δx| < |∆x| for this interval,
assuming that q(t) is monotonous in this interval. The numerical simulations in
section 5 show in which situations the error on the estimated speed vector is small










Figure 2. Variable speed displacement. δx is one coordinate of the discrepancy δp
between a linear motion and the actual trajectory.
4. Programming SFAIR
In this section, we discuss the optimization of SFAIR with single-object scenes,
referring to the implementation we made on a 80 Mips Reduced Instruction Set
Computer (RISC). Very low light conditions at visible wavelengths require the use
of photon-counting devices. We collected the data for the optical tests with a re-
sistive anode camera: the Ranicon (Clampin et al. 1988). Due to the small photon
flux received, the images as well as the whole (x, y, t) source volume are sparse
matrices. The Ranicon camera provided a list (Lx,Ly,Lt) of (x, y, t) coordinates,
corresponding to the position and arrival time of the photons in the field. This
encoding improves the transmission and processing speeds: a moving object can
be described as





x− Lx(j), y − Ly(j), t− Lt(j)
)
, (4.1)
where P is the total number of photons.
Since large 3-D arrays are slow to process and require a lot of memory, further
optimization was needed to achieve on-line processing. The 3-D Fourier transform
of M(x, y, t) can be computed in two steps, the first step taking advantage of the
sparse matrix nature of M . Following J.W.Goodman (1985), the sparse matrix FT





















For the second step, we computed only two planes in the Fourier space:
Pu(v, f) and Pv(u, f) defined respectively by u = 0 and v = 0. As the input
of this second step is no longer a sparse matrix, a standard FFT algorithm was
































For a single moving object, the intersection of (Π) with Pu(v, f) or Pv(u, f)
appears as a single line segment (Fig. 3). The slope of this segment is s˜y in
Pu(v, f), and s˜x in Pv(u, f), which corresponds to the elements of the estimated
speed vector E = (s˜x, s˜y).
Figure 3. Modulus of the 3-D FT of a moving object, seen in planes Pu(v, f) and
Pv(u, f). One can see the bright segment corresponding to the intersection of these
planes with plane (Π). The data comes from a moving object observed with the Ranicon
camera.
To test which algorithm is faster for the evaluation of Pu(v, f) and Pv(u, f),
we compared the times required by SMFT versus a standard FFT for different
values of P , Nx (we had Ny=Nx), and Nt. The SMFT is optimal for large field
sizes Nx, and small numbers of photons P . The frontier line between the “FFT”
and “SMFT” regions is a function P = aNx + b, a and b depend on Nt and the
processor speed. With a 80 MIPS processor we measured: a = 5.85, and b = 6 for
Nt = 16. b decreases to -29, when Nt ≥ 128.
   
5. Estimation of the speed vector
The slopes s˜x, s˜y are derived from Pu(v, f) and Pv(u, f) respectively with the fol-
lowing maximum correlation algorithm: if A(ξ, η) is an array having its brightest










A(ξ, ξ tanα). (5.1)
The correlation CAS(α) between A and a segment of slope tanα must be computed
for α ∈ [−pi/2; +pi/2] with a step adjusted to the resolution in frequency. This
method allows slope recovery even with photon flux variations.
The efficiency of the maximum correlation algorithm has been tested with nu-
merical data from a “photon counting camera simulator”. This simulator builds
up lists of spatiotemporal photons coordinates, drawn using a predefined moving
object M(x, y, t) as probability law. A clutter of extra-photons is generated to
simulate background noise. The signal-to-clutter ratio of such a data set is charac-
terized by




expressed in decibel (dB). Nps and Npc are the average numbers of photons per
unit volume in the discretized space Sxyt, respectively from the object and from
the noise. The error on the slope derived by the maximum correlation algorithm
has been measured as a function of the SCR, of the actual slope, and of Nps. Each
measurement shown in Fig. 4 is an average of absolute values of errors from 40
iterations of SFAIR, with photon lists randomly drawn before each iteration. The
resolution in the input space is 64 × 64 × 32 in x, y and t, respectively. This leads
to 64 × 32 resolutions in the Pu(v, f) and Pv(u, f) planes. The tests were made
with four different photon flux: 0.1, 0.17, 0.24, and 0.31 photons per elementary
volume in the sampled source space. Due to gridding in the Pu(v, f) and Pv(u, f)













































































Figure 4. Error on the speed estimation, as a function of the speed and the signal-to-
clutter ratio. The different curves respectively correspond to Np = 0.1 photons per unit
volume (a), 0.17 ph/u (b), 0.24 ph/u (c), and 0.31 ph/u (d).
These tests show the robustness of the maximum correlation algorithm in
noisy conditions, down to a limit of Nps ≥ 0.24 photons per unit volume. In all
simulated cases, the error on the slope (and therefore on the speed determination)
was small enough to ensure an image enhancement by SFAIR compared to a simple
integration of the same data set. The only exception is when one component of S
is equal to zero.
Once s˜x and s˜y are determined, the object is reconstructed from the photon















which is the “sparse matrix” equivalent of Expr.(1.2).
   
6. Optical implementation
To illustrate the feasibility of the method with physical data, we chose an image
of the asteroid 951 Gaspra, and placed it on optical bench. The imaging was
performed in the low photon count rate and image displacement conditions that
can be encountered on a space probe, where the image displacement may be due
to the object itself or to some residual rotation of the probe. The image motion
was simulated with a translation plate. The orientation of the speed vector was set
by the rotation the detector around its optical axis. We made the tests with 2500
photons per second and 625 photons per second. A non zero SCR was created by
the 100 ph/s dark count rate of the Ranicon, cooled to -10 C. We used a resolution
of Nx = Ny =512, Nt =128.
In Fig. 5, integrated images from a static object are compared with SFAIR
and SAA reconstructions from the same object, displaced at quasi-constant speed.
Data from the Ranicon was recorded for 10 seconds on static and moving scenes.
With a pipe-lined data flow: DMA acquisition of photons and simultaneous pro-
cessing of a previous photon batch, it is possible to recover images on-line. The
SFAIR and SAA reconstructions presented here are made off-line from the same
photon recording, during which the object was displaced by 400 pixels (4/5 of the
field). Some non-linearity in the translation plate caused a speed variation during
acquisition. We measured (σsy/ < sy >) = 0.11 along the y axis. This non-
linearity in speed causes a degradation in the SFAIR reconstructions, compared to
the integrations of a static object. Another cause of degradation is the accuracy
on speed vector determination, given by the maximum correlation algorithm: since
the bright segments in Pu(v, f) and Pv(u, f) are smaller than the width of these
planes (Fig. 3), the slope measurement will not have the maximum resolution.








The frame time for SAA has been optimized to get a maximum χ. Background
photons strongly affect the efficiency of SAA, since the centroid of a frame, used
for image repositioning, does not correspond to the centroid of the object. Thresh-
olding the images does not help centroiding, as virtually all pixels contain one or
zero photon. The Table 1 lists the values of χ for the reconstruction in Fig. 5.









Table 1. Values of second order moments χ for SFAIR and shift-and-add reconstructions
at two different flux. The “static” column corresponds to the simple integration of all
the photons from a static object. The χ have been normalized to 100 for the static image
in each case.
Figure 5. Comparison between static images (left), SFAIR reconstructions (center),
and shift-and-add reconstructions (right) for equal numbers of photons. The two rows
correspond to data sets containing 25000 (top), and 6250 photons (bottom). The SFAIR
and SAA reconstructions are from the same data set, corresponding to a continuous
displacement spanning 4/5 of the field, or four times the object’s larger dimension. All
data sets are 10 seconds photon recordings. The source volume was discretized to 512 ×
512 × 128 in x, y and t, respectively.
7. Conclusion
The proposed algorithm is robust in adverse conditions, such as variable speed,
very low light conditions and background noise. The algorithm is fast enough
to give results in real time, even with a modest processing power. The possible
applications of this imaging technique could be the detection of near earth objects
or other kinds of imaging improvement with a space probe. On earth, it could
be applied to the compensation of the residual tilt after adaptive optics correction
with artificial stars.
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Conception d’un logiciel de simulation optique
—
Ce logiciel a e´te´ de´veloppe´ pour l’aide a` la conception de l’optique de la came´ra DELTA. Il
permet de de´terminer la qualite´ d’image et l’efficacite´ de couplage optique d’un montage.
Le syste`me utilise´ pour ce logiciel est le trace´ de rayons (ray-tracing).
Un logiciel de simulation par trace´ de rayons repose sur un principe simple. Il s’agit
de de´crire le chemin parcouru par un rayon depuis une source jusqu’a` un plan image en
traversant une se´rie de dioptres. L’information re´ellement inte´ressante est la coordonne´e
dans le plan image de l’intersection entre ce plan et le rayon. En re´pe´tant le calcul un
tre`s grand nombre de fois pour diffe´rentes directions de propagation initiales du rayon et
pour diffe´rentes longueurs d’ondes, on peut simuler la re´ponse optique d’un instrument
avec toutes ses aberrations ge´ome´triques.
On ne tient pas compte de la diffraction dont l’influence est faible dans les montages que
l’on a cherche´ a` simuler. La seul loi utilise´e est donc celle de Snell-Descartes. Dans les
montages simule´s, la propagation des rayons se faisait toujours dans le meˆme sens selon
l’axe z. Pour re´duire le bruit de calcul, un rayon est alors de´fini par un point d’origine
(xo, yo, zo) et un vecteur de propagation (xr, yr, 1).
Les dioptres sont de quatre types : plan, cylindrique courbe dans le plan (z,x), cylindrique
courbe dans le plan (z,y) et sphe´rique. Les dioptres plans sont caracte´rise´s par un seul
parame`tre : l’abscisse sur z. Les autres dioptres sont caracte´rise´s par deux parame`tres :
les coordonne´es (xc, yc, zc) du centre de courbure, le rayon de courbure r et le sens s de
courbure (concave/convexe) qui vaut +1 ou -1.
L’ordre de succession des dioptres est suppose´ connu. Pour chaque dioptre k, le programme
calcule d’abord le point d’intersection du rayon avec ce dioptre . Les coordonne´es (xi, yi, zi)
de ce point sont, pour un dioptre plan :

xi = xr(zk − zo) + xo
yi = yr(zk − zo) + yo
zi = zk
(1-D.1)
Pour les autres dioptres, les coordonne´es de l’intersection sont de la forme :
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

xi = xrt+ xo
yi = yrt+ yo
zi = t+ zo
(1-D.2)
Ou` t est solution d’une e´quation du second degre´. Selon le sens de courbure du dioptre,
on prendra la plus petite ou la plus grande des solutions pour t. Les e´quations a` re´soudre
sont :
a) Pour un dioptre cylindrique courbe dans (z,x) :
(x2
r















b) Pour un dioptre cylindrique courbe dans (z,y) :
(y2
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Figure 1-D.1. Illustration sur le calcul d’un rayon passant par un dioptre k.
Repre´sentation du plan (z,x).
A` chaque dioptre est associe´e une fonction de masquage qui correspond a` l’ouverture
simule´e. Si la fonction de masquage aux coordonne´es (xi, yi) vaut 0, le rayon ne traverse
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pas le dioptre et on passe au calcul d’un autre rayon e´mis par la source. Soit N le
vecteur normal a` la surface du dioptre au point d’intersection. Ce vecteur non-normalise´
a pour coordonne´es (0, 0, 1) pour un dioptre plan, (xi − xck, 0, zi − zck) pour un dioptre
cylindrique courbe dans (z, x), (0, yi − yck, zi − zck) pour un dioptre courbe dans (z, y) et
(xi − xck, yi − yck, zi − zck) pour un dioptre sphe´rique. Si zN < 0, on multiplie N par −1.



































Ou` n et n′ repre´sentent les indices des milieux respectivement avant et apre`s passage par









zi). L’imple´mentation en langage C ne pose pas de proble`me particulier. Afin de re´duire le
bruit de calcul, tous les nombres sont en double-pre´cision. L’unite´ employe´e est le micron.













Ou` λ est exprime´ en µm. Les coefficients (K1,K2,K3, L1, L2, L3) sont propres a` chaque
type de verre. La table 1-D.1 donne leurs valeurs pour quatre verres Schott employe´s dans
les composants qui ont e´te´ simule´s.
Coef\
Verre BK7 SF5 SK4 SF18
K1 1,03961212 1,46141885 1,39388834 1,56441436
K2 2, 31792344.10
−1 2, 47713019.10−1 1, 64510721.10−1 2, 91413580.10−1
K3 1,01046945 9, 49995832.10
−1 9, 63522479.10−1 9, 60307888.10−1
L1 6, 00069867.10
−3 1, 11826126.10−2 7, 69147355.10−3 1, 21863935.10−2
L2 2, 00179144.10
−2 5, 08594669.10−2 2, 71946227.10−2 5, 35567966.10−2
L3 1, 03560653.10
2 1, 12041888.102 9, 92757639.10 1, 11451201.102
Table 1-D.1. Coefficients de Sellmeier pour diffe´rents verres Schott.
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Figure 1-D.2. Panneau de controˆle du simulateur optique pour la came´ra DELTA.
Seconde partie





Ge´ne´ralite´s sur l’interfe´rome´trie stellaire
optique a` longue base
—
1. Principes
Il existe diffe´rents formalismes pour expliquer le principe de l’interfe´rome´trie. Je pre´sente
ici une fac¸on simple et intuitive de comprendre l’interfe´rome´trie. Un formalisme plus
rigoureux, base´ sur le principe de Huygens-Fresnel est donne´ en annexe, mais il traite
uniquement du cas monochromatique et de l’interfe´rome´trie par focalisation.
Soit une onde d’amplitude a e´mis par une source monochromatique de longueur d’onde λ
ponctuelle et place´e a` l’infini. L’onde est se´pare´e en deux et l’une des parties est affecte´e
d’un retard optique ζ. L’intensite´ de la somme des deux plans d’onde re´sultants s’e´crit :





ou` I0 = a
2 et σ = λ−1 (le nombre d’onde). Cette expression caracte´rise l’〈〈 interfe´rence 〉〉
de deux plans d’ondes issus de la meˆme source. On conside`re que les plans d’onde passent
par deux ouvertures dans un plan, l’une en (0, 0), l’autre en B = (Bx,By). Si la position
angulaire de la source est α = (α, β), ou` α et β sont des petits angles, le retard optique
est alors e´gal a` B.α et l’intensite´ s’e´crit 2I0
(
1 + 2 cos(2πσB.α)
)
.
Un objet observe´ a` l’infini peut s’interpre´ter comme un ensemble de sources inde´pendantes
de nombres d’ondes diffe´rents (incohe´rence temporelle de l’objet) dans un intervalle [σ1;σ2]
et de positions angulaires diffe´rentes (incohe´rence spatiale de l’objet) appartenant a` un
ensemble S. L’intensite´ de l’objet peut alors s’exprimer sous la forme d’une fonction
O(α, σ). Si on effectue par une des ouvertures un retard ∆L, L’intensite´ re´sultante des
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Si on conside`re que chaque 〈〈 source ponctuelle 〉〉 composant l’objet a le meˆme spec-
tre d’e´mission, on a O(α, σ) = Oa(α) × Os(σ). Comme Oa(α) ∈ IR+ ainsi que Os(σ),






















1 + V cos(2πσ∆L− ϕo)
]
dσ (IX.1.4)
Pour inte´grer facilement sur σ, on pose Oc(σ) = Os(σ¯ + σ) (forme du spectre centre´e),




















Avec ϕc(∆L) = arg(Ôc(∆L)). L’intensite´ e´volue selon ∆L sous la forme d’ondulations
de fre´quence σ¯, module´es en phase par ϕc (on remarque que si Oc est paire, il n’y a pas
cette modulation de phase) et en amplitude par |Ôc(∆L)|. Ces ondulations constituent
les 〈〈 franges d’interfe´rence 〉〉. Le terme V qui correspond au contraste de ces franges est










Figure IX.1. Sche´ma de principe d’un interfe´rome`tre. L’angle α avant l’entre´e a e´te´
exage´re´ pour la commodite´ de la repre´sentation. La courbure des plans d’onde apre`s
passage par les ouvertures (conse´quence de la diffraction) n’a pas e´te´ repre´sente´e.
Or, on sait (voir annexe 2-B) que la re´solution angulaire d’un te´lescope est proportionnelle
a` son diame`tre D et que pour un objet de´crit par Oa(α), on ne peut donc connaˆıtre Ô(u)
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pour ||u|| > σD/1, 22. L’inte´reˆt du dispositif interfe´rome´trique, de´crit pre´ce´demment, est
que dans la pratique il est possible d’obtenir une distance B = ||B|| (appele´e 〈〈 base) plus
importante que les plus grands miroirs paraboliques (donc les plus grandes ouvertures)
re´alisables.
Figure IX.2. Profil de franges d’interfe´rence avec V=1, σ¯=1,875.10 6 m -1 et
∆σ=1,11.10 6 m -1 (spectre uniforme).
Un tel instrument, appele´ 〈〈 interfe´rome`tre 〉〉, permettra donc d’obtenir des donne´es par-
cellaires sur l’image de l’objet, mais d’avoir acce`s aux informations sur l’objet a` re´solution
angulaire plus e´leve´e. Nous nous limiterons au cas des interfe´rome`tres a` deux ouvertures.
Dans ce cas, les diffe´rentes sources de variations non-constantes des chemins optiques des
deux faisceaux ne permettent pas de relier le point de diffe´rence de marche nulle mesure´e
avec une position de re´fe´rence 〈〈 phase nulle 〉〉 constante qui servirait a` retrouver la phase
ϕo relative a` l’objet. On ne peut alors reconstruire que des objets observe´s a` syme´trie
circulaire. En effet, la reconstruction d’images a` partir uniquement du module de la TF
(Fienup 1978) est peu fiable (proble`mes de convergence de l’algorithme). Or, la TF d’une
fonction a` syme´trie circulaire, est e´galement a` syme´trie circulaire (on peut alors faire une
〈〈 transforme´e de Hankel 〉〉 qui s’applique sur la fonction radiale) et lorsque cette fonction
est re´elle, sa TF l’est aussi. Par conse´quent, l’hypothe`se de syme´trie circulaire permet de
se passer du proble`me de l’observabilite´ de la phase et permet la reconstruction d’images
a` partir de visibilite´s de franges V mesure´es a` diffe´rentes valeur de B en ne´gligeant la
direction de la base. On peut alors e´crire l’expression des franges monochromatiques en
utilisant une seule dimension :
I(∆L) ∝ 1 + V(B) cos(2πσ∆L) (IX.1.6)
On pourra ainsi et c’est une des premie`res applications de la me´thode, mesurer les diame`tres
angulaires d’e´toiles. On peut mode´liser l’e´toile par un disque uniforme de diame`tre angu-
laire ω∗. On a alors :
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ou` C est la fonction circulaire. La fonction Ô∗ est de´croissante et tombe a` ze´ro pour
uω∗ = 1, 22. On a donc V = 0 pour B = 1, 22/(ω∗σ). Dans les premie`res expe´riences
d’interfe´rome´trie (voir IX-2), on ne disposait pas de de´tecteur pour mesurer V. Le diame`tre
e´tait donc grossie`rement de´termine´ car les franges disparaissent a` l’œil de`s que V ≤ 0, 2
environ. Sur les interfe´rome`tres actuels comme le GI2T (voir plus loin), on mesure V pour
plusieurs bases et une extrapolation du profil de la TF de l’objet est faite a` partir de ces
mesures. Il n’est donc pas ne´cessaire d’avoir une base donnant V = 0, mais si l’on souhaite
obtenir une mesure pre´cise, on doit alors tenir compte de l’assombrissement centre-bord




1− CB(1−√1− α2), si α < ω∗/2;
0, sinon.
(IX.1.8)
Si l’on souhaite de´terminer a` la fois ω∗ et CB, la connaissance des points de la TF avant
le premier ze´ro ne suffisent pas, il faut aussi connaˆıtre les points au-dela` (second lobe de
la TF). Ce qui ne´cessite a` la fois de pouvoir disposer de bases assez longues et de pouvoir
mesurer des visibilite´s faibles. Dans la pratique, on estime CB par des mode`les stellaires
et on en de´duit alors ω∗.
Une autre application de l’interfe´rome´trie stellaire, envisage´e de`s ses de´buts (Anderson
1920), concerne la recherche d’e´toiles doubles et la mesure de la se´paration de leurs com-
posantes. Dans ce cas, chaque composante donne un syste`me de franges. Si pour une cer-
taine base, on observe une disparition des franges, c’est que les deux syste`mes s’annulent
par superposition et sont de´phase´s de (2k+1)π. L’e´cart angulaire ∆θ entre les composantes
s’e´crit alors :
∆θ = (2k + 1)
λ
2B
Plus ge´ne´ralement, l’interfe´rome´trie peut eˆtre applique´e a` l’astrome´trie pour la mesure
pre´cise de positions relatives des astres, en mesurant le de´phasage entre deux syste`mes de
franges. Le projet GAIA de l’Agence Spatiale Europe´enne consiste ainsi a` de´terminer avec
une pre´cision angulaire de 10 µas les positions de plusieurs millions d’objets de la Voie
Lacte´e, en utilisant un syste`me interfe´rome´trique embarque´ sur un satellite.
L’interfe´rome´trie a` deux te´lescopes constitue en fait le premier pas vers la synthe`se
d’ouverture optique, c’est-a`-dire la constitution de te´lescopes virtuels ge´ants par un re´seau
de plusieurs te´lescopes de diame`tre standard dont on fait interfe´rer les faisceaux en sortie.
La pupille obtenue n’e´tant pas pleine, on doit alors reconstruire l’image a` partir des donne´es
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de visibilite´s obtenues sur les diffe´rentes bases formant le re´seau a` l’aide d’algorithme
comme CLEAN (Ho¨gbom 1974) ou WIPE (Lannes et al. 1994, 1996). Ne´anmoins, avec
peu ouvertures, il est plus simple de continuer a` former des franges entre deux ouvertures.
On a ainsi Na(Na − 1)/2 syste`mes de franges pour un re´seau de Na ouvertures.
2. Historique de l’interfe´rome´trie stellaire
L’origine de l’interfe´rome´trie stellaire remonte a` 1868 lorsque Fizeau, faisant devant
l’Acade´mie des Sciences un rapport sur le Prix Bordin (concours lance´ en 1865 dont l’enjeu
e´tait la de´termination de la 〈〈 direction des vibrations de l’e´ther dans les rayons polarise´s
〉〉), fit la remarque suivante :
〈〈 Il existe pour la plupart des phe´nome`nes d’interfe´rence (...) une relation remar-
quable et ne´cessaire entre la dimension des franges et celle de la source lumineuse
en sorte que des franges d’une te´nuite´ extreˆme ne peuvent prendre naissance que
lorsque la source de lumie`re n’a plus que des dimensions angulaires presque in-
sensibles ; d’ou`, pour le dire en passant, il est peut-eˆtre permis d’espe´rer qu’en
s’appuyant sur ce principe et en formant par exemple, au moyen de deux larges
fentes tre`s e´carte´es, des franges d’interfe´rence au foyer des grands instruments
destine´s a` observer les e´toiles, il deviendra possible d’obtenir quelques donne´es
nouvelles sur les diame`tres angulaires de ces astres. 〉〉
Partant de cette ide´e, le physicien Ste´phan tenta en 1873 de mesurer le diame`tre de Sirius
en utilisant une lunette munie d’un cache comportant deux fentes. Avec un e´cart de 15 cm
entre les fentes, il observa des franges moins nettes sur Sirius que sur les e´toiles d’Orion.
Avec un autre cache muni de fentes e´carte´es de 50 cm, il observa une disparition des
franges de Sirius tandis qu’elles reste`rent nettes sur les e´toiles d’Orion1. Ste´phan agit avec
vigilance en re´pe´tant plusieurs fois ses expe´riences. Finalement, il ne parvint pas a` trouver
un diame`tre d’objet, mais seulement a` donner une limite supe´rieure en ne trouvant aucune
disparition de franges, pour des bases jusqu’a` 65 cm (avec un masque place´ sur le te´lescope
de Foucault de 80 cm).
Ses expe´riences furent reprises par Albert Michelson qui put mesurer le diame`tre des satel-
lites de Jupiter en 1891. En 1919, Michelson, constatant la ne´cessite´ d’utiliser de longues
bases, eut l’ide´e d’installer sur le te´lescope de 254 cm du Mont-Wilson une poutre de 6 m
1 Que pouvait avoir vu Ste´phan ? On sait aujourd’hui que le diame`tre angulaire de Sirius ne donne des franges de
visibilite´ nulle que pour une base beaucoup plus importante. Le phe´nome`ne observe´ par Ste´phan ne correspondait
donc pas a` la re´solution du diame`tre angulaire de Sirius et ne pouvait correspondre a` la superposition des franges
de Sirius avec celle de son compagnon (de´couvert plus tard) de 10 magnitudes plus faibles. Sirius e´tant plus basse
sur l’horizon qu’Orion a` la latitude observe´e (Marseille), il devait sans doute s’agir d’un phe´nome`ne de turbulence
atmosphe´rique.
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munie d’un syste`me de miroirs (Fig. IX.3). Ce montage, malgre´ ses proble`mes de stabilite´,
permit de calculer les diame`tres de Be´telgeuse (valeur trouve´e : 47 mas), d’Arcturus (valeur
trouve´e : 24 mas) et de re´soudre le syste`me binaire Capella. En 1930, Michelson entreprit
la construction d’un interfe´rome`tre de 16 m de base maximale sur le Mont-Wilson. Mais il
mourut en 1931 et ses recherches ne furent pas reprises. Le principe de l’interfe´rome´trie fut
largement utilise´ en radio-astronomie, ou` les grandes longueurs d’onde utilise´es facilitent
la re´alisation de dispositifs interfe´rome´triques.
En 1967, des expe´riences d’interfe´rome´trie dans le domaine visible furent mene´es par R.
Hanbury-Brown a` l’Observatoire de Narrabri (Australie). Il ne s’agissait pas de faire in-
terfe´rer des rayons lumineux issus de deux ouvertures, mais de corre´ler temporellement
les signaux e´lectriques issus de photomultiplicateurs place´s aux foyers de deux te´lescopes.
Cette technique, inspire´e de la radio-astronomie, permit de mesurer les diame`tres angu-
laires de 15 e´toiles (Hanbury-Brown et al. 1967b).
Le ve´ritable renouveau de l’interfe´rome´trie stellaire optique se fit en 1975, quand Antoine
Labeyrie obtint a` l’Observatoire de Nice des franges d’interfe´rence sur Vega par un montage
interfe´rome´trique utilisant deux te´lescopes de 25 cm espace´s de 12 m. Ce montage, appele´
I2T (Interfe´rome`tre a` 2 Te´lescopes), fut transfe´re´ au Plateau de Calern. Les te´lescopes
furent place´s sur des rails de fac¸on a` pouvoir faire varier la base. L’I2T connut des modi-
fications successives, notamment en ce qui concerne la recombinaison des faisceaux. Il
permit de mesurer un grand nombre de diame`tres angulaires et la de´couverte de plusieurs
e´toiles doubles. Depuis, quelques interfe´rome`tres ont e´te´ construits a` travers le monde
(Table IX.1). Dans notre e´tude, nous nous inte´resserons plus particulie`rement au GI2T.
Nom Pays Nbre ouv. ø ouv. (m) B max. (m) Spectre
I2T F 2 0,25 67 Visible
GI2T F 2 1,5 65 Visible
SOIRDE´TE´ F 2 1,5 10 IR
COAST GB 4 (futur : 5) 0,4 30 Visible
SUSI Austr. 2 0,14 640 Visible
ISI USA 2 1,65 35 IR
NPOI USA 3 0,5 60 Visible
Mark III USA 2 0,08 20 Visible
IOTA USA 2 (futur : 3) 0,45 38 IR+vis.
PTI USA 3 0,4 110 IR
CHARA USA 6 1 360 Visible
VLTI Euro 4 a` 7 1,8 ou 8 200 IR
Table IX.1. Caracte´ristiques de diffe´rents interfe´rome`tres (d’apre`s Loiseau & Perrin 1996).
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3. Les diffe´rents montages d’interfe´rome`tres
On distingue ge´ne´ralement trois grands types d’interfe´rome`tres : le 〈〈 Fizeau 〉〉, le 〈〈 Michel-
son 〉〉 et le 〈〈 teinte plate 〉〉. Les deux premiers diffe`rent du troisie`me par la fac¸on de parcourir
∆L pour analyser les franges.
3.1. Les montages Fizeau et Michelson
Dans les configurations Fizeau et Michelson, la variation de ∆L pour la mesures des franges
est faite par la focalisation, avec une longueur focale F , des faisceaux passant par les
ouvertures. A cause de la diffraction par les deux ouvertures (voir annexe 2-B), on aura
dans le plan image pour une longueur d’onde donne´e :
I ′(x) = ST (x)× I(dpx/F ) (IX.3.1)
ou` ST repre´sente la tache d’Airy relative a` une des ouvertures et dp la distance entre les
faisceaux juste avant la focalisation. On a alors imme´diatement acce`s a` I(∆L) (mesure
par 〈〈 modulation spatiale 〉〉 qui ne´cessite un de´tecteur multipixels).
Dans le montage Fizeau, dp = B. On peut donc le sche´matiser par un masque place´ devant
un te´lescope. Dans ce cas, la largeur des franges obtenues, de´pendante de l’angle entre les
deux faisceaux, de´pendra de l’e´cart entre les deux ouvertures, donc de la base. Dans le
montage Michelson, au contraire, les faisceaux sont paralle`les le long de la base jusqu’au
point de recombinaison. La recombinaison se fait alors a` angle constant et l’interfrange
reste donc identique quelle que soit la longueur de la base. Le transport de la lumie`re depuis
les ouvertures jusqu’au recombinateur sous forme de faisceaux paralle`les peut se faire avec
des miroirs mobiles (side´rostats) si les ouvertures sont petites, ou avec des te´lescopes du
type 〈〈 gre´gorien afocal 〉〉 ou 〈〈 Coude´ 〉〉, donnant en sortie un faisceau paralle`le dans la meˆme
direction quelle que soit la direction de pointage. Ces te´lescopes re´duisent le diame`tre des
faisceaux d’un facteur e´gal a` leur grossissement et facilitent la recombinaison pour de
grandes ouvertures. Il est a` noter que les interfe´rome`tres IOTA, ISI et PTI utilisent les
deux syste`mes : chaque faisceau est dirige´ par un side´rostat sur un te´lescope fixe qui re´duit
ce faisceau et le dirige vers le recombinateur.
Le montage Michelson est pre´fe´rable pour les ouvertures dilue´es. Les de´tecteurs utilise´s
ayant une de´finition de l’ordre de 4 000 × 4 000 pixels au maximum, l’e´chantillonnage
des franges serait difficile a` longue base. On peut ne´anmoins re´soudre the´oriquement le
proble`me d’interfrange variable du montage Fizeau en y introduisant un zoom (Labeyrie
1996), c’est-a`-dire avoir F modifiable permettant d’ajuster l’interfrange. Un autre
proble`me pour certains montages Fizeau particuliers concerne la re´alisation avec une
grande base (plus de 10 me`tres), il est difficile de concevoir des miroirs de focale B/2
utilise´s en dehors de leur axe optique (renvoyant un faisceau incident avec un angle de 30◦
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a` 150◦). Pour y arriver, le projet d’interfe´rome`tre lunaire LOVLI fait ainsi appel a` des














Figure IX.3. Trajets optiques des rayons principaux dans les cas d’un montage Fizeau
(a) et d’un montage Michelson (b). L’angle ∆θ a e´te´ exage´re´ par commodite´ de la
repre´sentation.
En astrome´trie (dans le cas du projet GAIA) on pre´fe`re le montage Fizeau car non seule-
ment on travaille avec une base fixe ge´ne´ralement courte, mais on a aussi besoin d’un
champ important. Or, le champ d’un interfe´rome`tre de Michelson est tre`s faible pour
deux raisons. Premie`rement, dans le cas du montage original (Fig. IX.3) ou du montage
a` side´rostats, on voit qu’un de´placement angulaire de ∆θ par rapport a` l’axe central en-
traˆıne un de´placement de chaque faisceau au niveau des miroirs de renvoi e´gal a` B∆θ/2.
Pour de grandes bases, ce de´placement devient trop important et cause du vignetage.
Ce phe´nome`ne est accentue´ dans le cas d’un montage a` te´lescopes, ou` les de´placements
sont multiplie´s par le grossissement de chaque te´lescope. Le second proble`me est lie´ a` la
diffe´rence de marche des faisceaux qui n’est plus identifie´e a` x. Dans le cas du montage
Fizeau, la diffe´rence de marche est nulle, en vertu du principe de Fresnel. Il y a donc
e´galite´ des chemins optiques et les franges restent a` la meˆme position a` l’inte´rieur de la
tache d’Airy. Or dans le cas du montage Michelson, la diffe´rence de marche s’e´crit :
∆L = B∆θ +
√
F 2 + (dp/2− F∆θ)2 −
√
F 2 + (dp/2 + F∆θ)2













⇒ ∆L = (B− dp)∆θ ≈ B∆θ
(IX.3.2)
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On aura alors un de´placement des franges diffe´rent de celui de la tache d’Airy et en
augmentant ∆θ, on risque de sortir de l’aire de cohe´rence (voir chapitre suivant) et de ne
plus pouvoir observer de franges. Ne´anmoins, si on utilise des te´lescopes de grossissement
B/F , on retrouve un de´placement identique de la tache d’Airy et des franges. On a alors
respecte´ la condition 〈〈 d’homothe´tie des pupilles 〉〉 : le rapport entre la section des faisceaux
et leur se´paration est constante, et on se retrouve avec un montage Fizeau.
En fait, on utilise rarement tel quel un montage de Michelson. On effectue une disper-
sion spectrale des faisceaux avant recombinaison, ce qui permet d’acce´der a` l’information
spectrale et d’augmenter la longueur de cohe´rence (voir chapitre suivant).
(a) (b)
(c) (d)
Figure IX.4. Diffe´rents types d’interfe´rome`tres stellaires a` recombinaison par fo-
calisation. Montage de Fizeau (a) ; montage original de Michelson (b); Michelson
utilisant deux te´lescopes (c) ; Michelson utilisant deux side´rostats (d).
3.2. Le montage teinte-plate
Reprenons le montage Michelson en modifiant le syste`me de recombinaison. Au lieu de
focaliser se´pare´ment les faisceaux paralle`les provenant des ouvertures, on les me´lange avec
une lame se´paratrice ou un syste`me a` fibres optiques, puis on focalise le faisceau obtenu.
Le re´sultat est celui qu’on obtiendrait sur un Michelson avec dp = 0. On observe dans
les plans image une simple tache d’Airy en 〈〈 teinte-plate 〉〉 dont l’intensite´ correspond
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a` l’expression (IX.1.5). La me´thode utilise´e pour l’analyse des franges (〈〈 modulation
temporelle 〉〉) consiste alors a` placer un de´tecteur monopixel au foyer et a` faire varier
∆L en commandant la translation d’une ligne-a`-retard (LAR) optique. L’avantage, par
rapport au Michelson, est que l’on peut avoir acce`s au spectre de l’objet par transforme´e
de Fourier de la fonction I(∆L) obtenue. Le montage optique est e´galement plus simple
a` re´aliser et ne ne´cessite qu’un de´tecteur monopixel, ce qui re´duit le bruit du signal par
rapport a` un de´tecteur multipixels si on ne fait pas d’acquisition par comptage de photons.




















Figure IX.5. Diffe´rents types de recombinaison : focalisation (a) ; superposition
par lame semi-re´fle´chissante (b) ; superposition par fibres optiques monomodes avec
coupleur (c).
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4. Mouvement diurne et base projete´e
Lorsque l’on fait des observations interfe´rome´triques au sol, la longueur effective de la
base que l’on conside`re dans les e´quations d’optique pose´es au de´but de ce chapitre est
diffe´rente de la distance entre les deux ouvertures. Cette longueur effective, distance entre
les deux faisceaux dans le plan orthogonal a` leur direction de propagation est appele´e la
〈〈 base projete´e 〉〉. Elle de´pend donc de la direction de vise´e de l’instrument. De plus, le
mouvement diurne, c’est-a`-dire la rotation de la terre, va modifier au cours de l’observation
la base projete´e et donc les fre´quences angulaires explore´es. Celles-ci peuvent eˆtre connues
d’apre`s la latitude terrestre θl de l’interfe´rome`tre sur terre. On va conside´rer pour un
objet observe´ de de´clinaison δ∗ (angle entre sa direction par rapport au centre de la terre
et l’axe des poˆles), un repe`re ge´ocentrique tel que son axe x soit dans le prolongement de
l’ascension droite de l’objet. On peut de´composer la base au sol B′ en deux termes qui
correspondent aux axes 〈〈 est-ouest 〉〉 et 〈〈 nord-sud 〉〉 :
B′ = B′EO +B
′
NS (IX.4.1)







 ; B′NS =
−B
′
NS sin θl cosH
−B′NS sin θl sinH
B′NS cos θl
 (IX.4.2)
ou` H repre´sente l’angle horaire (voir Fig. IX.6). On peut de´finir un repe`re local (x∗,y∗)
dans le plan d’observation de l’objet (qui servira de repe`re dans le plan image et dans





















B′EO cosH − B′NS sin θl sinH
B′EO sin δ∗ sinH +B
′
NS (sin θl sin δ∗ cosH + cos θl cos δ∗)
) (IX.4.4)
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Figure IX.6. Illustration de la conse´quence du mouvement diurne et de la position
d’un objet sur la vouˆte ce´leste sur la base projete´e
La zone des fre´quences explore´es autour du passage au me´ridien (a` H = 0) aura la forme
d’arcs d’ellipse. En conside´rant l’observation d’un objet circulaire, le mouvement diurne
entraˆınera la variation de B et donc celle de V au cours du temps, sauf dans les cas partic-
ulier d’un interfe´rome`tre a` l’un des poˆles visant une e´toile au ze´nith, ou d’un interfe´rome`tre
a` base totalement nord-sud (tel que BEO = 0) situe´ a` l’e´quateur. Cette variation de V
peut eˆtre mise a` contribution pour la de´tection d’e´toiles doubles (ou` Ô est module´e par
une sinuso¨ıde). L’expression de la norme de la base projete´e en fonction de la distance B′
entre les deux ouvertures sera :






ou` n∗ = (cos δ∗, 0, sin δ∗). La diffe´rence de marche ∆Lvide au niveau des deux ouvertures
s’e´crira alors :
∆Lvide = B
′ cos θp = B
′.n∗ (IX.4.6)
Dans la pratique (I2T, GI2T), on pre´fe`re utiliser une base totalement nord-sud, car la
variation de la diffe´rence de marche est plus lente, particulie`rement lors de la culmination
de l’objet observe´. En effet, on remarque que l’on a comme vitesse de variation de ∆Lvide










Pour une base est-ouest, au contraire, la vitesse de variation de ∆Lvide est maximale (en
valeur absolue) lors de la culmination. Par conse´quent, la vitesse de variation de ∆L l’est
aussi. Cette particularite´ a e´te´ exploite´e sur SOIRDE´TE´. L’interfe´rome`tre ne disposait
pas de ligne-a`-retard de´plaa¸ble lors de l’acquisition de franges et la variation de ∆L (en
montage teinte-plate) se faisait alors de fac¸on naturelle par le mouvement diurne.
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u
v‘*= + 45 deg.
‘*= + 67,5 deg.
v
u
‘*= + 45 deg.
‘*= + 67,5 deg.
v
u
‘*= + 45 deg.
‘*= + 67,5 deg.
(a) (b) (c)
Figure IX.7. Diffe´rentes couvertures du plan (u,v) pour un objet observe´ de 4 heures
avant sa culmination a` 4 heures apre`s, selon sa de´clinaison (+45 ◦, ou +67.5 ◦)
et les configurations : interfe´rome`tre base nord-sud a` 45 ◦ de latitude nord (a) ;
interfe´rome`tre base nord-sud a` l’e´quateur (b) : cas particulier de non-variation de
la base projete´e ; interfe´rome`tre base est-ouest (c) (la latitude du lieu d’observation
n’intervient pas).
5. Effets de la polarisation
Nous n’avons pas tenu compte jusqu’a` pre´sent d’une des caracte´ristiques fondamentales de
la lumie`re qui est l’e´tat de polarisation, c’est-a`-dire l’e´tat du vecteur du champ e´lectrique
dans le plan d’onde. Une des repre´sentations de l’amplitude d’une onde qui tient compte
de cet e´tat, est la repre´sentation de Jones qui exprime, l’amplitude du champ e´lectrique
selon deux axes s et p du plan d’onde, ainsi que le de´phasage entre ces deux composantes.
Apre`s re´flexions sur les miroirs, les deux faisceaux au moment de la recombinaison seront
polarise´s elliptiques d’amplitudes e´gales en s et en p avec chacun un de´phasage diffe´rent
(duˆ aux configurations diffe´rentes des miroirs). Si, de plus, les pertes sont diffe´rentes pour
chacun des chemins, on aura selon le lieu ζ de la recombinaison (Traub 1988) :




a2 = (a2s, a2p) =
a2√
2
exp (i2πσζ) (exp(iφ2), 1)
(IX.5.1)
L’intensite´ des faisceaux combine´s sera alors :
I(ζ) = ||a1 + a2||2
= 0, 5
(
|a1 exp(iφ1) + a2 exp (i2πσζ + iφ2)|2 + |a1 + a2 exp (i2πσζ)|2
)
= I1 + I2 +
√
I1I2(cos(2πσζ) cos(φ1 − φ2)− sin(2πσζ) sin(φ1 − φ2) + cos(2πσζ))
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On aura alors diminution du contraste des franges due a` la diffe´rence d’intensite´ entre les
deux faisceaux et a` la diffe´rence de de´phasage φ1 − φ2. Mais la principale cause de la
diminution du contraste est la diffe´rence de rotation du plan de polarisation entre les deux
faisceaux, ou 〈〈 rotation de champ 〉〉. Soit θR cet angle de rotation, la visibilite´ observe´e
devient alors (Rousselet-Perrault et al. 1996) :
V ′ = 2 cos θR
1 + cos2 θR
× V (IX.5.3)
La valeur de θR varie avec la position de l’objet observe´ et est calcule´e d’apre`s la formule







Pour compenser cette rotation de champ, on peut inse´rer dans un bras un rotateur de
champ qui peut eˆtre soit un prisme d’Amici modifie´ (dit 〈〈 double-Dove 〉〉), soit un prisme
d’Abbe-Ko¨nig (Faucherre et al. 1988). On obtient un meilleur re´sultat avec un syste`me
forme´ d’un prisme et d’un miroir (les surfaces re´fle´chissantes e´tant argente´es) inse´re´ dans
chaque bras (Rousselet-Perrault et al. 1998). Ce syste`me sera employe´ dans le nouveau
recombinateur REGAIN du GI2T. Une autre solution pour s’affranchir du proble`me est de











Rotateur 1 Rotateur 2
(a) (b)
Figure IX.8. Illustration de la rotation de champ dans un interfe´rome`tre (a) ; syste`me
rotateur de champ utilise´ dans REGAIN (b).
6. Effets de la dispersion atmosphe´rique
Avant d’aborder le principal proble`me lie´ a` l’atmosphe`re lorsqu’on observe en in-
terfe´rome´trie, c’est-a`-dire celui de la turbulence, nous allons nous inte´resser a` un autre
proble`me, moins important, lie´ e´galement a` l’atmosphe`re, celui de la dispersion. En fran-
chissant l’atmosphe`re terrestre, un faisceau paralle`le va eˆtre de´vie´. Cette de´viation e´tant
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lie´e a` l’indice de l’air par la loi de Snell-Descartes et l’indice de l’air de´pendant de la
longueur d’onde, on aura dispersion de la lumie`re pour un faisceau polychromatique. De
plus, la diffe´rence de marche ∆Lvide lie´e a` la direction de vise´e et inde´pendante de la
longueur d’onde ne pourra pas eˆtre rattrape´e de fac¸on achromatique par allongement du
chemin optique dans l’air sur l’un des bras. On a comme valeurs pour l’air a` λ = 500 nm
(Koechlin 1985) :




= −1, 75.10−8 nm−1 (IX.6.1)
On corrige la variation d’indice avec une lame de verre d’e´paisseur ev. Ce verre a pour
caracte´ristiques :
nv = 1, 516 ;
dnv
dλ
= −5, 35.10−5 nm−1 (IX.6.2)
On place la lame de verre dans le bras de l’interfe´rome`tre ou` passe le faisceau qui a e´te´
retarde´ dans l’espace. Soit ζr la position du point de recombinaison sur la base (ζr = 0 au











Figure IX.9. Illustration de la dispersion atmosphe´rique en interfe´rome´trie.













































L’e´galite´ doit eˆtre ve´rifie´e quelle que soit λ. La de´rive´e de l’expression pre´ce´dente par



















En reprenant l’expression (IX.6.3) et en faisant les approximations ζr ≫ ev, na = 1 et









= 3, 27.10−4 × B′ cos θp (IX.6.5)
L’e´paisseur de verre devra donc varier en fonction de θp et donc du mouvement diurne.
On peut placer sur les deux bras de l’interfe´rome`tre un syste`me de deux prismes teˆte-
beˆche coulissant le long de leurs hypote´nuses et formant ainsi une lame a` faces paralle`les
d’e´paisseur variable. Ce syste`me sera pre´sent sur REGAIN au GI2T. L’autre solution pour
e´viter le proble`me du chromatisme dans la compensation des chemins optiques consiste a`
mettre sous vide les bras de l’interfe´rome`tre et a` utiliser une ligne-a`-retard optique sous vide
e´galement pour la compensation de ∆Lvide. Les chemins optiques e´tant les meˆmes, quel
que soit λ, entre la limite de l’atmosphe`re et chacune des ouvertures, on aura donc e´galite´
des chemins optiques. Cette technique one´reuse est employe´e dans dans l’interfe´rome`tre
IOTA. L’autre conse´quence de la variation d’indice de l’air en fonction de la longueur
d’onde est bien suˆr la variation de l’angle d’incidence ce qui causera une dispersion de la
tache d’Airy. Ne´anmoins cette dispersion ne constitue pas un re´el obstacle a` l’observation
correcte des franges.
7. Influence de la turbulence atmosphe´rique
Nous avons de´ja` brie`vement expose´ le proble`me de la turbulence atmosphe´rique en in-
terfe´rome´trie. Tous les interfe´rome`tres re´alise´s jusqu’a` pre´sent sont base´s sur terre et leur
optique est donc soumise a` la de´gradation lie´e a` la turbulence atmosphe´rique. Cette turbu-
lence est compose´e de masses d’air de diffe´rentes tempe´ratures en mouvement. Or, l’indice
de re´fraction de l’air est lie´ a` la tempe´rature et a` la pression. Celles-ci, en variant locale-
ment dans le temps et l’espace, entraˆınent une variation de l’indice de re´fraction, donc un
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de´phasage ale´atoire dans le temps et l’espace des rayons lumineux traversant la couche
turbulente.
7.1. Cas des petites ouvertures
Nous allons d’abord conside´rer le cas ou` le diame`tre D des ouvertures est infe´rieur au














ou` θv est l’angle ze´nithal de vise´e (angle entre la normale au plan du sol et la direction de
vise´e) et C2n(h) l’importance des fluctuations de l’indice de re´fraction de l’air en fonction
de l’altitude h. Elle de´pend des variations de tempe´ratures existantes a` cette altitude
et cre´atrices de turbulence. L’intervalle [h1;h2] correspond a` l’e´paisseur de cette couche
turbulente.
Si D < r0, chaque front d’onde en provenance d’une ouverture est affecte´ de tip-tilt. De
plus, il existe un de´phasage entre les deux fronts d’onde. Ce de´phasage est la conse´quence
d’une variation du chemin optique, appele´e piston diffe´rentiel, entre les deux ouvertures.
Nous verrons dans le chapitre XII comment il est possible de mode´liser ce piston et d’en
re´duire ses effets sur le suivi de franges.
7.2. Cas des grandes ouvertures
Dans le cas ou` D > r0, le montage teinte-plate ne peut pas eˆtre utilise´ car les plans d’ondes
issus des deux ouvertures sont trop de´forme´s pour permettre l’observation de franges. On
doit donc recourir a` un montage de Michelson ou de Fizeau. La fonction pupille donne´e
par l’interfe´rome`tre et l’atmosphe`re s’e´crit :
ΘI(P
′) =
(CD(P′) + CD(P′ +B))× exp(iϕ(P′)) (IX.7.2)




∫ ∫ (CD(P′) + CD(P′ +B))× (CD(P′ +P′′) + CD(P′ +P′′ +B))
× exp (iϕ(P′)− iϕ(P′ +P′′)) dP′
(IX.7.3)
L’expression de la bande passante d’un interfe´rome`tre pour une pose courte est alors diffi-




multiplie´e par une fonction correspondant a` la turbulence atmosphe´rique. La fonc-
tion CCDCD est a` syme´trie circulaire et a pour profil radial (en fonction du rayon r)
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2(arccos(r/D) − r√D2 − r2/D2)/π. La 〈〈 bande passante de la turbulence 〉〉 peut eˆtre
conside´re´e comme un bruit blanc pour ||u|| > r0/λ. Pour les fre´quences infe´rieures, il y a
cohe´rence du front d’onde et on observe alors un pic.
Pour les basses fre´quences (infe´rieures a` D/λ), on aura le meˆme type d’image qu’avec
un grand te´lescope en pre´sence de turbulence, c’est-a`-dire des speckles dont la re´partition
est diffe´rente de celle observe´e par l’une ou l’autre des ouvertures. Aux fre´quences plus
e´leve´es, on a une zone centre´e autour de la fre´quence B/λ que l’on interpreˆte comme une
modulation des speckles par cos(2πBσα + ϕs) (en conside´rant x coline´aire a` B) dans le
cas d’un montage Fizeau ou par cos(2πdpσα + ϕs) dans le cas d’un montage Michelson,













Figure IX.10. Module de la bande passante angulaire instantane´e d’un interfe´rome`tre
a` grandes ouvertures (a) ; allure de l’inte´gration des TF de poses courtes (b).
On a donc un motif de franges qui vient se superposer aux speckles. Si, comme en tavelogra-
phie, on fait l’inte´gration d’images dont le temps de pose est infe´rieur au temps de cohe´rence
de l’atmosphe`re τ0 (approxime´ par r0/Vv, ou` Vv repre´sente la vitesse de de´placement de
la couche turbulente), on fera alors ressortir les pics aux fre´quences B/λ et −B/λ. On
pourra ainsi mesurer la visibilite´ V. Le pic central constitue cependant une geˆne pour
la mesure de V. Aussi est-il pre´fe´rable d’inte´grer des modules de TF calcule´s sur chaque
partie contenant un speckle de chaque trame (voir X.6).
CHAPITRE X
—
Correction de la diffe´rence de marche
en interfe´rome´trie stellaire optique
—
1. Introduction
Nous avons vu dans le chapitre pre´ce´dent que l’expression de l’intensite´ des franges, en
fonction de la diffe´rence de marche, comprend un terme d’interfe´rence module´ en phase
et en amplitude. Ces modulations de´pendent du spectre de la source observe´e. Si la
diffe´rence de marche de´passe un certain seuil, le contraste des franges d’interfe´rence est
alors trop faible pour que l’on puisse faire des mesures. En conside´rant un spectre uniforme
de largeur ∆σ centre´ sur σ¯, on a :
I(∆L) ∝ 1 + Vsinc(π∆σ∆L) cos(2πσ¯∆L) (X.1.1)
ou` sinc(x) = sin(x)/x. Le terme d’interfe´rence est repre´sente´ par cos(2πσ¯∆L) et sa modu-
lation par sinc(π∆σ∆L). On conside`re que l’e´talement de l’enveloppe dans lequel devront
se faire les mesures (aire de cohe´rence) est e´gal a` 1/∆σ (ce qui correspond, a` V = 1, a` un
contraste mesure´ e´gal 63% aux bords de l’intervalle). En l’exprimant par des longueurs
















Lc est appele´e 〈〈 longueur de cohe´rence 〉〉. Dans le cas du spectre visible, on a λ¯ = 0, 6µm
et ∆λ = 0, 4µm. Par conse´quent, Lc = 0, 9µm. La pre´cision requise pour obtenir des
franges de´tectables est donc tre`s grande devant la longueur de la base qui peut atteindre
plusieurs centaines de me`tres (dans la pratique, on travaille avec une bande spectrale plus
e´troite. Lc est donc plus grande, mais reste tre`s petite devant B). D’autant plus que les
erreurs de guidage re´siduelles, les contraintes me´caniques (gravite´, dilatation thermique)
ou les micro-se´ismes, subis par les e´le´ments de l’interfe´rome`tre, tendent a` faire varier la
diffe´rence de marche ∆L. Un interfe´rome`tre doit donc eˆtre muni d’un asservissement en
diffe´rence de marche, de fac¸on a` ce que celle-ci soit dans le domaine de cohe´rence.
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L’asservissement d’une grandeur d’un syste`me comporte trois e´tapes :
a) Le calcul de la diffe´rence entre la consigne sur la grandeur et la mesure re´elle de cette
grandeur.
b) Le calcul de la correction a` apporter, a` partir de la diffe´rence pre´ce´demment calcule´e.
c) L’application de cette correction sur un e´le´ment du syste`me dont le roˆle est de modifier
la grandeur.
Il existe deux fac¸ons d’asservir la diffe´rence de marche : le cophasage et le cohe´renc¸age.
Le cophasage consiste a` effectuer un asservissement avec un temps de cycle tre`s rapide
pour que la diffe´rence de marche re´siduelle soit petite devant la longueur d’onde. On peut
faire une analogie avec l’optique adaptative. Dans le cohe´renc¸age, on se contente d’une
diffe´rence de marche re´siduelle petite devant la longueur de cohe´rence. Le temps de cycle
peut alors eˆtre beaucoup plus long. Le cohe´renc¸age s’apparente donc a` l’optique active
(correction dans un te´lescopes des de´formations lentes du miroir). Ainsi, on de´signera aussi
le cohe´renc¸age par 〈〈 suivi actif de franges 〉〉 (active fringe tracking). Dans les deux cas,
l’e´le´ment modificateur de la diffe´rence de marche est soit une ligne-a`-retard (LAR) optique,
soit la table de recombinaison elle-meˆme qui peut se de´placer le long de l’axe des faisceaux














Figure X.1. Sche´ma du principe de l’asservissement en diffe´rence de marche.
Le ve´ritable proble`me de l’asservissement concerne le premier point, c’est-a`-dire la mesure
de la diffe´rence de marche. Celle-ci ne peut eˆtre faite que par mesure des franges obtenues
sur l’objet observe´, selon les me´thodes de´crites plus loin. Il est en effet impossible d’utiliser
une me´trologie faisant appel a` une source inde´pendante (par exemple un laser) pour mesurer
∆L tel qu’il est 〈〈 ve´cu 〉〉 par les photons de la source observe´e, la turbulence atmosphe´rique
entrant en compte. La me´thode optimale de mesure devra donner une valeur pour ∆L en un
temps de cycle d’asservissement fixe´ (de l’ordre de quelques secondes pour le cohe´renc¸age,
de quelques millisecondes pour le cophasage), a` partir de franges obtenues avec un flux
lumineux minimal. On pourra alors observer par interfe´rome´trie le plus grand nombre
d’objets. Pour cela, la voie me´trologique, c’est-a`-dire le syste`me de mesure de ∆L doit eˆtre
aussi la voie scientifique, c’est-a`-dire le syste`me de mesure de V et du spectre. On e´vite
ainsi d’avoir a` 〈〈 partager 〉〉 les photons entre deux voies distinctes, ce qui ame´liore le RSB
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de toutes les mesures. Le traitement des coordonne´es de photons pourra ensuite eˆtre fait
de fac¸ons diffe´rentes pour chaque voie.
Conside´rons le raisonnement suivant. On suppose dans l’espace autour de l’observateur
une distribution homoge`ne et isotrope d’objets (ce qui est vrai a` condition de rester au
voisinage du soleil, dans le bord de la Voie Lacte´e), en nombre suffisamment e´leve´ pour que
le flux e´mis par chaque e´le´ment de volume soit suppose´ constant. Le volume correspondant





ou` dM repre´sente la distance maximale d’un objet observable, relie´e au flux rec¸u par :
Φr ∝ d2M (X.1.4)
Si en optimisant une me´thode de mesure de ∆L, on gagne une unite´ de magnitude (soit un
facteur 100,4) sur le flux rec¸u limite permettant la mesure, la nouvelle distance maximale
d’observation devient :
d′M = 10
0,2 × dM (X.1.5)
et par conse´quent le nouveau volume observable devient :
Vol′ = 100,6 ×Vol (X.1.6)
Ce qui signifie que le nombre d’objets observables est multiplie´ par 4 environ chaque fois
que la sensibilite´ d’un instrument est ame´liore´e d’une magnitude. On voit donc l’enjeu
scientifique que repre´sente un syste`me de correction de la diffe´rence de marche sur un
interfe´rome`tre. Nous allons donc a` pre´sent examiner les diffe´rentes me´thodes de mesure de
diffe´rence de marche, leurs avantages et leurs inconve´nients.
2. Le suivi des franges non-disperse´es
Dans un interfe´rome`tre de type 〈〈 teinte-plate 〉〉 comme IOTA, la mesure scientifique (visi-
bilite´ et spectre) des franges se fait par modulation temporelle avec des 〈〈 scans 〉〉 autour
du point de diffe´rence de marche nulle, d’une dure´e typique d’une seconde. Concre`tement,
on utilise une LAR commande´e par un signal en dents-de-scie d’une fre´quence fd = 1
Hz. On effectue un cohe´renc¸age en se recentrant sur la diffe´rence de marche nulle apre`s
chaque scan. Pour cela, on recherche la valeur maximum dans l’interfe´rogramme mesure´
(corrige´ des variations photome´triques dans chacune des voies) et le point de de´part du scan
suivant est ainsi de´duit. Cependant, le piston atmosphe´rique de´grade l’interfe´rogramme
obtenu temporellement et pose des proble`mes pour le calcul de la visibilite´ et du spectre
(obtenu par TF des franges). Une me´thode de restauration des interfe´rogrammes de´grade´s
a` ne´anmoins e´te´ de´veloppe´e (Perrin 1997).
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3. La de´tection synchrone
Afin d’e´viter ce proble`me du piston atmosphe´rique, il existe une me´thode plus sophis-
tique´e appele´e 〈〈 de´tection synchrone 〉〉 qui garantit une diffe´rence de marche nulle et par
conse´quent le cophasage au lieu du simple cohe´renc¸age. Elle est base´e sur le principe de la
modulation/de´modulation temporelle (dont on peut faire une analogie avec la modulation
d’amplitude et la de´tection he´te´rodyne en radio). Le montage optique est similaire au cas
pre´ce´dent, mais cette fois-ci le signal de commande de la LAR a` une fre´quence fd beaucoup
plus e´leve´e (fd ≥ 1/τ0). En conside´rant le terme d’enveloppe constant autour de ze´ro,
l’expression de l’intensite´ d’une teinte plate devient :
I(t) ∝ 1 + V cos(2π(fdt+ σ¯∆L)) (X.3.1)
On multiplie alors l’intensite´ mesure´e par le signal en dent de scie. Le re´sultat est inte´gre´
dans le temps sur une pe´riode τd = 1/fd. En ne tenant compte que de l’action du fonda-













































La visibilite´ peut eˆtre mesure´e en calculant
√
X2 + Y 2. La de´tection synchrone a e´te´
utilise´e sur l’interfe´rome`tre Mark III (Shao & Colavita 1988) en utilisant un algorithme
simplifie´ (Shao & Staelin 1977). Quatre mesures (a, b, c, d) de I sont faites par inte´gration
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temporelle de I dans les intervalles de diffe´rence de marche cre´e´e par le balayage de la LAR












(a + b + c + d)
√
(a− b)2 + (b− d)2
(X.3.5)
La diffe´rence de marche trouve´e par la de´tection synchrone tient compte du de´phasage
atmosphe´rique et oblige a` un temps de cycle infe´rieur a` τ0, ce qui limite se´rieusement la
sensibilite´. On voit donc ici les limites du simple montage teinte-plate : sans de´tection
synchrone, le piston atmosphe´rique de´grade les mesures. Avec la de´tection synchrone, la
sensibilite´ est diminue´e.
Une me´thode alternative (Gorham 1998), plus sensible que la technique 〈〈 abcd 〉〉, consiste
a` effectuer un filtrage optimal du bruit de photons (le de´tecteur est une PDA). On effectue
ainsi la convolution de l’intensite´ observe´e et donc bruite´e (soit I(t)+B(t)), avec un filtre a`
re´ponse impulsionnelle finie minimisant l’erreur quadratique d’estimation et dont la bande







N¯ + |Î(f)|2 + N¯
(X.3.6)
ou` N¯ repre´sente le nombre moyen de photons de´tecte´s par unite´ de temps. Si la connaissance
de N¯ peut eˆtre obtenue a posteriori, celle de I est une information a priori. L’efficacite´ de
la me´thode repose donc sur le choix du mode`le pour I. Lorsque celui-ci est correctement
choisi, on peut obtenir un gain en sensibilite´ de l’ordre de 0,5 a` 0,7 magnitudes par rapport
a` la me´thode 〈〈 abcd 〉〉 (re´sultats e´tablis d’apre`s des simulations nume´riques).
LAR
t
















Figure X.2. Sche´ma d’un interfe´rome`tre utilisant la de´tection synchrone.
176 Chapitre X. Correction de la diffe´rence de marche en interfe´rome´trie stellaire optique
4. La me´thode du spectre cannele´
On effectue a` pre´sent une modification de la sortie du montage teinte-plate afin de
repre´senter l’expression des franges monochromatiques :
I(∆L, σ) = I0 [1 + V cos(2πσ∆L− ϕo)] (X.4.1)
en posant ∆L comme parame`tre (a` de´terminer) et σ la variable. Pour ceci, on effectue une
dispersion spectrale du faisceau recombine´.
Si l’on choisit un re´seau comme e´le´ment dispersif, on effectue une dispersion line´aire en λ.
On peut faire ne´anmoins l’approximation d’une dispersion line´aire en σ sur un intervalle
spectral restreint. Si l’on souhaite observer les effets de la dispersion sur plus un grand
intervalle spectral, il faut alors utiliser un 〈〈 grism 〉〉, c’est-a`-dire l’association d’un prisme
et d’un re´seau (Traub 1990). Il ne faut pas confondre ce grism dit 〈〈 a` dispersion constante 〉〉
avec certains grisms utilise´s en spectroscopie ou` la dispersion du re´seau est perpendiculaire
a` celle du prisme. En supposant le flux infini, l’intensite´ observe´e sur le plan du de´tecteur
line´aire apre`s dispersion s’e´crit :
I(x) = I0
(
1 + V cos(2π(κx+ σ0)∆L− ϕo)) (X.4.2)
ou` κ et σ0 sont des parame`tres lie´s au montage qui caracte´risent la dispersion (σ = κx+σ0).















On voit que ∆L intervient de deux fac¸ons dans le re´sultat. D’une part sur la position
de deux pics de Dirac complexes et d’autre part sur la phase de ces pics. A` cause du
caracte`re discret du de´tecteur line´aire et en conside´rant que κx≪ σ0 sur l’intervalle des x,
la variation de la phase est plus rapide que celle de la position des pics observe´s dans la TF.
On ne va donc mesurer qu’une valeur approximative de ∆L dont la compensation assurera
la conservation du cohe´renc¸age. La me´thode utilise´e est la suivante. On calcule Ît(u) pour
chaque trame It de dure´e infe´rieure a` τ0. Comme on a It(x˘) = I(x). (x) + B(x˘), la








 ; (u > 0) (X.4.4)
Le nombre de trames doit eˆtre suffisant pour que le pic-franges apparaisse nettement dans∑
t |Ît(u)|2. Contrairement a` la de´tection synchrone, la me´thode du spectre cannele´ (ap-
pele´e aussi group delay tracking) donne donc une valeur moins pre´cise de la diffe´rence de
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marche qui ne tient pas compte des variations rapides dues a` la turbulence atmosphe´rique.
La valeur de ∆L peut donc eˆtre obtenue au bout d’un temps plus long (quelques secondes)
et donc avec des flux plus bas. Ainsi, alors que sur Mark III la de´tection synchrone e´choue
a` moins de 30 photons par trame (Shao & Staelin 1980), le group delay tracking permet
un suivi actif jusqu’a` 10 photons par trame (Lawson 1995). De plus, la dispersion permet
d’augmenter la longueur de cohe´rence et autorise donc une plus grande tole´rance pour ∆L
(qui d’ailleurs n’a pas ne´cessairement a` eˆtre annule´). Cette longueur de cohe´rence peut eˆtre
calcule´e de la fac¸on suivante dans le cas de l’utilisation d’un grism. La dispersion du grism,







p e´tant une constante de´pendant du prisme, a le pas du re´seau et m un entier relatif
(l’ordre de diffraction du re´seau). La dispersion est suppose´e constante au voisinage du
nombre d’onde σc tel que d





















l e´tant la largeur d’ouverture du grism et de la lentille. Pour une bande spectrale centre´e





On peut alors conside´rer δσ e´gal au pas minimal d’e´chantillonnage du spectre cannele´.
Par conse´quent, la fre´quence maximale des franges du spectre cannele´, correspondant a` la
diffe´rence de marche maximale permettant l’observation des franges, s’e´crira en vertu du
the´ore`me de Shannon :





















Pour que toutes les franges puissent eˆtre observe´es, on prendra σ=σ1 (minimum du spectre).
En posant σc = 1, 67.10
6 m−1, σ1 = σc/
√
2 = 1, 18.106 m−1, σ2 =
√
2σc = 2, 36.10
6 m−1
(largeur spectrale donnant une variation maximale de dispersion de 14% par rapport a`
dθ/dσ|σ=σc), a = 22 µm (valeur donne´e par W.A. Traub), m = 1 et l = 50 mm, on
obtient ∆Lmax = 1, 44.10
−3m. Sans dispersion des franges (donc en utilisant la de´tection
synchrone), on aurait eu ∆Lmax = Lc/2 = 1/2∆σ = 4, 24.10
−7 m. On a donc multiplie´ la
longueur de cohe´rence par un facteur 3 400.
On est alors limite´ par le nombre de pixels du de´tecteur, souvent infe´rieur a` 1 000 dans le
cas de l’utilisation d’une came´ra a` comptage de photons. Le nombre de pixels du de´tecteur
s’identifie alors au nombres de 〈〈 canaux spectraux 〉〉 du syste`me. Disposer du plus grand
nombre de canaux spectraux peut eˆtre exploite´ de deux manie`res :
a) Soit en e´largissant l’intervalle spectral observe´, ce qui permet de collecter davantage
de photons (en fonction du spectre de l’objet observe´) et donc d’accroˆıtre directement
la sensibilite´ de la de´tection de franges.
b) Soit en diminuant δσ, ce qui augmente la longueur de cohe´rence Lc et rend le syste`me
plus robuste. Le temps d’inte´gration peut alors eˆtre allonge´, ce qui ame´liore e´galement
la sensibilite´.
Ce sont donc les besoins scientifiques qui vont de´terminer l’intervalle spectral a` adopter.
En effet, un autre avantage de la me´thode du spectre cannele´ est la possibilite´ de mesurer
des visibilite´s a` diffe´rentes longueurs d’ondes. Toutes ces qualite´s ont valu a` cette me´thode
d’eˆtre utilise´e sur l’interfe´rome`tre SUSI (Tango et al. 1991), ou d’eˆtre pre´vue pour le projet
CHARA (ten Brummelaar 1995).
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Si, en the´orie, la dispersion spectrale se pre´sente donc comme une panace´e pour les in-
terfe´rome`tres a` teinte-plate, la re´alite´ est assez diffe´rente. En effet, les photons doivent eˆtre
re´partis sur plusieurs pixels d’un de´tecteur. Or, si l’on observe dans l’infrarouge, on ne peut
pas faire de comptage de photons. On est alors oblige´ d’employer des de´tecteurs de type
〈〈 e´tat solide 〉〉caracte´rise´s par un 〈〈 bruit de pixel 〉〉. Chaque pixel lu est affecte´ d’un bruit
moyen tre`s supe´rieur au bruit par pixel et par temps de trame d’une came´ra a` comptage de
photons. A` nombre de photons e´gal, on aura donc inte´reˆt a` re´duire au minimum le nombre
de pixels, de fac¸on a` augmenter le RSB. La de´tection synchrone, technique monopixel, peut
alors se re´ve´ler optimale en terme de sensibilite´.
5. La me´thode des franges disperse´es
Nous avons vu dans le chapitre pre´ce´dent (IX-7.2) que les effets de la turbulence atmo-
sphe´rique sur un interfe´rome´tre muni d’ouvertures d’un diame`tre supe´rieur au r0 atmo-
sphe´rique ne permettent pas l’utilisation d’un montage teinte-plate. La me´thode du spectre
cannele´ doit alors eˆtre adapte´e sur un montage de Michelson de la fac¸on suivante.
On proce`de a` une dispersion suppose´e line´aire en σ des faisceaux non-recombine´s, puis on
effectue une recombinaison par focalisation (Fig. X.4). L’expression de l’intensite´ dans le
plan image en l’absence de bruit de photons s’e´crit :









En conside´rant que l’intervalle spectrale est faible, c’est-a`-dire que κx≪ σ0, on a :










On observera alors des franges dites 〈〈 franges disperse´es 〉〉 dont l’interfrange vertical de´pend
de la se´paration des pupilles et est donc connu a priori. L’interfrange horizontal de ces
franges de´pend, comme pour le spectre cannele´, de la diffe´rence de marche avec la meˆme
relation.















Figure X.4. Principe de production des franges disperse´es.
On peut donc retrouver la diffe´rence de marche en inte´grant les TF a` deux dimensions des
trames acquises et en recherchant un pic dont la coordonne´e verticale vp est connue. La









On remarque un avantage des franges disperse´es par rapport au spectre cannele´ : on a
acce`s au signe de ∆L, par conse´quent, on sait exactement dans quel sens doit se faire la
correction. Cependant, les franges e´tant a` l’inte´rieur de speckles, l’application directe de la
me´thode pre´ce´dente va avoir pour conse´quence la projection des speckles sur l’axe vertical.
Par conse´quent, si plusieurs speckles sont sur la meˆme ligne, leurs franges seront brouille´es.
On doit de´couper l’image avant dispersion par un montage spe´cial.
6. Imple´mentation de la me´thode des franges disperse´es au GI2T
La me´thode utilise´e au GI2T est la suivante. On de´coupe l’image en colonnes, puis chaque
colonne est superpose´e verticalement par rapport a` la pre´ce´dente. On effectue alors une
dispersion dans le plan pupille correspondant. Pour cela, la table de recombinaison du GI2T
(Fig. X.5), telle qu’elle avait e´te´ conc¸ue a` la fin des anne´es 80 (Bosc 1988), comportait un
syste`me de prismes projetant les colonnes dans des directions verticales diffe´rentes. On
effectue d’abord une dispersion des faisceaux par un des trois re´seaux dispose´s sur une
tourelle (chaque re´seau se caracte´rise par sa re´solution et sa bande passante spectrales).
On utilise ge´ne´ralement le re´seau qui offre la re´solution δλ = 0, 4 nm, de fac¸on a` avoir dans
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le plan image des franges disperse´es dans un intervalle de 40 nm centre´ sur la raie Hα (656
nm). On dispose de 128 canaux spectraux et, par conse´quent, d’une re´solution en ∆L de 10
µm. Avant la dispersion, les speckles subissent une anamorphose par lentilles cylindriques
de fac¸on a` optimiser les re´solutions angulaire (en maximisant la taille des franges dans
la direction verticale) et spectrale (en minimisant la taille des speckles dans la direction
horizontale).
En 1998, cette table a e´te´ remplace´e par la table REGAIN pre´vue pour accueillir un syste`me
d’optique adaptative ainsi que la recombinaison avec un troisie`me te´lescope. Elle dispose
en outre d’un syste`me de rotation de champ pour compenser les effets de la polarisation
(voir IX-5) et d’un syste`me de compensation de la dispersion atmosphe´rique (voir IX-6).
La mesure de la diffe´rence de marche sur le GI2T et sa correction en temps-re´el (syste`me
appele´ RAFT, Real-Time Active Fringe Tracking) se fait alors de la fac¸on suivante (Koechlin
et al. 1996) :
a) Prendre des trames de dure´e infe´rieure a` τ0.
b) Isoler les speckles disperse´s dans chaque trame.
c) Effectuer la transforme´e de Fourier de chaque speckle et inte´grer les modules des TF
pour chaque speckle. Le re´sultat fait apparaˆıtre un pic central et deux pics (pics-
franges) de part et d’autre du pic central.
d) L’interfrange vertical e´tant connu a priori, la position verticale des pics est aussi con-
nue. Pour l’ensemble des trames, on inte`gre alors les carre´s des modules des lignes
suppose´es contenir le pic-franges
5) La diffe´rence de marche est finalement connue lorsque le pic-franges apparaˆıt dans
l’inte´gration des lignes.
Le pic-franges doit eˆtre de´tecte´ en moins de 10 secondes environ (temps maximal pour
permettre l’asservissement). Au dela`, sa position a probablement change´ au cours de
l’inte´gration. Le meˆme phe´nome`ne peut survenir en un temps plus court, mais si le
flux lumineux est assez important, l’inte´gration fera apparaˆıtre un pic-franges flou, mais
ne´anmoins utilisable.
Concre`tement sur le GI2T, la mesure de la diffe´rence de marche (a` partir des coordonne´es
des photons composant les speckles disperse´s) et sa correction (en de´plac¸ant la table de
recombinaison) se font par un micro-ordinateur Macintosh a` processeur RISC PowerPC.
Celui-ci est muni de deux cartes National Instruments. La premie`re (NB-DIO-32F) sert a`
l’acquisition des coordonne´es de photons code´es sur 32 bits. La seconde carte (NB-DMA-
8G) rec¸oit ces donne´es et les stocke directement dans la me´moire interne de l’ordinateur (le
microprocesseur est donc de´charge´ de cette taˆche). Apre`s analyse des donne´es, la consigne
de de´placement de la table ou de la LAR (dans le cas de REGAIN) est transmise via
l’interface se´rie de l’ordinateur.
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Figure X.5. Ancienne table de recombinaison du GI2T (a). De´tails de l’e´le´ment
recombinant (b) et du syste`me de prismes (c).
La carte NB-DMA-8G adresse deux zones me´moire (buffers de photons). Lorsqu’un buffer
est en train d’eˆtre rempli, l’autre est en train d’eˆtre traite´. L’alternance des roˆles rem-
plissage/traitement des buffers permet donc l’acquisition et le traitement en flux continu.
Ne´anmoins, lorsque le flux de photons devient trop important, le buffer d’acquisition sature
avant que le traitement de l’autre buffer soit totalement effectue´ (Fig. X.8). Il y a alors
perte de donne´s. La vitesse de traitement de l’ordinateur joue donc un roˆle primordial.






Figure X.6. E´tapes des transformations optiques des speckles contenant les franges
d’interfe´rence sur le GI2T. Image obtenue dans le plan 2 (a) ; apre`s projection dans
des directions diffe´rentes par les prismes (b) ; apre`s dispersion (c). Cette dernie`re
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Figure X.7. Traitement informatique utilise´ pour RAFT sur le GI2T.
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Figure X.8. Chronogrammes de l’acquisition et du traitement des coordonne´es de photons.
7. Conclusion
Nous avons vu l’importance de la qualite´ du syste`me de correction de la diffe´rence de marche
dans les performances astrophysiques meˆmes d’un interfe´rome`tre. Le principal proble`me
est en fait celui de la de´tection des franges. Nous allons a` pre´sent e´tudier de fac¸on plus
de´taille´e les me´thodes du spectre cannele´ et des franges disperse´es. Nous verrons ensuite
dans quelle mesure ces me´thodes tre`s proches l’une de l’autre peuvent eˆtre ame´liore´es en
vue de l’ame´lioration de leurs sensibilite´s.
CHAPITRE XI
—
Analyse de la me´thode de mesure de la
diffe´rence de marche en dispersion spectrale
—
1. Introduction
Parmi les me´thodes de mesure de la diffe´rence de marche en interfe´rome´trie a` deux ou-
vertures qui ont e´te´ de´crites pre´ce´demment, nous allons nous inte´resser a` celles utilisant
la dispersion spectrale, c’est-a`-dire la me´thode du spectre cannele´ dans le cas du mon-
tage teinte-plate, et celle des franges disperse´es dans le cas du montage Michelson. Ces
me´thodes sont tre`s proches. En effet, on peut conside´rer le montage teinte-plate comme un
montage de Michelson dans lequel la distance entre les pupilles au niveau du recombinateur
serait nulle. C’est-a`-dire que l’on a dans le plan image un interfrange vertical infini et donc
une information dans une seule dimension (celle qui correspond a` la dispersion spectrale).
On note donc wp = (u˘, v˘p), avec vp = σ0dp/F (on rappelle que la loi caracte´risant la dis-
persion spectrale effectue´e par le montage et observe´e dans le plan image est de la forme
σ = κx + σ0). vp = 0 dans le cas du spectre cannele´. D’apre`s les expressions (X.4.4) et
(X.5.3), la me´thode pour calculer la diffe´rence de marche ∆L a` partir d’une se´quence de









On peut alors se poser la question de savoir si cette me´thode exploite de fac¸on optimale
l’information rec¸ue au plan image (c’est-a`-dire des listes de coordonne´es de photons dans
le temps et l’espace). Nous allons donc faire ici une analyse statistique de la me´thode par
transforme´e de Fourier, en partant des hypothe`ses suivantes.
a) Le de´tecteur utilise´ est du type comptage de photons. Chaque trame consiste donc
en listes X t˘ et Y t˘ de coordonne´es de photons.
b) On conside`re qu’il n’y a pas de variation mesurable de la position du pic-franges lors
de la se´quence. La variation de la diffe´rence de marche n’affecte donc que la phase
ϕt˘ ∈ [0; 2π] des franges et le profil d’intensite´ de chaque trame s’e´crit donc :
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It˘(P) ∝ 1 + V cos(2πwp.P+ ϕt˘) (XI.1.2)
c) On va conside´rer que le de´phasage dans l’expression pre´ce´dente est ale´atoire et
inde´pendant d’une trame a` l’autre. On ne tient donc pas compte du caracte`re continu
du mouvement des franges duˆ au piston atmosphe´rique.
2. Premie`re approche statistique
Conside´rons (pour simplifier) le cas vp = 0 (spectre cannele´). En posant δx = 1 (x˘
correspond a` la partie entie`re de x), pour chaque trame, la loi de probabilite´ pour la
coordonne´e X d’un photon est donne´e par :
prob(X = x˘) ≈ p(x) = 1
x˘m
[







Lorsque l’on effectue la TFMC (voir I-3.2) d’une trame, on calcule pour chaque coordonne´e
X, Xc = cos(2πu˘X/x˘m) et Xs = sin(2πu˘X/x˘m). Si u˘ = u˘p, la loi de probabilite´ qc de Xc
se calcule de la fac¸on suivante :
qc(xc) ∝ p(x)∣∣dxc
dx
∣∣ ; x = x˘m arccosxc2πu˘
⇒ qc(xc) ∝ 1 + V cos(2πu˘x/x˘m) cosϕt˘ − V sin(2πu˘x/x˘m) sinϕt˘
sin(2πu˘x/x˘m)




Comme xc ∈ [−1; 1], on doit avoir
∫ +1
−1




π − 2V sinϕt˘
(





On peut donc alors calculer a` partir de l’expression de qc l’espe´rance et la variance de Xc.
On trouve comme re´sultat :
E[Xc] =X¯c =
πV cosϕt˘





3π − 4V sinϕt˘
6(π − 2V sinϕt˘)
− π
2V2 cos2 ϕt˘
(2π − 4V sinϕt˘)2
(XI.2.4)
De meˆme pour Xs, on trouve comme loi de probabilite´ si u˘ = u˘p :
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qs(xs) =
1







L’espe´rance et la moyenne de Xs sont alors e´gales a` :
E[Xs] =X¯s =
−πV sinϕt˘





3π + 4V cosϕt˘
6(π + 2V cosϕt˘)
− π
2V2 sin2 ϕt˘
(2π + 4V sinϕt˘)2
(XI.2.6)
Pour u˘ 6= u˘p, les lois de Xc et Xs s’e´crivent :
gc(xc) ∝ 1 + cos(u˘p arccosxc/u˘+ ϕt˘)√
1− x2c
gs(xs) ∝ 1 + cos(u˘p arcsinxs/u˘+ ϕt˘)√
1− x2s
(XI.2.7)
On a alors affaire a` plusieurs cas :
a) Si u˘p = 2k.u˘ et ϕt˘ = 0, on retrouve rigoureusement les meˆmes espe´rances pour Xc et
Xs que dans le cas V = 0. On aura donc X¯c = X¯s = 0 et σ2Xc = σ2Xs = 0, 5.
b) Pour u˘ ≫ u˘p et ∀ϕn, on remarque que les lois pour Xc et Xs ont des espe´rances et
variances qui tendent e´galement vers le cas V = 0. Meˆme chose lorsque u≪ up.
Sachant que l’on effectue une TF discre`te, on va faire une simplification en posant up ∈ IN
(up sera toujours strictement e´gal a` sa discre´tisation u˘p) et en conside´rant que pour tout
u ∈ IN, X¯c = X¯s = 0 et σ2Xc = σ2Xs = 0, 5 si u˘ 6= up. On aura donc deux lois de probabilite´






















D’apre`s le the´ore`me de la limite centrale, les lois de probabilite´ de la partie re´elle et de la
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On doit a` pre´sent calculer la loi de probabilite´ de |Î t˘[u˘]|2. Pour u˘ 6= u˘p, cette loi est celle de
la somme de deux variables gaussiennes inde´pendantes e´leve´es chacune au carre´. Il s’agit






L’espe´rance de cette loi vautNt˘ et sa varianceN
2
t˘
. Le calcul de la loi de |În[u˘]|2 pour u˘ = u˘p
est plus complexe. Lawson (1995) reprend le formalisme utilise´ par Walkup et Goodman
pour les franges non-disperse´es (1973) . Celui-ci consiste a` analyser les proprie´te´s de |Î t˘[u˘]|






































Pour le cas u˘ = up, Walkup et Goodman conside`rent Hs = |Î t˘[u˘]| comme e´tant la norme de
la somme d’un vecteur 〈〈 fixe 〉〉 de norme Nt˘V/2 et d’un vecteur ale´atoire dont la direction
obe´it a` une loi uniforme et la norme a` la loi de Rayleigh (comme pour u˘ 6= up). La loi de
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ou` I1 repre´sente la fonction de Bessel modifie´e d’ordre 1. A partir de ces re´sultats, on peut







Pour t˘m trames, on calcule
∑t˘m−1
t˘=0
|Î t˘[u˘]|. Quelle que soit la valeur de u˘, la valeur de cette
somme obe´it a` une loi gaussienne en vertu du the´ore`me de la limite centrale. Soit Ks la
valeur de la somme dans le 〈〈 canal signal 〉〉 (c’est-a`-dire pour u˘p = u˘) et Kb la valeur de la
somme dans un 〈〈 canal bruit 〉〉 (u 6= up). Ks et Kb obe´issent donc a` des lois gaussiennes
d’espe´rances et de variances :{













On a K¯s > K¯b. Par conse´quent, le calcul de
∑t˘m−1
t˘=0
|Î t˘[u˘]| devrait faire apparaˆıtre un
maximum en u˘p = u˘. Le bruit de photon se manifeste par une fluctuation des valeurs de
Kb et Ks. Plus le nombre de photons est petit, plus ces fluctuations sont importantes.








Pour le cas des franges disperse´es (grandes ouvertures), on inte`gre, pour chaque trame, les








ou` ns repre´sente le nombre de speckles que l’on a extrait de l’image. A` cause des difficulte´s
a` extraire tous les speckles disperse´s dans une image (voir chapitre pre´ce´dent), ns sera
infe´rieur au nombre total de speckles dans l’image (donne´ par Aime 1974) :






Le RSB n’est pas toujours tre`s 〈〈 parlant 〉〉 pour exprimer la qualite´ de de´tectabilite´ du
pic-franges. On pre´fe`re utiliser la probabilite´ de de´tection (ou de non-de´tection) du pic-
franges, dont la relation avec le RSB n’est pas line´aire. La probabilite´ pour que l’on ait
u˜p 6= up est donne´e par :
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ou` nc (nombre de canaux de bruit) vaut x˘m/2−2 dans le cas du spectre cannele´ et x˘m−2
dans le cas des franges disperse´es. Des simulations nume´riques donnant cette probabilite´
en fonction de V, N¯ et t˘m ont e´te´ faites (Lawson 1995 dans le cas du spectre cannele´, Morel
1995 dans le cas des franges disperse´es). Comme on peut s’y attendre, cette probabilite´
augmente quand V, N¯ , ou t˘m diminuent. Apre`s cette description statistique de la me´thode
de mesure de ∆L par dispersion spectrale, on peut se poser la question de savoir s’il s’agit
d’une me´thode optimale. Plus pre´cise´ment, on cherche a` savoir s’il est possible de re´duire
prob(u˜p 6= u˘p). Pour tenter de re´pondre a` cette question, je vais d’abord montrer l’identite´
existant entre cette me´thode et l’estimateur du maximum de vraisemblance dans les deux
cas (spectre cannele´ et franges disperse´es).
3. Identite´ avec l’estimateur du maximum de vraisemblance
On rappelle qu’un estimateur du maximum de vraisemblance (EMV) consiste a` de´terminer
le parame`tre θ d’une loi de probabilite´ f dont on a une connaissance du 〈〈 profil 〉〉, a` partir
d’un e´chantillon {ζi} de n tirages de la variable ale´atoire Z obe´issant a` f , en posant :





Soit Pt˘ la liste des coordonne´es de photons de chaque trame (ou de chaque speckle dans
une trame, pour le cas de franges disperse´es en interfe´rome´trie a` grandes ouvertures). En
modifiant le´ge`rement l’expression (XI.1.1) et en la de´veloppant sans la discre´tiser, on a :




















Pour chaque trame, l’expression de l’EMV pour la phase ϕt˘ est :




















1 + V cos(2πwp.Pt˘[i] + ϕt˘))

(XI.3.3)
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En supposant V cos(2πwp.Pt˘[i] + ϕt˘)| petit devant 1, on a :
ϕ˜t˘ ≈ arg max
Nt˘−1∑
i=0
V cos(2πwp.Pt˘[i] + ϕt˘)






2π +wp.Pt˘[i] + ϕt
) (XI.3.4)













































Comme on vient de le faire pour ϕt˘, l’expression de l’EMV pour up peut eˆtre approxime´e
par :









En remplac¸ant ϕ˜t˘ par son expression trouve´e pre´ce´demment et en utilisant la valeur ab-
solue de cos(2πwp.Pt˘[i] + ϕ˜t˘) pour supprimer l’ambigu¨ıte´ en kπ, on obtient une nouvelle
expression de u˜′p. Afin d’alle´ger l’e´criture, les limites des sommes ne sont pas indique´es
dans l’expression suivante.













































































 ⇒ u˜′p = u˜p
(XI.3.7)
L’EMV et la me´thode par inte´gration des modules TF des trames donne donc la meˆme
estimation pour la mesure de la fre´quence du pic-franges. Par simulation nume´rique, on
constate d’ailleurs identite´ du re´sultat, meˆme pour V = 1. Il est a` noter que Walkup et
Goodman ont de´montre´ l’identite´ entre TF et EMV, mais uniquement pour le calcul de la
phase et de V. En effet, ils conside`rent uniquement le cas de franges image´es au foyer d’un
montage Michelson pour lequel l’interfrange est constant.
L’EMV est connu pour avoir plusieurs proprie´te´s inte´ressantes. Il s’agit tout d’abord d’un
estimateur non-biaise´, c’est-a`-dire que θ˜ = θ quand le nombre d’e´chantillons tend vers
l’infini. De plus, parmi les estimateurs non-biaise´s, il est celui dont la variance est minimale
et est conside´re´ comme 〈〈 efficace 〉〉. On de´finit ainsi l’efficacite´. Soit θ le parame`tre d’une
loi de probabilite´ f et L(ζ1, . . . ζn|θ) la loi de probabilite´ de (ζ1, . . . ζn) en fonction de θ
quand n tend vers l’infini. Un estimateur θ˜ de θ sera dit efficace si sa variance est e´gale (au
lieu d’eˆtre supe´rieure) a` une limite appele´e borne de Crame´r-Rao. L’expression de l’e´galite´
entre variance de l’estimateur et borne de Crame´r-Rao s’e´crit :
E
[
(θ˜ − θ)2] = | dfdθ |2I(θ) (XI.3.8)








La me´thode de mesure de ∆L par inte´gration des modules des TF des trames constitue
un EMV et est donc efficace, c’est-a`-dire optimale.
4. Cas des fre´quences non-entie`res
Il convient de constater que dans toutes les de´monstrations, on a conside´re´ qu’il existe
toujours une valeur up qui corresponde exactement au maximum de vraisemblance. On a
donc conside´re´ que up ∈ IN, c’est-a`-dire un cas particulier pour la valeur de up. Dans le
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Les canaux de bruit seront alors 〈〈 pollue´s 〉〉 par les valeurs non-nulles de sinc(πu) s’ajoutant
au bruit de Rayleigh. Par conse´quent, la probabilite´ de trouver une fausse valeur pour up
qui ne peut constituer une approximation correcte tend a` augmenter le´ge`rement. On
peut alors se demander si l’utilisation d’une feneˆtre d’apodisation (technique utilise´e en
analyse spectrale) tend a` re´duire cet effet. Une feneˆtre d’apodisation est constitue´e d’une
se´rie de coefficients que l’on multiplie a` I t˘ avant calcul de la TF (on calcule alors la TF de
I ′
t˘
[u˘] = I t˘[u˘].W [u˘]). La plupart des feneˆtres utilise´es en traitement du signal ont cependant
l’inconve´nient de diminuer la re´solution de la TF. Une feneˆtre est caracte´rise´e par le rapport
R1 entre l’amplitude du premier lobe secondaire et celle du pic central (exprime´ en dB) et
par la de´croissance asymptotique Ds des lobes secondaires (exprime´ en dB/octave). Ainsi,
les plus performantes sont la feneˆtre de Hamming et celle de Blackmann. La feneˆtre de
Hamming offre un rapport R1 de -43 dB et une de´croissance Ds de -6 dB/octave. Son
e´quation est donne´e par :






La feneˆtre de Blackmann, est caracte´rise´e par R1 = −59, 5 dB et Ds = −18 dB/octave.
Son inconve´nient, par rapport a` la feneˆtre de Hamming, est d’avoir une re´solution moins
bonne (premier ze´ro a` u˘ = 3 au lieu de u˘ = 2). Elle de´crite par l’e´quation :











Par simulation nume´rique (me´thode de Monte-Carlo), j’ai calcule´ la probabilite´ de mesure
de la valeur correcte de up pour diffe´rentes valeurs du nombre moyen de photons par trame
(N¯) et pour diffe´rentes visibilite´s (V) en utilisant les deux feneˆtres de´crites ci-dessus et sans
utiliser de feneˆtre. Les mesures se font apre`s inte´gration de 50 trames et pour chaque point
de mesure, 100 ite´rations sont faites. Les re´sultats (Fig. XI.1) montrent qu’en l’absence
de feneˆtre, la probabilite´ est maximale. Par conse´quent, l’estimateur de up que nous avons
e´tudie´ reste optimal, meˆme pour up non-entier.
5. La re´solution spectrale
L’expression (XI.2.20) donne la probabilite´ d’erreur de mesure de up. Cette probabilite´
de´pend du nombre du canaux. On pourrait donc penser que le fait de re´duire le nombre de
canaux (et donc le nombre de points dans la TF) devrait faire re´duire la probabilite´ d’erreur
de mesure au prix d’une baisse de la pre´cision sur la valeur de up trouve´e. D’autant plus,
qu’il est courant en analyse spectrale d’utiliser des 〈〈 pe´riodogrammes moyenne´s 〉〉, c’est-
a`-dire des estimateurs de la densite´ spectrale pre´sentant des moyennes sur des intervalles
spectraux de la densite´ spectrale calcule´e sur un e´chantillon. Dans notre cas, l’information
e´tant localise´e ide´alement sur un point, on peut alors se demander si une re´duction de la
re´solution spectrale par moyennes sur des intervalles permet une meilleure mesure.























































































Figure XI.1. Probabilite´ de de´tection du pic-franges pour V=1 (a) ; V=0,7 (b) ;
V=0,4 (c). Mesures sans feneˆtre de ponde´ration (carre´s, trait plein), avec feneˆtre
de Hamming (triangles, trait hache´ long), avec feneˆtre de Blackmann (disques, trait
hache´ court). N¯ repre´sente le nombre de photons par trame.
Toujours par simulation nume´rique j’ai calcule´ la probabilite´ d’erreur de mesure (avec
une tole´rance de 1 pas autour de la valeur exacte), pour des trames de 1024 pixels, dont
l’inte´gration des modules de TF a e´te´ laisse´e identique, ou re´duite en re´solution en faisant
des moyennes sur des intervalles de 2, 4, 8, 16, ou 32 points.
On a inte´gre´ 50 trames et fait 100 ite´rations sur chaque point de mesure. La visibilite´ V
simule´e e´tait de 0,7. Les re´sultats (Fig. XI.2) indiquent que la re´solution la plus e´leve´e
reste la meilleure du point de vue de la de´tection. Pour des flux faibles, il y a domination
du bruit, ce qui avantage les re´solutions faibles. Il ne s’agit cependant que d’un artefact :
aucune mesure cre´dible ne peut eˆtre effectue´e a` de tels flux.






























Figure XI.2. Probabilite´ de de´tection du pic-franges pour V=0,7 avec des re´solutions
de 1024 points (disques noirs), 512 points (carre´s noirs), 256 points (triangles noirs),
128 points (disques blancs), 64 points (carre´s blancs) et 64 points (triangles blancs).
6. Conclusion
Nous avons vu que la me´thode courante de mesure de ∆L est optimale et que certains outils
classiques d’analyse spectrale ne peuvent pas l’ame´liorer. Elle n’est cependant optimale
qu’uniquement en absence d’information a priori sur les coordonne´es de photons a` analyser.
Nous allons donc voir comment de l’information a priori peut eˆtre introduite, d’abord sur




L’information a priori dans la de´tection
et le suivi des franges
—
1. Introduction
Nous allons voir comment l’information a priori peut eˆtre introduite dans le proble`me de
la mesure de la diffe´rence de marche. Tout d’abord, a` petite e´chelle temporelle, au niveau
de la dure´e de trame, en utilisant l’information sur le piston diffe´rentiel provoquant des
mouvements rapides des franges. Ensuite, a` plus grande e´chelle temporelle, en utilisant
des me´thodes pre´dictives permettant d’avoir une meilleure estimation de la diffe´rence de
marche a` partir des valeurs pre´ce´demment mesure´es.
2. Mode´lisation du piston atmosphe´rique diffe´rentiel d’un in-
terfe´rome`tre
Nous conside´rons l’hypothe`se de Taylor d’une 〈〈 turbulence fige´e 〉〉 constitue´e par une couche
d’e´paisseur optique variable se de´plac¸ant a` une vitesse constante Va. Le de´phasage φ lie´
a` la variation de chemin optique en un point P′ du plan pupille est une variable ale´atoire
valeur de IR+. Les caracte´ristiques de la turbulence peuvent eˆtre mode´lise´es par les lois














La densite´ spectrale de φ s’e´crit :









Dans le cas d’un l’interfe´rome`tre de base B, le piston diffe´rentiel ∆La est e´gal a`
la diffe´rence, entre les deux ouvertures, des supple´ments de chemins optiques duˆs a`
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l’atmosphe`re moyenne´s sur chaque ouverture de diame`tre D. On peut donc exprimer




δ(P′)− δ(P′ −B)) ∗ ( λ
2π
)
φ(P′) ∗ CD(P′) (XII.2.3)








On suppose que Vay = By = 0. Soit f la fre´quence temporelle, f = uVa. En notant
C∆La∆La l’autocorre´lation de ∆La(P) et en remarquant que les autocorre´lations, comme
les densite´s spectrales, sont re´elles et paires, la densite´ spectrale dans le domaine temporel
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ou` v = (f/Va, v). Pour les valeurs de f , telles que la variation de cos(2πBf/Va) soit assez
rapide dans un intervalle de re´solution δf pour que ce terme puisse eˆtre remplace´ par sa
moyenne (donc ze´ro) et telles que l’on puisse ne´gliger le terme lie´ a` chaque ouverture D,
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Afin de simplifier l’expression (XII.2.6) pour toutes les valeurs de f , Conan et al. (1992)
proposent l’approximation suivante :
W∆La(f) ∝ f−2/3 ; si f <
Va
2B
W∆La(f) ∝ f−8/3 ; si
Va
2B
≤ f < 0, 3.Va
D




Les premie`res expe´riences de mesure de piston diffe´rentiel a` avoir e´te´ re´alise´es (Clifford et
al. 1971) montrent bien l’ade´quation de cette approximation (pour f < 0, 3.Va/D) avec
les mesures deW∆La effectue´es. Il nous faut a` pre´sent trouver le coefficient deW∆La pour


















−8/3 pour f ∈ [Va/2B; 0, 3.Va/D[. W∆La






















.f−17/3 ; si f ≥ 0, 3.Va
D
(XII.2.10)




















⇒ K = 0, 127
(XII.2.11)
Le mode`le de Kolmogorov utilise´ conside`re une e´chelle externe infinie. σ∆La augmente
donc inde´finiment avec B. Des observations sur l’interfe´rome`tre SUSI (Davis et al. 1995)
montrent cependant une saturation de σ∆La a 11 µm (avec B=80 m et r0 de 4 a` 8 cm) et
donc l’existence d’une e´chelle externe finie. On peut alors mode´liser le piston diffe´rentiel
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ou` L0 est l’expression (en m) de l’e´chelle externe. Ne´anmoins, la valeur de l’ e´chelle externe
peut varier conside´rablement. Ainsi, les mesures de σ∆La faites a` IOTA n’indiquent pas
de saturation. Dans tout ce qui suit, on conside´rera f suffisamment e´leve´e pour ne pas
tenir compte de l’influence de l’e´chelle externe (les intervalles de temps conside´re´s seront
assez courts pour cela). On utilisera donc le mode`le de Conan et al. base´ sur la loi de
Kolmogorov.
En utilisant ce mode`le pour W∆La , j’ai e´crit un simulateur de piston diffe´rentiel.
Le signal de piston est forme´ de la superposition de sinuso¨ıdes, chacune ayant une
fre´quence f , une phase ale´atoire (loi uniforme sur [0; 2π[),et une amplitude e´gale a`
2
√




re´solutions fre´quentielles utilise´es sont δf = 0, 01 Hz pour f ∈ [0, 01;Va/2B[, δf = 0, 1 Hz






Figure XII.1. E´volutions temporelles simule´es de l’image d’un spectre cannele´ en




C2n(h)dh). Situation 〈〈 standard 〉〉 (30 m, 1 m,





-13 m 1/3 (b) ; cas ou` Va=25
m/s (c) ; cas ou` D=8 m (d) ; cas ou` B=100 m, si L0>100 m (e). Pour tous les cas
∆L=80 µm, λ¯=656 nm et dure´e repre´sente´e de 500 ms.
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3. La dure´e optimale de trame
La dure´e d’une trame est un compromis entre le nombre de photons dans la trame (qui
doit eˆtre le plus grand possible afin d’optimiser le RSB) et la qualite´ de la trame (le flou
duˆ aux variations du piston diffe´rentiel doit eˆtre minimal). On conside`re des franges qui
se 〈〈 de´placent 〉〉 a` vitesse d’e´volution de phase constante Vφ = dφ/dt. L’image obtenue





1 + V cos(2πupx+Vφt)
)
dt













La visibilite´ apparente des franges est alors donne´e par :













2− 2 cos(Vφτ) (XII.3.2)
On a vu (XI.2) que le RSB du pic-franges est proportionnel a`
√
tm. Pour une dure´e
d’acquisition totale constante, le nombre de trames tm est proportionnel a` 1/τ . En con-
side´rant le flux de photons Φ¯ constant, le RSB du pic-franges apre`s inte´gration de trames


















On va maintenant conside´rer que D est assez grand et Va assez petit pour que l’on puisse
conside´rer Vφ constant sur la dure´e d’une trame. On fait e´galement l’hypothe`se d’un
spectre observe´ suffisamment e´troit pour pouvoir conside´rer un de´phasage constant a` toutes









Tout comme ∆La, la variable ale´atoire Vφ suit une loi normale centre´e. Sa variance peut
eˆtre calcule´e de la fac¸on suivante. La densite´ spectrale de Vφ s’e´crit :

















































−2, 04.B−1/3 + 2, 25.D−1/3
)
(XII.3.6)
A` une configuration (B, D, Va,
∫ h2
h1
C2n(h)dh, Φ¯) donne´e, on peut de´finir la dure´e de trames







































Par le calcul nume´rique et par interpolation, j’ai pu de´terminer une relation entre τopt, Φ¯,





1− 0, 19. log(Φ¯V2)) (XII.3.8)
ou` σVφ est en rd/s et Φ¯ en ph/s. La formule pre´ce´dente s’accorde avec le calcul nume´rique
de τopt (en utilisant l’expression XII.3.7) pour Φ¯ < 30 000 ph/s quand V = 1. Au-dela`,
τopt n’e´volue plus. Ainsi, si D = 1, 5 m, λ¯ = 656 nm (cas du GI2T), B = 30 m, Φ¯ = 10 000





−13m1/3 (cas d’un seeing 〈〈 exceptionnel 〉〉 de
1,1”), on a τopt = 2, 2 ms. Dans le cas de COAST, on peut s’attendre a` une valeur encore
plus faible : les trames de 5 ms qui ont e´te´ obtenues sur COAST (Lawson et al. 1998) sont
trop longues et font apparaˆıtre une visibilite´ apparente faible. Celle-ci se manifeste par la
pre´sence d’un palier important dans le profil d’intensite´.



























Figure XII.2. RSB moyen normalise´ en fonction du temps de trame τ .
On voit donc l’inte´reˆt que repre´sente l’utilisation d’une came´ra a` comptage de photons
a` haute-re´solution temporelle munie d’un syste`me de datation : il est possible d’ajuster
le temps de trame en fonction de la configuration de l’interfe´rome`tre et des conditions
atmosphe´riques, de fac¸on a` optimiser le RSB du pic-franges. Il faut ne´anmoins garder
a` l’esprit que les valeurs de τopt calcule´es pre´ce´demment font l’hypothe`se d’une vitesse
d’e´volution de phase constante entre t = 0 et t = τopt. De plus, le temps de trame optimal
tel qu’il est de´crit ci-dessus serait difficile a` utiliser, car V n’est pas connue a priori.
Cependant une valeur approximative et le´ge`rement excessive ne cause pas une chute trop
importante du RSB moyen (Fig. XII.2).
4. Utilisation de la TF temps-espace
En conservant cependant l’hypothe`se d’une vitesse d’e´volution de phase constante, nous
pouvons montrer qu’il est possible d’optimiser le RSB dans une trame par un traitement
donnant V ′ = V. Pour cela, on utilise une transforme´e de Fourier temps-espace sur une
se´quence de photons (voir chapitre VIII). Dans le cas d’un spectre cannele´, cette se´quence
s’e´crit :
M(x, t) ∝ 1 + V cos(2πupx+Vφt) (XII.4.1)
Le module de la TF a` deux dimensions de cette se´quence s’e´crit :
|M̂(u, f)| ∝ δ(u, f) + δ
(
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Dans le cas des franges disperse´es, on effectue une TF a` trois dimensions, ce qui donne :
|M̂(u, v, f)| ∝ δ(u, v, f) + δ
(










La me´thode consiste donc a` rechercher la fre´quence up du pic-franges dans le plan de
Fourier (u, f) ou l’espace de Fourier (u, v, f). Si la dure´e de la se´quence tm peut eˆtre plus
longue que la dure´e optimale de trame τopt, le gain en RSB devrait alors augmenter.
Le proble`me est alors de pouvoir proce´der a` une inte´gration du pic-franges dans chaque
se´quenceMt sur toute la dure´e de la mesure. L’inte´gration directe des se´quences {M̂t} n’est
naturellement pas utilisable a` cause de la variation de Vφ d’une se´quence a` l’autre. Aucune
me´thode alternative permettant de rassembler l’information sur plusieurs se´quences afin
d’extraire une estimation satisfaisante de up n’a e´te´ trouve´e.
La mesure de la diffe´rence de marche par TF temps-espace d’une se´quence unique ne peut
avoir un inte´reˆt que lorsque l’hypothe`se 〈〈 Vφ constante 〉〉 est valable sur un intervalle de
temps pouvant correspondre au temps de cycle tc de la correction de ∆L, avec Vφ trop
important pour que l’on puisse avoir τopt = tc. La situation optimale d’utilisation de la
TF temps-espace correspond alors a` un interfe´rome`tre dote´ de tre`s grandes ouvertures
(l’ouverture jouant le roˆle d’un filtre passe-bas, plus son diame`tre sera important, plus
l’e´volution du piston diffe´rentiel sera 〈〈 lisse 〉〉). J’ai donc simule´ un cas d’e´cole avec D = 8
m (comme pour le VLTI). On a e´galement suppose´, pour simplifier, que les ouvertures sont
munies d’optiques adaptatives, ce qui permet d’utiliser la me´thode du spectre cannele´. Les
simulations ont e´te´ effectue´es pour toutes les combinaisons des cas suivants :
a) B : 30 m, ou 100 m.







−13 m1/3, C2n2 = 6.10
−13 m1/3, ou C2n3 = 16.10
−13 m1/3.
d) Φ¯ : Φ¯1=5000 ph/s, Φ¯2=9000 ph/s, Φ¯3=16200 ph/s, Φ¯4=29160 ph/s, ou Φ¯5=52488
ph/s (progression d’un facteur 1,8).
e) Temps de cycle maximum (=tm) : 256 ms, ou 512 ms.
f) V = 1 dans tous les cas.
g) On conside`re une dispersion identique a` celle utilise´e sur le GI2T (spectre de 40 nm







sont alors respectivement de 19 cm, 15 cm et 8,4 cm.
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Φ¯1 63/57 44/43 39/36 54/48 44/46 28/35
Φ¯2 97/91 77/78 82/78 90/92 79/80 63/72
Va =10 m/s Φ¯3 99/98 99/96 97/90 99/98 98/95 91/90
Φ¯4 100/100 100/100 98/98 100/99 100/100 96/96
tm = Φ¯5 100/100 100/100 100/100 100/100 100/100 97/97
256 ms Φ¯1 44/26 30/26 20/16 29/20 28/16 23/11
Φ¯2 80/64 65/53 38/37 68/50 42/43 40/36
Va =20 m/s Φ¯3 97/82 89/75 74/58 91/86 82/76 63/68
Φ¯4 100/99 97/95 84/83 97/91 93/86 87/78
Φ¯5 100/100 98/97 90/85 98/97 95/93 79/80
Φ¯1 86/49 71/37 50/22 77/53 68/44 43/26
Φ¯2 93/82 90/66 70/61 96/79 89/72 58/46
Va =10 m/s Φ¯3 97/93 96/95 85/73 98/92 85/84 78/80
Φ¯4 98/97 94/94 88/89 98/96 87/88 82/82
tm = Φ¯5 98/97 93/95 84/85 97/99 90/94 80/82
512 ms Φ¯1 58/37 49/18 39/12 33/24 38/15 13/10
Φ¯2 81/56 60/41 34/18 72/44 48/38 35/29
Va =20 m/s Φ¯3 87/80 77/65 62/52 87/78 70/66 50/50
Φ¯4 94/90 83/84 74/73 83/84 71/74 62/61
Φ¯5 89/91 79/76 74/69 82/87 73/75 62/62
Table XII.1. Comparaison de deux me´thodes de de´tection du pic-franges. Les lignes et
les colonnes correspondent a` diffe´rentes valeurs des parame`tres (voir ci-dessus pour
les valeurs nume´riques). Le pourcentage de de´tection du pic-franges obtenu par la
me´thode classique est indique´ a` gauche, celui obtenu par TF temps-espace est indique´
a` droite.
Pour chaque combinaison de valeurs de parame`tres, 100 ite´rations du simulateur ont e´te´
calcule´es pour donner la comparaison de la probabilite´ de de´tection du pic-franges entre
la 〈〈 me´thode classique 〉〉 d’inte´gration de trames et la TF temps-espace. Pour la me´thode
classique, le temps de trame correspond au temps de trame optimal calcule´ a` partir des
valeurs des parame`tres comme pre´ce´demment. La table XII.1 donne re´sultats obtenus. Il
apparaˆıt que la me´thode classique reste globalement optimale, surtout quand le temps de
cycle est e´leve´. L’e´cart diminue quand le flux augmente. Lorsque la base est grande et le
seeing mauvais, la TF temps-espace semble se re´ve´ler meilleure, ne´anmoins il faut rester
tre`s prudent quant a` l’interpre´tation de ces re´sultats. En effet, on ne connaˆıt pas la valeur
de l’e´chelle externe et rien ne prouve qu’a` B=100 m, le re´sultat ne soit pas identique a`
celui que l’on obtiendrait a` B=30 m. De plus, dans les mesures faisant apparaˆıtre la TF
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temps-espace optimale, l’e´cart est faible et les valeurs n’indiquent pas un gain sensible en
sensibilite´ du pic-franges : quelle que soit la me´thode, la probabilite´ de de´tection reste
faible.
5. L’information a priori dans le suivi des franges
Nous allons maintenant nous inte´resser a` un cas particulier, le suivi de franges a` la limite de
sensibilite´. Apre`s avoir e´te´ de´tecte´es, des franges risquent d’eˆtre perdues, car les variations
de flux lumineux peuvent empeˆcher la de´tection du pic-franges (et donc la mesure de
∆L) pendant un cycle. Si ce phe´nome`ne se produit souvent au cours d’une observation,
l’asservissement en ∆L n’est plus effectue´ correctement et on risque de sortir de l’aire
de cohe´rence. On peut alors se poser la question suivante : 〈〈 Connaissant les valeurs
pre´ce´dentes de ∆L, peut-on contraindre le domaine des valeurs possibles de ∆L pour le
cycle en cours, afin d’augmenter la probabilite´ de mesure exacte de la prochaine valeur de
∆L ? 〉〉. Il s’agit donc de savoir si il est possible d’utiliser des algorithmes de de´tection du
type baye´sien.
5.1. Pre´diction utilisant un mode`le de piston diffe´rentiel
Padilla et al. (1998) proposent d’utiliser le pre´dicteur suivant pour la de´tection de franges
par la me´thode du spectre cannele´. Si a` t = 0, ∆La = 0, l’e´volution de ∆La au bout d’un











ou` τ0 repre´sente le temps de cohe´rence de l’atmosphe`re (que l’on peut approximer par
r0/Va). La loi de probabilite´ a priori P˜ k pour ∆L est aussi celle pour u˘p. Elle est calcule´e
a` chaque cycle k de dure´e τ , a` partir de la loi a posteriori obtenue pour le cycle pre´ce´dent
P k−1 en posant :
P˜ k = Qk.P k−1 (XII.5.2)
Chaque vecteur-colonne de la matrice Q
k
repre´sente les valeurs d’une gaussienne centre´e
sur l’e´le´ment diagonal. La variance de cette gaussienne de´pend de k. Pour que l’on puisse












P k est calcule´e a` partir de P˜ k et des coordonne´es des photons acquis pendant le cycle.
Soit Uk le re´sultat de l’inte´gration des modules des TF des trames (ou des TF des speckles
des trames) pendant le cycle k, on a :
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P k = P˜
T
k .Uk (XII.5.4)
Cette me´thode apporte, d’apre`s les simulations nume´riques effectue´es par les auteurs, une
ame´lioration significative du suivi de franges. Ne´anmoins, cette me´thode ne prend en
compte que les effets de l’atmosphe`re. Or, les causes de de´rive de ∆L peuvent avoir des
origines supple´mentaires.
5.2. Pre´diction par un mode`le auto-re´gressif
Je propose a` pre´sent d’effectuer la contrainte des valeurs possibles de ∆L a` partir de p
valeurs pre´ce´dentes de ∆L et en utilisant un mode`le adaptatif. Pour simplifier l’e´criture,
notons s la diffe´rence de marche mesure´e depuis le de´but de l’acquisition. Soit sk =
(sk, . . . , sk−p−1)
T et a = (a0, . . . , ap−1)




Le proble`me est alors de choisir les coefficients {ai} du mode`le qui minimisent l’erreur
de pre´diction. Ceux-ci peuvent eˆtre calcule´s en fonction de l’e´volution de s en utilisant
l’algorithme des moindres carre´s re´cursifs ponde´re´s (MCRP). a est alors recalcule´ a` chaque
pas de la fac¸on suivante (Najim 1988) :




V k+1 = (1−Kk+1.sTk ).V k.Λ−1
ak+1 = ak +Kk+1.(sk+1 − aT.sk)
(XII.5.6)
Le vecteur K est le gain d’adaptation, appele´ aussi 〈〈 gain de Kalman 〉〉, V est la matrice
dite 〈〈 de covariance 〉〉, 1 est la matrice identite´ et Λ est le facteur d’oubli. Celui-ci doit
eˆtre un nombre re´el entre 0 et 1. Il a pour but d’acce´le´rer la convergence (trop lente pour
le cas de non-ponde´ration Λ = 1), mais ne doit pas eˆtre trop petit au risque d’obtenir des
valeurs peu pre´cises pour a.
On peut alors imaginer l’algorithme suivant de suivi des franges :
a) Pre´diction de s : s˜k+1 = a
T.s.
b) Pre´diction de up : u˜p k+1 = κ(s˜k+1 − sk) (on rappelle que κ est le facteur permettant
de passer d’une diffe´rence de marche a` une fre´quence dans le plan image discre´tise´ du
de´tecteur).
c) Acquisition des donne´es (Uk).





(le choix de la feneˆtre Ψ reste a` de´finir).
e) De´tection du pic-franges : u˘p k+1 = arg max[Uk]
f) Correction de la diffe´rence de marche : sk+1 = sk + u˘p k+1/κ.
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g) Mise-a`-jour du mode`le : ak+1=MCRP(ak).
h) Retour a` l’e´tape a).
L’algorithme pre´ce´dent fonctionne meˆme si s n’est pas stationnaire. Cependant, il ne peut
eˆtre envisageable que si l’autocorre´lation temporelle de s n’est pas nulle jusqu’a` un ordre p,
c’est-a`-dire si s n’est pas un bruit blanc pur et peut eˆtre conside´re´ comme un bruit blanc
filtre´. Or ∆La est une composante filtre´e de s. Les autres composantes de s d’origine
me´caniques ou micro-sismiques peuvent eˆtre conside´re´s comme des pics de Dirac ou du
bruit blanc filtre´ par l’inertie me´canique du sol et de la structure de l’instrument. On peut
donc s’attendre a` ce que s soit un signal autocorre´le´, mais la question est de savoir si la
dure´e d’autocorre´lation est exploitable pour envisager un suivi de franges par pre´diction.
La de´termination de l’ordre p est un proble`me connu en traitement du signal. Meˆme pour
un signal dont l’autocorre´lation n’est nulle en aucun point, une valeur maximale pour p
ne donnera pas force´ment le meilleur re´sultat. Il existe diffe´rentes me´thodes de calcul de
p optimal (crite`re de Parzen, crite`re d’Aka¨ıke,...), mais nous n’entrerons pas ici dans les
de´tails.
Un test de l’autocorre´lation a e´te´ effectue´ sur des donne´es de ∆L enregistre´es lors
d’observation de l’e´toile o-And (mv = 3, 62) au GI2T. Ces donne´es e´taient difficiles a`
traiter pour plusieurs raisons :
a) Le temps de cycle n’e´tait pas constant (la correction de ∆L e´tait effectue´e a` chaque
fois que le RSB du pic-franges de´passait un certain seuil). La valeur moyenne du
temps de cycle mesure´ est de 5 s.
b) Les changements de couronnes (montures des te´lescopes-boules) du GI2T causent de
brusques variations de ∆L. Il est alors difficile de faire une analyse sur une longue
pe´riode d’observation. On a donc effectue´ des moyennes sur des tranches de 400 s
pendant lesquelles il n’y a pas de changements de couronnes.
c) L’interpolation de up a` partir de l’inte´gration des TF des speckles des trames manque
de pre´cision et cause des artefacts dans la distribution de up.
Malgre´ cela, l’algorithme MCRP a e´te´ applique´ sur ces donne´es en choisissant p = 6. La
figure XII.3 donne l’e´volution des parame`tres a du mode`le de s en fonction du temps.
On peut faire la comparaison avec un bruit blanc inte´gre´. La valeur non-nulle de a0 est
alors un artefact sans signification provenant de l’inte´gration. On remarque cependant
que pour s, les parame`tres a1 et a2 prennent des valeurs non-nulles alors que tous les
parame`tres diffe´rents de a0 restent autour de ze´ro. Ce re´sultat sugge`re donc l’existence
d’une autocorre´lation (d’une dure´e d’environ 10 a` 15 s) pour s et par conse´quent la mise
en œuvre possible d’un pre´dicteur pour le suivi de franges.















































Figure XII.3. E´volution des parame`tres du mode`le AR de la diffe´rence de marche
inte´gre´e a` partir des mesures releve´es lors d’une observation au GI2T (a) ; compara-
ison avec un bruit blanc inte´gre´ (b).
6. Conclusion
L’introduction de l’information a priori dans la mesure de ∆L se re´ve`le eˆtre un exercice
difficile. La TF temps-espace, imagine´e a` l’origine pour l’interfe´rome´trie spatiale, ne semble
pas eˆtre une me´thode performante pour la de´tection de franges en interfe´rome´trie au sol.
Cependant, nous avons vu l’inte´reˆt du comptage de photons a` haute-re´solution temporelle
(c’est-a`-dire a` δt < τ0) pour la mesure classique de ∆L. En ce qui concerne le suivi
de franges, l’utilisation d’algorithmes pre´dictifs pourrait eˆtre envisage´e compte-tenu de
la nature du signal a` pre´dire, mais il faut une fois de plus rester prudent. Des mesures
supple´mentaires de ∆L restent ne´cessaires. On pourrait ainsi, par exemple, observer Vega
(mv = 0) avec un temps de cycle fixe de 1 s. La proce´dure d’interpolation de ∆L doit
alors e´galement eˆtre revue.
ANNEXE 2-A
—
Article paru dans les SPIE Proceedings
—
Cet article paru dans les SPIE Proceedings (volume 3350, page 257, e´diteur : R.D. Reasen-
berg) est une adapatation du poster pre´sente´ lors de la confe´rence Astronomical Inter-
ferometry, dans le cadre du symposium SPIE Astronomical Telescopes and Instrumenta-
tion, tenu a` Kona (Hawa¨ı, USA) du 20 au 28 mars 1998. Il de´crit comment introduire
l’information a priori dans le suivi de franges en utilisant la me´thode de pre´diction par
mode`le auto-re´gressif.
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either either either either by by by by a a a a grisml, grisml, grisml, grisml, o  or or or by by by by numerically nu erically numerically numerically pre-p ocessing pre-processing pre-processing pre-processing images imag s images images obtained obtained obtained obtai ed wi h with with with a a a a grating. grating. grating. grating. The The The The dvant ges adv nta es advantages advantages of of of ofgr up-delaygroup-delaygroup-delaygroup-delay
tracking, tracking, tracking, tracking, implemented implemented implemented implemented on on o  on interfero*"t"rr interfero*"t"rr i terfero*"t"rr interfero*"t"rr lik  like lik  like IOTA IOTA IOTA IOTAo  or or or SUSI SUSI SUSI SUSI have have have have been be n been been discuss d discussed discussed discussed in in in in several several several everal papers2-4. pap rs2-4. papers2-4. papers2-4. On  One One One of of of of theth thethe
most most most most relevant relevan relevant relevant is is is is the th  the the ncrease increase increase increase in in in i  coh renc  coherence coherence coherence length lengt  length length with ut without without without redu ing ducing reducing reducing t e the th  thespectral spect al spectral spectral ba dp s  bandpass bandpass bandpass i.e. i.e. i.e. i.e. a a a large  larger l rger larger tolerance toler nce tolerance tolerance nononon
the the the the OPD OPD OPD OPD wit  with with with no no no no light light light light loss.loss.loss.loss.
1.2. 1.2. 1.2. 1.2. Dispersed Dispersed Dispersed Dispersed fr ng  fringe fringe fringe t ackingtrackingtrackingtracking
In In In In the the the the case case case case of of of of large larg large large perture aperture aperture aperture int f romet s interferometers interferometers interferometers like like like like GI2T5, GI2T5, GI2T5, GI2T5, th  the the thewavefronts wavefronts wavefronts wavefronts are are a e are w inkled wrinkled rinkled wrinkled by by by by atmospheric atmospheric atmospheric atmospheric see g' seeing' seeing' seeing' ThisThi Th sThis
prevents prevents prevents prevents th  the the the use use us  u e of of of of GDT. GDT. GDT. GDT. Adaptive Adaptive Adaptive Adaptive optics optics o cs optics (AO) (AO) (AO) (AO)in in in in he the the the v sible visible visible visible is is is is a a a a solution solution solution solution t  to to to he the the the probl m, problem, problem, problem, and and and and it it it itw ll wil  will will be be be be impl m ntedimplementedimplementedimplemented
in in in in the the the the near near near near future. future. future. future. A A A A mo e more more more robust r b st robust robust techniqu : technique: technique: technique: dispersed dispersed disp rsed dispersed fringe fringe fringe fringe t acking tracki g tracking tracking (DFT) (DFT) (DFT) (DFT) has has has has been been been been op rat d op rated operated operated successfully successfully successfully successfully inininin
all all all all cases6: cases6: cases6: cases6: non non non non distort d distorted distorted distorted w v fronts wav front  wavefronts wavefronts or or r or speckled speckled peckled speckled imag s. im g s. images. images. The The The The beam  beams beams beams ar  are re are r combin d recombined recombined recombined with w th with with non non non non superposed superposed superposed superposed p ils,pupils,pupils,pupil ,
and and and and the the the the fringed-sp ckled fringed-speckled fringed-speckled fringed-speckled images images images imag s ar  ar  are arsliced slic  liced sliced and and and and di rsed. isp rsed. dispersed. dispersed. Therefore, Th refore, Therefore, Therefore, t e the the t e wav l ngth wavelength wavelength wavelength v i s vari s varies varies along along along long on  o e one one axis, axis, axis, axis, nd and and and th thethethe
fringed fringed fringed fringed speckles speckles sp ckles speckles ar  ar  are are spre d spread spread spread on on on on the the the th  erp ndicular perpendicular perpendicular perpendicular axis.axis.axis.axis.
1.3. 1.3. 1.3. 1.3. Active Active Active Active fringe fringe fringe fringe t acking tracki  tracking tracking by by by by Fouri r Fourie  Fourier Fourier analysis nalysisanalysisanalysis
Both Both Both Both configurations configurations configurations configurations lead lead lead lead to to to t  "active " ctive "active "active frin e fringe fringe fringe tr cking" tracking" tracking" tracking" render d rendered rendered rendered nec ssary ecessary n c ssary necessary by by by by imperfect imperfect imperfect imperfect ba lin  baseline baseline baseline metrology metrology metrology metrology and and and and stell rst llarstellarstellar
coordinate coordinate coordinate coordinate kn wledg . kn wledg . knowledge. knowledge. F\r thermore, F\rrth rmore, F\rrthermore, F\rrthermore, mec anical mechanical m chanical mechanical constraints, constraints, constra nts, constraints, mi ro-sei mic micro-seismic micro-seismic micro-seismic activi y activity, activity, act vity, or or or r large l rg  large large s ale scal  scal cale urbulence turbulence turbulence turbulence maymaymaymay
widely widely widely widely modify modify modify modify the the th  the OPD, OPD, OPD, OPD, leading leading leading leading to to to toemporary temporary temporary temporary fringe fringe fringe fring  loss. loss. loss. loss. The The The The f llowing following following following method method method method is is is is used. us d. used. used. T  To To To eal deal d al deal with with with with atmosphericatmosphericatmosphericatmospheric
turbulence, turbulence, turbulence, turbulence, a a a a c rr ra carrera carrera carrera provides p ovides provid s provides short short short sh rt (2 s (2rs (2r  (2 s r or o  or les ) less) l s) less) xposures xposures exposures exposures of of of of channel d channel d channeled channeled spectra s ectra pectra sp ctra or r or or disp rs  dispers  dispersed dispersed speckles speckles speckle  speckles i/r(*)i i/r(*)i i/r(*)i i/r(*)i wh rewh rewh rewhere
x x x x : : : : (r,y)T). (r,y)T). (r,y)T). (r,y)T). The he The he Fourier Fourie  Fourier Fourier transform transform transform transform (ft) (ft) (ft) (ft)f1(u) f1(u) f1(u) f1(u)of of of of each each each each f m  f ame frame frame is is is is computed. computed. computed. computed. At At At At the the the the low low low low ight light light light vel evel level level r ach d, reached, reached, reached, th t thethe
signal-to-noise signal-to-noise signal-to-noise signal-to-noise ratio ratio ratio ratio is is is is t o too too too mall small small small o t  to to ow llow llow allow fringe fringe fring  fringe detectio  d tection detection detection from fr m from from one one one one fra e. frame. frame. frame. Th r fo e Therefore Therefore Therefore squa ed squared squared squared moduli moduli moduli moduli f of of of F s FTs FTs FTs btain obtainedobtainedobtained
from from from from each each each each fra e frame frame frame are are re are integrated, integrated, integrated, integrated, yielding yieldin  yiel ing yielding the the th  the fringe fringe fringe fringe pow r pow r pow r power spectrum spectrum spectrum spectrum (FPS):(FPS):(FPS):(FPS):
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FPS(u) FPS(u) FPS(u) FPS(u) : : : : lln{")l'.lln{")l'.lln{")l'.lln{")l'.
tttt
The The The The fringe fringe fringe fringe equation equation equation equation for or for for each ach each each fr me frame frame frame is:is:is:is:
fr(r) fr(r) fr(r) fr(r) :7 :7 :7 :7 + + + + l l l l cos(%rusx cos(%rusx cos(%rusx cos(%rusx * * * * p(t)), p(t)), p(t)), p(t)), (2)(2)(2)(2)
where where where where 7 7 7 7 is is is is the the the th  fringe fringe fringe fringe v sibility, visibility, visibility, visibility, $) g$) g$) g$)th  the the the phase phase phase phase varied var ed v ri d varied by b by by the the the th  atmospheric atmospheric atmospheric atmospheric turbulence, turbulence, turbulenc , turbulence, nd and and nd u6 u6 u6 u6 : : : : ( p, r)T (up,ur)T (up,ur)T (up,ur)T the the th  th  fringefri g fringefringe
spatial spatial spatial spatial frequency frequency frequency frequency v ctor, vector, vector, vector, with with with with u, u, u, u, :0 :0 :0 :0 in in n inthe the the the GDT GDT GDT GDT cas . case. case. case. Hence, H n e, Hence, Hence, w  w  we we h v  have have have ::::
FPS(u) FPS(u) FPS(u) FPS(u) :62( ) :62( ) :62( ) :62(u) +|la't +|la't +|la't +|la't 
- - - - 
p) up) p) up)  + + + a2(u a2(u 2(u a2(u + + + + ur)] r)] ur)] ur)] (3)(3)(3)(3)
6'(r, 6'(r, 6'(r, 6'(r, 
- - - - 
ur) ur) u ) ur) and and and and 62(u 62(u 62(u 62(u * * * *ue) ue) ue) ue) are ar  ar  are the the the the "fring  "fringe "fringe "fringe peaks" peaks" peaks" peaks" in in in in th  th  th the FPS. FPS. FPS. FPS. As As As As the the the the horizontal horizontal horizontal horizontal fringe fringe fringe fringe equency frequency frequency frequency is is is is nv rselyinverselyinv rselyinversely
proportional proportional proportional proportional to to to to he the the the OPD:OPD:OPD:OPD:
r2r2r2r2
opD: opD: opD: opD: 
"ofr, "ofr, "ofr, "ofr, @)@)@)@)
where where where where .\ .\ .\ .\ is is is is the th  the the av rag av rage average average wavelength, wavel ngth, wavelength, wavelength, and and and and A.\ A.\ A.\ A.\ t e the the the spectral spectral spectral spectral bandwidth. b ndwidth. bandwidth. bandwidth. Once Once Once Once measured,the measure ,the measured,the measured,the OPD OPD OPD OPD informa ion information information information can can can can beb bebe
used used used used to to to to control control control control an an an an opti al opti al optical optical de ay delay delay delay line lin  line line and an  and and clos  close close close a a a as rvo rv  servo servo loop. loop. loop. loop. The The The Thecor ection correction correction correction ycl  cycle cycl  cycle does d es does d es not not ot not last last last lastmore more more more han han than than a  a a fewfewfewfew
seconds: seconds: seconds: seconds: the the th  the atmospheric atm spheric atmospheric atmospheric eing eing seeing seeing and/or and/or and/or and/orcalibratio  calibration calibration calibration er ors er ors errors errors in n in in bas l e baseline baseli e baseline metrology metrology metrology metrology cause cause cause cause n a  an an OPD OPD OPD OPD drift drift drift drift which which which which in in in in tu urnturnturn
causes causes causes causes a a a a frequency frequ ncy frequency frequency drift drift drift drift of of of ofthe the the th  fringe ringe fringe fringe peaks. peaks. peaks. peaks. I  In I  In addition addition addition addition to to to to he the the the ability ability ability ability t  to to  deal deal deal deal w th with with with l rge l rge large large pertures apertures apertures apertures nd and and and tmos hericatmosphericatmosphericatmospheric
seeing, seeing, seeing, seeing, another another another another dvantag  advantage advantage advantage of of of of DFT DFT DFT DFT ov r over over over GD  GD GDT GDT is is is is that that that that t e the he the sign sign sign sign of of of of t the the the OPD OPD OPD OPD is is is is directly directly directly directly measute , measuted, measuted, measuted, thanks thanks thanks th nks to o to to h  t e the e non-nullnon-nullnon-nullnon-null
us us us us known known known known from from from from the the the thepupil pupil pupil pupil spacing spacing spacing spacing in in in in the the the the optical optic l optical optical se up setup setu  setup (Fig. (Fig. (Fig. (Fig. 1).1) 1).1).
.2-D.2-D.2-D.2-D
Fi,gure Fi,gure Fi,gure Fi,gure 1. 1. 1. 1. Fouri er Fouri,er Fouri,er Fouri,er anal sis analgsis analgsis analgsis i,  i,n i,n i,  th  the the the group-d,el y group-d,elay group-d,elay group-d,elay tracki,ng tracki,ng tracki,ng tracki,ng meth d method method method (l ft), (left), (left), (left), and an  and ani  i,  i,n i,n th  the the the spersed dispersed dispersed dispersed fringefringefringefringe
traclei,ng traclei,ng traclei,ng traclei,ng method, method, method  method, for f r for f r multi-speckle multi-speckle multi-speckle multi-speckle i ages images images images (right).(right).(right).(right).
2. 2. 2. 2. STATISTICAL STATISTICAL STATISTICAL STATISTICAL APPROA H APPROACH PPROACH APPROACH OF OF OF OF FRINGE RINGE FRINGE FRINGE DETEC IONDETECTIONDETECTIONDETECTION
AND AND AND AND TRACKING TRACKING TRACKING TRACKING METHODSMETHODSME HODSMETHODS
Optical Optical Optical Optical pa h path path path difference difference difference difference measurements measur ments measurements measurements con ist consi t consist consistin i  in in finding finding f nding finding the the the thespa al sp tial spatial spatial fr quency frequency frequency frequency z6 z6 z6 z6 of of of of the the the the maximum maximum maximum maximum in in in inthe the the the power power power power sp c-spec-spec-spec-
trum trum trum trum of of of of fringed fringed fringed fringed imag s: images: mages: images: the the the the Flinge Flinge Flinge Flinge Power Power Power Power Sp ct um Spectrum Spectrum Spectrum Analysis Analysis Analysis Analysis (FPSA). (FPSA). (FPSA). (FPSA). With With With With his this thismethod, method, method, method, the the th  the esti ated estimate  estimated estimated frequencyfrequencyfrequencyfrequency
iloppsa iloppsa iloppsa iloppsa after after after after I[7 I[7 I[7 I[7 fr mes frames frames frames ar  are are are integ at d integrated integrated integrated is is is is def ed defined defined defined by:by:by:by:
UoFPSAUoFPSAUoFPSAUoFPSA ; ; ; ; Ahrps.q Ahrps.q Ahrps.q Ahrps.q * * * * 0.0.0.0.
The The The The difficulty difficulty difficulty difficulty arises arises arises arises f om from from from the the the the low low ow low ligh -l vel light-level light-level light-level and and and and the the the the ow low low low 7, 7, 7, 7, w ich hich which which affect affe t affect affect th  t e the th  signal-tonoise signal-tonoise signal-tonoise signal-tonoise ratio rati  ratio ratio (SNR)' (SNR)' (SNR)' (SNR)' At A  At At thethethethe
narrow narrow narrow narrow spectral spectral spectral spectral band-pass band-pass band-pass band-pass and nd and nd short short short short fr me frame frame frame times times times times 6t 6t 6t 6t impo ed impo ed imposed imposed by by by by the the the the at ospher c atmospheric atmospheric atmospheric seeing s e ng seeing seeing in i in in the th the the v sible, v sible, visible, visible, the the the i agesimagesimagesimages
consist consist consist consist in in in i  a a a a relatively relatively relatively relatively small small small sma l (N (N (N (N < < < <107) 107) 107) 107) number number number number of of of of ph tons. photons. photons. photons. Therefor , Therefore, Therefore, Therefore, ph ton photon photon phot n counting cou ting counting counting ameras ameras cameras cameras are are are ar  m ndato y,mandato y,mandatory,mandatory,
even even even even if if if if si gle singl  single single low-noise ow- oise low-noise low-noise CCDs CCDs CCDs CCDs could c uld could could be b  be beused sed used used in in in in the the the the future7. future7. future7. future7. Let Let Let Let {xjt} {xjt} {xjt} {xjt} be be be be a a a a set set set set of of of of lfr(t) lfr(t) lfr(t) lfr(t) photon photon photon photon co rdinates coordinates coordinates coordinates measuredmeasuredmeasuredme sured
during during during during a a a a fr me f ame frame frame lt,t+6t), lt,t+6t), lt,t+6t), lt,t+6t), the the the the power power power power spect um spectrum spectrum spectrum of of of of the the the the frames fra e  frames frames at at at  u: u: : u: os os os os is is is iexpres ed expressed expressed expressed by:by:by:by:
(1)(1)(1)(1)
livr-r livr-r livr-r livr-r IIII
: : : : a,rs a,rs a,rs a,rs max m x max max | | | | ! ! ! ! let", let", let", let", rr)l' rr)l' rr)l' rr)l' IIIIIt=o It=o It=o It=o IIII
(5)(5)(5)(5)




Nr Nr Nr Nr 
-1-1-1-1
lp,@)l': lp,@)l': lp,@)l': lp,@)l': IIII
,:0,:0,:0,:0
where where where where t1 t1 t1 t1: : : : (u,u6)T. (u,u6)T. (u,u6)T. (u,u6)T. One One One One might might might might ask: ask: ask: ask: is is is is FPSA FPSA FPSA FPSA the the the the most most most most fficient efficient efficient efficient method method method method ? ? ? ? The The The The qu sti  question question question may may may may be be be be answered answered answered answered bybybyby
comparing comparing comparing comparing FPSA FPSA FPSA FPSA to to to to maximum maxi um maximum maximum likel hood likelihood likelihood likelihood estimators esti ators stimators estimators (MLE), (MLE), (MLE), (MLE), whic  which which which are are are are known known known known to  to t  be be be be "efficient": "efficient": "efficient": "efficient": Let L t Let Let @ @ @ @ be b  be be set set set set ofofofof
pu.u*"t"r., pu.u*"t"r., pu.u*"t"r., pu.u*"t"r., and and and and Z(xlO) Z(xlO) Z(xlO) Z(xlO) be be be be the he the the probability probability probability probability of of of of x x x x given given given given O. O. O. O. An An An An es imat r estimator estimator estimator Ai Ai Ai Ai of. of. f. of. n an an an el ment element element element 0a 0a 0a 0a of. of. of. of. @ @ @ @ will will will will be b  be be effici nt efficient efficient efficient i ififif
its its its its var ance variance variance variance is is is ism imal minimal minimal minimal and and and and qual equal equal equal to to to to he the the the Cr m6r-Rao Cram6r-Rao Cram6r-Rao Cram6r-Rao bound. bound. bound. bound. This This This This condition c ndition condition condition is is is then then then then express d expressed expressed expressed by:by:by:by:
n n n n fta fta fta fta - - - - r,o)'|: r,o)'|: r,o)'|: r,o)'|: I-rli,i],I-rli,i],I-rli,i],I-rli,i],
where where where where 1 1 1 1 is is is is the the the thFisher's Fisher's Fisher's Fisher's information information information information matr x matrix matrix matrix defined defined de ined defined by:by:by:by:
r[i,j1:rl_Pr,rr,] r[i,j1:rl_Pr,rr,] r[i,j1:rl_Pr,rr,] r[i,j1:rl_Pr,rr,] ,r,,r ,r,,r,
The The The The relationship relationship relationship relationship between betw en between between Fouri r Fouri r Fouri r Fourier a alysis analysi  analysis analysis d and d and maximum m ximum maximum maximum likelihood likelihood likelihood likelihood estimation estimation stimation estimation in n in in Michelson Michelson Michelson Michelson interfer metry interferom try interferometry interferometry a  at at at lowl wlowlow
light light light light level level level level has has has has b en b en been been noticed oticed noticed noticed i  in in in 1973 1973 1973 1973 by by by by Walkup Walkup Walkup Walkup an  and and and Goodmans Goodmans Goodmans Goodmans for for for for intensity, intensity, intensity, intensity, fringe fringe fringe fringe phas , phase, phase, phase, a d and d and v sibility visibility visibility visibility est ma ionestimationestimationestimation
in in in in mo ochromatic monochromatic monochromatic monochromatic fringed fringed fringed fringed images. i ages. mages. images. The The The The problem problem pr blem problem is s is is slightly slightly slightly slightly diff rent diff rent different different her , here, here, here, a as as asthe th the th  p ram t  parameter parameter parameter to to to to be b  be be ex racted xt acted xtracted extracted is is is is thethethethe
fringe fringe fringe fringe spacing spacing spacing spacing (or (or (or (or frequ n y). frequency). frequency). frequency). It It It It ca  can can can be be be bd monstrated demonstrated demonstrated demonstrated (see (see (s e (s e Appen ix) Appendix) Appendix) Appendix) that th t that that e the th  the frequency frequency frequency frequency d6 d6 d6 6 found found found fo nd by by by by FPSA FPSA FPSA FPSA is is is is ana anan
approximation approximation approximation approximation of of of of the the he the one one one one f und found found found by by by by MLE:MLE:MLE:MLE:
fioutp: fioutp: fioutp: fioutp: arg arg arg arg maxmaxmaxmax ; ; ; ; fioute fioute fioute fioute * * * * 0.0.0.0.
Mathematically, Mathematically, Mathematically, Mathematically, the the the the approximation pproximation approxi tion approximation is is is s g od good good good whe  when when when 7 7 7 7 is is is is mall. small. small. small. However, However, However, However, it it it it c n can can can be be b  b  shown shown shown shown by by by bynumerical numerical numerical numerical si ulations simulatio s simulations simulations thatthatthatthat
even even even even for for for for ^{ ^{ ^{ ^{ : : : : l, l, l, l, FPSA FPSA FPSA FPSA and and and and MLE MLE MLE MLE yield yield yield yield the the the the same sam same same result. result. r sult. result. As As As As FPSA FPSA FPSA FPSA and and and and MLE MLE MLE MLE yield yield yield yield v ry very very very close close close close r sults, result , results, results, it it it it s  is is pr ferablepreferablepreferablepreferable
to to to to use use use use FPSA, FPSA, FPSA, FPSA, which which which which requires requires requires requires l ss less l ss less computation computation computation computation ycles cycles ycles cycles han than than than MLE, MLE, MLE, MLE, b by by by avoiding avoiding avoiding avoiding the the the the problem problem problem problem of of of of phase has  phase phase estimation esti ation estimation estimation inininin
each each each each fr me.frame.frame.frame.
3. 3. 3. 3. INTRODUCING INTRODUCING INTRODUCING INTRODUCING A A A A PRIORI PRIO I PRIORI PRIORI INFO MATION NFORMATIONINFORMATIONINFORMATION
As As As As the the the the pr sent pr sent present present m thod method method method (FPSA) (FPSA) (FPSA) (FPSA) of of of of fringe ringe fringe fringe f equency frequency frequency frequency measurement measu ment measurement measurement has has has has been b en b en b en shown shown shown shown to to to t b  be be ptimal, opti al, optimal, optimal, the th  he the only nly only only wa  way way way totototo
improve improve improve improve t it it its s s is to o to to use use use use a a a apriori i ri priori priori info mation. information. information. information. We We We We cons der consider co s der cons derthe the the the case ase case case of of o  of bs vations observations observations observations at at at at  a  a cri cal critical critical critic l lightJevel: lightJ el: lightJevel: lightJevel: due due due due to to t to fluxfluxfluxflux
variations variations variations variations betwee  between between between OPD OPD OPD OPDcorrection correctio  correction correction cycl s, cycles, cycles, cycles, a a a afring  fr nge fringe fringe loss loss loss loss may may may may occur occur occur occur fter fter after after an an an an u f vor bl  unfavorable unfavorable unfavorable cycle, cyc , cycle, cycle, altho gh although alth ugh although fringes fri ges fringes fringes werewe ew rewere
previously previously previously previously detected detected detect d detected and an and and tracked tracked racked tracked for for for forseve l s veral several several cycles ycl s cycles cycles at at t at  a  good good good good SNR. SNR. SNR. SNR. The The The The r l rol rol role of of f of a a a a prio i priori priori priori inf rmati n information information information is s is is theref re therefore therefore therefore totot to
constrain constrain constrain constrain the the the the fringe fri ge fringe fringefrequency frequency frequency frequency s arch search s arch s arch to to to to a a a  domain domain domain domain d termined etermined determined determined fr  from from from th  the he th  history history history history f of of of he t e he t e pr vi us previous previous previous f quency freq ency frequency frequency value ,values,values,values,
enhancing enhancing enhancing enhancing the the th  t e SNR SNR SNR SNR of of of ofthe the the urrently currently currently currently computed computed computed computed FPS.FPS.FPS.FPS.
The The The The OPD OPD OPD OPD drift drift drift drift as as as as  a a  function function function function of of f of time time me time r.r.,(t) r.r.,(t) r.r.,( ) r.r.,(t) ca can ca  can be be be bed composed decomposed decomposed decomposed into int  into into a a a a series s ries series series of f of of terms, terms, term , terms, among a ong a ong among which which which which there there there there is:is:is:is:
a) a) a) a) micro.seismic micro.seismic micro.seismic micro.seismic a tivity: activity: act vity: activity: random r ndo  random random Dirac Dirac Dirac Dirac pulses pul  pulses pulses convolved convolv d convolved convolved by by by by the the the th  in rtial inertial inertial inertial response r sponse response response of of of of the th he thgrounde grounde grounde grounde and and and andth the the the instru-instru-instru-instru-
ment,ment,ment,ment,
b) b) b) b) atmospheric atmospheric atmospheric atmospheric turbulence turbulence turbulence tu bulence l rge- cal  large-scale large-scal  large-scale structures, structures, structures, structures, featuring featuring featuring featuring   a a powe  power pow r power spect um spectrum spectrum spectrum d sc ib d d scribed d scribed described by by y by a a a aVon Von Von Von Karma Karman Karman Karman model,mo el,model,model,
c) c) c) c) a a a a slow slow slow slow drift drift drift drift ue due due due to to to to residuals residuals residuals residuals of of of of earth earth earth earth otation rotation rotation rotation correction: correction: correction: correction: imp rfect mperfect imperf t imperfect obj ct object bject obj ct ordinat s c ordinates coordinates coordinates a d a d and an  bas li es/opticalbaselines/opticalbaselines/opticalbaselines/optical
trains trains trains trains metrology.metrology.metrology.metrology.
For For For For all all all allthese these these these terms t rms terms terms t(t) tt(t) tt(t) tt(t) will will will will be b  be beautocorrelated autocorrelated autocorrelated autocorrelated and and and and e o  o e one may may may may t ke take t ke t ke dlant ge dlantage adlantage adlantage of f of of uto-regressive auto-regressive auto-regressive auto-regressive (AR) (AR) (AR) (AR) methods.me hods.methods.methods.
When When When When tu(t) tu(t) tu(t) tu(t)is is is is sampled sampled sampled sampled in in in in tim , time, time, tim ,it it it itbeco es becomes becomes becomes a a a a discrete discr te discrete discrete s gnal signal signal signal r.lrr. r.lrr. r.lrr. .lrr.It It It It should should should should b  be be be pos ible po sible possible possible t  to to t  make make make make a  a a pr diction prediction prediction prediction of of of ofthe hethethe
next next next next value value value value urza1 urza1 urza1 urza1 f om from from from the the the thepr vious previous previous previous ones ones ones ones {urrr-;}: {urrr-;}: {urrr-;}: {urrr-;}: u) +! u)n+! u)n+! u)n+! could could could could be be be bei entifi d identified identified identified by by by by an an an an uto-r gressive auto-regressive auto-regressive auto-regressive m d l:model:model:model:
p-1p-1p-1p-1
't!)n*r 't!)n*r 't!)n*r 't!)n*r : : : : Don.*n-r,Don.*n-r,Don.*n-r,Don.*n-r,i:0i:0i:0i:0
{oa} {oa} {oa} {oa} being being being being the the the the parame ers parameters parameters parameters and and and nd p p p p is is is is the the the the o der order o der order f of of of the th  th  the mod l,model,model,model,
( ( ( ( ",g-' (",g-' (",g-' (",g-' cos(2auflxjs)) cos(2auflxjs)) cos(2auflxjs)) cos(2auflxjs)) . . . . (''fl,' (''fl,' (''fl,' (''fl,' sin(2zruflxi'l,)') in(2zruflxi'l,)')sin(2zruflxi'l,)')sin(2zruflxi'l,)')
[lrr-r,,rr.(t)-r [lrr-r,,rr.(t)-r [lrr-r,,rr.(t)-r [lrr-r,,rr.(t)-r IIII
In In In In f[ f[ f[ f[ (t+r"o.(z,rrt[*ir+'p(,))) (t+r"o.(z,rrt[*ir+'p(,))) (t+r"o.(z,rrt[*ir+'p(,))) (t+r"o.(z,rrt[*ir+'p(,))) IIII





As As As As no no no no a sumption assumption assumption assumption about about about about the the the he st ti narity s ationarity stationarity stationarity of of of of w w w w can can c n can be be be be formul ted formulated formulated formulated (if (if (if (ifa a a a correlation correlation correlation correlation exists), xists), exists), exists), the he the the valu s values values values of of of of th  the the thm d lmodelmodelmodel
parameters parameters parameters parameters may may may may drift drift drift drift (especially (especially (especially (especially if i  if f tr tr tr t  is is is i  aflected aflected afl ted aflected by b  by by micro-s ismic mi ro-seismic micro-seismic micro-seismic activity). activity). activity). activity). An An An An adaptive adaptive adaptive adaptive ethod, m hod, method, method, correcting corr cting c rrecting correcting { i}{oi}{oi}{oi}
at at at at each each each each new new new new v lue value value value of of of of .r, u.r, .r, u.r, is is is is equired. required. required. required. We We We We chose chos chos  chose t e the th t e w ig te  weight  weighted weighted cursive recursive recursive recursive l ast l ast leas  least squar s quares squar s squares (WRJ,S) (WRJ,S) (WRJ,S) (WRJ,S) algorithm algorithm algorithm algorithm as as as as d ptiveadaptive dapt veadaptive
method. method. method. method. This This This This algorit m algorithm algorithm algorithm featur s features features features a  a a better better b tter better p xamet r paxam ter paxameter paxameter tr cking t acking tracking tracking than than tha  th n e he the thsimple simple simple simple recursive recur ve r cursive recursive l ast least lea t l ast squares qua s squares squares algorithm,algorithm, lgorithm,algorithm,
by by by by introducing introducing introducing introducing a a a a "forgetting "f rgetting "forgetti  "forgetting factor" factor" factor" factor" on on on o  he the the the m asurem nt measurement measurement measurement history, history, history, history, thus thu  thus t us r ducing red cing reducing reducing i s its it  its own own own own in rtia. in rtia. inertia. inertia. WRIS WRIS WRIS WRIS equa onsequationsequationsequations
giving giving giving giving the the the the evolution olution evolution evolution from fr m fr m from step step step step n n n n t  to to to  t  step step n* n*l n*l n*l aretaretaretaret
(1 (1 (1 (1 1)1)1)1)
where where where where k k k k is is is is the the the the adaptation adaptation adaptation adaptation gain, gain, gain, g in, kn wn k own k own known as as as as "K lm n "Kalman "Kalman "Kalman gain", gain", gai ", g in", P P P P is is is is the the the the covaria ce covariance covariance covariance mat ix, matrix, matrix, matrix, .\ .\ .\ .\is is is is th  the the the forgetting forg tting forgetting forgetting factor fact  factor actor ( (a(a(a
real real real real number number number number s ch such such such as as as as 0 0 0 0< < < < l l l l < < 1), 1), 1), 1), a: a: a: a: (o0 ..., p_1)a (o0,...,ap_1)a (o0,...,ap_1)a (o0,...,ap_1)a is is is is the the the the auto-regressive auto-regressive auto-regressive auto-regressive m d l model model model of of of f ut, ut, ut, ut, wr, wr, wr, wr, : : : :(un,...,wn- )T (un,...,wn-o)T (un,...,wn-o)T (un,...,wn-o)T isi isis
the the the the set set set set of of of of pr vi us previous previous previous values valu s values valuefor for for fo  ut, ut, ut, ut, and and and and I I I I is is i is the the the the id ntity identity identity identity matrix.matrix.matrix.matrix.
If If If If n, n, n, n, is is is is autocorrelated, autocorrelated, autocorrelated, autocorrelated, then then then then w  we we w  coul  could could could us use se use AR AR AR AR modeling modeling modeling modeling and and and and WRLS WRLS WRLS WRLS for for for for a a a a priori priori priori priori f i e fringe fringe fringe t acking: tracking: tracking: tracking: Let Let Let Let tlt(u) tl (u) lt(u) tlt(u) be be be be aaaa
likelihood likelihood likelihood likelihood function function function function giving giving giving giving the th  the the probability probability probability probability f r for for for the the the the nex  n xt next next value value value value of of of of z. z. z. z. Then, Th n, Then, Then, we we we we can ca  can can imagine imagine imagine imagine the the the the following followin  following following BayesianBayesia BayesianBayesian
algorithm algorithm algorithm algorithm for for for for a a a a cycle:cycle:cycle:cycle:
\ \ \ \ a(n* a(n* a(n* a(n* 1) 1) 1) 1) : : : :qr,"rqr,"rqr,"rqr,"r
2) 2) 2) 2) fi,s(n fi,s(n fi,s(n fi,s(n + + + + 1) 1) 1) 1) : : : :a(n a(n a(n a(n * * * * r) r) r) r) 
- - - - 
w(n)w(n)w(n)w(n)
3) 3) 3) 3) Flinge Flinge Flinge Flinge acquisition acquisition acquisition acquisition * * * *Et Et Et Et lFr(u)l'lFr(u)l'lFr(u)l'lFr(u)l'
+) +) +) +) G(u G(u) G(u) G(u) : : : : tb(u tb(u tb(u tb(u 
- - - - 
0,o(n 0,o(n 0,o(n 0,o(n + + + + l)lw"). l)lw"). l)lw"). l)lw"). DrlFr(")l'DrlFr(")l'DrlFr(")l'DrlFr(")l'
5) 5) 5) 5) us(n us(n us(n us(n + + + + 1) 1) 1) 1) : : : :arg arg arg arg max[G(u)]max[G(u)]max[G(u)]max[G(u)]
6) 6) 6) 6) OPD OPD OPD OPD correction correction correction correction according according according according t  t  o to us(n us(n us(n us(n * * * * 1)1)1)1)
7) 7) 7) 7) w(n w(n w(n w(n + + + + 1) 1) 1) 1) : : : : w(n) w(n) w(n) w(n) * * * * u6(n u6(n u6(n u6(n * * * *1)1)1)1)
WRLSWRLSWRLSWRLS
8) 8) 8) 8) wn+t, wn+t, wn+t, wn+t, an-------------+ an-------------+ an-------------+ an-------------+ a,7741a,7741a,7741a,7741
9) 9) 9) 9) Back Back Back Back to to to to (1)(1)(1)(1) (r2)(r2)(r2)(r2)
we we we we can can can can assume assume assume assume that th t that that ry' ry' ry' ry'i i isisWhat What What What rem ins remains remains remains to o to to be be be beadjusted adjusted adjusted adjusted is is is is the the the the pe hape shap  shape and and nd and wi th width width width of. of. of. of. {. {. {. {. In In In In a a a a first first first first approximation,approximatio ,approximation,approximation,
non-depending non-depending non-depending non-depending on on on on w, w, w, w, a  and a d and given giv  given given by by by byth  the the the WRLS WRLS WRLS WRLS rror rror error error o   on on d,.d,.d,.d,.
4. 4. 4. 4. TEST TEST TEST TEST WITH WI H WI H WITH REAL REAL REAL REAL DATADATADATADATA
In In In In order order order order to to t  to st test test test h the the he validity validity validity validity of of of of AR AR AR AR algorithms algorithms algorithms algorithms for for for for nge frin e fringe fringe tr cking, tracking, tracking, tracking, an  an an utocorrelation autocorrelation autocorrelation autocorrelation test test test test eeds needs needs n eds to to to to be b  be b  done don  d e done on on on on rea,lrea,lrea,lrea,l









500 500 500 500 100  10 1000 1000 1 00150015 015002 2 2 00200025 5 25002500 30003000300030003s 03s 03s 03s 0
Figure Figure Figure Figure 2. 2. 2. 2.Opti,cal Opti,cal Opti,cal Opti,cal path path path ath diff rence difference difference difference measured measured measured measured at at at at GI?T GI?T GI?T GI?T uri,ng duri,ng duri,ng duri,ng a a  a t t t t ho r hour hour hour obseraation bseraation obseraation obseraation f of of f-Ando-Ando-Ando-And(*u (*u (*u (*u : : : : 3.62), 3.62), 3.62), 3.62), September September September September 1995. 1995. 1995. 1995. Steps Steps Steps Steps ar  are are ar  due due due due to to to to elescop telescope telescope telescope supp rt support support support toggli'ng; toggli'ng; toggli'ng; toggli'ng; peak  peaks peaks peaks ar are re are du  due due due tot toto
fri,nge fri,nge fri,nge fri,nge scanning.scanning.scanning.scanning.
( ( ( ( kn+r: kn+r: kn+r: kn+r: P,,wn P,,wn P,,w  P,,wn [] [] [] [] +  + + w[P,w, ]-lw[P,w,,]-lw[P,w,,]-lw[P,w,,]-l
{ { { { ,,*, ,,*, ,,*, ,,*, : : : : [r [r [r [r - - - - k,, ,w]]P,,.\-1 k,,*,w]]P,,.\-1 k,,*,w]]P,,.\-1 k,,*,w]]P,,.\-1 1111
l. l. l. l. 
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Our Our Our Our algorithm algorithm algorithm algorithm has has has has been been been been initi lly i itially initially initially dedicated dedicated dedicated dedicated to to to o GI2T, GI2T, GI2T, GI2T, which which which which at at at at this t is this t is perio  period period period was was was was not n t not not available available available available for for for for obs rvations observ tions observations observations due due due due totototo
the the the the implementation implementation implementation implementation of of of of the the the the new n w new new b am bea  be m beam r combiner: r combiner: recombiner: recombiner: REGAINl0. REGAINl0. REGAINl0. REGAINl0. We We We We th refore therefore therefore therefore used us d us d used OPD OPD OPD OPD data data data data recor ed recorded recorded recorded uring uring during during th thetheth
observation observation observation observation of of of of .And o.And o.And .And (a (a (a (  3.62 3.62 3.62 3.62 visual visual visual visual magnitude magnitude magnitude magnitude star). star). star). star). W We We We came cam  c me came across cross across across some some some some ifficulties difficulties difficulties difficulties to to to to process process process process this this this this data:data:da a:data:
a) a) a) a) The The The The s mpling sampling sampling sampling was was w s was not not not not perfec ly perfectly perfectly perfectly iodic. iodic. iodic. periodic. This This This This is i  is is du due due due t  to to to he the the the fringe fringe fringe fringe tracking tracking tracking tracking method method method method us d, used, use , used, cor ting correcting correcting correcting th  the the the OPDOPDOPDOPD
and and and and starti g starting starting starting   a a new new new new po e  power power power spect um spectrum spectrum spectrum integ ation integration integration integration as as as as soon soon soon soon as as as as the the he the SNR SNR SNR SNR r ach s reaches reaches reaches a  a a given given giv n given thr shold. thr hold. threshold. threshold. Hence, Hence, Hence, Hence, the th  t e the cyclecy lecyclecyc e
time time time time vari s varies varies varies (Fig. (Fig. (Fig. (Fig. 3) 3) 3) 3)according according according according to t  to to he the the the se ing.seei .seeing.seeing.
b) b) b) b) The The The The softwar software software software that that that that conver s conver s converts converts th  the the th  integrated integrat d integrated integrated power power power power spect um sp ctrum spectrum spectrum into i to into into an an n an OPD OPD OPD OPD measure measure measure measure c eates creates creates c ates artifacts artifacts rtifacts artifacts wh n when when when int r-inter-inter-inter-
polating polating polating polating the he the the peak pe k peak peak fr quency. frequency. frequency. frequency. This This This This cau es ca ses caus s causes sev ral several several several "modes" "mode " "modes" "modes" in in in in histogram histogram histogram histogram sketched sketched sketched sketched (Fig. (Fig. (Fig. (Fig. 3).3).3).3).
c) c) c) c) The The The The periodic periodic periodic periodic toggling toggling toggling toggling f of of of ring rin  ri ring supports supports supports supports i  in in in the he the thespherical spherical spherical spherical mo nt mount mount mount concr te co cr te concrete concrete telescopes elescopes tel scopes telescopes caused aused aused caused abrupt brupt bru t abrupt OPD OPD OPD OPD shiftsshiftsshiftsshifts
. . . . 
ur"ry ur"ry ur"ry ur"ry few few few few minutes minutes minutes minutes du ing dur g during during observations observations observations observations (Fig. (Fig. (Fig. (Fig. 2). 2). 2) 2). These These These These s ifts s ifts s ifts shifts aff ct aff ct affect affect t  the the th  WRLS WRLS WRLS WRLS tracking tracking tracking tracking efficiency. eff ciency. efficiency. efficiency. How ver,Howev r,How ver,However,
it,s it,s it,s it,s easy easy easy easy to o to to f recast forecast forecast forecast th m, them, them, them, and and and and they they they they shoul should should should be be be be e iminated eliminated eliminated eliminated in in in in the the the the n xt n xt next next v rsion version version version of of of of the th  the th  tele c pe telescope telescope telescope drives. driv . driv s. driv s. For For For For thetheth the



















Fi,gure Fi,gure Fi,gure Fi,gure 3. 3. 3. 3. Hi,sto rams Hi,stograms Hi,stograms Hi,stograms oJ oJ oJ oJ the the the the di,stribu i, n di,stributi, n di,stributi,on di,stributi,on of of of f he he the he OPD OPD OPD OPD u u  u (l ft), (left), (left), (left), and and and and d,istri,buti,on d,istri,buti,on d,istri,buti,on d,istri,buti,on of of of of the he the the c rrect'ioncorrect'ioncorrect'ioncorrect'ion
cycle cycle cycle cycle tim  time time time orr spond'ing correspond'ing correspond'ing correspond'ing t  to t  to an a  a  an OPD OPD OPD OPD sampli,ng sampli,ng sampli,ng sampli,ng peri,od peri,od peri,od peri,od (right).(right).(right).(right).
-50+5-50+5-50+5-50+5
OPD OPD OPD OPD (pm)(pm)(pm)(pm)
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Time Time Time Time (s)(s)(s)(s)
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Time Time Time Time dt dt dt dt b tween between between between two two two two cYcles cYcl s cYcles cYcles (s)(s)(s)(s)
5 5  50 50 't 't 't 't  0 00 00 15 15 150150
Time Time Time Time (s)(s)(s)(s)
Figure Figure Figure Figure l. l. l. l. Euoluti,on Euol ti,on Euoluti,on Euoluti,on of f of f AR AR AR AR parameters parameters parameters parameters computed computed com uted computed by by by by WRLS WRLS WRLS WRLS l r lor lor lor th  the the the OPD OPD OPD OPD dri,ft dri,ft dri,ft dri,ft uring during during during the the the the obser-obs r-obser-obser-
uat'i,on uat'i,on uat'i,on uat'i,on of of of of -And o-And o-And o-And (left), (left), (left), (left), and, and, and, and, from from from from a a a synthesized synthesized synthesized synthesized uncorcelated u corcelated uncorc lated uncorcelated si'7nal si'7nal si'7nal si'7nal (ri,ght).(ri,ght).(ri,ght).(ri,ght).
We We We We chose chose chose chose an an an an order order rder order p p p p : : : : 6 6 6 6for for for for the the the the model. model. model. model. The The The The paramet rs parameters parameters parameters of of of of the the the the AR AR AR ARmodeling modeling modeling modeling of of of oftrr trr trr rr by by by by WRLS WRLS WRLS WRLS for for for for -And, -And, o-And, o-And, evolves evolves evolves evolves in in in in timetimetimetime
as as as as sketched sketched sketched sketched in in in in Fig. Fig. Fig. Fig. 4. 4. 4. 4. This Th s This This figur  figure figure figure ompares compares compares compares them them them the  with with with with t  the e theAR AR AR AR param ters parameters parameters parameters from from from from a a a a synthesized synthesized synthesized synthesized non- u ocorr latednon-autocorrelatednon-autocorrelatednon-autocorrelated
signal, signal, signal, signal, having having having having the the the the same sam same same distribution distribution distribution distribution in in in in u u u u as as as asthe the the the ignal signal signal signal from from from from o-A d -A d o-And o-And . . . . The The The The value value value value of of of of 6 o6 o6 o6 is is is is clo e c ose close close t  to t  to 1 1 1 1 in in in in both both both both cases. cases. cases. cases. ThisThisThisThis
1,51,51,51,5
o1o1o1o1







is is is is due due due due to to to to he the the the nature nature nature nature of of of of , u, u, u, calc lated calculated calculated calculated by by by by integrating int grating integrating integrating th  the the he successiv  successive successive successive valu s alu s values valu  of of of of z z z z m asured measured measured measured by by by by FPSA. FPSA. FPSA. FPSA. The e Thes  These These resultsresultsresultsresults
suggest suggest suggest suggest that that that hat to to to to is is is is correlated correlated correlated correlated for for for for up up up up t  t  to to 10 10 10 10 
- - - - 
5 5 15 15 s.s.s.s.
5. 5. 5. 5. DISCUSSIONDISCUSSIONDISCUSSIONDISCUSSION
The The The The fact fact fact fact t at t at that that the the the OPD OPD OPD OPD signal signal signal signal looks looks looks looks c rrelated c rrelated correlated correlated may may may may le le d lead lead t  to to to significant significant significant significant improvements improvements improvements improvements in in in in f i ge fringe fringe fringet acking tracki  tracking tracking sens tivity.sensitivity.se sitivity.sensitivity.
However, However, However, However, one on  one on  must must must must be b  b  be v ry very very very ca ef l, careful, careful, careful, and and and and more more more more accurate accurate accurate accurate OPD OPD OPD OPD m asurements, me surements, measurements, measurements, at t at at a a a  cons ant constant constant constant sampli g sampling sampling ampling period period p riod period and and a d and withwithwithwith
an an an an improved improved improved improved frequency frequency frequ ncy frequency interpolation interpolation interpolation interpolation algorithm algorithm lgorithm algor thm r ma n remain remain remain necessary n cess y ecessary necessary to t  to o c nfirm confirm confirm confirm thi  this this thisre ult. result. result. result. T e e These These These will will wil will be b  be b  don  done done done as as as as oonsoonsoonsoon
as as as as the the the the new n w new new beam beam beam beam combin r combiner combiner combiner is is is is operational.operat onal.operational.operational.
The The The The fringe fringe fringe fringe tracking tracking tracking tracking method method method method h t that that that we w  we we p op sed proposed proposed proposed is is i  is based based based based on on on onthe th  the th  ssumption assumption assumption assumption of of of of the the the the autocorrelated autocorrelated autocorrelated autocorrelated ature nature nature natur  of of of of th  the th  the op icalop icaloptical ptic l
path path path path difference difference difference difference rifb. drifb. drifb. drifb. This This This This m tho  method method method improves improves improves improves fringe fringe fringe fringe t acking tracking tracking tracking sens tivity sensitivity sensitivity sensitivity only only only only a  t at at critic l critical critical critical light light l ght light levels, levels, levels, levels, when wh n when when the the the the fring fring fringefringe
SNR SNR SNR SNR is is is is sometimes sometimes sometimes sometimes und r under under under the the th  the requir d r quir d r quired required thr shold.threshold.threshold.threshold.
Another Another Another Another way way way way to to to o impr ve impr ve improve improve fringe fringe fringe f inge detection d tection detection detection would would would would b  b  be be to to  to intr duc  intr duce introduce introduce a a a a priori priori prior  p iori inf mati n inf rmation information information at at at at shorter shorter shorter shorter time ti e time time sc les. scales. scales. scales. We W We We havehavehavehave
assumed assumed assumed assumed until until until until now now now now that th that that we we  we re were were were at at at light light light light l vels levels levels levels or or or or visibility visibility visibility visibility levels level  levels levels such such uch such the the the t e SNR SNR SNR SNR was was was was too too too too l w l w l w low t to to to rec ver recover recover recover the the the the phas phasephasephase
in in in in a a a a si gle single single single fram . frame. frame. frame. How ver, However, However, However, th  the the the piston piston pist n piston ase phase phase phase due du  due due to to to atm spheric atmospheric atmospheric atmospheric turbulence turbulence turbulence tu bulence g(t) g(t) g(t) g(t) i  is is is t ll till still still orr lat d correlated correlated correlated from from from from on  one one one framefra frameframe
to to to to he the the the next, next, next, next, since since since since this this his this phas phase phase phase 
"rrolrrur "rrolrrur "rrolrrur "rrolrrur 
ccording according according according to t  to to a a a a T t rski Tatarski Tatarski Tatarski power power power powerspectrumll. spect umll. spectrumll. spectrumll. Let Let Let Let us us us us define define define define the the the th  spatio-t mporalspatio-temporalspatio-temporalspatio-temporal
fringe fringe fringe fringe pow r pow r pow r power spect um spectrum spectrum spectrum comp t d computed computed computed from from from from N, N, N, N, h ton phot n hoton photon co rdi ates coordinates coordinates coordinates a d a d and and da es dates dates dates {xr',tl} {xr',tl} {xr',tl} {xr',tl} by:by:by:by:
l&:' l&:' l&:' l&:' l'l'l'l'
STFPS(I,r): STFPS(I,r): STFPS(I,r): STFPS(I,r): l l l l I I I I 6(x-xj, 6(x-xj, 6(x-xj, 6(x-xj, t-tr)exp(-i2zr(ux t-tr)exp(-i2zr(ux t-tr)exp(-i2zr(ux t-tr)exp(-i2zr(ux +ut))l +ut))l +ut))l +ut))l (13)(13)(13)(13)lr-- lr-- lr-- lr-- ||||
Fringe Fringe Fringe Fringe motion motion motion motion (i.e. (i.e. (i.e. (i.e. phase phase phase phase volution) volution) evolution) evolution) is is is is conti uous conti uous continuous continuous and and and and sh ld should should should feature feature feature feature a  a apartic l r particula  particular particular v lo i y velocity velocity velocity s e tr m s ectr m spectrum spectrum revealed rev aled revealed revealed byb byby
STFPS. STFPS. STFPS. STFPS. Hence, Hence, Hence, Hence, within within within within a a a asimilar similar s milar similar te poral temporal temporal temporal inte val, interval, int rval, interval, h the th  the a-pr ori a-priori a-priori a-priori inf mation informati n information information introduced troduced intr duced introduced coul  could could ould lea lead le d lead to to to tfringe fri ge fringe fringe peakpeakp akpeak
detection, detection, detection, detection, wi h with wi h with a a a a bett r better b ter better SNR SNR SNR SNR than than than than t e the the the one one o e one btai d obtained obtained obtained by by by by classical classical classical classical FPS. FPS. FPS. FPS. Such Such Such Such a a a a space-time space-time space-time space-time Fourier Fouri r Fourier Fourier analysi  analysis analysis analysis methodmethodmethodmethod
has has has has been been been been successfully successfully successfully successfully t sted tested test d tested for for for for moving moving moving moving object object object object re n truction reconstruction reconstruction reconstruction from f om from from pho o  phot n photon ph ton s que cesl2. sequencesl2. sequencesl2. sequencesl2. How ver, How ver, However, However, this this this this require r quires requires requires aaaa
photon photon photon photon counting c u ting c unting counting amera camera camera camera with w th with with a a a good good ood good empor l temporal temporal temporal r solutionl3.res lutionl3.resolutionl3.resolutionl3.
In In In In adaptive adaptive adaptive adaptive fringe fringe fringe fringe t acking, tracki , tracking, tracking, i. . .e. i. . i.e. r al r l r al real ime time time time cor ction corr ction correction correction of of of of the the the the pist n pist  piston piston ase, hase, hase, phase, It It It It should hould hould should also also also also be be be be p ssibl  possible possible possible t  to to to predict predict predict predict th thethethe
phase phase phase phase in in in in a a a  fr me frame frame frame fro  fro  from from the the the thepr vious previous previous previous ones ones ones ones using using using using AR AR AR AR algorithm , algorithms, algorithms, algorithms, low ng allowing allowing allowing to to t to improve improve improve improve the the the the sensit vity sensitivity sensitivity sensitivity of of of of th s this thi  th s mod .mode.mode.mode.
At At At At present, present, present, present, our our our ourfirst fir t first first aim aim aim aim conc rn  concerns concerns concerns the the the th  autocorrelated autocorrelated autocorrelated autocorrelated na ure natur  n ture nature of of of of th the the the optical optical optical optical pa h path path path differen e differ nce difference difference rifb rifb drifb drifb as as as as me ured measured measured measured atatatat
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7. 7. 7. 7. APPENDIXAPPENDIXAPPENDIXAPPENDIX
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L’optique ondulatoire repose sur un principe fondamental appele´ 〈〈 principe de Huygens-
Fresnel 〉〉 qui peut se formuler ainsi, en adoptant le formalisme de Kirchhoff-Helmholtz.
Soit ψp l’amplitude complexe en un plan Πp d’une onde se propageant dans le vide vers
un plan paralle`le Πi situe´ a` une distance F (les deux plans sont orthogonaux a` un axe z).










ou` P ′ ∈ Πp, r = Fz + P − P
′, n(P′) est la normale a` la surface d’onde en P′ et K un
facteur d’atte´nuation de´pendant de l’angle entre n(P′) et P−P′. Si F est grande devant
P et P′, on peut alors remplacer r par F + ||P′ −P||2/(2F ) dans l’exponentielle complexe
et par F dans le de´nominateur. On a e´galement K(n(P′).r/r) ≈ 1 et l’expression (2-B.1)












Conside´rons a` pre´sent que dans le plan Πp, on place une lentille convergente de focale F
suppose´e sans aberrations. On appelera alors Πp le plan pupille et Πi le plan image. Le
de´phasage introduit en P′ par la lentille est donne´ par :







ou` n repre´sente l’indice du mate´riau utilise´ pour la lentille et e0 son e´paisseur en P
′ = 0.
L’expression de ψi(P) devient alors :







































































Figure 2-B.1. Illustration sur la formation des images en optique ondulatoire
On reconnaˆıt dans l’expression pre´ce´dente la pre´sence d’une transforme´e de Fourier de
l’amplitude complexe en P′. On a donc fait apparaˆıtre la proprie´te´ 〈〈 Fourie´risante 〉〉 des
lentilles. Conside´rons a` pre´sent que la transparence du milieu dans le plan Πp n’a pas
une e´tendue infinie, mais est de´finie par une fonction Θ dite 〈〈 fonction pupille 〉〉. On a

















Si l’onde e´mane d’une source ponctuelle place´e a` l’infini, on peut conside´rer la surface
d’onde comme plane au niveau de la pupille, avec une amplitude de module a0. Soit α
le vecteur des angles d’incidence de la source (angles forme´s entre le vecteur normal a` la
surface d’onde et celui normal aux plans Πp et Πi). On a alors :
Annexe 2-B. Rappels d’optique ondulatoire 221
ψp(P




















































On peut conside´rer que les objets observe´s sont constitue´s de plusieurs sources ponctuelles,
incohe´rentes entre elles, d’amplitudes et d’angles d’incidence diffe´rents. Un objet sera donc
de´fini par la fonction Oi(α) donnant l’intensite´ e´mise par la source en α a` la longueur d’onde









ou` S est appele´e 〈〈 fonction instrumentale 〉〉 ou PSF (point spread function) de´finie pour une
longueur d’onde λ et Oi repre´sente la distribution de sources-objet de longueur d’onde λ
telle qu’elle apparaˆıtrait dans le plan Πi si on avait S(P) = δ(P) (cas ide´al correspondant
a` une ouverture infinie). Dans les deux cas, les fonctions de´pendent de F . On remarque
que l’on a alors :






L’autocorre´lation de la pupille e´tant une fonction paire et re´elle, sa TF est e´gale a` sa TF
inverse. On aura donc :
Ŝ(w) ∝ CΘΘ(λFw) (2-B.11)
En fait, en imagerie d’objets lointains (donc en astronomie), on pre´fe`re raisonner en terme
d’angles et de 〈〈 fre´quences angulaires 〉〉. On de´finit alors le vecteur de fre´quences angulaires
u, avec u = Fv.
Dans le cas d’un te´lescope de diame`tre D, la fonction instrumentale sera a` syme´trie circu-
laire et son expression radiale sera :























exp(−i2πr cos θ) dθ (2-B.13)
La fonction donne´e par (2-B.12) est connue sous le nom de 〈〈 tache d’Airy 〉〉. Elle permet de
de´finir le pouvoir de se´paration angulaire (ou re´solution angulaire maximale) d’un te´lescope
de diame`tre D, en l’absence de turbulence atmosphe´rique :






Figure 2-B.2. Profils d’intensite´s d’une tache d’Airy. PSF d’un te´lescope de diame`tre
D (a) ; PSF de deux objets se´pare´s d’un angle de 1,22λ/D, observe´s par cet instru-
ment (b).
Dans le cas d’un interfe´rome`tre de Fizeau, constitue´ de deux ouvertures ΘT , de diame`tres
D se´pare´es par B et de focale F , la fonction pupille et son autocorre´lation s’e´crivent :
ΘI(P
′) = ΘT (P
′) ∗
[
(δ(P′) + δ(P′ −B)
]
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La bande passante re´sultante est donc forme´e d’un filtre passe-bas (correspondant a`
l’autocorre´lation d’une seule ouverture) et d’un filtre passe-bande centre´ autour de la
fre´quence angulaire B/λ. Conside´rons un objet Oi(P). Si D ≪ B, on peut faire








































Comme Oi(P) ∈ IR, on a alors Ôi(w) = Ô
∗
i (−w). On de´finit maintenant V =
|Ôi(B/(λF ))/Ôi(0)| et ϕo = arg(Ôi(B/(λF ))). L’expression de Î(w) devient alors :


















On trouve donc l’expression de franges d’interfe´rences dans le cas de la cohe´rence temporelle
(monochromatisme). Si on tient compte de l’ouverture ΘT , on peut approximer l’intensite´
dans le plan image par :
I(P) ∝ ST (P)
[







On aura donc des franges module´es par la tache d’Airy qui correspond a` une des ouvertures.

Conclusion ge´ne´rale
Il est difficile de faire une conclusion sur un travail aux multiples facettes. Globalement
(et cela n’a rien de re´volutionnaire), on peut dire est qu’il est souvent utile de disposer
d’une information temporelle pre´cise sur les photons et possible d’y arriver.
Sur la came´ra DELTA...
Si la came´ra DELTA n’existe pas encore, sa faisabilite´ a e´te´ prouve´e. Nous avons de´ja`
re´solu un certain nombre des difficulte´s techniques et sans doute les plus importantes. De
plus, sa construction progressive devrait e´viter les erreurs. Nous disposons de`s a` pre´sent
(octobre 1998) de deux intensificateurs d’images couple´s aux barrettes CCD. La prochaine
e´tape consistera a` fabriquer les amplificateurs des signaux en sortie des CCD. Si le principe
de tels amplis est simple, leur caˆblage devra eˆtre me´ticuleusement effectue´, compte tenu du
produit gain × bande-passante tre`s e´leve´ dont on a besoin. Viendra ensuite l’e´lectronique
de pre´centrage, plus complexe en apparence, mais dont la re´alisation devrait eˆtre plus aise´e.
L’expe´rience acquise avec la conception et la fabrication du dateur de photons DAUPHIN
devrait alors se re´ve´ler utile. Il faut aussi conside´rer les optiques de projection, mais la
simplicite´ du sche´ma optique utilise´ devrait permettre un travail rapidement acheve´. Nous
n’avons pas mentionne´ un dernier aspect de la came´ra DELTA, loin d’eˆtre ne´gligeable,
l’inte´gration me´canique. En effet, on a coutume de dire qu’il n’y a pas de bon instrument
optique sans bonne me´canique et il restera tout un travail a` faire pour passer d’un prototype
sur banc optique a` un instrument fiable et polyvalent, appele´ a` voyager entre une bonnette
de te´lescope et un recombinateur d’interfe´rome`tre.
Poursuivons notre perspective, en suivant toujours la 〈〈 me´thode des petits pas 〉〉. Avec les
deux barrettes CCD intensifie´es dont nous disposons, il est pre´vu de commencer d’abord
par construire une came´ra munie de deux axes de projection en quadrature. Si on se
retrouve alors avec un flux limite 11 fois plus faible qu’avec trois axes (voir IV-2), un tel
prototype devrait de´ja` permettre d’obtenir des re´sultats astrophysiques. Compte tenu du
flux, les donne´es des pre´centreurs pourront eˆtre envoye´es directement sur un des Macintoshs
dont nous disposons, capable d’effectuer simultane´ment l’extraction des coordonne´es de
photons, leur traitement et leur archivage. On pourra ensuite inte´grer la 〈〈 troisie`me voie
magique 〉〉 qui augmentera conside´rablement ses performances. Pour l’exploitation de cette
future came´ra DELTA comple`te, s’annonce alors un passionnant travail de programmation
sur le syste`me logiciel de reconstruction des trames en temps re´el par DSP. Car la came´ra
DELTA est certainement la premie`re came´ra a` comptage de photons a` profiter des progre`s
de l’informatique, ce qui lui permettra une e´volution facile a` mettre en œuvre.
226 Conclusion ge´ne´rale
Le projet DELTA est donc a` pre´sent bien entame´. Ses de´buts ont e´te´ difficiles, car il a
de´bute´, il y a trois ans, pratiquement ex-nihilo. De plus, de nombreux proble`mes d’aspect
non-scientifique se sont pose´s. Ils ont ralenti la progression du projet et ont jete´ le doute
quant a` sa concre´tisation. Cependant aujourd’hui, l’avenir de la came´ra DELTA s’annonce
plus radieux. Je souhaite donc que des jeunes scientifiques et techniciens passionne´s comme
moi puissent contribuer a` mener le projet a` son terme.
Sur l’interfe´rome´trie...
La disponibilite´ de l’information temporelle sur les photons a pu prouver son utilite´ pour
la reconstruction d’images en mouvement par transforme´e de Fourier temps-espace. Les
re´sultats que nous avons obtenus sont prometteurs quant a` l’application de notre me´thode
pour des domaines varie´s.
Malheureusement, la TF temps-espace que l’on pouvait attendre, par conse´quent, comme
une 〈〈 solution-miracle 〉〉 pour la de´tection des franges, n’a pas tenu ses promesses. Cepen-
dant, rien ne dit que cette me´thode ne pourrait s’ave´rer utile un jour. En particulier
lorsque la vitesse d’e´volution de la phase devient trop rapide, par rapport au flux, pour
permettre d’obtenir une bonne visibilite´ des franges dans les trames a` inte´grer. La TF
temps-espace pourrait alors se re´ve´ler inte´ressante pour d’e´ventuels interfe´rome`tres tra-
vaillant dans l’UV, ou lors de conditions de seeing tre`s mauvaises. Quant au suivi de
franges utilisant des pre´dicteurs, il reste encore bien hypothe´tique. Il est difficile de savoir
quel sera son efficacite´. Il faut aussi ajouter que mon travail sur l’interfe´rome´trie s’est
de´roule´ alors que s’ope´rait l’installation du recombinateur REGAIN sur le GI2T. Je ne
disposais donc d’aucun instrument pour les tests. Le repliement oblige´ sur un travail
the´orique, a ne´anmoins permis de mieux cerner le proble`me sur le plan statistique, en met-
tant en e´vidence que la me´thode utilise´e jusqu’a` pre´sent e´tait optimale. L’introduction de
l’information a priori devrait permettre son ame´lioration tout en conservant son principe
de base.
Mais l’interfe´rome´trie est avant tout une science de terrain. Les prochaines anne´es vont voir
la multiplication des interfe´rome`tres au sol et les opportunite´s pour tenter d’ame´liorer leurs
performances et d’accroˆıtre leur importance pour l’astrophysique ne vont pas manquer. Par
conse´quent, l’heure est maintenant a` l’action !
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IMAGERIE RAPIDE EN COMPTAGE DE PHOTONS
APPLICATION A` L’INTERFE´ROME´TRIE
STELLAIRE OPTIQUE A` LONGUE BASE
Re´sume´ : L’acquisition d’images en comptage de photons du spectre visible, avec une
grande pre´cision sur la date de chaque photoe´ve´nement, est particulie`rement profitable
pour les techniques d’observation au sol. Dans la premie`re partie de cette the`se, apre`s une
revue des diffe´rentes techniques d’acquisition et de traitements des photoe´ve´nements, je
pre´sente un nouveau type de came´ra a` comptage, remarquable pour sa haute re´solution
temporelle, et son haut flux maximum, la came´ra DELTA (De´tection d’E´ve´nements Lu-
mineux par Trois Axes). Je de´cris le principe de cette came´ra, ainsi que diffe´rentes solutions
techniques (optique, e´lectronique, informatique) qui pourraient eˆtre employe´es. J’expose
e´galement des nouvelles techniques de mesure et d’exploitation de l’information temporelle
lie´e aux photoe´ve´nements.
La seconde partie de mon travail concerne la de´tection et le suivi des franges en in-
terfe´rome´trie stellaire optique a` longue base au sol. Apre`s une e´tude statistique du
proble`me, je de´cris les diffe´rentes fac¸ons d’introduire dans les donne´es de l’information
a priori pour une meilleure efficacite´ de la de´tection. Une des me´thodes propose´es, util-
isant l’information a priori sur le piston atmosphe´rique fait appel a une datation pre´cise
des photons, et par conse´quent aux techniques de´crites dans la premie`re partie.
FAST IMAGING BY PHOTON COUNTING
APPLICATION TO LONG-BASELINE
OPTICAL STELLAR INTERFEROMETRY
Abstract: Image acquisition by photon counting in the visible spectrum with a high
precision on photoevents dating is especially useful for ground-based observations. In the
first part of this thesis, and after a review of several techniques for photon acquisition
and processing, I introduce a new type of photon counting camera, noticeable for its
high temporal resolution and its high maximum counting rate: the DELTA (Detector
Enhancement by Linear-projections on Three Axes) camera. I describe the concept of this
camera, and the engineering solutions (optics, electronics, computing) that could be used
for its construction.
The second part of my work regards fringe detection and tracking in ground-based and long-
baseline optical stellar interferometry. After a statistical approach of the issue, I describe
methods introducing a priori information in the data, in order to have a better detection
efficiency. One of the proposed methods, using a priori information on the atmospheric
piston, requires a precise photoevent dating, and therefore uses methods described in the
first part.
