A general statistical modeling problem is that given a class of competing models and new data, how one can improve the overall model performance. In general, there exist two solutions for this problem, namely model selection and model combination. Model selection is to select a single best model while model combination builds a composite model by aggregating all available information. However, except for this difference model selection and model combination share the most important key elements such as model performance evaluation and are closely related to each other. A generalized flexible framework for designing predictive model performance evaluation method is put forward and possible choices for its two components, that is, model distance measure and generability estimation, are categorized and reviewed. After than, a unified framework is proposed to accommodate both model selection and model combination, in which model selection works as an extreme case of model combination. Finally, many model selection and combination methods in the literature, all of which can be fit into the unified framework, are reviewed.
Minkowski-form distance
The Minkowski-form distance is defined based on the L p norm:
It has the following special case:
(1) Absolute, city block, or Manhattan distance: The Minkowski-form distance naturally measures how a function approximates another one. The Euclidean distance is often called mean squared error. If we assume that x is uniformly distributed, e.g. p X (x)=1, then ( variance bias
which implies that the mean-squared error can be decomposed into two parts, namely bias and variance. This result has further application in the bias-variance tradeoff.
Another property of the Euclidean distance is that by virtue of Parseval's theorem the Euclidean distance between two functions f(x) and g(x), d 2 (f, g), is equal to the Euclidean distance between their Fourier transforms.
Non-parametric test statistics (1) Kolmogorov-Smirnov distance
The Kolmogorov-Smirnov distance is the maximum distance between two functions over the input domain,
Note that the Kolmogorov-Smirnov distance is equivalent to the Minkowski-form distance with p→∞.
In statistics, it is often used for Kolmogorov-Smirnov tests. (2) χ 2 (chi-square) distance
Note that χ 2 -distance is not symmetric, and thus not a metric.
In the case of probability distributions, it can be interpreted as the mean squared relative error.
Like the Kolmogorov-Smirnov distance, it is often used for goodness-of-fit test, namely, χ 2 goodness-of-fit test.
2.1.3 Information-theoretic divergence (1) Kullback-Leibler divergence (Kullback and Leibler, 1951) In information theory, the entropy is defined as the expected value of log-likelihood, i.e. ∫ ⋅ dx x f x f ) ( ) ( log . The Kullback-Leibler divergence measures the relative entropy between two probability distributions,
The Kullback-Leibler distance was introduced in statistics as early as in 1951, and its use in hypothesis testing and model evaluation was propagated strongly by Kullback (1959) . It measures the degree of approximation or similarity between two probability distributions. However, in reality it is easy to extend it to general functions by normalizing them as long as ∫ dx x f ) ( and ∫ dx x g ) ( exist.
Nevertheless, it is noteworthy that the KL divergence is not a metric because it does not satisfy either symmetry or triangular inequality although a nonnegative distance.
(2) Jeffrey divergence The Jeffrey divergence (Jeffreys, 1946) is empirically derived from the K-L divergence such that it is symmetric, stable and robust with respect to noise. It can be written as
It is also known as Jensen-Shannon divergence (Lin, 1991) . Empirical study shows that in spite of differences these various discrepancy measurements typically give consistent results.
Generalizabililty estimation methods
A generalizability estimation method is used to estimate the generalization or predictive error, in fact the expected generalization error, based upon finite samples but without knowing the true model. Therefore, generalizability is a mean discrepancy between the true model and the best-fitting member of the model class of interest, averaged across all possible data that could be observed under the true model. The basic tenet of model selection is that among a set of competing model classes, one should select the one that optimizes generalizability. However, generalizability is not directly observable and instead one must estimate the measure from a data sample by considering the characteristics of the model class under investigation.
Before we turn to generalizability estimation methods, we first introduce Occam's razor and model complexity, which are crucial to most model selection criteria.
Occam's razor
Occam's razor, a principle also called principle of parsimony, can be dated back to the mediaeval philosopher William of Occam. It states that of two theories that describe the data equally well the simpler one should be preferred. To date, it has been underlying all scientific modeling and theory building. In any given model, Occam's razor helps us to "shave off" those concepts, variables or constructs that are not really needed to explain the phenomenon. By doing that, developing the model will become much easier, and there is less chance of introducing inconsistencies, ambiguities and redundancies. For a given set of observations or data, there are always an infinite number of possible models that might explain those data with the same accuracy. Occam's razor admonishes us to select the simplest one among the set of otherwise equivalent competing models. Thus, Occam's razor is realized such that parsimony or simplicity is somehow balanced against goodness-of-fit, which refers to how well a model fits the particular data set.
Based upon this principle, many model selection approaches have been proposed and developed. All these methods, which overlap with one another, provide an implementation of Occam's razor in one way or another.
According to Occam's razor, simplicity is another desired property besides accuracy. Thus, defining and measuring model complexity has become an integral part in most model selection criteria.
Measures of Model complexity
Another basic issue is the complexity of a model. Model complexity is conceptualized as the capacity of a model to fit any conceivable data set. Alternatively, Myung and Pitt (1997) define model complexity as "the flexibility inherent in a model that enables it to fit diverse patterns of data".
In order to measure model complexity, Myung and Pitt (1997) have suggested three factors that affect a model's complexity, namely, the number of parameters, the parameter space, and the functional form of a model. First, the degree of freedom quantified by the number of unknown parameters in a model is a classical measure of model complexity. For example, in the multiple polynomial regression analysis it is obvious that the more items included, the more complex a regression model. Second, as for the parameter space, there is no doubt that the wider the space, the more data patterns a model can fit. It is not hard to verify this point using the example of polynomial regression. Finally, models with different functional forms have different ability to fit arbitrary patterns of data. For instance, generally nonlinear functions are more complex than linear functions. Again in the multiple regression example, if cosine series instead of polynomial terms are used as regressors, the regression model's capability of diverse fitting data patterns also varies.
Similarly, Brooks and Tobias (1996) defines the overall complexity of a model as a combination of three elements: size (the number of components), connectedness (which components are related), and calculational complexity (the complexity of the calculations determines the relationships). Based on their arguments, they also propose a graph theory measure of model complexity. From the point view of coding theory, model complexity can be represented by its description length, which is formulated in Kolmogorov complexity. Kolmogorov complexity is a modern notion of randomness dealing with the quantity of information in individual objects; that is, pointwise randomness rather than average randomness as produced by a random source (Li and Vitanyi, 1997) . It was proposed by A.N. Kolmogorov in 1965 to quantify the randomness of individual objects in an objective and absolute manner. Kolmogorov complexity is also known variously as algorithmic complexity, Turing complexity and others. It is defined as the minimum number of bits into which a string can be compressed without losing information. The Kolmogorov complexity C(s) of any arbitrary string s∈ {0,1} n is defined as the length of the shortest computer program s * that can produce this string on the Universal Turing Machine (UTM), which is not a real computer but an imaginary reference machine (Grunwald, 2000) . Generally, Kolmogorov complexity is not computable because we cannot compute the output of every program. Since a model can be geometrically represented multidimensional response surface, another natural way to measure model complexity is to use the roughness of a fitted curve. It does not distinguish the contribution to the model complexity from different factors like degree of freedom and functional form. However, it might be able to reflect model complexity resulting from other factor than those discussed above. On the other hand, this measure has different values for models with the same model structure but various model parameters.
Bias-variance tradeoff
How model complexity affects a model's generalizablity can better understand in light of a well-known bias-variance tradeoff (see e.g. Geman et al., 1992) . When a model is too complex for the amount of training data at hand, it learns parts of the noise as well as the true model structure, resulting in poor generalizability. The model ends up with being very sensitive to the training samples we use and has a lot of variance across training samples of a fixed size. This is often called overfitting.
In contrast, when our model is not complex enough, it cannot capture the structure in the training data. Therefore, no matter how much data we feed there will be always some error between the true model and our approximating model. In other words, so trained model has a lot of bias. This is usually called underfitting. Figure 1 illustrates the difference between underfitted and overfitted models in regression.
Generally, a fitted model starts with underfitting and ends up with overfitting with the model complexity growing. In the example of multiple linear regression, the prediction error decreases at first and goes up at last by adding more predictors, which is shown in Figure 2 . The balance point between underfitting and overfitting is considered optimal. To understand this, it is helpful to take a look at the bias-variance tradeoff.
Figure 1 Illustration of the difference between underfitted and overfitted models As we mentioned earlier, the predictive error can be decomposed to bias and variance. In general, using more complex models can reduce the model bias, the first term, or in other words achieve better fit, but in the meantime model variance is increased because the sample size gets smaller relative to the number of model parameters to be estimated. In the case of underfitting, the bias in parameter estimation is generally substantial while the variance is underestimated. As for overfitting, the parameter estimation is usually free of bias but have large variance. Figure 2 may give us an intuitive sense of the relationship between underfitting and overfitting as well as how the model complexity affects the generalization error.
Figure 2 Bias-Variance tradeoff
In view of this trade-off, we need to find out a balance point in this tradeoff, which is considered optimal, thereby minimizing expected predictive squared error in the future. From another angle, this is also a tradeoff between goodness-of-fit and model complexity. Generalizability, or predictive accuracy, refers to a model's ability to predict future, unseen yet, data samples generated from the same underlying process. Mathematically, generalizability is the mean discrepancy between a candidate model and the true model. Thus, the purpose of generalizability estimation methods is to estimate the generalization or prediction error based upon empirical training errors. Since empirical errors are based upon finite samples, thus integrals in distances formula should be replaced by sum.
Generalizability estimates
To date, many different types of generalizability estimates have been proposed, and in the following we will briefly review some of them.
Resampling method:
To obtain robust estimators with finite samples, statisticians start to resort to data resampling methods, such as cross-validation and bootstrap. Basically, resampling methods mimic the future data by resampling technique to estimate the generalization error.
Cross-validation
Cross-validation (see Stone, 1974 ) is a natural method for estimating generalization error based on resampling a limited pool of data, and has been widely used for model selection. There are lots of variants of cross-validation methods, including leave-one-out cross-validation or jack-knife, generalized cross-validation and K-fold cross-validation.
The basic idea of cross-validation is to test a trained model using samples different from those for training. In cross-validation, the original data set is split into two parts, namely, the calibration samples and the validation samples. The model of interest is high bias low variance low bias high variance
Model Complexity
Error testing training fitted to the calibration samples and tested on the validation samples with the estimated parameters. The test error serves as the generalization error. Some researchers suggest using 2/3 for training and 1/3 for testing. In order to improve the efficiency of the use of data, rather than setting aside a separate validation set, one might leave out part of the original data, train on the rest, measure errors on the part left out, and then repeat leaving out a different bunch of data. If we break our data into K equal groups, and cycle through them all, leaving one out at a time, this is known as K-fold cross-validation. Our final generalization error is equal to the average of all validation errors.
Moreover, if we leave out only one observation at a time or equivalently make K equal to the sample size, this leads to leave-one-out (LOO) cross-validation or jack-knife. The estimation of generalization error is similar to K-fold cross-validation.
In practice, cross-validation can be very time consuming. However, in some special situations there are some efficient tricks that can save one lots of work over brute-force retraining on all K possible LOO datasets. In the case of multiple linear regression, that is, Y=X T β, there is a simple expression of LOO, that is, the PRESS (PREdiction Sum of Squares) proposed by Allen (1974) , which is defined as
where y i is the i-th data point and 
where h ii denotes the ii-th element of the "hat" matrix H=x(x T x) -1 x T (Cook and Weisberg, 1982) . Then , we obtain the error prediction as
which is termed Generalized Cross-Validation (GCV) (see Golub,Heath, and Wahba, 1979) . When we do not have enough data to make separate training and testing sets, another resampling method which can make efficient use of limited use can be applied instead.
Bootstrapping
The bootstrap method, which can be first dated back to Efron (1979) , has been become a popular and practical tool of inference and gained wide application in estimating standard errors, confidence intervals, biases, and prediction errors. Roughly speaking, bootstrapping is a statistical resampling technique based on randomly sampling from the empirical distribution with replacement. Given an original set of independent and identically distributed (i.i.d.) observations x i , i=1 ...,n , the unknown cumulative distribution function (CDF) F x (x) that generates the observed data can be first estimated by putting mass 1/n at each data points. Then bootstrap samples, denoted x b , are repeatedly drawn from the original sample x according to the empirical distribution, with the number of bootstrap replications N ≥ n.
The fundament of the bootstrap is the "plug-in" principle (see Efron and Tibshirani, 1993) , which allows for the estimation of a statistics according to an empirical distribution, such as estimation of median values or confidence intervals. For the purpose of model selection, bootstrapping is used to estimate the generalization error. To this end, Efron defines the bootstrap estimator of the generalization error (or prediction error) (Efron, 1983 and Efron, 1986) as
where gen ê denotes the bootstrap generalization error, e app is the apparent error and ω, called optimism, is a correction term for the difference between the training error and the generalization error. e app is the training error of the model f b (x i ) learned on the original sample x i , y i , i=1 ...,n , that is,
The optimism is intended to approximate the difference of errors obtained on the finite sample x and an unknown infinite ideal sample. It is estimated by bootstrap method. At first, one draws randomly N samples with replacement from the original dataset. These new samples form a new learning set with the same size as the original one. The original training set serves as the validation set. This procedure is called re-sampling. After training model on the bootstrap replications and testing it using the original dataset, we obtain the difference between training error and testing error as optimism, denoted as ω k , a measure of performance degradation (for the same model) between a learning and a validation set,
This process is repeated K times with K as large as possible and we obtain the average optimism as ω
Note that both the bootstrap learning set and the evaluation set has observations in common, and thus bootstrap method still subjects to underestimation of the error due to overfitting. A particular case of bootstrap method is the .632+ bootstrap method (see Efron and Tibshirani, 1997) , in which the generalization error is estiamted as
where the apparent error rate e app remains the same as above but the optimism ω′ is estimated only on the data that are not selected during the re-sampling. This is a weighted average of in-sample error and out-of-sample error.
Resampling methods do not take model complexity into account explicitly. A common drawback of resampling mehtods is their high computational load. In addition to resampling methods, there are other analytic approaches, which are computationaly more efficient.
Statistical measurements
In statistics, R 2 is often used to measure the proportion of variance of a given data set explained by a model. For the purpose of model selection, R 2 is adjusted by incorporating a penalty for additional predictions, attempting to adjust R 2 for capitalization on chance in a sample data and give an estimate of R 2 in the population.
In mathematics, it is written as 
Mallows' C p (Mallows, 1973) is concerned with total mean squared error of fitted values, which is also closely related to adjusted R 2 and Akaike's AIC.
where 2 full σ is estimated from the model with all the predictor variables and used to estimate the true variance. If a model is good, C p ≈D, while a model with bad fit will have C p much bigger than D. In general, C p is a good indicator for determining when a model is underfitted.
2.4.1.3 penalty-based methods A general form for this class of methods can be expressed as (generalizability) = (goodness-of-fit) + λ⋅(model complexity) which formalizes the principle of Occam's razor. In other words, they penalized a model's empirical accuracy by its complexity. Almost all information theoretic criteria can be included in this class.
As we discussed earlier, Kullback-Leibler divergence is a natural distance to measure how a model approximate the true model. The goal of Akaike's Information Criterion (AIC) (Akaike, 1973) is to minimize the expected Kullback-Leibler distance. By penalizing empirical K-L discrepancy with model complexity, AIC provides an asymptotic estimate of the mean Kullback-Leibler divergence between a fitted model and the true model. The mathematical expression of AIC is quite simple and can be viewed as an extension of general maximum likelihood with a complexity penalty term
is the maximum log-likelihood of a model with k model parameters
and k θˆ is the maximum likelihood estimate of that model. The criterion chooses the model with the smallest value of AIC. Stone (1977) proves that AIC is asymptotically equivalent to LOO cross-validation. Furthermore, in regression variable selection, AIC is essentially equivalent to Mallow's C p (Shibata,1981) as well as to cross-validation and generalized cross-validation asymptotically (Li, 1987) . Several other variations on the AIC exist. In AIC, it is assumed that models are faithful, i.e. the learning target can be expressed by the model (Murata et al., 1994) . Takeuchi (1976) extended AIC to be applicable to unfaithful models and proposed TIC (Takeuchi's Information Criterion ) as a more accurate estimate than AIC, which is expressed as ( )
where J and I are the expected values of k×k matrices based, respectively, upon first and -1 becomes a k×k identity matrix, whose trace is exactly -k, and thus TIC simplifies to AIC. Murata et al. (1994) generalized the loss function of TIC, and proposed the network information criterion (NIC). In NIC it is assumed that the quasi-optimal estimator minimizing the empirical error, say the maximum likelihood estimator when the log loss is adopted as the loss function, has been exactly obtained.
To improve the performance of AIC under the small-sample situation, Hurvich and Tsai (1989) propose a small sample version of AIC, namely AIC C . AIC and AIC c differ in that the AIC c contains correction for finite sample bias, although both provide asymptotically unbiased estimates of expected KL distance. Similar to AIC, AIC c takes the form
where n is the sample size. Note that when n is very large relative to k, AIC c reduces to AIC. When the number of free parameters is relatively large compared to sample size, Burnham and Anderson (2002) strongly recommend AIC c .
Since Akaike's seminal paper, some other information criteria were proposed later on, including Bayesian Information Criterion (BIC) and Minimum Description Length (MDL). BIC has a similar form to AIC although derived from a very different prospective, a Bayesian framework. In fact, this is not surprising if we notice the close connection between information and likelihood (Kullback, 1959) . BIC was first derived by Schwarz in a Bayesian context with a uniform prior probability on each competing model and priors with everywhere positive densities on the model parameters θ in each model and choosing the model dimensionality with the highest posterior probability leads to the BIC criterion of Schwarz (1978) ,
In comparison to AIC, BIC has a different model complexity-based penalty term, which depends on both model dimensionality, the number of parameters, and sample size.
Later on we will show that BIC can also be derived using Laplace's method of approximation.
AIC was proven to be inconsistent, e.g. by Shibata (1976) and Woodroofe (1982) for i.i.d data, while BIC was shown to be consistent by Woodroofe (1982) . However, inconsistency may not affect the use of AIC for the purpose of prediction, and indeed there is some evidence that in certain predictive context AIC is asymptotically optimal (e.g. see Shibata, 1981 and Geisser and Eddy, 1979) .
In the above information-theoretic criteria, the number of parameters (k) and the sample size (n) are the only relevant factors of complexity. However, they neglected another important facet of model complexity, namely, the functional form of the model expression (Myung and Pitt, 1997) , which refers to how model parameters are used in the model formulation. For example, two models, y=ax+b and y=ax b , differ in functional form and thus in model complexity although have the same number of parameters. Jorma Rissanen specially addresses a model's simplicity develops the idea of minimizing the generalization error of a model by penalizing it with its description length, which estimates the Kolmogorov Complexity by replacing algorithmic complexity with stochastic complexity (the shortest obtainable description x by a model class M) (Rissanen, 1978) . In Minimum Description Length (MDL), both models and data are viewed as codes that can be compressed, and correspondingly the objective of model selection is to choose the model that permits the greatest compression of the data in its description.
In MDL, the model complexity is penalized not only according to the number of parameters but also both parameters and precision, and the MDL takes the familiar form of a penalized likelihood (Rissanen, 1996) 
in which |I(θ)| is the determinant of the Fisher information matrix and o(1) becomes negligible for n large. In practice, the stochastic complexity is usually calculated by using Normalized Maximum Likelihood (NML) density. Compared to AIC and BIC, the model complexity term, stochastic complexity, in MDL is
which is viewed as the combination of complexity due to the number of parameters (k) and complexity due to the functional form of the model equation reflected through I(θ). In statistics, the term
is called the Rao measure (Amari, 1985) and the Riemannian volume of the parameter manifold can be obtained by integrating the Rao measure over the parameter space (see Myung et al., 1999) 
Therefore, corresponding to the measure of model complexity, this term reflects the model complexity due to parameter space.
The second term is often difficult or impossible to compute, but a reasonable practical version views stochastic complexity as a two-stage description of the data, consisting of the encoding of a model and the encoding of the data using that models (Grunwald, 2000) . This leads to an approximation of the MDL as
which is identical to one half of the BIC.
In addition to the above model complexity-based penalties, one can also penalize the training error by roughness of a fitted curve. In fact, roughness is directly connected to model complexity, although it does not explicitly consider the number of parameters and functional form of model equations. Intuitively, the more complex is a model, the rougher it can be. This idea can be traced back to spline smoothing (e.g. see Reinsch, 1967 and Silverman, 1985) .
The roughness measure can be defined based on local variation, which can be quantified by the first, second, and so forth derivative. In order to explicate the main ideas the integrated squared second derivative is most convenient, that is, the roughness
is often used to quantify local variation. Using this measure, define the generalization error
where λ denotes a smoothing parameter, specifying the degree of preference of smoothness.
In fact, the model complexity ascribed to the functional form is in terms of not only how parameters are combined but also how the inputs are used in a model. Since the Riemannian volume is appropriate for measuring the complexity of functional forms as shown in (Myung et al., 1999) , we can use it to measure part of the model complexity in terms of inputs 
In the above, we reviewed many different generalizability estimation methods. Most of them converge to the true model with the sample size growing, mainly due to the law of large numbers which forces the statistics of samples to converge with the statistics of the source. Furthermore, empirical study shows that in spite of difference they usually produce consistent results, especially in asymptotic cases. Any model performance evaluation includes two elements, namely, distance function and generalizability estimation method. By varying discrepancy measurements and generalization methods, we can construct many different model selection criteria. Although they are introduced specifically for the purpose of model selection, in fact they can be employed as general model performance evaluation methods, i.e. estimate the generalization or prediction error. For example, they can be used to evaluate the performance of a new composite model.
Model selection
Model selection is intended to select a single best model structure among all the competing models, which fits the observations the best. Thus, model selection is a winner-take-all approach. Once we know how to evaluate the performance of models, it seems straightforward to select the best model. In fact, it is the case under most situations. However, in some other computationally expensive cases, some model selection procedures are very helpful. For instance, in the context of regression models, model selection is known as variable selection. In the following, we will briefly review some model selection procedures.
Forward Selection (Barrett and Gray, 1994)
The forward-selection technique begins with no variables in the model. For each of the independent variables, the FORWARD method calculates F statistics that reflect the variable's contribution to the model if it is included. The p-values for these F statistics are compared to the SLENTRY= value that is specified in the MODEL statement (or to 0.50 if the SLENTRY= option is omitted). If no F statistic has a significance level greater than the SLENTRY= value, the FORWARD selection stops. Otherwise, the FORWARD method adds the variable that has the largest F statistic to the model. The FORWARD method then calculates F statistics again for the variables still remaining outside the model, and the evaluation process is repeated. Thus, variables are added one by one to the model until no remaining variable produces a significant F statistic. Once a variable is in the model, it stays.
Backward Elimination
The backward elimination technique begins by calculating F statistics for a model, including all of the independent variables. Then the variables are deleted from the model one by one until all the variables remaining in the model produce F statistics significant at the SLSTAY= level specified in the MODEL statement (or at the 0.10 level if the SLSTAY= option is omitted). At each step, the variable showing the smallest contribution to the model is deleted.
Stepwise
The stepwise method is a modification of the forward-selection technique and differs in that variables already in the model do not necessarily stay there. As in the forward-selection method, variables are added one by one to the model, and the F statistic for a variable to be added must be significant at the SLENTRY= level. After a variable is added, however, the stepwise method looks at all the variables already included in the model and deletes any variable that does not produce an F statistic significant at the SLSTAY= level. Only after this check is made and the necessary deletions accomplished can another variable be added to the model. The stepwise process ends when none of the variables outside the model has an F statistic significant at the SLENTRY= level and every variable in the model is significant at the SLSTAY= level, or when the variable to be added to the model is the one just deleted from it. stepwise procedure, which begins by selecting the strongest candidate predictor, then testing additional candidate predictors, one at a time, for inclusion in the model. At each step, we check to see whether a new candidate predictor will improve the model significantly. We also check to see whether, if the new predictor is included in the model, any other predictors already in the model should stay or be removed. If a newly entered predictor does a better job of explaining loan default behavior, then it is possible for a predictor already in the model to be removed from the model because it no longer uniquely explains enough.
Model combination
Besides model selection, another strategy commonly used to arrive at improved model performance is to combine multiple competing models. As opposed to model selection, which uses training data merely to select a single best model among a group of competing models, model combination produces a composite model based on original models. Recent research in machine learning shows that the performance of the final model can be improved not by choosing the model structure which is expected to predict the best but by creating a model whose output is the combination of the output of models having different structures.
Combining multiple candidate models can be implemented by a variety of techniques. In the following we will briefly discuss some popular methods.
Majority voting
Majority voting is a weighting scheme, but unlike the weighted average the one receiving the maximum votes wins. The basic idea is to improve the probability of making correct decision by combining decisions from multiple experts. The simple majority voting counts individual votes supporting each decision, and the one receiving majority votes ends up as the final decision. If we take into account the different competences of individual experts, this leads us to the weighted majority voting in which voting weights are decided according to one's competence. If we denote as d ik the kth expert's decision to supporting the ith decision, then the total support that the ith decision receives takes the form of
where w k refers to the weights of individual experts. The final decision is therefore the one that receives the most support 
Majority vote is originally an effective strategy in making decision, and recently it has been introduced to pattern recognition, in particular in combining multiple classifiers or in other words classifier fusion (e.g. see Kuncheva et al., 2001 ) . Roughly speaking, pattern recognition is to represent objects by a finite number of real-valued measurements called features, and then classify objects of interest into one of a number of categories or classes. Thus, the classification problem is to assign an input, a feature vector, to one of the given classes. The gain of accuracy by majority voting in classification can be exemplified by the following simple example which is given in (Dietterich, 2000) .
If we have a dichotomic classification problem and assume n independent classifiers have the same probability p of being correct, the overall error of the resulting majority ensemble can be given by the area under the binomial distribution where more than n/2 classifiers are wrong:
Condorcet (1785) is usually credited with first recognizing this fact and the Condorcet Jury Theorem attributed to him proved that the judgment of a group is superior to those of individuals provided that the individuals have reasonable competence.
If weighted majority voting is applied, weights of individual classifiers can be determined according to their training accuracy.
Unweighted average
The application of majority voting to the cases where there are a finite number of different possible discrete outputs is obvious. Actually, one might modify it slightly to make it suitable for continuous-valued or infinite-value cases. One possible solution is to choose the center of outputs of multiple models as the combined output, i.e. the point that has the minimum total distance to all outputs. If we apply the Euclidean distance, mathematically we have 
where m is the number of competing estimators. This is exactly the simple average or unweighted average of all estimates. Averaging is a classical way to reduce variance. For example, consider two estimators of an unknown parameter θ, say θ 1 and θ 2 , which are unbiased and having the same variance , i.e. E(θ 1 )= E(θ 2 )= θ and var(θ 1 )=var(θ 2 ) =v. We can build a combined estimator of θ using unweighted average as θ c =(θ 1 +θ 2 )/2, which remains unbiased and has variance var(θ c )=v/2+cov(θ 1 ,θ 2 )/2. (42) It is easy to see that as long as cov(θ 1 ,θ 2 ) < v or equivalently the correlation coefficient ρ <1, the composite estimator has a reduced variance. In the case of physical models for the same system of interest, var(θ 1 )≈var(θ 2 ) holds in general and the correlation coefficient ρ is also high. This argument can be easily extended to the case of more than two candidate models. Simple average method is usually applied where there is no or very few new data is available and none of the competing models dominates others. However, when we learn that the performances of models might be significantly different, we have no reason to assign uniform weights to each model indiscriminatingly; rather, we would like to assign higher weights to some models and lower to others, which leads to the weighted average.
Weighted average
Mathematically, weighted average is the linear combination of a number of candidate models with a normalization constraint on weights, i.e. 
It becomes a constrained least-squares problem. The above MSE can be minimized under the linear constraint using the Lagrangian method
where λ is a Lagrangian multiplier. Optimum is achieved by equating the gradient with respect to w j 's to 0. For convenience, let's rewrite the above equation in matrix notions
where
is an m-dimensional vector of ones, and
Thus, we have
After some matrix manipulations, we obtain
In fact, it can also be solved using an iterative procedure by taking advantage of In practice, the "optimal" weights derived above are not really optimal, because weights are learned from a limited number of data points. Thus, in reality other weighting strategies based upon predictive accuracy measurements are applied instead. Consistent with one's intuition, models of higher predictive accuracy are assigned higher weights. For example, performance of each model can be evaluated using Akaike's information criterion (AIC) and assigned different weights based on their AIC value (Burnham and Anderson, 2002) , for instance,
which is called Akaike weights.
Certainly, other predictive accuracy measurements like cross-validation, Mallow's C p , and MDL can be employed in place of AIC to generate predictive performance-based weights. Since all weights lie in between 0 and 1, it is obvious that within any certain sub-region the composite model is at best as good as the best model within that sub-region. To overcome such weakness, a possible way is to remove the constraints on weights and make them any real value, that is,
which is called linear combination of experts or models in some literature. Although combination of models arrives at improved accuracy compared to weighted average, the coefficients w j lose their meaning in weighted average scheme, thereby making the composite model less interpretable. The coefficients w j can be learned from data using various algorithms, for example, regressing a data set y on the m competing models f j (x) using ordinary least squares, in which the training set is made by
However, this simple least-squares approach might not produce satisfactory results especially when the training sample size n is small, because it learns from a limited number of data by minimizing squared-error rather than prediction error, which makes parameters data-specific and thus suffer from high variance and instability. In order to address these problems, a variety of approaches have been brought forward up to now, for example, ridge regression (Hoerl and Kennard, 1970 and Tikhonov and Arsenin, 1977) , Bayesian regression (Lindley and Smith, 1972) , M-estimate (Huber, 1964) , weighted least-squares regression (Carroll and Ruppert, 1988) , and so on. We are not going to review these regression techniques, but instead we will go on introducing some general model combination techniques, which, however, can also be employed to create the combined model in Eq. (50).
Bagging
"Bagging" is the abbreviation of "Bootstrap Aggregating". The idea behind it is quite straightforward. It is well known that in the bias-variance tradeoff any reduction in the prediction variance is usually along with an increase in the expected bias for the future predictions. Breiman (1996b) introduced bagging to reduce the prediction variance without increasing the prediction bias. Basically, the bagging procedure is to learn multiple models from bootstrap samples of the original data set, and combine them with uniform weight. Individual models are trained on slightly different samples of the available data set, which are generated by bootstrapping The generalization performance obtained by the "average model'' is usually better than the one that would result from training a single model on the full data set.
Certainly, bagging method is not restricted to regression models, but suitable to learn any parametric model like h(x;θ). Instead of making inference from a single fitted model, a set of repeated bootstrap replicates are drawn from the original data set with replacement and then a model h(x;θ) is trained based upon for each bootstrap replication with parameter θ k , and finally the predictions are averaged over all of the fitted models to obtain the bagged prediction,
According to Breiman (1996b) , bagging works well for unstable modeling procedures with respect to the data, i.e., small changes in the data can result in significant change in model estimation, but it leads to no substantial improvements in linear regression, which is a stable procedure. Intuitively, bagging uses bootstrap replicates to mimic instability caused by data and tries to avoid it by averaging. If perturbing the learning set can cause significant changes in the predictor constructed, then bagging can improve accuracy. On the other hand it can slightly degrade the performance of stable procedures. There is a cross-over point between instability and stability at which bagging stops improving. In addition, according to his experiments, Breiman (1996b) also suggested the number of bootstrap replicates m to be about 50.
Note that bagging is intended to combine models learned from different batches of data using the same learning algorithm and thus result in models with the same model structure but different parameters. However, it can be easily generalized it for combining a given class of competing models, by making it work together a model selection procedure, which is unstable. Model selection procedure is repeated many times on bootstrap replications and the final model is obtained by averaging over all the selected models. Since in each model selection procedure the selected model might be different due to instability, the resultant model is actually a combined model in the form
where the weight w j is proportional to the times that a specific model f j (x) is chosen.
Boosting
Boosting technique, attempting to boost the accuracy of a learning algorithm, was originally proposed as a multiple prediction and aggregation scheme for classification problems and it has proven to be effective for reducing bias and variance and improving misclassification rates (Bauer and Kohavi, 1999) . Recently, this technique has been extended to regression problems. For example, Freund and Schapire (1997) suggested how boosting method can be applied to regression using their algorithm AdaBoost (Adaptive Boost); Drucker (1997) applied an ad hoc modification of AdaBoost to some regression problems and obtained promising results; Breiman (1997) proposed another Arcing (stands for Adaptive Resampling and Combining) algorithm as a modification of the original AdaBoost algorithms to apply boosting in regression. Recently, adaptive boosting algorithms have been derived from the viewpoint of gradient descent methods (see Friedman, 1999 and Mason 1999) . To address the special challenges posed by regression problems, some methods are often used, for example, converting the problem into a series of binary classification problems (Freud and Schapire, 1997), scaling each learner's errors based on its maximal error (Drucker, 1997) , and using a threshold to evaluate a response as correct or incorrect (Avnimelech and Intrator, 1999) . Alternatively, several recent regression boosting methods adopt a residual-fitting strategy (Karakoulas and Shawe-Taylor, 1999) , in which one trains learners sequentially to produce the residual error |y-f(x)|, instead of target output y, and finally linear combination will approximate y.
On the whole, boosting is different from re-sampling methods in that it reweights smoothly. In each boosting iteration a regression model is constructed on different weights on the dataset. A typical boosting procedure can be described as follows: 
5) Normalize w
(t+1) so that they sum to one and then repeat steps 2 through 5.
Finally, it outputs a weighted ensemble predictor
Note that in each iteration the weights of those observations poorly predicted by f(x i ) are increased and helps speed up the learning procedure. In a typical boosting algorithm, weighting data works in conjunction with regressor combination to improve a regression model.
In the above example, we applied the quadratic loss function, and certainly other loss functions such as absolute error can also be applied and the procedure is very similar. Although in the above regression models are used to illustrate the boosting procedure, extending it to a general model procedure is trivial. No matter how various and complex these boosting algorithms, the basic idea remains the same, that is, to establish some weight function on the observations through some procedure and combine the simple regressors into a composite one. A common problem inherent in boosting is that it seems be especially susceptible to noise, because it gives more emphasis to those "difficult" data points, which is more likely to be contaminated by noise.
As for bagging, the main effect of boosting is to reduce variance. According to Breiman's work, it seems to do better than bagging. However, the actual performance of boosting on a particular problem clearly depends on the data and the weak learner. For example, given insufficient data or overly complex weak learner boosting might fail to perform well.
Stacking
Stacking (Wolpert, 1992) is not a particular algorithm, but a generic method of combining a collection of m different models, that could have been obtained by training on different subsets of data or by using different techniques. The purpose of stacking is to find out a better way to combine them rather than using simple averaging as in bagging or the weighted mean in boosting. Stacked regression (Breiman, 1992) combines linearly the models as By using cross-validated predictions, stacked regression actually tries to minimize prediction error by combining multiple models. Thus, rather than choose a single model, stacking combines them with estimated optimal weights. As shown by Breiman (1992) , the performance of the stacked regressor improves when the weights are constrained to be non-negative, but the composite model is less interpretable than the choice of only one of the m models. In effect, if we restrict the minimization to weight vectors w that have one unit weight and the rest zero, this reduces to a winner-take-all model selection method based on the leave-one-out (LOO). As compared to the linear combination of models in Eq. (1.50), stacking tries to minimize LOO error rather than empirical error.
As we mentioned, stacking is a general method for combining models and can be employed together with other methods to improve a learning algorithm, for example, in Wolpert and Macready (1996) stacking was combined with bagging to obtain better accuracy and Drucker (1997) empirically shows that stacking does improve both bagging and boosting in some situation.
The proof of the utility of these three procedures is that they work well in some certain circumstances in the real world. In most empirical studies, the improved performance through the above procedures has often been demonstrated to be impressive. It is worth noting that they work mainly through two mechanisms, that is, data weighting and estimator ensemble. It is seen that all the above procedures including, bagging, boosting and stacking, combine multiple regressors to overcome instability or in other words reduce variance in parameter estimation.
By the no-free-lunch theorems by Wolpert and Macready (1997) , there are similar no-free-lunch results concerning quadratic error, which means any improve-a-learning -algorithm procedure, including bagging, stacking, boosting and so on, hurts as often as it helps (Wolpert and Macready, 1996) . The only possible way to improve a learning procedure is to incorporate new information.
Bayesian Model Averaging
Bayesian theory provides us a natural and easy way to integrate the information from several different sources. It allows us to combine new observations with any prior information, which can be generic information about the system of interest, previous experience or expert judgment. In model combination context, we can define model probability Pr(M j ) for each candidate model and treat the mean model as the optimal combined model
Model probability Pr(M j ) can be interpreted in a similar way to that for a random variable. In the probabilistic world, just like a random variable a true model is assumed to never appear exactly as it is. If we can define the distance of two models in the model space somehow, for example, using some kind of norm, the model probability is actually converted to the probability of random variables. As such, the prior model probability distribution expresses our prior knowledge about the true model probability distribution in the model space.
After collecting a new dataset D, the posterior model probability Pr(M j |D) can be obtained to replace the model probability in the above equation. According to the Bayesian updating formula the posterior probability Pr(M i |D) can be calculated as
where Pr(M j ) is the prior probability of model 
This is exactly the basic idea of a recent model combination method, namely, Bayesian Model Averaging (BMA) (Hoeting et al., 1999) or Bayes factor (Kass and Raftery, 1995) weighting.
The difficulty of implementing BMA partly consists in the computation of the integral
where Pr(θ j |M j ) is the prior density and θ j is the vector of parameters of model M j , because the probability distribution functions might assume overly complicated highdimensional functional forms, thereby making integral analytically intractable. Fortunately, nowadays with the dramatically growing computational capability of model computers and especially with the invention of the Markov Chain Monte Carlo (MCMC) technique (Gilks, Richardson, and Spiegelhalter, 1998) numerical solution of the integral has become computationally possible. Basically, MCMC methods are sampling methods for multivariate probability distribution function, which attempt to simulate direct draws from some complex distribution of interest. MCMC approaches are so-named because one uses the previous sample values to randomly generate the next sample value, generating a Markov chain (as the transition probabilities between sample values are only a function of the most recent sample value). One particular MCMC method, the Gibbs sampler (Geman and Geman 1984) , is very widely applicable to a broad class of Bayesian problems. At the same time, Monte Carlo integration is a numerical integration method, which computes complex integrals by expressing them as expectations for some distribution and then estimate this expectation by drawing samples from that distribution, that is,
The integral in Eq. (59) can be computed numerically by using Monte Carlo integration working together with MCMC method.
In regular statistical models, roughly those in which the MLE is consistent and asymptotically normal, the integral in Eq. (59) can be approximated via the Laplace method (Tierney and Kadane, 1986) 
where f(u) is a real-valued function of d-dimensional vector u, u * is the value of u at which f(u) attains its maximum, A is minus the inverse Hessian of f(u) evaluated at u * ,
Applying the Laplace approximation to Eq. (59) yields
where d j is the dimension of θ j , j θ~is the posterior mode of θ j , and ψ j is minus the inverse Hessian matrix of h(θ j )=log{Pr(D|θ j )Pr(θ j |M j )} evaluated at θ j = j θ~.
Meanwhile, let's define , ( log 1
,which is the well-known Fisher information matrix, whose determinant is bounded. As such, ψ j is asymptotically equal to n times the inverse of the observed information matrix.
Therefore, when n is large, we have j θ~≈ j θˆand
which is exactly the same as the BIC formula derived by Schwarz (1978) . With this approximation of posterior likelihood, we obtain the posterior model probability as
which is very similar to AIC-based weighting method except that it allows us to incorporate prior preference among candidate models via α j . Kass and Raftery (1995) discussed the relative merits of AIC and BIC in this context. Volinsky et al. (1997) shows that Bayesian model averaging produces better models than selecting a single model.
Bayesian information aggregation
As mentioned earlier, combining candidate models is to integrate information contained in each model. Meanwhile, Bayesian method is a good way to combine information. This idea leads to another class of model combination methods, Bayesian information-aggregation, pioneered by Morris original papers (Morris, 1974 (Morris, , 1977 .
Suppose θ is a continuous quantity to be estimated, and we obtain a group of estimates x 1 ,…,x K from a class of competing models, say, M 1 ,…,M K , respectively. According to the Bayesian formula, the posterior distribution of θ is 
The capability of prediction of so constructed models comes from the statistical dependence between models and the truth. The central idea of these methods lies in modeling the dependence among models through Pr(x 1 , … ,x K , θ). In light of the convenience of modeling dependence through the covariance matrix, many researchers assume the normal distribution of estimates x 1 ,…,x K, for example, French (1981) , Winkler (1981) and Lindley (1983) . Influence diagram becomes a useful graphical tool in modeling covariance structure (Burns and Clemen, 1993) . A typical way to evaluate the joint distribution is to assess marginal and conditional distribution and aggregate by the Markov's property
Clemen and Winkler (1993) propose to model the dependence based upon the conditional mean dependence assumption (CMDA), that is,
where α i and β i,j are coefficients to be evaluated.
By the above Eq. (69), the knowledge about the information sources is incorporated in aggregation. Thus, if we know the distribution of X i in advance, such as Normal, Student T, Logistic, Laplace, Gamma and Beta, we can obtain its conditional distribution Pr(X i |X i-1 ,…,X 1 ,θ) with the expected value determined by Eq. (69). Finally, we obtain the posterior distribution of θ.
Although the above approach permits considerable modeling flexibility by allowing arbitrary distribution, it does not facilitate the modeling of exchangeability among information sources. Therefore, later on Jouini and Clemen (1995) propose to apply the theory of copulas to model dependence among the experts' opinions. A copula is a function that connects marginals with joints cumulative distribution function (CDF), so it is the copula that models the dependence among the random variables. For details about copula, see Dall'Aglio et al. (1991) . According to Sklar's theorem (Sklar, 1959) Therefore, with the copula which represents dependence among expert opinions one can construct the joint probability distribution of these opinions from the univariate distributions of individual expert's assessments. There exist a number of families of copulas in the literature, but the type of stochastic dependence and the degree of dependence they are able to capture vary. For a given problem, a crucial issue is to choose a suitable family of copula to construct the joint distribution. Jouini and Clemen (1995) (71) where n is the number of experts, u 1 ,…,u n represent individual marginals, and α captures the dependence whose value can be obtained from the Table I in (Jouini and Clemen, 1995) .
Mixture of experts (MoE)
In machine learning, there are also some ensemble methods, which combine multiple simpler learners to improve predictions. The Mixture of Experts (MoE) architecture proposed by Jacobs et al. (1991) is one of such methods, which is a modular artificial neural network where each module is called an expert and is a parametric function of the inputs. As shown in Figure 2 .3, the gate is also a parametric function and typically receives the same inputs as the expert networks. The gate network chooses the weights of each expert in the output of the mixture and for each input it determines which expert to use. The Mixture of Experts (MoE) architecture illustrated in Figure 3 
where f i are the experts and g i are the gate functions. Gating functions generate probabilities, based on which the input space is partitioned "softly". In other words, gating networks can be thought of as classifiers. Therefore, the major difference between MoE and ensemble of learner is that it is a nonlinear mixture of learners since the weight functions or the gate functions also depend on inputs x. In this aspect, it is similar to the locally weighted least squares (WLS). Each expert network is local in the sense that they fit to the data not equally well. If the gating networks are also generalized liner, then the normalized gating function is a "softmax" function as 
where v i is a weight vector. Such gating networks can be interpreted as providing a soft split of the input space. Figure 3 Mixture of experts architecture In the case where each expert is a linear function and the gate chooses just one expert for a given input, the MoE constructs a piecewise linear approximation of the learned mapping.
Learning mixture of experts consists of learning the parameters of individual expert networks as well as learning the parameters of the gating network. As usual, the objective of this architecture is specified by defining an error function and then many algorithms can be applied to optimize the system. In order to encourage localization, Jacobs et al. (1991) 
which is simply the negative log probability of generating the desired output vector under a mixture of Gaussians models of the probability distribution of possible output vectors given the current input, since errors for different experts are assumed to be normally distributed with the same variance and g i can be viewed as the probability of selecting expert i for a particular case. The output vector of experts specifies the mean of a multidimensional Gaussian distribution. This objective function is certainly different from the traditional one for model combination
The error functions can be minimized by performing gradient descent (Jacob et al., 1991) . At the same time, if we assume that errors for different expert networks are normally distributed with the same variance and thus the output of the whole network is a mixture of Gaussians, the learning of mixture of expert networks can be treated as a maximum likelihood problem. Since Expectation-Maximization (EM) algorithm is a general technique for maximum likelihood estimating especially suitable for mixture of Guassian problems, Jordan and Jacobs (1994) present EM algorithm for learning of the parameters of the architecture, where the hidden variables are identities of expert networks responsible for data points (x i , y i ), i=1,.., n. In general, EM algorithm includes two steps, namely, Expectation and Maximization. It is in particular suitable for problems with "incomplete data". In the case of mixture-of-experts architecture learning, the "missing" or "hidden" variables are identities of expert networks
x responsible for a training case. Empirical studies show the training of mixture of experts is significantly faster than the back-propagation networks and the EM algorithm is faster than the gradient descent learning algorithm. The distribution over experts can be hierarchical, as in a hierarchical mixture model, giving a Hierarchical Mixture of Experts (Jordan and Jacobs, 1994) as shown in Figure  4 . It can be interpreted as providing a nested "soft" partitioning of the input space within the partitioning providing by the higher-level gating network. The same algorithms can be applied for learning the hierarchical architecture.
The MoE method follows the divide-and-conquer principle to the problem of learning from examples. It can be considered a general method for combining local models learning from examples in small regions of the input space. Figure 4 Hierarchical mixture of experts 5 Unified framework Besides that model selection and model combination share the most important key elements such as model performance evaluation, they are even more closely related to each other. In this section, we will propose a unified framework and show how all the model selection and model combination methods can be accommodated in this framework.
