Abstract: Clustering is an important task in data mining that has become more challenging due to the 1 ever-increasing size of available datasets. To cope with these big data scenarios, a high-performance 2 clustering approach is required. Sparse grid clustering is a density-based clustering method that 3 uses a sparse grid density estimation as its central building block. The underlying density estimation 4 approach enables the detection of clusters with non-convex shapes and without a predetermined 5 number of clusters. In this work, we introduce a new distributed and performance-portable variant 6 of the sparse grid clustering algorithm that is suited for big data settings. Our compute kernels 7 were implemented in OpenCL to enable portability across a wide range of architectures. For 8 distributed environments, we added a manager-worker scheme that was implemented using MPI. In 9 experiments on two supercomputers, Piz Daint and Hazel Hen, with up to 100 million data points 10 in a 10-dimensional dataset, we show the performance and scalability of our approach. The dataset 11 with 100 million data points was clustered in 1198 s using 128 nodes of Piz Daint. This translates 12 to an overall performance of 352 TFLOPS. On the node-level, we provide results for two GPUs,
Introduction

20
In data mining, cluster analysis partitions a dataset according to a given measure of similarity. There is a wide range of algorithms that perform clustering. The classic k-means algorithm 27 iteratively improves an initial guess of cluster centers [1] . Efficient variants of the k-means algorithm (d) The k-nearest-neighbor graph after being pruned Figure 1 . The application of the sparse grid clustering algorithm to a 2d dataset with three slightly overlapping clusters. After calculating the sparse grid density estimation and the k-nearest-neighbor graph, the graph is pruned using the density estimation. This splits the graph into three connected components.
supercomputers in Sec. 6. Finally, in Sec. 7, we remark on implications of the presented algorithm and 87 discuss future work. 
Clustering on Sparse Grids
89
In this section, we describe the sparse grid clustering algorithm on a high level. We describe its 90 components in Sec. 3 and 4 in more detail.
91
Sparse grid clustering assumes a d-dimensional dataset T with m data points that was normalized to the unit hypercube [0, 1] 
We further assume that the dataset has been randomized.
92
The sparse grid clustering algorithm is a four step algorithm. Except for the last one, these steps are ϕ 3,1 ϕ 3,3 ϕ 3,5 ϕ 3,7 ϕ 3,2 ϕ 3,6 ϕ 3,4 0 1 (a) A 1d full grid in nodal basis ϕ 3,1 ϕ 3,3 ϕ 3,5 ϕ 3,7 ϕ 2,1 ϕ 2,3 ϕ 1,1 0 1 (b) A 1d sparse grid in the hierachical basis Figure 2 . The nodal and the sparse grid in Fig. 2a and Fig. 2b both have discretization level l = 3 and are equal for d = 1. Both use hat functions φ l,i as basis functions, but in a nodal and in a hierarchical formulation. Note that sparse grids employ less grid points compared to full grids of the same level for d ≥ 2 (see Fig. 3 ). (Fig. 3a) and the resulting sparse grid (Fig. 3b) . Greyed out subgrids and grid points would be part of the corresponding full grid.
Estimating Densities on Sparse Grids
104
The sparse grid density estimation is build upon the concept of sparse grids. We therefore briefly 105 introduce sparse grids and then describe how densities can be estimated with the sparse grid method. this representation, it is a small step to sparse grids.
115
The hierarchical approach constructs a final grid by superimposing a set of subgrids. First, we define an index set that is used to enumerate the grid points on the d-dimensional subgrids of discretization level l ∈ N d :
In this work, we employ hat functions as basis functions. The scaled and translated 1d hat functions are defined as
For d > 1, we use a tensor-product approach:
Given an index set I l and the basis functions φ l,i , we can define the subspaces
The subgrids and their grid points x l,i := (i 1 h l 1 , . . . , i d h l d ) for the subspaces W (1, 1) . . . W (3,3) are 116 displayed in Fig. 3a for a 2d grid.
117
With the direct sum , a full grid of discretization level n ∈ N in the hierarchical basis can be defined as
Figure 2 shows how a 1d grid is represented in the standard (nodal) basis ( Fig. 2a ) and the hierarchical 118 basis (Fig. 2b ).
119
Sparse grids are based on the observation that for sufficiently smooth functions only a small additional interpolation error is introduced if certain grid points are removed [27] . This mitigates the curse of dimensionality. As a result, the sparse grid function space V (1) n is constructed from a different set of subspaces:
Figure 3 shows how a 2d sparse grid is constructed from subgrids that correspond to the subspaces of 120 the grid.
121
A sparse grid function f ∈ V (1) n is given as
where we sum up all N weighted basis functions in some order, and where N denotes the total number 122 of grid points. Since our algorithms iterate the basis functions linearly, we use the simplified notation 123 when the algorithms are presented. The coefficients α l,i are usually referred to as surpluses. 
The Sparse Grid Density Estimation
125
The sparse grid density estimation, originally proposed by Hegland et al. [28] , uses an initial density guess f than is smoothed using a spline-smoothing approach:
This approach results in a functionf ∈ V that balances closeness to the initial density guess with the regularization term ||Lu|| 2 L 2 that enforces smoothness on the resulting density function. The regularization parameter λ controls the degree of smoothness off . L usually is some differential operator. We use the initial density guess proposed by Hegland et al. that places a Dirac delta function δ x i at every data point x i : As in prior work, we compute the best sparse grid function u ∈ V
n and use a surplus-based regularization approach [22] . Therefore, the problem to solve iŝ
This formulation leads to a system of linear equations
with B ij = (φ i , φ j ) L 2 , the identity matrix I and
126
We solve this system of linear equations with a conjugate gradient solver (CG). Given this iterative solver, two major operations need to be performed: calculating the right-hand side once and computing the matrix-vector product v = (B + λI)v in every CG iteration. The calculation of the right-hand side is straightforward. However, the matrix-vector product requires efficient computations of the L 2 inner product of pairs of basis functions:
The 1d integrals can be computed directly:
We note that in many instances the integral will be zero due to the non-overlapping support of the hat 127 functions.
128 Figure 4 shows the effect of varying the regularization parameter λ for a 2d dataset. λ has to be 129 chosen with care, as too small values might split a single cluster into multiple clusters. On the other 130 hand, if λ is too large separate clusters could be part of the same high-density region. This approach might seem wasteful at first glance. However, as the size of B scales quadratically in the 137 number of grid points, it quickly becomes infeasible to store the matrix in memory.
138
Algorithm 1: The streaming algorithm for computing the right-hand side b
Algorithm 2: The streaming algorithm for computing the matrix-vector multiplication v = (B + λI)v
The computation of the right-hand side requires the computation of m vector components.
140
Algorithm 1 shows the loop structure of a scalar version of this operation. As the basis function 141 evaluations in the innermost loop are independent, we can parallelize this algorithm over the outer 142 loop, i.e. the iteration over the grid points. The evaluation of hat functions is branch-free. Therefore,
143
this algorithm is well-suited for vectorization.
144
We can formulate the matrix-vector operation as a second streaming algorithm with two nested 
Other Steps
155
In this section, we first present the algorithm for computing the k-nearest-neighbor graph. Then,
156
we show how we apply the sparse grid density estimation to prune it. Finally, we briefly describe how To create the k-nearest-neighbor graph, we have developed an approximate variant of the O((k + 160 d)m 2 ) algorithm that compares all pairs of data points. Instead of creating a neighborhood list with 161 k entries directly, we employ an approach with b bins that implicitly splits the dataset into b ranges.
162
For every data point i the dataset is iterated. Thereafter, each bin contains the nearest neighbor of its 163 assigned range of data points. To obtain an approximate k-nearest-neighbor solution, the k indices 164 with the smallest associated distances are selected from the b bins. Pseudocode for this approach is 165 displayed in Algorithm 3.
166
This k-nearest-neighbor algorithm offers several advantages. It is not affected by the curse of 167 dimensionality and therefore works well for the higher-dimensional datasets we target. In contrast,
168
spatial partitioning approaches such as k-d-trees tend to suffer from the curse of dimensionality.
169
Furthermore, it maps well to modern hardware architectures as it is straightforward to parallelize and 170 vectorize. Through cache blocking of the outer loop that iterates i, the resulting algorithm is highly 171 cache-efficient as well. Finally, the number of bins b is the only parameter to specify.
172
Binning was introduced for performance reasons. It allows us to only perform a single comparison 173 in the innermost loop instead of k comparisons and, therefore, reduces the complexity to O(dm 2 ). The 174 effect on the detected clusters is minimal, as it is very likely that nodes are still connected to close-by 175 nodes of the same density region and therefore the same cluster. Furthermore, edges that intersect 176 low-density regions get pruned, as we describe in the next section.
177
The overall clustering algorithm is relatively robust with regard to different values of k. However, 178 k should not be too small. Otherwise, the k-nearest-neighbor graph might be split into more connected 
Pruning the k-Nearest-Neighbor Graph
186
Algorithm 4: A streaming algorithm for pruning low-density nodes and edges of the k-nearest-neighbor graph. The density function is evaluated at the location of the nodes and at the midpoints of the edges.
Input : k-nearest-neighbor graph g as neighborhood list, dataset T,
To prune the k-nearest-neighbor graph, we use two criteria. The density function is evaluated at 187 the position x i that corresponds to the current graph node g i . If the density is below a threshold t, the implements the k-nearest-neighbor graph creation and a fourth kernel implements the density-based 212 graph pruning.
213
From a performance engineering perspective, these OpenCL kernels have some commonalities.
214
All kernels were parallelized over the outermost loop, exploiting the fact that the loop iterations are 215 independent. Furthermore, all OpenCL kernels were designed to be branch-free. The only exception is 216 the density matrix-vector multiplication kernel that has a single branch in the innermost loop. This 217 branch is implemented using the OpenCL select function to differentiate between the integration cases.
218
On modern OpenCL platforms, this should be compiled to a conditional move. Because only standard 219 arithmetic is used and because of the regular control flow, the four compute kernels get vectorized on 220 all OpenCL platforms we tested. Due to the design of the compute kernels, we expect this to be the 221 case on many untested OpenCL platforms as well.
222
The local memory is used in all kernels to either share grid points or data points between all Table 1 shows the number of floating-point operations for the different OpenCL kernels. As both 231 the number of grid points N and the size of the dataset m can be large, all operations are potentially 232 expensive. In most data mining scenarios, the sparse grid will have significantly fewer grid points 233 than there are data points. Therefore, the k-nearest-neighbor graph creation is expected to be the most 234 expensive operation. Depending on the number of CG iterations, the density matrix-vector product 235 can be moderately expensive as well. However, it only depends on the grid points and therefore 236 benefits from N < m.
237
To estimate the achievable performance of our compute kernels, we calculated the arithmetic 238 intensities of our compute kernels. As Tab. 1 shows, the arithmetic intensities of a work-group with a Table 1 . The number of floating-point operations for the different OpenCL kernels and the arithmetic intensities (in floating point operations per byte) for a work-group size (ws) of one thread and 128 threads. The peak limit states the achievable fraction of the peak performance given the instruction mix of the compute kernels. single thread would be too low to achieve a significant fraction of the peak performance on modern 240 hardware platforms (see Tab. 2 for the machine balances of the hardware platforms we used). However,
241
with a larger work-group size of 128 threads, and because we efficiently use the shared memory, 242 the arithmetic intensity is strongly improved. As a consequence, memory accesses do not limit the 243 performance of these compute kernels on modern hardware platforms. On processor-based platforms, 244 the L1 cache enables similarly-high arithmetic intensity values.
245
The arithmetic intensity values would allow our compute kernels to achieve peak performance.
246
However, as our compute kernels make use of instructions other than fused-multiply-add (FMA) 247 operations, the instruction mix reduces the achievable performance. To calculate the peak limit given 
Distributed Implementation
251
For distributed computing, we developed a manager-worker model that was implemented with 252 MPI. To create work that can be assigned to the workers, we split the loops that were used for 253 parallelization (the outermost loops of the compute kernels) once again. We use a static load balancing 254 scheme that distributes the work equally to the workers. To compute the density right-hand-side operation, every worker computes an index range of the 269 components of b. As b is aggregated on the manager node, N · 8 B need to be transferred. During each 270 CG step and after the final CG step, the manager sends v (α after the final iteration) to all workers. 
Results
282
In this section, we evaluate our distributed and performance-portable sparse grid clustering 283 approach. We first present the hardware platforms and datasets that were used in the experiments.
284
Then we provide the results of our node-level experiments that demonstrate performance portability.
285
The quality of the clustering is discussed in the context of the node-level experiments as well. Finally,
286
we present distributed performance results for two supercomputers: Hazel Hen and Piz Daint. dual socket nodes with Xeon E5-2680v3 processors and 128 GB of memory per node.
296
The Cray XC40/XC50 Piz Daint is a mostly GPU-based supercomputer with a peak performance of 297 27 PF. Piz Daint is located at the Swiss National Supercomputing Centre (CSCS) in Lugano, Switzerland.
298
Each of the XC50 nodes that we used have a single Intel Xeon E5-2690v3 processor with 64 GB of 299 memory and a single Nvidia Tesla P100 GPU. In our experiments, we only used the Tesla P100 to 300 compute the main compute kernels of our application. 
Datasets and Experimental Setup
302
In all of our experiments, we used synthetic datasets with clusters drawn from Gaussian 303 distributions. The cluster centers µ were drawn randomly. We normalized the datasets to [0. Table 4 . The parameters used for configuring the clustering algorithm and the adjusted Rand index (ARI) for the node-level experiments. In the distributed runs, the threshold was specified as a fraction of the maximum surplus of the density function. The node-level runs used an absolute threshold value.
The parameters used to generate the datasets are listed in Tab. 3. The datasets with 100 clusters 307 are challenging, as the density estimation needs to correctly separate 100 high-density regions in a 308 moderately-high dimensional setting. Furthermore, to make it possible to assess the quality of the 309 clustering, we generated the node-level dataset so that the clusters are well-separated by forcing a 310 minimum distance of 7 · σ between the cluster centers. We verified that the noise connects all clusters 311 in the unpruned k-nearest-neighbor graph.
312
As the clustering algorithm requires parameterization as well, these parameters are shown in 
314
In all of our experiments, we used single-precision floating-point arithmetic. Figure 6 . The duration of the node-level experiments with one million data points. Because the 1M-100C dataset requires a larger grid, the density estimation takes up most of the overall runtime. The experiments with the 10 million data points datasets are shown in Tab. 7. Due to the increased 323 size of the datasets, the k-nearest-neighbor graph creation takes up the largest fraction of the runtime 324 in both experiments. This illustrates that for large datasets, because of its quadratic complexity, the 325 k-nearest-neighbor graph creation step will dominate the overall runtime. In these two experiments, 326 increasing the number of clusters has only a small effect on the runtime. Mainly, because in both 327 cases a sparse grid with level l = 7 was used. On the P100 platform, the experiments with the 328 10M-100C dataset took 1162 s. The other hardware platforms took longer, proportional to their lower 329 raw performance. Table 5 shows the performance achieved in the node-level experiments. It displays the 331 performance in GFLOPS and the achieved fraction of peak performance. The achieved fraction 332 of the peak performance relative to the instruction-mix-based limit is displayed as well. These results
330
333
were calculated from the runs with the 10M-10C dataset as specified in Tab. 4.
334
Our implementation achieved a significant fraction of the peak performance across all devices.
335
Additionally, if the limit imposed by the instruction mix is taken into account, we see that many 336 combinations of kernels and devices run close to their maximally achievable performance. The only 337 kernel that reaches less than two-thirds of its achievable performance is the create graph kernel on 338 the Xeon E5 platform. We suspect that this is due to throttling of the processor, as this operation puts 339 extreme stress on the vector units.
340
The fastest device by a significant margin is the Tesla P100, as it is the most recent of the devices and 341 has the highest theoretical peak performance. It is 2.23 − 3.29x faster than the W8100 and 4.41 − 5.49x 342 faster than the Xeon E5 pair.
343
The FirePro W8100 achieves similar fractions of the peak performance compared to the P100 at a 344 lower absolute level of performance. It is still 1.67 − 1.98x faster than the pair of Xeon E5 processors.
345
During our experiments, the FirePro W8100 displayed strong throttling which is why we list the 346 average frequencies observed for the invidivual compute kernels. The reduced frequencies imply 347 lower achievable peak performance (2 · 2560 · f avr ) which we take into account for the calculation 
352
Because it has the lowest absolute performance, the pair of Xeon E5 processors scores lowest.
353
However, the achieved fractions of the peak performance are similar to the other devices. This indicates 354 that performance is not only portable across GPU platforms, but processor-based platforms as well. To assess the quality, we used the adjusted Rand index (ARI) which compares two cluster 363 mappings. Because we know the mapping of data points to clusters of each of our synthetic datasets, 364 these reference cluster mappings were compared to the output of the sparse grid clustering algorithm.
365
The calculated ARI of the node-level experiments is shown in Tab. 4. These results show that we 366 can nearly perfectly reconstruct the clusters of both datasets with ten clusters. The datasets with 100 367 clusters are more challenging and would require slightly larger grids for further improvements.
368
We used a parameter tuning approach to fit the computed cluster mappings to the reference 369 mappings. During parameter tuning, we first select a value for the regularization parameter λ and 370 then search for the best pruning threshold t. This was implemented as two nested binary searches.
To speed up parameter tuning in general, our sparse grid clustering implementation allows for 372 reusing of the k-nearest-neighbor graph and calculated density estimations. As the k-nearest-neighbor 373 graph is the same independent of all parameters, it can be calculated once overall. Moreover, the 374 density estimation changes only if λ is changed. Thus, the density estimation can be reused while given for the individual compute kernels as well as the whole application run. The total runtime, and 380 the average application TFLOPS derived from it, is based on the wall-clock time of the application and 381 not only on the three major distributed operations. At the highest node count, it took 4226 s to process 382 the 100M-3C dataset and 259 s to process the 10M-3C dataset. We achieved up to 100 TFLOPS for the 383 100M-3C dataset using 128 nodes and up to 23 TFLOPS for the 10M-3C using 32 nodes. Therefore,
384
we achieved 41% and 37% of the peak performance at the highest number of nodes for the whole 385 application including all communication and file input-output operations.
386
The creation and pruning of the k-nearest-neighbor graph scales nearly linearly. Calculating the 387 density estimation scales slightly worse. As the grid is much smaller than the dataset, there is too little 388 work available per node during the density estimation step to achieve optimal performance at high 389 node counts. We conducted the distributed experiments before we were able to do some final node-level 400 optimizations, and due to compute time limitations we were not able to recompute the experiments.
401
Thus, the results of these experiments are not directly comparable to the node-level performance 402 results. Since these experiments, the node-level performance of all compute kernels was improved.
403
Because of this, scalability might by slightly overestimated. Furthermore, the duration of the connected Figure 8a and Fig. 8b show duration and performance of the major compute kernels and the application as a whole. The duration of other (minor) tasks is shown in Fig. 8c . 
Materials and Methods
454
The source code of this study will be made available as part of the sparse grid toolbox SG ++ at the 455 time of publication [32] . We archive the scripts for creating the synthetic datasets at the same location. 
