Abstract. We prove that every 2-local derivation on an AW * -algebra of type I is a derivation. Also we prove the analogue of Gleason theorem for signed measures on projections of homogenous AW * -algebras except the cases of an AW * -algebra of type I 2 and a factor of type Im, 2 < m < ∞.
Introduction
The present paper is devoted to 2-local derivations on AW * -algebras. Recall that a 2-local derivation is defined as follows: given an algebra A, a map ∆ : A → A (not linear in general) is called a 2-local derivation if for every x, y ∈ A, there exists a derivation D x,y : A → A such that ∆(x) = D x,y (x) and ∆(y) = D x,y (y).
In 1997, P.Šemrl [1] introduced the notion of 2-local derivations and described 2-local derivations on the algebra B(H) of all bounded linear operators on the infinite-dimensional separable Hilbert space H. A similar description for the finitedimensional case appeared later in [2] . In the paper [3] 2-local derivations have been described on matrix algebras over finite-dimensional division rings.
In [4] the authors suggested a new technique and have generalized the above mentioned results of [1] and [2] for arbitrary Hilbert spaces. Namely they considered 2-local derivations on the algebra B(H) of all linear bounded operators on an arbitrary (no separability is assumed) Hilbert space H and proved that every 2-local derivation on B(H) is a derivation.
In [5] we also suggested another technique and generalized the above mentioned results of [1] , [2] and [4] for arbitrary von Neumann algebras of type I and proved that every 2-local derivation on these algebras is a derivation. In [6] (Theorem 3.4) a similar result was proved for finite von Neumann algebras. In [7] we extended all above results and give a short proof of the theorem for arbitrary semi-finite von Neumann algebras. Finally, in [8] there was given a proof of the problem for von Neumann algebras.
In the present paper we prove that every 2-local derivation on an AW * -algebra of type I is a derivation (theorem 3.1). Also we prove the analogue of Gleason theorem for signed measures on projection of homogenous AW * -algebras except the cases of an AW * -algebra of type I 2 and a factor of type I m , 2 < m < ∞ (theorem 1.2). Our proof is essentially based on this analogue of Gleason theorem for signed measures on projection of homogenous AW * -algebras.
Preliminaries
Let A be an AW * -algebra.
Definition. A linear map D : A → A is called a derivation, if D(xy) = D(x)y + xD(y) for any two elements x, y ∈ A.
A map ∆ : A → A is called a 2-local derivation, if for any two elements x, y ∈ A there exists a derivation D x,y : A → A such that ∆(x) = D x,y (x), ∆(y) = D x,y (y).
It is known that any derivation D on a AW * -algebra A is an inner derivation [9] , that is there exists an element a ∈ A such that
Therefore for an AW * -algebra A the above definition is equivalent to the following one: A map ∆ : A → A is called a 2-local derivation, if for any two elements x, y ∈ A there exists an element a ∈ A such that ∆(x) = ax − xa, ∆(y) = ay − ya.
Let A be an AW * -algebra, ∆ : A → A be a 2-local derivation. Then from the definition it easily follows that ∆ is homogenous. At the same time,
for each x ∈ A.
In [10] it is proved that any Jordan derivation on a semi-prime algebra is a derivation. Since A is semi-prime, the map ∆ is a derivation if it is additive. Therefore, in the case of AW * -algebra to prove that the 2-local derivation ∆ : A → A is a derivation it is sufficient to prove that ∆ : A → A is additive.
Gleason theorem and its application
Definition. Let A be an AW * -algebra. The lattice of all projections of A we denote by P (A). Recall that a map µ : P (A) → C is called a signed measure (or charge) if µ(e 1 + e 2 ) = µ(e 1 ) + µ(e 2 ) for arbitrary mutually orthogonal projections e 1 , e 2 in A.
A signed measure µ is said to be bounded if sup{|µ(e)| : e ∈ P (A)} is finite.
Recall that a map µ : P (A) → R + is called a finitely additive measure if µ(e 1 + e 2 ) = µ(e 1 ) + µ(e 2 ) for arbitrary mutually orthogonal projections e 1 , e 2 in A, if additionally µ(1) = 1 then µ is called a probability measure.
Let A be a C*-algebra. By a singly generated C * -subalgebra of A we mean a norm-closed * -subalgebra A(x) generated by a single self-adjoint element x ∈ A (and the identity 1 if A has identity).
Definition. A positive quasi-linear functional is a function ρ :
If in addition (iii) ρ(1) = 1, then we say that ρ is a quasi-state on A.
Since an AW * -factor of type I n is a von Neumnn algebra, we have Theorem 1.1. Let A be an AW * -factor of type I n , n = 2. Then every probability measure on P (A) can be extended uniquely to a state on A.
If ρ is a linear functional on an AW * -algebra A, then the map ρ| P (A) = µ is clearly a signed measure. Conversely, let µ be a signed measure on P (A). The problem on extension of the signed measure µ to a linear functional ρ on A has a positive solution, except the cases of an AW * -algebra of type I 2 and factors of types I m , 2 < m < ∞.
Let A be an AW * -algebra, µ be a signed measure, defined on the set P (A) of all projections in A. Let µ Re (p) = Re(µ(p)), µ Im (p) = Im(µ(p)) for every p ∈ P (A). 
Im are probability measures. We have the following theorem concerning signed measures. Theorem 1.2. Let A be an AW * -algebra of type I n that is not a factor for 2 < n < ∞ and n = 2, where n is a cardinal number. Then every signed measure on P (A) can be uniquely extended to a linear functional on A.
Proof. Let ν be a signed measure on P (A). By the proofs in 29.13-29.16 of [11] the signed measure ν is bounded. Then
and the finitely additive measures
Let {e i } be a maximal family of pairwise orthogonal abelian projections with central support 1 such that sup i e i = 1. Let {e ij } be the system of matrix units with respect to {e i }. Let Z(A) be a center of the algebra A, X be a compact such that C(X) ∼ = Z(A). Let m be a natural number such that m ≤ n, {e j } m j=1 be a subset of {e i } and e = m j=1 e j . It is known that eAe ∼ = C(X) ⊗ M m (C). In [12] it is proven that A is isomorphic to the AW * -algebra of maps from the extremely disconnected compact X to the von Neumann algebra B(H) of all bounded linear operators on a Hilbert space H satisfying to certain conditions. Following by [12] this AW * -algebra we denote by SC # (X, B(H)). Further we will use these designations.
Without loss of generality we suppose that A = SC # (X, B(H)). The subalgebra C = {a ∈ A : for all i and j e i ae j = λe ij , λ ∈ C} is an AW * -subfactor of type I n .
We prove the probability measure µ is uniquely extended to a state on the vector space A sa of all self-adjoint elements of A.
Take the set ℜ of all elements of the form m1 i=1 x i a i , where x 1 , . . . , x m1 are orthogonal central projections of sum 1 and the elements a 1 , . . . , a m1 belong to C sa . It is clear that ℜ is a normed space and belongs to A sa .
By theorem 1.1 the probability measure µ is uniquely extended to a state on any subalgebra of the form zC, where z is a central projection. This state on zC we denote by φ. Clearly φ| P (zC) = µ. For every element
Then φ is linear on ℜ. Indeed, for arbitrary elements
Thus φ is linear on ℜ.
Note that from
Since {x i y j } is an orthogonal family of central projections we have
for all indices i and j.
Let us x i y j (a i −b j ) denote by c ij for every pair of indices i, j. There exist pairwise orthogonal projections p 
Since {x i y j } is an orthogonal family of central projections with sum 1 we have
The elements belong to ℜ. Therefore the map φ is defined on these elements. Since φ is linear and positive on ℜ we have
Clearly the family {x i y j , x i y j p ij l } ijl of projections is contained in some maximal commutative * -subalgebra A • of A. The extension of φ to A • coincides with the state, to which the probability measure µ is extended since, first by theorem 1.1 for every i and j the state φ| xiyj C coincides on x i y j C with the unique quasistate defined on A to which the measure µ is extended (see [13] ), and second φ| P (A•) = µ| P (A•) .
By (1.1) and (1.2)
Hence for all i, j
At the same time as it mentioned above φ is a state on A • . Therefore
Hence by (1.4) and (1.5) we have
and φ is continuous on ℜ.
Let a be an arbitrary element from A sa . For every natural number m and for each point x ∈ X there exists an open neighborhood O x ⊆ X of the point x such that a(x) − a(y) < 1/m for every y ∈ O x . Fix m. Let Q x be the closure of the neighborhood O x for every point x ∈ X. Then for every point x ∈ X the set Q x is open. It is clear that x∈X Q x = X. Thus the family {Q x } x∈X is an open covering of the compact X and it can be chosen a finite covering, say
Without loss of the generality we admit that sets in {Q x k } l k=1 are not pairwise crossed. For each k in {1, 2, . . . , l} the characteristic function X Qx k of the set Q x k belongs to P (Z(A)). Hence the element
We continue the extension of φ on the uniform closure of ℜ in A sa , which coincides with A sa by the above conclusions. Take a consequence (a m
i.e. −1ε + p(y) < p(x) < 1ε + p(y).
Hence p, z i a i mutually commute in A. Clearly the set {p,
is a set of pairwise commutative elements in A sa . For the maximal commutative * -subalgebra A • of A, containing this set the value at z i a i of the state ψ on A • , to which the measure µ is extended, coincides with the value of the function φ at this element z i a i . Indeed, by theorem 1.1 for every i the state φ| ziM coincides on z i A sa with the unique quasistate defined on A to which the measure µ is extended. Therefore (∀i)ψ(z i a i ) = φ(z i a i ). Hence ψ( z i a i ) = φ( z i a i ). At the same time, since the measure µ is uniquely extended to a quasistate on A [13] φ( z i a i ) does not depend on choice of A • . Since ψ is continuous on A • and p − z i a i < ε it follows that |µ(p) − φ( z i a i )| < ε.
Thus, there exists a consequence (a m ) in ℜ uniformly converging to p such that p and a m are mutually commutes for each m. In this case lim φ(a m ) exists and µ(p) = lim φ(a m ). So the extension of φ| ℜ on A sa coincides on projections with the unique quasistate defined on A to which the measure µ is extended. Then φ is linear on A sa . Let a, b ∈ A sa such that a − b < ε. Then there exist c and d in ℜ such that a − c < ε and b − d < ε. Hence
where C is a constant that does not depend on ε.
Thus, φ is a continuous linear functional on A sa and φ(1) = 1. Similarly the probability measures 1
are uniquely extended to a state on A sa . Therefore the signed measure ν is uniquely extended to a linear functional ψ on A sa . Hence the map
is a linear functional on A, which is a unique extension of ν. ⊲ Remark. Note that theorem 1.2 was proven in the case of bounded signed measure by Matvejchuk M.S in [14] for purely infinite AW * -algebras and finite AW * -algebras with a faithful normal centrevalued trace. Lemma 1.3. Let A be a AW * -algebra, ∆ : A → A be a 2-local derivation, and let e, f be mutually orthogonal projections in A. Then ∆(e + f ) = ∆(e) + ∆(f ).
Proof. By the definition there exist a, b ∈ A such that ∆(e + f ) = a(e + f ) − (e + f )a, ∆(e) = ae − ea,
Hence
Now we must show eaf = ebf , f ae = f be. Indeed, there exists d ∈ M such that
Hence f ae = f de, eaf = edf, ebf = edf, f be = f de. Therefore eaf = ebf, f ae = f be and ∆(e + f ) = a(e + f ) − (e + f )a = ea(e + f ) + f a(e + f ) + (e + f ) ⊥ a(e + f )− (e + f )ae − (e + f )af − (e + f )a(e + f ) Proof. By the definition there exist a, b ∈ A such that ∆(λe + µf ) = a(λe + µf ) − (λe + µf )a, ∆(e) = ae − ea, 
where f = e 1 + e 2 + ... + e m−1 . Hence
Let us prove that e m ax = e m bx, xae m = xbe m . 
and f ax − xaf = f bx − xbf. 6), (1.7) and (1.8) .
Hence by induction we obtain that ∆(λ 1 e 1 + λ 2 e 2 + ... + λ m e m ) = ∆(λ 1 e 1 ) + ∆(λ 2 e 2 ) + ... + ∆(λ m e m ). ⊲ Lemma 1.6. Let A be a AW * -algebra, ∆ : A → A be a 2-local derivation, and let A o be a maximal abelian * -subalgebra of A. Consider two linear combinations,
Proof. It clear that the union of the families
is a set of orthogonal projections in M o , where e = e 1 + e 2 + ...
In the following lemmas A denotes an AW * -algebra of type I n with no direct summands of type I 2 and direct summands which are factors of type I m , 2 < m < ∞, where n is a cardinal number, P(A) denotes the lattice of all projections in A and Ln(P(A)) denotes the vector space of all finite linear combinations of orthogonal projections in A.
Lemma 1.7. The restriction ∆| Ln(P(A)) of the 2-local derivation ∆ onto Ln(P(A)) is additive.
where a(ij) ∈ A is an element such that △(e ij ) = a(ij)e ij − e ij a(ij).
Proof. There exists an element d in A such that △(e i ) = de i − e i d, △(e ij ) = de ij − e ij d.
Hence
de ij − e ij d = a(ij)e ij − e ij a(ij) and e i de j = e i a(ij)e j , e j de i = e j a(ij)e i . At the same time de i − e i d = ae i − e i a by lemma 1.8 and e i de j = e i ae j , e j de i = e j ae i . Therefore e i ae j = e i a(ij)e j , e j ae i = e j a(ij)e i . Now we have e ij + e ji ∈ Ln(P(A)). Therefore △(e ij + e ji ) = a(e ij + e ji ) − (e ij + e ji )a by lemma 1.8. By the definition of 2-local derivation there exists d ∈ A such that
△(e ij + e ji ) = d(e ij + e ji ) − (e ij + e ji )d. Hence d(e ij + e ji ) − (e ij + e ji )d = a(e ij + e ji ) − (e ij + e ji )a and e i de ij − e ij de j = e i ae ij − e ij ae j . At the same time, since
we have e i de ij − e ij de j = e i a(ij)e ij − e ij a(ij)e j . Therefore e i a(ij)e ij − e ij a(ij)e j = e i ae ij − e ij ae j . ⊲ Lemma 2.2. Let a be an element from lemma 1.8. Then for any pair i, j of different indices the following equality holds
Proof. Let k be an arbitrary index different from i, j and let a(ij, ik) ∈ A be an element such that △(e ik ) = a(ij, ik)e ik − e ik a(ij, ik) and △ (e ij ) = a(ij, ik)e ij − e ij a(ij, ik).
Then
e kk △ (e ij )e jj = e kk (a(ij, ik)e ij − e ij a(ij, ik))e jj = e kk a(ij, ik)e ij − 0 = e kk a(ik)e ij − e kk e ij ae jj = e kk a ki e ij − e kk e ij ae jj = e kk ae ij − e kk e ij ae jj = e kk (ae ij − e ij a)e jj by lemma 2.1.
Similarly, e kk △ (e ij )e ii = e kk (a(ij, ik)e ij − e ij a(ij, ik))e ii = e kk a(ij, ik)e ij e ii − 0 = 0 − 0 = e kk ae ij e ii − e kk e ij ae ii = e kk (ae ij − e ij a)e ii . Let a(ij, kj) ∈ A be an element such that △(e kj ) = a(ij, kj)e kj − e kj a(ij, kj) and △ (e ij ) = a(ij, kj)e ij − e ij a(ij, kj).
e ii △ (e ij )e kk = e ii (a(ij, kj)e ij − e ij a(ij, kj))e kk = 0 − e ij a(ij, kj)e kk = 0 − e ij a(kj)e kk = 0 − e ij a jk e kk = e ii ae ij e kk − e ij ae kk = e ii (ae ij − e ij a)e kk by lemma 2.1.
Also we have e jj △ (e ij )e kk = e jj (a(ij, kj)e ij − e ij a(ij, kj))e kk = 0 − 0 = e jj {a(ij)} i =j e ij e kk − e jj e ij {a(ij)} i =j e kk = e jj (ae ij − e ij a)e kk , e ii △ (e ij )e ii = e ii (a(ij)e ij − e ij a(ij))e ii = 0 − e ij a(ij)e ii = 0 − e ij a(ij)e ii = 0 − e ij a ji e ii = e ii ae ij e ii − e ij ae ii = e ii (ae ij − e ij a)e ii by lemma 2.1. e jj △ (e ij )e jj = e jj (a(ij)e ij − e ij a(ij))e jj = e jj a(ij)e ij − 0 = e jj a ji e ij − 0 = e jj ae ij − e jj e ij ae jj = e jj (ae ij − e ij a)e jj by lemma 2.1.
e ii △ (e ij )e jj = e ii (a(ij)e ij − e ij a(ij))e jj = e ii a(ij)e ij − e ij a(ij)e jj = e ii ae ij − e ij ae jj , e jj △ (e ij )e ii = e jj (a(ij)e ij − e ij a(ij))e ii = 0 = e jj (ae ij − e ij a)e ii , by lemma 2.1.
Therefore for all indices α and β we have e αα △ (e ij )e ββ = e αα (ae ij − e ij a)e ββ .
Hence the equality (2.1) holds. ⊲ Theorem 2.3. Let x be an arbitrary element of the algebra A and a be an element from lemma 1.8. Then △(x) = ax − xa and △ is a derivation on A.
Proof. Let d(ij) ∈ A be an element such that
for all i, j by lemma 2.2 and (1 − e ii )d(ii)e ii = (1 − e ii )ae ii , e ii d(ii)(1 − e ii ) = e ii a(1 − e ii ), (2.4) e ii d(ii)e ii − e ii d(ii)e ii = e ii ae ii − e ii ae ii = 0. (2.5) for every i. Also by (2.4), (2.5) we have e ii △ (x)e ii = e ii (d(ii)x − xd(ii))e ii = e ii d(ii)(1 − e ii )xe ii + e ii d(ii)e ii xe ii − e ii x(1 − e ii )d(ii)e ii − e ii xe ii d(ii)e ii = e ii a(1 − e ii )xe ii − e ii x(1 − e ii )ae ii + e ii d(ii)e ii xe ii − e ii xe ii d(ii)e ii = e ii a(1 − e ii )xe ii − e ii x(1 − e ii )ae ii + 0 = e ii a(1 − e ii )xe ii − e ii x(1 − e ii )ae ii + e ii ae ii xe ii − e ii xe ii ae ii = e ii axe ii − e ii xae ii = e ii (ax − xa)e ii for every i. Hence △(x) = ax − xa for all x ∈ A. ⊲
The main theorem
Theorem 3.1. Let M be an AW * -algebra of type I and let △ : M → M be a 2-local derivation. Then △ is a derivation.
Proof. We have that
where M In j is an AW * -algebra of type I nj , n j is a cardinal number for any j and ⊕ j M In j is the C * -sum of the algebras M In j . Let x j ∈ M In j for any j and x be the C * -sum j x j of the elements x j , i.e. x = j x j . Note that △(x j ) ∈ M In j for all x j ∈ M In j . Hence
△ is a 2-local derivation on M In j and by theorem 2.3 or the theorem in [7] △ is a derivation on M In j for n j = 2. The case n j = 2 follows by the proof of theorem 1 in [5] .
Let Hence △ is a linear operator and a derivation since △ is homogenous. The proof is complete. ⊲
