ABSTRACT. The L q norm of a Dirichlet polynomial F (s) = N n=1 a n n −s is defined as 
INTRODUCTION
This paper estimates L q norms of Dirichlet polynomials F (s) = N n=1 a n n −s , defined as
for 0 < q < ∞. We will establish a basic inequality for this norm which has its origin in certain inequalities on the unit circle studied by Hardy and Littlewood and many other authors. We will use this inequality to obtain lower bounds for L q norms of partial sums of Dirichlet series whose coefficients are multiplicative arithmetic functions a(n) satisfying one or both of the following two conditions: 
Conversely, we will show in Section 4 that (1) is indeed satisfied whenever
This means that the constant sequence a(n) ≡ 1 satisfies (B). More generally, we note that, on one of Selberg's conjectures [26] , any function a(n) representing the coefficients of an Lfunction in the Selberg class meets (B); condition (A) is trivially satisfied by such an a(n) in view of the definition of the Selberg class.
Theorem 1. Suppose a(n) is a multiplicative arithmetic function, and set
On the other hand, if a(n) satisfies (B), then
for every 0 < q < ∞.
In the distinguished case when a(n) ≡ 1 and q is an even integer, a precise asymptotic expression for D N q is known from the work of Conrey and Gamburd [6] . We do not reach this level of precision, but we would like to stress that the point of our Theorem 1 is that we have dispensed with Hilbert space methods and found the right order of magnitude of the norm D N q for a continuous range of q.
We note that our bounds are consistent with conjectures for the 2kth moment of a primitive L-function from the Selberg class. Indeed, Conjecture 2.5.4 of Conrey et al. [5] states that for
in the range 1 < q < ∞ is in line with this conjecture, as is our lower bound (5) for all q > 0.
Radziwiłł and Soundararajan [20] have verified that the 2kth moment of the Riemann zeta function is bounded below by C k (log T ) k 2 for real k > 1; Heath-Brown [13] obtained earlier the same result for all rational values of k. On the Riemann Hypothesis, the latter bound is known for all k > 0 [13] . Harper [11] , building on work of Soundararajan [27] , showed recently that the upper bounds of optimal order (log T ) k 2 also hold conditionally for all k > 0. Finally, in upcoming work, Radziwiłł and Soundararajan [21] will establish unconditionally a bound for the correct order of magnitude for all fractional moments with 0 < k < 4.
We will see in Section 3 below that the estimate from above in Theorem 1 is a fairly easy consequence of Helson's generalization of the M. Riesz theorem on the conjugation operator [14] , applied to certain finite Euler products. As to the bound from below, we start by recalling the following interesting lower bound found by Helson [15] (see also [19, Theorem 6.5.9 ]):
where d (n) denotes the divisor function. This inequality shows the relevance of the expression on the right-hand side of (1) when r = −1, apart from the appearance of the Möbius function. Before explaining the role of the factor |µ(n)|, we need to take a closer look at (6).
This bound was obtained by a suitable iteration of the inequality
c n z n in the Hardy space H 1 (T) of the unit circle (see Section 2 for the definition of the spaces H q (T)). The latter result goes back to Carleman [4] and has later been rediscovered by several authors (see e. g. [16, 28] ). Here it is essential that the norm on the right-hand side is computed with respect to normalized Lebesgue measure on T and that the inequality is contractive. A noncontractive version of (9) follows from the better known
of Hardy and Littlewood [9] . See also Hardy and Littlewood's paper [10] which contains an elaborate study of similar inequalities.
For the proof of (5), we will use an L q version of (6), and this is what led us to condition (B).
To be more precise, we need to keep a suitable weighted ℓ 2 -norm on the left-hand side and replace the L 1 norm by the L q norm on the right-hand side of the inequality. Our basic inequality is based on the observation that this becomes a manageable task if we sum only over square-free numbers:
To avoid unnecessary technicalities, we have chosen to state Theorem 2 only for Dirichlet polynomials, but the result extends painlessly to the Hardy spaces of Dirichlet series H q for q ≥ 1, which were defined by Bayart in [2] as the closure of the set of Dirichlet polynomials with respect to our L q norm. We refer to Chapter 6 of the recent book [19] for additional information about these spaces, which have been studied by many authors in recent years. Following Helson's argument, we will prove Theorem 2 by first establishing the analogous in-
which will be shown to be valid for functions f in H q (T) for 0 < q ≤ 2. For the sake of completeness, we have included the case q = 2 in the statement of the theorem, although it is trivial in view of the identity
The proof of Theorem 2 is presented in the next section, while the proof of Theorem 1 is given in Section 3. Section 4 contains the proof that (ii) is satisfied whenever (3) holds. The brief final Section 5 contains a few concluding remarks.
PROOF OF THEOREM 2
We begin by recalling that
Functions in H q (T) have radial limits at almost every point of T, and H q (T) can alternatively be defined as a closed subspace of L q (T); when q ≥ 1, this is the subspace of functions f whose Fourier coefficientsf (k) vanish when k is negative. For q = 2, we have just
For additional information about H q (T), we refer to the standard references [7, 8] .
We now give a self contained and elementary proof of the basic estimate (8) 
Proof. Assume first that f has no zeros in D and normalize f so that f (0) = 1. Then its Taylor series at 0 has the form
Since f has no zeros, f q/2 can be defined to be analytic in D with Taylor series
It follows that
where we in the final step used Bernoulli's inequality. 
whenever f is analytic in a neighborhood of 0 and b(z) = (z −w)/(1−w z) is a general Blaschke factor with |w| < 1. The case when f (0) = 0 is trivial and hence we may assume as above that
We now prepare for Helson's iterative argument by transforming our problem into a prob- We will use Fubini's theorem and will then need the following version of Minkowski's inequality.
Lemma 2. Let X and Y be measure spaces and g a measurable function on X
Proof of Theorem 2. For every j = 1, 2, ..., we let T j be the operator defined on the set of polynomials by the following rule:
Hence T j f is linear in the variable z j , and we obtain
This means that we have
Using Fubini's theorem and applying Lemma 1 in the variable z 1 , we get
In the next step we use Lemma 2 with r = 2/q to get
We now iterate this argument in each of the variables z 2 , ..., z π(N) . After π(N ) steps we reach the desired conclusion that
where the last identity is (11).
PROOF OF THEOREM 1
Let S N denote the partial sum operator
We consider it as an operator on H q for q ≥ 1, which we may define as the closure of the set polynomials in the norm · q , as was done in [2] . In [1, Section 3] , it is explained how the following lemma follows from a general result of Helson concerning compact Abelian groups whose dual is an ordered group [14] . See also 8.7.2 and 8.7.6 of [22] .
Lemma 3. For the partial sum operator S N , we have the estimates
for absolute constants A q and B q .
The constants A q and B q are universal in the sense that they do not depend on the group in question; as in the classical M. Riesz theorem on T, they are both of magnitude |q −1| −1 when q is close to 1.
Proof of the bound from above in Theorem 1. We introduce the function
Since a(n) is a multiplicative function, we have D N = S N F N . In view of Lemma 3, it is therefore enough to estimate F N q .
The function F N is clearly in H q because its Dirichlet series is absolutely convergent for
Re s = σ ≥ 0. For the same reason, (11) remains valid, and we therefore find that
By our assumption on a(n),
On the other hand, for sufficiently large p, we have
Combining this estimate with (12) and using that θ < 1/4, we obtain
We can conclude immediately from Lemma 3 when q = 1. Setting q = 1 + 1/λ a (N ) and recalling that A q is of magnitude |q − 1| −1 , we also get from Lemma 3 that
For the proof of the bound from below in Theorem 1, we require the following simple consequence of condition (B).
Lemma 4. If a multiplicative arithmetic function a(n) satisfies
In view of (1), this implies that there exists a positive constant C such that
It follows that x/2<p≤x b(p) = O(1). Now our additional assumption from (B) that a(p) ≪ p θ
gives the desired conclusion.
We note that the relation x/2<p≤x |a(p)| 2 /p = O(1), obtained above as a consequence of (1), implies the growth condition (2) .
Proof of the bound from below in Theorem 1. In the range 0 < q < 2, we use Theorem 2 and set r = log q 2 − 1 in condition (B). We then obtain
where we in the last step used Lemma 4.
To deal with the remaining case q ≥ 2, we write
We pick j ≥ 1 such that 2 j ≤ q < 2 j +1 . We then apply Lemma 2 to D 2 j N and use that
We now set r = log q 2 + j − 1 in condition (B) and act as in the preceding case 0 < q < 2.
THE CASE λ a (x) = c log log x + O(1)
We turn to the following positive result regarding our condition (B).
Theorem 3. Suppose a(n) is a multiplicative arithmetic function satisfying
for some positive constant c. Then part (1) of condition (B) holds.
Proof. Let r be real and consider the Dirichlet series
Upon factoring out the zeta function we see that
where
On combining (16) , (17) , and (18) we see that (19) G r (1) = exp − c2 r log r + O(1) .
FINAL REMARKS
By keeping track of the constant in our upper bound for D N q , we see that it grows superexponentially with q. However, from (19) we see that the constant in our lower bound is of super-exponential decay. We believe that the latter behavior is the true order of growth. This conjecture is supported by the result of Conrey and Gamburd [6] in the distinguished case
where α k is an arithmetic factor similar to G r (1) , and γ k is the volume of a particular convex polytope. Since the latter quantity is at least bounded, we see that these constants share the same behavior as those in our lower bound.
The picture changes when q → 1. Then the constant in Helson's version of the M. Riesz theorem is the one that leads to the blow-up of our estimate. It remains an interesting problem
to determine the precise order of growth in the range 0 < q ≤ 1.
As we noted earlier, our results are in line with the conjectures for moments of primitive Lfunctions from the Selberg class. Under certain orthogonality conditions on the coefficients (e.g. (1.13) of [26] ), our methods should extend to products of Dirichlet polynomials. We expect the resultant bounds on the norm to remain consistent with the analogous conjectures for moments of non-primitive L-functions [12, 17] .
Finally, we close the paper with some additional remarks pertaining to Theorem 2. A natural question is whether the Möbius function is really needed in our inequality when q = 1. For sufficiently small q, this is indeed so, as can be seen from the size of the Taylor coefficients of the function (1 − z) −1/(2q) . In the range 1 < q < 2, we do not know, but here it is of interest to note that a standard interpolation argument gives the inequality for some constant C q . However, since 1 − 2/q > log q log 2 − 1 when 1 < q < 2 and the exponent in Theorem 2 can not be improved, it is clear that 1 C q > 1.
The problem raised in the preceding paragraph is to find the largest exponent γ = γ(p) for which the contractive inequality ≤ f H q (T) holds for every f in H q (T), 0 < q < 2. We note that γ(q) exists for every 0 < q < 2 because a result of Burbea [3] implies that γ(2/ℓ) ≥ 1 − ℓ for ℓ = 2, 3, .... But this result shows also that there is a considerable gap between the known upper and lower bounds for γ(q), and it remains an interesting problem to estimate this quantity more precisely for 0 < q < 2, q = 1.
A similar question appears for q > 2 because it is known from [24, Lemma 8] that (6) is reversed when q = 2 j for a positive integer j :
In [24] , a variant of the Riesz-Thorin interpolation method was used to obtain a similar inequality in the range 2 < q < 4, but with a power of d (n) larger than log q log2 − 1. It seems reasonable to conjecture that (20) should hold whenever j is a real number larger than 1. If such a result could be established, we could use it to obtain the bound in (4) for q > 2 and thus obtain the conjectured behavior of the implied constant when q → ∞.
