Obtaining datasets labeled to facilitate model development is a challenge for most machine learning tasks. The difficulty is heightened for medical imaging, where data itself is limited in accessibility and labeling requires costly time and effort by trained medical specialists. Medical imaging studies, however, are often accompanied by a medical report produced by a radiologist, identifying important features on the corresponding scan for other physicians not specifically trained in radiology. We propose a methodology for approximating image-level labels for radiology studies from associated reports using a general purpose languageprocessing tool for medical concept extraction and sentiment analysis, and simple manually crafted heuristics for false positive reduction. Using this approach, we label more than 175,000 Head CT studies for the presence of 33 features indicative of 11 clinically relevant conditions. For 27 of the 30 keywords that yielded positive results (3 had no occurrences), the lower bound of the confidence intervals created to estimate the percentage of accurately-labeled reports was above 85%, with the average being above 95%. Though noisier then manual labeling, these results suggest this method to be a viable means of labeling medical images at scale.
INTRODUCTION
The development of clinical applications of machine learning for use in radiology is largely dependent on the collection of sizable medical imaging datasets. While most hospitals and radiology providers maintain massive historic stores of such data, extraction of these records at scale often poses a substantial technical and logistical challenge. Furthermore, the viability of using this data for training or validation is reliant on the association of labels which are often time-intensive and costly to collect manually using specially trained radiologists or other medical professionals.
In a typical radiology provider setting, a technician collects medical images of a patient using an imaging device such as an X-ray, CT, or MRI, and immediately stores this data in a Picture Archiving and Communication Server (PACS) in Digital Imaging and Communications in Medicine (DICOM) format. A radiologist then retrieves these images from the PACS for their interpretation and dictates a report describing their findings. Either through the use of speech to text software or manual transcription, this report is then stored as text back in the PACS or in a Radiology Information Enlitic Inc. Technical Report System (RIS) or Electronic Health Record (EHR). The intent of this report is to assist a referring physician or other medical professional untrained in radiology to make an informed diagnosis; as such, it ideally serves as a credible source of information regarding the presence or absence of visual patterns in the associated images.
Given the high cost associated with manual labeling of medical images for model development, there is high utility in automating or semi-automating this process. As DICOM image data is often quite large and slow to pull from an actively-used PACS in volume, this utility is further compounded if a label can be generated in advance of image extraction for case selection and prioritization. Here, we propose the usage of a software pipeline utilizing Natural Language Processing (NLP) to approximate study-level labels for radiology images from the associated reports. This pipeline first identifies and extracts entities of clinical interest using an open source tool with a built-in mechanism that assumes the affirmation or negation of each entity via sentiment analysis. These entities are then passed through a layer of hand-crafted and clinically inspired heuristics for false positive reduction. Using this pipeline, we identify 33 terms mapped to 11 distinct clinical findings in head CT reports as a proxy for labeling the associated images.
The methodology described herein was developed and validated alongside Trillium Health Partners (THP), a large community hospital system in Canada. As part of a study approved by THP's reseach ethics board, THP provided 176,380 radiology reports corresponding to Head CT studies interpreted at two hospital sites over 10 years. All data used for this study was reviewed and approved as deidentified by THPs privacy team prior to analysis.
RELATED WORK
Natural Language Processing (NLP) has been widely applied to various clinical problems with varying results Karimi et al., 2017; Lakhani et al., 2018) . Over the last two decades, a number of domain-specific information extraction tools have been developed to make large volumes of clinical text more usable for downstream clinical analyis tasks. The Radiology Analysis tool (RADA) extracts medical concepts through a specialized glossary of domain concepts, attributes, and predefined grammar rules (Johnson et al., 1997) . Breast Imaging Reporting and Data System (BI-RADS) (Nassif et al., 2009 ) uses a specialized lexicon, syntax analyzer, concept finder, and negation detector to extract information from Mammography reports. Medical Language Extraction and Encoding System (MEDLEE) extracted clinically significant information from reports using a controlled vocabulary and grammatical rules (Sevenster et al., 2012) . The Lexicon Mediated Entropy Reduction (LEXIMER) system extracts phrases with important findings through lexiconbased hierarchical decision trees (Kalra et al., 2004) . Clinical Text Analysis and Knowledge Extraction System (cTAKES) from Mayo Clinic provides a dictionary-based named-entity recognizer by extracting matching concepts from the Unified Medical Language System (UMLS) Metathesaurus (Savova et al., 2010) . Other commonly used UMLS dictionary-based tools include Health Information Text Extraction (HITEx) from Brigham and Womens Hospital and Harvard Medical School (Goryachev et al., 2006) and MetaMap from National Library of Medicine (Aronson & Lang, 2010a) which was the primary tool used in our work.
As noted in a 2013 Stanford paper (Hassanpour & Langlotz, 2016) , although these dictionary, vocabulary, lexicon or rule-based methods generally have high precision, they suffer from an unacceptably high proportion of false positives (low recall and low generalizability) when extracting significant findings or labels for downstream machine learning tasks from radiology reports. This may largely be due to the lexical complexity (Huesch et al., 2018; Zech et al., 2018) and idiosynracies of radiology report generation between radiologists, and across institutions (Hassanpour & Langlotz, 2016) and geographies as well as non-standard use of abbreviations, conjunctions, misspellings, important exclusions, differentials, suggestions, and expressions of uncertainty in radiology reports.
A number of interesting approaches have been proposed to tackle different aspects of this complex problem. Negation detection has become an important area of focus leading to the development of tools such as NegEx (Chapman et al., 2001b; 2001a ) that finds 'negation triggers' in clinical text and identifies the concepts or entities within the scope of the trigger. MetaMap, cTakes, and other lexicon-based tools now integrate NegEx in their pipelines (Aronson & Lang, 2010a; Savova et al., 2010) . NegBio (Peng et al., 2018) utilizes patterns on universal dependencies to identify the scope of triggers that are indicative of negation or uncertainty, compareing favorably to NegEx (an average of 9.5 percent improvement in precision and 5.1 percent in F1score). A number of alogrithms such as DEEPEN, PyConText, and SynNeg (Mehrabi et al., 2015; Tanushi et al., 2013) as well as recent implementations of existing tools like cTakes and MetaMap extend or improve on NegEx performance, also tackling different aspects of the false positive problem such as uncertainty and status detection (Aronson & Lang, 2010b; Savova et al., 2010) .
The lack of robust ambiguity resolution is another major weakness of traditional tools where an entity maps to several terms or concepts in the lexicon. While traditional approaches used rules and scoring systems to rank and select candidate mappingsAronson & Lang (2010a), the dominant approach to solving this problem is context-sensitive entity extraction (Word-Sense Disambiguation) Finkel et al. (2004) 
MATERIALS

DATA ACCESS
The data used for this study was collected from two hospital sites, hereafter denoted Site 1 and Site 2. Like most hospitals, Site 1 and Site 2 have a PACS that houses medical imaging data in DICOM (Digital Imaging and Communications in Medicine) format. DICOM is the standard file format used to transmit and store medical imaging scan data. They also have a RIS (Radiology Information System) which contains medical reports corresponding to medical images in the PACS. We were given access to 101,660 medical reports from Site 1 and 74,720 reports from Site 2.
DE-IDENTIFICATION OF DICOM HEADERS AND MEDICAL REPORTS
Medical regulations require that all protected health information (PHI) is removed from medical information before the data is extracted from a hospital server and used by an external organization. This process is known as de-identification. We developed a novel anonymization process that would maximize the amount of clinically relevant information preserved for modeling and analysis.
Our anonymization algorithm was run on a server at the hospital sites. On-site PACS engineers uploaded the reports and DICOMS on the server, and we generated corresponding data that was stripped of patient information. The anonymized medical information was used in our experiments only after the hospital sites' privacy specialists cleared the data for use within our company.
Our anonymization approach leverages the tools of natural language processing (NLP) to identify PHI and replaces it with a fiducial marker indicating the category of the information that was replaced (i.e. name, age, address, medical record number, etc...). Thus, each specific instance of PHI is reduced to an abstract entity. This output format is intended to make the de-identified text amenable to information extraction algorithms.
The algorithm works in two passes. In the first pass, text corresponding to any designated PHI category is identified and parsed to extract a structured representation of the information which is then stored. In the second pass, all of the stored structured information is used to implement robust identification of PHI in the text which is then replaced with a category-specific fiducial marker.
In order to facilitate robust identification and parsing, the first pass of the algorithm ingests all available inputs including DICOM files and reports. This allows us to leverage structure in the DICOM headers where some instances of person names, ages, dates, and times are flagged as such.
With unstructured text, the leverage comes from getting multiple looks at an entity such as a person's name. For example, we might catch variations that differ in terms of middle name or use of initials. In practice, this fusion of information improves the accuracy considerably.
To facilitate robust identification and replacement in the second pass, we can work with structured information accumulated across multiple first pass runs. By working with structured information, as opposed to a blacklist of terms, the algorithm can match a given instance of PHI even if it appears in a variety of different forms.
The designated PHI categories represent the types of information that the algorithm will remove. Specifically, once run through our de-identification methods, the medical reports were scrubbed of: names of persons, names of institutions, addresses, ages, dates, times, phone numbers, accession numbers, and medical record numbers.
METHODS
From the medical reports we collected, our goal was to identify those that were positive for one of 11 specific medical conditions visible on a head CT. The 11 conditions were represented in reports by a variety of specific synonyms and keywords. Hemorrhage, for instance, could be indicated by alternate spellings, such as 'haemorrhage', or synonyms, including 'hematoma' or 'bleeding'. For the 11 conditions, we generated a list of 33 relevant keywords that we could search for in the reports (refer to Table 1 ). Although this list of alternative words is not meant to be exhaustive, it worked sufficiently well for our purposes. For a report to be positive for a keyword, it was required to meet two conditions:
1. The keyword must be present in the report 2. The keyword must not be negated by other words in the report
We systematically evaluated every medical report based on these criteria using three primary steps (refer to Figure 1 ). First, a Natural Language Processor (NLP) extracted all of the medical concepts present in the text. Next, the NLP applied sentiment analysis to determine whether these conditions were positive (visible in the scan) or negative (not visible in the scan). Finally, a set of manuallygenerated heuristics filtered out majority of the false positives incorrectly identified by the NLP tool.
PROCESSING BY NLP
The NLP tool we utilized for the concept extraction and sentiment analysis steps was MetaMap, a biomedical text processor developed at the National Library of Medicine (NLM) Aronson & Lang (2010b MetaMap identifies concepts -in this case, significant medical abnormalities referred to within a report -by searching for relevant words and phrases related to that concept. By the end of the concept extraction step, all of the 33 keywords we were examining could be classified into two groups -relevant or irrelevant -for each study based on whether they were, respectively, mentioned in the report or not.
All of the concepts identified as relevant were then subjected to sentiment analysis: every abnormality originally classified as relevant was marked as either positive or negative. Positive concepts represented medical conditions that the radiologist marked as visible in the scan. Negative concepts were those that were explicitly noted as not visible in the scan.
By the end of the sentiment analysis, the 33 keywords of interest could be classified into three groups for each scan: positive, negative, or irrelevant. For our purposes, we only considered the positive reports -here on referred to as 'NLP-Positive' -for the next step.
IDENTIFICATION OF NEGATING 'SITUATIONS'
While spot-checking the NLP-Positive results for accuracy, we discovered that the false positive rate was far too high. Very often, the NLP marked reports as positive for certain abnormalities, when the surrounding sentence and context revealed that the abnormality was not necessarily visible or significant in the head CT. For instance, sometimes the report noted that the patient had a history of stroke, but not that the stroke was necessarily present on the imaging scan. In other cases, the report indicated that a tumor had already been completely excised.
The false positives identified by the NLP often fell into one of a recurring group of broad categories, which we called 'negating situations'. When used in a sentence, they either indicated that the abnormality was not visible altogether or that the radiologist could not make a definite conclusion about presence of the abnormality in the scan.
These 'negating situations' are discussed in the sections below. Each is accompanied by a real, de-identified report snippet illustrating the situation.
PATIENT HISTORY INFORMATION
Some sentences of every medical report were allocated to describe patient history. Although these sentences showed that a patient had a significant medical condition in the past, they did not necessarily indicate that the abnormality was visible in the current scan. Other phrases, like 'Clinical Indication' or 'Clinical Information' were also used to demarcate the history section of the report.
History. Stroke. No previous. CT scan of the head. The CT scan is within normal limits for age. · · · Impression No definitive acute vascular pathology identified.
In the report above, the second sentence contained the only instance of stroke in the text. It is clear that this sentence is part of the history section, but the NLP marked this report as positive for 'stroke' nonetheless.
INTENT OF SCAN
Some reports declared that the intent of the scan was to 'Query for' or 'Rule out' an abnormality. Others put it more concisely: 'CVA?' The NLP often marked these sentences as positive for an abnormality, even though they made no observation about the scan's features. This sample report was marked NLP-Positive for CVA despite the only occurrence of CVA in the report text being in the first sentence describing the intention of performing the head CT. The only abnormalities indicated by the report are fractures, trauma, sinitus, and atrophy, none of which are directly related to CVA or stroke-related conditions.
INCONCLUSIVE DIAGNOSES
Radiologists sometimes mentioned that it was 'difficult to say/determine/comment' on the presence of an abnormality. These sentences could not be used to definitively mark a scan as positive.
History: Rule out bleed. Findings: There is mild motion artifact on the examination degrades image quality. · · · There is loss of gray-white matter differentiation within the right cerebral hemisphere. It is difficult to determine if this is simply due to motion artifact or could represent an area of recent infarction. There is no intracerebral hemorrhage. There is mild diffuse age related atrophy. The ventricles are otherwise unremarkable. The brainstem and posterior fossa appear unremarkable.
No intracranial mass effect is seen. Impression: Limited study due to motion artifact. An area of recent infarction within the right cerebral hemisphere is difficult to exclude. Clinical correlation is suggested. If required, a repeat CT scan may be helpful. There is no evidence of recent intracranial hemorrhage.
The report above was marked NLP-Positive for 'recent infarct' despite the radiologist's note that the feature on the scan potentially representing an infarct could also be the result of a motion artifact. This statement is not sufficient to mark the report as positive for infarct.
PATIENT FAMILY INFORMATION
There were a variety of ways in which a report indicated that a patient had a family history of a condition: 'Mother had hemorrhage', 'Sister had cancer'. These statements, although marked as NLP-positive, could not tell us anything concrete about the features visible in the patient's medical imaging scan. The above report was marked NLP-Positive for 'tumour of the brain' although the only mention of a tumor is to note that there is a family history of brain tumor. There is nothing indicating the presence of a tumor in the rest of the report. In fact, the radiologist mentions that there is no evidence of mass or mass effect visible on the scan.
CT HEAD WITHOUT CONTRAST
LOW SENSITIVITY/RESOLUTION OF SCAN
Sometimes, radiologists noted in the reports that the CTs performed were not sensitive enough to detect the abnormality of interest. For instance, discrete vascular abnormalities were sometimes not visualized as clearly as desired on a regular CT scan, and often doctors recommended a CT angiogram to make a better diagnosis. It was inaccurate to conclude that reports with such referrals were positive for an abnormality. This sample report was marked NLP-Positive for vascular malformation, even though the only mention of the abnormality is when the radiologist suggests a CT angiogram or MRI to check for a vascular malformation. This sentence does not conclusively indicate the presence of malformation.
TUMOR SPECIFIC NEGATORS
Specifically for tumors, sentences suggesting tumor cavities or residues, or procedures indicating varying degrees of resection, craniotomy, and debulking usually indicated that the tumor was no longer prominently visible on the CT scan if not removed completely. The NLP incorrectly coded such scans as positive for tumor. The report above was incorrectly marked NLP-Positive for tumor despite a note by the radiologist that the patient's craniotomy left no significant mass effect.
ANEURYSM SPECIFIC NEGATORS
Although noting the presence of aneurysm 'clippings', 'coiling', or post-operative metal 'artifacts' in reports, indicated that the patient had an aneurysm at one point, scans with these features showed that the aneurysm had been treated, and thus the NLP's label of positive for a clinically significant aneurysm was incorrect for these scans. This sample report was marked NLP-Positive for 'anterior cerebral artery aneurysm'. Although the patient once had this type of aneurysm, the presence of a clip on the aneurysm indicates that it has already been treated and/or cannot be seen on the scan due to local scatter artifact.
TREATMENT ALREADY ADMINISTERED
In some situations, especially stroke, the medical imaging scan was performed after the patient had received some treatment for their condition. Because post-treatment states for stroke can vary considerably, we could not conclude anything about the severity of the patient's stroke unless the radiologist mentioned specific details later on in the report.
This patient is post TPA treatment for acute stroke. This study is essentially within normal limits. There is no evidence of any hemorrhage or acute stroke. There is no subdural. There is no hydrocephalus.
The report above was marked NLP-Positive for 'acute stroke'. However, the report states that the study is nearly normal and that there is no evidence of acute stroke on the scan.
FALSE POSITIVE REDUCTION
Clearly, our NLP was not sufficiently accurate for our purposes. Thus, in our second step, we generated heuristics that would examine a report sentence by sentence. Sentences were delimited by a period followed by either a blank space or a new line character \n. When it encountered a sentence that seemed to fall into one of these 'negating situations', our program overlooked the sentence instead of marking the report positive for that abnormality.
It is important to clarify that, in this step, a report was never marked negative for an abnormality. We iterated through each sentence of a report, searching for a sentence that indicated that an abnormality was present. If we could find such a sentence, the report was marked positive for that abnormality. If we could find multiple sentences indicating that multiple abnormalities were present, we marked the report positive for each abnormality. If there was no such sentence in the entire report, the report was not marked in any way.
This logic meant that a report with a negative or ambiguous sentence such as Query for hemorrhage. followed by Hemorrhage is present. later in the report was still marked positive for hemorrhage. However, if Query for hemorrhage. was the only sentence containing hemorrhage in the report, the report would be marked negative for the condition.
For a sentence to be a positive indicator for an abnormality, it had to meet two criteria. First, it had to contain the name of the abnormality of interest. And second, it could not contain any one of a list of 'excluded words'. These words (listed in Table 2 ) were generated based on manual examination of the 'negating situations' described above.
These conditions were perhaps more stringent than necessary, but we sacrificed the potentially larger set of labeled data for more accurately-labeled results. Table 2 : List of excluded words and situations prompting their exclusion. Each of these excluded words is derived from one of the 'negating situations' described earlier. The first eight categories of words were applied when searching for all labels; the remaining eight were applied for only the labels to which they were relevant. The specific excluded words not discussed above are explained here: 'Staging' is a cancer-specific word to indicate intent of scan; used when patient already has cancer and radiologist is checking for metastasis. 'MRI' and 'CT angiogram' are often found in statements referring the patient for another test, usually if the current scan is not enough to make a diagnosis. 'Treatment' and 'insensitive' are usually found in sentences describing treatment already administered for abnormality. 
RESULTS
By the end of our analysis, we had compiled a list of reports that corresponded to head CT's indicating one or more significant abnormalities. Ultimately, our methodology identified 39,028 reports as positive for at least one abnormality from Site 1, and 25,704 reports as positive from Site 2. Some reports were positive for multiple abnormalities.
SPOT CHECKING & CONFIDENCE INTERVALS
We utilized statistical sampling techniques to determine the accuracy levels of the lists of reports we collected. For all of the reports positive for one specific abnormality -for instance, hemorrhage -we randomly sampled around thirty to fifty reports and presented them to human radiologists to arbitrate whether the model-generated abnormality was indeed present. This process was repeated for each of the 33 abnormalities of interest.
Based on the percentage of accurately identified reports in a sample, we were able to generate confidence intervals to obtain an interval estimate of the true percentage of accurately identified reports in the entire population of positive reports for a single abnormality.
To calculate confidence intervals, we computed the percentage of correct reports by the model, calling thisp. We then computed the Standard Error ofp using Equ. (1), where n is the total number of reports sampled:
where f (n) is called the finite population correction factor and can be used to produce a more accurate confidence interval when the total population size (N ) is known and the sample size (n) is relatively large:
We used t-based confidence intervals due to the population standard deviations being unknown. For a confidence level of 95%, the corresponding t-score value was 2.04 since the majority of our sample sizes were around 30. A confidence interval for the population percentage of correct reports is of the form:p
Three keywords, arachnoid cyst, haemorrhage (alternate spelling of 'hemorrhage'), and chronic ischemic event, did not yield any positive results. However, once confidence intervals were calculated for the remaining abnormalities, we found that at least 85% or more of the positive reports were accurately labeled, with the exception of the lists for cva, stroke, and acute ischemic event. These three conditions, however, are often broad diagnoses that often manifest into more specific features seen on a CT scan. These keywords may not be the best descriptors of physical features on a head CT.
WITH AND WITHOUT FALSE POSITIVE REDUCTION
To differentiate the results with and without the proposed false positive reduction, we tag medical conditions detected by standard NLP tools (in Section 4.1) as 'NLP-positive'. By contrast, we name those further processed by our proposed false positive reduction (in Section 4.3) as 'Final-positive'.
In Table 3 , we show results in both precision estimate and its confidence interval on conditions of both NLP-positive and Final-positive. It is immediately obvious that additional false positive reduction improves significantly the performance of positive condition identification. Table 4 and  Table 5 in the Appendix include the full set of conditions of interests from both data sites.
DISCUSSION
Our results indicate that it is, in fact, possible to use medical reports to automatically generate a labeled data set of medical imaging scans with high accuracy. As shown in Table 3 , the accuracy of the report labels increases after the false positive reduction step, indicating that the generated heuristics can compensate for lacking NLP performance.
Reporting styles tend to differ across hospital sites. Our heuristics for false positive reduction were tailored specifically for Site 1, but the similar accuracy values and confidence intervals across the two sites indicate that the heuristics and processing applied to the reports are robust and generalizable. We anticipate that our collection of 'excluded words' will be helpful for a similar study on a different set of medical reports. However, we believe that the general, 'negating situations' we identified, which caused most of the false positives coded by the NLP, will be more valuable. These will aid other research groups in developing their own unique sets of 'excluded words' that are customized to the writing styles of different medical data sets.
By decreasing the need for manual data-labeling ventures, the image-level labels we were able to automatically generate will allow for labeling on a scale that has not been possible thus far. The labels allow for quick identification of studies of interest, so that experimenters can pull only relevant studies from hospital PACS systems.
However, this methodology also has its limitations. It is necessary to ensure that the reports generated by the hospital are all-encompassing and accurate. It is possible that a radiologist may miss an abnormality or that a scan has been performed with a specific motivation for which the presence of a certain abnormality is irrelevant. In such cases our assumption that radiology reports are gold-standard datasets does not hold.
In addition, obtaining access to an individual hospital's records is a difficult process. If the NLP tool used has a false negative rate that is too high or the heuristics employed are far too strict, the number of significant reports identified may be much lower than the true value. Without maximizing the amount of significant data pulled from the hospital servers, experimenters may be forced to go through the negotiation process to obtain hospital data more frequently than necessary.
Our current methodology does not work towards minimizing the false negative rate. Thus, while our true positive rates are sufficiently high, we overlook a great deal of significant data which is wasteful when data is so scarce. In the future, we hope to maximize the number of significant scans we identify without sacrificing the high levels of accuracy that we currently show. We also understand that there is great value to identifying imaging scans that appear normal. This is an additional avenue for expansion of our auto-labeling methodology.
A APPENDIX 
