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We propose a method for estimating smooth real-frequency self-energy in the dynamical mean-
field theory with the finite-temperature exact diagonalization (DMFT-ED). One of the benefits of
DMFT-ED calculations is that one can obtain real-frequency spectra without a numerical analytic
continuation. However, these spectra are spiky and strongly depend on the way to discretize a
continuous bath (e.g., the number of the bath sites). The present scheme is based on a recently
proposed compact representation of imaginary-time Green’s functions, the intermediate represen-
tation (IR). The projection onto the IR basis acts as a noise filter for the discretization errors in
the self-energy. This enables to extract the physically relevant part from the noisy self-energy. We
demonstrate the method for single-site DMFT calculations of the single-band Hubbard model. We
also show the results can be further improved by numerical analytic continuation.
I. INTRODUCTION
Strongly correlated electron systems have attracted
much attention in the past 30 years, because of the dis-
covery of interesting materials such as high tempera-
ture superconductors or heavy fermions. These materials
have rich phase diagrams, which have superconducting,
magnetic, or Mott insulating phases. New theoretical
schemes and techniques have been developed to under-
stand many-body physics due to correlation between elec-
trons in condensed matter physics.
The dynamical mean-field theory (DMFT) is one of
the most powerful tools to take strong correlations into
account[1]. The DMFT is used both in calculations with
model Hamiltonians and in realistic electronic structure
calculations[2]. Within the DMFT, local dynamical cor-
relations are fully preserved while the spatial correlations
are neglected. Under this approximation, one has to
solve an effective Anderson impurity model mapped from
an original lattice model. The mapping onto the im-
purity model is enforced by a self-consistency condition
which contains the information about the original lattice.
Recently, it is known that the continuous-time quan-
tum Monte Carlo method is one of the powerful “exact”
impurity solvers since there is no discretization of the
imaginary-time interval[3]. One needs, however, to per-
form numerical analytical continuation to transform cal-
culated imaginary-time quantity to real-frequency spec-
tra, which is extremely sensitive to noise. This is because
the self-energy is computed in Matsubara frequency do-
main and must be continued to the real frequency axis.
QMC calculations also suffer from a negative sign prob-
lem at low temperature in solving cluster-type and multi-
orbital impurity problems.
Exact diagonalization is another powerful “exact”
and “sign-problem-free solver” for the effective impurity
model [1, 4]. The ED can be combined with DMFT as
the finite-temperature (T ) DMFT-ED, where the self-
consistent procedure is implemented on the Matsubara-
frequency axis. In the finite-T DMFT, the continuous
bath of an impurity model is discretized with a finite
number of bath sites. Solving this approximate finite-
size system by ED provides direct access to quantities
such as Green’s functions and self-energies on the real-
frequency axis without unstable numerical analytic con-
tinuation. This is considered to be an advantage of the
DMFT-ED. The method has been used to investigate
the real-frequency structure of the self-energy of the 2D
Hubbard model at finite T [5] or effectively at T = 0 (i.e.,
sufficiently low T ) [6, 7].
In DMFT-ED calculations, results of
Matsubara/imaginary-time quantities converge quicker
with a few number of bath sites per a correlated
site/orbital [4]. In contrast, real-frequency quantities
have spiky structures, whose positions strongly depend
on the number of the bath sites. This strong bath-site
dependence makes it difficult to interpret the physical
meanings of their fine features. The previous studies
employed some artificial broadening (e.g. Lorentzian
broadening) [5, 7] or extrapolation to the real axis [8, 9]
to obtain smooth results.
In this paper, we propose a method based on a physi-
cal ground for computing a bath-discretization-insensitive
smooth self-energy on the real-frequency axis. This is
achieved by projecting the self-energy onto a physical
compact basis and filtering out noise due to the dis-
cretization of a continuous bath. The present method
is based on the recently shown fact that the imaginary-
time/Matsubara Green’s functions are sparse at finite
T : the imaginary-time/frequency dependence of these
Green’s functions can be represented by a few dozen
basis functions of the so-called intermediate represen-
tation (IR) basis [10–13]. In the previous study [10],
they used this representation together with sparse mod-
eling (SpM) techniques in data science to extract noise-
2insensitive spectral functions from QMC data[10]. Using
the IR, in the present study, we clarify the difference
between quantities defined on the Matsubara-frequency
and real-frequency axes in DMFT-ED calculations. In
particular, we use the IR-filtering approach to obtain the
bath-number-insensitive spectrum in DMFT-ED calcula-
tions. To illustrate the procedure, we apply the present
method to single-site DMFT calculations of the single-
orbital Hubbard model. We find that low-order coeffi-
cients of the self-energy in terms of the IR basis are con-
verged with respect to the number of sites. We demon-
strate that the physically-relevant spectrum of the self-
energy can be extracted from DMFT-ED calculations
with four bath sites. The breaking of the causality in
the reconstructed spectrum can be cured by imposing the
non-negative condition on the spectrum using the SpM
techniques.
II. SPARSENESS OF THE SELF-ENERGY
The DMFT method maps a lattice model onto an ef-
fective impurity model. Figure 1 illustrates the DMFT-
ED self-consistent cycle for finite T . The self-consistent
equation reads
Gloc(iωn) = Gf (iωn), (1)
where Gloc(iωn) and Gf (iωn) are the local Matsubara
temperature Green’s functions of the original and effec-
tive impurity models, respectively. Here, we consider
fermion Matsubara frequencies ωn = πT (2n + 1) with
n = 0,±1, · · · ,±nmax (nmax is typically larger than 10
3).
As revealed in the previous studies [10, 11, 13], however,
Gloc(iωn) and Gf (iωn) actually contain much fewer de-
grees of freedom than nmax.
The real-frequency self-energy is computed as
ΣR(ω) ≡ GR0 (ω)
−1 −GR(ω)−1, (2)
GR(ω) and GR0 (ω) are full and non-interacting retarded
Green’s functions for the effective impurity model, re-
spectively. In the present study, we will clarify how
much information is contained in this real-frequency self-
energy.
In the previous study [10, 11], they considered an exact
integral equation between the Matsubara Green’s func-
tion G(iωn) and the spectral function ρ(ω) (i.e. Lehmann
representation),
G(iωn) =
∫ ∞
−∞
dωKF(iωn, ω)ρ(ω), (3)
where KF(ωn, ω) ≡ 1/(iωn − ω) for fermions.
In the present study, we focus on a similar spectral
representation for the self-energy [15]:
Σ(iωn) = Σconst +
∫ ∞
−∞
dωKF(iωn, ω)ρ
Σ(ω), (4)
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FIG. 1. Schematic figure of the calculation process to obtain
the smooth self-energy Σ(ω) in the DMFT-ED calculation.
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FIG. 2. Relation between different representations of the
self-energy.
where ρΣ(ω)(≡ −π−1Im(ΣR(ω))) is a spectral function
and Σconst is a frequency-independent term. Although
ρΣ(ω) is a spiky bath-number-dependent function in the
DMFT-ED framework, Σ(iωn) computed by Eq. (4) is a
smooth function. This is because the model-independent
filter matrix K(iωn, ω) smears out fine features in ρ
Σ(ω).
This can be clearly seen by expanding these quantities
in terms of “intermediate representation” (IR) basis [11,
13] as
Σ(iωn)− Σconst =
∞∑
l=0
ΣlU
F
l (iωn), (5)
ρΣ(ω) =
∞∑
l=0
ρΣl V
F
l (ω). (6)
These basis functions are defined through the decompo-
sition of the kernel as [11, 13]
KF(iωn, ω) = −
∞∑
l=0
SFl U
F
l (iωn)V
F
l (ω), (7)
The basis functions are orthonormalized in the intervals
of n ∈ [−∞,+∞] and [−ωmax, ωmax], respectively (ωmax
is a cutoff frequency). Note that the real part of the self-
energy Re(ΣRe(ω)) can be computed from ρΣ(ω) by the
Kramers-Kronig relation.
If ωmax is large enough to cover the support of the
3spectrum, ρΣl and Σl are related (see Fig. 2) as
Σl = −S
F
l ρ
Σ
l . (8)
Because the singular values SFl (l = 0, 1, 2, · · · ) decay
exponentially, in numerical calculations with double pre-
cision floating point numbers, any Green’s functions and
self-energies can be represented by only few Ul(iωn) cor-
responding to large singular values (i.e. Sl/S0 > 10
−8).
In the present study, we use β = 1/T = 20 and ωmax = 5.
This leaves only 25 (= lmax) singular values.
The above consideration indicates that the Green’s
functions in Eq. (1), and hence the real-frequency self-
energy, have few independent variables no more than
lmax, which does not depend on details of the model. As
clarified below, this explains why the Matsubara Green’s
function converges to that obtained by QMC calculation
with a small number of bath sites in DMFT-ED calcula-
tions [4].
On the basis of the concept of the IR, we may obtain
a converged solution only if the variables of the effective
Hamiltonian is more than the number of singular values
Sl required for a desired accuracy. The effective impurity
Hamiltonian reads
HAIM =
∑
lσ
ǫlσc
†
lσclσ +
∑
lσ
Vlσ(f
†
σclσ + c
†
lσfσ) +Hatomic,
(9)
where Hatomic the on-site atomic part of the original
Hamiltonian. For example, the Hubbard model has
Hatomic = −µ
∑
σ f
†
σfσ + Uf
†
↑f↑f
†
↓f↓. Here, f
†
σ and clσ
are creation operators for fermions in with spin σ as-
sociated with the impurity site and with the state l of
the effective bath, respectively. Thus, the effective im-
purity Hamiltonian involves Ns independent parameters
(ǫlσ and Vlσ).
III. EXTRACTING PHYSICALLY-RELEVANT
SPECTRUM FROM THE SELF-ENERGY
Now we propose a method for reconstructing a
smooth self-energy on the real-frequency axis by ex-
tracting physically-relevant available information in the
self-energy computed with a finite Ns. In partic-
ular, we consider a half-filled single-band Hubbard
model with the semicircular density of states ρ0(ω) =
[2/(πD)
√
1− (ω/D)2] as the original lattice model. We
set the half bandwidth D as the energy unit. In par-
ticular, we focus on metallic and insulating solutions
obtained for U = 2D and 2.4D, respectively. For the
present model, Σconst = 0 due to particle-hole symmetry.
We describe the technical details of the bath fitting in
Appdendix B.
Figure 3 and 4 show the computed Im(Σ(iωn)) and
ρΣ(ω) (= − 1
pi
ImΣR(ω)), respectively. As clearly seen,
Im(Σ(iωn)) is a smooth function, being almost bath-site-
number independent. In contrast, ρΣ(ω) computed by
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FIG. 3. (Color online) Imaginary part of the self-energy on
the Matsubara frequency axis Im Σ(iωn) with U = 2D and
U = 2.4D after the 200 loops of the DMFT-ED calculation
with 4 site baths. We consider β = 20, ωmax = 5, nmax = 1024
in the half-filled Hubbard model with the semicircular density
of states with a half bandwidth D.
Eq. (2) has spiky structures, which strongly depend on
the number of the bath sites (not shown).
To obtain a deeper insight into this contrasting behav-
ior, we compute their expansion coefficients in the IR
using Eqs. (5) and (6). Figure 5 compares Σl and ρ
Σ
l
computed with Ns = 4, 8, 10 for U = 2D. As clearly seen
in Fig. 5(a), ρΣl does not vanish as l is increased. Fur-
thermore, the large-l components strongly depends on
Ns. On the other hand, Σl decay exponentially with re-
spect to l. While the coefficients Σl for small l (≤ 8) are
converged only with four bath sites, those for larger l fluc-
tuate and do not converge systematically with respect to
Ns. These small discretization errors in Σl are amplified
and propagate to ρΣl through Eq. (8), leading to the large
fluctuations of ρΣl at large l. This strongly indicates that
the bath-site-dependent (spiky) component of the spec-
tral function originates from tiny discretization errors in
the Green’s function. Thus, they are not physically rel-
evant in the finite-temperature DMFT calculation based
on the Matsubara Green’s function.
We now extract this physically relevant information
in the imaginary-time self-energy to estimate a smooth
self-energy on the real-frequency axis. By truncating the
expansion at l = lcut (IR filtering), we obtain smooth
self-energies on real frequency axis as shown in Fig. 4.
With the use of these self-energies, we can understand
difference between systems with U = 2D and U = 2.4D.
Note that the imaginary part of the self-energy is the
inverse of the quasiparticle lifetime. In the case of U =
2D, the density of states should have a peak at the zero
energy since the imaginary part of the self-energy at zero
energy is zero, which suggests that this system is metallic.
In the case of U = 2.4D, there is no intensity of the
density of states at the zero energy since there is a strong
quasiparticle dumping at the zero energy, which suggests
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FIG. 4. (Color online) Imaginary part of the self-energy
ImΣR(ω) calculated by the direct calculation in the DMFT-
ED, the truncation with lcut = 8, SpM analytic continuation
for (a) U = 2D and (b) U = 2.4D. We consider 4 bath sites.
Other parameters are the same as in Fig. 3.
that this system is in the Mott insulating phase. We
note that the self-energy on the real-frequency axis is
also useful for the non-hermitian topological theory in
finite-temperature strongly-correlated systems[16–18].
As shown in Fig. 4(b), the self-energy with the trunca-
tion lcut = 8 has the non-causal region (−ImΣ
R(ω) < 0)
around |ω| = 0.3D, which may be ascribed to Gibbs oscil-
lations due to the truncation. This can be fixed by using
the SpM analytic continuation [10]. This approach al-
lows us to obtain a solution which satisfies non-negativity
ρΣ(ω) > 0 for the self-energy with the correct sum rule.
We shows the results obtained by analytic continuation
in Fig. 4. Not only causality is restored but also the
correct Fermi-liquid-like low-ω behavior is recovered for
U = 2D.
IV. DISCUSSIONS
With the use of the IR basis, we can discuss whether
the number of the bath sites is enough or not. In cluster
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FIG. 5. (Color online) Bath-site-number dependence of the
coefficients ρΣl and |Σl| of IR basis after the 200 loops of the
DMFT-ED calculation. Other parameters are the same as in
Fig. 3.
or multi-orbital DMFT-ED calculations, the number of
the bath sites is usually limited to a small number. In
these cases, one can discuss a validity by comparing two
systems with different number of the bath sites.
At finite temperature, the DMFT and imaginary-
time Green function-based methods have maximally lcut
information, since the kernel K(iωn, ω) is a model-
independent function. An energy resolution of a spec-
tral function is determined by the temperature and spec-
tral width. Even if the number of the bath sites is ex-
tremely large, the resolution of the Matsubara Green’s
function in Eq. (1) is limited by the minimum singular
value sl > δ. In terms of the data science, there might
be an over-fitting problem when the number of the bath
site is much larger than the number of the effective sin-
gular values, since one needs to fit the sparse Matsubara
Green’s function to obtain the coefficients of the effective
impurity Hamiltonian.
In the ED impurity solver, the exponential growth of
the Hilbert space limits the total number of correlated
sites/orbital and bath sites to a small number (< 16).
Recently, extensive efforts have been made to treat more
correlated (and thus more bath sites) by somehow trun-
cating the Hilbert space [20–23]. Another interesting ap-
proach is based on imaginary-time evolution of matrix
product states [19]. In these methods, the discretization
of a continuous bath is formulated in imaginary time al-
though they are aimed at zero-T calculations. Thus, they
suffer from discretization errors in computing quantities
on the real-frequency axis to some extent. The present
scheme applies to these methods.
5V. SUMMARY
In this work, we proposed the IR-filtering approach for
computing the physically relevant self-energies in DMFT-
ED calculations formulated in imaginary time. The
present scheme is based on the IR basis which acts as a fil-
ter for the discretization errors of a continuous bath. We
demonstrated the procedure for the single-site DMFT-
ED calculations of the single-band Hubbard model. We
showed that the result can be further improved by using
the SpM techniques of analytic continuation. This ap-
proach can be applied to multi-orbital or cluster DMFT
calculations.
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Appendix A: Details of the finite-temperature
dynamical mean field theory with the exact
diagonalization solver
The DMFT method maps a lattice model onto an ef-
fective impurity model written as
HAIM =
∑
lσ
ǫlσc
†
lσclσ +
∑
lσ
Vlσ(f
†
σclσ + c
†
lσfσ) +Hatomic,
(A1)
where Hatomic the on-site atomic part of the original
Hamiltonian. For example, the Hubbard model has
Hatomic = −µ
∑
σ f
†
σfσ + Uf
†
↑f↑f
†
↓f↓. Here, f
†
σ and clσ
are creation operators for fermions in with spin σ asso-
ciated with the impurity site and with the state l of the
effective bath, respectively.
The self-consistent equation in the DMFT framework
is written as
Gloc(iωn) = Gf (iωn), (A2)
where Gloc(iωn) is the local Matsubara Green’s function
of the original Hamiltonian defined as
Gloc(iωn) =
∫
dǫD(ǫ)[iωn + µ− ǫ− Σ(iωn)]
−1. (A3)
The momentum-independent self-energy Σ(iωn) is calcu-
lated by the Dyson equation for the effective impurity
model:
Σ(iωn) ≡ G
−1
0 (iωn)−G
−1
f (iωn). (A4)
Here, G0(iωn) is a non-interacting part of the Green’s
function for the effective impurity model calculated as
G−10 (iωn) = iωn + µ−
Ns∑
l
|Vl|
2
iωn − ǫl
. (A5)
The impurity Green’s function is calculated as
Gf,σ(iωn) = −
1
Z
∑
k
e−βEkG(k)σ (iωn), (A6)
where
G(k)σ (iωn) = 〈k|fσ[iωn − (HAIM − Ek)]
−1f †σ|k〉
+ 〈k|f †σ[iωn + (HAIM − Ek)]
−1fσ|k〉. (A7)
Here, Z =
∑
k e
−βEk is a partition function and Ek and
|k〉 is an k-th eigenstate and eigenvalue of HAIM, respec-
tively. The local density of states is expressed as
ρσ(ω) =
1
Z
∑
k
e−βEk(1/π)ImG(k)σ (iωn → ω + iη).
(A8)
Appendix B: Bath fitting scheme
At each DMFT step, we fit the parameters ǫl and Vl
to reproduce G0(iωn), and compute the impurity Green’s
function Gf,σ(iωn) by exact diagonalization. Then, we
compute the non-interacting Green’s function G0(iωn) =
[Gf,σ(iωn)
−1 + Σ(iωn)]
−1 for the next iteration. In the
fitting, we minimize the function defined as
f({ǫl}, {Vl}) =
∑
n
∣∣∣G0(iωn)−
[
iωn + µ−
∑
l
V 2l
iωn − ǫl
]−1 ∣∣∣,
(B1)
with the use of the one of the quasi-Newton algorithms
called Broyden-Fletcher-Goldfarb-Shanno (BFGS)
method in Optim.jl package written in Julia language.
We used the lowest 1024 positive Matsubara frequencies
in the fitting.
6Appendix C: Green’s function obtained by the exact
diagonalization technique at finite temperature
We describe how to calculate Green’s function as fol-
lows. To calculate the impurity Green’s function, we ob-
tain the eigenvalues and eigenvectors of HAIM. In the
Hubbard model, the Hamiltonian matrix HAIM is block
diagonal since the spin-number is conserved in each block
matrices. Thus, the Green’s function is expressed as
Gf,σ(iωn) = −
1
Z
Ns+1∑
n↑=0
Ns+1∑
n↓=0
∑
l
e
−βEln↑,n↓G
(n↑,n↓,l)
σ (iωn),
(C1)
where
G
(n↑,n↓,l)
↑ (iωn) = 〈(n↑, n↓, l)|f↑
× [iωn − (H
n↑+1,n↓
AIM − E
l
n↑,n↓
)]−1f †↑ |(n↑, n↓, l)〉
+ 〈(n↑, n↓, l)|f
†
↑
× [iωn + (H
n↑−1,n↓
AIM − E
l
n↑,n↓
)]−1f↑|(n↑, n↓, l)〉. (C2)
G
(n↑,n↓,l)
↓ (iωn) = 〈(n↑, n↓, l)|f↓
× [iωn − (H
n↑,n↓+1
AIM − E
l
n↑,n↓
)]−1f †↓ |(n↑, n↓, l)〉
+ 〈(n↑, n↓, l)|f
†
↓
× [iωn + (H
n↑,n↓−1
AIM − E
l
n↑,n↓
)]−1f↓|(n↑, n↓, l)〉. (C3)
Here, Ns is the number of bath sites, and n↑ and n↓ are
numbers of up and down spins, respectively. H
n↑,n↓
AIM is
the Hamiltonian matrix with fixed n↑ and n↓. E
l
n↑,n↓
and |(n↑, n↓, l)〉 are the l-th eigenvalues and eigenvec-
tors associated with H
n↑,n↓
AIM . In this paper, we use eigs
in the Julia language 0.6.2, which computes eigenval-
ues and eigenvectors using implicitly restarted Lanczos
iterations for real symmetric matrix. The diagonal el-
ement of the inverse of the matrix 〈(n↑, n↓, l)|f↑[iωn −
(H
n↑+1,n↓
AIM −E
l
n↑,n↓
)]−1f †↑ |(n↑, n↓, l)〉 is calculated by the
Lanczos method[1]. In all calculations in main text, we
consider 4 eigenvalues and eigenvectors in each block di-
agonal Hamiltonian H
n↑,n↓
AIM .
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