In a previous paper [1] 05. 40+j, 05.90+m, 42.70.Ft, 47.40.Dc 
, mainly because of its relative simplicity as compared to more fundamental approaches [3, 4] . Fluctuating hydrodynamics has been used by various authors to study the statistical properties of simple fluids subjected to nonequilibrium constraints, such as temperature gradient [3, 5, 6] or shear [4, 7] (for a review, see ref. [8] ). Light scattering results, obtained for systems under temperature gradient, have shown quantitative agreement with theoretical predictions [9] . Quantitative agreement has also been demonstrated with results based on particle simulations, both for systems under temperature gradient [10, 11] and shear [12] .
Ordinarily the macroscopic study of subsonic hydrodynamical instabilities is based on the incompressibility assumption. However, as first pointed out by Zaitsev and Shliomis [13] , this assumption is basically inconsistent with the very foundations of the fluctuating hydrodynamics formalism since it imposes fictitious correlations between the velocity components of the fluid. On the other hand, the compressibility of the fluid affects mostly fast sound modes, whereas the dynamics of the system near an instability is governed by slow dissipative modes. We may thus expect that the behavior of a fluid evolving near a subsonic instability threshold is practically not affected by its compressibility. This intuitive argument has been used by many authors who have considered fluctuating incompressible hydrodynamic equations, or even directly the corresponding normal form amplitude equations to which they added random noise terms [14] . In these approaches, the characteristics of the noise terms cannot be related to equilibrium statistical properties of the fluid and thus remain arbitrary. A more satisfactory approach would be to start with the full compressible fluctuating hydrodynamic equations. Reducing these equations to a final normal form amplitude equation near the instability, would lead directly to the explicit form of the associated noise terms consistent with such requirements as the fluctuation-dissipation theo-rem. Such a procedure, however, proves to be quite difficult mainly because of the boundary conditions. To our knowledge, the only attempt in this direction has been made by Schmitz and Cohen for the case of Bénard instability [15] . Concentrating on the behavior of a small layer in the bulk, these authors have succeeded in deriving the linearized fluctuating equations close to the convective instability. Whether this technique can be generalized to derive the corresponding normal form amplitude equation for the case of Bénard instability is not clear at present time.
Recently, we have considered the problem of hydrodynamic fluctuations in the case of a simple flow proposed some fifty years ago by Kolmogorov [16] . Thanks to the periodic boundary conditions associated to this model, a detailed analysis of the linearized fluctuating hydrodynamic equations, from near equilibrium up to the vicinity of the first instability, could be carried out [1] . In particular, we have been able to show that in the long time limit the flow behaves basically as if the fluid were incompressible, regardless of the value of the Reynolds number. The situation was different for the short time behavior. We established that the incompressibility assumption leads here to a wrong form of the static correlation functions, in agreement with Zaitsev and Shliomis prediction [13] , except near the instability threshold, where our results strongly suggest that the incompressibility assumption becomes again valid. On the other hand, the linearized fluctuating hydrodynamic equations are clearly not valid close to, or beyond the instability threshold. Although extensive numerical simulations have basically confirmed our predictions, a satisfactory answer to this important problem requires a full nonlinear analysis of the fluctuating Kolmogorov flow. The present article is devoted to this problem.
In the next section, the Kolmogorov flow is briefly reviewed. A nonlinear analysis is carried out for an incompressible fluid and the explicit form of the stream function and the associated velocity field is derived above but close to the instability. Section III is devoted to the analysis of a compressible fluid. After setting up a perturbation scheme, we show that the solution of the problem is basically the same as the one derived in section II for the incompressible fluid, at least close to the instability threshold. We then concentrate on the statistical properties of the flow and show that, close to the instability threshold, the dynamics of the system is governed by a set of two nonlinear coupled Langevin equations.
Here again, the equivalence with the incompressible case is established. Concluding remarks and perspectives are summarized in section IV.
II. INCOMPRESSIBLE KOLMOGOROV FLOW
Consider an isothermal flow in a rectangular box L x × L y oriented along the main axes, that is {0 ≤ x < L x , 0 ≤ y < L y }. Periodic boundary conditions are assumed in both directions and the flow is maintained through an external force field of the form
where 1 x is the unit vector in the x direction. This model represents the so-called Kolmogorov flow and it belongs to the wider class of two-dimensional negative eddy viscosity flows [17] .
It is entirely characterized through the strength of the force field F 0 , the parameter n, which controls the wave number of the forcing, and the aspect ratio a r , defined as
In the following, we will mainly concentrate on the case n = 1.
The fluctuating hydrodynamic equations for this model read:
where ρ is the mass density, p the hydrostatic pressure and σ the two dimensional fluctuating stress tensor:
S is a random tensor whose elements {S i, j } are Gaussian white noises with zero mean and covariances given by:
For simplicity, we shall assume that the shear and bulk viscosity coefficients, η and ζ, are state independent, i.e. they are constant.
Let us first concentrate on the deterministic behavior. It can be easily checked that at the stationary state, the pressure and the density are uniform in space (p st = p 0 , ρ st = ρ 0 ), whereas the velocity profile is given by:
For small enough F 0 , this stationary flow is stable. As we increase F 0 , however, the flow eventually becomes unstable giving rise to rotating convective patterns. Other instabilities of increasing complexity may occur for larger values of F 0 , culminating in a chaotic like
behavior similar to what is observed in turbulent flows [18] [19] [20] . In this paper we shall limit ourselves to the analysis of the system near its first instability.
We still have to supply the momentum conservation equation (4) with an equation of state relating the pressure to the density (recall that the system is isothermal). In this section, we shall simply assume that the flow is incompressible, i.e.
where u and v represent the x and y components of the velocity, respectively, i.e. v ≡ u1 x + v1 y . Relation (8) implies a uniform density ρ 0 throughout the system for all time, if initially so, as well as the existence of a scalar function ψ(x, y), known as stream function, defined by the relations:
Scaling lengths by L y , velocity by u 0 and time by L y /u 0 , the dimensionless equation for the stream function reads:
where R is the Reynolds number:
The stationary solution of (10) reads:
Setting ψ = ψ st + δψ, and linearizing (10) around ψ st , one gets
Owing to periodic boundary conditions, δψ(x, y, t) can be expanded in Fourier series:
Equation (13) can be then transformed to :
+ πk x δψ kx, ky + 1 − δψ kx, ky − 1
where we have setk
In its general form, the analysis of this equation proves to be quite difficult [21] . On the other hand, if ψ st is stable then, in the long time limit, the evolution of the system will be mainly governed by long wavelength modes. Accordingly, we start our analysis by considering only the modes k y = 0 , ±1, i.e. we assume that δψ(k x , k y t) ≈ 0 for |k y | ≥ 2 [22] . Defining the vector δψ kx ≡ (δψ kx, 0 , δψ kx, 1 , δψ kx, −1 ) , the equation (15) can be written in the following matricial form :
with
We first note that the matrix A is diagonal for k x = 0 so that the solution of eq. (17) simply reduces to:
Furthermore, by definition of the stream function, eq. (9), ψ 0, 0 (t) = 0, ∀ t. We thus concentrate on the case k x = 0, looking for a similarity transformation T·A·T −1 which diagonalizes the matrix A. After some algebra, one finds
where {λ i } are the eigenvalues of A:
The equation (17) then becomes:
where
It follows from (21) that λ 2 and λ 3 are always negative, whereas there exists a critical value of the Reynolds number
for which λ 1 vanishes, thus indicating the limit of stability of the corresponding mode [23] .
Clearly R c is an increasing function of |k x |, so that the first modes to become unstable correspond to |k x | = 1, provided the aspect ratio a r > 1. As a r → 1, R c → ∞, indicating that no instability can develop for perturbations of the same spatial periodicity as the applied force [24] . In the following, we shall therefore concentrate mainly on the case a r > 1.
For a r = 2, relation (24) predicts a critical Reynolds number of R c ≈ 12.8255. Analytical calculations can still be handled when the modes k y = ±2 are taken into account as well, and lead to
For a r = 2, one finds a critical Reynolds number of R (5) c ≈ 12.8738, so that the discrepancy remains below 0.4%. Numerical evaluation of R c performed with a total amount of 103 modes shows no further significant discrepancy. We thus conclude that one can rely reasonably well on a "3-modes approximation theory" (that is δψ kx, ky (t) ≈ 0 for |k y | ≥ 2). It remains to check whether this approximation leads to the correct velocity field beyond the instability.
To this end we need to work out the explicit form of the stream function.
The calculations are tedious and quite lengthy, so that here we only report the basic steps. We start with the full nonlinear evolution equation for δψ = ψ − ψ st :
As for the linear case, we take the Fourier transform of this equation, limiting ourselves to the first three modes k y = 0, ±1. Applying then the transformation T to the resulting equation, cfr. eq. (23), one obtains: In practice, however, such a calculation is possible only close to the the bifurcation point, where the amplitude of δφ 1 is supposed to approach zero as R → R c . In fact, there exist other types of transitions, such as the one arising in the Vanderpol equation, where the amplitude of the solution above the instability does not vanish as one approaches to the critical point [27] . Detailed analysis shows that this is not the case here (i.e. |δφ 1 | → 0 as R → R c ), so that we can limit ourselves to lowest orders in |δφ 1 |, obtaining finally the so-called normal form or amplitude equation for the slow mode:
and γ is a positive constant whose expression, to dominant order in |R/R c − 1|, is given by
Above the bifurcation point R > R c (λ > 0), the amplitude equation (28) 
where θ 0 is a constant whose value depends on the initial conditions. The fact that the stationary solution still depends on the initial conditions simply reflects the Galilean invariance in the x direction which results from the periodic boundary conditions imposed on the system. Using relation (31) , one can compute the explicit form of the fast modes for
. Applying the inverse transform T −1 (k x ), cfr. eq. (20), to the so-obtained
and taking its inverse Fourier transform, one obtains the explicit expression of the stream function in real space. Up to order O(R/R c − 1), one gets:
where we have set |δφ 1 | ≡ |δφ ± 1 |. Using relations (9), the velocity profiles can now be obtained straightforwardly:
A density plot of the stream function (32) is represented in Figure ( 1) for R = 15, a r = 2 and θ 0 = 0 where, for the sake of clarity, a vector plot of the velocity field is also included.
We note that the flow has an ABC-like topology [28] , with closed streamlines (eddies), open ones and separatrices between them.
We recall that the above results rest on the "three modes" approximation theory. To check the validity of this basic assumption, we have solved numerically the incompressible nonlinear hydrodynamic equations for a r = 2, using standard techniques [29] . Figure (2) compares contour plots of the stream function obtained numerically with its corresponding theoretical counterpart, eq. (32), for R = 15. Given the relatively large distance from the critical point (R/R c − 1 ≈ 17%), the agreement is much better than expected, the discrepancy remaining below 5%. Surprisingly, the agreement does not improve as we consider smaller values of the Reynolds number. This is shown in Figure ( To understand the origin of this unexpected behavior, we note that the value of the critical Reynolds number that we have used to evaluate the stream function (eq. 32) is based on the three modes approximation theory (cfr. eq. 24). As shown before, the accuracy of the latter value of R c is about 0.4%, which is fine as far as the distance from the critical point (R/R c − 1) remains much larger than 0.4%. Now, for R = 13, the distance from the critical point is about 1% which is of the same order as the accuracy of R c and explains the relatively important discrepancy we have observed in Figure ( 3).
To overcome this difficulty, one has to compute a more accurate value of the critical Reynolds number, based for instance on the 5 modes approximation theory (cfr. eq. 25). As well known [26] , this correction concerns only the value of R c , and in no way compromises the validity of the amplitude equation (28) and its corresponding solution eq.(32). This is illustrated in Figure ( 3), where excellent agreement with the numerical result is demonstrated, whenever we use R
c as the critical Reynolds number. For smaller value of R, one can as well compute numerically the value of R c with desired precision and used it as an input to the amplitude equation (28) . To the dominant order in |δφ 1 |, one finds
The functions ξ(t) and its complex-conjugate ξ * (t) are Gaussian white noises with zero means and correlations given by:
M being the total mass of the system:
The results derived in this section were based explicitly on the incompressibility assumption. However, as discussed in the Introduction, this assumption is inconsistent with the very foundation of the fluctuating hydrodynamic formalism. On the other hand, we have presented in [1] numerical evidence that in the vicinity of the bifurcation point the system behaves basically as an incompressible fluid. We therefore expect that the Langevin equation (35) should remain valid for R close enough to R c . We shall clarify this main issue in the next section.
III. FLUCTUATIONS IN THE COMPRESSIBLE FLOW
Let us now consider the compressible hydrodynamic equations (3 -5) for which we need to specify an equation of state. Since the system is isothermal, we simply set
where c s is the isothermal speed of sound. As in the previous section, we start with the linearized hydrodynamic equations around the reference state {ρ 0 , v st }, where v st is given by eq.(7). Setting
and scaling lengths by L y , time by L y /c s , δρ by ρ 0 and δv by the speed of sound c s , the dimensionless linear fluctuating equations in the Fourier space read (recall thatk x ≡ k x /a r ):
∂ δρ kx, ky (t) ∂t = 2 π i k x δu kx, ky + k y δv kx, ky + ε R πk x (δρ kx, ky+1 − δρ kx, ky−1 ) ,
∂δu kx, ky (t) ∂t = −π ε R(δv kx, ky+1 + δv kx, ky−1 ) + π ε Rk x (δu kx, ky+1 − δu kx, ky−1 )
∂δv kx, ky (t) ∂t = π ε Rk x (δv kx, ky+1 − δv kx, ky−1 ) − 4 π 2 ε(k
− 4 π 2 α ε k y (k x δu kx, ky + k y δv kx, ky ) + 2 π i k y δρ kx, ky + G kx, ky (t) ,
where R is the Reynolds number, defined in eq. (11),
and
The functions F kx, ky and G kx, ky are Fourier components of the noise terms ; their covariances follow directly from eqs. (5, 6):
where k ≡ (k x , k y ) and
M being the total mass of the system (cfr. eq. (38)).
For the sake of clarity, we first focus on the deterministic behavior, i.e. we discard for the moment the noise contributions from the evolution equations (41 -43). Furthermore, we shall limit ourselves to the 3-modes approximation theory, i.e. we shall neglect the modes with |k y | ≥ 2, for the very same reasons that we have discussed for the incompressible case.
With these assumptions, eqs. (41 -43) reduce to a system of nine coupled equations. It can then be checked that the change of variables
leads to a "partial diagonalization" of the evolution equations, i. 
where the matrix C is given by:
The analysis can be simplified somewhat by noticing that the parameter ε must remain small if one wishes to remain within the limit of validity of the hydrodynamic regime [32] .
Furthermore, as already mentioned in the introduction, in this article we limit ourselves to strictly sub-sonic flows, so that we shall restrict the analysis to a parameter domain where
Accordingly, we evaluate the eigenvalues of the matrix C perturbatively:
After some algebra, one finds, up to order O(ε 2 ):
The eigenvaluesλ 1 andλ 2 correspond to dissipative (viscous) modes, whileλ 3 andλ 4 are related to the propagation of (damped) sound waves. It can then be easily checked that the real parts ofλ 2 ,λ 3 andλ 4 are always negative, whereas there exists a critical value of the Reynolds number
for whichλ 1 vanishes, thus indicating the limit of stability of the corresponding mode.
Remarkably, the above expression of the critical Reynolds number is identical to the one obtained in the incompressible case (cfr. eq. (24)). In fact, detailed analysis shows that the relation (54) is exact, i.e. it is independent of ε, at least within the framework of the 3-modes approximation theory. On the other hand, if the modes k y = ±2 are taken into account as well, tedious calculations lead to
which is again equivalent to the corresponding result obtained for the incompressible case, eq. (25), the correction being of the order of O(ε 2 ). In particular, the first mode to become unstable corresponds to |k x | = 1, provided a r > 1.
We note that the matrix C is singular for k x = 0, i.e. one of its eigenvalues vanishes.
A close inspection shows that this zero eigenvalue corresponds to the mode δv 0,0 which is identically zero because of linear momentum conservation. Accordingly, in what follows we shall concentrate on the case k x = 0, looking for a similarity transformation S · C · S −1 which diagonalizes the matrix C. For consistency, here again we perform the calculations perturbatively, i.e. we expand S in powers of ε:
Note that this method constitutes an alternative to the time scale perturbation theory [33] that was generalized by Schmitz and Cohen [15] in order to study the Bénard instability in a compressible fluid.
Since the explicit form of the eigenvalues are known up to O(ε 2 ), we only need to evaluate S (and its inverse S −1 ) up to the same order. Despite this simplification, the general expression of S is quite awkward and will not be presented here. The rest of the calculations are quite straightforward, but remain tedious and lengthy, so we only give a brief sketch of the basic steps (see the discussions below eq. (27) ).
We start by taking the Fourier transform of the fluctuating hydrodynamic equations (3 -5) . Using the change of variables (40) and (48), we next derive the nonlinear fluctuating equations for δh kx . We then apply the transformation S to the latter, obtaining a set of four nonlinear equations for the variables δφ 1 , δφ 2 , δφ 3 , δφ 4 ≡ δφ(t) = S · δh kx . Close to the bifurcation point (R ≈ R c , k x = 1), the mode δφ 1 exhibits a critical slowing down, since by constructionλ 1 ≈ 0. We can therefore proceed to an adiabatic eliminations of the "fast" modes δφ 2 , δφ 3 , δφ 4 , limiting ourselves to dominant orders in |δφ 1 | (see the paragraph preceding eq. (35) ). The final result is a set of two coupled Langevin equations for the slow mode δφ 1 and its complex conjugate δφ * 1 :
withλ
where λ and γ are given by eqs. (29) and (30), respectively. The functionsξ(t) and its complex-conjugateξ * (t) are Gaussian white noises with zero means and correlations given by:
where B and A are given by eqs. (37) and (47), respectively.
Although the form of the Langevin equations (57) 
Remarkably, this result shows that, to dominant order in ε, the evolution of fluctuating the agreement is very good, the discrepancy remaining below 5%.
We now concentrate on the behavior of fluctuations, as described by the Langevin equations (57). The associated Fokker-Planck equation reads:
At the stationary state, one finds:
where erfc(. . .) stands for the complementary error function. Thanks to this result, one readily gets:
Away from the bifurcation point (λ << 0) the quartic term in (64) is negligible so that the distribution is Gaussian and
The fluctuations thus behave as |δφ 1 | ≈ O(A 1/2 ). Recall that the parameter A is inversely proportional to the system's total number of particles so that A << 1 (cfr. eq. (47)). As one approaches the bifurcation point, the Gaussian character of the distribution is gradually lost. Right at the bifurcation point,λ = 0, one has 
where the second term on the left hand side is the equilibrium contribution and
is given by eq. (66).
It is instructive to study the Gaussian limit, R << R c , where the linearized Langevin equations, eqs. (41 -43), remain valid. As has been shown in [1] , they lead to the following expression for the static velocity auto-correlation function:
Now, inserting into eq. (69) the Gaussian form of < |δφ 1 | 2 >, as given by eq. (67), leads precisely to the very same result. We thus conclude that our general expression, eq. (69), remains valid in the Gaussian regime, R << R c , despite the fact that it has been derived in the close vicinity of the bifurcation point R ≈ R c .
To check the validity of our theoretical results, we have simulated the nonlinear fluctuating hydrodynamic equations (3 -5) for different values of R, setting a r = 2, ε = 10
and A = 10 −3 /256 ≈ 3.9 × 10 −6 . The estimated statistical errors remain below 5% for R ≤ 10, but grows rapidly as we consider higher values of R, reaching about 13% for R ≈ R c . Above the bifurcation point, R > R c , the stationary distribution has two maxima, located at δφ 1 = ± λ /γ, which correspond (up to a phase factor) to the deterministic stationary solutions of the amplitude equation (31) . Because of the presence of noise terms, the system visits these states in a rather random fashion, resulting into a huge dispersion of data. This is specially true for R close to R c , which is precisely the situation where our theoretical predictions are expected to be applicable. Under this circumstance, obtaining reliable statistics requires prohibitively large computing times, so that we have been forced 
IV. CONCLUDING REMARKS
Recently, we have studied the statistical properties of the linearized Kolmogorov flow, from near equilibrium up to the vicinity of the first instability leading to the formation of vortices [1] . In particular, we have established that the incompressibility assumption leads to a wrong form of the static correlation functions, except near the instability threshold where numerical results suggest that the incompressibility assumption should remain valid.
The clarification of this important issue requires a nonlinear analysis of the fluctuating Kolmogorov flow. This is precisely the main purpose of the present article.
We have first considered the case of an incompressible fluid. After identifying the slow modes, governing the evolution of the system in the vicinity of the instability threshold, we have performed an adiabatic elimination of the fast modes to obtain a set of two nonlinear
Langevin equations for the slow modes. We have then succeeded to derive the explicit form of the stationary stream function, as well as the corresponding velocity profiles, in real space. Numerical studies of the nonlinear hydrodynamical equations allowed us to confirm our theoretical predictions.
We have next considered the case of the compressible Kolmogorov flow. The analysis can be simplified somewhat by noticing that the evolution of a compressible fluid is generally characterized by two different time scales: a slow one, related to the dissipative viscous modes, and a fast one, expressing the propagation of (damped) sound modes. The ratio of these time scales, denoted by ε (cfr. eq. 44), can be considered as a small parameter, since otherwise the very validity of the hydrodynamics can no more be guaranteed [32] . We thus have at our disposal a natural small parameter which can be used to set up a perturbative technique. As already mentioned, this method constitutes an alternative to the time scale perturbation theory that was generalized by Schmitz and Cohen in order to study the Bénard instability in a compressible fluid [15, 33] .
Using this perturbation technique, we have first shown that the macroscopic behavior of the fluid is not affected -up to O(u 
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