Abstract.-The selection of fossil data to use as calibration age priors in molecular divergence time estimates inherently links neontological methods with paleontological theory. However, few neontological studies have taken into account the possibility of a taphonomic bias in the fossil record when developing approaches to fossil calibration selection. The Sppil-Rongis effect may bias the first appearance of a lineage toward the recent causing most objective calibration selection approaches to erroneously exclude appropriate calibrations or to incorporate multiple calibrations that are too young to accurately represent the divergence times of target lineages. Using turtles as a case study, we develop a Bayesian extension to the fossil selection approach developed by Marshall (2008. A simple method for bracketing absolute divergence times on molecular phylogenies using multiple fossil calibrations points. Am. Nat. 171:726-742) that takes into account this taphonomic bias. Our method has the advantage of identifying calibrations that may bias age estimates to be too recent while incorporating uncertainty in phylogenetic parameter estimates such as tree topology and branch lengths. Additionally, this method is easily adapted to assess the consistency of potential calibrations to any one calibration in the candidate pool.
A challenge inherent to the estimation of molecular divergence times is the incorporation of external age information to calibrate rates of molecular evolution. These calibrations are most often determined from investigations of the fossil record (e.g., Benton and Donoghue 2007) , suggesting that proper protocols for dating molecular phylogenies require an integration of neontological and paleontological data (see Brochu et al. 2004 ). Most of the early molecular divergence time studies treated fossil calibrations as fixed point estimates of the minimal age of a lineage (e.g. Baldwin and Sanderson 1998; Wikstrom et al. 2001; Near, Bolnick, et al. 2005; Near, Meylan, et al. 2005) , and it is common for molecular calibration studies to assume that a fossil calibration can be placed on a phylogeny with complete certainty (see Rutschmann et al. 2007 ; Lee et al. 2009 ). Both of these methodological points present potential pitfalls, as substantial phylogenetic and temporal uncertainty often surround any given fossil calibration due to a combination of factors including stratigraphic error (Marshall 1990; Springer 1995; Lee 1999; Rieppel 1999; van Tuinen and Hadly 2004) , uncertainty in the phylogenetic relationship of a fossil taxon relative to extant lineages (Doyle and Donoghue 1993; Conroy and van Tuinen 2003; Rutschmann et al. 2007 ; Lee et al. 2009) , and underestimates of the true age of a lineage due to the incompleteness of the fossil record (e.g., Raup 1972; Strauss and Sadler 1989; Marshall 1990) .
Because molecular age estimates using relaxed-clock methods are dependent on the quality of the external age information, erroneous age information from the fossil record can potentially impact estimates of divergence times. Not surprisingly, the influence of calibration priors on molecular divergence time methods is an area of increasing focus, with particular interest in the development of methods that attempt to identify fossil calibrations that are potentially inconsistent when multiple calibrations are available. For example, the cross-validation method introduced by Near, Meylan, et al. (2005) , extended by Noonan and Chippindale (2006) and Burbrink and Lawson (2007) attempts to objectively identify the most consistent fossils with which to calibrate a molecular phylogeny. In this approach, each fossil is used as a single calibration, and the sum of the squared differences between the estimated molecular age and the known fossil age (FA) is then calculated for every other potential fossil. The fossils that minimize the variance between the molecular age and the FA are identified as the "best" fossils for calibrating a tree.
A key assumption to these methods is that the sampling of fossils in the candidate pool of calibrations is not temporally biased. This is a problematic assumption, given that the taphonomic bias in the fossil record (Sppil-Rongis effect) increases the probability of fossil preservation toward the present, with large gaps often artificially truncating the distribution of lineages at deeper time scales (Marshall 1990; Holland and Patzkowsky 2002; Lu et al. 2006) . Based on this preservation bias, it is possible that the majority of samples in the candidate pool of calibrations may reflect fossils that are far younger than the true origin of a lineage. Thus, potential fossil "outliers" so often identified by these cross-validation approaches may actually be the most informative calibrations to use in subsequent analyses (Marshall 2008; Benton et al. 2009 ). 520 SYSTEMATIC BIOLOGY VOL. 60 Marshall (2008) recently proposed a novel way to assess potential calibrations by taking an inverse approach to the problem of cross-validation. Rather than identifying fossils that are "too old," this method uses the relative branch lengths of a given uncalibrated and ultrametric tree for calculating the empirical scaling factor (s i ), a metric for finding the fossil leading to the oldest root age of the tree. The empirical scaling factor is calculated as the age of the oldest known fossil of a lineage divided by its node-to-tip distance. The s i values of every lineage that contain a potential fossil calibration are simultaneously compared, and the lineage with the highest s i is identified as the best fossil with which to calibrate and bracket credibility intervals for the entire tree.
The method proposed by Marshall (2008) is straightforward, useful, and rooted in paleontological theory. However, it assumes a priori that the underlying ultrametric tree and associated branch lengths are known with certainty. Alternate and equally probable topologies may lead to conflicting best fossils to calibrate the phylogeny, a result that would call into question the very notion that one fossil calibration is preferred over many. Variance in branch length estimates could also affect the calculation of the scaling factor. Moreover, the scaling factor assumes that fossils can only provide a minimum estimate of the age of a lineage (e.g., Marshall 1990; Martin 1993; Springer 1995; Muller and Reisz 2005; Benton and Donoghue 2007; Donoghue and Benton 2007) ; however, it is unclear how molecular age estimates are influenced by the incorporation of probabilistic models that accommodate temporal uncertainty around potential fossil calibrations.
In this study, we focus our analyses on turtle molecular divergence time estimates using the calibrations presented in Near, Meylan, et al. (2005) and Marshall (2008) to provide an extension to the methods developed by Marshall (2008) . This method identifies a consistent set of fossil-based calibration age priors using a Bayesian method that simultaneously accounts for the phylogenetic uncertainty in both tree topology and branch length estimates while taking into account the potential for taphonomic bias in the fossil record. By calculating distributions of scaling factors over the credible interval of branch length and topological estimates, this method can be extended to assess the consistency of all potential calibrations to any calibration in a given pool of potential calibrations.
MATERIALS AND METHODS

Molecular and Paleontological Data Sets
We used the same empirical molecular and paleontological data sets as Near, Meylan, et al. (2005) and Marshall (2008) . The molecular data were composed of DNA sequences from three genes, including a single mitochondrial gene (cytb) and two nuclear genes that included a protein coding gene (RAG1) and an intron (RM35). The DNA sequences were sampled from 23 turtle species that span all major extant lineages of turtles (Shaffer et al. 1997; Fujita et al. 2004; Krenz et al. 2005) . We aligned the DNA sequences of each gene separately, using MUSCLE v3.7 (Edgar 2004) . All genes were concatenated into a final matrix using Phyutility (Smith and Dunn 2008) . We assessed the best-fit model of sequence evolution of each gene and potential data partition by comparing the Akaike weights (Akaike 1973) calculated using MrModeltest v2.2 (Nylander 2004) in conjunction with PAUP* ver.4.0b10 (Swofford 2003) .
Extending the Empirical Scaling Factor
The methods presented by Marshall (2008) provide an approach to quantify the potential age estimates from a set of proposed fossil calibrations, allowing for the removal of candidate calibrations that may bias estimates to be too young. As a consequence of the large amount of uncertainty present in phylogenetic parameter estimates, the reliance on a fixed topology and a single set of ultrametric branch lengths are potential drawbacks to this method. Although Marshall (2008) states that a limitation to his method is the reliability of the ultrametric tree, we suggest the implications of relying on a single ultrametric tree have not been fully explored. It is necessary to determine if uncertainty in phylogenetic tree topology and branch lengths could influence the calculation of Marshall's (2008) empirical scaling factor, as this could have significant consequences on the calculation of any metric where the denominator is a node-to-tip distance measure.
To investigate the effect of phylogenetic uncertainty on the empirical scaling factor, we employed recent advances in Bayesian-based divergence time estimation methods to infer the posterior distribution of ultrametric trees and relative branch lengths for our data set (Drummond et al. 2006) . The marginal posterior distribution of the ultrametric trees was inferred in BEAST 1.4.8 under a model of uncorrelated rates drawn from a lognormal distribution, assigning a Yule (purebirth) prior to rates of cladogenesis (Drummond and Rambaut 2007) . The turtle nucleotide data set was partitioned by gene and codon, with a separate model for the RM35 intron, as this partitioning scheme received the highest support when comparing Bayes factor values, with differences greater than 10 being considered as strong support (Kass and Raftery 1995; Brandley et al. 2005; Brown and Lemmon 2007) . We ran two independent Markov chain Monte Carlo (MCMC) runs of 20 million generations, sampling every 1000 generations. Convergence and adequate sampling of the likelihood surface (effective sample size > 200) of the chains was assessed using Tracer v1.4 and the compare command in AWTY (Nylander et al. 2008) . Of the 5000, 20,000 MCMC tree samples were discarded as burn-in for each run, ensuring that the posterior distribution of topologies and branch lengths came from the target distribution. Post-burn-in samples from the marginal posterior 521 distribution were combined using LogCombiner v1.4.8 (Drummond and Rambaut 2007) .
The empirical scaling factor (Equation 1, Marshall 2008) for each fossil is given by,
where FA of lineage i is divided by its node-to-tip length (NTL) on an uncalibrated ultrametric tree. We divided the branch lengths of each tree by its total height, as Marshall's (2008) calculation of the empirical scaling factor requires ultrametric trees with a total height of 1. For each lineage, the FA was taken from the minimum ages presented in Marshall (2008) . Although there is disagreement surrounding the minimum ages of these fossils (Parham and Irmis 2008) , using these previously published dates and phylogenetic placements allows for a direct comparison with Marshall (2008) . We calculated s i across the marginal posterior distribution of ultrametric trees to produce an interval of scaling factors for each fossil using code written for R. If phylogenetic uncertainty had little effect on the calculation of s i , we would expect the width of the interval to be very close to a single point estimate. Conversely, we expect the interval of s i to widen as the impact of phylogenetic uncertainty increases. We incorporate the above extension to Marshall's (2008) calculation of the empirical scaling factor as an objective function to assess potential fossil calibrations, allowing for the removal of fossils that are biased to be too young. With this approach, the overlap of all s i intervals was simultaneously compared with the 95% interval of the calibrations containing the highest mean s i value to identify a consistent calibration set using code written in R (R Development Core Team 2008).
We used Marshall's (2008, Equation 11) FAc with a confidence level, C, of 0.95 to objectively set the calibration age priors where the hypothesized "true" age for each calibration prior was encompassed by the 95% prior probability distribution of the fossil calibration. We employed the same models and Bayesian dating methods outlined above in a series of analyses that sequentially added fossil calibrations based on the mean age of their s i interval from oldest to youngest until the entire consistent set of fossil calibration priors were included in the divergence time estimate. Although the order of calibration addition will certainly influence the resulting posterior age estimates, we chose this approach to investigate the effect the number of calibrations had on the variance in age estimates. For each calibration, we applied a lognormal distributed prior age probability to the minimum age of the fossil (Table  1 ). The shape of the lognormal prior was set to ensure that the 95% tail of the distribution encompassed the maximum age estimated using Marshall's (2008, Equation 11) FAc and a confidence level, C, of 0.95. As the performance of this method to calibration is unknown, we repeated all analyses by modifying the 95% tail of the distribution to extend to one quarter, half, double, or quadruple the temporal coverage of the FAc value for each calibration, though we focus our discussion on the FAc values. We also repeated these analyses using exponential prior age distributions to assess the influence the assumed parametric prior distribution has on age estimates for uncalibrated nodes. For all analyses, we compared the posterior estimates of divergence times inferred under these treatments of the prior age calibrations with the expected estimates of the prior in the absence of sequence data. These empty alignments provide a means to assess the influence of sequence data on divergence time estimates (Drummond et al. 2006 ). 
RESULTS
Selecting Fossils Based on Empirical Scaling Factor Intervals
The intervals of s i overlapped substantially for 10 potential clade age calibrations and prevented the selection of one best calibration fossil using this criterion (Table 1) . Although the calibration fossil for Node 5 had the largest scaling factor, the fossil taxon †Santanachelys gaffneyi was identified as an outlier due to incorrect phylogenetic placement in a previous studies (Joyce 2007) . This fossil was also identified as an outlier by the methods of Near, Meylan, et al. (2005) ; however, Marshall (2008) identified this fossil as a potential best calibration.
Although identifying calibrations that will bias estimated ages to be too old by this method is not trivial without prior knowledge, scaling factor distributions can easily be compared between other potential calibrations for consistency if there is reason to doubt the placement of any fossil in the tree (Fig. 1) . The fossil that calibrates Node 9, which constrains the crown age of geoemydids, was identified as having the second highest scaling factor (Table 1) , estimating the mean age of the most recent common ancestor (MRCA) of all turtles to be 485.6 Ma. This fossil was identified as an outlier by Near, Meylan, et al. (2005) , and also not chosen as the best calibration by Marshall (2008) . The 95% scaling factor interval on this fossil calibration, however, indicated the MRCA of all turtles to be as recent as 252.3 Ma or as old as 913.1 Ma ( Table 1) . The large width of the intervals of s i provides evidence of how phylogenetic uncertainty can have a profound influence on the calculation of the s i as both variance in tree topology and branch lengths were present in the posterior distribution of ultrametric trees (data not shown). This suggests that using point estimates of parameters such as branch lengths and phylogenetic tree topology may be inappropriate for the calculation of empirical scaling factors and the selection of optimal fossil calibrations. The broad temporal range encompassed by calibration 9 overlapped with the intervals of s i for 10 of the 15 potential calibrations. We used this as the consistent set of fossil based calibration priors in subsequent analyses (Table 1) .
Testudine Divergence Time Estimates
The posterior distribution trees inferred from our analyses of the combined cytb, R35, and RAG1 data set demonstrate considerable topological uncertainty in the deeper level relationships among extant turtle lineages. Although the consensus topology (Fig. 2) resulting from our BEAST analyses suggests cryptodires are paraphyletic with respect to pleurodires, the sister taxon relationship of cryptodires, sans Carettochelys insculpta and the softshell turtles, and the pleurodires did not have significant Bayesian posterior support (posterior probability < 0.6). This result is not unexpected as previous analyses assumed monophyly of cryptodires and pleurodires and reflected this relationship in rooting the phylogeny (e.g., Near, Meylan, et al. 2005) . Subsequent analyses of turtle molecular phylogenies that were rooted using nonturtle tetrapod species as outgroups have either resulted in paraphyly of the cryptodires, low or conflicting support for cryptodire monophyly (Barley et al. 2010 ), or incorporated topological phylogenic constraints to enforce cryptodire monophyly (e.g., Krenz et al. 2005; Huggall et al. 2007; Alfaro et al. 2009 ).
Using the set of consistent fossil calibrations identified by the scaling factor distributions, we estimated the mean crown age of turtles at approximately 249 Ma, with the 95% highest posterior density (HPD) interval spanning 182 Ma through 324 Ma (Node 1; Fig. 2 ). The mean crown age of pleurodires was approximately 147 (Table 1) . Dark circles identify nodes with no fossil calibration. Node numbers are the same as used in Near, Meylan, et al. (2005) and Marshall (2008) . Ma, with the 95% HPD interval spanning 133 and 162 Ma (Node 3; Fig. 2 ). Within the pleurodires, the pelomedusids (Node 14; Fig. 2 ) were estimated to have a mean crown age of approximately 44 Ma, with the 95% HPD interval placing the timing of their divergence sometime between 20 and 71 Ma. The age of the MRCA of Emydidae was estimated at approximately 37 Ma, with the 95% HPD interval spanning 34-41 Ma (Node 12; Fig. 2 ). The sea turtles were monophyletic, and the estimated divergence between the two sea turtle lineages, Cheloniidae and Dermochelyidae, was between 17 and 85 Ma (Node 5; Fig. 2 ). The estimated crown age of the Geoemydidae was approximately 51-57 Ma (Node 9; Fig. 2 ), with this clade sharing an MRCA with Testudinidae approximately 55-66 Ma (Node 8; Fig. 2 ). The 95% HPD intervals and corresponding mean age estimates are presented in Table 2 for all nodes in the turtle phylogeny.
Our sequential fossil additions also suggest that incorporating just a few calibration age priors can dramatically influence the precision of divergence time estimates globally. In the case of the 95% HPD interval for the age of the MRCA of all turtles, the addition of the first three calibrations led to a reduction of consistent age estimates of almost 250 myr regardless of how the distribution of prior ages was modeled. The asymptotic decline of the 95% HPD intervals (Fig. 3 , see also Appendix 1) illustrates a pattern of diminishing returns, where increasing the number of calibration age priors past a certain threshold has a decreasing influence on the increased precision of the posterior age estimates.
DISCUSSION
Our study provides a novel approach to calibration selection that integrates both phylogenetic uncertainty and the taphonomic bias of the fossil record. We demonstrate that incorporating phylogenetic uncertainty into Marshall's (2008) method of fossil calibration selection leads to ambiguity in the effort to choose a single best fossil calibration. Rather than selecting a single best fossil, our extension of this method selects a consistent set Notes: Node ages estimated using all 10 fossil calibrations with overlapping scaling factor distributions and the parametric distributions on calibration age priors from Table 1 . Node numbers correspond with the nodes in Figure 1 and the numbering from Near, Meylan, et al. (2005) . Nodes marked "yes" represent the presence of fossil calibrations. Mean ages and 95% HPD values were estimated using both lognormal and exponential calibration prior densities. All ages are in units of millions of years (Myr).
of calibrations that take the nonrandom process of fossilization into account. Our approach has the advantage of not being limited to identifying calibration sets that are too old as consistent calibration sets can be identified by comparing the overlap of scaling factors between any reference fossil with the entire candidate pool of calibrations.
Selecting Fossils Based on Empirical Scaling Factor Intervals
Even if the true phylogeny of a clade were known, calibrating a molecular phylogeny would not be trivial as a major challenge shared by both studies of molecular divergence times and paleontology is inferring the origination and duration of a lineage. The fossil record is far from complete (see Kalmar and Currie 2010) and the Sppil-Rongis effect posits the origination of a lineage in the fossil record to occur far later than the true origin of the lineage (e.g. , Marshall 1990; Sepkoski 1998; Kirchner and Weil 2000) . This bias favoring preservation toward the recent is complicated by a growing body of literature that suggests preservation potential to be highly heterogeneous over time (Alroy et al. 2001; Holland and Patzkowsky 2002; Peters and Foote 2002; Lu et al. 2006) . Moreover, this nonuniform preservation process often produces a false signal of clustered lineage originations (Holland 1995; Kidwell and Holland 2002; Peters 2006 ) that could greatly mislead divergence time studies. For example, recent simulations by Lu et al. (2006) suggested that some species may have gaps in the fossil record extending more than half the true duration of a species, a result supported empirically by Foote (2003) . Because the use of fossil calibrations in molecular divergence time analyses requires age constraints that reflect the true origin of a given lineage, calibrating molecular phylogenies is not as simple as finding "good" and "bad" calibrations, as the natural processes of diversification and fossilization cause potential fossil calibrations for node ages to lay on a spectrum of accuracy (Sanders and Lee 2007 ).
Marshall 's (2008) study represents an important step toward integrating neontological and paleontological approaches to critically assess the fossil information used to calibrate molecular phylogenies. By taking potential preservation biases into account, Marshall (2008) suggests that lineages that appear too old may not always be outliers. However, this method relies on a single best fossil, while we demonstrate that even for a data set with a well-studied fossil record, using neontological data to find a best fossil can be ambiguous. This is a consequence of the s i calculation being highly sensitive to variance in phylogenetic parameter estimates present in the ultrametric tree. Our extension of Marshall's (2008) method incorporates variance in phylogenetic parameter estimates to make it a very useful and computationally efficient method of assessing the accuracy of specific fossil inferred ages contained in a candidate pool of calibrations relative to the age of the oldest fossil. Rather than repeating multiple analyses with individual fossils (e.g., Near, Meylan, et al. 2005) , our approach provides a means of assessing the distribution of empirical scaling factors based on the posterior distribution of phylogenetic tree topologies and branch length estimates. A caveat to this approach is that it still requires an assessment of the quality of the fossils selected as tree topological support and relative molecular branch length estimates are affected by clade-specific molecular rate heterogeneity and substitution model selection (e.g., Posada and Crandall 2001; Abdo et al. 2005; Alfaro and Huelsenbeck 2006; Dornburg et al. 2008; Venditti et al. 2008; Brown et al. 2009; Marshall 2010) , which could bias the results of this method.
Reanalysis of Testudine Divergence Times
Although we incorporate the same molecular data as Marshall (2008) and Near, Meylan, et al. (2005) , our posterior age estimates provide evidence for an alternate timing of testudine diversification, highlighting the importance of calibration age priors in studies of molecular divergence times. Although Marshall (2008) suggested between one and four cladogenic events to have occurred among sampled taxa during the Cenozoic, we instead find evidence for as many as nine. This is similar to the results of Near, Meylan, et al. (2005) , though our divergence time estimates often differ appreciably from Near, Meylan, et al. (2005) . For example, our inferences of testudine divergence times imply 19 of the 22 nodes to be older than originally estimated by Near, Meylan, et al. (2005) , with 11 estimates excluded from our posterior distribution of clade ages (Table 2 ). These differences in age estimates are most likely the consequence of four factors: 1) our use of an alternate fossil set; 2) our use of soft upper bounds on the distribution of prior ages in contrast to fixed age calibrations; 3) allowing for phylogenetic uncertainty in the underlying tree topology and branch lengths; and 4) our incorporation of a relaxed clock model that does not assume rate autocorrelation a priori.
We find many of the divergence dates inferred by Marshall (2008) to be far older than those we infer. For example, Marshall dates the split of Chelodina and Elseya (Node 14; Fig. 1 ) to have occurred during the early Cretaceous (∼130 Ma) or the Jurassic-Cretaceous boundary 145 Ma. This is in sharp contrast to our inference of a divergence between the early Miocene (∼20 Ma) and the Late Cretaceous (∼71 Ma). A variety of factors underlie these conflicting age estimates. For example, although we use the same approach to model the distribution of prior ages, our departure from Marshall's (2008) analysis may be partially caused by his use of a single calibration. Our results indicate that the temporal uncertainty associated with the use of a single fossil to calibrate the molecular rate of evolution for a data set with a demonstrated departure from the molecular clock (Near, Meylan, et al. 2005 ) may cause the credible distribution of age estimates to grow unrealistically large. When coupled with uncertainty in the phylogenetic tree topology and branch lengths estimates, our use of a single calibration allowed the distribution of 526 SYSTEMATIC BIOLOGY VOL. 60 turtle divergence times to extend beyond the Cambrian (>700 Ma). Although these age estimates become more reasonable as additional calibrations are added, the conflicting age estimates inferred between our study and Marshall (2008) and Near, Meylan, et al. (2005) highlight that the timing of testudine divergences are far from resolved.
The relative paucity of the fossil record, combined with the potential for the Sppil-Rongis effect to bias the true origination of a lineage toward the present (e.g., Marshall 1990; Sepkoski 1998; Kirchner and Weil 2000) presents challenges in assigning a credible prior age distribution to a fossil calibration. Marshall's (2008) method for absolute age bracketing has an advantage over other methods such as the bounding of a crown lineage by the first appearance of a stem taxon (Behrensmeyer et al. 2000; Drummond et al. 2006) or modeling the expected age of a lineage based on a birth-death process (see Tavaré et al. 2002) because it can be modified to accommodate a nonrandom process of fossilization. Recent advances in the available methods for molecular divergence time estimation provide an unprecedented opportunity to incorporate many aspects of the information present in the fossil record to develop informed calibration age priors that will ultimately lead to more reliable molecular age estimates. Given the tight association of the distribution of prior ages with the resulting estimates of divergence times (e.g., Yang and Rannala 2006; Rannala and Yang 2007; Inoue et al. 2010 ), this will clearly become an area of increased study that will undoubtedly require a collaborative effort by both neontologists and paleontologists as evolutionary biology moves toward the goal of a time-calibrated Tree of Life.
SUPPLEMENTARY MATERIAL
Supplementary material can be found at http://www .sysbio.oxfordjournals.org/. 
