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CNC machining simulation systems have been researched and developed in virtual 
environments for NC tool path verification and machining process optimization. 
Although applied broadly in the manufacturing industries, they have certain limitations 
as they are usually software-centric rather than machine tool-centric. The user has to 
adjust the experience gathered from the 3D graphic environment to the real machining 
environment. Augmented reality (AR) is a technology that provides intuitive 
interaction experience to the users by combining the real world with various computer-
generated texts, images, animations, etc. 
 
This research implemented the AR technology in a CNC machining environment to 
achieve an in situ CNC machining simulation system, namely, the ARCNC system. 
Such a system would provide the users with a high level of awareness of the 
surrounding real world while they can inspect and analyze the machining simulation 
on real CNC machines. The user can modify the NC codes according to the machining 
conditions and observe the simulation based on the new codes. Therefore, the users can 
accumulate the knowledge of the specific CNC machines. Ball-end machining 
operations on a 3-axis CNC machine centre were specified as the case study during the 
experiments. 
 
To realize the in situ machining simulation, virtual workpieces can be rendered onto 
 vii 
 
the worktable of a real CNC machine, and a virtual cutter is registered with the real 
cutter that is cutting the virtual workpieces. A hybrid tracking method and an adaptable 
cutter registration method based on NC codes have been formulated and implemented 
to track the worktable and the cutter. The applicability of the proposed approach was 
verified through several experiments. The experimental result showed that the virtual 
workpiece moved with the worktable seamlessly, and the cutter registration results 
were in strong agreement with the movement of the real cutter. Since the tracking and 
registration are realized using computer vision technology, this approach is applicable 
to machining processes using other types of 3-axis CNC machines with the same 
mechanical configurations. 
 
Solid modeling methods for both the workpieces and the cutters were investigated in 
order to achieve efficient physical simulation in the computation-intensive AR 
environment in this research. Specifically, an enhanced dexel model was developed to 
facilitate the material removal rate (MRR) calculation and the chip load-based 
machining force estimation. Using the enhanced dexel model, numerical integration 
can be achieved efficiently based on temporal discretization when calculating the MRR 
and the chip load. A linear square fitting method was employed to calibrate the chip 
load with respect to the machining force measured during the experiments.  
 
The ARCNC system can be applied in the training of novices and carrying out the 
machining simulation before performing the actual machining operations. The 
 viii 
 
applicability of the system was verified through two case studies and a small-scale 
survey. Most of the subjects in the survey commented that the overlay of virtual 
information provided by the ARCNC system can help a machinist understand the 
machining process better. 
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Chapter 1 Introduction 
 
Computer numerical controlled (CNC) machining is a material removal process 
performed according to pre-defined codes (NC codes) that guide the cutter in the 
reference coordinate system. Try-outs of the NC codes are generally performed before 
mass production to ascertain that a final part can be achieved within tolerances. 
However, such try-outs are time-consuming with iterative setups of CNC machines, 
fixtures, etc. In order to reduce the usage of resources and energy, it is common for the 
designers and machinists to perform virtual machining operations in a virtual reality 
(VR)-based or 3D graphics-based CNC machining simulation system, rather than 
perform actual machining. A number of commercial simulation systems are available 
in the market nowadays, such as DELMIA Virtual NC (DELMIA 2011), EASY-ROB 
NC Simulation (EASY-ROB 2011), hyperMILL (hyperMILL 2011), etc. 
 
Augmented reality (AR) is a recently developed technology that provides a 
supplemented world with overlays of virtual information to the users. Interactions 
between the users and the real environment are enhanced via different information 
retrieval and rendering techniques. The applicability of the AR technology has been 
investigated in various areas, including medical, entertainment, military, education, etc. 
(Azuma 1997; Azuma et al. 2001). AR in the information-intensive manufacturing area 
has also been explored extensively in the last two decades. However, there is yet 
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sufficient research that applies the AR technology in the CNC machining process.  
 
1.1 CNC Machining and Simulation 
Machining is a process where material (e.g., wood, metal, etc.) is removed 
continuously from a raw workpiece by single-point or multi-point tools (known as 
cutters) or tools with geometrically non-defined edges, via turning, drilling, milling, 
grinding, etc. (Dubbel and Heinrich 1994). Machining plays a vital role in 
manufacturing, especially in the production of dies and moulds, which are widely 
utilized nowadays in automobile and aircraft manufacturing. To meet the requirements 
of rapid and reliable mass production, CNC machine tools have been widely employed 
in the industry. 
 
NC codes are usually generated using CAM software according to the CAD models of 
the designed parts, where path planning and machining parameter selection are taken 
into consideration by the CAM software and input by the process planner. However, 
the NC codes should be validated to ascertain that the final part can be produced 
within specified tolerances and are free from tool interference with workpieces, jigs 
and fixtures. Before simulation technologies and tools have emerged, these validations 
and try-outs are usually performed using soft and inexpensive materials, such as 
machinable waxes. Recently, simulation technologies have been developed to 
circumvent iterative time-consuming try-outs that may lead to a waste of large 
amounts of raw material and resources. Designers and machinists can observe virtual 
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machining processes displayed on computer screens. There are mainly three aspects in 
these simulation systems, namely, the geometric simulation of the material removal 
process, the physical simulation of the machining conditions, and the user interface (UI) 
designed for effective information rendering.  
 
1.1.1 Geometric Simulation 
Two aspects in the geometric simulation of a machining process have been 
investigated, namely, the mathematical representation of the workpiece and the cutter, 
and the surface updating and rendering of the workpiece dynamically during 
machining simulation.  
 
There are two approaches to represent a workpiece mathematically, namely, using 
continuous solid modeling methods and discrete modeling methods. In the early 
research on machining simulation, the solid modeling methods are usually considered. 
However, simulation based on solid modeling tends to be slow, which defeats the 
purpose of using simulation to reduce the time for machining try-outs. Discrete 
modeling has superseded solid modeling in recent years. However, computation errors 
are introduced into the simulation results using discrete modeling. Thus, research 
efforts have been made to find a tradeoff between computation efficiency and 
simulation accuracy. 
 
Research on the rendering of the machining scenes has evolved from fixed-viewpoint 
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displays to wire-frame displays, and vivid displays of workpieces with textures and 
shades. Research literature shows that in the earlier approaches, rendering attributes 
are considered as mathematical representations of the workpieces. Recently, industrial 
standards for graphic rendering are used, e.g., OpenGL API (OpenGL 2011). Thus, 
workpiece rendering is no longer an issue in machining simulation. 
 
1.1.2 Physical Simulation 
Physical simulation of a machining process is essential in CNC machining simulation 
in that the machining conditions can affect the surface formation processes severely. 
This has led to increasing research studies on more reliable prediction of machining 
conditions and surface errors. From the simulation results, the process planner may 
consider adjusting the machining parameters to achieve higher productivity. The 
physical simulation includes several aspects, such as the prediction of the machining 
forces, the tool wear and temperature, cutter runout, cutter vibration, etc. Based on the 
simulation results, the workpiece surface formation can be predicted reliably.  
 
Machining force estimation is one of the key issues in physical simulation. The 
estimated machining forces can be used in vibration prediction and surface roughness 
estimation. The estimated machining forces can also be used in the calculation of 
power consumption for the entire machining process. However, an accurate modeling 
of the machining force is difficult to achieve as it can be influenced by many factors, 
such as the machining parameters, non-homogeneity of the material, tool wear, etc. 
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Several comprehensive reviews have been reported in the last two decades (Smith and 
Tlusty 1991; Ehmann et al. 1997; van Luttervelt et al. 1998). According to the 
principles applied, these modeling methods can be categorized into analytical 
modeling, empirical modeling, mechanistic modeling, and numerical modeling 
(Ehmann et al. 1997). These modeling methods can be used to calculate the machining 
forces based on detailed study of the chip formation process, such as the analysis on 
the shear zone, the shear plane, the chip load, etc. Mechanistic machining force 
modeling methods based on chip load analysis have been studied by many researchers 
in recent years, and the focus is to identify the chip load area, the uncut chip thickness, 
and/or the chip width. In order to determine the chip load, proper modeling of the tool 
geometry and the workpiece geometry, and their intersection at any instance are 
needed. 
 
1.2 Augmented Reality 
AR is a new technology that enables the user to perceive the environment with 
supplemented information that has been registered spatially and temporally with the 
real scene. Various supporting technologies, such as computer vision and graphics, 
sensor technology, etc., have been implemented to facilitate the generation of such 
augmented environments. The visual continuum scheme presented by Milgram and 
Kishino (1994) shows the relationship between AR, VR and the real world (Figure 1.1). 
Although discussed frequently together with VR, AR differs in its ability to facilitate 





Figure 1.1 Virtual continuum (Milgram and Kishino 1994) 
 
In an AR environment, various virtual information (including texts, images, videos, 
etc.) can be provided to the users via augmentation on top of the actual objects in the 
real world. From the virtual information augmented, which can be task-oriented or 
object-oriented illustrations and guidelines, the users can have a better understanding 
of the environment while retaining their awareness of the surrounding real world. The 
level of awareness of the surrounding real world is influenced by the hardware 
configuration of the AR systems used. The information to be rendered can be screen-
aligned or attached to actual objects in the real scene. In the latter case, seamless 
information rendering needs to be achieved such that the virtual information 
augmented will be registered spatially and temporally on the real objects. The word 
“seamless” indicates two essential research issues in AR, that is, the tracking of the 
real objects and the registration of the virtual information (Azuma 1997). Another 
research issue in AR is the development of intuitive User Interface (UI). 
 
Due to the ability of AR in rendering object-oriented information and enabling the 
users to interact with the environment intuitively, AR has been applied in the 









Mixed Reality (MR) 
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in various operations in industries via several mechanisms (Ong et al. 2008), such as 
collaborative design (Ong and Shen 2009), design review (Uva et al. 2010), assembly 
guidance (Salonen et al. 2007, Hakkarainen et al. 2008, Yuan et al. 2008), assembly 
feature design (Pang et al. 2006), process simulation (Huang et al. 2004, Uva et al. 
2010), factory planning (Pentenrieder et al. 2007), personal electronic products 
evaluation (Lee et al. 2010), etc. The concept of AR has been extended recently to 
include augmentation of information in other modalities, such as auditory or tactile 
information, onto the real scene. In product evaluation (Lee et al. 2010), auditory and 
tactile information rendering has been investigated to provide a comprehensive 
simulation of the product. By enhancing the users’ understanding and interactions with 
the manufacturing environment, shorter lead time and lower manufacturing costs can 
be achieved. For example, an AR system for robot path planning and simulation in a 
workshop will provide more intuitive inspection and thus help the planner to evaluate 
the paths more effectively than in a 3D graphic simulation system displayed on the 
computer screens. In addition, providing simulations in a real environment partly 
removes the time-consuming tasks in the geometric and kinematic modeling of the 
machine tools and accessories in the real environment, and thus improves the 
computation efficiency of the simulation. In summary, AR technology provides an 
augmented world with functions designed for the intended applications as well as for 
the end user interaction experience, resulting in efficient perception and creation for 




In the above-mentioned applications of AR in manufacturing, virtual information is 
rendered mainly in three ways. Firstly, virtual information can be specified in a pre-
defined sequence and rendered timely following the procedures of the user’s 
operations. This is for the purpose of guiding the user through sequential or 
conditional-branching tasks, such as in assembly guidance applications. Secondly, 
virtual information can be rendered in an interactive mode to provide user-centric 
information, such as in the application of design review and product evaluation. 
Thirdly, simulation of a process can be rendered onto the real scene to enhance the 
immersive inspection experience, such as the simulation of a part feeding process 
(Huang et al. 2004). In the application of distributive design review, finite element 
method (FEM) simulation is performed and rendered simultaneously according to the 
user’s manipulation of a mock cantilever (Uva et al. 2010).  
 
1.3 Related Work  
Very few studies have been conducted on the application of AR technology on CNC 
machining. The ASTOR system (Olwal et al. 2005; Olwal et al. 2008) was developed 
to enable the real-time visualization of machining conditions on real machining scenes. 
Projector-based information rendering technique, namely spatial augmented reality 
(SAR), was applied in this system. Machining process data obtained from sensors was 
rendered on a holographic optical element (HOE) window, which was installed on the 
sliding door of a lathe. The user can see the machining data being aligned with the 
machining process on the window. Weinert et al. (2008) developed a CNC machining 
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simulation system for 5-axis CNC machines. In this system, an ARToolKit marker was 
applied to track the movement of the cutter with respect to the machine table, and 
dexel boards were applied to model the workpiece. The simulation module in this 
system can estimate the cutting force using the Kienzle equation (Dubbel and Heinrich 
1994), and predict collisions between the head stock and the workpiece. This system 
has a few limitations. Firstly, the tracking of the cutter position will fail when the 
marker attached to the cutter is occluded in the image plane. Secondly, as only the 
cutter is tracked in the system, machining simulation using this system can only be 
achieved on CNC machines with a fixed worktable.  
 
Apart from CNC machining simulation systems that have been developed using AR 
technology, simulation systems for other material processing technologies have also 
been developed in AR and VR environments. Workpiece modeling and manipulation 
methods have been a main concern in these systems. A dynamic sub-division solid 
model was developed in the Virtual Clay system (McDonnell et al. 2001) that 
combines geometric, topological, physical, and material attributes to facilitate the 
simulation of the material deforming process during sculpting. In the interactive solid 
modeling environment developed by Peng and Leu (2004), since non-deformable 
material was specified in the research, the Sweep Differential Equation (SDE) method 
was applied to perform the Boolean operations between the tool swept volume and the 
workpiece. An interactive NURBS modeling method was developed by Kamerkar and 
Kesavadas (2004). A dataglove was used as an input device for the user to sculpt a raw 
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material by using three virtual tools provided in the system. A voxel model-based 
matter distribution method was proposed by Raffin et al. (2006) to distribute the 
material collided by the sculpting tool with the surface neighbors. This method 
facilitates efficient and realistic simulation of workpiece deformation during a 
sculpting process. A foam sculpting system was developed by Marner and Thomas 
(2010) focusing on facilitating the design process using online workpiece modeling 
reconstruction and information rendering. A projector-based information rendering 
technique was adopted in this system to render information onto the foam to assist the 
designer, such as the hints of the next cut to be made, or the surface texture to help 
visualize the design. 
 
Several common features can be observed from these VR- and AR-based material 
manipulation applications. Firstly, a solid modeling or surface modeling method 
should be developed to simulate the material deformation or the material removal 
process. Secondly, the machining or sculpting forces are important indicators of the 
material processing status, and thus a force modeling method should be developed to 
provide the necessary dynamic force data. 
 
1.4 Research Motivations and Objectives 
VR-based and 3D graphics-based CNC machining simulation systems have certain 
limitations as they are usually software-centric rather than machine tool-centric. After 
performing the simulation using these systems and inspecting the simulation results, 
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the users would need to move from the virtual environments to the real machining 
environments. Simulation in a virtual environment does not lead to a gain in practical 
experience and knowledge for the machinists, as such experience and knowledge can 
only be acquired through performing actual machining operations in a real machining 
environment.  
 
In an AR-based environment, the users can retain an awareness of the real world, while 
the augmented 2D or 3D information can help enhance the users’ visual, auditory and 
proprioceptive senses. Hence, this research aims at enhancing the ability for the 
operator to analyze the machining information and make spontaneous decisions using 
AR technologies. This research will develop an AR-assisted machining simulation 
system through the rendering of simulation outcome and machining information onto a 
real CNC machine. 
 
The purpose of this research is to explore the application of AR in CNC machining 
simulation for enhancing manufacturing performance. This research is focused on the 
realization and evaluation of an AR-assisted in situ CNC machining simulation system, 
namely the ARCNC system, which is able to provide assistance to the users in a real 
machining environment rather than in a VR-based or 3D graphics-based software 
environment. The objectives of this research are listed as follows. 
(1)  Machining simulation will be augmented onto a real CNC machine. The 




(2)  The users will be able to inspect the simulated machining process as a real cutter 
dynamically removes material from a virtual workpiece. Both geometric and 
physical simulations will be provided to the users. Virtual information, such as the 
machining conditions and alarms, will be rendered onto the real scene.  
(3)  The users will be able to interact with the system, e.g., they can adjust the NC 
codes based on the machining conditions, and the augmented simulation will 
respond according to the adjustment. 
 
Specifically, the research issues to achieve the above-mentioned objectives are listed as 
follows. 
(1)  To develop a tracking and registration method to achieve the correct spatially and 
temporally alignment and rendering of the virtual tool with the real movements of 
the cutter and the worktable of the CNC machine.  
(2)  To design solid modeling methods in the ARCNC system to facilitate efficient 
calculation and simulation of the material removal process. 
(3)  To design and develop a suitable user interface in the ARCNC system to achieve 
easy manipulation for the users. 
 
1.5 Research Scope 
With respect to the tracking and registration methods to be developed, computer 
vision-based tracking will be investigated and applied in this research. Sensor-based 
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tracking methods, or a hybrid method, will not be considered such that a specifically 
prepared machining environment is not needed. As an AR environment is 
computationally intensive due to the large amount of computations required in the 
processing of the images and videos, an efficient computation and representation 
method for workpiece modeling is needed in the system. Physical simulation, 
specifically the machining force modeling method, will be formulated and developed. 
However, the purpose of providing such information in the system is to facilitate the 
inspection and analysis of the machining process according to the parameters in the 
NC codes rather than to predict the machining forces with high accuracy. Hence, 
simplified modeling methods will be investigated and employed. In addition, this study 
considers a 3-axis vertical CNC machine as the machining environment.   
 
1.6 Thesis Organization 
The remainder of this thesis is organized as follows. Chapter 2 discusses fundamental 
knowledge and literature review on AR-related topics (such as tracking, registration, 
interactive interfaces, etc.) and related topics in CNC machining simulation (such as 
the modeling of workpieces and the estimation of the machining forces). Chapter 3 
presents the overview of the ARCNC system. Chapter 4 discusses the computer vision-
based tracking and registration methods applied in the system. Physical simulation 
method based on an enhanced dexel model is discussed in Chapter 5. Case studies and 
the system usability are discussed in Chapter 6, and Chapter 7 concludes the research 




Chapter 2 Literature Review 
 
In this chapter, literature on CNC machining simulation, modeling methods in CNC 
machining simulation, and AR methodologies are reviewed. The applicability and 
deficiencies of these existing methods are discussed for their potential use in this 
research. 
 
2.1 CNC Machining Simulation   
CNC machining simulation technologies are developed for the purpose of reducing the 
production lead time by identifying errors in NC codes. There are two main aspects in 
most of the CNC machining simulation systems, namely, the geometric simulation of 
the material removal process based on solid modeling methods, and the physical 
simulation of the machining conditions. In order to adjust the feed rate to achieve 
optimal performance, two methodologies in the physical simulation have been applied, 
namely, the material removal rate (MRR) based method and the machining force based 
method. 
 
2.1.1 Geometric Simulation Methodologies 
Geometric simulation is an essential aspect in CNC machining simulation. Through the 
rendering of 3D models, such as the cutting tools, workpieces, fixtures, machine tools, 
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etc., and the near real-time simulation of the material removal process, the user’s 
understanding of the cutting process can be enhanced. Three groups of modeling 
methods have been applied in geometric simulation, namely, solid modeling and 
approximation methods, the discrete vector intersection methods, and the spatial 
partitioning representation methods. 
 
2.1.1.1 Solid Modeling and Approximation Methods 
Solid modeling methods utilize 3D CAD models to represent the objects, which are 
generally precise mathematical representations of the objects, including surfaces, 
edges, vertices, etc. Boolean operations, especially the “subtraction” operations, are 
applied between these models to simulate a machining process. A Boolean subtraction 
operation between the original workpiece and the tool swept volume formed by the 
revolving cutter moving along a certain tool path will produce the final workpiece. 
Solid modeling methods provide precise geometric interpretations of virtual objects in 
a simulation scene, and thus the material removal process can be examined in detail. 
However, the bottleneck is the computing load when using the Boolean operations for 
machining simulation. Hence, to avoid performing time-consuming simulations based 
on solid modeling, approximation methods have been developed. Hook (1986) 
proposed a dexel (depth pixel) model, where solid models are partitioned over the 
image plane along the depth direction. A data structure was developed to combine the 
geometric characteristics with graphic display mechanisms during machining 
simulation. Wang and Wang (1986) integrated the graphic raster display technology 
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with the CSG modeling methods. Hsu and Yang (1993) developed machining 
simulations based on an isometric projection. Menon et al. (1994) proposed a ray-
representation method, which decomposes solid models through ray casting. 
 
For the above-mentioned approximate solid modeling methods, the geometric 
simulation process is simplified by converting the 3D models into 2.5D objects. In 
specific, a 3D model is partitioned into grid squares in a 2D plane, and a 1D cell 
structure is generated from each grid square. The 1D structure may contain internal 
links, indicating a gap inside the cell, which is useful in 5-axis machining simulation. 
This simplification decreases the processing load. 
 
All the above-mentioned methods have one limitation, namely, the view-dependency 
problem. The 1D structures in these researches have been developed along the viewing 
direction, which means that if the users change their viewpoint, the entire simulation 
has to be changed and repeated. During a machining simulation, a user would typically 
wish to inspect the simulation process and check the machined part from various 
directions. Thus, the view-dependent characteristic of these methods limits the 
applicability of these methods in CNC machining simulation. 
 
2.1.1.2 Discrete Vector Intersection Methods 
Discrete vector intersection (DVI) methods were proposed at around the same time as 
solid modeling and the approximation methods. However, these methods focus on the 
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indirect modeling of surfaces rather than the 3D modeling of the solid objects. The 
DVI method was first proposed by Chappel (1983), in which normal vectors from 
regularly distributed surface points are introduced to simulate the machining processes. 
This method was further developed by Jerard et al. (1989). They presented a detailed 
error analysis of the vector intersection process and simulation results for 5-axis 
machining based on this method. The vector intersection process can be described as 
clipping operations where vectors that intersect with the swept envelope of the cutter 
will be shortened in length accordingly. At the end of a simulation, the remaining 
vectors from the surface points will indicate the surface error at each location. Due to 
this attribute, DVI methods can be applied easily for part verification. The simulation 
processes are efficient since the material removal processes have also been simplified 
from 3D to 2.5D.  
 
However, the DVI methods have some limitations. It is difficult to develop proper 
vectors from surface points that have abrupt changes in the normal directions, e.g., 
edges, sharp grooves, etc., such that it is difficult to achieve simulation for these areas. 
Furthermore, the DVI methods do not provide volumetric models of the objects. 
Therefore, another model will be needed in the simulation system when both physical 
simulation and geometric simulation are performed. This decreases the system 
efficiency. Thus, it is not recommended to use this method in the ARCNC system 




2.1.1.3 Spatial Partitioning Representation Method 
The spatial partitioning representation (SPR) method overcomes the drawbacks in the 
DVI method and the solid modeling method. With the SPR method, volumetric units, 
normally parallel cubic cells, are introduced and arranged to be independent of the 
viewpoint of the user. 
 
The SPR method was first introduced in 1991 (Takafumi and Takahashi 1991), with a 
volumetric structure named G-buffer. Apart from the characteristics of view-
independency and parallel-partitioning, related information, e.g., depth, surface normal, 
etc., was also embedded within this data structure. Huang and Oliver (1994) enhanced 
the original dexel model (Hook, 1986) to overcome the view-dependency problem by 
partitioning a solid model on its XY-plane. This new dexel model records the Z-
coordinates of each grid so that the simulation is separated from the graphic rendering, 
and can be dynamically viewed from any direction. For this reason, this model is 
sometimes referred to as the “Z-map model”.  
 
A simplified Z-map model was developed by König and Gröller (1998) specifically for 
3-axis milling simulation. The internal link feature was removed from the Z-map 
model, because they assumed that no side milling or drilling would be performed in 3-
axis machining. In addition, a lower partitioning resolution was adopted in this 
research to achieve a faster simulation process using a PC with normal graphic 
configurations. A standard graphical rendering library, the OpenGL API, was utilized 
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in their research. 
 
The SPR method adopts the volumetric model to provide 3D information while at the 
same time simplifies the simulation operations from 3D to 2.5D with view-
independency. Thus, the SPR method can be applied not only to part verification, but 
also volumetric information-based tasks, such as estimation of machining conditions, 
optimization of machining parameters, etc.  
 
In the SPR method, the model partitioning and updating process is based on a sampled 
surface. Therefore, the dexel width w affects the accuracy of the simulation, and it 
should be properly selected to ensure a balance between satisfactory simulation 
accuracy and system efficiency. In general, dexels with a smaller grid size produce 
more accurate simulation results, yet compromising the computation speed. Assuming 
the cutter radius is R, a w/R ratio has been evaluated by researchers for computation 
effectiveness and efficiency. Huang and Olive (1994) conducted an error assessment 
for the dexel model, and proved that a w/R ratio of 0.04 provides satisfactory accuracy 
for geometric simulation. Inui et al. (1998) adopted the ratio of 0.2 to achieve a fast 
simulation. Choi and Jerard (1998) discussed the error of the estimation of the volume 
on the XY-plane and provided an equation for determining the maximum error, as 
shown in Equation (2.1), where step_length is the length of the current cutting step. In 
other words, the optimal value of w and step_length can be determined based on a 
given tolerance of the error and the given cutter radius. 
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Researchers have developed an enhanced dexel model for the purpose of improving 
calculation efficiency and accuracy, and implementing certain functions during 
machining simulation. Lee and Ko (2002) developed the enhanced dexel method using 
the super-sampling algorithm on the dexels on the tool path boundaries to reduce the 
error in the surface geometry, which is caused generally by the sampling of the 
workpiece into discrete cubic cells in the volume removal calculation. Blasquez and 
Poiraudeau (2004) applied the interval treap, a tree-based binary search data structure, 
to realize undo and redo functions during geometric simulation processes. An extended 
dexel model was applied in a simulation system for feed rate scheduling (Zhang et al. 
2009). In particular, intersection data are stored in the extended dexel model to 
facilitate cutting force calculation. 
 
The disadvantage of applying the above-mentioned single-direction dexel models is 
that the Z-coordinate may not be accurate when the surface has abrupt changes along 
the Z-direction. To address this problem, triple dexel-based surface modeling has been 
developed using ray-casting along three orthogonal directions. As compared with the 
single-direction dexel models, the triple dexel model facilitates surface reconstruction 
with higher accuracy. Zhang and Leu (2009) developed an algorithm for surface 
reconstruction, and the computational efficiency is higher than the conventional single 
dexel-based surface reconstruction methods. A tri-dexel volumetric model has been 
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developed and applied by Ren et al. (2006) in the modeling of force feedback during 
virtual sculpting and cutting for path planning purposes. The force calculated is 
rendered through a haptic feedback rendering device. However, simulation using the 
tri-dexel model requires higher computation resources and longer computation time 
compared with using the single-direction dexel model.   
 
Taking into consideration the computation requirements in an AR environment, the 
SPR method will be applied in the ARCNC system because of its computational 
efficiency and the availability of volumetric information. 
 
2.1.2 MRR and Machining Force Modeling Methodologies 
MRR and machining forces are normally considered as two typical factors that are 
observed closely during machining simulation and real machining processes. 
Specifically, MRR is considered proportional to the average power consumption 
during a machining process, while the machining force is vital in estimating surface 
errors, cutter vibrations, etc., in order to predict and prevent machining failure and 
cutter breakage.  
 
2.1.2.1 MRR Modeling Methods 
MRR is a basic parameter for evaluating power consumption during a machining 
process. The relationship between MRR and the average power consumption P, is 
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shown in Equation (2.2), where Psp is the specific power (Smith and Tlusty 1991). 
Researchers have used MRR to optimize machining parameters, such as feed rate, 
spindle speed, etc. The target is to achieve high productivity by maximizing the MRR 
during the machining processes (Li et al. 2004; Merdol and Altintas 2008).  
spP P MRR= ⋅         (2.2) 
 
MRR can be determined during the simulation using Equation (2.3) as long as the 
workpiece has been modeled properly to provide the volumetric information. The 
discrete models (Fussell et al. 2001) and the solid modeling method (Mounayri et al. 
1998; Saturley and Spence 2000; Li et al. 2004) have been applied to model the 
workpiece for MRR calculation. 





       (2.3) 
 
Jerard et al. (2001) have summarized the determination of MRR using different time 
intervals in the order of calculation complexity. The first method is the simplest to 
apply using a typical dexel model (Huang and Oliver 1994) to describe the workpiece. 
For each tool path, the dexels along this tool path are identified and the volume 
removed along this tool path is determined. This volume is averaged over the 
machining time for this tool path to determine the MRR, as shown in Equation (2.4), 
where zd is the dexel height, and z0 is the initial dexel height before the machining 
operation. The second method utilizes the tooth passing period, i.e., the period when 
the tooth of the cutter is in contact with the workpiece, as the time interval to 
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determine the MRR. The third method further shortens the time interval so that no 
operation is required to average the volume removed since the time interval is very 
short and almost instantaneous. 
2






       (2.4) 
 
The above-mentioned first method is easier to implement and has lower computation 
loads. However, this method has two limitations. Firstly, it is possible that machining 
processes using different machining parameters yield the same MRR results. Secondly, 
the averaged MRR result cannot show dynamic changes that may have occurred within 
one tool path. An example was reported by Jerard et al. (2001), as shown in Figure 2.1. 
During the tool path illustrated in Figure 2.1, the dexels of the workpiece do not have 
the same zd values. However, due to the averaging of the volume removed over the 
time interval of this path, the average MRR calculated will not reflect the peak MRR. 
In this case, the changes of the power consumption during this tool path cannot be 
represented with the average MRR results. This drawback can be overcome by 
decreasing the time interval to determine the volume removed. However, as the tool 
path is divided into more steps with the smaller time interval, the intersection 
determination needs to be conducted for each of these steps. Hence, the computation 





Figure 2.1 Average MRR and peak MRR (Jerard et al. 2001) 
 
The time interval to determine the volume removed is decreased for the second and 
third methods, and this poses challenges in determining the volume removed during 
the specified time interval. Using the second method, the tool contact area during each 
tooth passing period needs to be identified to calculate the volume removed during this 
period. The third method is more complex as the maximum uncut chip thickness needs 
to be identified. In other words, the computation loads are much higher for these two 
methods. Hence, they are not applicable in the ARCNC system where large computing 
power is needed for image processing, tracking and registration, virtual information 
rendering, etc. A modeling method needs to be developed to determine the MRR with a 
certain level of real-time performance. 
 
2.1.2.2 Machining Force Modeling Methods 
Machining force modeling is vital in the study of a machining process. Reliable 
estimation of machining forces facilitates the prediction of machining conditions, such 
as tool wear, cutter vibrations, etc., and thus surface errors can be calculated 
accordingly. According to the machining forces, the process planner can determine 
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whether the machining process has been planned correctly. Machining forces can also 
be used as a reference for the process planners to optimize the machining parameters to 
improve the machining efficiency. 
 
However, precise prediction of the machining forces is difficult to achieve as it can be 
influenced by a number of machining variables, such as the machining parameters, the 
non-homogeneity of the materials being machined, tool wear, etc. Numerous 
machining force modeling methods have been developed with different premises. In 
earlier research, MRR was used to estimate the average cutting force during machining 
processes (Smith and Tlusty 1991). When using this MRR-based machining force 
modeling method, an assumption was applied in which the tangential machining force 
Ft is assumed to be proportional to the MRR, and the radial machining force Fr is 
proportional to Ft. As a result, the resultant machining force F is proportional to the 
MRR. 
 
With the advancement in high performance computing facilities, machining force 
modeling methods aiming at achieving real-time results with high accuracy have been 
developed. Research on such machining force modeling methods can be categorized 
into four approaches, namely, analytical modeling, empirical modeling, mechanistic 
modeling, and numerical modeling methods (Ehmann et al. 1997; van Luttervelt et al. 
1998). These modeling methods calculate the cutting forces based on detailed analysis 
of the chip formation process, such as the analysis on the shear zone, shear plane, chip 
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load, etc. Mechanistic machining force modeling methods based on chip load analysis 
have been studied by many researchers. These methods are generally based on the 
relationship between the machining force and the chip load area, as shown in Equation 
(2.5) (van Luttervelt 1998), where kc is the specific cutting force, b is the width of cut, 
and h is the thickness of cut. Chip load area a can be simplified as the product of b and 
h.  
c cF k b h k a= ⋅ ⋅ = ⋅        (2.5) 
 
Hence, it becomes the focus of many researchers to identify the chip load area, and the 
uncut chip thickness or the chip width. Some researchers adapted the discrete 
mechanistic model developed by Kline et al. (1982), where the cutting edges of a flat-
end cutter are divided into infinitesimal elements. Each element is considered to 
perform an orthogonal cutting, and the tangential and radial components of the 
machining forces on this element are calculated. The final machining force is a vector 
sum of these force components. Since the cutter is divided into regular elements, the 
chip width is known. Thus, identifying the cutter elements that are engaged at each 
time instance and the respective chip thickness are important to determine the forces at 
that moment. Sun et al. (2009) developed a new chip thickness model considering the 
tool motion under different feed rate and tool path conditions. A Z-map model was 
applied in their cutting force modeling method to determine the tool engagement. Wei 
et al. (2010) improved the conventional chip thickness model using the equivalent feed 
rate and the approximated cutting cross-section during transient cutting processes to 
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predict the cutting forces during pocket machining. Wan et al. (2010) took cutter 
runout into consideration when modeling the instantaneous uncut chip thickness. For 
these mechanistic models, experimental data are usually needed for the calibration of 
the machining coefficients. 
 
Simplified models have also been developed relating the maximum cutting forces with 
the machining parameters. Fan and Loftus (2009) provided experimental analysis to 
address the relationship between the maximum cutting force with depth of cut, width 
of cut, feed per tooth, and chip load. Their analysis shows that the cutting force can be 
expressed as logarithmic functions of one or several of these four parameters under 
certain conditions (such as during light cuts). Based on their analysis, a simplified 
logarithmic cutting force model was proposed using the feed per tooth, or the 
geometric chip load, or both, as the variables. The non-linear square fitting method 
was applied to determine the two variables in the model.  
 
In addition, researchers have developed cutting force modeling methods based on other 
analytical method. For example, Fontaine et al. (2006) applied thermo-mechanical 
analysis on each of the cutting edge elements. Tsai and Liao (2008) proposed a cutting 
force prediction method based on energy analysis given a geometric model for ball-end 
milling. The innovation in their work is that the analysis was based on the whole 




Based on the above discussion, the mechanistic machining force modeling method is 
not applicable in the ARCNC system due to the intensive computation requirement that 
is needed. A simplified machining force modeling method will be developed in this 
ARCNC system for efficient estimation of machining forces.  
 
2.2 Methodologies in Augmented Reality Systems 
The research tasks required in an AR system include image processing and computer 
vision, information and view management, human-machine interface design, etc.   
 
2.2.1 Hardware Configurations of Augmented Reality Systems 
Azuma (1997) discussed two types of hardware configurations in AR systems for the 
users to observe a world augmented with virtual digital media, namely, the video see-
through and the optical see-through, as shown in Figure 2.2. The difference between 
these two configurations is that in the optical see-through configuration, only the 
computer-generated information is rendered to the user, while in the video see-through 
configuration, the image frames captured by the camera are displayed as well. The 
optical see-through systems are more challenging because a high frame rate is required 





(a) Optical see-through architecture 
 
(b) Video see-through architecture 
Figure 2.2 Two typical architectures of AR systems (Azuma 1997) 
 
There are several display devices in AR systems, namely, head-mounted devices 
(HMDs), monitors, mobile devices and projectors. Specifically, the projector-based AR 
systems are denoted as the SAR systems. Figure 2.3 shows a few set-ups from AR 
applications developed in the literature. 
 
There is a growing trend of using handheld devices in AR systems (Pasman et al. 2004; 
Xin et al. 2008; Hakkarainen et al. 2008) due to the fact that mobile devices have 





Figure 2.3 Display hardware  
 
hardware, such as high resolution camera, touch screen and gyroscope, etc., have 
already been embedded in these mobile devices. A study on the possibility of using 
mobile phones for an AR-assisted assembly guidance system was reported 
(Hakkarainen et al. 2008) using a Nokia mobile phone and a PC. A mobile device, 
namely MARTI, was developed incorporating a UMPC and a camera (Stutzman et al. 
2009) providing a two-handed gripping structure to ensure comfortable handling of the 
device. Projectors have been utilized in certain AR systems where the users do not 
have to wear bulky HMDs to view the augmentation. For example, a virtual river and a 
(c) AR sketching system using a tablet 
PC (Xin et al. 2008) 
(d) AR collaborative design space 
using SAR (Haller et al. 2006) 
(a) AR multiple view design using 
HMDs (Ong and Shen 2009) 
(b) AR layout planning using a 
monitor (Lee et al. 2008) 
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moving helicopter were projected onto the Augmented Map (Reitmayr et al. 2005). 
Saakes and Stappers (2009) applied AR technologies using the SAR configuration 
during the early design stage. Texture captured from real objects can be mixed with 
digital images, and this new texture can be projected onto a physical model to evaluate 
the design.  
 
2.2.2 Vision-based Tracking and Registration 
In computer vision and machine vision, tracking is defined as the process of motion 
estimation based on image sequences, which are usually generated using perspective 
cameras (Forsyth and Ponce 2003). For a 3D point P(Xwcs, Ywcs, Zwcs) in the world 
coordinate system (WCS) that is captured by a camera, its coordinates in the camera 
coordinate system (CCS) and the image plane are denoted as (Xccs, Yccs, Zccs) and (u, v), 
respectively. The relationships between these coordinates can be determined using 














   
   =   
    
 
      (2.6) 
 
The perspective projection matrix A3×3 contains five camera intrinsic parameters, and 
camera calibration is usually conducted during the application initialization phase to 
determine A. R3×3 and T3×1 are the extrinsic parameters, i.e., the rotation and translation 
matrices, respectively, and they constitute the transformation matrix. According to 
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Equation (2.6), there are seven unknown independent parameters, including ρ (a non-
zero scalar) and the rotation and translation factors. Hence, at least four feature points 
with known coordinates in WCS and the image plane are required to determine the 
camera pose. 
 
Tracking and registration methods utilized in AR can be generally categorized into 
vision-based, sensor-based, and hybrid-based methodologies. Vision-based tracking 
methods can be further divided into two categories, namely, tracking in a controlled 
(marker-based) and an uncontrolled (marker-less) environment. Marker-based tracking 
utilizes distinct features of physical fiducials, such as marker patterns (Hoff and 
Nguyen 1996; Kato and Billinghurst 1999), to obtain the projective pixels. Kato and 
Billinghurst (1999) presented a typical example of this method using square markers 
and implemented this method in ARToolKit. Thresholding, template matching and line 
fitting are performed for each frame to achieve reliable projective positions of the four 
vertices of the markers, which are used to estimate the pose of the camera using 
Equation (2.6). Marker-based methods are comparatively easier to implement and are 
thus applied broadly in applications where occlusion in the environment is not an issue. 
A large number of applications have been achieved with satisfactory tracking accuracy 
and response based on ARToolKit (Pasman et al. 2004; Farbiz et al. 2005; Ong et al. 
2010). An interesting implementation of marker-based tracking was presented by Park 
and Park (2004). In their implementation, there were no visible markers in the 
environment. Infrared (IR) emission from an invisible marker was obtained and 
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filtered to achieve an IR view, and the ARToolKit method was performed on this IR 
view. ARTag utilizes multiple markers with a fixed layout to provide robust and 
occlusion-free tracking (Hakkarainen et al. 2008; Salonen et al. 2007). In addition, 
marker-based tracking methods usually require less computing effort, and thus a higher 
frame rate can be obtained.  
 
On the other hand, marker-less tracking methods are required in certain applications 
where there should not be any occlusions in the environment, or it is difficult to use 
markers, such as in an outdoor environment. The implementation of marker-less 
tracking in an uncontrolled environment is more complex and time-consuming, and the 
difficulty is in the setup of reliable correspondences between the feature points that 
have been extracted from successive frames of the video captured. Given four base 
points in a previous image frame and their projective positions, the corresponding 
positions in the current image frame have to be predicted. Some research employed 
stereo vision and epipolar geometry to estimate these positions (Seo and Hong 2000; 
Yuan et al. 2006). In these studies, natural features were extracted within two 
sequential frames, and correspondences are set up based on feature similarity. Epipolar 
lines can be deduced based on the feature pairs, and serve as a constraint for the 
estimation of the base points in the current image frame. Another technology applied in 
marker-less tracking is homography. Corner pairs are used to estimate the camera 
motion from the last frame, and the four corners of a 2D image are applied as the WCS 
base points (Prince et al. 2002). Lepetit et al. (2003) enhanced this 2D tracking method 
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to 3D tracking by introducing a rough CAD model of an object inside the scene, 
though the implementation was accomplished using 2D keyframes captured during 
initialization. In another 3D model-based tracking method (Klein and Drummond 
2003), visual tracking was performed by minimizing the errors between the image 
frames and the model projections. They further utilized gyroscopes to track rapid 
camera motions.  
 
Apart from the above-mentioned feature-based tracking methods, area-based tracking 
methods have also been discussed in stereo vision (Peter 1994). In area-based tracking, 
the correspondence between two image regions is confirmed when a maximum 
similarity of their pixel values can be obtained. The area-based methods use the pixel 
values rather than the extracted features (such as lines and corners) in feature-based 
methods (Yuan et al. 2006). One example of area-based tracking is template matching. 
In fact, template matching was applied in ARToolKit as a preliminary search procedure 
(Kato and Billinghurst 1999). A global correspondence is set up first using template 
matching, and further processes, such as edge extraction and line fitting, can be 
conducted based on the matching results. 
 
Researchers have developed other approaches to realize marker-less tracking schemes. 
For example, Stricker and Kettenbach (2001) utilized reference images for outdoor 
tracking in an archaeological site. An algorithm for tracking of planar structures was 
developed (Gilles et al. 2000) to augment virtual objects in an outdoor environment. 
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This algorithm allows shifting of the tracking plane when it goes out of the field of 
view. Recently, the simultaneous localization and mapping (SLAM) technique has 
been applied in AR applications. SLAM is originally developed for autonomous robot 
navigation application, and it helps a robot to localize itself in an unknown 
environment. Klein and Murray (2007) set up a parallel tracking and mapping (PTAM) 
platform which adopts the SLAM technique to track a planar structure in a small 
unprepared office environment using a hand-held camera. Virtual objects can be 
rendered on the plane, and certain interactions can be achieved by moving the camera. 
 
2.2.3 Role of Augmented Reality as an Interface 
AR technologies provide interfaces in various modalities to enhance the interaction 
between the users and the environment. AR-based interfaces mainly serve two 
purposes, namely, to render information to the user and to receive instructions from the 
user. Graphic user interfaces (GUIs) similar to the interfaces used in the computer 
operation systems have been implemented in AR systems in the format of icons, menus, 
annotations, etc., and they can be rendered in fixed positions or registered dynamically 
with the objects in the environment. The Tinmith System (Piekarski and Thomas 2003) 
employed a menu-style interface with fixed positions on the rendering scenes, as in 
Figure 2.4(a), to handle different modeling actions in an outdoor AR environment, and 
the actions are triggered using a pair of wireless six-degree–of-freedom tracking-
enabled gloves (Piekarski and Smith 2006). User interfaces based on the manipulation 
of physical objects in the environments were addressed as tangible user interfaces 
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(TUIs). The Personal Interaction Panel (PIP) reported by Szalavári and Gervautz (1997) 
is an interaction panel based on a pad-and-pen device. The interaction panel is 
displayed on the pad and user interactions are achieved directly (when the pad is 
pressure-sensitive) or indirectly (when the pen is tracked using sensors), as shown in 
Figure 2.4(b). Yuan et al. (2004) developed a Virtual Interaction Panel (VirIP) as 
shown in Figure 2.4(c), in which a Restricted Coulomb Energy (RCE) neural network 
is applied to track an interaction pen based on the image processing techniques. 
Occlusion-based interaction methods were applied in applications (Lee et al. 2004) as 
shown in Figure 2.4(d).  
 
More techniques and methods have been integrated to improve the intuitivism of user 
interaction, such as gesture recognition with markers (Buchmann et al. 2004), force 
feedback from haptic devices (Scharver et al. 2004), etc. For multi-user systems, 
interaction mechanisms between users are more complicated. Regenbrecht et al. (2003) 
proposed an Internet-based system for users at different locations to work 
collaboratively. In the collaborative AR systems for education (Kaufmann et al. 2000) 
or game (Szalavári et al. 1998), two or more users can look at the same augmented 
scene simultaneously. The AR-based Mah-Jong game by Szalavári et al. (1998) 
demonstrated the use of an automatic privacy mechanism when some information in 






Figure 2.4 User interfaces and interactions in AR 
 
2.2.4 Summary 
The use of AR can enhance the users’ understanding of their surrounding environment 
and their communication with other users. Intuitive AR-based interfaces can be 
provided to enhance efficiency. As compared with VR systems, AR systems require 
higher registration accuracy since virtual information has to be aligned with the real 
scene seamlessly (Azuma 1997). Tracking and registration methods utilized in the AR 
systems should take into consideration the application of these AR systems. The 
system efficiency is also an important factor in order to avoid dynamic registration 
(c) VirIP manipulated by a stylus 
(Yuan et al. 2004) 
(d) Occlusion-based interaction (Lee 
et al. 2004) 
(a) The menu in the Tinmith System 
(Piekarski and Thomas 2003) 









Chapter 3 The ARCNC System  
 
The objective of this research is to develop an AR-assisted system to perform 
machining simulation on a real CNC machine. Using the ARCNC system, the CNC 
machine will run the NC codes as usual with a real cutter. However, no real workpiece 
is provided; the user can observe the machining process performed on a virtual 
workpiece, and machining is synchronized with the movement of the real cutter. The 
system combines the advantages of both computer-based simulation and the try-runs 
which are usually performed by machinists before actual machining. The ARCNC 
system enables the user to observe the simulation in the real machining environment so 
that the sequence obtained during the in situ simulation can be transferred easily to the 
actual machining operations. The ARCNC system also provides a user interface to 
facilitate the user’s intervention, if any, of the machining process.  
 
Several tasks would need to be accomplished to realize such a system. The virtual 
workpiece should be registered to the worktable, which may be moving during the 
simulation. A virtual cutter is needed in the simulation system in synchronized 
movement with the real cutter in the reference coordinate system so that geometric and 
physical simulations can be achieved accordingly. Therefore, tracking of both the 
cutter and the worktable has to be obtained. Estimation of the machining conditions, 
namely the MRR and the machining forces need to be achieved in the most efficient 
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manner so that the machining conditions can be rendered in real time. 
 
3.1 A 3-Axis CNC Machining Simulation Environment 
A 3-axis vertical CNC machining centre was used as the case study in this research. 
Since the in situ machining simulation is intended to be applied before real machining 
operations that may be performed on the same CNC machine later, it is not practical to 
use markers or fiducials in the machining environment as these physical markers can 
be damaged by the coolant and chips. Hence, marker-less tracking methods would 
need to be considered in this ARCNC system. However, marker-less tracking methods 
based on edges, contours, or CAD models are not applicable in the ARCNC system. A 
CNC machine environment is quite cluttered with cutter, fixture, coolant pipe, 
worktable, etc., and some of them have highly reflective surfaces and low contrast 
textures. Thus, it is difficult to extract reliable edges and contours from these scenes. It 
is also difficult to extract features from the milling cutters, which are generally quite 
small in diameter and with helical flutes. In addition, although the real-time position of 
the cutter in the machining coordinate system can be obtained from the CNC machine 
controller, some CNC machine manufacturers prohibit direct connection from the 
controller to the PCs. Hence, vision-based tracking and registration methods are 
applied in this research to determine the cutter position in the reference coordinate 
system. 
 
In this in situ CNC machining simulation study, the tasks include tracking a reference 
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coordinate system while at the same time, registering the position of the cutter. For a 3-
axis vertical CNC machining centre, the cutter moves vertically (Z-axis) and the 
worktable moves horizontally (X- and Y-axis). A reference coordinate system for the 
machining operations will be designated to the moving worktable, or the fixtures 
attached to it, and the cutter coordinates in this reference coordinate system have to be 
determined in real-time. Since the cutter and the worktable will contribute to two 
different motions in the image frame, it will be ambiguous to apply vision-based 
tracking to the entire scene. Thus, a preliminary area-based matching method has been 
considered in the upper and lower portions of the scene respectively, and within each 
matching area, local tracking will be further applied. 
 
3.2 System Architecture and Research Tasks 
The ARCNC system consists of four units, viz., a 3-axis vertical CNC machine, a 
display device, a Firewire CCD camera, and a high-end PC as the computing unit for 
image processing, virtual information generation and rendering, CNC machining 
simulation, etc.  
 
In this system, the video see-through configuration is used for two reasons. Firstly, the 
video see-through configuration allows different users to focus on different 
information and tasks, which can be useful during a training session when several 
trainees are involved. Secondly, using the video see-through configuration, the 
augmented virtual contents will not lag behind the real scene captured using the 
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camera. Furthermore, there will not be a need to determine the spatial relationship 
between the display device and the camera when using the video see-through 
configuration. A HMD device or a monitor can be used in the in situ system as the 
display device. As the display areas of most of the existing HMD devices are too small 
to display the data and the simulation simultaneously, the system set-up reported in this 
research is based on a monitor-based configuration. The ARCNC system has four 
functional modules, viz., vision-based tracking and registration, geometric simulation, 




Figure 3.1 System architecture of the ARCNC system 
 








































                             







time. A virtual workpiece is either rendered onto the worktable or aligned with a 
fixture on the worktable. Simulation of the machining process can be achieved 
according to the movements of the virtual cutter and the workpiece, which moves 
together with the worktable. Both geometric and physical simulations can be 
performed and rendered to the operator so that it would look like a real cutter 
machining a virtual workpiece. The operator can observe the simulation as it proceeds, 
with the NC codes, cutter coordinates, and the estimated machining conditions 
displayed on a virtual interaction panel based on the VirIP structure developed by Yuan 
et al. (2004). Input from the operator to the machine tool controller can be included in 
the architecture. When certain values in the physical simulation, e.g., machining forces 
exceeding certain limits, an alarm can be displayed to the operator, who can respond 
accordingly, such as by pressing an emergency button on the virtual panel to stop the 
machine tool. 
 
Research tasks involved in this ARCNC system are identified as follows. Firstly, a 
tracking and registration scheme for 3-axis machining would need to be developed and 
implemented. Secondly, efficient geometric simulation and physical simulation 
methods will be investigated so that simulation information can be rendered to the 
operator in real-time. The modeling of the MRR and the machining forces is the focus 
in the physical simulation. Thirdly, a virtual interaction panel will be designed and 




The ARCNC system can outperform the 3D graphics-based simulation systems in 
several aspects. First of all, the machining simulation is presented to the operator with 
a strong sense of realism, and he can operate the CNC machine and observe the 
simulation simultaneously. The system can be used with any CNC machine that the 
operator is familiar with or is trained for. The selection of a machine tool will not 
affect the simulation procedures as long as initialization is conducted accordingly. The 
coefficients applied to machining force estimation will be different when different 
cutters and workpieces are used. Thus, calibration should be performed first and the 
parameters can be stored in the physical model module. Secondly, scene rendering 
time and effort in this AR-assisted system is reduced as compared to the conventional 
VR-based simulation systems, since only a few virtual objects are rendered. 
Furthermore, the movements of the cutter and the worktable are obtained from vision-
based tracking and registration. Hence, the simulation can reflect the real tool 
movements, rather than just an ideal model of the machine in typical 3D graphics-
based systems.  
 
3.3 Software and Hardware in the System 
The ARCNC system was developed in Visual Studio 6.0 as a Win32-based application. 
The system applies a few open source APIs (Application Programming Interfaces) and 
libraries, namely OpenGL (OpenGL 2011) for the rendering of virtual objects and 
information, and OpenCV (OpenCV 2011) for some computer vision functions, which 




The ARCNC system uses a Firewire camera from Point Grey Research® Inc. to stream 
the scene to the vision-based tracking and registration functional module. A PC 
monitor was employed for the operator to inspect the in situ simulation. A DELL 
desktop (Pentium®D 2.80GHz/1GB RAM/256MB graphic card) was employed as the 
computing unit. All experiments discussed in this thesis were set up on a 3-axis 
vertical CNC machine (MORI SEIKI NV5000 vertical machining centre). 
 
3.4 Determination of Coordinate Systems 
There are four coordinate systems in the ARCNC system. To avoid ambiguities, 
definitions of these coordinate systems are presented in this section. An illustration of 
these coordinate systems is given in Figure 3.2.  
 
 
Figure 3.2 Coordinate systems in the ARCNC system 
IPCS 




A 3D point 
( , , )ccs ccs ccsX Y Z  ( , , )mcs mcs mcsX Y Z  ( , , )wcs wcs wcsX Y Z  
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Image Plane Coordinate System (IPCS):  
This refers to the coordinate system in the image plane where virtual information is 
superimposed. The origin of this coordinate system is the upper left corner of the 
image. Coordinates in IPCS are denoted as ( , )u v . 
 
Camera Coordinate System (CCS):  
This refers to the coordinate system originated from the center of the camera CCD 
sensor. The Z-axis of this CCS is the optical axis of the camera. Coordinates in CCS 
are denoted as ( , , )ccs ccs ccsX Y Z . 
 
World Coordinate System (WCS):  
This refers to the coordinate system defined by the user for any 3D points in the 
environment. The origin of this coordinate system is defined according to the 
configuration of the tracking method used. Coordinates in WCS are denoted as 
( , , )wcs wcs wcsX Y Z . The transformation between the coordinates in IPCS, CCS and 
WCS can be achieved using Equation (2.6). 
 
Machining Coordinate System (MCS):  
This refers to the reference coordinate system defined by a machinist when he plans 
the tool paths and generates the NC codes. In practical machining, the reference for the 
codes may change between lines of the NC codes. However, in this thesis it is assumed 
that the MCS is fixed and originated from the nearer lower left corner of the workpiece. 
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It can be noted that no rotation occurred between the MCS and the WCS for a 3-axis 
CNC machine. Coordinates in MCS will be denoted as ( , , )mcs mcs mcsX Y Z . 
 
3.5 Camera Calibration 
Camera calibration was conducted to achieve the intrinsic parameters of the Firewire 
camera. A camera calibration toolbox for MATLAB (Bouguet 2011) was utilized. 
Fifteen pictures containing a flat chessboard from different viewpoints were captured 
and used for the calibration, as shown in Figure 3.3. Five parameters were evaluated in 
the calibration, which are the focal lengths, fc[1] and fc[2], the principal points, cc[1] 
and cc[2], and the skew coefficient, alpha_c. The camera intrinsic matrix is thus 
achieved using Equation (3.1). When the camera resolution is set as 1024×768, the 
calibration results are shown in Table 3.1.  





f alpha c f cc
A f cc
⋅ 
 =  
  
     (3.1) 
 
 
Figure 3.3 Fifteen pictures used in calibration 
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Table 3.1 Calibration Results (in mm) 
fc[1] fc[2] cc[1] Cc[2] alpha_c 
1344.0895 1307.0460 548.0677 346.4981 0 
 
3.6 Scene Rendering and Occlusion Handling 
Scene rendering in the ARCNC system consists of two parts, namely, the rendering of 
the geometric simulation scene and the rendering of an interaction panel with relevant 
information and machining conditions.  
 
The level-of-detail management method developed by Liu et al. (2006) was adopted in 
the ARCNC system in the geometric simulation module. The position of the cutter in 
the MCS is required to perform the simulation. The position of the cutter will be 
provided by the vision-based tracking module described in Figure 3.1. The geometric 
simulation scene will be rendered with the movement of the cutter and the worktable 
accordingly. For the operator’s reference, a multiple-view mechanism has been 
implemented. A tilted workpiece together with a virtual cutter will be rendered and 
synchronized with the cutter movement and simulation results, as shown in Figure 3.4. 
 
 
Figure 3.4 Multi-view mechanism of the geometric simulation 
 49 
 
Some visualization effects have been investigated to provide a stronger impression to 
the operator that the real cutter is machining the virtual workpiece. Firstly, the real 
cutter can be partly occluded by the virtual workpiece during the in situ simulation. If 
the virtual cutter has been accurately registered, the occlusion problem can be solved 
using the following steps. 
(1)  After cutter registration, the cutter’s projective position is known. A rectangular 
window W around this position is specified and the RGBA values of the pixels 
within W are recorded.  
(2)  Render the virtual cutter and obtain the Z-coordinate of each pixel within W from 
the OpenGL depth buffer. Create an index table for those pixels with depth 
smaller than 1.0, which means the pixel is occupied by virtual objects rendered 
using OpenGL. 
(3)  Render the virtual workpiece.  
(4)  For pixels in the index table, retrieve and render the corresponding RGBA values 
from Step (1). Figure 3.5 shows the original scene, the scene with the rendering of 
the virtual cutter and the virtual workpiece, and the rendering of pixels with 
recorded RGBA values, respectively. 
 
The operator’s perception of the spatial relationship between two objects can be 
enhanced by casting the shadow of one object onto the other object. During the in situ 
simulation, the shadow of the cutter can be cast onto the virtual workpiece. The 
rendering of the shadow is realized through the shadow volume theory (Crow 1977; 
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Tsiombikas 2011) and the stencil buffer provided by OpenGL. Figure 3.6 shows a 
scene with the rendered shadow of the cutter. 
 
 
Figure 3.5 Solution to the cutter occlusion problem 
 
 
Figure 3.6 A scene with the cast shadow of the cutter 
 
(a) Original scene (b) Scene with virtual objects rendered 
(c) Scene when the real cutter is rendered on top of the virtual workpiece 
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3.7 The Interaction Panel 
An interaction panel was developed in the ARCNC system as the user interface. The 
rendering of the virtual information, as mentioned in Chapter 1, can be categorized 
into two groups, namely, screen-fixed and object-attached rendering. In the ARCNC 
system, in order to ensure that the information rendered can be observed, the screen-
fixed 2D rendering approach was employed. 
 
The virtual panel layout was designed to replicate the layout of a control panel of a 
conventional CNC machine. The panel mainly includes buttons for the operator to key 
in characters and digits, and a display screen. Figure 3.7 shows the virtual panel being 
rendered onto the screen. The virtual panel includes the alphanumeric buttons (Figure 
3.7(a)), the parameters display section (Figure 3.7(b)), and the NC program and 
machining condition display section (Figure 3.7(c)). For the NC program and 
machining condition display section, a red arrow next to an NC code indicates it is the 
code being executed currently, and a red line in the condition display indicates the 
upper bound of the machining condition. The upper bound can be customized in the 
system according to the cutter and the material of the workpiece. The parameters 
display section shows the current position of the cutter in the MCS, the feed rate of the 
current tool path, and the alarms if any. In Figure 3.7(b), an alarm of “force exceeding 
upper bound” is rendered when the estimated machining forces exceed the specified 




The layout of the panel can be customized by the user, and the background color can 
be changed. The panel can also be dragged and moved to any part of the screen. In 
some of the following chapters, a different panel layout is shown. 
 
Triggering of the associated functions of the buttons on the panel is achieved by 
fingertip tracking using the RCE method developed by Yuan et al. (2004). The user 
would need to wear a colored cap on one of his fingers. The buttons can also be 
triggered directly using the mouse click. Once a button is triggered, the button name 
will be recorded and according to the name, the respective function will be executed. 
Figure 3.8 shows the flowchart of the panel manipulation. 
 
 




Indicating the current 
NC code 




As shown in Figure 3.8, two operation modes are provided in the system, namely, the 
Edit mode and the Simulation mode. The system will be in the Simulation mode by 
default. However, if the user triggers the Edit button, the system will be switched to the 
Edit mode, and the user can alter the NC codes using the buttons on the panel. The user 
can move the cursor using the “Up”, “Down”, “Left” and “Right” buttons to specify 
the parameter that needs to be modified, and input the new parameters using the 




Figure 3.8 Interaction panel manipulation flowchart 
 







 Red arrow 




 The cursor 





the letter on 
the cursor by 
m_strButton
Name 
End of manipulation 
   
Y 
N 
“Edit” “Save” “SIM” 
 Save the 
modified code 





cursor under the 
first letter; 
 Switch back 
to Simulation 
mode;  




 Display a 







This chapter describes the system architecture and outlines the research issues 
addressed in the ARCNC system. Details of some of the functions are depicted, such as 
the manipulation of the coordinate systems, the geometric simulation, the layout and 
manipulation of the panel, etc. The following chapters focus on these research topics: 
Chapter 4 and Chapter 5 will discuss two major research issues in the system, and 




Chapter 4 Tracking and Registration Methodology 
 
The tracking and registration module in the system architecture are deliberated in 
detail in this chapter. The methodology will be described and the tracking results will 
be presented. 
 
In a 3-axis vertical CNC machining centre, the worktable and the cutter move 
separately. Specifically in an image scene, the cutter moves only in the upper part of 
the scene, and the worktable moves in the lower part of the scene. The MCS, located 
on the worktable, needs to be reconstructed, while the cutter should be registered to the 
MCS in real-time. The registration result will be delivered to the geometric and 
physical simulation module. A multi-region tracking and registration scheme has been 
proposed in this research. An assumption is that there are no abrupt movements of the 
camera with respect to the CNC machine. 
 
4.1 Tracking and Reconstruction of the MCS 
As discussed in the literature review and the system description chapters, marker-less 
tracking is more useful in the ARCNC system to avoid any disturbance in the 
machining environment. However, it may not be feasible to employ a feature-based 
tracking method alone in this system to track the worktable and the cutter due to the 
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low contrast textures and the highly reflective surfaces in the machining environment.  
 
An area-based tracking is applied as a preliminary search procedure to shorten the 
feature detection process. Since it is assumed that the camera in the system will move 
smoothly in this research, template matching will be applicable as a first-level tracking 
method (a brief introduction of template matching can be found in Appendix A). 
Templates of the worktable (or the machining vice above it) will be specified first by 
the user during the system initialization.  
 
4.1.1 Initialization 
During initialization, the operator specifies one rectangular region of interest (ROI) 
using a computer mouse in the lower part of the image frame to include the surface 
where the virtual workpiece will be located on (Step 1 in Figure 4.1). This surface is 
denoted as the locating surface in this thesis. Next, four base points within this ROI 
will be chosen in a clockwise direction to specify the orientation of the WCS (Step 2 
and Step 3 in Figure 4.1). These four base points should be located on the locating 
surface, and they should form the four vertices of a square as the tracking method 
developed by Kato and Billinghurst (1999) is applied to these points.  
 
The dimensions of the locating surface should be provided in order to render a scaled 
virtual workpiece. For a 3-axis CNC machine, the orientation of the MCS is identical 
to that of the WCS, while the translations between them are given based on the 
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machine configuration. Therefore, the reconstruction of the MCS can be accomplished 
as long as the WCS can be determined.  
 
 
Figure 4.1 Initialization of the WCS 
 
4.1.2 Tracking and Reconstruction of the MCS 
The tracking of the four base points is accomplished using a hybrid area-based and 
feature-based tracking method. A template 0
mT  including the pixels within the ROI will 
be automatically recorded during initialization, where the subscript is the frame count 
which is ‘0’ for the template captured during initialization, and ‘m’ means this is the 
template for the reconstruction of MCS. For the ith frame, template matching will be 
employed to find a best match of this template, denoted as miT , and the position of 
m
iT  
in the IPCS, ( , )m mi iu v  will be calculated. The KLT feature tracking method (Shi and 
Tomasi 1994) is applied to track the four base points within the area of miT . Using the 
KLT tracker, features with distinct intensity are selected and tracked based on a 
measurement of their dissimilarity from the first frame.  
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Locating surface Z 
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Although the KLT tracker is fairly robust, the tracked features can be lost easily during 
the tracking process, as a typical CNC machining environment has low contrast and 
little texture. If any of the four base points is lost, it will cause the reconstruction of 
WCS and MCS to fail and the simulation process can not be achieved. In order to 
overcome this, a second-level template matching for the four base points is employed 
as an alternative tracking method. When the user picks the four base points during 
initialization, the pixels and their neighbors will be recorded automatically as 
templates ( kT ′ , 1, 2,3, 4k = ). For the ith frame, if any of the four base points tracked 
using the KLT tracker is lost from the previous frame, a template matching process 
within miT  will be applied for this point. The template matching result is ( , )ki kiu v′ ′  for 
the kth base point, which is relative to the origin of miT . Therefore, the recovered 
tracking result of the base point can be calculated as ( , )m mi ki i kiu u v v′ ′+ + . This 
recovered result will be used to update the KLT feature tracker so that the tracking 
based on the KLT tracker can still be performed for the subsequent frames. An 
illustration of the templates and the coordinates is shown in Figure 4.2, where the 2nd 
base point is recovered using the second level template matching in the ith frame. 
 
Template matching based on maximum similarity may be ambiguous when the 
matching is performed in a large area. Restricting the template search area will 
improve the accuracy and efficiency of the matching process. Therefore, both the first-
level and the second-level template matching are performed within a restricted search 
area. When the user specifies the first-level template 0




mS  bounding 0
mT  will be recorded. The search window is larger than the 
template by a fixed-width margin. When tracking is performed, this search window 
will be shifted automatically in the image plane according to the offsets between the 
template matching results in the current and previous frames. The position of the 
search window miS  in the image plane is denoted as ( , )
m m
si siu v , and this position is 
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Figure 4.2 The recovery of the lost base point using two-level template matching 
 
As a summary, for the ith frame, the first-level template matching will be performed 
within miS , while the second-level template matching process will be performed only 
within the result of the first-level template matching, i.e., miT . The search window 
m
iS  
is updated in real-time.  
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Figure 4.3 shows the initialization of the lower ROI with the original template 0
mT  and 
the initial search window 0
mS  indicated. The features tracked within 0
mT  using the KLT 
tracker and the four user-specified base points are also shown in the figure.  
 
 
Figure 4.3 An illustration of the lower ROI initialization 
 
4.1.3 Benchmarking on the Reliability of the Proposed Tracking Methodology 
Before performing an in situ simulation, the reliability of the hybrid MCS tracking 
method must be validated first. The hybrid method was compared with two other 
feature-based methods, namely, the Harris corner detection-based method (Harris and 
0
mS  
Features detected by KLT 




Stephens 1988) and the KLT tracker-based method. These three methods are denoted 
as the “Hybrid”, “Harris”, and “KLT” methods respectively in the following discussion. 
Comparative experiments were performed based on a recorded video clip so that 
random errors introduced by environment lighting condition will not affect the 
evaluation of the tracking results. The video recorded an X-axis milling operation 
performed on the specific CNC machine. The video resolution is 720×540. Since in the 
Hybrid method, the template matching is restricted in a search window miS , feature 
extraction is also restricted within a fixed area in the lower part of the image plane for 
both the Harris and KLT methods, because the features extracted from the upper image 
will not follow the worktable movements.  
 
Two criteria were examined during the tracking processes. The first criterion is the 
tracking stability, which is vital with respect to the robustness of the WCS and MCS 
reconstruction. The stability criterion was examined by recording the traces of the four 
base points in the image plane. The second criterion is the average frame rate after the 
tracking has started, which reflects the computing efficiency of these algorithms.  
 
Since a restricted search area was employed in all the three methods, the ratio of this 
area to the entire image area was also considered as a reference to evaluate the system 
efficiency. Table 4.1 shows the ratio of the areas and the average frame rate with two 
sets of data from each method, and Figure 4.4 shows the tracking results of one of the 
base points from each of the three tracking methods. The data was recorded from the 
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612th frame to the 747th frame. In the test video clip, the worktable was moving 
towards the left of the image plane, and thus the u-coordinate should decrease slowly 
while the v-coordinate should remain roughly constant.  
 
Table 4.1 shows that the computing speeds of the Harris and Hybrid methods are 
influenced by the ratio of the areas proportionally, while the computing speed of the 
KLT method is not affected by it. In addition, a weighted frame rate, which is the 
average frame rate multiplied by the respective ratio, is used for a fair comparison of 
the computing efficiency between the three methods. The table shows that the KLT 
method provides the highest weighted frame rate, followed by the Hybrid method, and 
the Harris method is the slowest. 
 
Table 4.1 Experimental results: ratios of areas and average frame rate 
Method Search Area Ratio (Area/Full image) 
Average Frame 




Harris 428×184 20% 2.7 0.540 678×210 37% 1.44 0.533 
KLT 438×198 22% 5.12 1.126 700×224 40% 5.95 2.380 
Hybrid 311×190 15% 7.23 1.085 589×262 40% 3.78 1.512 
 
Figure 4.4 shows that tracking using the Harris and KLT methods is not stable during 
the experiments. There is jittering in the tracking results from the Harris method, 
generally with around 10-pixel errors. Compared with the Harris method, the u-
coordinates of the tracking results from the KLT method are relatively stable. However, 
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the v-coordinate shifts slowly but severely. It was also observed that during the test, 
there was a period where no coordinates were obtained leading to a data gap. This had 
caused the failure of the WCS and MCS reconstruction during that period. Comparing 
these three methods, the Hybrid method provides tracking with the best stability. The 
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According to the comparison results in Figure 4.4 and Table 4.1, the Hybrid method 
shows good tracking stability. The comparison proves that the Hybrid method is 
applicable in the ARCNC system, and the performance is better than the other two 
feature-based methods. Based on this, the reconstruction of the MCS can be achieved 
reliably. However, it is also noticed that the system performs with an average frame 
rate of 7fps, which may cause lags in the rendering of the virtual content. 
 
4.2 Adaptable Cutter Registration based on NC Codes 
To perform the in situ simulation, the coordinates of the real cutter in the reconstructed 
MCS have to be determined. However, it is difficult to identify feature points from 2D 
projections of a ball-end cutter with a diameter of only a few millimeters as it may 
appear almost the same in the image plane regardless of how the camera moves. On 
the other hand, area-based tracking methods, such as template matching, can only 
reflect the 2D positions of the cutter in the image plane, and the 3D information will 
generally be lost.  
 
Consider a typical pin-hole camera model as shown in Equation (4.2), where (Cx, Cy, 
Cz) and (u, v) denote the position of the tip of the cutter in the WCS and its projection 
in the image plane, respectively. The definitions of ρ , A  and [ ]R T  have been 
















   
   =   
    
 
       (4.2) 
 
The matrices A and [R T] have been obtained from the camera calibration and the 
tracking and reconstruction modules. Given the 2D position (u, v) of the cutter in the 
image plane, the recovery of 3D information using Equation (4.2) is mathematically 
unattainable as there are three equations and four unknown parameters, namely ρ, Cx, 
Cy, and Cz. Additional information is required to recover the 3D information. In this 
research, the information from the NC codes can be applied to Equation (4.2) as an 
additional constraint so that solutions can be found for this equation. The information 
that may be useful for solving this equation are, for example, the type of the cutting 
operation executed currently, e.g., milling or drilling, and the location of the start point 
and end point of the current cutting path in the MCS, etc. 
 
4.2.1 A Method to deduce Information from NC Codes 
NC codes are provided to the ARCNC system before the start of a simulation, and the 
system will collect information from the codes. A data structure has been developed in 
the ARCNC system to associate such information with each line of the code.  
 
The information is collected from the given NC codes according to the following rules. 
Figure 4.5 shows the data structure and an example of an NC code block.  
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 The coordinates of the end point will be equal to the digits after the leading 
character ‘X’, ‘Y’, or ‘Z’. If any of these leading characters does not appear in the 
code, the corresponding coordinate will be equal to that of the end point from the 
last code. 
 The coordinates of the start point will be equal to those of the end point from the 
last code.  
 The feed rate will be equal to the digits after the leading character ‘F’. If the 
character does not appear, the feed rate will be equal to the feed rate from the last 
code. 
 Comparing the start point and the end point, if either the X-coordinate or the Y-
coordinate changes, the operation is defined as ‘milling’. Otherwise the operation 
will be ‘drilling’. If either the start or the end point does not exist, the operation 
will be defined as ‘functional’. 
 

























Operation = functional; Start Point = NIL; End Point 
= (0.0, 0.0, 105.0); Feed = NIL 
Operation = drilling; Start Point = (0.0, 0.0, 105.0); 
End Point = (0.0, 0.0, 100.0); Feed = 100.0 
An example 
ith code 
Start Point = (X1, Y1, Z1) 
End Point = (X2, Y2, Z2) 
Feed = F 
Operation = {milling, drilling, functional} 
 
Operation = functional; Start Point = NIL; End Point 
= NIL; Feed = NIL 
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4.2.2 The Proposed Registration Scheme 
A second template matching is applied in the ARCNC system for the cutter registration. 
Apart from the ROI for the reconstruction of the MCS, the user will specify another 
ROI containing the cutter in the upper part of the scene. Similar to the template 
matching process applied to the lower ROI, a template 0
cT  and an initial search 
window 0
cS  will be recorded during initialization, and a template matching process 
will be performed next. The best match of the template is denoted as (uic, vic) in the 
image plane for the ith frame, where the superscript ‘c’ means these parameters are 
defined for the template containing the cutter. The template search area will be updated 
dynamically according to the matching result.  
 
It should be noted that the matching result (uic, vic) is not the projective position of the 
cutter (ui, vi), but the upper left corner of the matched template in the image plane. In 
order to determine (ui, vi), the initialization of the system is performed when the cutter 
arrives at its first known position. The initial projective position of the cutter (u0, v0) 
can thus be solved from Equation (4.2) as long as A and the initial [R T] are obtained. 
Taking into consideration the spindle and the cutter as a rigid body, the offset of this 
matching result is equal to the offset of the projective position of the cutter, as shown 
in Equation (4.3). 




∆ = − = −
∆ = − = −
c c
i i i i
c c
i i i i
u u u u u
v v v v v
       (4.3) 
 
Two categories of linear cutting paths among all 3-axis machining paths are considered, 
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viz., milling with a fixed depth of cut and drilling, as these two categories are 
commonly applied during rough machining cycles to remove material from the raw 
workpiece. The projective position of the cutter is obtained by applying the template 
matching within the upper ROI, as been discussed earlier. In the case of milling with a 
fixed depth of cut, for the specific machine in the case study, the cutter is fixed during 
the milling operation. Therefore, its projective position can be deduced from the result 
of the previous frame. Since the Z-coordinate of the cutter is known from the NC codes, 
only the X- and Y-coordinates have to be calculated from Equation (4.2). In the case of 
drilling, when the cutter moves vertically and the worktable is static, the projective 
position of the cutter can be obtained from the results of the upper ROI template 
matching process, and thus the Z-coordinate can be solved from Equation (4.2). Figure 
4.6 shows a detailed derivative scheme of the registration process. 
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This registration scheme is not restricted to the two categories of machining operations 
specified, and it can be extended to more complex 3-axis machining operations with 
the precondition that only two independent variables among Cx, Cy and Cz need to be 
derived using Equation (4.2). Specifically, this precondition applies to two machining 
categories. Firstly, if only two coordinates have changed during the machining process, 
the scheme is applicable since the given fixed coordinate can be applied as a constraint 
to solve Equation (4.2). Examples are milling along the X- or Y-axis with changing 
cutting depths, or milling randomly in the XY plane with a fixed cutting depth. 
Secondly, if all three coordinates change at the same time and two coordinates are 
dependent on each other, which means one can be expressed by another, this scheme is 
applicable. One example is surface machining when the cutter moves along an arc on 
the XY-plane with changing depth of cut. However, the registration scheme is not 
applicable if three coordinates Cx, Cy and Cz change independently at the same time. 
 
The cutter registration scheme should be adapted to the NC codes promptly because 
information from the current NC code determines the registration scheme, among the 
two registration schemes, that should be applied. To realize the code-adaptiveness 
during the in situ simulation, a signal of “current path is ending” will be provided 
automatically to the computation scheme at an appropriate time so that the information 
from the next NC code can be imported to guide the cutter registration accordingly. To 
achieve this, the current cutter registration result will be compared with the end point 
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of the current path. If the difference between them is smaller than a path-ending 
threshold, the current path is considered to have ended. 
 
4.3 Discussion and Flowchart 
In summary, a multi-region computation scheme has been implemented in this research. 
This computation scheme includes (1) a hybrid tracking methodology for the 
reconstruction of the WCS and MCS, and (2) an NC code-adaptive cutter registration 
method. The outcome from the tracking and registration modules is input to the 
simulation and geometric rendering module to present an augmented simulation to the 
user. A flowchart of the tracking and registration module is shown in Figure 4.7.  
 
4.4 Implementation and Experiments 
4.4.1 Experimental Set-up and Tool Paths 
Experiments were set up on a 3-axis vertical CNC machine (MORI SEIKI NV5000 
vertical machining centre). A DELL desktop (Pentium®D 2.80GHz/1GB 
RAM/256MB graphic card) was employed for the computation. The development 
platform was Visual Studio 6.0, and virtual objects were rendered using OpenGL API 
(OpenGL 2011). The template matching algorithm was realized with the function 





Figure 4.7 The flowchart of the tracking and registration module 
 
The dimension of the virtual workpiece is 100×100×102 (in mm), and it was rendered 
onto the locating surface, i.e., the upper surface of a machining vice, which is a square 
with a width of 125mm. The left lower vertex of the workpiece is designated as the 
origin of the MCS, with its X-axis along the X-axis of the CNC machine; this point is 
designated as the reference point of the NC codes. During the experiments, the cutter 
first moves from (0, 0, 105) to (0, 0, 100), and on to (100, 0, 100) using the G01 codes, 
and with a feed rate of 100mm/min. With the G00 code, the cutter moves quickly to 
(100, 0, 105) (in mm). Therefore, the entire cutter movements include a 5mm drilling, a 
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100mm X-axis milling, and a rapid traverse. The radius of the real cutter is 4mm. 
 
4.4.2 Tracking Results during the In situ Simulation 
Figure 4.8 shows four captured scenes during one of the experiments. The virtual 
workpiece was rendered onto the locating surface, and it remained on the fixture when 
the worktable moved along the X- or Y-axis.   
 
Cutter registration results from one of the experiments, in particular the X- and Z-
coordinates, are shown in Figure 4.9. The Y-coordinate was set to be 0.0 based on the 
given NC codes. Figure 4.9(a) shows the traces of the X- and Z- coordinates for the 
entire operation. Five events (indicated as Events A to E) are labeled in Figure 4.9(a). 
Figure 4.9(b) shows two enlarged figures within the entire simulation, from 0s to 9.00s 
and from 62.84s to 70.66s, respectively. The details (including the simulation time 
when the event happened and the X- and Z-coordinates of the cutter) are presented in 
Figure 4.9(b). Figure 4.9(c) shows a comparison of the tracked cutter position against 
the ideal tool path given by the NC codes.  
 
The applicability of this threshold was verified by the experimental results. Figure 
4.9(b) shows that after the drilling operation starts from time 3.33s, the Z-coordinates 
decrease until time 5.81s, where it becomes 100.40mm, which is within the path-
ending threshold. After that, the Z-coordinates remain at 100.40mm, and the X-
coordinates start changing since the system has identified the next NC code as a 
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milling operation and adapts the computation scheme. The same process happens when 
the milling operation ends (Figure 4.9(b)). At time 66.33s, the registered X-coordinate 
becomes 99.87mm, which falls into the path-ending threshold. Therefore, the Z-
coordinates start changing to prepare for the registration of a rapid traverse.  
 
4.5 Discussion 
The experimental results show that the workpiece is rendered onto the fixture in real-
time, and a virtual cutter has been registered correctly with the real cutter. During 
simulation, the synchronization of the movements of the virtual and real cutters is 
essential to provide an immersive perception to the user. In addition, the 
synchronization of the cutter position when the virtual cutter reaches the end point of 
each path is important as it determines the change in the cutter registration scheme. 
During the milling operation from 7.97s to 66.33s, the average absolute error of the X-
coordinates of the cutter was 0.607mm and the maximum absolute error was 2.601mm 
for the 183 data collected. The path-ending threshold, as discussed in Section 4.2.2, 
was set to be 0.5mm in this experiment. The virtual cutter reached 99.866mm in the 
end of the path according to the path-ending threshold, which was lower than 0.5% for 




(a) Scene before the drilling operation 
 






X=0.00, Y=0.00, Z=104.91 
NC codes 




(c) Scene during the milling process along the X-axis 
 
(d) Scene during the milling process along the X-axis 
Figure 4.8 Scenes captured during in situ simulation experiment 
 
X=72.33, Y=0.00, Z=99.83 




(a) Cutter registration results for the entire operation 
 
(b) Cutter registration results from 0s to 9.00s (left) and from 62.84s to 70.66s (right) 
(c) Comparison of ideal tool path and tracking results in the XZ-plane 
Figure 4.9 Cutter registration results using NC code-adaptive method 
 
















A: Drilling starts 
B: Drilling ends 
C: Milling starts 
D: Milling ends 




However, the experimental results also show that the path-ending threshold value may 
affect the cutter registration as sometimes the system may identify the path to be 
ending earlier than the actual ending time. For the tool paths utilized in the 
experiments, the actual cutting time can be calculated from the tool path and the 
specified feed rate, i.e., 3 seconds for the 5mm drilling operation. However, the 
experimental data in Figure 4.9 shows that the drilling operation took only about 2.5 
seconds (from 3.33s to 5.81s, Figure 4.9(b)) as the system identified the end of the 
drilling process when the Z-coordinates reached 100.40mm. 
 
For the experiments on the evaluation of the tracking method and the in situ simulation, 
the average frame rate did not fulfill the real-time requirements in AR applications. 
The frame rates were around 7fps and 3fps when an image resolution of 720×540 and 
1024×768 are used respectively. When the frame rate is low, the quality of the display 
on the monitor screen is not satisfactory for a real-time inspection of the machining 
simulation process. There are noticeable pauses in the rendering of the virtual 
workpiece during the simulation, which have caused jitters in the display. The results 
of the cutter registration were updated slowly, and this would sometimes cause cutter 
registration failures, especially during the transition between two cutting paths. For 
example, when the cutter registration result in the current frame is near the path-ending 
threshold, the system should switch to the correct registration mechanism for the next 
NC code quickly. However, due to the low frame rate, the cutter has moved a certain 
distance before the next input image is processed, such that the registration result is not 
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within the threshold and the system cannot switch to the correct registration 
mechanism for the next NC code. For this reason, the current system can only be 
applied to simulate CNC machining operations with relatively low feed rates (such as 
100mm/min in the experiments). A reason for the low frame rate is that the image 
processing is conducted based on a full image resolution. The computation of the 
machining simulation also imposes a certain level of computing load on the system. 
For instance, if the cutter moves with a feed rate of 100mm/min during a milling 
operation and the size of the dexel grid is one tenth of the cutter radius (Section 5.1), 
which is 4mm in the experiments, approximately 80 dexel data structures need to be 
updated in one second based on the calculation of the volume removed, the distance to 
the path starting point, etc., so as to determine the MRR value. The frame rate can be 
improved if image processing with low image resolution can be utilized in future.  
 
4.6 Summary 
In this chapter, a multi-region computation scheme is described and implemented to 
achieve tracking and registration in the ARCNC system. The scheme consists of a 
hybrid tracking algorithm to reconstruct the MCS, and an NC code-adaptive algorithm 
to register the cutter. The performance of the proposed hybrid tracking algorithm is 
evaluated through a comparison with two feature-based tracking algorithms. The 
results of the comparison demonstrate that this method is reliable and robust. The 
proposed computation scheme has been validated through the in situ experiments 
conducted. The experimental results show that the registered cutter coordinates are in 
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good agreement with the movements of the real cutter. The results also show that the 
adaptable cutter registration method based on NC codes can detect not only slow and 
long-distance cutter movements, but also relatively short and fast cutter movements.  
 
The experiments help to identify the limitation of the computation scheme, i.e., the low 
frame rate problem, and the potential improvements that can be made. Firstly, since 
image processing during the experiments was conducted based on a full image 
resolution, the frame rate could be improved by implementing image processing with a 
low image resolution. For base points tracking and MCS reconstruction, since the base 
points are features detected using the KLT tracker, they are prone to be lost. If they are 
separately selected and their positions can be predicted according to the KLT tracker, 
the second-level template matching can be eliminated, which will further improve the 




Chapter 5 An Enhanced Dexel Model-based Physical Simulation 
 
It has been discussed in Chapter 2 that the time interval for averaging the volume of 
the material removed determines the data resolution of the estimated MRR and the 
machining forces calculated based on MRR. For shorter time interval, the calculated 
results are more accurate, but the computation is more time-consuming. Hence, this 
may not be applicable in an AR environment due to the intensive computation required 
for tracking, registration, rendering, etc., that are involved in AR systems.  
 
The purpose of the work in this chapter is to develop an efficient MRR calculation 
method to be integrated in the ARCNC system. A simplified machining force 
estimation method has been implemented and an enhanced dexel model has been 
developed for the MRR and the chip load area calculation in order to estimate the 
MRR and the machining forces efficiently. The innovation of this method is the 
application of numerical integration based on temporal discretization which has made 
the calculation more efficient. 
 
5.1 An Enhanced Dexel Model 
In this research, an enhanced dexel model has been developed to facilitate the physical 
simulation in the ARCNC system. Specifically, it was developed to calculate the MRR 
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and estimate the machining forces during simulation so that the machining conditions 
can be rendered to the operator for his reference.  
 
Dexels are normally developed based on a regular-sized lattice in the XY-plane 
paralleling to the X- and Y-axis of the reference coordinate system. In a conventional 
dexel model for 3-axis machining (König and Gröller 1998), only the dexel height is 
considered in the data structure, which is the height of the dexel along the Z-axis in the 
reference coordinate system. In the proposed enhanced dexel model, three new 
parameters are introduced, namely, the volume removed v, the intersection start time ts, 
and the intersection end time te. The interval (ts, te) is denoted as the intersection time-
span (ITS). These four parameters will be updated for each machining path after the 
dexel is intersected by the cutter.  
 
The enhanced dexel model is shown in Figure 5.1. Dexel d(m, n) denotes the dexel 
located in the mth column and nth row in the dexel grid (Figure 5.1(a)). w is the width 
of the dexel grid, and zd is the height of each dexel. The coordinate of dexel d(m,n) is 
(m·w, n·w, zd). The volume removed for one dexel is shown in Equation (5.1), where z0 
is the initial dexel height before the machining operation along the tool path. 
2
0( )dv z z w= − ⋅        (5.1) 
 
In order to determine the dexel width w, Equation (5.2) is considered as discussed in 




Figure 5.1 (a) The conventional dexel representation and (b) the enhanced dexel model 
 
based on certain w/R and step_length/R values. Specifically, the two w/R values 
adopted by Huang and Olive (1994) and Inui et al. (1998) are considered and included 
in Table 5.1, and a ratio of 0.1 in between these two values is also considered. The 
results show that the maximum error will be below 10% with a ratio w/R of 0.1 and 
step_length/R of 4. If the ratio w/R is further decreased to 0.04, the error becomes 
some 5%, but the computation load and the dexel data storage space will increase 
greatly. On the other hand, Table 5.1 shows that when the ratio w/R is 0.1 and the 
length of the cutting step is 10 times the cutter radius, the relative error decreases to 
about 6% due to the increased value of the “actual_removed_area” in Equation (5.2). 
However, the absolute error remains the same and the calculation may take longer as 
the bounding box defined for a longer cutting step will be larger (Section 5.2 describes 
the definition of the bounding boxes in detail). Considering the maximum relative 
error shown in Table 5.1, the value of w/R is specified as 0.1 in this research, while the 
value of _ /step length R  is 4.  
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Table 5.1 A comparison of potential errors according to Equation (5.2) 
        _ /step length R  
/w R  2 4 10 
0.2 0.2571 0.1785 0.1314 
0.1 0.1285 0.0893 0.0657 
0.04 0.0514 0.0357 0.0263 
 
The enhanced dexel model has been developed to facilitate MRR calculation and 
machining force estimation. The four steps listed below will be executed in order 
during simulation with a given set of NC codes. The identification of the tool path in 
the first step has been discussed in Section 4.2. The synchronization of the geometric 
simulation and the physical simulation will be discussed in the next chapter. The 
remaining two steps will be discussed in the next few sections. 
Step 1:  Identify the tool path (the start and end points and the feed rate) according to 
the NC codes; 
Step 2:  Identify the dexels that are involved in the current tool path; 
Step 3:  Calculate the MRR and the machining forces along the tool path using a 
temporal discretization-based numerical integration method; 
Step 4
 
:  Render the MRR and/or the cutting force to the user after synchronizing 
them with the geometric simulation scene. 
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5.2 An Improved Bounding Box Method 
Generally during a machining simulation, each tool path is divided into several cutting 
steps to avoid redundancy in dexel identification. Bounding boxes, which are defined 
as the smallest dexel grid-aligned boxes bounding the projection areas of each cutting 
step, are used to reduce the search effort, as shown by the bold rectangles in Figure 
5.2(a). Inui et al. (1998) improved the calculation efficiency by using smaller bounding 
boxes with two semicircles Bs and the mid rectangle Br separately (Figure 5.2(b)). By 
localizing the involved dexels in tighter boxes, the calculation time can be reduced by 
about 50% as compared with the conventional bounding box definition. However, it is 
observed that if the tool path is not parallel with either axis of the dexel grid, the 
bounding box Br for one cutting step will be much larger than the projected rectangle. 
Since the search effort is determined by the sum of the areas of the bounding boxes, 
the calculation efficiency can be further improved by reducing the box area. Thus, sub-
bounding boxes have been developed in this research. 
 
 
Figure 5.2 Definition of bounding boxes based on the projection of one cutting step 
 
Current cutting step 
(a) Conventional 
bounding boxes 
(b) Bounding boxes by 
Inui et al.(1998) 





The start and end points for the ith cutting step are denoted as Pi(xi, yi) and Pi+1(xi+1, yi+1) 
in the XY-plane of the dexel grid, respectively, and the angle between the projection of 
the tool path and the X-axis of the dexel grid is φ (Figure 5.2(c)). The overall area of 
these two sub-bounding boxes depends on the coordinates of the two vertices 
1 1( , )i i iV u v  and 2 2( , )i i iV u v . The X-coordinates of the two vertices are set to be equal to 
avoid overlapping of the two sub-bounding boxes. ui, vi1 and vi2 are calculated using 
Equations (5.3)-(5.5), and they can be determined with the objectives of finding the 
two sub-bounding boxes with minimum area. The details of the calculation are 
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5.3 MRR Calculation 
After the bounding boxes have been defined, the volume removed of each dexel can be 
calculated by comparing zd of the dexel with the swept volume of the cutter. Using the 
conventional cutting step-based MRR calculation method, the volume removed from 
each dexel along a cutting step will be accumulated for the entire cutting step, and this 
accumulated volume will be divided by the machining time of the cutting step. This 






In this research, an efficient MRR estimation method has been developed by the author 
based on the enhanced dexel model and temporal discretization. Assume that during 
one cutting step, N dexels are being machined at a specific time instance t. For the ith 
dexel (i = 0, 1, …, N-1), the volume removed and the ITS have been determined as vi 
and (tsi, tei), respectively. A volume averaging procedure is performed for each dexel 
according to Equation (5.6), where mrri is the MRR for the ith dexel. This averaging 
procedure is applicable to the N dexels as the feed rate for one cutting step does not 
change, i.e., the cutter moves with a constant velocity. If a time interval (t, t+Δt) is 
considered, the volume removed within this interval can be achieved using Equation 
(5.7). Thus, the overall average MRR within (t, t+Δt) can be determined according to 








        (5.6) 
i iv mrr t∆ = ⋅∆         (5.7) 
For (each NC code) { 
Interpolate the tool path by step_length; 
For (each step) { 
Define bounding box according to the step; 
For (each dexel involved in the bounding boxes) { 
If (dexel intersects with the step swept volume) 
Accumulate the removed volume V by the dexel removed volume; 
} 
Determine step cutting time t; 













MRR mrr        (5.8) 
 
When the interval Δt is very small, MRR at the time instance t, MRRt, can be 
determined according to Equation (5.9). Equation (5.9) shows that each dexel 
machined during a cutting step contributes to the overall MRR by the amount of the 
dexel-based MRR over the period of its own ITS. In other words, given a cutting step 
and its machining period to be discretized by Δt, the step-based MRR over this period 
can be achieved by accumulating the dexel-based MRR from each dexel machined 
over the respective ITS. Hence, the critical issue is to determine the volume removed 











−∑       (5.9) 
 
5.3.1 Determination of the Volume Removed   
An off-line cutter model-based calculation is applied before the in situ simulation to 
facilitate the calculation of the volume removed. During the off-line calculation, three 
variables are calculated according to the geometry of the cutter, namely, the maximum 
removed depth Dm(l), the equivalent cutting depth De(l), and the maximum volume 
removed V(l). Their geometric meanings are illustrated in Figure 5.3, where l is the 
distance from the dexel to the tool path. The purpose of using these three variables is to 
simplify the intersection determination process. Among the three variables, Dm(l) is 
applied for intersection detection, De(l) is for updating the dexel height value after each 
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cutting step, and V(l) is for the fast estimation of the volume removed. The Dm(l), De(l) 
and V(l) will be calculated from Equations (5.10)-(5.12), respectively, where p(u, v) is 
the cutter profile. 
 
 
Figure 5.3 Illustration of Dm(l) and V(l) with the definition of l 
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2( ) ( ) /eD l V l w=        (5.12) 
 
The variable l  is defined according to the following rule (also shown in Figure 5.3): 
R 
l 





















As a ball-end cutter is used in this research, the values of Dm(l), De(l) and V(l) are 
known as long as the cutter radius is given. The three parameters will be recorded as a 
search table so that their values can be retrieved quickly for computation. Given these 
three variables, the procedure for calculating the volume removed can be achieved 




5.3.2 Determination of ITS 
After the volume removed v  for each dexel machined is obtained, the volume can be 
averaged over the respective ITS. During the simulation for the ith step, the starting 
l =
For (each NC code) { 
Interpolate the tool path with step_length; 
For (each step i) { 
 Define bounding box according to the cutting step; 
 For (each dexel involved in the bounding boxes) { 
  Calculate the value of l; 
  If (l <= R) { 
   Retrieve the value of Dm(l) and current dexel height Zd; 
   h = Dm(l) + Zc - Zd; 
   If (h < 0) {          //means the dexel is intersected 
    v = V(l)-h × A; 
    Update the dexel height value: Zd = De(l) ;  
   } 




Point-to-Point distance from dexel centre to start point,  when dexel sB∈  




position of the cutter is denoted as Pc(Xi,Yi,Zi). The determination of st  and et  for 
dexel ( , )d m n  is achieved by first identifying two positions of the cutter, namely, 
( , , )sp x y z  and ( , , )ep x y z , where the cutter starts to intersect the dexel and ends the 
intersection with the dexel, respectively, as shown in Figure 5.4(a) and 5.4(b). Figure 
5.4(c) shows the plan view of these two positions. Since the coordinates of the dexel 
machined (m·w, n·w, zd), and the starting and ending positions of the cutter, 
( , , )C i i iP X Y Z  and 1 1 1( , , )C i i iP X Y Z+ + + , are given, C sP p  and C eP p  can be achieved by 
triangulation. The intersection ending position pe(x, y, z) is determined to be the cutter 
position where full intersection of the respective dexel (see Section 5.4.1) occurs or the 
ending position of the current cutting step, whichever occurs earlier. Next, the st  and 
et  can be calculated according to the feed rate of the tool path f, to obtain the ITS for 
this dexel, as shown in Equation (5.13). 
( )
60c e c se s




= − = ⋅  (in sec.)     (5.13) 
 
To ensure the imrr  can be accumulated based on all the dexels machined during one 
tool path, sit  and eit  should be determined according to the interval ∆t . Using a 
smaller ∆t  for the MRR calculation will yield MRR data with higher data resolution. 
However, given the dexel width w and the feed rate f, the minimum time interval for 
the cutter to intersect any dexel is determined as 60 /w f⋅  (in second). Any ∆t  that is 







Figure 5.4 Determination of the ITS 
 
Figure 5.5 illustrates that a smaller ∆t  can generate more accurate MRR results. In this 
example, three dexels are machined and intersected by the cutter in one cutting path, 












The dexel being 
machined 
Intersection start position A 
Cutter start 
position 
(a) Sectional view  
(b) Sectional view 
Cutter start 
position Tool path 
Intersection end position B 




and different volumes are removed within different periods. Figure 5.5 shows three 
MRR results when ∆t  is specified as 0.1, 0.05 and 0.01 second, respectively. Figures 
5.5(a) and 5.5(b) show that a peak MRR occurs at 2.1s, while Figure 5.5(c) shows that 
the peak MRR occurs from 2.06s to 2.1s. In other words, the MRR results with the 
smallest ∆t  are more accurate.  
 
 
(a) Δt = 0.1s   
(b) Δt = 0.05s   
(c) Δt = 0.01s   
Figure 5.5 MRR estimation results using different accumulating intervals 
  Dexel1 contributes a volume of 0.02mm3 from 2.05s to 2.1s. 
Dexel2 contributes a volume of 0.027mm3 from 2.03 to 2.12s. 
Dexel3 contributes a volume of 0.028mm3 from 2.0s to 2.14s. 
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5.3.3 A Benchmark on the Computation Efficiency 
An experiment was conducted to compare the efficiency of the proposed enhanced 
dexel model-based method and the cutting step-based method reported by Jerard et al. 
(2001) for MRR calculation. Using the enhanced dexel-based method, the MRR 
accumulating interval t∆ , is specified as 1.2, 0.6, 0.3, and 0.15 seconds, and the time 
used to calculate the MRR is recorded for comparison as shown in Table 5.2. In order 
to compare the computation efficiency, the conventional cutting step-based MRR 
calculation method is configured to achieve MRR results with the same time interval 
that has been used in the method proposed in this research. In other words, the lengths 
of the cutting steps when using the cutting step-based MRR calculation method are 
determined according to the interval t∆  as ( / 60t f∆ ⋅ ). The comparison experiments 
are conducted in a stand-alone non-AR environment, where only MRR computation is 
involved in the system, so that the time recorded is not affected by the execution of 
other computing tasks. 
 
The comparison results show that although the enhanced dexel-based method does not 
outperform significantly when a longer t∆  is used, comparative performance can be 
obtained when a smaller t∆  is used. The experimental results show that the enhanced 
dexel-based method reduces the calculation time by 45% and 75% when 0.3 second 
and 0.15 second are utilized as the interval t∆ , respectively. On the other hand, using 
the conventional cutting step-based MRR calculation method, the search time 
increases in an inverse proportional manner when the cutting step becomes smaller. 
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This is because the identification of the dexel machined is achieved within each cutting 
step. The identification of the involved dexel machined and the MRR averaging and 
accumulation can be achieved using the enhanced dexel model-based method, and thus 
no significant computation effort is needed when small accumulating intervals are 
specified.  
 
Table 5.2 Comparison of computation time (in seconds) 
        t∆  
Computation time 
1.2 0.6 0.3 0.15 
Jerard et al. (2001) 0.271 0.411 0.601 1.242 
Enhanced dexel-based 0.250 0.250 0.330 0.320 
Improved by 7.75% 39.17% 45.09% 74.24% 
 
These experiments prove that the enhanced dexel model-based MRR calculation 
method is more efficient as compared with the conventional cutting step-based MRR 
calculation method, especially when MRR data with smaller interval is required in the 
system. 
 
5.4 An Enhanced Dexel-based Machining Force Estimation Method 
The enhanced dexel-based MRR calculation method has its limitation as a physical 
simulation method in that it cannot represent the dynamic changes in the machining 
forces during certain machining passes where the axial depth of cut is fixed and the 
MRR remains the same. For this reason, an efficient estimation of the chip load is 
developed in the ARCNC system based on the enhanced dexel model during 
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machining processes.  
 
Assumptions have been considered in this research in order to simplify machining 
force modeling. Firstly, the ball-end cutter is modeled using its profile, but the helical 
flutes are not considered in this research. Secondly, the machining force F is 
considered to be proportional to the chip load area as depicted in Equation (2.5), and 
the chip load is approximated by the cross-sectional area of the workpiece material 
being removed by the cutter. Hence, in order to estimate the machining forces, 
determination of the cross-sectional area of the material removed is vital during the 
machining process. To achieve this, an offline cross-sectional area calculation is 
carried out first before the simulation, and this enables the cross-sectional area 
calculation during the real-time simulation to be achieved quickly. 
 
5.4.1 Cross-sectional Area Determination 
To facilitate the online calculation, an offline cross-sectional area calculation process is 
carried out before the in situ simulation. Offline calculation is achieved by calculating 
and recording the cross-sectional area data generated when an enhanced dexel is 
intersected by a cutter moving along arbitrary paths with a unit feed rate Δf.  
 
Assume a dexel with the height of zd (zd > R) is located at (0, 0, R – zd) in a Euclidean 
coordinate system, and a cutter moves along an arbitrary path and intersects with this 
dexel from a starting position of (X, Y, R) (Figure 5.6). Since the dexel is 
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comparatively much smaller than the cutter when w/R = 0.1, the cutter is considered as 
moving along a linear path with a constant speed during the intersection. The path can 
be defined geometrically by three parameters, namely, an angle θ (from the feed 
direction to the XY-plane), an angle φ (from the projection of the feed direction on the 
XY-plane to the X-axis), and the distance l from the origin of the dexel to the tool path 
on the XY-plane, as shown in Figure 5.6. To address all the possible paths, offline 
calculation will be carried out iteratively for every possible combination of {θ, φ, l}. A 
unit feed rate of 10 (mm/min) is applied for this off-line calculation. 
 
 
Figure 5.6 A ball-end cutter intersects a dexel from an arbitrary feed direction 
 
Several characteristics of the three parameters θ, φ and l are identified. Firstly, a path 
with θ = –90° means a drilling operation, and in this case, the value of φ does not need 
to be considered, and thus it is fixed as 0°. Secondly, a path with θ = 90° means a 
direct cutter retrieval and no intersection will happen; thus it is not considered in 
offline calculation. Thirdly, calculation based on φ is symmetric with respect to both X- 








Feed direction Feed direction 
 θ 
 φ  φ 
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Therefore, offline calculation will be performed using the parameters θ, φ and l in the 
respective ranges of [-90°, 90°), [0°, 90°), and [0, R]. The three parameters will be 
increased in steps of 5°, 5° and w during offline calculation, which means the 
calculation will be carried out using the combination of {θ, φ, l} from {–90°, 0°, 0}, {–
90°, 0°, w}, {–90°, 0°, 2w}, … , {–90°, 85°, R}, {–85°, 0°, 0}, {–85°, 0°, w}, …, and 
so on. Bilinear interpolation is applied for the other θ and φ values during off-line 
calculation.  
 
Cross-sectional area during a full intersection will be calculated and recorded during 
offline calculation. A full intersection means the cutter has moved past the dexel to the 
point that no material can be removed. For any paths defined by {θ, φ, l}, full 
intersection occurs between t0 = 0 and t, which can be determined based on 








       (5.14) 
 
The offline cross-sectional area calculation is carried out according to the following 
steps. 
 
Step 1: Assume for a tool path {θ, φ, l}, the cutter removes a piece of material from the 
dexel during a period of (t1, t2) ((t1, t2)⊂ (t0, t)) (Figure 5.7(a)). A set of cross-sectional 
planes can be defined inside this piece of material as shown in Figure 5.7(b). The 
determination of the geometry of these cross-sectional planes is carried out according 
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to Steps 1.1 to 1.4. 
 
Step 1.1: Assume the cutter positions at the time instance t1 and t2 are p(x1, y1, z1) and 
p(x2, y2, z2), respectively. The upper and lower surfaces of this piece of material can be 
determined by the cutter profile, as in Equations (5.15) and (5.16). The side planes and 
the top plane of the dexel are shown in Equation (5.17). A point P0(0, 0, zp) is defined 
on the upper surface, where zp can be determined according to Equation (5.18). 
2 2 2 2
1 1 1( ) ( ) ( ) 0x x y y z z R− + − + − − =     (5.15) 
2 2 2 2
2 2 2( ) ( ) ( ) 0x x y y z z R− + − + − − =     (5.16) 
( 0.5)x m w= + ⋅ , ( 0.5)x m w= − ⋅ , ( 0.5)y n w= + ⋅ , ( 0.5)y n w= − ⋅ , and dz z= .
 (5.17) 
2 2 2
1 1 1pz z R x y= − − −       (5.18) 
 
Step 1.2: Given the cutter position p(x1, y1, z1) at t1, the radial vectors r
 , can be 
calculated as r = (–x1, –y1, zp–z1). The tangential vector t

, is considered to be parallel 
to the XY-plane and thus it will be determined according to r  as (y1, –x1, 0). 
 
Step 1.3: The cross-sectional planes are defined to be perpendicular to the tangential 
vector t

 (Figure 5.7(b)). One of these planes is defined to pass through the point P0, 
and a spacing distance Δd is defined between these planes (Figure 5.7(c)). Hence, each 
plane can be defined with t

 and a point Pk as in Equation (5.19) on the upper surface. 









2 2 2 2













 − − ∆ − + 
 
, 0, 1, 2,...k = ± ±   (5.19) 
( ) 0kt p P⋅ − =





Figure 5.7 A series of cross-sectional planes during (t1, t2) 
 
Step 1.4: The geometry of the cross-sectional planes in Figure 5.7(b) can be defined 
according to Equations (5.15)-(5.17) and (5.20). Hence, the cross-sectional area A 











P0(0, 0, zp)  



























































































































(c) Cross-sectional area for path {–25°, 50°, l} 
Figure 5.8. Cross-sectional area calculation result 
 
Step 2: Repeat Steps 1.1 to 1.4 to calculate the cross-sectional area during the full 
intersection period (t0, t) for the path {θ, φ, l} with the unit feed rate Δf. For example, 
Figure 5.8 shows the cross-sectional area A calculated for the full intersection when the 
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cutter moves along three feed directions {0°, 0°, l}, {0°, 50°, l}, and {–25°, 50°, l}, 
where l varies from 0 to R (= 6mm). 
 
Step 3: Repeat Steps 1 and 2 to calculate the cross-sectional area for all the possible 
tool paths. 
 
5.4.2 Cross-sectional Area Calculation during Real-time Simulation 
The off-line calculation presented in the earlier section considers a dexel is always 
intersected fully by the cutter. However, a full intersection may not necessarily happen 
for all the dexels that are machined during a normal machining process. The dexel may 
have an initial height zd that is smaller than the initial height described in Section 5.4.1 
for the offline cross-sectional area calculation in a full intersection, or the path may 
end before the dexel has been intersected fully, or both. Nevertheless, offline 
calculation includes all the cross-sectional areas during (t0, t), and it is assumed that the 
cutter moves with a uniform speed during the machining operation. Hence, the cross-
sectional area between any intersection period within (t0, t) can be retrieved. Mapping 
the retrieved cross-sectional area from the dexel-based machining period (t0, t) to the 
path-based machining period is necessary so that the data from each intersected dexel 
can be accumulated numerically at the end of the machining period. The mapping and 
accumulation steps are presented next. 
 
During simulation, the feed direction θ and φ, can be determined according to the 
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given tool path. The nearest distance l, however, has to be determined for each dexel. 
After this, the cross-sectional area for a full cutter-dexel intersection given the path {θ, 
φ, l} can be retrieved from offline calculation.  
 
Step 1: Figure 5.9(a) shows the plan view of a dexel intersected during a tool path and 
the two cutter positions, viz., the intersection start position (Position A) and the 
intersection end position (Position B). Distances from these two positions to the dexel, 
d1 and d2, can be calculated by triangulation given the tool path and the dexel position. 
Specifically, d1 can be calculated based on the triangulation of ΔAOD, and d2 is equal 
to the cutter-to-dexel distance when the full intersection for the dexel ends or when the 
tool path ends, whichever is earlier. On the other hand, the cutter-to-dexel distance 
during the full intersection can be calculated offline so that the distances can be 
indexed along the dexel-based intersection machining period. Thus, the intersection 
period can be identified and the cross-sectional area during that period can be extracted 
(Figure 5.9(b)). 
 
Step 2: Since offline calculation is based on a unit feed rate Δf, the cross-sectional area 
calculated offline should be scaled along the machining period according to the actual 
feed rate. The scaling is achieved in an inverse proportional manner, i.e., if the actual 
feed rate is N times of Δf, the cross-sectional area will be scaled by 1/N along the path-






Figure 5.9. Mapping of the cross-sectional area (a) Identifying the intersection period 
and (from b to d) accumulating the cross-sectional area from the local dexel-based 
machining period to the path-based machining period 
 
Step 3: The cross-sectional area during the identified period will be mapped to the 
path-based machining period from the intersection starting time ts for numerical 
integration (Figure 5.9(d)). 
 
5.4.3 Summary 
As a summary, the calculation of the cross-sectional area during one tool path is 
























area A along the path-based machining period, the resultant machining force F can be 
calculated according to Equation (2.5) as long as the coefficient kc is given. Hence, 
calibration of the coefficient is needed using experiment data. 
 
5.5 Machining Force Coefficient Calibration 
In the in situ ARCNC system, machining forces will be rendered to the operator during 
the simulation. In order to set up the relationship between the estimated MRR, the 
estimated cross-sectional area and the machining force, experimental force data is 
collected and calibration of machining force coefficients has been investigated.  
 
 
Figure 5.10. The flowchart of cross-sectional area calculation for one tool path 
  
For the ith dexel being intersected: 
Identify the dexels intersected during the path 
Retrieve the cross-sectional area A 
 
Input: Pcs, Pce, f 
 
Go to: Machining force calculation and rendering 
Determine tsi, tei, l and the intersection period 
Calculate θ and φ 
Scale and map A onto the path-based machining period 
 





5.5.1 Experiment Set-up 
Machining experiments are conducted with a ball-end cutter following three different 
tool paths. Machining forces are collected and recorded during the experiments with a 
KISTLER dynamometer (Type 9443B) and a Sony cassette recorder (PC208AX). The 
dimension of the workpiece is 172 50 50× ×  (in mm). The three paths are listed as 





Figure 5.11(a)-(c) illustrate the geometric simulation results after the three tool paths 
have been accomplished, and Figure 5.11(d) shows the experimental set-up using the 
KISTLER dynamometer. Three different ball-end cutters were used. The geometric 
parameters and machining parameters are listed in Table 5.3.  
 
5.5.2 Calibration of Machining Force Coefficients 
The MRR-based machining force model described by Smith and Tlusty (1991) is 
applied to model the machining forces according to the MRR estimation results as 
shown in Equation (5.21), where K1 and K2 are the two machining force coefficients to 
Path I: Linear path; key positions are: (0.0, 5.0, 0.0), (50.0, 5.0, -0.3), (100.0, 5.0, 
-0.3), (172.0, 5.0, 0.0); 
Path II: Sine-curve path lies on the X-Y plane of the reference coordinate system, 
with a fixed cutting depth of 0.3mm. 
Path III: Sine-curve path lies on the X-Z plane of the reference coordinate system, 




be calibrated. After taking a logarithm operation of the equation, a linear relationship is 
shown between lg F  and lg MRR  (Equation (5.22)). Therefore, the linear square 
fitting method can be applied to obtain the most appropriate coefficients (details of 
linear square fitting method are shown in Appendix C). A simplified machining force 
model is applied where the machining force and the cross-sectional area A, which is 
considered as an approximate of the chip load, can be related using Equation (5.23). 
The calibration of K3 and K4 can be achieved similarly using the linear square fitting 
method. Specifically, the measured machining forces and the calculated MRR and 
cross-sectional area are used for calibration. After calibration, the coefficients are used 
in the ARCNC system to estimate the machining force for rendering to the operator. 
2
1
KF K MRR=         (5.21) 
1 2lg lg lgF K K MRR= +       (5.22) 
4
3





Figure 5.11 (a)-(c) The geometric simulation results (d) the experiment set-up 
 
Table 5.3 Cutter parameters and selected machining conditions 
# Cutter Model cD  nZ  Material fV  n  
1 SANDVIK R216.42-06030-AK10L 6 2 Carbide 116 580 
2 SANDVIK R216.42-12030-AK10L 12 2 Carbide 105 405 
3 Vergnano ASP30 F408 12 4 HSS 210 405 
 
5.6 Summary 
In this chapter, an enhanced dexel model is discussed to facilitate the calculation of the 
MRR and the cross-sectional area for the purpose of integrating physical simulation in 











Chapter 6 System Implementation 
 
Two functional modules in the system architecture, viz., the vision-based tracking and 
registration module and the physical simulation module, have been discussed in the 
last two chapters. The interaction module and the geometric simulation module have 
been discussed in Chapter 3. The implementation of the ARCNC system will be 
discussed in this chapter. The system has been validated through simulation and 
experiments performed on a real CNC machine. A survey was conducted during the 
simulation and experiments with four machinists who have 7–20 years of CNC 
machining and/or simulation software experience. The experiments consisting of linear 
tool paths, and two case studies were considered during the experiments for two 
possible application scenarios. 
 
6.1 Synchronization of Geometric Simulation and Physical Simulation 
According to the flowchart in Section 4.3, the vision-based tracking and registration 
module determines the position of the cutter in the MCS, which will be used by the 
geometric and the physical simulation modules.  
 
In the ARCNC system, the rendering of the geometric simulation is frame-based. A 
cutter with a feed rate of 100mm/min moves less than 1mm between two consecutive 
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frames if the frame rate of the system is five frames per second. Although it is not 
difficult for the geometric simulation module to deliver the simulation results based on 
such a small position change, it is time-consuming for the physical simulation to be 
performed due to the redundancy calculation for the identification of the dexels 
intersected and the respective calculation for each of these dexels. Therefore, the 
system efficiency will be unsatisfactory if the physical simulation is also performed 
frame by frame. 
 
It has been discussed in Chapter 4 that the registration of the cutter in MCS is achieved 
according to the given NC codes, such that in the geometric simulation, the virtual 
cutter will move along a given path in synchronization with the real cutter. To achieve 
computation efficiency, machining force or MRR calculation is performed before the 
start of each tool path, and they are recorded so as to be rendered according to the 
movement of the real cutter. Specifically, when the current tool path is considered to be 
ending according to the path-ending threshold, the physical simulation for the next tool 
path will be performed. This ensures that the physical simulation can be accomplished 
before the next tool path starts. For each tool path, the physical simulation results are 
recorded as a list of data with a user-specified interval t∆ . The machining time for the 
tool path is denoted as t. The physical simulation data is indexed from 0 to /t t∆ . 
Synchronization between the physical simulation results, the geometric simulation, and 
the real cutter movement must be achieved so that the user can follow the simulation 




As the feed rate for each line of the NC codes does not change, the cutter moves with a 
constant velocity during the execution of each NC code. Therefore, synchronization 
can be achieved based on the machining time. In the ARCNC system, a “relative 
machining time” is defined as the machining time relative to the beginning of the 
current tool path, and it is used to calculate the index to retrieve the physical 
simulation results from the list of physical simulation results according to the current 
cutter position. The synchronization for the ith frame is performed according to the 
steps listed below: 
1. The distance between the start position and the current position of the cutter, 
denoted as D (in mm), is calculated. The calculation depends on the NC code. 
Specifically, D is calculated using triangulation for linear paths and arc calculation 
for circular paths; 




= ⋅  (in second); 
3. Divide the relative machine time it  by t∆ , and retrieve the physical simulation 





, which is the synchronized data with the current cutter 
position; 
4. The physical simulation results indexed from 0 to iIndex  will be rendered onto 




6.2 System Flowchart 
A flowchart of the ARCNC system simulating the machining of one tool path is shown 
in Figure 6.1. When the ARCNC system retrieves the machining parameters from the 
NC codes, the physical simulation module will calculate the MRR and/or machining 
forces for the entire tool path. As shown in the flowchart, the tracking and registration 
module, the geometric simulation module, and the interaction panel rendering module 
are executed frame by frame. Specifically, the tracking and registration module 
calculates the position of the cutter in MCS, which is applied in the geometric 
simulation module to update the simulation rendering scenes. The machining 
conditions, which have been estimated using the physical simulation module, are 
synchronized according to the cutter position, and both the cutter position and the 
machining conditions are updated dynamically on the information panel by the 
interaction panel rendering module. At the same time, the cutter position is compared 
with the ending position of the current path continuously. Once they are within the 
path-ending threshold, the physical simulation module starts to calculate the MRR 
and/or the machining forces for the next tool path. On the other hand, the interaction 
panel manipulation module with the button triggering functions, which have been 
discussed in Section 3.7, will work only when a valid button triggering action is 





Figure 6.1 Flowchart of the ARCNC system handling one line of NC code 
 
6.3 Case Studies 
All the modules in the system framework have been realized, and the ARCNC system 
was implemented on a real CNC machine with two case studies. An informal system 
evaluation survey was conducted during the first case study. The purpose of this survey 
is to evaluate the performance of this novel application of AR technology in CNC 
machining in terms of the interaction, functionality and the accuracy of the system. 
The survey is also intended to identify the applicability of the system from the 
feedbacks and perspective of experienced machinists and technicians. 
Physical Simulation Module 
MRR/Machining force prediction for the whole path 
Tracking and Registration Module 
(Template matching, virtual cutter registration, etc.) 
Retrieve information from the NC code 
(the starting and ending positions and the feed rate 
of the tool path) 
Current virtual cutter position p(x, y, z) 
= ∆int( / )i iIndex t t  
Retrieve current MRR and 
machining force according to Indexi 













6.3.1 Case Study I: Altering NC Codes during Simulation 
Case Study I consists of an in situ simulation with given tool paths, and the user is 
allowed to change certain parameters in the NC program. In this case study, the 
operator can try out different values of the machining parameters and observe the 
effects of these changes without having to worry about possible machine breakdown, 
tool failure, etc., during an in situ simulation. The NC codes used in this case study are 
shown in Figure 6.2. During the simulation in this case study, the operator observes the 
abnormal physical simulation results for the execution of Code#2, and thus he may 
wish to alter the feed rate in Code#3 from F80.0 to F50.0, as underlined in the figure. 
 
 
Figure 6.2 NC codes applied in Case Study I 
 
The experiment follows these steps: 
1. Initialize the tracking and registration module in the system; 
2. Start the simulation through both the CNC machine panel and the system 
interaction panel. During the simulation, the user can switch on or off the display 
of the cutter shadow.  
Update 
… 
G01 Z100.0 F100.0; 
G01 X20.0 F100.0; 




G01 Z100.0 F100.0; 
G01 X20.0 F100.0; 

















3.  During the simulation, the operator may observe an alarm when the MRR exceeds 
the maximum upper bound during the execution of an NC code. The feed rate will 
be altered in the succeeding NC code to a lower value to reduce the MRR. To 
achieve this, he/she suspends the machine, and modifies the parameters in the NC 
codes via both the real machine panel and the interaction panel.  
4.  After he/she resumes the machining process, the system will execute the physical 
simulation using the new tool path, and updates the display with the new codes 
and the new physical simulation results that have been updated accordingly  
 
6.3.1.1 Simulation 
Figure 6.3 shows a few screen captures for Case Study I. Figure 6.3(a) shows that 
during the simulation of Code#2, the estimated MRR exceeds the prescribed maximum 
allowable MRR, and an alarm was rendered on the display. The operator switched the 
system into Edit Mode, targeted the green cursor to the next code (Code#3) and 
changed the feed rate from ‘080.0’ to ‘050.0’ (Figure 6.3(b)). After that, he switched 
the system back to the Simulation Mode. When the system has finished the simulation 
of Code#2 and proceeded to Code#3, the new feed rate 80.0mm/min was detected from 
the code. With this new feed rate, the operator can observe that the estimated 
magnitude of the MRR shown on the panel became smaller in Figure 6.3(c) as 





(a) System in Simulation Mode executing Code#2 
 




(c) System executing Code#3 with new parameter 
Figure 6.3 Screen captures during the in situ demonstration of Case Study I 
 
6.3.1.2 Survey Results 
Four machinists working in the advanced manufacturing laboratory (AML) in the 
university were invited to observe a live demonstration of Case Study I. The 
demonstration follows the above-mentioned steps, except for the button triggering 
which is achieved using the RCE-based fingertip tracking method. A questionnaire was 
designed (attached in Appendix D) to collect the background of the machinists, 
including their experience on operating CNC machines, using CNC machining 
simulation software, etc. After the demonstration, their feedbacks and comments on the 
system were collected. The feedback on the system mainly includes three parts, viz., 
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 The machinists have experience of operating CNC 
machines for 7 to 20 years, and most of them have experience of using CNC 
machining simulation software. Simulation software, such as UG and VeriCut, is 
usually used before real machining operations to examine the machining process and 
detect possible collisions or failures. All the machinists feel that simulation software, 
such as UG and VeriCut, can be associated with the real machining environment quite 
easily or very easily. 
Geometric Rendering:
 
 After the demonstration, all the four machinists agree or 
conservatively agree that the in situ simulation shows a real cutter machining the 
virtual workpiece. However, they disagree that rendering of the cutter shadow would 
improve the realism. The reason is basically that there is no shadow casting in 
traditional simulation software. One machinist suggests that the shadow casting might 
be confusing if the lighting condition or the direction of the light changes during the 
simulation. One of the machinists who has very strong simulation software knowledge 
suggests applying colors to indicate the paths. 
User Interface: All the machinists agree that the interaction panel and the information 
rendered on the panel has helped in the understanding of the simulation process. There 
are some suggestions on the improvement of the interface. For example, they 
 119 
 
suggested that (1) it will be more useful if the magnitudes of MRR and the machining 
forces can be displayed beside the plot line, and (2) more information of the cutter, 
such as machine reading, distance to travel, etc., can be rendered, as in the traditional 
machine panel. All the machinists strongly suggest integrating the simulation of sound 




 All machinists agree or conservatively agree that the system 
can help machinists understand the machining process better. The reasons include that 
the operator can use the real machine and he can alter the codes to observe how the 
machining process would change according to the geometric simulation and the 
physical simulation results rendered. For the system’s applicability in a real 
manufacturing industry, some of them consider that it is possible, while others think 
the system will be a useful application as a training system for the beginners for they 
do not have to worry about system failures due to wrong operation on the real machine. 
Limitations:
 
 The machinists observed some limitations on the simulation for 5-axis 
machining or free-formed surface. One machinist noticed the jittering of the workpiece 
rendered on the locating surface. All the four machinists commented that the triggering 
of the interaction panel was slow, and they suggested applying traditional interface, 




Case Study I shows that the developed ARCNC system has realized the objectives of 
this research. This case study shows that the in situ simulation is able to provide 
synchronized information with the movement of the real cutter. The information 
displayed in the interaction panel assists the operator in making decisions, in this case 
altering the NC codes, and allows the operator to observe immediately the effects of 
these changes. The “Edit Mode” feature and the parameter altering function facilitate 
the user interaction with the ARCNC system in a manner that is very similar to the 
operations on a real CNC machine, and this helps the user to use the ARCNC system 
easily as well as adapt to the real CNC machine quickly.   
 
6.3.2 Case Study II: Collision Detection 
Case Study II is implemented as an in situ simulation with linear tool paths, and in this 
case study a virtual fixture was rendered with the workpiece. The model of the fixture 
is shown in Figure 6.4. The model was drawn using SolidWorks 2006 and converted 
into STL format for OpenGL rendering. The coordinates of the fixture are in MCS, 





Figure 6.4 Model of the fixture used in Case Study II 
 
Case Study II aims to illustrate the scenario where a user makes a mistake as he 
changes the parameters in the NC codes, and this leads to interference between the 
cutter and the fixture, which may happen in real life when the user is a novice NC 
programmer. The NC codes used in this case study are shown in Figure 6.5. The cutter 
will carry out a milling operation from the position (50.0, 2.0) to (35.0, 2.0) (in mm) 
with a depth of cut of 2mm, and before changing the machining direction. The radius 
of the ball-end cutter is 3mm. No collision will occur according to the original codes. 
However, during the simulation, the user has altered the parameter mistakenly in 
Code#3 from X35.0 to X32.0, as underlined in the figure. This mistake may be due to 
his poor understanding of the reference coordinate systems in the codes. This alteration 
causes a collision between the cutter and the fixture. 
 
 
Figure 6.5 NC codes used in Case Study II 
Update 
… 
G00 X50.0 Y2.0 Z105.0; 
G01 Z100.0 F100.0; 




G00 X50.0 Y2.0 Z105.0; 
G01 Z100.0 F100.0; 


















The case study was carried out according to the following steps: 
1. Initialize the tracking and registration module in the system; 
2. Start the simulation through both the CNC machine panel and the ARCNC system 
interaction panel. During the simulation, the NC codes and the estimated physical 
simulation results are synchronized and displayed with the movement of the real 
cutter. A bounding box-based collision detection method was applied during the 
simulation. 
3. Suspend the machine. Change parameters in the NC codes via both the real 
machine panel and the interaction panel. Resume the machining process. The 
updated codes are displayed. 
4. Detect a collision. The alarm is rendered in the interaction panel. 
 
6.3.2.1 Simulation 
Figure 6.6 shows a few screen captures during the experiments. Figure 6.6(a) shows 
the start of the in situ simulation of Code#2, when the Z-coordinate is 104.86mm. 
Figure 6.6(b) shows the user switching the system into the Edit Mode, and alters the X-
coordinate in Code#3 from ‘35.0’ to ‘32.0’. This has caused a collision when the 
simulation proceeds to Code#4 when the Y-coordinate approached 20.0mm. An alarm 





(a) System in Simulation Mode running Code#2 
 




(c) System running Code#4; alarm is shown 
Figure 6.6 Screen captures during the in situ demonstration of Case Study II 
 
6.3.2.2 Discussion 
Case Study II shows that the in situ simulation system can be extended to include 
function modules (collision detection in this case) to be integrated into the system, 
such that associated information can be rendered (alarms in this case) according to the 
requirements of the user. Since the coordinates of the fixture are fixed during the 
simulation, a simple bounding box-based collision detection method has been adopted 
in this case study. However, complex collision detection algorithms, such as V-Collide 





Based on the experiments and survey results, the system developed can achieve 
geometric and physical simulation on real CNC machines according to the movement 
of the cutter. An operator can observe the actual machining process with the simulation 
augmented onto the real machine within a certain level of accuracy, with the display of 
the given NC codes simultaneously. The operator can therefore alter the NC codes 
interactively and observe the effects of the changes in real-time. Therefore, the 
simulation is performed not only based on the given NC codes, but also on the real-
time operations by the user. Although only the digit altering function has been 






Chapter 7 Conclusion and Future Work 
 
The main objective of this research, i.e., to achieve an in situ CNC machining 
simulation system in an AR environment, has been fulfilled. In the developed ARCNC 
system, machining simulation can be performed between a virtually rendered 
workpiece and the real cutter on a real CNC machine. The “in situ” feature which has 
been demonstrated by the experiments and the case studies shows that the simulation 
can be achieved in synchronization with the movements of the real cutter and 
worktable, and the simulation scenes can be rendered onto the machine dynamically. 
Text information of interest to the user as well as the graphical simulation scenes can 
be provided, such as the NC codes, the estimated machining conditions during the 
simulation, etc. 
 
Compared with conventional VR-based machining simulation systems, the ARCNC 
system has several disadvantages. Firstly, hardware, which includes the camera and the 
display device, is needed in the ARCNC system. Hardware specifications, such as the 
resolution of the camera sensor and the display screen, restrict the tracking and 
registration accuracy as well as the rendering accuracy. Secondly, the CV-based 
tracking and registration methods impose computation constraints on the ARCNC 
system, and this partly causes the low frame rate observed during the experiments. 
However, using the ARCNC system, the construction and rendering of 3D models of 
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the CNC machines and the machining environments are not needed, and this reduces 
the computation required for rendering during the simulation.  
 
7.1 Achievements 
7.1.1 Hybrid Tracking and Adaptable Cutter Registration Scheme 
During the development of the vision-based tracking module, a multi-region tracking 
and registration scheme has been formulated and developed to render the simulation 
dynamically onto a real 3-axis vertical CNC machine. This computation scheme 
includes a hybrid tracking module and an adaptable cutter registration scheme, which 
have been developed to track the locating surface, i.e., the upper surface on a 
machining vice, and to register the cutter in the reconstructed MCS, respectively. 
Specifically, NC codes that are provided before the simulation are applied as 
constraints to determine the cutter position in MCS. The accuracy of this scheme has 
been verified using video-based experiments and a comparison of the performance of 
three tracking methods has been carried out. The applicability of this scheme has been 
proven by the in situ simulation experiments. 
 
The stability of this tracking and registration scheme determines the realism level of 
the in situ simulation that can be achieved with the real environment. The hybrid 
tracking method developed in this research shows better stability when tracking the 
user-specified locating surface in the CNC machining environment comparing with the 
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two natural feature-based tracking methods, viz. the Harris corner-based tracking 
method and the KLT tracking method. Reduced jitter is found and with smaller 
magnitudes based on the analysis of the recorded cutter position data using the three 
tracking methods.  
 
The performance of the proposed hybrid tracking method is mainly attributed to two 
reasons. Firstly, the CNC machining environment is one with few textured surfaces 
and low contrast. Features (such as corners) calculated based on the variance of a pixel 
and its neighbors are difficult to extract and remain stable during the whole simulation 
process. The template matching method utilizes the pixels directly to set up the 
correspondences between frames rather than the features extracted from the pixels. 
Feature extraction and tracking inside the template matching result shows better 
robustness comparing with feature extraction and tracking on the whole image plane. 
Therefore, the template matching method improves the tracking performance during 
both the feature extraction and the correspondence set-up phases, which are the two 
important procedures for the coordinate system reconstruction,  
 
Secondly, the registration of the cutter position in the MCS is facilitated by using the 
given NC codes as the constraints. It is shown from the experimental data that 
information deduced from the given NC codes assists the switching of the registration 
calculation schemes, such as from milling to drilling, or vice versa. The path-ending 
threshold is effective in allowing the system to deduce the information from next NC 
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code. The experimental data indicates a strong agreement between the registered cutter 
coordinates and the coordinates of the real cutter. 
  
7.1.2 Enhanced Dexel-based Physical Simulation 
The MRR and the machining force estimation methods proposed in this research are 
based on an enhanced dexel model developed to achieve efficient MRR and machining 
force estimation in the computationally intensive AR environment. The ratio of the 
dexel width to the cutter radius /w R  is an essential factor in the MRR calculation. A 
ratio of 0.1 was adopted in this research based on the analysis of the maximum error. 
The dexel data can be generated from CAD models, i.e., through retrieving the height 
of each dexel grid from the CAD model (such as using SolidWorks API). 
 
Regarding the MRR calculation, the calculation of the volume removed has been 
achieved by identifying the relative position of the dexel machined to the start position 
of the cutter for the current cutting step. An off-line cutter model-based calculation is 
performed first so that the volume removed can be calculated from the database 
efficiently in real-time. The identification of the ITS for each dexel during the 
machining simulation is achieved using off-line calculation where one dexel is 
machined by a cutter moving along an arbitrary tool path. The MRR during one tool 
path can be calculated based on the calculation of the volume removed and the ITS for 
each dexel that has been machined in this tool path. The innovation of this research is 
that the numerical integration of the MRR estimation can be achieved efficiently based 
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on temporal discretization. An MRR-based machining force estimation was developed 
in the research. 
 
A machining force estimation method has also been developed based on the calculation 
of the cross-sectional area of the material removed during the machining process, 
which is considered as an approximation of the chip load. An off-line calculation is 
conducted before the in situ simulation so that the real-time cross-sectional area can be 
determined more efficiently based on the off-line calculation results. The linear square 
fitting method is applied in the calibration of the machining force coefficients.  
 
7.2 Contributions 
This research has demonstrated a pilot study of integrating AR technology with CNC 
machining simulation to form an in situ CNC machining simulation system. Methods 
and algorithms have been developed to achieve the in situ simulation efficiently, 
including the hybrid tracking and registration method and the MRR estimation and the 
machining force estimation model. The applicability of the methods and the whole 
ARCNC system has been tested with experiments and two case studies in the real CNC 
machining environment.  
 
The main contributions of this research are: 
1. A hybrid tracking method based on template matching and the KLT tracker has 
been developed to track a user-specified surface for locating the virtual workpiece 
 131 
 
and reconstruct the MCS. The method shows better stability and accuracy as 
compared with two other feature-based tracking methods. 
2. An adaptable registration method has been developed to derive the position of the 
cutter in the MCS. A path-ending threshold is applied to switch the registration 
scheme according to the tool path.  
3. An efficient dynamic MRR and cross-sectional area estimation method has been 
developed, based on which a calibration of the MRR and the cross-sectional area 
to the machining forces can be achieved using the linear square fitting method. 
4. An in situ machining simulation system, the ARCNC system, has been developed 
and tested in the real CNC machining environment. A screen-attached virtual 
panel has been designed and implemented as the user interface for the system.  
 
Two case studies have been conducted to demonstrate the applicability of the ARCNC 
system. The experiments show that the ARCNC system provides a novel and friendly 
user interface to the operator to facilitate the operator’s inspection of the simulation 
processes. Based on this real-time inspection, code modification can be performed 
immediately using the updated simulation scene. In addition, real machining 
operations can be performed with higher confidence as the operator has been 





7.3 Limitations and Future Work 
Although the functions proposed in the ARCNC system have been tested in a real CNC 
machining environment, there are limitations that can be improved in the future. 
 
When the experiments are being carried out in the real CNC machining environment, 
scenes are captured using a camera that moves smoothly. The template matching 
method may not be accurate under large scale and perspective changes caused by 
abrupt camera movements. Although the KLT tracker and a second-level template 
matching are integrated into the computation scheme to address this problem, the 
tracking performance is still not sufficiently robust to handle large camera movements. 
Furthermore, the additional computing load due to the inclusion of the KLT tracker and 
the second-level template matching method affects the real time performance of the 
system. Further studies on rotation- and scale-invariant template matching methods are 
needed to solve this problem and improve the tracking performance of the system if a 
moving camera needs to be used. 
 
For the adaptable cutter registration based on NC codes, in order to switch the 
registration schemes adaptively, the NC codes have to be known a-priori so that the 
information can be extracted dynamically. However, when the operator changes the 
codes through the machine panel, the NC codes stored in the system may not be 
changed automatically. Although an interaction panel with some editing buttons is 
provided, the button triggering mechanism is still far from being prompt and intuitive. 
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It is recommended to apply speech recognition to the system. Considering that the 
symbols used in NC codes are limited within a group of alphanumeric characters, a 
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Appendix A Fundamentals of Template Matching 
 
Template matching establishes the correspondences between primitives, either as grey 
image or features, extracted from a template and digital images (Heipke 1996). Cross 
correlation is usually applied to template matching. A template window moves inside a 
search window, and the cross correlation coefficient is calculated between them. The 
maximum coefficient indicates the position of the best match. An illustration of the 
matching finding process is shown in Figure A.1. In most circumstances, normalized 
cross correlation (NCC) is applied instead of standard cross correlation. The NCC 
coefficient γ is defined as Equation (A.1), where S denotes the search window and T 



















),(γ   (A.1) 
 
In the open source computer vision library OpenCV (OpenCV), a function 
cvMatchTemplate( … ) has been developed and can be utilized easily. The algorithm 
and descriptions of this function can be found in the reference by Lewis (Lewis 2011) 
and Eaton (Eaton 2011). This ready-to-use function was applied in the author’s system. 
 
In a CNC machining environment, if a worktable or a fixture is chosen as the template, 
normally several local maximum coefficients will be obtained after NCC. Figure A.2 
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shows one example of template matching in a CNC machining environment. The 
matching coefficients are shown as a grey image, in which a lighter pixel would mean 
a better match with the template. From Figure A.2, it may be concluded that the search 
for the maximum location of the template may be time-consuming and ambiguous.  
 
 




Matching Process (for row i): 
column j1      column j2          column j3 












The search window 
 
The template matching result 
 
The template 




Appendix B Determination of Sub-Bounding Boxes 
 
Problem Definition iu: To determine the values of , when ( , )i i iP x y  and 1 1 1( , )i i iP x y+ + +  
are given (Figure B.1(a)), in order to obtain the smallest difference between 1S  (Figure 
B.1(b)) and 2 3( )S S+  (Figure B.1(c)). The cutter radius is given as R . 
 
Figure B.1 Illustration of the problem 
 












        (B.1) 
the area 1S  can be achieved as  












1iv  and 2iv  can be determined as 












      (B.3) 
and  












      (B.4) 
 
Therefore, it can be achieved that 
2 3 1 1 1 2 2 2( )( ) ( )( )i i i i i i i iS S u x v y x u y v+ = − − + − −     (B.5) 
as a function of iu . 
 









         (B.6) 
The solution shows that when 1
1 ( )
2i i i




Appendix C Linear Square Fitting 
 
Problem Definition N: For  pairs of data , )( i iMRRF , find the values of 1K  and 2K  to 
fit Equation (C.1) best. 
2
1 , ( 1, 2,..., )
K
i iF K MRR i N= =       (C.1) 
 
First a logarithm operation is taken for Equation (C.1), which becomes 
1 2lg lg lg , ( 1,2,..., )i iF K K MRR i N= + = .     (C.2) 
 
The error for the ith pair of data and the sum of squared error therefore become 
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Appendix D Survey Questionnaire on System Applicability 
(This survey consists of three parts, i.e., a pre-test questionnaire, a demo shown on the 
CNC machine, and a post-test questionnaire.) 
 
Please complete the following contact information identifying the person completing 
this part of the Statistical Report. This will help if questions arise in interpreting the 
data.  
Name: _______________Age: __________________Gender: _______________ 
Education level: ___________________________________________________ 
Occupation: ______________________________________________________ 





1. Have you had any experience of using CNC machine or CNC programming? 
__ A. No 
__ B. Yes, for _________________ years 
 
2. Have you had any experience of using machining simulation software (or CAM with 
simulation function)?  
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__ A. No 
__ B. Yes, for a few times 
__ C. Yes, with strong knowledge 
(Please specify the software name: ________________________________________ 
_____________________________________________________________________) 
 
3. Have you had any experience of performing simulation with programmed CNC 
codes before the real machining? 
__ A. No 
__ B. Yes, but seldom 
__ C. Yes, quite often 
__ D. Yes, every time 
 
4. Usually your intention of performing simulation before real machining is 
__ A. To examine the surface formation  
__ B. To predict cutting forces 
__ C. To detect collision 
__D. Others (Please specify _______________________________________________ 
____________________________________________________________________) 
 
5. Did the simulation software fulfill your intention? 
__ A. Yes 
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__B. Not always (Please specify ___________________________________________ 
_____________________________________________________________________) 
 
6. Do you think the user interface of the simulation software is convenient to use? 
__ A. Yes 
__ B. No (Please specify _________________________________________________ 
______________________________________________________________________) 
 
7. Do you think the simulation environment can be associated with the real machining 
environment? 
__ A. Very easily 
__ B. Easily 
__ C. A little difficult 
__ D. Very difficult 
 




I. Geometric Rendering 
8. Do you think the virtual workpiece in the in situ simulation environment looks real? 
__ A. Yes 
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__ B. Conservatively yes 
__ C. Not very realistic 
__ D. Not at all 
 
9. Do you think the simulation looks like the real cutter is machining the virtual work-
piece?  
__ A. Yes 
__ B. Conservatively yes 
__ C. Not very realistic 





10. Do you think, after casting the cutter shadow, the simulation looks more realistic? 
__ A. Yes, improves a lot 
__ B. Yes, just a little bit 







II. Interface Design 
11. Do you think the VirIP interface helps the user to understand the simulation? 
__ A. Yes, helps a lot 
__ B. Yes, just a little bit 





12. Do you think the scrolling rendering of the codes and the predicted forces is easy 
to understand? 
__ A. Yes 
__ B. Conservatively yes 





13. Do you think the alphanumeric buttons are easy to trigger? 
__ A. Yes 
__ B. Conservatively yes 







III. System Applicability 
14. Comparing with the traditional simulation software, do you think the in situ 
simulation may help the operator understand the machining better? 
__ A. Definitely yes 
__ B. Conservatively yes 
__ C. Not at all 





15. Comparing with the traditional simulation software, do you think the in situ 
simulation may help the operator to perform real machining with the same machine 
more easily? 
__ A. Definitely yes 
__ B. Conservatively yes 
__ C. Not at all 







16. Do you think the in situ simulation system can be applied in manufacturing 
industry?  
__ A. Definitely yes 
__ B. Conservatively yes 
__ C. Not at all 

















We appreciate your time and effort for this survey. The data received will be 
consolidated and appeared in my thesis, but NO personal data will be released. Thanks 
a lot! 
