This paper demonstrates the equivalence between a consistent two-stage GLS estimator and the pooled OLS estimator of the coefficients on time invariant covariates in an unbalanced F E panel. In general the estimated standard errors differ between these two procedures.
analyzes models in which some of the variables (both time varying and time invariant) are endogenous. Baltagi (1995) provides a comprehensive treatment of panel data models in the contexts of both single equation and systems methods. Polachek and Kim (1994) examines a single equation model in which the slope parameters of time-invariant regressors vary across individuals. In this paper we consider the case of a single equation model with an unbalanced design and time invariant regressors. We develop a two-stage GLS estimation procedure for consistent estimation of the coefficients on the time invariant regressors, and demonstrate the equivalence between these GLS coefficient estimates and the OLS coefficient estimates on the time invariant covariates from a pooled cross-section, time-series model. However, in general the estimated standard errors differ between these two procedures.
The basic model may be expressed as
where α i is an individual specific intercept term, X it is a 1xk 2 vector of observations on the time varying covariates, and β is a k 2 x1 parameter vector. Consider the restriction α i = α + Z 1i γ 1 where α is a constant, Z 1i is a 1xk 1 vector of observations on time invariant covariates, γ 1 is a k 1 x1 parameter vector. Under the restrictions on the fixed effects, pooled OLS would be the estimator of choice given the usual assumptions on ε it . If the restrictions are not true, the fixed effects within estimator can be used to estimate β from the model:
where y it = Y it − Y i. , x it = X it − X i. , and i. denotes the group mean average for the ith cross-sectional unit. The F E estimator is accordinglỹ
where X is a nT xk 2 observation matrix for the
D is a nT xn observation matrix for the individual dummy variables,T = n −1 P n i=1 T i , and Y is a nT x1 observation vector on the Y 0 s .
Note that the group means representation of the restricted model is given by
Upon subtracting X i.β fe from both sides of (4) we obtain
where Polachek and Kim (1994) estimate (5) by OLS and a GLS method that corrects only for the heteroscedasticity inherent in the diagonal elements of Ω. Our two-stage GLS estimator of γ also takes account of the non zero off diagonal elements of Ω:
whereZ is a nx(k 1 + 1) observation matrix on the constant term and the Z Now consider the restricted pooled cross-section, time series model specified by
Letγ ols denote the OLS estimator of γ from equation (7):
where Z is the nT x(k 1 + 1) observation matrix on the time invariant covariates and constant term, and
It turns out thatγ ols =γ fe , or more formally
The following results will be used in the proof of the theorem:
¢ −1 . This is equivalent to showing
Upon substitution forZ, we have
Since Z 6 = 0
Premultiplying by D 0 and postmultiplying by D, yields
We make use of the matrix algebra result Greene, 4th ed.) where A = D 0 D, B = D 0 X, and C = (−X 0 X) −1 . Upon making these substitution, we obtain This also proves that
Part 2
The second half of the proof is to show
Upon substituting forZ,Ȳ andX and collecting terms, we have
As shown above in Part 1,
.
This proves the second half of the theorem:
Although the true standard errors forγ ols andγ fe are the same, the estimated standard errors are in general different for the two estimation procedures. This is due to differences in estimating the error variance. For model (7)
and for GLS estimation of model (5) the error variance for ε is estimated with the residuals from the within (fixed effects) estimator of model (2):
Consistency of the two-stage GLS estimator is shown next. From (5)and (6) we can express the estimator as
Consistency depends on the time series observations approaching infinity so that ∼ F (n−k 1 −1),(nT −n−k 2 ) .
