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Abstrat
On a family of lassial dynamial systems on the 2torus, we perform a disretiza-
tion proedure similar to the AntiWik quantization. Suh a disretization is per-
formed by using a partiular lass of states, fullling an appropriate dynamial
loalization property, typial of quantum Coherent States. The same set of states is
involved in the onstrution of a quantum entropy, that we test on the disrete ap-
proximants; a orrespondene with the lassial metri entropy of KolmogorovSinai
is found only over time sales that are logarithmi in the disretization parameter.
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1. Introdution
Under the term of lassial haos goes a rih phenomenology of lassial dynamial sys-
tems on a ompat phase spae haraterized by a high sensitivity to initial onditions:
if very small initial errors exponentially amplify during the temporal evolution, the sys-
tems is alled haoti [17℄. Nevertheless, being the motion onned within a bounded
region, the exponential divergene of trajetories has to be tested in a nite domain.
This leads to dene the (maximal) oeient of suh exponential ampliation, whih is
alled Lyapunov exponent, as ξ := lim
n→∞(1/n) limδ→0
log (δn/δ) , where we onsider the initial
error δ growing as δn under a disretetime evolution. When the ampliation of errors is
exponential, the Lyapunov exponent ξ is positive and the system is lassied as haoti.
ξ = 0 is typial of regular timeevolutions, but this also happens if we forbid δ to go to
zero; indeed, δn 6 ∆ and lim
1
n vanishes. This ours for instane in the ase of quantum
dynamial systems, where the unertainly priniple naturally endows the phasespae
with a ~dependent granularity, and the δ → 0 limit an not be ahieved for nite ~ > 0,
but only if we perform the lassial limit ~→ 0 before the time one. Although this shows
the non ommutativity of the lassial and the time limits [2, 6℄, the temporal evolution
of a nite dimensional quantization ompared with its lassial ounterpart exhibits a
good agreement on a timesale bounded by the so alled breaking time τ
B
(~): usually,
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when the lassial system is haoti, τ
B
sales logarithmially in ~ [1,2,6,810℄, whereas
for regular systems the saling is ~
−α
for some α > 0 [1℄.
A similar phenomena an be observed in disrete lassial systems, that are obtained
for instane by foring a lassial system to live on a square lattie of N2 points, whose
minimal spaing a = 1N ats as a lower bound for δ → 0: in this ase 1N plays in the
disrete domain the same role that ~ plays in the quantum one and an be interpreted
as a quantizationlike parameter.
By using this analogy of behaviours between quantum and disrete lassial systems,
the study of the latters result quite interesting and promising, indeed we an get all
benets arising from lassiality, that is the simpliity due to ommutativity, and deeply
inquire the haoti property in this kinds of toy models.
Sine nite dimensional quantizations of lassial dynamial systems have an al-
gebrai formulation, this an be easily extended to disretization proedures when we
restrit from the full matrix algebra of bounded operators on a Hilbert spae, typial of
quantum systems, to a ommutative algebra of diagonal operators desribing a lassial
system [11℄.
A very useful tool of the semilassial analysis of quantum systems is represented by
the use of Coherent States and a standard quantization sheme, the AntiWik one [12℄,
is based on them: by mimiking this proedure we set up a disretization involving a
lass of states that we will refer to as Lattie States, suitably dened on our Hilbert
spae. Of ourse, in order to have a good quantization, the lassial limit ~ → 0 has to
be tested [13℄ and large part of this work has been devoted to give and prove a onsistent
denition of a ontinuous limit N → ∞, suited for a reasonable algebrai disretization
sheme.
A rst result in this diretion is that the onvergene of the disrete to the ontinuous
dynamis is due to a very speial property of Lattie States, that is known as dynamial
loalization property [14℄.
We apply our disretization proedure to a well known lass of lassial systems [7℄,
that are represented by integermatrix ation on the 2torus; suh systems an be rigor-
ously divided into three families, namely hyperboli, paraboli and ellipti, haraterized
by dierent haoti properties. As expeted, dierenes in the behaviour of the breaking
times τ
B
(N) (now of disrete/ontinuous orrespondene) are found on the three dierent
regimes.
The Lyapunov exponent is zero on systems with nite number of states (both dis-
rete and quantum) beause it is an asymptoti quantity: an alternative approah is to
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inquire the haoti properties of a system during its temporal evolution, and whether
the system exhibits some kind of nitetime haos. For lassial dynamial systems the
PesinRuelle Theorem [15℄ establish a bridge between haos and information, giving a
relation between the KolmogorovSinai metri entropy and the sum of all positive Lya-
punov exponent. Moreover, although the metri entropy is dened as a (partial) entropy
prodution on the long run [7, 16℄, suh a partial entropy an be observed and analyzed
even during the temporal evolution, that is on nite times.
With the aim of using entropy to detet haos, several quantum dynamial entropies
have been introdued. In a reent work [14℄, two of them, alled CNT (Connes, Narnhofer
and Thirring) [17℄ and ALF (Aliky, Lindblad and Fannes) [18℄ are showed to onverge to
the KS invariant (but only in a joint time and lassial limit) when applied to the Anti
Wik quantization of the hyperboli family of the lassial dynamial systems mentioned
above. Only the hypothesis of dynamial loalization for Coherent States was used in
obtaining that result. Instead of extending suh a result to our disretization sheme, we
diretly study another quantum dynamial entropy, onstruted by means of Coherent
States and so alled CSquantum entropy [19℄.
What we show is that the CSentropy prodution of a disrete lassial system does
onverge to the KSentropy prodution of the ontinuous limit, but only over time sales
logarithmi in the quantizationlike parameter
1
N . This onrms the numerial results
obtained in [20℄ for the ALFentropy on a similar lass of disrete systems, but within
the Weyl quantizationlike sheme instead of the AntiWik.
Finally, we divided the CSquantum entropy in its dynamial and measuredependent
parts, and we show how the latter does not play a role in the (positive) entropy rate.
2. Classial Dynamial Systems and PhaseSpae disretiza-
tion
The typial desription of a Classial Dynamial System is given by means of a measure
spae X , the phasespae, endowed with the Borel σalgebra of its measurable subsets
and a normalized measure µ, (µ(X ) = 1). The probability that phasepoints belong to
measurable subsets E ⊆ X is given by the volumes µ(E) = ∫E µ (dx); so the measure
µ denes the statistial properties of the system and represents a possible state.
Every reversible disrete time dynamis amounts to an invertible measurable map
T : X 7→ X suh that µ ◦ T = µ, and to its iterates {T k | k ∈ Z}: Tinvariane of the
measure µ ensure that the state dened by µ an be taken as an equilibrium state with
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respet to the given dynamis.
All phasetrajetories passing through x ∈ X at time 0 an be enoded into se-
quenes
{
T k x
}
k∈Z [7℄.
Classial dynamial systems are thus onveniently desribed by measuretheoreti
triplets (X , µ, T ). In partiular, in the present work, we shall fous upon the following
hoies:
X : the 2dimensional torus T2 = R2/Z2 = {x = (x1, x2) ∈ R2 (mod 1)};
µ: the Lebesgue measure, µ(dx) = dx1 dx2, on T
2
;
T : the invertible measurable transformations on T2 represented by a modular matrix
ation, as follows:
T (x) =
(
t11 t12
t21 t22
)(
x1
x2
)
(mod 1) ,
tı ∈ Z , ∀ (ı, ) ∈ {1, 2}2
det (T ) = t11t22 − t21t12 = 1
(1a)
T−1 (x) =
(
t22 −t12
−t21 t11
)(
x1
x2
)
(mod 1) · (1b)
Remarks 2.1
i. In the following, a point x of the torus, will orrespond to an equivalene
lass of R
2
points whose oordinates dier by integer values;
ii. in (1) we use brakets to distinguish between the mere matrix ation T ·x
and the (mod 1) one T (x);
iii. T = ( 2 11 1 ) is known as Arnold CatMap [7℄, and it is an element of SL2 (Z) ⊂
GL2 (Z) ⊂ M2 (Z), where the latter is the subset of 2 × 2 matries with
integer entries, GL2 (Z) the subset of invertible matries and SL2 (Z) the
subset of matries with determinant one;
iv. the dynamis generated by T ∈ SL2 (Z), that is the one we are fousing
on, is alled Unimodular Group [7℄ (UMG for short);
v. sine det (T ) = 1, the Lebesgue measure µ is invariant for all T n ∈ SL2 (Z),
n ∈ Z.
In order to develop an algebrai disretization proedure as in [21℄, it proves onve-
nient to follow an algebrai approah and replae (T2, µ, T ) with the algebrai triple(
L∞µ
(
T
2
)
, ωµ,Θ
)
, where
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L∞µ
(
T
2
)
is the (Abelian) Von Neumann *-algebra of (equivalene lasses of) essentially
bounded funtions on T
2
[22, 23℄, equipped with the so-alled essential supremum
norm ‖ · ‖∞ [24℄;
ωµ is the state (expetation) on L
∞
µ
(
T
2
)
, dened by the referene measure µ as
ωµ : L
∞
µ
(
T
2
) ∋ f 7−→ ωµ(f) := ∫
T
2
µ(dx) f(x) ∈ R+ ; (2)
Θ is the automorphism of L∞µ
(
T
2
)
dened by Θj (f) := f ◦ T j , satisfying ω ◦Θj = ω.
2.1. Disretization of phasespae
From an algebrai point of view, a disretization proedure resembles very muh quanti-
zation. Given the lassial algebrai triple
(
L∞µ
(
T
2
)
, ωµ,Θ
)
, the ore of a quantization
dequantization proedure (speially an Ndimensional quantization) is twofold:
• nding a pair of *-morphisms, JN ,∞ mapping L∞µ
(
T
2
)
into a nite dimensional
algebraMN (in general a full N×N matrix algebra) and J∞,N mapping bakward
MN into L∞µ
(
T
2
)
;
• providing an automorphism ΘN , the quantum dynamis, ating on MN suh that
it approximates in a suitable sense the lassial one, Θ, on L∞µ
(
T
2
)
as follows
J∞,N ◦ΘjN ◦ JN ,∞ −−−−→N→∞ Θ
j ·
The latter requirement an be seen as a modiation of the so alled Egorov's property
(see [25℄).
A similar proedure, that we will all disretization, an be obtained if we replae
the full matrix algebra MN with a nite abelian one, namely the algebra DN onsisting
of N2 ×N2 diagonal matries.
In order to give to elements of DN the meaning of disrete observables, we dene a
suitable Hilbert spae: to do this , we onsider a disretized version of (T2, µ, T ) whih
arises by foring the ontinuous lassial system to live on a square lattie LN ⊆ T2 of
spaing
1
N :
LN :=
{ p
N
∣∣∣ p ∈ (Z/NZ)2} , (3)
where (Z/NZ) denotes the residual lass (mod N), that is 0 6 pi 6 N − 1.
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Now we take the N := N2 points of LN as labels of the elements {|ℓ〉}ℓ∈(Z/NZ)2 of
an orthonormal basis (o.n.b.) of the N dimensional Hilbert spae HN , and we onsider
disrete algebrai triples
(DN , τN ,ΘN ), onsisting of
DN : an N ×N matrix algebra diagonal in the orthonormal basis introdued above;
τN : the uniform state (expetation) on DN dened by
τN : DN ∋ D 7−→ τN (D) := 1N Tr (D) ∈ R
+ ; (4)
ΘN : an automorphism of DN suitably reproduing Θ when N −→∞ (see Setion 3.2).
In partiular, as the AntiWik quantization an be obtained by means of Coherent
States [12℄, a similar AntiWik disretization of
(
L∞µ
(
T
2
)
, ωµ,Θ
)
in
(DN , τN ,ΘN ) an
be performed [21℄ one that we speied what we onsider as Coherent States on HN ,
and this is the purpose of next Setion.
Intuitively, a disrete desription of
(
T
2, µ, T
)
beomes ner when we inrease N ,
the number of points per linear dimension on the grid LN in (3): this orresponds to
enlarging the dimension of the Hilbert spae HN assoiate to the orresponding algebrai
triple
(DN , τN ,ΘN ). In this sense, the lattie spaing a := 1N of the grid LN is a natural
disretization parameter playing an analogous role to the quantization parameter ~.
2.2. Lattie States on HN
In analogy with the the properties of quantum Coherent States, we shall look for anal-
ogous states on the torus, that we shall all Lattie States [21℄. For the benets of the
reader, we list below the set of properties whih make quantum Coherent States suh a
useful tool in semilassial analysis.
Properties 2.1 (of Quantum Coherent States)
A family {|CN (x)〉 | x ∈ T2} ∈ HN of vetors, indexed by points x ∈ T2,
onstitutes a set of Coherent States on the torus if it satises the following
requirements:
1. Measurability: x 7→ |CN (x)〉 is measurable on T2;
2. Normalization: ‖CN (x)‖2 = 1, x ∈ T2;
3. Completeness: N
∫
T
2
µ(dx) |CN (x)〉〈CN (x)| = 1;
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4. Loalization: given ε > 0 and d0 > 0, there exists N0(ε, d0) suh that for
N ≥ N0(ε, d0) and d
T
2(x,y) ≥ d0 one has N |〈CN (x), CN (y)〉|2 ≤ ε.
The symbol d
T
2(x,y) used in the loalization property stands for the length of the shorter
segment onneting the two points x,y ∈ T2, namely we shall denote by
d
T
2 (x,y) := min
n∈Z2
‖x− y + n‖
R
2 (5)
the distane on T
2
.
Remarks 2.2 (Topology of the UMG on the torus)
i. Notie that d
T
2 (a, b) = ‖a− b‖
R
2 if ‖a− b‖
R
2 6
1
2
ii. All the automorphisms T ∈ SL2 (Z) dened in (1) at ontinuously on the
torus, when the topology is given by the distane (5).
Resorting to the deomposition T
2 ∋ x =
( ⌊Nx1⌋
N ,
⌊Nx2⌋
N
)
+
( 〈Nx1〉
N ,
〈Nx2〉
N
)
=: ⌊Nx⌋N +
〈Nx〉
N ,
where ⌊·⌋ and 〈·〉 denote the integer, respetively frational, part of a real number, we
now make use of the denition of the family |CN (x)〉 of Lattie States given in [21℄, that
onsists in assoiating to points of T
2
spei lattie points (see [21℄, Fig. 1).
Denition 2.1 (Lattie States)
Given x ∈ T2, we shall denote by xˆN the element of (Z/NZ)2 given by
xˆN = (xˆN,1, xˆN,2) :=
(
⌊Nx1 + 12⌋ , ⌊Nx2 + 12⌋
)
, (6)
and all Lattie States on T
2
the vetors |CN (x)〉 dened by
T
2 ∋ x 7→ |CN (x)〉 := | xˆN 〉 ∈ HN · (7)
The reader an hek in [21℄ that family {|CN (x)} satises Properties 2.1. In partiular,
in the last proof, it is also shown that, due to our partiular hoie of Lattie States, we
have a stronger loalization than in Property 2.1.4., namely
4′. Loalization: given d0 > 0, there exists N0(d0) suh that for N ≥ N0(d0)
and d
T
2(x,y) ≥ d0 one has 〈CN (x), CN (y)〉 = 0 .
2.3. AntiWik Disretization and its ontinuous limit on T
2
In order to study the ontinuous limit and, more generally, the quasiontinuous be-
haviour of
(DN , τN ,ΘN ) when N → ∞, we follow the semilassial tehnique known
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as AntiWik quantization. Therefore, we start hoosing onrete disretization/de
disretization *-morphisms.
Denitions 2.2
Given the family of Lattie States {|CN (x)〉} ∈ HN of previous Setion, the
Anti-Wiklike disretization sheme (AW, for short) is desribed by a one
parameter family of (ompletely) positive unital map JN ,∞ : L∞µ
(
T
2
)→ DN
L∞µ
(
T
2
) ∋f 7→ N ∫
T
2
µ(dx) f(x) |CN (x)〉〈CN (x)| =: JN ,∞(f) ∈ DN .
The orresponding dedisretization operation is desribed by the (ompletely)
positive unital map J∞,N : DN → L∞µ
(
T
2
)
DN ∋ X 7→ 〈CN (x),X CN (x)〉 =: J∞,N (X)(x) ∈ L∞µ
(
T
2
)
.
Both maps are identity preserving (unital) beause of the onditions satised by the
family of Lattie States and ompletely positive too, sine both L∞µ
(
T
2
)
and DN are
ommutative algebras. The reader an found in [21℄ and [14℄ a list of simple properties of
these maps, that inorporate minimal requests for rigorously dening the sense in whih
the disrete dynamial systems
(DN , τN ,ΘN ) tends to (L∞µ (T2) , ωµ,Θ), when 1N → 0.
3. Disretization of the Dynamis
3.1. General properties of matrix ations on the plane
The next natural step in our disretization proedure will be the denition of a suitable
disrete dynamis ΘN on the abelian algebra DN of Setion 2.1. Before doing this we
shall fous on some basi properties of the (integer) matrix ation on the plane, that are
R
2 ∋ x 7−→ T x =
(
t11 t12
t21 t22
)(
x1
x2
)
∈ R2, tı ∈ Z , ∀ (ı, ) ∈ {1, 2}
2
det (T ) = t11t22 − t21t12 = 1
Note that in this Setion we begin by onsidering integer matries T , with determinant
one, mapping the plane onto itself; in Setion 3.2 we will go bak to ations on the torus
T
2
, as in (1a).
Denitions 3.1 (Families of matrix ations)
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We exlude from now on the ases T = ±12, the identity on the plane, that
are trivial. Depending on the trae of T we have three families of maps,
haraterized by their spetral properties; in partiular, denoting with t :=
Tr(T )
2 the semitrae of T , the eigenvalues are given by t ±
√
t2 − 1 and we
have:
|t | > 1  Hyperboli family: One eigenvalue of T , λ, is greater than 1 (in
modulus) and the other one is λ−1. In this ase, distanes are strethed
along the diretion of the eigenvetor |e+〉, T |e+〉 = λ|e+〉, ontrated along
that of |e−〉, T |e−〉 = λ−1|e−〉. The (positive) Lyapunov exponent is given
by ξ = log |λ | .
|t | = 1  Paraboli family: There is only one eigenvalue, whose modulus
is equal to one, whih orresponds to an eigenvetor |e0〉.
|t | < 1  Ellipti family: The two eigenvalues are onjugate omplex num-
bers eiφ and e−iφ, whose orresponding eigenvetors |e+ 〉 and |e− 〉 are om-
plex onjugate vetors of C
2
. On the (nonorthogonal) basis {|e
R
〉 , |e
I
〉} :=
{Re (|e+ 〉) , Im (|e+ 〉)}, T n is represented by means of the rotation matrix:
Rn =
(
cos (nφ) sin (nφ)
− sin (nφ) cos (nφ)
)
· (8)
Before exploring the properties of the three regimes given above, we list now some more
Denitions 3.2
Let BT (0) :=
{
x ∈ R2 ∣∣ ‖x‖
R
2 6 1
}
be the unitary ball on the plane and
BT (p) :=
{
x ∈ R2 ∣∣ T−px ∈ BT (0)} (9)
be the pevolved ball (p ∈ Z). Then dene as
B
(n)
T :=
n⋃
p=−n
BT (p) (10)
the union of all evolved balls from time −n up to time n (n ∈ N) and let
D
(n)
T := diam
[
B
(n)
T
]
be its diameter, so as DT (p) := diam [BT (p)] will be the
diameter of the pevolved ball (diam [E] := supx,y∈E ‖ x− y ‖R2). Further,
we denote by η the largest eigenvalue of the matrix |T | =
√
T †T .
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Using this notation we now list three Propositions, one for eah family, that inorporate
the main properties; a sketh of their proofs is given in Appendix A.
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Proposition 3.1 (Hyperboli family)
Let T be a matrix belonging to the hyperboli family of Denitions 3.1.
Without loss of generality we hoose |e+ 〉 and |e− 〉 of in suh a way that the
angle β from the former to the latter lies in (0, π) and we x an orthogonal
referene system (xˆ, yˆ) with x-axis oriented along the eigenvetor |e+ 〉: in
suh a system all orbits of the (disrete) group
{
T k
}
k∈Z lie on hyperbolas
y2 cos β − xy sin β = Const. · (11)
The angle β, whose sine is positive aording to our hoie of |e+ 〉 and |e− 〉,
is related with η of Denitions 3.2 by
sinβ =
λ− λ−1
η − η−1 ; (12)
moreover, for every n ∈ N, the set B(n)T is onned into the hyperboli region
delimited by the four branhes of the two hyperbolas
2 y2 cosβ − 2 xy sin β − (cos β ± 1) = 0 · (13)
For the diameters, we have
D
(n)
T = DT (n) =
λn − λ−n
2 sin β
1 +
√
1 +
(
2 sin β
λn − λ−n
)2 (14)
or, resorting to the expression for the Lyapunov exponent ξ given in Deni-
tion 3.1:
sin β sinh
{
log
[
D
(n)
T
]}
= sinh (n ξ) · (15)
Moreover
∀ n ∈ N , D(n)T 6
λn
sinβ
and D
(n)
T −−−−→n−→∞
λn
sin β
· (16)
Proposition 3.2 (Paraboli family)
Let T be a matrix belonging to the paraboli family of Denitions 3.1.
We x an orthogonal referene system (xˆ, yˆ) with x-axis oriented along the
eigenvetor |e0 〉: in suh a system all orbits of the (disrete) group
{
T k
}
k∈Z
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lie on the line y = Const. if t = +1
two lines y2 = Const. if t = −1
· (17)
For every n ∈ N the set B(n)T is onned into the stripe delimited by the two
lines
y2 = 1 · (18)
Resorting to η of Denitions 3.2, we introdue a positive real parameter
J =
η − η−1
2
(19)
that is used in the expression for the diameters, that is
D
(n)
T = DT (n) = nJ +
√
n2J2 + 1 (20)
or, equivalently,
sinh
{
log
[
D
(n)
T
]}
= nJ · (21)
Moreover
∀ n ∈ N , D(n)T 6 2nJ + 1 (22)
and
D
(n)
T −−−−→n−→∞ 2nJ · (23)
Proposition 3.3 (Ellipti family)
Let T be a matrix belonging to the ellipti family of Denitions 3.1; if the
entries of this matrix are integer, it holds true:
∀ n ∈ N , DT (n) 6 η , (24)
∀ n ∈ N+ , D(n)T = η , (25)
where η is the one introdued in Denitions 3.2.
3.2. Algebrai desription of disretized UMG
Our aim is now to dene a suitable disrete evolution ΘN on DN (see Setion 2.1 for the
denitions), suh that the disretized triplets
(DN , τN ,ΘN ) onverge to the ontinuous
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one
(
L∞µ
(
T
2
)
, ωµ,Θ
)
.
We start by introduing a new family of maps
{
U jT
}
j∈Z
, dened on the torus
T
2 ([0, N)), given by the ation determined by the matrix T (mod N), that is
T
2 ([0, N)) ∋ x 7−→ U jT (x) := N T j
( x
N
)
∈ T2 ([0, N)) , j ∈ Z , (26)
where T (·) is the map dened in (1). The U jT (·) maps are extensions of the T j (·) maps
on the enlarged torus T
2 ([0, N)); moreover, they do map the lattie (Z/NZ)2 into itself,
so as the maps T j (·) do it with the lattie LN of (3).
Note that the map (Z/NZ)2 ∋ ℓ 7−→ UT (ℓ) ∈ (Z/NZ)2 is a bijetion.
Denition 3.3
ΘN will denote the map:
DN ∋ X 7−→ ΘN (X) :=
∑
ℓ∈(Z/NZ)2
XUT (ℓ),UT (ℓ) |ℓ〉 〈ℓ | ∈ DN ·
The map ΘN is a *-automorphism of DN ; indeed
ΘN (X) =
∑
U−1
T
(s)∈(Z/NZ)2
Xs,s
∣∣U−1T (s)〉 〈U−1T (s) ∣∣ =
= WT,N
 ∑
all equiv.
lasses
Xs,s |s〉 〈s |
W ∗T,N =
= WT,N X W
∗
T,N ,
where the operators WT,N , dened by linearly extending the maps
HN ∋
∣∣ℓ〉 7−→ WT,N ∣∣ℓ〉 := ∣∣U−1T (ℓ)〉 ∈ HN (27)
toHN , are unitary: W ∗T,N
∣∣ℓ〉 := |UT (ℓ) 〉. For the same reason τN is aΘNinvariant state.
4. Continuous limit of the dynamis
One of the main issues in the semi-lassial analysis is to ompare if and how the quantum
and lassial time evolutions mimi eah other when the quantization parameter goes to
zero.
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In this paper we are instead onsidering the possible agreement between the dy-
namis of ontinuous lassial systems and that of a lass of disrete approximants. In
pratie, in our ase, we will study the dierene
Θj − J∞,N ◦ΘjN ◦ JN ,∞ (28)
whih represents how muh the disrete dynamis at timestep j diers from the ontin-
uous one at the same timestep.
For quantum systems, whose lassial limit is haoti, the situation is strikingly
dierent from those with regular lassial limit. In the former ase, lassial and quantum
mehanis agree, that is a dierene as in (28) is negligible, only over times j whih sale
logarithmially (and not as a power law) in the quantization parameter.
As we shall see, suh kind of saling is not exlusively related with nonommutativity;
in fat, the quantizationlike proedure developed so far, exhibits a similar behaviour
when N →∞ and we reover (L∞µ (T2) , ωµ,Θ) as a ontinuous limit of (DN , τN ,ΘN ).
4.1. Continuous limit of disretized UMG
We want to show that the dierene in (28) goes to zero in a suitable topology, at least on
a ertain timesale. Suh sales, ommonly alled breaking times, depend on the family
of the onsidered map T . In the following, we give three dierent saling funtions of n,
one per eah family of matrix ation, that will be ompared with logN in the joint limits
in n and N that we will onstrut in this Setion.
Denition 4.1
We shall denote by ΓT (n) the saling funtion of time assoiate to a map T .
In partiular, on the dierent families of Denition 3.1, it is given by
ΓT (n) =

log (λn) for the hyperboli family of T
log n for the paraboli family of T
0 for the ellipti family of T
We shall onretely show that the dierene (28) goes to zero with N →∞ in the strong
topology over the Hilbert spae L2µ
(
T
2
)
. More preisely, we have
Theorem 1
Let
(DN , τN ,ΘN ) be a sequene of disretized dynamial systems as dened
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in Setion 3: for all γ > 1,
∀f ∈ L∞µ
(
T
2
)
, s–lim
j,N→∞
ΓT (j)<
logN
γ
(
Θj − J∞,N ◦ΘjN ◦ JN ,∞
)
(f) = 0 , (29)
where the limit is in the strong topology over the Hilbert spae L2µ
(
T
2
)
.
The previous Theorem indiates that the time limit and the ontinuous limit do not
ommute in the paraboli and hyperboli ases. In partiular, the dierene between
the disretized dynamis and the ontinuous one an be made small by inreasing N ,
while it beomes large beyond the time sale ΓT (j) ≃ logN . This phenomenon is the
same as in quantum haos and points to disretization of phase spae (in the traditional
semilassial treatment of quantum systems), rather than to nonommutativity, as the
soure of the soalled logarithmi breaking time for hyperboli systems. The onstant
γ is a form fator, whih reets the ne struture of the dynamis: for instane, in the
ase of Quantum Cat Maps [14℄, γ = 2.
For the ellipti ase s–lim
j,N→∞
ΓT (j)<
logN
γ
= s–lim
j,N→∞
0< logN
γ
means s–lim
j,N→∞
; 0 < logN is just a way to
write that we do not onsider any relation between j and N . We adopted this, in order
to have uniformity among the notations in the three dierent family of matrix ation.
The onstraint j ≤ C logN is typial of hyperboli behaviour with Lyapunov expo-
nent log λ and omes heuristially as follows: the expansion of an initial small distane
δ an be exponential until the distane beomes the largest possible, namely δλTB ≃ 1
(on the torus). After disretization, the minimal distane gives δ = 1N , therefore one
estimates T
B
≃ logNlog λ , whih is alled breaking time and sets the timesale over whih
ontinuous and disretized dynamis mimi eah other.
In quantum haos, the semilassial analysis leads to an estimate of T
B
exatly as
above; further, the logarithmi dependene on ~ of T
B
is a signature of the hyperboli
harater of the lassial limit. Conversely, if the lassial limit is regular (paraboli and
ellipti ase), then the time sale when quantum and lassial behaviours are more or
less indistinguishable goes in general as ~
−b, b > 0.
The proof of Theorem 1 onsists of several steps, among whih the most important
is a property, satised by our hoie of Lattie States, whih we shall all Dynamial
Loalization. We give a full proof that the Lattie States satises suh property, sine it
represents a natural request that should be fullled by any onsistent disretization/de
disretization (quantization/dequantization) sheme; before giving the statement of the
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dynamial loalization ondition, let us introdue one more
Denition 4.2
We shall denote by KN,n(x,y) the quantity
KN,n(x,y) :=
〈
CN (x) , W nT,N CN (y)
〉
=
〈
UnT (xˆN ) , yˆN
〉
,
where W jT,N is the unitary operator dened in (27) and {|CN (x)〉} is the set
of LS of Denition 2.1.
Theorem 2 (Dynamial loalization with {|CN(x)〉} states)
For every γ > 1 and d0 > 0, there exists N0 = N0(γ, d0) ∈ N+ with the
following property: if N > N0 and ΓT (n) <
logN
γ , then
d
T
2 (T n (x) ,y) > d0 =⇒ KN,n(x,y) = 0 ,
for all x,y ∈ T2, where KN,n(x,y) are those of Denition 4.2 and the saling
funtion of time ΓT (n) has been introdued in Denition 4.1.
In analogy to the quantum ase, dynamial loalization is what one expets from a good
hoie of states suited the study of the ontinuous limit: in fat, it essentially amounts
to asking that LS remain deently loalized around the ontinuous trajetories while
evolving with the orresponding disrete evolution. As we shall see this is the ase
only on time suh that ΓT (n) < (logN) /γ. Informally, when N → ∞, the quantities
KN,j(x,y) should behave as if N|KN,j(x,y)|2 ≃ δ(T j (x)− y) and this is the ontent of
next Proposition 4.1, that will be of use in Setion 5.4.
This would make the disretization analogous to the notion of regular quantization
desribed in Setion V of [19℄. Atually, with our hoie of LS, the quantity KN,j(x,y)
is a Kroneker delta.
Proposition 4.1
Using the same notation of Theorem 2 we have that, for any given real number
γ > 1 and f ∈ L∞µ
(
T
2
)
, it holds true:
lim
n,N→∞
ΓT (n)<
logN
γ
wwwwN ∫
T
2
f (y) |KN,n ( · ,y) |2 µ (dy)− f (T n ( · ))
wwww
2
= 0 ,
where ‖·‖2 denotes the L2µ
(
T
2
)
norm.
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Proof:
The equation of the statement an be expressed in terms of the disretizationdedisretization
operator JN ,∞ and J∞,N of Denition 2.2, the disrete evolution automorphism ΘN of
Denition 3.3 and the ontinuous one Θ of Setion 2, as follows:
lim
n,N→∞
ΓT (n)<
logN
γ
∥∥∥ (Θn − J∞,N ◦ΘnN ◦ JN ,∞) (f)∥∥∥
2
= 0 ·
The last equation is proved in proof of Theorem 1 (see (44)).
In order to prove Theorem 2, we need the following auxiliary result.
Proposition 4.2
Resorting to the distane (5), xˆN of Denition 2.1, UT of (26) and (λ, β, J, η)
used in Propositions 3.13.3, the following three statements hold:
For x ∈ T2 and n ∈ N+
1) if T is hyperboli and N > N˜
hyp
(n) :=
√
2
λn
sin β
then d
T
2
(
T p (x) ,
UpT (xˆN )
N
)
6
N˜
hyp
(n)
2N
, ∀p 6 n ; (30)
2) if T is paraboli and N > N˜
par
(n) :=
√
2 (2nJ + 1)
then d
T
2
(
T p (x) ,
UpT (xˆN )
N
)
6
N˜
par
(n)
2N
, ∀p 6 n ; (31)
3) if T is ellipti and N > N˜
ell
:=
√
2 η
then d
T
2
(
T p (x) ,
UpT (xˆN )
N
)
6
N˜
ell
2N
, ∀p 6 n · (32)
Proof:
For every real number t, we have 0 6 〈Nt+ 1/2〉 = Nt+ 1/2 − ⌊Nt+ 1/2⌋ < 1, so that∣∣∣ t− ⌊Nt+1/2⌋N ∣∣∣ 6 12N , ∀ t ∈ R . From (6) in Denition 2.1, we derive
d
T
2
(
x ,
xˆN
N
)
6
1√
2N
, ∀ x ∈ T2 · (33)
Let us start by proving the rst statement, being the other very similar to it. Using the
denition of UT given in (26), we writewwwwT p (x)− UpT (xˆN )N
wwww
R
2
=
wwwwT p (x)− T p( xˆNN
)wwww
R
2
=
wwwwT p(x− xˆNN
)wwww
R
2
, (34)
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where in the latter equality we applied the linearity of T (·). As (16) was the maximum
allowed spreading for the unit ball BT (0) under the ation of n power of the matrix T ,
now we have wwwwT p(x− xˆNN
)wwww
R
2
6
λp
sin β
wwwwx− xˆNN
wwww
R
2
6
1√
2N
λn
sin β
, (35)
indeed p 6 n and we applied (33) together with Remark 2.2.i. In order to replae the
rst norm in (34) with the toral distane, we apply one more the same Remark 2.2.i,
providing that
1√
2N
λn
sinβ 6
1
2 , that is N > Nhyp (n).
The other statement (3132) are proved in the same way, substituting in (35) the
right expression for the diameters, given for paraboli and ellipti ase from (22), respe-
tively (24).
Proof of Theorem 2 :
Using the denition of {|CN (x)〉} in (7), we easily ompute〈
CN (x)
∣∣W nT,N CN (y)〉 = 〈xˆN ∣∣∣ U−nT (yˆN )〉 = δ(N)Un
T
(xˆN ) , yˆN
· (36)
Using the triangular inequality, we get
d
T
2
(
UnT (xˆN )
N
,
yˆN
N
)
> d
T
2 (T n (x) , y)−
− d
T
2
(
T n (x) ,
UnT (xˆN )
N
)
− d
T
2
(
yˆN
N
, y
)
· (37)
Now we split the proof and we begin by fousing on the
Hyperboli ase:
Sine d
T
2 (T n (x) , y) > d0 by hypothesis, using (33) of proof of Proposition 4.2 and (30),
that is
N > N˜
hyp
(n) =⇒ d
T
2
(
T n (x) ,
UnT (xˆN )
N
)
6
1√
2N
λn
sin β
, (38)
we an derive from (37) that d
T
2
(
Un
T
(xˆN )
N ,
yˆN
N
)
> d0 − 1√2N
λn
sinβ − 1√2N ·
The r.h.s. of the previous inequality an always be made stritly larger than zero,
d
T
2
(
UnT (xˆN )
N
,
yˆN
N
)
> 0 , (39)
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by hoosing an N larger than
N
M
(n) = max
{
1
d0
√
2
(
1 +
λn
sin β
)
, N˜
hyp
(n) =
√
2
λn
sin β
}
, (40)
so that the ondition on the l.h.s. of (38) is also satised. From (36) and (39), we have
N > N
M
(n) =⇒ 〈CN (x) ∣∣W nT,N CN (y)〉 = 0 · (41)
Indeed, if the toral distane between two grid points (zˆN , wˆN ) is dierent from zero, they
an not by equal (mod N) and so the periodi Kroneker delta in (36) vanishes.
Sine the (nondereasing) funtion N
M
(n) in (40) is eventually bounded by λγn (γ
being stritly greater than one), we dene n as the time when N
M
(n) = λγn =: N0, and
hoose N > N0. Thus, if 0 < n < n, then N > N0 = N
M
(n) > N
M
(n), whereas if
n 6 n < 1γ
logN
log λ , then N > λ
γn > N
M
(n) and (41) holds for all 0 < n < 1γ
logN
log λ , that is
ΓT (n) <
logN
γ as in the statement.
Paraboli ase:
Using now (31), that is
N > N˜
par
(n) =⇒ d
T
2
(
T n (x) ,
UnT (xˆN )
N
)
6
1√
2N
(2nJ + 1) , (42)
we earn from (37) that d
T
2
(
UnT (xˆN )
N ,
yˆN
N
)
> d0 − 1√2N (2nJ + 1)−
1√
2N
·
The r.h.s. of the previous inequality an be made stritly larger than zero, by hoosing
an N larger than
N
M
(n) = max
{√
2
d0
(nJ + 1) , N˜
par
(n) =
√
2 (2nJ + 1)
}
, (43)
so that the ondition on the l.h.s. of (42) is also satised. Reasoning as for the hyperboli
ase, we onlude that (41) still hold true in this ase and we hoose nγ as bounding
funtion of the (nondereasing) N
M
(n) of (43).
Finally, as for the hyperboli ase, we dene n as the time when N
M
(n) = nγ =: N0,
and hoose N > N0. Thus, if 0 < n < n, then N > N0 = N
M
(n) > N
M
(n), whereas
if n 6 n < N
1
γ
, then N > nγ > N
M
(n) and (41) holds for all 0 < n < N
1
γ
, that is
ΓT (n) <
logN
γ as in the statement.
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Ellipti ase:
The same strategy adopted in the previous two ases, lead now us to dene a new
N
M
, independent of n, given by N
M
= max
{
1
d0
√
2
(η + 1) , N˜
ell
(n) = η
√
2
}
; thus, for
N > N
M
, the periodi Kroneker delta in (36) vanishes.
The absene of relation between N and n, for N > N
M
, is expressed in the relation
ΓT = 0 <
logN
γ , always true for all N .
We are nally in position to onlude with
Proof of Theorem 1:
We will onentrate on the ase of ontinuous f , that is f ∈ C0 (T2) (⊂ L2µ (T2));
the extension to essentially bounded f is straightforward and an be realized by applying
Lusin's Theorem [23, 24, 26℄, as the reader an hek in [21℄.
Let f ∈ C0 (T2) and Opj,N (f) := (Θj − J∞,N ◦ΘjN ◦ JN ,∞) (f): notie that Opj,N (f)
is a multipliation operator on L2µ
(
T
2
)
, but also an L∞µ
(
T
2
) (
and thus also an L2µ
(
T
2
))
funtion. Aording to (29), we must show that
∀g ∈ L2µ
(
T
2
)
, lim
j,N→∞
ΓT (j)<
logN
γ
ww
Opj,N (f) g
ww
2
= 0 ·
Using Shwartz's inequality rst with g in the lass of simple funtions and then using
their density in L2µ
(
T
2
)
, we have just to show that
lim
j,N→∞
ΓT (j)<
logN
γ
ww
Opj,N (f)
ww
2
= 0 · (44)
In [21℄ it is shown that
ww
Opj,N (f)
ww2
2
= ωµ
(
|f |2
)
+ τN [JN ,∞ (f)∗ JN ,∞ (f)]− 2 Re (Ij,N (f)) ,
with
Ij,N (f) := τN
[(
JN ,∞ ◦Θj
)
(f)∗
(
ΘjN ◦ JN ,∞
)
(f)
]
= N
∫
T
2
µ(dx)
∫
T
2
µ(dy) f(y) f(T j (x))|〈CN (x),W jT,NCN (y)〉|2 ,
and that τN [JN ,∞ (f)∗ JN ,∞ (f)] −→ ωµ
(|f |2) for large N ; so now the strategy is to
prove that also Ij,N (f) goes to ωµ
(|f |2) = ∫
T
2 µ(dx)|f(x)|2 when j,N → ∞ with
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ΓT (j) <
logN
γ · We want to prove that the dierene∣∣∣∣Ij,N (f)− ∫
T
2
µ(dy) |f(y)|2
∣∣∣∣
=
∣∣∣∣∫
T
2
µ(dx)
∫
T
2
µ(dy) f(y)
(
f(T j (x))− f(y))N|〈CN (x),W jT,NCN (y)〉|2∣∣∣∣
is negligible for large N : seleting a ball B(T j (x) , d0), one derives
≤
∣∣∣∣∣
∫
T
2
µ(dx)
∫
B(T j (x),d0)
µ(dy) f(y)
(
f(T j (x))− f(y))N|〈CN (x),W jT,NCN (y)〉|2
∣∣∣∣∣
+
∣∣∣∣∣
∫
T
2
µ(dx)
∫
T
2\B(T j(x),d0)
µ(dy)f(y)
(
f(T j (x))− f(y))N|〈CN (x),W jT,NCN (y)〉|2
∣∣∣∣∣ .
Applying the mean value theorem in the rst double integral, we get that ∃ c ∈ B(T j (x) , d0)
suh that∣∣∣∣Ij,N (f)− ∫
T
2
µ(dy) |f(y)|2
∣∣∣∣
≤
∫
T
2
µ(dx)
∣∣∣f(c) (f(T j (x))− f(c))∣∣∣ ∫
B(T j (x),d0)
µ(dy) N |〈(W ∗T,N)jCN (x), CN (y)〉|2
+ 2‖f‖ 20
∫
T
2
µ(dx)
∫
T
2\B(T j (x),d0)
µ(dy) N |〈CN (x),W jT,NCN (y)〉|2 ,
where we used the uniform norm ‖ · ‖0, indeed f ∈ C0
(
T
2
)
. Finally, using ompleteness
and normalization (Properties 2.1), we arrive at the upper bound
≤ ‖f‖0 sup
z∈T2
c∈B(z,d0)
∣∣(f(z)− f(c))∣∣+ 2 ‖f‖ 20 N sup
x∈T2
y6∈B(T j(x),d0)
|〈CN (x),W jT,NCN (y)〉|2 ·
By uniform ontinuity, the rst term an be made arbitrarily small, provided we hoose
d0 small enough. For the seond integral, we use Theorem 2, whih provides us with
N0 = N0(γ, d0) depending on the same d0 , suh that the seond term vanishes for all
N > N0 and for all j suh that ΓT (j) <
logN
γ .
5. Dynamial Entropy on Disrete Systems
Dealing with hyperboli systems, one expets the instability proper to the presene of
a positive Lyapunov exponent to orrespond to some degree of unpreditability of the
Quantum dynamial entropies for disrete lassial systems: a omparison 23
dynamis: lassially, the metri entropy of KolmogorovSinai provides the link [27℄.
5.1. A lassial one: KolmogorovSinai metri entropy
For ontinuous lassial systems (X , µ, T ) suh as those introdued in Setion 2, the
onstrution of the dynamial entropy of KolmogorovSinai is based on subdividing X
into measurable disjoint subsets {Eℓ}ℓ=1,2,··· ,D suh that
⋃
ℓEℓ = X whih form nite
partitions (oarse graining s) E .
Under the ation of dynamial maps T in (1), any given partition E evolves into
T−j(E) with atoms T−j(Eℓ) = {x ∈ X : T j (x) ∈ Eℓ}; one an then form ner par-
titions E[0,n−1] : =
∨n−1
j=0 T
j(E) whose atoms Ei0 i1···in−1 : =
⋂n−1
j=0 T
−jEij have volumes
µi0 i1···in−1 := µ
(
Ei0 i1···in−1
)
.
Denitions 5.1
1) We shall set i = {i0 i1 · · · in−1} and denote by ΩnD the set of Dn n_tuples
with ij taking values in {1, 2, · · · ,D}.
2) The symbol ıˆ will indiate the string ıˆ := {in−1 in−2 · · · i1i0} ∈ ΩnD; the two
string i and ıˆ are related by ij = ıˆn−1−j , ∀ j ∈ {0, . . . , n− 1}.
The atoms of the partitions E[0,n−1] desribe segments of trajetories up to time n en-
oded by the atoms of E that are traversed at suessive times; the volumes µi = µ (Ei)
orresponds to probabilities for the system to belong to the atoms Ei0 , Ei1 , · · · , Ein−1 at
suessive times 0 6 j 6 n − 1. The rihness in diverse trajetories, that is the degree
of irregularity of the motion (as seen with the auray of the given oarse-graining)
orrespond intuitively to our idea of omplexity and an be measured by the Shannon
entropy [16℄ Sµ(E[0,n−1]) := −
∑
i∈Ωn
D
µi log µi.
On the long run, the partition E attributes to the dynamis an entropy per unit
timestep hµ(T, E) := limn→∞ 1nSµ(E[0,n−1]).
This limit is well dened [7℄ and the average entropy prodution hµ(T, E) measure
how preditable the dynamis is on the oarse grained sale provided by the nite parti-
tion E . To remove the dependene on E , the KS entropy hµ(T ) of (X , µ, T ) is dened as
the supremum over all nite measurable partitions [7, 16℄ hµ(T ) := supE hµ(T, E).
5.2. Dynamis and Information in the Quantum Setting
From an algebrai point of view, the dierene between a quantum triplet (M, ω,Θ)
desribing a quantum dynamial system and lassial triplets like
(
L∞µ
(
T
2
)
, ωµ,Θ
)
of
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Setion 2 or
(DN , τN ,ΘN ) of Setion 2.1 is that ω and Θ are now a Θinvariant state,
respetively an automorphism over a nonommutative (C* or Von Neumann) algebra of
operators M [11℄.
• In standard quantum mehanis the algebra M is the von Neumann algebra B(H)
of all bounded linear operators on a suitable Hilbert spae H. If H has nite
dimension D, M is the algebra of D ×D matries.
• The typial states ω are density matries ρ, namely operators with positive eigen-
values ρℓ suh that Tr(ρ) =
∑
ℓ ρℓ = 1. Given the state ρ, the mean value of any
observable X ∈ B(H) is given by ρ(X) := Tr(ρX).
• The ρℓ of previous point are interpreted as probabilities of nding the system in the
orresponding eigenstates. The unertainty prior to the measurement is measured
by the Von Neumann entropy of ρ given by H (ρ) := −Tr (ρ log ρ) = −∑ℓ ρℓ log ρℓ .
• The usual dynamis on M is of the form Θ(X) = UXU∗, where U is a unitary
operator. If one has a Hamiltonian operator that generates the ontinuous group
Ut = exp i tH/~ then U := Ut=1 and the time-evolution is disretized by onsidering
powers U j .
The idea behind the notion of dynamial entropy is that information an be obtained
by repeatedly observing a system in the ourse of its time evolution. Due to the uner-
tainty priniple, or, in other words, to non-ommutativity, if observations are intended
to gather information about the intrinsi dynamial properties of quantum systems, then
non-ommutative extensions of the KS-entropy ought rst to deide whether quantum
disturbanes produed by observations have to be taken into aount or not.
Conretely, let us onsider a quantum system desribed by a density matrix ρ ating
on a Hilbert spaeH. Via the wave paket redution postulate, generi measurement pro-
esses may reasonably well be desribed by nite sets Y = {y0, y1, . . . , yD−1} of bounded
operators yj ∈ B(H) suh that
∑
j y
∗
j yj = 1. These sets are alled partitions of unity
(p.u., for sake of shortness) and desribe the hange in the state of the system aused by
the orresponding measurement proess:
ρ 7−→ Γ∗Y(ρ) :=
∑
j
yj ρ y
∗
j . (45)
It looks rather natural to rely on partitions of unity to desribe the proess of olleting
information through repeated observations of an evolving quantum system [18℄.
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Our intention is now to introdue a quantum dynamial entropy [19℄, based and
onstruted by means of CS, and apply it to our families of disretized toral automor-
phisms. We will show that this quantity does redue to the KolmogorovSinai invariant,
but only for time sales bounded by the logarithm of the disretization parameter N .
It is worth mention that the same result has been proved in [14℄ for two dierents
quantum dynamial entropies (alled ALF and CNTentropy) applied to nite dimen-
sional quantum ounterparts of the hyperboli family of UMG that we have onsidered
within this paper. The only hypothesis used in [14℄ to get the above mentioned result,
onsisted of a dynamial loalization property analogous to the one we proved in Theo-
rem 2.
As a onsequene, the same results of [14℄, that is the onvergene of ALF and
CNTentropy to the KS one, an be obtained also in the present framework.
5.3. CS Quantum Entropies
In order to make the desription of a quantum system loser to that of a lassial one,
the most useful tool onsists in using CS. The quantum measurement proess itself an
be depited in terms of CS in suh a way that lassial property an be reovered in the
semilassial limit.
Let (M, ω,Θ) be a (nite dimensional) quantum dynamial system as the ones
introdued in Setion 5.2, with N denoting the dimension of its Hilbert spae H, and
(X , µ, T ) be its lassial ounterpart, the latter endowed with a lassial partition E =
{Eℓ}ℓ=1,2,··· ,D on it (see Setion 5.1). Introdue on suh a system a family of Coherent
States endowed with properties 2.1.
The map
I (C) (ρ) := N
∫
C
|CN (x)〉〈CN (x)| ρ |CN (x)〉〈CN (x)| µ (dx) , (46)
for a measurable subset C ⊂ X and an operator ρ, is alled an instrument [19℄. The map
ρ 7−→ I (C) (ρ) desribe the hange in the state ρ of the system aused by a Cdependent
measurement proess (ompare with (45)).
If we take the expetation of I (C) (ρ), that is µ(ρ) (C) := ω [I (C) (ρ)] , we get the
probability that a measurement on the system by the instrument (46) give values in C,
when the premeasurement state is ρ. If we wonder what is the probability that several
measure, taken strobosopially at times t0 = 0 , t1 = 1 , . . . , tn−1 = n− 1, give values
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in Ei0 , Ei1 , . . . , Ein−1 , we have to ompose the instrument ation (46) with the temporal
evolution depited in Setion 5.2, obtaining
PCSi0,i1,...,in−1 := µ
(ρ)
t0,t1,...,tn−1
(
Ei0 × Ei1 × · · · × Ein−1
)
=
= ω
[I (Ein−1) ◦Θ ◦ I (Ein−2) ◦Θ ◦ · · · ◦ I (Ei1) ◦Θ ◦ I (Ei0) (ρ)] (47)
Using in (47) the expression for the dynamial evolution Θ(X) = UXU∗ together
with (46), and replaing the expetation ω with the trae, (see Setion 5.2), we obtain
PCSi = PCSi0,i1,...,in−1 = N n
∫
Ei0
∫
Ei1
· · ·
∫
Ein−1
〈CN (x0) | ρ |CN (x0)〉 ×
×
n−1∏
j=1
[∣∣∣ 〈CN (xj) | U |CN (xj−1)〉 ∣∣∣2] µ (dx0)µ (dx1) · · · µ (dxn−1) , (48)
where we have used the normalization property for the state |CN (xn−1)〉 and the notation
given in Denition 5.1 for the strings i.
This quantities an be seen as quantum analogue to the lassial probability µi of
Setion 5.1 (in partiular they sum up to one) and thus an be used in omputing a
Shannon entropy, depending on the given dynamis U , the instrument (46), the lassial
partition E , the initial state ρ and the onsidered time of measuring n, whose expression
is
S(U,I, E , ρ, n) := −
∑
i∈Ωn
D
PCSi logPCSi . (49)
The CS quantum entropy [19℄ is dened as the average prodution on the long run of
last quantity
H(U,I, E , ρ) := lim
n→∞
1
n
S(U,I, E , ρ, n) (50)
and it is deomposable in two omponent. The rst, alled measurement CS quantum
entropy, is independent on the dynamis, originated by the pure measurement proess,
and obtained by replaing the unitary operator U in (50) with the identity on H; its
expression is
H
meas
(I, E , ρ) := H(1N ,I, E , ρ) · (51)
The seond amount to the remaining part
H
dyn
(U,I, E , ρ) = H(U,I, E , ρ)−H
meas
(I, E , ρ) (52)
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and is supposed to inorporate the dynami dependene.
5.4. CS Entropies for disrete lassial systems
The quantum entropy of last setion an be seen as an algebrai quantity, and does need
nothing more that the algebrai framework already developed in Setions 24, in order
to be dened. In partiular, we are going to estimate the CS entropy of disrete lassial
systems
(DN , τN ,ΘN ), using the Lattie States of Denition 2.1
Theorem 3 : Let
(
T
2, µ, T
)
be the lassial dynamial system of Setion 2,
whih is the ontinuous limit of a sequene of nite dimensional disrete dy-
namial systems
(DN , τN ,ΘN ). If
1. WT,N is the unitary evolution operator of (27);
2. I in the instrument (46) onstruted with the LS of Denition 2.1;
3. E = {E0, E1, . . . , ED−1} is a nite measurable partition of T2;
4. ρ is the traial state 1N 1N ;
then there exists an α suh that
lim
n,N→∞
n<α logN
1
n
∣∣S(WT,N ,I, E , ρ, n)− Sµ(E[0,n−1])∣∣ = 0 ·
In order to prove Theorem 3, we need the following auxiliary result.
Lemma 5.1
Suppose to have a sequene {gN} of L2µ
(
T
2
)
funtions suh that ‖gN‖2 6 1,
∀ N ∈ N+ (‖·‖2 meaning the L2µ
(
T
2
)
norm).
Using the quantities KN,n (x,y) of Denition 4.2 we have that, for any given
A and B measurable subsets of T2, and N large enough, it holds
RN :=
∣∣∣∣∣
∫
B
µ (dx) gN (x)N
∫
A
µ (dy) |KN,1 (x,y) |2 −
∫
B ∩ T−1(A)
µ (dx) gN (x)
∣∣∣∣∣
6 εB (N) ,
where εB (N) −→ 0 with N −→∞ .
The symbol εB does not imply any dependene of the bounding term εB on the subset B;
it is just a way of writing that will be of use in the following.
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Proof of Lemma 5.1 :
Resorting to the use of the harateristi funtions XA and XB , using triangular inequality
and olleting terms, RN an be rewritten as
RN 6
∫
T
2
µ (dx)
∣∣∣XB (x) gN (x) ∣∣∣ · ∣∣∣∣N ∫
T
2
µ (dy)XA (y) |KN,1 (x,y) |2 − XT−1(A) (x)
∣∣∣∣
=
wwww XB gN [N ∫
T
2
µ (dy)XA (y) |KN,1 ( · ,y) |2 − XA (T ( · ))
]wwww
1
,
and using the CauhyShwartz inequality
6
∥∥∥ XB gN ∥∥∥
2
·
wwwwN ∫
T
2
µ (dy)XA (y) |KN,1 ( · ,y) |2 − XA (T ( · ))
wwww
2
· (53)
Now we use the hypothesis, so that∥∥∥ XB gN ∥∥∥2
2
=
∫
B
∣∣∣gN (x) ∣∣∣2 µ (dy) 6 ∥∥∥ gN ∥∥∥2
2
6 1 · (54)
Putting together (53) and (54), and using Proposition 4.1 (with f = XA and n = 1) we
get the result.
We are now in position to onlude with:
Proof of Theorem 3 :
Let us start to ompute the expetation PCSi . In terms of the quantity introdued in
points (14) of the statement, equation (48) an be rewritten as
PCSi = N n−1
∫
Ei0
∫
Ei1
· · ·
∫
Ein−1
〈CN (x0) | 1N |CN (x0)〉 ×
×
n−1∏
j=1
[∣∣∣ 〈CN (xj) | WT,N |CN (xj−1)〉 ∣∣∣2] µ (dx0)µ (dx1) · · ·µ (dxn−1)
and using normalization property for the state |CN (x0)〉 and resorting to Denition 4.2
=
∫
Ein−1
· · ·
∫
Ei1
∫
Ei0
µ (dxn−1)×
n−1∏
j=1
[
N
∣∣∣KN,1 (xj,xj−1) ∣∣∣2µ (dxj−1) ] · (55)
Now it start an iterate proedures, onsisting of two points.
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1) onsider the funtion
gN (x1) :=
∫
Ein−1
· · ·
∫
Ei3
∫
Ei2
n−1∏
j=2
[
N
∣∣∣KN,1 (xj,xj−1) ∣∣∣2µ (dxj) ] : (56)
all the fators inside the integrals of (56) are positive, so that extending the integration
domain and expliiting the form of KN,1 (xj,xj−1), we get the bound
gN (x1) 6
∫
T
2
· · ·
∫
T
2
∫
T
2
n−1∏
j=2
[
N
∣∣∣〈CN (xj) , WT,N CN (xj−1)〉∣∣∣2µ (dxj) ] = 1
from ompleteness and normalization, so that it follows ‖gN‖2 6 1.
2) By means of (56), equation (55) an be rewritten as
PCSi =
∫
Ei1
µ (dx1) gN (x1)N
∫
Ei0
µ (dx0) |KN,1 (x1,x0) |2 ·
Now Lemma 5.1 guarantees that there exists a positive sequene εEi1 (N) suh that,∣∣∣∣∣PCSi −
∫
Ei1 ∩ T−1(Ei0)
µ (dx1) gN (x1)
∣∣∣∣∣ 6 εEi1 (N) ,
with εEi1 (N) −→ 0 for N −→∞ . By iterating (n− 1)times this proedure (onsisting
in isolating a single KN,1 (xj ,xj−1) and grouping all the others in a single bounded
funtion gN (xj)) and using the triangle inequality for | · |, we nally arrive to the result:∣∣∣PCSi − µ (Ein−1 ∩ T−1 (Ein−2) ∩ · · · ∩ T 1−n (Ei0))∣∣∣ = ∣∣∣PCSi − µıˆ ∣∣∣ 6 ε (N) ,
with
ε (N) :=
n−1∑
ℓ=1
εEiℓ (N) −→ 0 for N −→∞ , (57)
µj meaning the lassial probability of Setion 5.1 and ıˆ denoting the string i reversed,
as in Denition 5.1.2.
We now dene two density matries, with the aim to ompute their Von Neumann
Entropy (see Setion 5.2), that are both diagonal in the basis {|i〉}i∈Ωn
D
of the Dn di-
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mensional Hilbert spae HDn :
ρ :=
∑
i∈Ωn
D
µıˆ |i〉 〈i | , σ :=
∑
i∈Ωn
D
PCSi |i〉 〈i | ·
Resorting to the trae norm ‖A‖1 := Tr |A | = Tr
√
A†A, we use (57) to estimate ‖ρ− σ‖1,
that is
∆(n) := ‖ρ− σ‖1 6 Dnε (N)
Finally, by the ontinuity of the von Neumann entropy [29℄, we get
|H (ρ)−H (σ)| 6 ∆(n) logDn + η(∆(n)) ,
that is
∣∣S(WT,N ,I, E , ρ, n)− Sµ(E[0,n−1])∣∣ 6 ∆(n) logDn + η(∆(n)), indeed the two
Von Neumann entropy H (ρ) and H (σ) are nothing but the Shannon entropy of the
renements E[0,n−1] of the lassial partition (see Setion 5.1), respetively the Shannon
entropy (49) leading to the CS quantum entropy.
Sine, from n ≤ α logN , Dn 6 Nα logD, if we want the bound Dnε(N) to onverge
to zero with N −→ ∞, the parameter α has to be hosen aordingly.
By means of Theorem 3, a positive CSentropy prodution is then assoiated to disrete
systems whose ontinuous limit exhibit a positive KSentropy prodution, whih orre-
spond in turn to the sum of all positive Lyapunov exponent of the ontinuous lassial
system, as stated by the Pesin's Theorem [15℄.
This positive CSentropy prodution is entirely due to the dynamial omponent
H
dyn
(WT,N ,I, E , ρ) of (52), being the measurement CSentropy (51) equal to zero, as
stated in the next proposition:
Proposition 5.1
Let I and E be the instrument, respetively the nite measurable partition
of the statement of Theorem 3 and let ρ be the traial state 1N 1N . There
exists an α′ suh that:
lim
n,N→∞
n<α′ logN
1
n
S(1N ,I, E , ρ, n) = 0 ·
Proof:
Performing a proof ompletely analogous to the one for Theorem 3, we nd an α′ suh
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that
lim
n,N→∞
n<α′ logN
1
n
∣∣∣S(1N ,I, E , ρ, n)− Sµ(E ′[0,n−1])∣∣∣ = 0 , (58)
with E ′[0,n−1] now given by E ′[0,n−1] :=
∨n−1
j=0 1
j(E) = E ∨ E ∨ · · ·∨E (see Setion 5.1), so
that
Sµ(E ′[0,n−1]) = Sµ(E) 6 logD , (59)
independent of n.
Now we use triangular inequality together with (59), obtaining
1
n
S(1N ,I, E , ρ, n) 6 1
n
∣∣∣S(1N ,I, E , ρ, n)− Sµ(E ′[0,n−1])∣∣∣+ logDn , (60)
and so the result follows from (58).
6. Conlusions
In this work we studied the footprints of haos present in lassial dynamial systems on
the two dimensional torus after a disretization has fored these systems to move on a
regular lattie of spaing
1
N , with nite number of sites N
2
.
Disretizing is similar to quantizing; in partiular, as for the lassial limit ~ → 0,
we have set up a solid theoretial framework to disuss the ontinuous limit N →∞.
Inspired by the semilassial analysis, we developed an algebrai disretization
tehnique by mimiking the well known AntiWik shemes of quantization, in partiular
we made use of a family of suitably dened Lattie States with properties that, in a
quantum setting, are typial of Coherent States.
The result is the appearane of a logarithmi timesale when the disrete hyperboli
systems tend to their ontinuous limit; namely, the ontinuous and disrete dynamis
agree up to a breaking time whih is proportional to the logarithm of the lattie spaing.
We also used the entropy prodution as a parameter of haoti behaviour. In par-
tiular the notion of CSquantum entropy has been used: this reprodue the lassial
metri entropy of Kolmogorov and Sinai if applied to lassial ontinuous systems.
The CSquantum entropy do onverge to the KS invariant, but on logarithmi time
sales too.
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A. Sketh of the proofs of Propositions 3.1, 3.2 and 3.3
Proof of Proposition 3.1 :
1)  Let us start by onsidering matries with positive trae, that is positive eigenvalues(
λ, λ−1
)
; the ase of negative trae will be onsidered in next point (2). In the (non
orthogonal) referene system (cˆ1, cˆ2) oriented along eigenvetors (|e+ 〉 , |e− 〉), the time
evolution is desribed by
(c1, c2)
T±n−−−−−−→
n∈N
(
λ±nc1, λ∓nc2
)
, (61)
thus orbits are simply given by c1c2 =Const., that in the referene system (xˆ, yˆ) reads
as (11), indeed the relation between oordinates in the two systems is:(
x
y
)
=
(
1 cos β
0 sin β
)(
c1
c2
)
· (62)
Among these orbits, we hoose the two that are tangent (and so losest) to the unit ball
BT (0): of ourse they remain tangent and losest even during evolution BT (0) 7−→ BT (n)
and so they give us the the right expression for the surrounding orbits of B
(n)
T , that is (13).
By means of (61) and (62) we have an expression for the ±n-evolved unit ball, that
is BT (n); among its surfae's points we hoose the farthest ones and we determine their
norm, getting the expression for DT (n) ontained in (14).
Now we use the expression sinh−1 (q) = log
(√
q2 + 1 + q
)
, that holds for all q > 0,
in partiular for q = (λn − λ−n) /sin β (sin β > 0), so that from (14) we get for DT (n)
the expression given by (15), that shows the monotoniity in n of this funtion; this
monotoniity, together with the denitions (10) of B
(n)
T , give us the equivalene between
D
(n)
T and DT (n).
The linear matrix ation T map the unit ball BT (0) in the ellipse BT (1) an DT (1)
is its major semiaxis; from Denition 3.2, we have
η2 = sup
|v 〉∈R2
〈
v
∣∣T †T ∣∣v〉 = sup
|v 〉∈R2
∥∥∥T ∣∣v〉∥∥∥2
R
2
= [DT (1)]
2 ,
so that η = DT (1) and (12) follows from expression (14), with n = 1.
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Expressions in (16) an be easily dedued from (14).
2)  Let us now notie that every map T , whose trae is negative, may be written
as the omposition of −12 (the identity map) with the map −T , whih has positive trae;
the same holds true for the iterates
{
T k
}
k odd
. Sine multiplying by −12 amounts to
perform the transformation (x, y) 7−→ (−x,−y), both the orbits (11) and the surrounding
surfae (12), whih exhibit a entral symmetry, remain the same also for negative trae
maps. The same argument an be applied to the diameter DT (n) of (14), whih are
invariant for oordinates reetion too.
Proof of Proposition 3.2 :
Let us onsider matries T with TrT = 2, that is t = 1, being the ase t = −1 equivalent,
as it is possible to prove in the same way of point (2) of the proof of Proposition 3.1. In
the orthogonal referene system (xˆ, yˆ) of the statement, the ation of T n is desribed by
a matrix in Jordan anonial form, that is(
x
y
)
−−→
Tn
(
x′
y′
)
=
(
1 nJ ′
0 1
)(
x
y
)
, (63)
where J ′ = t12 − t21, thus orbits are simply given by y =Const. In order to apply the
argument of point (2) of proof of Proposition 3.1, when t = −1, we endow this lass of
orbits with a oordinate reetion symmetry, and this leads to equation (17).
Among these orbits, we hoose the one that is tangent (and so losest) to the unit ball
BT (0): of ourse it remains tangent an losest even during evolution BT (0) 7−→ BT (n)
and so it give us the the right expression for the surrounding orbit of B
(n)
T , that is (18).
By means of (63) we have an expression for the ±n-evolved unit ball, that is BT (n);
among its surfae's points we hoose the farthest ones and we determine their norm,
getting the expression for DT (n) ontained in (20), with J = |J ′ |.
Using one more the expression sinh−1 (q) = log
(√
q2 + 1 + q
)
, that holds for all
q > 0, in partiular for q = nJ , from (20) we get for DT (n) the expression given by (21);
using monotoniity we get the equivalene D
(n)
T = DT (n).
From η = DT (1) (see proof of Proposition 3.1), equation (19) an be earned from
expression (20), with n = 1.
Expressions in (22) and (23) an be easily dedued and veried from (20).
Proof of Proposition 3.3 :
The semitrae t of the matrix T an only assume values in
{−12 , 0, 12}, indeed all entries
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of T are integer and |t | < 1. We read from equation (8) that t = cosφ and so we have for
φ the only possible values
{±23π,±12π,±13π}; everyone of these values make the time
evolution periodi, as it an be dedued from equation (8). All these ases are similar;
we now prove the statement for t = 12 .
t = 1
2
 We have φ = ±13π and so we get from equation (8) that T 3 = −12. The
period of evolution is six and the sequene of Tpower is equivalent to 12, T , −T−1, −12,
−T , T−1, 12 and so on.
By using equation (9) of Denition 3.2 we see that the sequene {BT (n)}n∈N of
nevolved ball is equivalent to BT (0), BT (1), BT (−1), BT (0), BT (1), BT (−1) . . ., thus,
the sequene of diameter {DT (n)}n∈N, is given by DT (0), DT (1), DT (−1) . . ..
As argued in the proof of Proposition 3.1 (point 1), DT (1) = η; moreover DT (−1) =
η too. Indeed, as the spetra of |T | onsists of the two eigenvalue (η, η−1), the same is
true for the spetra of
∣∣T−1 ∣∣.
Using the last observation, the sequene of diameter beomes 0, η, η, 0, η, η . . . and
so equations (2425) hold true for the ase t = 12 .
The ases t = −1
2
and t = 0 an be proved in a similar way.
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