Abstract-Motivated by the emerging needs of the nextgeneration of reusable launch vehicles (RLV), a pseudospectral (PS) feedback method is designed and applied to guide an RLV across multiple phases of an entry trajectory. That is, by generating real-time, open-loop, optimal controls, it is shown that a single PS-feedback law successfully guides an X-33-type vehicle in the presence of large disturbances, g-load and heating-rate constraints. The notion of a Carathéodory-π solution is used to design, develop and implement the guidance algorithm.
I. INTRODUCTION
HE confluence of recent developments in optimal control theory, numerical methods, and computational power has provided a turning point in the development of non-traditional, nonlinear feedback control laws. Stemming from the underlying fundamentals of feedback control, a pseudospectral (PS) feedback algorithm has been effectively implemented in recent years to solve various guidance, navigation, and control problems that include a non-Eulerian time-optimal spacecraft slew maneuver [1] , nonlinear observer [2] , stabilization through real-time control [3] , optimal reentry guidance [4] , and control of a classical inverted pendulum [3] to name just a few applications. In this paper, we extend and clarify our prior results on entry guidance [4] by integrating the theoretical foundations described in [5] to illustrate the notion of real-time as facilitated by a key lemma that links the Lipschitz constant of the dynamics to the requirements of a sampling frequency for generating Carathéodory-π solutions.
Consider the problem of generating feedback controls for the general nonlinear system, ( , , ) , ( ) ( , ( )), ( ) ( ) x f x u t u t t x t x t t = ∈ ∈ U X where ( ) and ( , ) are set-value maps whose ranges are compact sets denoting the state and control spaces respectively, and :
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I. M. Ross, is with Naval Postgraduate School, Department of Mechanical and Astronautical Engineering, Monterey, CA 93943 USA (email: imross@nps.edu). dependent as this is an important consideration for practical flight control [6] . In addition to the problem of generating feedback maps, we also require the control trajectory, t u , satisfy an optimality criterion (i.e. minimize a Bolzatype cost functional) and that the initial and final states meet some specified end-point conditions (see Sec. II.A).
Our main motivation for considering such difficult problems is aerospace applications, specifically the reentry problem. Aerospace problems remain one of the most challenging problems in control theory as optimality, in addition to the usual problems of constraints and nonlinearities, dictates the engineering feasibility of a space mission. Whether or not it is explicitly stated, optimality is inherently required for feasibility, safety and other considerations. Consequently, traditional feedback controls that are not based on optimality considerations may limit the performance of the system well under its true capabilities as evidently possible from the physics of the problem. Traditional feedback control laws may also diminish safety margins [7] . For example, one aspect of reentry safety is the size of the footprint: the larger the footprint, the safer the entry guidance as it implies the availability of additional landing sites for exigency operations. Thus, footprint maximization is part of the entry guidance requirements [8] . Consequently, entry guidance algorithms that are not based on optimal control compromise safety [9] .
In recent years, it has been shown using relatively highfidelity models [10] that PS methods are capable of generating real-time trajectories for reentry vehicles. Combining this capability with a PS feedback implementation, based on new theoretical foundations, provides a means for real-time optimal feedback. For entry guidance, this feedback approach updates the guidance laws in a Carathèodory-π sense, as described in [5] and outlined in Sec.II. This type of an update permits a longer computational time that may be exploited to solve highfidelity trajectory optimization problems in real time.
II. PSEUDOSPECTRAL FEEDBACK METHOD

A. General Problem Formulation
A general optimal control problem (OCP) for trajectory optimization is posed in the following manner: 
. . . Also, it is assumed that all of the underlying functions are continuously differentiable with respect to their arguments.
B. Requirements on Computational Time
Abandoning the notion of seeking analytical or closedform expressions for feedback, k, a PS-feedback method relies on an optimal feedback strategy that resorts to a computational algorithm manifesting a more fundamental control form. This method automatically generates a timevarying feedback law, ( , ) u k x t = , in a semi-discrete form. As depicted in Fig. (1 The purpose of feedback is to largely manage various uncertainties such as imperfections in plant modeling, unmodeled/unknown exogenous inputs (see Fig.1 Thus, the state of the plant at 1 i t + is determined by the action of the control,
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A proof of this Lemma can found in the Appendix.
The key for successful implementation of these feedback principles rely on a sufficiently fast generation of open-loop controls. Thus, if open-loop controls can be generated as demanded by (10) , closed loop is achieved quite simply by generating Carathéodory-π solutions [5] . In recent years, it has become quite apparent that PS methods [11] - [13] are capable of generating optimal open-loop controls within fractions of a second, [14] - [16] even when implemented in legacy hardware running MATLAB©. This implies that real-time optimal controls can be generated for systems with large Lipschitz constants; that is, systems with fast dynamics. This simply follows by re-writing (10) provide numerical results that demonstrate this concept for the reentry guidance of an RLV. PS methods for computing optimal controls are readily available by means of the software package, DIDO [17] . DIDO is a minimalist's approach to solving optimal control problems. Only the problem formulation as described in Sec. II.A. is required. DIDO incorporates the Covector Mapping Principle [18] , (CMP) which essentially allows dualization to commute with discretization so that the necessary conditions for optimality can be automatically verified.
III. PS FEEDBACK AND THE REENTRY PROBLEM
In this section we develop a unified approach for solving the entry guidance problem and demonstrate its successful simulation.
A. Dynamical Model for the Reentry Vehicle
For a point-mass vehicle descending through the atmosphere of a spherical, rotating earth, the equations of motion are given by 
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The additional parameters are defined in Table 1 .
State and Control Spaces
For this problem, the state variables consist of geographical position and velocity terms that together form a six-dimensional state space given by 6 1..6
The bounds for the specific state variables are
The control variables are selected based on the assumption of no command delays and are represented by the physical modulation of the vehicle's AoA ( ) α and bank angle ( ) σ such that the control space is given by In accordance with the general nonlinear system, we have provided a mathematical model for the dynamical system. Furthermore, since the lift and drag forces are directly controlled by the AoA and bank angle modulation, it is essentially inertialess; hence,
B. Reentry Problem
The objective of the RLV reentry is to descend through the atmosphere and to reach a designated landing site, or in this case, to intercept an automatically generated Final Approach Corridor (FAC), shown in Fig. 3 , that manifests a projection of all the final conditions required to safely setup the vehicle's final approach to landing.
This setup includes the RLV's alignment with the runway centerline at the appropriate altitude, velocity, etc. Thus, the cost function becomes the difference between the center of the FAC and the vehicle's final position in coordinates of altitude, latitude, and longitude given as In addition to the constraints on dynamics, states, controls, and end-points (i.e. boundary conditions), a critical set of constraints for the reentry problem that cannot be neglected are those associated with structural loads (e.g. normal acceleration), dynamic pressure, and heat rate given as, 
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Although the limits for the constraints are vehicle specific, those given by (22) are representative of RLVs like the X-33, X-37, and X-40. Fig. 4 are the optimal open-loop controls computed and applied to the 3-DOF RLV model and the resulting 3D flight trajectory, respectively. The controls are "optimal" in the sense that they satisfy all the necessary conditions for optimality as demonstrated in [4] , [19] ; hence, strictly speaking they are only extremals. For the purposes of brevity, we do not describe these optimality tests as they are extensively discussed elsewhere.
C. Numerical Results
Shown in
As expected, the open-loop controls drive the model to the target conditions under nominal conditions but the simulation with external disturbances fails to meet the requirements (i.e. end-point conditions defined by the FAC). The closed-loop control trajectories generated by the method described in Sec. II (i.e. Carathéodory-π solutions) are shown in Fig. 7 . Although they appear to be close, some of the states for SaH fail to converge to the required end-point conditions as depicted in Table II . By holding the clock and increasing the sampling interval, the required "real-time" for this Carathéodory-π feedback solution is determined to be approximately 10 sec. On the other hand, by artificially reducing the computational time for SaH, the accuracy approaches that of the Carathéodory-π solution; therefore, verifying that SaH requires more than two-times less computational time delay to match the accuracy of Carathéodory-π.. Fig. 8 respectively. As seen, the clock-based PS-feedback method corrects for all the wind gusts and safely guides the vehicle to the center of the FAC.
IV. CONCLUSION
PS-generated real-time open-loop optimal controls can effectively be used for entry guidance in the presence of large uncertainties and disturbances. Due to the antialiasing effect of this PS-feedback method, a relatively low degree of discretization (i.e. number of LegendreGauss-Lobotto-node points) is sufficient for closed-loop optimal guidance. The requirements of a sampling frequency for generating Carathéodory-π solutions for reentry vehicles is quite small when compared to a less sophisticated feedback control (e.g. sample and hold).
It is quite apparaent that PS methods can easily generate optimal trajectories for highly dynamical nonlinear aerospace problems. By generating the optimal controls in real time, PS methods hold substantial promise for solving a rich variety of control problems by breaking from the traditional concept of feedback control and paving the way towards a unified approach that distinguishes closed-form solutions as a subset of the more general notion of closed-loop. regarding the Lemma and its proof can be found in [5] .
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