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a b s t r a c t
We develop a method for deriving new basic hypergeometric
identities fromold ones by parameter augmentation. Themain idea
is to introduce a new parameter and use the q-Gosper algorithm
to find out a suitable form of the summand. By this method, we
recover some classical formulas on basic hypergeometric series and
find extensions of the Rogers–Fine identity and Ramanujan’s 1ψ1
summation formula. Moreover, we derive an identity for a 3ψ3
summation.
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1. Introduction
As mentioned in the book of Petkovšek et al. (1996), Gosper’s algorithm is one of the landmarks
in the history of computerization of the problem of closed form summation. Based on it, Wilf and
Zeilberger (1992) developed a powerful tool to prove hypergeometric identities, which is known as
Zeilberger’s algorithm. Gosper’s algorithm and Zeilberger’s algorithmwere generalized to the q-cases
by Wilf and Zeilberger (1992), Koornwinder (1993), Paule and Riese (1997), Böing and Koepf (1999).
Many basic hypergeometric identities can be proved by the q-Zeilberger algorithm, see Paule (1994),
Andrews et al. (1993), Chen et al. (in press).
Instead of proving, our aim is to derive new identities from old ones using the q-Gosper algorithm.
Suppose that we have a basic hypergeometric identity on
∑
k Ak. We consider the new basic
hypergeometric term tk(y) = Ak · uk(y), where uk(y) is a basic hypergeometric term involving a new
parameter y and an unknown f to be determined. For instance, uk(y) = (y; q)k/(fy; q)k. Moreover,
we require that uk(0) = 1 (or limy→0 uk(y) = 1) so that tk(0) = Ak which is the original summand.
Using the q-Gosper algorithm, we may find a suitable f and rational functions a1(y), . . . , ad(y)which
are independent of k such that the term
hk(y) = −tk(y)+ a1(y)tk(yq)+ · · · + ad(y)tk(yqd) (1)
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is q-Gosper-summable, i.e., there exists a basic hypergeometric term gk(y) such that hk(y) = gk+1(y)−
gk(y).
Let S(y) =∑k tk(y). Summing over k on both sides of (1), we immediately get
S(y) = a1(y)S(yq)+ · · · + ad(y)S(yqd), (2)
provided that gk(y) vanishes on the summation boundary. When the right-hand side of recursion (2)
contains only a single term, say ad(y), we have
S(y) = S(0) ·
∞∏
k=0
ad(yqdk).
Thuswe extend the original identity on S(0) =∑k Ak to an identity on S(y)with onemore parameter
y. Notice that Chen and Liu (1998, 1997), Chen and Fu (2004) provided another way of parameter
augmentation by using operators.
Using the above method, we recover the q-Gauss summation formula from Euler’s identity, the
q-Saalschütz sum from the q-Chu–Vandermonde sum, and the sum of a very-well-poised 6φ5 series
from its special case. Moreover, we recover the bilateral analogue of Dixon’s sum and Bailey’s very-
well-poised 6ψ6 series starting from the quintuple product and Jacobi’s triple product, respectively.
Finally, we consider the cases that the recursions are non-homogeneous.We provide extensions of the
Rogers–Fine identity and Ramanujan’s 1ψ1 summation formula. Moreover, we derive a new identity
for a 3ψ3 summation by considering the 2ψ2 summation.
Let us introduce some basic notation. Throughout the paper, q is a fixed nonzero complex number
with |q| < 1. The q-shifted factorial is defined for any complex parameter a by
(a; q)∞ =
∞∏
k=0
(1− aqk), and (a; q)n = (a; q)∞
(aqn; q)∞ .
For notational brevity, we write
(a1, . . . , am; q)n = (a1; q)n · · · (am; q)n,
where n is an integer or infinity. Furthermore, the basic hypergeometric series are defined by
rφs
[
a1, . . . , ar
b1, . . . , bs
; q, z
]
=
∞∑
k=0
(a1, . . . , ar; q)k
(b1, . . . , bs; q)k
zk
(q; q)k
(
(−1)kq(k2)
)s−r+1
,
and the bilateral basic hypergeometric series are defined by
rψs
[
a1, . . . , ar
b1, . . . , bs
; q, z
]
=
∞∑
k=−∞
(a1, . . . , ar; q)k
(b1, . . . , bs; q)k z
k
(
(−1)kq(k2)
)s−r
.
2. Parameter augmentation by the q-Gosper algorithm
In this section, we present the method to find suitable f and rational functions a1(y), . . . , ad(y)
which satisfy (1).
Given a basic hypergeometric term Ak, we consider the new basic hypergeometric term tk(y) =
Ak ·uk(y)with a newparameter y. There aremany choices for uk(y), butwe only consider the following
two forms
uak(y, f ) =
(y; q)k
(fy; q)k and u
b
k(y, f ) =
(f /y; q)k
(y; q)k (−y/f )
kq−(
k
2),
where f is an unknown to be determined and independent of y and k.
Fix a recurrence order d, and let
hk(y) = −tk(y)+ a1(y)tk(yq)+ · · · + ad(y)tk(yqd),
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where a1(y), . . . , ad(y) are unknown rational functions of y and independent of k. It is easy to see that
hk+1(y)/hk(y) is a rational function of qk. Assume that
hk+1(y)
hk(y)
= r1(q
k)
r2(qk)
· p(q
k+1)
p(qk)
,
where r1(x), r2(x), p(x) are polynomials in the indeterminant x, r1(x) and r2(qmx) are relatively prime
for any nonnegative integerm. By the q-Gosper algorithm, hk(y) is q-Gosper-summable if and only if
the equation
r1(x)g(qx)− r2(x/q)g(x) = p(x), (3)
has a Laurent polynomial solution g(x). Regarding f as an indeterminate, we can estimate the lowest
degree m1 and the highest degree m2 of g(x) as in the q-Gosper algorithm. If m2 ≥ m1, we are done.
Ifm1 > m2, we cannot conclude that (3) has no solution as in the q-Gosper algorithm, because f is an
unknown parameter instead of an indeterminate. Thus, in this case we setm2 to bem1.
Let g(x) = ∑m2l=m1 clxl where cl are undetermined coefficients. Equating the coefficients of each
power of x on both sides of (3), we obtain a system of nonlinear equations on f , a1, . . . , ad and cl.
Solving these equations, we finally find f and a1, . . . , ad. We cannot ensure that such f and a1, . . . , ad
always exist, but in many cases we can find non-trivial solutions for d = 1. Therefore, in this paper
we always take d = 1 except for the q-Kummer sum.
We now present two examples to illustrate the method. They show us how to obtain the q-Gauss
summation formula from Euler’s identity, as pointed out by Chen and Fu (2004).
Example 1. Consider the following Euler’s identity
∞∑
k=0
zk
(q; q)k =
1
(z; q)∞ , |z| < 1.
Taking uk(y) = uak(y, f ), we then have
tk(y) = (y; q)k
(q; q)k(fy; q)k z
k and hk(y) = −tk(y)+ a1 · tk(yq).
Write hk+1(y)/hk(y) as
r1(qk)
r2(qk)
· p(q
k+1)
p(qk)
,
where
r1(x) = (1− yx)z, r2(x) = (1− fyqx)(1− qx),
and
p(x) = −(1− y)(1− yfx)+ a1 · (1− yx)(1− fy).
By the q-Gosper algorithm, the lowest degree and highest degree of g(x) are 0 and −1, respectively.
Therefore, we setm2 = m1 = 0 and hence (3) becomes
(1− yx)zc0 − (1− fyx)(1− x)c0 = −(1− y)(1− yfx)+ a1 · (1− yx)(1− fy).
Comparing the coefficients of each power of x, we get{f c0 y = 0,
(−yz + fy+ 1)c0 = fy(1− y)− y(1− fy)a1,
0 = −(1− y)+ a1 · (1− fy).
Solving these equations, we find a non-trivial solution
f = 0, c0 = −y, a1 = 1− yz.
Therefore, hk = gk+1 − gk with gk = hk · (1− qk)/(z − 1− yzqk + qk) and hence,
∞∑
k=0
(y; q)k
(q; q)k z
k = S(y) = S(0) ·
∞∏
k=0
(1− yzqk) = (yz; q)∞
(z; q)∞ ,
which is the q-binomial theorem due to Cauchy (1843).
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Example 2. We further generalize the q-binomial theorem by considering
(a; q)kzk
(q; q)k ·
(y; q)k
(fy; q)k .
This time we have
r1(x) = (1− yx)z(1− ax), r2(x) = (1− fyqx)(1− qx),
and
p(x) = −(1− y)(1− fyx)+ a1(1− yx)(1− fy).
Once again, we setm2 = m1 = 0. From the equation
(1− yx)z(1− ax)c0 − (1− fyx)(1− x)c0 = −(1− y)(1− fyx)+ a1(1− yx)(1− fy),
we find that
f = az, c0 = −y, a1 = (1− yz)/(1− azy).
Finally, we derive that
2φ1
[
a, y
azy; q, z
]
= (az, yz; q)∞
(z, azy; q)∞ , |z| < 1,
which is Heine’s q-analogue of the Gauss 2F1 summation formula.
3. Summation formulas
Now we derive some classical basic hypergeometric identities from their special cases.
1. From Euler to the sum of a 1φ1 series. Consider Euler’s identity
∞∑
k=0
q(
k
2)zk
(q; q)k = (−z; q)∞.
Taking uk(y) = uak(y, f ), we get f = −z and a1 = 1/(1+ zy). Therefore,
1φ1
[
y
−zy; q, −z
]
= (−z; q)∞
(−zy; q)∞ ,
which is equation (II.5) in the appendix of Gasper and Rahman (1990) .
2. From the q-Chu–Vandermonde sum to the q-Saalschütz sum. Consider the q-Chu–Vandermonde
sum
2φ1
[
a, q−n
c ; q, q
]
= (c/a; q)n
(c; q)n a
n.
Taking uk(y) = uak(y, f ), we obtain
f = aq1−n/c and a1 = (c − aqy)(cq
n − qy)
(cqn − aqy)(c − qy) .
Thus we recover the well-known q-Saalschütz sum
3φ2
[
a, y, q−n
c, ayq1−n/c; q, q
]
= (c/a, c/y; q)n
(c, c/ay; q)n .
3. The q-Kummer sum. Consider the following specialization of q-Kummer sum (let a = 0 in Gasper
and Rahman (1990, Appendix (II.9)))
∞∑
k=0
(b; q)k
(q; q)k
(
−q
b
)k = (−q; q)∞
(−q/b; q)∞ .
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Taking uk(y) = uak(y, f ) and d = 2, we find that f is free and
a1 = y(bf − q)
(−1+ fy)b , a2 = −
(−b+ qyb+ fyq− fq2y2)
b(−1+ fy)(fyq− 1) .
To obtain a closed form, we choose f = q/b such that a1 = 0. Thus a2 = (1− yq)(1− yq2/b2)/(1−
yq/b)(1− yq2/b) and we recover the q-Kummer sum
2φ1
[
b, y
qy/b; q, −
q
b
]
= (−q; q)∞(yq, yq
2/b2; q2)∞
(−q/b; q)∞(yq/b; q)∞ .
4. The sum of a very-well-poised 6φ5 series. Consider the following specialization of a very-well-
poised 6φ5 series (let b, c, d tend to∞ in Gasper and Rahman (1990, Appendix (II.20)))
∞∑
k=0
1− aq2k
1− a
(a; q)k
(q; q)k (−1)
kq3(
k
2)(aq)k = (aq; q)∞.
This identity can be proved by showing that (1−aq)tk(aq)− tk(a) is q-Gosper-summable, where tk(a)
is the summand on the left-hand side.
Taking uk(y) = ubk(y, f ), we obtain f = aq and a1 = 1/(1− y). Thus,
∞∑
k=0
1− aq2k
1− a
(a, aq/b; q)k
(q, b; q)k q
k(k−1)bk = (aq; q)∞
(b; q)∞ .
Taking uk(y) = ubk(y, f ) again, we get f = aq and a1 = (1− by/aq)/(1− y). Thus,
∞∑
k=0
1− aq2k
1− a
(a, aq/b, aq/c; q)k
(q, b, c; q)k (−1)
kq(
k
2)
(
bc
aq
)k
= (aq, bc/aq; q)∞
(b, c; q)∞ .
Taking uk(y) = ubk(y, f ) one more time, we get f = aq and a1 = (1 − by/aq)(1 − cy/aq)/(1 −
y)(1− bcy/a2q2). Thus,
∞∑
k=0
1− aq2k
1− a
(a, aq/b, aq/c, aq/d; q)k
(q, b, c, d; q)k
(
bcd
a2q2
)k
= (aq, bc/aq, bd/aq, cd/aq; q)∞
(b, c, d, bcd/a2q2; q)∞ ,
which is equivalent to (Gasper and Rahman, 1990, Appendix (II.20))
6φ5
[
a, qa1/2,−qa1/2, b, c, d
a1/2,−a1/2, aq/b, aq/c, aq/d; q,
aq
bcd
]
= (aq, aq/bc, aq/bd, aq/cd; q)∞
(aq/b, aq/c, aq/d, aq/bcd; q)∞ .
5. From Jacobi’s triple product to the sum of a well-poised 2ψ2 series. Consider Jacobi’s triple
product (Jacobi, 1829)
∞∑
k=−∞
qk
2
zk = (q2,−qz,−q/z; q2)∞. (4)
Applying the method twice by taking uk(y) = ubk(y, f ), we finally derive that
∞∑
k=−∞
(−zq/a,−zq/b; q)k
(a, b; q)k
(
ab
zq
)k
= (q
2,−qz,−q/z,−a2/z,−b2/z; q2)∞(−ab/zq; q)∞
(a, b,−a/z,−b/z, ab/zq; q)∞ ,
which is equivalent to (Gasper and Rahman, 1990, Appendix (II.30))
2ψ2
[
b, c
aq/b, aq/c; q, −
aq
bc
]
= (aq/bc; q)∞(aq
2/b2, aq2/c2, q2, aq, q/a; q2)∞
(aq/b, aq/c, q/b, q/c,−aq/bc; q)∞ .
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6. From quintuple product identity to the bilateral analogue of Dixon’s sum. Consider the
quintuple product identity given by Gordon (1961)
∞∑
k=−∞
q3(
k
2)(1− zqk)(qz3)k = (q, z, q/z; q)∞(qz2, q/z2; q2)∞.
Applying the method three times by taking uk(y) = ubk(y, f ), we finally get
4ψ4
[
zq, z2q/a, z2q/b, z2q/c
z, a, b, c ; q, −
abc
q2z3
]
= (q, zq, q/z,−a/z,−b/z, ab/z
2q,−c/z, ac/z2q, bc/z2q; q)∞(qz2, q/z2; q2)∞
(a, a/z2, b, b/z2, c, c/z2,−abc/z3q2; q)∞ ,
which is equivalent to a basic bilateral analogue of Dixon’s sum (Gasper and Rahman, 1990, Appendix
(II.32))
4ψ4
[ −qa1/2, b, c, d
−a1/2, aq/b, aq/c, aq/d; q,
qa3/2
bcd
]
= (aq, aq/bc, aq/bd, aq/cd, qa
1/2/b, qa1/2/c, qa1/2/d, q, q/a; q)∞
(aq/b, aq/c, aq/d, q/b, q/c, q/d, qa1/2, qa−1/2, qa3/2/bcd; q)∞ .
7. From Jacobi’s triple product to Bailey’s very-well-poised 6ψ6 series. We take q = q1/2 and
z = −zq1/2 in Jacobi’s triple product (4) and rewrite the left-hand side as
∞∑
k=−∞
(√
q(2k)
2
(−z√q)2k +√q(2k+1)2(−z√q)2k+1
)
=
∞∑
k=−∞
q2k
2+kz2k(1− q2k+1z).
Applying the method four times by taking uk(y) = ubk(y, f ), we finally obtain
∞∑
k=−∞
(1− q2k+1z) (zq
2/a, zq2/b, zq2/c, zq2/d; q)k
(a, b, c, d; q)k
(
abcd
z2q5
)k
= (q, qz, 1/z, ab/zq
2, ac/zq2, bc/zq2, ad/zq2, bd/zq2, cd/zq2; q)∞
(a, a/zq, b, b/zq, c, c/zq, d, d/zq, abcd/z2q5; q)∞ ,
which is equivalent to Bailey’s very-well-poised 6ψ6 series
6ψ6
[
qa1/2,−qa1/2, b, c, d, e
a1/2,−a1/2, aq/b, aq/c, aq/d, aq/e; q,
qa2
bcde
]
= (aq, aq/bc, aq/bd, aq/be, aq/cd, aq/ce, aq/de, q, q/a; q)∞
(aq/b, aq/c, aq/d, aq/e, q/b, q/c, q/d, q/e, qa2/bcde; q)∞ .
4. Non-homogeneous recursions
In the above examples, we always obtain homogeneous recursions. While for the Rogers–Fine
identity and Ramanujan’s 1ψ1 sum, we obtain non-homogeneous recursions.
1. An extension of the Rogers–Fine identity. The Rogers–Fine identity (Fine, 1988) states that
∞∑
k=0
(a; q)k
(b; q)k z
k =
∞∑
k=0
1− azq2k
1− z
(a, azq/b; q)k
(b, zq; q)k q
k2−k(bz)k. (5)
We first consider the left-hand side of (5). Taking uk(y) = uak(y, f ), we find that
f = azq/b and a1(y) = (1− y)(1− zyq/b)
(1− yq/b)(1− azyq/b) .
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Therefore,
hk = −tk(y)+ a1(y)tk(yq) = gk+1 − gk, (6)
with
gk = ybq
k − q
b− yq ·
(a, y; q)k
(b, azqy/b; q)k z
k. (7)
Hence,
∞∑
k=0
hk = lim
k→∞ gk − g0 = −
y(b− q)
b− yq ,
which leads to the non-homogeneous recursion
S1(y) = (1− y)(1− zyq/b)
(1− yq/b)(1− azyq/b)S1(yq)+
(b− q)y
b− yq , (8)
where
S1(y) =
∞∑
k=0
(a, y; q)k
(b, azqy/b; q)k z
k.
We then consider the right-hand side of (5). This time we take uk(y) = ubk(y, f ) and get
S2(y) = (1− y/a)(1− yb/azq)
(1− y)(1− y/az) S2(yq)+
(b− q)y
q(az − y) , (9)
where
S2(y) =
∞∑
k=0
1− azq2k
1− z
(a, azq/b, azq/y; q)k
(zq, b, y)k
q(
k
2)
(
−by
aq
)k
.
Comparing (8) and (9), we immediately derive that
S(y) = (1− y)(1− zyq/b)
(1− yq/b)(1− azyq/b)S(yq),
with S(y) = S1(y)− S2(azqy/b). Since limy→0 S(y) = S1(0)− limy→0 S2(y) = 0, we finally generalize
the Rogers–Fine identity to
∞∑
k=0
(a, y; q)k
(b, azqy/b; q)k z
k =
∞∑
k=0
1− azq2k
1− z
(a, azq/b, b/y; q)k
(zq, b, azqy/b; q)k q
(k2)(−zy)k.
This identity is equivalent to (up to a 3φ2 transformation (Gasper and Rahman, 1990, Appendix (III.9)))
the specialization e = q of the identity given by Gasper and Rahman (1990, p. 54, Ex. 2.22 or p. 62,
(3.2.11))
∞∑
k=0
1− aq2k
1− a
(a, b, c, d, e; q)k
(q, aq/b, aq/c, aq/d, aq/e; q)k
(
−a
2q2
bcde
)k
q(
k
2)
= (aq, aq/de; q)∞
(aq/d, aq/e; q)∞ 3φ2
[
e, aq/bc, d
aq/c, aq/b; q,
aq
de
]
.
2. An extension of Ramanujan’s 1ψ1 sum. Notice that the gk defined by (7) satisfies
lim
k→−∞ gk =
by
b− yq
(q/b, b/azy; q)∞
(q/a, q/y; q)∞ .
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Summing over k from−∞ to∞ on both sides of (6), we derive that
S(y) = (1− y)(1− zyq/b)
(1− yq/b)(1− azyq/b)S(yq)+
by
b− yq
(q/b, b/azy; q)∞
(q/a, q/y; q)∞ , (10)
where
S(y) =
∞∑
k=−∞
(a, y; q)k
(b, azqy/b; q)k z
k = 2ψ2
[
a, y
b, azqy/b; q, z
]
.
Using recursion (10) iteratively, we finally derive that
S(y) = (y, zyq/b; q)∞
(yq/b, azyq/b; q)∞ S(0)+
y
1− qy/b
(q/b, b/azy; q)∞
(q/a, q/y; q)∞
∞∑
k=0
(zyq/b; q)k
(q2y/b)k
(
b
az
)k
= (y, zyq/b, q, b/a, az, q/az; q)∞
(yq/b, azyq/b, b, q/a, z, b/az; q)∞
+ y
1− qy/b
(q/b, b/azy; q)∞
(q/a, q/y; q)∞
∞∑
k=0
(zyq/b; q)k
(q2y/b)k
(
b
az
)k
.
We find that it is equivalent to formula (2.16) given by Chen et al. (2007).
3. An identity for a 3ψ3 summation. Consider the 2ψ2 summation
2ψ2
[
a, b
c, d; q, q
]
.
Taking uk(y) = uak(y, f ), we obtain
f = abq2/cd, and a1(y) = (1− y)(1− ayq
2/cd)(1− byq2/cd)
(1− abyq2/cd)(1− yq/c)(1− yq/d) .
Therefore,
hk = −tk(y)+ a1(y)tk(yq) = gk+1 − gk,
with
gk = (q− cq
k)(q− dqk)y
(yq− d)(yq− c)
(a; q)k(b; q)k(y; q)k
(c; q)k(d; q)k(abyq2/cd; q)k .
Summing over k from−∞ to∞, we derive that
S(y) = a1(y)S(yq)+ cdy
(qy− c)(qy− d)
(q/c, q/d, cd/abyq; q)∞
(q/a, q/b, q/y; q)∞
− q
2y
(qy− c)(qy− d)
(a, b, y; q)∞
(c, d, abyq2/cd; q)∞ , (11)
where
S(y) = 3ψ3
[
a, b, y
c, d, abyq2/cd; q, q
]
.
Using Eq. (11) iteratively, we finally derive that
3ψ3
[
a, b, y
c, d, abyq2/cd; q, q
]
= (y, ayq
2/cd, byq2/cd; q)∞
(abyq2/cd, yq/c, yq/d; q)∞ 2ψ2
[
a, b
c, d; q, q
]
+ y (q/c, q/d, cd/abyq; q)∞
(q/a, q/b, q/y; q)∞
∞∑
k=0
(ayq2/cd, byq2/cd; q)k
(yq/c, yq/d; q)k+1
(
cd
abq
)k
− q
2y
cd
(a, b, y; q)∞
(c, d, abyq2/cd; q)∞
∞∑
k=0
(ayq2/cd, byq2/cd; q)k
(yq/c, yq/d; q)k+1 q
k. (12)
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