Abstract. The high order maximal principle (HMP) which was announced in 11] is a generalization of the familiar Pontryagin maximal principle. By using the higher derivatives of a large class of control variations, one is able to construct new necessary conditions for optimal control problems with or without terminal constraints. In particular, we show how the HMP can be used to prove the generalized Legendre-Clebsch condition of Kelley, Kopp, Moyer.and Goh. The principle advantage of this derivation is that, unlike previous ones, it remains valid even when there are terminal constraints.
1. Introduction. Although we are interested in high order necessary conditions for optimal control problems, let us first consider the following nonlinear programming problem. Minimize the smooth function y0(x) subject to the smooth constraints yi(x)= 0 for 1,. , rn and x M ". The set 4 is not explicitly described, instead, given x (1.2) . It is this type of necessary condition which we consider in this paper. Now we turn to optimal control problems which generate nonlinear programming problems of the type we have been considering. Suppose we wish to minimize yO(x(te)) subject to =f(x(t),u(t)), x(t)=x , yi(x(te))'-O, i= 1,'-', m, and u(t)E f for t [t , tel. Let 4 denote the set of points accessible from x using admissible controls. Suppose a control u(t) and trajectory x(t) defined on [t , te] is a candidate for an optimal solution. We can generate curves lying in 4 by considering the locus of endpoints x(te', s) of a family of trajectories x(t; s) generated by controls u(t; s) which are variations of x(t) and u(t) depending on the parameter s. The controls u(t; s) are obtained by replacing u(t) by some other control v(t) for t It x-s, t] where t (t , te). The reference control and trajectory are obtained when s 0. In this way, using (1.1), one develops the usual linear necessary conditions, i.e., the Pontryagin maximum principle (PMP), which is most conveniently expressed in a Hamiltonian format.
It frequently happens in nonlinear control problems that the set of first derivatives of the curves obtained by the [2] .)
The high order maximum principle [HMP) is an attempt to overcome these difficulties. More complicated control variations are used which have the property that lower order derivatives of x (t s) are zero and the first nonzero derivatives lie in directions within which were not available as first derivatives. Since the lower derivatives are zero and a convexity assumption for higher derivatives similar to (1.2) is satisfied, equation (1.4) can be applied to obtain new necessary conditions which can also be expressed in terms of the Hamiltonian.
The organization of the rest of the paper is as follows. We wish to emphasize that these are not the only applications of the HMP, rather, the HMP is a very powerful tool for constructing necessary conditions, the simplest of which are theones mentioned above. We hope that by studying this paper the reader will be able to construct new necessary conditions in an ad hoc fashion which are appropriate to the problem of interest. A control variation a(s)x is said to be of order h at x x(t) if there exists an e > 0 such that
for ] 1,-.., h-1 and It-t l < e. In particular, for h 1, there are no lower derivatives for which (2.5) must hold and so every variation is of order at least one. A control variation of order h is afortiori of order 1,..., h-1. Because the earlier derivatives are zero, it is the h derivative of x(te;s) which supplies the necessary condition via (1.4). As we show in the next section, it is necessary to require (2.5) to hold in a time interval around t so that the convexity assumption for higher derivatives holds and the use of multipliers can be justified.
The high order maximal principle (HMP). Let u(t) be an admissible control generating the trajectory x(t)= y(t-t)x for t[t , tel. If uO(t) minimizes yo(x(te)) subject to the boundary condition yi(x(te))= 0 for i= 1,..., m, then there exists a nontrivial adjoint variable A(t)= (Ao(t),''-,A,(t)) defined for t [t , t ] and satisfying (2.6)
A(te)=Y'.Pi-;--yi(x(te)), where Uo_--<0, Ox (2.8) [16] .) The reason for this is that the less state dimensions there are, the easier it is to find higher order control variations satisfying (2.5), and so the more necessary conditions result. An example of just this point is given in 5. (
If 1 --< =< h 1, this reduces as before to de
since c is of order h at x For h we have
If a control variation a(s)x of order h is made at x 1, then the result is a family of trajectories whose locus of endpoints is given by x(te; S)= T(t e-t)o(s)x 1.
The first h-1 derivatives of x (te', s) are zero and h derivative is given by
This is applied to (1.4) to obtain (2.9) of the HMP, but first we must show that we can "add" the effect of control variations made at differing times. Proof. If A e= (A,""", he) defines a hyperplane separating K and L in the tangent space of x e, i.e.,
It is easy to verify that h (t) satisfies (2.6)-(2.9). 
It is straightforward to verify that given an arbitrary vector field b (x) and any solution A (t) of the adjoint differential equation along the trajectory x(t) which is generated by the control u(t),
where the Lie bracket is defined by -s t+/-(O)x(t)= +A (t)(ao(x(t))+ u(t)al(X(t)))_--< 0.
Since Xo t, this condition is independent of (4.5) (or 4.10)). Therefore Before we start, perhaps a word or two is required about terminology. When we speak of high order control variations, the order is with respect to the parameter s of the variations which is a time-like parameter. On the other hand, when we speak of linear or quadratic conditions, we mean relative to the controllable part of (4.1), i.e., of first or second order with respect to the integral of the absolute variation in control. In particular, when u(t)= 0, these conditions can be expressed using brackets which are linear or quadratic in al. __0 lt(x(t), x(t), v(t)) x(t)a(x(t)) 0, Ov which implies that A,,+l(t)= 0, i.e., the prolonged adjoint variable lives on the original state space. Although the control variations considered in this section have not led to new necessary conditions, they are useful because their higher derivatives do, as we shall see in the next section. Another important aspect of these variations is that they allow us to make instantaneous control modifications to move in any linear direction. This property will allow us to cancel out undesirable lower order effects of other variations via Lemma 3.4, and thus arrive at higher order variations. We formalize this property in the following. for t (t1, t2).
Proof. Proceed [7] , Kopp and Moyer [9] , Kelley, Kopp and Moyer [8] , Tait [17] , Goh [3] , [4] , Robbins [14] , [15] and others. We refer the reader to the survey articles of Gabasov and Kirillova [2] , Bell [1] and Jacobson [18] Suppose u(t)= 0 and x(t) are a singular extremal control and trajectory on It 1, t2]. Following Robbins [15] , we say that the control is singular ofdegree h + 1 on this interval if h is the smallest integer such that for some t (t1, t2), [al, 
adh(ao)al](X(t)).Dl(x(t)).
The next theorem describes the quadratic necessary conditions for such a control to be minimal. easy to see that
If is even and i/2, then skew symmetry implies that the last term on the right side is zero so To compute the coefficient of [a, ad h (a0)al], we need only compute the coefficient of the monomial alahoal in the ]th derivative for this is the only bracket of (5.5) that contains that monomial. We defer to a later lemma the computation that shows that the sign of this coefficient is (--1) (h+)/2.
In summary, we know the following. The first k + r-1 derivatives of a +k(s) (X(t)) are zero, derivatives k + r through h + 2r-1 lie in Dl(x(t)) and the h + 2r derivative consists of some parts from D(x(t)) plus a positive multiple of (--1)(h+1)/2[a1, adh(ao)a](x(t)). To complete the proof we must make a+k(s)x into a control variation of order h + 2r at x(t) by canceling out all the lower derivatives for t (t1, t2).
To do this we must apply Lemma (4.4) using the fact that {al(x(t)),..', ad (ao)a l(X (t))} spans Dl(x(t)). The lemma allows us to construct a control variation of any order >2/whose first nonzero derivative is any vector field along x(t) which lies in D(x(t)). Therefore we must choose k and r such that +k k + r > 21 and by adding" new variations to a (s)x, we can cancel out its lower derivatives from k + r through h + 2r-1. Call the resulting variation (s)x.
We must be careful in doing this, for it is possible that the sign of [al, adh(ao)al](x(t)) in the h + 2r derivative of (s)x differs from its sign in the As for Corollary 5.3, it does not apply since the trajectory is not normal (dimension of Dl(x(t)) is 2 < n 1 3).
These quadratic necessary conditions failed to rule out an obviously nonminimal (in fact, maximal) trajectory because the problem was not given as a minimal realization (see Sussmann [16] ). We are only interested in Xo(te) and Xn(te), SO we define y(x)= (y0(x), yl(x))= (x4, x0) as our output. It is clear that the x3 coordinate is superfluous to the input-output description of the problem and may be dropped. Then If the original problem is linear in the control, /= fo(x)+ uf (x), and u(t) 0, then the prolongation shifts D_2(x(t)) to Dh2(X(t)). It also shifts the GLC for h-2 to the GLC for h; the lower order GLC is satisfied with equality and therefore multiplication by ,k(t) cancels all but A (t)[f, adh-2(fo)f](x(t)) on the right side of (5.8). 19ui dt h'+h)/+l 19u H(A (t), x(t), u(t)), where 1 <-_ i, j <-k, must be symmetric and nonpositive definite.
As before, a singular extremal control u(t) interior fl and trajectory x(t) are normal on (t1, e) if for each t(t1, 2) there exists only one linearly independent vector A (t) satisfying the constant and linear necessary conditions (6.4) and (6.5). COROLLARY 6.3 (Goh [4] We used the HMP to rigorously demonstrate the GLC for problems with terminal constraints with or without normality. Heretofore the proofs of the GLC relied on a blanket assumption of normality to guarantee their validity.
The HMP can also be used to develop necessary conditions specifically tailored for the problem of interest as in Example 5.3. These special conditions might involve cubic or higher effects of control variations. Further research is needed to discover whether they can be put in a systematic form.
