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FREE FIELD APPROACH TO THE MACDONALD PROCESS
SHINJI KOSHIDA
Abstract. The Macdonald process is a stochastic process on the collection
of partitions that is a (q, t)-deformed generalization of the Schur process. In
this paper, we aim an approach to the Macdonald process identifying the space
of symmetric functions with a Fock representation of the deformed Heisenberg
algebra. By using the free field realization of operators diagonalized by the
Macdonald symmetric functions, we propose a method of computing several
correlation functions with respect to the Macdonald process. It is well-known
that expectation values of several observables for the Macdonald process admit
determinantal expression. We have also found that this determinantal structure
is apparent in the free field realization of the corresponding operators.
1. Introduction
Let Yn be the collection of partitions of n ∈ Z≥1, and set Y :=
⋃∞
n=0Yn, where
Y0 = {∅}. The Macdonald measure Mq,t is a probability measure on Y defined
by [BC14,BCGS16]
Mq,t(λ) =
1
Π(X, Y ; q, t)
Pλ(X ; q, t)Qλ(Y ; q, t), λ ∈ Y.
Here Pλ(X ; q, t) is the Macdonald symmetric function of X = (x1, x2, . . . ) for
the partition λ and Qλ(Y ; q, t) is its dual symmetric function of Y = (y1, y2, . . . )
(see Sect. 2 for defintion). From the Cauchy identity, the normalization factor is
computed as
Π(X, Y ; q, t) =
∑
λ∈Y
Pλ(X ; q, t)Qλ(Y ; q, t) =
∏
i,j≥1
(txiyj; q)∞
(xiyj; q)∞
,
where (a; q)∞ =
∏∞
n=0(1 − aqn). In the following, we suppress the parameters q
and t if there is no ambiguity, for instance, by writing Pλ(X) = Pλ(X ; q, t).
As a generalization of the Macdonald measure, the N -step Macdonald process
[BC14,BCGS16] for N ≥ 1 is a probability measure M(N)q,t on YN defined so that
the probability for a sequence (λ(1), . . . , λ(N)) ∈ YN of partitions is given by
M
(N)
q,t (λ
(1), . . . , λ(N))
(1.1)
:=
Pλ(1)(X
(1))Ψλ(1)λ(2)(Y
(1), X(2)) · · ·Ψλ(N−1)λ(N)(Y (N−1), X(N))Qλ(N)(Y (N))
Π(N)(X,Y )
.
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Here the transition function Ψλ,µ(Y,X) is given by
(1.2) Ψλ,µ(Y,X) =
∑
ν∈Y
Qλ/ν(Y )Pµ/ν(X), λ, µ ∈ Y
with Pλ/ν and Qλ/ν being the skew-Macdonald symmetric functions for a skew-
partition λ/ν and its dual, respectively. The normalization factor in this case
becomes
Π(N)(X,Y ) =
∏
1≤i≤j≤N
Π(X(i), Y (j)).
The case of N = 1 is just the Macdonald measure, Mq,t = M
(1)
q,t .
The Macdonald process reduces to several interesting stochastic models by spe-
cializing the variables and limiting the parameters and has given many applications
to probability theory [BG12,Bor14,BC14,BP14].
When we set q = t, the Macdonald symmetric functions reduce to the Schur
functions and, correspondingly, the Macdonald process reduces to the Schur pro-
cess [Oko01,OR03]. The Schur process can be shown to be a determinantal point
process in a simple manner owing to the infinite-wedge realization of the Schur
functions and the action of the charged free fermion [Oko01]. The analogous ap-
proach to the Macdonald process is, however, absent to the author’s knowledge.
In the present paper, we study the Macdonald process by identifying the space
of symmetric functions with the Fock representation of the deformed Heisenberg
algebra as suggested in [FW17]. We use the free field realization of operators that
are diagonalized by the Macdonald symmetric functions [FHH+09] to compute
expectation values of several observables for the Macdonald process. Some of our
results reproduce the ones presented in [BCGS16].
Our approach is fully algebraic and formal and does not require any special-
ization of the variables. Therefore, our results apply to any models obtained by
specialization of the Macdonald process.
It is well-known [BC14,BCGS16] that several expectation values concerning the
Macdonald process admit determinantal expression. The original motivation of
this work was understanding the origin of this determinantal structure. We have
found that the determinantal structure gets apparent in the free field realization of
the operators diagonalized by the Macdonald symmetric functions. Therefore, we
could say that the determinantal structure of the Macdonald process originates
from the free field realization, but the determinantal structure in the free field
realization is still mysterious.
Let us summarize our results. We set F = C(q1/2, t1/2). Then we regard a
function f : Y→ F as a random variable or an observable.
Definition 1.1. Let f1, . . . , fN : Y → F be random variables. The correlation
function E
(N)
q,t [f1[1] · · · fN [N ]] with respect to the N -step Macdonald process is
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defined by
E
(N)
q,t [f1[1] · · · fN [N ]] :=
∑
(λ(1),...,λ(N))∈YN
f1(λ
(1)) · · ·fN(λ(N))M(N)q,t (λ(1), . . . , λ(N)).
In case of N = 1, we simply write Eq,t[f ] := E
(1)
q,t [f [1]].
It will be also convenient to introduce an expectation value of a generating
function of random variables.
Definition 1.2. Let fn : Y → F, n = 0, 1, . . . be random variables and let
F (u) =
∑∞
n=0 fnu
n with u being a formal variable be a generating function of
them. Then the expectation value of F (u) with respect to the Macdonald measure
is given by
Eq,t[F (u)] :=
∞∑
n=0
Eq,t[fn]u
n.
We next introduce the formal Fredholm determinant.
Definition 1.3. Let K(z, w) ∈ F[[z, z−1, w, w−1]] be a formal power series in two
variables and let u be another formal variable. Then we define the formal Fredholm
determinant det(I + uK)L2(S1) ∈ F[[u]] by
det(I + uK)L2(S1) := 1 +
∞∑
r=1
ur
r!
∫ ( r∏
i=1
dzi
2π
√−1
)
det[K(zi, zj)]1≤i,j≤r
if it exists. Here the linear functional∫ ( r∏
i=1
dzi
2π
√−1
)
: F[[zi, z
−1
i |i = 1, . . . , r]]→ F
takes the residue.
The first example of observables we consider is
eσr : Y→ F; eσr (λ) := er(σλ), r = 1, 2, . . . ,
where er(X) is the r-th elementary symmetric function (see Eq. (2.1) for defini-
tion) and the specialization is given by σλ = (qλit−i+1; i = 1, 2, . . . ). Let us also
introduce a generating function as follows.
Eσ(u) = Eσ(·, u) :=
∞∑
r=0
eσr (·)ur; Eσ(λ, u) =
∏
i≥1
(1 + qλit−i+1u), λ ∈ Y,
with eσ0 = 1.
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Theorem 1.4. Let N ∈ {1, 2, . . . } and r1, . . . , rN ∈ {1, 2, . . .}. The correlation
function of eσr1 , . . . , e
σ
rN
with respect to the N-step Macdonald process becomes
E
(N)
q,t [e
σ
r1 [1] · · · eσrN [N ]]
=
1∏N
α=1 rα!
∫ N∏
α=1
(
rα∏
i=1
dw
(α)
i
2π
√−1
)
det
(
1
w
(α)
i − t−1w(α)j
)
1≤i,j≤rα
×
∏
1≤α≤β≤N
( rβ∏
i=1
H(w
(β)
i ;X
(α))−1
)(
rα∏
i=1
H((tw
(α)
i )
−1; Y (β))−1
)
×
∏
1≤α<β≤N
W (w(α);w(β)).
Here we set
H(w;X) =
∏
i≥1
1− txiw
1− xiw ,
and
W (w(α);w(β)) =
rα∏
i=1
rβ∏
j=1
(1− w(β)j /w(α)i )(1− qt−1w(β)j /w(α)i )
(1− qw(β)j /w(α)i )(1− t−1w(β)j /w(α)i )
.
In particular, when N = 1, we have the following.
Corollary 1.5. Set
Kσ(z, w) :=
1
z − t−1wH(z;X)
−1H((tw)−1; Y )−1.
Then we have
(1.3) Eq,t[E
σ(u)] = det(I + uKσ)L2(S1).
Proof. When N = 1, Thorem 1.4 reduces to
Eq,t[e
σ
r ] =
1
r!
∫ ( r∏
i=1
dwi
2π
√−1
)
det[Kσ(wi, wj)]1≤i,j≤r, r = 1, 2, . . . .
Therefore, the desired result follows from Definitions 1.2 and 1.3. 
Remark 1.6. In case that r1 = · · · = rN = 1, the result of Theorem 1.4 is essentially
equivalent to that of [BCGS16, Theorem 6.1].
Remark 1.7. The left hand side of Eq. (1.3) is intrinsically dependent on two
parameters q and t, but in the right hand side of Eq. (1.3), it is manifest that it
is independent of q.
The next observables we consider are defined by
eρr : Y→ F; eρr(λ) := er(ρλ), r = 1, 2, . . . ,
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where we set ρλ = (q−λiti−1; i = 1, 2, . . . ). They are just obtained from eσr , r =
1, 2, . . . by inverting parameters q and t. We also write the generating function of
them with a formal variable u as
Eρ(u) = Eρ(·, u) =
∞∑
r=0
eρr(·)ur; Eρ(λ, u) =
∏
i≥1
(1 + q−λiti−1u), λ ∈ Y,
with eρ0 = 1.
Theorem 1.8. Let N ∈ {1, 2, . . . } and r1, . . . , rN ∈ {1, 2, . . .}. The correlation
function of eρr1 , . . . , e
ρ
rN
with respect to the N-step Macdonald process becomes
E
(N)
q,t [e
ρ
r1
[1] · · · eρrN [N ]]
=
1∏N
α=1 rα!
∫ N∏
α=1
(
rα∏
i=1
dw
(α)
i
2π
√−1
)
det
(
1
w
(α)
i − tw(α)j
)
1≤i,j≤rα
×
∏
1≤α≤β≤N
( rβ∏
i=1
H(w
(β)
i ;X
(α))
)(
rα∏
i=1
H((qw
(α)
i )
−1; Y (β))
)
×
∏
1≤α<β≤N
W˜ (w(α);w(β)).
Here we set
W˜ (w(α);w(β)) =
rα∏
i=1
rβ∏
j=1
(1− w(β)j /w(α)i )(1− q−1tw(β)j /w(α)i )
(1− q−1w(β)j /w(α)i )(1− tw(β)j /w(α)i )
.
Again, in the case when N = 1, we obtain the following result in the same
manner as for Corollary 1.5.
Corollary 1.9. Set
Kρ(z, w) :=
1
z − twH(z;X)H((qw)
−1; Y ).
Then we have
Eq,t[E
ρ(u)] = det(I + uKρ)L2(S1).
Remark 1.10. The result in Theorem 1.8 can be found in [BCGS16, Theorem 1.1].
We also consider other random variables. Let gr(X ; q, t), r = 1, 2, . . . be sym-
metric functions defined by∏
i≥1
(txiu; q)∞
(xiu; q)∞
= exp
(∑
n>0
1− tn
1− qn
pn(X)
n
un
)
=
∞∑
r=0
gr(X ; q, t)u
r,
where pn(X) is the n-th power-sum symmetric function (see Eq. (2.2) for defini-
tion). Then we define random variables gsr(q, t) = g
s
r(·; q, t) : Y → F, r = 1, 2, . . .
by
gsr(λ; q, t) := gr(s
λ; q, t), sλ = (qλit−i; i = 1, 2, . . . ).
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We also introduce the generating function
F sq,t(u) = F
s
q,t(·, u) =
∞∑
r=0
gsr(·; q, t)ur; F sq,t(λ, u) =
∏
i≥1
(qλit−i+1u; q)∞
(qλit−iu; q)∞
,
with gs0(q, t) = 1.
Theorem 1.11. Let N ∈ {1, 2, . . . } and r1, . . . , rN ∈ {1, 2, . . . }. The correlation
function of gsr1(q, t), . . . , g
s
rN
(q, t) with respect to the N-step Macdonald process
becomes
E
(N)
q,t [g
s
r1(q, t)[1] · · · gsrN (q, t)[N ]]
=
(−1)∑Nα=1 rα∏N
α=1 rα!
∫ N∏
α=1
(
rα∏
i=1
dw
(α)
i
2π
√−1
)
det
(
1
w
(α)
i − qw(α)j
)
1≤i,j≤rα
×
∏
1≤α≤β≤N
( rβ∏
i=1
H(w
(β)
i ;X
(α))−1
)(
rα∏
i=1
H((tw
(α)
i )
−1; Y (β))−1
)
×
∏
1≤α<β≤N
W (w(α);w(β)).
In case of N = 1, we have
Corollary 1.12. Set
Ksg(z, w) :=
1
z − qwH(z;X)
−1H((tw)−1; Y )−1.
Then we have
Eq,t[F
s
q,t(u)] = det(I − uKsg)L2(S1).
The final series of observables gρ˜r (q, t) = g
ρ˜
r(·; q, t), r = 1, 2, . . . is defined by
gρ˜r (λ; q, t) = gr(ρ˜
λ; q, t), ρ˜ = (q−λi+1ti−1; i = 1, 2, . . . ).
Their generating function reads
F ρ˜q,t(u) = F
ρ˜
q,t(·, u) =
∞∑
r=0
gρ˜r (·; q, t)ur; F ρ˜q,t(λ, u) =
∏
i≥1
(q−λi+1tiu; q)∞
(q−λi+1ti−1u; q)∞
,
with gρ˜0(q, t) = 1.
Theorem 1.13. Let N ∈ {1, 2, . . . } and r1, . . . , rN ∈ {1, 2, . . . }. The correlation
function of gρ˜r1(q, t), . . . , g
ρ˜
rN
(q, t) with respect to the N-step Macdonald process
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becomes
E
(N)
q,t [g
ρ˜
r1
(q, t)[1] · · · gρ˜rN (q, t)[N ]]
=
(−1)∑Nα=1 rα∏N
α=1 rα!
∫ N∏
α=1
(
rα∏
i=1
dw
(α)
i
2π
√−1
)
det
(
1
w
(α)
i − q−1w(α)j
)
1≤i,j≤rα
×
∏
1≤α≤β≤N
( rβ∏
i=1
H(w
(β)
i ;X
(α))
)(
rα∏
i=1
H((qw
(α)
i )
−1; Y (β))
)
×
∏
1≤α<β≤N
W˜ (w(α);w(β)).
In case of N = 1, we have
Corollary 1.14. Set
K ρ˜g (z, w) :=
1
z − q−1wH(z;X)H((qw)
−1; Y ).
Then we have
Eq,t[F
ρ˜
q,t(u)] = det(I − uK ρ˜g )L2(S1).
Corollary 1.14 admits a nontrivial q-Whittaker (t → 0) limit. The generating
function F ρ˜q,t(u) reduces at the q-Whittaker limit to
F ρ˜q,0(λ, u) =
1
(q−λ1+1u; q)∞
,
and the kernel function becomes
(1.4) K ρ˜g (z, w)|t=0 =
1
z − q−1w
∏
i≥1
1
1− xiz
1
1− yi/(qz) .
Let us informally state the result at the q-Whittaker limit:
Corollary 1.15. At the q-Whittaker limit t→ 0, we have
Eq,0
[
1
(q−λ1+1u; q)∞
]
= det(I − uK ρ˜g |t=0)L2(S1).
Remark 1.16. A similar observable has been considered in [BCFV15, Theorem
3.3], while our result does not require any specialization of variables and the kernel
function (1.4) seems to be simpler.
The present paper is organized as follows: In Sect. 2, we review basic notions of
symmetric functions and introduce the Macdonald symmetric functions and the
skew-Macdonald symmetric functions, which are needed to define the Macdonald
process (1.1). In Sect. 3, we recall that the space of symmetric functions is
isomorphic to the Fock representation of the deformed Heisenberg algebra and
see the free field realization of operators that are diagonalized by the Macdonald
symmetric functions. In Sect. 4, we rewrite the free field realizations in Sect. 3 by
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using determinants. In Sect. 5, we prove theorems using the free field realizations
of operators obtained in Sects. 3 and 4. In Appendix A, we give a proof of free
field realization of a certain family of operators diagonalized by the Macdonald
symmetric functions.
Throughout this paper, we use the notations
[n]q =
1− qn
1− q , [n]q! =
n∏
k=1
[k]q, (x; q)n =
n−1∏
k=0
(1− xqk).
Acknowledgements. The author is grateful to Makoto Katori, Tomohiro Sasamoto,
Takashi Imamura and Yoshihiro Takeyama for fruitful discussion. This work was
supported by the Grant-in-Aid for JSPS Fellows (No. 17J09658, No. 19J01279)
2. Preliminaries on symmetric functions
In this paper, we regard the parameters q and t as indeterminates and set
F := C(q1/2, t1/2). Let us prepare some terminologies of symmetric functions and
introduce the Macdonald symmetric functions. The relevant reference is [Mac95].
2.1. Ring of symmetric functions. Let Λn = F[x1, . . . , xn]
Sn be the ring of
symmetric polynomials in n variables over F. It admits a Z≥0-gradation Λn =⊕
k∈Z≥0
Λkn, where Λ
k
n consists of homogeneous polynomials of degree k. Form > n
and k ∈ Z≥0, we define a surjection
Λkm → Λkn; (x1, . . . , xn, xn+1, . . . , xm) 7→ (x1, . . . , xn, 0, . . . , 0).
Then, for each k ∈ Z≥0, the collection {Λkm → Λkn}m>n forms a projective system.
We denote its projective limit as Λk = lim←−n Λ
k
n. The ring of symmetric functions is
obtained as Λ =
⊕
k∈Z≥0
Λk. For a symmetric function F ∈ Λ, its image under the
canonical surjection Λ ։ Λn, will be denoted as F
(n), n ∈ Z≥0. In the following,
we writeX = (x1, x2, . . . ) for a set of infinitely many variables and use the notation
ΛX if the variables are need to be specified.
A sequence of integers λ = (λ1, λ2, . . . ) is said to be a partition if λ1 ≥ λ2 ≥
· · · ≥ 0 and |λ| := ∑∞i=1 λi < ∞. The number |λ| is called the weight of λ. If
|λ| = n, we say that λ is a partition of n and write λ ⊢ n. For a partition λ, its
length is defined by
ℓ(λ) := max{i = 1, 2, . . . |λi > 0}.
Obviously, if λ ⊢ n, then ℓ(λ) ≤ n and the equality is realized by λ = (1, 1, . . . , 1︸ ︷︷ ︸
n
, 0, . . . ).
For a partition λ = (λ1, λ2, . . . ), the multiplicity of i ∈ Z≥1 in λ is defined by
mi(λ) := |{j = 1, 2, . . . |λj = i}|.
Using the multiplicity, we also write the partition as λ = (1m1(λ)2m2(λ) · · · ).
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We denote the collection of partitions of n ∈ Z≥1 by Yn = {λ|λ ⊢ n} and set
Y =
⋃
n∈Z≥0
Yn with Y0 = {∅}. For two partitions λ, µ ∈ Y we write λ ≥ µ if
|λ| = |µ| and
λ1 + · · ·+ λn ≥ µ1 + · · ·+ µn, n = 1, 2, . . . .
Then ≥ defines a partial order on Y called the dominance order.
For two partitions λ, µ ∈ Y, we say that µ is included in λ if λi ≥ µi, i = 1, 2, . . . ,
hold, and write µ ⊂ λ. A pair of partitions (λ, µ) ∈ Y2 is called a skew-partition
if µ ⊂ λ and denoted as λ/µ.
Let us introduce some important symmetric functions. For r ∈ Z>0, the r-th
elementary symmetric function er(X) is defined by
(2.1) er(X) :=
∑
i1<···<ir
xi1 · · ·xir
and the r-th power-sum symmetric function pr(X) is defined by
(2.2) pr(X) :=
∑
i≥1
xri .
For a partition λ = (λ1, λ2, . . . ) ∈ Y, we also define
eλ(X) := eλ1(X)eλ2(X) · · · , pλ(X) := pλ1(X)pλ2(X) · · · .
Other important symmetric functions are monomial symmetric functions. Let
λ ∈ Y be a partition of length ℓ(λ) = r and regard λ as an element in (Z>0)r,
on which the r-th symmetric group acts by permutation of components. Then we
write SSr(λ) for the subgroup of Sr consisting of permutations that fix λ. The
monomial symmetric function mλ(X) corresponding to λ is defined as
mλ(X) =
∑
i1<···<ir
∑
σ∈Sr/SSr (λ)
x
λσ(1)
i1
· · ·xλσ(r)ir .
Here the second sum runs over orbits.
It is known that the collections {eλ}λ∈Y, {pλ}λ∈Y and {mλ}λ∈Y form bases of Λ.
2.2. Macdonald symmetric functions. To define the Macdonald symmetric
polynomials, we introduce the Macdonald difference operators. Fix n ∈ Z≥1.
Then for r = 1, . . . , n, the r-th Macdonald difference operator D
(n)
r acting on Λn
is defined by [Mac95, Sect. VI. 3]
D(n)r = D
(n)
r (q, t) := t
r(r−1)/2
∑
I⊂{1,2,...,n}
|I|=r
∏
i∈I
j 6∈I
txi − xj
xi − xj
∏
i∈I
Tq,xi,
where Tq,xi is the q-shift operator (Tq,xif)(x1, . . . , xn) := f(x1, . . . , qxi, . . . , xn).
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Proposition 2.1. For λ ∈ Y such that ℓ(λ) ≤ n, there is a unique symmetric
polynomial P
(n)
λ (x; q, t) ∈ Λn satisfying
P
(n)
λ (x; q, t) = m
(n)
λ (x) +
∑
µ<λ
cλµm
(n)
µ (x),
D(n)r (q, t)P
(n)
λ (x; q, t) = e
(n)
r (t
nsλ1 , . . . , t
nsλn)P
(n)
λ (x; q, t), r = 1, . . . , n.
Here we set sλi = q
λit−i, i = 1, . . . , n.
Lemma 2.2. Fix n ∈ Z≥1 and let λ ∈ Y be such that ℓ(λ) ≤ n. Then, for any
r ∈ Z≥1, we have
er(s
λ) =
r∑
k=0
t−nr−(
r−k+1
2 )
(t−1; t−1)r−k
e
(n)
k (t
nsλ).
Here we understand the part 1/(t−1; t−1)r−k as
1
(t−1; t−1)r−k
=
r−k∏
i=1
1
1− t−i =
r−k∏
i=1
∞∑
j=0
t−ij .
This lemma immediately implies the following result.
Proposition 2.3. Let r ∈ Z≥1 and n ≥ r. Define a difference operator on Λn
E(n)r :=
r∑
k=0
t−nr−(
r−k+1
2 )
(t−1; t−1)r−k
D
(n)
k .
Then, for an arbitrary λ ∈ Y such that ℓ(λ) ≤ n, we have
E(n)r P
(n)
λ (x; q, t) = er(s
λ)P
(n)
λ (x; q, t).
In particular, the projective limit Er = lim←−nE
(n)
r exists.
Correspondingly, the Macdonald symmetric functions are characterized by the
following properties:
Theorem 2.4. Let λ ∈ Y be a partition. The corresponding Macdonald symmetric
function Pλ(X ; q, t) ∈ Λ is uniquely characterized by the following properties:
Pλ(X ; q, t) = mλ(X) +
∑
µ<λ
cλµmµ(X),
E1Pλ(X ; q, t) = e1(s
λ)Pλ(X ; q, t).
Moreover, the Macdonald symmetric functions also diagonalize the higher opera-
tors so that
ErPλ(X ; q, t) = er(s
λ)Pλ(X ; q, t), r = 2, 3, . . . .
Example 2.5. Let us write down the difference operator E
(n)
1 . It reads
E
(n)
1 = t
−nD
(n)
1 +
t−n−1
1− t−1 = t
−n
n∑
i=1
n∏
j=1
j 6=i
txi − xj
xi − xj Tq,xi +
∞∑
i=0
t−n−i−1.
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Remark 2.6. The following operator is also frequently used:
E(n) := E
(n)
1 −
∞∑
i=1
t−i = t−n
n∑
i=1
n∏
j=1
j 6=i
txi − xj
xi − xj Tq,xi −
n∑
i=1
t−i.
The projective limit E = lim←−nE
(n) also exists and is diagonalized by the Macdon-
ald symmetric functions so that
EPλ(X ; q, t) =
∞∑
i=1
(qλi − 1)t−iPλ(X ; q, t), λ ∈ Y.
2.3. Definition using an inner product. The Macdonald symmetric functions
are also characterized as an orthogonal basis of Λ with respect to the inner product
defined below. We write the inner product as 〈·, ·〉q,t : Λ × Λ → F and define it
as [Mac95, Sect. VI. 2]
〈pλ, pµ〉q,t = zλ(q, t)δλ,µ, λ, µ ∈ Y,
where we set
zλ(q, t) = zλ
ℓ(λ)∏
i=1
1− qλi
1− tλi , zλ =
∞∏
i=1
mi(λ)!i
mi(λ), λ ∈ Y.
Theorem 2.7. The Macdonald symmetric functions Pλ, λ ∈ Y are characterized
by the following properties:
Pλ = mλ +
∑
µ<λ
cλµmµ, cλµ ∈ F,
〈Pλ, Pµ〉q,t = 0, λ 6= µ.
We set Qλ :=
1
〈Pλ,Pλ〉q,t
Pλ. Then the collection {Qλ}λ∈Y is the dual basis of
{Pλ}λ∈Y with respect to the inner product 〈·, ·〉q,t.
2.4. Other operators. We also consider the following operators: Let r, n ∈ Z≥1
and define operators on Λn as
H(n)r :=
∑
ν∈(Z≥0)
n
|ν|=r
( ∏
1≤i<j≤n
qνixi − qνjxj
xi − xj
)(
n∏
i,j=1
(txi/xj ; q)νi
(qxi/xj ; q)νi
)
n∏
i=1
T νiq,xi.
Here we wrote ν = (ν1, . . . , νn) and |ν| =
∑n
i=1 νi. These operators are also
diagonalized by the Macdonald polynomials. To describe the eigenvalues, let us
introduce symmetric functions gr(X ; q, t), r = 1, 2, . . . by
exp
(∑
n>0
1− tn
1− qn
pn(X)
n
un
)
=
∞∑
r=0
gr(X ; q, t)u
r.
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Proposition 2.8 ( [FHH+09, Proposition 3.24]). For a partition λ ∈ Y such that
ℓ(λ) ≤ n, we have
H(n)r P
(n)
λ (x; q, t) = g
(n)
r (t
nsλ1 , . . . , t
nsλn; q, t)P
(n)
λ (x; q, t),
for all r = 1, 2, . . . .
Notice the following fact:
Lemma 2.9. For all r, n ∈ Z>0 and λ ∈ Y such that ℓ(λ) ≤ n, we have
gr(s
λ; q, t)
=
(−1)rt−nrq(r2)
(q; q)r
r∑
l=0
(−1)lq−(l2)q−l(r−l)(q−l+r−1; q)lg(n)l (tnsλ1 , . . . , tnsλn; q, t).
Proof. By definition of symmetric functions gr(X ; q, t), r = 1, 2, . . . , we have
∞∑
r=0
gr(s
λ; q, t)ur =
∏
i≥1
(qλit−i+1u; q)∞
(qλit−iu; q)∞
.
When we suppose that ℓ(λ) ≤ n, it yields
∞∑
r=0
gr(s
λ; q, t)ur =
n∏
i=1
(qλit−i+1u; q)∞
(qλit−iu; q)∞
∏
i≥n+1
(t−i+1u; q)∞
(t−iu; q)∞
=
n∏
i=1
(qλitn−i+1t−nu; q)∞
(qλitn−it−nu; q)∞
· (t−nu; q)∞
=
∞∑
r,s=0
(−1)sq(s2)
(q; q)s
g(n)r (t
nsλ1 , . . . , t
nsλn)t
−n(r+s)ur+s
=
∞∑
r=0
r∑
l=0
(−1)r−lq(r−l2 )
(q; q)r−l
g
(n)
l (t
nsλ1 , . . . , t
nsλn)t
−nrur.
Here we used the expansion
(x; q)∞ =
∞∑
s=0
q(
s
2)
(q; q)s
(−x)s.
Now note that
q(
r−l
2 )
(q; q)r−l
=
q(
r
2)
(q; q)r
q−(
l
2)q−l(r−l)(qr−l+1; q)l.
Then comparing coefficients of ur, r = 1, 2, . . . , we obtain the expected identities.

Therefore, we have
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Theorem 2.10. If we set
G(n)r :=
(−1)rt−nrq(r2)
(q; q)r
r∑
l=0
(−1)lq−(l2)q−l(r−l)(q−l+r−1; q)lH(n)l ,
the projective limit Gr = lim←−nG
(n)
r exists for r ∈ Z≥1 and is diagonalized by the
Macdonald symmetric functions so that
GrPλ(X) = gr(s
λ; q, t)Pλ(X), λ ∈ Y.
2.5. Skew-Macdonald symmetric functions. We next define the skew-Macdonald
functions. Let X = (x1, x2, . . . ) and Y = (y1, y2, . . . ) be two sets of variables
and suppose that they are combined to be a single set of variables (X, Y ) =
(x1, x2, . . . , y1, y2, . . . ). Then we can think of the Macdonald symmetric func-
tions Pλ(X, Y ) of these variables. The skew-Macdonald function Pλ/µ for a skew-
partition λ/µ is defined by Pλ(X, Y ) =
∑
µ∈Y Pλ/µ(X)Pµ(Y ). Similarly, we define
Qλ/µ by Qλ(X, Y ) =
∑
µ∈YQλ/µ(X)Qµ(Y ).
3. Free field realization
3.1. Fock representation. Let h =
⊕
n∈Z\{0} Fan ⊕ Fc be the deformed Heisen-
berg Lie algebra [Jin94] defined by
[am, an] = m
1− q|m|
1− t|m| δm+n,0c, m, n ∈ Z\{0}, [c, h] = {0}.
We decompose the Heisenberg Lie algebra so that h = h>0 ⊕ Fc⊕ h<0, where
h>0 :=
⊕
n>0
Fan, h<0 :=
⊕
n<0
Fan
are Lie subalgebras. A one-dimensional representation F |0〉 of h≥0 := h>0 ⊕ Fc is
defined by
an |0〉 = 0, n > 0, c |0〉 = |0〉 .
The induced representation is the Fock representation of h:
F := U(h)⊗U(h≥0) F |0〉 ≃ U(h<0)⊗F F |0〉 .
Here, for a Lie algebra g, U(g) is its universal enveloping algebra. For a partition
λ = (λ1, λ2, . . . ) ∈ Y, we set a−λ |0〉 := a−λ1a−λ2 · · · |0〉. Then the Fock space has
a basis {a−λ |0〉}λ∈Y.
The dual Fock space F† is also constructed by induction. Let F 〈0| be a one-
dimensional right representation of h≤0 = h<0 ⊕ Fc defined by
〈0| an = 0, n < 0, 〈0| c = 〈0| .
Then the dual Fock space is obtained by
F† = F 〈0| ⊗U(h≤0) U(h) ≃ F 〈0| ⊗F U(h>0).
For a partition λ = (λ1, λ2, . . . ) ∈ Y, we set 〈0| aλ = 〈0| aλ1aλ2 · · · . Then the
collection {〈0| aλ}λ∈Y forms a basis of F†.
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We define an F-bilinear paring 〈·|·〉 : F† × F → F by the properties 〈0|0〉 = 1
and
〈v|an · |w〉 = 〈v| · an|w〉 , 〈v| ∈ F†, |w〉 ∈ F, n ∈ Z\{0}.
Lemma 3.1. Let λ, µ ∈ Y be partitions. Then
〈0|aλa−µ|0〉 = δλ,µzλ(q, t).
Proposition 3.2. The Fock space and the dual Fock space are isomorphic to the
space of symmetric functions Λ by the assignments
ι : F → Λ; a−λ |0〉 7→ pλ,
ι† : F† → Λ; 〈0| aλ 7→ pλ.
Moreover, these assignments are compatible with the inner products so that the
following diagram is commutative:
F† ⊗ F ι†⊗ι //
〈·|·〉
##❋
❋❋
❋❋
❋❋
❋❋
Λ⊗ Λ
〈·,·〉q,t
||②②
②②
②②
②②
②
F .
Proof. The first half is obvious from consideration on bases of each space. The
second half follows from Lemma 3.1. 
Proposition 3.3. The mappings ι and ι† are also expressed as
ι = 〈0| exp
(∑
n>0
1− tn
1− qn
pn
n
an
)
, ι† = exp
(∑
n>0
1− tn
1− qn
pn
n
a−n
)
|0〉 .
Proof. We set
Γ(X)+ := exp
(∑
n>0
1− tn
1− qn
pn(X)
n
an
)
,
Γ(X)− := exp
(∑
n>0
1− tn
1− qn
pn(X)
n
a−n
)
.
Then, by standard computations, we have
Γ(X)+a−nΓ(X)
−1
+ = a−n + pn(X),
Γ(X)−1− anΓ(X)− = an + pn(X)
for n > 0. They imply that
〈0|Γ(X)+a−n|v〉 = pn(X) 〈0|Γ(X)+|v〉 , |v〉 ∈ F, n > 0,
〈v|anΓ(X)−|0〉 = pn(X) 〈v|Γ(X)−|0〉 , 〈v| ∈ F†, n > 0.
Since 〈0|Γ(X)+|0〉 = 〈0|Γ(X)−|0〉 = 1, we conclude that ι(|v〉) = 〈0|Γ(X)+|v〉,
|v〉 ∈ F and ι†(〈v|) = 〈v|Γ(X)−|0〉, 〈v| ∈ F†. 
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Remark 3.4. It can also be shown that
ι(an |v〉) = n1− q
n
1− tn
∂
∂pn
ι(|v〉), |v〉 ∈ F, n > 0,
ι†(〈v| a−n) = n1− q
n
1− tn
∂
∂pn
ι†(〈v|), 〈v| ∈ F†, n > 0.
For the Macdonald symmetric function Pλ ∈ Λ and its dual Qλ ∈ Λ associated
with a partition λ ∈ Y, we set
|Pλ〉 := ι−1(Pλ) ∈ F, |Qλ〉 := ι−1(Qλ) ∈ F,
〈Pλ| := (ι†)−1(Pλ) ∈ F†, 〈Qλ| := (ι†)−1(Qλ) ∈ F†.
Then it follows from Proposition 3.2 that 〈Qλ|Pµ〉 = 〈Pλ|Qµ〉 = δλ,µ. These
properties and Proposition 3.3 verify the following.
Proposition 3.5. We have
〈0|Γ(X)+ =
∑
λ∈Y
Pλ(X) 〈Qλ| , Γ(X)− |0〉 =
∑
λ∈Y
Pλ(X) |Qλ〉 .
Remark 3.6. We can see that the computation of 〈0|Γ(Y )+Γ(X)−|0〉 reproduces
the Cauchy identity. Indeed, on one hand, it reads
〈0|Γ(Y )+Γ(X)−|0〉 =
∑
λ∈Y
Pλ(X ; q, t)Qλ(Y ; q, t).
On the other hand, a standard computation gives
Γ(Y )+Γ(X)− = exp
(∑
n>0
1− tn
1− qn
pn(X)pn(Y )
n
)
Γ(X)−Γ(Y )+
= Π(X, Y ; q, t)Γ(X)−Γ(Y )+.
This reproduces the Cauchy identity∑
λ∈Y
Pλ(X ; q, t)Qλ(Y ; q, t) = 〈0|Γ(Y )+Γ(X)−|0〉 = Π(X, Y ; q, t).
The skew-Macdonald symmetric functions are also expressed as matrix elements.
Proposition 3.7. Let λ/µ be a skew-partition. Then the corresponding skew-
Macdonald symmetric function has the following expressions.
Pλ/µ(X) = 〈Qµ|Γ(X)+|Pλ〉 = 〈Pλ|Γ(X)−|Qµ〉 .
Also, the dual skew-Macdonald symmetric function is expressed as
Qλ/µ(X) = 〈Pµ|Γ(X)+|Qλ〉 = 〈Qλ|Γ(X)−|Pµ〉 .
16 SHINJI KOSHIDA
Proof. Let us set Γ(X, Y )+ = Γ(X)+Γ(Y )+. Then we have
Pλ(X, Y ) = 〈0|Γ(X, Y )+|Pλ〉
=
∑
µ∈Y
〈0|Γ(X)+|Pµ〉 〈Qµ|Γ(Y )+|Pλ〉
=
∑
µ∈Y
〈Qµ|Γ(Y )+|Pλ〉Pµ(X).
Here we used the identity IdF =
∑
λ∈Y |Pλ〉 〈Qλ|. From the definition of the skew-
Macdonald functions (Subsec. 2.5), we conclude that Pλ/µ(Y ) = 〈Qµ|Γ(Y )+|Pλ〉.
Similarly, if we set Γ(X, Y )− = Γ(X)−Γ(Y )−, then we have
Pλ(X, Y ) = 〈Pλ|Γ(X, Y )−|0〉 =
∑
µ∈Y
〈Pλ|Γ(Y )−|Qµ〉Pµ(X).
Therefore, it follows that Pλ/µ(Y ) = 〈Pλ|Γ(Y )−|Qµ〉. 
3.2. Free field realization of operators. First, let us fix our terminologies.
Definition 3.8. Let T ∈ End(Λ) be an operator on Λ. We call the operator
Tˆ := ι−1T ι ∈ End(F)
the free field realization of T .
Definition 3.9. Let z be a formal variable. An End(F)-valued formal power series
V (z) of the following form is said to be a vertex operator:
V (z) = V (z)−V (z)+ ∈ End(F)[[z, z−1]],
V (z)+ = exp
(∑
n>0
γnanz
−n
)
, γn ∈ F, n > 0,
V (z)− = exp
(∑
n>0
γ−na−nz
n
)
, γ−n ∈ F, n > 0
Remark 3.10. A vertex operator does not converge in U(h)[[z, z−1]], but makes
sense in End(F)[[z, z−1]].
Definition 3.11. Let Vi(zi) ∈ End(F)[[zi, z−1i ]], i = 1, 2, . . . , r be vertex operators.
Their normally-ordered product :V1(z1) · · ·Vr(zr): ∈ End(F)[[zi, z−1i |i = 1, . . . , r]]
is defined as
:V1(z1) · · ·Vr(zr): := V1(z1)− · · ·Vr(zr)−V1(zr)+ · · ·Vr(zr)+.
In this subsection, we see the free field realization of operators introduced in
Sect. 2 that are diagonalized by the Macdonald symmetric functions. We be-
gin with the Macdonald operators Er, r = 1, 2, , . . . . Let us introduce a vertex
operator
η(z) = exp
(∑
n>0
1− t−n
n
a−nz
n
)
exp
(
−
∑
n>0
1− tn
n
anz
−n
)
.
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Theorem 3.12 ( [Shi06,FHH+09]). Let r = 1, 2, . . . . The following operator gives
the free field realization of Er.
Eˆr =
t−r(r+1)/2
(t−1; t−1)r
∫ ( r∏
i=1
dzi
2π
√−1zi
)( ∏
1≤i<j≤r
1− zj/zi
1− t−1zj/zi
)
:η(z1) · · · η(zr): .
In case of r = 1, the product part
∏
1≤i<j≤r
1−zj/zi
1−t−1zj/zi
is understood as unity.
On the same space F, the Macdonald operators Er(q
−1, t−1), r = 1, 2, . . . with
inverted parameters are also realized. To this end, we introduce another vertex
operator:
ξ(z) = exp
(
−
∑
n>0
1− t−n
n
(t/q)n/2a−nz
n
)
exp
(∑
n>0
1− tn
n
(t/q)n/2anz
−n
)
.
Theorem 3.13 ( [FHH+09]). For r = 1, 2, . . . , the operator
Eˆr(q
−1, t−1) =
tr(r+1)/2
(t; t)r
∫ ( r∏
i=1
dzi
2π
√−1zi
)( ∏
1≤i<j≤r
1− zj/zi
1− tzj/zi
)
:ξ(z1) · · · ξ(zr):
gives the free field realization of Er(q
−1, t−1).
We have also introduced the operatorsGr, r = 1, 2, . . . that are also diagonalized
by the Macdonald symmetric functions (Subsection 2.4). These operators admit
the following free field realization:
Theorem 3.14 ( [FHH+09]). The following operators on F are the free field
realization of Gr:
Gˆr =
(−1)rq(r2)
(q; q)r
∫ ( r∏
i=1
dzi
2π
√−1zi
) ∏
1≤i<j≤r
1− zj/zi
1− qzj/zi :η(z1) · · ·η(zr): .
The inversion of the parameters q → q−1, t→ t−1 again involves the replacement
η → ξ.
Theorem 3.15. The following operators on F are the free field realization of
Gr(q
−1, t−1):
Gˆr(q
−1, t−1) =
(−1)rq−(r2)
(q−1; q−1)r
∫ ( r∏
i=1
dzi
2π
√−1zi
) ∏
1≤i<j≤r
1− zj/zi
1− q−1zj/zi :ξ(z1) · · · ξ(zr): .
We give a proof of Theorem 3.15 in Appendix A for reader’s convenience.
4. Determinantal expression
In this section, we derive other expressions of the free field realizations in the
previous Section 3 by using determinants.
As a preliminary, we introduce the symmetrization.
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Definition 4.1. For a function f(z1, . . . , zn) of n variables z1, . . . , zn, the sym-
metrization is defined by
Sym[f(z1, . . . , zn)] :=
1
n!
∑
σ∈Sn
f(zσ(1), . . . , zσ(n)).
The following lemma plays a key role in this section.
Lemma 4.2. We have
Sym
( ∏
1≤i<j≤n
zi − zj
zi − tzj
)
=
[n]t!
n!
∏
1≤i<j≤n
(zi − zj)(zj − zi)
(zi − tzj)(zj − tzi) .
Proof. The Hall–Littlewood polynomial for the empty partition reads [Mac95, Eq.
(1.4) in Chapter III] ∑
σ∈Sn
σ
(∏
i<j
zi − tzj
zi − zj
)
= [n]t!.
When we multiply
∏
i<j
(zi−zj)(zj−zi)
(zi−tzj)(zj−tzi)
on the both sides, we obtain∑
σ∈Sn
∏
i<j
zσ(j) − zσ(i)
zσ(j) − tzσ(i) = [n]t!
∏
i<j
(zi − zj)(zj − zi)
(zi − tzj)(zj − tzi) .
When we write the longest element in Sn,
σ∗ =
(
1 2 · · · n
n n− 1 · · · 1
)
,
we see that ∑
σ∈Sn
σ ◦ σ∗
(∏
i<j
zi − zj
zi − tzj
)
= [n]t!
∏
i<j
(zi − zj)(zj − zi)
(zi − tzj)(zj − tzi) ,
where the left hand side is n!Sym
(∏
i<j
zi−zj
zi−tzj
)
. 
Theorem 4.3. Let r = 1, 2, . . . . The free field realization Eˆr of the r-th Macdonald
operator is also expressed as
Eˆr =
t−r
r!
∫ ( r∏
i=1
dzi
2π
√−1
)
det
(
1
zi − t−1zj
)
1≤i,j≤r
:η(z1) · · · η(zr): .
Proof. Recall that the constant term of a multivariable function is invariant under
symmetrization. Therefore we have
Eˆr =
t−r(r+1)/2
(t−1; t−1)r
∫ ( r∏
i=1
dzi
2π
√−1zi
)
Sym
( ∏
1≤i<j≤r
1− zj/zi
1− t−1zj/zi
)
:η(z1) · · ·η(zr): .
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As we saw in Lemma 4.2,
Sym
( ∏
1≤i<j≤r
1− zj/zi
1− t−1zj/zi
)
=
[r]t−1 !
r!
∏
1≤i<j≤r
(1− zj/zi)(1− zi/zj)
(1− t−1zj/zi)(1− t−1zi/zj) .
Thus
Eˆr =
t−r(r+1)/2
(t−1; t−1)r
[r]t−1 !
r!
∫ ( r∏
i=1
dzi
2π
√−1zi
) ∏
1≤i<j≤r
(1− zj/zi)(1− zi/zj)
(1− t−1zj/zi)(1− t−1zi/zj)
× :η(z1) · · · η(zr): .
The product can be further computed as∏
1≤i<j≤r
(1− zj/zi)(1− zi/zj)
(1− t−1zj/zi)(1− t−1zi/zj)
=
∏
i<j(zi − zj)
∏
i<j(zj − zi)∏
i<j(zi − t−1zj)
∏
i<j(zj − t−1zi)
= tr(r−1)/2(1− t−1)r
r∏
i=1
zi
∏
i<j(zi − zj)
∏
i<j(t
−1zj − t−1zi)∏
i,j(zi − t−1zj)
.
Now recall the Cauchy determinant formula
det
(
1
xi − yj
)
i,j
=
∏
i<j(xi − xj)
∏
i<j(yj − yi)∏
i,j(xi − yj)
.
Using this, we obtain
Eˆr =
t−r(r+1)/2
(t−1; t−1)r
[r]t−1 !
r!
∫ ( r∏
i=1
dzi
2π
√−1zi
)
tr(r−1)/2(1− t−1)r
r∏
i=1
zi
× det
(
1
zi − t−1zj
)
1≤i,j≤r
:η(z1) · · ·η(zr):
=
t−r
r!
∫ ( r∏
i=1
dzi
2π
√−1
)
det
(
1
zi − t−1zj
)
1≤i,j≤r
:η(z1) · · · η(zr): .
This is the desired result. 
In similar manners, we can also derive the following expressions.
Theorem 4.4. For r = 1, 2, . . . , we have
Eˆr(q
−1, t−1) =
tr
r!
∫ ( r∏
i=1
dzi
2π
√−1
)
det
(
1
zi − tzj
)
1≤i,j≤r
:ξ(z1) · · · ξ(zr): .
Theorem 4.5. For r = 1, 2, . . . , we have
Gˆr =
(−1)r
r!
∫ ( r∏
i=1
dzi
2π
√−1
)
det
(
1
zi − qzj
)
1≤i,j≤r
:η(z1) · · · η(zr): .
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Theorem 4.6. For r = 1, 2, . . . , we have
Gˆr(q
−1, t−1) =
(−1)r
r!
∫ ( r∏
i=1
dzi
2π
√−1
)
det
(
1
zi − q−1zj
)
1≤i,j≤r
:ξ(z1) · · · ξ(zr): .
The following property will be used in the next Section 5.
Lemma 4.7. Let r = 1, 2, . . . and γ ∈ F and set a functional∫
Drγz :=
∫ ( r∏
i=1
dzi
2π
√−1
)
det
(
1
zi − γzj
)
: F[[zi, z
−1
i |i = 1, . . . , r]]→ F.
Then it is invariant under a uniform scale transformation and the uniform inver-
sion. Namely, if we set
wi = αzi, i = 1, . . . , r, α ∈ F
or
wi = z
−1
i , i = 1, . . . , r,
then we have ∫
Drγz =
∫
Drγw.
Proof. The invariance under a scale transformation is obvious. We consider the
case of inversion: wi = z
−1
i , i = 1, . . . , n. The operation taking the residues in zi
is written as ∫ ( r∏
i=1
dzi
2π
√−1
)
=
∫ ( r∏
i=1
dwi
2π
√−1
)
r∏
i=1
w−2i .
The determinant gives
det
(
1
zi − γzj
)
1≤i,j≤r
= det
(
wiwj
wj − γwi
)
1≤i,j≤r
=
r∏
i=1
w2i det
(
1
wi − γwj
)
1≤i,j≤r
.
Then the desired invariance is proved. 
5. Proofs of Theorems
5.1. Preliminaries. We write F[Y] := {f : Y → F} for the totality of random
variables. The method of computing correlation functions using the Macdonald
difference operators has been developed in [BC14,BC15,BCGS16,Dim18,GZ18].
Here we shall formulate an algebraic scheme to compute correlation functions.
Definition 5.1. Regarding a random variable as a spectrum, we define a mapping
O : F[Y]→ End(F); f 7→
∑
λ∈Y
f(λ) |Pλ〉 〈Qλ| .
For a random variable f ∈ F[Y], we also define
ψX,Yf := Γ(Y )+O(f)Γ(X)−.
To compute correlation functions, we use the following theorem.
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Theorem 5.2. Let f1, . . . , fN ∈ F[Y] be random variables. Then their correlation
function with respect to the N-step Macdonald process becomes
E
(N)
q,t [f1[1] · · · fN [N ]] =
〈0|ψX(N),Y (N)fN · · ·ψX
(1),Y (1)
f1
|0〉
〈0|ψX(N),Y (N)1 · · ·ψX
(1),Y (1)
1 |0〉
.
Here 1 ∈ F[Y] is the unit constant function given by 1(λ) = 1, λ ∈ Y.
Proof. We first compute the following matrix element:
〈Pµ|ψX,Yf |Qν〉 = 〈Pµ|Γ(Y )+O(f)Γ(X)−|Qν〉
=
∑
λ∈Y
f(λ)Pλ/ν(X)Qλ/µ(Y ).
Inserting the identity operator IdF =
∑
λ∈Y |Qλ〉 〈Pλ|, we have
〈0|ψX(N),Y (N)fN · · ·ψX
(1),Y (1)
f1
|0〉
=
∑
ν(1),...,ν(N−1)∈Y
〈0|ψX(N),Y (N)fN |Qν(N−1)〉 〈Pν(N−1) |ψX
(N−1),Y (N−1)
fN−1
|Qν(N−2)〉
× 〈Pν(1) |ψX
(1),Y (1)
f1
|0〉
=
∑
ν(1),...,ν(N−1)∈Y
∑
λ(1),...,λ(N)∈Y
fN (λ
(N))Pλ(N)/ν(N−1)(X
(N))Qλ(N)/∅(Y
(N))
× fN−1(λ(N−1))Pλ(N−1)/ν(N−2)(X(N−1))Qλ(N−1)/ν(N−1)(Y (N−1))
· · · · · ·
× f1(λ(1))Pλ(1)/∅(X(1))Qλ(1)/ν(1)(Y (1))
=
∑
λ(1),...,λ(N)∈Y
f1(λ
(1)) · · ·fN(λ(N))Pλ(1)(X(1))Ψλ(1),λ(2)(Y (1), X(2))
· · · ×Ψλ(N−1),λ(N)(Y (N−1), X(N))Qλ(N)(Y (N)).
Here we used the definition of the transition function (1.2). In the case when
f1, . . . , fN = 1, the above result gives the normalization factor:
〈0|ψX(N),Y (N)1 · · ·ψX
(1),Y (1)
1 |0〉 = Π(N)(X,Y ).
Therefore, we have
〈0|ψX(N),Y (N)fN · · ·ψX
(1),Y (1)
f1
|0〉
〈0|ψX(N),Y (N)1 · · ·ψX
(1),Y (1)
1 |0〉
=
∑
λ(1),...,λ(N)∈Y
f1(λ
(1)) · · · fN(λ(N))M(N)q,t (λ(1), . . . , λ(N)),
which is just the correlation function E
(N)
q,t [f1[1] · · · fN [N ]]. 
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5.2. Proof of Theorem 1.4. We use Theorem 5.2. Since er(σ
λ) = trer(s
λ), we
have from Theorem 4.3, for r = 1, 2, . . . ,
O(eσr ) = t
rEˆr =
1
r!
∫ ( r∏
i=1
dzi
2π
√−1
)
det
(
1
zi − t−1zj
)
1≤i,j≤r
:η(z1) · · ·η(zr): .
Let r1, . . . , rN ∈ {1, 2, . . . } We shall compute the unnormalized correlation func-
tion
〈0|ψX(N),Y (N)eσrN · · ·ψ
X(1),Y (1)
eσr1
|0〉
=
1∏N
α=1 rα!
∫ N∏
α=1
(
rα∏
i=1
dz
(α)
i
2π
√−1
)
det
(
1
z
(α)
i − t−1z(α)j
)
1≤i,j≤rα
× 〈0|Γ(Y (N))+η(z(N))Γ(X(N))− · · ·Γ(Y (1))+η(z(1))Γ(X(1))−|0〉 ,
where we set η(z(α)) =:η(z
(α)
1 ) · · ·η(z(α)rα ): , α = 1, . . . , N . To compute the matrix
element, we write
η(z(α)) = η(z(α))−η(z
(α))+, α = 1, . . . , N,
where
η(z(α))+ := exp
(
−
∑
n>0
1− tn
n
an
rα∑
i=1
(z
(α)
i )
−n
)
,
η(z(α))− := exp
(∑
n>0
1− t−n
n
a−n
rα∑
i=1
(z
(α)
i )
n
)
.
Then we can see that
Γ(Y (α))+η(z
(α))Γ(X(α))−
= exp
(∑
n>0
1− t−n
n
pn(Y
(α))
rα∑
i=1
(z
(α)
i )
n
)
exp
(
−
∑
n>0
1− tn
n
pn(X
(α))
rα∑
i=1
(z
(α)
i )
−n
)
× η(z(α))−Γ(Y (α))+Γ(X(α))−η(z(α))+
= Π(X(α), Y (α))
rα∏
i=1
H((z
(α)
i )
−1;X(α))−1H(t−1z
(α)
i ; Y
(α))−1
× η(z(α))−Γ(X(α))−Γ(Y (α))+η(z(α))+.
Noting that the vertex operator η(z) exhibits the following operator product ex-
pansion (OPE):
η(z)η(w) =
(1− w/z)(1− qt−1w/z)
(1− qw/z)(1− t−1w/z) :η(z)η(w): .
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Then we can obtain the following formula:
Γ(Y (β))+η(z
(β))+η(z
(α))−Γ(X
(α))−
= Π(X(α), Y (β))W (z(β), z(α))
rα∏
i=1
H(t−1z
(α)
i ; Y
(β))−1
rβ∏
i=1
H((z
(β)
i )
−1;X(α))−1
× η(z(α))−Γ(X(α))−Γ(Y (β))+η(z(β))+.
Combining the above formulas we can compute the matrix element as
〈0|Γ(Y (N))+η(z(N))Γ(X(N))− · · ·Γ(Y (1))+η(z(1))Γ(X(1))−|0〉
= Π(N)(X,Y )
∏
1≤α≤β≤N
(
rα∏
i=1
H(t−1z
(α)
i ; Y
(β))−1
)( rβ∏
i=1
H((z
(β)
i )
−1;X(α))−1
)
×
∏
1≤α<β≤N
W (z(β), z(α)).
Therefore, we have
E
(N)
q,t [e
σ
r1 [1] · · · eσrN [N ]]
=
1∏N
i=1 ri!
∫ N∏
α=1
(
rα∏
i=1
dz
(α)
i
2π
√−1
)
det
(
1
z
(α)
i − t−1z(α)j
)
1≤i,j≤rα
×
∏
1≤α≤β≤N
(
rα∏
i=1
H(t−1z
(α)
i ; Y
(β))−1
)( rβ∏
i=1
H((z
(β)
i )
−1;X(α))−1
)
×
∏
1≤α<β≤N
W (z(β), z(α)).
Finally we adopt a transformation of integral variables so that w
(α)
i = (z
(α)
i )
−1,
i = 1, . . . , rα, α = 1, . . . , N . With help of Lemma 4.7 and the property
W (z−11 , . . . , z
−1
m ;w
−1
1 , . . . , w
−1
n ) = W (w1, . . . , wn; z1, . . . , zm),
we obtain
E
(N)
q,t [e
σ
r1
[1] · · · eσrN [N ]]
=
1∏N
i=1 ri!
∫ N∏
α=1
(
rα∏
i=1
dw
(α)
i
2π
√−1
)
det
(
1
w
(α)
i − t−1w(α)j
)
1≤i,j≤rα
×
∏
1≤α≤β≤N
(
rβ∏
i=1
H(w
(α)
i ;X
(α))−1
)(
rα∏
i=1
H((tw
(α)
i )
−1; Y (β))−1
)
×
∏
1≤α<β≤N
W (w(α),w(β)).
Then the proof is complete.
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5.3. Proof of Theorem 1.8. The proof is very similar to that of Theorem 5.2.
The observable eρr is just obtained from e
σ
r by inverting the parameters q and t.
Since Pλ(X ; q, t) = Pλ(X ; q
−1, t−1) [Mac95, (iv) of Eq. (4.14) in Chapter VI], and
from Theorem 4.4, we have
O(eρr) = t
−rEˆr(q
−1, t−1)
=
1
r!
∫ ( r∏
i=1
dzi
2π
√−1
)
det
(
1
zi − tzj
)
1≤i,j≤r
:ξ(z1) · · · ξ(zr): .
For r1, . . . , rN ∈ {1, 2, . . . }, the unnormalized correlation function reads
〈0|ψX(N),Y (N)
eρrN
· · ·ψX(1),Y (1)
eρr1
|0〉
=
1∏N
α=1 rα!
∫ N∏
α=1
(
rα∏
i=1
dz
(α)
i
2π
√−1
)
det
(
1
z
(α)
i − tz(β)j
)
1≤i,j≤rα
× 〈0|Γ(Y (N))+ξ(z(N))Γ(X(N))− · · ·Γ(Y (1))+ξ(z(1))Γ(X(1))−|0〉 ,
where we set ξ(z(α)) =:ξ(z
(α)
1 ) · · · ξ(z(α)rα ): , α = 1, . . . , N . We again write ξ(z(α)) =
ξ(z(α))−ξ(z
(α))+, α = 1, . . . , N , where
ξ(z(α))+ = exp
(∑
n>0
1− tn
n
(t/q)n/2an
rα∑
i=1
(z
(α)
i )
−n
)
,
ξ(z(α))− = exp
(
−
∑
n>0
1− t−n
n
(t/q)n/2a−n
rα∑
i=1
(z
(α)
i )
n
)
.
To compute the matrix element, we first note the following formula:
Γ(Y (α))+ξ(z
(α))Γ(X(α))−
= exp
(
−
∑
n>0
1− t−n
n
(t/q)n/2pn(Y
(α))
rα∑
i=1
(z
(α)
i )
n
)
× exp
(∑
n>0
1− tn
n
(t/q)n/2pn(X
(α))
rα∑
i=1
(z
(α)
i )
−n
)
× ξ(z(α))−Γ(Y (α))+Γ(X(α))−ξ(z(α))+
= Π(X(α), Y (α))
rα∏
i=1
H(t1/2q−1/2(z
(α)
i )
−1;X(α))H(t−1/2q−1/2z
(α)
i ; Y
(α))
× ξ(z(α))−Γ(X(α))−Γ(Y (α))+ξ(z(α))+.
From the OPE
ξ(z)ξ(w) =
(1− w/z)(1− q−1tw/z)
(1− q−1w/z)(1− tw/z) :ξ(z)ξ(w): ,
FREE FIELD APPROACH TO THE MACDONALD PROCESS 25
we also have
Γ(Y (β))+ξ(z
(β))+ξ(z
(α))−Γ(X
(α))−
= Π(X(α), Y (β))
rα∏
i=1
H(t−1/2q1/2z
(α)
i ; Y
(β))
rβ∏
i=1
H(t1/2q−1/2(z
(β)
i )
−1;X(α))
× W˜ (z(β), z(α))ξ(z(α))−Γ(X(α))−Γ(Y (β))+ξ(z(β))+.
Therefore, the correlation function becomes
E
(N)
q,t [e
ρ
r1
[1] · · · eρrN [N ]]
=
1∏N
α=1 rα!
∫ N∏
α=1
(
rα∏
i=1
dz
(α)
i
2π
√−1
)
det
(
1
z
(α)
i − tz(α)j
)
1≤i,j≤rα
×
∏
1≤α≤β≤N
(
rβ∏
i=1
H(t1/2q−1/2(z
(β)
i )
−1;X(α))
)(
rα∏
i=1
H(t−1/2q1/2z
(α)
i ; Y
(β))
)
×
∏
1≤α<β≤N
W˜ (z(β), z(α)).
When we perform a transformation of integrable variables so that w
(α)
i := t
1/2q−1/2(z
(α)
i )
−1,
i = 1, . . . , rα, α = 1, . . . , N , with help of Lemma 4.7, we obtain the desired result.
5.4. Proof of Theorem 1.11. From Theorem 2.10 and Thorem 4.5, we have
O(gsr(q, t)) = Gˆr =
(−1)r
r!
∫ ( r∏
i=1
dzi
2π
√−1
)
det
(
1
zi − qzj
)
1≤i,j≤r
:η(z1) · · ·η(zr): .
The essential part of the proof is computation of the matrix element
〈0|Γ(Y (N))+η(z(N))Γ(X(N))− · · ·Γ(Y (1))+η(z(1))Γ(X(1))−|0〉 ,
but this was given in the proof of Theorem 1.4 (Subsection 5.2). Therefore, we
obtain the desire result.
5.5. Proof of Theorem 1.13. The operators Gˆr(q
−1, t−1), r = 1, 2, . . . are diag-
onalized by |Pλ〉, λ ∈ Y so that
Gˆr(q
−1, t−1) |Pλ〉 = gr(s−λ; q−1, t−1) |Pλ〉 , s−λ = (q−λiti; i = 1, 2, . . . ).
Lemma 5.3. For r = 1, 2, . . . , we have
gr(X ; q
−1, t−1) = (qt−1)rgr(X ; q, t).
Proof. From the definition
exp
(∑
n>0
1− tn
1− qn
pn
n
un
)
=
∑
r≥0
gr(X ; q, t)u
r,
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it follows that∑
r≥0
gr(X ; q, t)u
r = exp
(∑
n>0
1− t−n
1− q−n
pn
n
(tq−1u)n
)
=
∑
r≥0
gr(X ; q
−1, t−1)(tq−1u)r.
Comparison of the coefficients of ur, r = 1, 2, . . . gives the desired result. 
From the above Lemma, we have gr(s
−λ; q−1, t−1) = gr(ρ˜
λ; q, t), r = 1, 2, . . . ,
which implies that
O(gρ˜r (q
−1, t−1)) = Gˆr(q
−1, t−1).
Using the expression in Theorem 4.6 and following computation in the proof of
Theorem 1.8 (Subsection 5.3), we obtain the formula in Theorem 1.13.
6. Conclusion
In this paper, we have developed an algebraic formalism to compute correlation
functions with respect to the Macdonald process. We relied on the Fock space
realization of the Macdonald symmetric functions and obtained a method of com-
puting correlation functions in Theorem 5.2. Let us write down the formula again.
For random variables f1, . . . , fN ∈ F[Y],
E
(N)
q,t [f1[1] · · · fN [N ]] =
〈0|ψX(N),Y (N)fN · · ·ψX
(1),Y (1)
f1
|0〉
〈0|ψX(N),Y (N)1 · · ·ψX
(1),Y (1)
1 |0〉
,
ψX
(i),Y (i)
fi
= Γ(Y (i))+O(fi)Γ(X
(i))−, i = 1, 2, . . . , N.
Therefore, if the operators O(fi), i = 1, . . . , N admit expression using vertex op-
erators, then we can carry out the computation in a purely algebraic manner.
We considered some examples for which the corresponding operators have been
obtained in [Shi06,FHH+09] and rewrote the expression using determinant. Ow-
ing to these expressions, we obtained formulas computing correlation functions
and also found that the expectation value of a generating function of one-point
functions can be expressed using the formal Fredholm determinant. Our formulas
do not require any specialization of variables, thus apply to any reduction of the
Macdonald process.
Our initial motivation of this work was to understand the well-known determi-
nantal structure exhibited by the Macdonald process [BC14,BCGS16]. In the case
of q = t, the Macdonald process reduces to the Schur process, for which the deter-
minant formulas arise from free fermionic calculi [Oko01]. For generic parameters,
we have seen that the determinantal structure originates from the expression of
operators diagonalized by the Macdonald symmetric functions obtained in Sect.
4. Then we come across a new problem why these operators admit surprisingly
simple expressions using determinants in Theorems 4.3 to 4.6.
We have also considered the q-Whittaker limit in Corollary 1.15. There we
found that the operators Gˆr(q
−1, t−1), r = 1, 2, . . . played significant roles. We
could expect that, in general, the operators with inverted parameters are useful
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in considering the q-Whittaker limit because their eigenvalues are expanded in
positive powers of t. Another limiting case is the Hall–Littlewood limit (q → 0),
for which the operators with ordinary parametrization would well behave since
their eigenvalues are expanded in positive powers of q.
Future directions following this work are listed below.
Application to stochastic models. Since our results are formal and do not
require any specialization of variables, they apply to any reduction of the Macdon-
ald process. For application to stochastic models, however, one has to specialize
variables and carry out further analyses typically studying asymptotic behaviors
(e.g. [FV15, Bar15]). It is not clear so far how our results are useful for such
application and more study is needed. In particular, a simple kernel function in
Corollary 1.15 might lead to a new result concerning stochastic models.
Higher level representation. It is known [FHH+09, AFS12] that the vertex
operators η(z) and ξ(z) used in this paper form a part of a representation of the
Ding–Iohara–Miki (DIM) algebra [DI97,Mik07] on the Fock space F. Since the
DIM algebra is formally a Hopf algebra, the N -fold tensor product F⊗N also ad-
mits an action of the DIM algebra [FHS+10]. In [AFH+11], it was shown that
the tensor product space F⊗N admits the Macdonald-type basis {|Pλ〉}λ, where
λ = (λ(1), . . . , λ(N)) runs over N -tuple of partitions. One could extend the method
presented in this paper to this setting and propose a generalized Macdonald pro-
cess.
Elliptic generalization. Other direction of generalization might include the el-
liptic one. In [Sai13], the elliptic Macdonald operators were realized as operators
on a Fock space by means of the elliptic DIM algebra. Though the elliptic Mac-
donald symmetric functions as a basis of the Fock space have not been captured so
far, once a Macdonald-type basis is found, a similar story as in this paper would
work in the elliptic case.
Relation to higher spin six-vertex models. Another pillar than the Macdon-
ald process in the field of integrable probability is a higher spin six-vertex model
[BCG16,CP16,BP18] and there are attempts to understand these two on the same
footing [GdGW17,Bor18]. Notably, partition functions of a higher spin six-vertex
model give a family of symmetric rational functions that are regarded as general-
ization of the Hall–Littlewood polynomials. It is also known [BBBF18,BBBG18]
that, for some lattice models such as a metaplectic ice model, a vertex operator
acting on a Fock space works as a transfer matrix and its matrix elements give a
family of symmetric functions. Since a Fock space and vertex operators were also
basic tools in this paper, the present work could give a new insight to this subject
from a perspective of the representation theory of quantum algebras.
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Appendix A. Proof of Theorem 3.15
Fix r ∈ Z≥1. What we show is the identity
〈0|Γ(X)+Gˆr(q−1, t−1) = Gr(q−1, t−1) 〈0|Γ(X)+,
which is equivalent to
〈0|Γn(X)+Gˆr(q−1, t−1) = G(n)r (q−1, t−1) 〈0|Γn(X)+, n = 1, 2, . . . ,
where
Γn(X)+ = exp
(∑
m>0
1− tm
1− qm
p
(n)
m (X)
m
am
)
is the n-variable reduction of Γ(X)+.
The following lemma can be checked by standard computation:
Lemma A.1. We have
Γn(X)+ξ(z) =
n∏
i=1
1− t1/2q−1/2xiz
1− t−1/2q−1/2xiz ξ(z)Γn(X)+.
By using this, we can see that
〈0|Γn(X)+Gˆr(q−1, t−1)
=
(−1)rq−(r2)
(q; q)r
∫ (
dzi
2π
√−1zi
)( ∏
1≤i<j≤r
1− zj/zi
1− q−1zj/zi
)
×
(
n∏
i=1
r∏
j=1
1− t1/2q−1/2xizj
1− t−1/2q−1/2xizj
)
〈0| :ξ(z1) · · · ξ(zr): Γn(X)+
As a generalization, we introduce the following object: for µ = (µ1, . . . , µn) ∈
Zn,
G(µ)r (q
−1, t−1)(A.1)
:=
∫ (
dzi
2π
√−1zi
)( ∏
1≤i<j≤r
1− zj/zi
1− q−1zj/zi
)(
n∏
i=1
r∏
j=1
1− t1/2qµi−1/2xizj
1− t−1/2q−1/2xizj
)
× 〈0| :ξ(z1) · · · ξ(zr): Γn(X)+.
Correspondingly, we set
H(n),(µ)r (q
−1, t−1)
(A.2)
:=
∑
ν∈(Z≥0)
n
|ν|=r
( ∏
1≤i<j≤n
q−νixi − q−νjxj
xi − xj
)(
n∏
i,j=1
(t−1xi/q
µjxj ; q
−1)νi
(q−1xi/xj ; q−1)νi
)
n∏
i=1
T νiq−1,xi.
Then Theorem 3.15 is the case when µ = (0, . . . , 0) of the following one:
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Theorem A.2. For µ ∈ Zn and r = 1, 2, . . . , we have
G(µ)r (q
−1, t−1)
= trnqr|µ|
r∑
l=0
(−1)lq(l2)ql(r−l)(q−r+l−1; q−1)lH(n),(µ)l (q−1, t−1) 〈0|Γn(X)+.
To prove this theorem, we prepare lemmas. The first one can be checked by a
simple calculation.
Lemma A.3. We have
〈0| ξ(t1/2q1/2x−1k )Γn(X)+ = Tq−1,xk 〈0|Γn(X)+.
We also have
Lemma A.4. Let ν = (ν1, . . . , νn) ∈ Zn. Then
n∑
k=1
(q−νk − 1)
(∏
i 6=k
xk − q−νixi
xk − xi
)
= q−|ν| − 1.
Proof. By comparing residues and behavior at z →∞, we have
n∏
i=1
z − q−νixi
z − xi =
n∑
k=1
(1− q−νk)xk
z − xk
(∏
i 6=k
xk − q−νixi
xk − xi
)
+ 1.
Then, setting z = 0, we can see the desired result. 
Proof of Theorem A.2. We first integrate out the variable z1 in Eq. (A.1). Then
the residues at z1 = t
1/2q1/2x−1i , i = 1, . . . , n and z1 = ∞ contribute. (To make
this computation easier to see, it might be convenient to transform the variables
so that wi = z
−1
i , i = 1, . . . , r.) Consequently, we obtain
G(µ)r (q
−1, t−1)
=
∫ ( r∏
i=2
dzi
2π
√−1zi
)
n∑
k=1
(1− tqµk)
( ∏
2≤i<j≤r
1− zj/zi
1− q−1zj/zi
)(
r∏
j=2
1− t1/2qµk−1/2xkzj
1− t−1/2q−3/2xkzj
)
×
 n∏
i=1
i 6=k
r∏
j=2
1− t1/2qµi−1/2xizj
1− t−1/2q−1/2xizj

 n∏
i=1
i 6=k
xk − tqµixi
xk − xi

× 〈0| :ξ(t1/2q1/2x−1k )ξ(z2) · · · ξ(zr): Γn(X)+
+ tnq|µ|G
(µ)
r−1(q
−1, t−1).
Here we shall use Lemma A.3 to find
G(µ)r (q
−1, t−1) =
n∑
k=1
(1− tqµk)
n∏
i=1
i 6=k
xk − tqµixi
xk − xi Tq−1,xkG
(µ+ǫk)
r−1 (q
−1, t−1)
+ tnq|µ|G
(µ)
r−1(q
−1, t−1),
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where we set ǫk = (0, . . . , 0,
k
1ˇ, 0, . . . , 0).
We prove the theorem by induction in r = 1, 2, . . . . When r = 1, we can see
that
G
(µ)
1 (q
−1, t−1) =
 n∑
k=1
(1− tqµk)
n∏
i=1
i 6=k
xk − tqµixi
xk − xi Tq−1,xk + t
nq|µ|
 〈0|Γn(X)+,
while, from Eq. (A.2), we also have
H
(n),(µ)
1 (q
−1, t−1) = −t−nq−|µ|
n∑
k=1
1− tqµk
1− q−1
n∏
i=1
i 6=k
xk − tqµixi
xk − xi Tq−1,xk .
Therefore, it follows that
G
(µ)
1 (q
−1, t−1) = tnq|µ|
(
1− (1− q−1)H(n),(µ)1 (q−1, t−1)
)
〈0|Γn(X)+,
which is the desired result of the theorem for r = 1.
We suppose that the theorem holds at r − 1. To use this induction hypothesis,
we make some preliminaries. For ν = (ν1, . . . , νn) ∈ (Z≥0)n and µ = (µ1, . . . , µn) ∈
Zn, set
h(µ)ν (q
−1, t−1) =
( ∏
1≤i<j≤n
q−νixi − q−νjxj
xi − xj
)(
n∏
i,j=1
(t−1xi/q
µjxj ; q
−1)νi
(q−1xi/xj ; q−1)νi
)
.
Then we have the following expression:
H(n),(µ)r (q
−1, t−1) =
∑
ν∈(Z≥0)
n
|ν|=r
h(µ)ν (q
−1, t−1)
n∏
i=1
T νiq−1,xi.
Observe that
h(µ+ǫk)ν (q
−1, t−1) =
1− t−1q−µk−νk
1− t−1q−µk
n∏
i=1
i 6=k
xk − t−1q−µk−νixi
xk − t−1q−µkxi h
(µ)
ν (q
−1, t−1)(A.3)
and
Tq−1,xkh
(µ)
ν (q
−1, t−1)
(A.4)
=
1− q−νk−1
1− t−1q−µk−νk
n∏
i=1
i 6=k
t−1q−µk+1xi − xk
xi − t−1q−µixi
xk − q−νixi
xk − t−1q−µk−νi+1xih
(µ)
ν+ǫk
(q−1, t−1)Tq−1,xk .
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By the induction hypothesis, we have
G(µ)r (q
−1, t−1) =
[
t(r−1)nq(r−1)(|µ|+1)
r−1∑
l=0
(−1)lq(l2)ql(r−l+1)(q−r+l; q−1)l
×
n∑
k=1
(1− tqµk)
n∏
i=1
i 6=k
xk − tqµixi
xk − xi Tq−1,xkH
(n),(µ+ǫk)
l (q
−1, t−1)
+ trnqr|µ|
r−1∑
l=0
(−1)lq(l2)ql(r−l+1)(q−r+l; q−1)l
×H(n),(µ)l (q−1, t−1)
]
〈0|Γn(X)+.
Let us set
X :=
n∑
k=1
(1− tqµk)
n∏
i=1
i 6=k
xk − tqµixi
xk − xi Tq−1,xkH
(n),(µ+ǫk)
l (q
−1, t−1).
Then, using Eqs. (A.3) and (A.4), we can verify that
X = tnq|µ|
∑
ν∈(Z≥0)
n
|ν|=l
n∑
k=1
(q−νk−1 − 1)
n∏
i=1
i 6=k
xk − q−νixi
xk − xi h
(µ)
ν+ǫk(q
−1, t−1)Tq−1,xk
n∏
i=1
T νiq−1,xi
= tnq|µ|
∑
ν∈(Z≥0)
n
|ν|=l+1
 n∑
k=1
(q−νk − 1)
n∏
i=1
i 6=k
xk − q−νixi
xk − xi
h(µ)ν (q−1, t−1) n∏
i=1
T νiq−1,xi.
Here we use Lemma A.4 to obtain
X = tnq|µ|(q−l−1 − 1)H(n),(µ)l+1 (q−1, t−1).
Therefore
G(µ)r (q
−1, t−1) =
[
t(r−1)nq(r−1)(|µ|+1)
r−1∑
l=0
(−1)lq(l2)ql(r−l+1)(q−r+l; q−1)l
× tnq|µ|(q−l−1 − 1)H(n),(µ)l+1 (q−1, t−1)
+ trnqr|µ|
r−1∑
l=0
(−1)lq(l2)ql(r−l+1)(q−r+l; q−1)l
×H(n),(µ)l (q−1, t−1)
]
〈0|Γn(X)+.
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It can be checked that this coincides with
trnqr|µ|
r∑
l=0
(−1)lq(l2)ql(r−l)(q−r+l−1; q−1)lH(n),(µ)l (q−1, t−1) 〈0|Γn(X)+.
Then the proof is complete. 
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