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THE PARABOLIC MONGE-AMPE`RE EQUATION ON
COMPACT ALMOST HERMITIAN MANIFOLDS
JIANCHUN CHU
Abstract. We prove the long time existence and uniqueness of so-
lutions to the parabolic Monge-Ampe`re equation on compact almost
Hermitian manifolds. We also show that the normalization of solution
converges to a smooth function in C∞ topology as t → ∞. Up to scal-
ing, the limit function is a solution of the Monge-Ampe`re equation. This
gives a parabolic proof of existence of solutions to the Monge-Ampe`re
equation on almost Hermitian manifolds.
1. Introduction
Let (M,ω, J) be an almost Hermitian manifold of real dimension 2n. And
we use g to denote the corresponding Riemannian metric. For a smooth real-
valued function F on M , we consider the Monge-Ampe`re equation
(1.1)


(ω +
√−1∂∂ϕ)n = eFωn
ω˜ = ω +
√−1∂∂¯ϕ > 0
supM ϕ = 0
and the parabolic Monge-Ampe`re equation
(1.2)


∂ϕ
∂t = log
(ω+
√
−1∂∂ϕ)n
ωn − F
ϕ(·, 0) = ϕ0
ω˜ = ω +
√−1∂∂¯ϕ > 0
where
√−1∂∂ϕ = 12(dJdϕ)(1,1) and ϕ0 is a smooth real-valued function such
that ω +
√−1∂∂ϕ0 > 0.
The Monge-Ampe`re equation (1.1) plays an important role in geometry.
When (M,ω, J) is a compact Ka¨hler manifold, Calabi [1] presented his fa-
mous conjecture and transformed this problem into (1.1). By using the
maximum principle, Calabi [1] proved the uniqueness of solutions to (1.1).
In [35], Yau solved Calabi’s conjecture by proving existence of solutions to
(1.1) when F satisfies
∫
M e
Fωn =
∫
M ω
n.
When (M,ω, J) is a compact Hermitian manifold, (1.1) has been studied
under some assumptions on ω (see [4, 9, 12, 27]). For general ω, up to
adding a unique constant to F , the existence and uniqueness of solutions
were proved by Cherrier [3] for n = 2 (and under assumption d(ωn−1) = 0
when n > 2) and by Tosatti-Weinkove [28] for any dimensions.
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When (M,ω, J) is a compact almost Hermitian manifold, Chu-Tosatti-
Weinkove [6] proved the existence and uniqueness of solutions to (1.1), up
to adding a unique constant to F .
There are many results of complex Monge-Ampe`re equation and complex
Monge-Ampe`re type equation, we refer the reader to [5, 7, 10, 11, 14, 17,
20, 21, 22, 23, 24, 26, 29, 30, 31, 32, 34, 36].
For the parabolic Monge-Ampe`re equation (1.2), when (M,ω, J) is a com-
pact Ka¨hler manifold, Cao [2] proved that there exists a smooth solution for
all time (long time existence) and the normalization of this solution con-
verges smoothly to the solution of complex Monge-Ampe`re equation. When
(M,ω, J) is a compact Hermitian manifold, similar results were proved by
Gill [8]. And Sun [19] proved the analogous results for the parabolic Monge-
Ampe`re type equation.
As we can see, the results in [2, 8, 19] were proved when the almost com-
plex structure J is integrable. For non-integrable almost complex structure,
we prove the following result in this paper.
Theorem 1.1. Let (M,ω, J) be a compact almost Hermitian manifold of
real dimension 2n. For the parabolic Monge-Ampe`re equation (1.2) on
(M,ω, J), we have
(1) There exists a unique smooth solution ϕ for t ∈ [0,∞).
(2) Let ϕ˜ be the normalization of ϕ, i.e.,
ϕ˜ = ϕ−
∫
M
ϕ ωn.
Then ϕ˜ converges smoothly to a function ϕ˜∞ as t → ∞. And ϕ˜∞ is
the unique solution of (1.1) on (M,ω, J), up to adding a unique real
constant b to F .
The organization of this paper is as follows: In Section 2, we introduce
some notations and basic results which we use in this paper. In Section
3 through 5, we derive some estimates of ϕ. In Section 6, we use these
estimates to prove (1) of Theorem 1.1. In Section 7, we build up the Harnack
inequality for positive solutions to the heat type equation on compact almost
Hermitian manifold (M,ω, J), which is the generalized version of Theorem
2.2 in [15]. In Section 8, we apply this Harnack inequality to prove (2) of
Theorem 1.1.
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2. Preliminaries
Let M be a compact manifold of real dimension 2n and J be an almost
complex structure on M . Then we have decomposition TCM = T
(1,0)
C
M ⊕
T
(0,1)
C
M , where TCM is the complexification of TM , T
(1,0)
C
M and T
(0,1)
C
M
are the ±√−1 eigenspaces of J . For any 1 form α on M , we define
Jα(V ) = −α(JV )
for V ∈ TM . By this definition, the complexified cotangent space T ∗
C
M has
the similar decomposition as TCM . By this decomposition, we introduce
the definitions of (1, 0) form and (0, 1) form. More generally, we can also
introduce the definition of (p, q) form. For any (p, q) form β, we define ∂β
and ∂β by ∂β = (dβ)(p+1,q) and ∂β = (dβ)(p,q+1). It then follows that, for
any smooth function f on M , we have
(dJdf)(1,1) = (−√−1d∂f +√−1d∂f)(1,1)
= 2
√−1∂∂f.
This is the reason why we use
√−1∂∂ϕ to denote 12 (dJdf)(1,1) in Section 1.
We also have the following formula (see e.g. [13, (2.5)])
(∂∂f)(V1, V 2) = V1V 2(f)− [V1, V 2](0,1)(f)
for any V1, V2 ∈ T (1,0)C M .
Let g be a Riemannian metric onM . We recall that (M,g, J) is an almost
Hermitian manifold if g and J are compatible, i.e.,
g(JV1, JV2) = g(V1, V2)
for any V1, V2 ∈ TM . We can define the corresponding (1, 1) form
ω(V1, V2) = g(JV1, V2)
for any V1, V2 ∈ TM . It is clear that
g(V1, V2) = ω(V1, JV2).
And g is called the corresponding Riemannian metric of (M,ω, J). For
convenience, we often use (M,ω, J) to denote (M,g, J).
For (1.2), we use ω˜ to denote ω +
√−1∂∂ϕ. Here we omit time t when
no confusion will arise. Let g˜ be the corresponding Riemannian metric of
(M, ω˜, J).
We shall use the following notions, for a smooth function f on M and
local frame {ei}ni=1 for T (1,0)C M ,
|∂f |2g = gijei(f)ej(f) and |∂f |2g˜ = g˜ijei(f)ej(f).
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For convenience, we often use fi and fi to denote ei(f) and ei(f), respec-
tively. As in [6, 18], we define a operator
L(f) = g˜ij∂∂f(ei, ej)
= g˜ij
(
eiej(f)− [ei, ej ](0,1)(f)
)
.
(2.1)
It is clear that L is a second order elliptic operator. Since L is the linearized
operator of (1.2), by standard parabolic theory, there exists a smooth so-
lution ϕ to (1.2) on [0, T ), where [0, T ) is the maximal time interval and
T ∈ (0,∞].
In this paper, we say a constant is uniform if it depends only on (M,ω, J),
F and ϕ0. And we use often use C to denote a uniform constant, which may
differ from line to line. We shall point out that we use Einstein notation con-
vention throughout this paper. Sometimes, we will include the summation
for clarity.
3. Oscillation estimate
In this section, we prove the oscillation estimate of solution ϕ to (1.2).
First, we need the following lemma.
Lemma 3.1. Let ϕ be the solution of (1.2). Then we have
sup
M×[0,T )
∣∣∣∣∂ϕ∂t (x, t)
∣∣∣∣ ≤
∥∥∥∥log (ω +
√−1∂∂ϕ0)n
ωn
∥∥∥∥
L∞(M)
+ ‖F‖L∞(M),
where [0, T ) is the maximal time interval of solution ϕ.
Proof. Differentiating (1.2) with respect to t, we obtain(
L− ∂
∂t
)
∂ϕ
∂t
= 0,
where L is defined by (2.1). By the maximum principle, it is clear that
(3.1) sup
M×[0,T )
∣∣∣∣∂ϕ∂t (x, t)
∣∣∣∣ ≤ sup
M
∣∣∣∣∂ϕ∂t (x, 0)
∣∣∣∣ .
By (1.2), we have
(3.2)
∂ϕ
∂t
(x, 0) = log
(ω +
√−1∂∂ϕ0)n
ωn
− F (x).
Combining (3.1) and (3.2), we get
sup
M×[0,T )
∣∣∣∣∂ϕ∂t (x, t)
∣∣∣∣ ≤
∥∥∥∥log (ω +
√−1∂∂ϕ0)n
ωn
∥∥∥∥
L∞(M)
+ ‖F‖L∞(M).

Next, we use Lemma 3.1 to prove the oscillation estimate.
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Proposition 3.2. Let ϕ be the solution of (1.2). There exists a constant C
depending only on (M,ω, J), F and ϕ0 such that
sup
M×[0,T )
|ϕ˜(x, t)| ≤ sup
t∈[0,T )
(
sup
x∈M
ϕ(x, t) − inf
x∈M
ϕ(x, t)
)
≤ C.
where ϕ˜ = ϕ− ∫M ϕ ωn and [0, T ) is the maximal time interval of solution
ϕ.
Proof. First, (1.2) can be written as
(ω +
√−1∂∂ϕ)n = eF˜ωn,
where F˜ = F + ∂ϕ∂t . By Proposition 3.1 in [6], there exists a constant C
depending only on (M,ω, J) and upper bound of supM×[0,T ) |F˜ (x, t)| such
that, for any t ∈ [0, T ),
(3.3) sup
x∈M
ϕ(x, t) − inf
x∈M
ϕ(x, t) ≤ C(M,ω, J, sup
M×[0,T )
|F˜ (x, t)|).
Thus, by Lemma 3.1, we have
sup
M×[0,T )
|F˜ (x, t)| ≤ ‖F‖L∞(M) + sup
M×[0,T )
∣∣∣∣∂ϕ∂t (x, t)
∣∣∣∣
≤ 2‖F‖L∞(M) +
∥∥∥∥log (ω +
√−1∂∂ϕ0)n
ωn
∥∥∥∥
L∞(M)
.
(3.4)
Combining (3.3) and (3.4), for any t ∈ [0, T ), it is clear that
sup
x∈M
ϕ(x, t)− inf
x∈M
ϕ(x, t) ≤ C,
for a uniform constant C. Hence, by the definition of ϕ˜, we complete the
proof. 
4. First order estimate
In this section, we prove the first order estimate of solution ϕ to (1.2).
Proposition 4.1. Let ϕ be the solution of (1.2). There exists a constant C
depending only on (M,ω, J), F and ϕ0 such that
sup
M×[0,T )
|∂ϕ|2g(x, t) ≤ C,
where [0, T ) is the maximal time interval of solution ϕ.
Proof. We consider the quantity Q = ef(ϕ˜)|∂ϕ|2g, where ϕ˜ = ϕ −
∫
M ϕ ω
n
and f is to be determined later. For any T ′ ∈ [0, T ), we assume
max
M×[0,T ′]
Q(x, t) = Q(x0, t0),
where (x0, t0) ∈ M × [0, T ′]. Since g is compatible with J , around x0, we
can find a local unitary frame {ei}ni=1 (with respect to g) for T (1,0)C M such
that g˜ij(x0, t0) is diagonal.
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By the maximum principle, at (x0, t0), we have
0 ≥
(
L− ∂
∂t
)
Q
=
(
L− ∂
∂t
)(
ef |∂ϕ|2g
)
= ef
(
L− ∂
∂t
)
|∂ϕ|2g + 2Re
(
g˜iiei(|∂ϕ|2g)ei(ef )
)
+ |∂ϕ|2g
(
L− ∂
∂t
)
ef .
(4.1)
For the first term of (4.1), by direct calculation, we obtain
(
L− ∂
∂t
)
|∂ϕ|2g =
∑
k
g˜ii
(|eiek(ϕ)|2 + |eiek(ϕ)|2)
+
∑
k
ϕk
(
g˜iieieiek(ϕ) − g˜ii[ei, ei](0,1)ek(ϕ) −
(
∂ϕ
∂t
)
k
)
+
∑
k
ϕk
(
g˜iieieiek(ϕ) − g˜ii[ei, ei](0,1)ek(ϕ) −
(
∂ϕ
∂t
)
k
)
.
(4.2)
In order to deal with the second and third terms of (4.2), we compute
∑
k
ϕkg˜
ii
(
eieiek(ϕ)− [ei, ei](0,1)ek(ϕ)
)
=
∑
k
ϕkg˜
ii
(
ekeiei(ϕ)− ek[ei, ei](0,1)(ϕ)
)
+
∑
k
ϕkg˜
ii
(
−ei[ek, ei](ϕ) − ei[ek, ei](ϕ) + [ei, [ek, ei]](ϕ) + [ek, [ei, ei](0,1)](ϕ)
)
≥
∑
k
ϕkg˜
ii
(
ekeiei(ϕ)− ek[ei, ei](0,1)(ϕ)
)
− C|∂ϕ|g
∑
k
g˜ii (|eiek(ϕ)| + |eiek(ϕ)|) −C|∂ϕ|2g
∑
i
g˜ii,
(4.3)
for a uniform constant C. Now, applying ek to (1.2), we get
(4.4)
(
∂ϕ
∂t
)
k
= g˜ii
(
ekeiei(ϕ) − ek[ei, ei](0,1)(ϕ)
)
− Fk.
Combining (4.3) and (4.4), it is clear that∑
k
ϕk
(
g˜iieieiek(ϕ) − g˜ii[ei, ei](0,1)ek(ϕ)−
(
∂ϕ
∂t
)
k
)
≥
∑
k
ϕkFk − C|∂ϕ|g
∑
k
g˜ii (|eiek(ϕ)| + |eiek(ϕ)|) − C|∂ϕ|2g
∑
i
g˜ii.
(4.5)
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Similarly, we have
∑
k
ϕk
(
g˜iieieiek(ϕ) − g˜ii[ei, ei](0,1)ek(ϕ)−
(
∂ϕ
∂t
)
k
)
≥
∑
k
ϕkFk − C|∂ϕ|g
∑
k
g˜ii (|eiek(ϕ)| + |eiek(ϕ)|) − C|∂ϕ|2g
∑
i
g˜ii.
(4.6)
Combining (4.2), (4.5), (4.6) and the Cauchy-Schwarz inequality, for any
ǫ ∈ (0, 12 ], we obtain(
L− ∂
∂t
)
|∂ϕ|2g ≥ (1− ǫ)
∑
k
g˜ii
(|eiek(ϕ)|2 + |eiek(ϕ)|2)
− C
ǫ
|∂ϕ|2g
∑
i
g˜ii + 2Re
(∑
k
ϕkFk
)
.
(4.7)
For the second term of (4.1), since ei(ϕ˜) = ei(ϕ), we have
2Re
(
g˜iiei(|∂ϕ|2g)ei(ef )
)
= 2Re
(∑
k
g˜iieff ′ϕiϕkeiek(ϕ)
)
+ 2Re
(∑
k
g˜iieff ′ϕiϕkeiek(ϕ)
)
= 2Re
(∑
k
g˜iieff ′ϕiϕk
(
g˜ik − gik + [ei, ek](0,1)(ϕ)
))
+ 2Re
(∑
k
g˜iieff ′ϕiϕkeiek(ϕ)
)
≥ 2eff ′|∂ϕ|2g − 2eff ′|∂ϕ|2g˜ − ǫef (f ′)2|∂ϕ|2g |∂ϕ|2g˜ −
Cef
ǫ
|∂ϕ|2g
∑
i
g˜ii
− (1 + 2ǫ)ef (f ′)2|∂ϕ|2g|∂ϕ|2g˜ − (1− ǫ)ef
∑
k
g˜ii|eiek(ϕ)|2
≥ 2eff ′|∂ϕ|2g − 2eff ′|∂ϕ|2g˜ − (1 + 3ǫ)ef (f ′)2|∂ϕ|2g |∂ϕ|2g˜ −
Cef
ǫ
|∂ϕ|2g
∑
i
g˜ii
− (1− ǫ)ef
∑
k
g˜ii|eiek(ϕ)|2,
(4.8)
where we used the Cauchy-Schwarz inequality for the second-to-last inequal-
ity. For the third term of (4.1), it is clear that
(
L− ∂
∂t
)
ef = ef
(
f ′′ + (f ′)2
) |∂ϕ˜|2g˜ + neff ′ − eff ′∑
i
g˜ii − eff ′∂ϕ˜
∂t
= ef
(
f ′′ + (f ′)2
) |∂ϕ|2g˜ + neff ′ − eff ′∑
i
g˜ii − eff ′
(
∂ϕ
∂t
−
∫
M
∂ϕ
∂t
ωn
)
,
(4.9)
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where we used |∂ϕ˜|2g˜ = |∂ϕ|2g˜ . Plugging (4.7), (4.8) and (4.9) into (4.1), at
(x0, t0), we get
(
L− ∂
∂t
)(
ef |∂ϕ|2g
)
≥ ef (f ′′ − 3ǫ(f ′)2) |∂ϕ|2g|∂ϕ|2g˜ + ef (−f ′ − C1ǫ )|∂ϕ|2g
∑
i
g˜ii
− eff ′
(
∂ϕ
∂t
−
∫
M
∂ϕ
∂t
ωn
)
|∂ϕ|2g + 2efRe
(∑
k
ϕkFk
)
+ (n+ 2)eff ′|∂ϕ|2g − 2eff ′|∂ϕ|2g˜ ,
(4.10)
for a uniform constant C1. Now, we define
f(ϕ˜) =
1
12C1
e−12C1(ϕ˜−supM×[0,T ) ϕ˜−1) and ǫ = 2C1e
12C1(ϕ˜(x0,t0)−supM×[0,T ) ϕ˜−1).
By Proposition 3.2, there exists a uniform constant C such that
(4.11) f ′′ − 3ǫ(f ′)2 ≥ C−1 and − f ′ − C1
ǫ
≥ C−1.
Combining (4.1), (4.10), (4.11), f ′ < 0 and Lemma 3.1, at (x0, t0), we get
(4.12) 0 ≥ C−1|∂ϕ|2g |∂ϕ|2g˜ + C−1|∂ϕ|2g
∑
i
g˜ii − C|∂ϕ|2g − C.
On the other hand, by (1.2) and Lemma 3.1, we have
Cωn ≥ (ω +√−1∂∂ϕ)n ≥ C−1ωn,
for a uniform constant C. It then follows that
∑
i
g˜ii ≥
(∑
i g˜ii∏
j g˜jj
) 1
n−1
≥ C−1
(∑
i
g˜ii
) 1
n−1
≥ C−1C(n)
∑
i
g˜
1
n−1
ii
,
where C(n) is a constant depending only on n. It then follows that
|∂ϕ|2g˜ +
∑
i
g˜ii ≥ C−1
∑
i
( |ϕi|2
g˜ii
+ g˜
1
n−1
ii
)
≥ C−1
∑
i
|ϕi|
2
n
≥ C−1|∂ϕ|
2
n
g ,
(4.13)
where we used Young’s inequality in the second line. Combining (4.12) and
(4.13), we get
0 ≥ C−1|∂ϕ|2+
2
n
g (x0, t0)− C|∂ϕ|2g(x0, t0)− C.
It then follows that
|∂ϕ|2g(x0, t0) ≤ C.
THE PARABOLIC MONGE-AMPE`RE EQUATION 9
Therefore, by the definition of (x0, t0) and Proposition 3.2, we have
max
M×[0,T ′]
Q(x, t) = Q(x0, t0) ≤ C,
which implies
max
M×[0,T ′]
|∂ϕ|2g(x, t) ≤ C,
for a uniform constant C. Since T ′ ∈ [0, T ) is arbitrary, we complete the
proof. 
5. Second order estimate
In this section, we use techniques developed in [6, Section 5] to prove the
second order estimate of solution ϕ to (1.2).
Proposition 5.1. Let ϕ be the solution of (1.2). There exists a constant C
depending only on (M,ω, J), F and ϕ0 such that
sup
M×[0,T )
|∇2ϕ|g ≤ C,
where ∇ is the Levi-Civita connection with respect to g and [0, T ) is the
maximal time interval of solution ϕ.
Proof. Let λ1(∇2ϕ) ≥ λ2(∇2ϕ) ≥ · · · ≥ λ2n(∇2ϕ) be the eigenvalues of
∇2ϕ. It then follows that ∆ϕ = ∑2nα=1 λα(∇2ϕ), where ∆ is the Laplace-
Beltrami operator of (M,g). By ω +
√−1∂∂ϕ > 0, it is clear that
∆Cϕ =
n
√−1∂∂ϕ ∧ ωn−1
ωn
> −n,
where ∆C is the canonical Laplacian of (M,ω, J). Since the difference be-
tween ∆ϕ and 2∆Cϕ just contains first order terms of ϕ (see e.g. [25, Lemma
3.2]). By Proposition 4.1, we obtain the lower bound of ∆ϕ, i.e.,
2n∑
α=1
λα(∇2ϕ) = ∆ϕ ≥ −C,
for a uniform constant C. As a result, we have
(5.1) |∇2ϕ|g ≤ Cmax
(
λ1(∇2ϕ), 0
)
+ C.
Hence, in order to get the upper bound of |∇2ϕ|g, it suffices to prove λ1(∇2ϕ)
is bounded from above. Now, on the set {(x, t) ∈M×[0, T ) | λ1(∇2ϕ)(x, t) >
0} (if this set is empty, then we obtain the upper bound of λ1(∇2ϕ) directly),
we consider the following quantity
Q = log λ1(∇2ϕ) + h(|∂ϕ|2g) + e−A(ϕ˜−supM×[0,T ) ϕ˜),
where
h(s) = −1
2
log
(
sup
M×[0,T )
|∂ϕ|2g − s+ 1
)
, ϕ˜ = ϕ−
∫
M
ϕ ωn
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and A is a very large uniform constant to be determined later. By direct
calculation and Proposition 4.1, it is clear that
(5.2) h′′ − 2(h′)2 = 0 and C−1 ≤ h′ ≤ C,
for a uniform constant C. For any T ′ ∈ (0, T ), we assume that Q achieves
its maximum at (x0, t0) on {(x, t) ∈M × [0, T ′] | λ1(∇2ϕ)(x, t) > 0}. Now,
around x0 ∈ M , we can find a local unitary frame {ei}ni=1 (with respect to
g) for T
(1,0)
C
M such that, at (x0, t0), gij = δij , g˜ij = δij g˜ii and
g˜11 ≥ g˜22 ≥ · · · ≥ g˜nn,
where g˜ = g˜(·, t0). Since g is a Riemannian metric, there exists a normal co-
ordinate system {xα}2nα=1 centered at x0. Note that g and J are compatible,
after a linear change of coordinates, at x0, we can assume
e1 =
1√
2
(∂1−
√−1∂2), e2 = 1√
2
(∂3−
√−1∂4), · · · , en = 1√
2
(∂2n−1−
√−1∂2n)
and
(5.3)
∂gαβ
∂xγ
=
∂g(∂α, ∂β)
∂xγ
= 0 for any α, β, γ = 1, 2, · · · , 2n.
Let Vβ be the g-unit eigenvector of λβ(∇2ϕ)(x0, t0) for β = 1, 2, · · · , 2n.
Next, we extend the eigenvectors Vβ to be vector fields around x0 as follows.
For any point x near x0, we define
Vβ(x) = V
α
β ∂α(x) for α, β = 1, 2, · · · , 2n.
Now, we want to use the maximum principle to the quantity Q at (x0, t0).
However, Q may be not smooth at (x0, t0). In order to deal with this
problem, we use a perturbation argument as in [21, 22]. In the coordinate
system {xα}2nα=1, we define
B = Bαβdx
α ⊗ dxβ
= (δαβ − V α1 V β1 )dxα ⊗ dxβ .
Note that V α1 and V
β
1 are constants. Next, we define
Φ = Φαβ
∂
∂xα
⊗ dxβ
= (gαγϕγβ − gαγBγβ) ∂
∂xα
⊗ dxβ,
(5.4)
where ϕγβ = ∇2ϕ(∂γ , ∂β). Let λ1(∇2Φ) ≥ λ2(∇2Φ) ≥ · · · ≥ λ2n(∇2Φ) be
the eigenvalues of Φ. It then follows that λ1(Φ) = λ1(∇2ϕ) at (x0, t0) and
λ1(Φ) ≤ λ1(∇2ϕ) near (x0, t0). Most importantly, at (x0, t0), the eigenspace
of Φ corresponding to λ1(Φ) has dimension 1, which implies λ1(Φ) is smooth
near (x0, t0). Hence, we consider the perturbed quantity Qˆ defined by
Qˆ = log λ1(Φ) + h(|∂ϕ|2g) + e−A(ϕ˜−supM×[0,T ) ϕ˜).
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It is clear that (x0, t0) is still a local maximum point of Qˆ. And for α =
1, 2, · · · , 2n, Vα are still the eigenvectors of λα(Φ) at (x0, t0). By Proposition
3.2 and Proposition 4.1, in order to prove Proposition 5.1, we just need to
get the upper bound of λ1 at (x0, t0). In what follows, we use λα to denote
λα(Φ) for convenience. And we always use C to denote a uniform constant,
which may differ from line to line.
Without loss of generality, we assume λ1 is very large at (x0, t0). Thus,
by (5.1), we have
(5.5) |∇2ϕ|g(x0, t0) ≤ Cλ1(x0, t0).
First, we have the following lemmas.
Lemma 5.2. At (x0, t0), we have
(
L− ∂
∂t
)
λ1 ≥ 2
∑
α>1
g˜ii|ei(ϕV1Vα)|2
λ1 − λα + g˜
ppg˜qq|V1(g˜pq)|2
− 2g˜ii[V1, ei]V1ei(ϕ)− 2g˜ii[V1, ei]V1ei(ϕ) − Cλ1
∑
i
g˜ii,
(5.6)
where ϕVαVβ = ∇2ϕ(Vα, Vβ) for α, β = 1, 2, · · · , 2n.
Proof. By (5.3), (5.4) and the formula for the derivatives of λ1 (see e.g. [6,
Lemma 5.2]), at (x0, t0), we compute
(
L− ∂
∂t
)
λ1
= g˜ii
∑
µ>1
V α1 V
β
µ V
γ
µ V δ1 + V
α
µ V
β
1 V
γ
1 V
δ
µ
λ1 − λµ ei(Φ
γ
δ )ei(Φ
α
β) + g˜
iiV α1 V
β
1 eiei(Φ
α
β)
− g˜iiV α1 V β1 [ei, ei](0,1)(Φαβ)− V α1 V β1
∂
∂t
Φαβ
= 2
∑
α>1
g˜ii|ei(ϕV1Vα)|2
λ1 − λα + g˜
iieiei(ϕV1V1)− g˜ii[ei, ei](0,1)(ϕV1V1)
+ g˜iiV α1 V
β
1 ϕγβeiei(g
αγ)− g˜iiV α1 V β1 Bγβeiei(gαγ)−∇2
(
∂ϕ
∂t
)
(V1, V1)
≥ 2
∑
α>1
g˜ii|ei(ϕV1Vα)|2
λ1 − λα + g˜
iieiei(ϕV1V1)− g˜ii[ei, ei](0,1)(ϕV1V1)
− Cλ1
∑
i
g˜ii −∇2
(
∂ϕ
∂t
)
(V1, V1),
(5.7)
12 JIANCHUN CHU
where we used (5.5) and λ1 >> 1 at (x0, t0) for the last inequality. By direct
calculation, we have
g˜iieiei(ϕV1V1)− g˜ii[ei, ei](0,1)(ϕV1V1)
= g˜iieiei (V1V1(ϕ)− (∇V1V1)ϕ)− g˜ii[ei, ei](0,1) (V1V1(ϕ) − (∇V1V1)ϕ)
≥ g˜iiV1V1
(
eiei(ϕ)− [ei, ei](0,1)(ϕ)
)
− 2g˜ii[V1, ei]V1ei(ϕ)
− 2g˜ii[V1, ei]V1ei(ϕ)− g˜ii(∇V1V1)eiei(ϕ) + g˜ii(∇V1V1)[ei, ei](0,1)(ϕ)− Cλ1
∑
i
g˜ii
≥ g˜iiV1V1(g˜ii)− 2g˜ii[V1, ei]V1ei(ϕ)− 2g˜ii[V1, ei]V1ei(ϕ) − g˜ii(∇V1V1)(g˜ii)− Cλ1
∑
i
g˜ii.
(5.8)
Applying ∇V1V1 to (1.2), we obtain
(5.9) g˜ii(∇V1V1)(g˜ii) = (∇V1V1)F + (∇V1V1)
∂ϕ
∂t
.
Similarly, applying V1 to (1.2) twice, we get
(5.10) g˜iiV1V1(g˜ii) = g˜
ppg˜qq|V1(g˜pq)|2 + V1V1(F ) + V1V1
(
∂ϕ
∂t
)
.
By (1.2), Lemma 3.1 and arithmetic-geometry mean inequality, we have∑
i g˜
ii ≥ C−1 for a uniform constant C. It then follows that (∇V1V1)F and
V1V1(F ) can be bounded by Cλ1
∑
i g˜
ii. Combining (5.7), (5.8), (5.9) and
(5.10), we prove (5.6). 
Lemma 5.3. At (x0, t0), we have
(5.11)
(
L− ∂
∂t
)
|∂ϕ|2g ≥
1
2
∑
k
g˜ii
(|eiek(ϕ)|2 + |eiek(ϕ)|2)−C∑
i
g˜ii−C
and
(5.12)
(
L− ∂
∂t
)
ϕ˜ = n−
∑
i
g˜ii − ∂ϕ
∂t
+
∫
M
∂ϕ
∂t
ωn.
Proof. By the same calculation in Section 4 (see (4.7)), for any ǫ ∈ (0, 12 ],
we have (
L− ∂
∂t
)
|∂ϕ|2g ≥ (1− ǫ)
∑
k
g˜ii
(|eiek(ϕ)|2 + |eiek(ϕ)|2)
− C
ǫ
|∂ϕ|2g
∑
i
g˜ii + 2Re
(∑
k
ϕkFk
)
.
By taking ǫ = 12 and Proposition 4.1, we get (5.11). For (5.12), we compute(
L− ∂
∂t
)
ϕ˜ = g˜ii(g˜ii − gii)−
∂ϕ˜
∂t
= n−
∑
i
g˜ii − ∂ϕ
∂t
+
∫
M
∂ϕ
∂t
ωn,
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as required. 
For convenience, we use sup ϕ˜ to denote supM×[0,T ) ϕ˜ in the following
argument.
Lemma 5.4. At (x0, t0), for any ǫ ∈ (0, 12 ], we have
0 ≥ (2− ǫ)
∑
α>1
g˜ii|ei(ϕV1Vα)|2
λ1(λ1 − λα) +
g˜ppg˜qq|V1(g˜pq)|2
λ1
− (1 + ǫ) g˜
ii|ei(ϕV1V1)|2
λ21
+
h′
2
∑
k
g˜ii
(|eiek(ϕ)|2 + |eiek(ϕ)|2)
+ h′′g˜ii|ei(|∂ϕ|2g)|2 +
(
Ae−A(ϕ˜−sup ϕ˜) − C
ǫ
)∑
i
g˜ii
+A2e−A(ϕ˜−sup ϕ˜)|∂ϕ|2g˜ −ACe−A(ϕ˜−sup ϕ˜).
Proof. By the definitions of vector fields Vα, the components of Vα are con-
stant. Hence, at (x0, t0), we have
|[V1, ei]V1ei(ϕ)| + |[V1, ei]V1ei(ϕ)|
≤ C
2n∑
α=1
|VαV1ei(ϕ)|
= C
2n∑
α=1
|eiVαV1(ϕ) − Vα[ei, V1](ϕ)− [ei, Vα]V1(ϕ)|
= C
2n∑
α=1
|ei(ϕV1Vα) + ei(∇VαV1)(ϕ) − Vα[ei, V1](ϕ) − [ei, Vα]V1(ϕ)|,
which implies
2g˜ii[V1, ei]V1ei(ϕ) + 2g˜
ii[V1, ei]V1ei(ϕ)
≤ Cg˜ii|ei(ϕV1V1)|+ C
∑
α>1
g˜ii|ei(ϕV1Vα)|+ Cλ1
∑
i
g˜ii
≤ ǫ g˜
ii|ei(ϕV1V1)|2
λ1
+
(
C
ǫ
+ C
)
λ1
∑
i
g˜ii + ǫ
∑
α>1
g˜ii|ei(ϕV1Vα)|2
λ1 − λα +
C
ǫ
∑
i
∑
α>1
g˜ii(λ1 − λα)
≤ ǫ g˜
ii|ei(ϕV1V1)|2
λ1
+ ǫ
∑
α>1
g˜ii|ei(ϕV1Vα)|2
λ1 − λα +
Cλ1
ǫ
∑
i
g˜ii,
(5.13)
where we used (5.5) in the last line. Combining the maximum principle,
Lemma 5.2, Lemma 5.3, (5.2) and (5.13), at (x0, t0), for any ǫ ∈ (0, 12 ], we
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obtain
0 ≥
(
L− ∂
∂t
)
Qˆ
=
1
λ1
(
L− ∂
∂t
)
λ1 − g˜
ii|ei(λ1)|2
λ21
+ h′
(
L− ∂
∂t
)
|∂ϕ|2g
+ h′′g˜ii|ei(|∂ϕ|2g)|2 −Ae−A(ϕ˜−sup ϕ˜)
(
L− ∂
∂t
)
ϕ˜+A2e−A(ϕ˜−sup ϕ˜)|∂ϕ˜|2g˜
≥ 2
∑
α>1
g˜ii|ei(ϕV1Vα)|2
λ1(λ1 − λα) +
g˜ppg˜qq|V1(g˜pq)|2
λ1
− g˜
ii|ei(ϕV1V1)|2
λ21
− 2
λ1
(
g˜ii[V1, ei]V1ei(ϕ) + g˜
ii[V1, ei]V1ei(ϕ)
)
+
h′
2
∑
k
g˜ii
(|eiek(ϕ)|2 + |eiek(ϕ)|2)− Ch′
+ h′′g˜ii|ei(|∂ϕ|2g)|2 +
(
Ae−A(ϕ˜−sup ϕ˜) − C − Ch′
)∑
i
g˜ii
+A2e−A(ϕ˜−sup ϕ˜)|∂ϕ|2g˜ −A
(
n− ∂ϕ
∂t
+
∫
M
∂ϕ
∂t
ωn
)
e−A(ϕ˜−sup ϕ˜),
(5.14)
where we used the first derivative formula of λ1 (see [6, Lemma 5.2]) and
|∂ϕ˜|2g˜ = |∂ϕ|2g˜ for the last inequality. Therefore, Lemma 5.4 follows from
Lemma 3.1, (5.2), (5.13), (5.14) and the fact that
∑
i g˜
ii has a positive
uniform lower bound. 
In what follows, for convenience, we use CA to denote the constant de-
pending only on (M,ω, J), F , ϕ0 and A. In order to prove Proposition 5.1,
we split up into different cases.
Case 1. At (x0, t0), we assume that
(5.15) g˜11 < A
3e−2A(ϕ˜−sup ϕ˜)g˜nn.
Since (x0, t0) is the local maximum point of Qˆ, thus we have ei(Qˆ) = 0
at (x0, t0), which implies
g˜ii|ei(ϕV1V1)|2
λ21
= g˜ii|Ae−A(ϕ˜−sup ϕ˜)ei(ϕ) − h′ei(|∂ϕ|2g)|2
≤ 4
(
sup
M×[0,T )
|∂ϕ|2g
)
A2e−2A(ϕ˜−sup ϕ˜)
∑
i
g˜ii +
4
3
(h′)2g˜ii
∣∣ei(|∂ϕ|2g)∣∣2 .
(5.16)
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Combining Lemma 5.4 (taking ǫ = 12 ) and (5.16), we obtain
0 ≥ − 6
(
sup
M×[0,T )
|∂ϕ|2g
)
A2e−2A(ϕ˜−sup ϕ˜)
∑
i
g˜ii +
(
h′′ − 2(h′)2) g˜ii|ei(|∂ϕ|2g)|2
+
h′
2
∑
k
g˜ii
(|eiek(ϕ)|2 + |eiek(ϕ)|2)+ (Ae−A(ϕ˜−sup ϕ˜) − C)∑
i
g˜ii −ACe−A(ϕ˜−sup ϕ˜).
(5.17)
Using (1.2), (5.15) and Proposition 3.2, at (x0, t0), it is clear that
(5.18) CA ≥ g˜11 ≥ g˜22 ≥ · · · ≥ g˜nn ≥ C−1A .
Plugging (5.2) and (5.18) into (5.17), we obtain∑
i,k
(|eiek(ϕ)|2 + |eiek(ϕ)|2) ≤ CA,
which implies the upper bound of λ1 at (x0, t0). This completes Case 1.
Case 2. At (x0, t0), we assume that
(5.19)
h′
4
∑
k
g˜ii
(|eiek(ϕ)|2 + |eiek(ϕ)|2) > 6
(
sup
M×[0,T )
|∂ϕ|2g
)
A2e−2A(ϕ˜−sup ϕ˜)
∑
i
g˜ii.
By the same argument in Case 1, we still have (5.17). Combining (5.2),
(5.17), (5.19) and Proposition 3.2, at (x0, t0), we get
0 ≥ C−11
∑
k
g˜ii
(|eiek(ϕ)|2 + |eiek(ϕ)|2)+ (A− C1)∑
i
g˜ii − C1AeC1A,
for a uniform constant C1. We can choose A sufficiently large such that
A > C1 + 1, then we can get the upper bound of
∑
i g˜
ii. Thus, by (1.2), we
obtain the positive lower and upper bound of g˜ii for every i = 1, 2, · · · , n.
Hence, by the similar argument in Case 1, we get the upper bound of λ1 at
(x0, t0), which completes Case 2.
Case 3. Neither Case 1 nor Case 2 happen.
In this case, we need to deal with the following terms
(2− ǫ)
∑
α>1
g˜ii|ei(ϕV1Vα)|2
λ1(λ1 − λα) +
g˜ppg˜qq|V1(g˜pq)|2
λ1
− (1 + ǫ) g˜
ii|ei(ϕV1V1)|2
λ21
in Lemma 5.4. In order to do this, we define
I = {i | g˜ii ≥ A3e−2A(ϕ˜−sup ϕ˜)g˜nn at (x0, t0)}.
Since Case 1 does not happen and A > 1, we have 1 ∈ I and n /∈ I. Without
loss of generality, we can assume I = {1, 2, · · · , j}. By the similar argument
of [6, Lemma 5.5], we obtain
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Lemma 5.5. At (x0, t0), for any ǫ ∈ (0, 12 ], we have
−(1 + ǫ)
∑
i∈I
g˜ii|ei(ϕV1V1)|2
λ21
≥ −
∑
i
g˜ii − 2(h′)2
∑
i∈I
g˜ii
∣∣ei(|∂ϕ|2g)∣∣2 .
Without loss of generality, we can assume λ1 ≥ CAǫ3 at (x0, t0) (A and ǫ
will be chosen uniformly at last). Using the similar arguments of [6, Lemma
5.6, Lemma 5.7, Lemma 5.8], we have the following estimate
Lemma 5.6. At (x0, t0), for any ǫ ∈ (0, 16), we have
(2− ǫ)
∑
α>1
g˜ii|ei(ϕV1Vα)|2
λ1(λ1 − λα) +
g˜ppg˜qq|V1(g˜pq)|2
λ1
− (1 + ǫ)
∑
i/∈I
g˜ii|ei(ϕV1V1)|2
λ21
≥ − 3ǫ
∑
i/∈I
g˜ii|ei(ϕV1V1)|2
λ21
− C
ǫ
∑
i
g˜ii.
Now, we prove Proposition 5.1 for Case 3. Combining ∂Qˆ = 0 at (x0, t0)
and the Cauchy-Schwarz inequality, for any ǫ ∈ (0, 16 ), we have
−3ǫ
∑
i/∈I
g˜ii|ei(ϕV1V1)|2
λ21
= − 3ǫ
∑
i/∈I
g˜ii|Ae−A(ϕ˜−sup ϕ˜)ei(ϕ) − h′ei(|∂ϕ|2g)|2
≥ − 6ǫA2e−2A(ϕ˜−sup ϕ˜)|∂ϕ|2g˜ − 6ǫ(h′)2
∑
i/∈I
g˜ii|ei(|∂ϕ|2g)|2
≥ − 6ǫA2e−2A(ϕ˜−sup ϕ˜)|∂ϕ|2g˜ − 2(h′)2
∑
i/∈I
g˜ii|ei(|∂ϕ|2g)|2
(5.20)
Combining (5.2), (5.20), Lemma 5.4, Lemma 5.5 and Lemma 5.6, we obtain
0 ≥
(
Ae−A(ϕ˜−sup ϕ˜) − C2
ǫ
)∑
i
g˜ii +
h′
2
∑
k
g˜ii
(|eiek(ϕ)|2 + |eiek(ϕ)|2)
+
(
A2e−A(ϕ˜−sup ϕ˜) − 6ǫA2e−2A(ϕ˜−sup ϕ˜)
)
|∂ϕ|2g˜ −AC2e−A(ϕ˜−sup ϕ˜),
(5.21)
where C2 is a uniform constant. Now, we choose
A = 6C2 + 1 and ǫ =
1
6
eA(ϕ˜(x0,t0)−sup ϕ˜) ∈ (0, 1
6
).
Thus, at (x0, t0), by Proposition 3.2, (5.2) and (5.21), it is clear that∑
i
g˜ii +
∑
k
g˜ii
(|eiek(ϕ)|2 + |eiek(ϕ)|2) ≤ C,
for a uniform constant C. By the similar argument in Case 1, we get the
upper bound of λ1 at (x0, t0), which completes Case 3. Hence, we complete
the proof of Proposition 5.1. 
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6. Proof of (1) in Theorem 1.1
In this section, we give the proof of (1) in Theorem 1.1. First, we need
the following estimate.
Lemma 6.1. Let ϕ be the solution of (1.2) and [0, T ) be the maximal time
interval. For any ǫ ∈ (0, T ) and positive integer k ≥ 1, there exists a
constant C(ǫ, k) depending only on (M,ω, J), F , ϕ0, ǫ and k such that
(6.1) sup
M×[ǫ,T )
|∇kϕ(x, t)| ≤ C(ǫ, k).
Proof. Combining Proposition 4.1 and Proposition 5.1, it is clear that (1.2)
is uniformly parabolic. By the Schauder estimate (see e.g. [16]) and boot-
strapping method, in order to prove (6.1), it suffices to prove the Ho¨lder
estimate of
√−1∂∂ϕ. We split up into different cases.
Case 1. T < 1.
In this case, by Lemma 3.1, we have
sup
M×[0,T )
|ϕ(x, t)| ≤ CT + C ≤ C,
for a uniform constant C. By Theorem 5.1 in [5], we obtain (6.1).
Case 2. T ≥ 1.
In this case, for any b ∈ (0, T − 1), we define
ϕb(x, t) = ϕ(x, t + b)− inf
M×[b,b+1)
ϕ(x, t)
for all t ∈ [0, 1). Combining Lemma 3.1 and Proposition 3.2, we have
sup
M×[0,1)
|ϕb(x, t)| ≤ C(b+ 1− 1) + C ≤ C,
for a uniform constant C. It is clear that
∂ϕb
∂t
= log
(ω +
√−1∂∂ϕb)n
ωn
− F
for any (x, t) ∈ M × [0, 1). By Theorem 5.1 in [5], for any ǫ ∈ (0, 12) and
α ∈ (0, 1), we have
[
√−1∂∂ϕ]Cα(M×[b+ǫ,b+1)) = [
√−1∂∂ϕb]Cα(M×[ǫ,1)) ≤ C(ǫ, α),
where C(ǫ, α) is a constant depending only on (M,ω, J), F , ϕ0, ǫ and α.
Since b ∈ (0, T − 1) is arbitrary, it is clear that
[
√−1∂∂ϕ]Cα(M×[ǫ,T )) ≤ C(ǫ, α),
as required. 
Now, we are in the position to prove (1) in Theorem 1.1.
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Proof of (1) in Theorem 1.1. First, the uniqueness of solution follows from
the standard parabolic theory. Next, to prove T =∞, we argue by contra-
diction. If T <∞, by Lemma 3.1, we have
sup
M×[0,T )
|ϕ(x, t)| ≤ sup
M
|ϕ0(x)|+ T sup
M×[0,T )
∣∣∣∣∂ϕ∂t (x, t)
∣∣∣∣
≤ C(T + 1),
(6.2)
for a uniform constant C. Combining (6.2), Lemma 6.1 and short time
existence, we can extend the solution ϕ to [0, T0) (T0 > T ), which is a
contradiction. 
7. The Harnack inequality
In this section, we consider the following parabolic equation
(7.1)
∂
∂t
u = Lu,
where L is defined by (2.1) and ϕ is the solution of (1.2). Let u be a positive
solution of (7.1). We prove the Harnack inequality on almost Hermitian
manifold (M,ω, J) (see [33] for the Ka¨hler case and see [8] for the Hermitian
case), which is the generalized version of Theorem 2.2 in [15]. Our argument
is similar to [15], which is a little different from the arguments given in [33]
and [8]. First, we have the following lemmas.
Lemma 7.1. Let ϕ be the solution of (1.2). For any positive integer k ≥ 1,
there exists a constant Ck depending only on (M,ω, J), F , ϕ0 and k such
that
sup
M×[0,∞)
|∇kϕ(x, t)| ≤ Ck.
Proof. For convenience, we use Ck to denote the constant depending only
on (M,ω, J), F , ϕ0 and k. Combining Lemma 6.1 and (1) in Theorem 1.1,
we obtain
(7.2) sup
M×[1,∞)
|∇kϕ(x, t)| ≤ Ck.
Since ϕ is uniquely determined by (M,ω, J), F and ϕ0, we have
(7.3) sup
M×[0,1)
|∇kϕ(x, t)| ≤ Ck.
Combining (7.2) and (7.3), we complete the proof. 
Lemma 7.2. Let u be a positive solution of (7.1). For any ǫ ∈ (0, 12), α > 1
and t > 0, there exists a constant C depending only on (M,ω, J), F and ϕ0
such that(
L− ∂
∂t
)
G ≥ (1− ǫ)t
n
(
|∂f |2g˜ −
∂f
∂t
)2
− 2Re
(
gijei(G)ej(f)
)
−
(
|∂f |2g˜ − α
∂f
∂t
)
− Cαt
ǫ
|∂f |2g˜ −
Cα2t
ǫ
,
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where G = t(|∂f |2g˜−α∂f∂t ), f = log u and g˜ is the corresponding Riemannian
metric of (M, ω˜, J).
Proof. Since u is a positive solution of (7.1) and f = log u, by direct calcu-
lation, we have
(7.4)
(
L− ∂
∂t
)
f = −|∂f |2g˜.
Let {ei}ni=1 be a local frame for T (1,0)C M . First, we compute
L(|∂f |2g˜) = g˜klekel
(
g˜ijei(f)ej(f)
)
− g˜kl[ek, el](0,1)
(
g˜ijei(f)ej(f)
)
= g˜klekel(g˜
ij)ei(f)ej(f) + g˜
klg˜ijekelei(f)ej(f)
+ g˜klg˜ijei(f)ekelej(f) + 2Re
(
g˜klek(g˜
ij)elei(f)ej(f)
)
+ 2Re
(
g˜klel(g˜
ij)ekei(f)ej(f)
)
+ g˜klg˜ijekei(f)elej(f)
+ g˜klg˜ijelei(f)ekej(f)− g˜kl[ek, el](0,1)(g˜ij)ei(f)ej(f)
− g˜klg˜ij [ek, el](0,1)ei(f)ej(f)− g˜klg˜ijei(f)[ek, el](0,1)ej(f).
(7.5)
For the first and eighth terms of (7.5), by Lemma 7.1, we have
g˜klekel(g˜
ij)ei(f)ej(f)− g˜kl[ek, el](0,1)(g˜ij)ei(f)ej(f) ≥ −C|∂f |2g˜,
for a uniform constant C. For the fourth and fifth terms of (7.5), we get
2Re
(
g˜klek(g˜
ij)elei(f)ej(f)
)
+ 2Re
(
g˜klel(g˜
ij)ekei(f)ej(f)
)
≤ ǫ
30
g˜klg˜ij (elei(f)ekej(f) + ekei(f)elej(f)) +
C
ǫ
|∂f |2g˜.
For the second and ninth terms of (7.5), we obtain
g˜klg˜ijekelei(f)ej(f)− g˜klg˜ij [ek, el](0,1)ei(f)ej(f)
≥ g˜ijei(Lf)ej(f) + E · |∂f |g˜ − C|∂f |2g˜
≥ g˜ijei(Lf)ej(f)− ǫ
30
g˜klg˜ij (elei(f)ekej(f) + ekei(f)elej(f))− C
ǫ
|∂f |2g˜,
where in the second line the term E just contains second derivatives of f .
Similarly, for the third and tenth terms of (7.5), we have
g˜klg˜ijei(f)ekelej(f)− g˜klg˜ijei(f)[ek, el](0,1)ej(f)
≥ g˜ijei(f)ej(Lf)− ǫ
30
g˜klgij (elei(f)ekej(f) + ekei(f)elej(f))− C
ǫ
|∂f |2g˜.
Plugging these inequalities into (7.5), we obtain
L(|∂f |2g˜) ≥
(
1− ǫ
10
)
g˜klg˜ij (ekei(f)elej(f) + elei(f)ekej(f))− C
ǫ
|∂f |2g˜
+ g˜ijei(Lf)ej(f) + g˜
ijei(f)ej(Lf),
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which implies
(
L− ∂
∂t
)
|∂f |2g˜ ≥
(
1− ǫ
10
)
g˜klg˜ij (ekei(f)elej(f) + elei(f)ekej(f))− C
ǫ
|∂f |2g˜
− g˜ijei
(|∂f |2g˜) ej(f)− g˜ijei(f)ej (|∂f |2g˜) ,
(7.6)
where we used (7.4) and Lemma 7.1 (note that Lemma 7.1 implies −Cg˜ij ≤
∂g˜ij
∂t ≤ Cg˜ij for a uniform constant C). Next, by the Cauchy-Schwarz in-
equality, we have(
L− ∂
∂t
)
∂f
∂t
= g˜ijeiej
(
∂f
∂t
)
− g˜ij [ei, ej](0,1)
(
∂f
∂t
)
− ∂
2f
∂t2
=
∂
∂t
(
L− ∂
∂t
)
f − ∂g˜
ij
∂t
eiej(f) +
∂g˜ij
∂t
[ei, ej ]
(0,1)(f)
≤− ∂
∂t
|∂f |2g˜ +
ǫ
10α
g˜klg˜ijelei(f)ekej(f) +C|∂f |2g˜ +
Cα
ǫ
≤− 2Re
(
g˜ijei(ft)ej(f)
)
+
ǫ
10α
g˜klg˜ijelei(f)ekej(f) + C|∂f |2g˜ +
Cα
ǫ
,
(7.7)
where we used (7.4) and the fact that −Cg˜ij ≤
∂g˜ij
∂t ≤ Cg˜ij for a uniform
constant C. By the arithmetic-geometric mean inequality and the Cauchy-
Schwarz inequality, we obtain
g˜klg˜ijelei(f)ekej(f) ≥ 1
n
(
g˜ijeiej(f)
)2
≥
(
1− ǫ
5
) (Lf)2
n
− C
ǫ
|∂f |2g˜.
(7.8)
Combining (7.4), (7.6), (7.7) and (7.8), we have(
L− ∂
∂t
)
G = t
(
L− ∂
∂t
)
|∂f |2g˜ − αt
(
L− ∂
∂t
)
∂f
∂t
−
(
|∂f |2g˜ − α
∂f
∂t
)
≥
(
1− ǫ
5
)
tg˜klg˜ijelei(f)ekej(f)− 2Re
(
g˜ijei(G)ej(f)
)
−
(
|∂f |2g˜ − α
∂f
∂t
)
− Cαt
ǫ
|∂f |2g˜ −
Cα2t
ǫ
≥ (1− ǫ)t
n
(
|∂f |2g˜ −
∂f
∂t
)2
− 2Re
(
g˜ijei(G)ej(f)
)
−
(
|∂f |2g˜ − α
∂f
∂t
)
− Cαt
ǫ
|∂f |2g˜ −
Cα2t
ǫ
,
as required. 
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By using Lemma 7.2 and the maximum principle, we have the following
estimate.
Lemma 7.3. Let u be a positive solution of (7.1). For any ǫ ∈ (0, 12), α > 1
and t > 0, there exists a constant C depending only on (M,ω, J), F and ϕ0
such that
|∂f |2g˜ − α
∂f
∂t
≤ Cα
3
ǫ(α− 1) +
nα2
(1− ǫ)t .
Proof. For any t′ > 0, we assume
max
M×[0,t′]
G(x, t) = G(x0, t0),
where (x0, t0) ∈ M × [0, t′]. It then follows that G(x0, t0) ≥ G(x0, 0) = 0.
Without loss of generality, we further assume that t0 > 0. Combining the
maximum principle and Lemma 7.2, at (x0, t0), we have
(7.9)
(1− ǫ)t20
n
(
|∂f |2g˜ −
∂f
∂t
)2
−G− Cαt
2
0
ǫ
|∂f |2g˜ −
Cα2t20
ǫ
≤ 0,
for a uniform constant C. By direct calculation, at (x0, t0), we obtain
t20
(
|∂f |2g˜ −
∂f
∂t
)2
=
t20
α2
(
|∂f |2g˜ − α
∂f
∂t
+ (α− 1)|∂f |2g˜
)2
=
G2
α2
+
(
α− 1
α
)2
t20|∂f |4g˜ +
2(α − 1)Gt0
α2
|∂f |2g˜
≥ G
2
α2
+
(
α− 1
α
)2
t20|∂f |4g˜,
(7.10)
where we used α > 1 and G(x0, t0) ≥ 0. Next, by using the inequality
ax2 − bx ≥ − b24a for any a > 0, b ≥ 0 and x ∈ R, at (x0, t0), we have
(7.11)
1− ǫ
n
(
α− 1
α
)2
|∂f |4g˜ −
Cα
ǫ
|∂f |2g˜ ≥ −
Cα4
ǫ2(α− 1)2 .
Combining (7.9), (7.10) and (7.11), at (x0, t0), it is clear that
1− ǫ
nα2
G2 −G− Cα
4t20
ǫ2(α− 1)2 ≤ 0,
which implies
G2 − nα
2
1− ǫG−
Cnα6t20
ǫ2(1− ǫ)(α − 1)2 ≤ 0.
This is a quadratic inequality of G. It then follows that
G(x0, t0) ≤ 1
2

 nα2
1− ǫ +
√(
nα2
1− ǫ
)2
+
4Cnα6t20
ǫ2(1− ǫ)(α− 1)2


≤ nα
2
1− ǫ +
Cα3t0
ǫ(α− 1) .
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By the definition of (x0, t0), for any point x ∈M , we have
G(x, t′) ≤ G(x0, t0)
≤ nα
2
1− ǫ +
Cα3t0
ǫ(α− 1)
≤ nα
2
1− ǫ +
Cα3t′
ǫ(α− 1) .
By the definition of G(x, t′), we have(
|∂f |2g˜ − α
∂f
∂t
)
(x, t′) ≤ Cα
3
ǫ(α− 1) +
nα2
(1− ǫ)t′ .
Since (x, t′) is arbitrary, we complete the proof. 
By using Lemma 7.1 and Lemma 7.3, we prove the following Harnack
inequality.
Proposition 7.4. Let u be a positive solution of (7.1). For any ǫ ∈ (0, 12),
α > 1 and t2 > t1 > 0, there exists a constant C depending only on
(M,ω, J), F and ϕ0 such that
(7.12)
sup
x∈M
u(x, t1) ≤ inf
x∈M
u(x, t2)
(
t2
t1
) nα
1−ǫ
exp
(
Cα
t2 − t1 +
C(t2 − t1)α2
ǫ(α− 1)
)
.
Proof. For any x, y ∈M , let γ : [0, 1]→M be the minimal geodesic from y
to x (with respect to g). By Lemma 7.1 and Lemma 7.3, we compute
log
u(x, t1)
u(y, t2)
=
∫ 1
0
d
ds
f (γ(s), (1− s)t2 + st1) ds
≤
∫ 1
0
(
C|∂f |g − (t2 − t1)∂f
∂t
)
ds
≤
∫ 1
0
(
C|∂f |g˜ − t2 − t1
α
|∂f |2g˜
)
+
t2 − t1
α
(
Cα3
ǫ(α− 1) +
nα2
(1− ǫ)t
)
ds
≤ Cα
t2 − t1 +
C(t2 − t1)α2
ǫ(α− 1) +
nα
1− ǫ log
(
t2
t1
)
,
(7.13)
where t = (1− s)t2+ st1 in the fourth line. By (7.13), we obtain (7.12). 
8. Proof of (2) in Main Theorem
In this section, we give the proof of (2) in Main Theorem.
Proof of (2) in Main Theorem. We define u = ∂ϕ∂t . First, we claim that for
any t > 0, there exist constants C and η depending only on (M,ω, J), F
and ϕ0 such that
(8.1) θ(t) ≤ Ce−ηt,
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where θ(t) = supx∈M u(x, t) − infx∈M u(x, t). In order to prove (8.1), we
define
vm(x, t) = sup
y∈M
u(y,m− 1)− u(x,m− 1 + t)
and
wm(x, t) = u(x,m− 1 + t)− inf
y∈M
u(y,m− 1),
Without loss of generality, we can assume u(x,m − 1) is not constant. By
the maximum principle, we obtain that vm and wm two positive solutions
of (7.1). By Proposition 7.4 (taking ǫ = 13 , α = 2, t1 =
1
2 and t2 = 1), it is
clear that
(8.2)
sup
x∈M
u(x,m− 1)− inf
x∈M
u(x,m− 1
2
) ≤ C
(
sup
x∈M
u(x,m− 1)− sup
x∈M
u(x,m)
)
and
(8.3)
sup
x∈M
u(x,m− 1
2
)− inf
x∈M
u(x,m− 1) ≤ C
(
inf
x∈M
u(x,m)− inf
x∈M
u(x,m− 1)
)
.
Combining (8.2) and (8.3), we obtain
θ(m− 1) ≤ θ(m− 1) + θ(m− 1
2
) ≤ C (θ(m− 1)− θ(m)) ,
which implies
θ(m) ≤ C − 1
C
θ(m− 1).
By induction, we complete the proof of (8.1).
Next, by the definition of ϕ˜, we get
∫
M ϕ˜ ω
n = 0, which implies
∫
M
∂ϕ˜
∂t ω
n =
0. Hence, there exists y ∈ M such that ∂ϕ˜∂t (y, t) = 0. For any x ∈ M , we
have ∣∣∣∣∂ϕ˜∂t (x, t)
∣∣∣∣ =
∣∣∣∣∂ϕ˜∂t (x, t)− ∂ϕ˜∂t (y, t)
∣∣∣∣
= |u(x, t)− u(y, t)|
≤ θ(t)
≤ Ce−ηt,
(8.4)
where we used (8.1) in the last line. By the definition of ϕ˜ and Lemma 7.1,
for any positive integer k ≥ 1, it is clear that
(8.5) sup
M×[0,∞)
|∇kϕ˜(x, t)| = sup
M×[0,∞)
|∇kϕ(x, t)| ≤ Ck,
where Ck is the constant depending only on (M,ω, J), F , ϕ0 and k. Combin-
ing (8.4), (8.5) and Arzela-Ascoli Theorem, there exists a smooth function
ϕ˜∞ such that
(8.6) ϕ˜
C∞−→ ϕ˜∞ as t→∞.
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By the definition of ϕ˜, (1.2) can be written as
∂ϕ˜
∂t
= log
(ω +
√−1∂∂ϕ˜)n
ωn
− F −
∫
M
(
log
(ω +
√−1∂∂ϕ˜)n
ωn
− F
)
ωn.
Let t→∞, by (8.4) and (8.6), we obtain
(ω +
√−1∂∂ϕ˜∞)n = eF+bωn,
where
b =
∫
M
(
log
(ω +
√−1∂∂ϕ˜∞)n
ωn
− F
)
ωn.
The uniqueness of (ϕ˜∞, b) follows from the maximum principle (see [6, Sec-
tion 6]). 
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