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Abstract
Following our previous work [M. Lin, Multiple positive solutions for a class of weighted nonlinear elliptic equations, preprint,
2006], we give an exact growth order near zero for positive solutions of a class of weighted elliptic equations and use it to give the
existence of multiple positive solutions and sign changing solutions of the considered problem.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
This paper continues our previous work [12]. Consider the existence and multiplicity of positive and sign changing
solutions for the following problem:{
−div(|x|−2a∇u)− μ|x|2(a+1) u = |x|−bp|u|p−2u + λ|u|q−2u in Ω \ {0},
u(x) = 0 on ∂Ω,
(1.1)
where 0 ∈ Ω ⊂RN (N  3) is a bounded domain with smooth boundary, 0 a < N−22 , a  b < a+1, p = p(a, b) =
2N
N−2(1+a−b) , 0 μ < μ¯ = (N−2−2a2 )2, λ > 0, 1 < q < 2.
This kind of problem is variational in nature. We define its Euler–Lagrange energy functional on H 10.a(Ω),
Jμ(u) = 12
∫ (
|x|−2a|∇u|2 − μ|x|2(a+1) u
2
)
dx − 1
p
∫
|x|−bp|u|p dx − λ
q
∫
|u|q dx. (1.2)
Now it is well known that there exists a one-to-one correspondence between the weak solutions of (1.1) and the critical
points of Jμ on H 10,a(Ω). More precisely, we say that u ∈ H 10,a(Ω) is a weak solution of (1.1), if for any φ ∈ H 10,a(Ω),
there holds
E-mail address: lml_2004452@163.com.0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.04.034
538 M. Lin / J. Math. Anal. Appl. 337 (2008) 537–546〈
J ′μ(u),φ
〉= ∫ (|x|−2a∇u∇φ − μ|x|2(a+1) uφ
)
dx −
∫
|x|−bp|u|p−2uφ dx − λ
∫
|u|q−2uφ dx. (1.3)
A standard elliptic regularity argument implies that u ∈ C2(Ω \ {0}), in which case, we say that u satisfies (1.1) in the
classical sense.
As has been suggested in Ambrosetti, Brezis and Cerami [1], the proof of getting a second positive solution of (1.1)
with μ = a = b = 0 and positive energy has become delicate. The main difficulty is due to the noncompactness
embedding of H 10 (Ω) ↪→ L2
∗
(Ω). Since any solution u of (1.1) (μ = a = b = 0) belongs to C2(Ω), u is bounded
from below and above by some positive constants in a neighborhood of zero. Combining this fact and a translation
argument, Ambrosetti et al. [1] have given a second positive solution of w1 with J (w1) > 0. However, if μ > 0,
0 a < N−22 , a  b < a + 1, obtaining a second positive solution of (1.1) with positive energy is much more difficult
since we do not know whether a positive solution of (1.1) is bounded from below or above; even Ω is contained in
a small neighborhood of zero. In fact, our recent work [12] has given an exact characterization for positive solutions
of (1.1) in a small neighborhood of zero. That is
Lemma 1.1. Suppose that 0  μ < μ¯. Then for any positive solutions u ∈ C2(Ω \ {0}) of (1.1), there exist positive
constants M1,M2 such that
M1|x|−(
√
μ¯−√μ¯−μ)  u(x)M2|x|−(
√
μ¯−√μ¯−μ)
holds for any x ∈ Br(0) \ {0} and r sufficiently small.
Remark 1.2. Lemma 1.1 has been contained in [12]. It implies that if u(x) is a positive solution of (1.1), then u(x)
is bounded from below in Ω \ {0}. Moreover, the singularity of u(x) in a small neighborhood of zero will become
stronger as μ → μ¯. Using Lemma 1.1, we have got a second positive solution of (1.1) with positive energy in the
same paper [12].
We are now interested in seeking more solutions of (1.1) with positive energy. Special concern in the present paper
is the existence of sign-changing solutions of (1.1). Our result which is the main contribution of the present paper is
Theorem 1.3. Suppose that
0 μ < μ¯ − (2 + 2a)2, (N +√μ¯ − μ)/(√μ¯ +√μ¯ − μ) < q < 2. (1.4)
Then there exists Λ1 > 0, such that (1.1) has at least two positive and one sign changing solutions in H 10,a(Ω) for any
λ ∈ (0,Λ1).
The proof of Theorem 1.3 is also based on critical point theory. Since we are now facing a nonlinearity with
critical weighted Sobolev–Hardy exponents, the energy functional Jμ satisfies the (PS) conditions only locally. We
adopt the method which has been used before, see [10]. Such that combining the use of a separation argument for the
Nehari-type set of the problem and the Lemma 1.1, we can estimate the energy and get the main result. In addition,
when μ = a = b = 0, Theorem 1.3 strengthens an existence result by Ambrosetti et al. [2] where no Nodal property
is involved. Here, we also refer the interested reader to [3,4,13] for some existence results of solutions for related
problem.
This paper is organized as follows. In Section 2, we give some preliminaries. The proof of Theorem 1.3 is con-
tained in Section 3. The idea used here is essentially introduced in [6,7,10]. However, the singular term μ|x|2(a+1) u has
created great difficulties in getting the sign-changing solution of (1.1). We will adapt some techniques similar to those
developed in [9–11] to overcome them.
2. Preliminaries
Throughout this paper, the dual space of a Banach space E will be denoted by E−. LetD1,2a (RN) be the completion
of C∞0 (RN) under the norm ‖u‖2 =
∫
RN
|x|−2a |∇u|2 dx. H 10,a(Ω), Lt(Ω) are standard Sobolev spaces with the
standard norms ‖ · ‖, | · |t . Lt (Ω, |x|s dx) denotes the weighted Sobolev space with the norm |u|tt,s =
∫ |x|s |u|t dx.
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otherwise. d, di will denote various positive constants, whose values can vary from line to line. M(a,b, q,Ω) > 0 is
also a constant which relates to a, b, q,Ω. On H 10,a(Ω), we use the norm
‖u‖2μ =
∫ (
|x|−2a |∇u|2 − μ|x|2(a+1) u
2
)
dx.
Thanks to the Caffarelli–Kohn–Nirenberg inequalities, the norm ‖ ·‖μ is equivalent to the usual norm ‖ ·‖ of H 10,a(Ω).
H 10,a(Ω) with the norm ‖ · ‖μ is simply denoted by Ha. The following minimization problem will be useful:
S(a, b,μ) = inf
{ ∫
RN
(
|x|−2a |∇u|2 − μ|x|2(a+1) u
2
)
dx; u ∈D1,2a
(
R
N
)
,
∫
RN
|x|−bp|u|p dx = 1
}
. (2.1)
It is known that S(a, b,μ) is achieved by a family of functions
Uε(x) = [2p(μ¯ − μ)ε
2]β
|x|γ ′(ε2 + |x|
√
μ¯−μ
β )2β
, ε > 0, (2.2)
where p = 2N
N−2(1+a−b) , μ¯ = (N−2−2a2 )2, γ ′ =
√
μ¯ − √μ¯ − μ, β = N−2(1+a−b)4(1+a−b) , see [5]. Moreover, up to dilation,
Uε(x) is the unique positive solution of
−div(|x|−2a∇u)− μ|x|2(a+1) u = |x|−bp|u|p−2u, u ∈D1,2a
(
R
N
)
.
Define a cut-off function ψ(x) ∈ C10(Ω) such that ψ(x) = 1 for |x| < δ (2δ < r), ψ(x) = 0 for |x| > 2δ, 0 ψ  1
and |∇ψ | C. Let uε(x) = ψ(x)Uε(x). Using the exact local behavior characterized by Lemma 1.1, we call have the
following integral estimates which prove to be very useful.
Lemma 2.1. Let u1 be a positive solution of (1.1), 1 < q < 2. We have for ε > 0 small that
A1 =
∫
|x|−bpup−11 uε  d1ε2β, (2.3)
A2 =
∫
|x|−bpu1up−1ε  d2ε2β, (2.4)
A3 =
∫
u
q−1
1 uε  d3ε
2β, (2.5)
A4 =
∫
u1u
q−1
ε  d4ε2β(q−1). (2.6)
Proof.∫
|x|−bpup−11 uε =
∫
B(0,δ)
|x|−bpup−11 uε +
∫
Ω\B(0,δ)
|x|−bpup−11 uε.
Using Lemma 1.1, there holds∫
B(0,δ)
|x|−bpup−11 uε = dε2β
∫
B(0,δ)
dx
|x|bp|x|γ ′(p−1)|x|γ ′(ε2 + |x|
√
μ¯−μ
β )2β
= dε2β
δ·ε−
2β√
μ¯−μ∫
0
ε
2βN√
μ¯−μ ρN−1 dρ
ε4βε
2β(b+γ ′)p√
μ¯−μ ρ(b+γ ′)p(1 + ρ
√
μ¯−μ
β )2β
.
Since
−1 + N − bp − γ ′p − 2√μ¯ − μ = −1 + (p − 2)√μ¯ − μ > −1,
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B(0,δ)
|x|−bpup−11 uε  dε2β
∫
B(0,δ)
dx
|x|(b+γ ′)p · |x|2√μ¯−μ = dε
2β.
Combining with∫
Ω\B(0,δ)
|x|−bpup−11 uε = dε2β,
we can get that (2.3) holds. Similar arguments can prove that (2.4)–(2.6) hold. 
Lemma 2.2. Let uε be defined as before, 1 < q < 2. We have for ε > 0 small that
∫
|uε|q =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Cε2βq, 1 < q < N√
μ¯+√μ¯−μ,
Cε2βq | ln ε|, q = N√
μ¯+√μ¯−μ,
Cε
2βq+ 2β√
μ¯−μ (N−q(
√
μ¯+√μ¯−μ) )
, N√
μ¯+√μ¯−μ < q < 2.
Proof. The proof is similar to Lemma 2.1 and is omitted here. 
We would like to end these preliminaries with the following definition.
Definition 2.3. Let c ∈ R, E be a Banach space and I ∈ C1(E,R). We say that I satisfies the (PS)c condition if any
sequence {un} in E such that I (un) → c and ‖I ′(un)‖E−1 → 0 has a convergent subsequence. If this holds for every
c ∈R, we say that I satisfies (PS) condition.
3. Existence of sign changing solution
In this section, we will prove Theorem 1.3. Since we have shown in [12] that (1.1) has at least two positive
solutions in Ha for λ ∈ (0,Λ′) and some Λ′ > 0. One is a local minimizer of Jμ on a proper small ball. The other
is an (MP) critical point of Jμ with positive energy. In here, we are particularly interested in finding a sign-changing
solution of (1.1). To attain this goal, we will first separate the Nehari-type set of the considered problem, then study
minimization problems of Jμ on its proper subset. Define
N = {u ∈ H 10,a(Ω); 〈J ′μ(u),u〉= 0}.
Motivated by [6,7,10], we consider the following subsets of N :
N0 =
{
u ∈N ; (2 − q)
∫ (
|x|−2a|∇u|2 − μ|x|2(a+1) u
2
)
− (p − q)
∫
|x|−bp|u|p = 0
}
,
N+ =
{
u ∈N ; (2 − q)
∫ (
|x|−2a |∇u|2 − μ|x|2(a+1) u
2
)
− (p − q)
∫
|x|−bp|u|p > 0
}
,
N− =
{
u ∈N ; (2 − q)
∫ (
|x|−2a |∇u|2 − μ|x|2(a+1) u
2
)
− (p − q)
∫
|x|−bp|u|p < 0
}
.
Moreover if denoting
Λ = 1
M(a,b, q,Ω)
(
2 − q
p − q
) 2−q
p−2(p − 2
p − q
)
|Ω| q−pp S(a, b,μ)p−qp−2 ,
we indeed have that for λ ∈ (0,Λ) the following minimization problems:
c0 = inf
u∈N+
Jμ(u) and c1 = inf
u∈N−
Jμ(u) (3.1)
achieve their minimum at w0 and w1, respectively. Moreover, w0 and w1 are positive solutions of (1.1). Now we start
showing the existence of sign-changing solution of (1.1).
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Lemma 3.1. Let λ ∈ (0,Λ). For every u ∈ H 10,a(Ω), u = 0, there exist unique
0 < t−(u) < tmax =
(
(2 − q)‖u‖2μ
(p − q)||x|−bu|pp
) 1
p−2
< t+(u)
such that
t−(u)u ∈N+ and Jμ
(
t−u
)= min
t∈[0,tmax]
Jμ(tu),
t+(u)u ∈N− and Jμ
(
t+u
)= max
ttmax
Jμ(tu).
Proof. From the expression of Jμ, we have that
∂Jμ
∂t
(tu) = tq−1
(
t2−q
∫ (
|x|−2a |∇u|2 − μ|x|2(a+1) u
2
)
− tp−q
∫
|x|−bp|u|p − λ
∫
|u|q
)
.
Set ϕ(t) = t2−q ∫ (|x|−2a |∇u|2 − μ|x|2(a+1) u2) − tp−q ∫ |x|−bp|u|p. Direct computations can show that ϕ(t) achieves
its maximum at the point tmax = ( (2−q)‖u‖
2
μ
(p−q)||x|−bu|pp )
1
p−2 and ϕ′(t) > 0 if t < tmax and ϕ′(t) < 0 if t > tmax with
ϕ(tmax) =
(
2 − q
p − q
)(2−q)/(p−2)(
p − 2
p − q
)( ‖u‖2(p−q)μ
||x|−bu|p(2−q)p
)1/(p−2)
.
Using the relations defined in (2.1), we have just by direct calculations that
ϕ(tmax)
(
2 − q
p − q
)(2−q)/(p−2)(
p − 2
p − q
)
S(a, b,μ)p(2−q)/[2(p−2)]‖u‖qμ.
Now for λ ∈ (0,Λ), we have by Hölder inequality and relation (2.1) that
λ
∫
|u|q = λ
∫ ∣∣|x|−bu∣∣q · |x|bq
 λM(a,b, q,Ω)|Ω| p−qp S(a, b,μ)− q2 ‖u‖qμ < ϕ(tmax).
It follows that there are t+(u) > tmax > t−(u) such that
ϕ
(
t+
)= λ∫ |u|q = ϕ(t−)
and
ϕ′
(
t+
)
< 0 < ϕ′
(
t−
)
.
Equivalently, we have t+u ∈ N− and t−u ∈ N+. Also Jμ(t+u)  Jμ(tu), ∀t  t− and Jμ(t−u)  Jμ(tu), ∀t ∈
[0, t+]. 
Lemma 3.2. If λ ∈ (0,Λ), then N0 = {0}.
Proof. Suppose if not, there is w ∈N0, w = 0, such that
(2 − q)
∫ (
|x|−2a |∇w|2 − μ|x|2(a+1) w
2
)
− (p − q)
∫
|x|−bp|w|p = 0.
Then on the one hand, we can get from the relation (2.1) that ‖w‖μ  ( 2−qp−q )1/(p−2)S(a, b,μ)p/[2(p−2)]. On the other
hand, from w ∈N we have that
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∫ (
|x|−2a |∇w|2 − μ|x|2(a+1) w
2
)
dx −
∫
|x|−bp|w|p dx − λ
∫
|w|q dx

(
p − 2
p − q
)
‖w‖2μ − λM(a,b, q,Ω)|Ω|
p−q
p S(a, b,μ)−
q
2 ‖w‖qμ
 ‖w‖qμ
((
p − 2
p − q
)(
2 − q
p − q
) 2−q
p−2
S(a, b,μ)
p(2−q)
2(p−2) − λM(a,b, q,Ω)|Ω| p−qp S(a, b,μ)− q2
)
> 0,
which is impossible. The proof is complete. 
Lemma 3.3. Let λ ∈ (0,Λ). Given u ∈N−, there is ρu > 0 and a differential function gρu :Bρu(0) → R+ satisfying
the following:
gρu(0) = 1, gρu(w)(u + w) ∈N−, ∀w ∈ Bρu(0),
〈
g′ρu(0),φ
〉= 2
∫
(|x|−2a |∇u||∇φ| − μ|x|2(a+1) uφ) − p
∫ |x|−bp|u|p−2uφ − qλ ∫ |u|q−2uφ
(2 − q) ∫ (|x|−2a |∇u|2 − μ|x|2(a+1) u2) − (p − q) ∫ |x|−bp|u|p .
Proof. Define F :R× H 10,a(Ω) →R as follows:
F(t,w) = t2−q
∫ (
|x|−2a∣∣∇(u + w)∣∣2 − μ|x|2(a+1) (u + w)2
)
− tp−q
∫
|x|−bp|u + w|p − λ
∫
|u + w|q .
Since u ∈N− ⊂N , we have F(1,0) = 0 and
Ft (1,0) = (2 − q)
∫ (
|x|−2a |∇u|2 − μ|x|2(a+1) u
2
)
− (p − q)
∫
|x|−bp|u|p < 0.
Now the desired result can follow from the application of Implicit function theorem for F at the point (1,0). 
3.2. Existence results
Now we are in a position to give some existence results. To this end, we need to compare some different minimiza-
tion problems. Define
N−1 =
{
u = u+ − u− ∈N ; u+ ∈N−}
and
N−2 =
{
u = u+ − u− ∈N ; −u− ∈N−}.
Here, we use notations u± = max{±u,0}. Set
β1 = inf
u∈N−1
Jμ(u), (3.2)
β2 = inf
u∈N−2
Jμ(u). (3.3)
Lemma 3.4.
(a) If β1 < c1, then the minimization problem (3.2) attains its infimum at a point which defines a sign changing
critical point of Jμ.
(b) Analogously, if β2 < c1, the same conclusion holds for the minimization problem (3.3).
Proof. We only proof (a) since the proof of (b) is similar. First for N−, using Lemma 3.2, it is not difficult to show
that for λ ∈ (0,Λ), N− and N− are closed. As for the minimization problem (3.2), we use Ekeland variational1 2
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1
n
‖un − z‖μ, ∀z ∈N−1 . Firstly, we claim that in view of the condition β1 < c1, necessarily ‖u−n ‖μ  b > 0. Indeed if
for a subsequence (still denoted by {u−n }) we have ‖u−n ‖μ → 0, then
β1 + o(1) = Jμ(un) = Jμ
(
u+n
)+ Jμ(−u−n ) c1 + o(1),
which is clearly impossible. Secondly, we claim J ′μ(un) → 0 in H−1a . Indeed, let 0 < ρ < ρn ≡ ρun , g±n ≡ g±un, where
ρun and g±un are given by Lemma 3.3 such that for vρ = ρv with ‖v‖μ = 1, there holds
zρ = g+n (vρ)(un − vρ)+ − g−n (vρ)(un − vρ)− ∈N−1 .
Thus
1
n
‖zρ − un‖μ 
〈
J ′μ(un),un − zρ
〉+ o(1)‖zρ − un‖μ
= 〈J ′μ(un),un − vρ − zρ 〉+ ρ〈J ′μ(un), v〉+ o(1)‖zρ − un‖μ
= (1 − g+n (vρ))〈J ′μ(un), (un − vρ)+〉+ ρ〈J ′μ(un), v〉
− (1 − g−n (vρ))〈J ′μ(un), (un − vρ)−〉+ o(1)‖zρ − un‖μ.
For fixed n, since (1−g+n (vρ)) = ρ〈(g+n )′(0), v〉, (1−g−n (vρ)) = ρ〈(g−n )′(0), v〉, ‖zρ −un‖μ  ρ+d5(|1−g+n (vρ)|+
|1 − g−n (vρ)|), 〈J ′μ(un),u±n 〉 = 0 and (un − vρ)± → u±n as ρ → 0, we obtain by letting ρ → 0 such that〈
J ′μ(un), v
〉
 d6
n
.
Thus we get that J ′μ(un) → 0 in H−1a as n → ∞. Using [8, Remark 5.6], we get that the sequence {un} indeed satisfies
that
(1) Jμ(un) → β1 < c1 < c0 +
(
1
2
− 1
p
)
S(a, b,μ)
p
p−2 ,
(2) J ′μ(un) → 0 in H−1a .
(1), (2) and [8, Remark 5.6] guarantee a convergent subsequence for {un} whose strong limit will give the desired
minimizer. 
The above proposition would yield the conclusion for the main theorem only if the given relations between β1, β2
and c1 could be established. While it is not clear whether or not such inequalities should hold, we shall use these
values to compare with another minimization problem. Namely set
N−∗ =N−1 ∩N−2 ⊂N−
and define
c2 = inf
u∈N−∗
Jμ(u). (3.4)
It is clear that c2  c1. Since Jμ satisfies (PS)c condition only locally, we need the following upper bound for c2.
Lemma 3.5.
(1) For any fixed ε > 0, there exist s > 0 and t ∈R such that
sw1 − tUε ∈N−∗ .
(2) For 0 μ < μ¯ − (2 + 2a)2, (N + √μ¯ − μ)/(√μ¯ + √μ¯ − μ) < q < 2 and ε > 0 sufficiently small, we have
c2  sup
s0,t∈R
Jμ(sw1 − tUε) < c1 +
(
1
2
− 1
p
)
S(a, b,μ)
p
p−2 .
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s(w1 − tUε)+ ∈N− and −s(w1 − tUε)− ∈N−.
To this purpose let,
t2 = max
Ω\{0}
w1
Uε
and t1 = min
Ω\{0}
w1
Uε
.
For t ∈ (t1, t2), denote by s+(t) and s−(t) the positive values given by Lemma 3.1, according to which we have
s+(t)(w1 − tUε)+ ∈N− and −s−(t)(w1 − tUε)− ∈N−.
Note that s+(t) is continuous with respect to t satisfying
lim
t→t+1
s+(t) = t+(w1 − t1Uε) < +∞ and lim
t→t−2
s+(t) = +∞.
Similarly, s−(t) is continuous with respect to t and
lim
t→t+1
s−(t) = +∞ and lim
t→t−2
s−(t) = t+(t2Uε − w1) < +∞.
The continuity of s±(t) implies that there is t0 ∈ (t1, t2) such that
s+(t0) = s−(t0) = s0 > 0.
This proves (1) with t = t0 and s = s0.
To prove (2), we only need to estimate Jμ(sw1 − tUε) for s  0 and t ∈R. Since at this time, ε can be sufficiently
small, we replace Uε by uε = ψ(x)Uε defined in second 2. From the structure of Jμ, we find there is R1 > 0 possible
large such that Jμ(sw1 − tuε) c1 for all s2 + t2 R21 . Thus it suffices to estimate Jμ(sw1 − tuε) for all s2 + t2 R21 .
Using the notations as in Lemma 2.1, we can have from an elementary inequality
|a + b|m  |a|m + |b|m − d(|a|m−1|b| + |a||b|m−1), ∀a, b ∈R, m > 1,
that
Jμ(sw1 − tuε) Jμ(sw1) + Jμ(tuε) − st
∫
|x|−bp|w1|p−1uε − stλ
∫
|w1|q−1uε
+ d
(∫
|x|−bp|sw1|p−1|tuε| +
∫
|x|−bp|sw1||tuε|p−1
)
+ d
(∫
|sw1|q−1|tuε| +
∫
|sw1||tuε|q−1
)
 Jμ(sw1) + Jμ(tuε) + d7
∫
|x|−bpwp−11 uε
+ d8
∫
|x|−bpw1up−1ε + d9
∫
w
q−1
1 uε + d10
∫
w1u
q−1
ε
= Jμ(sw1) + Jμ(tuε) + d7A1 + d8A2 + d9A3 + d10A4.
Writing Jμ(tuε) = ϕ(t) − λtqq
∫ |uε|q, we have from
ϕ(t) = t
2
2
∫ (
|x|−2a |∇uε|2 − μ|x|2(a+1) u
2
ε
)
dx − t
p
p
∫
|x|−bp|uε|p dx
attaining its maximum at Tmax = ((
∫
(|x|−2a |∇uε|2 − μ|x|2(a+1) u2ε))/
∫ |x|−bpup dx)1/(p−2) that there is 0 < T − < Tmax
such that ∂Jμ (T −uε) = 0. It follows from Lemma 2.2 that∂t
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t>0
Jμ(tuε) ϕ(Tmax) − λ(T
−)q
q
∫
|uε|q

(
1
2
− 1
p
)
S(a, b,μ)
p
p−2 − d11
∫
|uε|q

(
1
2
− 1
p
)
S(a, b,μ)
p
p−2 − d12ε2βq+
2β√
μ¯−μ (N−q(
√
μ¯+√μ¯−μ))
.
Here we have used the assumption (1.4). Again, using assumption (1.4) and the integral estimates in Lemmas 2.1
and 2.2 to compare the error order of ε, we can obtain that for ε > 0 sufficiently small
max
s0,t∈R
Jμ(sw1 − tuε)max
s>0
Jμ(sw1) + max
t∈R
Jμ(tuε) + d13ε2β + d14ε2β(q−1)
 c1 +
(
1
2
− 1
p
)
S(a, b,μ)
p
p−2 − d12ε2βq+
2β√
μ¯−μ (N−q(
√
μ¯+√μ¯−μ))
+ d13ε2β + d14ε2β(q−1)
< c1 +
(
1
2
− 1
p
)
S(a, b,μ)
p
p−2 .
Thus we complete the proof of Lemma 3.5. 
Lemma 3.6. Assume that β1  c1 and β2  c1. The minimization problem
c2 = inf
u∈N−∗
Jμ(u) (3.5)
attains its infimum at w2 ∈N−∗ which define a sign changing critical point for Jμ for λ ∈ (0,Λ1) and some Λ1 > 0.
Proof. Let Λ2 = min{Λ′,Λ}. Similar to the proof in Lemma 3.4, we can obtain that a minimizing sequence
{un} ⊂N−∗ for (3.5) are indeed satisfying
Jμ(un) → c2, J ′μ(un) → 0.
Particularly, {un} ⊂N−∗ implies that
0 < a1 
∥∥u±n ∥∥ a2
for suitable constant a1 and a2. Going if necessary to a subsequence, we can assume that u±n ⇀ w±2 in Ha.
Claim. w±2 = 0. If not, we assume for instance that w+2 = 0, then we have from u+n ∈N− that∫ (
|x|−2a∣∣∇u+n ∣∣2 − μ|x|2(a+1)
(
u+n
)2)
dx −
∫
|x|−bp∣∣u+n ∣∣p = o(1). (3.6)
Combing with relation (2.1) and (3.6), we can get∫
|x|−bp∣∣u+n ∣∣p  S(a, b,μ) pp−2 + o(1) for n large enough. (3.7)
Hence we have
Jμ
(
u+n
)= 1
2
∥∥u+n ∥∥2μ − 1p
∣∣|x|−bu+n ∣∣pp + o(1)
(
1
2
− 1
p
)
S(a, b,μ)
p
p−2 + o(1). (3.8)
On the other hand, we have from the upper bound of c2 and the fact that Jμ(−u−n ) c1 that
Jμ
(
u+n
)
 c2 − c1 + o(1) <
(
1
2
− 1
p
)
S(a, b,μ)
p
p−2 ,
which contradicts to (3.8). Thus w+ = 0. Similarly, we can show that w− = 0.2 2
546 M. Lin / J. Math. Anal. Appl. 337 (2008) 537–546Set w2 = w+2 −w−2 . Clearly w2 is sign-changing in Ω and un ⇀ w2 in Ha. Moreover for any φ ∈ Ha, there holds〈J ′μ(w2),φ〉 = 0. That is to say w2 is a weak solution of (1.1). Now the proof of Theorem 1.3 will be completed if
we can show that un → w2 in Ha. Indeed, noticing w2 ∈N−, we have Jμ(w2) c1. Denote vn = un − w2, we have
vn ⇀ 0 in Ha. [14, Lemma 2] and the Brezis–Lieb lemma [13] implies that
Jμ(un) = Jμ(w2 + vn) = Jμ(w2) + o(1)+ 12‖vn‖
2
μ −
1
p
∣∣|x|−bvn∣∣pp. (3.9)
Combining with un ∈N and w2 is a weak solution of (1.1) we also have
‖vn‖2μ −
∣∣|x|−bvn∣∣pp = o(1). (3.10)
Now assume
‖vn‖2μ → b 0,
∣∣|x|−bvn∣∣pp → b 0.
If b = 0, then (3.10) and relation (2.1) imply that b  S(a, b,μ) pp−2 . Using (3.9), Jμ(w2) c1 and the upper bound
of c2, we have
c1 + o(1) +
(
1
2
− 1
p
)
S(a, b,μ)
p
p−2  Jμ(un) = c2 + o(1) < c1 +
(
1
2
− 1
p
)
S(a, b,μ)
p
p−2 ,
which is impossible. Thus b = 0, i.e., un → w2 in Ha which defines a sign-changing solution of (1.1). 
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