Hierarchical clustering is a classical method to provide a hierarchical representation for the purpose of data analysis. However, in practical applications, it is di±cult to deal with massive datasets due to their high computation complexity. To overcome this challenge, this paper presents a novel distributed storage and computation hierarchical clustering algorithm, which has a lower time complexity than the standard hierarchical clustering algorithms. Our proposed approach is suitable for hierarchical clustering on massive datasets, which has the following advantages. First, the algorithm is able to store massive dataset exceeding the main memory space by using distributed storage nodes. Second, the algorithm is able to e±ciently process nearest neighbor searching along parallel lines by using distributed computation at each node. Extensive experiments are carried out to validate the e®ectiveness of the DHC algorithm. Experimental results demonstrate that the algorithm is 10 times faster than the standard hierarchical clustering algorithm, which is an e®ective and°exible distributed algorithm of hierarchical clustering for massive datasets.
Introduction
Hierarchical clustering has been used in many¯elds, especially in machine learning and data mining. The basic approaches to hierarchical clustering, agglomerative and divisive, are generating hierarchical clusters of datasets. However, hierarchical clustering has a major di±culty of searching nearest neighbor (NN). A standard agglomerative hierarchical clustering (AHC) 1 algorithm begins with n original clusters of an Euclidean space, and has the time complexity of Oðn 3 Þ and the space complexity of Oðn 2 Þ.
Numerous hierarchical clustering algorithms have been proposed to reduce the time and space complexity of hierarchical clustering, such as SLINK 2 and CLINK. 3 Nearest-neighbor chains (NNC) 4 algorithm reduces time complexity of the distance calculations to Oðn 2 Þ by using a stack that maintains the set of active clusters. Multilevel hierarchical clustering (MLHC) 5 algorithm provides an order-N speedup over the standard AHC with the time overhead of Oðn 2 log nÞ. However, these algorithms are not suitable for handling large amounts of data.
Considerable investigations have been devoted to the NN searching algorithm. They mainly focus on improving the e±ciency of the NN searching, reducing the neighbor search time, and dealing with massive datasets. K-nr 6 is a novel framework for approximate proximity search algorithms which introduce a space-e±cient representation data structures called indexes for searching very large databases by using the main memory. An LC indexing algorithm 7 is proposed to KNN and range queries, accelerated on the Inter Xeon Phi coprocessor. In our previous work, 8 we proposed an e±cient NN search method called nearest-neighbor boundary (NNB) that reduces time complexity of the NN search by using quad-tree [9] [10] [11] or kd-tree 12, 13 data structures for data partition. However, these methods are di±cult to be extended when dealing with data exceeding the main memory space. In practice, some hierarchical clustering algorithms are proposed to accelerate the computation speed. A sensitivity analysis of algorithms 14 to segment and classify high-resolution images, which attain a parallel e±ciency by using the CPUs and the Phi available on 256 nodes. Based on hierarchical inter-class structures, a novel image classi¯cation method 15 for multi-class classi¯cation is accelerated by using a fast algorithm to compute the similarity metric between categories on GPUs. A hierarchical cluster guided labeling 16 is designed to e±ciently collect a diverse set of labeled training data onto a single human annotator. Genie 17 is a new hierarchical clustering linkage criterion and is easily parallelizable to speed up its execution. These algorithms try to deal with di®erent applications for large datasets.
In this paper, to°exibly deal with massive data onto the main memory space, we implement a distributed storage and computation hierarchical clustering algorithm based on NNB called distributed hierarchical clustering (DHC). As compared to the above introduced techniques, 5, 7, [14] [15] [16] 18 DHC has the following two advantages. Thē rst advantage of DHC is that it is able to store massive datasets by using distributed storage nodes. The second advantage of DHC is that it is able to e±ciently process the NN searching by distributed computation at each storage node. Therefore, DHC is a°exible distributed algorithm of hierarchical clustering for massive datasets.
Motivation
Hierarchical clustering (also called Hierarchical Cluster Analysis or HCA) is a cluster analysis method which builds a hierarchy of clusters to¯nd relationships by clustering items as an integral component. Clustering method groups data onto several parts using some measurements such that the items in the same cluster are rather similar than the items in di®erent clusters. For example, if given a set position of friends, HCA divides them into some groups where every member of the group is close to each other, as described in Example 1. Example 1. Agglomerative is a \bottom up" approach: each cluster starts in its own cluster, and pairs of clusters are merged as one new cluster. The record of this newly merged cluster represents a hierarchy of clusters. Its process includes the following steps and gets a dendrogram of HCA, as shown in Fig. 1 .
(1) There are 9 persons in Fig. 1(a) . Hierarchical clustering assigns each person as the original point of its own cluster. (2) It calculates the similarity between all cluster pairs and¯nds the most close cluster pair that is closest to each other such as A and B. (3) The algorithm merges the most close pair A and B into a new cluster J, as shown in Fig. 1(b) . (4) It repeats the process until only one cluster Q is left, as shown in Fig. 1(c) .
At each repetition of clustering, it records each cluster pair that has been merged. This merging record represents a dendrogram that merges the original points of upper-level clusters and¯nally reaches to the root, as shown in Fig. 1(d) . From the dendrogram, the relative of persons is expressed clearly and the persons are divided into di®erent clusters naturally. There are many clustering algorithms 1 such as BIRCH, 19 CMUNE, 20 CURE 21 and Chameleon 22 ; each has di®erent cost and accuracy. Hierarchical clustering is one of the most basic and most accurate clustering algorithms. However, the complexity of searching the NN of each one is Oðn 2 Þ at each repetition and the complexity of hierarchical clustering is Oðn 3 Þ.
Because the complexity of AHC algorithm is highly dependent on the complexity of searching the NN of each one, so search for the NN is a key technique of clustering. If we reduce the time complexity of the NN searching, we can reduce the time complexity of hierarchical clustering. Partitioning is a key technology of clustering large datasets to reduce the complexity of searching. After partition, the times of nding the closest cluster pairs decrease obviously, as shown in Example 2.
Example 2. Partition reduces the time complexity of searching the NN and time complexity of agglomerative clustering, as shown in Fig. 2 .
(2) After partitioned into three regions, the persons in one region are closer to each other than in the other regions, as shown in Fig. 2(b) . In the three regions, there are 3 persons, 2 persons and 4 persons in di®erent regions. So, 3 þ 2 þ 1 ¼ 6, 2 þ 1 ¼ 3 and 4 þ 3 þ 2 þ 1 ¼ 10 times of distance calculation are needed to get the most close pairs in the three regions. The total distance calculation times is 6 þ 3 þ 10 ¼ 19.
As described above, we can get that partitioning is the basic technology of clustering large datasets, and distributed storage and computation are the essential techniques of clustering large datasets. In this paper, we¯rst introduce the de¯nition of the NNB and then use it to partition a large dataset. The utilization of NNB can construct the distributed storage and computation framework of hierarchical clustering. 
Contributions
In our previous work, 8 we proposed to use NNB 8 to accelerated hierarchical clustering in the serial algorithm. The serial algorithm is limited by storage capacity and computation power of single computer. In this paper, we propose a novel distributed storage and computation hierarchical clustering algorithm DHC to overcome the shortage of our previous serial algorithm. DHC is based on NNB for distributed storage and parallel computing of large datasets. Based on NNB, DHC rst e®ectively divides large datasets into small subsets, then searches the NN with small subsets and gets the global mutual nearest-neighbor (MN) at last, as shown in Fig. 3 . In distributed computation,¯le operations of distributed¯le system and constant IO operations incur high IO and distributed node communication overhead. In our work, distributed memory storage and a control node is employed to reduce the communication between the computation nodes, as shown in Fig. 4 .
Using new distributed storage and computation concept, we get a°exible hierarchical clustering algorithm for large datasets. In addition, the new algorithm is easy to be deployed on computer clusters. The major contributions to this paper are summarized as follows:
(1) We propose distributed quad-tree [9] [10] [11] or kd-trees 12, 13 to store high-dimensional datasets exceeding the main memory space. Quad-tree and Kd-tree are important data structures and space-partitioning data structures for organizing points in a two-dimension or k-dimension space e±ciently. We construct quad-tree or kd-trees on distributed node to store massive datasets. (2) We present a fast clustering distributed storage and computation algorithm DHC based on NNB. NNB is a region in which a point NN must in the scope of the region. We use the NNB to group the points of calculating the NNs on each storage node along parallel lines. (3) We evaluate the performance of DHC under di®erent parameters, such as size of quad-tree of kd-tree leaf node and number of storage nodes etc. We present quite an amount of experimental studies to prove the e®ectiveness of the DHC algorithm.
The rest of the paper is structured as follows: Section 2 gives the related works on DHC. Section 3 presents the theoretical proof of data partition by NNB. Section 4 describes the concept of DHC algorithm. In Sec. 5, we describe the evaluation results of our proposals. Finally, Sec. 6 concludes the paper.
Related Work
Many e®orts of research for improving hierarchical clustering algorithm performance have been conducted from di®erent aspects. DHC algorithm focuses on improving the e±ciency of the NN searching. The key idea of the DHC algorithm for greatly reducing the number of distance computations required for clustering are to use the quad-tree 9-11 or kd-tree 12, 13 for calculating NNB of each region.
Clustering for large datasets
In traditional studies of hierarchical clustering algorithms, the focus on this research is on calculating the similarity between clusters. However, when the dataset becomes very large, the computation of these clustering algorithms becomes time-consuming. Some methods, such as CMune, 20 Canopies 23 and CURE, 21 divide the dataset into small subsets for improving the performance. But the results of those clustering methods are greatly dependent on the selection of parameters. CMune 20 is a variation on the Shared Nearest Neighbor algorithm, which selects the best parameter number of the neighborhoods of a point for good performance. Canopies 23 e±ciently divides data into some overlapping subsets by using a cheap approximate distance measure. CURE 21 represents clusters by using a certain number of scattered points of the clusters and shrinks those points toward the center of the clusters by using a speci¯ed fraction. All those algorithms use di®erent partition methods to accelerate computation speed while those partition methods cannot ensure¯nding the NN of each point and di®erent parameters' selections a®ect the clustering result. Motivated by NNB, the partition method of our DHC algorithm can¯nd the NN of each point and get the same clustering result as traditional studies of hierarchical clustering algorithms AHC, 1 while it just requires split threshold for performance adjustment, as show in Table 1 .
Recently, some parallel and disturbed computing frameworks were used to speed up the performance of clustering. IncDiSC 24 formulates the single-linkage hierarchical clustering problem as a Minimum Spanning Tree (MST) construction problem on a complete graph and implement the uni¯ed algorithm by employing MapReduce framework. Shortest Path Betweenness MapReduce Algorithm (SPB-MRA) 25 is a parallel version of a divisive hierarchical clustering algorithm for community detection based on the MapReduce model. Sun et al., 26 presents an e±cient hierarchical clustering method of mining large datasets with MapReduce which includes two optimization techniques: Batch updating to reduce the computational time and communication cost among cluster nodes, and co-occurrence-based feature selection to decrease the dimension of feature vectors and eliminate noise features. But in MapReduce, the¯le operations of distributed¯le system and constant disk IO operations incur high disk IO and distributed node communication overhead. In our work, DHC employs a distributed memory storage and a Control Node to reduce the IO operations on computation nodes.
Distance measure
Measuring the distance between objects is the foundation of clustering algorithms since all of these algorithms are built on the similarity between objects. The common distance measure used here is Euclidean distance. distanceðx; yÞ n A Ã n B ; ð3Þ where n A and n B denote elements number of clusters A and B. Linkage function of Centroid method is the average distance of each pair of objects between cluster A and cluster B. The function of the Centroid method linkage is described as
where c A and c B denote the centroids of clusters A and B. Ward's method is another common linkage function to measure the distance between each pair of objects of cluster A and cluster B. The function of the Ward's method linkage is
where distance(x; y) is the Euclidean distance, n A and n B denote elements number of clusters A and B, c A and c B denote the centeroids of clusters A and B.
Quad-tree and Kd-tree
Quad-tree 9-11 and kd-tree 12, 13 are important data structures in computer science. Those space-partitioning data structures organize points by a two-dimensional or k-dimension space. Quad-trees are tree data structures that consist of internal node which has exactly four children in two-dimensions, as shown in Fig. 6(a) . 8 Quadtrees are usually used to partition a two-dimensional space in which each internal node is recursively subdivided it into four quadrants or regions. Kd-trees are binary trees which have an internal node as a k-dimensional point, as shown in Fig. 6 (b). Every nonleaf node in kd-trees are divided into two parts by using a splitting hyperplane.
The forms of quad-trees and kd-trees have some common features:
(1) They divide space by adaptable cells or splitting planes.
(2) Each cell is limited by a maximum capacity. When a cell is beyond maximum capacity, the cell splits and forms splitting planes. (3) The tree is decomposed as the spatial directory.
According to the type of data they represent, including areas, points, lines and curves, quad-trees can be classi¯ed into di®erent types. Quad-trees can also be classi¯ed by whether the shape of the tree is independent of the order data is processed. Quad-trees is very e±cient in comparing two-dimensional ordered data points in Oðlog nÞ time. Kd-trees data structure and search algorithms are the generalization of classical binary search trees to higher dimensional spaces. Based on kd-trees, the time complexity is Oðlog nÞ for locating the NN of a point.
Clustering high-dimensional data is the cluster analysis of data with anywhere from a few dozen to many thousands of dimensions. Clustering in high-dimensional data has a number of unintuitive properties that are referred to as the curse of dimensionality. 36 Because the distance between any two points in a given dataset converges, the concept of distance becomes less precise as the number of dimensions grows. Thus, the discrimination of the nearest and farthest point in particular becomes meaningless.
In our algorithm, kd-trees 12, 13 are employed to partition data structures for organizing points in k-dimensional spaces. We extend kd-trees for clustering in highdimensional spaces. 
Data Partition and Globalization
As described above, data partition is the basic technology of clustering large datasets. Distributed storage and computation are the essential techniques of clustering large datasets. We¯rst introduce the NNB, then discuss the use of NNB for¯nding the NNs in partition dataset.
Nearest neighbor boundary
where distance(A; B) denotes the Euclidean distance between A and B, distance (A; C) denotes the Euclidean distance between A and C. The two Euclidean distances are given by
The Scope(A) is a neighbor boundary of point A. Based on the NN concept, we have the following properties.
Property 1.
Given two points A; B 2 ScopeðAÞ, if 9C is the NN of A, then distanceðA; BÞ > distanceðA; CÞ.
From Property 1, if distanceðA; BÞ < distanceðA; CÞ, then C is not A's NN. It means that point A has a neighbor B and the NN of A must be in ScopeðAÞ. Based on Property 1, the de¯nition of NNB is given as follows: De¯nition 1. Given two points A; B, NNB of point A is a rectangle region de¯ned as follows: NNBðAÞ ¼ fðx; yÞjx a À distanceðA; BÞ x x a þ distanceðA; BÞ, y a À distanceðA; BÞ y y a þ distanceðA; BÞg.
From De¯nition 1, if the NN of A exists in the regions, the scope of A's NN is a circle whose radius is distanceðA; BÞ, as shown in Fig. 7(a) . 8 Based on De¯nition 1, the property of NNB is given as follows: Property 2. NNBðAÞ contains the A's NN scope ScopeðAÞ.
From Property 2, if A's NN exists, it should be in NNBðAÞ. Because NNBðAÞ includes ScopeðAÞ. Based on the NNB de¯nition of point A, the NNB de¯nition of region R 1 is given as follows.
De¯nition 2. Give the region R 1 , the NNB of region R 1 is a rectangle region de¯ned as follows: NNBðR 1 Þ ¼ fðx; yÞjx a À distanceðA; BÞ x x b þ distanceðA; BÞ, y a À distanceðA; BÞ y y b þ distanceðA; BÞg.
From De¯nition 2, given two points A; B 2 region R 1 , it is known that NNBðR 1 Þ includes ScopeðAÞ and ScopeðBÞ. Based on De¯nition 2, the property between NNB of region and NNB of points is given as follows:
Property 3. Given a region R 1 and a point A 2 R 1 , NNBðR 1 Þ must contain NNBðAÞ.
Property 3 indicates that all NN scopes of region R 1 points are included in NNB ðR 1 Þ as shown in Fig. 7(b) . 8 
MN globalization
In our algorithm, MN 5 is an important concept to ensure the correctness of the distributed storage and computation algorithm. The concept of MN means that if A's NN is B and A's NN is B too, then A and B are a pair of MN. All pairs of MNs can be found in an NNB of a partition dataset called local mutual nearest-neighbors (LMN), but the LMNs in an NNB may not be a global mutual nearest-neighbor (GMN). The GMN means that two points are the NN of each other in the whole dataset. To deal with the problem of¯nding global nearest neighbors, (GNN), pairs of MN will be processed by di®erent methods. An example is described as follows:
Example 3. As an example, as shown in Fig. 8 , 8 to obtain GMN pairs is described as follows: Point A and F are both in the region R 1 , point A is the NN of point F and point F is the NN of point A, so point A and F are the LMN pair and also the GMN pair.
Point B and D are not in the same region. Point B that is in the region R 2 and in NNB scope of region R 1 is the NN point of point D in the region R 1 . Point B and D are the LMN pair in NNB scope of the region R 1 . Point D that is in the region Point F and C are not in the same region. Point F that is in the region R 1 and in NNB scope of the region R 2 is a NN point of point C in the region R 2 . Point F and C are the LMN pair in NNB scope of region R 2 . Point C that is in the region R 2 and in NNB scope of the region R 1 is not the NN point of point F in the region R 1 . Point C and F are not a LMN pair in the NNB scope of region R 1 So, Points C and F are not the GMN pair.
This example shows a process of¯nding the GMN pairs from the dataset. Based on example 3, some observations are described as follows: Observation 1. If two points are both inner points of a region and the two points are a pair of MN, we get that they are a pair of GMN, where the inner points of a region R means the points are in the region. Observation 2. If one point is an inner point and the other is an outer point of a region, and there are a pair of MN in this region, we get that the outer point is the GNN of the inner point. If the inner point is the GNN of the outer point too, we get that they are a pair of GMN, where the outer point means the point is outside of the region but in the NNB scope of the region.
Based on the following above observations, the MN globalization process has followed steps: At the¯rst step, we search LMN pairs in each NNB of a partition dataset; at the second step, we get GMN pairs and GNN pairs from the LMN pairs which are the results of the¯rst step; at the last step, we get GMN pairs for the GNN pairs from pairs which are produced in the second step. 
Algorithm correctness
In our algorithm, Cluster Aggregate Inequality and MN are important concepts to ensure the correctness of the algorithm. If a linkage function LinkðÞ is reducible, it satis¯es Cluster Aggregate Inequality, Eq. (9), as shown in Fig. 9 34 is employed in our algorithm as the linkage function and Ward's method satis¯es the Cluster Aggregate Inequality. 33, 5 After the DHC algorithm¯nding all MNs and merging them in each iteration, the DHC algorithm possesses the same clustering results as the results produced by the AHC algorithm.
The DHC Algorithm
In this section, we delineate the algorithm procedure of DHC. The important parts of DHC algorithm are NNB calculation and distributed storage and computation.
The process of algorithm
Based on kd-tree and MN technology, the DHC algorithm consists of¯ve steps in each iteration. First, we partition the input dataset by using kd-trees. Then, we group the data by calculating NNB of each region in kd-tree. We search MN pairs and NN pairs in all data groups. We¯nd all GMN pairs from the NN pairs. Last, we merge those GMN pairs from the results of the fourth step to new clusters. The proposed DHC clustering algorithm process is shown as Fig. 10. 
NNB calculation
NNB calculation is an important step in the DHC algorithm. Based on the de¯nition of NNB, all NNBs of points in a region must be calculated¯rstly and then the NNB of the region will be computed from all NNBs of points in the region. There is an example that region 16 has 5 points (A to E). The NNBs of the 5 points are 5 circles and the NNB of the region is a rectangle which just includes the 5 circles, as shown in Fig. 11(a) . 8 From Fig. 11(b) , we observe that the NNB of region 16 is a necessary boundary for searching MN of each point and the NNB reduces the NN searching scope in the region NNB, as shown in Fig. 11(b) . The pseudo-code of region NNB is shown in Algorithm 1. The NNB calculation consists of two main steps in each iteration, as shown in Algorithm 1. The¯rst step is to¯nd the maximum boundary of the region NNB by comparing the maximum boundary of the region NNB with each dimension of point in the region (line 4). The second step is to¯nd the minimum boundary of region NNB by comparing the minimum boundary of the region NNB with each dimension of point in the region (line 5).
Parallel and distributed computing
As described in the process of algorithm, grouping the points of each region by NNB on storage nodes is independent from each other. After grouping data, the tasks of computing the NN pair in each group of computation nodes are independent from each other too. So, the DHC algorithm can be accelerated by using parallel and disturbed computing frameworks. The DHC algorithm is shown in Algorithm 2.
In Algorithm 2, the distributed storage and computation technology is applied to group data of each leaf node in a kd-tree (line 4) and the distributed computation is employed to produce the mutual nearest-neighbor pairs of each group (line 5). The DHC algorithm can be signi¯cantly accelerated by using distributed storage and computation.
Evaluation
In this section, the DHC algorithm's space complexity and time complexity are analyzed at¯rst. Then, the important kd-tree parameter, namely the split number threshold T split is discussed in the adjustment and in°uence of T split to the DHC algorithm time cost.
Space and time complexity analysis
The space complexity of a quad-tree or kd-tree is OðnÞ, where n is the items number of a dataset. The space complexity of searching MNs is Oðm 2 Þ, where m is the maximum number of points in a leaf node. The all of space complexity is Oðn þ m 2 Þ. In the DHC algorithm, data are stored on s distributed storage-service nodes. Within each node, a quad-tree or kd-tree is also used for storing data. So, the space complexity of DHC in each storage-service node is Oð n s þ m 2 Þ. Besides, storage control server records the data scope managed by each node, the space complexity of which is OðsÞ.
The time complexity of storing all points in a quad-tree or kd-tree is Oðn log n m Þ. The rule of the leaf nodes partitions in a quad-tree or kd-tree is that the partitioned regions cannot overlap with each other. Thus, the time complexity of the grouping data is Oð n m log n m Þ. In the searching for MN pairs for each region, the time complexity is Oðm 2 Þ. The total time complexity of all regions is Oð n m m 2 Þ ¼ OðnmÞ. The time complexity of each iteration is Oððn þ n m Þ log n m þ nmÞ. In practice, m is much smaller than n, the time complexity is Oðn log nÞ of each iteration. In DHC, the number of iterations is about log n, so the time complexity of the DHC algorithm is Oðn log 2 nÞ. Based on the DHC algorithm time complexity analysis, if the algorithm uses s computing nodes to accelerate the computing by parallel and distributed computing framework, the amount of data onto each storage-service node is n s . In this case, data are stored directly into corresponding nodes under control of storage server, so the time complexity of inserting points is Oð 
Adjustment and in°uence of threshold
The DHC algorithm has only one parameter T split which is the split threshold of leaf node and need to be adjusted. The maximum number of points in leaf nodes is about T split . The average number of points in leaf nodes, m is linear correlation with T split ; T split ¼ c Â m, where c denotes a constant coe±cient. After the analysis of the DHC algorithm time complexity in each iteration, the problem of T split adjustment is transferred to an optimization problem as
Let ðmÞ ¼ ðn þ n m Þ log n m þ nm, where ðmÞ is the time complexity function of DHC. The second derivative of ðmÞ is always positive. We can get the optimal solution by solving the following equation:
As shown in Fig. 12(a) , the optimal solution denoted as m Ã exists in di®erent data size. And the accurate optimal solutions are shown in Table 2 . Fig. 12 . The time cost of our algorithm DHC using (a) di®erent data size n and average points number of leaf node m, (b) di®erent s computing nodes and average points number of leaf node m, (c) di®erent data size n and average points number of leaf node m when computing nodes number s is 10, (d) di®erent data size n and computing nodes number s.
The DHC algorithm can use s computing nodes to accelerate the computing. From the analysis of the DHC time complexity, the problem of T split adjustment is transferred to an optimization problem, which is formulated as
According to the time complexity analysis, a large number of points in leaf nodes of a kd-tree can reduce the insertion and data grouping steps' time cost, but it enlarges the MNs searching time cost. In DHC, using more storage and computation node can reduce the time cost of MNs searching. Thus, the optimal solution m Ã is calculated by solving the following equation:
As shown in Fig. 12(b) , we can get the best time cost in di®erent s computing nodes by using the optimal solution m Ã . The accurate optimal solutions m Ã are shown in Table 3 . From Fig. 12(c) , the time cost increases slowly when we use more computing nodes, where s ¼ 10. And the accurate optimal solutions m Ã are shown in Table 4 . When we employ more computing nodes for the DHC algorithm, the performance will be accelerated, as shown in Fig. 12(d) .
According to the above analysis of the DHC algorithm, the DHC algorithm performance is under the in°uence of T split . The performance of the DHC algorithm is improved e±ciently by using more computing nodes.
Synthetic data experiment
An experimental study on synthetic datasets is presented for the DHC algorithm. The experiment is conducted on a server which has 2.5 GHz Intel Xeon CPU E5-2640 with 24 cores. In the DHC algorithm, we run 10 nodes for distributed storage and computation. To validate the e±ciency of the DHC algorithm for large datasets, we generate a set of synthetic datasets that are based on Gaussian distributions of di®erent data sizes. An example of synthetic datasets is illustrated in Fig. 13 . AHC 1 is a classical algorithm to provide a hierarchical representation for the purpose of data analysis and still has been widely used in recent researches. [28] [29] [30] [31] [32] For example, a prototype-based AHC method is used for uncertain data clustering 28 ; based on the dominant sets algorithm and cluster merging, a parameter independent clustering algorithm is presented 29 ; a new linkage method NC-link is proposed for large-scale data 30 ; a frequency based Dynamic Automatic Agglomerative Clustering is developed and presented over the two-dimensional datasets 31 ; a hierarchy based on a group of centroids is built to make AHC e±ciently. 32 Based on the novel concept of MN, 5 NNC and MLHC reduce the computation complexity of the AHC 1 algorithm. MN is also one important method to reduce the computation complexity of the hierarchical clustering algorithm in our DHC algorithm. Considering this, we compare DHC with AHC, 1 , NNC 4 and MLHC 5 algorithm in the experiments. Based on the experiments, we investigate the results of AHC, NNC and MLHC. We compare the time cost between algorithms under di®erent sizes, datasets and analyzed the results and performances of DHC. The performance of algorithms is compared, as shown in Fig. 14 .
The computation complexity of AHC is Oðn 3 Þ, the computation complexity of NNC is Oðn 2 Þ, the computation complexity of MLHC is Oðn 2 log nÞ and the computation complexity of DHC is Oðn log 2 nÞ. From the¯gure, we can see that the time cost of the AHC algorithm is unacceptable when synthetic datasets grow up more than 9000 items. And the DHC algorithm has low time cost than NNC and MLHC algorithms when datasets increase. The experiments show that our DHC algorithm has¯ne performance. Due to their high-time complexity, the runtime of these algorithms may be weeks and even months when they deal with massive datasets. So, we just use small datasets in the experiments. In practice, the datasets often exceed the memory capacity of a computer and our DHC algorithm can deal with the massive dataset by distributed storage and computing.
The detailed time cost of DHC, NNC and MLHC are shown in Table 5 . From the table, the time cost of DHC is greater than that of NNC at beginning. When the number of data items (greater than 4 k) increases, the performance of DHC is clearly accelerated. But when the size of the data items is less than 4 k, NNC and MLHC are e±cient than DHC. We know that the computation complexity of DHC is Oðn log 2 nÞ and we just use small datasets which do not exceed the main memory of a normal computer in the experiments. And the startup and the I/O operation of DHC need a large amount of time for distributed storage and computing. So, the speed acceleration of DHC is not obvious in these experiments. This is because the startup and the I/O operation need a large amount of time. And all F-scores of algorithms are one, indicating the four algorithms are the best solution to the synthetic datasets.
Real-world datasets
UCI data repository 37 Iris and UKMD are used in our experiments. The Iris°ower dataset is a multivariate dataset and is an example of discriminant analysis. 38 Sometimes, it is called Anderson's Iris dataset because the data to quantify the morphologic variation of Iris°owers is collected by Edgar Anderson. 39 The Iris dataset consists of 50 samples and in each of these there are three species of Iris. Four features, including the length and the width of the sepals and petals, are measured from the samples. The UKMD is a dataset about the students' knowledge status. 40 The UKMD dataset includes 403 instances. Each instance has¯ve features (STG, SCG, STR, LPR and PEG). 41 as linkage function which satis¯es the cluster aggregate inequality. 33, 5 Based on the cluster aggregate inequality, the F-scores achieved by the four algorithms on Iris and UKMD datasets are the same, that on Iris the F-score is 89.5% and on UKMD the F-score is 53.0%.
For document clustering, LOG and Reuter 42 are common benchmark text datasets. Vector space model is used to represent documents as term vectors. The stop words and unnecessary tags and headers are removed from document datasets in preprocessing. LOG and REUTER are lager text datasets that LOG has 1367 documents and 400 features, REUTER has 2787 documents and 1000 features. 42 Figure 16 shows that the time cost of DHC is lower than NNC 4 and MLHC. 5 The DHC algorithm is accelerated obviously on larger datasets, LOG and Reuter. And the F-scores of them are 66.38% of LOG and 73.46% of REUTER. According to the above real-world dataset experiments of the DHC algorithm, the DHC algorithm has a better performance than AHC, NNC and MLHC when dataset size is big. And the DHC algorithm is°exible to improved performance by using more computing nodes.
Conclusion
Hierarchy clustering is a classic data mining method, which widely used in analyzing physical or abstract objects and classifying them by similarity computing. However, the standard AHC algorithm has a high time complexity of Oðn 3 Þ and a high space complexity of Oðn 2 Þ, which makes the computing too slow, even for medium-size datasets. This paper focuses on designing a distributed storage and computation scheme to deal with large datasets, and proposes a DHC algorithm. Based on NNB, DHC stores data onto kd-trees distributed among storage nodes and divides the data into subgroups in which the NN search is independent of each other. In this way, DHC can greatly reduce the time complexity by searching the NN in partitioned group. To further accelerate the computing speed of DHC, distributed computation framework is constructed to parallelize the DHC algorithm. We have conducted numerous experiments of synthetic and real-world datasets to evaluate the e®ec-tiveness of our DHC in accelerating computing speed. Experimental results show that the DHC algorithm outperforms the benchmarking algorithms in reducing time complexity of the loss of clustering accuracy.
