The nesting problem is an irregular two-dimensional cutting problem where the shapes of the pieces to cut and the master surfaces are irregular in shape and different in size. In particular, we consider nesting problems where the master surface could contain defects. Some of them can be accepted (i.e., incorporated) in certain types of pieces, while other defected areas must be avoided. The problems considered in this paper arise in the leather garment and furniture industry.
Introduction
In this paper we present new heuristic algorithms for solving different two-dimensional irregular cutting problems, arising in different industries. These problems are also named Lay Planning or Nesting Problems.
Nesting problems consist of cutting irregularly shaped master surfaces (e.g., steel sheets, leathers, etc.) into a number of smaller irregularly shaped plane pieces. The resulting layout of pieces could be required to satisfy constraints concerning defects or zones of different quality in the master surfaces and their compatibility with the pieces to cut, besides designer requirements and constraints from the technology used for cutting. The objective is usually to minimize the waste.
Nesting problems arise in many industrial settings such as textiles, leather, wood, steel, etc. In this paper, the target application is nesting in the leather garment and furniture industry. However, the proposed heuristics can be directly applied to instances from other industries.
The nesting problems studied in this work have three important characteristics, so far little addressed in the literature. First, the master surfaces (e.g., leathers) may be of different size and may incorporate defects: some of them can be accepted in certain types of component pieces (i.e., they can be incorporated in some pattern), while other defective areas must be avoided. Second, the pieces can be rotated without any restrictions. Finally, an end product generally requires more than one master to be used, thus several master surfaces should be simultaneously considered when a solution is computed. These last two requirements are not usually present in the textile industry, where the nesting problem consists of minimizing the length of a single strip of given height, where usually only at most 90 or 180°rotations are allowed.
An automated system allows better material utilization and improvements in product quality and production lead times in a wide range of leather application fields, such as leather clothes, shoes, accessories and padded furniture (sofas, etc.). Historically, automation has been slow to penetrate the leather industry, although the economical benefits could be large. Minimizing the waste could in fact be proved important, because the leather cost has a significant impact on the selling price of the end product. The nesting and cutting processes by skilled labor is highly time-consuming, as these operations require several minutes for each single large skin. Furthermore, the number of skilled personnel in this area is continuously shrinking and the use of an automated system will eventually become imperative.
Effective cutting process automation can be technically limited by material characteristics. In fact, natural leather is difficult to handle and to process because of its flexibility and of its irregular shape. In addition, skin masters differ significantly from one another, due to features (defects) generated by particular conditions/events that occurred in the animal's life. Therefore, the way these leather surfaces are utilized in the final manufactured product is very critical. More than 70 classes of defects may be handled in the leather processing industry (see [31] ). Owing to the high cost of the leather, defected areas cannot be considered as completely wasted material, but their usage is an option. One of the biggest limitations in automating the cutting process refers exactly to nesting, the operational task where a skilled worker puts shapes (templates) onto the master leathers in order to minimize wasted material, subject to compatibility constraints among defects and types of pieces. Currently, the nesting stage is usually performed manually, directly on the leathers or by means of graphic stations, which require manual positioning of templates onto the digitized image of the master.
Real-world nesting problem instances can be complex and of very large size and, often, a small computing time is allowed for generating effective cutting layout. Our objective is therefore to investigate heuristic approaches requiring small computing times.
In this paper we start with a brief survey in Section 2, where it is made clear that the literature for the irregular cutting mainly deals with strip packing problems, where defects are usually not considered. In Section 3 we discuss the important issue concerning the geometric representation of the problem and we explain why we choose a raster representation.
In Section 4 we give a mathematical formulation for nesting problems involving a single master surface (Irregular Single Knapsack Problem, according to the typology proposed by [47] ) and we propose a Lagrangean relaxation. Furthermore, we report a model for the problem of cutting more than one master surface for producing all the given pieces minimizing the total waste (Irregular Multiple Stock-Size Cutting Stock Problem, according to [47] ). In Section 5 we consider the irregular single knapsack problem and we propose heuristic algorithms that are based on three different placement procedures. These heuristics are used to generate sets of cutting patterns, and are included in an iterative algorithm based on a Lagrangean relaxation of the irregular single knapsack problem. An innovative feature of our method is the use of guided local search instead of subgradient optimization in order to design a Lagrangean heuristic. The former approach was preferred here after specific computational comparisons.
In Section 6 we show how to embed our algorithm for the irregular single knapsack problem into a heuristic for solving the irregular multiple stock-size cutting stock problem. We give computational results in Section 7. To validate the heuristic for the irregular single knapsack problem we apply it to a set of very well-known 2D irregular strip packing instances proposed in the literature. The heuristic for the irregular multiple stock-size cutting stock problem is tested on a set of well-known rectangular bin-packing instances and a set of real-world instances obtained from leather garment and furniture industries with defects on the master surface. Conclusions are given in Section 8.
State of the art
The difficulty of nesting problems is proven by the fact that no exact method is reported in the literature, so far only heuristic procedures have been developed.
The heuristic methods described in the literature mainly deal with nesting problems where defects are not considered and a single master surface is available. Usually the objective is minimizing the length of the master surface used. This results in a severe limit to actual utilization in the leather industry.
In the literature, the papers reporting heuristics for the nesting problem are many, and it is not possible to provide a complete and exhaustive survey in this section. In the following we present the main approaches so far published. The interested reader can find interesting and accurate surveys in [22, 30] .
In several heuristics, pieces are considered one at a time and placed directly on the master, according to a given placement policy. This may be repeated several times for different orderings of the pieces or different placements, and the best overall solution is finally chosen. Algorithms based on this method are described in [11, 2, 42] .
In order to reduce the computational complexity, in some heuristics pieces are nested, singly or in groups, into a set of enclosing polygonal shapes, which are then placed onto the master. The most popular shape is the rectangle of minimum area (see [25] ). In practice, such an approach will only prove satisfactory if the shape of both the pieces and the master are close to rectangular. An example is Adamowicz and Albano [1] , where a method is described where several pieces are nested in a rectangle. An alternative to using rectangles is to nest pieces into a set of plane tiling polygons such as triangles, quadrilaterals, pentagons and hexagons. Algorithms of this nature are discussed in [21, 35] .
More advanced approaches can be classified as improvement methods (see [22] ). Instead of constructing nesting layouts by placing pieces in turns, following different ordering and applying different placement criteria, the improvement methods generate a not necessarily feasible initial layout and in a second phase they iteratively try to improve this layout applying some modifications to the covering pattern. This approach usually involves metaheuristic techniques such as simulated annealing, tabu search or genetic algorithms to find an initial feasible solution or to improve the current best solution. Algorithms following this approach are described in [38, 32, 33, 40, 10] . Other heuristics based on genetic algorithms are proposed by [20, 34] . Dighe and Jakiela [34] propose an interesting approach that approximates each piece by its minimum bounding rectangle, allocates the resulting rectangles and at the end performs a compaction phase using the original shapes. A nice improvement heuristic is proposed in [23] , based on an iterative jostling of the pieces.
The constructive algorithm proposed by Oliveira et al. [41] , called TOPOS, combines several criteria to choose the piece to add to the emerging solution, along with its position and orientation. The emerging solutions are evaluated using different objective functions. Other heuristic algorithms based on the TOPOS heuristic were proposed by Bennell and Song [7] .
The heuristic algorithm proposed by Gomes and Oliveira [27] generates a cutting pattern by a greedy bottom-left placement heuristic that allocates the pieces in turns, following a given sequence. At each iteration, the piece sequence is modified by a 2-exchange neighborhood generation strategy.
Two interesting approaches that hybridize metaheuristic with optimization techniques are proposed in [4, 28] . Bennell and Dowsland [4] hybridize a tabu search with some optimization routines, while Gomes and Oliveira [28] use a simulated annealing where linear programming models are solved to generate neighborhoods during the search process.
Recently, new very effective heuristics were proposed. Burke et al. [15] develop a bottom-left-fill algorithm combined with hill climbing and tabu search methods. The approach allows instances containing circular arcs and shapes with holes to be nested. The algorithm proposed in [15] is improved in [17] using a new line and arc no-fit polygon approach for the intersection detection instead of standard trigonometry. The heuristic developed by Egeblad et al. [24] is based on a simple local search scheme in which the neighborhood is any horizontal or vertical translation of a given polygon from its current position. To escape local minima they apply a guided local search.
An interesting alternative to the no-fit polygons to check overlaps among pieces are the phi-functions proposed by Stoyan et al. [44] . Recently, Chernov et al. [18] proposed a solution strategy based on the phi-functions.
Babu and Babu [3] develop one of the few heuristics that consider defects and optimize material utilization using a number of irregularly shaped master surfaces. They propose a genetic algorithm to generate the sequence of master surfaces and pieces to use in a bottom-left heuristic that places the pieces into the master surfaces following the given order. This approach is based on a raster representation of both the master surfaces and the pieces.
Nesting problems in leather manufacturing industries were considered by [29, 19, 48, 49] . Among these works, algorithms for the nesting with defects were described by Heistermann and Thomas [29] , who proposed a heuristic greedy algorithm for leather manufacturing in the furniture and car industry based on the polygonal representation. The computational results reported on real world data show that the proposed algorithm is competitive with human nesters for relatively nicely behaved part sets and surfaces.
Computational geometry: raster vs polygonal
The complexity of any nesting procedure heavily depends on the representation of the patterns and of the masters, which could be either polygonal or raster. A nice and detailed tutorial on the geometry of nesting problems is given by Bennell and Oliveira [6] . The subject is a topic for which an abundant literature exists among the Geographic Information System (GIS) community, under the heading vector-raster representation [12, 36] .
Both representations have their pros and cons. The main advantage of polygonal models is in its better approximation of the original shapes and of the overlaps that can be computed. Their disadvantage is the high runtime for calculating overlaps, in particular when defective areas must be considered. However, the overlaps between pairs of shapes can be efficiently computed by using the no-fit polygon, a geometric construct that can offer better performance than traditional line-by-line intersection. Efficient algorithms to compute the no-fit polygons are proposed in [5, 16, 8, 17] .
In raster models, the original shapes are represented by a bit-matrix. Overlaps can be calculated in a time linear in the number of bits required for the raster representation.
In the raster representation piece rotations can be efficiently handled, while in the polygonal representation it is not possible to calculate them in a pre-processing phase as no-fit polygons are dependent on the rotations of the pieces. Usually, the raster representation is less accurate than the polygonal model; a high resolution bit-matrix must be used to reduce the approximation error, thereby increasing the computational complexity. On the other hand, feature gradients can be represented much better by raster images.
The procedures presented in this paper make use of raster representations, which enable an efficient processing of defectinduced constraints.
Figs. 1 and 2 display two examples of polygonal and raster representations of a leather and of a piece to be cut. Note that in the raster representation, the master surface shape is rounded down, while the piece shape is rounded up. This is because one can not consider master surface material that does not actually exist, and it is required that the original shape of a complete piece can be cut from the leather surface.
In Figs. 3 and 4 we show examples of a raster representation of a leather with defects. Note that the defect areas contained in the master surface are rounded up, while the areas where a low quality of leather can be accepted in the pieces are rounded down.
A mathematical programming approach to the nesting problem
For the design of the solution algorithms, we made use of the following models.
Let m be the number of master surfaces available. Let M j , j = 1, . . . , m, be the set of the pairs (x, y) corresponding to nonzero elements of the bit matrix that represents the master surface j. We denote with q top quality. We denote with A j = |M j | the number of pixels of the master surface j. To simplify the notation when we refer to a generic master M we drop the apex j (e.g., we use q xy instead of q j xy ).
Let P = {1, . . . , n} be the index set of the piece types, and let b i be the number of pieces of type i ∈ P that must be cut from the master surfaces.
We define a configuration to be the subset of pixels of the master surface M covered by a given piece placed at a given feasible position on M. A position is feasible if the pixels covered by the piece satisfy its minimum quality requirement, i.e., the quality q xy available in each covered pixel (x, y) ∈ M is greater than or equal to the quality required by the piece.
Let C i be the index set of all possible configurations of piece i on a given master surface M, i.e., |C i | is the number of different positions where piece i can stay. We denote by C = C 1 ∪ C 2 ∪ · · · ∪ C n the index set of all configurations.
For a configuration ℓ ∈ C, we denote by π ℓ the piece involved (i.e., π ℓ = i, ∀ℓ ∈ C i , i ∈ P) and we denote by C ℓ ⊆ M the subset of pixels of the master surface covered by piece π ℓ . Moreover, the value v ℓ =  (x,y)∈C ℓ q xy is associated to each configuration ℓ ∈ C. Let P xy be the subset of configurations of C containing (covering) pixel (x, y) of the master surface (i.e., P xy = {ℓ ∈ C : (x, y) ∈ C ℓ }).
Let ξ ℓ be a 0-1 binary variable equal to one if and only if a piece π ℓ is cut from the master surface in a position corresponding to configuration ℓ ∈ C π ℓ . A mathematical formulation for the irregular single knapsack problem is:
Constraints (2) specify that each pixel of the master surface is covered by at most one piece, since at most one configuration covering that pixel can be in any feasible solution. Constraints (3) ensure that the number of allocated pieces of type i does not exceed their requested number. Formulation SNP cannot be directly used to solve the problem, even for moderate size instances, because it involves a large number of variables. Moreover, its LP-relaxation is usually weak.
Problem SNP can be relaxed by dualizing constraints (2) by means of non-negative penalties λ xy , to derive the following Lagrangean problem: 
where v
λ xy . Unfortunately, the upper bound obtained by solving the Lagrangean dual min{z
is as weak as that of the LP-relaxation. However, this Lagrangean relaxation is interesting and can inspire a heuristic approach.
Notice that in a near optimal solution λ of the Lagrangean dual, we can read the value of each penalty λ xy as the degree of difficulty in placing a piece over pixel (x, y) ∈ M. The larger the value of λ xy , the smaller the difficulty in using the corresponding pixel. This observation is the basis of the heuristic algorithm proposed in Section 5.3 that makes use of Guided Local Search as a heuristic based on the Lagrangean dual.
To scale up to the irregular multiple stock-size cutting stock problem, we use the following formulation. Let L j be the index set of all the feasible cutting patterns of the master surface M j . Let L = L 1 ∪L 2 ∪· · ·∪L m be the index set of all the cutting patterns. The cost associated to each cutting pattern ℓ ∈ L j is the weighted area of the master surface j, i.e., c ℓ = 
We denote with p iℓ the number of pieces of type i ∈ P contained in the cutting pattern ℓ ∈ L. Let ζ ℓ be a 0-1 binary variable equal to one if and only if the cutting pattern ℓ is used. A mathematical formulation for the irregular multiple stock-size cutting stock problem is as follows:
Constraints (9) require that at most one cutting pattern is used for each master surface. Constraints (10) ensure that all the required pieces are in the optimal solution.
Procedures for the irregular single knapsack problem
In this section we describe the basic heuristic procedure that we propose for solving the nesting of irregular pieces into a single irregular master surface.
A feasible solution will be denoted by S = {(i 1 ,
where (x k , y k ) represents the pixel of the master surface where the reference point of piece i k (i.e., the bottom left hand corner of the smaller rectangle containing piece i k ) is located, and θ k the counter-clockwise rotation (see the example reported in Fig. 5 ).
The position x k is feasible if piece i k does not overlap with other pieces of the current solution S, with the external area of the master surface, or with areas (i.e., pixels) of inadequate quality. A pixel (c, r) ∈ M has an inadequate quality if q cr is lower than the quality index required by piece i k .
We define a function ϕ(i, x, S) which evaluates the profitability of inserting into the current solution S a piece of type i in position x. The general approach will penalize the value ϕ(i, x, S) if position x is infeasible for piece i. We assume that
and (i, x) where x ′ is infeasible for piece i ′ and x is feasible for piece i. The function ϕ(i, x, S) is defined as:
where:
is the density of the emerging solution given by the ratio between the number of pixels covered by the pieces and the number of pixels of the master surface having x-position less than or equal tox, wherex is the maximum x-position covered by a piece (see Fig. 6 ).
β(i, x, S): is the number of pixels contained in the smaller rectangle containing piece i that are already covered by other pieces, or external to the master surface (see Fig. 7 ). the values v(x, y) increase for the pixels difficult to cover, also the importance of the component δ(i, x, S) increases and function ϕ(i, x, S) gives advantage to pieces covering the difficult zone of the master surface. The component α(i, x, S) is usually very small and gives a contribution only for breaking ties. This occurs in particular when the pieces are regularly shaped (e.g., rectangular). The heuristic procedure designed for the irregular single knapsack problem, called SNH, has therefore the following basic structure.
Procedure SNH
Step 1. Set S = ∅, P ′ = P and b
Step 2. Compute ϕ(i, x, S) for each piece i ∈ P ′ and every position x.
Step 3. Let i * be the piece such that:
Step 4. If position x * is infeasible for piece i * then stop; otherwise update S = S ∪ {(i * , x * )} and b
Step 2.
Note that, at Step 4, if the position x * is infeasible for piece i * , then no feasible positions for the remaining pieces exist in the current solution S.
Algorithm SNH requires an exhaustive scan of the master surface to evaluate function ϕ(i, x, S) for every position x. We can reduce the computational complexity using placement heuristics.
Placement heuristics
We implemented three placement heuristics, called PH1, PH2 and PH3. Given a piece, placement heuristic PH1 performs a down-right scan of the master surface, starting from the top-left corner and moving from the top to the bottom and from the left to the right. The procedure terminates as soon as a feasible position is found.
Placement heuristic PH2 performs for each x-position a scan of the master surface from the top to the bottom until a feasible position is found and selects the best position (if any) among the the different feasible positions found.
Finally, placement heuristic PH3 uses a steepest ascent procedure described in the following.
Placement heuristic PH3
Placement heuristic PH3 uses a steepest ascent scanning procedure of the master surface to evaluate ϕ(i, x, S) for each piece i, starting from an initial point x 0 , which does not need to be feasible. At each step k of the algorithm, piece i is moved starting from its current position x k , in order to improve the value ϕ(i, x k+1 , S).
Procedure PH3
Step 1. Choose a starting point x 0 for piece i. 
Return to Step 2. Notice that PH3 is a steepest ascent algorithm and it can get stuck in a local minimum. To improve it, the local search performed by PH3 could be embedded into a metaheuristic framework such as a Tabu Search.
Algorithms for generating a cutting pattern
We define three algorithms for generating cutting patterns, which incorporate the placement heuristics described in Section 5.1.
Heuristic SNH1
A first, simple heuristic can be obtained from algorithm SNH by replacing the exhaustive search of the best position with one of the placement heuristics.
Procedure SNH1
Step 2. Compute ϕ * i and x * i for each piece i ∈ P ′ with PH1 or PH2 or PH3.
If P ′ ̸ = ∅ then return to Step 2.
Heuristic SNH2
The heuristic procedure SNH2 is based on the following main steps. First, it finds by inspection, for each piece i, the set B i of the K best-value positions. Then it inserts the pieces in turns in their best feasible positions considering the pieces in decreasing order of ϕ(i, x, S) values, using only the positions in sets B i . After this initialization phase, the partial solution is iteratively compressed and completed using placement heuristics PH1, PH2 and PH3 until, after a given number of iterations no more pieces can be added to the emerging solution.
The compression phase of the emerging solution tries to make space for other pieces, and it is similar to the jostling procedure proposed by [23] . In our heuristic SNH2 the compression is made using the placement heuristic PH3, alternating top-left and bottom-left placement strategies (see in Fig. 9 an example).
Procedure SNH2
Step 1. Initialize the emerging solution S: Choose the piece i * , such that:
(1.4) If a new piece has been added to S go to Step 1.3.
Step 2. Complete the emerging solution S using either PH1 or PH2 or PH3.
If at least one piece has been added set it = 0.
Step 3. Compress the current solution S: Step 4. If it < MaxIt, then it = it + 1 and go to Step 2, otherwise stop.
Heuristic SNH3
The computational complexity of the procedures presented above is related to the number of pixels used in the raster representation of each piece and of the master surface. In real world problems the raster representation can involve a large number of pixels, hence we propose a new procedure, SNH3, for improving the computational performance.
The proposed procedure SNH3 makes use of different resolution levels of the raster representation of masters and pieces, where the resolution level is defined as the number of pixels used for representing a unit of area. A raster representation is said to have a low resolution if the number of used pixels is small.
Procedure SNH3 first generates a cutting pattern S by means of SNH1 or SNH2, using a low resolution raster representation of masters and pieces. Then the resolution level is iteratively increased until it reaches its maximum value and at each iteration set S is improved by applying procedure SNH2 (without Step 1).
Algorithm SNH3 has the following structure.
Procedure SNH3
Step 1. Set k = 1.
Compute the raster matrices with resolution level k.
Step 2. Generate a cutting pattern S using SNH1 or SNH2.
Step
Step 4. Compute the raster matrices with resolution level k.
Run SNH2, without Step 1, starting from emerging solution S. Return to Step 3.
A Lagrangean heuristic for generating a set of cutting patterns
The algorithm proposed in this section is based on the Lagrangean relaxation presented in Section 4. Lagrangean relaxations have a long history of cases where they proved effective as a basis for heuristic schemes [13] . We used here a hybrid with Guided Local Search (GLS, [45, 46] ) based on the Lagrangean dual. We use an update algorithm where, at each iteration, the penalty λ xy is increased if the pixel (x, y) is covered, and is decreased if the pixel is not covered. The penalized value v ′ ℓ associated to a configuration ℓ decreases if a penalty of a pixel covered by the configuration is increased and, viceversa, it increases if a penalty of a pixel covered by it is decreased. This procedure is derived from GLS and implements its core idea, the use of penalties to help local search algorithms escape from local minima and plateaus. A similar approach was used in a totally different application (traffic flow simulation) by Gabrielli et al. [26] . This possibility was preferred over the direct implementation of a more standard subgradient procedure because the computational testing demonstrated, in this case, a clear superiority of the new approach. For our nesting problem the standard subgradient procedure converges slowly and the associated heuristic requires a large number of iterations before producing good quality solutions. Therefore, the overall Lagrangian heuristic is very time consuming. Furthermore, the bound provided by the Lagrangian dual is very weak, thus we do not have even the possible advantage of the standard subgradient procedure of having a bound to evaluate the quality of the heuristic solutions.
In the GLS based procedure, we associate a weight v(x, y) to each pixel of the master surface which corresponds to the penalized value v ′ xy . This weight is used to define the value of the component δ(i, x, S) of the function ϕ(i, x, S). Clearly, algorithms SNH1, SNH2 and SNH3 produce different cutting patterns for different values v(x, y) assigned to each pixel.
We propose an iterative procedure, referred to as algorithm SNCPH, where at each iteration a cutting pattern is produced using a set of weights {v(x, y)} and these weights are updated in the formerly described fashion. The algorithm, essentially a Lagrangean GLS hybrid, is as follows:
Step 1. Set v(x, y) = 1 for each pixel of the master surface.
Step 2. Generate a new cutting pattern using SNH1 or SNH2 or SNH3.
If the number of cutting patterns generated reaches an a priori fixed maximum then stop.
Step Notice that the non-covered pixels increase their v(x, y) value, thus the placement heuristics are encouraged to use them in the next iteration, while the covered pixels decrease their v(x, y) value and become less attractive. After a number of iterations, the pixels that are difficult to cover will have large v(x, y) values, while pixels that are easy to cover will have small values.
In our computational results, algorithm SNCPH is repeated using a different heuristics for the irregular single knapsack problem (i.e., SNH1, SNH2 and SNH3), and procedures SNH1 and SNH2 are repeated using a different placement heuristics (i.e., PH1, PH2 and PH3).
Heuristic procedure for the irregular multiple stock-size cutting stock problem
The Irregular Multiple Stock-Size Cutting Stock Problem consists of cutting a set of irregular master surfaces into a number of irregular pieces with the objective of minimizing the total cost of the used master surfaces. In this paper the cost c j of the master surface j is its weighted area, i.e., c j =  (x,y)∈M j q j xy . The basic strategy of our algorithm is quite simple, and makes use of the single cutting algorithm, SNCPH, described in Section 5.3.
The algorithm consists of a major step which is repeated for a given number of iterations MaxIter. At each iteration, the algorithm chooses a permutation of the masters that must be cut, and processes in sequence the masters until all pieces are produced. More in detail, the main steps of the algorithm are as follows.
Procedure MCH
Step 1. Set H j = c j , j = 1, . . . , m, and z * = ∞.
Step 2. Set b
. . , n, and iter = 1. Let (j 1 , j 2 , . . . , j m ) be a permutation of the master indices so that
Step 3. Find the best feasible cutting pattern S h for the master surface j h using SNCPH and at most b 
Step 4. If max{b
. . , n} > 0, then set h = h + 1 and go to Step 3.
Step 5. If z
If iter = maxiter, stop, otherwise iteratively update the value H j associated to each master surface j, until the permutation is new:
where ε j ∈ [0, 1] is randomly generated and M ′ j is the set of pixels non-covered in the current solution. If
Return to Step 2.
Computational results
The proposed procedures have been coded in C++ using Visual Studio 6.0. All computations were performed on a Pentium IV Intel 2.4 GHz, 512 Mb RAM.
To our knowledge, no benchmarks exist in the literature for the 2D irregular cutting with irregular master surfaces or with defects. Therefore, to validate our algorithms, we first use well-known instances of cutting problems sufficiently close to our problem, and we compare the new algorithms with the state of the art.
To evaluate the efficiency of algorithm SNCPH when irregular shaped pieces are considered, we use a set of 23 wellknown 2D irregular strip-packing instances [17] , which however do not consider defects. A set of 500 well-known 2D rectangular bin-packing instances (from [9, 39] ) is then used to validate our algorithm when many master surfaces must be used. Finally, the new algorithm MNH has been experimentally evaluated on a set of 11 real-world test problems obtained from leather garment and furniture industries. These instances have defects on the master surfaces and were proposed within the framework of a targeted research project [31] .
In the tests, we use a resolution from 512 × 512 up to 2048 × 2048 for the raster representation of the master surfaces and of the pieces.
2D irregular strip packing problem test instances
The 2D irregular strip-packing problem consists in allocating a set of items into a rectangular strip of given width and infinite length. The objective is to minimize the length of the master surface used.
Some of the test instances proposed in the literature are artificially generated, other ones come from the textile industry. The rotations allowed are only of 90 or 180°. The strip does not contain defects and no other constraint must be satisfied.
In Table 1 we report for each instance the name, the type, the number of pieces n, the width W of the strip and the rotations allowed Rot. Then we report the best solution found before the year 2006, along with the best results from [28, 24, 17] . In Table 1 Computational results on the 2D irregular strip-packing test instances.
Problem Best Gomes and Oliveira [28] Egeblad et al. [24] Burke et al. [17] New algorithm the last columns we report the results obtained by our procedure. Gomes and Oliveira [28] use a Pentium IV 2.4 GHz with 512Mb and they perform 20 runs for each instance. Their average computing time is given at column T avg . Egeblad et al. [24] use a Pentium IV 3 GHz and they run their algorithm 20 times for each instance, with a time limit of 10 min. Burke et al. [17] use a Pentium IV 2 GHz with 256 Mb. We report the average length L avg and the minimum length L min of the solution found, along with the length computed in a single run with a time limit of 6 h. For our new algorithm and for Burke et al. [17] we report the best length L found and the computing time T required. Table 1 shows that the new algorithm is not the overall best on these instances, but it is fast and the quality of the solutions is on average near to that of other, more sophisticated, algorithms, which were designed specifically for this problem. Furthermore, our algorithm makes use a raster representation, which is less accurate than the polygonal representation. It may happen that a given cutting pattern is feasible using a polygonal representation and it is not declared to be such using its raster representation.
2D Bin Packing Problem test instances
The 2D bin-packing instances considered here involve only master surfaces and pieces with a rectangular shape, they do not consider defects and allow only 90°rotations. In the bin-packing problem the master surfaces (i.e., the bins) are identical. The objective is to minimize the number of master surfaces used, which is equivalent to minimize the waste.
Obviously, using a raster representation to represent rectangles is not the most efficient option, but the objective of this computational experiment stage is to validate our algorithm when many master surfaces must be used.
In Tables 2 and 3 we report the computational results obtained using the 2D bin-packing test instances proposed by Burke et al. [9] and Dell'Amico et al. [39] , respectively. We compare our results with the ones obtained by the heuristic algorithm HBP proposed by Boschetti and Mingozzi [14] , that are the best results so far reported in the literature for the 2D bin-packing where 90°rotations are allowed. Each row of Tables 2 and 3 gives the average results on ten instances. The columns concerning the problem report the class, the size (L×H) of the master surface and the number of pieces n. For both algorithms, the columns report the computing time T M , the number of master surfaces used N M and the number of problems solved to optimality Opt. The results in [14] are obtained using a Pentium III, 933 MHz PC. The number of master surfaces used in the solution provided by the two algorithms are on average more or less similar. However, if we compute the total number of master surfaces used for all the 500 instances, we discover that the bins required are 7078 for HBP and 7042 for the new algorithm.
Leather cutting real-world test instances
The new algorithm has been evaluated also on a set of 11 real-world test problems, obtained from leather garment and furniture industries with defects on the master surfaces [31] . Table 4 reports for each test instance the following columns that describe the data set: the number of different type of pieces n; the total number of pieces n t ; the number of master surfaces m; the average number of vertices nv P and nv M of the polylines describing, in the original data representation, the pieces and the master surfaces, respectively; the number of defects n D ; the percentage of defective areas with respect the total area R D . The results of the new algorithms are summarized by the following columns: the number of pieces non allocated np; the number of used master surfaces m u ; the percentage of used master surfaces without considering the master with the worst layout Util 0 ; the total percentage of master surfaces used Util 1 ; the total computing time in seconds Time.
We report the value Util 0 , because often the last used master surface is only partially filled and the remaining leather should not be considered as waste. Instance 8 requires only one master surface, therefore the value Util 0 is not reported. For test instances 7 and 9 the available master surfaces are not sufficient, and the new algorithm is not able to place 22 and 7 pieces, respectively.
The only instance for which a solution is available in the literature is the test instance 1 from the Isalc II Project [31] . In Fig. 10 is reported the Isalc solution for test instance 1, that requires 7 master surfaces. The new algorithm is able to generate a solution that uses only 6 master surfaces (see Fig. 11 ).
Conclusions
In this paper we have considered a nesting problem arising in the leather and garment industry. We have presented heuristics for the irregular single knapsack problem and the irregular multiple stock-size cutting stock problem based on the raster representation of pieces and of master surfaces. We have chosen the raster representation because it supports a more efficient processing of defective areas.
We have proposed three heuristic algorithms for the irregular single knapsack problem, based on three different placement heuristics. Then we have embedded these heuristics into an algorithm for generating a set of feasible cutting patterns. We have used the latter algorithm for solving the irregular multiple stock-size cutting stock problem using an iterative procedure, which implements a Lagrangean heuristic by means of a guided local search on the multiplier values.
The algorithm developed for the automated cutting of leather can solve real life leather cutting problems within a small amount of computing time on a personal computer and produce solutions of good quality. Therefore, it is an option for an industry that could so far be only partially supported by optimization codes. The proposed algorithms can also be used in a semi-automatic nesting mode, where a skilled user automatically fills one leather surface with the available patterns and then verifies and tries to manually improve the obtained layout.
This algorithm can be used in many other industrial sectors such as metal, wood or textile industry or for solving, after suitable modifications, other problems such as the container loading problem. Moreover, the ability to manage defects can be useful for solving other complex practical problems such as positioning pictures or aligning designs into a garment item.
The heuristic algorithms developed in this paper represent a first step to address the challenging problem of the irregular cutting with defects. They can be a basis for further research that could involve more sophisticated metaheuristics or matheuristics [43, 37] . Furthermore, the computational performance of the new algorithms, that use a raster representation, could be improved using GPGPU computing or other parallel programming paradigms.
