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Referat:
Die vorliegende Arbeit befasst sich mit der Erzeugung und Detektion von Defekten im
Halbleiter Zinkoxyd (ZnO). Der Fokus liegt dabei auf der Verwendung raumladungszo-
nenspektroskopischer Techniken zur Detektion und Charakterisierung elektronischer De-
fektzusta¨nde. Es werden theoretische Aspekte von Raumladungszonen an Halbleiter-
grenzfla¨chen und den darin enthaltenen elektronischen Defektzusta¨nden behandelt. Das
elektrische Potential in der Raumladungszone genu¨gt einer nichtlinearen, eindimension-
alen Poissongleichung, fu¨r die bekannte, na¨herungsweise Lo¨sungen vorgestellt werden.
Fu¨r eine homogen dotierte Raumladungszone gelang es, die exakte Lo¨sung des Poten-
tialverlaufs als Integral anzugeben und einen analytischen Ausdruck fu¨r die Kapazita¨t
der Raumladungszone zu berechnen. Desweiteren werden transiente und oszillatorische
Lo¨sungen der Differentialgleichung zur Beschreibung der Zeitentwicklung der Beset-
zungswahrscheinlichkeit von Defektzusta¨nden fu¨r verschiedene experimentelle Bedin-
gungen betrachtet. Sa¨mtliche raumladungszonenspektroskopischen Experimente ko¨nnen
durch geeignete Lo¨sungen dieser beiden Differentialgleichungen beschrieben werden. Fu¨r
die Fa¨lle, fu¨r die keine analytischen Lo¨sungen bekannt sind, wurde ein numerisches Mod-
ell entwickelt. Die Experimente wurden an ZnO Du¨nnfilmproben durchgefu¨hrt, welche
mittels gepulster Laserablation auf Korundsubstraten abgeschieden wurden. Zur Erzeu-
gung von Defekten wurden entweder Ionen in die Proben implantiert, die Proben mit
hochenergetischen Elektronen bzw. Protonen bestrahlt oder einer thermischen Behand-
lung unterzogen. Die Raumladungszonen wurden durch Schottkykontakte realisiert.
Durch die raumladungszonenspektroskopischen Verfahren, Kapazita¨ts-Spannungs Mes-
sungen, Admittanzspektroskopie, Deep-Level Transient Spectroscopy (DLTS), Minority
Carrier Transient Spectroscopy, optische DLTS, Photokapazita¨ts- und Photostrommes-
sungen, sowie der optischen Kapazita¨ts-Spannungs Messung konnten Defektzusta¨nde in
der gesamten ZnO Bandlu¨cke nachgewiesen werden. Durch Vergleiche der gemessenen
Defektkonzentrationen in einer unbehandelten Referenzprobe mit denen in behandelten
Proben konnten Aussagen u¨ber die experimentellen Bedingungen, unter denen intrin-
sische Defekte entstehen bzw. ausheilen, gewonnen und mit Stickstoff- bzw. Nickel- in
Zusammenhang stehende Defekte identifiziert werden. Fu¨r eine Vielzahl untersuchter
Defektzusta¨nde konnten die thermische Aktivierungsenergie der Ladungstra¨geremission,
Querschnitte fu¨r den Einfang freier Ladungstra¨ger sowie die spektralen Photoionisations-
querschnitte bestimmt werden. Aus diesen Eigenschaften sowie den experimentellen Be-
dingungen unter denen der Defekt bevorzugt gebildet wird, wurden Ru¨ckschlu¨sse auf die
mikroskopische Struktur einiger Defekte gezogen.
i
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1 Introduction
It is well known that defects like impurity atoms or crystal imperfections, often introduce
localised electronic states into the bandgap of semiconductors which influence or even
determine the concentration, mobility, and lifetime of free charge carriers. In turn, de-
fects do strongly influence the conductivity and the conduction type (n or p), the optical
absorption and luminescence as well as magnetic properties of the semiconductor [1, 2]
even if their concentration is less than 1017 cm−3 (≈ 1 ppm). Therefore, no profound un-
derstanding of a semi-conducting material can be achieved without understanding the
role played by its defects.
Doping While on the one hand it is necessary to grow a semiconductor almost free
of undesired defect species, on the other hand the controlled incorporation of particu-
lar dopants (impurities) is a precondition for every semiconductor application. Doping
can be carried out during the semiconductor growth using source materials that contain
small amounts of impurity atoms [2] or afterwards. Ion-implantation is an established
technique of post-growth doping. Ions of the desired dopant are accelerated by an elec-
tric field and hit the surface of the semiconductor at high energy and momentum [3].
The ions penetrate into the crystal, loose energy by scattering with atoms of the crystal
matrix [4] and come to rest at a certain depth below the surface [5]. A precise control
of the depth profile of the impurity concentration in the sample is possible via two easy-
to-handle parameters: the ion-flux and the energy of acceleration.
Electronic defect states may not only be introduced by chemical impurities into the
bandgap of the semiconductor but also by native defects such as vacancies and intersti-
tial atoms. Hence they may influence macroscopic properties of the semiconductor as
well. To a certain amount the latter defects form spontaneously in thermal equilibrium
for thermodynamic reasons [6]. However, such defects are generated also during the
stopping of implanted ions or when the semiconductor is irradiated with high energy
particles, such as electrons and protons. A possibility to decrease the number of native
defects is given by a thermal treatment of the semiconductor [3].
Investigation of defects in semiconductors Since the 1940s different characterisation
techniques for defects in semiconductors have been developed. If the concentration of
impurity atoms is sufficiently high (at least larger than 1ppm), they can by traced by
different mass spectroscopic and nuclear methods [7]. Furthermore, open volume defects
(vacancies) can be investigated by positron annihilation spectroscopy [8] and interstitial
atoms can be detected by channeling experiments [9]. Imaging methods allow the direct
observation of extended crystal imperfections. Examples are transmission and reflection
electron microscopy [10, 11] and atomic force microscopy [12]. Even the observation of
single dopants has already been achieved [13].
In order to detect and characterise electronic defect states, various techniques have been
1
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developed. The quantum-mechanical structure of an electronic defect state can be inves-
tigated for example by electron paramagnetic resonance [14], optically detected magnetic
resonance [15], and high-resolution optical absorption [16], to name some. However, all
these methods have in common to rely on a large number of imperfection centres in
the sample. On the other hand highly sensitive but chemically blind methods exist.
Examples are photo-luminescence spectroscopy [16, 17], Hall effect and conductivity
measurements [18], and space charge spectroscopy [19]. The electrical among these
measurements take advantage of the high sensitivity that DC and AC currents can be
measured with and have in common that either the concentration of free charge carriers
in the sample or their temporal derivative is measured.
Space charge spectroscopy Space charge spectroscopy of semiconductors is a powerful
tool for the investigation of low-concentration defects. The first experiments with space
charge regions at semiconductor interfaces were conducted by Braun in 1874 [20] who
discovered the rectifying properties of metal-semiconductor contacts. The functionality
of such contacts became theoretically understood in 1939 by the work of Schottky and
Spenke [21]. They proposed to determine the net doping density of a semiconductor
from the capacitance-voltage characteristic of a Schottky diode. Since then, a variety of
space charge spectroscopic methods were developed. These experiments have in common
that either ionisation or neutralisation of localised electronic defect states situated in a
space charge region at a semiconductor interface is measured. Sah et al. [19] proposed a
set of space charge spectroscopic experiments by which the thermal and optical emission
and capture rates of charge carriers bound to imperfection centres can be measured.
Although by far not every experiment possible was described in their paper, it contains
the main features of space charge spectroscopy. In particular the defect properties ac-
cessible by these experiments were named: the (spatially resolved) concentration of the
electronic defect state, its capture cross-sections for free charge carriers, the activation
energy that a trapped charge carrier must overcome to be emitted into a free state, and
the photo-ionisation cross-section spectra. A further milestone in the history of space
charge spectroscopy was the invention of deep-level transient spectroscopy (DLTS) by
Lang [22, 23] which enabled the investigation of imperfection centres with electronic
states deep in the semiconductor bandgap and strongly localised electron wave functions
[6, 24]. From there on, different deep-levels in various semiconductors were studied by
DLTS and related experiments [25–27].
Zinc oxide Zinc oxide (ZnO) is one of the most intensely studied metal oxides. It
is a semiconductor that exhibits a wide bandgap of approximately 3.3 eV at room-
temperature [28] and a large exciton binding energy of 61meV [29] which make it a
promising candidate for future opto-electronic devices operating in the near UV [30].
Because of its transparency to visible light, ZnO is already used as transparent conduc-
tive oxide in commercial applications, e.g. as front-contact in solar cells [31]. ZnO is
piezoelectric [32] and defect-induced ferromagnetism at room-temperature is predicted
[33]. ZnO-based memory devices and applications in spintronics have been proposed [34].
The possibility of a self-organised growth of a variety of ZnO-based nanostructures, such
as nanowires, quantum-wells, photonic structures etc. [35, 36] makes ZnO an interesting
material for basic solid state physics experiments, e.g. Bose-Einstein condensation in
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resonator structures [37] and single photon light-sources, as have already been demon-
strated for the gallium nitride material system which exhibits similar properties [38].
Defects in ZnO Electronic defect states in ZnO are under investigation since the late
1940s [39–42]. Conductivity and Hall effect measurements revealed that ZnO is natu-
rally n-type conducting due to shallow donors which were attributed either to zinc excess
[39, 43] or the presence of hydrogen [41, 44] in the samples. First hints to deep-levels in
the ZnO bandgap were the observed photo-conductivity and green luminescence [45, 46].
Schottky contacts on ZnO, which enable the application of space charge spectroscopy
to study defect in this material, were first reported in [47]. In the 1980s, first thermal
admittance spectroscopy (TAS) and DLTS measurements conducted on ZnO varistors
were published [48–51].
In the late 1990s, ZnO single crystals of high quality became commercially available
and the number of publications on electronic defect states increased drastically in the
2000s. The quality of the Schottky contacts has further been improved [52–55] and first
pn-junctions were fabricated [56–60], such that space charge spectroscopy became a fre-
quently applied technique in ZnO defect studies. Thereby, an extensive knowledge on
electronic defect states in the upper third of the ZnO bandgap was gained in the past
ten years. In particular, the deep-levels E1, E3, and E4 [61] were frequently detected
in differently grown ZnO samples. However, it turned out that the investigation of low-
concentration defect states in the entire bandgap is a tough nut to crack and still, sixty
years after the first research activities on this subject, only few reports on acceptor states
exist [58, 62]. Investigations of midgap levels by means of space charge spectroscopy do
not exist. Even for most of the frequently observed deep-levels the microscopic structure
of the attributed defect is unknown. What are the reasons?
Most of the published data stems from the space charge spectroscopic experiments TAS
and DLTS in which the thermal ionisation of an electronic defect state is measured. At
experimentally accessible conditions, only defect states energetically distant less than
approximately 1 eV from the band edges can be detected. Therefore, midgap levels are
generally hidden. Furthermore, the investigation of hole traps in the vicinity of the
valence band requires the presence of free holes in the space charge region. Although
p-type conducting ZnO has already been fabricated, stability, reproducibility, and con-
trol of the hole density are remaining issues. Thus, the lion’s share of the defect studies
is conducted on space charge regions n-ZnO Schottky contacts, into which no holes can
be injected. Therefore, also the knowledge on hole traps with energy levels in the lower
third of the ZnO bandgap is scarce. However, midgap levels as well as hole traps can
be traced in n-ZnO using space charge spectroscopy if additional optical excitation is
employed. The conduction of these experiments is more involved than TAS or DLTS
and requires an optical setup as well as transparent Schottky contacts.
Aims and benefit of this work The present work was carried out at the Semiconductor
Physics Group at the Faculty of Physics and Earth Sciences of the Universita¨t Leipzig
and is based on a cooperation with the Institute of Ion Beam Physics and Materials
Research at the Helmholtz-Zentrum Dresden-Rossendorf. This work aims to contribute
to the knowledge on electronic defect states in the entire ZnO bandgap. It was intended
3
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to detect and characterise defect states in differently treated ZnO thin film samples by
means of space charge spectroscopy. An accurate determination of their concentration
should be carried out in order to get a holistic view of the defect structure of the sample.
Furthermore, the electronic properties of the detected defect states should be investi-
gated. In doing so, a systematics should be found at which conditions (growth and
post-growth treatment of the sample) a particular defect is generated and – if possible –
a conclusion on its microscopic structure can be drawn. These results will be of particu-
lar relevance for the fabrication of ZnO-based structures and devices. In the future, the
discovered correlations between the formation of defects and the growth or treatment
of the sample can help to avoid undesired or to introduce desired defects. Conclusions
on the electronic properties of the investigated defect states provides a basis to judge
whether in a particular application a defect is desired or not.
Part I This part of the work (chap. 2,3, and 4) deals with theoretical aspects of
electronic defect states in space charge regions at semiconductor interfaces. A review
on electronic defect states in semiconductors is given in chap. 2. The focus is on the
differential equation describing the time evolution of the probability to find a defect
state occupied by a charge carrier [63]. It is one of the two central equations used
for the evaluation of space charge spectroscopy data. Different well-known solutions
of this equation are discussed and were in part extended in this work. The theory of
the potential distribution and the capacitance of space charge regions at semiconduc-
tor interfaces is outlined in chap. 3. A discussion of the different, previously published
approximate solutions of the non-linear one-dimensional Poisson’s equation [64], which
is obeyed by the electrostatic potential, are given. In the case of homogeneous doping,
exact solutions for the potential and the capacitance of a space charge region were found.
Furthermore, a numerical model for the potential and the admittance of a space charge
region containing different electronic defect levels with arbitrary concentration profiles
was developed. The numerical model benefits from the know-how in the simulation of
space charge spectroscopic measurements on AlGaAs/GaAs structures at the Univer-
sita¨t Leipzig [65, 66]. In chap. 4, the space charge spectroscopic methods applied in this
work – DLTS, TAS, photo-capacitance, optically chopped photo-current, and optical
capacitance-voltage spectroscopy – are discussed.
Part II The experimental part of the work is covered in the chapters 5 to 9. In chap. 5
a literature overview on the semiconductor ZnO and in particular electronic defect states
in this material is given. The defect studies were carried out on ZnO thin film samples
which were mainly fabricated at the Universita¨t Leipzig (growth and contacting) and the
Helmholtz-Zentrum Dresden-Rossendorf (ion-implantation). The experimental methods
used for their preparation and structural characterisation are described in chap. 6. All
ZnO thin film samples have a pulsed laser deposition (PLD) growth in common [67]. Af-
ter the growth they underwent different treatments: thermal annealing, implantation of
high-energy ions, or irradiation with high-energy electrons or protons. Semi-transparent,
high-quality palladium Schottky contacts [52] enabled the usage of space charge spec-
troscopy. A comparison of the defect concentrations in these samples with those in an
untreated reference sample allows drawing conclusions on the conditions under which a
certain defect forms preferentially.
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The samples were investigated on electronic defect states using the space charge spec-
troscopic methods outlined in part I, chap. 2-4. These experiments were conducted at a
space charge spectroscopy setup with the possibility of optical excitation at the Univer-
sita¨t Leipzig [65]. The focus was especially put on levels in the midgap region and in the
vicinity of the valence band edge to enhance the knowledge on levels in this region which
can only be accessed by space charge spectroscopy if optical excitation is employed.
Chap. 7 deals with the generation and investigation of intrinsic defects. The influence
of thermal annealing, the implantation of zinc and oxygen ions, respectively, as well as
high-energy electron and proton irradiation on the defect concentrations in the samples
was investigated and intrinsic defects were identified. At the end of the chapter a short
summery of the properties of the detected intrinsic defects and in some cases tentative
microscopic models are given. Studies on nitrogen-implanted and thermally annealed
ZnO thin film samples are described in chap. 8. Three nitrogen-related defects states
were identified. Chap. 9 deals with defect studies on ZnO thin films doped with the
transition metal nickel. A nickel-related multi-level trap TNi that exhibits a positive-U
behaviour was observed and a model of this defect is proposed. Finally, the results of
this work are summed up in chap. 10 and an outlook is given.
5
6
Part I
Electronic defect states in space charge regions
at semiconductor interfaces
7
8
2 Defects in semiconductors
While lattice defects in metals are effectively screened by the high electron concentra-
tion, small concentrations of lattice imperfections, chemical impurities, voids etc. can
drastically change the macroscopic properties of a semiconductor. The purpose of this
chapter is to give an overview on the types of defects, with a focus on point defects with
energy levels in the band gap. A discussion on capture and emission of charge carriers
by defects will lead to basic concepts of semiconductor charge carrier statistics.
2.1 Types of defects
A perfect crystalline solid is made up of the infinite repetition of primitive lattice cells in
space, each consisting of one or more atoms. In three-dimensional space these primitive
lattice cells construct one out of the 14 Bravais lattices [68].
For several reasons a real crystal is imperfect. One is that no real crystal is extended
infinitely; a surface exists which can be thought as a large void. Furthermore thermo-
dynamics prohibits the existence of a perfect crystal at temperatures T > 0K, since the
Gibbs’ potential
G = U + pV − TS (2.1)
of a system is minimized when it reaches thermal equilibrium at constant temperature T
and pressure p [69]. Although the internal energy U of a crystal is minimum in the case
that no defects exist, lattice defects, in particular Frenkel pairs [6], are spontaneously
formed in order to raise the entropy S of the system. In equilibrium the concentration
of a lattice, or native defect is given by [6]
N =
Zsites
Vlc
exp
(
− Gfm
kBT
)
, (2.2)
where Zsites is the number of different sites that the defect can occupy in the primitive
lattice cell and Vlc is the volume of the primitive lattice cell. Gfm denotes Gibbs’ free
energy for the formation of a particular defect. In accordance with literature Gfm will in
the following be called the formation energy. kB is the Boltzmann constant.
A third reason for defects in real crystals stems from the growth process in which ab-
solute chemical purity cannot be reached. Chemical impurities in the base materials
but also material of the growth apparatus (for example iron) can incorporate into the
crystal. In addition, crystallisation is always a non equilibrium process. For example
temperature or pressure gradients in the sample during heating or cooling processes lead
to strain and result in dislocation lines.
As defects can be classified in several ways, a natural one might be to distinguish them
9
2 Defects in semiconductors
by geometry. Three-dimensional defects are extended perturbations of the crystal sym-
metry involving many lattice sides. Examples are for instance clusters of impurity atoms
or voids. Surfaces and grain boundaries can be seen as two-dimensional defects. In case
of dislocation lines the defect extension is further reduced to only one dimension. If
only single atoms are displaced, missing, or substituted, the defect is regarded as zero-
dimensional and will in the following be called point defect.
Although the methods used in this work are not suitable to investigate the geometrical
structure of defects, the investigated defects are usually regarded as point defects if not
indicated differently. Furthermore the theoretical descriptions given implicitly assume
the defect to be zero-dimensional.
As the focus of this work is on point defects, a definition of the objects dealt with shall be
given following Bourgoin and Lannoo [6]. A point defect is a change in the crystal matrix
with an extension in the order of the lattice constant which causes a local interruption
of the lattice periodicity. This occurs under one of the following circumstances:
• Regular lattice sites are empty, then the defect is called a vacancy.
• An atom occupies a lattice site different from the regular sites, then the defect is
an interstitial. The atom can be a host atom (self-interstitial) or of different nature
(interstitial impurity).
• An impurity substitutes a host atom in a regular lattice site (substitutional impu-
rity).
Point defects are mobile in the crystal. Attractive forces between two defects may exist
due to their charge, which results in a movement towards each other and the defects
finally form a complex.
2.2 Electronic properties of point defects in semiconductors
E
Ec
Ev
Etn
Et2
Et1
...
A point defect locally changes the crystal potential and may intro-
duce additional electronic states in the semiconductor. In other
words one or more electrons can be trapped by a point defect re-
sulting in a change of the charge state qt of the defect. Often the
introduced electronic states Eti are energetically situated between
the minimum of the conduction band Ec and the maximum of the
valence band Ev, or the bandgap of the semiconductor. In the fol-
lowing an electronic defect state within the bandgap will be called
a trap. With respect to its energetic distance from the bands and
to its affinity to either electrons or holes (defect electrons), the
trap is
• an electron trap in case it is energetically close to the conduction band and its
electron capture cross-section σn is larger than the hole capture cross-section σp.
• a hole trap in case it is closer to the valence band than to the conduction band
and σp ≫ σn holds.
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rB
Figure 2.1: Schematic representation of Bohr’s ra-
dius rB in ZnO. The empty circles indicate zinc
atoms in the [001] plane, the filled circle a substi-
tutional shallow dopant on zinc site. In ZnO, rB
amounts to approximately 4.5 a-lattice constants.
• a midgap level or recombination centre if the trap interacts with both bands
and is in the midgap region
Regarding the conduction type of the semiconductor, electron (n) or hole (p) conduc-
tion, an electron trap in a n-type conducting semiconductor is amajority carrier trap
while a hole trap is a minority carrier trap , and vice versa in p-type conducting ma-
terial.
The absolute charge state of traps is important for the conduction type of a semicon-
ductor (see sec. 2.3). Therefore, two types of electronic defect states can be defined
[70]:
• A donor is an electron trap that changes the charge state from neutral to singly
positively charged (0 → +) or increases the positive charge of the defect when
ionised.
• An acceptor is a hole trap that becomes (more) negatively charged, when it emits
the hole.
2.2.1 Shallow defects
The term shallow defects is used to describe point defects that bind exactly one charge
carrier and exhibit an electronic ground state close to either the conduction or the
valence band and are therefore either donors or acceptors [71]. The particularity of
shallow defects compared to the deep-levels described in sec. 2.2.3 is that they can easily
be treated within the theory of the hydrogen atom.
A shallow donor (acceptor) consists of a positively (negatively) charged core, surrounded
by an electron (hole). In general the exact shape of the core potential is complicated and
depends on the nature of the defect. For shallow defects, however, the mean distance r of
the electron (hole) from the core is large compared to the core dimensions. Therefore, the
core potential is approximated by a point charge. Then, owing to Gauss’ law [64], r and
the total charge of the core define the hydrogen problem [72, 73]. Since the dispersion
relation of the electron (hole) is given the band structure of the semiconductor crystal,
the electron mass me is replaced by the effective electron (hole) mass m
⋆
eme (m
⋆
hme).
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Figure 2.2: The spherically symmetric
ground state (1s) wave function of a shallow
defect (solid line). Furthermore the prob-
ability to find the trapped charge carrier
within a sphere of radius r around the defect
is plotted (dashed line).
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Furthermore the vacuum dielectric constant ǫ0 is replaced by the dielectric constant of
the semiconductor ǫ0ǫs. This modifies the Bohr radius
rB =
4πǫ0~
2
mee2
≈ 52.92 pm semicond.−→ rscB =
ǫs
m⋆e
rB (2.3)
and the lowest energy level of the system, the Rydberg constant
Ry =
mee
4
8ǫ02h2
≈ 13.6 eV semicond.−→ Rysc = m
⋆
e
ǫs2
Ry. (2.4)
In fig. 2.1 rB is schematically depicted for the ZnO material system. An overview of
shallow donors in ZnO is given in section 5.3.3. The 1s or ground state wave function of
the system is radially symmetric around the defect and given by [73]
Ψ1s (φ, θ, r) = Ψ1s (r) =
1√
π
rscB
− 3
2 exp
(
− r
rscB
)
(2.5)
with φ, θ, r being the spherical coordinates. An integration over the three coordinates
leads to the probability to find the trapped charge carrier within a sphere of radius r
P(r) =
π∫
θ=0
2π∫
φ=0
r∫
r′=0
∣∣Ψ1s(φ, θ, r′)∣∣2 r′ 2 dr′ sin θdθdφ. (2.6)
It can be carried out analytically and yields
P(r) = 1−
[
2
((
r
rscB
)2
+
r
rscB
)
+ 1
]
exp
(
−2 r
rscB
)
. (2.7)
The 1s wave function as well as the probability sphere are plotted in fig. 2.2.
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2.2.2 The quantum defect model
The fairly simple description of electronic defects within the well-known hydrogen theory
is charming. Therefore attempts have been made to overcome its main disadvantage,
the insensitivity of the energy levels of the system to the chemical nature of the defect.
One is to introduce a free parameter, the chemical shift νch representing the specific
properties of the particular defect and to set the energy eigenvalue to an experimentally
observed one. This approach is called the quantum defect model . Following Burgess and
Seaton [74] and Barry Bebb and Chapman [75] the Schro¨dinger equation of this problem
is identical to that of the hydrogen problem with the Rydberg energy replaced by
Ryscqd =
Rysc
ν2ch
. (2.8)
The solutions for the radial symmetric part of the problem are Whittaker functions
which in the limit νch → 1 become the eigenfunctions of the hydrogen problem. For
νch → 0 they solve the Schro¨dinger equation for the three-dimensional delta potential.
A disadvantage of this approach is that in general the Whittaker functions are no eigen-
states since Ryscqd is no eigenvalue. Therefore they may diverge in the vicinity of the ion
core.
2.2.3 Deep-levels
Defects with properties deviating strongly from those predicted by the hydrogen model
(section 2.2.1) are called deep-levels . This name originates from impurities introducing
electronic states with Ec − Et ≫ Rysc deep in the band gap of the semiconductor. More
generally a deep-level can be defined by the extension of the wave function of a bound
charge carrier. While for a shallow defect the sphere in which a charge carrier in the
1s state is found with a probability of ninety percent bears many lattice sites, for a
deep-level this number is close to one. Of course in this case the bound charge carrier
will not ’feel’ the periodicity of the crystal lattice anymore resulting in a breakdown of
the effective mass approximation. Therefore neither the hydrogen model giving a fair
description of a shallow defect nor the quantum defect model are appropriate to model
the particularities of a deep-level.
Since the theory of deep-levels is far beyond the scope of this theses, some key results
from the literature shall be mentioned. For group four semiconductors Bourgoin and
Lannoo [6] successfully used the tight-binding approximation to point out the key fea-
tures of vacancies, interstitials, and substitutional defects. They found that in contrast
to the shallow donor theory deep-levels can often trap more than one charge carrier
simultaneously and the electronic levels are neither pinned to the valence nor to conduc-
tion band.
Furthermore the approximation that the electron system and the core atoms do not
interact (adiabatic or Born-Oppenheimer approximation) is in general not valid for deep-
levels. The strongly localised wave function of a charge carrier trapped by a deep-level
causes a high charge density at the deep-level and hence a strong electric field. Due
13
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Figure 2.3: The Jahn-Teller effect. The lattice in
the vicinity of the defect is distorted by the strong
electric field of the trapped charge carrier. This can
also lower the symmetry of the defect. neutral charged
to Coulomb interaction the next-neighbour host atoms are elongated from their regular
lattice sites, see fig. 2.3. This lattice distortion is known as the Jahn-Teller effect and
causes a symmetry break and in turn a splitting of degenerate electronic levels [76]. An
important consequences of the Jahn-Teller effect for this work is that the energy needed
to ionise the deep-level is not merely the energy to release the free charge carrier, but also
to move the neighbouring atoms. The energy needed to distort the lattice is called Jahn-
Teller energy EJT. Due to the charge carrier-lattice coupling, ionisation or neutralisation
of the deep-level is connected to lattice vibrations and therefore to phonon-emission.
This will be discussed in sec. 2.2.6.
2.2.4 Interactions between defect states within the effective mass
approximation
Up to now the defect was considered to be isolated and does not interact with other de-
fects. Since in state of the art ZnO the defect concentrations are high compared to, for
example, silicon or gallium arsenide, the distance between the defects can be comparable
to or even less than their Bohr radius. This results in a non-negligible overlap of the elec-
tronic orbitals and therefore defect interactions must be taken into account in this work.
2.2.4.1 Mean distance between randomly distributed defects
Before the consequences of defect interactions for their electronic properties are dis-
cussed, the mean distance between randomly distributed next neighbour defects shall be
calculated. Let Vlc be the volume of one lattice cell and Nlc = V
−1
lc the number of lattice
cells per volume. The defect concentration shall be Nt. Then the probability P to find
a lattice cell being a defect is
P = Nt
Nlc
= NtVlc. (2.9)
The mean distance between two next neighbour defects is given by the radius R of the
smallest sphere around a defect, in which (in a statistical sense) exactly one other defect
is found. If Vsp(R) is the volume of the sphere and
Zlc ≈ Vsp(R)
Vlc
=
4π
3 R
3
Vlc
(2.10)
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Figure 2.4: Dependence of the defect
binding energy on the concentration of hy-
drogenic centres in the crystal. The critical
concentration Ncrit is related to the mean
distance of the centres which then becomes
twice Bohr’s radius.
is the number of lattice cells in the sphere, the mean number of defects in the sphere is
Zt = PZlc = 4π
3
NtR
3. (2.11)
For next neighbour defects, Zt
!
= 1 the mean distance between two defects becomes
R = a¯nnt =
(
3
4π
1
Nt
)1/3
. (2.12)
The same calculation can be carried out for different types of defects with concentrations.
Then the sphere is put around the lower concentrated defect ending up with eq. 2.12
but Nt being replaced by the concentration of the higher concentrated defect.
2.2.4.2 The influence of overlapping wave functions on the electronic defect states
The change of the energy level Et of the trap due to the Coulomb interaction with other
traps can be calculated within the effective mass approximation. Three cases are relevant
for this work. First, the binding energy of randomly distributed defects is lower due to
the overlap of their orbitals. Second, the donor binding energy can be lowered even at
low defect concentrations when pairs of donors and ionised acceptors are formed. Third,
the binding energy of a defect increases if donor-donor or acceptor-acceptor pairs form.
This interaction can be treated within the effective mass approximation and is in analogy
to the ’hydrogen molecule’ system.
(a) Randomly distributed (hydrogenic) defects Following Pearson and Bardeen [77]
and Debye and Conwell [78], the binding energy Et of hydrogenic electronic defect states
is dependent on the total concentration Nsd of hydrogenic centres in the semiconductor
Et (Nsd) = Et0
[
1−
(
Nsd
Ncrit
)1/3]
. (2.13)
Eq. 2.13 is plotted in fig. 2.4. Ncrit is the critical concentration at which the electron
orbitals of the centres overlap. The orbital overlap is considered to be significant when
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Figure 2.5: Left: Schematic representation of an electron bound to a donor-(ionised) acceptor pair.
Right: The ground state energy of the donor in dependence on the distance between donor and acceptor,
eq. 2.15.
two defects are separated less than twice their Bohr radius. Then Ncrit can be estimated
from eq. 2.12
a¯nnt
!
= 2 rscB =
(
3
4π
1
Ncrit
)1/3
→ Ncrit = 3
4π
1(
2 rscB
)3 . (2.14)
(b) Donor-acceptor pairs It is obvious that the concept of randomly distributed de-
fects does not generally apply. The growth of the semiconductor crystal is usually carried
out at much higher temperatures than those at which the properties of the incorporated
defects are observed. Since the mobility of the defects in the crystal is a thermally ac-
tivated process, the high temperature defect distribution is frozen when the crystal is
chilled. In a n-type semiconductor shallow donors and shallow acceptors as oppositely
charged during the growth. Therefore an attractive force will accelerate the donors and
acceptors towards each other and donor-acceptor pairs with a mean distance a¯da much
smaller than expected from eq. 2.12 are formed. Also the mean distance of two defects
forming a Frenkel pair can be much smaller than a¯nnt in the random distribution case.
A review on donor-acceptor pairs in semiconductors was given by Williams [79]. For
this work the experimental conditions were always such that the donor can be ionised,
while the acceptor is always negatively charged. The acceptor is therefore “passive”
and acts as a perturbation of the donor-electron system. This situation is depicted in
fig. 2.5. Following Lannoo and Bourgoin [6], it can be treated analytically within the
effective mass approximation. In a straightforward first order perturbation calculation
the dependence of the ground state energy level of the electron on the donor-acceptor
distance is found to be
Et,da
( |~rda|
rscB
)
= Rysc
(
1− 2 r
sc
B
|~rda|
[
1−
(
1− |~rda|
rscB
)
exp
(
−2 |~rda|
rscB
)])
≈ Rysc
(
1− 2 r
sc
B
|~rda|
)
(2.15)
where Et is the donor binding energy of the undisturbed system and |~rda| / rscB the dis-
tance between donor and acceptor normalised on the Bohr radius of the system. Eq. 2.15
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0 −→ +
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Figure 2.6: Left: Schematic representation of an elec-
tron bound to a donor- (ionised) donor pair. Right:
The numerically calculated splitting of the energy
eigenstates of the donor-donor pair in dependence of
their distance.
is displayed in fig. 2.5 and it is seen that the vicinity of an ionized acceptor lowers the
ground state energy of the donor-electron system. Please note that for donor-acceptor
distances less than three rscB the first order perturbation is qualitatively correct but re-
sults in too low ground state energies.
(c) Donor-donor pairs Not only between oppositely charged defects, e.g. donors
and acceptors, attractive forces occur and lead to the formation of defect pairs. The
quantum-mechanical effect of chemical bonding also yields attractive forces between two
donors or two acceptors and, in case they are sufficiently mobile in the crystal, accelerates
them towards each other. Hence the formation of donor-donor and acceptor-acceptor
pairs cannot be excluded. Within the effective mass approximation these systems can
be treated in full analogy to the hydrogen molecule.
Consider two donors1 in the distance |~rdd|. In the limit |~rdd| → ∞, the donors are ex-
pected to be independent hydrogen atom-like systems. As each of the donors can bind
one electron, the donor-donor pair will consist of two electronic states and hence the
system can be found in the charge states 0,+, and ++. The three charge states are
visualised in fig. 2.6. In the following the ionisation energies for the transitions 0 −→ +
and + −→ ++ will be calculated within the linear combination of atomic orbitals ap-
proximation (LCAO) in dependence of |~rdd|. A numerical solution was published by
Golka [80].
Implicitly all interactions of the particles in the system with other particles in the semi-
conductor are assumed to be entirely described by the effective mass and the dielectric
constant of the semiconductor. Furthermore the Born-Oppenheimer (adiabatic) approx-
1For acceptor-acceptor pairs simply exchange the charge signs and replace the effective electron mass
by the hole mass.
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imation is employed, thus the core motion is neglected.
The + charge state of the donor-donor pair corresponds to the hydronium molecule H+2 .
Within the approximations above the Hamiltonian for this system is given by
Hˆ = pˆ
2
2m⋆e
− 2 Rysc r
sc
B
|~rAe− |
− 2 Rysc r
sc
B
|~rBe− |
. (2.16)
pˆ denotes the electron momentum, −2 Rysc rscB|~rA,Be− | is the Coulomb potential of the cores
in atomic units. For convenience the Coulomb energy between the cores is left out since
the cores are fixed to their lattice site. No lattice relaxation is considered in the calcu-
lation. Therefore, the inter-core potential is only an energetic offset which cancels when
the ionisation energy is calculated.
Within the LCAO approximation [81] the ground state of the system is a linear combi-
nation of the 1s wave functions of the isolated cores
Ψ (~re− , ~rdd) = cAΨ
1s
A + cBΨ
1s
B (2.17)
with
Ψ1sA,B =
1√
π rscB
3
exp
(
−|~rA,B|
rscB
)
. (2.18)
Due to symmetry |cA| = |cB| holds and furthermore it turns out that the energy level
belonging to the symmetric wave function (cA = cB = c) is the ground state of the system.
The numerical value of c can be determined from 1
!
= 〈Ψ|Ψ〉 to
c =
1√
2 (1 + SAB)
(2.19)
with SAB (~rdd) =
〈
Ψ1sA |Ψ1sB
〉
being the overlap integral of the core functions.
Inserting Ψ into the Schro¨dinger equation
Hˆ (~rdd) |Ψ(~rdd)〉 = E (~rdd) |Ψ(~rdd)〉 (2.20)
results in the binding energy of the electron
E (~rdd) = − Rysc + C +D
1 + SAB
. (2.21)
The integrals C and D are given by
C = −2 Rysc 〈Ψ1sA ∣∣ rscB|~rBe− |
∣∣Ψ1sA 〉 D = −2 Rysc 〈Ψ1sA ∣∣ rscB|~rBe− |
∣∣Ψ1sB 〉 . (2.22)
The 0 charge state corresponds to the H2 molecule since two electrons are bound. The
Hamiltonian reads [82]
Hˆ = pˆ
2
1
2m⋆e
+
pˆ22
2m⋆e
+ 2 Rysc
(
− r
sc
B
|~rA1|
− r
sc
B
|~rB1|
− r
sc
B
|~rA2|
− r
sc
B
|~rB2|
+
rscB
|~r12|
)
(2.23)
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Figure 2.7: Dependence of the ionisation
energy of a shallow defect on the electric
field strength, according to eq. 2.26. The
calculation was done for an effective mass
donor in ZnO.
where the first and the second term represent the kinetic energy of the electrons, the
third to sixth term are the Coulomb interactions between electrons and cores and the
last term is the repulsive potential between the electrons. Again the wave function of
the system is linearly combined of the atomic wave functions. As a problem in which
two electrons are involved is treated, Pauli’s exclusion principle [73] has to be obeyed.
This means that the wave function of the system is antisymmetric and the electron
spins are found either parallel (singlet) or antiparallel oriented (triplet). Since theory of
the hydrogen molecule finds the singlet state to be the ground state of the system and
keeping in mind that the Hamiltonian does not operate on the spin function, the spin
function is treated as a number and is ignored in this calculation. The ground state
wave function of the donor-donor pair is then given by [82]
Ψ (~r1, ~r2, ~rdd) =
1√
2
(
1 + S2AB
) (Ψ1sA (1)Ψ1sB (2) + Ψ1sA (2)Ψ1sB (1)) . (2.24)
SAB (~rdd) =
〈
Ψ1sA |Ψ1sB
〉
is again the overlap of the core wave functions.
2.2.5 Dependence of the defect binding energy on an external electric field
In the presence of strong electric fields, the binding energy of electronic defect states can
be lowered. This is known as the Poole-Frenkel effect .
For hydrogenic defects this effect can be explained classically, see for example [83].
Consider a majority charge carrier trapped in a hydrogenic defect with a ground state
energy level Et. The charge state of the defect is therefore “0”. When the charge carrier
is released, it moves in the Coulomb field of the ionised defect. In the distance r from
the ionised trap the charge carrier has the potential energy e
2
4πǫ0ǫs
. In the presence of an
external electric field ~E the carrier gains field energy e
∣∣∣ ~E∣∣∣ r when it is released from the
trap. The total energy of the charge carrier is
E
(
r, ~E
)
= Et(0)− e
2
4πǫ0ǫs
− e
∣∣∣ ~E∣∣∣ r. (2.25)
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Figure 2.8: The Poole-Frenkel effect for deep-levels. The
electric field lowers the ionisation energy of the deep-level
and the ionisation of the level is field-enhanced since the
trapped charge carrier can tunnel through the barrier.
E
x
Et
Et tunneling
| ~E| = 0
| ~E| > 0
This function has a maximum of
Et
(
~E
)
= Et −

e3
∣∣∣ ~E∣∣∣
πǫ0ǫs


1/2
(2.26)
which is the potential barrier the charge carrier must overcome. For an effective mass
donor in ZnO Et
(
~E
)
is plotted in fig. 2.7.
It is remarkable that in case the empty defect level is not ionised but neutral – for
example that in n-type material an electron trap is an acceptor – no lowering of Et
can be observed since the second term in eq. 2.25 vanishes. Therefore, Et
(∣∣∣ ~E∣∣∣) can be
used to check the charge state of a defect. For deep-levels the classical calculation does
not hold and the tunneling of the trapped charge carrier from the defect level into the
attributed band becomes dominant, see fig. 2.8. This problem was treated quantum-
mechanically by several authors, e.g. by Dussel and Bo¨er [84] and by Vincent, Chantre,
and Bois [83]. In accordance with the classical calculation a lowering of Et by the electric
field was found. However, since for strongly localised electron wave functions tunneling
is the dominant process, and the thermal ionisation (see sec. 2.3.3) of a deep-level is
field-enhanced, no matter if it is donor- or acceptor-like.
2.2.6 Interactions of defects with lattice vibrations and light
Consider a single electronic defect state in the band gap of a semiconductor. By measur-
ing its charge state, it is found either occupied by an electron or empty. In this section the
charge carrier capture and emission dynamics of a trap will be discussed in brief. Since
it can interact with free charge carriers in the conduction as well as in the valence band,
four basic processes have to be considered. An empty electronic state can either capture
an electron in the conduction band or emit a hole into the valence band whereas an
occupied state can emit the trapped electron into the conduction band or capture a hole
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from the valence band. Of course these processes have to obey the energy conservation
law. If the electron is energetically lifted (electron and hole emission) the environment
of the trap must provide this energy. In the capture processes the charge carrier must
emit the excess energy. Within the commonly used adiabatic approximation2 , which
is well fulfilled for shallow defect states, and the one-electron approximation3 these en-
ergy quanta can only be transfered to or from the trap by the absorption or emission
of photons. Pure optical charge carrier emission and radiative capture is discussed in
sec. 2.2.6.1. In the case of deep-levels, the adiabatic approximation is violated due to
the Jahn-Teller effect. The defect-lattice coupling cannot be neglected and thus the
emission and absorption of photons and phonons must be considered. An overview of
the consequences of the defect-lattice interactions is given in sec. 2.2.6.2 and 2.2.6.3.
2.2.6.1 Optical charge carrier emission and radiative capture
In case of a monochromatic radiation field, the rate with which trapped electrons are
optically emitted into the conduction band, eon, is given by [63]
eon(hν) = σ
o
n(hν)Φph(hν), (2.27)
where hν is the photon energy, Φph(hν) the photon flux
4, and σon(hν) is the trap’s capture
cross-section for photons of energy hν. For the optical emission of holes from an empty
trap into the valence band, eop, an analogous relation holds
eop(hν) = σ
o
p(hν)Φph(hν), (2.28)
with σop(hν) being the photon capture cross-section for this process.
σon(hν) and σ
o
p(hν) can be calculated analytically for shallow defects within the theory
of the hydrogen atom. Using a detailed balance approach, Blakemore [85] calculated the
spectra of the photo-ionisation cross-section to
σon,p(hν) =
nrǫs
m⋆e,h
2
π3~rB
me2vl︸ ︷︷ ︸
:=σH
i
( Et
hν
)3
. (2.29)
Et is the energetic distance of the defect level to the corresponding band, σHi denotes
the maximum photo-ionisation cross-section of an isolated hydrogen atom. As usual this
value is scaled by the material parameters effective mass of the charge carrier, static di-
electric constant, and the refractive index nr. vl is the vacuum speed of light. σ
H
i amounts
to 6.31 × 10−18 cm2 and for ZnO it is 1.5 × 10−15 cm2. The spectrum is visualised in
fig. 2.9. In the more generalised theory of the quantum defect , the photo-ionisation
cross-section spectrum has been calculated by Barry Bebb and Chapman [75, 86]. It
should be mentioned that the Blakemore formula 2.29 and the cross-sections derived
2The interactions between the electron and the ion core system are neglected.
3Electron-electron interactions are neglected.
4Number of photons with energy hν hitting the unit area per unit time.
21
2 Defects in semiconductors
Figure 2.9: The photo-ionisation cross-section
spectrum of a shallow defect calculated within the
theory of a hydrogen atom after Blakemore [85],
eq. 2.29. It is maximum for photon energies exactly
matching the binding energy of the defect.
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within the quantum defect theory have in common a step from zero to some value at
photon energies equal to the ground state energy of the defect. This means that not
necessarily a part of the photon energy is converted into kinetic energy of the free elec-
tron (heat).
The inverse of the optical emission is the capture of a free charge carrier by the trap
followed by the emission of a photon carrying away the excess energy. Oppenheimer
calculated the cross-section for the radiative capture of electrons by protons [87]. Barry
Bebb [86] derived a relation between the photo-ionisation cross-section and the spon-
taneous emission rate of a quantum defect (and therefore also for the hydrogen-like)
and thus showed that radiative capture and optical emission are linked. The emission
spectrum of the defect depends on the density of states in the related band and their
occupancy, in other words the Fermi-energy. A trap’s cross-section for electron capture
shall be labelled σn, for hole capture σp.
2.2.6.2 Multiphonon emission and non-radiative capture
The upstanding considerations work well for shallow defects since the trapped charge
carrier does not distort the lattice in the vicinity of the defect. In case of deep-levels the
adiabatic approximation fails due to the strongly localised electron wave function and the
Jahn-Teller effect. During the capture or emission process phonons can be captured or
emitted. If furthermore interactions between charge carriers cannot be excluded, excess
energy in a capture process can be transferred to another free charge carrier.
Two capture mechanisms appear to be plausible to explain how non-radiative capture
with large energy dissipation takes place. Landsberg et al. [88–90] discussed the Auger
process involving two electrons, Henry and Lang [25] found multiphonon emission to
account for most of the investigated defects in GaAs and GaP. In particular multiphonon
emission is the dominant capture process for point defects with capture cross-sections
smaller than 10−15 cm2 [25]. The Auger process applies mainly for extended defects with
large capture cross-sections.
In the following the major results of the theory of non-radiative transitions by multi-
phonon emission are presented in brief. This theory was first developed by Huang and
Rhys [91] for the F-center in alkali halides and then adapted to traps in semiconductors
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Figure 2.10: Illustration of the non-radiative cap-
ture mechanism in case of multiphonon emission (af-
ter [25]). The black diagonal bar indicates the trap
level position in the band gap in dependence on the
lattice distortion. In case of strong elongations the
trap level may cross either of the band edges and can
capture a free charge carrier. The vertical lines in-
dicate the equilibrium trap level for the unoccupied
and occupied trap, respectively.
by Henry and Lang.
In this theory the electron-lattice interaction is introduced by a single lattice or config-
uration coordinate Qc, for simplicity. Figure 2.10 illustrates the meaning of Qc. The
motion of the lattice varies the position of the electronic defect state Et (Qc) in the band
gap. Therefore for large Qc it may happen, and becomes more probable with increasing
temperature, that the defect level crosses one of the band edges. If furthermore a free
charge carrier is in the vicinity of the defect, it may undergo a transition from its free
state into the bound defect state without violating the law of energy conservation. After
such a capture the defect is far away from its thermal equilibrium. It quickly relaxes
into its equilibrium emitting a number SHR of phonons. It should be remarked that
in general the equilibrium positions of the empty and the occupied defect differ due to
lattice distortion caused by the bound charge carrier. Of course the charge carrier can
be remitted into the corresponding band during the relaxation. The whole process can
be formulated mathematically by
σn,p ∝ PvibPtrPre, (2.30)
where Pvib is the probability for the level crossing, Ptr that for the transition of a free
charge carrier into the defect state, and Pre the probability the charge carrier is not
re-emitted. At sufficiently high temperatures Henry and Lang found σn,p to fulfill
σn,p (T ) = σ
∞
n,p exp
(
− E
b
n,p
kBT
)
. (2.31)
Ebn,p is a capture barrier the electron or hole must overcome. The high temperature limit
of the capture cross-section σ∞n,p was also calculated and yields
σ∞n,p =
( Et
SHR~ω
)1/2
~
2
4m⋆e,hmekBT
= SHR
−1/2
( Et
~ω
)1/2 300K
Tm⋆e,h
× 7.3× 10−15cm2. (2.32)
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Figure 2.11: The theoretical value of
σ∞n (300K) in dependence on the Huang Rhys
parameter SHR in ZnO. SHR represents the num-
ber of phonons emitted during the capture pro-
cess. For the calculation an effective electron
mass of m⋆e = 0.27 [92] and the energy of lon-
gitudinal optical phonons, ~ω = 72meV [93].
were taken.
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Figure 2.12: The configuration coordinate
diagram of a deep-level. Charge carrier cap-
ture and thermal emission is possible at the
crossing points of the parabola of the defect
with those of the bands. Ebn,p is the cap-
ture barrier an electron/hole must overcome
to be trapped by the deep-level. After the
capture, the defect relaxes into its equilib-
rium by emission of phonons. The photo-
ionisation thresholds Epitn,p are indicated. The
figure is adapted from [25]. configuration coordinate Qc
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The number of phonons of energy ~ω emitted during the capture process is represented
by the Huang Rhys parameter SHR. In fig. 2.11 eq. 2.32 is plotted for the ZnO material
system. For electron capture σ∞n (300K) is in the order of 1014 cm2.
2.2.6.3 Photo-ionisation of a deep-level and configuration coordinate diagram
Within the configuration coordinate model not only the capture of free charge carriers
can be understood but also the photo-ionisation of the deep-level. In fig. 2.12 the sum
of the electron energy and the elastic energy Eela (Qc) of the defect is plotted in a config-
uration coordinate diagram. At the points where the parabolas of the band-edges cross
with that of the defect5, the capture of free charge carriers is possible. From this dia-
gram the capture barrier Ebn,p mentioned in sec. 2.2.6.2 can be understood as the elastic
5This is just another representation of fig. 2.10.
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energy that has to be transferred to the defect in order to achieve a crossing of the defect
level with the band-edge. The defect relaxes into its equilibrium. The energy difference
between the level crossing point and the equilibrium energy is SHR~ω.
In fig. 2.12 the photo-ionisation thresholds are indicated. They represent the energy that
is needed to lift the electron from an equilibrium, either in the valence band-edge or in
the defect state, into the higher parabola. The energy difference between the thermal
ionisation energy Et and the photo-ionisation energy is the Franck-Condon parameter
dFC [26]. In case the defect is thermally excited, the photo-ionisation involves phonons.
Models for the photo-ionisation cross-section spectra of deep-levels in semiconductors
have been proposed by Lucovsky [94] and Chantre, Vincent, and Bois (CVB) [26]. The
Lucovsky model assumes the defect potential to be delta-like, while the CVB model was
calculated for both, delta and Coulombic potentials. The photo-ionisation cross-section
spectra calculated with either of the models exhibit a maximum and a broadening for
low photon-energies, stemming from the phonon distribution.
2.3 Defect occupancy statistics and time evolution equation
2.3.1 Free charge carriers in semiconductors
In this section the density of free charge carriers, electrons and holes, shall be calcu-
lated. The free charge carriers will be assumed to merely occupy electronic states in the
parabolic minimum of the conduction band and the parabolic maximum of the valence
band. Then the dispersion relation of the charge carriers is parabolic and equal to that
of an isolated electron. The curvature of the band extremum defines the effective masses
for electrons and holes (m⋆eme and m
⋆
hme), by which the vacuum electron mass in the
dispersion relation must be replaced. In the following the effective masses are assumed
to be isotropic. The density of electronic states with energy E is given by [2]
De(E) = 1
2π
(
2m⋆eme
~2
)3/2
(E − Ec)1/2 (2.33)
for free electrons in the conduction band minimum and by
Dh(E) = 1
2π
(
2m⋆hme
~2
)3/2
(Ev − E)1/2 (2.34)
for holes in the valence band maximum.
In thermal equilibrium Fermi statistics applies for the electron system of the semicon-
ductor [1, 2]. The probability to find an electronic state Ei occupied at temperature T
is then given by the Fermi-Dirac distribution
fFD (Ei, EF) = 1
1 + exp
(
Ei−EF
kBT
) (2.35)
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where EF is the Fermi level. By summing up the occupied states in the bands the
concentration of free electrons n and holes p is found
n =
∞∫
Ec
De(E) 1
1 + exp
(
E−EF
kBT
)dE p = Ev∫
−∞
Dh(E) 1
1 + exp
(
EF−E
kBT
)dE . (2.36)
Inserting eq. 2.33 and eq. 2.34 yields
n =
1
2π2
(
2m⋆eme
~2
)3/2 ∞∫
Ec
√E − Ec
1 + exp
(
E−EF
kBT
)dE (2.37)
p =
1
2π2
(
2m⋆hme
~2
)3/2 Ev∫
−∞
√Ev − E
1 + exp
(
EF−E
kBT
)dE . (2.38)
Using the well known Fermi-Dirac integral F1/2(x) [95] (cf. sec. A.1) this can be rewritten
n = 2
(
m⋆emekBT
2π~2
)3/2
︸ ︷︷ ︸
:=Nc
F1/2
(EF − Ec
kBT
)
(2.39)
p = 2
(
m⋆hmekBT
2π~2
)3/2
︸ ︷︷ ︸
:=Nv
F1/2
(Ev − EF
kBT
)
. (2.40)
Nc and Nv are called the effective density of states in the conduction band minimum
and the valence band maximum, respectively. If Ec − EF > 4kBT and EF − Ev > 4kBT
the semiconductor is called non-degenerate and the Fermi-Dirac statistics describing
the free charge carriers can be approximated by classical Boltzmann statistics. Eq. 2.39
and 2.40 then read
n = Nc exp
(
−Ec − EF
kBT
)
(2.41)
p = Nv exp
(
−EF − Ev
kBT
)
. (2.42)
Of importance for the capacitance spectroscopic methods used in this work is the de-
pendence of n and p on the electric potential, which has so far been neglected. At
semiconductor surfaces and interfaces an electrical potential φ occurs such that the
bands are bent relative to the Fermi-level. The energy of an electron in the conduction
band is replaced by Ec → Ec − φ and that of a hole in the valence band by Ev → Ev − φ.
Therefore, eq. 2.41 and 2.42 become
n (φ) = n (φ = 0) exp
(
eφ
kBT
)
(2.43)
p (φ) = p (φ = 0) exp
(
− eφ
kBT
)
. (2.44)
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2.3.2 The occupancy of electronic defect states in thermal equilibrium
The occupancy degree of electronic states of (multi level-) traps is not simply given
by the Fermi-Dirac distribution function fFD (eq. 2.35) but a more general principle in
statistical physics must be applied - the canonical Gibbs’ distribution for systems with
variable number of particles. Following Bonc˘-Bruevic˘ and Kalas˘nikov [71] two inter-
acting systems must be considered – the crystal and the defect – which can exchange
electrons6. The electrons itself of course obey Fermi-Dirac statistics. Let M be the max-
imum number of electrons the defect can trap. A straight forward calculation evaluating
entropy changes when defect levels are occupied then leads to the probability to find the
defect binding exactly j electrons
Pj =
gj exp
(
jEF−Ej
kBT
)
M∑
j=0
gj exp
(
jEF−Ej
kBT
) (2.45)
with
gj = βj +
∑
m=1,2,...
βj,m exp
(
−Ej,m
kBT
)
. (2.46)
βj is the degeneracy of the ground state. There might exist excited states for the center
being occupied with j electrons with energy levels Ej,m above the ground state energy
Ej . Furthermore each of the excited states can be degenerated, which is considered in
βj,m.
For a single level trap with non-degenerate j = 0 (empty) state eq. 2.45 simplifies. The
probability to find the trap occupied is7
P1 =
g1 exp
(
−Et−EFkBT
)
1 + g1 exp
(
−Et−EFkBT
) = 1
1 + g1 exp
(
Et−EF
kBT
) . (2.47)
If the trap is hydrogenic the degeneracy factor can be calculated explicitly. The ground
state is the s-orbital (degeneracy 2), excited states are the sixfold degenerated p-orbital,
the tenfold degenerated d-orbital and so on. The excited hydrogen states obey E(n) =
Ry/n2 with n being the principal quantum number. Therefore g1 yields
g1 = 2 + 6 exp
(
−E(1)− E(2)
kBT
)
︸ ︷︷ ︸
p
+10 exp
(
−E(1)− E(3)
kBT
)
︸ ︷︷ ︸
d
+... (2.48)
In most practical cases the contributions of the excited states are negligible and the
degeneracy factor for a hydrogenic trap is g = 2.
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Figure 2.13: Schematic representation of the cap-
ture and emission rates of an electronic defect state
interacting with free charge carriers in the valence
and the conduction band.
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2.3.3 Capture and emission rates
Once the concentrations of free charge carriers n and p and optionally occurring monochro-
matic photon fluxes in the semiconductor are known, the rates for capture and emission
of charge carriers by the trap can be calculated. Altogether transitions are considered
in this work:
• the electron and hole capture rates cn and cp.
• the rates for the thermal emission of electrons into the conduction band ethn and
holes into the valence band ethp .
• the optical emission rates for trapped electrons eon and holes eop into the attributed
bands.
The transitions are schematically depicted in fig. 2.13. In the following the details of
the specific process, for example defect-lattice interactions etc., are not regarded since
they are contained in the attributed capture cross-section which is treated as a known
quantity.
eon and e
o
p have already been given in sec. 2.2.6. The capture rate of free charge carriers is
in full analogy to the capture rate of photons (which is identical to the optical emission
rate): A charge carrier flux Φn,p hits the trap’s capture cross-section
cn,p = Φn,pσn,p. (2.49)
Φn,p is related to n, p via the mean thermal velocity of the charge carriers. From now on
non-degeneracy of the semiconductor shall be assumed. The velocities are then Maxwell-
6In this section the electron picture is used for convenience.
7In the presence of a potential φ EF must be replaced by EF + eφ.
28
2.3 Defect occupancy statistics and time evolution equation
distributed [71] and therefore the mean thermal velocity is given by
〈vth〉 =
√
3kBT
m⋆e,hme
. (2.50)
and thus the capture rates are
cn = n〈vth〉nσn cp = p〈vth〉pσp. (2.51)
The thermal emission rates for a single level trap can be calculated from thermal equi-
librium occupancy using a detailed balance approach [63]. For most semiconductors, in
particular those with large bandgaps, only one species of free charge carriers must be
considered. The minority carrier concentration in equilibrium is negligibly low. There-
fore it is a good approximation to assume the trap to interact with only one band. For
convenience a donor interacting with the conduction band is considered. Analogous ad-
visements hold for an acceptor interacting with the valence band. In thermal equilibrium
the probability to find the trap occupied by an electron is given by equation 2.47. In
the following this probability will be labelled q. Steady state conditions require
dq
dt
= 0 = cn (1− q)− ethn q. (2.52)
Therefore,
q =
cn
cn + ethn
eq. 2.47
=
1
1 + g exp
(
−EF−EtkBT
) (2.53)
and with aid of eq. 2.51 and the electron concentration in the conduction band, eq. 2.41
ethn = cng
Nc
n
exp
(
−Ec − Et
kBT
)
= σn〈vth〉gNc exp
(
−Ec − Et
kBT
)
. (2.54)
is obtained. For thermal hole emission
ethp = σp〈vth〉gNv exp
(
−Et − Ev
kBT
)
. (2.55)
holds.
2.3.3.1 Arrhenius analysis and thermal activation energy
Since the thermal emission rates of electronic defect states were the mostly measured
observables in this work, a brief discussion of these quantities is necessary. A more
detailed analysis is given in [63]. In eqs. 2.54 and 2.55 the temperature dependence
is not fully described by the exponential terms. With aid of eqs. 2.31, 2.50, and 2.39
eq. 2.54 and eq. 2.55 can be rewritten
ethn (T ) ∝ T 2σ∞n exp
(
− E
b
n
kBT
)
exp
(
−Ec − Et
kBT
)
(2.56)
ethp (T ) ∝ T 2σ∞p exp
(
− E
b
p
kBT
)
exp
(
−Et − Ev
kBT
)
. (2.57)
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When the temperature dependence of ethn (T ) is measured, the quantities σ
∞
n and Ea :=
Ec−Et−Ebn can be calculated from the offset and the slope of the Arrhenius plot ln
(
ethn
T 2
)
vs. 1000T (and in total analogy σ
∞
n and Ea = Et − Ev − Ebp from ethp (T )). Ea is called the
thermal activation energy of the defect state.
2.3.3.2 Determination of the charge carrier capture barrier height of an electronic
defect state
Experimentally more involved (please refer to sec. 4.7.3.2) than the determination of
ethn (T ) and e
th
p (T ) is the measurement of temperature dependence of the capture rates
cn(T ) and cp(T ). If these quantities are known in a temperature range, where the
concentration of free charge carriers is almost constant, eqs. 2.31 and 2.51 yield
σ∞n exp
(
− E
b
n
kBT
)
∝ cn(T )√
T
and σ∞p exp
(
− E
b
p
kBT
)
∝ cp(T )√
T
. (2.58)
Hence, the height of the capture barrier for free charge carriers of the level, Ebn,p, can be
obtained from the slope of the Arrhenius plot ln
(
cn√
T
)
vs. 1000T .
2.3.4 The occupancy of an electronic defect state under non-equilibrium
conditions
In this section the occupancy of an electronic defect state shall be discussed for three
experimentally relevant non-equilibrium situations. The capture and emission processes
considered in the previous sections lead to a rate equation for the time evolution of the
defect occupancy8 [63, 65]
dq
dt
=
(
cn + e
th
p + e
o
p
)
(1− q)−
(
ethn + e
o
n + cp
)
q. (2.59)
If non of the rates is time dependent
q (t→∞) = q(∞) = cn + e
th
p + e
o
p
cn + ethp + e
o
p + e
th
n + e
o
n + cp
(2.60)
holds.
(a) Exponential relaxation The first case to be discussed is the exponential relaxation
of the system from a non-equilibrium occupancy into the equilibrium given by eq. 2.60.
Let q(t = 0) = q(0) be the prepared initial state. The ansatz for this problem is
q(t) = q(∞) + [q(0)− q(∞)] exp (−rt) . (2.61)
Inserting this into eq. 2.59 yields the relaxation rate
r = cn + e
th
p + e
o
p + e
th
n + e
o
n + cp. (2.62)
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Figure 2.14: An electronic defect state
surrounded by an oscillating charge carrier
density. The spectra of q1 and q2 calculated
by eqs. 2.71 and 2.72.
(b) Oscillating majority carrier density A second experimentally relevant situation is
to find the trap surrounded by an oscillating majority carrier density. Then the capture
rate for the majority carriers is sinusoidally time-dependent. In the following a n-type
conducting semiconductor is considered; for p-type the same arguments hold. Parts of
the calculation follow Losee [96] and Duen˜as et al. [97]. The time-dependent electron
density is
n (t) = n= + n≈ sin (ωt) n≈ < n= (2.63)
with ω being the angular frequency of the oscillation. n= denotes the (static) mean
electron concentration and n≈ is the oscillating part.
For convenience
en := e
th
n + e
o
n + cp ep := e
th
p + e
o
p 〈cn〉 := σn〈vth〉nn=. (2.64)
are introduced. With it eq. 2.59 reads
dq
dt
=
(
〈cn〉
[
1 +
n≈
n=
sin (ωt)
]
+ ep
)
(1− q)− enq. (2.65)
The solution is searched in the form
q(t) = q0 + q1 sin (ωt) + q2 cos (ωt) . (2.66)
Inserting the ansatz into eq. 2.65, neglecting higher order harmonics, and equating the
coefficients yields
1 : 0 = (〈cn〉+ ep) (1− q0)− enq0 (2.67)
sin : 0 = ωq2 − [〈cn〉+ ep + en] q1 + 〈cn〉 n≈
n=
(1− q0) (2.68)
cos : 0 = −ωq1 − [〈cn〉+ ep + en] q2. (2.69)
8Eq. 2.52 used to calculate ethn , e
th
p was a special case of eq. 2.59 for one band interactions only and the
absence of light.
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From these equations the mean occupancy of the trap is found
q0 =
〈cn〉+ ep
〈cn〉+ ep + en . (2.70)
The oscillation of the mean occupancy in phase with the oscillation of the electron density
is
q1 = (1− q0)
〈cn〉 n≈n= [〈cn〉+ ep + en]
ω2 + [〈cn〉+ ep + en]2
, (2.71)
whereas the 90 degree phase shifted part is
q2 = (1− q0)
〈cn〉 n≈n=ω
ω2 + [〈cn〉+ ep + en]2
. (2.72)
In fig. 2.14 q1 and q2 are plotted in dependence of ω. For ω = 〈cn〉+ep+en a turning point
occurs in q1 and q2 is maximum. It can be easily shown that q2 is the Kramers-Kronig
transform of q1 and vice versa, see sec. A.2.
(c) Sinusoidally time-dependent optical emission rates The third point of the dis-
cussion on eq. 2.59 is its solution under sinusoidally time-dependent optical emission
rates,
eon(t) = e˜
o
n [1 + sin(ωt)] (2.73)
eop(t) = e˜
o
p [1 + sin(ωt)] , (2.74)
with ω being the angular frequency of the incident light, e˜on, e˜
o
p are half the maxima of
the optical emission rates. The rate equation then reads
dq
dt
=
[
cn + e
th
p
]
︸ ︷︷ ︸
:=c
(1− q)−
[
ethn + cp
]
︸ ︷︷ ︸
:=e
q + eop (t) (1− q)− eon (t) q. (2.75)
Inserting eq. 2.73 and 2.74 yields
dq
dt
=
(
c+ e˜op
)− (c+ e+ e˜op + e˜on) q + e˜op sin (ωt)− (e˜op + e˜on) sin (ωt) q. (2.76)
Again the harmonic ansatz eq. 2.66 is used and products of trigonometric functions are
neglected. Equating the coefficients leads to
1 : 0 = c+ e˜op − q0
(
c+ e+ e˜op + e˜
o
n
)
(2.77)
sin (ωt) : ωq0 = q1
(
c+ e+ e˜op + e˜
o
n
)− e˜op + q0 (e˜op + e˜on) (2.78)
cos (ωt) : ωq1 = − q2
(
c+ e+ e˜op + e˜
o
n
)
. (2.79)
The mean occupancy can be obtained from eq. 2.77 and, as expected, is equal to eq. 2.60
with eon, e
o
p substituted by their average value
q0 =
cn + e
th
p + e˜
o
p
cn + ethp + e
th
n + cp + e˜
o
p + e˜
o
n
. (2.80)
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Figure 2.15: (a): A midgap level acting as recom-
bination center capturing free electrons and holes by
multiphonon emission.
(b), (c), and (d): The generation of electron hole
pairs by a defect state in a two step process involv-
ing at least one optical emission rate. Photon ener-
gies less than the band gap of the semiconductor are
sufficient for the electron hole pair generation.
Eq. 2.80 and 2.78 yield the change of the occupancy in phase with the optical emission
rates
q1 =
e˜op
(
ethn + cp
)− e˜on (cn + ethp )
ω2 +
(
cn + ethp + cp + e
th
n + e˜
o
n + e˜
o
p
)2 . (2.81)
From eq. 2.79 the 90 degree phase shifted occupancy is obtained
q2 =
−ω
cn + ethp + e
th
n + cp + e˜
o
p + e˜
o
n
q1. (2.82)
2.3.5 The electron-hole pair generation and recombination rates of an
electronic defect state
A defect interacting with both bands can generate electron-hole pairs under illumination,
even at photon energies lower than the electronic band gap of the semiconductor. On the
other hand the defect can capture electrons and holes in succession and therefore strongly
influence the lifetime of minority carriers. It acts then as a recombination centre. Defects
occupied by an electron can either emit electrons into the conduction band or capture
holes, empty defects can emit holes into the valence band or capture electrons. The
emission processes will contribute to the generation of electron-hole pairs, the capture
processes to their recombination. Therefore the generation rate (or recombination rate
in case it is negative), is given by9
reh =
(
ethn + e
o
n − cp
)
q +
(
ethp + e
o
p − cn
)
(1− q) . (2.83)
If non of the rates is time dependent, the equilibrium occupancy of the defect is given
by eq. 2.60. This leads to
reh = 2
(
ethn + e
o
n
) (
ethp + e
o
p
)− cncp
cn + ethp + e
o
p + cp + e
th
n + e
o
n
. (2.84)
9reh is actually the rate free charge carriers are generated. The number of electron hole pairs generated
per unit time is reh/2.
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In case of optically chopped light, eon and e
o
p can be treated as sinusoidally time depen-
dent and reh(t) can be obtained using q(t) = q0+ q1 sin(ωt)+ q2 cos(ωt) with q0, q1, and
q2 as given in eq. 2.80, 2.81, and 2.82.
Experimentally often up to four out of the six capture and emission rates are suppressed.
In the following four of the situations which are depicted in figure 2.15 will be sketched.
(a) Recombination centre Consider an electronic midgap level in a semiconductor at
sufficiently low temperature such that ethn and e
th
p are negligibly small. Furthermore the
experiment shall be conducted in the dark, therefore eon = e
o
p = 0. The mean occupancy
of the defect is then given by
q∞ =
cn
cn + cp
. (2.85)
With eq. 2.84 the recombination rate becomes
reh = −2 cncp
cn + cp
−→ 1
reh
= −1
2
(
1
cn
+
1
cp
)
. (2.86)
(b) Electron-hole pair generation by a midgap level Again a midgap level shall be
considered but, in contradiction to (a), the electron and hole concentration shall be low
and a monochromatic photon flux is present. Then cn, cp, e
th
n , and e
th
p can be neglected
at sufficiently low temperatures. Regarding the optical emission rates two situations
are of interest in this work. First reh in case of static illumination (eon and e
o
p are time
independent) is derived, then eon and e
o
p are considered to be sinusoidally time dependent.
With these assumptions eq. 2.83 simplifies to
reh = eonq + e
o
p (1− q) . (2.87)
With aid of eq. 2.60 and under static illumination the occupancy of the defect level is
q =
eop
eon + e
o
p
. (2.88)
Then reh is found to be
reh = 2
eone
o
p
eon + e
o
p
. (2.89)
If the optical rates are sinusoidally time dependent as given by eq. 2.73 and eq. 2.74, also
q is time dependent, q(t) = q0 + q1 sin (ωt) + q2 sin (ωt) . q0, q1, and q2 were calculated
in eq. 2.80, 2.81, and 2.82 and read with the assumptions made for this process
q0 =
e˜op
e˜on + e˜
o
p
q1 = 0 q2 = 0. (2.90)
The ansatz for reh is
reh(t) = reh0 + r
eh
1 sin (ωt) + r
eh
2 cos (ωt) . (2.91)
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Inserting this and q(t) into eq. 2.87, neglecting products of trigonometric functions, and
equating the coefficients, yields
reh0 = 2
e˜one˜
o
p
e˜on + e˜
o
p
reh1 = 2
e˜one˜
o
p
e˜on + e˜
o
p
reh2 = 0. (2.92)
Please note that the reh2 = 0 means that no phase shift between the incident light, and
therefore eon(t) and e
o
p(t), and r
eh(t) exists. Since this is not the case for the processes
(c) and (d), the zero phase shift clearly indicates (b).
(c) Electron hole pair generation by a defect level close to the valence band Con-
sider a defect state in the vicinity of the valence band edge. Then it thermally emits
holes into the valence band with the emission rate ethp given by eq. 2.55. Furthermore
Eg ≫ kBT is assumed such that ethn is negligibly small. The concentrations of free charge
carriers shall be vanishing such that there is no capture of either electrons or holes. In
order to emit electrons into the conduction band with rate eon, hν > Ec − Et is required
for the monochromatic photon flux. Since Et − Ev ≪ hν and due to the decrease of σop
with increasing photon energy (cf. fig. 2.9), eop ≪ eon and eop ≪ ethp can be assumed and
eop can be neglected.
The identical procedure as in (b) under static illumination leads to
q =
ethp
eon + e
th
p
and reh = 2
eone
th
p
eon + e
th
p
. (2.93)
In case of sinusoidal illumination, eon(t) = e˜
o
n (1 + sin (ωt)), the coefficients for q(t) given
by eq. 2.80, 2.81, and 2.82 simplify to
q0 =
ethp
e˜on + e
th
p
(2.94)
q1 = −
e˜one
th
p(
ethp + e˜
o
n
)2 × 1
1 +
[
ω/
(
e˜on + e
th
p
)]2 (2.95)
q2 =
e˜one
th
p(
ethp + e˜
o
n
)2 × ω/
(
ethp + e˜
o
n
)
1 +
[
ω/
(
e˜on + e
th
p
)]2 . (2.96)
Inserting these into the eq. 2.83 and neglecting cn, cp, e
o
p, e
th
n , and products of trigono-
metric functions, and equating the coefficients yields
reh0 = 2
e˜one
th
p
e˜on + e
th
p
(2.97)
reh1 =
e˜one
th
p
e˜on + e
th
p
(
1− e˜
o
n − ethp
e˜on + e
th
p
× 1
1 +
[
ω/
(
e˜on + e
th
p
)]2
)
(2.98)
reh2 =
e˜one
th
p
e˜on + e
th
p
× e˜
o
n − ethp
e˜on + e
th
p
× ω/
(
e˜on + e
th
p
)
1 +
[
ω/
(
e˜on + e
th
p
)]2 . (2.99)
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Figure 2.16: Spectral dependence of the electron hole pair generation rate coefficients of an electronic
defect state in the vicinity of the valence band (case (c) in fig. 2.15) under sinusoidal illumination.
The plots become valid for case (d), if the indices n and p are exchanged.
It is instructive to glance at the limits e˜on ≫ ethp and ethp ≫ e˜on. In the first case,
reh0 = 2e
th
p r
eh
1 = e
th
p
(
1− 1
1 +
[
ω/e˜on
]2
)
reh2 = e
th
p
ω/e˜on
1 +
[
ω/e˜on
]2 , (2.100)
is found, in the latter
reh0 = 2e˜
o
n r
eh
1 = e˜
o
n
(
1 +
1
1 +
[
ω/ethp
]2
)
reh2 = −e˜on
ω/ethp
1 +
[
ω/ethp
]2 . (2.101)
The spectra of reh1 (ω) and r
eh
2 (ω) in these limits are depicted in fig. 2.16.
(d) Electron hole pair generation by a defect level close to the conduction band In
this case the same arguments as in (c) hold. The expressions derived in the previous
section become valid for this situation by simply replacing the index n by p and vice
versa.
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interfaces
A surface or interface breaks the crystal symmetry and along the junction a space charge
region develops which penetrates up to several micrometers into the semiconductor. In
this region, electronic defect states are ionised and cause a strong electric field and hence
a voltage drop perpendicular to the interface plane. The potential distribution in the
space charge region obeys Poisson’s equation in one dimension for which different an-
alytical solutions as well as an algorithm for its numerical solution are outlined. The
total charge in the space charge region depends on the potential distribution and thus
it exhibits a capacitance. Well-known approximate solutions for the voltage dependence
of the capacitance are discussed and an analytic solution for the case of homogeneous
doping is calculated.
The space charge regions used in this work were provided by Schottky contacts. Differ-
ent equivalent circuits to model the ZnO thin film Schottky diodes are mentioned. The
current-voltage characteristics of a Schottky diode is discussed in brief. The focus is
on the admittance of the Schottky diode for which a numerical model was developed,
explaining most of the results of the space charge spectroscopic measurements on ZnO
Schottky diodes conducted in this work.
3.1 The metal-semiconductor interface
Schottky contacts shall serve to explain the formation of a space charge region at semi-
conductor interfaces since all space charge regions used in this work were provided by
Schottky contacts. But there is also a second reason to illustrate the physics of a space
charge region using the example of the metal-semiconductor interface. Due to charge
neutrality of the solid, each space charge region has a counterpart of opposite charge.
In the case of a metal-semiconductor interface an accumulation region is found in the
metal. It is much thinner than the depletion region in the semiconductor due to the
high electron concentration in the metal. Therefore, the potential almost totally drops
across the space charge region in the semiconductor so that in electrical measurements
the properties of the space charge region in the metal are hidden. In this work a Schottky
contact is therefore regarded as an isolated space charge region.
The formation of a Schottky barrier shall be outlined in brief following [2]. Consider
a metal and a n-type conducting semiconductor apart from each other at equal tem-
perature. In general their Fermi energies, EFm and EFs will be different. Typically the
electrons in the conduction band of the semiconductor will have higher energies than
those at the Fermi level in the metal. This situation is depicted in the left sketch of
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Figure 3.1: The development of a Schottky barrier. On the left hand side the positions of the Fermi
levels in the metal and the semiconductor are shown in case both materials are apart from each other. The
right hand side picture shows the potential barrier in the semiconductor which developed immediately
after the contact of the materials.
fig. 3.1. What happens if both materials are brought into contact is, that the electrons
in the conduction band states of the semiconductor diffuse into the metal leaving a pos-
itively charged region along the interface plane. At the metal side of the junction the
electrons accumulate. The positive and negative charges generate an electric field per-
pendicular to the interface pointing towards the semiconductor. The net electron current
from semiconductor to metal lasts until the diffusion and the field induced drift currents
compensate. This is equivalent to the equality of the Fermi levels, EFm = EFs = EF.
The voltage drop ∆φ over the junction is called built-in voltage . Therefore an electron in
the conduction band of the semiconductor must overcome the built-in potential barrier
(fig. 3.1, right hand side)
Φbi = −e∆φ = Emw − χs − (Ec − EF) (3.1)
when transferred into the metal. Emw and χs are the electron work functions of the metal
and the semiconductor, respectively. Ec−EF is the energetic distance between the Fermi
level and the conduction band edge far away from the metallurgical interface.
In case an external voltage Vext is applied, the potential barrier can be increased or low-
ered. Furthermore Vext influences the extension of the space charge region and therefore
the number of charges along the interface. Hence the space charge region has a voltage
dependent capacitance.
3.2 Potential distribution and capacitance-voltage dependence
of a space charge region
In the following sections, the potential distribution perpendicular to the interface plane
and the associated capacitance of the space charge region will be discussed. With the
application to ZnO in mind, an n-type conducting semiconductor is assumed throughout
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the derivations1. It will be focussed on three different solutions of Poisson’s equation in
one dimension, which is obeyed by the potential distribution
d2φ
dx2
= − 1
ǫsǫ0
ρ
(
φ, ~E, x
)
. (3.2)
This problem has first been solved by Schottky and Spenke [21] assuming homogeneous
doping of the semiconductor and a totally depleted space charge region. Van Opdorp
[98] calculated the potential distribution for particular doping profiles of technical im-
portance. Furthermore he described a method to determine arbitrary net doping profiles
from the measured capacitance voltage dependence. In the present work a more general
form of van Opdorp’s solution was derived (sec. 3.2.1) using an Euler integral kernel
which represents all solutions of eq. 3.2 in case ρ is only dependent in x. Also for the
second limit – ρ is homogeneous in space but depends on φ – an analytical solution for
potential and capacitance of the space charge region was derived in this work [99, 100],
see sec. 3.2.2. Finally, a numerical algorithm was implemented to solve eq. 3.2 in the
general case (sec. 3.2.3).
3.2.1 A space charge region treated within the abrupt approximation
Following Schottky’s [21] idea of a totally depleted space charge region of width wscr and
respecting charge neutrality of the semiconductor far away from the junction, the charge
density ρ in an arbitrarily doped space charge region is given by
ρ (x) =
{
e
[∑
N+d (x)−
∑
N−a (x)
]
0 < x < wscr
0 x > wscr
. (3.3)
∑
N+d and
∑
N−a are the total concentrations of ionised donors and acceptors, respec-
tively. If electric field effects are neglected, Poisson’s equation, eq. 3.2, simplifies to
d2φ
dx2
= − 1
ǫsǫ0
ρ (x) . (3.4)
From the general theory of ordinary differential equations [101] it is known that – using
the Euler kernel (x− y) – all solutions of eq. 3.4 on the finite interval 0 < x < wscr are
given by the integral equation
φ(x) = − 1
ǫsǫ0
x∫
0
(x− y) ρ(y)dy + c1x+ c2. (3.5)
c1 and c2 are constants which – as well as wscr – can be calculated from the boundary
conditions of the problem:
φ(0) = φ0 =
Φbi
e
+ Vext φ (wscr) = 0 ~E (wscr) = 0. (3.6)
1For a p-type semiconductor the formulas can be obtained by replacing electrons by holes and donors
by acceptors.
39
3 Space charge regions at semiconductor interfaces
These result from the assumption that the applied voltage totally drops across the space
charge region and that only negligibly small currents flow, which is equivalent to the
absence of an electric field in the semiconductor bulk. Immediately
c2 = φ0 (3.7)
c1 =
1
wscr

 1
ǫsǫ0
wscr∫
0
(wscr − y) ρ (y) dy − φ0

 . (3.8)
is found. Hence the electric field, E = −dφdx , is
E(x) =
1
ǫsǫ0
x∫
0
ρ(y)dy − 1
wscr

 1
ǫsǫ0
wscr∫
0
(wscr − y) ρ(y)dy − φ0

 . (3.9)
This must become zero for x = wscr
E (x = wscr) = 0 =
1
ǫsǫ0
wscr∫
0
ρ(x)dx− 1
ǫsǫ0
wscr∫
0
ρ(x)dx+
1
wscrǫsǫ0
wscr∫
0
xρ(x)dx− φ0
wscr
(3.10)
and a relation between φ0 and wscr is found
φ0 = − 1
ǫsǫ0
wscr∫
0
xρ(x)dx. (3.11)
Eq. 3.11 can be regarded as the definition of the space charge region width.
Now the electrostatic capacitance C of the space charge region is calculated. It is defined
by
C =
∣∣∣∣ dQdφ0
∣∣∣∣ . (3.12)
The total charge Q in the space charge region is
Q = Ac
wscr∫
0
ρ(x)dx, (3.13)
where Ac is the area of the contact. Using eqs. 3.12, 3.11, 3.13, and the chain rule,
C =
∣∣∣∣ dQdφ0
∣∣∣∣ =
∣∣∣∣∣ dQdwscr 1dφ0dwscr
∣∣∣∣∣ = Acρ (wscr) 11
ǫsǫ0
wscrρ (wscr)
=
Acǫsǫ0
wscr
. (3.14)
is found. This an important result for almost every space charge spectroscopic method
(sec. 4) since the capacitance can be used as a measure for the width of the space charge
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region. Once wscr is known, information about ρ(w) can be gained. It is contained in
eq. 3.11. Deriving it by wscr yields
dφ0
dwscr
= − 1
ǫsǫ0
wscrρ (wscr)
eq. 3.14
= −Ac
C
ρ (wscr) . (3.15)
In order to express ρ (wscr) by experimentally accessible quantities, eq. 3.14 can be used.
Substituting wscr yields
dφ0
dwscr
=
dφ0
dC
dC
dwscr
=
dφ0
dC
−Acǫsǫ0
w2scr
= −dφ0
dC
C2
Acǫsǫ0
. (3.16)
Inserting eq. 3.15 into eq. 3.16 yields
ρ (wscr) =
dφ0
dC
C3
A2cǫsǫ0
=
2
A2cǫsǫ0
d 1
C2
dφ0
. (3.17)
This expression was first calculated by van Opdorp [98]. It can be used to determine
doping profiles from the voltage dependent capacitance, in particular from the slope of
the 1
C2
vs. φ0 plot. This will be discussed in sec. 4.1.
3.2.1.1 The Schottky limit
The general expressions discussed above shall now be applied to a homogeneously doped
space charge region at a semiconductor interface, e.g. a Schottky diode. This was the
additional assumption Schottky made to solve this problem. Then the charge density is
ρ (x) =
{
e
[∑
N+d −
∑
N−a
]
0 < x < wscr
0 x > wscr
. (3.18)
Eq. 3.5 can be solved analytically and the potential is found
φ (x) =
1
ǫsǫ0
ρ
w2scr
2
[
x
wscr
− x
2
w2scr
]
+ φ0
(
1− x
wscr
)
. (3.19)
The integral in eq. 3.11 can be evaluated. This yields the space charge region width in
dependence of the interface potential
wscr (φ0) =
√
−2ǫsǫ0
ρ
φ0. (3.20)
Finally, the capacitance-voltage dependence is
C (φ0) = Ac
√
−ǫsǫ0ρ
2φ0
. (3.21)
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3.2.2 Exact solution for the capacitance of a homogeneously doped space
charge region
In sec. 3.2.1 a totally depleted space charge region into which no electrons can penetrate
was assumed. The numerical solutions of eq. 3.2 (see sec. 3.2.3) justify this assumption
which – especially at low temperatures – is often almost perfect. However, at finite tem-
peratures the electron concentration decreases exponentially into the space charge region
(Debye tail) due to the thermal energy of the charge carriers2. At high temperatures,
where the electrons exhibit enough energy to penetrate deeply into the space charge
region, or in the case of low barrier heights φ0, the convenient approximation of total
depletion fails. In particular a real sample never shows C (wscr → 0) = ∞ as expected
from eq. 3.14.
In this work analytical expressions for the exact solution of eq. 3.2 were found in case
that ρ is not explicitly dependent on x, or, in other words, of homogeneous doping pro-
files. The original work is published in [99] and [100].
The potential distribution again obeys Poisson’s equation eq. 3.2 with the charge density
ρ = ρ (φ) . (3.22)
Following Kamke [101], a second order differential equation with no explicit dependence
on x
f
(
y, y′, y′′
)
= 0 (3.23)
and solutions that exhibit a one to one relation x(y) ↔ y(x) can be treated as follows:
The first derivative is expressed by a new function. In this case it natively is the electric
field
dφ
dx
= −E. (3.24)
With aid of the chain rule, the second derivative reads
d2φ
dx
= −dE
dx
= −dE
dφ
dφ
dx
=
E
dφ
E. (3.25)
Since
d
dx
(
u2(x)
)
= 2u
du
dx
, (3.26)
Poisson’s equation can be rewritten
d2φ
dx2
= −ρ (φ)
ǫsǫ0
=
1
2
dE2 (φ)
dφ
. (3.27)
From the potential distribution obtained within the depletion region approximation it
is known, that the relation φ(x) ↔ x (φ) is bijective, therefore E (φ) can be obtained
from3
E (φ) = ±
√√√√√ 2
ǫsǫ0
0∫
φ
ρ (φ) dφ. (3.28)
2The numerically calculated electron concentration at a space charge region is depicted in fig. 3.9.
3The minus sign holds for a n-type, the plus for a p-type semiconductor.
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With aid of the theorem of the inverse function dx(φ)dφ =
1
E(φ) it is found
x (φ) =
φ∫
0
dφ˜
E
(
φ˜
) . (3.29)
Thus the potential φ can be calculated solving the integrals 3.28 and 3.29. Without
explicitly solving the potential problem, a useful expression for the capacitance of the
space charge region can be derived. Therefore, the total charge in the space charge
region is calculated
Q = Ac
∫ ∞
0
ρ [φ(x)] dx (3.30)
and – owing to the bijective relation between x and φ – the integration can be transformed
into
Q = Ac
0∫
φ0
− ρ (φ)
E (φ)
dφ. (3.31)
Hence, the capacitance is given by
C =
∣∣∣∣ dQdφ0
∣∣∣∣ =
∣∣∣∣Ac ρ (φ0)E (φ0)
∣∣∣∣ . (3.32)
Therefore, C is determined by the electric field and the charge at the interface. Please
note, that the same expression is obtained for a homogeneously doped space charge
region within the abrupt approximation.
3.2.2.1 Application to a Schottky diode
Consider a n-type conducting semiconductor, homogeneously doped by only one donor
species of concentration Nd. The dopant shall introduce an electronic state Ec − Ed into
the band gap of the semiconductor. Furthermore the semiconductor is assumed to be
non-degenerate and with a negligibly low hole concentration. The compensating accep-
tors shall be negatively charged and their concentration is Na. Under these conditions
and the usage of eqs. 2.43 and 2.47 the charge density is
ρ (φ) = −en0 exp
(
eφ
kBT
)
+
eNd
1 + g exp
(
EF−Ed+eφ
kBT
) − eNa. (3.33)
It is convenient to define
γ := g exp
(EF − Ed
kBT
)
. (3.34)
Then the charge density reads
ρ (φ) = −en0 exp
(
eφ
kBT
)
+
eNd
1 + γ exp
(
eφ
kBT
) − eNa. (3.35)
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Figure 3.2: Exact solution for the capacitance of a homogeneously doped Schottky diode (eq. 3.41).
While in the Schottky approximation the capacitance rises to infinity in the flat-band case, the exact
solution is always finite. (Figure is adapted from [100].)
Charge neutrality can be assumed for φ = 0 and find γ = Ndn0+Na − 1. With the dimen-
sionless variables4
ζ :=
eφ
kBT
and δc :=
Na
Nd
(3.36)
ρ becomes
ρ (ζ)
eNd
=
1
1 + γ exp(ζ)
− exp(ζ)
1 + γ
+ δc [exp(ζ)− 1] (3.37)
and is ready for integration,∫
ρ (ζ)
eNd
dζ = (1− δc)ζ − ln [1 + γ exp(ζ)]−
(
1
1 + γ
− δc
)
exp(ζ). (3.38)
Inserting this result into eq. 3.28 yields the dependence of the electric field on the po-
tential
E = −
√
2e
ǫsǫ0kBT
√√√√√− ζ∫
0
ρ
(
ζ˜
)
dζ˜ (3.39)
= −
√
2e2Nd
ǫsǫ0kBT
[
− (1− δc) ζ − ln
(
1 + γ
1 + γeζ
)
+
(
1
1 + γ
− δc
)
(eζ − 1)
]
.(3.40)
To best of the authors knowledge, the integral eq. 3.29 yielding the potential distribution
cannot be solved analytically. Fortunately – owing to eq. 3.32 – the capacitance, which
4δc is the degree of acceptor compensation in the semiconductor.
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Figure 3.3: Schematics of the shooting algorithm employed to calculate the potential distribution in
a semiconductor space charge region numerically.
is the quantity obtained in the experiments, can be calculated without knowing the
potential distribution
C(ζ) =
Ac
√
ǫsǫ0e2Nd
2kBT
[
1
1+γeζ0
− eζ01+γ + δc
(
eζ0 − 1)]√
− (1− δc) ζ0 − ln
(
1+γ
1+γeζ0
)
+
(
1
1+γ − δc
)
(eζ0 − 1)
. (3.41)
Please note, the potential at the interface is negative for an n-type semiconductor, ζ0 < 0.
Eq. 3.41 is displayed in fig. 3.2.2.1.
3.2.3 Outline of a numerical solution of the one-dimensional Poisson’s
equation
If the concentration of electronic defect states in the space charge region is inhomoge-
neous, an exact solution of eq. 3.2 can only be obtained numerically. Usually a boundary
value problem is solved by setting up a grid and transforming the differential equation
into a set a linear equations [102]. Since ρ
(
φ, ~E, x
)
is in general highly non-linear,
linear algebra is not directly applicable. Therefore, a different approach was made and
the problem was transformed into an initial value problem, starting the integration at
the semiconductor interface, x = 0. Of course, one of the initial values – the elec-
tric field E(0) = E0 – is unknown. To solve this problem, a shooting algorithm (see
fig. 3.3), which converges exponentially, is employed to calculate E(0). The idea is to
integrate Poisson’s equation thrice up to a user-defined maximum x-value xmax. First,
the algorithm starts with an electric field Emax0 which is larger than for the real so-
lution. The second time Emin0 is chosen too low. Subsequently a third integration is
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Figure 3.4: Comparison of the potential distribution at a homogeneously doped
`
1016 cm−3
´
ZnO
space charge region calculated within the Schottky approximation (eq. 3.19), solving (numerically) the
integral of the analytic solution (eqs. 3.28 and 3.29), and employing the numerical algorithm described
in sec. 3.2.3. The interface potential was chosen φ0 = −2V.
performed with Emid0 =
Emax0 +E
min
0
2 . This results in three values for the electrical poten-
tial at xmax: φ (xmax, E
max
0 ), φ
(
xmax, E
mid
0
)
, and φ
(
xmax, E
min
0
)
. In the next step, the
algorithm checks, if
φ
(
xmax, E
mid
0
)
< 0 < φ (xmax, E
max
0 ) or φ
(
xmax, E
min
0
)
< 0 < φ
(
xmid, E
mid
0
)
holds (φ (xmax) = 0 is, like in the calculations before, the boundary condition for the
problem). In the first case, Emin0 , in the latter E
max
0 is set to E
mid
0 . Then the integration
start again. The algorithm stops if both φ (xmax, E
max
0 ) and φ
(
xmax, E
min
0
)
are both with
in a user defined tolerance ǫ.
For the integration a fourth order Runge-Kutta-Fehlberg algorithm (RKF) [103] was em-
ployed. An advantage of RKF compared to pure Runge-Kutta algorithm is the variable
step-width of the integration and the built-in error control. In fig. 3.4 the potential dis-
tribution computed by this algorithm is compared with the Schottky approximation and
the analytic solution given by eqs. 3.28 and 3.29. A good agreement with the analytic
solution is found.
3.3 The non-ideal Schottky diode
Up to now, ideal space charge regions were considered. However, real-life Schottky diodes
exhibit wire resistances and non-ideal contacts. In the following the equivalent circuit
of a non-ideal Schottky diode is given and the resulting current-voltage characteristics
as well as the admittance shall be discussed.
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3.3.1 Equivalent circuit of a real Schottky diode
R
p
(T
,V
ex
t,
f
)
C
(T
,V
ex
t,
f
)
Rs (T )
The sketch on the left depicts an equivalent circuit for
a real Schottky diode. The series resistance Rs is stem-
ming from the resistance of the wires connecting the
device with the power supply and from the resistance of
semiconductor bulk, which is – due to electron concen-
tration and mobility – strongly temperature dependent.
Also leakage currents due to imperfect metal contacts
which lower the – in the ideal device infinitely high –
parallel resistance Rp were neglected. If the capacitance
of the Schottky diode is determined from phase shift
and amplitude of the sinusoidal current driven by an
AC voltage applied to the diode, it will appear to be
temperature and frequency dependent.
3.3.2 The current-voltage characteristics of a Schottky diode
The current flow through a Schottky diode is dominated by the majority charge carriers
[2]. In the following an n-type semiconductor is assumed. Following Sze [70] the current
due to the external voltage Vext is an interplay of the processes:
1. thermionic emission of the electron over the barrier,
2. tunneling through the barrier,
3. hole injection from the metal with subsequent recombination (a) in the space charge
region or (b) in the bulk.
The dominant process under the experimental conditions used in this work is the ther-
mionic emission over the barrier. Tunneling must be considered for very thin barriers
and hence high doping concentrations5 [2]. For the Pd/ZnO Schottky contacts used in
this study, hole injection from the metal has not been observed.
The emission over the barrier can be described either in thermionic emission theory or
within diffusion theory. In both theories the current density – neglecting Rs and Rp – is
j (Vext) = js
[
exp
(
Vext
nidkBT
)
− 1
]
. (3.42)
js ∝ T is the saturation current density which is the upper limit of the reverse current
density through the diode and nid > 1 is the ideality factor as defined in [2]. For a real
life device the equivalent circuit, sec. 3.3.1, applies. Since a DC voltage is applied, the ca-
pacitor becomes an infinite resistor and can be neglected. Using eq. 3.42 and Kirchhoff’s
5Tunneling through the barrier can become dominant for the diodes used in this work at low tempera-
tures, T < 10K.
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Figure 3.5: The current-voltage characteristics
of an ideal (Rs = 0, Rp = ∞) and a real Schot-
tky diode. The saturation current was chosen
Is = 10
−5 A and the temperature amounts to T =
300K. In the case of the real diode Rs = 100Ω
and Rp = 10 kΩ, which are typical values for the
ZnO/Pd Schottky diodes used in this study.
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laws, an implicit equation is found [2] from which the current-voltage characteristics of
a real Schottky diode can be calculated numerically
0 = Is
[
exp
(
e (Vext − IRs)
kBT
)
− 1
]
+
Vext
Rp
− I
(
1 +
Rs
Rp
)
. (3.43)
Is = Acjs is the saturation current of the real diode. Due to finite parallel resistance
Rp, the reverse current is no longer bounded by Is, but increases with increasing reverse
voltage Vr. At forward voltages Vext ≫ kBTe the differential resistance of the diode
becomes small compared to Rs and the current-voltage characteristics is dominated by
Rs. In fig. 3.5 eq. 3.42 and 3.43 are plotted.
3.3.3 The admittance of a non-ideal Schottky diode
When a Schottky diode is used in defect studies usually, the admittance Y of the sample
is determined by an LCR meter. Following Orton and Blood [63], an admittance mea-
surement shall be discussed in brief. At the terminals of the equivalent circuit, sec. 3.3.1,
a voltage
Vext (t) = V
=
ext + V
≈
ext sin (ωt) (3.44)
is applied. eV =ext + Φbi defines the Schottky barrier height and V
≈
ext is a small test level,
that periodically varies the number of space charges. Neglecting non-linear effects, the
system responds with a phase shifted current
I (t) = I= + I≈ sin (ωt+ ϕ) . (3.45)
Since only two quantities can be obtained from I (t), amplitude I≈ and phase shift ϕ of
the current are usually assumed to stem from a parallel circuit of an ideal resistor and
an ideal capacitor. In doing so, Rs is assumed to be negligibly small. The admittance
Y is
Y =
I≈
V ≈ext
cos (ϕ) + i
I≈
V ≈ext
sin (ϕ) = Gap + iωCap. (3.46)
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Figure 3.6: The admittance of a non-ideal Schottky diode. (a) real and (b) imaginary part of Y˜
calculated with aid of eq. 3.49. (c) is the imaginary part of Y˜ normalised on ω˜.
with Cap and Gap being the apparent capacitance and conductance, respectively. Often
– especially when experimental data is presented – Cap is regarded as the electrostatic
capacitance C of the Schottky diode, as has been calculated in sec 3.2. This is only
true for temperatures at which all defect states are totally ionised, in particular, when
the electron concentration is equal to the net doping concentration, n ≈ Nnet. At lower
temperatures two effects make the capacitance measured in an admittance measurement
appear lower than the electrostatic capacitance C. The first is the influence of the series
resistance Rs on the imaginary part of Y . The second is the frequency dependence of the
capacitance due to the emission and capture rates of traps which can be in the order or
even lower than ω. Hence the charge state of the trap cannot follow the probing voltage
Vext (t) and the trap does not contribute to the capacitance. This is discussed in detail
in sec. 3.4.
Three different definitions of the capacitance must be distinguished:
• the electrostatic capacitance C (also Ces in order to distinguish from C (ω))
• the apparent capacitance Cap
• and the frequency-dependent capacitance C (ω).
In accordance with literature, the term “capacitance” will in the following (and in par-
ticular in part II) also be used for the frequency-dependent capacitance. The same
arguments as for Cap hold for Gap which is also frequency dependent and differs from
the value expected from Rp. Obviously, in the case Rs is not zero, Y – and therefore
also the apparent conductance and capacitance – is a function of Rs, Rp, C (ω), and ω.
A straight forward calculation, applying Kirchhoff’s laws [104] to the equivalent circuit,
sec. 3.3.1, leads to
Y = Gp
1 +RsGp +
(ωCRs)
2
RsGp
(1 +RsGp)
2 + (ωCRs)
2 + iωC
1
(1 +RsGp)
2 + (ωCRs)
2 , (3.47)
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Rp
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Figure 3.7: Equivalent circuit of a space charge region. Each defect state acts as a parallel circuit of a
temperature and frequency dependent resistor and capacitor and contributes linearly to the admittance
of the space charge region.
with Gp = 1/Rp. With the dimensionless variables
ω˜ := ωCRs x := RsGp Y˜ :=
Y
Gp
(3.48)
the admittance becomes a function of only two independent variables
Y˜ (ω˜) =
1 + x+ ω˜
2
x
(1 + x)2 + ω˜2
+ i
ω˜
x
1
(1 + x)2 + ω˜2
. (3.49)
Y˜ is depicted in fig. 3.6
3.4 The contribution of free charge carriers and defect states
to the admittance of a Schottky diode
In sec. 3.3.3, the Schottky diode admittance was calculated. However, up to now it was
not concluded on the frequency and temperature dependence of C and Rp mentioned
in the equivalent circuit (sec. 3.3.1) that was considered. These effects are stemming
from delayed ionisation and neutralisation of defect states in the space charge region.
In sec. 2.3.4(b) the time evolution of the occupancy q of an electronic defect state sur-
rounded by a periodically varying electron density was discussed. The result contains
the essential information needed to model the contribution of a certain defect species to
the admittance of a Schottky diode. The model outlined in the following is based on
previous work by Losee [96], Pautrat et al. [105], and Duen˜as et al. [97]. Before the
numerics is discussed, the basic idea shall be explained in brief.
Consider a space charge region at a metal-semiconductor (n-type) interface. If an ex-
ternal voltage Vext(t) in the form of eq. 3.44 is applied, its width, wscr, is periodically
modulated. The space charge region can be thought as a reservoir for charges and the
admittance Y is a measure for the periodical charge changes caused by Vext(t) in this
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reservoir. ImY measures the charge changes in phase with Vext(t), ReY those that are
90 degree phase-shifted and are therefore delayed. The charges can either be free or
trapped electrons, hence Y can be written as
Y = Yelec. +
∑
i
Y itrap. (3.50)
This leads to the equivalent circuit depicted in fig. 3.7. Free electrons can be pushed into
the space charge region almost instantaneously (without delay). Thus their contribu-
tion to the admittance is merely a capacitor with a frequency independent capacitance.
However, defect states contribute to Y by capture and emission of free charge carriers.
According to eqs. 2.54 and 2.55 these processes are temperature activated and the at-
tributed rates can be lower or higher, depending on the temperature, than the angular
frequency ω of Vext. Therefore, the contribution of a defect state to ReY and ImY de-
pends on ω and T . If the rate of the limiting process – either cn or en – is much lower
than ω, the charge on the defect (represented by q) is constant. Therefore, the high-
frequency limit of Y is given only by the free charge carriers, while the low-frequency
limit inherits the contributions of both, free charge carriers and defect states. In the
low-frequency limit ReY = 0 holds (no delay) and the capacitance determined from ImY
is the electrostatic capacitance, as calculated in chap. 3. Also the high-frequency limit
has been treated in this work. An analytical solution for the high-frequency limit of the
capacitance is calculated in sec. 3.5.
3.4.1 Numerical solution of the admittance of a Schottky diode: algorithm
A numerical solution for Y of a Schottky diode was developed in collaboration with
M. Ellguth [106]. The program package is named capacsim and is written in the C++
programming language.
Fig. 3.8 depicts the the flow chart of the algorithm. The simulation starts with reading
the properties of the sample and the experimental conditions. The parameters considered
by the algorithm are the applied reverse voltage, V =ext, amplitude and angular frequency
of the probing voltage of the capacitance bridge, V ≈ext and ω, the sample temperature T ,
and monochromatic illumination with photon energy hν at a photon flux Φph(hν).
The sample data and the experimental conditions define the charge density function
ρ(x,Φ(x)) at each depth x below the sample surface. With it, Poisson’s equation, eq. 3.2,
is set up and ready for integration. If ρ does not explicitly depend on x, it is sufficient
to solve the integral eq. 3.29. In the case of doping gradients, the shooting algorithm
described in sec. 3.2.3 is applied. The integration is carried out twice: the first time the
boundary condition is Φ0 = Φbi− eV =ext, the second time Φ0 = Φbi− e (V =ext + V ≈ext). This
results in two potential distributions Φ1(x) and Φ2(x) from which the spatially resolved
electron concentrations n1(x) and n2(x) can be calculated with aid of eq. 2.39. n1(x) is
associated with n=(x) and n2(x)− n1(x) with n≈(x).
In sec. 2.3.4(b), the harmonic response of the occupancy of defect states with electrons
on a sinusoidally varying electron concentration was calculated. Employing eqs. 2.70,
2.71, and 2.72, q0(x), q1(x, ω), and q2(x, ω) are calculated for each defect state contained
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read exp. param.: V =ext, V
≈
ext, ω, T , hν, Φph(hν) read sample data
set up ρ(x,Φ(x))
integrate Poisson eq., Vext = V
=
ext integrate Poisson eq., Vext = V
=
ext + V
≈
ext
calculate n=, n≈
calculate q0(x), q1(x), and q2(x) for all traps
integrate q1(x)Nt(x) and q2(x)Nt(x) for all traps
calculate ReY (G/ω) and ImY (C)
Figure 3.8: The flow chart of the numerical calculation of the admittance of a Schottky diode imple-
mented in the program package capacsim.
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in the space charge region.
Finally
Y =
I≈(ω)
Vext(ω)
(3.51)
is calculated. The current is the temporal derivative of the total charge Q in the space
charge region
I≈(t, ω) =
dQ(t, ω)
dt
= Ac
∞∫
0
dρ(x, t, ω)
dt
dx. (3.52)
The charge density is
ρ(x, t, ω)
e
= −n=(x)− n≈(x) sin(ωt)
+
∑
i
Ndi(x) [1− q0,i(x)− q1,i(x, ω) sin(ωt)− q2,i(x, ω) cos(ωt)]
−
∑
j
Naj(x) [q0,j(x) + q1,j(x, ω) sin(ωt) + q2,j(x, ω) cos(ωt)] , (3.53)
and thus
d
dt
ρ(x, t, ω)
e
= −n≈(x) cos(ωt)
+ ω
∑
i
Ndi(x) [−q1,i(x, ω) cos(ωt) + q2,i(x, ω) sin(ωt)]
+ ω
∑
j
Naj(x) [−q1,j(x, ω) cos(ωt) + q2,j(x, ω) sin(ωt)] (3.54)
is found for the temporal derivative. The cosine terms contribute to the conductance
ReY = G(ω) =
eAcω
Vext
∞∫
0

∑
i
Ndi(x)q2,i(x, ω) +
∑
j
Naj(x)q2,j(x, ω)

 dx, (3.55)
and the sine terms to the capacitance
ImY = ωC(ω) =
eAcω
Vext
∞∫
0

n≈(x) +∑
i
Ndi(x)q1,i(x, ω) +
∑
j
Naj(x)q1,j(x, ω)

 dx.
(3.56)
Remarkably, donors and acceptors contribute equally to ReY and ImY . Therefore, Y
does not bear information about the absolute charge of a defect state but about the
charge differences. For each trap, no matter if donor- or acceptor-like,
Gt(ω) :=
eAcω
Vext
∞∫
0
Nt(x)q2(x, ω)dx (3.57)
Ct(ω) :=
eAc
Vext
∞∫
0
Nt(x)q1(x, ω)dx. (3.58)
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Figure 3.9: Calculated spatial distribu-
tion of n= (solid line) and n≈ (dashed line)
in a ZnO Schottky diode containing only one
shallow donor level with a concentration of
1016 cm−3. In fig. 3.4 the potential distri-
bution is plotted. The maximum change in
the electron concentration due to V ≈ext oc-
curs at the brim of the space charge region,
x = wscr.
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can be defined. Gt and Ct are the contributions of an electronic defect state to the
total conductance G and capacitance C of a sample, respectively. Please note, that this
justifies the equivalent circuit for a trap plotted in fig. 3.7.
3.4.2 Numerical solution of the admittance of a Schottky diode: discussion
From the numerical simulation of an admittance measurement on a Schottky diode,
deeper insight into the physics of the microscopic processes can be gained. Of special
interest were the questions:
1. Which part of the space charge region does essentially contribute to the admit-
tance?
2. How do the contributions of different defect states to the admittance depend on ω
and T ?
A closer look at the integrals eqs. 3.57 and 3.58 almost answers the question about the
part of the space charge region where Y basically stems from. The integrands do only
contribute to the integrals if q1 and q2, respectively, are appreciably distinct from zero.
According to eqs. 2.71 and 2.72 this is only the case if both n= ≫ 0 and n≈ ≫ 0 holds.
n=(x) and n≈(x) in a ZnO space charge region were calculated and are depicted in
fig. 3.9. As expected, n≈ is maximum at x ≈ wscr – that is the brim of the space charge
region in Schottky approximation. The space charge region is depleted of electrons and
the voltage drop over the bulk is low, thus, as previously supposed, the lion’s share of the
admittance of a Schottky diode stems from the brim of the space charge region. Please
note, that this justifies van Opdorp’s [98] method to determine spatially resolved doping
profiles from capacitance-voltage measurements (cf. sec. 3.2.1 and 4.1).
To answer the second question, a Y (ω) and a Y (T ) simulation have been performed. The
“sample” was a n-type conducting ZnO thin film7 containing a set of different defect
states, that have been investigated in this work. The Y (ω) calculation was carried out
7The simulation parameters of the sample – thickness, defect types and defect concentrations etc. –
were equal to those measured in sample S4, cf. sec. 7.4.1.
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Figure 3.10: Calculated admittance of a ZnO Schottky diode6 with multiple defect states in dependence
of the probing frequency of the admittance bridge at T = 200K. Ct and Gt of the deep-levels E1
(Ea ≈ 100meV) and E3 (Ea ≈ 300meV) are visible.
for a constant sample temperature of T = 200K and is depicted in fig. 3.10. In fig. 3.11
the simulation results for the temperature dependence of the admittance are plotted.
Thereby a probing frequency of ω/2π = f = 1MHz was chosen. In addition to the
experimentally observable quantities C(T ) and G(T )/ω of the sample, also Gt(T )/ω
and Ct(T ) of the different defect states are plotted in dependence of the temperature.
It is found that
• for T = const Gt(ω) is maximum at a characteristic frequency, Ct(ω) increases
with decreasing ω
• Gt(T ) and Ct(T ) are maximum at a characteristic temperature
• the maxima of Gt(T ) and Ct(T ) shift to larger temperatures with increasing ω
• the maximum of Gt(T ) occurs at lower temperatures than the maximum of Ct(T )
• lim
ω→∞Gt(T ) = 0 and limω→∞Ct(T ) = 0
These observations can be explained by the thermal emission rate ethn of the traps
8. Due
to eqs. 2.54 and 2.55 the rate for the thermal emission of charge carriers trapped by
these states are temperature-dependent. In particular, the higher the activation energy
Ea, the smaller ethn .
With aid of eqs. 2.71, 2.72 and the approximation 〈cn〉 ≈ cnbulk = en − ep, the x and ω
8For a p-type conducting sample, the crucial rate is ethp
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Figure 3.11: Calculated contributions of the different defect states in the space charge region to the
capacitance C (solid lines) and the conductance G (dashed lines) in dependence of the temperature.
The simulation input were the defects found in the ZnO thin film sample S4 (cf. sec. 7.4.1). The
“experimental” parameters were Vr = 0.0V and f = ω/2π = 1MHz. The upper left picture displays the
position of the defect states in the ZnO bandgap. In the upper right picture the experimental observables
C and G are plotted versus the temperature.
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Figure 3.12: The high frequency limit of
C (ω). The space charge region width wscr
is given by eq. 3.11 and the probing volt-
age of the capacitance bridge modulates wscr
by ∆wscr. In contrast to the low-frequency
limit only n contributes to C instead of Nnet.
dependence of the integrals eqs. 3.57 and 3.58 can be separated
Gt(ω)
ω
≈ eAc
Vext
× 1− q0
en − ep ×
ω
ω2 + (2en)
2
∞∫
0
Nt(x)
n≈
n=
(x)dx (3.59)
Ct(ω) ≈ eAc
Vext
× 1− q0
en − ep ×
2en
ω2 + (2en)
2
∞∫
0
Nt(x)
n≈
n=
(x)dx. (3.60)
Therefore, the frequency-dependence of Gt/ω and Ct is fully described by the functions
ω
ω2+(2en)
2 and
2en
ω2+(2en)
2 . It can be shown that for
ω0 = 2en (3.61)
Gt(ω)/ω is maximum and Ct(ω) has a turning point. This is in accordance with the
numerical result as well as with the approximate analytical solution given in [63].
Combining eq. 3.61 with eq. 2.54 immediately explains the temperature dependence of
Gt/ω and Ct. The higher the temperature, the higher e
th
n (and hence en = e
th
n +e
o
n), which
results in a shift of ω0 towards higher frequencies. At this point, the peak in Gt(T )/ω
can be understood, but one would expect Ct(T ) to saturate at its low-frequency limit.
Instead, a decrease of Ct(T ) with increasing temperatures is observed. The reason is,
that at higher temperatures the trap becomes thermally ionised. Hence, q0 becomes
smaller and the prefactors of eq. 3.59 and 3.60 decrease. However, the total capacitance
C of the sample increases with increasing temperature, since the ionised traps have
released electrons into the conduction band, which contribute to C to the same degree
as the ionised trap in the low-frequency limit did.
3.5 The high-frequency limit of the Schottky diode capacitance
From the previous section it can be inferred, that the electrostatic capacitance of the
space charge region at a Schottky barrier is the low-frequency limit of C (ω) since the
free charge carriers and every defect state contribute to C. On the other hand, in the
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high-frequency limit no defect state can capture or emit electrons at such rate that it
contributes to C (ω). Only the free charge carriers are pushed into and pulled from
the space charge region by the external voltage. Inspired by the model proposed by
Verkhovodov et al. [107], in this work, a simple formula for the high-frequency capaci-
tance of a space charge region was derived within the Schottky approximation (totally
depleted space charge region) and shall in the following be outlined.
The basic idea is to use eq. 3.11 and to calculate the difference in the total charge Q
in the space charge region due to the probing voltage V ≈ext = dφ0, in full analogy to
sec. 3.2.1. The only difference is, that the difference in the charges dQ is not determined
by the net doping concentration Nnet (wscr) but by the concentration of free charge car-
riers, in this case electrons n (wscr). This is sketched in fig. 3.12.
Eq. 3.11 was
φ0 = − 1
ǫsǫ0
wscr∫
0
xρ(x)dx, (3.62)
providing a relation between wscr and the electric potential φ(0) at the interface. The
variation introduced by the probing voltage dφ0 is
φ0 + dφ0 = − 1
ǫsǫ0
wscr∫
0
xρ(x)dx− 1
ǫsǫ0
wscr+dwscr∫
wscr
xρ(x)dx. (3.63)
Since dφ0 is small, the second integral can be evaluated
dφ0 ≈ − 1
ǫsǫ0
[
(wscr + dwscr)
2
2
− w
2
scr
2
]
ρ (x) ≈ − ρ
ǫsǫ0
wscrdwscr. (3.64)
Considering only the electron concentration, the difference in Q is
dQ (wscr) = Ace
wscr+dwscr∫
wscr
n (wscr) dx = Acen (wscr) dwscr. (3.65)
Then the high-frequency limit of the capacitance is
Chf (wscr) =
∣∣∣∣dQ (wscr)dφ0
∣∣∣∣ = Acǫsǫ0wscr︸ ︷︷ ︸
=C(ω=0)
n
Nnet
∣∣∣∣
wscr
. (3.66)
3.6 The influence of the sample geometry and the ohmic
contact on the admittance
In this section, the specific aspects of Schottky diodes made from ZnO thin films used
in this work are discussed. Details on fabrication and properties are given in chap. 6.
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Figure 3.13: Left: Schematics of a Schottky diode made from a n-type semiconductor thin film. The
n+ layer is the ohmic contact. Right: Equivalent circuit. Cgeo is the parallel-plate capacitance caused
by the metal and the n+ layer. The bottom diode originates from the difference in the Fermi levels in
the n and the n+ layers.
A major difference between thin film Schottky diodes and those made from single crystals
is the distance d between the Schottky and the ohmic contact. Usually d ≫ wscr is
assumed. In a thin film sample – as depicted in fig. 3.13 – the thickness dfilm is in the
order of a few microns. Then the Schottky and the ohmic contact make up a parallel-
plate capacitor of non-negligible capacitance
Cgeo =
Acǫ0ǫs
dfilm
. (3.67)
This has to be compared to the capacitance of the Schottky contact, eq. 3.14, and it is
found
Cgeo
C
=
wscr
dfilm
. (3.68)
Tab. A.3 lists Cgeo for the samples used in part II of the present work.
Up to now, the influence of the ohmic contact was neglected. In the thin film samples
used in this study it was realised by a heavily n-type doped, metallically conducting
layer, see fig. 3.13. Since the electron concentration in this layer is much higher than in
the thin film, the Fermi energies in both layers are different. This difference
∆EF = EFfilm − EFoc (3.69)
leads to the formation of a thin accumulation layer at the interface. This space charge
region shows rectifying properties and has a capacitance. When a sharp interface between
the thin film and the ohmic contact layer is assumed, the potential distribution and the
electron concentration at the interface as well as the capacitance can be calculated
numerically using eqs. 3.28, 3.29, and 3.32. The numerical results for a ZnO thin
59
3 Space charge regions at semiconductor interfaces
10−4
10−3
10−2
10−1
0 50 100 150 200
p
o
te
n
ti
a
l
(V
)
distance from interface (nm)
Z
n
O
:A
l
Z
n
O
1016
1017
1018
1019
0 50 100 150 200
el
ec
tr
o
n
co
n
c.
( cm
−
3
)
distance from interface (nm)
Z
n
O
:A
l
Z
n
O
Figure 3.14: Calculated potential distribution and electron concentration at the interface between
thin film (ZnO) and ohmic contact (ZnO:Al) of a ZnO Schottky diode as used in this work. The electron
concentration in the ZnO:Al layer was chosen 1019 cm−3, the net doping concentration of the ZnO thin
film amounts to 1016 cm−3. The difference in the Fermi levels was ∆EF = 203meV at 300K. Using
eq. 3.32 and a contact area of Ac = 2.3× 10
−3 cm2, the capacitance was calculated to 8991 pF.
film Schottky diode are depicted in fig. 3.14. Remarkably the capacitance of the ohmic
contact Coc is much higher than the capacitance Cap of the space charge region at the
Schottky contact.
Putting together both effects, the parallel-plate capacitance Cgeo and the diode at the
ohmic contact, the equivalent circuit depicted in fig. 3.13 can be drawn. Since Cap and
Coc are connected in series, the capacitances add reciprocally. Therefore, if Coc >> Cap,
Coc vanishes.
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Space charge regions are a powerful tool for the investigation of electronic defect states.
Since Schottky and Spenke’s paper in 1939 [21], a set of different methods has been
developed. Except for the photo-current experiments, these experiments have in common,
that changes of the charge state of a defect level are observed in changes of the sample’s
admittance. Basically five quantities of the investigated level can be obtained from space
charge spectroscopy: The depth-resolved concentration of the defect and the thermal and
optical emission rates for electrons and holes, respectively.
4.1 Capacitance-voltage spectroscopy
Capacitance-voltage spectroscopy is the oldest amongst the space charge spectroscopic
methods. The dependence of the capacitance C of a homogeneously doped Schottky
diode on the external voltage Vr has first been calculated by Schottky and Spenke [21].
Van Opdorp [98] showed, that the differential slope of the 1/C2 vs. Vr plot, cf. eq. 3.17,
can be used to determine the spatially resolved net doping density Nnet of the sample.
The space charge region width wscr (as defined by eq. 3.11) is regarded as the space point
x below the interface, at which Nnet is measured. Since wscr depends on C (Vr), x can
be set by Vr. Furthermore, the build-in voltage Φbi of the diode can be obtained from
the crossing of the extension of the 1/C2-Vr plot and the x-axis. In fig. 4.1 a simulation
of a C -V measurement on an inhomogeneously doped ZnO Schottky diode is depicted.
It seems necessary to remark two points. The first is, that due to the diffusion of electrons
into the space charge region, cf. fig. 3.9, wscr is uncertain and must be regarded as a
range in which Nnet is measured. A second point is, that C is usually determined by
an admittance measurement using a particular probing frequency f . Van Opdorp’s
analysis assumes C to be the electrostatic capacitance Ces which is measured for f → 0.
Therefore, wscr and Nnet are calculated from underestimated capacitance values. An
estimation of this error is given in sec. A.9.1.1.
4.2 Thermal admittance spectroscopy
When Nnet was obtained by a C -V measurement, one might want to gain deeper insight
into the nature of the shallow defect states contained in the sample. For this task the
space charge spectroscopic method of choice is thermal admittance spectroscopy, TAS
[63]. Experimentally one proceeds as follows. The sample is cooled to the lowest ex-
perimentally accessible temperature at a fixed reverse bias Vr, which is kept constant
throughout the measurement. Then the temperature is slowly increased, while the ad-
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Figure 4.1: (a) Simulated C -V measurement on a ZnO Schottky diode for an inhomogeneous doping
profile. (b) The 1/C2-Vr plot is not a straight line as predicted for homogeneous doping but exhibits a
voltage dependent slope which is determined by the gradient in Nnet.
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Figure 4.2: Simulation of a TAS measurement on a ZnO Schottky diode containing the T1 level.
The net doping density was assumed Nnet = 2 × 10
16 cm−3, the parameters of the T1 level were taken
from tab. A.2. (a) The T1 capacitance step, (b) the T1 conductance peak for the probing frequencies
f = {1 kHz, 10 kHz, 100 kHz, 1MHz}.
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mittance Y of the sample is measured for a set of probing frequencies ω = 2πf . This
results in C(T ) and G(T ) curves exhibiting steps and maxima, respectively, which occur
at characteristic temperatures. These shift for different ω.
In sec. 3.4, the frequency and temperature dependent contributions of a defect state to
the capacitance Ct and conductance Gt, respectively, were numerically calculated. The
turning points in the C(T ) and the maxima in the G(T ) plots were found to occur at
the temperature, where the thermal emission rate of the attributed trap is related to the
probing frequency of the capacitance bridge via ω = 2en, eq. 3.61. They can therefore be
used to determine the temperature dependence of ethn (T ), which is then evaluated using
the Arrhenius analysis described in sec. 2.3.3.1. Hence Ea and σ∞n,p of the defect state
are gained from a TAS measurement.
If the steps of different defect states in the capacitance-temperature measurements are
well separated, it is possible to use the height of the capacitance step ∆C to calculate
the concentration Nt of the attributed defect. The high-frequency limit of the capaci-
tance was calculated in sec. 3.5 (eq. 3.66). It is related to the electrostatic capacitance
via Chf = Ces
n
Nnet
. Since the step in the capacitance corresponds to an ionisation of the
defect state, the difference in Chf for a temperature T1 lower than the inset of the step
and T2 higher than the step corresponds to a difference in the electron concentrations
which is almost equal to the trap concentration
∆n = n (T2)− n (T1) ≈ Nt. (4.1)
From
Chf (T2)
Chf (T1)
=
n (T2)
n (T1)
= 1 +
Nt
n (T1)
= 1 +
Nt
Nnet
Ces
Chf (T1)
(4.2)
Nt is calculated to
Nt =
Chf (T2)− Chf (T1)
Ces
Nnet. (4.3)
This result is in accordance with the formula given in [63]. In order to illustrate the
analysis, a simulation of a TAS measurement on a ZnO Schottky diode containing the
T1 level (cf. sec 7.7.2) is depicted in fig. 4.2.
For the sake of completeness it shall be mentioned, that according to Pautrat et al. [105]
this analysis does not hold for the shallow defect levels causing the freeze-out of free
charge carriers at low temperatures. In the words of Pautrat et al.: “As the free carrier
density increases, the resistance Rs in series with the device of capacitance C becomes
significant. The measured admittance results from the series to parallel conversion of
the Rs, C network.” However, in the ZnO thin film samples investigated in this work
the freeze-out occurs at temperatures lower than the lowest experimentally accessible
temperature of T ≈ 10K. Therefore, the effect of freeze-out need not be considered
for the evaluation of the admittance measurements conducted in this work, but it is
contained in the numerical model described in chap. 3.
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4.3 Capacitance transients
Sah et al. [19] proposed a set of capacitance spectroscopic experiments having the
following experimental situation in common: A semiconductor space charge region – as
usual it shall be assumed n-type conducting – contains different electronic defect levels.
Those above the Fermi level will be ionised. The other levels will initially be occupied
with the probability q(t = 0) = q(0). The initial state can be prepared for example by a
voltage pulse. Then each trap relaxes exponentially into an equilibrium occupancy q∞
according to eq. 2.61.
During this process the number of charges in the space charge region increases and the
charge density becomes a function of time ρ = ρ(x, t). Typically the experiment is
conducted keeping the reverse voltage Vr constant (and so is φ0) and therefore the space
charge region width wscr – defined by eq. 3.11 – shrinks. Due to eq. 3.14 this results in
a capacitance transient.
In the case of homogeneous doping and negligible absorption (hν < Eg) in the space
charge region, the capacitance transient can be calculated analytically. The charge
density reads1
ρ(t) = eNnet︸ ︷︷ ︸
ρ0
+e
∑
i
Ndi [1− qi(t)]− e
∑
j
Najqj(t). (4.4)
From eq. 3.11 the time-dependent space charge region width is found:
wscr(t) =
√
−2ǫsǫ0
ρ(t)
φ0. (4.5)
For the capacitance
C(t) = Ac
√
−2ǫsǫ0
φ0
√
ρ(t) (4.6)
results from eq. 3.14. Using C(t = 0) := C0 yields
C(t)
C0
=
√
ρ(t)
ρ0
=
√√√√1 +∑
i
[1− qi(t)] Ndi
Nnet
−
∑
j
qj(t)
Naj
Nnet
, (4.7)
which can be approximated by
C(t)
C0
≈ 1 + 1
2

1 +∑
i
[1− qi(t)] Ndi
Nnet
−
∑
j
qj(t)
Naj
Nnet

 (4.8)
if for all traps Nt ≪ Nnet holds.
For the analysis of photo-capacitance transients (sec. 4.4), usually the squared capaci-
tance transients are evaluated
C2(t)
C20
=
ρ(t)
ρ0
= 1 +
∑
i
[1− qi(t)] Ndi
Nnet
−
∑
j
qj(t)
Naj
Nnet
. (4.9)
1Nnet denotes the sum of the shallow levels that are thermally ionised and whose charge state is not
varied during the experiment. Therefore, these levels do not contribute to the capacitance transient.
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of the deep-levels has been filled by a voltage
pulse.
In the case of single-level traps, the occupancy of the traps relaxes exponentially into
the equilibrium given by eq. 2.61. Therefore, eq. 4.8 becomes
C(t)
C0
= 1 +
1
2
(∑
i
[
1− qi(∞)− [qi(0)− qi(∞)] e−rit
] Ndi
Nnet
(4.10)
−
∑
j
qj(∞)− [qj(0)− qj(∞)] e−rjt
Naj
Nnet

 .
r is the relaxation rate as defined in eq. 2.62. It seems noteworthy to us, that C(t)
can either increase with time, in the following labelled positive capacitance transient,
or decrease, negative capacitance transient. This effect is used in deep-level transient
spectroscopy, sec. 4.7, to distinguish majority from minority carrier traps.
Up to now a uniform charge state of the deep-levels, no matter where they are situated in
the space charge region, was assumed. In deep-level transients spectroscopy experiments
(sec. 4.7) often the initial charge state of the deep-levels is prepared such that those
traps in the vicinity of the interface, 0 < x < wpscr, are empty, while those situated at
wpscr < x < wscr are occupied with the probability q(0). This is depicted in fig. 4.3. The
resulting capacitance transient can be calculated (sec. A.4)
C(t)
C(0)
=
wscr(0)
wscr(t)
=
√√√√√ 1 + NtNnet (1− q(t))
1 + NtNnet (1− q(0))
×
1 + NtNnet
(
1− q(0)Φ
p
0
Φ0
)
1 + NtNnet
(
1− q(t)Φ
p
0
Φ0
) . (4.11)
For simplicity, q(∞) = 0 was assumed, but of course any other value can be treated. Φp0
and Φ0 are the potential energies of an electron at the interface during the filling pulse
and during the capacitance transient, respectively. As expected, eq. 4.11 becomes eq. 4.7
(one trap) in the case of flat band filling, Φp0 = 0. In the other limit, for no voltage pulse,
Φp0 = Φ0, there is no transient.
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4.4 Photo-capacitance
Consider a n-type conducting semiconductor space charge region containing a set of
electronic defect states. The sample is kept on a constant temperature T and the re-
verse voltage Vr is fixed during the experiment. Due to eq. 2.54, electrons trapped in
defect states more than 20kBT below the conduction band edge will not be thermally
emitted within the time of measurement. If the space charge region is illuminated with
monochromatic light of photon energy hν and eon = Φph(hν)σ
o
n(hν) > 0, the traps will
become photo-ionised. Of course the empty trap can emit the hole into the valence band
either thermally or optically with the rates ethp and e
o
p = Φph(hν)σ
o
p(hν), respectively.
Since the electron and hole concentrations in the space charge region are negligibly low,
a capture of free charge carrier shall not be considered in the following. The experi-
ment is conducted such, that the initial occupancy of the traps is q ≈ 1. This is usually
achieved by a voltage pulse that is flooding the space charge region with electrons, which
subsequently become trapped by the defects. According to eqs. 2.60 and 2.61 the traps
will exponentially relax into an equilibrium occupancy
q(t) = q∞ + [1− q∞] exp
(
−
[
ethp + e
o
p + e
o
n
]
t
)
(4.12)
with
q∞ = q (t→∞) =
ethp + e
o
p
ethp + e
o
p + e
o
n
. (4.13)
Inserting eq. 4.12 into eq. 4.6 yields the photo-capacitance transient.
4.4.1 Evaluation of the photo-capacitance transients
In fig. 4.4 a calculated capacitance transient stemming from the photo-ionisation of a
single defect state is displayed. In principle, three quanta can be obtained from the
transient: the (spatially averaged) concentration of the trap Nt and the photo-ionisation
cross-sections σon and σ
o
p. In the following calculations homogeneous doping and trap
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concentrations in the space charge region are assumed.
If the photo-capacitance experiment is conducted such, that only a particular trap is
photo-ionised and the emission of trapped holes ep = e
th
p + e
o
p is negligibly small, Nt can
be calculated from eq. 4.9 since under these conditions q(t→∞) = 0 holds
1 +
Nt
Nnet
=
C2(t→∞)
C20
∣∣∣∣
ep=0
. (4.14)
Once Nt is known, the experiment can be conducted under different conditions, for
example at higher temperatures or using higher photon energies, so that either ethp 6= 0
or eop 6= 0. In the case that eop ≪ ethp holds, σon and ethp can be calculated from the
capacitance transient. The transient time constant is
r = eon + e
th
p
2.27
= Φphσ
o
n + e
th
p . (4.15)
Eq. 4.9 relates the equilibrium occupancy of the trap with the change in the capacitance
Nnet
[
C2(t→∞)
C20
− 1
]
= [1− q(t→∞)]Nt 4.13= e
o
n
eon + e
th
p
Nt. (4.16)
With it
σon =
r
Φph
[
C2(t→∞)
C20
− 1
]
Nnet
Nt
ethp = r − Φphσon (4.17)
is found.
On the other hand, if the temperature is low, the thermal hole emission is suppressed,
ethp → 0. In this case, σon and σop can be calculated [108, 109] from the transient time
constant
r = eon + e
o
p
2.27
= Φph
(
σon + σ
o
p
)
(4.18)
and the transient amplitude
Nnet
[
C2(t→∞)
C20
− 1
]
= [1− q(t→∞)]Nt 4.13= e
o
n
eon + e
o
p
Nt
2.27
=
σon
σon + σ
o
p
Nt. (4.19)
The photo-ionisation cross-section is
σon =
r
Φph
[
C2(t→∞)
C20
− 1
]
Nnet
Nt
σop =
r
Φph
− σon. (4.20)
Please note that effects resulting from incomplete filling of traps at the brim of the space
charge region distort the capacitance transient. This problem has been treated by Noras
and Szawelska [110]. However, these effects have been neglected for the evaluation of
the photo-capacitance transients measured on the ZnO thin film samples investigated in
this work. In these samples much stronger side effects result from doping gradients and
leakage currents.
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Figure 4.5: Optical capacitance-voltage
spectroscopy. The difference in the net dop-
ing concentration profiles measured in the
dark and under illumination is the concen-
tration of a photo-ionised trap. The figure
is adapted from [111].
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4.4.2 Photo-capacitance spectroscopy
The recording of the photo-capacitance transients for each photon energy hν and nu-
merous sample temperatures separately – as described in the sec. 4.4.1 – can be very
time consuming. If one is interested only in the concentration of particular, optically
active traps in the bandgap whose photo-ionisation cross-section spectra σon(hν) and
σop(hν) are already known, the desired data can be obtained from a “quick-and-dirty”
photo-capacitance experiment which shall be outlined in the following. The experiment
will be labelled PCap.
The sample is kept in the dark and cooled to a sufficiently low temperature, at which
the thermal emission of majority charge carriers trapped in the electronic defect states
to be investigated is negligibly low. Then the traps in the space charge region are filled
by a voltage pulse such that the space charge region is flooded with majority carriers.
Subsequently, the reverse voltage Vr is applied to the sample and the dark-capacitance
Cdark (C0 in sec. 4.3) is measured. Then the monochromator is set to the lowest photon
energy to be measured, the exit slit is opened and the space charge region is illuminated.
After a time ∆t the capacitance C(hν) is recorded. Then the photon energy is increased
by ∆hν. After ∆t again the capacitance C(hν) is measured. This is continued until the
maximum photon energy is reached.
The experiment results in a PCap spectrum, which basically shows C(hν, t → ∞). If a
trap only optically emits trapped charge carriers into one band, the trap is represented
by a step in the spectrum. If also minority carriers can be emitted – be it optically or
thermally – a trap results in a peak.
4.5 Optical capacitance-voltage spectroscopy
In sec. 4.4 homogeneous doping and a homogeneous distribution of optically active traps
was assumed. If for a particular electronic defect state the photo-ionisation cross-sections
σon and σ
o
p are known (for example from photo-capacitance transients), the concentration
profile of the defect in the sample can be measured using a technique, in the following
labelled optical capacitance-voltage spectroscopy, OCV. It was invented in work2, but is
more or less already contained in the papers of Sah et al. [19] and van Opdorp [98]. The
2The author does not know about a publication, where this experiment has been used to determine
concentration profiles for single defects.
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original work is published in [111].
As suggested by van Opdorp, the net doping density Nnet at a semiconductor interface
can be measured spatially resolved by capacitance-voltage measurements. Implicitly it is
assumed, that all majority and minority carrier traps are empty. For an n-type conduct-
ing semiconductor this means, that donor-like states in the vicinity of the conduction
band are ionised (positively charged) and the acceptor-like states in the vicinity of the
valence band edge are negatively charged. In the following consider a defect T with a
concentration profile Nt(x) that can be photo-ionised. The sample temperature shall be
sufficiently low, such that the thermal emission of a charge carrier trapped by T can be
neglected. A C -V measurement conducted in the dark (fig. 4.5 (a), solid line) results in
the net doping concentration profile Nnet(x, dark) (fig. 4.5 (b) solid line). Then the C -V
experiment is repeated with the sample illuminated at photon-energies sufficiently high
to photo-ionise T. This increases the net doping concentration at each point x due to the
change in the charge state of T. Therefore, the space charge region width shrinks and,
according to eq. 3.14, the capacitance increases (fig. 4.5 (a), dotted line). The difference
in the net doping profiles (fig. 4.5 (b)) is the spatially resolved concentration of T.
If more than one optically active defects, Ti are present in the space charge region, these
can also be measured independently, if the threshold energies for their photo-ionisation,
Epit, differ significantly. Let T1 be the trap exhibiting the lowest Epit, then its concen-
tration is obtained from an OCV experiment with Epit (T1) < hν < Epit (T2). A further
OCV experiment with hν > Epit (T2) yields the sum of the concentrations of T1 and T2.
The difference in the concentrations determined by both OCV measurement is then the
concentration of T2.
4.6 Photo-current spectroscopy
If an electronic defect state can be photo-ionised and if furthermore the photo-generated
carrier can be emitted into the other band – no matter if this occurs optically or ther-
mally – a photo-current Iph is generated for photon energies hν < Eg. In the following
this process will be outlined and its usability in defect studies will be discussed. The
central ideas are taken from Oheda [112], who used photo-current spectroscopy, PC, to
investigate the density of defect states in the bandgap of a cadmium sulfide crystal.
In sec. 2.3.5 the possible processes how an electronic defect state can generate electron-
hole pairs were discussed and are displayed in fig. 2.15. If the defect is situated in a space
charge region, the generated electron-hole pairs will not recombine, but are separated
by the electric field. Within the approximation of a totally depleted space charge region
and the assumption that no recombination occurs, the (time-dependent) photo-current
density generated by one electronic defect state is given by
jph(t) = 2e
wscr∫
0
Nt(x)r
eh(x, t)dx. (4.21)
As before reh is the electron-hole pair generation rate, eq. 2.83.
The PC experiment is conducted similar to the PCap experiments: the sample is reverse
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biased and the space charge region is irradiated with monochromatic light. In contrast
to PCap, the light is optically chopped. Therefore, Iph does explicitly depend on time.
Iph is pre-amplified and then measured by a lock-in amplifier. In the case of strong
absorption, e.g. hν > Eg, the photon flux decreases in the space charge region and reh
depends on x. For defect studies light of photon energies hν < Eg is used. Φph is then
almost constant. Therefore, reh is independent of x and
jph(t) = 2er
eh(t)
wscr∫
0
Nt(x)dx (4.22)
holds. The total photo-current, which is generated by all traps in the space charge
region, is
Iph(t) =
∑
i
αir
eh
i (t). (4.23)
The coefficients αi are determined by the concentration profiles of the trap in the space
charge region3. The essential point is, that the photo-current is linear in the electron-hole
pair generation rates of the different defects! Under sinusoidal illumination (which is a
good approximation for the optically chopped light) the photo-current can be written
as Iph(t) = Iph0 + Iph1 sin(ωt) + Iph2 cos(ωt). Therefore, two quantities can be obtained:
the amplitude and the phase shift. Due to eq. 4.23 the considerations made for reh(t)
for a single trap (sec. 2.3.5) can be adopted wholesale to the photo-current. Hence, the
amplitude of Iph is proportional to
∑
i
∫
Nti(x)dx and is limited by the bottleneck of
the emission processes. Furthermore, the phase-shift of Iph reveals information about
the nature of the trap. The photo-current can only be phase-shifted if one of the two
emission processes occurs optically and the other thermally. This holds for example for
states in the vicinity of either the valence or the conduction band edge (cases (c) and
(d) in sec. 2.3.5). A midgap level, interacting optically with both bands, will not lead
to a phase-shifted current (case (b) in sec. 2.3.5).
4.7 Deep-level transient spectroscopy
Deep-level transient spectroscopy (DLTS) was invented by Lang [22] and is a power-
ful tool for the investigation of low-concentration defects with electronic states deep in
the semiconductor bandgap. Similar to admittance measurements, the DLTS method
requires a space charge region whose capacitance is measured. DLTS experiments are
used to determine the charge carrier capture and emission rates of a defect state sepa-
rately. This is experimentally achieved by the separation of the charge carrier capture
and emission processes which manifest in capacitance transients. Lang’s idea was to map
the transients during the emission process onto a single number S – the DLTS signal –
by an integral transformation using a suitable correlation function K. S is related to
the trap concentration, Nt, and the charge carrier emission rate, en,p = e
th
n,p + e
o
n,p.
3For homogeneous doping, αi = AcwscrNti.
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In the following, first the calculation of S from a capacitance transient will be outlined
in the spirit of Lang. Then, the experimentally tunable parameters that S depends on
are summarised in brief. Some words will be lost about periodically conducted DLTS
measurements and finally different DLTS methods used in this work are discussed. The
analysis given in this section – mostly summarised from previous reports, in part en-
hanced in this work – is implemented in the program package dltssim. It provides the
possibility to model the DLTS signal of a deep-level comprehensively for the parameter
space considered in the following. dltssim is in part similar to the numerical DLTS
model proposed by Zhao et al. [113]. In addition, also photo-ionisation of the defect
state can be treated.
4.7.1 The DLTS signal
4.7.1.1 The calculation of the DLTS signal from a capacitance transient
Suppose a homogeneously doped, without loss of generality n-type conducting, space
charge region containing shallow donors with a total concentration of Nnet and deep-
levels in much lower concentration, Nt ≪ Nnet. The experiment shall be conducted
such, that the deep-levels in the space charge region are initially occupied by electrons
with the probability q(0). The preparation of the initial state is discussed in sec. 4.7.1.2.
Since the space charge region is totally depleted of free charge carriers, cn = cp = 0
holds for all traps. Of course, the trapped electrons are emitted – either thermally or
optically – into the conduction band. Also hole emission from empty traps into the
valence band must be considered.
The emission of trapped carriers results in a capacitance transient in the form of eq. 4.8
from which the DLTS signal is calculated by the integral transformation [22]
S (trw) =
1
2trw
2trw∫
0
K (t, trw)
C(t)
C0
(t) dt. (4.24)
The time interval over which the integration extends is called the rate window with the
characteristic time trw. K (t, trw) is the correlation function which fulfils
∫ 2trw
0 Kdt = 0.
The DLTS setup used in this work uses the correlation function
K (t, trw) =


+1 1/4trw < t < 3/4trw
−1 5/4trw < t < 7/4trw
0 otherwise
. (4.25)
Therefore, S corresponds to the difference of the two indicated areas in fig. 4.6. In
sec. A.3 S is analytically calculated for the case of an exponential transient stemming
from a single trap. In this case S can be regarded as a function of just one variable entrw,
where en is the total electron emission rate. For the particular correlation function chosen
in this work, |S| is maximum for entrw = 1.13 and the value of the peak height is related
to the defect concentration via
Speak = −0.0975 × [q(0) − q(∞)] Nt
Nnet
. (4.26)
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Figure 4.6: The relation between the time constant of the capacitance transient and the DLTS signal.
The DLTS signal is the difference of the black areas under the transients. The picture is adapted from
[22].
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An additional information can be gained from eq. 4.26: the signum of the DLTS peak
reveals whether majority or minority charge carriers are emitted. Up to now implicitly
a positive capacitance transient (q(0) > q(∞)) was assumed which results in a negative
DLTS signal, S < 0. This is correct, if the trap is initially occupied by majority carriers
(electrons). However, if (q(0) < q(∞)) holds and minority carriers (holes) are emitted
during the rate window, the capacitance decreases resulting in S > 0.
If the capacitance transient is a linear combination of the emission rates of low-concen-
tration traps, eq. 4.11, also S is linear due to 4.24. In other words, S is a superposition
of the peaks resulting from different traps and – in the case the q(0) ≈ 1 holds for all
traps – their relative peak heights reflect their relative concentrations.
4.7.1.2 The filling pulse: charge carrier capture by deep-levels
The part of the DLTS experiment in which the traps capture free charge carriers is
named the filling pulse. In contrast to the rate window, the space charge region is
flooded with free charge carriers during the filling pulse. In practice this is achieved by
either a voltage pulse such that the width of the space charge region during the filling
pulse, wpscr, is smaller than during the rate rate window, w
p
scr < wscr and charge carriers
diffuse into the space charge region, or by a light flash with photon energies hν > Eg that
generates electron-hole pairs. In this section the first possibility is discussed in the spirit
of Lang [23]. The latter is used in the minority carrier transient spectroscopy technique,
sec. 4.8.
Consider a n-type semiconductor space charge region of width wscr and an electron trap
of concentration Nt. Initially, t = 0, the trap shall be occupied by an electron with the
probability q(0). When the filling pulse voltage is applied, the environment of the trap
changes. The concentration of free electrons changes from zero to approximately the
bulk electron concentration n(T ). In turn, the electron capture rate changes4 from zero
to
cn = σn(T )〈vth〉n(T )n(T ), (4.27)
while the emission rates are not influenced. Due to eq. 2.61, the trap occupancy q begins
to relax exponentially into a new equilibrium, eq. 2.60, with the rate
r = rp = cn(T ) + e
th
p (T ) + e
o
p (Φph, hν) + e
th
n (T ) + e
o
n (Φph, hν) . (4.28)
The filling pulse introduces two parameters to the DLTS experiment, which can be
varied: the external reverse voltage V pr during the filling pulse and the duration or
pulse width tpw. If V
p
r is not sufficiently small (even a forward voltage), such that the
bands are flattened and wpscr = 0 hold, the filling of the traps occurs only in the range
wpscr < x < wscr. This results in capacitance transients as given in eq. 4.11, with changes
in the capacitance ∆C = C(∞)−C(0) that are smaller than for wpscr = 0. The amplitude
4In principle also holes can be injected into the space charge region by the voltage pulse. This must
be considered when p+-n junctions are used. In Schottky barriers, this depends on the position of
the Fermi level in the metal. The Pd Schottky contacts on ZnO used in this work did not allow hole
injection.
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of the DLTS signal S is therefore dependent on V pr and decreases with increasing V
p
r .
The second parameter tpw also influences the amplitude of S. For tpw →∞ the trap is
occupied with the probability eq. 2.60
q(∞) = cn + e
th
p + e
o
p
cn + ethp + e
o
p + e
th
n + e
o
n
. (4.29)
If tpw is small, the occupancy can strongly deviate from eq. 4.29. With aid of eq. 2.61
q(tpw) = q(∞) + [q(0)− q(∞)] exp (−rptpw) . (4.30)
is found. The initial capacitance of the resulting capacitance transient in this case is
higher than it would be for totally occupied traps and hence, ∆C = C(∞) − C(0) is
lower, leading to a smaller DLTS signal S.
4.7.1.3 The parameter space of the DLTS measurement
From the previous sections the parameters the DLTS measurement depends on can be
concluded. These parameters are:
• reverse voltage, Vr
• duration of the rate window, trw
• reverse voltage during the filling pulse, V pr
• duration of the filling pulse, tpw
• sample temperature, T
• photon energy, hν
• photon flux, Φph
The choice of Vr and V
p
r defines the region in which the charge carrier-emitting defects
are situated. trw allows to decide for which charge carrier emission rate the peak of the
DLTS signal occurs. With tpw the initial state of the experiment, that is the probability
to find a deep-level occupied with an electron when the capacitance transient starts, can
be prepared. The time constant of the capacitance transient depends on the thermal
emission rates of the trap, ethn (T ) and e
th
p (T ), and therefore on the sample temperature,
as well as on its optical emission rates, eon and e
o
p, which are linked to the energy of the
incident photons, hν, as well as on their flux Φph(hν).
4.7.2 Remarks on periodically conducted DLTS measurements
Often DLTS experiments are conducted such that the sequence filling pulse/rate window
is repeated several times and the capacitance transients or the DLTS signal are integrated
in order to reduce noise, cf. fig. 4.7. This is also the case in this work. However, in the
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Figure 4.7: Top: The periodically repeated pulse sequence during a DLTS measurement. Bottom:
Time evolution of the occupancy of a trap driven by the pulsed reverse voltage. 2trw = 10tpw. If the
electron capture rate is in the order of the emission rate, the change in the trap occupancy is small.
Thus, the amplitude of the DLTS signal is small and the trap concentration is underestimated.
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analysis of DLTS measurements given by Lang [23] and Zylberstejn [114] it is considered
one filling pulse and one rate window and the game is over5.
In order to resolve this contradiction, a holistic treatment of this problem was conducted
in this work. The basic idea is simple: Since the experiment is conducted periodically,
periodic boundary conditions for the occupancy degree of the traps must be applied.
This means that q(0) at the beginning of the filling pulse is equal to q(tpw+2trw) at the
end of the rate window:
q(0) = q(tpw + 2trw). (4.31)
An exponential ansatz for q(t) is employed for the filling pulse as well as for the rate
window. With eq. 4.30 and eq. 4.28 the occupancy of a trap after the filling pulse is
q(tpw) = q
∞
p +
[
q(0)− q∞p
]
exp (−rptpw) (4.32)
with
q∞p =
cn + e
th
p + e
o
p
cn + ethn + e
o
n + e
th
p + e
o
p
. (4.33)
This is the start of q(t) during the rate window. When the next filling pulse starts, the
occupancy of the trap is
q(tpw + 2trw) = q(0) = q
∞
rw + [q(tpw)− q∞rw] exp (−2rrwtrw) . (4.34)
with
q∞rw =
ethp + e
o
p
ethn + e
o
n + e
th
p + e
o
p
(4.35)
rrw = e
th
n + e
o
n + e
th
p + e
o
p. (4.36)
Introducing
A := exp (−rptpw) B := exp (−2rrwtrw) (4.37)
yields
q (tpw) = q
∞
rw +
(
q∞p − q∞rw
) 1−A
1−AB (4.38)
q(0) = q∞rw +
(
q∞p − q∞rw
) B −AB
1−AB . (4.39)
With it, the time evolution of the trap occupancy degree is known for the filling pulse
and the rate window
q(t) =


q∞p +
[
q(0) − q∞p
]
exp (−rpt) 0 < t < tpw
q∞rw + [q(0)− q∞rw] exp (−rrw [t− tpw]) tpw < t < 2trw
. (4.40)
5For Lang’s setup this was totally correct, since he used a clear pulse which ensured that the system
was in a defined state before the filling pulse. The DLTS system used in this work (and also other
commercial systems) does not wait until the traps reached an equilibrium occupancy.
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Figure 4.8: The dependence of the DLTS
peak of a particular trap on the filling pulse
width, tpw, after eq. 4.43. If the maximum
peak height for long tpw is known, the height
of the DLTS peak for a particular tpw bears
the information on rp, and thus on σn.
The result is depicted in fig. 4.7.
Consequences for the DLTS signal and determination of capture cross-section Via
eq. 4.8 the change in the occupancy of the trap during the rate window is related to the
capacitance transient and thus to the DLTS signal
Speak ∝ [q(tpw + 2trw)− q(tpw)] Nt
Nnet
=
(
q∞p − q∞rw
) [A+B −AB − 1
1−AB
]
Nt
Nnet
. (4.41)
At the peak B is a constant that depends only on the correlation function that is used.
For the system used in this work, the DLTS peak occurs at trwrrw = 1.13, hence B =
exp(−2× 1.13) = 0.104. (Attention: If the capacitance transient is recorded longer than
the rate window, B is smaller!)
For long filling pulses, tpw → ∞, and sufficient trw (this is the case at the DLTS peak),
A→ 0 holds. Nt can be obtained directly from the DLTS peak (eq. 4.26)
Smaxpeak = −0.0975 × (1−B)
Nt
Nnet
. (4.42)
Furthermore, the variation of tpw can be used to measure the capture cross-section of a
trap, since the fraction
Speak (tpwrp)
Smaxpeak
=
A (tpwrp) +B −A (tpwrp)B − 1
(B − 1) (1−A (tpwrp)B) (4.43)
is only dependent on rp for a particular tpw. Using eq. 4.28 σn is gained from rp. Eq. 4.43
is plotted in fig. 4.8. Please note, that this calculation in the limit of trw →∞ (and thus
B = 0) yields the result of Lang [23] and Zylberstejn [114].
4.7.3 Temperature dependent DLTS measurements
The most common DLTS experiment is recording the DLTS signal in dependence of the
temperature with no illumination of the sample. This is also the measurement Lang [22]
proposed in his article on the invention of the DLTS method. Due to eqs. 2.54 and 2.55,
the relation between the sample temperature T and the thermal charge carrier emission
rates ethn,p is bijective and increasing T increases e
th
n,p. Furthermore, according to Henry
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Figure 4.9: Simulated DLTS rate window (left) and filling pulse (right) scans for the E3 trap in a
ZnO Schottky diode. The simulation parameters were: n = 1017 cm−3, Nt = 5 × 10
15 cm2, Vr = 2V →
φ0 = 3 eV, and V
p
r = −1V → φ0 = 0 eV. In the case of the rate window scan, 4Hz ≤ t
−1
rw ≤ 4 kHz and
tpw = 128µs were chosen. The filling pulse scan was conducted with t
−1
rw = 4Hz and 1µs ≤ tpw ≤ 1,ms.
and Lang [25], eq. 2.31 relates T and σn,p. This suggests two frequently used DLTS
measurements, from which ethn,p(T ) and σn,p(T ) can be gained: the rate window scan and
the filling pulse scan.
4.7.3.1 The rate window scan
The rate window scan is an easy-to-conduct DLTS experiment which reveals the “finger-
prints” of the deep-levels contained in the sample. Usually tpw is chosen not too short
(in the ZnO thin film samples ≈ 1ms) so that almost all deep-levels are occupied with
electrons after the filling pulse. Depending on the properties of the contact, Vr is applied
such that the reverse current is acceptably low and a sufficiently large space charge re-
gion exists. At best, the filling pulse should flatten the bands. In doing so, three out of
the five free parameters of a DLTS experiment conducted in the dark are fixed. Then
typically one chooses a set of two to ten different rate window lengths trw and the DLTS
signal S is recorded in dependence of T .
Under these conditions and the assumption that hole emission is negligible6, the re-
laxation rate during the rate window is equal to the thermal electron emission rate,
rrw = e
th
n (T ). For a chosen rate window trw, each trap therefore exhibits a characteristic
temperature, at which a peak in S (trw, T ) occurs. From the peak, the data pair
(
T, ethn
)
is gained. Since S was recorded for different trw, e
th
n (T ) is known for a certain tempera-
ture interval. With it, Arrhenius analysis, as described in sec. 2.3.3.1, can be employed
from which Ea and σ∞n of the trap are gained.
In fig. 4.9 a simulated rate window scan of a ZnO Schottky diode containing the E3
trap, cf. sec. 5.3.4, is depicted. This has to be compared with the experimental result,
fig. 7.1. The increase of the peak height with increasing trw is due to the increase of σn
with increasing T .
6This holds perfectly for ZnO Schottky diodes used in this study, since without optical excitation no
holes are present in the space charge region.
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Figure 4.10: Schematic representation of the two DDLTS filling pulses, V pr (1) < V
p
r (2). These result in
two capacitance transients. The DDLTS signal is calculated from the differential capacitance transient
(grey area). It stems from charge carrier emission of deep-levels situated in a particular region in the
space charge region.
4.7.3.2 The filling pulse width scan
The filling pulse scan is conducted similarly to the rate window scan with the difference
that trw is constant and a set of tpw is chosen. As before, trw defines the temperature,
at which the DLTS peak of a particular trap occurs. However, the peak height |Speak|
depends on tpw. If trw is chosen such that cn(T )≫ ethn (T ) holds, the rate at which the trap
is filled with electrons during the filling pulse is rp ≈ cn. Using eq. 4.43, σn of the trap
can be calculated from |Speak (tpw)|. With more effort, in particular by conducting the
experiment with more than one trw, the temperature dependence of σn can be measured.
Once σn(T ) is known, the analysis given in sec. 2.3.3.2 can be applied. This yields Ebn of
the trap.
In fig. 4.9 a simulated pulse width scan of a ZnO Schottky diode containing the E3 trap
(cf. sec. 5.3.4 and 7.7.7) is depicted. The peak height of the DLTS signal saturates for
tpw > 1ms. It should be mentioned that in the DLTS experiments performed on the
ZnO thin film samples in this study, the filling mechanism of the traps is not totally
described by the exponential capture considered in eq. 4.28. The discrepancy is likely
due to the influence of grain boundary potentials on the defect states. This has been
described by Omling et al. [115].
4.7.4 Double deep-level transient spectroscopy
Lefe`fre and Schulz [116] proposed a method called double DLTS (DDLTS) which can
be used to measure the concentration of deep-levels spatially resolved. Basically two
capacitance transients, C(1, t) and C(2, t), with different filling pulse voltages V pr (1) <
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V pr (2) are measured. According to the analysis given in sec. 4.3, the first capacitance
transient stems from charge carrier emission of deep-levels in the region wpscr(1) < x <
wscr. The second transient is caused by deep-level emission in the region w
p
scr(2) < x <
wscr. Lefe`fre and Schulz’s idea was that the difference in the capacitance transients,
∆C(t) = C(1, t) − C(2, t), stems from deep-levels in the region wpscr(1) < x < wpscr(2).
The differential transient is then evaluated using DLTS analysis7. This is depicted in
fig. 4.10.
If the DDLTS method is conducted for a set of pulse voltage pairs
(
V pr (1), V
p
r (2)
)
, Nt(x)
can be obtained for a particular deep-level. Also the dependence of Ea on the electric
field E (Poole-Frenkel effect, sec. 2.2.5) can be measured. This is possible, since due
to eq. 3.9 the electric field in the space charge region depends on x. DDLTS allows
to measure the emission of trapped charge carriers in different regions x of the space
charge region. If the emission rate (and therefore Ea) of the trap does depend on E, it
will be different for different x since E = E(x) holds. In turn, the dependence of Ea (E)
is gained.
4.7.5 Optical deep-level transient spectroscopy
From DLTS experiments considering merely the thermal emission of trapped charge
carriers into the attributed band, the deep-level parameters Nt, Ea, σn,p, and Ebn,p can
be gained. If the space charge region is illuminated with a flux Φph of photons of
energy hν and the semiconductor contains a deep-level that can be photo-ionised, a
photo-capacitance transient is observed after the filling pulse. Especially in the case
of low-concentration traps, the photo-capacitance analysis described in sec. 4.4 can be
improved by the application of the techniques developed in the DLTS experiments.
Chantre, Vincent, and Bois [26], Breme and Pickenhain [108], and Pickenhain [65] pro-
posed the capacitance spectroscopic methods deep-level optical spectroscopy (DLOS) and
optical deep-level transient spectroscopy (ODLTS) which are related to DLTS and from
which the photo-ionisation cross-section spectra of a trap can be obtained. In this work
the ODLTS method was employed and shall therefore be discussed in brief following
Pickenhain [65].
7For small defect concentrations the justification for this analysis is given by eq. A.26.
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Figure 4.12: (a) Simulation of a DLTS temperature scan for the E4 trap in ZnO conducted in the dark
and under illumination. (b) ODLTS spectrum simulated for T< = 190K. The lamp spectrum used in
the simulation is the spectrum of the halogen lamp of the setup used in this work. The DLTS parameters
used in the simulations were t−1rw = 8Hz, tpw = 1ms, Vr = 2V, V
p
r = −1V, and e
o
n amounts to 4Hz. For
the E4 trap the parameters given in tab. A.2 are taken. The σon(hν) in the simulation is the measured
spectrum of the E4 level depicted in fig. 7.42.
Assume photon energies hν < Eg such that no electron-hole pairs are generated by band-
band transitions. In this case it is a good assumption to assume the space charge region
to be totally depleted of free charge carriers8 during the rate window. The crucial differ-
ence between the DLTS experiments conducted in the dark and under illumination is the
rate at which trapped charge carriers are emitted into the attributed band. If only an
interaction between the trap and free electrons in the conduction band9
(
ethp = e
o
p = 0
)
is assumed, the emission rate during the rate window is
rrw = e
th
n (T ) + e
o
n (hν,Φph(hν)) . (4.44)
The DLTS signal S therefore is a function of ethn trw and e
o
ntrw. It is depicted in fig. 4.11.
For eontrw ≪ 1, changes in the temperature vary ethn and S is obtained as usual. If
ethn trw ≪ 1 holds (at low temperatures) the photo-ionisation of the trap can also cause a
DLTS signal. Increasing the photon flux Φph increases e
o
n. S increases until e
o
ntrw ≈ 1 is
reached and decreases for higher photon fluxes. The situation is different for ethn trw ≫ 1.
In this case already ethn is too high to result in a signal significantly different from zero,
an additional eon only causes a further drop of S.
In this work S
(
ethn , e
o
n
)
was used in two different experiments. The first is the conduction
of two DLTS temperature scans, one in the dark and the other under illumination. For
a deep-level that can be photo-ionised, this results in spectra similar to the simulated
(dltssim) spectra depicted in fig. 4.12. At low temperatures, the DLTS signal shows
a constant offset stemming from photo-capacitance transients. When the temperature
8Except for those charge carriers that have been emitted from traps. However, their number is small
and the electric field immediately accelerates them either towards the bulk (majority carriers) or
towards the metal (minority carriers).
9This assumption holds for all deep-levels that were investigated by ODLTS in this work. The ODLTS
method can also deal with additional optical hole emission, for details see [108].
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is sufficiently high such that
(
ethn + e
o
n
)
trw ≈ 1 holds, the DLTS peak occurs. If the
temperature is further increased, S drops to zero. These experiments are suitable to
check which of the detected traps in a DLTS temperature scan can be photo-ionised for
a particular photon energy hν. An experimental example for this method is depicted in
fig. 7.14.
The second DLTS experiment under optical excitation is the ODLTS method invented
by Breme and Pickenhain [108], and Pickenhain [65] which can be used to measure the
photo-ionisation cross-section spectrum of a deep-level. If – for example by the previously
described experiment – it was found, that a deep-level DL can be photo-ionised, its σon(hν)
spectrum can be calculated from two ODLTS spectra. At two temperatures, T< and T>,
DLTS spectra (such as simulated in fig. 4.12(b)) are recorded under monochromatic
illumination in dependence of the photon energy hν. The temperatures are chosen such
that T< is lower and T> is higher than the temperature for which the thermal DLTS
peak of DL is maximum, cf. fig. 4.12. Furthermore, S (T<) ≈ 0 and S (T>) ≈ 0 shall
hold in case the light is turned off. Since for Nt ≪ Nnet S is linear, S (T<) contains the
contribution of DL and all deep-levels with ethn (T<)≪ t−1rw . However, S (T>) does contain
the contribution of all deep-levels with ethn (T>)≪ t−1rw but not that of DL, since for this
level ethn (T>) ≫ t−1rw and hence S is suppressed. The difference ∆S = S (T<) − S (T>)
is therefore the optical DLTS signal of the defect state DL. In other words: using this
method it is possible to measure exclusively the absorption of a single deep-level.
The photo-ionisation cross-section of DL can be calculated from ∆S. For it, the inverse
function of S – which is eon(hν)trw – is numerically computed. Since trw is known, e
o
n(hν)
is gained. With aid of the spectrum of the lamp used for the optical excitation, σon(hν)
can be calculated using eq. 2.27.
4.8 Minority carrier transient spectroscopy
Due to the p-doping difficulty in ZnO, no pn-junctions were available in this work. There-
fore, minority carrier deep-levels could not be observed in standard DLTS experiments
since sufficiently high hole injection through the barrier was not possible. However,
Brunwin et al. [27] described a method to detect exclusively minority carrier traps in
Schottky barriers using optical filling pulses. This method is called Minority Carrier
Transient Spectroscopy, MCTS. A crucial experimental detail is the sample geometry
which did perfectly match with that of the thin film samples used in this work. Sample
geometry and MCTS setup are schematically depicted in fig. 4.13.
Consider a semiconductor space charge region with a minority carrier deep-level. The
semiconductor shall exhibit a net doping density Nnet =
∑
Nd −Na much higher than
the concentration of the minority carrier trap, Nt << Nnet. In analogy to DLTS ex-
periments the pulse sequence consists of two parts which prepare two different states of
the occupancy degree of the trap. During the first time span – which is again called
filling pulse – the traps become occupied by optically generated minority carriers. These
are then thermally emitted into the valence band, during the second time span, which
again is the rate window. This results in a capacitance transient. Since part two of the
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Figure 4.13: Setup and sample geometry used in
the MCTS experiments applied to ZnO thin film
samples. A crucial point is the transparency of the
substrate for the UV irradiation. The thickness of
the ZnO thin film must not be larger than twice the
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Figure 4.14: MCTS: optical filling of traps with
minority carriers. The incident light (right) creates
electron-hole pairs which are separated by the elec-
tric field at the interface. ~F indicates the forces on
electrons and holes, respectively. The holes are ac-
celerated into the space charge region where they are
trapped. Electrons are accelerated oppositely and
therefore no filling of majority carrier traps occurs.
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Figure 4.15: Left: Falling capacitance transients stemming from the emission of trapped majority
carriers in a space charge region exhibiting a strong doping gradient. Plotted are the numerical solutions
of eqs. 4.52 and 4.53 for
N0t
Nbg
= 3. Right: The attributed DLTS signals.
experiment is in full analogy to standard DLTS, it will not be discussed any further.
It shall only be remarked, that a capacitance transient stemming from the emission of
minority carriers is not rising but falling, since the space charge region width increases
with time. This results – in contrast to majority carrier emission – in positive DLTS
signals. Therefore majority and minority carrier traps can be distinguished in DLTS
spectra.
The difference in DLTS and MCTS lies in the filling procedure. In contrast to DLTS
the reverse voltage is not altered during the filling pulse. Instead, the sample is il-
luminated from the back with light of photon energy higher than the semiconductor
bandgap. This generates electron-hole pairs in the bulk but also in the space charge
region. The electric field in the space charge region accelerates the minority carriers to-
wards the metal-semiconductor interface, whereas the majority carriers are accelerated
towards the bulk10. Now the space charge region is flooded by minority carriers. Please
note that this is only possible, if (i) the sample exhibits a transparent substrate and (ii)
the film is not too thick, since otherwise the light is totally absorbed in the bulk. The
minority carriers in the space charge region are trapped by the minority carrier traps.
These in turn become occupied and converge against an equilibrium until the end of the
filling pulse, when the light is turned off. The filling procedure is depicted in fig. 4.14. In
sec. A.7 the concentration of minority carriers in the space charge region is calculated.
4.9 Falling capacitance transients without minority carrier
emission
Usually rising capacitance transients in DLTS experiments are attributed to majority
carrier emission while a falling transient is assigned to minority carrier emission. How-
10The photo-generated carriers in the bulk mostly recombine, only those minority carriers that diffuse
towards the space charge region will contribute to the experiment.
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ever, in this study DLTS experiments on samples with high deep-level concentrations
were conducted (cf. fig. 7.18) and positive DLTS signals were recorded. In the following
it shall be shown, that certain experimental situations exist, where positive transients
stemming from majority carrier emission can be observed.
Consider a space charge region at a n-type semiconductor interface. The semiconductor
shall exhibit a constant background net doping concentration Nbg =
∑
Nd−
∑
Na and a
deep-level with a concentration gradient Nt(x) towards the interface. Then the electron
concentration outside the space charge region is n ≈ Nbg.
Now a DLTS experiment as described in sec. 4.7 shall be conducted. A sufficiently long
filling pulse totally flattens the bands and the deep-level becomes occupied. Subsequently
a reverse voltage is applied such that the barrier becomes φ0 and the space charge region
depletes of free charge carriers. The deep-level starts emitting trapped electrons with an
emission rate ethn . Therefore, the time-dependent concentration of ionised deep-levels is
N+t (x, t) = Nt(x)
(
1− exp
[
−ethn t
])
. (4.45)
The charge density in the space charge region then reads
ρ (x, t) = e
(
Nbg +N
+
t (x, t)
)
. (4.46)
Using eq. 3.11, the space charge region width wscr can be calculated from the integral
φ0 = − 1
ǫsǫ0
wscr(t)∫
0
xρ (x, t) dx = −eNbg
ǫsǫ0

w2scr(t)
2
+
wscr(t)∫
0
x
N+t (x, t)
Nbg
dx

 . (4.47)
Immediately after the filling pulse (t = 0) wscr is
wscr(0) =
√
−2ǫ0ǫsφ0
eNbg
. (4.48)
Knowing wscr(t) and wscr(0) the capacitance transient can be calculated. The crucial
point is, that the capacitance in DLTS experiments is measured at high frequencies.
Hence, not C(t) is measured but Chf(t) (eq. 3.66). Under the precondition for the
DLTS experiment Nt << Nbg, the factor n/Nnet by which Chf deviates from C is close
to one. However, if Nt is equally or even higher concentrated than Nbg, n << Nnet
holds. This leads to an underestimation of the capacitance and can, in the case of strong
concentration gradients, result in distorted and even falling transients as will be shown
in an example.
Assume the following concentration profile
Nt(x) = Nt(x = 0)︸ ︷︷ ︸
=N0t
exp
(
−x
λ
)
(4.49)
85
4 Space charge spectroscopy
which might stem from in- or out-diffusion of atoms at the surface. The ionised traps
are then given by
N+t (x, t) = N
0
t exp
(
−x
λ
)(
1− exp
[
−ethn t
])
. (4.50)
The integral in eq. 4.47 can be solved analytically
wscr(t)∫
0
x
N+t (x, t)
Nbg
dx = λ2
N0t
Nbg
(
1− exp
[
−ethn t
]){
1−
(
1 +
wscr(t)
λ
)
exp
[
−wscr(t)
λ
]}
.
(4.51)
With eq. 4.47 an implicit equation from which wscr(t) can be calculated is obtained
0 =
w2scr(t)−w2scr(0)
2
+ λ2
N0t
Nbg
(
1− e−ethn t
){
1−
(
1 +
wscr(t)
λ
)
e−
wscr(t)
λ
}
. (4.52)
The capacitance transient is
Chf(t) =
Acǫ0ǫs
wscr(t)
× Nbg
Nbg +Nt (wscr(t))
. (4.53)
In fig. 4.15 the numerical solutions of eqs. 4.52 and 4.53 are displayed.
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Part II
The investigation of electronic defect states in ZnO
thin films by means of space charge spectroscopy
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5 Zinc oxide – a wide band gap II-VI
compound semiconductor
Zinc oxide (ZnO) is a material of importance in various fields of human life. It is known
since the very days of human civilisation and attracted interest to solid state physicists
and crystallographers from the beginning of the twentieth century. Although the semi-
conducting properties of ZnO were studied since the late 1940s, still this material system
is a challenge in semiconductor physics. Especially the achievement of reproducible and
stable p-doping is a remaining difficulty. Not at least the manifold nano morphology of
ZnO makes it a candidate for interesting future applications and experiments in basic
solid state physics. In this chapter an overview on existing and future industrial appli-
cations, synthesis, crystallographic, and physical properties of ZnO will be given. Then
the focus is laid on its defect structure and the specific aspects of defect studies in this
interesting material system are pointed out.
5.1 Zinc oxide today: synthesis and applications
Minerals and fabrication Zinc oxide – in form the mineral zincite – is present in the
Earth’s crust. It is known to humans since more than thousand years. The milled
mineral was and still is used as the pigment Chinese white in painting.
Technical zinc oxide is produced by calcination of zinc ores, mostly zinc sulfite (zinc
blende), ZnS, or zinc carbonate, ZnCO3 [117]. The reaction for the ZnS calcination is
2ZnS + 3O2 −→ 2ZnO + 2SO2 (5.1)
and ZnCO3 is thermally dissociated
ZnCO3 −→ ZnO+ CO2. (5.2)
Natural zinc ores do often contain lead (up to 30 mass percent) silver, copper, and
cadmium [118, 119]. The low purity of the zinc ores, make chemical refinement of the
ZnO obtained from the above standing processes necessary.
Sun lotion, salve, synthesis catalyst, semiconductor Today zinc oxide is a material of
enormous technical importance1. The chemical industry uses it in the rubber fabrication
[121, 122] (e.g. car tyres) and as catalyst in the methanol synthesis [123]. It is used in
pharmacy as a major ingredient of antiseptic zinc-salve [124] and for sun lotions. In field
emission displays ZnO is used as bluish-green phosphor [125]. The addition of ZnO to
1In 2008 the US imported 114,000 metric tons of ZnO with a value of 192Million USD[120].
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Figure 5.1: Left: The wurtzite structure in which ZnO crystallises. Right: The zinc cation is tetrahe-
drally coordinated to four nearest neighbour oxygen anions.
concrete improves its processing time and resistance against water [126].
Commercial electronic applications using zinc oxide’s semiconducting properties do al-
ready exist. It is used in ZnO-based varistor devices [127, 128] and as transparent
conductive oxide (TCO) for surface contacts in solar cells [31].
5.2 The semiconductor zinc oxide
Physical properties of bulk ZnO ZnO is a highly ionic semiconductor which under nor-
mal conditions crystallises in the wurtzite structure with lattice constants a = 3.249 A˚
and c = 5.205 A˚ [129]. The volume of the primitive unit cell is therefore calculated to
Vlc = 23.79 A˚
3. Using the atomic weights of zinc mZn = 65.4 u and oxygen mO = 16 u,
the density of ZnO can be calculated to ρmZnO = 5.68
g
cm3
. The oxygen and the zinc
sub-lattices are shifted along the c-direction by a · u, where u = 0.3799 [130]. In fig. 5.1
the crystal structure is visualised.
ZnO has a direct bandgap of Eg = 3.437 eV at 0K. The temperature dependence of the
bandgap, as determined by Bundesmann et al. [28], is displayed in fig. 5.2. Oshikiri et
al. [92] determined the effective mass of electrons in the conduction band minimum from
cyclotron resonance studies as well as from first principles theory to 0.29me (experiment)
and 0.24me (theory) for electron motion perpendicular to the c-axes and 0.21me (theory)
parallel to it2. This is in good agreement with the effective electron mass m⋆e = 0.24
determined by Faraday rotation experiments [131] and the value of m⋆e = 0.27 calcu-
lated from the binding energies of shallow donors [42]. Up to now the effective hole
masses are uncertain due to the p-doping difficulty, see sec. 5.3.2. In [132] a hole mass
of m⋆h = 0.59me reported.
2In the following a value of m⋆e = 0.27 is used.
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Figure 5.2: The temperature depen-
dence of the ZnO bandgap after Bun-
desmann et al. [28].
By infrared spectroscopic ellipsometry and Raman scattering, Ashkenov et al. [133] de-
termined the static dielectric constant ǫs of ZnO thin-films to ǫ
⊥
s = 7.5 perpendicular
to the c-axes and ǫ
‖
s = 8.6 parallel to the c-axes
3. The index of refraction for photon
energies 2.5 eV < hν < Eg was measured by Park and Schneider [134] in dependence of
the temperature. For photon energies 0.4 eV < hν < Eg − 0.15 eV the index of refraction
was determined to 1.9 < nr < 2.5 by C. Sturm [135]. Swank [136] measured the ZnO
work function to be χs = 4.57 eV by photo electron spectroscopy.
In tab. 5.1 these values are collected. Furthermore the properties of the free electron
and the free hole gas were calculated within the effective mass theory.
ZnO among established semiconductors In tab. 5.2 the physical properties of ZnO
and selected established semiconductors are listed. ZnO is characterised by one of the
smallest lattice constants and one of the largest bandgaps among these materials. In
fig. 5.2 the positions of the conduction band minima and the valence band maxima rel-
ative to the vacuum energy level are plotted. Remarkably, ZnO exhibits the deepest
valence band maximum of the considered materials except for the insulator MgO. This
is a major reason for the difficulty in p-doping ZnO, see sec. 5.3.2.
With respect to crystal structure, lattice constants, band structure, effective mass, and
work function, ZnO is most similar to the III-V compound semiconductor gallium nitride
(GaN). In contrast to ZnO, the p-doping difficulty in GaN is solved and the material is
already used in commercial applications like light-emitting diodes or UV-lasers. How-
ever, the prospect of using ZnO as an alternative to GaN in opto-electronics is tempting.
First, the abundance of the commodity zinc is an economic argument. Furthermore,
wet-chemical etching of ZnO is possible [164], while for GaN the more expensive dry-
etching methods must be employed. While ZnO substrates are commercially available
since the 1990s, GaN is usually grown hetero-epitaxially on either ZnO or sapphire sub-
strates. Although small GaN substrates are already used in LED production [165], ZnO
substrates can be up-scaled to two-inch [166] and are therefore favourable for industrial
usage.
Regarding the physical properties, the exciton binding energy of 61meV [29] in ZnO
3In this work a value of ǫs = 8.2 is used.
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Table 5.1: ZnO physical properties. Nc, Nv, 〈vth〉p, and 〈vth〉p were calculated within the effective mass
theory.
lattice constants [129] a 3.249 A˚
(crystal structure: wurtzite) c 5.205 A˚
primitive lattice cell volume Vlc 23.79 A˚
3
specific gravity ρm 5.6 gcm2
band-gap [28] Eg 3.437 eV (0K)
3.375 eV (300K)
work function [136] χs 4.57 eV (300K)
effective electron mass [42, 92, 131] m⋆e ≈ 0.27
effective hole mass [132] m⋆h ≈ 0.59
dielectric constant [133] ǫ
‖
s 7.46
ǫ⊥s 8.59
〈ǫs〉 ≈ 8.2
index of refraction [134] nr 2.05 (2.5 eV, 300K)
2.40 (3.2 eV, 300K)
effective density of states Nc 3.5 × 1018 cm−3 (300K)
Nv 1.1 × 1019 cm−3 (300K)
mean thermal electron velocity 〈vth〉n 2.2 × 107 cms (300K)
mean thermal hole velocity 〈vth〉p 1.5 × 107 cms (300K)
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Table 5.2: The material parameters of ZnO compared to those of established semiconductors. The
crystal structure is given for normal conditions: dm – diamond, wz – wurtzite, zb – zinc blende, rs –
rocksalt. In the case of wurtzite structure the first lattice constant is the a-axes, the second the c-axes.
In the wurtzite structure the dielectric constants differ for electric fields perpendicular or parallel to the
c-axes. Since silicon and germanium exhibit an indirect band-gap, the effective electron masses split.
Eg lattice ǫ
⊥
s , ǫ
‖
s m⋆e χs
(eV) (A˚) (eV)
ZnO 3.4 [28] wz 3.25,5.21 [129] 7.5,8.6 [133] 0.27 [92] 4.6 [136]
Si 1.1 [137] dm 5.43 [70] 11.9 [70] 0.98l, 0.19t [70] 4.0 [138]
Ge 0.7 [137] dm 5.64 [70] 16.0 [70] 1.64l, 0.08t [70] 4.2 [139]
Diamond 5.6 [140] dm 3.56 [70] 5.7 [70] – ≈ 1 [140]
GaN 3.4 [141] wz 3.19,5.19 [141] 10.4,9.5 [142] 0.2 [141] 4.1 [141]
GaAs 1.4 [70] zb 5.65 [70] 12.9 [70] 0.067 [143] 4.2 [144]
ZnS 3.6 [145] zb 5.41 [146] 8.34 [147] 0.39 [148] 3.9 [136]
ZnSe 2.6 [145] zb 5.68 [149] 8.99 [147] 0.16 [150] 4.1 [136]
ZnTe 2.2 [145] zb 6.10 [145] 9.92 [147] 0.16,0.12 [151] 3.5 [136]
CdO 2.2 [152] rs 4.69 [153] – 0.21 [152] 4.3 [154]
CdS 2.5 [155] wz 4.14,6.73 [156] 8.42,8.92 [157] 0.2 [158] 4.8 [136]
CdSe 1.7 [159] wz 4.30,7.01 [159] 10 [70] 0.13 [70] 5.0 [136]
CdTe 1.6 [151] zb 6.48 [156] 10.2 [70] – 4.3 [136]
MgO 8.1 [160] rs 4.21 [161] 9.8 [162] – ≈ 1 [163]
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Figure 5.3: Energetic position of the conduction band minima and the valence band maxima (black
bars) of the semiconductors given in tab. 5.2 relative to the vacuum level. The forbidden energy values
(gap) are marked in grey.
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is more than twice the value of 24.7meV [167] in GaN. Therefore, the luminescence
efficiency in ZnO is higher than in GaN. Furthermore, ZnO optical devices based on
excitonic transitions can operate above room-temperature (26meV). With a view to
extraterrestrial applications, for instance UV photo-detectors in satellites, ZnO exhibits
a larger radiation hardness than the competing GaN [168].
Alloying and bandgap engineering Alloying ZnO with cadmium or magnesium was
proposed in order to tune the bandgap [35, 169]. The incorporation of cadmium reduces
the bandgap (pure CdO: Eg = 2.2 eV [152]), magnesium on the other hand increases it
(pure MgO: Eg = 8.2 eV [160]). Since cadmium oxide as well as magnesium oxide do
not crystallise in the wurtzite but in the rock-salt structure [153, 161], zinc can only
be substituted up to a certain amount of cadmium or magnesium, respectively, without
undergoing a phase transition. In wurtzite MgxZn1−xO a maximum magnesium content
of x = 0.33 was achieved by Ohtomo et al. resulting in a bandgap of 3.99 eV at 4.2K.
Makino et al. [169] were able to incorporate 7% cadmium into wurtzite CdxZn1−xO
films resulting in Eg = 3.19 eV at 4.2K.
Future ZnO-based applications and basic research experiments A set of ZnO ap-
plications have been proposed that will become reality, if reproducible p-doping of the
material can be achieved. ZnO is often dealt as a promising candidate for opto-electronics
operating in the near UV. Light emitting diodes based on ZnO pn-junctions [57, 170]
as well as (Mg)ZnO photo-detectors [171, 172] have been demonstrated. The usage of
suitable phosphors should lead to efficient low-cost white light emitting diodes. Even
a single nanowire light emitting diode [173] has been demonstrated. Optically pumped
lasing has been observed in many ZnO structures [174–176]. Also a first electrically
pumped ZnO nanowire laser diode was recently demonstrated [177]. Transparent field
effect transistors and integrated circuits based on ZnO have been fabricated [178]. A
possible application of these structures are transparent head-up displays in windscreens
of cars or airplanes or in augmentive reality devices.
ZnO/MgxZn1−xO and ZnO/CdxZn1−xO heterostructures – in particular quantum wells –
have been grown and luminescence from these structures was observed [179–182]. These
are first steps towards ZnO-based quantum well laser diodes.
The possibility to grow ZnO nanostructures self organised – nano- and microwires,
tetrapods, and nanowalls [35, 36] – makes ZnO an interesting material for biologi-
cal and gas sensors [183] and efficient anti-reflection layers in solar cells [184].
Strong light-matter coupling has been observed ZnO-based microcavities and exciton-
polaritons were formed [37, 185]. These particles are interesting for basic solid state
physics, as they can undergo Bose-Einstein condensation at elevated temperatures [186].
Furthermore, exciton-polariton emission can enable new ZnO-based devices, e.g. polari-
ton LEDs [187] and ultra-low-threshold lasers [188].
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5.3 Defects and doping
5.3.1 Summary of first principles studies of native defects in ZnO
The smallest native point defects in ZnO are the interstitial zinc, Zni, the zinc vacancy,
VZn, the interstitial oxygen, Oi the oxygen vacancy, VO, the zinc antisite, ZnO, and the
oxygen antisite, OZn. First principle calculations of these defects have been carried out
by Oba et al. [190], van de Walle [191], Zhang et al. [192], Erhard et al. [193], and
Janotti and van de Walle [189, 194].
In the wurtzite structure, interstitial atoms can occupy either a tetrahedrally or an
octahedrally coordinated site. In case of the double donor Zni, Janotti and van de Walle
[189] found “[...] that the octahedral site is the stable site for Zni”. On this site Zni is a
shallow double donor which “occurs exclusively in the 2+ charge state, with the 2+/+
and +/0 [transition] levels above the conduction-band minimum” [189]. In contrast,
Erhard and Albe’s [193] calculations “[...] locate the 2+/1+ transition level 0.15 eV
below the [conduction band minimum]”. In both calculations the formation energy of
Zni is high and Zni “[...] are thus unlikely to be responsible for unintentional n-type
conductivity, since they will be present in very low concentrations in n-type ZnO” [189].
In the case of Oi, the situation is more complicated. As for Zni, the tetrahedral site
is instable, but it “[...] spontaneously relaxes into a split-interstitial configuration in
which it shares a lattice site with one of the nearest-neighbor substitutional oxygen
atoms” [189]. Janotti and van de Walle calculated the split-interstitial configuration to
be electrically inactive. Furthermore, “oxygen interstitials can also exist as electrically
active interstitials occupying the octahedral site [...]” [189], where they act as double
acceptors. A particularity of Oi on octahedral site is, that the migration is not isotropic
but occurs along the c-axes [189]. As for Zni “for both forms, the formation energies
are very high” [189].
Besides Zni, the oxygen vacancy is a dominant donor in n-ZnO. All first principle studies
[189–194] predict, that under zinc rich conditions “[...] the oxygen vacancy has the lowest
formation energy” [191]. However, VO exhibits a negative-U behaviour and is a deep
double donor. Therefore, “the n-type conductivity of ZnO cannot be explained by the
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oxygen vacancy with such a deep defect state” [190].
“Among the defects associated with oxygen excess, the zinc vacancy exhibits the lowest
formation energy in all the range of the Fermi energy” [190]. Janotti and van de Walle
[189] calculated, that “zinc vacancies are deep acceptors with transition levels Et(0/−)−
Ev = 0.18 eV and Et(−/2−) − Ev = 0.87 eV [...]. These levels are too deep for the zinc
vacancy to act as a shallow acceptor.”
The antisite defects ZnO and OZn exhibit large formation energies [189] and are therefore
unlikely to occur under equilibrium conditions. ZnO is a four-fold donor, but it occurs in
the 2+ charge state for any position of the Fermi-level in the bandgap and is therefore
electrically inactive [189]. OZn is calculated to exhibit two close-lying midgap levels
[189].
The predicted [189] thermodynamic transition levels of the native point defects are
depicted in fig. 5.4.
5.3.2 The p-doping difficulty
Nominally undoped ZnO is n-type conducting. In the 1950s, the intrinsic n-type con-
duction has been attributed to either zinc excess [39, 43] or the presence of hydrogen
[41, 44] in the samples. In 2009, after more than fifty years of research on defects in
ZnO, Janotti and van de Walle wrote in their review paper [195] “[...] the biggest chal-
lenge in research on ZnO as a semiconductor is to achieve p-type doping. There are in
fact numerous reports on p-type doping in the literature [...]. However, reliability and
reproducibility [of p-type conductivity] are still big issues, and the interpretation of the
results has been controversial. No reliable devices based on p-n homojunction have been
reported so far.”
What makes p-doping of ZnO difficult? According to the “practical doping principles”
by A. Zunger [196] the deep valence band maximum of ZnO – the lowest of all semi-
conductors mentioned in tab. 5.2 and fig. 5.2, respectively – results in a pinning of the
Fermi level above the valence band even for heavy acceptor doping, since compensating
(native) donors are formed spontaneously. A different point of view on the same story
are the formation energies of native point defects which manifest the ZnO doping asym-
metry. First principles calculations [192, 194] revealed, that the donor-like defects Zni
and VO have low formation energies when the Fermi level is close to the valence band
maximum under either zinc- or oxygen-rich conditions. The consequence is that ZnO
cannot (or only with low hole concentrations) be p-doped in thermal equilibrium.
However, p-doping of ZnO with hole concentrations up to 1018cm−3 was experimen-
tally achieved, mostly by doping with group-V elements. The reports have in common
that the samples were either grown by a non-equilibrium growth method, for example
molecular beam epitaxy (MBE) [57, 197], pulsed laser deposition (PLD) [56], or radio
frequency magnetron sputtering [60] or the incorporation of the dopant was carried out
in non-equilibrium, for example by ion-implantation [58, 59].
Since p-doping is a precondition for the application in opto-electronics, the commercial
success of ZnO in this field will strongly depend on the advances in defect engineering
and long-time stability of non-equilibrium ZnO.
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Table 5.3: Theoretical properties of the (hydrogenic) shallow donor in ZnO calculated within the
effective mass approximation from the experimental values m⋆e = 0.27 [92] and ǫs = 8.2 [133] using
eqs. 2.3, 2.4, 2.14, and 2.29.
binding energy Ryscd 55meV
Bohr’s radius rscB,d 1.6 nm = 1.6× 10−7 cm
critical doping concentration Ncrit 7.3× 1018 cm−3
electron capture cross section σn = π r
sc
B
2 8.0× 10−14 cm2
max. photo-ionisation cross sec. σon (hν = Ry
sc ) 1.5× 10−15 cm2
5.3.3 Shallow donors
From the view of effective mass theory a shallow donor in ZnO is a defect with an
electronic level Et = 55meV below the conduction band edge4. Further theoretical
properties of the shallow donor in ZnO are collected in table 5.3.
The only native defect in ZnO that can be considered to be shallow in the sense of
the effective mass theory is the interstitial zinc on octahedral site, Zni[189, 198]. “Be-
cause of their high formation energy [...], zinc interstitials will not be present in ZnO
under equilibrium conditions” [189]. However, Zni can be observed in crystals under
non-equilibrium conditions: Look et al. related a shallow donor (Et = 30meV), which
was introduced by electron irradiation experiments, to Zni.
The conditions for shallow donors are well fulfilled by substitutional group-III impuri-
ties on zinc lattice site, AlZn, GaZn, and InZn, which are suitable dopants to achieve
highly conducting n-type ZnO. Electron concentrations above 1020 cm−3 were realised
in aluminium and gallium doped ZnO thin films [199]. The electron binding energies for
AlZn, GaZn, and InZnwere obtained from photoluminescence studies [200] by Meyer et
al. Based on this paper von Wenckstern [201] correlated the 64meV level observed by
TAS with AlZn.
Hydrogen in ZnO was extensively studied since the 1950s [41, 44]. Mollwo [41] found
that the conductivity of the ZnO crystals increased when the crystals where exposed to
17 bar hydrogen gas at temperatures above 770K. Baik et al. [202] observed the same
behaviour for hydrogen-treated ZnO films. This is in contrast to most of the established
semiconductors, where hydrogen passivates defects and therefore decreases the conduc-
tivity. It was concluded that hydrogen can form a shallow donor level in ZnO which
was supported by theoretical work [203] and a muonium spin rotation rotation study
[204]. Lavrov et al. showed with infrared-absorption spectroscopy that hydrogen forms
two centres H-I and H-II. The latter consists of two non-equivalent hydrogen atoms with
an excited state of 35meV activation energy. Hofmann et al. [205] proved a hydrogen
related donor to have an ionisation energy of Et = 35meV by Hall effect, electron para-
magnetic resonance, and electron nuclear double resonance studies. This was supported
4Calculated using eq. 2.4 and m⋆e = 0.27 and ǫs = 8.2, see table 5.1.
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Table 5.4: Theoretical and experimental data on shallow donors in ZnO. The chemical shift νch was
calculated from the experimental data using eq. 2.8.
defect attributed to Et (meV) Et (meV) νch
(theor.) (exp.)
Zni(octahedral site) 50 [198] 30 [208] 1.35
two interst. H atoms, H-II – 35 [209] 1.25
AlZn 120 [192] 51[200], 64 [201] 1.03,0.92
GaZn – 55[200] 1.00
InZn – 63[200], 64[210] 0.93
FO 80 [192] 89 [207] 0.78
by von Wenckstern [201], who studied electronic defect states in bulk ZnO and found
this donor especially in single crystals grown by the seeded chemical vapour transport
method, were hydrogen is used as transport agent. Recently, it was proved, that hydro-
gen related defects are not merely shallow dopants but also cause the ferromagnetism in
ZnO [206].
Group VII elements replacing oxygen are also expected to form shallow donors. Few
reports on fluorine doping exist. Regarding mass and ionic radius it is most similar
to oxygen and should therefore easily incorporate into the lattice. Unless a strong lat-
tice distortion by the FO centre was calculated [191] – which is usually expected for
deep-levels – Zhang et al. [192] calculated the FO ionisation energy to 80meV. This was
experimentally confirmed by Kumar et al. [207] who were able to fabricate low-resistivity
ZnO thin films by fluorine doping. From temperature-dependent measurements of the
sample conductivity the activation energy of a highly concentrated donor was determined
to 89meV.
5.3.4 Deep-levels in the upper third of the ZnO bandgap
A set of deep electron traps with energy levels up to approximately 1 eV below the
conduction band edge has been detected in differently grown ZnO samples by different
capacitance spectroscopic methods. In tab. 5.5 and 5.6 an excerpt of the detected levels,
without making claim to be complete, is listed.
The first data on deep-levels in ZnO measured either by admittance spectroscopy or
DLTS was reported in the 1980s for ZnO varistors [49–51]. In the 2000s, differently
grown, high quality ZnO single crystals were commercially available. Auret et al. [61]
detected four deep-levels, which they labelled E1, E2, E3, and E4, in vapour transport
grown single crystals. In this work this nomenclature is adopted. By comparing the
Arrhenius plots of ethn (T ) (see fig. 5.5) of the levels listed in tab. 5.5 and 5.6 often
differently labelled levels can be attributed to either of the levels E1, E2, E3, and E4.
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Figure 5.5: Arrhenius representation of ethn (T ) of the deep-levels in tab. 5.5 and 5.6. e
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For example, the levels B2 [49], T2 [50] L2 [51], Ea1 [211], and Ec2 [211] are identical
to E3.
Apart from those traps, frequently two further deep-levels are detected. Using high-
resolution Laplace-DLTS, Auret et al. [212, 213] demonstrated that the E3 DLTS peak
is sometimes a superposition with another, energetically close-lying deep-level E3’. The
second deep-level is T2, which was intensively studied in the present work [111, 214]. In
sec. 7.7.6 we show that many traps in tab. 5.5 and 5.6 with 140meV < Ea < 280meV can
be attributed to T2, since this level does not exhibit a well-defined activation energy.
Generally it can be said, that a number of deep-levels was detected but besides Ea and
σ∞n mostly not much is known about their properties. An exception is the E4 level,
for which a negative-U behaviour was reported [215] and which was attributed to VO
[216]. Also it was shown that E4 is generated by irradiating the sample with high-energy
protons5 [168, 217].
5.3.5 Acceptor states and hole traps in ZnO
Within the effective mass theory a hole bound to a hydrogenic acceptor in ZnO exhibits
a ground state energy of 120meV (m⋆h, ǫs taken from table 5.1) and is therefore tighter
bound to the acceptor than an electron to a hydrogenic donor. Additionally to the
acceptor-like intrinsic defects listed in sec. 5.3.1, first principles studies predict group-I
5In the papers by Auret et al., the level is labelled EP1. However, there is evidence, that EP1 and E4
are identical, see sec. 7.5.2.
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Table 5.5: Published data on deep-levels detected ZnO. The labels correspond to those used in the
respective publication. Abbreviations: MG – melt growth, VP – vapour phase growth, VT – vapour
transport growth, HT – hydrothermal growth, PLD – pulsed laser deposition growth
level Ea σ∞n sample type reference
(meV)
(
cm2
)
A1 360 8.0× 10−18 varistor Nitayama et al. (1980) [49]
B1 180 6.8× 10−17
B2 260 3.4× 10−17
T1 170 8.0× 10−17 varistor Cordaro et al. (1986) [50]
T2 330 5.0× 10−15
L1 170 2.6× 10−17 varistor Rohatgi et al. (1988) [51]
L2 260 7.6× 10−17
L3 210 9.0× 10−21
L1 150 – varistor Fan et al. (1994) [218]
L2 250 –
EP1 540 3.0× 10−13 bulk, VT, Auret et al. (2001) [168]
EP2 780 1.5× 10−12 proton irrad.
E1 120 2.7× 10−13 bulk, VT Auret et al. (2002) [61]
E2 100 8.4× 10−18
E3 290 5.8× 10−16
E4 570 2.0× 10−12
0.2 eV 200 – bulk, MG Polyakov et al. (2003) [62]
0.3 eV 300 – proton irrad.
0.55 eV 550 –
0.75 eV 750 –
0.9 eV 900 –
Ea1 290 1.7× 10−16 film, PLD Diaconu et al. (2006) [211]
Ea2 370 1.8× 10−16 Co-doped
Ea3 450 2.5× 10−16
Eb1 340 1.7× 10−16
Eb2 390 1.8× 10−16
Eb3 590 8.0× 10−15
Ec1 170 9.0× 10−16
Ec2 300 1.7× 10−16
Ec3 330 1.6× 10−15
Continued in tab. 5.6.
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Table 5.6: Continuation of tab. 5.5.
level Ea σ∞n sample type reference
(meV)
(
cm2
)
E3a 300 7.0× 10−16 bulk, MG Auret et al. (2006) [212]
E3b 370 1.5× 10−15
E2 110 1.0× 10−17 bulk, VT Frank et al. (2007) [215]
E2b 210 2.0× 10−16
E3 310 1.0× 10−15
E4 540 2.0× 10−13
E5 620 7.0× 10−14
E3 300 2.0× 10−16 film, PLD Auret et al. (2007) [213]
E3’ 370 7.0× 10−15
E1 100 1.2× 10−13 bulk, VT von Wenckstern et al. (2007) [219]
E3 300 6.2× 10−16
E4 540 1.0× 10−13
E1 120 1.3× 10−13 bulk, MG
E3 300 2.0× 10−16
E3 300 – bulk, HT
E1 110 1.2× 10−13 film, PLD
E3 290 6.2× 10−16
D2 170 1.0× 10−16 bulk, MG Gu et al. (2008) [59]
E3 310 1.0× 10−16
D1 940 1.0× 10−14
Table 5.7: Theoretical properties of the (hydrogenic) shallow acceptor in ZnO calculated within the
effective mass approximation from the experimental values m⋆h = 0.59 [132] and ǫs = 8.2 [133] using
eqs. 2.3, 2.4, 2.14, and 2.29.
binding energy Rysca 120meV
Bohr’s radius rscB,a 0.7 nm = 0.7× 10−7 cm
critical doping concentration Ncrit 7.6× 1019 cm−3
hole capture cross section σp = π r
sc
B
2 1.7× 10−14 cm2
max. photo-ionisation cross sec. σop (hν = Ry
sc ) 3.1× 10−16 cm2
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Table 5.8: Theoretical and experimental data on the ionisation energies of acceptors and hole traps in
ZnO.
defect attributed to Et (eV) Et (eV)
(theor.) (exp.)
LiZn 0.09 [220] 0.3 [221]
NaZn 0.17 [220] 0.3 [221]
KZn 0.32 [220] –
NO 0.40 [220] 0.17 [197, 222, 223]
PO 0.93 [220] –
AsO 1.15 [220] –
AsZn–2VZn 0.15 [224] 0.15 [60]
HT0.16 eV – 0.16 [62]
HT0.9 eV – 0.9 [62]
A2 – 0.15 [58]
A3 – 0.28 [58]
H5 – 0.9 [225]
substituting zinc, AZn, as well as group-V elements substituting oxygen, BO, to be ac-
ceptors. Park et al. [220] studied the acceptors LiZn, NaZn, KZn, NO, PO, and AsO.
They found “that group-I elements are better dopants than group V elements in terms
of the shallowness of the acceptor levels.” However, LiZn, NaZn,and KZn “tend to occupy
the interstitial site, thereby acting as a donor not acceptor” [220] and the acceptor levels
of PO and AsO are to deep to be suitable p-dopants. Therefore NO can be regarded as
the most promising candidate to achieve p-type conducting ZnO.
Due to the p-doping difficulty, the experimental data on acceptor states in ZnO is scarce.
Look et al. [197], Zeuner et al. [222], and Xiong et al. [223] reported the electronic
state of NO to be approximately 170meV above the valence band edge. From photo-
luminescence measurements conducted on sputtered ZnO:As thin films, Fan et al. [60]
determined the energy level of the AsZn–2VZn complex to 150meV above the valence
band edge. The energy levels of LiZn and NaZn were estimated to Et − Ev ≈ 300meV by
Meyer et al. [221].
Polyakov et al. [62] conducted DLOS experiments on proton irradiated ZnO single crys-
tals, and detected two hole traps 160meV and 900meV above the valence band edge. Von
Wenckstern et al. [58] observed two hole traps A2 (Et−Ev = 150meV, σ∞p ≈ 10−20 cm2)
and A3 (Et − Ev = 280meV, σ∞p ≈ 10−16 cm2) in DLTS spectra measured on a pn-
junction at a nitrogen-implanted ZnO single crystal. A hole trap H5 was detected by
DLTS in n-ZnO using a pn heterojunction [225]. The activation energy of H5 was de-
termined to Et − Ev = 0.9 eV and the apparent hole capture cross-section amounts to
σp = 4× 1014 cm2.
The calculated and measured ionisation energies of the above mentioned acceptors and
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hole traps are listed in tab. 5.8.
5.4 Ohmic and Schottky contacts
Since each of the samples investigated in this study were n-type conducting, only contacts
on this material shall be listed in brief. Ohmic contacts with low contact resistivity
can be fabricated for example by plating and soldering nickel [43], wetting the crystal
with molten gallium or indium [42], sputtering gold [226], or heavily doping ZnO with
aluminium [52]. Different metals have been proven to be suitable materials for the
fabrication of Schottky contacts [47] on n-type ZnO. Rectifying Schottky contacts have
been made from evaporated palladium [52] and reactively sputtered gold, palladium,
silver, and platinum [55]. Except for gold, the reactively sputtered metals are oxydised.
Often a pretreatment of the ZnO surface enhances the rectification of the contacts.
Etching with HCl or HNO3 resulted in low reverse currents for contacts made from
evaporated gold and silver [227] as well as from reactively sputtered silver [53]. Schottky
contacts were also obtained from the deposition of evaporated gold onto a hydrogen
peroxide pretreated surface [54].
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6 Sample preparation and experimental
setup
In this chapter the experimental procedures applied for growth and post-growth treatment
of the zinc oxide thin film samples used in this work are described in brief. The films
were grown by pulsed laser deposition (PLD). In order to either introduce or anneal-
out defects, the samples were further treated. Therefore the implantation of ions, the
irradiation with high energy electrons or protons, and thermal treatment of the samples
were employed, respectively. Finally Schottky contacts were deposited and the samples
were mounted on sockets.
6.1 Pulsed laser deposition growth
Each ZnO thin film investigated in this work was grown by pulsed laser deposition
(PLD), therefore the principle of the PLD process shall be summed-up in brief. A more
detailed description can be found in [67]. PLD is a physical deposition process operating
far away from thermal equilibrium. The setup is schematically depicted in fig. 6.1. In
a high vacuum chamber the substrate and a sintered target made of the material to be
deposited are mounted. A strong laser source, in this work an excimer laser LPX305
from Coherent Lambda Physik, generates high energy laser pulses with pulse widths in
the nanosecond regime. The photon energy of the laser light is chosen higher than the
bandgap of the target material. In the setup used in this work the wavelength of the
laser is 248 nm (5.0 eV) and the repetition frequency of the laser pulses is tunable from
1Hz to 50Hz. The focussed laser beam enters the vacuum chamber through an entrance
window and hits the target. The laser light is absorbed by the target and immediately
converted into heat. Target material is ablated and transferred into a plasma which
expands towards the substrate. The substrate can be heated such that the condensation
ta
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Figure 6.1: Scheme of a pulsed
laser deposition setup.
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Figure 6.2: Surface roughness of sample S1 determined by reflection electron microscopy (REM)
(left) and atomic force microscopy (AFM) (middle). In the REM picture a typical micro-crystallite of
approximately 300 nm diameter is indicated. The peak-to-valley height of the steps visible in the AFM
amplitude-picture is approx. 30 nm, as obtained from the height distribution (right).
of the plasma on the substrate can be controlled.
The PLD growth of the ZnO thin film samples used in this study was carried out by
H. Hochmuth at the Universita¨t Leipzig. The samples exhibit a two layer structure, see
fig. 6.9. They were deposited on commercially available (CrysTec GmbH ) a-plane sap-
phire substrates being either quadratic
(
1× 1 cm2) or disks (wafers of 2 inch diameter).
Deposited directly onto the substrate was an approx. 200 nm thick, highly aluminium
doped (≈ 1wt.%) ZnO:Al layer. This layer acts as ohmic back-contact for the Schot-
tky diode. The second layer is – dependent on the sample – between dfilm = 1µm and
2.5µm thick and consists of nominally undoped ZnO. It is actually the material in which
the defect studies have been carried out. The ceramic PLD targets were prepared by
G. Ramm (Universita¨t Leipzig). Nominally undoped targets were made from 99.9995%-
purity ZnO powder which was ball-milled, pressed and sintered. For doped targets the
ZnO powder was mixed with small amounts of the oxide of the accordant dopant, in the
case of ZnO:Al with (1%) aluminium oxide. In tab. A.1 the PLD-growth conditions of
the ZnO thin film samples used in this study are listed.
Remarks on the crystalline quality of the samples
It was previously shown that the c-axis of heteroepitaxially grown ZnO thin films on
a-plane sapphire substrates is oriented perpendicular to the surface of the substrate
[228]. From Hall effect measurements on PLD-grown ZnO thin film samples it was
previously concluded that grains in the thin films exhibit a diameter of approximately
40 to 470 nm and barrier heights of roughly 20meV [201, 226]. Reflection electron mi-
croscopy (REM), performed by J. Lenzner (Universita¨t Leipzig) revealed the diameter
of the micro-crystallites in the sample S1 to be ≈ 300 nm. The surface roughness of this
samples was determined from atomic force microscopy (AFM) by F. Schmidt (Univer-
sita¨t Leipzig), see fig. 6.2. A grooved structure with an average step height of ≈ 30 nm
and sporadic droplets was found. The droplets mainly consist of aluminium oxide [229].
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Figure 6.3: The aluminium concentration
profile in the sample S1 obtained from sec-
ondary neutral mass spectroscopy. The
ZnO:Al layer starts in a depth of ≈ 2000 nm.
Remarks on the aluminium concentration in the ZnO thin films
Since all samples used in this work were grown on sapphire substrates and each sample
exhibits a ZnO:Al layer serving as ohmic contact between the substrate and the nomi-
nally undoped ZnO film, a diffusion of aluminium into the ZnO film must be considered.
The aluminium concentration profile in sample S1 (fig. 6.3) was determined by secondary
neutral mass spectroscopy (SNMS) by G. Ramm (Universita¨t Leipzig). Spectral ellip-
sometry, measured by C. Sturm (Universita¨t Leipzig), proved the thickness of the ZnO
layer in this sample to be 2100 nm, the ZnO:Al layer is approximately 200 nm thick.
The SNMS measurement revealed, that the aluminium concentration strongly increases
500 nm above the ZnO:Al layer and even at the sample surface aluminium was detected.
Therefore, especially in ZnO thin films of smaller thickness, aluminium is present in the
space charge region in significant concentrations.
6.2 Thermal treatment
In order to activate defects and to anneal-out implantation damage, particular samples
underwent a thermal treatment. This was carried out in a home-built rapid thermal
annealing (RTA) chamber. The heat source are Carbon Twin infrared tube emitters
(Heraeus) appropriate for temperatures up to 1470K, reaching this temperature within
2 s. The samples were annealed either in vacuum, oxygen or nitrogen ambient.
6.3 High-energy particle irradiation and ion-implantation
The introduction of electronic defect states in the PLD-grown ZnO thin films after the
growth has been carried out by irradiating the samples with high-energy particles. In
this work, the samples were irradiated with either 1.6MeV electrons or 1.6MeV protons,
or high-energy oxygen, zinc, nitrogen or nickel ions were implanted, respectively. The
effects on the sample are lattice damage (e−, p+, O+, Zn+, N+, and Ni+), changes in
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Figure 6.4: Sketch of a setup
for the high-energy particle irra-
diation of solids.
particle
source
accelerator
V
~v × ~B filter
quadrupole filter
sample
the stoichiometry1 (O+, Zn+, N+, and Ni+), and the incorporation of impurities (N+,
and Ni+).
6.3.1 Generation and acceleration of charged particles
In fig. 6.4 the basic components of a setup for the irradiation of solids with high-energy
particles is depicted. It basically consists of a particle source, an accelerator, a magnetic
filter, and a collimator lens [3]. Electrons are usually emitted by a heated cathode.
The design of ion sources depends on the type of the ion and the source material.
Incandescent cathode sources ionise gases of atoms or molecules. If the source material
is solid, it is first evaporated in an oven. For ions of rare gases, hydrogen or nitrogen
also high-frequency plasma ion sources are common.
After the charged particles left the source through an aperture, they are accelerated
by an electric field. In all irradiation experiments conducted in this work van-de-Graff
accelerators with multiple electrodes were used. After the beam has left the accelerator
the separation magnet filters the energy of the particles and removes non-desired ions
stemming for example from the source material or the cathode of the ion source. Finally
the beam is focussed onto the sample by a quadrupole filter. The irradiation dose is
basically controlled by the beam current and the irradiation time.
6.3.2 Interactions of implanted particles with the lattice, implantation
damage
When a particle with energy E and momentum p is implanted into a solid, it will grad-
ually loose energy dE/dx and momentum due to scattering while it travels through the
crystal. The scatter events can be elastic or inelastic with bound electrons and the nuclei
of the crystal matrix. Therefore, two stopping cross-sections are defined
dE
dx
= − [Se(E) + Sn(E)] . (6.1)
1The change of the stoichiometry is obvious for zinc or oxygen ions, but occurs also for the nitrogen
and nickel ions, if these are preferentially incorporated on either zinc of oxygen lattice site.
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Figure 6.5: Calculated penetration depths 〈xp〉 and their standard deviation ∆xp of ions implanted
into ZnO in dependence of the ion energy. 〈xp〉 and ∆xp are obtained from fits of eq. 6.2 to the ion
distributions calculated by SRIM [230].
109
6 Sample preparation and experimental setup
Se(E) is the stopping cross-section for scattering with electrons, Sn(E) that for scattering
with nuclei. For the particle energies used in this work Se(E) is dominant [3]. Lindhard
and Scharff [4] calculated analytical expressions for Se(E).
Of course the stopping of the implanted particle has an influence on the crystal lattice. If
the energy transferred to the nuclei is larger than their binding energy to the lattice site,
these are displaced. In the simplest case this process generates a Frenkel pair, a vacancy
and an atom on interstitial site. This can lead to cascades since if the transferred energy
is sufficiently high, the displaced nucleus can scatter with further nuclei.
When the implanted particle has lost its kinetic energy, it will come to rest in the depth
x below the surface. The depth distribution of the implanted particles below the surface,
Nip(x) and extend of the lattice damage strongly depend on the acceleration energy, the
particle mass, Se, and Sn. Within the Lindhart, Scharff, Shiøtt (LSS)-theory [3, 5] the
implantation profile for ions (including protons) is a Gaussian distribution
Nip(x) =
D√
2π∆xp︸ ︷︷ ︸
Nmax
ip
exp
[
−(x− 〈xp〉)
2
2∆x2p
]
. (6.2)
D is the total number of implanted ions per unit area (dose), 〈xp〉 is the mean penetration
of the ions into the solid, and ∆x2p is the variance of this distribution. The maximum ion
concentration Nmaxip is found at x = 〈xp〉. In this theory back-scattered ions are neglected.
More realistic implantation profiles are obtained from Monte-Carlo simulations. In this
work the program package SRIM [230] was used. In fig. 6.5 〈xp〉 and ∆xp for the
implantation of the ions used in this study into ZnO are plotted. The values are obtained
from fits of eq. 6.2 to the ion distributions simulated by SRIM.
6.3.3 Proton-irradiation
At the van-de-Graff accelerator at the University of Pretoria, 1.6MeV protons were
implanted a ZnO thin film sample by courtesy of J. J. van Rensburg. From fig. 6.5 it
can be seen, that the stopping range 〈xp〉 of the protons in ZnO is much larger than
the film thickness and hence the majority of the protons comes to rest in the substrate.
Therefore, the implantation of protons does not incorporate hydrogen into the ZnO thin
film and thus causes extrinsic doping, but creates intrinsic defects during the stopping. It
should be mentioned, that these experiments were the only irradiation/ion implantation
experiments in this work, that were (in part) carried out at temperatures below room-
temperature. The experiments will be described in sec. 7.5.2.
6.3.4 Electron-irradiation
In this work two samples were irradiated with 1.6MeV electrons. The author is indebted
to F.C.C. Ling (University of Hong Kong) for arranging the electron irradiations which
have been carried out at the electron accelerator at Sichuan University. In contrast to
the irradiations with heavier particles, the electrons are relativistic at this energy. The
110
6.3 High-energy particle irradiation and ion-implantation
10−4
10−3
10−2
10−1
100
101
102
103
101 102 103 104 105 106 107
tr
a
n
sf
er
re
d
en
er
g
y
(e
V
)
kinetic electron energy (eV)
tar
get
: O
16
tar
get
: Z
n
64
1
.6
M
eV
Figure 6.6: Collision of relativistic elec-
trons with lattice atoms. For zinc and
oxygen, respectively, the maximum energy
transferred from the electron to the lattice
atom is plotted.
maximum energy transferred from the electron to a lattice atom can be calculated (see
appendix, sec. A.5) from the relativistic laws of momentum and energy conservation to
E trans = 2 Ee me
mtarget
( Ee
E0,e + 2
)
. (6.3)
In fig. 6.6 eq. 6.3 is displayed for zinc and oxygen targets. In the case of 1.6MeV
electrons, the energy transfer is 139 eV to the zinc and 560 eV to the oxygen atom. This
is in accordance with the values Look et al. [208] have previously calculated. In this
paper the authors found 1.6MeV to be a threshold electron energy for the introduction
of defects in the oxygen as well as the zinc sub-lattices. Since 139 eV binding energy
for zinc to its lattice site is much larger than the known values for silicon or gallium
arsenide, Look et al. stated that the generated “[...] stable defects are only those which
involve multiple atomic displacements, along a chain of atoms.” Therefore more than
one generated defect per electron is expected.
6.3.5 Ion-implantation
The implantation of high-energy ions was carried out by Jo¨rg Schneider with the 500MeV
implanter (High Voltage Engineering) at Helmholtz-Zentrum Dresden-Rossendorf. In
this work nitrogen, oxygen, nickel, and zinc ions were implanted into the ZnO thin film
samples. In order to reduce implantation damage and to activate the implanted ions,
each ion-implanted sample was thermally annealed after the implantation.
Nitrogen and oxygen
Associated with this work T. Lu¨der studied the implantation profiles of nitrogen ions
implanted into ZnO in his diploma theses [231]. Furthermore the out-diffusion of the ni-
trogen during the annealing was investigated. In fig. 6.7 the nitrogen depth profile of one
of the implanted thin film samples is shown. The high implantation dose of 2×1015 cm−2
was chosen to obtain a nitrogen concentration which could be conveniently detected. The
data was obtained from secondary ion mass spectrometry (SIMS) measured by A. Laufer
(Justus-Liebig-Universita¨t Giessen). A comparison of the measured profile (prior to the
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Figure 6.7: Concentration profile (mea-
sured by SIMS) of 150 keV nitrogen ions
implanted into a ZnO thin film at room-
temperature. Dose: 2× 1015 cm−2. The an-
nealing was carried out for 30min at 1100K
in 700mbar oxygen or nitrogen ambient, re-
spectively. Data taken from [231].
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annealing) with the one simulated by SRIM [230] yields a good agreement regarding the
mean penetration depth 〈xp〉 of the nitrogen ions. However, the measured distribution
is broader than the simulated, which can be attributed to diffusion of nitrogen even at
room-temperature. After annealing the sample at 1100K for 30min in either oxygen or
nitrogen atmosphere still more than 50% of the implanted nitrogen was detected in the
sample. The samples used in the defect studies presented in the following chapters were
annealed at only approximately 900K for 30min after the implantation. This turned
out to be sufficient to activate the implants and to recrystallise most of the implantation
damage. This proves, that most of the implanted ions remained in the sample despite
the annealing process.
Due to the resolution limit of SIMS it is not possible to measure the profile of im-
planted oxygen ions directly. Since oxygen exhibits a similar electronic structure and
mass compared to nitrogen, the results obtained from nitrogen implantation will be a
good approximation for the oxygen implanted samples, cf. fig. 6.5.
Nickel and zinc
In the periodic table of elements nickel and zinc are neighbours and their atomic weights
do not differ more than 10%. Therefore implantation damage and mean penetration
depth 〈xp〉 are similar for the implanted ions, cf. fig. 6.5. The concentration profile for
250 keV nickel ions implanted into a ZnO thin film sample was measured by G. Ramm
(Universita¨t Leipzig) using secondary neutral mass spectrometry (SNMS), see fig. 6.8.
The implantation dose was 2× 1016 cm−2. A good agreement of the SNMS data and the
SRIM simulation is found.
These massive ions cause a heavier impact to the lattice than nitrogen or oxygen ions
at equal energy. Therefore, a higher annealing temperature, ≈ 970K, and a longer
annealing time, 45min, were used. The annealing ambient was 700mbar oxygen.
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Figure 6.8: Concentration profile of 250 keV nickel ions implanted into a ZnO thin film at room-
temperature (left). The dots are SNMS data, the line is the SRIM [230] simulation. After annealing the
sample for 45min at 970K in oxygen ambient the nickel ions have diffused towards the surface (right).
a-sapphire substrate
n+-ZnO:Al
ion-implanted region
undoped n-type ZnOd
fi
lm
Pd
Figure 6.9: Schematic structure of the ZnO thin film
samples. The space charge region, provided by the Pd
Schottky contacts, penetrates parallel to the surface
normal into the sample.
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Figure 6.10: Electrical properties of a Pd/ZnO Schottky contact (sample S5). Left: Room-temperature
admittance spectrum. The sample was reverse-biased at Vr = 3V. Right: Capacitance-voltage depen-
dence. The probing frequency of the capacitance bridge was f = 100 kHz.
6.4 Schottky contacts and mounting the samples on sockets
High quality Schottky contacts are a precondition for the capacitance spectroscopic
experiments described in the following chapters. Von Wenckstern investigated different
metals, thicknesses, and deposition conditions during his PhD thesis [201]. In 2007,
when the current work started, the best Schottky contacts were obtained from resistively
evaporated palladium films of approximately 9 nm thickness. Details on the electrical
properties, in particular the current-voltage characteristics of the contacts were published
by von Wenckstern et al. in [52]. In order not to introduce effects from using differently
prepared contacts, this recipe was used for the fabrication of all Schottky contacts used
in this work. The Schottky contacts were prepared either by courtesy of G. Biehne or
M. Hahn (both Universit¨t Leipzig).
Finally, the samples were mounted onto sockets and contacted with 40µm thick gold
wires. The structure of a ready-to-measure sample is schematically depicted in fig. 6.9.
A brief overview on the electrical and optical properties of the Schottky
diodes
Sample S5 shall serve as an example of a typical Pd/ZnO Schottky diode used in this
study2. In fig. 6.10 the admittance spectrum as well as the capacitance-voltage depen-
dence are plotted. Before a sample used in this study was investigated on defect states,
these measurements were conducted in order to check if the quality of the Schottky
contact was sufficiently high so that the more involved measurements did not become
erroneous due to high leakage currents, low cut-off frequencies etc.
From the admittance measurement it can be seen, that the cut-off frequency is higher
than 3MHz. Please note that only if a sample exhibits a cut-off frequency fco ≫ 1MHz,
it is suitable for DLTS and related measurements, since the probing frequency of the
DLTS capacitance meter is fixed to 1MHz.
2For growth conditions, post-growth treatment etc. please refer to sec. 7.2 and the tab. A.1.
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Figure 6.11: Left: The spectrum of the transmission TPd of a 9 nm thick Pd layer, similar to those used
for the Schottky contacts. Right: The dependence TPd on the film thickness.
A first step towards defect studies is the measurement of the C -V characteristics of the
Schottky diode. From the 1
/
C2 plot, the net doping density depth profile Nnet(x) and
the Schottky barrier height Φbi can be obtained, cf. sec. 4.1. In this sample 1
/
C2 (Vr) is
not a straight line but the derivative becomes larger for Vr < 0V. According to eq. 3.17,
this corresponds to a lower Nnet in the vicinity of the surface
(
1016 cm−3
)
than in the
bulk
(
1017 cm−3
)
. Since φ0 = e (Vext +Φbi) holds, Φbi can be obtained from the inter-
section of the 1
/
C2 plot with the Vr-axis. A linear fit to the data given in fig. 6.10 (only
for small Vr) yields Φbi ≈ 1.05 eV which is in good agreement with the values given in
[52].
Due to their thickness of only 9 nm, the palladium Schottky contacts exhibit a trans-
parency of 0.3 < T < 0.45 for photon energies 1.0 eV < hν < 4.0 eV which enabled the
conduction of defect studies under optical excitation. The transmission spectrum is plot-
ted in the left plot of fig. 6.11. The control of the thickness of the Pd film is erroneous.
In order to estimate the error, the transmission spectra were recorded in dependence of
the film thickness. The result is plotted in the right plot in fig. 6.11. For details on how
the transmission of the Pd films were measured, please refer to sec. A.6.2.
6.5 The space charge spectroscopy setup
The space charge spectroscopic measurements were conducted using an experimental
setup developed by R. Pickenhain (Universita¨t Leipzig) [65]. In the following it will be
described in brief.
The sample was mounted in a helium-flow cryostat suitable for the temperature range
from 10K to 330K. Depending on the particular experiment, the admittance of the
sample was measured either by a Boonton 7200 or an Agilent 4294A LCR meter, in case
of DLTS measurements, a home-built capacitance bridge [232] was used. The home-
built DLTS as system well as the Boonton 7200 LCR meter operate at a fixed probing
frequency of f = 1MHz. In contrast, the probing frequency of the Agilent 4294A can
be tuned from 40Hz to 110MHz which enabled the frequency dependent measurements.
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Figure 6.12: The space charge spectroscopy setup.
For the optical excitation of the sample (except for MCTS), either a 250W tungsten
halogen lamp (OSRAM) or a 150W Xenon arc lamp (LOT) were used3. The light was
passed through a Zeiss Jena SPM2 prism monochromator (LiF prism), focussed by a
parabolic mirror (diameter 20 cm, focal length 40 cm) and passed through the cryostat’s
LiF window onto the sample. In the case of photo-current experiments, a mechanical
chopper (f < 2 kHz) was put into the light beam and the photo-current was measured
by a Stanford Research Systems SR850 lock-in amplifier. The filling pulses in the MCTS
experiments were realised by pulsed emission from a InGaN light emitting diode with
an emission maximum in the near UV. In fig. 6.12 the setup is schematically depicted.
Modifications of the setup as used in MCTS experiments are displayed in fig. 4.13. The
emission spectra of the 250W halogen lamp and the UV-LED are plotted in figs. A.3
and A.4, respectively.
3The Xe arc lamp was only used for hν > 3.0 eV.
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intrinsic defects
Intrinsic defects in ZnO thin films were created by the implantation of either oxygen
or zinc ions, or irradiating the sample with high-energy electrons or protons, respec-
tively. The defects in the ion-implanted/irradiated samples as well as in as-grown or
thermally annealed reference samples were studied by space charge spectroscopy. From a
comparison of the concentrations of particular defects in the samples before and after the
ion-implantation/irradiation it was decided whether these were generated by this treat-
ment of the sample (and are therefore intrinsic) or not. The electronic properties of the
defects – capture cross-sections for free charge carriers, photo-ionisation cross-section
spectra, and the energetic position of the electronic levels introduced into the bandgap –
were calculated from measurements of either the optical or the thermal emission rates of
trapped charge carriers into free states.
7.1 Intrinsic defects
The term intrinsic defect might be misleading, therefore a short definition is put in front
of this chapter. Since the microscopic structure of most of the electronic defect states
detected in ZnO is unknown, the terms native (point) defects and intrinsic defects must
be distinguished. Native point defects are interstitials, vacancies, and antisites of zinc or
oxygen atoms, respectively. In the following a defect is considered to be intrinsic, if it is
either a native defect or it is an impurity or a complex with an impurity having initially
been in the ZnO thin film (undesired incorporation during the PLD growth). In this
spirit, exclusively the concentration of intrinsic defect states changes, when the samples
are annealed or are irradiated with either, protons, electrons, zinc ions, or oxygen ions.
The implantation of other ions creates extrinsic as well as intrinsic defects.
7.2 The investigation of defect states deep in the bandgap –
an exemplary study
As mentioned before, electronic defect states in the vicinity of the ZnO conduction
band have been intensively studied. However, almost no data obtained from space
charge spectroscopy on levels in the midgap region and deep-levels energetically close
to the valence band exists. In view of the investigation of these levels by space charge
spectroscopy, Kant’s questions “What can I know?” and “What ought I to do?” [233]
should be posed.
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Figure 7.1: Deep-level transient spec-
troscopy spectra of sample S5. The sample
was reverse biased at Vr = 3V and the fill-
ing of the traps was carried out by a voltage
pulse Vr = −1V for tpw = 128µs. The rate
window was 4Hz < t−1rw < 8 kHz.
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The reason for the scarce knowledge on these levels is, that the thermal emission of
trapped charge carriers into the conduction band is too slow to be conveniently measured
at accessible experimental conditions. Having in mind eq. 2.59, what one ought to do
is hence to employ optical excitation in order to change the charge state of the levels.
This immediately answers, which knowledge can be gained. From capacitance transients,
sec. 4.3, the concentration of the defect can be calculated. These experiments as well
as photo-current spectroscopy, PC, can be used to calculate the photo-ionisation cross-
section spectra σon(hν) and σ
o
p(hν). If the level is sufficiently close to the valence band
edge and can therefore emit trapped holes thermally, also ethp (T ) can be measured. With
it Ea and σ∞p can be calculated from Arrhenius analysis.
In this study, an untreated, PLD-grown ZnO thin film, sample S5, was investigated on
the defect states mentioned above employing the space charge spectroscopic methods
DLTS, photo-capacitance, PC, and MCTS. Details on the sample growth can be found
in tab. A.1. Of importance especially for the MCTS measurements is, that the substrate
of S5 was two-side polished such that it was possible to illuminate the sample from the
back. Furthermore, the ZnO thin film exhibits a thickness of less than 1000 nm, so that
UV irradiation (hν > Eg) from the sample back is not totally absorbed in the bulk and
can penetrate into the space charge region.
7.2.1 Deep-level transient spectroscopy
Prior to the more advanced experiments, the net doping density of sample S5 was de-
termined from C -V spectroscopy. For it van Opdorp’s method [98] (sec. 3.2.1) was
employed. A gradient in Nnet towards the bulk was found. In the investigated region,
wscr < 400 nm, it amounts to 10
16 cm−3 < Nnet < 6× 1016 cm−3 (fig. 7.3 (f)).
The DLTS spectra, shown in fig. 7.1, revealed the deep-levels E1 and E3 [61] to be the
only defect states present in the sample with sufficiently high thermal emission rates ethn
to be measured in the temperature range 30K < T < 330K. Standard Arrhenius analy-
sis of the temperature dependence of ethn (T ) yields Ea = 98meV and σ∞n = 4× 10−14 cm2
for E1 and Ea = 303meV and σ∞n = 8.9× 10−16 cm2 for E3.
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Figure 7.2: Minority carrier transient
spectroscopy spectra of sample S5. The
sample was reverse biased at Vr = 3V and
the filling of the minority carrier traps was
carried out by a UV light flash for tpw =
8ms. The inset shows the Arrhenius plot of
ethp of the TH2 trap.
7.2.2 Minority carrier transient spectroscopy
MCTS experiments as described in sec. 4.8 were conducted using light pulses from a
InGaN UV LED1. The MCTS spectrum is displayed in fig. 7.2. As expected, only posi-
tive MCTS signals, which are equivalent to falling capacitance transients and therefore
minority carrier emission, were measured. This proves: (i) that the ZnO layer was not
too thick and the UV light was not totally absorbed before it reached the space charge
region, that (ii) the sample contains minority carrier traps, and that (iii) the hole con-
centration in the space charge region dominated the electron concentration2.
One minority carrier peak was dominant in the MCTS spectra. The attributed level
shall in the following be labelled TH2. The temperature dependence of the thermal hole
emission rate, ethp , in Arrhenius representation is plotted in the inset of fig. 7.2. A linear
regression yields a thermal activation energy of Ea = 430meV. Using an effective hole
mass of m⋆h = 0.59me [132], the high temperature limit of the hole capture cross-section
is calculated to σ∞p = 5× 10−12 cm2. Please note, that σ∞p is almost two orders of mag-
nitude larger than expected from eq. 2.32! Hence, TH2 is an effective hole trap, which
also explains the dominance of the TH2 peak in the MCTS spectra. Different hole traps
compete for the optically generated holes in the space charge region – due to the large
σ∞p , TH2 is expected to trap the lions share of these.
7.2.3 The midgap-level T4 and the hole trap TH1
Space charge spectroscopy with additional optical excitation was employed in order to de-
tect defect states energetically situated more than 1 eV below the conduction band edge.
The results of these measurements are displayed in fig. 7.3. The investigations were
started with the measurement of a PCap spectrum at T = 168K with no bias applied
to the sample during the measurement. The initial filling of the traps was ensured by a
forward voltage pulse, that flattened the bands. In resulting the spectrum, fig. 7.3(a),
1The emission spectrum of the UV-LED is plotted in fig. A.4.
2The concentration of holes in the space charge region during the optical filling pulse is calculated in
sec. A.7.
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Figure 7.3: Sample S5. (a) PCap spectrum measured at T = 168K. (b) PC spectrum measured at
T = 293K. (c) Photo-capacitance transients stemming from T4. (d) σon(hν) of the TH1 level. (e) σ
o
n(hν)
and σop(hν) of the T4 level. (f) OCV measurement, profiling the T4 level. (g) Energy diagram of the T4
level.
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two traps were visible, a midgap-level, in the following labelled T4, and a peak resulting
from a level3 in the vicinity of the valence band edge, which in the following shall be
labelled TH1. TH1 must be distinguished from the TH2 level detected in the MCTS ex-
periments. Since ethp (168K) ≈ 130Hz holds for the TH2 level and the achievable photon
flux (see fig. A.3), at the TH1 peak in the PCap spectrum is Φph(3.2 eV) ≈ 1012 cm−2s−1,
an extremely large TH2 photo-ionisation cross-section of σon(3.2 eV) > 10
−10 cm2 would
be required, so that eon > e
th
p holds
4. Such large photo-ionisation cross-sections are hard
to imagine.
Under illumination with sufficiently high photon energies T4 as well as TH1 gener-
ate electron-hole pairs and therefore a photo-current Iph. The photo-current spectrum
measured at room temperature and Vr = 0V is plotted in fig. 7.3(b). However, the
electron-hole pair generation mechanisms of T4 and TH1 are different. From the ener-
getic position of the T4 step in the PCap spectrum it can be concluded, that the T4
level is situated in the midgap region and therefore thermal emission of trapped charge
carries can be excluded. Hence, the most probable electron-hole pair generation process
is optical electron emission and subsequent optical hole emission, process (b) in fig. 2.15.
In contrast, the TH1 level is in the vicinity of the valence band edge. The mechanism is
therefore the photo-ionisation of TH1 by photons with hν > 3 eV with subsequent ther-
mal emission of the photo-generated hole into the valence band, process (c) in fig. 2.15.
At T = 168K and hν > 3 eV the thermal hole emission rate is much smaller than the
optical electron emission rate, ethp ≪ eon, thus TH1 results in a peak in the PCap spec-
trum. On the other hand ethp is much larger than e
o
n at room-temperature and TH1
contributes to Iph. In this case, according to eq. 2.101, the electron-hole pair generation
rate is reh ≈ eon. With aid of eq. 4.23 the photo-ionisation cross-section σon(hν) can be
calculated from Iph(hν)
Iph(hν) ∝ reh(hν) → Iph ∝ eon(hν) = Φph(hν)σon(hν) → σon(hν) ∝
Iph(hν)
Φph(hν)
.
(7.1)
The spectrum is displayed in fig. 7.3(d). From the photo-ionisation threshold the ener-
getic position of the TH1 level can be estimated to Et ≈ Ev + 300meV. This is close to
the activation energy of the A3 level measured by von Wenckstern et al. [58] in a DLTS
experiment at a pn-junction fabricated by the implantation of nitrogen into a ZnO single
crystal. A continuative discussion on the generation of the TH1 level is given in sec. 7.3.
Photo-capacitance transients stemming from the T4 level have been measured at room-
temperature, fig. 7.3(c). According to the analysis described in sec. 4.4.1, these bear the
information of the photo-ionisation cross-sections for both, electron and hole emission,
σon and σ
o
p. σ
o
n(hν) and σ
o
p(hν) were calculated and are displayed in fig. 7.3(e). The
calculation of σop(hν) is erroneous at photon-energies, where e
o
n ≫ eop holds, since the
occupancy of T4 is q ≈ 0 and therefore C(t → ∞) does not significantly deviate from
3The resolution of space charge spectroscopy is not sufficient to exclude, that the TH1 peak results
from two energetically close lying levels close to the valence band edge.
4Due to eqs. 2.59 and 2.60 this is required in order to significantly change the occupancy of the defect
state and thus the capacitance.
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Table 7.1: Annealing conditions applied to the samples S1, S2, and S3.
sample annealing conditions
S1A1 45min, 970K, 700mbar O2
S1A2 90min, 970K, 700mbar O2
S1A3 45min, 1110K, 700mbar O2
S1A4 45min, 970K, 700mbar N2
sample annealing conditions
S2A1 45min, 970K, 700mbar N2
S2A2 45min, 970K, 700mbar O2
S3A1 45min, 970K, vacuum
S3A2 45min, 970K, 700mbar O2
the value obtained for eop = 0. Since Iph ∝ reh holds and the inset of Iph(hν) occurs at
hν > 1.6 eV, σop(hν > 1.6 eV) > 0 holds. σ
o
n(hν) is accurately determined by the photo-
capacitance transients, therefore σop(hν) can be calculated from Iph(hν) using eq. 2.89.
The so determined spectrum is also plotted in fig. 7.3(e).
With aid of σon(hν) and σ
o
p(hν), the concentration profile of T4 in sample S5 was de-
termined by the OCV method (cf. sec. 4.5). For photon energies of hν = 2.3 eV the
occupancy of T4 is q < 0.1 and TH1 cannot be photo-ionised. Therefore, the differ-
ence in the net doping concentrations obtained from C -V measurements conducted in
the dark and under 2.3 eV illumination corresponds to the T4 concentration. The OCV
measurement was conducted at room-temperature and is displayed in fig. 7.3(f). Re-
markably, the T4 concentration is Nt(T4) ≈ 1017 and therefore more than twice the net
doping concentration.
In the following the T4 level shall be discussed. It is conspicuous that the sum of the
photo-ionisation thresholds, Epitn + Epitp ≈ 1.40 eV + 1.65 eV = 3.05 eV, is smaller than
the ZnO bandgap. This seriously questions the assumed two-step mechanism for the
electron-hole pair generation. It is more likely that three steps are required: the optical
emission of an electron into the conduction band (i), a subsequent optical excitation of a
second electron bound to the defect in a “hidden” state T4’ in the vicinity of the valence
band edge (ii), and the thermal emission of the T4’-trapped hole into the valence band
(iii). The thermal emission of the hole can be expected to be almost instantaneously at
room-temperature, hence the optical rates eon and e
o
p are the bottleneck for the electron-
hole pair generation. A tentative model for T4 is drawn in fig. 7.3(g) and the steps of
the photo-current generation are indicated.
7.3 Thermal treatment: Defect generation and anneal-out
It was already mentioned, that a thermal annealing step is necessary after ions were
implanted into a sample (chap. 6) in order to anneal the implantation damage and to
activate the implanted ions. Besides that, other (undesired) effects such as out-diffusion
of zinc or oxygen and/or diffusion of aluminium from the substrate into the ZnO thin
film must be expected. Thus, electronic defect states in as-grown as well as in thermally
annealed samples were investigated. Parts of this study were carried out by R. Karsthof
in the framework of his Bachelor thesis [234].
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Figure 7.4: Depth profiles of the net doping con-
centration in the samples of the S1, S2, and S3 an-
nealing series obtained from C -V measurements.
In order to distinguish the annealing-caused changes in the concentrations of defects
in the sample from those generated by the ion implantation, different, merely annealed
pieces of the S1, S2, and S3 were investigated on defects and compared with untreated
references. The annealing conditions were varied regarding temperature, ambient, and
duration, see tab. 7.1. After the annealing step, the samples were processed as described
in sec. 6.4.
7.3.1 Net doping concentration and shallow donors
The investigation of defects in the samples was started with the determination of the
net doping concentration from C -V measurements using van Opdorp’s method [98],
sec. 3.2.1. Due to forward current on the one hand and a breakdown of the Schottky
contacts on the other, the reverse voltage was limited to −0.5V < Vr < 3.0V. The
oscillator frequency of the capacitance bridge was chosen either 100 kHz or 1MHz, de-
pending on Rs and Rp of the Schottky diodes. In fig. 7.4 the results are depicted.
It is conspicuous that Nnet of the S1 sample is differently influenced by the annealing,
than that of the S2 and S3 samples. The unannealed S1 sample exhibits a homoge-
neous Nnet, which is also the lowest among all investigated samples. However, a doping
gradient is observed in the untreated S2 and S3 samples which is flattened by the an-
nealing. A possible explanation for this different behaviour can be given by the different
thicknesses of the thin films. Among the samples, S1 is the thickest film, therefore the
lowest aluminium concentration in the space charge region – resulting from diffusion of
Al from the substrate into the film – is expected. The observed gradient in Nnet in the
samples S2 and S3 might result from the Al gradient towards the substrate. During
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Figure 7.5: C(T ) measurements conducted on the samples S1 and S2. The identification of AlZn
in sample S2 (thickness: dfilm ≈ 1300 nm) but not in sample S1 (dfilm ≈ 2200 nm) hints to aluminium
diffusion from the substrate into the ZnO thin film. The applied reverse voltage was chosen such, that
wscr (Vr) ≈ 300 nm holds for both samples.
the annealing further Al diffuses towards the surface, where it accumulates. This would
result in a higher, but more homogeneous Al concentration in the space charge region.
Thermal admittance spectroscopy confirms the higher aluminium concentration in the
space charge region of the thinner samples. The first step in the C(T ) plots depicted
in fig. 7.5 corresponds to the T1 level which is attributed to Zni, cf. tab. 5.4. T1 was
detected in sample S1 as well as in S2 but only the thinner thin-film (sample S2) contains
the 64meV shallow donor which is attributed to AlZn [201].
In addition the deep-levels E1 and E3 (cf. tab. 5.5) were detected. Further investiga-
tions on these levels were made by deep-level transient spectroscopy and are described
in sec. 7.3.2. Ea and σ∞n of T1, AlZn, and E1 were obtained from Arrhenius analysis
(sec. 2.3.3.1) of the TAS data and are given in tab. 7.2. However, aluminium does not
singly account for the changes in Nnet due to annealing. A comparison between Nnet
measured in the samples S1A1 and S1A2 reveals that longer annealing times lead to
a higher net doping concentration. A much stronger effect can be achieved, when the
annealing is carried out at higher temperatures, cf. sample S1A3. In sample S1A3 a Nnet
gradient towards the surface has developed, which is possibly a hint for the out-diffusion
of either oxygen or zinc. Since Nnet depends on the atmosphere in which the samples
were annealed, and the influence of annealing becomes larger for lower oxygen partial
pressures, the out-diffusion of oxygen seems more probable.
7.3.2 Deep-levels and minority carrier traps
Deep-level transient spectroscopy was employed to study defect states in the upper
third of the ZnO bandgap. The spectra measured on the samples S1, S1A1 (annealed
in oxygen ambient), and S1A4 (annealed in nitrogen ambient) are depicted in fig. 7.6.
These samples stand for the whole annealing series and the DLTS spectra of the other
samples are similar. All samples contained the deep-levels E1, T2, and E3, for reference
see tab. 5.5. In the case of the samples derived from S3 also significant concentrations
of E3’ were measured. The annealed samples contained traces of a further electronic
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Figure 7.6: Left: DLTS spectra of the samples S1, S1A1, and S1A4, normalised on the E3 peak
(Nt(E3) ≈ 5 × 10
15 cm−3 in all samples). The reverse voltage amounted to Vr = 2.5V. The filling of
the traps was carried out for tpw = 1ms at Vr = −0.5V and the DLTS windows were t
−1
rw = 256Hz for
sample S1 and t−1rw = 512Hz for S1A1 and S1A4. In the case of sample S1A1, the data is noisy and has
been smoothed. Right: PCap spectra of the samples S1, S1A1, and S1A4 measured at T = 168K with
the samples biased at Vr = 2.5V.
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Table 7.2: Properties of the electronic defect states detected in the thermally annealed samples and
references. The difference in Ea of the E1 level obtained either from TAS of DLTS might be due to the
Poole-Frenkel effect, cf. sec. 2.2.5.
trap Ea σ∞n
(meV)
(
cm2
)
T1 TAS 31 7.5× 10−14
AlZn TAS 62 1.8× 10−13
E1 TAS 120 6.4× 10−14
E1 DLTS 111 7.7× 10−14
trap Ea σ∞n
(meV)
(
cm2
)
T2 DLTS 221 1.1× 10−15
E3 DLTS 300 5.2× 10−16
E3’ DLTS 373 3.6× 10−14
E4 DLTS 550 3.0× 10−13
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Figure 7.7: Left: DLTS spectrum of the sample S3A2. Right: Optical capacitance-voltage spectroscopy
measured on this sample at T = 40K. The difference in Nnet measured in the dark and under hν = 1.0 eV
irradiation is the concentration profile of the T2 level.
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defect state, possibly the E4 level. The resulting capacitance changes were close to the
detection limit of the capacitance bridge and therefore an accurate evaluation of its
properties was – with the exception of sample S1A4 – not possible. Averaged Arrhenius
analysis (cf. sec. A.9.2.2) of ethn (T ) of the levels E1, T2, and E3 in the samples yields Ea
and σ∞n , given in tab. 7.2. The data of the E4 level stems from sample S1A4, the data
on E3’ was obtained from the samples S3A1 and S3A2. Please note that there is no
physical meaning in the values obtained for the T2 level by this analysis. A discussion
on that is given in sec. 7.7.6.
From the DLTS results it can be concluded, that (i) there is no evidence that the levels
E1 and E3 are generated or annealed-out and (ii) that the concentration of the T2 level
is increased by the annealing. In the annealed S1 samples, the height of the T2 peak in
the DLTS spectra depends on the oxygen partial pressure, the annealing temperature,
and annealing time: The T2 peak height increases with temperature and duration. Also
lower oxygen partial pressure (annealing in nitrogen ambient) leads to a higher T2 peak.
On the first glance the dependence of the T2 peak on the annealing conditions in the S2
and S3 annealing series, is not as systematic as in the S1 samples. The reason is, that
DLTS is an integral method and the spectrum originates from the whole space charge
region. However, gradients in Nnet are observed in the S2 and S3 samples. Therefore, it
was necessary to measure the T2 concentration depth profiles. In sec. 7.7.6 it is shown,
that T2 can be photo-ionised with photons of energy hν > 0.7 eV, fig. 7.36. This makes
the optical capacitance-voltage spectroscopy method (OCV) applicable. Sample S3A2
shall serve as an example. Its DLTS spectrum is plotted in fig. 7.7. Although the sample
was thermally annealed, the T2 DLTS peak is rather small, since the T2 concentration is
low in the vicinity of the surface. OCV was conducted at T = 40K. At this temperature
the thermal emission rate of the T2 trap is ethn ≈ 10−15Hz and thus the OCV precondition
eon ≫ ethn is well fulfilled. The difference in the net doping concentrations measured in
the dark and under hν = 1.0 eV illumination is the T2 concentration which increase
drastically towards the bulk (fig. 7.7, right hand).
In samples with low T2 concentrations DDLTS instead of OCV was used to determine
the T2 concentration profiles. The bar chart in fig. 7.8 (left) depicts the maximum
T2 concentration measured by either of these methods for all samples. In this plot
the unannealed samples exhibit the lowest T2 concentrations. Thus, this more careful
evaluation of the T2 concentration proves the generation of T2 by thermal annealing for
all samples.
The midgap region and the vicinity of the valence band was scanned for defect states by
photo-capacitance spectroscopy, PCap. The spectra measured on the samples S1, S1A1,
and S1A4 (right side of fig. 7.6) are typical for the whole series. Each sample contained
the midgap-level T4 and the minority carrier trap TH1. With aid of the photo-ionisation
cross-sections of T4 and TH1, see sec. 7.2.3, fig. 7.3, OCV could be employed to measure
the concentration profiles of these levels. Regarding T4 it can be concluded that in the
S1 and S2 samples the T4 concentration was 1015 cm−3 < Nt < 5 × 1015 cm−3 and no
significant influence of annealing was observed. In contrast, the T4 concentration in the
as-grown S3 sample was 2.2× 1016 cm−3. It was found that T4 could be annealed out in
part. Remarkably this effect was larger for annealing under oxygen atmosphere (S3A2,
127
7 The generation and investigation of intrinsic defects
0.01
0.1
1
10
S
1
S
1
A
1
S
1
A
2
S
1
A
3
S
1
A
4
S
2
S
2
A
1
S
2
A
2
S
3
S
3
A
1
S
3
A
2
m
a
x
.
T
2
c
o
n
c
.
( 101
6
c
m
−
3
)
0.01
0.1
1
10
S
1
S
1
A
1
S
1
A
2
S
1
A
3
S
1
A
4
S
2
S
2
A
1
S
2
A
2
S
3
S
3
A
1
S
3
A
2
m
a
x
.
T
H
1
c
o
n
c
.
( 101
6
c
m
−
3
)
Figure 7.8: The maximum T2 (left) and TH1 (right) concentration in thermally annealed samples
measured either by OCV or DDLTS.
Nt = 2 × 1015 cm−3) than for annealing in vacuum (S3A1, Nt = 9 × 1015 cm−3). The
same analysis applied to the TH1 level revealed that thermal annealing increased the
TH1 concentration in the samples S1 and S2, while in the S3 samples it was reduced.
These results are depicted in a bar chart in fig. 7.8 (right).
Since the influence of annealing on T4 and TH1 was different for the S1 and S2 samples
on the one hand and the S3 sample on the other, one should question the difference in
these samples. The different ZnO film thickness and therefore the different Al contents
in the space charge regions do not explain the observations, since S1 is much thicker
than both, the S2 and the S3 films. A difference between the samples S1 and S2 on the
one hand and S3 on the other is the different oxygen partial pressure during the PLD
growth of the samples, cf. tab. A.1. It amounted to 0.04mbar for the samples S1 and
S2, but was only 0.002mbar for S3. This resulted in a much higher concentration of
T4 as well as TH1 in the as-grown sample S3 than in S1 and S2. There is reason to
assume T4 and TH1 to be native defects, see sec. 7.7.10 and 7.7.11. If so, in thermal
equilibrium a particular concentration of these defects in the sample is expected from
eq. 2.2. Since PLD is a non-equilibrium growth method, the as-grown samples cannot
be expected to be in thermal equilibrium. Thermal annealing accelerates the relaxation
of the system towards equilibrium. In the case, that in the samples S1 and S2 the initial
concentration of T4 and TH1 is lower than the equilibrium value, but in sample S3 it is
too high, the experimental observations can immediately be explained. In the first case,
NT4 and NTH1 increase, in the second it reduces. Especially for TH1 there are strong
hints, that this explanation holds, see sec. 7.7.11.
7.4 Implantation of oxygen and zinc ions
Perhaps the best motivation for the implantation of oxygen and zinc ions into ZnO
was given by Janotti and van de Walle [195]: “Measurements of stoichiometry are even
more difficult than measurements of impurity concentrations. While the latter can be
compared with looking for the proverbial needle in a haystack, assessing stoichiometry
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requires identifying the presence (or absence) of an extra sprig of hay itself.”
Therefore, there are two underlying ideas of generating defects by implanting zinc or
oxygen ions into ZnO thin films. The first is that only intrinsic defects are created.
The second – much more important – is, that the zinc-oxygen ratio can be changed
and it can be distinguished between defect levels that are preferentially generated under
either zinc- or oxygen-rich conditions. Even so the initial stoichiometry is unknown, the
relative changes in the concentrations of zinc and oxygen in the sample can be precisely
controlled by the dose of the implanted ions.
7.4.1 Defects generated by oxygen implantation
7.4.1.1 Samples
The samples S1 and S4 were cut into pieces. Into one of the pieces oxygen ions were im-
planted. Untreated pieces remained as as-grown references, in the following also labelled
S1 and S4. In order to obtain a box-like distribution of excess oxygen, four implantations
were performed with different ion energies and doses:
E (keV) D (1012cm−2)
30 1.0
70 1.8
120 2.4
200 5.8
In the depth of 50 nm to 350 nm this resulted in an almost uniform concentration of
3× 1017 cm−3 excess oxygen ions, see fig. 7.9. After the implantation, the samples were
annealed at 820K under 700mbar oxygen pressure for 30min. The oxygen implanted and
annealed samples will in the following be labelled S1OA and S4OA. Palladium Schottky
contacts were deposited onto the samples and the samples were mounted on sockets.
Remarks: The samples S1 and S4 differ in their PLD-growth conditions. First, the
S1 film is thicker (2.1µm) than the S4 film (≈ 1µm). Therefore, the concentration of
aluminium, stemming from the ZnO:Al layer and the sapphire substrate, in the space
charge region of the S1 sample is expected to be lower than in the S4 sample (cf. fig. 6.3).
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Figure 7.10: Doping profiles of the samples S1, S1OA, S4, and S4O obtained from C -V spectroscopy.
Second, the oxygen partial pressure during the PLD growth of S1 was 0.04mbar while
for S4 it amounted to 0.002mbar. This results in different stoichiometries in S1 and S4.
7.4.1.2 Net doping concentration and majority carriers
The first experiment was the determination of the net doping concentration Nnet by capa-
citance-voltage spectroscopy conducted at room temperature. The probing frequency of
the capacitance bridge was 100 kHz and therefore sufficiently low so that the majority
of the incorporated majority carrier traps contribute to the capacitance. Due to the
breakdown-voltage of the Schottky contacts at high reverse voltages on the one hand
and the inset of a non-negligible forward current for high forward voltages on the other,
the voltage range was limited to −0.5V < Vr < 3.0V. The obtained net doping profiles
are depicted in fig. 7.10. In sample S1OA the brim of the space charge region is –
depending on Vr – in part outside the implanted region. In contrast, wscr does not
exceed the oxygen implanted region in sample S4OA, due to its higher doping level. The
strong gradient in Nnet towards the bulk in the sample S4 is likely due to aluminium
diffusion from the substrate into the thin film.
Shallow donors were investigated by thermal admittance spectroscopy. The measured
C(T ) dependencies are displayed in fig. 7.11. The four samples have in common, that
even at the lowest experimentally accessible temperature the 1MHz capacitance of the
samples amounts to more than two thirds of its high-temperature value. This is in
part due to the geometrical capacitance of the thin film sample, see sec. 3.6, however,
the lion’s share stems from “hidden” shallow donors (HSD) with Et < 15meV are the
dominant dopants in this samples. In the S1 and S1OA samples a step in the capacitance
occurs at T ≈ 35K. It results from the T1 defect state which was previously attributed
to Zni, cf. tab. 5.4. The parameters of the T1 donor obtained from Arrhenius analysis
(sec. 2.3.3.1) are
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sample Ea (meV) σ∞n (cm2)
S1 31 7.5 × 10−14
S1OA 30 3.3 × 10−14
This is in good agreement with those determined by von Wenckstern [201], see tab. 5.4.
With aid of eq. 4.3 the T1 concentration is calculated to roughly 3× 1015 cm−3 in both
samples. Further defect states detected by TAS in the S1 and S1OA samples are the
T2 and the E3 deep-levels, which shall be discussed later along with the results of the
DLTS measurements.
In the S4 and S4OA samples the first step (beyond HSD) in the C(T ) scans does probably
also result from T1, which in this samples is not dominant. In sample S4OA Arrhenius
analysis could be applied to this trap and resulted in Ea = 24meV and σ∞n = 4.4 ×
10−14 cm2. The second visible step is highly probable the AlZn donor. It exhibits the
following trap parameters:
sample Ea (meV) σ∞n (cm2)
S4 70 1.2 × 10−12
S4OA 69 4.6 × 10−15
Please note that although the thermal activation energy of AlZn is equal for both sam-
ples, σ∞n differs by a factor of 250! Interestingly, Ea and σ∞n published in [201] (cf.
tab. 5.4) for AlZn result in an Arrhenius plot of e
th
n which is between those measured on
the samples S4 and S4OA. The further steps in the C(T ) curves of the samples S4 and
S4OA are due to the contributions of deep-levels to the admittance. These levels have
all been studied by deep-level transient spectroscopy and will be discussed within the
context of these measurements.
How must the TAS measurements be interpreted? First, it is found, that oxygen im-
plantation and subsequent annealing did not drastically affect type and quantity of the
shallow donors in the samples. On the other hand, significant differences occur among
the different thin films, which is in accordance with the results of the annealing study,
sec. 7.3.1. Considering, as previously mentioned, the different thicknesses of the S1 and
the S4 thin films, the absence of AlZn in the S1 samples as well as its occurrence in
the S4 samples can be understood by diffusion of aluminium from the ZnO:Al layer to-
wards the space charge region. The thickness of the S1 film is almost twice that of S4.
Therefore, the aluminium content and thus the AlZn concentration in the space charge
region is – in accordance with the experimental result – expected to be much lower, cf.
fig. 6.3. Although due to the superposition of the contributions of T1 and AlZn to the
admittance of the S4 and the S4OA samples it was not possible to determine the T1
concentration accurately, it seems that it is in the same order than in the S1 sample.
Furthermore, T1 is likely to be stable against the oxygen implantation damage, since its
concentration is almost equal in the samples S1 and S1OA. The lower thermal activation
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Figure 7.12: DLTS spectra of the samples S1, S1OA, S4, and S4O. The samples were reverse biased at
Vr = 2.5V and the filling of the traps was carried out with a voltage pulse of Vr = −0.5V for tpw = 1ms.
The rate window was trw = 128Hz for the S1 and trw = 4Hz for the S4 samples.
energy determined for T1 in the sample S4OA than in the S1 samples can be understood
from eq. 2.13. Since due to the higher aluminium content Nnet is higher, the orbitals of
the shallow donors overlap which lowers Ea. An open question are the different capture
cross-sections σ∞n of AlZn in the samples S4 and S4OA despite similar activation energy
Ea.
Deep-levels in the upper third of the bandgap were investigated by DLTS and ODLTS.
The measurements and the evaluation of the data were in part carried out by M. Ellguth
(Universita¨t Leipzig) in his diploma thesis [106]. The results of the measurements on
sample S4OA are published in [235]. Fig. 7.12 shows the DLTS spectra measured on the
samples S1, S1OA, S4, and S4OA. As in the annealing studies, sec. 7.3, the deep-level
E3 [61] was detected in each sample. Furthermore, in both as-grown references (samples
S1 and S4) the E1 trap [61] was detected. That is pretty much the four samples have
in common. For the S1 sample the effect of the oxygen implantation and subsequent
annealing can be quickly concluded: the initially incorporated E1 level vanished, a slight
decrease in the T2 concentration from approximately 5×1014 cm−3 (S1) to 4×1014 cm−3
(S1OA) was measured5, and the concentration of E3 was – within the error bars of the
5The absolute T2 concentrations exhibit and error of at least 50% due to the uncertainties in Nnet.
Therefore, T2 might also be unaffected by the oxygen implantation and annealing.
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Figure 7.13: DLTS pulse width scan of sample S4OA. The sample was reverse biased at Vr = 2.5V,
the voltage pulse for the filling of the traps amounted to Vr = −0.5V, and the rate window was chosen
trw = 4Hz. The duration of the filling pulses was 4µs < tpw < 4ms.
experiment – unaffected and amounts to 5× 1015 cm−3 in both samples.
In contrast, the investigations of the S4 samples, on which the focus will be in the fol-
lowing, revealed a completely different picture. At the lowest temperature for which the
DLTS signal was recorded, the emission peak of AlZn is visible in the DLTS spectrum
of sample S4OA, while it was not measured in sample S4. On the first glance this is
astonishing, since the DLTS peak of a particular defect should occur at a well-defined
temperature. However, from the TAS measurements this can be understood: in sample
S4OA AlZn exhibited a 250 times smaller σ
∞
n than in sample S4. This shifts the DLTS to
higher temperatures. Unfortunately this is the temperature range, where the E1 peak is
expected. Therefore, cannot be ascertained free of doubt that E1 vanished after oxygen
implantation and annealing as it did in the S1 sample.
Several defect species that were untraceable in the as-grown sample S4 were detected
in the oxygen-implanted and annealed sample S4OA. The DLTS rate window scan mea-
sured on sample S4OA (fig. 7.12) was conducted using a filling pulse width of tpw = 1ms
and shows – apart from AlZn and E3 – the peaks of another four deep-levels, labelled
X1, X2, E4 [61], and T3. But that is not the end of the story. A filling pulse scan,
fig. 7.13, reveals that X1 are actually two defect states X1/1 and X1/2 of which X1/1
can be suppressed by short filling pulses, since σn(80K) is sufficiently small. A detailed
analysis on X1/1 is given in sec. 7.7.4. The same holds for the E3 peak which consists
of the levels E3 and E3’ [213]. Here σn(175K) of E3’ is much smaller than that of E3
and the shoulder of the E3 peak stemming from E3’ vanishes for short filling pulses6.
6In contrast to the DLTS measurement on sample S5, the E3 DLTS peak measured on sample S4OA
is almost independent of the filling pulse duration for 4µs < tpw < 4ms. This can be explained by
Nnet, which is almost a factor of ten higher in sample S4OA than in S5. In turn, the higher electron
concentration results in a ten times higher electron capture rate cn.
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In order to check whether the detected deep-levels in sample S4OA can be photo-ionised,
the DLTS rate window scan displayed in fig. 7.12 was repeated under illumination with
different photon energies hν. The result is displayed in fig. 7.14. According to the con-
siderations outlined in sec. 4.7.5, the shape of the low-temperature side of the DLTS
peak of a trap changes under illumination if the trap is photo-ionised. In particular, the
low-temperature DLTS signal does not return to zero due to the temperature indepen-
dent optical emission rate eon, while for temperatures higher than Tpeak the mere e
th
n is
already sufficient to suppress the DLTS signal. Hence, an additional eon would not have
any effect.
Having this in mind, the DLTS spectra in fig. 7.14 immediately identify the optically
active levels. For hν = 0.75 eV X2 and probably E3’ become photo-ionised7. When the
photon energy is increased to hν = 1.2 eV, additionally E4 optically emits the trapped
electron. A further increase of hν to 1.7 eV results in an offset of the whole DLTS spec-
trum. This can be explained by the optical emission of charge carriers trapped by a
midgap state (probably T4, see sec. 7.4.1.3), whose ethn for T < 330K is too low to
contribute to the DLTS signal.
Optical DLTS measurements were conducted on sample S4OA. From the data obtained
in these experiments, the photo-ionisation cross-section of the E4 level was calculated.
The experiments are described in sec. 7.7.8.1.
In summary, by DLTS a set of deep-levels was detected in the samples S1, S1OA, S4,
and S4OA. Except for the E3’ trap, the temperature dependence of the thermal electron
emission rate ethn (T ) was measured for these levels. Arrhenius analysis was applicable
and resulted in the trap parameters given in tab. 7.3.
From this investigations it cannot be decided, whether X2 must be distinguished from
T2 or not. Although Ea and σ∞n of the T2 trap varies in a wide range, see sec. 7.7.6,
the X2 Arrhenius plot of ethn (T ) is well separated from those of the T2 level observed in
several other samples. On the other hand T2 as well as X2 can be photo-ionised with
hν > 0.7 eV. This question needs further investigations, for example the measurement
of the X2 photo-ionisation cross-section spectrum.
7The same experiment conducted on sample S4, which does not contain E3’, ensured, that E3 cannot
be photo-ionised within the experimental possibilities of the setup used in this work.
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Table 7.3: Properties of the electronic defect states detected in oxygen-implanted and thermally an-
nealed samples and references.
trap Ea σ∞n measured on sample
(meV)
(
10−16cm2
)
E1 105 350 S4
X1 170 1,800 S4OA
X1/1 215 1,000,000 S4OA
X1/2 190 150 S4OA
X2 250 440 S4OA
T2 265 210 S1OA
E3 305 8.2 averaged
E4 555 8,000 S4OA
T3 630 100 S4OA
7.4.1.3 Midgap states and minority carrier traps
Defect states more than approximately 1 eV below the conduction band edge were studied
by photo-capacitance spectroscopy conducted at T = 169K. The spectra are depicted
in fig. 7.15. In the spectra of the samples S1, S4, and S4OA a midgap level is detected.
As already mentioned in sec. 7.3.2, in sample S1 it is the T4 level. Probably the peak in
the samples S4 and S4OA also results from T4 – however, a slight shift towards higher
photon energies is observed in the spectra of these samples. Remarkably, the shift of
the T4 level is larger for larger Nnet of the samples. Perhaps this effect is due to an
overlap of the wave-functions of the T4-trapped electrons with other defects, resulting
in a lowering of Ec−Et as described in sec. 2.2.4.2. In turn, σop decreases and the photo-
capacitance peak is shifted towards larger photon-energies. Interestingly, the T4 level
is hardly traceable in sample S1OA. With respect to the annealing studies performed
on sample S1, cf. fig. 7.6, the decrease of T4 in this sample must be attributed to the
oxygen-implantation.
In both as-grown reference samples electronic defect states in the vicinity of the valence
band were detected. In the case of S1 it is the TH1 trap. Perhaps the minority carrier
trap in sample S4 is also TH1, but the PCap measurement is not sensitive enough to
distinguish between energetically close-lying defect states. The doubts that the trap in
the S4 sample is TH1 result from the different effect oxygen implantation and thermal
annealing has on this level in the S1 and the S4 samples: while the TH1 concentration
increased from 2 × 1015 cm−3 in sample S1 to 6 × 1016 cm−3 (this is twice Nnet!) in
sample S1OA, the concentration of the level in sample S4 amounts to approximately
2× 1016 cm−3 and was slightly lower in sample S4OA.
However, it will in the following be assumed, that the detected level is TH1 in all samples.
If so, it can furthermore be assumed, that TH1 is related to the lattice damage caused by
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Figure 7.15: Photo-capacitance spectra measured on the samples S1, S1OA, S4, and S4OA at T =
169K. The reverse voltage amounted to Vr = 2.5V for S1 and S1OA and Vr = 3.0V for S4 and S4OA.
the oxygen ions. In sec. 7.7.11 it is argued that TH1 highly probable is an electronic state
of the zinc vacancy VZn. The results of the annealing studies, sec. 7.3, suggested that
the TH1 concentration in the annealed samples was close to the thermal equilibrium
concentration expected for this defect. The oxygen implanted samples were annealed
at lower temperatures (820K instead of 970K). Hence, NTH1 might still deviate from
the equilibrium value. In the case that TH1 is related to VZn, the lower concentration
in sample S4OA compared to that in S1OA could be understood from the different
aluminium content. Aluminum tends to occupy VZn. Since equal oxygen ion doses were
implanted into sample S1 and S4, equal amounts of VZn are generated. However, sample
S4OA exhibits the higher aluminium concentration, thus more VZn become occupied by
aluminium during the annealing procedure and in turn NVZn is lower than in sample
S1OA.
7.4.2 Defects generated by zinc implantation
In this study, zinc ions were implanted into the ZnO thin film S1. Several goals were
pursued. The first was, as mentioned before, to identify defects that preferentially form,
when the stoichiometry of the sample is shifted towards zinc. With a view on the
investigation of nickel-related defects, see chap. 9, the zinc-implanted sample serves as
a reference since an implantation damage similar to that produced by the nickel ions is
caused to the sample with no incorporation of extrinsic ions. Finally, the zinc-implanted
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Figure 7.16: Net doping concentration of
the samples S1 and S1ZnA determined from
C -V measurements. The capacitance was
measured at T = 293K using a probing
frequency of f = 100 kHz. The figure is
adapted from [214].
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sample is an object of study for the investigation of the properties of the T2 deep-level,
which are summarised in sec. 7.7.6. This study is published in [214].
7.4.2.1 Samples
250 keV zinc ions were implanted into a piece of sample S1. The implantation dose was
5× 1011 cm−2. Due to similar masses and stopping cross-sections of zinc and nickel, the
resulting profile of excess-zinc ions is similar to the profile of nickel ions implanted into
ZnO that is displayed in fig. 6.8 (calculated by SRIM [230] and confirmed by SNMS).
The maximum concentration of 6 × 1015 cm−3 is reached approximately 110 nm below
the surface. After the ion implantation, the sample was annealed at 880K in 700mbar
oxygen ambient for 30min in order to anneal out implantation damage. The sample is
in the following labelled S1ZnA. The as-grown S1 sample shall serve as reference.
7.4.2.2 Net doping concentration and majority carrier traps
As usual, the studies were begun with the determination of the net doping density by
capacitance-voltage spectroscopy using van Opdorp’s analysis, in particular eq. 3.17.
The resulting profiles are depicted in fig. 7.16. Obviously zinc implantation and anneal-
ing increased the net doping density. This effect can not merely be attributed to the
excess zinc ions or the implantation damage. With respect to the results of the annealing
studies conducted on sample S1, sec. 7.3.1, the increase in Nnet could also result from
out-diffusion of oxygen or the diffusion of aluminium from the substrate towards the
bulk.
Deeper insight into the nature of the shallow levels was gained from thermal admit-
tance spectroscopy. The measured capacitance-temperature dependences are plotted
in fig. 7.17. In accordance with the measurements on the oxygen implanted samples,
sec. 7.4.1.2, a high concentration of “hidden” shallow donors (HSD), with emission rates
too high to be measured at the lowest experimentally accessible temperature, was de-
tected in both samples. The first step in the capacitance-temperature characteristics
that can be evaluated is attributed to the T1 level in the S1 as well as in the S1ZnA
sample. The following parameters for T1 were obtained:
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Figure 7.17: TAS measurements of the
samples S1 and S1ZnA. The samples were
reverse biased at Vr = 2.0V. The prob-
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sample NT1
(
cm−3
) Ea (meV) σ∞n (cm2)
S1 ≈ 3× 1015 31 7.5× 10−14
S1ZnA 1.5× 1016 30 1.5× 10−13
In both samples no hints on AlZn were found. Therefore, the increase of Nnet by zinc
implantation and thermal annealing is in part due to the increased T1 concentration.
Since zinc implantation is expected to generate interstitial zinc atoms, Zni, the observed
increase in the T1 concentration supports the often claimed attribution of T1 to Zni.
A crucial difference between the S1 and S1ZnA sample is the concentration of the T2
deep-level. It is fairly low in the sample S1. In contrast, a much higher T2 concentration
especially in the vicinity of the surface and therefore in the implanted region is observed
in sample S1ZnA. This has been studied in detail by DLTS.
As usual, the investigation of deep-levels in the vicinity of the conduction band edge was
carried out by DLTS. Conducting a rate window scan with Vr = 2.5V and V
p
r = −1.0V
on sample S1ZnA results in the spectrum depicted in fig. 7.18. The positive DLTS signal
makes one think of minority carrier emission – which must be counted out, since no holes
were injected into the space charge region during the filling pulse.
However, if the preconditions for the analysis outlined in sec. 4.9 are fulfilled, the spec-
trum can be explained with majority carrier emission only. Therefore, assume the con-
centration of the T2 defect – a proof is given later by further DLTS experiments – to
increase drastically towards the surface, while the concentration of other defect states
is more or less constant. This is the situation discussed in sec. 4.9. After the fill-
ing pulse, the space charge region width wscr(t = 0) is such, that NT2 (wscr) ≪ Nnet.
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Figure 7.18: DLTS spectrum measured on sample S1ZnA at Vr = 2.5V. The filling of the traps was
carried out with a tpw = 1ms voltage pulse at V
p
r = −1.0V. The positive DLTS signal is not due
to minority carrier emission but results from the strong concentration gradient of the T2 trap and is
therefore an example for the analysis given in sec. 4.9.
While time proceeds, wscr shrinks. Because of the T2 concentration gradient, the factor
NT2 (wscr(t)) /Nnet increases with time. In the DLTS experiment, the high frequency
capacitance given by eq. 3.66, is measured. Since at low temperatures T2 does not sig-
nificantly donate electrons into the conduction band, the factor n/Nnet at the brim of
the space charge region becomes smaller the smaller wscr is. This results in a falling
capacitance transient as depicted in fig. 4.53 and hence a positive DLTS signal. When
temperature increases, T2 releases more electrons into the conduction band and thus
the decrease of n/Nnet with decreasing wscr is smaller. Above a certain temperature, the
capacitance transient is not falling but rising and a negative DLTS signal (as expected
for majority carrier emission) is observed. The fact that the DLTS signal of the T2 level
– and not for example that of E3 – exhibits the described shape is one proof for the
concentration gradient of the T2 level. Please consider the simulated DLTS signal in
fig. 4.15.
DLTS experiments conducted using other
(
Vr, V
p
r
)
combinations were suitable to directly
measure NT2(x). In particular, only parts of the space charge region were flooded with
electrons. In turn, the changes in the space charge region width during the capacitance
transient, ∆wscr, are small and so is the change of n/Nnet. Therefore, since n/Nnet
does not dominate the capacitance transient, the DLTS signal is negative. The chosen(
Vr, V
p
r
)
pairs and the resulting region from which deep-level emission is observed8 are:
8The dependence of the space charge region widths on the reverse voltage was calculated from the C -V
characteristics.
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p
r ) pairs were chosen such that only defects in the indicated distance below the surface
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Vr (V) V
p
r (V) wscr (Vr) (nm) wscr
(
V pr
)
(nm)
0.3 -0.7 169 50
0.5 -0.5 183 82
1.0 0 209 147
1.3 0.3 221 169
1.6 0.6 233 188
2.0 1.0 246 209
2.25 1.25 253 218
2.5 1.5 258 229
3.0 2.0 265 246
The resulting DLTS spectra and for reference the spectrum of sample S1 are depicted
in fig. 7.19. In the spectra an increase of the T2 DLTS peak height relative to the E3
peak with decreasing distance from the metal-semiconductor interface is observed. A
further evaluation of these measurements, see sec. 7.7.6, yields a T2 concentration pro-
file fig. 7.34(c), which follows more or less the depth profile of the implanted zinc ions,
fig. 6.8. In sample S1A1, which was annealed under equal conditions as sample S1ZnA,
the T2 concentration was lower and no such strong concentration gradient was found,
hence it can be concluded, that T2 results from the excess-zinc or rather the zinc-rich
stoichiometry.
Because of the doping gradient an accurate measurement of the E3 concentration by
DLTS was not possible. At least there are no hints for big changes due to the implan-
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tation of zinc ions and therefore NE3 ≈ 5× 1015 cm−3 can be assumed in both samples.
7.4.2.3 Midgap levels
Midgap levels were studied by photo-capacitance measurements. The levels T4 and TH1
were detected in both samples. However, the determination of their concentrations in
sample S1ZnA was almost impossible due to the strong doping gradient. In contrast to
the oxygen-implantation studies on sample S1OA, neither did T4 vanish, nor was the
TH1 concentration drastically increased. Perhaps the TH1 concentration did slightly
increase. However, this effect is most probably due to the annealing step, cf. the photo-
capacitance studies on sample S1A1, sec. 7.6. Therefore it can tentatively be assumed,
that the implantation of zinc ions has almost no influence on these levels.
7.5 High-energy particle irradiation
The generation of intrinsic defects without changing the stoichiometry was carried out
by high-energy particle irradiations. In the following sections, defect studies on 1.6MeV
electron- and proton-irradiated ZnO thin film samples, respectively, are described.
7.5.1 Defects generated by electron irradiation
7.5.1.1 Samples
Two pieces of sample S1 were irradiated with 1.6MeV electrons. The doses amounted
to 1015 cm−2 (sample S1EL1) and 1016 cm−2 (sample S1EL2). The electron irradiations
were arranged by courtesy of F.C.C. Ling (University of Hong Kong) and were conducted
at the electron accelerator at the University of Sichuan. After the irradiation the samples
were not further treated except for contacting and mounting them on sockets.
7.5.1.2 Net doping density and shallow donors
C -V measurements were conducted in order to determine the spatially resolved net dop-
ing density of the samples, cf. sec. 4.1. The results are depicted in fig. 7.20. Obviously,
Nnet is increased by the irradiation damage, but does, within an experimental error, not
differ among the irradiated samples. This is astonishing, since the irradiation dose in
sample S1El2 was ten times higher than in sample S1El1. A possible explanation could
be, that even at room-temperature the majority of the irradiation damage anneals out
and the numbers of generated donors and acceptors that are stable at room-temperature
are almost equal.
From thermal admittance spectroscopy, fig. 7.20, the conclusion can be drawn, that the
increase in Nnet after the electron irradiation is mainly due an increase of the concen-
tration of the very shallow donors HSD. In contrast, the concentration of the T1 level is
almost unaffected by the electron implantation. Its properties determined from TAS are
given in tab. 7.4. It shall be mentioned, that the low production rate of the T1 level by
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Table 7.4: Properties of the electronic defect states detected in 1.6MeV-electron-irradiated samples
S1EL1 and S1EL2 and the as-grown reference S1. The T1 data was measured by TAS, the data of
the deep-levels was determined by DLTS. E3 was detected in the reference as well as in the electron
irradiated samples in similar concentration.
trap sample e−-dose Nt Ea σ∞n(
cm2
) (
cm−3
)
(meV)
(
cm2
)
T1 S1 0 3× 1015 31 7.5× 10−14
S1EL1 1015 3× 1015 28 3× 10−15
S1EL2 1016 4× 1015 27 4× 10−15
E1 S1 0 < 5× 1014 82 2× 10−16
S1EL1 1015 < 5× 1014 111 8× 10−14
S1EL2 1016 < 5× 1014 118 2× 10−13
T2 S1 0 5× 1014 278 1× 10−13
S1EL1 1015 6× 1014 249 1× 10−14
S1EL2 1016 7× 1014 231 2.5× 10−15
E3 S1/EL1/EL2 – 5× 1015 303 8.6× 10−16
E4 S1EL2 1016 ≈ 1× 1014 535 1.8× 10−13
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Figure 7.20: Net doping profiles and C(T ) of the samples S1, S1El1, and S1El2. Nnet measured by
C -V spectroscopy at T = 293K. The probing frequency of the capacitance bridge was 100 kHz. The
C(T ) measurements were conducted with the samples reverse biased at Vr = 2.0V (S1) or Vr = 2.5V
(S1El1, S1El2), respectively.
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Figure 7.21: DLTS spectra of the samples S1El1 and S1El2. The spectra were measured with Vr = 3V
and V pr = −1V. The filling pulse width amounted to 128µs and the rate window was t
−1
rw = 64Hz.
1.6MeV electron irradiation confirms previously published studies by Look et al. [208].
They observed an increase of the 30meV donor (which is highly probable T1) when the
samples were irradiated with high-energy electrons. However, they stated: “since very
little damage is seen for E < 1.6MeV, the implication is that Ethreshold > 1.6MeV” [208].
Therefore, the electron acceleration energy chosen in this study was close to the threshold
for the displacement of zinc atoms and only very little increase in the T1 concentration
was measured.
Furthermore the C(T ) measurements reveal the E3 trap to be contained in the sam-
ples. The concentration of E3 is unaffected by the electron irradiations and amounts to
approximately 5× 1015 cm−3 in all samples.
7.5.1.3 Deep-levels and midgap states
Deep-level transient spectroscopy was employed for the investigation of deep-levels in
the vicinity of the conduction band edge. The spectra of the electron irradiated samples
are plotted in fig. 7.21, the spectrum measured on the reference sample S1 is displayed
in fig. 7.12. On first glance the spectra of the three samples are pretty much similar: the
peaks of the E1, the T2, and the E3 deep-levels are visible in each spectrum. However, in
the electron irradiated samples additionally the E4 level was detected. In sample S1El1
its concentration was close to the detection limit of the DLTS system, while in sample
S1El2 the level could be conveniently measured. The generation of E4 by high-energy
electron irradiation is in line with previous studies by Frank et al. [215] conducted on
electron irradiated ZnO single crystals.
In all samples the DLTS signatures for the levels E3 and E4 are very similar and amount
to Ea = 303meV and σ∞n = 8.6 × 10−16 cm2 for E3 and Ea = 535meV and σ∞n = 1.8 ×
10−13 cm2 for E4. The parameters of the E1 and the T2 traps obtained from Arrhenius
analysis of ethn (T ) differ among the samples. Attempts to explain these deviations are
presented in sec. 7.7.5 and sec. 7.7.6, respectively. The trap data is collected in tab. 7.4.
Photo-capacitance spectra were recorded in order to scan the bandgap for midgap states
and levels in the vicinity of the valence band edge. The spectra are plotted in fig. 7.22
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Figure 7.22: Photo-capacitance spectra measured
on the samples S1, S1El1, and S1El2 at T = 169K.
The applied reverse bias amounts to Vr = 2.5V.
and revealed the T4 midgap level as well as the TH1 hole trap to be contained in both
samples. While the concentration of the T4 level seems to be unaffected by the electron
irradiation, the spectra hint to a slight increase of the TH1 concentration. In order to
check this, the spatially resolved concentration profile of the TH1 level was measured
by optical capacitance-voltage spectroscopy. In sec. 7.2.3 the σon(hν) spectrum of the
TH1 level was measured. It was found, that TH1 can efficiently be photo-ionised using
photons with hν = 3.2 eV. Hence, the C -V measurements were conducted in the dark
and under 3.2 eV illumination. Due to noise, the TH1 concentration in sample S1 could
not be determined by OCV and is therefore estimated to be 1.5 × 1015 cm−3 from the
photo-capacitance spectrum. However, OCV worked nicely for the electron irradiated
samples, the concentration profiles are depicted in fig. 7.23. The TH1 concentrations
were determined to NTH1 = 2.5×1015 cm−3 in sample S1El1 and NTH1 = 4.0×1015 cm−3
in sample S1El2.
7.5.2 Defects generated by proton bombardment
Within the common Pretoria-Leipzig project, proton irradiations of ZnO thin film sam-
ples were carried out at the van-de-Graaff accelerator at the University of Pretoria (Rep.
of South-Africa) by courtesy of J.J. van Rensburg. The time for the experiments was
limited. Therefore, the studies were restricted on the investigation of deep-levels that
are generated by 1.6MeV proton irradiation and that could be traced by DLTS on the
one hand. On the other, low-temperature irradiations were carried out in order to study
the anneal-out of irradiation damage even at temperatures below room-temperature.
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Figure 7.23: Optical capacitance-voltage measurements conducted at T = 293K on the samples S1El1
and S1El2. Irradiating the samples with photon energies hν = 3.2 eV ionises the TH1 level, thus the
difference in Nnet measured in the dark and under illumination is the concentration profile of the TH1
level.
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Figure 7.24: The generation of the E4 deep-level in ZnO thin films by 1.6MeV proton irradiation. The
samples were irradiated at room-temperature and the DLTS measurements (a) were carried out with
the samples reverse biased at Vr = 2.5V and a rate window of t
−1
rw = 200Hz. The filling pulse voltage
of V pr = −0.5V lasted for tpw = 1ms. (b) The DLTS peak height of the E4 level increases almost linear
with increasing proton dose.
7.5.2.1 DLTS studies of the E4 deep-level
In proton irradiated ZnO single crystals the formation of a deep-level with an activation
energy of Ea = 0.55 eV, was observed by Auret et al. [168], Polyakov et al. [62], and
Auret et al. [217]. Auret et al. labelled this level EP1. However, there is evidence, that
EP1 is the E4 deep-level. In the words of Auret et al. [168]: “This DLTS signature of
EP1 is similar, within an experimental error, to that of the E4 defect [...]”. Hence, the
focus of these investigations was laid on the EP1 or E4 trap, as the case may be.
The samples chosen for these studies were fractions of the ZnO thin film S2. Pd Schottky
contacts were deposited onto the samples before the irradiation. The irradiation of the
samples was carried out at room-temperature, the acceleration energy of the protons was
1.6MeV, and the proton doses amounted to 2 × 1013 cm−2, 6 × 1013 cm−2, 1014 cm−2,
and 3× 1014 cm−2, respectively.
After the implantation the net doping density of the samples was determined by C -V
measurements. No clear dependence on the irradiation dose was found:
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radiation of sample S2: C–T cycle.
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DLTS measurements were conducted with the samples reverse biased at Vr = 2.5V using
tpw = 1ms filling pulses that almost flattened the bands. The spectra are depicted in
fig. 7.24(a). In all samples the deep-levels E1, T2, and E3 were detected. After proton
bombardment an additional level was traced. Its ethn (T ) dependence is similar to that of
the E4 level as well as that of EP1 reported by Auret et al. [168]. In accordance with
their results, an almost linear dependence of the DLTS peak height (which is related
to Nt) on the proton dose has been observed, fig. 7.24(b). Photo-capacitance measure-
ments, not shown, revealed that the detected level exhibits a photo-ionisation threshold
that is similar to that of E4. It can be concluded, that the observed trap is highly
probable identical to the EP1 level on which Auret et al. reported. Furthermore there is
no reason to assume it to be different from the E4 deep-level that was generated in the
ZnO thin film samples of this study by the implantation of oxygen ions as well as the
irradiation with 1.6MeV electrons, so that EP1 and E4 are highly probable identical.
It should be mentioned, that also the concentration of E1 was increased by the irradi-
ation. However, it saturates for the lowest dose and cannot be further increased using
higher proton doses. The concentrations of T2 and E3 seem to be unaffected by the
irradiation.
7.5.2.2 Anneal-out of the irradiation damage
Since ZnO is dealt as a material that exhibits a remarkable “radiation hardness” [168,
236], first experiments on the resilience of the ZnO thin films against high-energy pro-
ton irradiation were conducted. These investigations are in a very early stage and
will be continued in the future. The idea is, that the radiation hardness of ZnO is
due to an anneal-out of radiation introduced defects at temperatures even below room-
temperature. Therefore, the experiment was conducted the following: Pd Schottky
contacts were deposited onto a fragment of sample S2. The sample was reverse biased
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Figure 7.26: The concentration profiles of the E4, T4, and TH1 levels in sample S2P measured by
OCV at 170K.
at Vr = 2.5V and cooled from 300K to 20K. During the cooling, the capacitance of the
sample was measured (probing frequency: f = 1MHz). When the sample temperature
reached approximately 20K, the sample was bombarded with 1.6MeV protons. Imme-
diately the sample became insulating and no capacitance could be measured. Then the
temperature was increased. At approx. 120K the sample became conductive again and
the capacitance increased9. At room-temperature, C was slightly higher than before
the irradiation. Then the sample was cooled again. Remarkably, the capacitance did
not drop to zero but stayed almost constant. The capacitance measured in this cycle
is depicted in fig. 7.25. From this experiment the conclusion can be drawn, that at
approximately 100K the lion’s share of the irradiation damage anneals out. However,
the E4 level is stable up to room-temperature.
7.5.2.3 Space charge spectroscopy and optical excitation
One piece of the S2 sample was proton irradiated (dose: D = 6× 1013 cm−2) and taken
to Leipzig in order to study electronic defect states deep in the bandgap. This sample
is in the following labelled S2P.
9The data points for T > 210K in the C(T ) curve recorded after the irradiation are missing, since the
contact tip moved due to thermal expansion and the electrical contact was lost. The tip was adjusted
at room-temperature for the third C(T ) measurement. There was no beam-time left to repeat the
experiment.
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As expected DLTS detected the E4 level. From photo-capacitance spectra (not shown)
it was concluded, that the midgap level T4 as well as the minority carrier trap TH1
were present in the sample. OCV measurements were conducted at T = 170K in order
determine the concentration profiles of these defects. The results are depicted in fig. 7.26.
As measured in the reference sample S2 (fig. 7.4), the net doping density exhibits a
gradient towards the bulk stemming from aluminium diffusion. Also the concentration
of the defect states increases towards the bulk. NT4 increases almost linear towards the
bulk. It seems that the concentration profiles of E4 and the TH1 profiles are kind of
“inverse”. While NE4 drastically increases in a depth of approximately 245 nm, NTH1
becomes almost constant in this depth. An attempt to explain this observation could
be the following: the E4 level has been assigned to the oxygen vacancy, VO [215, 216].
Let’s assume TH1 to be an electronic state of the zinc vacancy, VZn, which is regarded
to be a dominant acceptor in n-type ZnO [237]. If so, the concentration profiles can be
interpreted such, that at high energies the protons interact stronger with the zinc than
with the oxygen sub-lattice. Hence, mainly VZn is generated and VO only forms due to
collisions of back-scattered ions. In a depth of roughly 250nm the proton energy has
decreased to values, where the interaction with the oxygen sub-lattice becomes stronger
and VO is produced. The constant VZn concentration could be due to a balance of Zni
and VZn. Although there are hints, that TH1 is related to VZn (see sec. 7.7.11), no
proof for this explanation can be given from the data obtained in this study. Therefore,
further investigations using other methods are necessary.
7.6 Modelling space charge spectroscopic measurements
7.6.1 Thermal admittance spectroscopy
The numerical model capacsim, which was derived in chap. 3 and 4, has been applied
to the evaluation of TAS measurements. In fig. 7.27 fits of the model to capacitance-
temperature curves measured on the samples S1, S4, and S4OA are depicted.
Procedure Due to the large number of electronic defect states in the samples and
their concentration gradients, a large number of parameters for the model exists. The
Levenberg-Marquardt algorithm [238] would never converge against the measured data
without (i) suitable initial values and (ii) if not most of the parameters are fixed during
the fitting procedure. Therefore, a first approximate solution was searched treating the
experimentally determined defect properties Ea, σ∞n , Ebn etc. as constants. Suitable start
values for the concentrations of the defects were the experimentally determined values
in tab. 7.5. Then the only unknown parameter was the concentration of the HSD levels,
which was fitted. After this run, the concentrations of the other levels were fitted. Fi-
nally, the fits were refined by fitting the defect properties Ec−Et, Ebn , and σ∞n separately.
Results An important result of this analysis is, that the concentration of the HSD
levels in the samples can be determined. It amounts to Nt(HSD) = 1.5 × 1016 cm−3 in
sample S1, Nt(HSD) = 1.5× 1017 cm−3 in sample S4, and Nt(HSD) = 3.9× 1017 cm−3 in
sample S4OA. The simulations furthermore suggest Ec − Et < 10meV as an upper limit
for the ionisation energy of the HSD levels.
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Figure 7.27: Fit of the numerical model derived in chap. 3 and 4 to capacitance-temperature data
measured on the samples S1, S4, and S4OA. The probing frequency of the LCR-meter was f = 1MHz.
Further details of the measurements can be found in sec. 7.4.1. In the tables, the experimentally deter-
mined concentrations of selected defects and the fitted values are given.
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The model mostly confirms (within a factor of two) the experimentally determined de-
fect concentrations, cf. fig. 7.27. Larger discrepancies for the levels T1 and AlZn in
sample S4OA can be explained by the deviation of the fit on the measured data for
low temperatures. The largest discrepancy between experimental data and model was
observed for the low-temperature capacitance in sample S1. It was not possible to model
the steep slope of the capacitance at T ≈ 35K, even when charge carrier freeze-out [105]
(and therefore a strong temperature-dependence of Rs in this temperature range) was
considered. The explanation of this effect will need a more involved model, possibly
including the influence of surface states.
Concerning the properties of E3 level, important conclusions can be drawn from the
model. For all samples, the accordance of measured data and fit improved significantly,
when E3 was considered to be an acceptor instead of a donor. Furthermore, the shal-
low slope of the capacitance-temperature curves can only be explained, if E3 exhibits
large capture barrier of at least Ebn > 100meV. In turn, its thermal ionisation energy
is found to be Ec − Et ≈ 200meV. In accordance with the results obtained from DLTS
measurements, the high-temperature limit of its electron capture cross-section is fitted
to 10−16 cm2 < σ∞n < 5× 1016 cm2.
7.6.2 Deep-level transient spectroscopy
In fig. 7.28, the DLTS signal of the E4 deep-level measured on sample S4OA and calcu-
lated with dltssim. The simulation was carried out using the parameters for E4 given
in sec. 7.7.8: Ea = 514meV and σ∞n = 8.4 cm2. It is found, that the peak maxima fit,
but the measured spectrum is broadened compared to the ideal spectrum. Therefore,
the capacitance transient due to E4 is non-linear. This hints to E4 being a multi-level
trap, as was previously suggested in [215, 216].
7.7 Conclusions and discussion
In this section, the results of the different studies on intrinsic defects in ZnO are combined
and it is concluded on the electronic properties of the investigated levels. If possible,
conclusions on the microscopic structure of the attributed defects are drawn tentatively.
For convenience, the Arrhenius representation of ethn (T ) of levels in the upper third of the
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Table 7.5: Maximum concentrations of frequently observed intrinsic defect states in the samples mentioned in this chapter. Abbreviations: t. –
detected in traces, n.m. – not measured. A bar means that the defect was not detected. A question mark indicates that the trap was not clearly
identified.
sample Nnet T1 AlZn E1 T2 E3 E3’ E4 T4 TH1
1016 cm−3
S1 0.8 0.3 – < 0.05 0.05 0.5 – – 0.3 0.15
S1A1 4 0.7 – t 0.35 0.5 – – 0.3 1.1
S1A2 6 n.m. – t 0.41 0.6 – – 0.6 0.7
S1A3 1 to 20 n.m. – t up to 6.5 0.5 – t 0.5 5
S1A4 2.5 n.m. – t 0.87 0.5 – 0.01 0.5 1
S1El1 2 to 3 0.3 – < 0.05 0.06 0.6 – t 0.4 0.25
S1El2 2 to 3 0.4 – < 0.05 0.07 0.5 – 0.01 0.2 0.4
S1OA 3 0.3 – – 0.05 0.5 – – – 6
S1ZnA 4 1.5 – t 0.4 to 5 0.5 – – ≈ 0.3 < 1.5
S2 4 0.25 0.07 0.48 0.22 0.78 – – 0.15 0.12
S2A1 3.5 n.m. n.m. 0.3 0.4 1 – t 0.45 0.5
S2A2 2.5 n.m. n.m. 0.15 0.6 0.6 – 0.05 0.6 1.7
S2P 6 to 12 n.m. n.m. < 1 < 0.6 < 1.2 – > 1.4 < 7 < 8
S3 4 to 9 n.m n.m. 1 ≈ 0.1 0.5 1 – 2.2 4
S3A1 4 n.m. n.m. 1.2 0.4 < 1 1 – 0.9 1.3
S3A2 2 to 5 n.m. n.m. 2 1.4 0.6 6 t ≈ 1 1.2
S4 10 1.2 0.4 1.7 – 3.8 – – ≈ 4 ?
S4OA 30 ≈ 2 < 1 – – 10 < 1 3 7? 2?
S5 1 to 6 n.m. n.m. 0.2 – 0.5 – t 10 ≈ 10
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ZnO bandgap, which can be detected either by TAS of by DLTS, is plotted in fig. 7.29.
In tab. 7.5 the maximum concentration of frequently observed intrinsic defects contained
in the samples mentioned in this chapter is given.
7.7.1 “Hidden” shallow donors, HSD
In contrast to thermal admittance spectroscopy studies of ZnO bulk crystals (for example
published in [201]), the capacitance of the ZnO thin films investigated in this work does
not drop to zero for the lowest temperatures accessible with the setup used in this
work. One would expect such behaviour since at low temperatures the shallow donors
should trap the free charge carriers and become neutralised. In the thin film samples, a
small offset in the capacitance at low temperatures is expected from the non-negligible
capacitance resulting from the sample geometry, Cgeo, discussed in sec. 3.6. However,
the expected values of Cgeo (cf. sec. A.9.1.1) are too small to account for the measured
low-temperature capacitance. Therefore it must be concluded, that high concentrations
(0.3Nnet < Nsd < 0.8Nnet) of donors with very shallow electronic states are contained in
each of the investigated samples. These levels are too shallow, to measure a step in the
capacitance-temperature plot at experimentally accessible conditions. From numerical
simulations of C(T ) measurements it is concluded, that Ec − Et < 10meV holds for
these defects10. Origin and physical properties of the HSDs are unknown due to these
experimental difficulties.
7.7.2 The T1 level
T1 is a frequently observed shallow donor in the ZnO thin films. Due to its high thermal
electron emission rate even at temperatures below 50K thermal admittance spectroscopy
was the means of choice for its investigation. A statistical evaluation of ethn (T ) involving
all samples in which T1 was measured, see sec. A.9.2.2, yields Ea = 28meV and σn =
2.5 × 10−14 cm2. Comparing these values to those expected from effective mass theory,
tab. 5.3, it is found, that the binding of an electron to the T1 trap is weak and σn is
slightly smaller. In the quantum defect model, the chemical shift is νch = 1.4.
Together with the very shallow donors, T1 is a dominant dopant in the investigated
ZnO thin films, especially in samples with low aluminium concentration in the space
charge region. In the literature, T1 is attributed either to interstitial zinc, Zni, [239] or
a complex of Zni with nitrogen, Zni-NO [240].
The implantation of oxygen ions into the samples S1 and S4 did not result in measurable
changes in the T1 concentration. A slight increase of NT1 was observed after 1.6MeV
electron irradiation of sample S1. This is in accordance with the data published by Look
et al. [208], who found 1.6MeV to be the threshold for the introduction of the 30meV
donor (T1) by electron irradiation. However, the implantation of zinc ions into the
sample S1 resulted in an increase of NT1 by a factor of five, or by more than 10
16 cm−3.
This supports the a possible relation between T1 and Zni or a complex involving Zni,
10σ∞n < 10
−12 cm2 was assumed.
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Figure 7.30: The dependence of the X1/1
DLTS peak height on the filling pulse width
tpw. The lines are a fit of eq. 4.43 to the
experimental data.
since the implantation of zinc ions is expected to generate Zni due to lattice damage as
well as due to a stoichiometry shift towards zinc.
7.7.3 The aluminium donor
Von Wenckstern [201] tentatively attributed the 64meV donor which he frequently ob-
served in PLD grown ZnO thin films to AlZn. This is supported by the results obtained
in this work. In TAS measurements this donor was found in the approximately 1µm
thick samples S2, S4, and S4OA where aluminium diffusion from the ZnO:Al layer or
the sapphire substrate, respectively, must be expected. In non of the investigated S1
samples (thickness: ≈ 2µm) this donor was traced.
From Arrhenius analysis (sec. 2.3.3.1) of ethn (T ) the activation energy was determined
to Ea = 65meV and the high-temperature limit of the electron capture cross-section
amounts to σ∞n = 3.5 × 10−13 cm2. The electronic properties of AlZn are therefore al-
most equal to those predicted by effective mass theory for the hydrogenic donor in ZnO,
cf. tab. 5.3. Within the quantum defect model, the chemical shift is νch = 0.92. In other
words, the wave function of a trapped electron is slightly stronger confined than in the
ideal effective mass donor.
For the sake of completeness it should be mentioned, that despite similar Ea, σ∞n is a
factor of 250 smaller in the S4OA sample. From the results obtained in this work no
explanation for this discrepancy can be given.
7.7.4 The X1/1 level
X1/1 is a – to best of the author’s knowledge up to now unreported – deep-level, that
was detected only once in this study, in the oxygen-implanted and thermally annealed
sample S4OA. According to the definition of intrinsic defects, sec. 7.1 it is intrinsic
and possibly related to oxygen excess. Due to the high aluminium concentration in the
sample, a relation to aluminium cannot be excluded.
As described in sec. 7.4.1.2, standard Arrhenius analysis of ethn (T ) yields an activation
energy of 215meV and a huge high-temperature limit of the electron capture cross-section
of 10−10 cm2! However, the DLTS pulse width scan depicted in fig. 7.13 showed, that
X1/1 is only partially filled and its DLTS peak can be suppressed in the DLTS spectrum,
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if short filling pulses are used. This experimental result and the huge σ∞n go together
well only for a high capture barrier Ebn which keeps σn small at temperatures, where the
X1/1 peak in the DLTS spectrum occurs.
In the spirit of the analysis given in sec. 4.7.2, Ebn can be calculated from the temperature-
dependence of σn(T ). Thus, DLTS pulse width scans were conducted in order to measure
this quantity. Three rate windows, t−1rw = {4, 16, 64}Hz, for which the DLTS signal was
maximum at T = {76.8, 79.7, 83.6}K were used. In fig. 7.30 the dependence of the
normalised DLTS peak height on tpw is plotted. The lines represent the fit of eq. 4.43 to
the data from which the following electron capture rates were obtained:
T (K) cn (Hz)
76.8 1800
79.7 2780
83.6 7200
Assuming the electron concentration to be constant over the investigated temperature
range, Ebn is obtained from the Arrhenius plot of ln
(
cn/
√
T
)
vs. 1000/T , cf. eqs. 2.50
and 2.51. The result of Ebn = (110 ± 20)meV, which is more than half the activation
energy, confirms the expected large capture barrier11.
7.7.5 The E1 level
The E1 deep-level has been detected in most of the samples investigated in this work. Its
activation energy and the high-temperature limit of the electron capture cross-section
were determined to Ea = 109meV and σ∞n = 6.5×10−14 cm2, respectively, by a statistical
evaluation of ethn (T ) measured in all samples containing E1. However, these values scatter
in a wide range among the samples. This is in part due to the distorted low-temperature
side of the E1 DLTS peak. In fig. 7.31(a) the DLTS peak of E1 measured on the samples
S1, S3A2, and S5 is plotted. Obviously, the shape of the low-temperature side of the
DLTS peak is a feature of E1. This was previously reported by Auret et al. [61]: “[...]
we observed that the E1 peak is still quite asymmetric. This indicates either that the
E1 peak is the superposition of more than one peak, from closely spaced energy levels,
or that it is the consequence of a strong electric-field-enhanced emission.”
In the temperature range 40K < T < 50K the electron emission rate en is almost
independent of the temperature and amounts to approximately 10 to 20Hz, which can
be deduced from the DLTS signal that is almost maximum for t−1rw = 16Hz. Such
temperature independent emission is usually attributed to tunneling of bound electrons
into a conduction band state [76].
E1 provides a further surprise: a plot of Ea determined by DLTS measurements on
different samples versus Nnet of the samples reveals a relation between these quantities,
11If X1/1 strictly obeys eq. 2.31, Ebn and σ
∞
n can be used to calculate cn(T ) from eq. 2.51 if n is
known. Assuming n ≈ 1017 cm−3, the calculated value of cn is too high. For E
b
n = 120meV and
σ∞n = 10
−11 cm2 more reasonable results are obtained.
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n (Ea) relation. (d) Suggested model for the E1
defect.
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cf. fig. 7.31(b). However, in contrast to the expected decrease of Ea with increasing Nnet
due to overlapping orbitals of shallow donors (eq. 2.13), an increase in Ea is observed.
Furthermore, possibly as a consequence of the Meyer-Neldel rule in ZnO [241], Ea and
σ∞n , measured on different samples, have empirically been found to obey
σ∞n (Ea) = 6.03 × 10−21 cm2 × 10(0.0639meV
−1×Ea), (7.2)
see fig. 7.31(c). Please note, that the data on E1 published by Auret et al. [61],
Ea = 120meV and σ∞n = 2.7× 10−13 cm2, almost perfectly matches with this relation.
In the following a model of the E1 defect shall be outlined, which explains these find-
ings. Let’s assume E1 is a point defect that tends to form pairs with shallow donors
as displayed in fig. 7.31(d). The microscopic origin of the point defects itself is of no
importance for the model. The two positively charged cores of the defects form a donor-
donor pair as described in sec. 2.2.4.2(c). According to fig. 2.6, the energy necessary to
remove the first of the two electrons bound to the E1 donor-donor pair is almost equal
to the ionisation energy of the isolated shallow donor. In contrast, the second ionisation
energy is not equal to the activation energy of the isolated E1 defect, but is increased.
The mean distance a¯dd between E1 and the attributed shallow donor is expected to be
smaller, the larger the net doping density is, hence the splitting of the levels becomes
stronger when Nnet increases. This is what was experimentally observed. Furthermore,
this model explains the shape of the DLTS peak. At temperatures where the constant
emission rate is measured, the donor-donor pair emits one electron immediately after
the filling pulse. The second electron is mainly bound to E1. Due to the overlap of the
electron orbitals of the shallow donor and E1, the trapped electron can tunnel from E1 to
the shallow donor. There, it is immediately emitted into the conduction band. Since the
tunneling is the slower of the two processes, the emission rate is equal to the tunneling
rate. When temperature increases, the thermal emission rate of E1 becomes larger than
the tunneling rate and the expected ethn (T ) dependence, eq. 2.54, is measured. It should
be mentioned, that the tunneling rate in sample S1 is smaller than in the samples S3A2
and S5. This is totally in line with the model, since Nnet in sample S1 is smaller than in
the samples S3A2 and S5. Therefore, a¯dd is largest in S1 and the overlap of the orbitals
is small, resulting in a lower tunnel probability.
From the data obtained in this work it can be concluded, that the applied annealing
conditions as well as the 1.6MeV electron irradiation did not influence the concentra-
tion of E1 in the samples. E1 is possibly related to oxygen deficiency since the defect
vanished after oxygen ions were implanted into sample S1. Probably the same holds
for the oxygen implanted sample S4OA, however, the DLTS spectrum exhibits a further
peak occurring at similar temperatures where the E1 peak is expected, so that a small
E1 concentration cannot be excluded. Irradiation of sample S2 with 1.6MeV protons at
a dose of 2× 1012 cm−2 did increase the E1 concentration by roughly a factor of three.
However, a further increase of the irradiation dose did not result in an increased E1
concentration.
Finally it should be mentioned, that within the experimental possibilities of the setup
used in this work there was no evidence that E1 can be photo-ionised.
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Figure 7.32: (a) Arrhenius representation of ethn (T ) of deep-levels attributed to the T2 level. (b) σ
∞
n
vs. Ea of the data taken from the literature (filled triangles) and measured on the samples of this study
(open circles). The lines are fits to the data, which yield the exponential dependences given in eq. 7.3
and eq. 7.4. The figures are adapted from [111].
7.7.6 The T2 level
T2 is the “strange guy” among the defect states investigated in this work. This is
mainly due to the fact, that T2 exhibits no unambiguous fingerprint in the Arrhenius
representation of ethn (T ). A good start of the T2 story, which is originally published in
[111], is a literature review. Most of the previously published deep-level data given in
table 5.5 can be grouped and can clearly be attributed to either of the levels E1, E2, E3,
or E4. In contrast, the Arrhenius representations of ethn (T ) of the following deep-levels
(fig. 7.32(a)) on first glance seem to be randomly distributed:
name Ea σ∞n reference
(meV)
(
10−15cm
)
L1 140 0.005 [218]
L1 170 0.026 [51]
CuZn 170 0.02 [242]
– 190 0.4 [243]
E2b 210 0.2 [215]
E280 276 44 [213]
Ecd1 280 10 [211]
D2 170 0.1 [59]
Although Ea ranges from 140meV to 280meV and σ∞n varies over more than three orders
of magnitude, the author convinced that these levels are identical to the deep-level T2
detected in the ZnO thin film samples of this study. This opinion is supported by a plot
of σ∞n vs. Ea that reveals a relation of both quantities, fig. 7.32(b). An exponential fit
to the literature data yields
σ∞n (Ea) = 1.13× 10−21 cm2 × 100.026meV
−1×Ea . (7.3)
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Figure 7.33: A plot of the T2 activa-
tion energy and capture cross-section deter-
mined in different samples (DLTS) versus
the concentration of T2 in the sample. The
data extends over all samples in which T2
was detected. The figure is adapted from
[111].
180
200
220
240
260
280
1015 1016
T
2
a
ct
iv
a
ti
o
n
en
er
g
y
(m
eV
)
T2 concentration
(
cm−3
)
10−18
10−17
10−16
10−15
1015 1016
σ
∞ n
( cm2
)
A similar relation is found for the (Ea, σ∞n ) data pairs obtained in this study
σ∞n (Ea) = 7.58× 10−24 cm2 × 100.032meV
−1×Ea . (7.4)
The difference between eq. 7.3 and eq. 7.4 can be attributed to the Poole-Frenkel effect.
Most of the literature data stems from admittance measurements, where the influence
of an electric field can be neglected, while the data in this study was gained from DLTS
measurements where the electric field in the space charge region lowers Ea as well as σ∞n .
This shall be discussed later.
With aid of eqs. 7.3 and 7.4 σ∞n can be predicted for a given Ea. So far, so good, but
what is the parameter Ea depends on? One immediately thinks of Nnet, but in contrast
to the E1 level this does not account for T2. It was found, that Ea and σ∞n to depend
on the absolute concentration of the T2 level in the sample.
7.7.6.1 Dependence of the T2 activation energy and capture cross-section on the
concentration of T2
The investigation of the dependence of Ea on NT2 required samples with different T2
content. As described in sec. 7.3.2, DDLTS and OCV measurements were the methods
of choice to determine the T2 concentration depth-resolved in the samples. With respect
to the ethn (T ) dependence and the σ
o
n(hν) spectrum of T2 (sec. 7.7.6.3), the OCV mea-
surements were conducted at T = 40K using a photon energy of hν = 1eV. Thereby it
was found, that T2 is generated either by annealing the sample at temperatures above
970K under low oxygen partial pressures, cf. sec. 7.3.2, or by the implantation of zinc
ions, cf. sec. 7.4.2. From these investigations a set of samples with different T2 content
were obtained.
Two approaches to measure the Ea (NT2) dependence have been taken. The straight
forward method was the investigation of different samples with almost homogeneous T2
concentration profile by DLTS. From standard Arrhenius analysis (sec. 2.3.3.1) Ea and
σ∞n were obtained and are plotted in fig. 7.33. It was found, that Ea as well as σ∞n
decrease with increasing NT2. It is remarkable, that no such relation was found between
(Ea, σ∞n ) and the net doping density of the sample.
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Figure 7.34: The T2 concentration profiles in the samples S1A3 (a) and S1ZnA (c) measured by DLTS
using various (Vr, V
p
r ) combinations. e
th
n (T ) was measured in different regions of the samples. Therefore,
the dependence of Ea and σ
∞
n of the T2 level on NT2 was directly observed and is displayed in the figures
(b) and (d). The figure is adapted from [111].
The second method was to use one sample with a T2 concentration gradient and to
measure ethn of T2 spatially resolved and therefore, since NT2 = NT2(x), in dependence
on the T2 concentration. Two samples exhibit such strong NT2 gradients: the thermally
annealed sample S1A3 and the zinc-implanted and thermally annealed sample S1ZnA,
see fig. 7.34 (a),(c).
The measurement of ethn (x) was carried out by DDLTS. However, Lefe`fre and Schulz’s
[116] method (sec. 4.7.4) was slightly modified in order to get rid of side-effects caused by
different electric field strengths. In principle an ordinary DLTS measurement was con-
ducted with the sample reverse biased at Vr(1) using a filling pulse voltage V
p
r (1) that
did not flatten the bands. Hence only deep-levels in a region wpscr(1) < x < wscr(1) were
filled. The DLTS signal then consists only of the emission of trapped electrons in this
region. An Arrhenius analysis of ethn (T ) yields Ea(x1) and σ∞n (x1) of the deep-level in this
region. A variation of Vr shifts the brim of the space charge region to wscr(2). By choos-
ing an appropriate V pr (2), deep-level emission from another region w
p
scr(2) < x < wscr(2)
can be measured, without a variation of the electric field. The results of these exper-
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Figure 7.35: The dependence of the ther-
mal activation energy and capture cross-
section of the T2 level on the electric field
strength measured by DDLTS on sample S3.
The figure is adapted from [111].
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iments conducted on the samples S1A3 and S1ZnA are displayed in fig. 7.34(b) and
(d). The same result as for the statistics over the samples exhibiting homogeneous NT2
profiles is observed: Ea and σ∞n drop with increasing T2 concentration.
7.7.6.2 Influence of the electric field on the T2 activation energy
The activation energy Ea and the high-temperature limit of the electron capture cross-
section σ∞n of the T2 level do not only depend on the concentration of T2 but also on the
electric field strength, ~E. This effect has been investigated by DDLTS [116] (sec. 4.7.4).
In order to avoid effects stemming from an inhomogeneous T2 concentration profile
in the space charge region, sample S3 – which exhibits a low
(≈ 1× 1015 cm−3) and
almost homogeneous T2 concentration – was chosen for this study. The net doping
concentration of sample S3 amounts to approximately 4 × 1016 cm−3 in the vicinity of
the metal-semiconductor interface. The reverse voltage was adjusted to Vr = 2.5V. From
C -V spectroscopy wscr was determined to 232 nm. Using the derivative of eq. 3.19, the
electric field in the space charge region is
E(x) = 25.6
MV
m
×
(
1− x
232 nm
)
. (7.5)
By choosing appropriate Vr, V
p
r combinations, the space charge region was divided in
four ranges with different mean electric field strengths. The Arrhenius analysis of ethn (T )
stemming from these ranges resulted in a decrease of Ea with increasing electric field:
depth (nm) 〈E〉 (MV/m) Ea (meV)
0 to 46 23.0 223
46 to 93 17.9 231
93 to 139 12.8 250
139 to 185 7.7 278
The result is depicted in fig. 7.35. The error in 〈E〉 due to doping inhomogeneities
etc. can be estimated to 10%. Remarkably an interpolation of the this data suggests
Ea > 280meV in the zero field case at low T2 concentrations.
Please note, that the observed decrease of Ea and σ∞n with increasing electric field
strength is in the order of the theoretically expected value given in the theory of Dussel
and Bo¨er [84].
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Figure 7.36: Measurement of the photo-ionisation cross-section, of the T2 trap. (a) DLTS spectrum
sample S1A2, t−1rw = 4Hz. The arrows indicate the temperatures at which the ODLTS spectra were
recorded. (b) ODLTS spectra. (c) Photo-ionisation cross-section spectrum of the T2 trap. The data
were recorded by M. Ellguth (Universia¨t Leipzig), the photo-ionisation cross-section spectrum is adapted
from [235].
7.7.6.3 The photo-ionisation cross-section
Photo-capacitance measurements conducted at low temperatures revealed, that the T2
deep-level can be photo-ionised. In collaboration with M. Ellguth (Universia¨t Leipzig)
the photo-ionisation cross-section was measured on sample S1A2. The original work is
published in [235].
Due to its high accuracy, optical DLTS was the method used to determine eon of the
T2 level. The experiment was carried out as follows. First a DLTS spectrum of the
sample was recorded, using the same rate window as in the ODLTS measurements, here
it amounted to t−1rw = 4Hz (fig. 7.36(a)). Then two ODLTS spectra were recorded (cf.
sec. 4.7.5), one spectrum at a temperature T< lower than the T2 peak, the other at a
higher temperature T>, see fig. 7.36(b). Since the T2 trap does not contribute
12 to the
ODLTS signal S recorded at T> and S is linear, the difference of the signals is ODLTS
signal stemming from T2
S(T2, hν) = S (T<, hν)− S (T>, hν) . (7.6)
12ethn is already to large to result in a DLTS signal, therefore the signal is even lower for e
th
n + e
o
n
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Figure 7.37: A configuration coordinate diagram for the
T2 deep-level. The thermal activation energy (determined
by DLTS for low T2 concentrations) amounts to Ea ≈
280meV, the photo-ionisation threshold of Epitn ≈ 0.75 eV
was measured by ODLTS. Thus the thermal depth is Et ≈
250meV and the capture barrier is Eb ≈ 30meV. Although
a large lattice distortion is found and the intersection of
the parabolas is right of Qc = 0, T2 does not account for
persistent photo-conduction since Eb is too low.
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Hence, exclusively the absorption of T2 was measured. The inverse of S(T2) is eon and
– with aid of the spectrum of the lamp, fig. A.3 – the photo-ionisation cross-section spec-
trum σon(hν) of T2 was calculated from eq. 2.27. The spectrum is plotted in fig. 7.36(c).
The photo-ionisation threshold is approximately Epitn ≈ 0.75 eV and is therefore almost
thrice the thermal activation energy.
M. Ellguth [235] has fitted the Chantre, Vincent, and Bois [26] model to the σon(hν)
data. For hν < 2.0 eV the data could be appropriately modelled. From the fit he ob-
tained a Franck-Condon parameter of dFC ≈ 0.43 and the wave function extend, which
is a pendant to Bohr’s radius for a deep-level, was 3.5 A˚. In other words, the lattice is
strongly distorted and the wave function of an electron trapped by T2 extends only over
one lattice site.
From Ea and Epitn a configuration coordinate diagram of the T2 level was drawn, fig. 7.37.
A large lattice distortion can be expected because of the large difference in Ea and Epitn .
Although the intersection of the parabolas is right of Qc = 0, which is generally the
case for deep-levels that cause persistent photo-conductivity [244], the electron capture
barrier is fairly low, Eb ≈ 30meV, so that T2 does not account for persistent photo-
conductivity at temperatures above 50K.
7.7.6.4 Conclusion and discussion
T2 was investigated in differently treated ZnO thin film samples in which its concentra-
tion was measured either by OCV or DDLTS. It was found that T2 is introduced into
the samples by either annealing under low oxygen partial pressures and T = 970K or
by the implantation of zinc ions and subsequent thermal annealing. Neither the implan-
tation of oxygen ions or the irradiation of the samples with 1.6MeV protons or 1.6MeV
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Figure 7.38: A model of the T2 deep-level. Left: The T2 donor tends to form pairs with an acceptor
that can freely migrate through the crystal along the c-axes. Right: The dependence of the ionisation
energy of the donor-acceptor pair on its concentration calculated within this model.
electrons influenced NT2. These findings suggest, that T2 preferentially forms under
zinc-rich conditions.
Furthermore it was possible to show that previously published data on deep-levels la-
belled L1, E2b, Ecd1, CuZn, and E280 with activation energies 140meV < Ea < 280meV
can most likely be attributed to the deep-level T2 in different concentrations. The main
reason for the different labelling of T2 is the strong dependence of its Ea and σ∞n on its
concentration in the sample. In the following a microscopic model of T2 will be outlined,
that qualitatively explains these experimental observations. It is only a first attempt
and will need further improvement.
A model for the T2 deep-level Of course space charge spectroscopy is not a method
appropriate to conclude on the microscopic structure of a defect. Therefore, the model
does not contain the chemical identity of the T2 level. However, the dependence of Ea
on the T2 concentration allows some conclusions on the geometry of the level.
The pivotal question is: can there be an interaction between T2 traps in concentrations
as low as NT2 = 10
15 cm−3? Obviously, this can be counted out: According to eq. 2.12,
the mean distance between two T2 levels is 620 A˚. This must be compared to the extend
of the wave function of an electron trapped by T2, which was calculated to 3.5 A˚. There
is absolutely no reason to assume T2 to be an extended defect: even in low concentrations
σ∞n does not exceed 10−13 cm2 which is order of magnitude expected for an effective mass
donor. Also the dependence of Ea and σ∞n on the electric field strength is more or less
in accordance with Dussel and Bo¨er’s theory for deep point defects.
Since a lowering of Ea is expected for donor-acceptor pairs, let’s assume T2 is a donor
that tends to pair with an acceptor. Of course this assumption is not sufficient to explain
the Ea dependence on NT2. Therefore it is further assumed, that the donor is fixed to
a lattice site, while the acceptor is free to migrate through the crystal (at least for the
temperatures during the sample growth or the annealing) – but only in one direction!
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For ZnO this might be the c-axis. In this case the acceptor is accelerated towards the
donor due to their opposite charges but their mean distance a¯da = 〈|~rda|〉 cannot become
arbitrarily small. “a¯da is equal to the smallest radius of a cylinder – with the acceptor
placed on the cylinder axis – in which in average exactly one T2 donor is found, see
fig. 7.38.
a¯da =
√
Vc
πl
(7.7)
Vc = 1/NT2 is the cylinder volume, l is the cylinder height which is given by the average
length that the acceptor can move along the c-axes” [111]. The dependence of Ea on a¯da
is given by eq. 2.15. Inserting eq. 7.7 into eq. 2.15 yields
Et
(
a¯da
rscB
)
≈ Rysc
(
1− 2 rscB
√
πlNT2
)
. (7.8)
Eq. 7.8 is plotted in fig. 7.38 and indeed predicts a decrease of Et with increasing NT2.
Also the decrease of σ∞n with increasing NT2 can be understood from this model: If no
electron is trapped, the total charge of the donor-acceptor pair is zero. The attractive
force on the electron hence results only from the dipole moment of the pair. Since
the dipole moment of the donor-acceptor pair decreases when a¯da decreases, also the
attraction on the electron becomes smaller and so does σ∞n .
The preconditions made in this model need some explanation. In the original work [111]
it was stated: “Following Janotti and van de Walle [189] an acceptor-like native defect
that migrates preferentially along the ZnO c-axes does exist: the double negatively
charged interstitial oxygen on octahedral site. Also the restriction of the maximum
migration length, and therefore the parameter l, can be justified. Having a look at
the literature again, it is found that T2 was – with the exception of [215], where the
quality of the bulk crystals was not reported – detected only in polycrystalline ZnO or
thin films. l can be identified with the grain size or the thickness of the film.” The
thickness of the ZnO thin films amounts to 900 nm < dfilm < 2200 nm resulting in
560 rscB < l < 1375 r
sc
B . More reasonable seems that l is determined by the grain size
of the films. The grain diameters were measured to be 40nm < lg < 400 nm, (fig. 6.2)
giving 25 rscB < l < 190 r
sc
B .
Of course the suggested model is only a starting point and needs further refinement.
More experimental data is needed and testing the model by first principle calculations
is recommended.
7.7.7 The E3 level
The E3 deep-level is the only defect state that was detected in every sample. Statistical
Arrhenius analysis of ethn (T ) involving all samples of this study yields Ea = 296meV and
σ∞n = 4.8 × 10−16 cm2.
The E3 level was labelled by Auret et al. [61] and was observed in differently grown
ZnO samples13:
13VT – vapour transport growth, MG – melt growth, HT – hydrothermal growth
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level Ea σ∞n sample type reference
B2 260 3.4 × 10−17 varistor [49]
L2 260 7.6 × 10−17 varistor [51]
L2 250 – varistor [218]
E3 290 5.8 × 10−16 bulk, VT [61]
0.3eV 300 – bulk, MG [62]
Ec2 300 1.7 × 10−16 film, PLD [211]
E3 310 1.0 × 10−15 bulk, VT [215]
E3 300 2.0 × 10−16 film, PLD [213]
E3 300 2.0 × 10−16 bulk, MG [219]
E3 300 6.2 × 10−16 bulk, VT [219]
E3 300 – bulk, HT [219]
E3 290 6.2 × 10−16 film, PLD [219]
E3 310 1.0 × 10−16 bulk, MG [59]
From the data obtained in this work, no treatment the samples underwent revealed
a systematics allowing to conclude on how E3 is generated or annealed out. While
the E3 concentration NE3 does not vary among in the differently treated S1 samples,
differences in NE3 of roughly a factor of two were measured in the differently annealed
S2 samples. In the samples stemming from the S3 thin film, E3 was hard to detect due
to a high E3’ concentration and thus a superposition of the DLTS peaks. The largest E3
concentration was detected in the S4 samples. The data collected in this study suggests
E3 to be attributed to an impurity. A comment on that will be given later on.
However, several literature reports state that NE3 is not independent of the sample
treatment. For example Vines et al. [245, 246] reported on a decrease of NE3 for ZnO
bulk crystals at temperatures T > 1500K and Gu et al. [59] even observed an anneal-
out of E3 at similar temperatures. Brauer et al. [247] found that NE3 increased after
nitrogen implantation. Tentatively they stated that “most probably E3 is [...] connected
to an intrinsic defect, maybe the second ionization level of Zni”. On the other hand E3
is dealt as an extrinsic impurity. Jiang and Haliburton [248] suggested it to be related
to iron or nickel14.
7.7.7.1 Influence of the electric field on the E3 activation energy
The dependence of Ea and σ∞n of the E3 level on the electric field strength E was
investigated in sample S5. This sample was chosen since no E3’ trap was detected and
no superposition of the E3 and E3’ DLTS signals must be expected. Furthermore, the S5
sample was not ion-implanted or thermally annealed. However, it exhibits a relatively
high net doping density
(
Nnet ≈ 6× 1016 cm−3
)
and highly rectifying Schottky contacts
so that the current was negligibly small up to Vr = 4.0V. Therefore, the maximum
electric field strength in the space charge region amounts to approximately 40 MVm when
the sample is reverse biased at Vr = 4.0V. Double DLTS experiments were conducted
in full analogy to the experiments on the T2 level (sec. 7.7.6.2). The results are plotted
14From the study of nickel-doped ZnO thin films, chap. 9, nickel can be excluded.
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Figure 7.39: The dependence of the
E3 thermal activation energy and capture
cross-section on the electric field strength
measured by DDLTS on sample S5.
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Figure 7.40: Left: DLTS measurements
`
t−1rw = 64Hz
´
on sample S5 with and without UV illumination
during the filling pulse. The E3 peak height increases by roughly a factor of two when illuminated. Right:
Model of the E3 level, including a Fano resonance E3R.
in fig. 7.39. Although the effect is smaller than observed for the T2 level, a decrease
of Ea as well as σ∞n is observed for increasing E. Therefore, also for the E3 deep-level
tunnel-emission of the trapped electrons can be expected, when it is exposed to strong
electric fields.
In the literature to best of the author’s knowledge two reports on the field dependence
of the E3 deep-level can be found, both published by Auret et al.. In [61] they made a
remark which is in accordance with the result obtained this work: “The peak position
of the second most prominent level, E3, exhibited very little dependence on the electric
field.” However, in [212] they found that “[...] in regions of increasing field, its [E3] peak
shifts to higher temperatures.” This is equal to a decrease of ethn with increasing E and
is therefore contradicts with this work.
7.7.7.2 E3 – a multi-level trap?
An interesting DLTS experiment hints to E3 being a multi-level trap. In the framework of
the MCTS experiments described in sec. 7.2.2, two DLTS measurements were conducted
on sample S5 with the sample reverse biased at Vr = 3.0V and a 8ms voltage pulse
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of V pr = −1.0V. The first measurement was carried out in the dark, in the second
experiment, the filling pulse consisted not merely of a voltage pulse, but the sample was
additionally illuminated15 from the back with light of photon energies hν > Eg. The
resulting DLTS spectra for the rate window t−1rw = 64Hz are displayed in fig. 7.40. The
E3 DLTS peak height increases by approximately a factor of two, when the sample was
illuminated during the filling pulse.
A possible explanation for this effect could be, that E3 exhibits a further level E3R
in the conduction band, a so-called Fano-resonance [249], see fig. 7.40. When the UV
irradiation is turned on during the filling pulse, the E3 captured electrons are optically
excited into the E3R state. Then, the E3 level can capture a second electron. The
difference in the E3 charge state would then be 2e instead of e. If the inner transition
from an electron in the E3R state into the empty E3 state is fast compared to the
emission from the E3 state into the conduction band, both electrons are emitted during
the rate window and the amplitude of the DLTS peak would be proportional to twice
the E3 concentration NE3.
The model explains the apparent increase in NE3 when the sample is irradiated with UV
photons during the filling pulse. However, this is definitely not the end of the E3 story
and further investigations are necessary.
7.7.7.3 Conclusions
The results obtained in this work, especially the almost unaffected E3 concentration in
differently treated samples, suggest E3 to be rather an impurity than a native defect.
Furthermore, the small electron capture cross-section σ∞n as well as the little dependence
of Ea on the electric field hint to E3 being an acceptor. Also in the simulation of the
admittance-temperature dependence of the samples S1, S4, and S4OA better results are
achieved if E3 is considered to be an acceptor. The DLTS experiment with optical exci-
tation during the filling pulse could be a hint for an excited state E3R in the conduction
band. Within the experimental possibilities of the setup there was no evidence, that the
E3 level can be photo-ionised.
7.7.8 The E4 level
E4 most probably is an electronic defect state of a native defect in ZnO. Frank et al. [215]
and Hofmann et al. [216] assigned the E4 level to the oxygen vacancy, VO, in ZnO. They
furthermore concluded from DLTS experiments with additional optical filling pulses, that
E4 is a negative-U centre [216] which is in accordance with first principle calculations of
VO by van de Walle [191]. The model is displayed in fig. 7.41.
The experimental data obtained in this work also suggests that E4 is the electronic state
of an intrinsic (in terms of the definition given in sec. 7.1) or even native defect. In
case E4 is an electronic state of VO, the observation that E4 was generated by 1.6MeV
15Except for V pr , The experiment was conducted like the MCTS experiments, sec. 7.2.2, on this sample,
but the while in the MCTS measurements V pr = Vr held, an additional voltage pulse was applied in
this case. For reference, the MCTS spectrum is displayed in fig. 7.2.
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Figure 7.41: Negative-U model of the E4 level after Frank
et al. [215] and Hofmann et al. [216] who attributed E4 to
the oxygen vacancy for which a negative-U behaviour was
calculated by van de Walle [191].
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electron irradiation of sample S1 (sec. 7.5.1) is in accordance with positron annihilation
spectroscopy studies on electron irradiated ZnO bulk crystals by Tuomisto et al. [250],
who reported on an increase of the concentration of VO after the irradiation. The
introduction of the E4 trap into sample S2 by 1.6MeV protons is in line with previous
DLTS studies by Auret et al. [168] performed on proton irradiated ZnO bulk crystals16.
E4 was generated during thermal annealing of thin film S1 in vacuum. This observation
supports, that E4 is related to VO since the formation of VO can be expected due to
out-diffusion of oxygen.
However, the DLTS data obtained from the oxygen and zinc ion-implanted ZnO thin
films on first glance do not support that E4 is assigned to VO. One would expect,
that VO is stable under zinc-rich conditions. The opposite observation is made: in
the oxygen-implanted and thermally annealed sample S4OA the E4 level was clearly
detected, while in sample S1ZnA, which was zinc-implanted and thermally annealed,
E4 could not be traced. If E4 is VO, an attempt to explain the experimental data of
this study could be as follows: without being able to give a proof, it is reasonable to
assume that VO is generated by the implantation of oxygen as well as zinc ions. If so,
it was annealed out in the zinc implanted sample although the sample was zinc-rich,
but withstand the annealing procedure in the oxygen-rich sample. This might be due
to two facts. First, the oxygen-implanted sample S4OA was annealed at 820K, while
the annealing temperature of the zinc-implanted sample S1ZnA amounted to 880K.
Perhaps the higher annealing temperature accelerated the recombination of Oi with VO
in sample S1ZnA. The second, more reasonable argument is, that Nnet in sample S4OA
was higher than in sample S1ZnA due to its higher aluminium content. In turn, S4OA
exhibits a higher Fermi-level than S1ZnA . This is the same effect that is expected for
very zinc-rich conditions, hence the aluminium donor “stabilises” VO.
7.7.8.1 Electronic properties
Averaged Arrhenius analysis (cf. sec. A.9.2.2) of the DLTS data measured on the sam-
ples containing E4, yields Ea = 514meV and σ∞n = 8.4 × 10−14 cm2. Ea is slightly lower
than usually reported for the E4 level, cf. tab. 7.6. In cooperation with M. Ellguth
16In this paper the level was labelled EP1. The author believes that E4 and EP1 are identical, see
sec. 7.5.2.
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label Ea σn material treatment ref.
(meV) (cm2)
EP1 540 3× 10−13 bulk, VP proton impl. [168]
E4 570 2× 10−12 bulk, VT untreated [61]
E4 530 4× 10−15 bulk, VT untreated + [216]
vacuum anneal.
E4 540 2× 10−12 bulk, VT electr. irr. + [215]
Zn vap. anneal.
E4 540 5× 10−14 bulk, MG untreated [217]
EP1 520 2× 10−14 bulk, MG proton impl. [217]
Table 7.6: Collection of literature data on the E4 deep-level in ZnO. The labelling corresponds to the
the label in the publication. Abbrev.: MG – melt growth, VP – vapour phase growth, VT – vapour
transport growth
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Figure 7.42: Measurement of the photo-ionisation cross-section of the E4 deep-level by optical DLTS
(sample S4OA). (a): Thermal DLTS peak of E4 with the temperatures chosen for the ODLTS mea-
surements indicated. (b): Difference of the ODLTS spectra recorded at T< = 190K and T> = 250K.
(c): Photo-ionisation cross-section spectrum of E4. The photo-ionisation cross-section spectrum was
measured by M. Ellguth (Universita¨t Leipzig). (c) is adapted from [235].
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Figure 7.43: Configuration coordinate diagram for the E4
deep-level. The thermal activation energy for E4 amounts
to Ea = 514meV and the photo-ionisation threshold energy
is ≈ 0.8 eV. With aid of the configuration coordinate dia-
gram Ec − Et ≈ 480meV and E
b
n ≈ 30meV are found.
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(Universita¨t Leipzig) the photo-ionisation cross-section of the E4 deep-level was deter-
mined by optical DLTS measurements conducted on sample S4OA. The original work
is published in [235]. In the following the experimental procedure shall be outlined in
brief.
First, the dark DLTS signal was measured in dependence of the temperature with the
same rate window, filling pulse, and reverse voltage as later used in the ODLTS mea-
surements. In the experiment these parameters were t−1rw = 4Hz, tpw = 1ms, Vr = 2.5V,
and V pr = −0.5V. The data is plotted in fig. 7.12. Then the sample was illumi-
nated with monochromatic light and the ODLTS signal was recorded in dependence
of the photon energy hν for two different temperatures T< and T>, see fig. 7.42(a),(b).
Following the analysis described in sec. 4.7.5, the difference in the ODLTS spectra,
∆S = S (T<) − S (T>), is the signal stemming from the photo-ionisation of E4. The
inverse of ∆S yields eon (hν). With aid of the spectral photon flux Φph (hν), the photo-
ionisation cross-section spectrum σon (hν) was calculated using eq. 2.27, see fig. 7.42(c).
7.7.8.2 Discussion of the electronic properties
E4 is not a classical deep-level since the wave function of a trapped electron extends over
more than on lattice site. This can be concluded from σ∞n as well as from σon(hν). In
the first case, σ∞n is roughly equal to that of a shallow, hydrogenic defect, cf. tab. 5.7,
and therefore the wave function extends to a sphere with radius r = 16 A˚ ≈ rscB or 5.5 a
lattice constants. A fit of the Chantre-Vincent-Bois model [26] to σon (hν) (fig. 7.42(c))
performed by M. Ellguth (Universita¨t Leipzig) resulted in a slightly smaller wave function
extend of r = 8 A˚ [235], which is equal to almost three a lattice constants.
The photo-ionisation threshold is approximately Epitn ≈ 0.8 eV. With aid of Ea determined
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from thermal DLTS measurements the configuration coordinate diagram fig. 7.43 can
be drawn. It reveals that for the E4 level Ea ≈ Et holds and the barrier for electron
capture is as low as Ebn ≈ 30meV. This is in accordance with the pulse width DLTS
scans performed on sample S4OA, fig. 7.13, where no dependence of the E4 DLTS peak
on tpw was found even for the shortest filling pulse width of tpw = 4µs.
If the model proposed by Henry and Lang [25] applies for the E4 level, seven to eight
phonons are emitted during the capture of an electron in the conduction band. However,
σ∞n expected from this model, cf. eq. 2.32 and fig. 2.11, would be smaller than the
literature values collected in tab. 7.6 as well as the average value obtained in this work,
cf. eq. 2.32. This might also hint to another capture mechanism, that is not pure
multi-phonon emission but perhaps an Auger process [88–90].
7.7.9 The T3 level
T3 has only been observed in the oxygen-implanted and thermally annealed sample
S4OA. It cannot be assigned free of doubt to one of the previously observed deep-levels
in ZnO, cf. tab. 5.5. Perhaps T3 and the E5 level observed by Frank et al. [215] are
equal. Since T3 was not detected in the reference sample S4, it can be concluded that
T3 was generated by the implantation of the oxygen ions, thus it is an intrinsic defect
in terms of the definition given in sec. 7.1. Within the experimental possibilities of the
setup used in this work, electrons trapped by T3 could not be optically emitted into the
conduction band. Arrhenius analysis (sec. 2.3.3.1) of ethn (T ) yields Ea = 630meV and
σ∞n = 10−14cm2.
7.7.10 The T4 level
Due to the difficulties in investigating electronic defect states by capacitance spec-
troscopy in the ZnO midgap, the T4 level is up to now unreported. In the space charge
spectroscopy experiments T4 can only be detected employing optical excitation. Photo-
capacitance transient experiments revealed that optical emission of T4-trapped charge
carriers in the conduction and the valence band, respectively, is possible. A model of
the T4 level and its photo-ionisation cross-section spectra are depicted in fig. 7.3. The
concentration profile of the T4 defect state can be conveniently measured by the OCV
method (sec. 4.5) at room-temperature using photons of energy hν = 2.3 eV. In doing
so, T4 was detected in every sample of this study with the exception of sample S1OA.
Mostly its concentration amounts to 1015 < Nt < 10
16.
It was found, that in the samples S1 and S2 thermal annealing had almost no effect on
the T4 concentration, in sample S3, where the initial NT4 was almost a factor of ten
higher than in S1 and S2, T4 could in part be annealed out. 1.6MeV electron irradia-
tion did not influence the T4 content in the sample. However, 1.6MeV protons strongly
increased NT4. T4 is therefore an electronic state of an intrinsic defect.
If T4 is an electronic defect state of a native defect, two defects considered in the first
principles calculation summed up in sec. 5.3.1 would fit: the interstitial oxygen (octahe-
dral site) Oi and the oxygen antisite, OZn. According to Janotti and van de Walle [189]
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Figure 7.44: In all samples annealed at T = 970K,
the TH1 concentration approximately amounts to NTH1 ≈
1016 cm−3. The equilibrium defect concentration is plot-
ted in dependence of its formation energy using eq. 2.2.
From NTH1 the TH1 formation energy is calculated to
Gfm = 1.274 eV. Using this value, NTH1 can be predicted for
other annealing temperatures. A good agreement is found
for sample S1A3 which was annealed at T = 1100K.
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both defects exhibit electronic states in the midgap and a second state is located in the
lower half of the ZnO bandgap. These two states could serve to explain, why the sum of
the measured photo-ionisation thresholds is smaller than the ZnO bandgap, cf. sec. 7.2.3.
Significant generation of T4 was only observed in the proton irradiated sample, hence T4
seems not to form in equilibrium. This is in accordance with Janotti and van de Walle
[189] who stated that it is “[...] very unlikely that OZn would be present in equilibrium.
However, oxygen antisites could potentially be created under non-equilibrium conditions
such as under irradiation or ion implantation.” Also the formation of Oi is not expected
for zinc-rich conditions in equilibrium but can of course occur in irradiation experiments.
With a view on ZnO-based opto-electronic devices the T4 level should be avoided since
due to its interaction with both bands it acts as a photon-killer. Furthermore, it can
be expected to be a recombination centre as well. If so, it will drastically lower the
efficiency of light emitting diodes and might prohibit electrical pumped lasing.
7.7.11 The TH1 level
TH1 is a minority carrier trap which, to best of the author’s knowledge, has not been
reported in the literature up to now. Its position in the bandgap is close to the activation
energy of the A3 level measured by von Wenckstern et al. [58] using a ZnO pn-junction.
Perhaps these levels are equal. However, TH1 seems to be a quite frequently occurring
defect, since it was detected in almost every sample investigated in this study17.
The photo-ionisation cross-section for the emission of an electron trapped by TH1 into
the conduction band was determined from a photo-current measurement conducted on
sample S5 and is displayed in fig. 7.3(d). From the photo-ionisation threshold the posi-
tion of the TH1 level can be estimated to Et ≈ Ev + 300meV.
A clear trend that thermal annealing increases the TH1 concentration was found in the
17The resolution of photo-capacitance experiments is not high enough so that close-lying levels in the
vicinity of the valence band might occur as one trap and are then attributed to TH1. Possibly this
is the case in the samples S4 and S4OA.
174
7.7 Conclusions and discussion
samples S1 and S2. However, the opposite is observed in sample S3. This contradiction
can be resolved when the growth conditions of the samples are compared: while the sam-
ples S1 and S2 where grown at similar PLD conditions, sample S3 was grown at a lower
oxygen partial pressure. This resulted in different TH1 concentrations in the as-grown
samples. The samples S1 and S2 exhibit a TH1 concentration of NTH1 ≈ 1.5×1015 cm−3
while in sample S3 it amounts to 4×1016 cm−3. The annealing procedure might function
differently in the different samples as will be discussed below.
Summing up the results of the experiments described in this chapter, there are hints,
that TH1 can be attributed to the zinc vacancy, VZn. Janotti and van de Walle calcu-
lated (LDA) the V2−Zn/V
−
Zn transition level to be 290meV [189] to 510meV [194] above the
valence band edge. The second transition level V−Zn/V
0
Zn was calculated to 80meV [189]
to 110meV [194] above the valence band edge. The V2−Zn/V
−
Zn transition energy is there-
fore in good agreement with the experimental data obtained from the photo-ionisation
experiments conducted in this work. Furthermore, the generation of VZn by electron or
proton irradiation, respectively, can be expected and is in accordance with the observed
increase of TH1 in these experiments. For example Tuomisto et al. [250] observed an in-
crease in the concentration of VZn in electron irradiated ZnO single crystals by positron
annihilation spectroscopy. The presence of TH1 in almost every sample is a further hint
that TH1 is VZn since according to Janotti and van de Walle [189] “in n-type ZnO [...]
zinc vacancies have the lowest formation energy among the native point defects. This
energy is low enough for V2−Zn to occur in modest concentrations in n-type ZnO, acting
as a compensating center.” This was experimentally verified by positron annihilation
studies by Tuomisto et al. [237].
Also the observed changes in NTH1 by thermal annealing could then be explained. The
annealing procedure brings the sample closer to equilibrium and thus VZn (TH1) forms
spontaneously in the samples, where its initial concentration is low (samples S1 and S2).
On the other hand, in a sample with an initial concentration higher than in equilibrium
value (sample S3), the defect anneals out in part. This can be understood theoretically
from eq. 2.2. When the samples are annealed, the concentration of VZn (TH1) becomes
equal to the equilibrium value at this temperature. Afterwards, the sample is chilled
very fast and NVZn is frozen.
A look at tab. 7.5 reveals, that after annealing the samples at 970K, NTH1 ≈ 1016 cm−3
holds for most of the samples (also for the annealed S3 samples!). Inserting the an-
nealing temperature and NTH1(970K) into eq. 2.2 (fig. 7.44), the formation energy of
the defect is calculated to Gfm = 1.274 eV. However, sample S1A3 was annealed at a
higher temperature, T = 1100K. In this sample the maximum concentration amounts
to NTH1 = 5× 1016 cm−3. This is in good agreement with NTH1 = 6× 1016 cm−3 which
is predicted by eq. 2.2 for this temperature assuming Gfm(970K) ≈ Gfm(1100K). A
comparison of the TH1 formation energy obtained from this simple analysis with the
value of Gfm ≈ 1.7 eV Janotti and van de Walle [189] calculated for VZn under extremely
zinc-rich conditions also supports TH1 to be related to VZn.
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8 Nitrogen related defect states
Defects in a n-type conducting nitrogen-implanted and thermally annealed zinc oxide thin
film and reference samples were studied. In the nitrogen-implanted sample an acceptor
compensation degree larger than 0.9 was observed. By deep-level transient spectroscopy,
photo-capacitance, and photo-current measurements three nitrogen-related electronic de-
fect states were identified. Two of these levels, TN2 and TN3, are in the vicinity of the
valence band edge and most likely acceptors, the third, TN1, is about 580meV below the
conduction band edge. The thermal emission of holes into the valence band from TN2
and TN3 has been observed by optical deep-level transient spectroscopy. There are hints
that TN2 is nitrogen on oxygen lattice site.
8.1 Literature on nitrogen-related defects in ZnO
First principles studies predict nitrogen on oxygen lattice site, NO, to be the most promis-
ing acceptor dopant in ZnO (see also sec. 5.3.5). Therefore, ZnO doped with nitrogen
(ZnO:N) has been intensively studied by several groups. Look et al. [197] were able
to produce a p-type conducting ZnO:N film. From the temperature dependence of the
hole concentration – determined by Hall effect measurements – and photo-luminescence
studies, the ionisation energy of the nitrogen related acceptor was determined to be
170meV. Tsukazaki et al. [57] demonstrated a ZnO pn-junction with a ZnO:N p-region.
They found a thermal activation energy of 100meV for the dominant acceptor. From
donor-acceptor pair transitions observed by photo-luminescence studies Zeuner et al.
[222] and Xiong et al. [223] calculated the binding energy of a nitrogen related acceptor
to be approximately 170meV.
However, also donor-like nitrogen-related defects must be expected. NO complexes with
the interstitial zinc NO-Zni, zinc on oxygen site NO-ZnO, the oxygen vacancy NO-VO,
and the interstitial oxygen NO-Oi were calculated to be single donors by Lee et al. [251].
For a nitrogen molecule on oxygen site (N2)O, the authors predicted a double donor
behaviour.
8.2 Defects in a nitrogen-implanted ZnO thin film
Electronic defect states in a nitrogen-implanted and thermally annealed n-type conduct-
ing ZnO thin film were investigated. Deep-levels in the upper third of the ZnO bandgap
were studied by DLTS. However, the focus was on levels in the vicinity of the valence
band edge. Since sufficient hole injection through the Schottky barrier was not possible,
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Figure 8.1: Calculated (SRIM [230],
fig. 6.5) distribution of implanted nitrogen
ions in the sample S1NA. The figure is
adapted from [252].
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space charge spectroscopy with additional optical excitation was the method of choice
for the detection and investigation of these levels. This study is published in [252].
8.2.1 Samples
Into a piece of the ZnO thin film S1 nitrogen ions were implanted with five different
acceleration energies and doses:
E (keV) D (1012cm2)
30 6
90 10
170 16
300 20
500 32
This resulted in the box-like distribution of nitrogen, depicted in fig. 8.1. In order to
anneal-out most of the implantation-caused lattice damage, the sample was annealed
for 30min under 700mbar nitrogen atmosphere at 880K. In the following this sample
is labelled S1NA. In order to distinguish nitrogen-related from intrinsic defects, three
reference samples have been investigated for defect levels as well: the as-grown ref-
erence S1, a merely annealed reference S1A1, and an oxygen-implanted and annealed
sample S1OA1. The oxygen-implanted reference sample serves as a reference for the
implantation-caused lattice damage. Due to the similar mass and stopping cross-section
of oxygen and nitrogen ions, similar lattice defects can be expected.
8.2.2 Majority carrier traps
Prior to the defect studies the net doping concentration of the samples was determined
by capacitance-voltage spectroscopy, C -V , (100 kHz oscillator frequency), the profiles
are depicted in fig. 8.2. The net doping concentration of the S1NA sample exhibits
a strong gradient towards the bulk and is almost two orders of magnitude lower than
1The distribution of the implanted oxygen ions is depicted in fig. 7.9.
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Figure 8.2: Nnet of the nitrogen implanted
and reference samples. Adapted from [252].
the calculated concentration of the implanted nitrogen ions. Both are strong hints for
acceptor compensation. Due to the comparatively large incipient forward current, it was
not possible to measure the net doping concentration in the S1NA sample for a space
charge region width less than 600 nm. Therefore only the brim of the implanted region
can be accessed, cf. fig. 6.5. It should be pointed out, that the decrease of the net
doping concentration after nitrogen-implantation and thermal annealing can neither be
attributed to the annealing nor to the implantation damage, since both, the S1A1 and
the S1OA sample, exhibit a higher net doping concentration than the as-grown reference.
This is a further hint of nitrogen-related acceptors.
Majority carrier traps in the upper third of the ZnO bandgap were studied by DLTS.
The following parameters were used:
• reverse voltage during rate window: V rwr = 2.0V
• reverse voltage during filling pulse: V pr = −0.2V
• pulse width: tpw = 1ms
Since the S1NA sample is insulating for temperatures lower than 140K, the DLTS results
depicted in fig. 8.3 are only shown for temperatures in the range from 140K to 300K. In
each of the samples the deep-level E3 [61, 213] was detected. The DLTS spectra of the
reference samples do not reveal further deep-levels with DLTS peaks in the investigated
temperature range. Only in the S1NA sample an additional peak occurs. Hence, with
high probability the associated deep-level is nitrogen-related. It shall in the following
be labelled TN1. Its thermal activation energy was determined to be Ea = 580meV by
Arrhenius analysis of the temperature-dependent thermal electron emission rate ethn . The
high temperature limit of the TN1 capture cross-section amounts to σ∞n = 2×10−15 cm2.
The TN1 activation energy is almost equal to the reported values for two deep-levels:
E4 at 540meV (Frank et al. [215] and von Wenckstern et al. [219]) and EP1 at 540meV
observed by Auret et al. in proton irradiated ZnO [168]. On the first glance it is
reasonable to assume that E4 is generated by the nitrogen ions, since it was generated
by the implantation of oxygen ions into the sample S4, cf. sec. 7.4.1. However, TN1 and
E4 are not identical. The TN1 DLTS peak occurs at higher temperatures than that of E4
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Figure 8.3: DLTS spectra of the nitrogen-implanted (S1NA) and the reference samples. The rate-
window was 1/128Hz, the reverse voltage amounted to 2.0V. The filling pulse was 1ms. The figure is
adapted from [252].
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Figure 8.4: Arrhenius plots of ethn (T ) of
the E3 level (detected in all samples) and
the nitrogen-related deep-level TN1 (de-
tected in S1NA). For comparison also the
data for E4 and T3 (cf. chap. 7) are plot-
ted. The figure is adapted from [252].
since TN1 exhibits a significantly smaller capture cross-section than E4. Furthermore,
TN1 is distinct from the T3 trap (Ea = 625meV), which was also present in the oxygen
implanted and annealed sample S4OA. This is clearly visible in the Arrhenius plots of
ethn (T ) for the traps E4, TN1, and T3, fig. 8.4.
8.2.3 Minority carrier traps
Three space charge spectroscopic methods involving optical excitation have been em-
ployed for the investigation of minority carrier traps: photo-capacitance spectroscopy,
PCap, photo-current spectroscopy, PC, and optical deep-level transient spectroscopy,
ODLTS.
In fig. 8.5 the results of the PCap measurements are depicted. The samples were cooled to
about 170K in the dark and the traps in the space charge region were filled with electrons
by a forward voltage pulse of 0.5V (duration 5 s) . Then the light was switched on and
the capacitance was measured as described in sec. 4.4.2. The time between the recording
of two consecutive data points amounted to 16 s. While in the reference samples only a
slight increase of the capacitance with increasing photon energy hν was observed, a peak
in the PCap spectrum of the S1NA sample was measured for hν ≈ Eg− 100meV. It was
found that the peak-height decreases and shifts to lower photon energies with increasing
temperature.
In the following the focus will be on the attributed trap which shall be labelled TN2.
The peak is relatively sharp, so that it can be concluded that the number of allowed
transitions of a TN2 trapped electron into unoccupied conduction band states is limited.
This limitation is due to momentum conservation. This in turn means that the spatial
coordinates of an electron trapped in TN2 are highly uncertain, which leads to a delta-
like ~k vector distribution and reveal the hydrogenic nature of TN2. The shift of the peak
to lower photon energies with increasing temperature occurs due to the shrinking of the
ZnO bandgap, see. fig. 5.2. From the peak-like shape of the S1NA PCap spectra2 it
can furthermore be concluded, that for all temperatures T the photo-generated, TN2-
trapped hole is thermally emitted into the valence band with the rate ethp (T ). In the
following, the temperature dependence of ethp (T ) shall be calculated from the tempera-
2Otherwise a step instead of a peak would occur.
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Figure 8.5: Photo-capacitance spectra of the nitrogen-implanted sample S1NA and the reference
samples S1, S1A1, and S1OA. The experiment was conducted at about 170K with the samples reverse
biased at Vr = 2V (S1NA) or Vr = 2.5V. In the case of the S1NA sample the photo-capacitance was
also measured at higher temperatures, since a strong dependence of the peak in the PCap spectrum on
the sample temperature was observed. (Figure for S1NA is adapted from [252].)
182
8.2 Defects in a nitrogen-implanted ZnO thin film
-14
-13
-12
-11
-10
3.5 4.0 4.5 5.0 5.5
ln
( et
h p
e
o n
T
2
)
1000/T
(
K−1
)
Figure 8.6: Arrhenius plot of the temperature-
dependent emission of holes trapped in the TN2 level
into the valence band. From the linear regression
(straight line) the thermal activation energy of TN2
was determined to about 160meV.
ture dependence of the TN2 peak-height in the PCap spectra. At T ≤ 177K, eon ≫ ethp
holds. Therefore, TN2 is empty at the peak maximum, q∞(177K) ≈ 0. Using eq. 4.14
and Nnet ≈ 1016 cm−3 in the space charge region (from C -V ), the concentration of TN2
is calculated3 to NTN2 ≈ 1017 cm−3. This corresponds to a compensation degree of 90%!
Using eq. 4.16 the probability to find TN2 occupied by an electron q(T ) and ethp (T )/e
o
n
can be calculated for higher temperatures (illumination with photon energies, where the
peak is maximum):
T C2max/C
2
0 q e
th
p /e
o
n
206 7.92 0.12 0.14
236 6.76 0.25 0.33
264 3.51 0.61 1.56
294 2.00 0.78 3.54
Under the assumption eon is temperature independent, the thermal activation energy of
TN2 is calculated to Ea = (160 ± 20)meV (according to eq. 2.55) from the slope of the
ethp (T )
eonT
2 vs.
1000
T plot, fig. 8.6.
The PC measurements, fig. 8.7, on the S1NA sample reveal a further optically active,
nitrogen-related defect state in the vicinity of the valence band. It shall in the follow-
ing be labelled TN3. The measurements were conducted with no external bias voltage
applied to the sample and an optical chopper frequency of 30Hz. Four points are re-
markable: (1) The photo-current is maximum for photon energies less than the ZnO
bandgap. (2) In analogy to the PCap measurements this peak shifts to lower photon-
energies with increasing temperature and (3) the peak height decreases. (4) For hν < Eg
the photo-current is delayed (40 degree phase shift) while the phase shift is close to
zero for hν > Eg. (1) and (4) prove that the photo-current is trap-generated and can be
explained by the same two step model which held for the TN2 peak in the PCap spectra:
a trapped electron is optically emitted into the conduction band with the rate eon and
subsequently the hole is thermally released into the valence band with the rate ethp . The
3Of course this strongly depends on Nnet in the space charge region, which could not be accurately
determined by C -V.
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Figure 8.7: Photo-current spectra of the S1NA sample. The peak in the spectra is related to the
TN3 defect. The phase shift of the optically chopped photo-current indicates the two step process: (i)
optical emission of the trapped electron and (ii) subsequent thermal emission emission of the hole. The
photo-current measurements were in part carried out by F. Schmidt (Universita¨t Leipzig). The figure is
adapted from [252].
temperature-dependence of the bandgap serves to explain (2), the shifting of the peak.
However, point (3), the peak height decrease with increasing temperature cannot be
easily understood. Under the conditions the measurement was conducted (T > 170K,
ω = 2π×30Hz) it is reasonable to assume ethp ≫ eon. From eq. 2.101 (fig. 2.16) It is found,
that a 40 degree phase shifted photo-current can only be observed for ω ≈ ethp . Since,
according to eq. 2.55, ethp increases with temperature but ω is constant, the phase shift
is expected to decrease at higher temperatures. This is experimentally not observed. A
possible explanation could be, that for T < 177K TN2 emits holes into the valence band
which are subsequently captured by the TN3 traps. This would drastically lower the net
generation of electron-hole pairs and therefore lead to a smaller photo-current.
In fig. 8.8, the energetic position of the TN2 and TN3 peaks in the PCap and PC spectra,
respectively, are plotted versus the temperature with respect to the temperature depen-
dent bandgap. In both measurements Eg − Epeak is almost constant in the temperature
range 140K < T < 260K. This is another proof that the detected states are close to the
valence band edge: the TN2 trap is at least 100meV and the TN3 trap is approx. 60meV
above the valence band edge. The peak of the PC spectrum at T ≈ 280K shifts to lower
energies since then TN2 also contributes significantly to the photo-current and the peak
position is determined by TN2 instead of TN3. In the S1NA sample the emission of
trapped holes into the valence band has been observed by ODLTS. Figure 8.9 shows the
spectrum measured at T = 195K. At this temperature no trap contributes to the DLTS
signal by thermal emission. The ODLTS parameters were identical to those used in the
DLTS measurements except for the rate window, which was chosen trw = 1/4 s. While
in the ODLTS spectrum of the S1 sample4 (inset of fig. 8.9) only negative DLTS peaks
4ODLTS spectra of S1A and S1OA are qualitatively similar to S1.
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occur, the ODLTS spectrum of the S1NA sample is mainly positive. Since negative
DLTS peaks indicate majority carrier emission and positive peaks account for minority
carrier emission, the emission of trapped holes into the valence band is directly observed
by this method in the S1NA sample. The Eg − 150meV peak can be attributed to TN2.
Possibly the shoulder at Eg − 290meV stems from a deep minority carrier trap, which
possibly is TH1 (cf. chap. 7) or A3 which was observed by von Wenckstern et al. [58]
in a nitrogen-implanted ZnO single crystal (pn junction). The TN3 trap is invisible in
the ODLTS spectrum since ethp (195K)≫ 1/trw and does therefore not contribute to the
ODLTS signal.
The positive ODLTS signal is astonishing: if holes are emitted from traps, these traps
must have previously been filled with holes. In the original publication on this study [252]
the following explanation was given: “Since a Schottky diode was employed, no holes
were injected during the filling pulse. Also optical electron capture from the valence band
into an empty state, energetically close to the conduction band, can be excluded, since
after the filling pulse such a state would already be occupied by an electron. A possible
explanation could be, that the illumination creates a trap-induced photo-current. In the
space charge region the created holes are strongly accelerated by the electric field and
immediately transferred into the metal, which keeps the density of holes low. Therefore,
the hole occupancy of minority carrier traps in the space charge region is low. During
the filling pulse, a large part of the space charge region is flooded with electrons and
optically generated holes which are captured by empty traps. Since the hole capture
cross-section σp of acceptors is typically much larger than that for electrons σn, the ma-
jority of acceptor traps is filled with holes. During the subsequent rate window time,
the free carrier concentration in the space charge region is again drastically decreased
by the electric field and the captured holes are emitted into the valence band.”
8.2.4 Conclusion and discussion
The results of this study support the opinion that the implantation of nitrogen ions into
ZnO can be used to achieve p-type conduction. First, it is a non-equilibrium technique
and – as mentioned in sec. 5.3.2 – up to now no p-type ZnO was grown under equilibrium
conditions. Furthermore it was demonstrated by von Wenckstern et al. [58] and Gu et
al. [59] that the implantation of nitrogen ions into bulk ZnO crystals can result in a
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p-type layer. The high compensation degree of 90% in the S1NA sample proves that
nitrogen introduces acceptors
(
Na ≈ 1017 cm−3
)
as expected. However, also donor-like
levels in the vicinity of the conduction band are generated. A total (electrically active)
defect concentration in the S1NA sample of at least 3× 1017 cm3 can be estimated from
the capacitance spectroscopy data. With a view on ZnO based devices this is bad news,
since a very low mobility and a short life-time of the minority carriers in the p-layer
obtained from ion-implantation can be expected. Further problems might arise from the
TN1 trap, which is highly probable a nitrogen related complex. Possibly it is a recom-
bination centre. If so, the efficiency of opto-electronic devices can be drastically lowered
by this trap. Arrhenius analysis of the temperature dependent thermal emission rates,
measured by thermal DLTS, revealed the TN1 activation energy to be Ea ≈ 580meV.
Although this is almost equal to that of E4, generated by oxygen implantation and
subsequent annealing in sample S4OA, TN1 and E4 are different levels since the TN1
electron capture cross-section is approx. 500 times smaller than that of E4.
It was possible to study the electronic properties of the shallow acceptors TN2 and
TN3 by space charge spectroscopy employing additional optical excitation. The TN2
level is most likely identical to the 170meV acceptor state reported by several groups
[197, 222, 223]. From the peak in the photo-capacitance spectrum the TN2 level is
expected to be 100meV above the valence band edge. However, the temperature depen-
dence of ethp suggests 160 ± 20meV which is in accordance with the ODLTS peak. Due
to its high concentration in the sample, its acceptor nature, and the energetic position
in the bandgap, TN2 might be the NO acceptor. Of course, a proof cannot be given,
since space charge spectroscopy is “chemical blind”. The energy level of the TN3 trap
was determined from the photo-current peak to 60meV. This might be slightly under-
estimated since the inset of the photo-current occurs at lower photon energies and TN3
might be even 100meV above the valence band edge. In this case TN3 could be identical
with the 100meV acceptor Tsukazaki et al. reported [57]. In tab. 8.1 information on the
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Table 8.1: The nitrogen related defect states present in sample S1NA. Ea was determined from optical
(op) or thermal (th) charge carrier emission.
trap type Ea (meV)
TN1 electron trap 580 (th)
TN2 acceptor 100 (op), 160 (th)
TN3 hole trap 60 (op)
investigated nitrogen-related defects is collected.
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9 Nickel-related defect states
Nickel on tetrahedral lattice site is a multi-level defect in many semiconductors. Zinc
oxide single crystals doped with nickel have previously been studied by different opti-
cal spectroscopic methods. However, data on nickel related defects in zinc oxide ob-
tained from electrical methods is scarce. In this study zinc oxide thin films were doped
with nickel employing two different techniques: One sample was nickel-doped during the
pulsed laser deposition growth, into a second nominally undoped film nickel ions were
implanted. In both samples deep-level transient spectroscopy revealed a deep-level TNi2,
which was not detected in samples containing no nickel. Furthermore, a midgap level,
TNi1, was found by photo-capacitance measurements. From photo-capacitance transients
both photo-ionisation cross-section spectra, σon(hν) and σ
o
p(hν), of this level were calcu-
lated. A comparison of these findings with previously published data on nickel in zinc
oxide, as well as similar concentrations of TNi1 and TNi2 in the sample hint to TNi1
and TNi2 being two levels of the same defect TNi which possibly is nickel on zinc lattice
site.
9.1 A literature overview on nickel-related impurity states in
zinc chalcogenides
Group-3d transition metal impurities are known to introduce electronic states in the
bandgap of semiconductors. Often these are deep-centers with multiple states which
interact with free charge carriers in the conduction as well as in the valence band.
Therefore these impurities influence the charge carrier concentration and are often effi-
cient recombination centres that can significantly lower the life time of minority carriers
and hence corrupt the performance of opto-electronic devices. Due to internal transi-
tions, group-3d impurities furthermore absorb light of photon energy hν < Eg. Lasing or
Bose-Einstein condensation in optical cavities can therefore be suppressed even by small
concentrations of such deep-levels. Since the macroscopic properties of a semiconductor
do depend strongly on the incorporated 3d transition metal ions, a profound knowledge
on the electronic properties of the related electronic defect states is a precondition for
the successful application of the semiconductor in devices or advanced basic research
experiments.
Nickel-doped zinc chalcogenides were investigated by means of luminescence, optical ab-
sorption and reflection, and magneto-luminescence studies. It was shown, that nickel
tends to occupy the tetrahedral zinc lattice site, NiZn, in the zincblende compounds
ZnS, ZnSe, and ZnTe as well as in wurtzite ZnO [253–267]. NiZn introduces electronic
defect states in the bandgaps of these semiconductors and can therefore appear in dif-
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ferent charge states: Ni+
(
3d9
)
, Ni2+
(
3d8
)
, and Ni3+
(
3d7
)
. If the Fermi energy in the
sample is sufficiently high, also neutral nickel Ni0
(
3d10
)
must be considered.
The properties of the Ni3+ state in ZnO:Ni were studied by Thurian et al. [265]. They
found the threshold energy for the transition Ni2++hν → Ni3++e−CB to be hν ≈ 3.35 eV.
The Ni2+ state has been studied in different zinc chalcogenides. In ZnO:Ni Schulz and
Thiede [262] observed an absorption line at 4240 cm−1 (525meV) which they attributed
to an excited Ni2+ level. Sokolov and Surkova investigated the hydrogenic states of the
Ni2+ acceptor in ZnS [258]. The term scheme of Ni2+ in ZnS was obtained from high-
resolution optical spectroscopy using isotope shifts by Hoffmann [263] and Broser et al.
[264]. In ZnS and ZnSe Noras and Allen [256] showed that optical excitation transforms
the 3d8 state into a hydrogenic acceptor 3d9 with a loosely bound hole. The photo-
ionisation of the Ni+ state in ZnSe, Ni++hν → Ni2++e−CB, was measured by Szawelska
et al. [257] in optical absorption spectra. Electron paramagnetic resonance (EPR) stud-
ies proved that Ni3+ forms an electronic level within the ZnSe bandgap [267].
While this issue has been intensively studied using various methods of optical spec-
troscopy, the published data obtained from electrical methods is scarce. Sumita [268]
studied the temperature dependence of the charge carrier concentration in nickel-doped
ZnO single crystals by Hall effect measurements. It was found that the conductivity
of the crystals increased with increasing Ni content and a donor, approximately 40meV
below the conduction band edge, became dominant. Szawelska and Allen conducted
photo-capacitance measurements on ZnSe:Ni crystals. The photo-ionisation cross-section
spectrum for the transition Ni+ + hν → Ni2+ + e−CB was measured and the threshold
energy for this process was determined to 0.95 eV at room-temperature.
Besides the interesting properties of the nickel impurity in zinc chalcogenides, the au-
thor’s attention on NiZn in ZnO was additionally attracted by a paper published by
Jiang et al. [248]. The authors conducted EPR studies on a hydrothermally-grown ZnO
single crystal and found EPR signals related to Fe2+ and Ni2+. From their results they
concluded: “Because of the similarities of our EPR values of activation energy to those
obtained earlier from DLTS, we suggest that the E3 level observed in ZnO is due to the
release of an electron from Fe2+ and/or Ni2+ donors.”
9.2 Defects in nickel-doped ZnO thin films
In this study nickel-related electronic defect states in ZnO were investigated by means of
DLTS and photo-capacitance measurements. The results are published in [109]. DLTS
and photo-capacitance measurements are chemically blind, since only changes in charge
states of defects are measured. On the other hand these techniques are highly sensitive
and therefore a powerful tool to investigate low-concentration defects. In order to add
chemical sensitivity, different doping methods to incorporate nickel into ZnO thin film
samples were used. The underlying idea is that the formation of an electronic level ob-
served in two nickel-containing samples but not occurring in samples containing no nickel
does not originate from the particular doping method and is therefore not intrinsic but
nickel-related. While deep-levels in the upper third of the ZnO bandgap were investi-
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Figure 9.1: Net doping concentration of
the nickel-doped and reference samples mea-
sured by C -V spectroscopy. The figure is
adapted from [109].
gated by DLTS, defect states in the midgap region were detected by photo-capacitance.
A focus was laid on the E3 deep-level in order to retrieve a possible relation between E3
and a nickel-related impurity.
9.2.1 Samples
Five samples, two of these intentionally doped with nickel, were used in this study. The
sample S1 (for growth conditions please refer to tab. A.1) was cut into pieces. One of the
pieces remained as as-grown reference and is in the following labelled S1. The second
reference, S1A1 was thermally annealed under oxygen atmosphere (see also sec. 7.3).
Into a third and a fourth piece of the S1 sample zinc and nickel ions were implanted,
respectively. The ion energy was 250 keV and the dose amounted to 5× 1011 cm−2. This
resulted in the nickel/zinc ion profile shown in fig. 6.8 with a maximum concentration
of 6 × 1015 cm−3 ions 110 nm below the surface. In order to anneal-out implantation
damage both samples underwent the same thermal treatment as sample S1A1 after
the ion implantation. In the following these samples are labelled S1ZnA and S1NiA,
respectively. Since zinc ions exhibit a similar mass as nickel ions, similar implantation
damage can be expected for zinc and nickel implantation. Therefore, the S1ZnA sample
serves as a reference to distinguish defect states stemming from implantation damage
that has not been annealed out from those that are nickel-related.
The fifth sample, labelled S6Ni, was PLD-grown using a target containing 200 ppm nickel
oxide. Hence it was nickel-doped during the growth and no implantation damage must
be considered.
9.2.2 Defect studies
The defect studies were begun with the determination of the net doping concentration
of the samples from C -V measurements. The oscillator frequency of the capacitance
bridge was 100 kHz and the reverse voltage amounted to −1V < Vr < 3V. As usual the
evaluation of the data was carried out using van Opdorp’s method [98], sec. 3.2.1. The
191
9 Nickel-related defect states
results1 are displayed in fig. 9.1.
It is remarkable that in sample S6Ni the net doping concentration is more than one order
of magnitude lower than expected from the nickel content in the PLD target. Hence most
of the nickel ions introduced during the PLD growth seem to be electrically inactive.
However, the net doping concentration in the nickel-implanted sample S1NiA is more
than one order of magnitude higher than in the reference samples. Since neither a drastic
increase in Nnet was found in the annealed sample S1A1 nor in the zinc-implanted refer-
ence S1ZnA, the increase cannot be attributed to annealing or implantation damage but
is due to the implanted nickel ions. Nnet in sample S1NiA even exceeds the maximum
concentration of the implanted nickel ions by more than an order of magnitude.“We
therefore assume nickel to occupy zinc lattice sites, where it acts as a donor. Necessarily
this generates interstitial zinc, which is a double donor in ZnO [193]. In this case each
incorporated nickel ion introduces more than one donor state and substantially increases
the net doping density and therefore the electron concentration. This is in accordance
with the Hall effect studies given in [268].” (Taken from the original work [109].)
Deep-levels contained in the samples were studied by DLTS. The samples were reverse
biased at Vr = 3V. The filling pulse duration was tpw = 32ms and the pulse voltage
almost flattened the bands. This ensured a complete filling of the traps in the space
charge region. In fig. 9.2 the resulting DLTS spectra are plotted. The deep-level E3 cf.
sec. 5.3.4, was detected in each sample and is also the only deep-level with DLTS peak in
the temperature range 140K < T < 330K in the samples S1, S1A1, and S1ZnA. Stan-
dard Arrhenius analysis (sec. 2.3.3.1) of ethn (T ) of the E3 trap yields Ea = 308 ± 10meV
and σ∞n = 8 × 10−16 cm2. However, in both samples containing nickel a second DLTS
peak occurred. With respect to the photo-capacitance measurements the attributed
electronic defect state will in the following be labelled TNi2. The Arrhenius represen-
tation of TNi2 as well as the obtained parameters are given in fig. 9.2. The difference
in the TNi2 activation energies in both samples can be explained by the different nickel
contents. In sample S6Ni the nickel concentration is in the order of 1018 cm−3, which
lowers the measured activation energy for three reasons: First, the TNi2 traps cannot
be regarded as independent and the wave functions of the trapped electrons significantly
overlap, resulting in a lowering of Ea due to the repulsive Coulomb interaction [77] (cf.
eq. 2.13). Second, the high nickel concentration influences the electron concentration
in the sample, which violates the DLTS precondition of an almost constant n(T ) in the
measured temperature range. Third, the capacitance transient is not mono-exponential
as given in eq. 4.8 but given by eq. 4.7 resulting in a shift of the TNi2 DLTS peak. On
the other hand, the nickel concentration in sample S1NiA does not exceed 6× 1015 cm2.
Hence the TNi2 traps can be regarded as isolated and their Coulomb interaction can
be neglected, which suggests Ea = 540 ± 20meV and σ∞n = 8 × 10−16 cm2 to be the
low-concentration parameters of TNi2.
1During the reevaluation of the C -V data of sample S1ZnA for this theses, I recognised, that Nnet of this
sample changed within approx. one year. Nnet determined immediately after the ion implantation and
annealing of the sample (cf. fig. 7.16) is four times higher than after one year, when the measurements
on this sample were repeated within the nickel doping studies. However, since also the S1NiA sample
was aged for approximately the same time, S1ZnA is a suitable a reference.
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figures are adapted from [109].
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o
p
calculated from photo-capacitance transients measured at 188K and 293K. Right: Photo-capacitance
spectrum measured at 169K with the samples reverse-biased at Vr = 2.5V. The figures are adapted
from [109].
With a view on a possible relation of the E3 level and nickel, the E3 concentration was
determined from the DLTS signal in the S1 samples. It amounts to Nt ≈ 5× 1015 cm−3
in all samples and no increase was detected in the nickel-implanted sample S1NiA within
the error bars of the experiment.
In order to detect midgap-levels for which thermal emission of trapped electrons is too
small to be measured by DLTS at temperatures T < 330K, photo-capacitance mea-
surements were conducted. Photo-capacitance spectra, PCap, were measured on each
sample except for S6Ni2 at T = 169K with the sample reverse-biased at Vr = 2.5V. The
spectra are depicted in fig. 9.3. In the samples containing no nickel, the T4 midgap-
level, cf. sec. 7.2.3, was detected. Possibly T4 is also contained in the S1NiA sample,
however, the step in the PCap spectrum attributed to this trap is superimposed by an-
other midgap-level, TNi1, in much higher concentration. With respect to the net doping
concentration, the TNi1 concentration is in the order of 1015 to 1016 cm−3, which is in
good agreement with the calculated distribution of Ni ions in the space charge region.
Although T4 and TNi1 can be photo-ionised at similar photon energies, even in the
2This sample became highly conductive when illuminated with hν > 1.6 eV, so that the Schottky
contact was not rectifying anymore and capacitance spectroscopy was not applicable.
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PCap spectra the difference in their photo-ionisation thresholds is visible – a clear in-
dication, that T4 and TNi1 are two different levels. This is further supported by the
photo-ionisation cross-sections, σon,p(hν), of TNi1 measured on sample S1NiA. Photo-
capacitance transients were recorded at T = 188K as well as at T = 293K and were
evaluated as described in sec. 4.4.1. σon(hν) and σ
o
p(hν) obtained from this analysis are
displayed in fig. 9.3 and differ significantly from those of the T4 level (fig. 7.3(d)) for
either of the temperatures, which manifests that T4 and TNi1 are different levels.
The two temperatures at which the photo-capacitance transients were recorded were
chosen in order to check if a possible relation between the TNi2 trap observed by DLTS
and the TNi1 level exists, in particular, if TNi1 and TNi2 are different electronic states
of the same defect. The difference in the experiments lies in the occupancy of the TNi2
level. From the ethn (T ) dependence of TNi2 it is concluded, that after the filling pulse
the level stays occupied by an electron at 188K, while the trapped electron is imme-
diately emitted into the conduction band at 293K. Indeed, significant differences in
the photo-capacitance transients and photo-ionisation cross-sections were measured at
both temperatures. The (maximum) changes of the net doping concentration due the
photo-ionisation of TNi1 differ: ∆Nnet(hν, t → ∞)/Nnet(dark) = 0.11 at T = 188K
and ∆Nnet(hν, t → ∞)/Nnet(dark) = 0.07 at T = 293K. Furthermore σon,p(188K) and
σon,p(293K) exhibit different shapes and amplitudes. In particular the photo-ionisation
threshold energies Epitn,p are different. These findings strongly hint to TNi1 and TNi2
being two electronic levels of a defect TNi.
9.2.3 A model of the TNi defect
This section is an attempt to outline a model for the TNi defect that explains the
observations described in the previous section, see fig. 9.4. From the DLTS and photo-
capacitance experiments conducted on the nickel-doped samples it was concluded, that
TNi exhibits at least two electronic states TNi1 and TNi2 in the ZnO bandgap. Since
the TNi2 activation energy amounts to 540meV, Ec − Et ≈ 500meV can be expected.
Upper as well as lower limits for the energetic position of the TNi1 state can be gained
from the photo-ionisation thresholds Epitn,p, since
Epitn = Ec − Et + k × ~ω + EJT (9.1)
Epitp = Et − Ev + l × ~ω (9.2)
holds. k and l are the (minimum) number of emitted phonons, EJT is the Jahn-Teller
energy that must be expended for the lattice distortion (cf. sec. 2.2.3). Therefore, the
energy interval for the electronic state (in the figure marked in grey) is Ec−Et < Epitn and
Et−Ev < Epitp . It was found, that Epitn and Epitp are different, depending on whether TNi2
is occupied by and electron or not. The difference can be attributed to the Jahn-Teller
effect. If two electrons are bound to TNi, the lattice distortion is stronger than in the
case of only one trapped electron, EJT(2) > EJT(1). Therefore also Epitn (2) > Epitn (1)
holds, indicating that the TNi1 level is shifted towards the valence band, when TNi2 is
occupied – hence TNi is a positive-U centre. Within the possibilities of the setup used
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Figure 9.4: A model of the electronic states of the TNi defect. The figure is adapted from the original
work [109].
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in this work, especially due to the limited photon flux, no optical emission of electrons
trapped in the TNi2 level into the conduction band was observed. The optical emission
process in the case TNi2 and TNi1 are occupied by an electron can therefore be thought
as (1) the optical emission of the low-energy electron, (2) a subsequent (non-radiative?)
internal transition of the TNi2-trapped electron in the TNi1 level which is then (3) also
optically emitted into the conduction band. The TNi charge state is then increased by
two. If only TNi1 is occupied, the TNi charge state increases by one. This explains
the observed difference in ∆Nnet(hν, t → ∞)/Nnet(dark) for the different temperatures
which is almost a factor of two.
Assuming TNi to be NiZn, it is reasonable to attribute the state that TNi2 and TNi1
are both occupied to neutral nickel and if only TNi1 is occupied to singly ionised nickel.
It should be pointed out, that the photo-ionisation threshold energy of 1.6 eV to 1.8 eV
for the photo-ionisation of TNi1 is roughly equal to that of the Ni+ → Ni2+ transition
in ZnSe observed by Noras and coworkers [256]. In this work, the 1.88 eV absorption line
which has previously been interpreted as an inner transition of the Ni2+ state [259] was
not observed. This is no contradiction, because such transitions cannot be measured by
capacitance spectroscopy since the charge state of the defect is not changed. A photo-
capacitance signal is only gained, if the excited electron can leave the defect. Also the
shallow acceptor Ni2+ → Ni3+ observed by Thurian et al. [265] was invisible in the
capacitance spectroscopic experiments since holes injection was impossible.
9.3 Conclusion
In this study, zinc oxide thin films were doped with nickel. This was carried out in
two different ways – on the one hand, nickel was incorporated into a sample during the
PLD growth, on the other, nickel ions were implanted into a nominally undoped ZnO
thin film which was subsequently annealed. In accordance with previously published the
Hall effect studies on nickel-doped ZnO bulk crystals [268], a higher net doping density
was measured in the nickel-doped samples than in the reference samples containing no
nickel. Furthermore the deep-level TNi2 was detected exclusively in the nickel-containing
samples by DLTS. TNi2 is an electron trap that exhibits a thermal activation energy of
Ea ≈ 540meV. Since TNi2 was not detected in the reference samples and its formation
did not depend on the particular nickel-doping method that was employed, it is highly
probable that TNi2 is nickel-related. Photo-capacitance measurements performed on
the nickel-implanted and thermally annealed sample revealed the existence of a further
nickel-related level in the midgap labelled TNi1. From the dependence of the TNi1
photo-ionisation cross-sections on the occupancy degree of TNi2 it was concluded, that
TNi1 and TNi2 are two electronic states of the same defect TNi. A comparison of
the results gained in this work with the previously published data on nickel in zinc
chalcogenides points to TNi being nickel on tetrahedral lattice site. A positive-U model
of the TNi defect explaining the experimental findings was proposed. No evidence for a
relation between the E3 trap and nickel, which was suggested by Jiang et al. [248], was
found.
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Electronic defect states in space charge regions at semiconductor interfaces With
a view on the experimental conditions in the different space charge spectroscopic ex-
periments conducted in this work, transient and oscillatory solutions of the differential
equation describing the time evolution of the occupancy probability of an electronic de-
fect state were investigated. An overview on previously published approximate solutions
of the one-dimensional, non-linear Poisson’s equation describing the distribution of the
electric potential in a space charge regions was given. It was shown that in the case of a
homogeneously doped semiconductor an exact solution for the potential distribution and
the capacitance of the space charge region exists. Thereby, the potential distribution
is expressed by an integral and an analytical term for the electrostatic capacitance was
found. In order to calculate the potential distribution in inhomogeneously doped space
charge regions, an algorithm to solve Poisson’s equation numerically has been developed.
Every problem related to space charge spectroscopic experiments can be formulated as
a self-consistent solution of these two differential equations. In doing so, the following
results were achieved:
• Based on [96] a numerical model to simulate admittance measurements was de-
veloped. It includes the probing frequency and amplitude of the LCR-meter, the
sample temperature, and monochromatic irradiation.
• A model of deep-level transient spectroscopy was proposed. The measurement is
considered to be conducted periodically and the DLTS signal of an electronic de-
fect state is calculated numerically in dependence of the voltage pulses, the filling
pulse and the rate window lengths, temperature, and monochromatic illumination.
This model merges the previously published models of Lang [22, 23], Zylberstejn
[114], Breme and Pickenhain [65, 108], and Zhao et al. [113]. Within the develop-
ment of this model an analytical formula for the determination of the temperature
dependence of the electron capture cross-section of a trap from the height of the
DLTS peak in dependence of the filling pulse time was derived.
• The high frequency limit of the capacitance of a space charge region was calculated
analytically based on a model proposed by Verkhovodov et al. [107].
• With aid of the formula for the high frequency limit of the Schottky diode capac-
itance, the appearance of positive DLTS signals stemming from majority carrier
emission was explained.
Space charge spectroscopy with optical excitation The aim of this work was the
detection and investigation of electronic defect states in the entire ZnO bandgap by
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space charge spectroscopy. In n-type semiconductors levels more than ≈ 1 eV distant
from the conduction band edge cannot be conveniently traced by measuring their ther-
mal ionisation. In this work it has been demonstrated that space charge spectroscopic
methods with optical excitation – photo-capacitance, photo-current, optical deep-level
transient spectroscopy, and minority carrier transient spectroscopy – are suitable means
for the detection and investigation of levels in this “terra incognita” of the bandgap. An
experiment named now “optical capacitance-voltage spectroscopy” has been suggested
to measure the concentration of a particular defect state in ZnO spatially resolved. Fur-
thermore, from these experiments a more detailed picture of the electronic properties,
in particular the photo-ionisation cross-section spectra, of well-known deep-levels in the
upper third of the ZnO bandgap was gained.
Intrinsic defects in ZnO thin films The intrinsic n-type conduction and the difficulties
in the production of p-ZnO are due to the low formation energies of donor-like native
defects. Since no reproducible p-type conduction can be achieved without a profound
understanding of intrinsic defects, the focus was laid on the identification and investi-
gation of these levels. Therefore, electronic defect states in differently treated pulsed
laser deposited ZnO thin film samples were investigated by means of space charge spec-
troscopy. In total fourteen levels, including two hole traps and a midgap level, that are
intrinsic in terms of the definition given in sec. 7.1 were identified. In fig. 10.1 their
energetic position in the ZnO bandgap is schematically depicted.
The studies consisted of annealing experiments, the implantation of oxygen and zinc
ions, respectively, and the irradiation of the samples with high-energy protons and elec-
trons, respectively. Prior to these experiments, the optical space charge spectroscopic
experiments introduced in chap. 4 were conducted on an as-grown ZnO thin film sam-
ple. It was demonstrated that electronic defects states in the entire bandgap can be
examined by means of space charge spectroscopy. Thereby, three, up to now unreported
defect states were detected: the midgap level T4 and the minority carrier traps TH1
and TH2. Furthermore it was shown that the concentration profile, the photo-ionisation
cross-section spectra, and the approximate energetic position in the bandgap of a defect
state can be determined from these experiments.
The main results of the annealing experiments were that the T2 deep-level concentra-
tion increases. The increase in the T2 concentration was found to be larger for higher
annealing temperatures and lower oxygen partial pressures. Also the concentration of
the TH1 hole-trap was affected by the annealing. Obviously, its concentration in the
sample is the “frozen” thermal equilibrium concentration at the annealing temperature.
A set of defect levels was generated by the implantation of oxygen ions and subsequent
annealing of the ZnO thin films. The deep-levels X1/1, X1/2, X2, and T3 have only
been detected in an oxygen-implanted sample. Because zinc-rich conditions can be as-
sumed for any other sample investigated in this work, it is highly probable that these
defects preferentially form under oxygen rich conditions. Furthermore, the implantation
of oxygen ions created the E3’ and the E4 levels, while the concentration of T2 slightly
decreased. In one of the samples, the midgap level T4 was not traceable after oxygen-
implantation, while in the reference sample it was clearly detected.
Zinc-implantation and annealing resulted in an increase of the T1 and T2 concentrations.
200
The generation of T1 supports the attribution of this level to Zni [208]. Furthermore it
was found that the T2 concentration profile roughly follows the calculated distribution
of the excess zinc ions.
Lattice damage without changing the stoichiometry of the samples was created by high-
energy particle irradiation. The irradiation with 1.6MeV electrons at room-temperature
affected the concentrations of the electronic defect states T1, E4, and TH1. In accor-
dance with [208], the concentration of T1 increased. Also the deep-level E4, which was
not traceable in the reference sample, was introduced. This supports the results of [215]
and their interpretation. Furthermore, optical capacitance-voltage measurements clearly
revealed that the TH1 level was generated by the electron irradiation.
1.6MeV proton irradiations were conducted at room-temperature as well as at 20K.
From the low-temperature irradiations and a subsequent capacitance-temperature mea-
surement it was concluded, that most of the irradiation damage anneals out at ≈ 120K.
This explains the previously observed radiation hardness of ZnO [168]. However, to
a lesser extent also intrinsic defects that are stable at room-temperature were created.
Amongst these are the levels E1, E4, T4, and TH1. In accordance with [62, 168, 217] the
introduction of the E4 level in dependence of the irradiation dose was clearly observed
by deep-level transient spectroscopy. Using optical capacitance-voltage spectroscopy it
could be shown that the concentration of the levels E4, T4, and TH1 in the proton ir-
radiated samples is not uniform but increases towards the bulk. This indicates that the
interaction of the protons with the crystal matrix is weak at high energies but increases
when the protons have slowed down.
Summing up the results of the studies on intrinsic defects, the following conclusions can
be drawn for the detected electronic defect states:
• All ZnO thin film samples did contain “hidden” shallow donors with Ec − Et <
10meV which cannot be directly observed by space charge spectroscopy. Each of
the investigated samples contained these levels in concentrations of at least 0.3Nnet
up to 0.8Nnet.
• The T1 level, which was previously attributed to Zni [208] is frequently observed
in pulsed laser deposition grown ZnO thin films. T1 is proven to be related to zinc
excess and lattice damage, as its concentration in the samples is increased by the
implantation of zinc ions and the irradiation with 1.6MeV electrons.
• Due to aluminium diffusion from the substrate towards the surface, the AlZn donor
is frequently observed. Therefore, its concentration in the space charge region is
higher, the thinner the film is.
• The E1 level is present in most of the investigated samples. Its concentration was
unaffected by the annealing experiments, electron irradiation, or the implantation
of zinc ions. It might be connected to oxygen deficiency, since its concentration in
oxygen implanted and thermally annealed samples is much smaller than in the ref-
erence samples. It was possible to show that the thermal activation energy for the
electron emission of E1 increases with increasing net doping concentration. Fur-
thermore DLTS measurements revealed that the emission of E1-trapped electrons
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is temperature-independent in the range 40K < T < 50K. A model including a
donor-donor pair of E1 with a shallow donor has been suggested. The donor-donor
pair forms a hydrogen molecule-like system, with two electronic states. E1 corre-
sponds to the second ionisation energy which becomes larger for smaller distances
of the donors. The temperature-independent emission is explained by a tunneling
process from E1 to the shallow donor.
• T2 is a frequently observed deep-level. Although it can be easily traced by deep-
level transient spectroscopy, it was demonstrated in this work that T2 does not
exhibit an unambiguous Arrhenius plot of ethn (T ). This is due to the strong
dependence of Ea and σ∞n on the concentration of T2 in the sample. The low-
concentration value of the T2 thermal activation energy was determined to Ea =
280meV while for high T2 concentrations it drops to 170meV. Furthermore Ea and
σ∞n were found to depend on the electric field due to the Poole-Frenkel effect. Be-
cause of these effects it is highly probable, that the previously observed deep-levels
L1 [51, 218], CuZn [242], a 190meV-donor [243], E2b [215], E280 [213], Ecd1 [211],
and D2 [59] with thermal activation energies of 140meV < Ea < 280meV are iden-
tical to the deep-level T2. It was found that T2 can be photo-ionised and the
photo-ionisation cross-section spectrum has been measured. For the first time a
microscopic model of the defect that T2 is attributed to has been suggested. It is
based on donor-acceptor pairs and explains the experimental findings.
• The E3 deep-level was detected in every sample in this study. No correlation be-
tween any treatment of the sample and the E3 concentration was found within the
error bars of the space charge spectroscopic measurements. The results of deep-
level transient spectroscopy with UV irradiation during the filling pulse strongly
hint to E3 being a multi-level trap. These observations and the very weak depen-
dence of Ea on the electric field suggest, that E3 is an acceptor state of an impurity
that is contained in all samples and probably also in the ZnO-targets used for the
pulsed laser deposition growth.
• E4 has previously been attributed to the oxygen vacancy [215, 216]. The experi-
ments conducted in this work confirm, that E4 is an electronic state of an intrinsic
or even native defect. It is related to lattice damage, as E4 was generated by
oxygen-implantation, 1.6MeV electron-, and 1.6MeV proton-irradiation. This is
in accordance with previous studies on electron and proton irradiated ZnO sin-
gle crystals [62, 168, 215, 217]. E4 exhibits a large electron capture cross-section
of σ∞n = 8.4 × 10−14 cm2. It was shown that E4 can be photo-ionised and the
photo-ionisation cross-section spectrum was measured. From the thermal activa-
tion energy and the photo-ionisation threshold of E4, the energetic position of E4
was calculated to Ec − Et ≈ 480meV and the barrier for electron capture was esti-
mated to Eb ≈ 30meV. The large σ∞n as well as the photo-ionisation cross-section
spectrum indicate, that the wave function of an electron bound to E4 extends over
three to six a-lattice constants. This is roughly equal to Bohr’s radius of a shallow
donor in ZnO.
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• The up to now unreported midgap level T4 was – with the exception of one oxygen-
implanted sample – detected in every of the investigated ZnO thin films. Both
photo-ionisation cross-section spectra of T4 were measured. From the photo-
ionisation thresholds it is concluded that the T4 level is located approximately
1.4 eV below the conduction band edge. Obviously, T4 is a multi-level trap, since
the sum of the photo-ionisation thresholds is smaller than the bandgap. This can
only be explained by a second electronic state which is hidden in the conducted
experiments. By optical capacitance-voltage spectroscopy (hν = 2.3 eV), the T4
concentration profile in the samples was measured. In doing so, it was shown
that the applied annealing conditions as well as the irradiation with 1.6MeV elec-
trons had no effect on the T4 concentration in the samples. However, the T4
concentration was found to decrease by the implantation of oxygen-ions, while the
1.6MeV proton-irradiation increased it. Therefore, it can be concluded that T4 is
an electronic state of an intrinsic, perhaps even native defect.
• In this work the intrinsic minority carrier trap TH1 has first been observed to
best of the author’s knowledge. In n-ZnO it can be observed by photo-capacitance
measurements at temperatures T < 200K or by photo-current measurements at
room-temperature. The photo-ionisation cross-section spectrum for electron emis-
sion into the conduction band was measured. From the photo-ionisation threshold,
the TH1 level is estimated to be 300meV above the valence band edge. There are
strong hints that TH1 is an electronic state of the zinc vacancy.
• The hole trap TH2 was observed by minority carrier transient spectroscopy. It
exhibits a large capture cross-section for holes, σ∞p = 5×10−12 cm2, and is therefore
a “hole killer”. The thermal activation energy is Ea = 430meV. Within the
experimental possibilities of the setup used in this work it was not possible to
observe the optical emission of electrons trapped in TH2 into the conduction band.
Nitrogen-related defects In a nitrogen-implanted and thermally annealed ZnO thin
film sample three nitrogen-related electronic defect states were detected. The TN1 deep-
level is an electron trap and exhibits a thermal activation energy of Ea ≈ 580meV. It
can be detected by deep-level transient spectroscopy but cannot be photo-ionised. The
other nitrogen-related levels, TN2 and TN3, are hole traps. In n-ZnO these levels
can be traced by photo-capacitance and photo-current experiments. From the height
of the TN2 photo-capacitance peak, the thermal activation energy of this level was
determined to Ea ≈ 160meV. The TN2 concentration in the sample was ≈ 1017 cm−3
and caused a compensation degree of 90%. A comparison of Ea with literature values
[197, 222, 223] for the nitrogen acceptor and the high concentration strongly hint to
TN2 being the electronic state of NO. The photo-current spectrum of the TN3 level
suggests its energetic position to be approximately 60meV above the valence band edge.
TN3 is therefore one of the shallowest hole traps ever observed in ZnO and could be
promising for the fabrication of p-ZnO. Fig. 10.1 schematically illustrates the position
of the nitrogen-related levels in the bandgap.
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Nickel-related defects ZnO thin films were doped with nickel using two different
methods. First, nickel was incorporated during the pulsed laser deposition of the sample.
Second, nickel-ions were implanted into a nominally undoped ZnO thin film which was
subsequently thermally annealed. By deep-level transient spectroscopy the nickel-related
deep-level TNi2, was detected in both samples. TNi2 exhibits a thermal activation
energy of Ea ≈ 540meV. Photo-capacitance measurements revealed the existence of a
second level, TNi1, in the midgap. From equal concentrations TNi1 and TNi2 as well as
a dependence of the photo-ionisation cross-section spectra of TNi1 on the charge state
of TNi2 it was concluded, that TNi1 and TNi2 are two electronic states of the same
defect TNi. TNi is a positive-U centre and possibly is nickel on zinc lattice site. A
relation between the E3 level and nickel, as suggested in [248], can be excluded from
these studies.
Outlook Since the PLD-grown ZnO samples used in this study often exhibit strong
gradients in the defect concentrations, the admittance measurements conducted on this
samples are often hard to fit with the program capacsim. In ZnO single crystals, a ho-
mogeneous doping can be expected. Hence the number of unknown parameters is much
lower and the application of capacsim for fitting admittance measurements conducted
on these samples will provide more accurate defect data than the established analysis.
First simulations of admittance-temperature measurements conducted at such samples
were already successfully performed and should be continued in the future.
Because of their suitability to detect defect states in the entire ZnO bandgap, the photo-
capacitance and optical capacitance-voltage measurements should become a standard
tool for the characterisation of ZnO samples. If, like for the defect states T4 and TH1,
the photo-ionisation cross-sections are known, both experiments are valuable means to
quickly determine the concentration of these defects in the samples.
The major task for the future is of course the determination of the microscopic structure
of the defects which are attributed to the detected electronic levels. In the case of the
E3 deep-level, Jiang et al. [248] suggested it to be either iron- or nickel-related. While
the latter can be excluded from the investigations carried out in this work, deep-level
transient spectroscopy studies on iron-doped ZnO could be used to verify or falsify a
relation between iron and E3.
An experimental verification of the thesis that the hole-trap TH1 is an electronic state
of the zinc vacancy can be gained from a combination of photo-capacitance and op-
tical capacitance-voltage measurements and positron-annihilation spectroscopy studies.
Therefore it must be checked, if the TH1 concentration determined by space charge
spectroscopy matches with the concentration of the zinc vacancy measured by positron-
annihilation experiments in different samples.
The suggested models for the electron traps E1 and T2 ought to be checked theoreti-
cally. Especially for the model of the T2 level a first principles calculation should be
carried out using pairs of different native point defects. Regarding E1, an interesting
question is, if the donor is native and what the preferred partner for the formation of
the donor-donor pair is.
With a view on opto-electronic devices, a focus in defect studies must be laid on the
T4 midgap state. Since it interacts optically with both bands, with high probability
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Figure 10.1: Position of the detected electronic defect states in the ZnO bandgap. For convenience, the
energy scale is not linear but stretched in the vicinity of the band edges and compressed in the midgap.
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it also acts as a recombination centre. In this study, the T4 concentration in as-grown
samples was in the order of 1015 cm−3 < Nt < 1017 cm−3. Therefore, a way must be
found to grow samples with lower T4 concentration if the fabrication of light emitting
diodes or even electrically pumped lasers from pulsed laser deposited ZnO thin films is
aimed. From the point of defect research in ZnO of course the microscopic structure of
the attributed defect should be elucidated.
Regarding MgZnO/ZnO or CdZnO/ZnO heterostructures, the defect studies should be
continued in the MgZnO and CdZnO material systems. Of particular interest might be
transition metal-related levels. They can be used as markers to obtain information about
the shift of the band edges relative to the vacuum level when their energetic position in
the bandgap in dependence of the magnesium or cadmium content in the sample is mea-
sured. First investigations with MgZnO using the E3 level have already been published
[269].
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A Appendix
A.1 The Fermi-Dirac integral
The Fermi-Dirac integral is an important function in semiconductor charge carrier statis-
tics. It is defined by [95]
F1/2(x) =
2√
π
∞∫
0
√
y
1 + exp(y − x)dy. (A.1)
In the case of x ≪ 0 F1/2(x) ≈ exp(x) holds1, for x ≫ 0 Blakemore [95] suggested the
approximation F1/2 ≈ 43√πx3/2. The Fermi-Dirac integral and the approximations are
depicted in fig. A.1.
A.2 The Kramers-Kronig relation of the real and the imaginary
part of the occupancy of a defect state
In sec. 2.3.4(b) the time dependence of the occupancy q(t) of an electronic defect state in
an oscillating electron environment was studied. Under the assumption of an harmonic
response to the exciting electron density, the time-dependent part of q was treated as a
complex function with a real part q1 given in eq. 2.71 and an imaginary part q2 given in
1This is the limit, in which Boltzmann statistics can be applied.
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Figure A.1: The Fermi-Dirac integral and
its approximations for small and large x,
respectively.
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eq. 2.72. The introduction of the dimensionless variables
q˜1 :=
〈cn〉+ ep + en
n≈
n=
〈cn〉
q1
1− q0 (A.2)
q˜2 :=
〈cn〉+ ep + en
n≈
n=
〈cn〉
q2
1− q0 (A.3)
ω˜ :=
ω
〈cn〉+ ep + en (A.4)
yields
q˜1 =
1
ω˜2 + 1
and q˜2 =
ω˜
ω˜2 + 1
. (A.5)
If q˜2 is the Kramers-Kronig transform of q˜1, it fulfills [2]
q˜2
!
= − 2
π
∞∫
0
q˜1(t)ω˜
t2 − ω˜2dt = −
2
π
ω˜
∞∫
0
1
t2 + 1
· 1
t2 − ω˜dt = −
2
π
ω˜
1 + ω˜


∞∫
0
dt
t2 − ω˜2︸ ︷︷ ︸
:=I1
−
∞∫
0
dt
t2 + 1︸ ︷︷ ︸
:=I2

 .
(A.6)
The integral I1 exhibits a discontinuity. It can be rewritten (z = t/ω˜)
I1 = lim
ǫ→0
− 1
ω˜

 1−ǫ∫
0
dz
1− z2 +
∞∫
1+ǫ
dz
1− z2

 (A.7)
= lim
ǫ→0
− 1
ω˜
[
1
2
ln
(
1 + z
1− z
)∣∣∣∣1−ǫ
0
+
1
2
ln
(
1 + z
1− z
)∣∣∣∣∞
1+ǫ
]
(A.8)
= lim
ǫ→0
− 1
ω˜
[
1
2
ln
(
2− ǫ
ǫ
)
+
1
2
ln(1) − 1
2
ln
(
2− ǫ
ǫ
)]
(A.9)
= 0. (A.10)
The integral I2 is known to be [270]
I2 = arctan(t)|∞0 =
π
2
. (A.11)
Therefore
− 2
π
∞∫
0
q˜1(t)ω˜
t2 − ω˜2dt =
ω˜
1 + ω˜
= q˜2. (A.12)
q.e.d.
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Figure A.2: The DLTS signal calculated
with eq. A.18.
A.3 Calculation of the DLTS signal
Consider a (capacitance) transient function
f (t, r) = 1− exp(−tr) = 1− exp (−t˜) . (A.13)
The DLTS signal was defined by the integral transformation eq. 4.24. In the special case
of mono-exponential transients, it can be rearranged by
S
(
˜trw
)
=
1
2 ˜trw
2 ˜trw∫
0
K
(
t˜, ˜trw
)
f
(
t˜
)
dt˜ (A.14)
with trw being the rate window length and the dimensionless variables
t˜ := tr ˜trw := trwr. (A.15)
The correlation function K used in this work is
K
(
t˜, ˜trw
)
=


+1 1/4 ˜trw < t˜ < 3/4 ˜trw
−1 5/4 ˜trw < t˜ < 7/4 ˜trw
0 else
. (A.16)
Using the anti-derivative of f
F (t˜) =
∫
fdt˜ = t˜+ exp
(−t˜) , (A.17)
the DLTS signal is
S
(
˜trw
)
= F
(
3/4 ˜trw
)− F (1/4 ˜trw)− F (7/4 ˜trw)+ F (5/4 ˜trw) (A.18)
=
1
2 ˜trw
(
e−
3
4
˜trw − e− 14 ˜trw − e− 74 ˜trw + e− 54 ˜trw
)
. (A.19)
The minimum of the DLTS signal is S = −0.0975 occurs at trwr = 1.13. S has decreased
to half of its maximum value at trwr = 0.25 and trwr = 3.46 .
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A.4 Deep-level emission in a part of the space charge region:
capacitance transient
The standard analysis of DLTS experiments [22, 63] assumes a flattening of the bands
during the filling pulse. In other words, the space charge region vanishes, wpscr = 0, and
deep-levels no matter at which position in the space charge region are filled. However,
in DDLTS experiments it is desirable to measure exclusively the emission of charge
carriers trapped by deep-levels at a particular position in the space charge region. In
the following the capacitance transient in the case that a deep-level of concentration Nt
is filled only in the range wpscr < x < wscr, cf. fig. 4.3, will be calculated. The abrupt
approximation (cf. sec. 3.2.1) is employed and homogeneous doping Nnet + Nt = const
is assumed.
Poisson’s equation, eq. 3.2, has to be solved on the finite interval 0 < x < wscr(t).
The filling pulse voltage defines the initial situation. φp is the potential at the metal
semiconductor interface during the filling pulse. The space charge region width during
the filling pulse is wpscr. The interval 0 < x < w
p
scr is not flooded with electrons therefore
the deep-level is totally ionised in this region, q = 0. During the time, the capacitance
transient is monitored, the potential at the interface is φ0 and the space charge region
width is wscr(t). For w
p
scr < x < wscr(0), the deep-level can capture electrons during
the filling pulse and thus is initially filled with the probability q(0). With evolving
time, the occupancy degree of the deep-level will relax into an equilibrium resulting in
a capacitance transient. Thus, the charge density function is given by
ρ(x) = e


Nnet +Nt 0 < x < w
p
scr
Nnet +Nt (1− q(t)) wpscr < x < wscr(t)
0 else
(A.20)
Using eq. 3.5, the φ(x) can be calculated in both regions
φ(x) = φ(0) + Cx− e
ǫsǫ0


x2
2 (Nnet +Nt) 0 < x < w
p
scr
x2
2 (Nnet +Nt)− 12
(
x− wpscr
)2
Ntq(t) w
p
scr < x < wscr(t)
0 else
(A.21)
From the boundary conditions φ (wscr) = 0 and ~E (wscr) = 0, the constant
C =
e
ǫsǫ0
[wscr (Nnet +Nt)−Ntq(t) (wscr − wpscr)] (A.22)
and the time-dependent space charge region width
wscr(t) =
√
− 2φ(0)ǫsǫ0
e (Nnet +Nt)︸ ︷︷ ︸
:=wscr(∞)
√√√√1− NtNnet+Nt q(t)φp0φ0
1− NtNnet+Nt
(A.23)
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are determined. Since C ∝ w−1scr holds, the capacitance transient is calculated to
C(t)
C(0)
=
wscr(0)
wscr(t)
=
√√√√√ 1 + NtNnet (1− q(t))
1 + NtNnet (1− q(0))
×
1 + NtNnet
(
1− q(0)φ
p
0
φ0
)
1 + NtNnet
(
1− q(t)φ
p
0
φ0
) . (A.24)
Under the assumption, that q(0) = 1 and q(∞) = 0, the amplitude of the capacitance
transient can be calculated
C(∞)− C(0)
C(0)
=
√
1 +
Nt
Nnet
(
1− q(t)φ
p
0
φ0
)
− 1. (A.25)
This equation can be linearised for Nt ≪ Nnet
C(∞)− C(0)
C(0)
≈ 1
2
Nt
Nnet
(
1− q(t)φ
p
0
φ0
)
. (A.26)
Please note, that this equation justifies the DDLTS method.
A.5 Collision of relativistic electrons with lattice atoms
From the laws of energy and momentum conservation the energy transfer from a rel-
ativistic electron to a target atom in a central and absolutely elastic collision can be
calculated. For convenience nuclear units will be used for the calculation.
Momentum conservation requires
pe + 0 = −p′e + p′t, (A.27)
where pe is the electron momentum before the collision and p
′
e and p
′
t are the electron
and target momenta after the collision, respectively. Multiplying with the speed of light
vl yields√
(Ee + E0,e)2 − E20,e = −
√
(E ′e + E0,e)2 − E ′20,e +
√
(E ′t + E0,t)2 − E ′20,t, (A.28)
with Ee and Et being the kinetic energies of electron and target. E0,e and E0,t are their
rest energies. As before the primes indicate the situation after the collision. The square
of this equation yields
(Ee + E0,e)2 +
(E ′e + E0,e)2 − 2Ee + 2
√[
(Ee + E0,e)2 − E20,e
] [
(E ′e + E0,e)2 − E20,e
]
=
(E ′t + E0,t)2 − E20,t. (A.29)
The conservation of energy reads
(Ee + E0,e)−
(E ′e + E0,e)+ E0,t = E ′t + E0,t. (A.30)
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Rearranging and squaring gives(E ′e + E0,e)2 = E ′2t + (Ee + E0,e)2 − 2 [E ′t (Ee + E0,e)] . (A.31)
By inserting eq. A.31 into eq. A.29 E ′e vanishes and an implicit relation between Ee and
E ′t is found(E2e + 2EeE0,e)− E ′t (Ee + E0,e) +√(E2e + 2EeE0,e) [E ′2t + (E2e + 2EeE0,e)− 2E ′t (Ee + E0,e)]
= E ′tE0,t. (A.32)
Since E ′t ≪ Ee√
(E2e + 2EeE0,e)
[E ′2t + (E2e + 2EeE0,e)− 2E ′t (Ee + E0,e)] ≈ E2e + 2EeE0,e (A.33)
holds and therefore
2
(E2e + 2EeE0,e)− E ′t (Ee + E0,e) = E ′tE0,t. (A.34)
This gives
E ′t (E0,t + Ee + E0,e)︸ ︷︷ ︸
≈E0,t
= 2 (Ee + 2EeE0,e) (A.35)
and therefore (for Ee << E0,t)
E ′t = 2Ee
E0,e
E0,t
( Ee
E0,e + 2
)
. (A.36)
A.6 Photon flux in the space charge region
An accurate determination of the photon flux Φph in the space charge region is nec-
essary if the absolute values of the photo-ionisation cross-sections measured by photo-
capacitance, ODLTS, or photo-capacitance experiments shall be estimated. In the fol-
lowing the determination of the spectra of the light sources shall be outlined. Then
experiments on the measurement of the transmission spectrum of the Pd films that
served as Schottky contacts is explained and finally possible sources of error are dis-
cussed. It turned out, that despite the big experimental efforts made, Φph is the most
erroneous parameter in this work.
A.6.1 Measurement of the spectra of the light sources
The measurement of the spectra of the light sources used for the optical excitation
shall be outlined in brief. Of experimental importance is the light intensity I or rather
the photon flux Φph at the sample. Therefore, the optical components used in the
experiments – monochromator, parabolic mirror, and cryostat window – were kept in the
light path when the spectra were measured. An ORIEL Instruments 70128 pyroelectric
232
A.6 Photon flux in the space charge region
1013
1014
1015
1016
0.5 1.0 1.5 2.0 2.5 3.0
p
h
o
to
n
fl
u
x
( pho
to
n
s
c
m
2
s
)
photon energy (eV)
incident photon flux
photon flux
penetrating into
space charge region
0.0
0.2
0.4
0.6
0.8
1.0
0.0 0.2 0.4 0.6 0.8 1.0
re
la
ti
v
e
in
te
n
si
ty
(a
rb
.
u
.)
slit opening (mm)
Figure A.3: Left: Photon flux spectrum of the optical setup using a 250W Osram halogen lamp.
The opening of the Zeiss SPM2 monochromator slits was 1mm. Additionally the photon flux spectrum
transmitted through the Pd Schottky contacts and penetrating into the space charge region is plotted
(for details see sec. A.6.2). Right: Dependence of the photon flux on the slit opening measured by
R. Weirauch [271].
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Figure A.4: Emission spectrum of the
InGaN UV-LED used in the MCTS
experiments.
detector with almost uniform response in the range 0.4 eV < hν < 3.5 eV was used in the
measurements. In order to measure under as realistic conditions as possible, an aperture
made from drilled holes of the size of the ZnO/Pd Schottky contacts was put in front of
the detector. In doing so, errors resulting from the lateral intensity distribution of the
focussed light beam were avoided. The noise of the measured spectra was kept low by
using the lock-in technique. Therefore, an optical chopper wheel was put in the light
beam and the electrical signal of the detector was measured by a lock-in amplifier. The
Φph(hν) spectrum of the 250W halogen lamp is plotted in fig. A.3. For reference, also
T (hν)Φph(hν) is plotted, where T (hν) is the transmission spectrum of the 9 nm thick
Pd films, see sec. A.6.2. In fig. A.4 the spectrum of the UV-LED used for the optical
pulses in the MCTS measurements is displayed.
A.6.2 Transmission spectrum of the palladium Schottky contacts
For the determination of photo-ionisation cross-sections it is necessary to know the pho-
ton flux Φph in the semiconductor. The incident light is partially reflected and absorbed
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Figure A.5: Experimental determination of the transmission spectrum of a palladium thin film on
a sapphire substrate. The reflected and transmitted light intensities in a bare sapphire substrate (left)
and a sapphire substrate with Pd film (right) are depicted.
by the Schottky contacts. In order to determine the fraction of light being transmit-
ted through the contacts, evaporated palladium was deposited onto sapphire substrates.
The transmission spectra of the bare sapphire substrate and of the sapphire substrate
with Pd film were measured in the spectral range of 1.2 eV < hν < 4.7 eV by a Perkin
Elmer Lambda 40 UV-VIS spectrometer.
The spectral absorption of the sapphire substrate can be calculated from the transmis-
sion spectrum T = It/I0 of the bare sapphire, see fig. A.5 (a). At the air/sapphire
interface a part of the incident light is reflected
Ir,0 = I0Rair/sap. (A.37)
With aid of Lambert-Beer’s [104] law the light intensity in the sapphire is therefore given
by
Is = (I0 − Ir,0) exp (−λx) . (A.38)
The thickness of the sapphire substrate shall be d. At the sapphire/air interface light is
reflected back into the crystal. Therefore, the transmitted intensity is
It = I0
(
1−Rair/sap
) (
1−Rsap/air
)
exp (−λd) . (A.39)
Using Fresnel’s formula for normal incidence [104],
Rair/sap = Rsap/air =
(
nsapr − nairr
nsapr + nairr
)2
, (A.40)
the transmission is calculated to
T = It
I0
(
1−Rair/sap
)2
exp (−λd) . (A.41)
The refractive index of sapphire is nsapr = 1.76 and therefore the spectral absorption
coefficient of the sapphire substrate (d = 500µm) can be calculated from
T = 0.854 × exp (−λd) . (A.42)
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Since T = 0.85 was measured for photon energies 1.0 eV < hν < 4.7 eV, the absorption
of the sapphire substrate can in the following be neglected.
The spectral transmission of the palladium contacts, TPd, can be calculated from the
light transmitted through the Pd/sapphire structure, fig. A.5 (b). The light intensity at
the Pd/sapphire interface is
Isap(0) = I0TPd. (A.43)
It is decreased by absorption and in part reflected at the sapphire/air interface. There-
fore, the transmitted intensity is
It = I0TPd
(
1−Rsap/air
)
exp (−λd) . (A.44)
Neglecting the internal absorption of the sapphire substrate, we find
TPd = It
I0
1
1−Rsap/air
=
It
I0
× 1
0.944
. (A.45)
In fig. 6.11 the spectra of It/I0 and TPd are plotted for a 9 nm thick Pd film (this was
the standard thickness of the Schottky contacts used in this study). Remarkably, for
this film thickness TPd roughly fulfills the linear dependence
TPd(hν) ≈ 25.894% + 3.830 %
eV
× hν (A.46)
in the photon energy range 1.2 eV < hν < 3.5 eV. The measurement was conducted for
different Pd layer thicknesses. In fig. 6.11 the dependence of TPd on the film thickness
is displayed.
A.6.3 Photon flux in the space charge region: Possible sources of error
Basically, the determination of the photon flux in the space charge region is erroneous
due to the uncertainty in the thickness of the palladium Schottky contacts and the
inaccurate alignment of the sample in the light path.
The palladium thickness was (9 ± 2) nm. A glance on fig. 6.11 shows, that thus the
transmission exhibits a relative error of ≈ 15%. Experiments with the pyroelectric
detector that was used to measure Φph(hν) showed, that a slight deviation of the detector
position from the focal point of the light, as it may have occurred in the experiments, can
lead to a relative error of up to 20% in Φph(hν). The relative error in the measurement
of the output voltage of the pyroelectric detector should not exceed 5%. Employing
Gaussian error analysis [272], it is found, that the relative errors add, hence the relative
error of Φph(hν) in the space charge region amounts up to 40%.
A.7 Calculation of the hole density in the space charge region
in MCTS experiments
A better understanding of the filling mechanism in the MCTS experiments can be gained
from the hole concentration in the space charge region. As before, the sample thickness
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is dfilm, the width of the space charge region is wscr, and the metallurgical interface is at
x = 0. Then the electron-hole pair generation rate G at x is proportional to the photon
flux Φph(x) in the sample, which can be calculated from Lambert-Beer’s law
G(x) = G(0) exp [−λ(dfilm − x)] . (A.47)
λ denotes the absorption coefficient of the material for the incident monochromatic light.
The balance equation for holes in static equilibrium [2] reads
dp
dt
equilib.
= 0 = G− p
τp
− djp
dx
, (A.48)
with τp being the mean hole lifetime, and jp the hole current. Including hole diffusion
and drift jp reads
jp = pµp
∣∣∣ ~E(x)∣∣∣−Dp dp
dx
. (A.49)
Using Einstein’s relation [2], the diffusion constant can be expressed by the tempera-
ture and the hole mobility, Dp =
kBT
e µp.
~E denotes the electric field. Rearranging
eq. A.48 and inserting the derivative of jp, a second order differential equation for the
hole concentration
d2p
dx2
=
e
kBT

G(x)
µp
−

 1
τpµp
+
d
∣∣∣ ~E(x)∣∣∣
dx

 p− ∣∣∣ ~E(x)∣∣∣ dµp
dx

 (A.50)
is obtained. Now an analytic solution of this equation in the bulk region, wscr < x < dfilm,
where the electric field is zero is derived. In the region 0 < x < w, the electric field
strength depends linearly on x (Schottky approximation, sec. 3.2.1.1), and the solution
of eq. A.50 can be calculated approximately.
In the bulk, eq. A.50 reads
d2p
dx2
=
e
kBTµp
[
G(x)− 1
τp
p
]
. (A.51)
SinceG(x) decays exponentially with increasing distance from the backside of the sample,
cf. eq. A.47, p is expected to decay exponentially as well,
p = p(dfilm) exp [−β(dfilm − x)] (A.52)
with β being a free parameter. Inserting this ansatz into eq. A.51 results in
β2p =
e
kBTµp
[
G(0) exp (−λ [dfilm − x])− 1
τp
p
]
. (A.53)
A comparison of the arguments in the exponential functions leads to β = λ. The hole
density distribution in the bulk region is found to be
p(x) =
G(0)
kBTµp
e λ
2 + 1τp︸ ︷︷ ︸
=p(dfilm)
exp (−λ [dfilm − x]) . (A.54)
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The hole concentration in the space charge region can be calculated approximately under
the assumption, that due to the strong electric field in the space charge region the hole
drift current is much stronger than the diffusion current. Than eq. A.49 becomes
jp ≈ p(x)µp
∣∣∣ ~E(x)∣∣∣ . (A.55)
Of course a large error in p(x) obtained with aid of this approximation is expected for
x ≈ wscr, since ~E (x ≈ wscr) ≈ 0.
Furthermore it is assumed, that the light is almost totally absorbed in the bulk, such
that G ≈ 0 holds in the space charge region. Eq. A.48 then reads
0 = − p
τp(SCR)
− µp

dp
dx
∣∣∣ ~E(x)∣∣∣+ p(x)d
∣∣∣ ~E(x)∣∣∣
dx

 . (A.56)
Due to the absence of electrons in the space charge region, the hole lifetime τp(SCR) is
only limited by defects capturing the holes. Let Nt denote the concentration of unoccu-
pied traps. Then the hole lifetime is given by
1
τp(SCR)
= Ntσpµp
∣∣∣ ~E(x)∣∣∣ . (A.57)
Combining eq. A.56 and eq. A.57 leads to
dp
dx
= −

σpNt + d|
~E|
dx∣∣∣ ~E∣∣∣ (x)

 p(x). (A.58)
Using the linear dependence of the electric field strength on x and rearranging yields
d ln (p)
dx
= −σpNt + 1
wscr − x. (A.59)
This equation can be integrated
p(x) = p(0) exp (−σpNtx) 1
1− xwscr
. (A.60)
As expected, p(x) is divergent at the brim of the space charge region, because the diffu-
sion current is neglected. However, in the vicinity of the metal-semiconductor interface,
this approximate solution is close to the real one. p(0), which denotes the hole concentra-
tion at the interface can be obtained from the experimentally determined photo-current
density,
jph(0) = p(0)µp
∣∣∣ ~E(0)∣∣∣ . (A.61)
In fig. A.6, both solutions are plotted for the parameters of sample S5:
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Figure A.6: Calculated concentration of
holes in sample S5 during the optical filling
pulse in the MCTS experiment described in
sec. 7.2.2.
106
108
1010
1012
1014
1016
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
h
o
le
co
n
ce
n
tr
a
ti
o
n
( cm
−
3
)
x (µm)
SCR bulk
σpNt :
0.1µm−1
5.0µm−1
Ac 2.3× 10−3 cm2
dfilm 900 nm
Iph 250 pA
σp (TH2) 5× 10−12 cm2∣∣∣ ~E(0)∣∣∣ 40 MVm
Two parameters are unknown: the concentration of the TH2 trap Nt and p (dfilm). The
latter was assumed 1017 cm−3.
A.8 Lists of sample and defect properties
A.8.1 Samples
In this work in total six samples were grown by pulsed laser deposition (PLD). Each
ZnO thin film was deposited onto an a-plane sapphire substrate and exhibits the two
layer structure as displayed in fig. 6.9. The substrates of the samples S1 and S2 are two
inch disks, while 1 × 1 cm2 substrates were used for the other thin films. In the case
of sample S5, the substrate was two-side polished enabling backside illumination of the
ZnO thin film. The PLD growth conditions and the further treatment of the samples,
including ion implantation, high energy particle irradiation, and thermal annealing are
listed in tab. A.1.
A.8.2 Comprehensive list of electronic defect states investigated in this
work and their properties
In tab. A.2 a comprehensive list of the electronic defect states detected in the ZnO
thin film samples used in this work is given. For convenience not only their fingerprints
obtained from Arrhenius analysis (sec. 2.3.3.1), Ea and σn,p, but also the temperatures for
which ethn,p(T ) is equal to either 10Hz, 1 kHz, or 1MHz are mentioned. In the case of levels
detected only in one sample, these values are those from this particular measurement.
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Table A.1: Upper table: The pulsed laser deposition growth conditions of the samples used in this
study. In brackets the sample’s labels used in the semiconductor physics group of the University of
Leipzig are given for reference. Lower table: Post-growth treatment of the different fragments of the
samples.
sample pO2 T laser pulses remarks
(mbar) (K) (ZnO:Al/ZnO)
S1 (E1669) 0.04 1013 20000/95000
S2 (E2748) 0.04 1007 12000/60000
S3 (E2831) 0.002 999 10000/45000
S4 (E1395) 0.002 1013 10000/45000
S5 (E2062) 0.02 998 8000/30000 two-side polished substrate
S6Ni (G2522) 0.02 988 10000/40000 target contains 200 ppm NiO
sample treatment
S1 none, as-grown reference
S1A1 annealed reference, annealing: 45min, 970K, 700mbar O2
S1A2 annealed reference, annealing: 90min, 970K, 700mbar O2
S1A3 annealed reference, annealing: 45min, 1110K, 700mbar O2
S1A4 annealed reference, annealing: 45min, 970K, 700mbar N2
S1El1 1.6MeV electron irradiated, dose: 1015 cm−2
S1El2 1.6MeV electron irradiated, dose: 1016 cm−2
S1NA nitrogen implanted, annealing: 30min, 880K, 700mbar N2
S1NiA nickel implanted, annealing: 45min, 970K, 700mbar O2
S1OA oxygen implanted, annealing: 30min, 820K, 700mbar O2
S1ZnA zinc implanted, annealing: 30min, 880K, 700mbar O2
S2 none, as-grown reference
S2A1 annealed reference, annealing: 45min, 970K, 700mbar N2
S2A2 annealed reference, annealing: 45min, 970K, 700mbar O2
S3 none, as-grown reference
S3A1 annealed reference, annealing: 45min, 970K, vacuum
S3A2 annealed reference, annealing: 45min, 1110K, 700mbar O2
S4 none, as-grown reference
S4OA oxygen implanted, annealing: 30min, 820K, 700mbar O2
S5 none, as-grown reference
S6Ni none
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Table A.2: List of the defect states detected and investigated in this work. For convenience, e.g. to get an idea, at which temperature a DLTS
peak is expected, the temperatures at which ethn is 10Hz, 1 kHz, and 1MHz are listed. A dash means, that this quantity was not accessible by our
setup, n.o.a. indicates, that a defect is not optically active within the experimental possibilities of the setup. The Ea, σ
∞
n,p data of the indicated levels
(⋆) were obtained from averaged Arrhenius analysis, cf. sec. A.9.2.2. Please note, that the averaged Ea, σ
∞
n,p values of the levels E1 and T2 are not a
suitable description for these levels and given only for the sake of completeness, see sec. 7.7.5 and 7.7.6.
defect type Ea (meV) σ∞n,p
(
cm2
)
ethn,p = 10Hz e
th
n,p = 1kHz e
th
n,p = 1MHz Epitn (eV) Epitp (eV)
T1 (Zni) ⋆ donor 28± 5 (2.5 ×÷ 8)× 10−14 16K 20K 31K – –
AlZn ⋆ donor 65± 6 (3.5 ×÷ 10) × 10−13 28K 37K 53K – –
E1 ⋆ el. trap 109 ± 11 (6.5 ×÷ 11)10−14 52K 63K 93K n.o.a. –
X1/1 el. trap 215 ± 35 (1 ×÷ 15) × 10−10 77K 89K 117K n.o.a. –
X1/2 el. trap 190 ± 30 (1.5 ×÷ 6)× 10−14 92K 113K 165K – –
X2 el. trap 250 ± 50 (1.5 ×÷ 5)× 10−14 115K 138K 195K < 0.75 –
T2 ⋆ el. trap 210 ± 35 (4.5 ×÷ 20) × 10−16 117K 147K 230K ≈ 0.75 –
E3 ⋆ el. trap 296 ± 22 (4.8 ×÷ 4)× 10−16 160K 225K 307K n.o.a. –
E3’ el. trap 373 ± 40 (3.6 ×÷ 10) × 10−14 167K 201K 283K < 1.7 –
E4 ⋆ el. trap 514 ± 28 (8.4 ×÷ 9)× 10−14 219K 260K 359K ≈ 0.8 –
T3 el. trap 630 ± 60 (1.0 ×÷ 10) × 10−14 285K 344K 484K n.o.a. –
T4 midgap – – – – – ≈ 1.4 ≈ 1.65
TH1 hole trap ≈ 300 – – – – Eg − 0.30 –
TH2 hole trap 430 ± 40 (5 ×÷ 8)× 10−12 158K 182K 240K – –
TN1 el. trap 580 ± 40 (2 ×÷ 7)× 10−15 280K 340K 495K n.o.a. –
TN2 hole trap 160 ± 30 – – – – Eg − 0.16 –
TNi1 midgap – – – – – ≈ 1.6 ≈ 2.3
TNi2 el. trap 540 ± 40 (8 ×÷ 7)× 10−16 270K 330K 493K n.o.a. –
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Figure A.7: Visualisation of the system-
atic error in the space charge region width
introduced by the geometrical capacitance
of the thin film samples. The real wscr of
the samples S1, S2, S3, S4, and S5 calcu-
lated using eq. A.66 is plotted versus the
apparent wscr.
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Figure A.8: Correction of the systematic
error in the net doping concentration intro-
duced by the geometrical capacitance of the
thin film samples. The real Nnet can calcu-
lated from the apparent Nnet using eq. A.67.
For frequently observed levels, Ea and σn,p are averaged values obtained from different
measurements on different samples using the analysis outlined in sec. A.9.2.2. Besides
Ea and σn,p, the measured photo-ionisation thresholds are given and optically inactive
levels are indicated.
A.9 Data evaluation
A.9.1 Estimation of the errors in the capacitance spectroscopic
measurements
A.9.1.1 Known systematic errors
Probing frequency The spatially resolved net doping density of the samples was de-
termined by C -V spectroscopy employing van Opdorp’s method [98]. In this analy-
sis implicitly the measured capacitance is assumed to be the electrostatic capacitance,
C(ω = 0). However, in the worst case, the frequency dependent capacitance, C(f),
determined by an admittance measurement is equal to the high-frequency limit of the
capacitance Chf = C(f = 0)
n
Nnet
, cf. eq. 3.66. This introduces an error in wscr and in
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Nnet. With aid of eq. 3.14 and 3.66 the relative error in wscr is
wscr (Chf)
wscr
=
Nnet
n
. (A.62)
Employing eq. 3.17, the relative error in Nnet is calculated to
Nnet(Chf)
Nnet
=
dC−2
dφ0
dC−2
hf
dφ0
=
dC−2
dφ0(
Nnet
n
)2 dC−2
dφ0
=
(
n
Nnet
)2
. (A.63)
Since even at temperatures as low as 50K the capacitances (f = 50kHz) of all samples
amounted to at least 60% of their room-temperature capacitance, nNnet > 0.8 can be
expected at room-temperature. Then wscr is overestimated less than 25% and Nnet
is underestimated less than 36%. Please note that the error in Nnet proceeds to the
concentration of the defects, since those have always been determined relative to Nnet.
Sample geometry In sec. 3.6 the influence of the particular geometry of the thin film
samples on the capacitance was discussed. It was assumed, that ohmic and Schottky
contact act as a parallel-plate capacitor with the ZnO thin film being the dielectric.
If this concept holds, wscr determined from the measured capacitance must be rescaled.
According to the equivalent circuit of this problem, fig. 3.13, the measured capacitance
is given by
Cmeas = Creal + Cgeo. (A.64)
With eqs. 3.14 and 3.67 this can by rewritten
1
wapscr
=
1
wrealscr
+
1
dfilm
, (A.65)
where wapscr is an apparent space charge region width
2, determined from Cmeas using
eq. 3.14. As before dfilm is the thickness of the thin film. The real space charge region
width is then calculated to
wrealscr =
wapscrdfilm
dfilm − wapscr
. (A.66)
The correction for the thin films used in this study is plotted in fig. A.7.
Furthermore, Cgeo introduces an error to Nnet determined using van Opdorp’s method
[98]. This error shall in the following be estimated. In the case of a homogeneously
doped sample, C ∝ √Nnet holds. Then√
Napnet√
N realnet
=
Cmeas
Creal
=
Creal + Cgeo
Creal
= 1 +
wrealscr
dfilm
→ N realnet =
Napnet(
1 + w
real
scr
dfilm
)2 . (A.67)
is found. Napnet is the apparent net doping density, determined from C
meas. Therefore,
the net doping density is overestimated for at maximum 400% in case wrealscr = dfilm
which has never been the case for the measurements conducted in this work. The
correction function (eq. A.67) is plotted in fig. A.8. The (approximate) film thicknesses
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Table A.3: Approximate thicknesses of the ZnO thin films and the resulting geometrical capacitances
of the Schottky diodes (calculated after eq. 3.67).
sample dfilm Cgeo/Ac Cgeo
(
Ac = 2.3× 10−3 cm2
)
(nm) (pF/cm2) (pF)
S1 2200 3300 7.6
S2 1300 5580 12.8
S3 1100 6600 15.2
S4 1100 6600 15.2
S5 900 8050 18.5
S6 1100 6600 15.2
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.01 0.10 1.00
ca
p
a
ci
ta
n
ce
(p
F
)
frequency (MHz)
Figure A.9: Capacitance of the sock-
ets on which the samples in this study
were mounted. Measured by courtesy of
F. Schmidt (Universita¨t Leipzig).
and resulting geometrical capacitances of the samples used in this study are collected in
tab. A.3.
Capacitance of the socket The samples used in this study are mounted on sockets for
convenient handling. Of course, the sockets exhibit an electrostatic capacitance which is
connected in parallel to the sample. Hence, the socket capacitance introduces an error to
the capacitance spectroscopic measurements, since the capacitances of the sample and
the socket add. The socket capacitance has been measured by courtesy of F. Schmidt
(Universita¨t Leipzig) in dependence of the probing frequency of the capacitance bridge,
see fig. A.9. In the frequency range used in this work, the socket capacitance is almost
constant and amounts to approximately 0.44 pF.
Shading of the contact In optical measurements a further error arises from a partial
shading of the contact by the conductive silver used to fix the gold wires, see fig. A.10.
This does not influence the optical emission rates eon and e
o
p of a defect state, but its
concentration Nt is underestimated.
The fraction α = A
s
c
Ac
of the Schottky contact shall be shaded by the conductive silver
2This is the quantity, that is labelled wscr in all plots presented in this work.
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and the fraction (1− α) = AfcAc is free. The total capacitance of the contact is
C = Ac
(
(1− α)C f + αCs
)
. (A.68)
While the whole contact area contributes to the dark capacitance
Cdark ∝ Ac
√
Nnet, (A.69)
under illumination only the traps under the free part of the contact can be photo-ionised
C illu ∝ Ac
[
(1− α)
√
Nnet +Nt + α
√
Nnet
]
. (A.70)
From the fraction
C illu
Cdark
= (1− α)
√
Nnet +Nt
Nnet
+ α
√
Nnet
Nnet
(A.71)
the real trap concentration can be calculated
Nt
Nnet
=
(
1
1− α
)2 [ C illu
Cdark
− α
]2
− 1. (A.72)
This has to be compared with the apparent trap concentration3
Napt
Nnet
=
(
C illu
Cdark
)2
− 1. (A.73)
In fig. A.10 the relative error in Napt is plotted in dependence of the shading α. It can
be seen, that for α < 0.25, which was the case for the samples used in this work, the
error is less than 50%.
A.9.1.2 Statistical errors
A capacitance measurement is “noisy”. In order to estimate the statistical error in
capacitance-voltage, thermal admittance spectroscopy, and photo-capacitance measure-
ments, ten capacitance-voltage measurements were equally conducted at a low-quality
Schottky contact of sample S1A1 with a probing frequency of f = 1MHz at room-
temperature. Gauss’ error analysis [272] was employed to each data pair (Vr,C) and the
mean capacitance 〈C〉 as well as its standard deviation σ were calculated. The results
are plotted in fig. A.11. It was found, that even in these measurements, exhibiting a
larger noise than the majority of the C -V measurements conducted in this study, σ does
not exceed 0.35 pF. This value can therefore be seen as the maximum uncertainty in the
capacitance in C -V, TAS, photo-capacitance measurements. With respect to eq. 3.14
this leads to an approximate error in wscr of 2% for C = 40pF. For larger C the error
is smaller. On the other hand, the error introduced by the noisy capacitance in the net
doping concentration determined by van Opdorp’s analysis [98], eq. 3.17, is much larger
since noisy data is numerically derived. Therefore, the capacitance data was averaged,
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Figure A.10: Left: Photo of a palladium Schottky contact. Due to the conductive silver used to fix the
gold wires, the marked area is shaded and hence does not contribute to the photo-capacitance transients.
Right: Numerical error in Nt in dependence of the shaded contact area α =
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a spline polynomial was put through the data points, and the derivative of the polyno-
mial was used to determine Nnet. However, still a statistical error in Nnet up to 50%
must be considered. An equal analysis of statistical errors in a DLTS measurement was
conducted. The result is plotted in fig. A.12.
A.9.1.3 Conclusion
Errors in the measurement of the capacitance introduce errors in the determined con-
centration of traps and the space charge region width. The systematic errors considered
in part compensate each other. While trap concentrations are underestimated and the
space charge region width is overestimated due to the dependence of the admittance of
the sample on the probing frequency of the LCR-meter and the shading of the contact
in optical measurements, the opposite effect is introduced by the sample geometry and
the capacitance of the socket on which the sample is mounted. In total, the error in the
concentrations of defect states measured in the dark does not exceed 60% and the rela-
tive error in wscr is less than 50%. The error in the concentrations of defects measured
by photo-capacitance or optical capacitance-voltage measurements can be up to 100%
due to shading of the Schottky contact.
The noise in the measured capacitance plays a role in the determination of the net
doping density from a capacitance-voltage measurement, since the derivative of data is
evaluated. In order to minimize this effect, the data was smoothed and approximated
by a spline polynomial from whose derivative Nnet was determined.
A.9.2 Errors in the parameters of the electronic defect states
The properties of the electronic defect states are determined from measurements of either
capture or emission rates. Therefore, errors in these quantities result in errors in the
parameters.
A.9.2.1 Errors in the thermal emission rate of a trap
Errors in the thermal emission rate of a trap result in errors in the thermal activation
energy and the high-temperature limit of the carrier capture cross-section. A systematic
error in the capacitance spectroscopic measurements conducted to determine ethn,p(T ) is
introduced by the measurement of the sample temperature. Since the experiments are
started at low temperatures and the temperature is increased during the measurement,
the sample temperature T is lower ∆T than the temperature T ′ of the temperature sen-
sor. Therefore, the emission rate ethn,p measured for T
′ is actually ethn,p(T ). The measured
quanta are plotted in an x− y Arrhenius plot
x =
1
T ′
=
1
T +∆T
y = ln
(
ethn,p(T )
[T ′]2
)
+ ln
(
ethn,p(T )
[T +∆T ]2
)
. (A.74)
3This is the quantity determined in OCV and photo-capacitance measurements in this work.
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With the thermal emission rate, eq. 2.54,
ethn,p(T ) = ln
[
Aσ∞n,pT
2
]
exp
(
− Ea
kBT
)
, (A.75)
y(x) is expressed by
y = ln

Aσ∞n,p
(
T
T +∆T
)2
︸ ︷︷ ︸
σ∞n,p
′

−
Ea
kB
(
T +∆T
T
)
︸ ︷︷ ︸
E ′a/kB
x. (A.76)
A linear fit yields E ′a/kB and σ∞n,p′. Hence, the activation energy is therefore overestimated
by (T + ∆T )/T and the capture cross-sections is underestimated by [T/(T +∆T )]2.
Even if the temperature difference is ∆T = 5K, the introduced error is small for most
deep-levels: for T > 100K, the error in Ea is less than 5% and in σ∞n,p it is less than
10%. However, for shallow levels, it becomes significantly larger. For the shallowest
level observed in this work, T1, the errors due to an incorrect temperature measurement
become ∆Ea/Ea < 15% and ∆σ∞n,p/σ∞n,p < 25%.
However, the statistical errors introduced by the uncertainty of ethn,p(T ) often exceed the
systematic errors. The error in the slope and the offset of the linear regression of the
Arrhenius plot of ethn,p(T ) introduces an error of up to 20% in Ea. For σ∞n,p it is even
worse since the error in the offset of the regression line is introduced exponentially to
σ∞n,p. Therefore, often ∆σ∞n,p/σ∞n,p is in the order of 10!
A.9.2.2 Averaged Arrhenius analysis
In the case of frequently observed defects states, a statistical analysis of Ea and σ∞n,p has
been performed, which shall be outlined in the following.
Fig. A.13 depicts
(
ethn (T ), 1000/T
)
pairs (squares) stemming from the deep-level E3 in
Arrhenius representation. These were measured on different samples in this study. The
basic idea is to find the probability to measure a particular
(
ethn (T ), 1000/T
)
pair for
the emission of a trapped charge carrier from a particular defect state (in the example
E3). If the probability distribution is known, in future measurements it can be easily
concluded whether an emission process can be attributed to a certain defect state or
not.
Gaussian error analysis [272] in principle solves the problem to find the probability
distribution. However, in this case not a number of y-values (ethn ) belong to exactly one
x-value (1000/T ) but, since peaks or turning points in spectra are evaluated, also the
x-values differ. In this work, the problem is approximately solved by dividing the x-axis
into ranges, in fig. A.13 indicated by the vertical lines, in which all
(
ethn (T ), 1000/T
)
pairs are treated as if they would have been measured at one particular temperature.
Then Gaussian error analysis is applied to the ethn (T ) values and the normal distribution
is determined. When this is done for every range on the y-axis, cubic spline polynomials
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Figure A.13: Illustration of the averaged Arrhenius analysis employed to determine the statistical
errors of Ea and σ
∞
n of a defect state (here E3) observed in multiple samples. The squares are the
measured
`
ethn (T ), 1000/T
´
pairs. The color scale indicates the probability distribution to measure a
particular
`
ethn (T ), 1000/T
´
pair. The solid line is the mean value and the dashed lines are the confidence
intervals.
are used to interpolate the mean values as well as the confidence intervals. In doing so,
an approximate continuous probability distribution is gained. The mean value and the
confidence intervals for the E3 level are depicted in fig. A.13. The probability distribution
(z-axis) is visualised in a gray-scale colour map.
From a linear fit of the mean value, averaged statistical values for Ea and σ∞n of the defect
state are obtained. The maximum statistical errors of these quanta are determined from
the straight lines with the maximum and the minimum slope which can be put between
the upper and the lower confidence interval in the whole temperature range in that ethn (T )
has been measured. From slope and offset of these lines the upper and the lower values
of Ea and σ∞n are determined, which will not be exceeded in 68% of the measurements.
A.9.2.3 Errors in the photo-ionisation cross-section of a trap
The photo-ionisation cross-section spectrum of an electronic defect state is calculated
from the optical carrier emission rate of the trap and the spectrum of the light source
(cf. eq. 2.27), σon,p(hν) =
eon,p(hν)
Φph(hν)
. eon,p can be measured with a relative error less than
30%. Please note, that shading of the contact introduces an error into the amplitude of a
photo-capacitance transient but does not influence the rate. Φph(hν) in the space charge
region is highly uncertain4 (40%), cf. sec. A.6.3. The relative errors add [272] and thus
an error of 70% is found. In other words: the absolute values of the photo-ionisation
cross-sections determined in this work are uncertain to a factor of three.
4The spectrum can be measured precisely, such that relative errors are small, but the absolute number
of photons per unit area in the space charge region is an uncertain quantity.
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Corrections
The following corrections including the referees’ suggestions were carried out by the
author:
• orthography and grammar
• “secondary neutral/ion mass spectroscopy” was changed into “secondary neu-
tral/ion mass spectrometry” wherever it appears
• a missing link to tab. 7.6 was inserted in sec. 7.7.8.2
• in fig. 3.10 and fig. 3.11 wrong G/ω data was plotted in the referee version and
were corrected
• Ea and σ∞n of the E1 level in sample S5 given in sec. 7.2.1 were wrong and were
changed to the correct values
• in tab. 7.5 the concentration of TH1 in sample S1ZnA was wrong in the referee
version and was corrected
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