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The deconfined quantum critical point (QCP), separating the Ne´el and valence bond solid phases
in a 2D antiferromagnet, was proposed as an example of 2 + 1D criticality fundamentally different
from standard Landau-Ginzburg-Wilson-Fisher criticality. In this work we present multiple equiva-
lent descriptions of deconfined QCPs, and use these to address the possibility of enlarged emergent
symmetries in the low energy limit. The easy-plane deconfined QCP, besides its previously dis-
cussed self-duality, is dual to Nf = 2 fermionic quantum electrodynamics (QED), which has its
own self-duality and hence may have an O(4)×ZT2 symmetry. We propose several dualities for the
deconfined QCP with SU(2) spin symmetry which together make natural the emergence of a pre-
viously suggested SO(5) symmetry rotating the Ne´el and VBS orders. These emergent symmetries
are implemented anomalously. The associated infra-red theories can also be viewed as surface de-
scriptions of 3+1D topological paramagnets, giving further insight into the dualities. We describe
a number of numerical tests of these dualities. We also discuss the possibility of ‘pseudocritical’
behavior for deconfined critical points, and the meaning of the dualities and emergent symmetries
in such a scenario.
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2I. INTRODUCTION
Zeus, the ruler of the Olympian gods, often conceals
his identity by changing himself into different forms.
Strongly interacting conformal field theories (CFTs),
which underlie many different states of matter, can some-
times also be described by Lagrangians with very differ-
ent forms. In other words, two seemingly different ‘dual’
Lagrangians may correspond to the same CFT. The clas-
sic example of such a duality is the equivalence between
the 3D O(2) Wilson-Fisher fixed point and the Higgs
transition of bosonic quantum electrodynamics (QED)
with one flavor of complex boson [1–3]. Either the-
ory describes interacting lattice bosons at the quantum
phase transition between a superfluid phase, in which
U(1) symmetry is spontaneously broken, and a Mott in-
sulating phase, in which it is not.
This paper studies dualities for quantum phase tran-
sitions in two spatial dimensions that lie outside the
Landau paradigm. Our focus will be on non-Landau
transitions between two conventional phases, each of
which is well described by a Landau order parameter.
The paradigmatic example of such a phase transition
occurs in two dimensional quantum magnets. Square
lattice spin-1/2 magnets allow (as the interactions are
changed) a conventional Ne´el antiferromagnetic phase
which breaks spin rotation symmetry, and a ‘Valence
Bond Solid’ (VBS) phase: a crystal of spin singlets which
preserves the spin rotation symmetry while breaking lat-
tice symmetries. A field theory for a putative continu-
ous phase transition between the Ne´el and VBS phases
was described in Refs. [4, 5]. The theory — known as
the noncompact CP1 model (NCCP1) — is formulated
in terms of fractionalized ‘spinon’ degrees of freedom (a
bosonic field zα, with α = 1, 2 an SU(2) flavor index)
coupled to a non-compact U(1) gauge field b. Neither
the spinon nor the gauge photon however exist as decon-
fined quasiparticles in either phase. The phase transition
has hence been dubbed a ‘deconfined quantum critical
point’. Numerical work on specific quantum magnets
and related systems [6–22] shows a striking (apparently1)
continuous phase transition with properties broadly con-
sistent with field theoretic expectations. The deconfined
criticality scenario also generalizes to SU(N) magnets
with large N , where there is a second order phase tran-
sition that is under good theoretical control.
Analytic progress on the field theories for SU(2) de-
confined quantum critical points2 has been challenging.
1 It is not yet clear whether the transition is truly second order or
whether it displays only ‘quasiuniversal’ behavior up to a very
large but finite length scale [10–14, 17, 23–25]. We will discuss
this in detail in the text.
2 The continuous global symmetry of the theory is actually
SO(3)×O(2) and not SU(2)×U(1) (see Sec. IV C). By a slight
but standard abuse of terminology we will nevertheless refer to
it as the SU(2) NCCP 1 model.
Refs. [26] and [27] showed that a formulation directly
in terms of the Landau order parameters for the two
phases was possible using a non-linear sigma model, but
required the addition of a ‘topological’ term to correctly
capture their competition/intertwinement. This term
endows the topological defects of each order parameter
with nontrivial symmetry properties, enabling the Lan-
dau forbidden phase transition. This sigma model for-
mulation gave rise to the possibility that the phase tran-
sition may have a large emergent symmetry, which ro-
tates the two Landau order parameters (Ne´el and VBS)
into each other.
Remarkably, recent numerical work finds evidence for
the emergence of such a higher symmetry. Specifically
a model described by NCCP 1 (a field theory which
naively has only SO(3)×O(2) symmetry) was seen to
have an emergent SO(5) symmetry at the critical point,
at the length scales accessible in the calculations [15]. A
good understanding of this emergent extra symmetry is
currently not available.
In a different direction, many fascinating new duali-
ties for field theories with U(1) gauge fields have been
found very recently [28–35]. These dualities originated
from studies of the surface of three dimensional sym-
metry protected topological (SPT) phases [28, 29, 31],
their relation to three dimensional quantum spin liquids
with an emergent U(1) gauge field [29, 36, 37], and the
physics of the half-filled Landau level of two dimensional
electrons [38–40]. Other related dualities were discussed
in a high energy context (see Ref. [41] and references
therein).
From a modern point of view, the classic infra-red du-
ality between the O(2) Wilson-Fisher theory and bosonic
QED is natural because the two field theories have the
same global symmetry, namely U(1), the same allowed
quantum numbers for gauge-invariant local operators
(here bosons of integer charge) and the same anomalies
(none in this case). The two ultra-violet Lagrangians can
therefore be viewed as descriptions of the same physical
system with different bare interactions, making it possi-
ble that their long distance behaviour is the same. The
dualities mentioned above are extensions of this idea to
situations in which the operator content and anomalies
are nontrivial. In this paper we apply this philosophy to
the field theories for deconfined critical points.
We propose and analyze dualities involving these field
theories, paying special attention to the realization of
symmetries. These dual descriptions give a new way of
understanding emergent symmetries relating the Landau
order parameters of the Ne´el and VBS phases.
For the easy-plane version of the NCCP 1 model (de-
scribing the Ne´el-VBS transition in magnets with XY
spin symmetry) several dual descriptions have been dis-
cussed in the old and recent literature, as we review be-
low. Some of these dual theories are formulated in terms
of bosonic fields while others involve fermionic fields.
These boson/fermion fields are coupled to a dynamical
U(1) gauge field. Here we unify these different dual de-
3scriptions into a common duality web, and clarify the
emergent symmetries of the putative critical fixed point.
For the SU(2)–symmetric NCCP 1 model, we propose
a dual fermionic description as massless QED3 coupled
to a critical real scalar field. We refer to this theory as
QED3-Gross-Neveu. We show that this duality implies
the emergent SO(5) symmetry at this deconfined criti-
cal point (as observed in numerical simulations). We are
then led to propose a duality web for the SU(2) symmet-
ric NCCP 1 theory as well. The existence of this duality
web provides an alternate point of view on the emergence
of the SO(5) symmetry at the deconfined critical point.
Remarkably the duality web implies that the SU(2)-
symmetric NCCP 1 model is itself self-dual. Indeed, if
we assume this self-duality, the SO(5) symmetry fol-
lows as an inescapable consequence. Conversely the
existing evidence for the emergent SO(5) symmetry
strongly supports the conjectured self-duality of the
SU(2)-symmetric NCCP 1 model.
We will show that useful insight into these field the-
ories is obtained by realizing them at the boundary of
3 + 1D bosonic Symmetry Protected Topological (SPT)
phases. This allows the theories to be regularized in a
way which preserves the full internal symmetry of the
putative IR fixed point. By contrast, the full internal
symmetry of the IR theory cannot be incorporated mi-
croscopically in a strictly 2D quantum magnet: it can
only be emergent. In field theoretic parlance the sym-
metry of the IR theory is anomalous, and the anomaly
is cancelled when the theory resides at the boundary of
a 3 + 1D SPT phase. Furthermore, in the easy plane
case, we show how the ‘bulk’ 3 + 1D description pro-
vides a very simple explanation for the existence of the
duality web and the symmetry realizations of the vari-
ous theories contained therein. For the SU(2) invariant
case, with its putative emergent SO(5) symmetry, we de-
scribe a manifestly SO(5) invariant formulation in terms
of massless fermions coupled to an SU(2) gauge field, a
theory we denote Nf = 2 QCD3. This 2+1D theory is
shown to have the same anomaly as the proposed SO(5)
invariant fixed point associated with the NCCP 1 the-
ory. This allows us to show that there is a corresponding
bulk SPT phase of bosons with global SO(5) symmetry
(i.e. an SO(5) ‘topological paramagnet’). This boson
SPT is characterized in the bulk by its response to an
external background SO(5) gauge field. This response
includes a non-trivial discrete theta angle, introduced in
Ref. [42], which distinguishes it from a trivial gapped
phase of SO(5)–symmetric bosons. The 2 + 1D theories
with anomalous SO(5) symmetry are alternative descrip-
tions of the surface of this 3 + 1D boson SPT phase.
It is important to distinguish two different versions of
statements about duality of quantum field theories that
are conflated in the literature. First, there are ‘weak’
duality statements. These assert that the two theories
in question have the same local operators, the same sym-
metries, and the same anomalies (if any). In condensed
matter parlance, this means that the two theories ‘live
in the same Hilbert space’ and can be viewed as descrip-
tions of the same microscopic system in different limits.
These weak dualities are nontrivial statements that can
be unambiguously derived. In the context of the present
paper their main interest is that they open up the pos-
sibility of ‘strong’ dualities. The strong dualities will
hold if the putatively dual theories flow, without fine-
tuning, to the same nontrivial IR fixed point. For the
theories discussed here, it is these strong dualities that
would imply the emergence of large, exact symmetries in
the infrared. We will not derive the strong dualities in
this paper but rather view them as plausible conjectures
suggested by the weak dualities.
In fact, the strong dualities can be relevant to the
physics up to a very large length scale even in the ab-
sence of a true fixed point, if the system shows quasi-
universal ‘pseudocritical’ behavior up to a large length
scale. We emphasize that it is not yet clear whether the
theories we discuss do flow to nontrivial IR fixed points:
this is an ongoing question for numerical work. But for
the SU(2) symmetric NCCP 1 model, simulations show
that there is at least apparent critical behavior up to a
remarkably large length scale. Numerical evidence for
SO(5) in this regime supports the applicability of the
SO(5) web of dualities. For QED3, very recent simula-
tions argued for a flow to a conformal fixed point [43–45],
while earlier studies argued for (very weak) chiral sym-
metry breaking [46]. For the easy-plane NCCP 1 model
the current numerical consensus is that the transition is
weakly first order. The duality to QED3 suggests that it
may be worth revisiting the Ne´el-VBS transition in easy
plane magnets and related models to look for a second
order transition.
We describe consequences of the strong duality conjec-
tures that may be tested in future numerical work. Our
proposed duality web for SU(2)-invariant NCCP 1 and
QED3–Gross-Neveu involves an emergent SO(5) sym-
metry, and leads to clear and testable predictions for
the behavior of 2-flavor QED3 when it is coupled to a
critical real scalar field. The web of dualities involving
easy-plane NCCP 1 and two-flavour QED3 are naturally
thought of in terms of a ‘mother’ theory with an O(4)
symmetry which rotates the Ne´el and VBS order pa-
rameters. For QED3 this emergent symmetry should
have striking numerically accessible consequences. Our
results also show how numerical and analytical studies
of QED3 and QED3–GN will provide new information
about deconfined criticality.
The duality transformations we employ involve global
symmetries with a U(1) subgroup. For a 2 + 1D CFT
with a global U(1) symmetry there are two basic for-
mal transformations — denoted S and T — which map
the theory to other inequivalent theories with a global
U(1) symmetry, assumed also to be CFTs [47, 48]. Our
duality transformations can be viewed within this frame-
work. However there are a number of caveats about the
standard use of the S and T transformations which we
discuss in Appendix C. Making standard assumptions
4about the effect of S and T on CFTs allows stronger as-
sertions about deconfined critical points and their sym-
metries than those discussed above. However it is not
clear at this point whether these standard assumptions
can be trusted far from the context in which they were
originally discussed, i.e. in non-supersymmetric theories
that are far from any large N limit.
II. PRELIMINARIES AND SUMMARY OF
RESULTS
A. Deconfined quantum criticality: NCCP 1 and
related models
We first briefly recall the theory of deconfined quan-
tum critical points in quantum magnets. For a spin-1/2
quantum antiferromagnet on a two dimensional square
lattice, the transition between the Ne´el ordered magnet
and the Valence Bond Solid (VBS) paramagnet is poten-
tially second order and is described by the NCCP 1 field
theory
L0 =
∑
α=1,2
|Dbzα|2 −
(|z1|2 + |z2|2)2 . (1)
Here zα (α = 1, 2) are bosonic spinons coupled to a dy-
namical U(1) gauge field b, and Db,µ = ∂µ − ibµ is the
covariant derivative. (This action and subsequent similar
actions are short-hands for the appropriate strongly cou-
pled Wilson-Fisher critical theory where a background
gauge field has been promoted to a dynamical field; un-
less otherwise specified they are written in Minkowski
signature.) The model has a global SO(3) symmetry un-
der which zα transforms as a spinor.
3 In the microsopic
lattice spin model, this corresponds to the SO(3) spin
rotation. It also has a global U(1) symmetry associ-
ated with the conservation of the flux4 of b. In the mi-
crosopic lattice spin model, this is not an exact symme-
try. Consequently monopole operators (which pick up
a phase under a U(1) rotation) must be added to the
Lagrangian. However, it is known that lattice symme-
tries ensure that the minimal allowed monopole oper-
ator (with continuum angular momentum ` = 0) has
strength 4. Analytic arguments [4, 5] and numerical cal-
culations [6, 8, 14] strongly support the possibility that
3 Though zα transforms as a spinor under SU(2), rotations in the
center of SU(2) can be compensated by a U(1) gauge trans-
formation so that the spin rotation symmetry of the model is
SU(2)
Z2
= SO(3).
4 It is customary in condensed matter literature to call a U(1)
gauge field “non-compact” if its flux is conserved. In high energy
literature a U(1) gauge field is called “compact” if monopole (in-
stanton) operators are local. In this paper we use the condensed
matter notation, and call our gauge fields “non-compact”. Of
course they are also “compact” in the high energy sense, i.e
monopole operators can, in principle, be added to the action.
these monopoles are irrelevant at the critical fixed point
of Eq. (1). The Ne´el phase is obtained when zα is con-
densed, and the VBS phase when zα is gapped. The Ne´el
phase breaks SO(3) to a U(1) subgroup while the VBS
phase breaks the U(1) flux conservation symmetry. The
Ne´el order parameter is simply N = z†σz (σ are Pauli
matrices), and the VBS order parameter is the strength
1 monopole operator Mb which creates 2pi flux of b.
If the underlying spin model has only O(2) (XY ) spin
symmetry — corresponding to conservation of the z-
component of spin, together with a discrete pi-rotation of
the spins around the x-axis which we denote S — then
the Ne´el-VBS phase transition is described by the theory
Lep−cp1 =
∑
α=1,2
|Dbzα|2 −
(|z1|4 + |z2|4)+ .... (2)
This is known as the easy plane NCCP 1 model. In this
model theXY Ne´el order parameter isNx+iNy = 2z
∗
1z2,
while the VBS order parameter is the monopole operator
Mb. Note that under the Z2 spin flip symmetry S we
have
S : z → σxz, b→ b. (3)
Then under S the XY Ne´el order parameter transforms
as Nx + iNy → Nx − iNy and the VBS order parame-
ter Mb is invariant, as expected microscopically. Later
in the paper we will describe the action of time reversal
and lattice symmetries for square lattice antiferromag-
nets (Sec. III B).
The easy-plane theory is known to be self-dual [49], in
the sense that it is dual to another easy-plane NCCP 1
theory
Lep−cp1−dual =
∑
α=1,2
|Db˜wα|2−
(|w1|4 + |w2|4)+..., (4)
in which the roles of the two order parameters are
switched: w∗1w2 is the VBS order parameter, while Mb˜
is the XY order parameter. This self-duality is obtained
by applying the particle-vortex duality to both spinons:
z1 → w2, z2 → w∗1 . Since the boson mass term is odd
under the particle-vortex duality, the self-duality sends
|z1|2 → −|w2|2 and |z2|2 → −|w1|2.
The IR fates of the twoNCCP 1 models, and their gen-
eralizations with an N -component spinon field zα, have
been discussed extensively. They flow to conformal field
theories within a 1/N expansion. Directly at N = 2, nu-
merical calculations see an apparently continuous tran-
sition in the SU(2) invariant NCCP 1 model, but with
drifts in some critical properties (which we will discuss
in Sec. IX). Further recent studies show the emergence
of an SO(5) symmetry that rotates the Ne´el and VBS
order parameters into one another. For the easy plane
case the current wisdom is that the Ne´el-VBS transi-
tion is weakly first order. However, as we will discuss
at length, the potential duality with QED3 may make it
interesting to examine this further.
5These gauge theories give a natural route to a second
order transition between two distinct symmetry broken
phases, despite the fact that such a transition is naively
forbidden by the Landau theory. In contrast to the stan-
dard Landau-Ginzburg-Wilson description, the critical
theory is expressed in terms of ‘deconfined’ degrees of
freedom (the spinons and the gauge field) which do not
describe sharp quasiparticles in either phase. Physically
the breakdown of the Landau paradigm occurs because
the topological defects of either order parameter carry
non-trivial quantum numbers: the skyrmion defect of
the Ne´el phase carries quantum numbers under lattice
symetries [4, 5, 50, 51], and the vortex defect of the VBS
phase carries spin-1/2 [52].
There is an alternative formulation [26, 27] for the
competition between the two order parameters directly
in terms of a non-linear sigma model. In the SU(2)
invariant case, we define a real 5-component unit vec-
tor na (a = 1, ...., 5) such that n3,4,5 correspond to the
three components of the Ne´el vector, and n1,2 to the
two real components of the VBS order parameter. The
intertwined fluctuations of the two order parameters are
then described by an SO(5) action with a Wess-Zumino-
Witten (WZW) term at level 1:
S =
1
2g
∫
d3x (∂na)2 + 2piΓ [na] . (5)
The WZW term Γ is defined in the standard way: the
field na defines a map from spacetime S3 to the tar-
get space S4, and Γ is the ratio of the volume in S4
traced out by na to the total volume of S
4. If na(x, u)
is any smooth extension of na(x) such that na(x, 0) =
(0, 0, 0, 0, 1) and na(x, 1) = na(x), then
Γ =
abcde
Area(S4)
∫ 1
0
d u
∫
d3xna∂xn
b∂yn
c∂tn
d∂un
e. (6)
In order to share the symmetry of the NCCP 1 model,
the above action must also be supplemented with
anisotropy terms that break SO(5) to SO(3) × U(1).
The WZW term correctly captures the non-trivial quan-
tum numbers of the topological defects and is responsi-
ble for the non-Landau physics. For example, if the U(1)
symmetry is spontaneously broken, a vortex in the U(1)
order parameter will carry spin-1/2 under the unbroken
SO(3).
The easy plane case can be obtained from this theory
by setting n5 = 0. This then leads to an O(4) non-linear
sigma model in 2+1 spacetime dimensions supplemented
with a θ term at θ = pi:
S =
∫
d3x
[
1
2g
(∂na)2 +
θabcd
Area(S3)
na∂tn
b∂xn
c∂yn
d
]
.
(7)
The value θ = pi is robust as a result of the Z2 spin-
flip symmetry S of the easy-plane NCCP 1 model, which
changes the sign of n5 and therefore acts as θ → −θ.
This topological term is once again responsible for the
non-trivial structure of the topological defects.
The sigma model formulation raises the possibility
that the phase transition described by Eq. (1) may have
an emergent SO(5) symmetry (O(4) in the easy plane
case). However, we should emphasize that the sigma
model is well-defined as a continuum field theory only in
the weak coupling limit, where it is ordered. Here there
is a clear semiclassical picture for the effect of the WZW
term (θ term in the O(4) case) on the topological defects
in the ordered state. For the transition itself — driven
by anisotropy for the SO(5) or O(4) vector — this or-
dered state corresponds to a first order phase transition.
To study second order Landau-forbidden transitions we
need to extend the model to strong coupling, and look
for a disordered but power-law correlated SO(5) invari-
ant fixed point5. At strong coupling the sigma model
theory is non-renormalizable and requires an alternative
formulation as a continuum field theory. Physically, dis-
ordered phases of the sigma model (defined with an ex-
plicit UV cutoff) correspond to phases where topological
defects of the order parameter have proliferated. Thus
a modification of the topological defects leads to mod-
ifications of the corresponding disordered phases. The
sigma model formulation thus exposes the seed, in the
ordered phase, of the impending non-Landau physics of
the disordered critical regime.
Yet another formulation [26, 27] of the intertwinement
of the Ne´el and VBS orders that maintains manifest
SO(5) symmetry may be obtained by starting with a
fermionic spinon description of the square lattice spin-
1/2 magnet. This naturally leads to a low energy theory
of two flavors of massless Dirac fermions coupled to a dy-
namical SU(2) gauge field — a theory we denote Nf = 2
QCD3. This theory will be useful for some purposes: we
discuss it further in Secs. VI, VII.
Finally, deconfined critical field theories also arise in
the context of phase transitions between trivial and SPT
phases [44, 45, 53]. We will review this connection as
needed later in the paper.
B. Fermionic Nf = 2 QED3 and related models
We now turn our attention to fermionic massless
QED3 models with Nf = 2 flavors of two-component
5 Specifically we need to look for a power-law correlated fixed
point which has only one relevant perturbation that breaks
SO(5) to SO(3) × O(2) (or rather the symmetry of the lattice
model, which is slightly smaller). This perturbation will cor-
respond to the operator whose coefficient is tuned to place the
lattice model at its critical point.
6fermions:6
Lqed =
2∑
j=1
iψ¯j /Daψj + · · · (8)
where /Da = γ
µDa,µ is the gauge covariant Dirac opera-
tor that involves a dynamical noncompact U(1) gauge
field aµ (we choose γ
0,1,2 = {σy, iσz, iσx} and ψ¯ =
ψ†γ0). The flavor symmetry of the model will play an
important role in our discussion. We will often, but not
always, restrict attention to the case with symmetry un-
der SU(2) rotations between the two flavors. In addi-
tion there is a global U(1) symmetry associated with
the conservation of the flux of the gauge field a. The
theory then has manifest global SU(2)×U(1)Z2 symmetry.
7
(The full manifest symmetry of the field theory is larger
once charge conjugation is included.8) It will sometimes
however be convenient to consider a more general class
of QED3 theories where the two fermion species are not
related by SU(2) rotations but only by a discrete ex-
change, so that SU(2) is reduced to Pin(2)−. Below we
often neglect discrete symmetry generators, and will re-
fer to this case as having U(1)×U(1) symmetry.9
By applying the fermion-fermion duality of a single
species of Dirac fermion to each of the two fermion
6 Here we use a more “traditional” procedure of defining a Dirac
fermion action. Namely a single Dirac fermion should come
together with a Chern-Simons term at level k = ±1/2 to avoid
a gauge anomaly. A more precise way to define this theory is to
use the procedure in Ref. [32, 54] where the partition function
of a massless Dirac fermion is written as Zψ = |Zψ |e−ipiη[A,g]/2,
where A is the gauge field, either dynamical or background, and
g is the space-time metric. η is defined in terms of eigenvalues of
the Dirac operator [54], see Eq. (116). This form corresponds to
UV-completing the massless Dirac theory by adding two extra
‘heavy’ Dirac fermions with the same sign of Dirac mass. This
enables retaining flavor SU(2) rotations as an exact symmetry.
If we do not care about this SU(2) symmetry then we can choose
the two heavy fermions to have opposite masses in which case the
partition function is real. Further strictly speaking A should be
regarded as a spinc connection and not an ordinary U(1) gauge
field, which means that fields with odd charge are fermions [37].
The more precise form of the Lagrangian will be presented in
detail in Appendix A.
7 Note that the fermions themselves transform as spinors under
the flavor SU(2) but rotations by the element of the center Z2
can be compensated by a U(1) gauge rotation. This might
naively lead to the expectation that the global symmetry, ex-
cluding charge conjugation, is SO(3)× U(1). However the the-
ory has monopole operators which are local and which trans-
form as spinors under the SU(2). Rotations by the center of
SU(2) on these can now be compensated by pi rotations un-
der the flux conservation global U(1), and therefore the global
symmetry apparent in the Lagrangian, excluding charge conju-
gation, is
SU(2)×U(1)
Z2
.
8 Including charge conjugation gives [SU(2) × Pin(2)−]/Z2. The
notation Pin(2)− means that the charge conjugation operation,
which reverses the global U(1) charge, squares to the −1 element
of U(1).
9 The full manifest symmetry in this case is [Pin(2)− ×
Pin(2)−]/Z2.
species, Refs. [31, 33, 35] demonstrated that, similar to
the bosonic easy-plane CP 1 model, this theory is self-
dual, i.e. it is dual to another Nf = 2 QED
Lqed−dual =
2∑
j=1
iχ¯j /Da˜χj + · · · . (9)
Given that a particular basis in flavour space had to be
selected to perform this duality, we are, strictly speak-
ing, restricting to theories with just U(1) × U(1) con-
tinuous symmetry. The dual theory in Eqn. 9 then
should also only be taken to have U(1) × U(1) continu-
ous symmetry. However, we will later discuss the pos-
sibility that with full SU(2) flavor symmetry this du-
ality survives. As in the easy-plane NCCP 1 model,
the roles of the gauge-flux conservation symmetry and
the relative phase rotation symmetry between the two
Dirac fermions are exchanged in the dual QED theory.
The self-duality is obtained by applying the fermionic
particle-vortex duality [28, 29, 36, 38] to both flavors of
fermions: ψ1 → χ2, ψ2 → χ1. Since the Dirac mass term
is odd under the particle-vortex duality, the self-duality
sends ψ¯1ψ1 → −χ¯2χ2 and ψ¯2ψ2 → −χ¯1χ1.
The IR fate of QED3 at Nf = 2 is controversial at this
stage. It is not clear whether at low energy the Dirac
fermions will spontaneously break the flavor symmetry
and gain a mass of the form mψ¯σzψ — a long-standing
issue known as chiral symmetry breaking. Recent nu-
merics [43], however, suggests the possibility that this
theory may be stable in the IR (although an earlier study
suggests spontaneous chiral symmetry breaking [46]).
We will also be interested in the phases and phase
transition of this model when a coupling to an extra
scalar φ is allowed. The resulting model has the La-
grangian
Lqed−gn =
2∑
j=1
iψ¯j /Daψj + φψ¯ψ + V (φ) (10)
Here we have included a potential V (φ) = V (−φ) for
the scalar field φ (we have suppressed its kinetic term
for notational simplicity). The theory is time-reversal
symmetric if under time reversal φ→ −φ. As the poten-
tial V (φ) is tuned, we expect a phase transition between
a time-reversal symmetric phase where 〈φ〉 = 0 and a
time reversal broken one where 〈φ〉 6= 0. We will usually
refer to Eq. (10) when tuned to this transition as the
QED3-Gross-Neveu model (QED3–GN for short).
Interestingly, with some assumptions, Ref. [27] showed
that the low energy behavior of Nf = 2 QED3 was de-
scribed by the O(4) sigma model at θ = pi discussed in
the previous subsection, again with the proviso that the
sigma model needs to extended to strong coupling. This
suggests a connection between the bosonic NCCP 1 the-
ories and the fermionic QED3 theories. Below we will
sharpen this connection through precise duality state-
ments. This will also enable us to understand the emer-
gent IR symmetries of these theories at their critical
point.
7C. Summary of results
We now summarize the key results in this paper. We
also point out the sections that discuss these statements
(and their subtleties) in detail. This section can be
viewed as a map of the paper.
1. Both the easy plane and the SU(2) symmetric
NCCP 1 models are part of a web of dualities.
We begin with the easy plane model. It turns
out that the easy-plane NCCP 1 model is dual to
fermionic QED3 with Nf = 2 Dirac fermions. This
duality was first mentioned in Ref. [33], and will be
discussed in detail in Sec. III. As discussed in the
literature and reviewed earlier in this section, the
two theories also possess their own self-dualities.
This leads to a web of four theories, mutually dual
to each other, as summarized below:
|Db+Bz1|2 + |Db+B′z2|2 − |z1|4 − |z2|4 − 1
2pi
bd(B +B′)− 1
2pi
BdB′ − 1
2pi
B′dB′
⇐⇒ |Db˜−Bw1|2 + |Db˜+B′w2|2 − |w1|4 − |w2|4 −
1
2pi
b˜d(B′ −B) + 1
2pi
BdB′ − 1
2pi
B′dB′
⇐⇒ ψ¯1i /Da−Bψ1 + ψ¯2i /Da+Bψ2 +
1
2pi
adB′ +
1
4pi
(BdB −B′dB′)
⇐⇒ χ¯1i /Da˜−B′χ1 + χ¯2i /Da˜+B′χ2 +
1
2pi
a˜dB +
1
4pi
(BdB −B′dB′). (11)
Here b and b˜ are ordinary dynamical U(1) gauge
fields, a and a˜ are dynamical gauge fields whose
charge-1 fields are fermions (they are formally
known as spinc connections). We have also in-
cluded background U(1) gauge fields B and B′.10
Various background Chern-Simons terms are in-
cluded to ensure that all the theories have the same
response. Despite the profusion of background
terms, the dynamical content of the theories in
Eq. 11 is simple. Sec. III will also discuss vari-
ous possibilities for the IR fates of the theories in
the duality web, paying careful attention to sym-
metries.
There is a similar web of dualities for the SU(2)-
invariant NCCP 1 model, which we discuss in
Sec. IV. The structure of this duality web is very
similar to that of the easy-plane case: the SU(2)-
invariant NCCP 1 model is dual to the QED3-
Gross-Neveu (QED-GN) theory with Nf = 2,
and the two theories both admit their own self-
dualities. We summarize the mutual dualities of
10 Strictly speaking, we will take B+B′ and B−B′ to be properly
quantized U(1) gauge fields.
the four theories in the web below:
∑
α=1,2
|Dbzα|2 −
(|z1|2 + |z2|2)2
⇐⇒
∑
α=1,2
|Db˜wα|2 −
(|w1|2 + |w2|2)2
⇐⇒
∑
j=1,2
ψ¯ji /Daψj + φ
∑
j=1,2
ψ¯jψj + V (φ)
⇐⇒
∑
j=1,2
χ¯ji /Da˜χj − φ
∑
j=1,2
χ¯jχj + V (φ), (12)
where the potential of Ising scalar field V (φ) is
tuned to the critical point.
2. Understanding the duality web allows some power-
ful statements about emergent symmetries of pos-
sible IR fixed points for the two NCCP 1 models
which is one of the main goals of this paper. In
the context of deconfined quantum criticality we
will show that in both the easy plane and SU(2)
symmetric cases the emergent symmetry enables
rotating the Landau order parameters of the two
phases on either side of the transition.
In the easy plane case, the duality web in its
strongest form implies an emergent O(4) symme-
try. The most basic local (gauge-invariant) op-
erators are the order parameters (n1, n2, n3, n4),
which form a vector representation of the O(4)
symmetry. Since SO(4) ∼ (SU(2) × SU(2))/Z2,
the vector operators can rearranged into SU(2)
8spinors. The complex doublet
(Φ1,Φ2) ∼ (
Ne´el︷ ︸︸ ︷
n3 + in4,
VBS︷ ︸︸ ︷
n1 + in2) (13)
is a fundamental under the first SU(2), and
(Φ∗1,−Φ2) is a fundamental under the second. The
improper O(4) reflection is represented as complex
conjugation on one of the components of Φ. The
two complex operators are represented in each the-
ory as:
(Φ1,Φ2) ∼ (z†1z2,Mb)
∼ (M†
b˜
, w†2w1)
∼ (ψ†2Ma, (ψ†1Ma)†)
∼
(
(χ†2Ma˜)†, (χ†1Ma˜)†
)
, (14)
where Mb is the monopole (instanton) operator
for the gauge field b. (In QED the monopole con-
figuration induces one zero mode for each Dirac
fermion, and gauge invariance requires exactly one
of the two zero modes to be filled [55]. The nota-
tion ψ†1Ma denotes a monopole in a with the zero
mode from the Dirac fermion ψ1 filled.) The O(4)
symmetry is discussed in detail in Sec. III. Its im-
plications for numerical simulations are discussed
in Sec. VIII.
In the SU(2)-invariant case, the duality web im-
plies an emergent SO(5) symmetry. The most basic
local operators form a vector representation of this
SO(5): (n1, n2, n3, n4, n5). They are represented
in NCCP 1 and QED-GN theories as
(n1, n2, n3, n4, n5) ∼ (2 ReMb, 2 ImMb, z†σxz, z†σyz, z†σzz)
∼ (w†σxw,−w†σyw, 2 ReMb˜,−2 ImMb˜, w†σzw)
∼ (Re(ψ†1Ma),−Im(ψ†1Ma),Re(ψ†2Ma), Im(ψ†2Ma), φ)
∼ (Re(χ†1Ma˜),−Im(χ†1Ma˜),Re(χ†2Ma˜),−Im(χ†2Ma˜), φ) (15)
This SO(5) symmetry is discussed in detail in
Sec. IV. It has been numerically observed in
Ref. [15], providing a strong support to our du-
ality web. Its further implications are discussed in
Sec. IV E and VIII.
3. The easy-plane theory has several Z2 (or Z2-like)
symmetries which are anomalous. In the context
of lattice quantum magnetism these symmetries
include the Z2 spin-flip, time-reversal and lattice
translation symmetries (see Sec. III B 2). Under
these symmetries the Lagrangian is invariant only
up to a background term:
L → L− 1
2pi
B1dB2, (16)
where B1 = B−B′ and B2 = B+B′ are the prop-
erly quantized background U(1) gauge fields. On
the lattice this anomaly is harmless since one of
the U(1) symmetries is really a discrete lattice ro-
tation symmetry. However, if one wants to formu-
late the theory with all these symmetries realized
in an on-site manner, the theory can only exist on
the surface of a three-dimensional bulk. The sym-
metry anomaly can be canceled by a bulk mutual
Θ-term
− 1
4pi
∫
Bulk
dB1 ∧ dB2. (17)
All the dualities on the surface are then related to
the electric-magnetic dualities in the bulk. Many
symmetry actions that appear to be complicated
on the surface (in certain pictures) become obvious
once the bulk view is taken. We discuss this in
Sec. V for the easy plane theory.
4. None of the field theories in the duality web,
Eq. (12), posesses the full SO(5) symmetry explic-
itly — the symmetry is at best emergent in the IR.
Further, just as in the easy-plane case, the SO(5)
symmetry is anomalously realized. We also dis-
cuss two (renormalizable) field theories with ex-
plicit SO(5) symmetry in Sec. VI. The first one is
9QCD3 with Nf = 2:
L =
∑
v=1,2
iψ¯vγ
µ(∂µ − iaµ)ψv, (18)
where a is an SU(2) gauge field, and ψ1,2 are two
SU(2)-fundamental fermions. This theory can be
obtained from the square lattice spin-1/2 model
through a standard parton construction with a pi-
flux mean field ansatz, and it has an SO(5) symme-
try which becomes manifest when (18) is written
in terms of Majorana fermions. The second theory
is a Higgs descendent of QCD3, where the SU(2)
gauge symmetry is Higgsed down to U(1):
L =
4∑
i=1
iψ¯iγ
µ(∂µ − iaµ)ψi + (λMa + h.c.), (19)
where aµ is now a U(1) gauge field, and the term
Ma represents (schematically) monopole tunnel-
ing (instanton) events. In both theories the Dirac
fermions transform in the spinor representation of
SO(5). The SO(5)-vector operators are simply the
mass operators that are time-reversal invariant.
While the IR fates of the theories (18) and (19) are
unknown, both theories have the same symmetry
anomaly as the deconfined critical point. There-
fore, one possible scenario, among others, is that
one of these theories will flow to the deconfined
critical point in the IR.
5. The full SO(5) symmetry of the deconfined crit-
ical point is anomalous, as revealed already by
the sigma model approach. The manifestly SO(5)-
invariant QCD theory makes it possible to analyze
the anomaly in more detail. We show in Secs. VI C
and VII that QCD3 with Nf = 2, with the full
SO(5)×ZT2 symmetry, can only be realized on the
surface of a three-dimensional bosonic symmetry-
protected topological (SPT) state. To character-
ize this SPT state, we can introduce a background
SO(5) gauge bundle A5 in the 3 + 1D bulk. The
topological response to A5 is given by a discrete
theta-angle (in contrast to the more familiar theta-
angle in 3 + 1D which can be continuously varied).
Sec. VI C provides a physical derivation of these
results which are then rederived by more formal
methods in Sec. VII.11. We show that the parti-
tion function of the 3 + 1D SPT for a given SO(5)
gauge field configuration is
Z[A5] = |Z[A5]|eipi
∫
w4[A
5], (20)
where w4[A
5] is known as the 4th Stiefel-Whitney
class of the SO(5) gauge bundle. Though the IR
fate of QCD3 with SO(5) × ZT2 symmetry is not
known, we show that it must either break this sym-
metry spontaneously, or flow to a CFT. Gapped
symmetry preserving phases (even with topologi-
cal order) are prohibited.
6. We also discuss the implications of these duali-
ties (for example, for numerical simulations) ex-
tensively in Sec. VIII. We outline a variety of nu-
merical tests of many aspects of the dualities. We
also show how numerical calculations on fermionic
QED3 and QED3-GN may provide a new handle
on issues associated with deconfined critical points.
7. In Sec. IX we discuss what is currently known
about the deconfined critical points from simu-
lations. In particular we discuss the possibility
of ‘pseudocritical’ behavior for deconfined critical
points [14]. It is possible that the theories dis-
cussed in this paper do not flow to stable CFTs,
which in the context of deconfined critical point
means that the transition is ultimately first or-
der. But the flow to instability could be very
slow, giving rise to a very large correlation length,
and scaling behavior can still hold up to this very
large scale (with exponents drifting as the scale in-
creases). This pseudocritical scenario could poten-
tially reconcile various seemingly conflicting results
from numerical simulations: the observance of the
emergent SO(5) symmetry, the drifting of the scal-
ing behavior, and the constraints on exponents of
SO(5) invariant CFTs from conformal bootstrap
[24, 25]. In this scenario, the dualities and emer-
gent symmetries discussed in this paper can still
hold below the (very large) correlation length.
We should point out that the pseudocritical sce-
nario may be more broadly relevant to many quan-
tum phase transitions: in such a scenario the sys-
tem shows quantum critical behavior above a very
low temperature scale T ∗, below which the criti-
cality eventually disappears.
Related field theoretic work on these dualities has re-
cently appeared in Ref. [56] while this paper was in
preparation.
III. EASY PLANE NCCP 1 AND FERMIONIC
Nf = 2 QED3
We propose a duality of the easy plane NCCP 1 model
to fermionic Nf = 2 QED3:
11 A brief review of some math concepts relevant to this Sec. VII is given in Appendix D.
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|Db+Bz1|2 + |Db+B′z2|2 − |z1|4 − |z2|4 − 1
2pi
bd(B +B′)− 1
2pi
BdB′ − 1
2pi
B′dB′ (21)
⇐⇒ ψ¯1i /Da−Bψ1 + ψ¯2i /Da+Bψ2 +
1
2pi
adB′ +
1
4pi
(BdB −B′dB′). (22)
Here b and a are the dynamical U(1) gauge fields,12 and
we have also included background U(1) gauge fields B
and B′. Various background Chern-Simons terms are
included to ensure that the theories on the two sides
have the same response (we will elaborate on this be-
low). In Appendix A, we present the above duality in a
more precise and compact, but less physically intuitive,
form. The identification of the Ne´el and VBS order pa-
rameters in the z-theory was reviewed in Sec. II A above.
We will identify these order parameters in the fermionic
description in Sec. III A below.
Both theories have been examined in independent nu-
merical studies. This duality implies that two topical is-
sues (fixed points of QED3 at Nf = 2 and the easy-plane
NCCP 1) are closely related. A ‘weak’ form of the dual-
ity is the assertion that easy-plane NCCP 1 is equivalent
to QED3 perturbed by interactions which break the fla-
vor SU(2) symmetry to U(1). These perturbations are
formally irrelevant at the free UV fixed point of QED3
where the gauge field aµ is decoupled from the fermions.
If these interactions are not important for the IR behav-
ior, as one would naively guess, then the IR fate of easy
plane NCCP 1 will be the same as the the fate of QED3
with full flavor SU(2) symmetry, and the IR behavior
will have an enlarged emergent symmetry if QED3 flows
to a nontrivial fixed point.
In the deconfined criticality context, the easy-plane
models that have been studied show first order transi-
tions [20, 57–60]. However, on the fermionic side, a re-
cent numerical study [43] found evidence for an IR CFT
in Eq. (8) with SU(2) flavor symmetry (in contrast to
earlier calculations [46]). Recent numerics on the quan-
tum phase transition between a particular 2D bosonic
Symmetry Protected Topological (SPT) state and the
trivial state, which presumably is described by Eq. (8)
with tuning parameter
∑2
j=1mψ¯jψj , also show evidence
of a continuous phase transition [44, 45].13 In light of
the duality it may be interesting to revisit easy plane
deconfined criticality.
A. Justification for the duality
We first show how the fermionic dual of the easy plane
NCCP 1 model may be justified. This duality has al-
ready been mentioned in Ref. [33].
First recall the ‘basic’ boson-fermion duality [32] re-
lating the free Dirac fermion to a Wilson-Fisher boson
coupled to U(1)1. There are two closely related versions
of this duality (for early works on related dualities see
Ref. [61, 62]). The Dirac side is (with our conventions)
Lf1 = iψ¯ /DAψ. (23)
One version of the dual boson theory is
Lb1 = |Dbφ|2 − |φ|4 + 1
2pi
bdA+
1
4pi
bdb+
1
8pi
AdA. (24)
The other dual boson theory is
Lb2 = |Db̂φ̂|2 − |φ̂|4 −
1
2pi
b̂dA− 1
4pi
b̂db̂− 1
8pi
AdA. (25)
The two boson theories are simply related: φ̂ is the vor-
tex dual of φ. Let us also recall the mapping of the
relevant ‘mass’ operators. On the Dirac side, a mass
term mψ¯ψ with m > 0 maps to r|φ|2 with r > 0 in
Eq. (24) while it maps to −r̂|φ̂|2 with r̂ > 0 in Eq. (25).
This change of sign of the boson mass between the two
bosonic theories is exactly what we expect given that φ̂
is the vortex dual of φ.
Now, starting with the interacting fermionic theory
in Eq. (22), we use the dual theory in Eq. (24) for the
first flavor of fermion and the dual theory in Eq. (25) for
the second flavor. The resulting dual theory, in terms of
bosons φI and dynamical gauge fields bI (I = 1, 2) is
L′b12 =
∑
I=1,2
L[φI , bI ] + 1
2pi
b1d(a−B) + 1
4pi
b1db1 +
1
8pi
(a−B)d(a−B)− 1
2pi
b2d(a+B)
− 1
4pi
b2db2 − 1
8pi
(a+B)d(a+B) +
1
2pi
adB′ +
1
4pi
(BdB −B′dB′), (26)
12 Strictly speaking a is a spinc connection.
13 In Ref. [44, 45] the quantum phase transition was discussed with
the O(4) nonlinear sigma model with a topological term, which
according to Ref. [27] is the low energy effective field theory of
the Nf = 2 QED3.
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where L[φI , bI ] contains the kinetic and potential terms
for φI and bI . Integrating out the dynamical gauge field
a will impose the following constraint:
b1 − b2 −B +B′ = 0. (27)
This implies that we can define a new dynamical gauge
field b such that b1 = b + B, and b2 = b + B
′. Then
Eq. (26) becomes exactly the first line of Eq. (22) (after
identifying φ with z1 and φ̂ with z2).
In addition to the formal derivation above, in the fol-
lowing we perform various consistency checks of the du-
ality and make a few further comments. We will defer
until Sec. III B a detailed discussion of the matching of
symmetries (explicit or emergent) on the two sides, and
their implications.
1. Clearly both sides have (at least) U(1)×U(1) sym-
metry, probed by the two background gauge fields
B and B′. On the boson side the gauge-invariant
operator z∗1z2 has charges qB = +1, qB′ = −1, and
the monopole operator Mb has qB = qB′ = +1.
It is actually more natural to define B1 = B − B′
and B2 = B+B
′ and to define ΦB1 and ΦB2 as the
order parameters charged under the corresponding
global U(1)s. That is, if we let (q1, q2) denote the
charges under UB1(1) and UB2(1), then ΦB1 carries
charges (1, 0) and ΦB2 carries (0, 1). We have
ΦB1 = z
∗
1z2, ΦB2 =Mb. (28)
These are the two Landau order parameters (Ne´el
and VBS respectively in the quantum magnet re-
alization), one of which orders on each side of the
putative deconfined QCP.
On the fermion side, a monopole operator Ma is
associated with two complex fermion zero modes
f1,2 from the two Dirac fermions, and gauge in-
variance requires filling one of the zero modes [55].
Therefore the operators f†jMa are gauge invariant
bosons with charges qB = −1, qB′ = −1 (for j = 1)
and qB = +1, qB′ = −1 (for j = 2). Clearly they
can be identified with the corresponding Landau
order parameters on the bosonic side.
The bosonic side of Eq. (22), after a redefinition
b→ b−B′, can be written as simply
|Db+B1z1|2 + |Dbz2|2 − |z1|4 − |z2|4 −
1
2pi
bdB2. (29)
Below we will use both forms of the easy-plane
NCCP 1 Lagrangian.
2. The derivation above makes clear that the corre-
spondence for mass operators is
m1ψ¯1ψ1 +m2ψ¯2ψ2 ⇐⇒ m1|z1|2 −m2|z2|2. (30)
This is because we used the first boson-fermion
duality (24) for the first fermion, and the second
boson-fermion duality (25) for the second fermion.
It is easy to check that the phases obtained by
adding such mass operators match in the bosonic
and fermionic descriptions:
On the bosonic side turning on r(|z1|2 + |z2|2)
will drive the system into an ordered phase with
〈ΦB1〉 6= 0 or one with 〈ΦB2〉 6= 0 depending on
the sign of r.14 If r > 0 we have 〈z1〉, 〈z2〉 6= 0, a
Higgsed gauge field bµ, and a nonzero expectation
value 〈z∗1z2〉 6= 0 which leads to a ‘Meissner effect’
for B1. If r < 0 we have a free dynamical Maxwell
photon at low energy which leads to the Meissner
effect for B2, via the mutual Chern Simons term in
(29). The mass term corresponds on the fermionic
side to rψ¯σzψ, which gaps out the fermions. Inte-
grating them out produces the term 12pi sgn(m)adB.
Together with the 12piadB
′ term in (22), this again
leads to the Meissner effect of either B1 or B2 de-
pending on the sign of m. This is consistent with
the operator identification discussed above.
3. We can also turn on an anti-symmetric mass
µ(|z1|2 − |z2|2) on the bosonic side. For µ > 0
we have 〈z1〉 6= 0 but 〈z2〉 = 0, which gaps out
b and sets b = −B. So we get a gapped phase
with response 12pi (BdB − B′dB′) = 12piB1dB2. If
we reinterpret B as a ‘charge’ probe and B′ as a
‘spin’ probe, this corresponds to the response of
the bosonic integer quantum hall state [63, 64].
For µ < 0 we get a gapped phase with a trivial
response. (In the context of deconfined criticality
in quantum magnets, where U(1)B2 is only emer-
gent, both of these are trivial phases in which the
Ne´el order parameter is polarized along the z axis.)
On the fermionic side these phases can be repro-
duced by a symmetric mass term µ(ψ¯1ψ1 + ψ¯2ψ2):
integrating out the fermions leaves the action
1
4pi
sgn(µ) (ada+BdB) +
1
2pi
adB′ +
1
4pi
(BdB −B′dB′).
(31)
Since the term ± 14piada is a trivial topological field
theory, it can be integrated out safely and we pro-
duce the same response theory as on the bosonic
side. It is also easy to see that no thermal hall con-
ductance (i.e. no chiral edge state) is generated for
either phase (in either picture), in agreement with
known results [63, 64] for the trivial insulator and
the bosonic integer quantum hall state.
The responses above indicate that the massless
theories of primary interest to us can also be
viewed as describing the phase transition between
14 In the quantum magnetism realization these are simply the Ne´el
and VBS ordered states.
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FIG. 1. Mean-field phase diagram for the mass term
m1|z1|2 + m2|z2|2 in the easy-plane NCCP 1 model. The
same phase diagram is obtained from the QED theory with
mass term m1ψ¯1ψ1 −m2ψ¯2ψ2. The upper panel is realized
in the context of the quantum magnet, where the U(1)B2
symmetry is only emergent. The lower panel is realized in
the context of the integer quantum hall transition of bosons,
where the two superfluid phases correspond to superfluids of
the first or second layer, i.e. up or down components of the
pseudospin. (Going beyond mean field will move the phase
boundaries away from the axes.)
the trivial and bosonic integer quantum Hall in-
sulators. The fermionic picture for this transi-
tion was discussed in Refs. [65, 66] using parton
constructions (see also Appendix B for a different
perspective) and more recently in Ref. [67] using
a coupled-wire construction. This bosonic IQH
transition has been seen numerically, and the re-
sults show evidence of a continuous phase transi-
tion [44, 45].
The mean field phase diagram implied by the above
is summarized in Fig. 1, both in the deconfined
criticality context (where U(1)Ne´el is an exact mi-
croscopic spin symmetry and U(1)VBS is emer-
gent at the critical point) and for the boson in-
teger quantum Hall transition. This mean field
picture captures only the topology of the phase di-
agram adjacent to the putative critical point: in
general the phase boundaries will meet at a cusp
(since |z1|2 + |z2|2 and |z1|2 − |z2|2 will have differ-
ent scaling dimensions) and will not lie along the
axes.
4. There is potentially a dual formulation of N = 2
QED3 directly in terms of the bosonic monopoles
f†jMa which are precisely the ΦB1 ,ΦB2 defined in
Eq. (28). The most we know about this theory if
we want to formulate it directly in terms of the
physical bosons is that it has the structure of an
(anisotropic) O(4) sigma model at θ = pi [27] dis-
cussed in Sec. II A. This is consistent with the var-
ious other known connections between this sigma
model and the QED3 theory. This effective field
theory is a convenient language for discussing the
emergent O(4) symmetry that would be required if
the strong duality conjecture holds for these theo-
ries.
B. Symmetries
We now study the symmetries of the various dual ac-
tions, and the implications of the dualities for emergent
symmetries of the easy-plane deconfined quantum crit-
ical points. Here we will discuss the symmetries from
a physical point of view natural in condensed matter
physics. This will make plausible the statements about
non-trivial emergent symmetries.
1. Continuous symmetries
In this section we will see how the duality web leads to
the possibility that the easy plane NCCP 1 theory could
have an emergent O(4) × ZT2 symmetry.15 In Sec. III C
we will express the requirements for this symmetry en-
hancement more formally in terms of the properties of
the putative ‘mother’ O(4) fixed point. Here we discuss
how the dualities, if they hold in a ‘strong’ form, lead to
this emergent symmetry.
In the duality between easy-plane NCCP 1 and QED3
we naively only expect that the continuous symmetry of
the resulting fermion theory is U(1)×U(1). As explained
in Sec. II B, the fermionic action we have written down
apparently however has manifest SU(2)×U(1)Z2 symmetry
with the SU(2) corresponding to rotations between the
two fermion flavors. Thus, we should allow for terms
that break this apparent flavor SU(2) down to U(1).
The mass term ψ¯σzψ will accomplish that but this is
precisely the operator whose coefficient is tuned to zero
at the transition. The minimal operators with no deriva-
tives that break the flavor SU(2) symmetry are thus four
fermion terms, e.g.
(
ψ¯σzψ
)2
. At the free Dirac fermion
fixed point these operators are strongly irrelevant. So if
the SU(2) symmetric QED theory has a nontrivial IR
fixed point, it is plausible that perturbations breaking
SU(2) to U(1) are also irrelevant here, and that the the-
ory with microscopic U(1) flavor symmetry flows to this
point and has emergent SU(2) flavor symmetry in addi-
tion to the other symmetries already present.
Now consider the self-duality of QED3. In the deriva-
tion of Ref. [31] of this self-duality a priori we only know
15 Here ZT2 refers to time reversal which is antiunitary.
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that the U(1) × U(1) symmetry of one side maps to
the U(1) × U(1) symmetry of the other side, with the
role of the two U(1) symmetries being exchanged by
duality (the flavor conservation symmetry on one side
becomes the flux conservation symmetry on the other
side). Again it is naively plausible that the SU(2) fla-
vor symmetry emerges in the infrared on both sides of
the duality (see Sec. III C for a more careful discus-
sion). The two flavor SU(2) symmetries on the two
sides are distinct from each other, implying that the
full continuous symmetry of the QED3 theory is then
(SU(2) × SU(2))/Z2 = SO(4). A version of this argu-
ment was previously made in Ref. [35, 68]16. We will
clarify the conditions under which this symmetry en-
hancement actually happens.
On the fermionic side, the two flavors of Dirac fermions
ψj form a spin-1/2 representation under one of the two
SU(2) subgroups in SO(4), and the dual Dirac fermions
χj form a spin-1/2 representation under the other SU(2)
subgroup. These fermions do not transform in a simple
way under the whole SO(4) group, but this is not prob-
lematic since they are not gauge invariant. The gauge
invariant operators M†afj transform as a spinor under
the flavor SU(2) of the ψ theory. As these are identified
with the boson operators z∗1z2 and Mb it follows that
these two operators are a spinor under this SU(2). Thus
this SU(2) rotates(
Φ∗B1−ΦB2
)
∼
(
n3 − in4
−n1 − in2
)
(32)
as a spinor. It is easy to see that under the flavor SU(2)
of the dual QED3 theory,(
ΦB1
ΦB2
)
∼
(
n3 + in4
n1 + in2
)
(33)
is rotated as a spinor. This means that the SO(4) sim-
ply rotates the four real components of ΦB1 ,ΦB2 , i.e.
(n1, n2, n3, n4), into one another. In the quantum mag-
netism realization these are precisely the Ne´el and VBS
order parameters.
2. Discrete symmetries
Let us now turn to discrete symmetries. We have al-
ready mentioned the Z2 spin flip symmetry S. For the
quantum magnetism realization in spin-1/2 square lat-
tice magnets, we must also discuss lattice translation,
lattice rotation, lattice reflection, and time reversal sym-
metries.
16 To be completely precise Ref. [35] stated that the enhanced sym-
metry is Spin(4) while according to our discussion it is SO(4).
In particular we will not find local operators transforming under
the ( 1
2
, 0) or (0, 1
2
) representations.
1. Z2 spin flip symmetry
The Z2 spin flip S corresponds in the microscopic
spin model to a rotation of the spin at each site
by pi around the x-axis. This is a subgroup of spin
SO(3) symmetry that is presumed to be retained in
the easy plane model. In the context of easy-plane
deconfined criticality, this symmetry ensures that
the only tuning parameter across the transition is
the symmetric mass term r(|z1|2 + |z2|2).
The full action of S in the easy-plane NCCP 1 the-
ory in the presence of background fields is:
z1 ↔ z2, B ↔ B′, b→ b. (34)
Equivalently, S takes B1 ↔ −B1, B2 ↔ B2. As
emphasized in Sec. II A, the corresponding action
on the Ne´el and VBS order parameters is
S(ΦB1) = Φ∗B1 , S(ΦB2) = ΦB2 . (35)
Thus this Z2 acts as an improper O(4) rotation
on the vector (n1, n2, n3, n4) formed from the four
real components of these fields.
In QED3, S is a transformation between ψj and its
dual fermion χj . Since the mass terms transform
under the fermion self-duality as ψ¯1ψ1 ↔ −χ¯2χ2,
the antisymmetric fermion mass term ψ¯σzψ is in-
variant, which is consistent with the operator iden-
tification described above.
We should point out that in the continuum field
theory this symmetry is actually anomalous. In
both the boson and fermion pictures the La-
grangian picks up an extra term under this sym-
metry operation:
L −→ L+ 1
2pi
(B′dB′ −BdB) = L − 1
2pi
B1dB2. (36)
For deconfined criticality realized in a lattice spin
system, this anomaly is harmless because the U(1)
symmetry probed by B2 is really a discrete lattice
rotation symmetry. However, if the symmetries
are on-site, this theory can only be regularized on
the surface of a three dimensional bulk. We shall
discuss this in more detail in Sec. V.
Including time reversal which we discuss below,
the full symmetry of the easy plane NCCP 1 fixed
point may thus be O(4) × ZT2 . Note that the en-
largement of SO(4) to O(4) is also expected from
the standpoint of the non-linear sigma model with
a theta term, Eq. (7). If O(4) is broken to SO(4)
the value of θ can be varied away from pi: this is
plausibly a relevant perturbation.
2. Bosonic self-duality symmetry
There is also a Z2 subgroup, which we denote Sψ,
of the SU(2) flavor symmetry of the QED3:
Sψ : ψ1 ↔ ψ2, B → −B, a→ a, B′ → B′.(37)
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This Sψ symmetry is not a microscopic symmetry
for the quantum magnet. In NCCP1 it becomes
the bosonic self-duality, zα → wα:
ΦB1 ↔ Φ∗B2 . (38)
This also shows that the SU(2) flavor group of the
QED3 theory must act in a highly nonlocal fashion
in the NCCP 1 theory.
On the QED side, imposing Sψ symmetry forces
the mass term to be symmetric, mψ¯jψj , which
gives a transition between two distinct (SPT)
gapped phases. On the bosonic side, this symme-
try allows the antisymmetric mass term µ(|z1|2 −
|z2|2), which also gives the SPT transition.
3. Time reversal
We now specialize to realizations of these decon-
fined critical points at the Ne´el-VBS transition in
square lattice spin-1/2 magnets. Microscopic sym-
metries then include — in addition to the spin ro-
tation and spin flip S symmetries — time reversal
and lattice symmetries.
Time reversal T is anti-unitary and acts on the
NCCP 1 fields as
T (zα) = αβzβ (39)
T (b) = −b−B −B′ (40)
T (B) = B, T (B′) = B′. (41)
(For the gauge fields we only indicate the time re-
versal action on the spatial components; the time
component will transform with the opposite sign.)
Here  = iσy is antisymmetric with 12 = 1. This
is consistent with ΦB1 → −Φ∗B1 and ΦB2 → Φ∗B2,
as befits the Ne´el and VBS order parameters re-
spectively (written in complex form). Note that,
as with the Z2 spin flip symmetry, the bosonic La-
grangian is only invariant up to an anomaly:
L → L+ 1
2pi
(B′dB′ −BdB) = L − 1
2pi
B1dB2. (42)
On the dual QED3 side, time-reversal acts as the
product SψT transformation under which
T (ψ) = Sψγ0ψ, T (a) = −a. (43)
Note that the QED3 theory also has the same
anomaly in Eq. (42).
4. Translation symmetry
It suffices to discuss unit lattice translations
along one direction, say the y-direction (x→ x,
y → y + a where a is the lattice spacing) which we
dub Ty. The Ne´el and VBS orders clearly trans-
form as
Ty(ΦB1) = −ΦB1 Ty(ΦB2) = Φ∗B2 . (44)
In the NCCP 1 theory, this is implemented as
Ty(zα) = αβz
∗
β , (45)
Ty(b) = −b (46)
Ty(B) = −B′, Ty(B′) = −B. (47)
Just like with the Z2 spin flip, or time reversal sym-
metry, the NCCP 1 Lagrangian is invariant under
Ty only up to an anomaly (shift by
1
2piB1dB2). On
the QED3 side, Ty takes the fermions ψ to their
fermionic duals χ though the detailed transforma-
tion is different from that of the Z2 spin flip sym-
metry. Specifically we have
ψ1 ↔ −χ†1 ψ2 ↔ χ†2 a↔ −a˜. (48)
Note that the symmetric mass ψ¯ψ is odd under Ty
while the anti-symmetric mass ψ¯σzψ is even, ex-
actly as expected from the corresponding operators
on the bosonic side.
A simple way to understand the action of Ty is as
follows. From Eq. (44) we see that the action of Ty
on the physical order parameters is similar to that
of S if we exchange the Ne´el and VBS orders. To
make this precise consider the modified translation
T˜y = UB1(pi)Ty which combines translation with a
pi rotation of the easy plane Ne´el vector. Then the
physical order parameters transform as
T˜y(ΦB1) = ΦB1 , T˜y(ΦB2) = Φ
∗
B2 . (49)
Thus we see that it is precisely the S operation per-
formed after a charge-conjugation transformation
C that takes all the fields to their charge-conjugate.
This identification is nicely consistent with the ac-
tion of Ty in the QED3 theory in Eq. (48). The
extra (−) sign in Eq. (48) is simply due to the ad-
ditional UB1(pi) in the definition of T˜y.
5. Rotation and reflection symmetries
Lattice rotations by pi2 about a square lattice site
act very simply on the Ne´el and VBS vectors. We
have
Rpi
2
(ΦB1) = ΦB1 , Rpi2 (ΦB2) = iΦB2 . (50)
This is part of a UB2(1) rotation whose role in the
various dualities we have already discussed. A site-
centered lattice reflection Ry, say about the x-axis
(x→ x, y → −y) acts as
Ry(ΦB1) = ΦB1 , Ry(ΦB2) = Φ
∗
B2 . (51)
To define its action simply let us denote, for any
gauge field A = (A0, Ax, Ay) the reflected version
by RA = (A0, Ax,−Ay). Then Ry acts in the z-
formulation as
Ry(zα) = zα, Ry(b) = Rb+RB +RB
′, (52)
Ry(B) = −RB′, Ry(B′) = −RB. (53)
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It is readily checked that the NCCP 1 Lagrangian
is invariant under this transformation and there is
no anomaly. On the fermion side, Ry again in-
volves a duality transformation between ψ and χ:
ψ1 → γyχ2, ψ2 → γyχ1, a→ Ra˜. (54)
C. Allowed symmetry breaking terms
The strong forms of the dualities discussed here in-
volve the emergence of higher symmetries than are
present in the UV Lagrangians. In order for the dualities
to hold in the IR without fine-tuning, the hypothetical
higher-symmetry fixed point must exist and must be sta-
ble to all perturbations allowed by the symmetry of the
UV theory. Here we clarify these stability requirements.
As will be discussed in Sec. IX, it is also possible that
there is no fixed point with the higher symmetry, but
that there is a pseudocritical regime up to a large but
finite lengthscale ξ; in this case the requirements should
be interpreted in terms of the effective scaling dimen-
sions in this regime.
We consider perturbations of the hypothetical O(4)–
symmetric point relevant to Nf = 2 QED3 and the easy-
plane NCCP 1 model. Here we will take QED3 to be
defined with full SU(2) flavor symmetry, as done for in-
stance in the lattice calculations of Ref. [43]. We will
see that the conditions for the emergence of O(4) are
more stringent for easy-plane NCCP 1 than for QED.
Therefore in principle it is possible that the self-duality
of QED3 could hold, with emergent O(4), but that easy-
plane NCCP 1 could fail to flow to this fixed point. (By
contrast, the requirements for the emergence of SO(5)
are similar for the bosonic and fermionic theories, as we
will see in Sec. IV D.)
To begin, the hypothetical fixed point must be sta-
ble to O(4)-singlet scalar perturbations. We certainly
expect a relevant perturbation which is invariant under
SO(4) = [SU(2) × SU(2)]/Z2 but not under improper
O(4) transformations: in the language of the sigma
model for the field (n1, n2, n3, n4) (Secs. II A, III B 1) this
corresponds to varying the coefficient of the θ term away
from pi. But this perturbation is harmless as it is for-
bidden by time reversal, and in the easy-plane NCCP 1
model also by the Z2 spin-flip symmetry S (Sec. III B 2).
Apart from the O(4) vector order parameters na de-
fined in Eq. 33 it is natural to expect the next leading
scalar operators to be those in the two and four-index
symmetric tensor representations of O(4). We denote
these X
(2)
ab and X
(4)
abcd. At the level of symmetry,
X
(2)
ab ∼ nanb − δabn2/4, X(4)abcd ∼ nanbncnd − (. . .),
(55)
where the subtraction (. . .) makes the operator traceless.
X(2) is certainly relevant.
The two-index symmetric tensor X
(2)
ab corresponds to
the (1, 1) representation of SU(2) × SU(2). All com-
ponents of this operator are therefore forbidden by
the explicit SU(2) of QED. In the easy plane model
one component,
∑2
a=1X
(2)
aa , is allowed but is precisely
the tuning parameter for the Ne´el-VBS transition: i.e.
1
2 (|ΦB2 |2 − |ΦB1 |2) in terms of the complex Ne´el and
VBS order parameters. The four-index symmetric ten-
sor X(4) is the (2, 2) representation of SU(2)×SU(2), so
again all components are forbidden by the explicit SU(2)
of QED. However in the easy-plane NCCP 1 model the
Ne´el-VBS anisotropy
∑2
a=1
∑4
b=3X
(4)
aabb is allowed, and
microscopic models on the square lattice will also allow∑2
a=1X
(4)
aaaa.17
Since the easy plane model allows an O(4)–breaking
perturbation that is forbidden for QED, it is conceivable
that the QED self-duality holds, with emergent O(4), but
that the strong duality with easy-plane NCCP 1 does
not hold. This scenario would apply if there was an
O(4) (pseudo)critical regime in which X(4) was relevant,
but the perturbations allowed in the QED theories were
irrelevant.
The explicit SU(2) of QED restricts such perturba-
tions to representations of the form (0, integer). In the
sigma model language, the simplest such terms involve
two derivatives and four powers of n, so are plausibly ir-
relevant, as argued in Ref. [27]. In other words, if there
is an O(4) fixed point which is stable to O(4)–singlet
perturbations, it is very likely that QED flows to it.
From the point of view of the fermionic Lagrangians,
both types of perturbation (those allowed in the easy-
plane model and those allowed in QED) can be cast as
four-fermion terms, giving a plausibility argument for
their irrelevance. The breaking of the symmetry of QED
to that of the easy plane model allows a four-fermion
operator, as discussed in Sec. III B 1. For the possi-
ble emergence of SU(2) × SU(2), consider the following
‘weak’ form of the fermion-fermion duality. We expect
that in principle there is an exact UV duality between
a cutoff version of QED with SU(2)B × U(1)B′ symme-
try and an effective field theory version of QED (with
a highly fine-tuned Lagrangian) in which the explicit
continuous symmetry is U(1)B × U(1)B′ . (For conve-
nience we label the groups by the probe field for the
U(1) part.) Since the simplest terms that break SU(2)B′
are four-fermion terms in this dual description, it is plau-
sible that SU(2)B′ will emerge in the continuum, giving
full SU(2)B × SU(2)B′ .
17 In fact for the lattice antiferromagnet another symmetry- break-
ing term is allowed: (∂xn1)2 + (∂yn2)2 + ... (see also note in
Sec. IV D). (This operator lives in a spin-2 representation of
spatial rotations; for a 3D CFT, unitarity bounds indicate that
spin-2 operators have RG eigenvalue ≤ 0.) This perturbation is
absent for the continuum easy-plane NCCP 1 field theory, where
the VBS U(1) is an exact internal symmetry.
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IV. SU(2) SYMMETRIC NCCP 1 AND
FERMIONIC QED3–GN
We now turn to the deconfined critical point with
full SU(2) symmetry. We propose a duality between
the SU(2) symmetric NCCP 1 model and the Nf = 2
QED3–GN theory,∑
α=1,2
|Dbzα|2 −
(|z1|2 + |z2|2)2 (56)
⇐⇒
∑
j=1,2
ψ¯ji /Daψj + φ
∑
j=1,2
ψ¯jψj + V (φ), (57)
where φ is a critical Ising field (real scalar), with the Ising
terms (∂φ)2 − φ4 suppressed for notational convenience.
The QED3-GN model has not been studied numerically
as far as we know. The duality suggests the possibility
of critical behavior with emergent symmetry.
To justify this duality, we consider the phases of the
QED3–GN Lagrangian in Eq. (57), making use of the
results for the pure QED in Sec III. First, the phase with
a positive mass term for φ and 〈φ〉 = 0 is expected to be
equivalent to QED3, and dual to the critical easy plane
NCCP1 theory. What does the coupling to φ mean in
the bosonic theory? The mass term ψ¯ψ is identified with(|z1|2 − |z2|2) in Eq. 30, so the coupling to the scalar field
becomes
φ
(|z1|2 − |z2|2) . (58)
Now consider the QED3-GN theory in the phase where
〈φ〉 6= 0, induced by turning on a negative mass term
for φ. This gives the symmetric mass term for QED3
and the antisymmetric mass for easy-plane NCCP 1, as
discussed under Eq. (31). The theory becomes trivially
gapped (except for response terms). Finally, what does
the phase transition associated with the onset of 〈φ〉 of
the QED3-GN model correspond to on the boson side?
We propose that it is the critical point of the SU(2)
invariant NCCP 1 model.
The discussion of the phase diagram above gives a
basic consistency check on this duality. The operator
identification goes as follows: the Ising field φ on the
fermionic side is dual to |z1|2 − |z2|2 on the bosonic side.
The Ising mass −λφ2 is dual to the anisotropy λ|z1|2|z2|2
on the bosonic side.18 The phases with 〈φ〉 = 0 and
〈φ〉 6= 0 correspond respectively to the easy-plane critical
theory and to a gapped state with easy-axis Ne´el order.
To be more precise, the duality with the critical SU(2)
invariant NCCP 1 model requires an emergent SO(5)
symmetry: the basic assumption underlying the duality
is that allowed terms in each theory which break this
18 Strictly speaking the anisotropy term dual to the Ising mass
should be λ[|z1|2|z2|2−α(|z1|2 + |z2|2)], where the second term
is added to keep the theory critical when λ > 0. We discuss this
further in Sec. IV E.
symmetry are irrelevant. We will make this explicit in
Sec. IV D. Once again we postpone a detailed discussion
of the matching of the symmetries of the two sides and
their implications until Sec. IV C.
A. Duality from the sigma model
We now provide an alternative understanding of the
proposed duality, from the standpoint of the non-linear
sigma model description of the SU(2) invariant NCCP 1
model. We propose the equivalence between the 2+1D
SO(5) nonlinear sigma model with a WZW term at level
1 (extended to a strong-coupling fixed point) and N =
2 QED3 deformed with a quartic interaction term to a
critical point at λ = λc:
L = 1
g
(∂µn)
2 +
2pi
Ω4
∫ 1
0
du na∂un
b∂xn
c∂yn
d∂tn
e
⇐⇒ L =
2∑
j=1
ψ¯ji /Daψj +
λ
2
 2∑
j=1
ψ¯jψj
2 . (59)
We also identify a relevant perturbation on both sides of
the duality:
u(n5)
2 ∼ u
 2∑
j=1
ψ¯jψj
2 . (60)
When u > 0 we expect that n5 can be treated as
effectively zero in the SO(5) sigma model, so that this
theory reduces to an O(4) nonlinear sigma model with a
Θ−term at Θ = pi:
L = 1
g
(∂µn)
2 +
Θ
Ω3
na∂tn
b∂xn
c∂yn
d, Θ = pi. (61)
This theory has been shown [27], with some assumptions,
to be the low energy effective theory of N = 2 QED3.
Consistent with this, a positive u in the QED3–Gross-
Neveu model will drive the system back to QED3.
When u < 0, the SO(5) sigma model develops a
nonzero expectation value 〈n5〉. This spontaneously
breaks the Z2 subgroup of the SO(5). Depending on
the sign of 〈n5〉, the effective O(4) sigma model for the
remaining components (which we may imagine deriv-
ing by integrating out fluctuations in n5) will flow to
either Θ = 2pi or Θ = 0. The QED3–Gross-Neveu
model with u < 0 spontaneously condenses 〈∑j ψ¯jψj〉.
This precisely yields the two phases with Θ = 0 and
2pi. A condensate of 〈∑j ψ¯jψj〉 spontaneously breaks
the Z2 subgroup of O(4) (the Z2 transformation that
exchanges the two SU(2) subgroups), which is also the
Z2 subgroup of SO(5): Z2 takes (n1, n2, n3, n4, n5) to
(−n1,−n2,−n3, n4,−n5).
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B. Self-dualities
We showed that the easy-plane duality Eq. (22) nat-
urally motivates the duality of the SU(2) symmetric
NCCP 1 theory in Eq. (56). Following the same logic,
the self-dualities of easy-plane NCCP 1 and the QED3
theories also motivate further self-dualities with higher
symmetries. For the NCCP 1 model, this self-duality
reads ∑
α=1,2
|Dbzα|2 −
(|z1|2 + |z2|2)2
⇐⇒
∑
α=1,2
|Db˜wα|2 −
(|w1|2 + |w2|2)2 . (62)
In the dual theory, the U(1) phase rotation symmetry of
the local operator w∗1w2 corresponds to the flux conser-
vation of the b gauge field in the original theory; likewise
the flux conservation of b˜ in the dual theory corresponds
to the U(1) phase rotation symmetry of z∗1z2 in the origi-
nal theory. One can check the consistency of this duality
by turning on an anisotropy term
λ|z1|2|z2|2 ∼ λ|w1|2|w2|2. (63)
When λ > 0, both theories flow to easy-plane NCCP 1,
where the self-duality holds.19 When λ < 0, both theo-
ries flow to the easy-axis limit, where the system becomes
trivially gapped.
Similarly for the QED3-GN model we have the self-
duality ∑
j=1,2
ψ¯ji /Daψj + φ
∑
j=1,2
ψ¯jψj + V (φ)
⇐⇒
∑
j=1,2
χ¯ji /Da˜χj − φ
∑
j=1,2
χ¯jχj + V (φ). (64)
The switching of the two global U(1) symmetries in
the two pictures is similar to that in the self-duality of
NCCP 1. The consistency of this duality is checked by
turning on a mass term for the Ising scalar fields on both
sides: when 〈φ〉 6= 0 both sides are trivially gapped, and
when φ is gapped the duality follows from the self-duality
of QED3.
C. Symmetries
We now study the symmetries of the NCCP 1 theory
and its duals. We simply assume the correctness of the
proposed dualities.
19 Strictly speaking, when λ > 0, we need to compensate the
anisotropy term with a mass term −αλ(|z1|2 + |z2|2) (likewise
for the w-theory), to keep the theories on both sides critical. We
discuss this further in Sec. IV E.
The bosonic side has a manifest SO(3) × O(2) sym-
metry, where the z bosons are SO(3) spinors, and the
global U(1) symmetry is simply the flux symmetry of
the gauge field b. The fermionic side also has a (differ-
ent) manifest [SU(2)×U(1)]/Z2 symmetry (more pre-
cisely [SU(2)× Pin(2)−]/Z2 when charge conjugation is
accounted for).
How do these symmetries act on physical operators?
Collecting the various gauge-invariant order parameters,
we have (recall thatMb is the monopole operator in the
NCCP 1 model)
(2ReMb, 2Im(Mb), z†σxz, z†σyz, z†σzz)
∼ (n1, n2, n3, n4, n5). (65)
The operators (n3, n4, n5) ∼ (z†σxz, z†σyz, z†σzz)
form a fundamental representation of the
SO(3) symmetry in the NCCP 1 model, while
(n1 + in2, n3 − in4) ∼ 2(Mb, z∗2z1) transforms as a
spin-1/2 representation of the flavor SU(2) symmetry of
the QED3 theory. It is easy to see that the vector in
Eq. 65 then forms a vector representation of an enlarged
SO(5) symmetry.
The O(2) symmetry of the NCCP 1 theory acts as
follows: proper rotations act only on (n1, n2), while im-
proper rotations also multiply (n3, n4, n5) by a minus
sign. [Therefore the SO(3)×O(2) of NCCP 1 is indeed
a subgroup of SO(5).] The U(1) flux symmetry of the
QED3 theory acts as a common phase rotation of both
n1 + in2 and n3 − in4. Finally the charge conjugation
symmetry of QED3, which reverses the charge under this
U(1), acts as (n1, n2, n3, n4)→ (−n3,−n4, n1, n2).
A different and interesting perspective is provided by
taking the proposed strong self-duality of the SU(2) in-
variant NCCP 1 model as our logical starting point. In
the original model, the operators (z†σxz, z†σyz, z†σzz)
form a vector under a global SO(3) symmetry. In
the dual model, the operators (w†σxw,w†σyw, z†σzw)
form a vector under another global SO(3). Since
z†σzz ∼ w†σzw, it is easy to see that the operators
(w†σxw,w†σyw, z†σxw, z†σyz, z†σzz) form a vector un-
der an enlarged SO(5) symmetry. Thus, the strong self-
duality of the SU(2) invariant NCCP 1 model implies
the presence of an enlarged SO(5) symmetry. Con-
versely, the numerical evidence for the emergence of
SO(5) symmetry at the Ne´el-VBS transition may be
taken as support for the proposed self-duality of the
SU(2)–invariant NCCP 1 model.
Further support comes from considering a deforma-
tion of the model to reach the easy plane model. In the
z-theory, this can be accomplished by perturbing with
the operator (z†σzz)2. In the w-theory the same oper-
ator is represented as (w†σzw)2. We expect that this is
a relevant perturbation (see Sec. IV D). The resulting
flow leads directly to the self-duality of the easy plane
NCCP 1 model which has been independently derived
(in its weak form). This is a good consistency check on
the self duality of the SU(2) invariant model.
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The action of discrete symmetries is similar to the easy
plane case discussed above. Note, however, that the S
symmetry is a subgroup of the SU(2) flavor symmetry
of the NCCP 1 theory, and that Sψ is a subgroup of the
SU(2) flavor symmetry of QED3. We, thus, do not need
to consider them separately. For square lattice spin-1/2
magnets, the action of time reversal and lattice symme-
tries may be readily inferred from the easy plane case
once we recognize that the extra field φ transforms iden-
tically to z†σzz.
D. Allowed symmetry breaking terms
We now study the SO(5)-breaking operators that are
allowed by microscopic symmetries. These operators
must be irrelevant in order for the dualities and the emer-
gent symmetries to hold in the IR without fine-tuning.
Again we point out that in the situation where there
is no fixed point with the higher symmetry, there could
still be a pseudocritical regime up to a large but finite
lengthscale ξ (see Sec. IX); in this case the requirements
should be interpreted in terms of the effective scaling
dimensions in this regime.
The putative emergent symmetry for the NCCP 1
model and QED-Gross-Neveu is SO(5). A natural guess
is that the leading scalar operators, apart from the SO(5)
vector na defined in Eq. (65), are those in the two and
four-index symmetric tensor representations of SO(5).
We denote these X
(2)
ab and X
(4)
abcd. At the level of sym-
metry,
X
(2)
ab ∼ nanb − δabn2/5, X(4)abcd ∼ nanbncnd − (. . .),
(66)
where the subtraction (. . .) makes the operator traceless.
X(2) is certainly relevant.20 The microscopic symmetries
of NCCP 1 allow the perturbation
∑5
a=3X
(2)
aa , which is
an anisotropy between Ne´el and VBS (∼ 25 [n23 + n24 +
n25]− 35 [n21 +n22]) and QED-GN allows X(2)55 , correspond-
ing to the mass term for the scalar field φ. Since these
are the perturbations that are tuned away to reach the
critical point, they do not pose a problem for stability.
However stability does require the irrelevance of X(4),
as this gives rise to further symmetry–allowed pertur-
bations. The symmetries of NCCP 1 allow the higher
Ne´el-VBS anisotropy
∑2
a=1
∑5
b=3X
(4)
aabb. For a quantum
antiferromagnet on the square lattice,21 the anisotropy
20 See [15] for numerical results for correlation functions of X(2)
components.
21 For the quantum antiferromagnet we are also allowed the term
(∂xn1)2 + (∂yn2)2 + .... The emergence of U(1) symmetry for
the VBS in JQ model simulations [6, 8] implies that this term
is also irrelevant. This term is absent for the model of [14, 15]
since this model is isotropic in space-time.
∑2
a=1X
(4)
aaaa, which breaks the U(1) symmetry for the
VBS down to Z4, is also allowed. In QED-GN the
anisotropy X
(4)
5555 is allowed.
Stability also requires the irrelevance of all SO(5)-
singlet scalar operators. As discussed in Sec. IX, this
requirement is in tension with conformal bootstrap re-
sults [24, 25]. However, the numerical evidence for SO(5)
suggests that there is at least a pseudocritical regime
where allowed SO(5)–breaking perturbations, including
X(4), are effectively irrelevant.
E. Phase diagram
We now discuss the phase diagram of the quan-
tum magnet near the SU(2)-invariant deconfined critical
point, allowing for a perturbation that breaks the spin
symmetry to easy-plane. We assume the emergence of
SO(5) symmetry at the SU(2) critical point.
It is useful to organize perturbations into representa-
tions of the SO(5) symmetry. The two perturbations
that we must consider live in the symmetric tensor rep-
resentation X(2) of SO(5) discussed above (we drop the
superscript),
Xab ∼ nanb − δab
5
n2, (67)
and we denote them
O1 = X11 +X22, O2 = X55. (68)
First, the leading perturbation allowed in an SU(2)-
symmetric spin model is δL = λ1O1, which drives the
system into the Ne´el ordered phase for λ1 < 0 and
into the VBS phase for λ1 > 0. Second, breaking the
spin symmetry down to that of the easy plane model al-
lows the anisotropy δL = λ2O2. Again we already know
the effect of this operator on its own: it drives the sys-
tem into an easy-axis-ordered gapped phase for λ2 > 0,
and to the Ne´el-VBS phase transition of the easy plane
model, potentially with O(4) symmetry, for λ2 < 0.
The full phase diagram for small (λ1, λ2) follows by
SO(5) symmetry, assuming that the only ordered phases
in the vicinity of the SU(2) critical point are those men-
tioned above. Essentially, each of the three ordered
phases is determined by which components of na are fa-
vored by the potential λ1(X11 +X22) + λ2X55. More
formally, the transition line λ1 = λ2 > 0 between the
Ising and VBS ordered phases may be fixed by noting
that it corresponds to the perturbation
λ1(X11 +X22 +X55) = −λ1(X33 +X44), (69)
where we have used the tracelessness of X. This is re-
lated to the Ne´el ordered line λ1 < 0, λ2 = 0 by the
SO(5) rotation n1 ↔ n3, n2 ↔ n4, which is precisely
the self-duality of the NCCP 1 theory. The phase dia-
gram in the (λ1, λ2) basis is shown in Fig. 2.
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FIG. 2. Phase diagram near the SO(5)-invariant fixed point
with perturbation of the form λ1(X11 +X22) + λ2X55.
If we neglect perturbations that are irrelevant at the
SO(5) fixed point, the transition between VBS and easy-
axis order is governed by a Lagrangian with an emergent
O(3) symmetry rotating (n1, n2, n5). This is sponta-
neously broken to SO(2) once λ1 = λ2 flows to an order
one value, yielding a pair of Goldstone modes. In reality,
these Goldstone modes are only approximate if the bare
λ1 = λ2 is finite; the emergent O(3) is explicitly broken
by dangerously irrelevant higher anisotropies22 which are
allowed by the symmetries of the lattice model. However
these anisotropies will appear only at a parametrically
large lengthscale when the bare λ1 = λ2 is small.
Similarly, the line λ1 = 0, λ2 < 0 which leads to the
easy-plane deconfined transition has an emergent O(4)
symmetry when higher anisotropies are neglected. Here
however it is possible that the O(4) symmetry survives
to asymptotically long lengthscales: this depends on the
ultimate fate of the easy-plane theory.
The structure of the phase diagram above could be
tested numerically. The most basic test is that the
phase boundaries all meet at nonzero angles, showing
that the distinct components of X have the same scal-
ing dimension.23 There is also universal information
in the slopes of the phase boundaries. In the micro-
scopic model a more natural basis for perturbations
is δL = λ˜1O1 + λ˜2O˜2, where O1 is the lattice operator
which drives the Ne´el-VBS transition and O˜2 ∼ X55 +
1
3 (X11 + X22) is a modified easy-plane anisotropy. The
numerical coefficient in the latter is fixed by demanding
that it belongs to the traceless symmetric tensor rep-
resentation of spin SO(3): Aij ∼ Xij + 13 (X11 +X22),
where i, j = 3, 4, 5. In NCCP 1, O1 ∼ −|z|2 and
O˜2 ∼ [|z1|2 − |z2|2]2 − 13 [|z1|2 + |z2|2]2. When we draw
the phase diagram in the (λ˜1, λ˜2) plane, the easy-axis
22 Components of X(4) in the notation of Sec. IV D. These are
presumed to be irrelevant at the SU(2) critical point, but are
relevant in the O(3)-breaking phase.
23 See Ref. [15] for a direct numerical test of this using correlation
functions.
Ne´el/VBS transition line is at λ˜1 = 2cλ˜2, and the easy-
plane Ne´el/VBS transition line is at λ˜1 = −cλ˜2. The
constant c > 0 is arbitrary since the normalization of
the lattice operators is arbitrary, but the ratio of the
slopes of the two lines is a fixed constant which could be
checked numerically. The phase diagram in this (λ˜1, λ˜2)
basis is shown schematically in Fig. 3.
FIG. 3. Phase diagram near the SO(5)-invariant fixed point
with perturbation of the form −λ˜1(|z1|2 + |z2|2) + λ˜2[(|z1|2−
|z2|2)2− 13 (|z1|2 + |z2|2)2]. This is the natural perturbation to
consider in the context of deconfined criticality in quantum
magnets. The emergent SO(5) symmetry requires that the
slope of the lower transition line is twice that of the upper
transition line.
Alternately we may check universal amplitudes using
correlation functions, once the location of one of the non-
trivial transition lines is determined. Let us normalize
Xab so that
〈Xab(x)Xcd(0)〉 = 1
2
(
δacδbd + δadδbc − 2
5
δabδcd
)
1
x2∆2
,
(70)
where ∆2 is the scaling dimension of Xab. Assume
that we can identify (numerically) either the pertur-
bation O2 ∼ −X55 which drives the system along the
VBS/easy-plane Ne´el phase boundary, or the perturba-
tionO3 ∼ X11 +X22 +X55 that drives the system to the
first-order transition between the VBS and the easy-axis
Ne´el state. Then by Eq. (70) the following statements,
independent of normalization, should be true:
〈O1(x)O2(0)〉2
〈O1(x)O1(0)〉〈O2(x)O2(0)〉 =
1
6
,
〈O1(x)O3(0)〉2
〈O1(x)O1(0)〉〈O3(x)O3(0)〉 =
4
9
. (71)
Similar tests are possible in the QED-Gross-Neveu
theory, if the fixed point is found. There O2 ∼ φ2 is the
Ising mass operator that drives the system through the
Gross-Neveu transition between QED3 and the gapped
phase in which φ has condensed. The fermion chiral mass
ψ¯1ψ1 − ψ¯2ψ2 is a mixture of O1 and O2. The SU(2)
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flavour symmetry of QED requires the chiral mass to be
orthogonal to O2, so by Eq. (70)
ψ¯1ψ1 − ψ¯2ψ2 ∼ O1 + 1
2
O2. (72)
Now if we consider a perturbation of the form mφφ
2 +
mψ(ψ¯1ψ1−ψ¯2ψ2), the phase diagram will look like Fig. 4.
The phase diagram is symmetric under the reflection
across the mφ axis simply because of the fermion flavor
symmetry. The two transitions lines near the gapped
phase are given by mφ = ± 12c′mψ > 0 with c′ > 0 being
a normalization-dependent constant. So c′ alone does
not provide nontrivial information. However, it enters
into the ratio of correlation functions:
〈φ2(x)φ2(0)〉
〈(ψ¯1ψ1 − ψ¯2ψ2)(x)(ψ¯1ψ1 − ψ¯2ψ2)(0)〉
=
4
5
(c′)2, (73)
which is in principle testable.
FIG. 4. Phase diagram near the SO(5)-invariant fixed point
with perturbation of the form mφφ
2 + mψ(ψ¯1ψ1 − ψ¯2ψ2).
This is the natural perturbation to consider in the context of
QED3–Gross-Neveu theory. The emergent SO(5) symmetry
predicts that the slope of the transition lines is related to
the relative amplitude of the correlation functions of the two
operators, Eq. (73)
We end this section with a discussion on the nature of
the transitions at mφ = ± 12c′mψ > 0 in Fig. 4. As dis-
cussed already, we expect the two transitions to be direct
first order, instead of broadening into coexistence phases.
How do we understand this from a fermion mean-field
point of view? We can calculate the mean field free en-
ergy with respect to mψ and 〈φ〉, treating the fermions as
almost non-interacting, which is valid when the fermion
flavor number Nf →∞. The result is proportional to
E ∼ |mψ + 〈φ〉|3 + |mψ − 〈φ〉|3. (74)
Interestingly, this function gives no preference to either
scenario (first order or coexistence). Presumably fluctu-
ations beyond mean-field will break this degeneracy and
lead to a direct transition.
V. BULK INTERPRETATION: U(1)× U(1)
THEORY
From the sigma model point of view, it is known that
the symmetries of the field theories discussed so far have
to be anomalous [53, 69]. Deconfined criticality can nev-
ertheless be realized in quantum magnets because lattice
rotation symmetries are not on-site, and therefore can
be implemented in a seemingly anomalous fashion in the
continuum theory. If we want all the symmetries to be
on-site, the theories must be regularized on the bound-
ary of a 3 + 1D bulk. In this section we discuss the bulk
physics corresponding to the easy-plane deconfined crit-
ical point. This provides considerable insight into the
duality web and the unconventional symmetry actions
of the theory.
In Eq. (36) we see that the spin-flip S, time reversal,
and other symmetries are anomalous:
L → L− 1
2pi
B1dB2. (75)
We will initially focus on the S symmetry. This anomaly
is natural from the sigma model approach: the S sym-
metry is an improper O(4) rotation (n1, n2, n3, n4) →
(n1,−n2, n3, n4) which fixes θ = pi, and such a symme-
try is typically expected to be anomalous.
The anomaly can be cured by placing the 2 + 1D the-
ory at the boundary of a 3 + 1D bosonic SPT insulator
with [U(1)oZ2]×U(1) symmetry. Let us couple 3 + 1D
background gauge fields B1 and B2 to the two U(1) sym-
metries such that under S they transform as
S : B1 → −B1, B2 → B2. (76)
A non-trivial SPT phase of such a bosonic system then
has a response characterized by a mutual Θ term at Θ =
pi for the two gauge fields B1 and B2 of the form
− Θ
(2pi)2
∫
Bulk
dB1 ∧ dB2, Θ = pi (77)
Notice that under S, Θ → −Θ, and therefore Θ = pi is
protected24 by the S symmetry.
Now consider the surface of this boson SPT phase.
The bulk Θ term leads to a surface state with anoma-
lous symmetry realization. Clearly this anomaly is ex-
actly the same as in the 2 + 1D easy plane NCCP 1 field
theory, Eq. (36). Specifically if we add a bulk contribu-
tion, − 14piB1dB2, to the Lagrangian, defining
Lz,SPT = Lz − 1
4pi
B1dB2, (78)
(where the extra term, which is not well-defined as a
mutual Chern-Simons term in pure 2 + 1D, is really a
24 We have used the periodicity of the physics under shifts Θ →
Θ + 2pi which holds for this system.
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short-hand for the bulk mutual Θ-term at Θ = pi) it is
easy to check that Lz,SPT is indeed invariant under the
spin-flip symmetry.
Now imagine gauging the U(1)B1 ×U(1)B2 symmetry
in the bulk. An important observation is that due to
the mutual Θ-term the monopole of one species carries
charge ±1/2 of the other species. Let us label the charge-
monopole lattice by (qe1, qe2; qm1, qm2). Here (qe1, qm1)
are the electric and magnetic charges under U(1)B1 , and
so on. The mutual Θ term implies the relations
qe2 =
qm1
2
(mod Z), qe1 =
qm2
2
(mod Z). (79)
Note that qm1, qm2 ∈ Z.
There is a correspondence between fields in the bound-
ary theory and particles in the bulk theory: bulk electric
charges correspond to electrically charged surface fields,
and bulk magnetic charges correspond to vortices on the
surface. For the ‘physical’ bosons the correspondence
is ΦB1 ∼ (1, 0; 0, 0) and ΦB2 ∼ (0, 1; 0, 0). The surface
fields z1,2 are vortices in ΦB2 , and they carry charge
qB1 = ±1/2. Their bulk avatars are thus the dyons
z1,2 ∼ (± 12 , 0; 0, 1).
The bosonic self-duality of the easy plane NCCP 1
theory leads to a description in terms of complex fields
w1,2 which are vortices of ΦB1 and carry charges qB2 =
±1/2. Clearly their bulk avatars are w1,2 ∼ (0,± 12 ; 1, 0).
The surface self-duality is thus connected to the obvious
bulk duality between descriptions in terms of these two
sets of dyons.
Consider the bound states of these two kinds of dyons
with quantum numbers
(
1
2
,
1
2
; 1,−1), (−1
2
,−1
2
; 1,−1). (80)
These are both fermions. We identify them as the bulk
avatars of ψ1,2. This can be confirmed directly from the
surface theory. Consider the QED3 theory with ψ1,2
fermions in Eq. (22) with the added ‘bulk’ contribution
− 14piB1dB2. Notice that B = (B1 + B2)/2. We see
that the ψ1,2 fermions indeed have the right charges and
vorticities to correspond to these bulk fermionic dyons.
Thus the duality between the easy plane NCCP1 the-
ory and the QED3 theory can be understood in terms of
a bulk duality that trades the bosonic (± 12 , 0; 0, 1) par-
ticles with the fermionic particles of Eq. (80).
What about the dual fermions χ1,2? They correspond
to
(
1
2
,−1
2
; 1, 1), (−1
2
,
1
2
; 1, 1). (81)
Indeed this is exactly what is implied by the dual
fermionic surface theory.
The fermion-fermion duality of QED3 can thus be re-
lated to a corresponding bulk fermion-fermion duality of
the U(1)× U(1) gauge theory.
Notice that (qe1, qe2; qm1, qm2) →
(−qe1, qe2;−qm1, qm2) under S. It is immediately
clear that the two fermionic dyons corresponding to ψ1,2
become the two dyons corresponding to χ1,2 under S.
This offers a bulk interpretation of the non-trivial action
of S on the surface QED3 theory, which exchanges ψ1,2
and their dual fermions χ1,2.
Likewise, under the fermion flavor exchange symmetry
Sψ, which acts asB1 ↔ −B2, the dyons corresponding to
z1,2 and w1,2 are exchanged. This is a simple bulk picture
of the symmetry action in the boundary NCCP 1 model,
which is implemented through the self-duality transform.
Note that the U(1) × U(1) gauge theory has an
Sp(4, Z) invariance corresponding to basis changes in
the four dimensional charge-monopole lattice. This is
because the basis change must preserve the area of the
unit cell of each two dimensional subspace corresponding
to each of the two U(1) gauge theories. The surface web
of dualities we have discussed can be understood as the
effects of various Sp(4, Z) transformations of the bulk
gauge theory.
We should also emphasize that the bulk duality offers
a simple picture of the surface duality, but does not prove
the surface duality between IR fixed point theories.
Now let us turn briefly to time reversal which acts on
B1,2 as
T (B1,2) = B1,2. (82)
Under this the bulk Θ term is odd, but as before Θ = pi
is time reversal symmetric. Correspondingly when a sur-
face is present, the contribution from this bulk Θ term
will exactly cancel the time-reversal anomaly of the sur-
face theories. The bulk charges transform under time
reversal as
T : (qe1, qe2; qm1, qm2)→ (−qe1,−qe2; qm1, qm2). (83)
It is readily checked that this is precisely consistent with
the time reversal action on each of the surface theories.
We already saw that the translation T˜y can be related
to a combination of S and Sψ and therefore does not
need separate discussion.
VI. THEORIES WITH MANIFEST SO(5)
SYMMETRY
So far none of our field-theoretic descriptions of the de-
confined critical point possessed explicit SO(5) symme-
try in the UV: this symmetry at best emerged in the IR.
An exception was the SO(5) NLSM with a WZW term
at level 1; however, this model is non-renormalizable,
so while one can infer symmetry information from it,
strictly speaking its dynamics in the disordered phase
is not well-defined. Here we present two renormalizable
theories with explicit SO(5) symmetry, namely Nf = 2
QCD3 and its Higgs descendent Nf = 4 compact QED3.
While the IR fates of these theories are unknown, they
share the same anomaly with the deconfined critical
point. So there is the possibility (among others) that
either of them may flow to the deconfined critical point.
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A. Parton construction of Nf = 2 QCD3
To see the connection between deconfined criticality
and these theories, we now review the construction of
the pi-flux state on the square lattice [70] and demon-
strate that its low energy theory, QCD3, has an emer-
gent SO(5) symmetry. The Neel and VBS order param-
eters transform, as expected, as the 5 components of an
SO(5) vector.
Consider the standard fermionic parton decomposi-
tion:
Si =
1
2
f†iασαβfiβ , f
†
αifαi = 1, (84)
where i labels a lattice site and the spin indices α, β are
summed over. Let us form a matrix
Xi =
(
fi↑ −f†i↓
fi↓ f
†
i↑
)
. (85)
The decomposition (84) is invariant under local SU(2)
gauge rotations
SU(2)g : Xi → Xi(Ugi )†. (86)
The physical SU(2) spin rotations act as
SU(2)s : Xi → UsXi (87)
and we can rewrite (84) as Si =
1
4 tr(X
†
i σXi). It will
occasionally be convenient to write f↑ = 1√2 (χ0 + iχ3),
f↓ = 1√2 (−χ2 + iχ1), i.e X = 1√2 (χ0 + iχaσa), where
χm, m = 0, 1, 2, 3, are Majorana fermions. χm trans-
forms as an SO(4) vector under the combined action of
SU(2)s and SU(2)g.
We consider a mean-field state on the square lattice,
HMF = − i
2
∑
ij
tijχimχjm (88)
where tij = −tji, and ti+x̂,i = 1, ti+ŷ,i = (−1)ix so that
there is pi flux through each plaquette. This mean-field
explicitly preserves the SU(2)s and SU(2)g symmetries,
while lattice symmetries now act in a projective man-
ner (see below). Each flavor m of Majorana fermions
produces two gapless Majorana cones, so the low-energy
theory becomes,
HMF = i
∑
v=1,2
χm,v (τ
x∂x − τz∂y)χm,v (89)
with τ acting on suppressed sublattice indices σ ∈ A,B
(see below). The index v runs over two valleys and lattice
fields are related to continuum ones in the following way.
The unit cell is doubled by tij . We label sites with even
ix by A and odd ix by B, and label unit cells by i¯ ∈
(2Z+ 1/2,Z). Letting χi¯ = (χi¯−x̂/2,A, χi¯+x̂/2,B),
χm,¯i ∼ τxχm,v=1(x) + (−1)i¯yχm,v=2(x). (90)
We can rewrite the mean-field Lagrangian as
LMF = iχ¯v,mγµ∂µχv,m, (91)
where χ¯ = χT γ0, γ0 = τy, γx = iτz, γy = iτx. The
action of lattice symmetries is:
Tx : χ→ µxχ, (92)
Ty : χ→ µzχ, (93)
Rpi/2,A : χ→ epiiτ
y/4e−piiµ
y/4χ(−y, x), (94)
Px,A : χ→ τzµzχ(−x, y), (95)
T : χ→ τyµyχ, i→ −i, (96)
where µ acts on the valley index v and spin/color indices
m have been suppressed. The subscript A on pi/2 rota-
tion R and reflection P indicates that these are around
an A site. These symmetries prohibit any quadratic term
in χ with no derivatives in LMF .
The mean-field theory has an O(8) symmetry acting
onm, v. However this is broken by fluctuations of SU(2)g
gauge field and four-fermi interactions. Let us first focus
on the gauge field fluctuations. For this purpose it is
convenient to introduce a 4× 2 matrix, Xα,v;β via
Xα,v;β =
1√
2
(χ0,vδαβ + iχa,vσ
a
αβ). (97)
The sublattice index is suppressed above. The hermitic-
ity of χ imposes an important relation
X∗ = σyXσy. (98)
SU(2) spin and SU(2) gauge transformations act on X
from the left and right. The covariant derivative with
respect to the dynamical SU(2)g gauge field a acts on X
as DaµX = ∂µX + iXaµ, and a transforms as
SU(2)g : X → XU†g , aµ → UgaµU†g − i∂µUgU†g . (99)
The Lagrangian including the dynamical gauge field then
is
LQCD3 = itr(X¯γµDaµX), (100)
with X¯ = X†γ0. We see that (100) is invariant under a
global symmetry,
Sp(4) : X → LX (101)
with L ∈ Sp(4) - a unitary matrix acting on spin/valley
indices α, v of Xα,v;β . The fact that L lies in Sp(4), i.e.
LTσyL = σy, instead of in the larger group U(4) comes
from the reality condition (98). The lattice symmetries
in (96) are elements of this Sp(4) global symmetry com-
bined with spatial symmetries of Dirac theory. We note
that the global symmetry Sp(4) and the gauge group
SU(2)g share a common non-trivial element: the center−1. Thus, the physical global symmetry after modding
out by SU(2)g is actually Sp(4)/Z2 = SO(5) (it is use-
ful to recall that Sp(4) = Spin(5)). An order parameter
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for this SO(5) symmetry is given by a five component
vector:
na = tr(X¯ΓaX) (102)
with Γ = {µz,−µx, σxµy, σyµy, σzµy}. The first two
components, n1, n2 have precisely the transformation
properties of the x and y components of the VBS order
parameter, while the last three components tr(X¯σaµyX)
correspond to the Ne´el order parameter.
We note in passing that if we want to be less explicit
about the full emergent symmetry of (100), we can ex-
press the Lagrangian in terms of two flavors of SU(2)g
charged complex Dirac fermions, ψα,v = iσ
y
α,βX1,v;β ,
with α being the color index, and
L = iψ¯vγµ(∂µ − iaµ)ψv (103)
with ψ¯v = ψ
†
vγ
0. In other words, this theory is Nf = 2
QCD3.
There are (at least) three possible scenarios for this
theory. First, Nf = 2 QCD3 could confine, and in the
process spontaneously break SO(5) symmetry by gener-
ating a condensate 〈na〉 6= 0. In the setting of the spin
system, quartic terms in the Lagrangian will then select
either the VBS state or the Ne´el state. This is the boring
scenario.
Second, Nf = 2 QCD3 could in principle flow to a sta-
ble gapless fixed point at which all perturbations (e.g.
four-fermi couplings and velocity anisotropies) which
preserve lattice and SO(3)s symmetries are irrelevant.
We would then have a completely stable gapless spin-
liquid phase with emergent SO(5) symmetry. (In prin-
ciple QCD could also flow to a gapped SO(5)–invariant
spin liquid; as shown in Sec. VI E this is only possible if
time reversal symmetry is broken.)
Third, Nf = 2 QCD3 could flow to a gapless fixed
point which is stable in the presence of SO(5), but
which allows a single relevant perturbation when SO(5)
is broken to the physical symmetry: the operator O1
in Sec. IV E (breaking SO(5) to SO(3)s × SO(2)V BS).
Then Nf = 2 QCD3 tuned to an SO(5) symmetric point
describes the deconfined critical point, and perturbing it
by O1 drives it into either the VBS phase or the Ne´el
phase. This is the scenario relevant for this paper.
B. Higgs descendent: Nf = 4 compact QED3
Starting from Nf = 2 QCD3, we now Higgs the gauge
group from SU(2) down to U(1). We introduce and con-
dense a scalar field φ that transforms as a spin-1 vector
under SU(2)g and as a scalar under SO(5) (such a field is
allowed in the theory). After a charge-conjugation redef-
inition of half of the Dirac fermions, the resulting theory
is
L =
4∑
i=1
iψ¯iγ
µ(∂µ − iaµ)ψi + (λMa + h.c.), (104)
where aµ is now a U(1) gauge field, and the monopole
operatorMa represents instanton events that change the
flux of aµ by 2pi. In general such a term should be ex-
pected when the U(1) gauge field comes from Higgsing
of a higher gauge symmetry. In condensed matter lan-
guage25 such theories are called compact QED3.
The fermion fields ψi transform as a spinor repre-
sentation under the global SO(5) – this follows sim-
ply from the symmetry properties of QCD3. Naively
one might expect the Lagrangian Eq. (104) to have a
larger flavor symmetry, say SU(4), respected by the
Dirac term. However, it turns out that the monopole
term breaks the symmetry down to SO(5). This can
be seen by analyzing the fermion zero-modes [55] as-
sociated with the monopole operator M0a: each Dirac
fermion ψi contributes a complex fermion zero mode fi
in the monopole background, and gauge invariance re-
quires two of the four zero modes to be filled in the
ground state, so a gauge-invariant operator should be
represented as f†i f
†
jM0a. There are in total six of them
and it is straightforward to check that they split into
6 = 1 ⊕ 5 with respect to the SO(5) symmetry. The
monopole operator that appears in the Lagrangian in
Eq. (104) is precisely the SO(5) scalar monopole. It
transforms nontrivially under higher flavor symmetries,
and SO(5) is the maximal flavor group that is compatible
with it.
Since this Nf = 4 compact QED3 is just a Higgs de-
scendent of Nf = 2 QCD3, they must have the same
anomaly structure. Therefore they share the same set of
possible IR behaviors, including those discussed at the
end of Sec. VI A. Of course the two theories could pick
different choices.
C. Interpretation as surface theory of 3 + 1D boson
SPT
Here we show that SO(5) symmetric Nf = 2 QCD3
(and hence Nf = 4 compact QED3) can be interpreted
as a surface theory of a bosonic SO(5)-protected 3 +
1D SPT phase. This statement is independent of the
dynamics of QCD3: it remains true even if the theory
spontaneously breaks SO(5). To make this statement,
we have to understand how an SO(5) background gauge
field A5 enters in QCD3 and show that this theory has
an anomaly, which is precisely compensated by the 3 +
1D SPT bulk. Here we establish this using a physical
argument. In Sec. VII we provide a precise formal proof.
Let us first determine the anomaly of this theory by
thinking about a background gauge field that couples to
25 The QED3 theory discussed here is not to be confused with the
“staggered flux state” known in the spin liquid literature [70]
(which is also described by QED3 with four Dirac fermions at
low energy) — lattice symmetries act in distinct ways in these
two theories.
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the SO(5) currents. An SO(5) gauge field A5 admits Z2–
indexed monopole configurations, since pi1(SO(5)) = Z2.
In 2+1D these correspond to instanton events and we can
ask whether there is anything non-trivial about them.
We examine a monopole background of the following
form. Consider an SO(2) × SO(3) subgroup of SO(5),
with SO(2) acting on the first two components of vector
na in Eq. (102) and SO(3) on the last three. Place a
unit magnetic monopole in the SO(2) subgroup, i.e.
A5µ = Amonµ (x)T 1 (105)
where T 1 is the generator of SO(2) and Amon is the
standard potential associated with a unit magnetic
monopole. In the presence of such a background A5
field, only a subgroup of the global SO(5) symmetry sur-
vives: these are rotations in an SO(3) subgroup (whose
generators commute with T 1) and the SO(2) rotations
generated by T 1 itself.
The following argument provides a hint of the proper-
ties of the instanton. Rather than considering the QCD3
theory directly, suppose we add in an extra field n̂, trans-
forming in the vector representation of SO(5), that cou-
ples to fermion bilinears through a Yukawa coupling. In
the limit that this coupling is strong, we can integrate
out the fermions and standard methods [26, 27, 71] pro-
duce an SO(5) non-linear sigma model in the n̂ field with
a level-1 WZW term (Sec. II A). Now the SU(2) gauge
field does not couple directly to any matter field, and
is expected to confine at low energy, leaving behind the
SO(5) WZW model as the remaining nontrivial theory.
Indeed, this supports the idea that QCD3 correctly de-
scribes the Ne´el-VBS intertwinement in square lattice
quantum magnets. Physically the SO(5) instanton in
Eqn. (105) has the effect of creating a vortex in two com-
ponents of the n̂ field. We now ask how this vortex trans-
forms under the unbroken symmetry SO(2) × SO(3).
The vortex carries no charge under SO(2), but we know
that the vortex transforms as a spinor under SO(3) due
to the WZW term. We conclude that the instanton con-
figuration described above transforms as an SO(3) spinor
with zero SO(2) charge also.
For a conventional SO(5) sigma model (i.e without
the WZW term) the SO(5) instanton will transform triv-
ially under SO(2) × SO(3). The projective transforma-
tion of the instanton under the SO(3) subgroup tells us
that in the presence of the level-1 WZW term the SO(5)
symmetry is realized anomalously. It cannot be realized
as the on-site symmetry of any strictly 2+1D model.
Clearly the same instanton structure also characterizes
the QCD3 theory.
This is the physics of the desired anomaly. Note also
that this instanton operator is bosonic (i.e in relativistic
parlance it has spin-0 under spatial rotations).
It is instructive to rederive the instanton structure
of QCD3 directly from the UV Majorana fermion the-
ory. We now briefly indicate how this works out. It
is important to recognize that the fermions that enter
QCD3 transform as a fundamental of Sp(4), although
the physical global symmetry is SO(5) = Sp(4)/Z2. We
therefore need to lift the SO(5) gauge field A5 to an
Sp(4) gauge field A5, which enters the theory (100) via
DµX → (∂µ − iA5µ)X + iXaµ. For instance, consider
A5 =
Amon
2
µy (106)
where µ are Pauli matrices that act on the valley index.
Naively this may seem to require creating pi flux through
the non-zero component of A5 which apparently vio-
lates Dirac quantization for the monopole. However, we
should remember that we also have a dynamical SU(2)
gauge field a that the fermions are coupled to: if the lift
to Sp(4) is accompanied by a pi flux instanton in one of
the three components of the SU(2) gauge field, then we
have a sensible configuration that satisfies Dirac quanti-
zation.26 For instance, we may give the dynamical gauge
field a background value a = a3σ3, with
a3 =
Amon
2
. (107)
It is then convenient to rewrite Eq. (100) in terms of a
single color component of X, e.g. Xαv,↑:
L = iX¯αv,↑γµ((∂µ + ia3µ)δαα′δvv′ − iA5α,v;α′,v′)Xα′v′,↑.
(108)
Observe that 2 Dirac fermions Xα− with µy = −1 see
a 2pi flux instanton, and another 2 Dirac fermions Xα+
with µy = +1 see no background flux (we drop the color
index ↑ here). Further, each pair of Dirac fermions trans-
forms as a spin-1/2 under the global SO(3)s subgroup
left unbroken by the SO(5) monopole. In the language
of the state-operator correspondence, in the presence of
the instanton background the Xα− fermions will form
two zero modes. Charge neutrality with respect to the
color gauge field a3 then implies that we occupy one of
these zero modes. Thus, the instanton will transform as
an SO(3) spinor in agreement with the arguments above.
It is also easy to see that it has zero charge under the
unbroken SO(2) subgroup of the global SO(5) symme-
try.
Next we want to show that this non-trivial instanton
structure is consistent at the surface of a 3 + 1D bo-
son SPT with SO(5) symmetry. In other words we can
regularize QCD3 with its full SO(5) symmetry as an on-
site symmetry at the boundary of a 3 + 1D bosonic SPT
phase.
First, let us discuss possible SO(5) symmetric boson
SPTs in 3 + 1D. Consider any short range entangled
gapped phase of an SO(5) symmetric boson theory, and
again couple in background SO(5) gauge fields. The bulk
26 A formal but elegant formulation of this consideration is de-
scribed in section VII in terms of matching the second Stiefel-
Whitney classes of the bundles corresponding to the background
and dynamical gauge fields.
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again admits Z2-indexed monopoles in this gauge field,
which can be chosen to break SO(5) to SO(2)× SO(3).
Now there are logically two sharply distinct possibili-
ties: does the monopole transform as a spinor under the
unbroken SO(3) symmetry or not? If it is a spinor then
the original gapped state is an SPT state. The other
question we may ask is what the charge is under the
unbroken SO(2) symmetry. This charge can be contin-
uously tuned by changing the SO(5) θ-angle:
L = θ
4(2pi)2
TrSO(5)(F5 ∧ F5) (109)
where F5µν = ∂µA5ν − ∂νA5µ − i[A5µ,A5ν ] is the SO(5)
field strength. Since θ is a continuous parameter, in the
absence of additional symmetries (e.g. time-reversal) it
does not label a distinct SPT phase. It is crucial to note
that changing θ does not affect the SO(3) transformation
properties of the monopole. Thus, the SO(5) SPT where
the SO(2) monopole is an SO(3) spinor is an SPT rather
distinct from the more familiar boson and fermion topo-
logical insulators protected by U(1) and time-reversal
symmetries. Below, we will discuss the topological action
for this SPT. Finally, we may ask whether the monopole
is a boson or fermion.27 This property may be altered
by shifting θ → θ + 2pi [72, 73].
Now, let us assume the monopole is a boson that car-
ries no SO(2) charge. Then if it does not transform
as a spinor under SO(3), the original gapped state is
totally trivial. If it is a spinor under SO(3) then the
original gapped state is an SPT state which has the ex-
act same monopole structure to compensate for the in-
stanton structure of QCD3 with Nf = 2 as a potential
boundary state.
D. Explicit constructions for the SO(5) SPT
First let us argue that such a 3+1D SPT state in-
deed exists in a system of SO(5) symmetric bosons by a
coupled layer construction. Notice that though Nf = 2
QCD3 has an anomalous SO(5) symmetry, the anomaly
disappears if we take two copies of it.28 This is because
the SO(5) monopole (instanton) then gets a spin-1/2
(under SO(3)) from each copy and hence can always be
made trivial.
We can now construct the required 3 + 1D bosonic
SPT state by starting with a stack of 2D layers, each
containing 2 copies of QCD3. We take one copy from one
layer and trivialise it by pairing with another copy from
27 For simplicity, we may define monopole statistics by making just
the SO(2) part of the gauge group dynamical.
28 For instance, ifX1,2 areX fields from the two copies of Eq. (100),
we can add an SO(5) symmetric mass termmTr(X¯1X1−X¯2X2).
Integrating X1,2 out, we get a pure Yang-Mills theory for a with
no Chern-Simons term, which is expected to confine.
the next layer. This will give a trivial gapped bulk, but
at the boundary we are left with single copy of QCD3.
We can also construct the bulk boson SPT more ex-
plicitly using fermionic partons, following a similar ap-
proach to Refs [74, 75]. Consider first a 3+1D fermionic
toplogical superconductor with SO(8) × ZT2 symmetry.
A continuum model for this state consists simply of 8
relativistic, free, massive Majorana fermions,
L =
8∑
i=1
χ¯i(iγ
µ∂µ +m)χi (110)
with χ¯i = χ
T
i γ
0. For one sign of the Majorana mass m
we will have a trivial gapped state, while for the other
sign we will have a topological superconductor. The
2 + 1D surface of this free-fermion state correspondingly
has 8 massless Majorana cones. Now let us couple this
system to a dynamical SU(2) gauge field a. As in our
2 + 1D discussion, we label the 8 Majoranas χ by in-
dices m = 0, 1, 2, 3; v = 1, 2 and form the field Xα,v;β in
Eq. (97). The SU(2) gauge symmetry acts on X from
the right, as in Eq. (86), and the 3 + 1D gauge action
has the form,
LQCD4 = tr(X¯(iγµDaµ +m)X). (111)
In the bulk this gauge theory describes a bosonic system
with SO(5) × ZT2 symmetry. SO(5) is realized projec-
tively on the Majorana fermions, which form an Sp(4)
fundamental (101). As in 2 + 1D (Eq. 103), we can
rewrite Eq. (111) as two flavors of Dirac fermions with
the same mass m coupled to an SU(2) gauge field.
What state does the theory (111) realize? First con-
sider this theory on a closed manifold. Then integrating
out the massive fermions produces, at long wavelengths,
the standard Yang-Mills action for the dynamical SU(2)
gauge field with no topological term. Indeed, each flavor
of Dirac fermions with inverted mass would give rise to
an SU(2) θ-term in the action with θ = pi,
Lθ = θ
2(2pi)2
trSU(2)f ∧ f. (112)
Thus, two flavors of Dirac fermions with the same mass
give θ = 2pi, which is equivalent to θ = 0 (see section VII
for a more careful discussion). It is expected that the
pure Yang-Mills theory will confine, and so the ground
state is seemingly trivial. Now consider the theory in the
presence of a boundary. Though the bulk is confined, the
boundary is precisely the QCD3 theory of interest to us
with global SO(5)×ZT2 symmetry. As promised, the bulk
theory therefore describes the SPT phase of bosons with
SO(5) × ZT2 symmetry. In principle this construction
could also be used to write a variational (Gutzwiller-
projected) wavefunction for a lattice SO(5) topological
paramagnet.29
29 Though this parton construction made use of a ZT2 invariant
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How do we formally describe the bulk response to a
background SO(5) gauge field that captures the struc-
ture of the Z2-indexed monopole in these systems? In
section VII we show that the partition function of the
bulk SPT phase takes the form
Z[A5] = |Z[A5]|eipi
∫
w4[A5]. (113)
Here w4[A5] = 0, 1 is a quantity known as the fourth
Steifel-Whitney class of the SO(5) gauge bundle A5.30
The phase eipi
∫
w4[A5] is the analog of the familiar θ-
term response of the standard topological insulator to
background U(1) gauge fields. In contrast to the usual
case here the θ-angle is restricted to two discrete values:
0 (corresponding to a totally trivial state) or pi (corre-
sponding to the SPT phase of interest to us here). Pre-
cisely such a discrete θ term was introduced a few years
ago in Ref. [42] for non-abelian gauge theories. In that
work the possibility of such θ terms was pointed out and
some of their physical consequences were discussed. We
see that such θ terms emerge naturally in the response
of bosonic SPT phases. Our discussion above can be
viewed as a construction of an SO(5) symmetric bosonic
3 + 1D model whose response includes these discrete θ
terms. Indeed, in section VII, we show explicitly that
the theory (111) has this discrete θ-term in its response
to a background SO(5) gauge field.
E. Symmetry-enforced gaplessness
As mentioned above the IR fate of Nf = 2 QCD3 is
at present unclear. However our understanding of the
anomalous symmetry realization in this theory enables
us to derive some general restrictions. We will show that
either the SO(5) × ZT2 symmetry is spontaneously bro-
ken or the theory is gapless in the IR. This result follows
purely from the anomalous symmetry realization. In-
deed, it is a general feature of the surface of the bulk
3+1D boson SPT with SO(5)×ZT2 symmetry discussed
in the previous subsection. Such a phenomenon was
first described for some fermion SPTs in Ref. [76] and
dubbed ‘symmetry enforced gaplesness’. Other exam-
ples, including some boson SPTs, are described in Refs.
[77, 78].
fermion SPT, the final boson SPT is stable even if ZT2 is bro-
ken. As we discuss below, with full SO(5) × ZT2 symmetry the
response to a background SO(5) gauge field has a discrete θ
term, but not the conventional θ term of Eqn. 109. If now
ZT2 is broken but SO(5) is preserved, then such a conventional
theta term is allowed. Regardless, the presence of the discrete
theta term means that we still have a non-trivial SPT phase.
More physically the SO(5) monopole wihich breaks SO(5) to
SO(2)× SO(3) will still transform as a spinor under SO(3) but
in the absence of ZT2 is allowed to have non-zero SO(2) charge.
30 Strictly speaking, A5 is the connection on the SO(5) gauge bun-
dle. Here, we abuse the notation a bit by using A5 to label both
the bundle and the connection.
Consider a putative gapped state of the 2 + 1D the-
ory that preserves the SO(5) × ZT2 symmetry. All the
quasiparticles of this state must transform under some
representation, possibly projective. As usual if a quasi-
particle transforms non-projectively under SO(5) we can
‘screen’ it using composites of the n̂-vector to make it a
singlet under SO(5). Therefore the only non-trivial sym-
metry possibility is a quasiparticle transforming under
the 4-dimensional spinor representation (fundamental of
Sp(4)). Let us call such quasiparticles XI .
We will think of QCD3 as living on the surface of
the 3 + 1D SPT described above. Now let us tunnel
in a Z2-valued SO(5) monopole through the surface. We
know that the monopole breaks SO(5) to SO(2)×SO(3),
and that it transforms in the (0, 1/2) representation of
SO(2)× SO(3). Therefore, in order for SO(2)× SO(3)
charge to be conserved, there must be a quasiparticle
in this putative gapped surface state with these proper-
ties. However the only quasiparticles which transform
non-trivially under SO(5) are the “spinors” XI . They
transform with SO(2) charge of 12 and as a spinor under
the SO(3), and not under the (0, 1/2) representation. It
follows that the gapped state we imagined cannot have
the right anomaly, and hence is not a possible surface
state.
Note, however, that if time reversal is broken then
there can be a Hall conductivity for the SO(5) cur-
rents. Then the SO(5) monopole threading will nucleate
an SO(2) charge determined by the Hall conductivity.
This can then combine with the SO(5) spinor XI to pro-
duce an object with (0, 1/2) quantum numbers under the
SO(2)×SO(3) symmetry, as required. Thus, if time re-
versal is broken, a gapped SO(5) symmetry preserving
state is no longer prohibited. Indeed it is easy to con-
struct a ‘chiral spin liquid’ state explicitly: see section
VII D.
The conclusion therefore is that, in the IR, Nf = 2
QCD3 with SO(5) × ZT2 symmetry must either sponta-
neously break the symmetry or be gapless, i.e flow to a
CFT. It cannot be fully gapped while preserving symme-
tries even if we allow for non-trivial topological order.
As another application of this result, consider the fate
of the Neel-VBS transition at the longest distances. One
interpretation of the existing numerics is to say that
the RG flows are attracted to a ray with SO(5) × ZT2
symmetry. If so then the eventual destination of this
ray is either a weak first order transition, a ZT2 broken
spin liquid, or a gapless CFT — a gapped, symmetry-
preserving, topologically ordered state is ruled out.31
31 Of course if the ray ends at a gapless CFT where allowed SO(5)-
breaking terms are relevant, these terms will eventually become
large and the above constraints will not apply.
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VII. QCD3 AS THE SURFACE OF AN SO(5)
INVARIANT 3 + 1D SPT: FORMAL
DESCRIPTION
Here we expand on the discussion in section VI C
and demonstrate more formally that SO(5) symmetric
Nf = 2 QCD3, Eq. 100, can be interpreted as a surface
theory of a bosonic SO(5)-protected 3 + 1D SPT phase.
We will first develop a precise formal description of the
anomaly of QCD3 and show how it is compensated by
the 3 + 1D SPT bulk. We will also sharpen the parton
construction of this SPT outlined in Sec. VI C to derive
the bulk partition function in the presence of a back-
ground SO(5) gauge field. We will explicitly derive the
advertised discrete theta term. The reader is referred
to Appendix D for a brief summary of math concepts
that will be useful in this section and to Appendix E for
a review of the field-theoretic description of topological
superconductors.
A. Gauging SO(3)s
First, it is useful to recall how the gauge field associ-
ated with the SO(3)s spin-rotation symmetry enters in
QCD3. Since SO(3)s symmetry is a true on-site sym-
metry of the lattice spin system, its implementation in
QCD3 must be non-anomalous. Given an SO(3)s gauge
bundle Es over our space-time 3 manifold M ,
32 we at-
tempt to lift it to an SU(2)s gauge bundle Ês. The re-
sulting SU(2)s transition functions Û
s
ij might fail to sat-
isfy the cocycle condition: ÛsikÛ
s
kjÛ
s
ji = (−1)w2(Es)kji ,
where w2(Es) ∈ H2(M,Z2) is a representative of the
second Stiefel-Whitney class of Es [79]. In this case,
we take the transition functions of our dynamical gauge
field SU(2)g to violate the cocyle condition by precisely
the same factor in the center of SU(2)g. That is, if we
project the SU(2)g transition functions Û
g to SO(3)g,
we get an SO(3) bundle Eg with w2(Eg) = w2(Es).
The fermions χm,v then see an SO(4) = (SU(2)s ×
SU(2)g)/Z2 gauge field which satisfies the cocycle con-
dition. In the background of this SO(4) gauge field As,g,
the action (100) becomes,
L = iχ¯vγ
µ(∂µ − iAs,g)χv (114)
where As,g lives in so(4) Lie algebra and acts on the
spin-color index m of χm,v but not on the valley index
v. We note that in addition to the SO(4) gauge field,
32 As usual, we transition to Euclidean space-time here. Further-
more, we will formulate the theory on an arbitrary space-time
manifold M . The ability to do so is a useful formal consistency
check on the theory. We assume that the manifold M is ori-
ented: i.e. unless otherwise noted, we will not discuss “gauging”
of time-reversal symmetry.
the fermions χm,v also see a spin structure (we have sup-
pressed the spin-connection above) with transition func-
tions hij ∈ Spin(3). Every three-manifold is spin, so hij
can always be chosen to satisfy the cocycle condition (as
we assumed in the discussion above). However, it will be
more useful to think of hij as arbitrary lifts to Spin(3)
of the SO(3) transition functions in the tangent bundle.
The fermions only see a combination of SU(2)s, SU(2)g
and Spin(3)TM transition functions, so we only require
this combination to satisfy the cocycle condition.33 A
change hij → ζijhij , ζij = ±1, can be compensated
by modifying the SU(2)g bundle, Û
g
ij → ζijÛgij , so the
theory does not depend on the spin structure. Further,
w2(Es) + w2(Eg) + w2(TM) = 0 (mod 2), where we are
now thinking of w2’s as concrete cochains representing
H2(M,Z2) (as already noted, as a cohomology class,
w2(TM) = 0).
We now discuss the regularization of Eq. (114) - in
principle, such regularization is provided by the lattice
we started with. An equivalent continuum regulariza-
tion is obtained by using Pauli-Villars (PV) regulators
with opposite mass for the Majoranas in the two valleys
v = 1, 2. Recall that for a single SO(n) vector Majo-
rana fermion coupled to an SO(n) gauge field A, the PV
regulated partition function is given by,[54]
Zχ;PV,±(A) = |Zχ(A)| exp (∓piiη(iDA)/4) (115)
where the sign in the exponent is determined by the sign
of Pauli-Villars mass. Here, η(iDA) is the η-invariant of
the Dirac operator iDA = iγ
µ(∂µ + iωµ − iAµ),34
η = η(0) +N0
η(s) =
∑
λ6=0
sgn(λ)|λ|−s (116)
with λ in the above sum - eigenvalues of iDA, and N0 -
the number of zero modes of iDA. So, when we use PV
regulators of opposite mass for the two valleys v = 1, 2,
we obtain after integrating the Majorana fermions out
exp (−SQCD3 [As,g]) = |Zχv=1(As,g)|2 (117)
with Zχv=1(A
s,g) — the partition function of Majoranas
in just a single valley v = 1. The theory thus defined
obviously preserves SO(3)s as a non-anomalous symme-
try. Likewise, time-reversal symmetry (last line of (96))
is preserved and non-anomalous — this must be the case,
as it is an onsite symmetry of the initial lattice model.35
33 The subscript TM on Spin(3) reminds us that these are transi-
tion functions associated with the tangent bundle.
34 Here, ωµ is the spin connection, which we included for further
generality to describe curved manifolds [80].
35 Strictly speaking, to show that T is non-anomalous we have to
regulate the theory on a non-orientable manifold. However, this
can be done as the mass term χT τyµzχ preserves T - we can
introduce a PV regulator with this mass term.
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The discrete lattice symmetries in (96) are global sym-
metries of (117), however, they are (in a certain sense)
anomalous: there is no contradiction here, since they are
not realized by the original lattice model in an on-site
manner.
For future reference, we note that we can obtain an
equivalent theory (117) by regulating both valleys in the
same way (with the same sign of PV mass) and supple-
menting the action by a Chern-Simons term for As,g:
SQCD3 =
∫
M
[χ¯vγ
µ(∂µ + iωµ − iAs,g)χv]PV,+ − iCSSO(4)[As,g, Y4]− 4iCSg[Y4] (118)
where the subscript PV+ indicates that the PV mass is
the same for both valleys, see Eq. (115). We will use the
notation where CSSO(n)[A, Y4] is the Chern-Simons ac-
tion for SO(n) gauge field A at level 1,36 and CSg[Y4] is
the gravitational Chern-Simons action (corresponding to
the gravitational response of a px+ ipy superconductor).
The significance of the parameter Y4 is as follows. We re-
call that a technical trick to define a Chern-Simons term
is to extend the three-manifold M to a four-manifold Y4,
and also extend the gauge field A from M to Y4:
CSSO(n)[A, Y4] =
pi
2 · (2pi)2
∫
Y4
trSO(n)F ∧ F
CSg[Y4] =
pi
8 · 24pi2
∫
Y4
trR ∧R (119)
where F = dA− iA∧A is the SO(n) field strength, R is
the Riemann curvature tensor, and the trace trSO(n) is in
the n-dimensional vector representation. In order for a
theory to be a well-defined strictly 2+1D theory, it must
be independent of the choice of the four-manifold Y4 and
the particular extension of the gauge field to Y4. For our
theory (118) this is actually guaranteed by the Atiyah-
Patodi-Singer (APS) theorem. Indeed, recall that by
APS theorem, if our three manifold M is endowed with
an (SO(n)A×Spin(3)TM )/Z2 bundle E (where n is even)
and M is the boundary of a four-manifold Y4 such that
E extends to a (SO(n)A × Spin(4)TY4)/Z2 bundle over
Y4 then [80]
pi
2
η(iD
SO(n)
A,M ) = CSSO(n)[A, Y4]+nCSg[Y4]−2piJ [A, Y4]
(120)
where 2J [A, Y4] is the index of the Dirac operator iDA
on Y4 with APS boundary conditions.
37 Since the left-
hand-side of (120) only depends on the boundary data,
the sum CSSO(n)[A, Y4]+nCSg[Y4] is independent of the
extension chosen modulo 2pi.38 This means that (118) is
a well-defined strictly 2+1D theory. Furthermore, inte-
grating the fermions in (118) out using Eq. (115) and ap-
plying (120), we recover the original regularization (117).
Given the definition (119) of SO(4) Chern-Simons
term via the extension to Y4, we can re-write it in terms
of field strength of SU(2)s and SU(2)g gauge fields A
s
and ag, or alternatively their SO(3) representations,39
obtaining,
CSSO(4)[A
s,g, Y4] + 4CSg[Y4] = CSSU(2)[A
s, Y4] + CSSU(2)[a
g, Y4] + 4CSg[Y4] (121)
=
1
2
CSSO(3)[A
s, Y4] +
1
2
CSSO(3)[a
g, Y4] + 4CSg[Y4] (122)
36 Level 1 is defined so that for an SO(2) subgroup acting on the
first two components of an n-vector, σxy = 1. In other words,
level 1 corresponds to the SO(n) response of n identical copies
of a px + ipy superconductor.
37 For an SO(n) gauge-field the index is always even as
[CK, iDA] = 0, and (CK)
2 = −1, with C - the charge con-
jugation operator and K - complex conjugation.
38 In the case whenM is supplemented with a spin-structure, which
is preserved by the extension, CSSO(n)[A, Y4] and CSg [Y4] are
separately independent of the extension.
39 In this section, we will be slightly sloppy and often use A to
label both the bundle and the connection. Moreover, we will
use As to label both the SO(3)s bundle and the SU(2)s lift.
where as usual for an SU(2) gauge field A,
CSSU(2)[A, Y4] =
1
4pi
∫
Y4
trSU(2)F ∧ F (123)
and the trace is in the spin-1/2 representation. The half-
integer-level SO(3) Chern-Simons terms in (122) are not
independent of Y4 individually, but the full sum is inde-
pendent of Y4 (the integer-level SU(2) terms in (121)
The meaning will be clear from the context. Similarly, A5 will
denote both the SO(5) bundle and the Sp(4) lift.
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are also not individually independent of Y4, since tran-
sition functions for SU(2)s and SU(2)g don’t indepen-
dently satisfy the cocycle condition). It is instructive
to check this statement without appealing to the APS
theorem. To show that (122) is independent of Y4, it
suffices to check that it vanishes modulo 2pi when Y4 has
no boundary. Recalling that for an SO(n) gauge bundle
on a closed manifold Y4 the first Pontryagin number is
given by [79]
p1 =
1
2 · (2pi)2
∫
Y4
trSO(n)F ∧ F (124)
and the signature of the manifold is [79]
σ = − 1
24pi2
∫
Y4
trR ∧R (125)
we must show that
p
SO(3)
1 [A
s, Y4] + p
SO(3)
1 [a
g, Y4]− σ[Y4] = 0 (mod 4)
(126)
for any closed Y4. Now, for an SO(n) gauge bundle,[42]
p1 = P(w2) + 2w4 (mod 4) (127)
where wi are the Stiefel-Whitney classes of the bundle
and P : H2(Z2)→ H4(Z4) is the Pontryagin square op-
eration, which satisfies P(a + b) = P(a) + P(b) + 2a ∪
b (mod 4) (see appendix D for details). Recalling that
w2[A
s] +w2[a
g] +w2(TY4) = 0, and that for SO(3) bun-
dles w4 = 0, Eq. (126) reduces to
p1[A
s, Y4] + p1[a
g, Y4]− σ[Y4] =
∫
Y4
(2P(w2[As]) + 2w2[As] ∪ w2[TY4] + P(w2[TY4]))− σ[Y4] (128)
where all manipulations are modulo 4. On an ori-
entable four-manifold Y4, for any a ∈ H2(Z2), a ∪ a =
a ∪ w2[TY4] (see e.g. Ref. [81], p. 132); furthermore,
P(a) = a∪ a (mod 2), so the first two terms on the RHS
of Eq. (128) add to 0 mod 4. The remaining statement∫
Y4
P(w2[TY4]) = σ (mod 4) is also true.40
B. Gauging SO(5)
We are now ready to discuss gauging of the full SO(5)
global symmetry of QCD3. Given an SO(5) gauge bun-
dle with connection A5 on our three-manifold M , we at-
tempt to lift it to Sp(4) = Spin(5). The resulting transi-
tion functions may not satisfy the cocycle condition: the
defect is w2[A
5]. As before, we choose SU(2)g transi-
tion functions so that the combination of Sp(4), SU(2)g
40 There is a theorem that on any closed four-manifold, w2(TY4)
can be lifted to an integer cohomology class ŵ2 ∈ H2(Z). (This
is the statement that every four manifold admits a Spinc struc-
ture.) For an integer cohomology class a, P(a) = a ∪ a. So we
need to show
∫
Y4
ŵ2 ∪ ŵ2 = σ (mod 4). Letting the unimod-
ular matrix Q be the intersection pairing on Free(H2(Y4, Z)),
we must show (ŵ2)TQŵ2 = σ(Q) (mod 4), where σ(Q) is the
signature of the matrix Q. Actually, a stronger statement
(ŵ2)TQŵ2 = σ(Q) (mod 8) holds and can be derived purely
from algebra (see Ref. [82], p. 24). Actually, this statement is
familiar to users of the APS theorem. Consider a general Spinc
connection with field strength F on a four manifold. The Atiyah-
Singer theorem [79, 80] then tells us that 1
2
∫
F
2pi
∧ F
2pi
− σ
8
∈ Z.
Now a Spinc connection has
∫
F
2pi
=
∫ ŵ2
2
(mod Z) for any ori-
ented two-cycle. Choosing a special case where F
2pi
= ŵ2
2
, we
obtain the needed result.
and Spin(3)TM transition functions satisfies the cocycle
condition, i.e. w2[A
5] + w2[a
g] + w2[TM ] = 0 (mod 2),
with w2[a
g] being the second Stiefel-Whitney class of the
SO(3)g gauge bundle. Thinking of (Sp(4)×SU(2)g)/Z2
as a subgroup of SO(8), the (unregulated) action be-
comes
LQCD3 = χ¯γ
µ(∂µ + iωµ − iA5,gµ )χ (129)
with A5,g living in the so(8) Lie algebra, i.e. acting on
spin-color m and valley indices v of χ. We must now
specify how to regulate the above action. We can no
longer use PV regulators of opposite mass for the two
valleys since this will break SO(5) symmetry. Instead,
we use a common PV regulator for the SO(8) vector χ
and supplement the action by an SO(8) Chern-Simons
term,
SQCD3 =
∫
M
(χ¯γµ(∂µ + iωµ − iA5,gµ )χ)PV,+
− i
2
CSSO(8)[A
5,g, Y4]− 4iCSg[Y4] (130)
with the Chern-Simons terms again defined by extend-
ing to a four-manifold Y4, as before. When the SO(5)
bundle reduces to an SO(3)s bundle, Eq. (130) reduces
to Eq. (118) as needed. But are the Chern-Simons terms
in Eq. (130) independent of Y4 for an arbitrary SO(5)
bundle? We will show that the answer is no: Eq. (130)
is not well-defined as a purely 2 + 1D theory. However,
we will be able to define it as a surface of an SO(5)
protected 3 + 1D bosonic SPT phase.
First, we observe that if A5,g was an arbitary SO(8)
bundle, (130) obviously would not define a purely 2+1D
theory, as the SO(8) level is fractional. In fact, physi-
cally Eq. (130) is just the action of eight identical copies
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of a 3+1D topological superconductor living on the space
Y4 and coupled to an SO(8) gauge field. The bulk of such
a state has a non-trivial SO(8) response. Indeed, by the
APS theorem (120), the partition function of (130) after
integrating the fermions out becomes,
exp
(−SQCD3 [A5,g]) = |Zχ[A5,g]|(−1)J [A5,g,Y4] (131)
with |Zχ[A5,g]| — the absolute value of the partition
function for our eight 2 + 1D Majorana fermions cou-
pled to A5,g, and 2J — the index of iDA5,g on Y4.
For closed Y4 and a general SO(8) gauge field, J is
not necessarily even, so SQCD3 [A
5,g] depends on the
extension to Y4. However, our A
5,g is not the most
general SO(8) gauge field, rather we are dealing with
an (Sp(4) × SU(2)g × Spin(3)TM )/(Z2 × Z2) bundle:
when this bundle is extended to the four-manifold Y4, is
Eq. (130) independent of the extension?41 We rewrite,
1
2
CSSO(8)[A
5,g, Y4] =
1
2
CSSO(5)[A
5, Y4]+
1
2
CSSO(3)[a
g, Y4]
(132)
Thus, to check whether (130) is well-defined as a 2+1D
theory, we must determine whether for closed Y4,
p
SO(5)
1 [A
5, Y4] + p
SO(3)
1 [a
g, Y4]− σ[Y4] ?= 0 (mod 4)
(133)
We again use the identity (127), and w2[A
5] + w2[a
g] +
w2[TM ] = 0. Repeating the manipulations below (126),
we obtain
p1[A
5, Y4] + p1[a
g, Y4]−σ[Y4] = 2w4[A5, Y4] 6= 0 (mod 4)
(134)
Thus, Eq. (130) generally depends on the extension to
Y4: given two extensions to Y4 and Y˜4, we have,
exp
(
−SQCD3 [A5,g, Y˜4] + SQCD3 [A5,g, Y4])
)
= exp
(
pii
∫
Y˜4∪Y¯4
w4[A
5]
)
(135)
where the last integral is over the manifold obtained
by gluing together Y˜4 and Y4 with reversed orientation.
Crucially, the variation (135) only depends on the ex-
tension of the SO(5) bundle A5, but not on the SU(2)g
bundle. Still, we cannot promote SO(5) to an on-site
symmetry of a strictly 2 + 1D theory. However, we can
think of the theory (130) as the surface of an SO(5) pro-
tected 3 + 1D SPT, as follows. Let X4 be the physical
3+1D manifold that our SPT phase lives on. There is an
SO(5) gauge field A5 on X4. When X4 has no boundary,
we let the partition function be:
Z3+1[A
5, X4] = exp
(
pii
∫
X4
w4[A
5]
)
(136)
When X4 has a boundary, ∂X4 = M , Eq. (136) is
not well-defined (not gauge-invariant under using dif-
ferent representatives of the cohomology class w4[A
5] ∈
H4(X4, Z2)). However, we can combine the surface ac-
41 There is also one caveat here: does an extension always exist?
For this, one must calculate the 3D bordism group — a task
that we will not attempt here.
tion (130) with the bulk action (136), to obtain
Sbulk+boundQCD3 =
∫
M
[χ¯vγ
µ(∂µ + iωµ − iA5,g)χv]PV,+
− i
2
CSSO(5)[A
5, Y4]− i
2
CSSO(3)[a
g, Y4]
− 4iCSg[Y4] + pii
∫
X4∪Y¯4
w4[A
5] (137)
Again, the Chern-Simons terms in the second line of
(137) are defined with the help of an extension to an
auxiliary four-dimensional manifold Y4. The term in the
last line of Eq. (137) involves an integral over a manifold
obtained by gluing X4 and Y4 with its orientation re-
versed. Every line in Eq. (137) is well-defined, however,
the second and third lines individually depend on the
extension to Y4. However, the Y4 dependence of the sec-
ond and third lines cancels, due to Eq. (135). Therefore,
Eq. (137) is overall independent of Y4. It does, however,
depend on A5 on the physical 3+1D manifold X4 and re-
duces to Eq. (136) when X4 has no boundary. Therefore,
Eq. (137) is a perfectly well defined action of an SO(5)
protected SPT phase on the 3 + 1D manifold X4 with
boundary M : only the background SO(5) gauge-field A5
lives in the bulk; the fields ag, χ live on the surface. The
independence of the variation (135) of ag was crucial for
such an SPT interpretation to be possible.
Let us obtain some intuition for the bulk topological
term (136). First, consider gauging just the SO(3)s ×
SO(2)V BS subgroup of SO(5), i.e. the SO(5) bundle is
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a direct sum of SO(3)s and SO(2)V BS bundles. Label
the corresponding gauge bundles as As and AV BS . We
have
2w
SO(5)
4 [A
5] = p1[A
5]− P(w2[A5])
= p
SO(3)
1 [A
s] + p
SO(2)
1 [A
V BS ]− P(w2[As] + w2[AV BS ])
= −2w2[As] ∪ w2[AV BS ] (mod 4) (138)
where we’ve repeatedly used Eq. (127), together with the
fact that w2 and p1 are additive under SO(n) bundle
addition, and that w4 = 0 for SO(n) with n ≤ 3. So,
w4[A
5] = w2[A
s] ∪ w2[AV BS ] = w2[As] ∪ F
V BS
2pi
(139)
where we’ve used the fact that for an SO(2) gauge
field, w2 and the first Chern class
F
2pi coincide mod 2:
w2 =
F
2pi (mod 2).
42 What is the physical interpretation
of Eq. (139)? Imagine we take our bulk manifold to be
S2 × Σ, with Σ an arbitrary two-dimensional surface.
Place flux 2pi of FV BS through S2. Then the partition
function (136) is Z = exp(pii
∫
Σ
w2[A
s]). This is pre-
cisely the partition function of SO(3)s protected 1 + 1D
Haldane phase on Σ.43 We know that the Haldane phase
on a spatial interval I = [0, 1] has dangling spin 1/2s at
the boundary. So, we can guess that if we consider the
theory on the spatial manifold S2 × I, then there are
dangling spin 1/2s at the two ends of I - i.e. at the
locations of SO(2)V BS monopoles. We, therefore, con-
clude that the topological term (139) makes monopoles
of SO(2)V BS transform in the spin-1/2 representation of
SO(3)s. This is precisely the conclusion reached by less
formal methods in section VI C.
42 Below, we will be somewhat cavalier using F
2pi
to denote both
the Chern class (in H2(Z)) and the field-strength F = dA of a
U(1) bundle.
43 One way to obtain this result is the following. Recall that
the Haldane chain is described by the O(3) non-linear sigma
model at θ = 2pi. In a CP 1 description the Lagrangian is [83]
L = |(∂µ − iaµ)z|2 + iθf/2pi, where f is the field strength as-
sociated with aµ = −iz†∂µz. A background SO(3)s gauge field
translates into a background SU(2)s gauge field for the z-field.
If, however, the SO(3)s gauge bundle has w2 6= 0, we cannot
then naively lift it to SU(2)s. However, z is also coupled to
the U(1) gauge field a. Any defect in the cocycle condition of
the SO(3)s bundle can be compensated by a pi flux of the U(1)
gauge field. Thus, a configuration of the SO(3)s gauge field
with a non-zero w2 necessarily induces a background aµ config-
uration where
∫
Σ
f
2pi
=
∫
Σ
w2[A
s]
2
(mod Z). For the Haldane
chain, from the CP 1 Lagrangian with the θ-term at θ = 2pi we
immediately see that the partition function has an extra phase
eipi
∫
Σ w2[A
s]. Clearly on a closed manifold this is invariant un-
der ‘gauge transformations’, w2 → w2 + dn. However, in the
presence of a boundary this is no longer true. Gauge invari-
ance can be mended by including a Wilson line W [As] in the
spin-1/2 representation along the boundary, i.e, the partition
function now becomes W [As](−1)
∫
Σ w2 . This boundary Wilson
line is precisely the well known dangling spin-1/2 moment at the
boundary of the Haldane chain.
We can further focus on just the easy-plane subgroup
SO(2)s of SO(3)s, then Eq. (139) reduces to
S = pii
∫
X4
w4[A
5] = pii
∫
X4
F s
2pi
∪ F
V BS
2pi
(140)
This is precisely the mutual θ = pi term for U(1)s ×
U(1)V BS . Note that to protect this θ value from shifting,
one needs to rely on some discrete symmetry, such as
spin-flip symmetry or time-reversal.
What if we restrict ourselves to an SO(4) subgroup of
SO(5)? Let us write SO(4) = (SU(2)L × SU(2)R)/Z2.
Label associated SO(3)L and SO(3)R gauge fields as A
L
and AR. We have w2[A
L] = w2[A
R] = w2[A
5]. Now,
2w4[A
5] = p1[A
5]− P(w2[A5])
=
1
2
p
SO(3)
1 [A
L] +
1
2
p
SO(3)
1 [A
R]− P(w2[AR])
=
1
2
p1[A
L]− 1
2
p1[A
R] (mod 4) (141)
Therefore, Eq. (136) reduces to
S =
1
4
CSSO(3)[A
L, X4]− 1
4
CSSO(3)[A
R, X4]
=
1
2
CSSU(2)[A
L, X4]− 1
2
CSSU(2)[A
R, X4] (142)
In SU(2) terminology (112), this corresponds to opposite
θ angles for SU(2)L and SU(2)R: θL = −θR = pi. Again,
discrete symmetries, e.g. Z2 = O(4)/SO(4), which maps
R ↔ L, and time-reversal, are required to fix these θ
angles from flowing.
C. Bulk parton construction for boson SPT with
SO(5)× ZT2 symmetry: Formal derivation
In this section, we reconsider from a more formal
standpoint the parton construction of the 3+1D SO(5)×
ZT2 boson SPT presented at the end of section VI C. We
will show that this construction precisely recovers the
bulk SPT “discrete θ-angle” response in Eq. (136). This
provides a more physical motivation for our 3 + 1D bulk
“completion” of QCD3 in Eq. (137).
As in section VI C, we begin by considering a 3+1D
“topological superconductor” of fermions with SO(8)×
ZT2 symmetry. We will then gauge an SU(2) subgroup
and show that the result is precisely the boson SPT of
interest. As explained in section VI C, we represent the
SO(8) × ZT2 symmetric topological superconductor by
eight massive Majorana fermions with an inverted mass,
Eq. (110). Let us consider the partition function on
a manifold X4 in the presence of a background SO(8)
gauge bundle A8. We will restrict ourselves to closed
oriented manifolds. The partition function will take the
form (see appendix E)
ZTSC [A
8] = |ZTSC |e
ipi
(
p1[A
8]
2 −σ2
)
(143)
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with the p1, σ given by Eqs. (124), (125). Further by
the Atiyah-Singer index theorem (120), we have
p1[A
8]
2
− σ
2
= J ∈ Z. (144)
Here 2J is the index of the 3+1D massless Dirac opera-
tor on X4. This implies that the partition function in Eq.
(143) is real (but not necessarily positive) as required for
a time-reversal invariant SPT state.
Note that on a spin manifold p1[A
8]
2 is itself an integer
(and so is σ2 ). This follows because by (127), p1[A
8] =
w2[A
8]∪w2[A8] (mod 2) = w2[A8]∪w2[TX4] = 0 (mod 2).
However, as we eventually will want to describe a boson
SPT it is important to be able to formulate the theory
on a non-spin manifold. As usual, since the fermions
see transition functions in (SO(8)×Spin(4)TX4)/Z2, we
only require these transition functions to satisfy the co-
cycle condition. Then though p1[A
8]
2 and
σ
2 are not sep-
arately integers, their sum is.
Now, to construct the boson SPT phase, we gauge the
SU(2)g subgroup of SO(8), as in Eq. (111). We further
couple the system to a background SO(5) gauge field A5.
As we discussed in section VI C, the partons χ transform
as Sp(4) spinors under SO(5), so they see a combined
(Sp(4) × SU(2)g)/Z2 gauge field. Together with the
Spin(4)TX4 transition functions, this yields overall tran-
sition functions in (Sp(4)×SU(2)×Spin(4)TX4)/(Z2×
Z2). This gives the by now familiar condition:
w2[A
5] + w2[ag] + w2[TX4] = 0 (mod 2) (145)
For such an SO(8) bundle we have
p1[A
8] = p1[A
5] + p1[ag] (146)
Thus, applying Eq. (134), we obtain:
ZTSC [A
5, ag] = |ZTSC |eipi
∫
X4
w4[A
5]
(147)
Thus far we treated ag as a background gauge field.
Now we make it dynamical, i.e we integrate the partition
function over ag. There is no topological term for ag and
its dynamics will be governed by the usual Yang-Mills ac-
tion, which is expected to confine all fields charged under
ag leaving behind a trivial gapped vacuum. The result-
ing theory has a partition function with a phase given
precisely by e
ipi
∫
X4
w4[A
5]
. Further it can be formulated
on a non-spin manifold with only a background SO(5)
gauge field. The local operators are bosonic and trans-
form non-projectively under SO(5). Thus, we have con-
structed the desired boson SPT with SO(5) × ZT2 sym-
metry, and the partition function matches Eq. (136) pro-
posed in section VII B based on consistency arguments.
D. Chiral spin-liquid
We note that if we break time-reversal in QCD3 with
an Sp(4) preserving mass term
δL = mχ¯χ (148)
and make the mass m large enough (compared say to the
gauge coupling), we will drive the system into a topo-
logically ordered phase. Integrating the gapped χs in
Eq. (137) out:
Sbulk+boundQCD3 = sgn(m)
[
i
2
CSSO(5)[A
5, Y4] + iCSSU(2)[a
g, Y4] + 4iCSg[Y4]
]
+ pii
∫
X4∪Y¯4
w4[A
5] (149)
Without loss of generality, choose m > 0. By looking at
the action for ag, we see that we get a 2 + 1D SU(2)1
topological order, which is just a semion state {1, s}.
The semion s is just the Majorana χ. The chiral central
charge c = 2 − 1, with 2 = 4 × 1/2 coming from the
gravitational Chern-Simons term and −1 from integrat-
ing ag out. The semion χ transforms projectively under
the SO(5) symmetry — as an Sp(4) spinor. In par-
ticular, it carries spin-1/2 under SO(3)s. Further, the
SO(5) response is given by a Chern-Simons term with
level k = 1/2; so the level of Chern-Simons response to
SO(3)s gauge field is also 1/2. We see that this state
has all the properties of a chiral spin liquid [70].
Now, it would be a little surprising if the chiral spin-
liquid was in the vicinity of the deconfined quantum
critical point. If we consider the NCCP 1 formulation
(1), then one operator with the same quantum numbers
as χ¯χ is µνλ∂ρf
b
ρµf
b
νλ with f
b
µν = ∂µbν − ∂νbµ. Given
the number of derivatives, one would naively expect this
term to be irrelevant in the NCCP 1 model. If NCCP 1
and QCD3 indeed share the same fixed point, this would
then imply that χ¯χ is irrelevant at the QCD3 fixed point
— an unexpected, but not impossible scenario. It would
be interesting to determine the scaling dimension of this
operator numerically at the deconfined critical point. In
the lattice magnet, it corresponds to the imaginary part
of the plaquette ring exchange:
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χ¯χ ∼ −i
2
(Pi+ŷ,i+x̂+ŷPi+x̂+ŷ,i+x̂Pi+x̂,i − h.c.)
∼ Si+x̂+ŷ · (Si × Si+x̂) + Si+ŷ · (Si × Si+x̂) + Si+ŷ · (Si+x̂ × Si+x̂+ŷ) + Si+ŷ · (Si × Si+x̂+ŷ)
where Pij = 2Si · Sj + 1/2 is the exchange operator.
VIII. DISCUSSION AND IMPLICATIONS OF
THE DUALITIES
The most fundamental question about both the SU(2)
invariant and the easy-plane NCCP 1 theories is whether
they describe CFTs in the IR. We have not tackled this
question head on in this paper. We first discuss what fol-
lows if the dualities are assumed to hold in their strong
forms in the IR. As mentioned in the introduction, the
various theories could fail to flow to nontrivial fixed
points. In this scenario the dualities may still be relevant
to the ‘quasiuniversal’ physics up to a large lengthscale.
We discuss these issues, and what is known about the
IR fate of the deconfined critical transitions, in Sec. IX.
A. For deconfined criticality
Many consequences of the emergent SO(5) symmetry
have been explored numerically in Ref. [15]. In sec-
tion IV E we discussed an additional consequence for
the phase diagram in the presence of perturbations that
break SO(5). This will be interesting to explore in future
numerical work.
We argued that the proposed duality web provides an
explanation of this emergent SO(5) symmetry, despite
the fact that the SO(5) symmetry is not manifest in any
single member of the duality web. In particular the pro-
posed self-duality of the SU(2) invariant NCCP 1 model
immediately implies emergent SO(5) symmetry in the
IR. We will discuss other numerical tests of the fermionic
versions of this theory separately below.
We also discussed the continuum Nf = 2 QCD3
theory which has manifest SO(5) symmetry and which
shares the same anomaly as the putative deconfined crit-
ical point, and may possibly flow to it in the IR. The IR
fate of the QCD3 theory is not currently known and is a
good target for future numerical work. It will be partic-
ularly interesting to see if it shares the (quasi)universal
power law correlations seen in other models equivalent
to the SU(2)-invariant NCCP 1.
For the easy plane model direct numerical simulations
of quantum magnets find a first order transition. As we
have emphasized several times, the nature of the transi-
tion in this model is worth revisiting. We have seen that
this model is dual to a version of fermionicNf = 2QED3
with U(1)× U(1) symmetry. For fermionic QED3 with
SU(2) flavor symmetry, there is some recent evidence
that the theory is conformal in the IR.[43] Further the
results do not seem to be sensitive to whether the lattice
regulator employed actually preserves full SU(2) flavor
symmetry or whether it only has U(1) flavor symmetry.
In light of all this, more numerical studies of the models
in the easy plane duality web are clearly called for.
The strongest form of the duality web of these theories
asserts that all these theories flow in the IR to the same
O(4)× ZT2 –invariant CFT. Below we will describe some
implications of the enhanced symmetry expected in such
a putative critical theory.
If an O(4)×ZT2 symmetric fixed point does exist then,
for the easy plane NCCP 1 to flow to it in the IR it
must be that perturbations that break the symmetry
to (U(1) × (U(1) o Z2)) × Z2T are irrelevant. As dis-
cussed in Sec. III C, the simplest such perturbation is
a Ne´el/VBS anisotropy which lies in the (2, 2) repre-
sentation of SO(4) (the quadrupled monopole operator
Φ42 +Φ
∗4
2 pertinent to the lattice magnet lies in the same
representation). Thus for enlarged O(4) symmetry we
need the scaling dimension ∆(2,2) > 3 at the O(4) fixed
point.
If an O(4)×ZT2 symmetric fixed point exists, and the
strongest form of the duality web holds, then a square
lattice spin-1/2 quantum magnet with XY symmetry
can show a direct continuous Neel-VBS transition with
enlarged O(4) symmetry.
An alternate possibility is that the O(4) × ZT2 CFT
exists and that SU(2) flavor symmetric QED3 flows to
it, but the U(1)×U(1) theories (easy plane NCCP 1 and
QED3 with the same symmetry) do not flow to that fixed
point. This scenario can be tested by numerical simula-
tions of the SU(2) symmetric QED3 theory. We detail
below how to test for emergent O(4) symmetry. Should
such a fixed point be found, it will be interesting to cal-
culate the scaling dimension of operators transforming
under the (2, 2) representation to test for relevance.
Finally it is possible that an O(4) × ZT2 fixed point
of the kind we have described does not exist in the first
place. Therefore we next turn to the fermionic theories
where this question is best addressed numerically.
Useful analytical insights will also come from confor-
mal bootstrap [24, 25, 84–86]. Note also that the duality
webs open up the possibility of analytical results for de-
confined critical points using large N in the fermionic
language [87–89].
B. For QED3 and QED–GN
The strong self-duality for SU(2) flavor symmetric
QED3 implies an emergent O(4) symmetry which leads
to simple testable predictions.
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The fermion bilinears ψ¯σψ are expected to be scal-
ing fields, with dimension smaller than their engineering
dimension of two, transforming in the (1, 1) representa-
tion of SO(4). O(4) symmetry relates them to strength-2
monopole operators in the QED3 theory, so calculating
correlations of monopole operators will allow interest-
ing tests of the emergent symmetry. Presumably this
requires some modifications of existing numerical calcu-
lations of correlators in the QED3 theory. We therefore
also describe several tests using more ordinary correla-
tors.
It should be fruitful to focus on correlations of the con-
served SO(4) currents. The operator ψ¯γ0σψ (the time
component of one of the SU(2) currents) was already
studied in Ref. [43] and shown to have the expected scal-
ing dimension 2. One of the three currents of the other
SU(2) is a simple operator in QED3: this is the gauge
flux µνλ∂νaλ. Therefore its time component, the mag-
netic flux, is related by symmetry to ψ¯γ0σψ. Right at
the critical point these operators should have scaling di-
mension 2; this follows from their conservation and is not
a test of the symmetry rotating them. A simple conse-
quence of emergent O(4) is that the universal amplitudes
of the two point functions should also be the same for
these different currents. Specifically if we compare the
correlators of the SU(2) currents with the correlators of
1
2pi µνλ∂νaλ, they should have the same universal ampli-
tude in addition to the same scaling dimension.
A more dramatic consequence arises if we perturb the
critical point by turning on either a non-zero temper-
ature T or a fermion mass m, both of which preserve
SO(4). Then the current correlations will involve a non-
trivial universal scaling function
|k|F
(
m
T
,
ω
|k| ,
|k|
m
)
. (150)
Now SO(4) symmetry predicts that this scaling func-
tion is identical for the SU(2) current and for the 3-flux
of the gauge field. It will be very interesting to test this.
For instance the SU(2) spin susceptibiltiy should be de-
scribed by the same crossover function as the diamag-
netic susceptibility of the gauge field, and likewise the
SU(2) phase stiffness should be described by the same
crossover function as the Meissner stiffness of the gauge
field.
Finally, a representative of the important (2, 2) opera-
tor will be given by, e.g, 2(ψ¯σzψ)2 − (ψ¯σxψ)2 − (ψ¯σyψ)2
(we are assuming that the other SO(4) representations
contributing to this operator are less relevant, as ex-
pected from the discussion in Sec. III C). If O(4) sym-
metry is established numerically, then the irrelevance of
this O(4)–breaking perturbation can be tested.
For the QED3–GN model, the first issue that should be
addressed numerically is whether the transition is second
order at all (the duality with theNCCP 1 model suggests
there should be critical behaviour at least up to a large
length scale). Should such a second order transition be
found, a number of its properties can be predicted using
our results.
First, if we measure φ correlations at this fixed point,
we are measuring correlations of the SO(5) vector. They
can therefore be compared with the Ne´el and VBS corre-
lation functions known from NCCP 1 simulations. Sec-
ond, the φ2 operator takes us to the QED3/easy plane
NCCP 1 fixed point. We know that with SO(5) this is
in the same representation as the operator that tunes
through the transition in the NCCP 1 theory (a compo-
nent of X(2) in the notation of Sec. IV D). Hence the φ2
scaling dimension can be compared with results for ν at
the SU(2)–symmetric deconfined critical point.
More interestingly, the fermion bilinear ψ¯σzψ also cor-
responds to an element of X(2). Thus the vector ψσψ
should have the same correlations as φ2 at the QED3-GN
fixed point (modulo subleading contributions) if there is
full SO(5) symmetry. This last statement is particularly
interesting as it does not involve comparing with a differ-
ent theory — both quantities are calculated in the same
simulation.
C. Comparison between the N = 2 QED3, bilayer
honeycomb lattice model, and easy plane spin
models
For the putative O(4) fixed point, there are (at least)
three lattice model realizations that can be (and have
been) studied numerically: N = 2 lattice QED3, spin
models that realize the easy-plane deconfined transition
(if a model with a second order transition exists), and
the bilayer honeycomb lattice interacting fermion model,
studied in Ref. [44, 45], that realizes the transition be-
tween a trivial and SPT boson insulator with explicit
SO(4) symmetry. The critical exponents measured in
different models should be related to each other, which
we discuss below.
The N = 2 QED3 was treated as a stable CFT in
Ref. [43], so there is no correlation length critical expo-
nent. But there is still the anomalous dimensions as-
sociated with the mass operators Mz = ψ¯1ψ1 − ψ¯2ψ2,
M0 = ψ¯1ψ1 + ψ¯2ψ2,
〈Mz(0) Mz(r)〉 ∼ 1
r1+ηψ¯σzψ
, 〈M0(0) M0(r)〉 ∼ 1
r1+ηψ¯ψ
(151)
According to Ref. [43], ηψ¯σzψ ∼ 1.0. To our knowledge, a
careful study of ηψ¯ψ has not been performed in numerical
simulations of QED3 - we hope that future simulations
will also address this exponent.
The bilayer honeycomb lattice model describes a
bosonic transition, which may potentially also be de-
scribed by the N = 2 QED3.
44 The tuning parame-
44 Since the microscopic model has an exact SO(4) symmetry here,
for QED3 to describe it, the SO(4) symmetry must necessarily
emerge at the critical point.
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ter for this transition corresponds to the fermion mass
m(ψ¯1ψ1+ψ¯2ψ2) in the field theory. There is a correlation
length exponent νbh defined as
ξ ∼ m−νbh ∼ (J − Jc)−νbh , (152)
where J is the interaction on the lattice that is tuned to
the critical point. The O(4) order parameter na has an
anomalous dimension ηbh:
〈na(0)na(r)〉 ∼ 1
r1+ηbh
. (153)
The easy-plane spin models have three different expo-
nents: ηxy (the same as ηvbs), ηz and νjq:
ξ ∼ (Q−Qc)−νjq ,
〈Sx(0) Sx(r)〉 ∼ (−1)
r
r1+ηxy
,
〈Sz(0) Sz(r)〉 ∼ (−1)
r
r1+ηz
. (154)
Where Q is a tuning parameter for the transition. If the
strong duality holds, we have the following relations:
3− 1
νjq
=
1 + ηψ¯σzψ
2
,
ηz = ηψ¯ψ,
ηxy = ηbh,
3− 1
νbh
=
1 + ηz
2
. (155)
IX. CRITICAL AND PSEUDOCRITICAL
POINTS
It is not yet certain whether the SU(2)–symmetric
NCCP 1 model has a true critical point, or whether it in-
stead shows ‘pseudocritical’ behaviour with a very large
but finite correlation length. Here we review what is
currently known from simulations, and clarify what the
latter possibility would mean for the dualities presented
here. We also briefly discuss the easy plane–case.
Various lattice models that show a phase transition
‘in the NCCP 1 universality class’ have been studied nu-
merically [6–22].45 The basic feature of these simula-
tions is that the correlation length ξ appears to diverge
as the critical point is approached, certainly becoming
larger than numerically accessible system sizes (up to
640 lattice spacings in the model of Ref. [14]). At these
lengthscales the standard signs of first-order behaviour,
e.g. double-peaked probability distributions, are absent.
45 These include the J–Q model[6–13] and a related loop model
[14, 15], lattice [16, 17] and continuum [18] field theories, and
the classical 3D dimer model [19–22], which has different mi-
croscopic symmetries to the JQ model but has been argued to
have the same continuum description. See also numerical work
on generalizations to SU(n) with n > 2 [90–93].
The qualitative features of the transition are as expected
from the theory of deconfined criticality,46 and finite size
estimates of critical exponents are roughly consistent be-
tween different lattice models.
These features are consistent with a continuous tran-
sition (which much recent work assumes). However, it
was noted some time ago that various naively ‘univer-
sal’ quantities instead drift with system size, leading to
controversy about whether the transition was ultimately
continuous or first order [9–13, 17]. Ref. [14] argued
that these drifts are not merely conventional finite-size
corrections to CFT scaling behaviour, since making this
assumption leads to unphysical negative values for the
anomalous dimensions at large sizes, and suggested two
possible scenarios for reconciling the various numerical
results. One scenario is that the NCCP 1 model shows
a continuous transition, but with unconventional finite-
size scaling behaviour due to a dangerously irrelevant
variable47 (see also [23, 92]). The second scenario is that
NCCP 1 shows a first order transition [12, 13, 17] which
is rendered anomalously weak by a quasi-universal mech-
anism [14] which we discuss below.
Further complicating the issue, it was found numeri-
cally that critical fluctuations at the deconfined transi-
tion are SO(5) symmetric to a high level of precision [15].
Level degeneracies found in the JQ model [94] also sup-
port this enhanced symmetry (the approximate equality
of Ne´el and VBS scaling dimensions had been noticed
earlier by Sandvik [95]). At first sight SO(5) symmetry
seems to be strong evidence that the critical NCCP 1
model flows to an SO(5)–invariant CFT. However, sub-
sequent investigations [24, 25] of SO(5)–symmetric CFTs
using the conformal bootstrap [84, 85] did not find a suf-
ficiently stable48 CFT in the expected region of parame-
ter space. The bootstrap shows that any sufficiently sta-
ble SO(5)–invariant CFT must have a larger anomalous
dimension for the SO(5) vector than is expected from
simulations of deconfined criticality [24, 25]. In view of
this, it makes sense to revisit the weakly-first-order sce-
nario with SO(5) symmetry in mind.
At first sight a first order transition with ξ  1 is im-
plausible because of a fine-tuning problem. If a theory
has no nontrivial stable fixed point, the obvious way to
get a large ξ is to fine-tune it close to an unstable fixed
46 For example, in models for the Ne´el-VBS transition there is a
single direct transition between the two phases, the expected
U(1) symmetry for the VBS order parameter indeed emerges
at the critical point, and the Ne´el vector has a large anomalous
dimension, which was predicted as a signature of deconfinement.
47 Some features of the numerical results are suggestive of this. See
e.g. the discussion of correlation functions in [14], and the fits
in [23].
48 To describe the (generic) deconfined critical point, the SO(5)
CFT should have no relevant operator that is invariant under
all symmetries, see Sec. IV D. The bootstrap result constrains
the SO(5) vector’s anomalous dimension, under the assumption
that there is no relevant symmetry-trivial operator.
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point.49 Since this mechanism relies on fine–tuning, it is
unlikely to be the explanation for the apparent critical
behaviour at the DCP, which seems to be generic. How-
ever there is an alternative generic mechanism for ‘pseu-
docritical’ behaviour with very large ξ [96–98]. In this
scenario, the large ξ can be understood in terms of a fixed
point which exists slightly outside the physical parame-
ter space of the model — for example at slightly smaller
spatial dimension dc. The structure of the RG flows close
to dc implies an exponentially large correlation length
for d & dc. This mechanism depends on an accident
in the universal structure of the RG flows, but it does
not require fine-tuning of a given microscopic Hamil-
tonian. Additionally, this scenario is plausible for the
NCCP 1 model (and indeed NCCPn−1 for nearby val-
ues of n), given what is known about the d–dimensional
NCCPn−1 model in various limits [14].
The basic mechanism is the annihilation of a stable
and an unstable fixed point as a parameter τ is varied.
Here τ is a quantity which does not flow under RG, such
as the spatial dimension (in the case of NCCP 1) or the
rank of a symmetry group. Quite generally, close to τc
the RG equation for the coupling λ which is becoming
marginal looks like
dλ
d lnL
= a (τc − τ)− λ2, (156)
where a and τc are universal constants and a > 0. For
τ < τc both fixed points exist and for τ > τc neither
do. But for τ & τc the RG flows become very slow
close to λ = 0: the long RG time required to traverse
the ‘pseudocritical’ region corresponds to a large length-
scale ξ ∼ `0 exp (pi/
√
a(τ − τc)), where `0 is nonuniver-
sal. The large amount of RG time spent near λ = 0
implies that the properties of the pseudocritical regime
are quasiuniversal in the limit of small τ − τc.
In more detail, this is because (in the formal limit of
small τ − τc) the subleading RG couplings, gi, have time
to flow to well-defined pseudocritical values, independent
of their bare values in a given microscopic model. (The
relevant coupling which drives the transition is zero since
we consider the theory in the critical plane.) The RG
flow is attracted to a quasiuniversal trajectory through
coupling constant space, given by setting gi = 0 up to
corrections that are exponentially small in 1/
√
τ − τc.
A key point is that ‘quasiuniversality’ holds to exponen-
tially good precision in 1/
√
τ − τc, despite the fact that
the flow of λ during a stretch of RG time of order ln ξ is
larger than this.50 This flow of λ will lead to quasiuin-
versal drifts in e.g. effective exponents.
49 Take for example the q-state Potts model in 3D, with a large
value of q. The transition is generically first order due to a
cubic invariant in the Landau-Ginsburg action. One could fine-
tune the couplings to be close to the free fixed point, giving a
very weak first order transition. This mechanism is non-generic,
and is not the mechanism discussed in the text.
50 We may see this in more detail using the logic of [98, 99].
The Q-state Potts model in 2D provides an example
of this phenomenon with τ = Q [96–98, 100–103] (in this
context λ was originally thought of as a fugacity for Potts
vacancies [96]). For Q < 4 both a critical and a tricriti-
cal point exist, and they merge at Q = 4. For Q & 4, the
Potts transition is very weakly first order. A priori the
above picture applies only for (Q − 4)  1, but empiri-
cally it is found that the transition remains weakly first
order at least for Q = 5, 6, 7, where ξ ' 2512, 159, 48
respectively on the square lattice [103]. This mecha-
nism for generating a small mass scale has also been
discussed in the context of 4D QCD [104–106], with
τ = −Nf/Nc. (Fixed point annihilation phenomena
have also been discussed in QED3 [106–108], and in a
Landau Ginsburg theory obtained from NCCPn−1 by
condensing the monopole [109].51) In the NCCPn−1
model, it is plausible that there is a range of n where
the transition is weakly first order but can be rendered
continuous by slightly decreasing the spatial dimension.
It should be noted that the choice of deformation
parameter τ is not unique; for example in the weakly
first order regime of the Potts model the transition can
be made continuous by reducing either Q or d (and in
NCCPn−1 we can certainly render the transition contin-
uous by a large enough increase in n). Alternately, one
may consider the theory only at the physical value of τ ,
and attribute the pseudocritical behaviour to proximity
to the nonunitary fixed points at λ = ±i√a(τ − τc).
A possible explanation for the various numerical re-
sults for the deconfined transition is that there is a pseu-
docritical regime within the SO(5)–symmetric subspace
of theory space. If the effective scaling dimensions of al-
lowed SO(5) breaking perturbations — specifically, the
symmetric tensor X
(4)
abcd discussed in Sec. IV D — are
greater than three, the NCCP 1 model and QED–Gross-
Neveu can lie in the basin of attraction of this regime,
and will also show pseudocritical behaviour. In this sce-
nario the dualities we have discussed apply to the physics
Starting with the RG equations for λ and for the leading ir-
relevant coupling g at τ = τc, expand in ∆2 = τ − τc assum-
ing analyticity in ∆2 and the couplings. Using the freedom
to make analytic redefinitions of the couplings gives (156) and
dg/dt = −(y +mλ)g, neglecting subleading corrections (t is RG
time). The zero of the latter equation at g = 0 is preserved
to all orders in ∆2. We have λ(t) = −∆ tan ∆[t− t∗] with
t∗ ' pi/2∆ − 1/λ(0). The correlation length is determined by
setting λ ∼ −1, giving ln ξ = pi/∆ +O(1). The subleading cou-
pling behaves as g(t) = g0e−yt
(
∆2+λ(t)2
∆2+λ(0)2
)m/2
. Once the RG
time is of order 1/∆, g(t) has become exponentially small in
1/∆. On RG timescales of this order the typical variation in
λ(t), and therefore the typical ‘quasiuniversal’ drift in large scale
properties, is O(∆).
51 A fixed point annihilation phenomenon also occurs in the so
called ‘compact’ CPn−1 model (an SU(n)–symmetric Landau-
Ginsburg theory obtained from NCCPn−1 by condensing the
strength-1 monopole). However there the critical and tricritical
fixed points annihilate when n is increased (with nc ∼ 3) rather
than when n is decreased as is the case for NCCPn−1 [109].
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at lengthscales up to ξ (and somewhat beyond, see be-
low).
To make the above possibility more concrete we may
think of NCCP 1 as a perturbation of an exactly SO(5)–
invariant theory whose RG behaviour could in principle
be pinned down. The nonlinear sigma model is one possi-
bility: in the above scenario we would expect the sigma
model at strong coupling to exhibit pseudocritical be-
haviour. However the language of the sigma model does
not give us an obvious candidate for the deformation pa-
rameter τ . Tentatively, a renormalizable alternative may
be the Nc = 2, Nf = 2 QCD3 discussed in Sec. VI. This
theory has an SO(5) symmetry which becomes explicit
when it is written in terms of Majorana fermions. The
theory may spontaneously break SO(5) on the scale set
by the coupling, in which case it is not very interesting.
But another possibility is that it generates a long length-
scale by the above mechanism. If so, Nf and d are candi-
dates for deformation parameters τ which could produce
a true fixed point.
Another way to think about the possibility of an
SO(5)-invariant pseudocritical regime is to hypothesize
an exact SO(5) symmetry for the nearby nonunitary
fixed points at imaginary λ; we thank S. Pufu for sug-
gesting this. We would then view the NCCP 1 model
and QED–Gross-Neveu on lengthscales . ξ as perturba-
tions away from this fixed point.
As an aside, note that in the present scenario SO(5)
symmetry survives to lengthscales even larger than ξ.
The simplest possibility is that on scales larger than
ξ the system flows to the ordered phase of the SO(5)
sigma model, representing a first order transition for
NCCP 1 — although in principle it is possible that
the theory could flow to a new nontrivial fixed point.
This ordered sigma model is subject to anisotropies due
to the SO(5)-breaking perturbations that are allowed
in the microscopic model. However these anisotropies
are small since the effective RG eigenvalue y4 of the 4-
index symmetric tensor is negative in the pseudocritical
regime: they do not become apparent until a length-
scale L∗ ∼ ξ1+|y4|/3 × (bare coupling). Simulations in
the range ξ . L . L∗ would find four apparent Gold-
stone modes.52
A similar conjecture could in principle apply to the
dualities between O(4) invariant theories, although nu-
merical results for the easy-plane Ne´el-VBS transition
suggest that a first order transition with a rather shorter
correlation length than in the SU(2) case may be generic
there [20, 57–60]. As noted in Sec. III C, it is also con-
ceivable that the fermionic theories flow to an O(4) sym-
metric fixed point (or pseudocritical point), but that the
easy plane model does not, as a result of an additional
perturbation allowed by microscopic symmetry. Further
52 It is clear from the drift in effective critical exponents that cur-
rent simulations are not in this regime (which would show simple
exponent values).
numerical studies of both the easy plane model and of
QED3 along the lines described in Sec. VIII are clearly
called for.
For quantum phase transitions, the pseudocriticality
scenario implies that the system will show quantum crit-
ical behavior above a parametrically low temperature
scale T ∗ ∼ J exp
(
−pi/√a(τ − τc)), where J is a micro-
scopic energy scale, with critical exponents drifting as
the temperature changes. Criticality eventually disap-
pears below T ∗, and the system possibly crosses over
to a first order transition. But for sufficiently low T ∗, a
quantum critical regime (the famous ‘critical fan’) should
be observable above T ∗. Pseudocritical systems thus
present interesting possibilities for phenomenology near
quantum phase transitions.
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Appendix A: More precise Lagrangians
In this Appendix we present the easy-plane dualities
in a more precise notation. We define a Dirac fermion
through a Pauli-Villars regulator, such that its partition
function (under a general U(1) gauge field a and metric
g) is given by Zψ = |Zψ|e−ipiη[a,g]/2. In the usual nota-
tion (used in the main text), this would corresponds to
a Dirac Lagrangian supplemented with a Chern-Simons
term at level k = −1/2 for both a and g. In general it
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is more precise to use the η-invariant instead of the less
well-defined k = −1/2 Chern-Simons terms (for more
details, see, for example, Ref. [54] for a review).
We also enforce the proper quantization of all the U(1)
gauge field (including dynamical and background ones)
from the beginning, by working directly with B1,2 (in-
stead of B,B′) in the main text. The duality now reads:
|Dbz1|2 + |Db−B1z2|2 − |z1|4 − |z2|4 +
1
2pi
bdB2
⇐⇒ ψ¯1i /Daψ1 + ψ¯2i /Da+B2−B1ψ2 +
1
4pi
ada+
1
2pi
adB2 +
1
4pi
B2dB2 + 2CSg, (A1)
where CSg is a gravitational Chern-Simons term, nor-
malized such that in the absence of any other mat-
ter field, it leads to a thermal hall conductance κxy =
1
2
pi2k2BT
3h .
Appendix B: Some other dualities
Here we describe an alternate set of dualities between
theories with global SU(2), U(1) and T symmetries. We
begin with a duality between N = 2 species of a free
massless Dirac fermion53 and a bosonic theory.
To be concrete, we define the partition function of the
massless Dirac fermion in terms of the η-invariant. To
maintain SU(2) symmetry between the two species we
must choose the same regularization for both species.
Therefore we write the partition function of the N = 2
free massless Dirac fermion as
Zψ = |Zψ|e−ipiη[A,g] (B1)
Here A, g are the background gauge field (strictly speak-
ing a spinc connection) and metric respectively. We
know that e−ipiη[A,g] = e−i
∫
1
4piAdA+2CS[g]. Therefore
the theory can be made time reversal invariant (while
keeping SU(2) and U(1)) by adding
∫
1
4piAdA + 2CS[g]
. Thus we consider54
L0f = iψαDAψα +
1
4pi
AdA+ 2CS[g] (B2)
We claim this has a dual bosonic description:
L0b = L[Zα, b] + 1
2pi
bdA− 1
4pi
bdb, (B3)
where b is an ordinary U(1) gauge field, and Zα is a
spin-1/2 (under the global internal SU(2)) boson. As a
check on this proposal, consider giving the fermions a
53 In this and the next Appendix we use the precise definition of
the Dirac partition function in terms of the η-invariant. We will
also include a coupling to a background space-time metric g.
54 We have not shown explicitly background SU(2) gauge fields -
they can be incorporated if needed.
mass that preserves SU(2) × U(1). If m < 0 (with our
definition of the fermion determinant) we get
∫
1
4piAdA+
2CS[g] (which corresponds to a gapped phase with σxy =
1, κxy = 1). If m > 0, then we get the same but with
opposite sign (σxy = −1, κxy/κ0 = −1). The massless
Dirac fermion sits right at the transition between these
two phases.
To match these from the boson side, if Zα is in a trivial
insulator, we integrate it out first, and then integrate out
b. This gives
∫
1
4piAdA+ 2CS[g] which exactly matches
the fermion side withm < 0. The other phase is obtained
by putting Zα in a boson integer quantum Hall state
(bIQH). Then integrating out zα gives a term
2
4pi bdb.
Combining with the other terms already in the boson ac-
tion, and integrating out b, we get −(∫ 14piAdA+2CS[g])
which also exactly matches the answer from the fermion
side with m > 0.
Therefore what in the boson theory is the transition
between a trivial insulator and the bIQH state is dual
to the free massless Dirac fermion. This should not
be surprising to us. In fact, we already know two dif-
ferent forms of actions that describe bIQH transitions:
QED3 with Nf = 2 and the easy-plane NCCP
1. If
we use the QED3 Lagrangian in Eq. (B3), we simply
get back the free Dirac fermion theory. If we use the
easy-plane NCCP 1 theory instead, we obtain a “com-
posite boson” dual of two free Dirac fermions discussed
in Ref. [110]. However, in this representation the spin
SU(2) symmetry is non-manifest. Thus in the absence
of a manifestly SU(2)-invariant bosonic representation
of the bIQH transition, we will just keep the form of
Lagrangian in Eq. (B3) implicit.
We can also check monopole operators. A 2pi
monopole Mb of b carries UA(1) charge 1, and Ub(1)
charge −1. Thus ZαMb has no Ub(1) charge, has charge-
1 under UA(1), is an SU(2) doublet and is a fermion. We
should identify it with ψα.
Now we follow the usual logic to generate other duali-
ties. First we let A→ a and treat a as a dynamical gauge
field (spinc connection), and couple
1
2piadB +
1
4piBdB
where B is an ordinary U(1) gauge field. The fermion
side becomes
L1f = iψα /Daψα +
1
2pi
adB +
1
4pi
BdB + 2CS[g] (B4)
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In the boson side the a dependence arises solely through
the term 12pi (b+B)da. Integrating out a we set b = −B
to get
L1b = L[Zα,−B] (B5)
The two theories Eq. (B4) and B5 are dual to each other
in the following sense. The phase transition in Eqn B5
between the trivial gapped phase and the bIQH state
is described by Eq. (B4) when the Dirac fermions are
massless. Indeed we used this identification in various
parts of the paper.
Now we make B dynamical B → b, and couple 12pi bdC
where C is an ordinary U(1) gauge field. In the fermion
side the b dependence occurs through the term 12pi (a +
C)db+ 14pi bdb. Integrating out b leads to
Lf = iψαDaψα −
1
4pi
ada+
1
2pi
adC − 1
4pi
CdC (B6)
The boson side becomes
Lb = L[Zα,−b] + 1
2pi
Cdb (B7)
This almost looks like the NCCP 1 model but we
should remember the precise sense in which Eqns. B6
and B7 are dual. As in all the previous examples, the
trivial to bIQH transition of zα is dual to the massless
Dirac theory. Let us interpret this phase transition in
the boson side more clearly. When zα is in a trivial
gapped phase, C is Higgsed, and we have broken UC(1)
symmetry (a “superfluid”). When zα is in a bIQH state,
we have a U(1)2 theory, and this is really an SU(2) sym-
metric chiral spin liquid where the semion is a spin-1/2
spinon.
Thus the transition between a superfluid (that breaks
U(1) but preserves SU(2)) and this chiral spin liquid with
SU(2) symmetry is described by Eq. (B6). It is easy to
check that this is reproduced by thinking directly about
the fermions.
The duality between the theories in Eqns. B7 (in-
terpreted as above) and B6 should be contrasted with
the duality of the SU(2) invariant NCCP 1 model to the
QED3-GN model. The two sets of dualities describe two
distinct phase transitions of the same underlying spin
system. Further though both Eqn. B7 has the same
SO(3)×U(1) symmetry as NCCP 1, it - unlike NCCP 1
- is not time reversal invariant.
Appendix C: A different view of the dualities and
emergent symmetries
Here we discuss the dualities and emergent symmetries
from a point of view familiar in the high energy litera-
ture. Caution is however needed as we describe below.
For any 2 + 1D CFT with a global U(1) symmetry,
there is a formal operation on the path integral, denoted
S, which is defined as follows:
ZS [B] =
∫
DA ZCFT1 [A]e
i
2pi
∫
d3xAdB . (C1)
Here ZCFT1 [A] is the partition function of the 2 + 1D
CFT in the presence of a background U(1) gauge field A.
The operation S converts this background gauge field
into a dynamical one, without including a kinetic term
for the field A. A new background U(1) gauge field B,
coupling to dA/2pi (which is conserved) is also intro-
duced. This operation was defined and used by Kapustin
and Strassler [47], and by Witten [48]. A different op-
eration, T , was also introduced by Witten: this simply
shifts the level of the Chern-Simons term for the back-
ground gauge field by 1.
If the path-integral on the right hand side of Eqn.
C1 is well-defined, then ZS [B] is the partition function
of a new theory with a new global U(1) symmetry (B
couples to the current of this symmetry). Further, the
theory ZS [B] is conformally invariant, at least at the
formal level — it is to ensure this that no kinetic term
for A is introduced in the definition of S — and defines
a new conformal field theory which we denote CFT2.
Schematically we write the S operation as S[CFT1] =
CFT2 where both CFTs have a global U(1) symmetry.
The combination of S and T then leads to a remark-
able SL(2, Z) action on the set of 2 + 1D CFTs with a
global U(1) symmetry [48]. (See Refs [111–114] for other
appearances of this mathematical structure in related
contexts.) That is, S and T can be shown formally to
satisfy the defining relations55 S2 = −1 and (ST )3 = 1
of SL(2, Z).
Let us think a bit more about S. A priori it is not
evident that the path integral in Eq. C1 is well-defined.
To obtain some intuition, consider a modified operation
which is certainly well-defined:
Z˜S [B; e
2] =
∫
DA ZCFT1 [A] exp
(
−
∫
d3x
(
1
2e2
(dA)
2 − i
2pi
AdB
))
. (C2)
55 Here the operation S2 = −1 corresponds to changing the sign of the gauge coupling.
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We have introduced a Maxwell term for the gauge field
A with coupling constant e2. Formally, the original S
operation may be written
ZS [B] = lim
e2→∞
Z˜S [B; e
2]. (C3)
However Eq. C3 has a more intuitive interpretation.
Consider the theory at a fixed value of e2. The gauge
coupling introduces a length scale le ∼ 1/e2. At dis-
tances much smaller than le the physics is that of CFT1
plus a decoupled free photon, so this is a ‘weakly’ gauged
version of CFT1. But the coupling between CFT1 and
the photon is relevant, so the physics on distances much
larger than le will be different. The limit e
2 → ∞ is
equivalent to describing the deep IR limit of the Z˜S the-
ory, i.e. distances much greater than le.
At the formal level this deep IR limit is a new con-
formally invariant theory, CFT2, described by ZS . For-
mally, the relationship S2 = −1 (see below) also requires
CFT2 to be nontrivial if CFT1 is. But it is not obvious
that the conclusions of these formal arguments will al-
ways hold in reality, at least for the non-supersymmetric,
finite ‘N ’ theories of interest in this paper. For instance
if we take CFT1 to be the theory of Nf massless 2-
component Dirac fermions (Nf even) then we obtain
QED3 for Z˜S . Whether or not this flows to a CFT for
general Nf , not necessarily large, is a long-standing is-
sue which has not yet been settled. For another example
relevant to this paper, take CFT1 to describe a pair of
boson fields, each separately at the U(1) Wilson Fisher
fixed point, and take S to act on the diagonal U(1) sym-
metry. Z˜S then describes the easy plane NCCP
1 model
in a particular limit.56 As discussed in the main text, it
is hardly clear that this flows to a CFT in the IR. Simi-
larly, if we start with the O(4) Wilson-Fisher theory and
use S to gauge an appropriate U(1) subgroup, we ob-
tain the SU(2)–symmetric NCCP 1 model (in a similar
limit). Whether or not this flows to a CFT is again a
nontrivial question.57 (Even when there is a flow to a
CFT, we might expect to have to tune the coupling of
any relevant symmetry-allowed operators of CFT1 in or-
der to be on this flow line, contrary to the expectation
from the formal limit.)
What about the crucial relationship S2 = −1? We
apply the limiting procedure twice to give the partition
function
ZS2 [C] = lim
e′2→∞
lim
e2→∞
Z˜S2 [C; e
2, e′2], (C4)
with
Z˜S2 [C; e
2, e′2] =
∫
DB
∫
DA ZCFT1 [A] exp
(
−
∫
d3x
(
(dA)
2
2e2
+
(dB)
2
2e′2
− i
2pi
Bd (C +A)
))
. (C5)
The proof in Ref. [48] of S2 = −1 evaluates the path
integral above in the absence of the Maxwell terms (as
appropriate to the formal definition of S in Eqn. C1).
The B integral then acts as a delta function enforcing
C = −A, and the right hand side becomes ZCFT1 [−C].
Even in the case where le  le′ ,
lim
e2→∞
lim
e′2→∞
Z˜S2 [C; e
2, e′2], (C6)
we may worry that this procedure will fail to give back
the original CFT, due to relevant terms generated by
integrating out B and then A. For Eq. C4, where the
56 This limit is where the gauge coupling is much weaker than
the quartic terms (so that the RG flow comes very close to the
ungauged Wilson-Fisher fixed point before the gauge coupling
drives it away). Also, in this example the bare quartic terms do
not couple the two fields.
57 Note though that if we assume the reliability of the S operation
then we can infer the existence of a CFT with the same sym-
metries, etc. as NCCP 1. It should be noted however that the
formal construction says nothing about the stability (number of
relevant perturbations) of this CFT.
order of limits is the opposite, it is even less clear that
we will obtain S2 = −1. In general this is a nontrivial
question about the structure of the RG flows.
If the gauged CFT1 does indeed flow to a nontrivial
CFT2, then characteristic lengthscale for this crossover is
le ∼ 1/e2. Gauging CFT2 then introduces a new length-
scale le′ ∼ 1/e′2, and the regime of interest is le′  le.
In order for S2 = −1 to hold, the ultimate flow on scales
 le′ must be to a copy of the CFT1 fixed point.
If the gauged CFT1 instead flows to a trivial theory,
representing for example a massive or symmetry-broken
fixed point, then it is hard to see how S2 = −1 can
ever be satisfied. Here we are assuming that CFT1 is
nontrivial; it is certainly possible to have an example
where CFT1 and CFT2 are both trivial, and S
2 = −1.58
This discussion is intended to provide intuition for
58 An instructive example is to take CFT1 to be a trivial theory
with partition function ZCFT1 = 1. In a condensed matter
context this is the fixed point theory for a bosonic Mott insu-
lator. If we now couple the bosons to a dynamical gauge field
to obtain Z˜S we see that the new theory is in a phase where
the new global U(1) symmetry associated with conservation of
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dangers which may arise in the formal use of the S op-
eration. It is of course conceivable that in practise they
do not arise. We should also emphasise that the limiting
procedure discussed above is not the only way to inter-
pret the formal definition of ZS : it is possible that when
the above limits fail to give a nontrivial CFT, the S op-
eration can be rescued by an alternative implementation
of the definition.
If we ignore all the caveats and assume (as is nor-
mally done in the literature) that there is a well-defined
SL(2, Z) action on 2+1D CFTs then we can make some
powerful statements. First it tells us that there is a CFT
which looks like easy plane NCCP 1, defined by the par-
tition function ∫
Db (ZWF[b])2 ei
∫
1
2pi bdB (C7)
where ZWF[b] is the partition function for the Wilson
Fisher fixed point of a single complex boson, with back-
ground gauge field b. A priori we do not know whether
the standard easy plane NCCP 1 action (defined with,
e.g., an additional Maxwell term) flows to this CFT.
Second, if we assume that the formal S operation gives
a well defined action on CFTs, then it is natural to ex-
pect that basic boson-fermion duality, relating a single
massless Dirac fermion to a Wilson-Fisher boson cou-
pled to a U(1)1 gauge field, can be taken as an exact
statement about path integrals:
ZD[A] =
∫
Db ZWF[b] ei
∫
d3x 14pi bdb+
1
2pi bdA (C8)
where ZD is the partition function of a free massless
Dirac fermion. We write this as (recall that T shifts the
level of the Chern Simons term)
D = ST [WF]. (C9)
The other boson-fermion duality then is
D = T−1S−1T−1[WF]. (C10)
Multiplying the partition functions on both sides, shift-
ing an AdA/4pi to the left, and finally making A dynam-
ical we get the duality of QED3 to the easy plane CFT
defined in (C7).
The fermion side is manifestly [SU(2)× U(1)]/Z2 in-
variant. Further it is easy to see that it is exactly self-
dual and the dual side has the other [SU(2)× U(1)]/Z2
as a manifest symmetry. Altogether this implies theO(4)
symmetry.
dA is spontaneously broken (a superfluid). If we use the formal
definition in Eq. C1 we get ZS [B] = δ(B) as expected for a su-
perfluid. In a formal sense this partition function is conformally
invariant — we may think of it as the fixed point description of
a superfluid phase obtained by taking the phase stiffness of the
Goldstone mode to ∞. Of course ZS is physically lacking as it
misses the Goldstone physics.
Within the framework of the present assumptions,
these are all exact statements, regardless of the rele-
vance or irrelevance of operators that break O(4) to
SU(2)×U(1) or U(1)×U(1). As mentioned above, it is
possible that the fixed point we are describing is highly
fine-tuned. But if we now make the natural further as-
sumption that the weak coupling limits of all these gauge
theories flow to the IR CFTs defined formally but ex-
actly by the path integrals above, and that there is no
fine tuning hidden in this flow, we indeed conclude that
the various symmetry-allowed perturbations are irrele-
vant. However we emphasize again that this view on the
dualities and emergent symmetries is predicated on the
reliability of the formal SL(2, Z) action on 2 + 1D CFTs
which as far as we are aware still remains conjectural.
Appendix D: Some useful mathematical concepts
It is convenient to consider a “triangulation” of the
space-time manifold M (we will be mostly interested in
manifolds of dimension D = 4) : we represent points in
space-time by a discrete lattice where each elementary
unit is a D-simplex. Pick a local ordering of the vertices
of the lattice. A k-cochain lives on k-simplices, i.e. it is a
function that depends on (k+1) vertices and takes values
in some abelian group G. We will only need to consider
the cases Z, Z2 and Z4. The corresponding cochain is
then said to be an element of Ck(M,G). For instance
a 2-cochain in C2(M,Z2) is a function aijk = 0, 1 while
for a 2-cochain in C2(M,Z), the function aijk ∈ Z. Here
(ijk) are the vertices of a triangular plaquette of the
simplex.
We can define a discrete derivative (known as a
“coboundary”) operation d that maps k-cochains to
(k + 1)-cochains:
(da)(i0,i1,i2,....ik+1) =
k+1∑
p=0
(−1)pai0,i1,......̂ip,.....ik+1 (D1)
where the variable îp is omitted. It is understood that
the addition on the right side is performed in G (e.g,
mod 2 addition for G = Z2). It is readily checked that
d2a = 0. The set of all k-cochains a that satisfy da = 0
form a group under addition known as the cocycle group
Zk(M,G). The set of all a ∈ Ck(M,G) that may be
written a = db for some b ∈ C(k−1)(M,G) form a dif-
ferent group known as the coboundary group Bk(M,G).
Clearly Bk(M,G) ⊂ Zk(M,G). The cohomology group
Hk(M,G) = Z
k(M,G)
Bk(M,G)
.
For two 2-cochains a ∈ Ck(M,G) and b ∈ Cl(M,G) ,
we define the cup product
(a ∪ b)i0,......,ik+l = ai0i1i2....ik)bikik+1....ik+l (D2)
where i0, . . . ik+l are assumed to be ordered. The cup
product satisfies
d(a ∪ b) = da ∪ b+ (−1)ka ∪ db. (D3)
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Clearly if da = 0 = db then d(a ∪ b) = 0. Thus the cup
product defines a product of cohomology classes. The
cup product is a generalization of the familiar wedge
product of differential forms.
The Poyntryagin square of w ∈ H2(M,Z2) plays an
important role in our discussion (please see Ref. [115]
for more discussion and references). We now specialize
to 4-manifolds M = Y4. It is easiest to define if w can be
lifted to an element ŵ ∈ H2(Y4, Z), i.e. w = ŵ (mod 2)
and dŵ = 0. In this case, P(w) = ŵ ∪ ŵ( mod 4). If
w does not admit a lift to an integral cohomology class
then P is still a mod 4 quantity. It is defined to be
P(w) = w ∪ w + w ∪1 dw (mod 4) (D4)
The new product ∪1 is defined (for a 2-cochain a and a
3-cochain b) as
(a ∪1 b)01234 = a034b0123 + a014b1234 (D5)
It is readily seen that P(w) transforms by a co-boundary
under w → w + 2n, w → w + dm, so it is well-defined
on H2(Y4, Z2). Note that as w ∈ H2(Y4, Z2), dw =
0 (mod 2). Thus we have P(w) = w∪w (mod 2). It can
be shown that
P(w + w′) = P(w) + P(w′) + 2w ∪ w′ (mod 4) (D6)
We will use this repeatedly.
Appendix E: Topological superconductors and the
APS theorem
In this appendix we review the field-theoretic descrip-
tion of topological superconductors in 2 + 1 and 3 + 1D.
We follow Ref. [54] here and adapt it to the SO(n) sym-
metric systems of interest in this paper.
Let’s begin with 2 + 1D. A px + ipy superconductor
can be represented by a massive 2-component Majorana
fermion χ:
L = χ¯(D +m)χ (E1)
with χ¯ = χTC∗, D = γµ(∂µ + iωµ), and C = σy -
the charge-conjugation matrix. m > 0 corresponds to
the trivial superconductor and m < 0 to the px + ipy
superconductor. The point m = 0 corresponds to the
transition between these two phases. Now, the formal
partition function of (E1) on a closed manifold M is
Z(m) = Pf(C†(D +m)) = ±det(D +m)1/2
= ±
∏
〈λ〉
(−iλ+m)N(λ)/2 (E2)
where the product is over eigenvalues λ of the Dirac op-
erator iD (without repetitions) and N(λ) is the mul-
tiplicity of the eigenvalue. Since [CK, iD] = 0 and
(CK)2 = −1, all eigenvalues of iD are doubly degen-
erate. The above expression clearly requires regulariza-
tion. We note that the partition function of the trivial
superconductor at long wavelength (or equivalently in
the m→∞ limit) is expected to be analytic in the cur-
vature of the manifold and to have no topological terms,
so it can be effectively set to 1. It is then convenient to
normalize other partitions functions by it. This can be
understood as the physical justification of Pauli-Villars
regularization. Then,
Z(m)PV,+ = lim
M→∞
Zm
ZM
=
∏
〈λ〉
(−iλ+m)N(λ)/2
(−iλ+ |M |)N(λ)/2 (E3)
Note that there is no sign ambiguity in Eq. (E3). Indeed,
we can reach any value of m starting with the trivial
insulator at m =∞. The requirement that the partition
function during this process be analytic in m removes
the sign ambiguity. Now, when m = 0, we can write the
partition function (E3) as Z = |Z|eiϕ, where the phase
ϕ = −1
2
∑
〈λ 6=0〉
N(λ)sgn(λ) tan−1
|M |
|λ| → −
pi
4
∑
λ6=0
sgn(λ)
(E4)
The sum in the last term is over all eigenvalues of
iD (repeated eigenvalues included) and we’ve taken the
M → ∞ limit naively. While the resulting final sum is
formal, it can be equivalently regulated with the ζ func-
tion method, giving
Z(m = 0)PV,+ = |Z(m = 0)| exp(−piiη(iD)/4) (E5)
with η defined via Eq. (116).59 Deep in the px + ipy
phase, we may set m = −|M | → −∞ in Eq. (E3) and
obtain a pure phase,
Zpx+ipy = exp(−piiη(iD)/2) (E6)
The APS theorem (120) allows us to rewrite the par-
tition function of a px + ipy superconductor, Eq. (E6),
as
Zpx+ipy = exp(−iCSg[Y4]) (E7)
where, as explained in the section VII, the gravitational
Chern-Simons term CSg (119) is defined via a continu-
ation of M to an auxiliary four-manifold Y4. The APS
theorem guarantees that the result is independent of the
continuation. The gravitational Chern-Simons term en-
codes precisely the thermal-Hall response of a px + ipy
superconductor:
κxy
T =
1
2 . Note that our Majorana
fermions χ require a spin structure, and the continua-
tion of M to Y4 must preserve this spin structure. Thus,
CSg[Y4] is secretly spin-structure dependent (as, less sur-
prisingly, is the η invariant).
59 Note that η in (116) includes a contribution N0 from the zero
modes λ = 0. If there are any zero modes then the absolute
value of the partition function, |Z(m = 0)|, vanishes and the
phase is irrelevant.
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We can easily generalize the above discussion to n
identical Majorana fermions. Now we may couple the
system to an SO(n) gauge field A, so that the Dirac
operator reads DA = γ
µ(∂µ + iωµ − iAµ).60 The parti-
tion function for m → −∞ (i.e. deep in the topological
phase) again is (E6) with η(iD) now referring to the full
Dirac operator DA. This can be rewritten using the APS
theorem (120) as,
Z(px+ipy)n = exp
(−i(CSSO(n)[A, Y4] + nCSg[Y4]))
(E8)
with the SO(n) Chern-Simons term, given by Eq. (119),
again defined via the continuation to Y4. Thus, n-copies
of a px + ipy superconductor have SO(n) response char-
acterized by a Chern-Simons term at level 1. For n = 2
this simply corresponds to σxy = 1. There is also the
expected thermal Hall response
κxy
T = n× 12 encoded in
the gravitational Chern-Simons term. As emphasized in
section VII, for even n the Majorana fermions really see
an (SO(n)× Spin(3)TM )/Z2 bundle, i.e. we don’t need
to separately specify the spin structure, but only the
combination of SO(n) and Spin(3)TM transition func-
tions. Likewise, on Y4 we again need to continue just the
(SO(n)× Spin(3)TM )/Z2 bundle. Finally, the partition
function for m = 0 (the transition point between a triv-
ial phase and n copies of a px + ipy superconductor) is
again given by Eq. (E5).
Now, let us proceed to 3 + 1D. A topological super-
conductor in class DIII can be represented by a massive
(four-component) Majorana fermion. For generality, we
work from the start with n identical copies of a topolog-
ical superconductor and couple the system to an SO(n)
gauge field A, so the continuum bulk action is:
L = χ¯(DA +m)χ (E9)
where again DA = γ
µ(∂µ+iω−iAµ), χ¯ = χTC∗ and C is
the charge-conjugation matrix. The phase with m > 0
may be taken (by convention) to represent the trivial
superconductor and m < 0 - the topological supercon-
ductor. As before, we may set the partition function of
the trivial phase, m → ∞, to 1, so the bulk partition
function of the topological phase, m→ −∞, on a closed
four-manifold X4 is:
ZTSc =
∏
〈λ〉
(−iλ− |M |)N(λ)/2
(−iλ+ |M |)N(λ)/2 (E10)
with λ - eigenvalues of iDA. Crucially, again
[CK, iDA] = 0 and (CK)
2 = −1, so all eigenvalues are
doubly degenerate. What is different compared to the
previously discussed px+ipy case, is that {γ5, iDA} = 0,
so all non-zero eigenvalues of iDA come in pairs ±λ;
therefore, their contribution to the partition function
cancels and
ZTSc = (−1)N0/2 (E11)
60 iAµ is real, so crucially, [iDA, CK] = 0 still holds.
where N0 is the number of zero modes of iDA. The zero
modes can be chosen to be simultaneous eigenstates of
γ5. Suppose there are N± eigenstates with γ5 = ±1. We
note that N+ and N− are separately even as [CK, γ5] =
0. Therefore, we may rewrite ZTSc = (−1)(N+−N−)/2.
The difference N+ −N− = 2J is known as the index of
iDA (we include a prefactor of 2 to emphasize that in
the present situation it is even), and we may write:
ZTSc = (−1)J (E12)
We see that the partition function is real, as it should
be for a time-reversal invariant system on an orientable
manifold. The Atiyah-Singer theorem[79, 80], tells us
that
2J = N+ −N− = 1
pi
(CSSO(n)[A,X4] + nCSg[X4])
= p1[A,X4]− nσ[X4]
8
(E13)
with the Pontryagin number p1 and signature σ given by
Eqs. (124), (125), so that we may re-write
ZTSc = exp
[
i
2
(CSSO(n)[A,X4] + nCSg[X4])
]
(E14)
When n = 1 (or more generally for odd n), we must
pick a spin-structure for our fermions χ (in particular,
X4 must admit a spin structure); we then learn from
(E13) that on a spin manifold σ is a multiple of 16. Fur-
thermore, if we fix a spin-structure, A is a true SO(n)
gauge field (with transition functions satisfying the co-
cycle condition), from which we learn that p1[A] on a
spin manifold is even. Now, for even n, we don’t require
X4 to admit a spin structure: the fermions see transition
functions in (SO(n) × Spin(4)TX4)/Z2 group, so while
p1 and
nσ
8 themselves need not be even (in fact, σ is an
integer, so nσ8 is generally a fraction), the combination
p1 − nσ8 is an even integer.
Finally, let us discuss the case when the topological
superconductor lives on a space X4 with a boundary M .
We know that the boundary supports n gapless Majo-
rana cones. The bulk+boundary partition function now
is[54]:
Sbulk+boundTSc =
∫
M
[χ¯DAχ]PV,+− i
2
(CSSO(n)[A,X4]+nCSg[X4])
(E15)
The Majorana action (E15) depends only on the bound-
ary data; on the other hand, the second term in
Eq. (E15) depends on the bulk, and in-fact, reduces
to our previous expression (E14) for a closed manifold.
While each term in Eq. (E15) is separately well de-
fined, the time-reversal symmetry of (E15) is not ob-
vious. However, using (E5) and the APS theorem (120),
we obtain
Zbulk+boundTSc = |Zbound(m = 0)|(−1)J [A,X4] (E16)
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where |Zbound(m = 0)| is the absolute value of boundary
Majorana fermion partition function, and 2J is the in-
dex of the bulk Dirac operator iDA with APS boundary
conditions. The time-reversal symmetry is now manifest.
To obtain further physical intuition for the action
(E15), we may break time-reversal symmetry on the sur-
face with a mass term mχ¯χ. Integrating the Majorana
fermions out, by our preceding discussion we then obtain
at long wave-length
S = ∓ isgn(m)
2
(CSSO(n)[A,X4] + nCSg[X4]) (E17)
i.e. the surface has SO(n) Chern-Simons response at
level 1/2 and thermal-Hall response with κxy/T = n× 14 .
This is precisely what we expect for the T -broken surface
state of n-copies of a topological superconductor.
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