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PROPER HOLOMORPHIC MAPPINGS ONTO SYMMETRIC
PRODUCTS OF A RIEMANN SURFACE
GAUTAM BHARALI, INDRANIL BISWAS, DIVAKARAN DIVAKARAN,
AND JAIKRISHNAN JANARDHANAN
Abstract. We show that the structure of proper holomorphic maps between the n-fold
symmetric products, n ≥ 2, of a pair of non-compact Riemann surfaces X and Y , provided
these are reasonably nice, is very rigid. Specifically, any such map is determined by a proper
holomorphic map of X onto Y . This extends existing results concerning bounded planar
domains, and is a non-compact analogue of a phenomenon observed in symmetric products
of compact Riemann surfaces. Along the way, we also provide a condition for the complete
hyperbolicity of all n-fold symmetric products of a non-compact Riemann surface.
1. Introduction
It is well known that the n-fold symmetric product of a Riemann surface, n ≥ 2, is an
n-dimensional complex manifold. One has a precise description of all proper holomorphic
maps between n-fold products of bounded planar domains — provided by the Remmert–
Stein Theorem [RS60] (also see [Nar71, pp. 71–78]) — and, more recently, of finite proper
holomorphic maps between products of Riemann surfaces; see [Jan14], for instance. It is
therefore natural to investigate the structure of such maps between symmetric products of
Riemann surfaces. To this end, we are motivated by the following result of Edigarian and
Zwonek [EZ05] (the notation used will be explained below):
Result 1.1 (paraphrasing [EZ05, Theorem 1]). Let Gn denote the n-dimensional symmetrized
polydisk and let f : Gn → Gn be a proper holomorphic map. Then, there exists a finite
Blaschke product B such that
f
(
pi(n)(z1, . . . , zn)
)
= pi(n)
(
B(z1), . . . , B(zn)
) ∀(z1, . . . , zn) ∈ Dn.
In this result, and in what follows, we denote the open unit disk with centre 0 ∈ C by D.
Throughout this paper σj , j = 1, . . . , n, will denote the elementary symmetric polynomial
of degree j in n indeterminates (when there is no ambiguity, we shall — for simplicity of
notation — suppress the parameter n). The map pi(n) : Cn → Cn is defined as:
pi(n)(z1, . . . , zn) :=
(
σ1(z1, . . . , zn), σ2(z1, . . . , zn), . . . , σn(z1, . . . , zn)
)
, (z1, . . . , zn) ∈ Cn.
The symmetrized polydisk, Gn, is defined as Gn := pi(n)(Dn). It is easy to see that Gn is a
domain in Cn, whence Gn is a holomorphic embedding of the n-fold symmetric product of D
into Cn.
Given a Riemann surface X, we shall denote its n-fold symmetric product by Symn(X).
The complex structure on X induces a complex structure on Symn(X), which is described in
brief in Section 2 below.
In this paper, we shall extend Result 1.1 — see Corollary 1.6 below — to proper holomorphic
maps between the n-fold symmetric products of certain non-compact Riemann surfaces. At
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this juncture, the reader might ask whether there is an analogous generalization of Result 1.1
to n-fold symmetric products of compact Riemann surfaces. Before we answer this question,
we state the following result and note that Corollary 1.6 is its non-compact analogue. Indeed,
the following result (the notation therein is explained below) was among our motivations for
the investigation in this paper.
Fact 1.2 (an adaptation of the results in [CS93] by Ciliberto–Sernesi). Let X and Y be
compact Riemann surfaces with genus(X) = genus(Y ) = g, where g > 2. Let F : Symn(X)→
Symn(Y ) be a surjective holomorphic map, where n = 1, 2, 3, . . . , 2g − 3, n 6= g − 1. Then:
(1) X is biholomorphic to Y ;
(2) The map F is a biholomorphism; and
(3) There exists a biholomorphic map φ : X → Y such that
F (〈x1, . . . , xn〉) = 〈φ(x1), . . . φn(xn)〉 ∀〈x1, . . . , xn〉 ∈ Symn(X).
In the above, and in what follows, we denote by 〈x1, . . . , xn〉 the orbit of (x1, . . . , xn) ∈ Xn
under the Sn−action on Xn that permutes the entries of (x1, . . . , xn). The map
Xn 3 (x1, . . . , xn) 7−→ 〈x1, . . . , xn〉 ∀(x1, . . . , xn) ∈ Xn
will be denoted by piX
Sym
. When there is no ambiguity, we shall drop the superscript.
Remark 1.3. The paper [CS93] does not contain a statement of Fact 1.2 in the specific form
given above. Therefore, we provide a justification. We first consider the case 1 ≤ n ≤ g − 2.
A special case of a theorem by Martens [Mar63] gives us (1) and (3) of Fact 1.2, assuming
that F is a biholomorphism. In [CS93, Section 2], Ciliberto and Sernesi give a different proof
of Martens’s theorem. It is straightforward to check that the proof in [CS93] yields (1)–(3)
above — taking 1 ≤ n ≤ g − 2 — even when F is just a surjective holomorphic map.
Now consider the case g ≤ n ≤ 2g − 3. This time, the first two paragraphs following the
heading “Proof of Theorem (1.3)” in [CS93] give us (1) and (3) of Fact 1.2, assuming again
that F is a biholomorphism. Again, it is straightforward to check that the requirement that
F be a biholomorphism is not essential. The argument in those paragraphs gives us (1)–(3)
above — taking g ≤ n ≤ 2g − 3 — even when F is just a surjective holomorphic map. J
The restrictions on the pair (g, n) in Fact 1.2 are essential. It is classically known that
there exist nonisomorphic compact Riemann surfaces of genus 2 having isomorphic Jacobians,
hence isomorphic 2-fold symmetric products. Next, consider a non-hyperelliptic compact
Riemann surface X of genus 3. Given any 〈x1, x2〉 ∈ Sym2(X), there is a unique point
〈y1, y2〉 ∈ Sym2(X) such that the divisor (x1 + x2 + y1 + y2) represents the holomorphic
cotangent bundle. The automorphism of Sym2(X) given by 〈x1, x2〉 7→ 〈y1, y2〉 is not given
by any automorphism of X (here, g = 3, n = 2, whence n = g − 1). Furthermore, we expect
any generalization of Fact 1.2 to be somewhat intricate because, among other things:
• Any generalization wherein genus(X) 6= genus(Y ) will place restrictions on the pair
(genus(X), genus(Y )) owing to the Riemann–Hurwitz formula.
• The geometry of Symn(X) varies considerably depending on whether 1 ≤ n ≤
genus(X)− 1 or n ≥ genus(X).
In short, any generalization of Fact 1.2 would rely on techniques very different from those
involved in proving Corollary 1.6. Thus, we shall address the problem of the structure of
surjective holomorphic maps in the compact case in forthcoming work.
We now focus on n-fold symmetric products of non-compact Riemann surfaces. We should
mention here that Chakrabarti and Gorai have extended Result 1.1 to n-fold symmetric
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products of bounded planar domains in [CG15] Their result as well as Result 1.1 rely on
an interesting adaptation — introduced in [EZ05] — of an argument by Remmert–Stein. The
latter argument relies on two essential analytical ingredients:
(i) The ability to extract subsequences — given an auxiliary sequence constructed from
the given proper map — that converge locally uniformly; and
(ii) A vanishing-of-derivatives argument that stems from the mean-value inequality.
These ingredients continue to be relevant when planar domains are replaced by Riemann
domains and, indeed, parts of our proofs emulate the argument in [EZ05].
However, our proofs of the theorems below do not reduce to a mere application of Result 1.1
to appropriate coordinate patches. An explanation of this is presented in the paragraph that
follows (6.4) below. Equally significantly, we need to identify a class of Riemann surfaces X
for which some form of the ingredient (i) above is available for Symn(X), n ≥ 2. This is the
objective of our first theorem — which might also be of independent interest.
Theorem 1.4. Let X be a connected bordered Riemann surface with C2-smooth boundary.
Then Symn(X) is Kobayashi complete, and hence taut, for each n ∈ Z+.
We must clarify that in this paper the term connected bordered Riemann surface with C2-
smooth boundary refers to a non-compact Riemann surface X obtained by excising from a
compact Riemann S a finite number of closed, pairwise disjoint disks D1, . . . , Dm such that
∂Dj , j = 1, . . . ,m, are C2-smooth. The complex structure on X is the one it inherits from
S: i.e., a holomorphic chart of X is of the form (ϕ,U \(D1 unionsq · · · unionsq Dm)), where (ψ,U) is a
holomorphic chart of S and ϕ is the restriction of ψ to U \(D1 unionsq · · · unionsqDm).
The ingredients (i) and (ii) above allow us to analyse proper holomorphic maps between a
product manifold of dimension n and an n-fold symmetric product, where the factors of the
product manifold need not necessarily be the same. This is formalised by our next theorem.
A similar result is proved in [CG15] where the factors of the products involved are bounded
planar domains. Corollary 1.6 is obtained as an easy consequence of the following:
Theorem 1.5. Let X = X1 × · · · ×Xn be a complex manifold where each Xj is a connected
non-compact Riemann surface obtained by excising a non-empty indiscrete set from a com-
pact Riemann surface Rj. Let Y be a connected bordered Riemann surface with C2-smooth
boundary. Let F : X → Symn(Y ) be a proper holomorphic map. Then, there exist proper
holomorphic maps Fj : Xj → Y , j = 1, . . . , n, such that
F (x1, . . . , xn) = piSym ◦
(
F1(x1), . . . , Fn(xn)
) ∀(x1, . . . , xn) ∈ X.
The complex structure on each of the factors X1, . . . , Xn has a description analogous to
the one given above for bordered Riemann surfaces.
Finally, we can state the corollary alluded to above. Observe that it is the analogue,
in a non-compact setting, of Fact 1.2. It also subsumes Result 1.1: recall that the proper
holomorphic self-maps of D are precisely the finite Blaschke products.
Corollary 1.6. Let X be a connected non-compact Riemann surface obtained by excising
a non-empty indiscrete set from a compact Riemann surface R, and let Y be a connected
bordered Riemann surface with C2-smooth boundary. Let F : Symn(X) → Symn(Y ) be a
proper holomorphic map. Then, there exists a proper holomorphic map φ : X → Y such that
F ◦ piX
Sym
(x1, . . . , xn) = pi
Y
Sym
(
φ(x1), . . . , φ(xn)
) ∀(x1, . . . , xn) ∈ Xn.
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This corollary follows immediately from Theorem 1.5 since F ◦ piX
Sym
: Xn → Symn(Y ) is
proper.
We conclude this section with an amusing observation that follows from Corollary 1.6. We
first make an explanatory remark. It is well known that if M1 and M2 are two non-compact
complex manifolds of the same dimension and F : M1 → M2 is a proper holomorphic map,
then there exists a positive integer µ such that, for any generic point p ∈ M2, F−1{p} has
cardinality µ. We call this number the multiplicity of F , which we denote by mult(F ).
Corollary 1.7. Let X and Y — a pair of connected non-compact Riemann surfaces — be
exactly as in Corollary 1.6. If F : Symn(X)→ Symn(Y ) is a proper holomorphic map, then
mult(F ) is of the form dn, where d is some positive integer.
2. Preliminaries about the symmetric products
In this section we shall give a brief description, given a Riemann surface X, of the complex
structure on Symn(X), n ≥ 2, that makes it a complex manifold. We shall use the notation
introduced in Section 1. Given this notation:
• Recall that 〈x1, . . . , xn〉 := piSym(x1, . . . , xn),
• Given subsets Vj ⊆ X that are open, let us write:
〈V1, . . . , Vn〉 := {〈x1, . . . xn〉 : xj ∈ Vj , j = 1, . . . , n} .
Since Symn(X) is endowed with the quotient topology relative to piSym, 〈V1, . . . , Vn〉 is, by
definition, open in Symn(X).
Symn(X) is endowed with a complex structure as follows. Given a point p ∈ Symn(X),
p = 〈p1, . . . pn〉, choose a holomorphic chart (Uj , ϕj) of X at pj , j = 1, . . . , n, such that
Uj ∩ Uk = ∅ if pj 6= pk and Uj = Uk if pj = pk.
The above choice of local charts ensures that the map Ψp : 〈U1, . . . , Un〉 → Cn given by
Ψp : 〈x1, . . . , xn〉 7−→
(
σ1(ϕ1(x1), . . . , ϕn(xn)), . . . , σn(ϕ1(x1), . . . , ϕn(xn))
)
,
(where σ1, . . . , σn are the elementary symmetric polynomials that were introduced in Sec-
tion 1) is a homeomorphism. This follows from the Fundamental Theorem of Algebra. The
collection of such charts (〈U1, . . . , Un〉, Ψp) produces a holomorphic atlas on Symn(X). We
shall call such a chart a model coordinate chart at p ∈ Symn(X).
Finally, let Z be a compact Riemann surface, X  Z be an embedded open complex
submanifold of Z, and let A(Z) denote the complex structure on Z. Then, since — for any
point p ∈ X — there is a chart (U,ϕ) ∈ A(Z) such that U ⊂ X, the above discussion shows
that Symn(X) is an embedded complex submanifold of Symn(Z). We refer the reader to
[Whi72] for details.
3. Hyperbolicity and its consequences
The proof of Theorem 1.5 will require several results about holomorphic mappings into
Kobayashi hyperbolic spaces. We summarize the relevant results in this section. An encyclo-
pedic reference for the results in this is section is [Kob98].
In the theory of holomorphic functions of one variable, the behaviour of holomorphic
functions near an isolated singularity is well-studied. Among the important results in this
area are the famous theorems of Picard. A consequence of Picard’s big theorem is that
any meromorphic mapping on D \ {0} that misses three points automatically extends to a
meromorphic function defined on the whole of D. One of the proofs of Picard’s theorem relies
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on the fact that the sphere with three points removed is a hyperbolic Riemann surface. This
perspective allows one to generalize the aforementioned extension theorem to holomorphic
mappings into Kobayashi hyperbolic spaces. To this end, we need a definition.
Definition 3.1. Let Z be a complex manifold and let Y be a relatively compact complex
submanifold of Z. We call a point p ∈ Y a hyperbolic point if every Z-open neighbourhood
U of p contains a smaller neighbourhood V of p, V ⊂ U , such that
KY (V ∩ Y, Y \ U) := inf{KY (x, y) : x ∈ V ∩ Y, y ∈ Y \ U} > 0, (3.1)
where KY denotes the Kobayashi pseudo-distance on Y . We say that Y is hyperbolically
embedded in Z if every point of Y is a hyperbolic point.
The following result is an example of an extension result in higher dimensions of the type
alluded to above.
Result 3.2 (Kiernan [Kie73, Theorem 3]). Let X be a complex space and let E ⊂ X be a
closed complex subspace. Let Y be a complex manifold that is hyperbolically embedded in a
complex manifold Z. Then every holomorphic map f : X \E → Y extends to a meromorphic
map f˜ : X → Z.
This result will play a role in the final stages of proving Theorem 1.5. To this end, we
would also need — naturally, given the statement of Theorem 1.5 — conditions under which
a meromorphic map between complex spaces is actually holomorphic. One situation where
this happens is when the complex spaces are manifolds and the target space is Kobayashi
hyperbolic.
Result 3.3 (Kodama [Kod79]). Let f : X → Y be a meromorphic map, where X is a complex
manifold and Y is a Kobayashi hyperbolic manifold. Then f is holomorphic.
The following lemma enables us — as we shall see in Section 6 — to use the preceding results
in our specific set-up.
Lemma 3.4. Let Y , a non-compact Riemann surface, be as in Theorem 1.5 and let S be the
compact connected Riemann surface from which Y is obtained by excising a finite number of
closed disks. Then Symn(Y ) is hyperbolically embedded in Symn(S).
Proof. LetW ⊂ S be another connected bordered Riemann surface with C2-smooth boundary
such that Y ⊂ W. By Theorem 1.4, Symn(Y ) and Symn(W) are both Kobayashi complete.
In particular, KY and KW are distances. It follows from the discussion at the end of
Section 2 that Symn(Y ) and Symn(W) are embedded submanifolds of Symn(S). Observe
that it suffices to show that each p ∈ ∂Symn(Y ) is holomorphically embedded in S. Fix a
point p ∈ ∂Symn(Y ). Given any S-open neighbourhood U of p, we choose a neighbourhood
V of p such that V ⊂ U and V ⊂ Symn(W). For any x ∈ V ∩ Y and y ∈ Y \ U , we have
KY (x, y) ≥ KW(x, y) > 0. We know that V ∩ Y and Y \ U are compact in W. Thus, the
inequality in (3.1) follows from the last inequality. 
As the proof of the above lemma shows, Theorem 1.4 is an essential ingredient in the proof
of Theorem 1.5. In the remainder of this section, we shall present some prerequisites for
proving Theorem 1.4. We begin with a couple of definitions.
Definition 3.5. Let Z be a complex manifold and Y ⊂ Z be a connected open subset of Z.
Let p ∈ ∂Y . We say that p admits a weak peak function for Y if there exists a continuous
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function fp : Y → C such that f |Y is holomorphic,
fp(p) = 1 and |fp(y)| < 1 ∀y ∈ Y.
We say that p admits a local weak peak function for Y if p admits a weak peak function for
Y ∩ Up, where Up is some open neighbourhood (in Z) of p.
In what follows, given a complex manifold X, CX will denote the Carathe´odory pseudo-
distance on X. The term Carathe´odory hyperbolic has a meaning analogous to that of the
term Kobayashi hyperbolic. Furthermore, we say that X is strongly CX-complete if X is
Carathe´odory hyperbolic and each closed ball in X, with respect to the distance CX , is
compact.
We shall also need the following:
Result 3.6. Let Z be a Stein manifold and Y ⊂ Z a relatively compact connected open subset
of Z. If each point of ∂Y admits a weak peak function for Y , then Y is strongly CY -complete.
The above result has been established with Z = Cn and Y a bounded domain in Cn in
[Kob98, Theorem 4.1.7]. Its proof applies mutatis mutandis for Y and Z as in Result 3.6
(that the class of bounded holomorphic functions on Y separates points is routine to show
with our assumptions on the pair (Y,Z)).
4. The proof of Theorem 1.4
Before we provide a proof, some remarks on notation are in order. For simplicity of
notation, in this section (unlike in subsequent sections), the symbol Dj , j ∈ N, will denote
a closed topological disk. Given non-empty open subsets A and B of the Riemann surface S
(explained below), we shall denote the relation A ⊂ B (especially when there is a sequence
of such relations) as A b B, where the closure is taken in S.
The proof of Theorem 1.4. We begin with the following
Claim. Each y ∈ ∂X admits a weak peak function for X. Each of the individual ingredients
in this construction is classical, so we shall be brief. Fix y ∈ ∂X. Let S be the compact
Riemann surface such that
X = S \ (D1 unionsq · · · unionsqDm),
where each Dj is a closed topological disk with C2-smooth boundary. We may assume
without loss of generality that y ∈ ∂D1. Let us write X∗ = S \ (∆1 unionsq · · · unionsq∆m), where each
∆j , j = 1, . . . ,m, is a closed topological disk such that
∆j  (Dj)◦, j = 2, . . . ,m.
Before we describe ∆1, let us choose a holomorphic chart (U,ψ) centered at y such that:
• ψ : (U, y) −→ (D, 0),
• ψ−1((0, 1] ) ⊂ S \X, and
• U is so small that ψ−1(D ∩D(1; 1) ) ∩X = {y}.
The last requirement is possible because ∂X is of class C2. It is easy to construct a local peak
function φ at y for X that is, in fact, holomorphic on U and such that
|φ(x)| < 1 ∀x ∈ U \ψ−1(D ∩D(1; 1) ), (4.1)
|φ(x)| > 1 ∀x ∈ ψ−1(D ∩D(1; 1)),
|φ(x)| = 1 ∀x ∈ ψ−1(D ∩ ∂D(1; 1)) with φ−1{1} = {y}
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(the interested reader is referred to the proof of Proposition 5.2 for further details). Let
∆1  (D1)◦ and be such that ∆1 ∩ U 6= ∅ and ∂∆1 intersects ∂U at exactly two points.
In fact, we can choose ∆1 such that, in addition to these properties, ∂∆1 also intersects
ψ−1({ζ ∈ C : |ζ| = 1 − ε}) in exactly two points for some positive ε  1. Pick two S-open
neighbourhoods, V1 and V2, of y such that
V1 b V2 b U and ψ−1((1− ε)D ∩D(1; 1) ) ∩X∗ ⊂ V1.
Let χ1, χ2 −→ [0, 1] be two functions in C∞(X∗) with
χ1|V1∩X∗ ≡ 1 and χ1|X∗\V2 ≡ 0,
χ2|V2∩X∗ ≡ 1 and χ2|X∗\U ≡ 0.
Finally, consider the function:
G(x) :=
{
(1− φ(x))χ2(x), if x ∈ (X∗ ∩ U),
0, if x ∈ (X∗ \ U).
In what follows, it will be understood that any expression of the form Ψ/G is 0 by
definition outside supp(Ψ). Define the (0, 1)-form ω ∈ Γ(T ∗ (0,1)S|X∗) as
ω =
∂χ1
G
By construction, ω is of class C∞, vanishes on (X∗ ∩ V 1) ∪ (X∗\ V2), and
x ∈ X ∩ (V2 \ V 1) =⇒ ω(x) = ∂
(
χ1
1− φ
)∣∣∣∣
x
. (4.2)
By the Behnke–Stein theorem [BS49], X∗ is Stein. Thus, it admits a solution to the ∂-problem
∂u = ω on X∗. (4.3)
Furthermore, it is a classical fact that there exists a solution, say u∞, to (4.3) of class
C∞(X∗). Write uy := u∞|X . As X b X∗, uy is bounded. Thus — by subtracting a large
positive constant if necessary — we may assume that Re(uy) < 0 on X. Observe that, by
(4.2), (4.3) and the construction of G,(−(χ1/G) + uy)−1 ∈ O(X).
By (4.1) and by our adjustment of Re(uy), we have
Re
(
(−(χ1/G) + uy)−1
)
(x) < 0 ∀x ∈ X.
From this, it is easy to check that fy(x) := e
( 1/(−(χ1/G)+uy))(x), x ∈ X, is a weak peak
function at y for X. Hence our claim.
In this paragraph, we assume that n ≥ 2. Let us pick a point 〈y1, . . . , yn〉 ∈ ∂Symn(X). It
is routine to see that piSym is a proper map. Thus, we may assume without loss of generality
that y1 ∈ ∂X. Our Claim above gives us a weak peak function for X at y1: call it f . Set
h(z) :=
1 + z
1− z ,
which maps D biholomorphically to the open right half-planeH+ and maps (0, 1) 7−→ (1,+∞).
Let (·)1/n denote the holomorphic branch on H+ of the n-th root such that
z1/n ∈ {w ∈ C : Re(w) > 0, |Im(w)| < arctan(pi/2n)Re(w)} ∀z ∈ H+ . (4.4)
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Furthermore, note that
(∗) (·)1/n extends to ∂H+ as a continuous function such that limH+3z→∞ z1/n =∞.
If n = 1 then set F := f . If n ≥ 2, then define
F (〈x1, . . . , xn〉) := h−1
(∏
1≤j≤n
(1 + f(xj)
1− f(xj)
)1/n) ∀〈x1, . . . , xn〉 ∈ Symn(X).
By (4.4) we see that F ∈ C(Symn(X)) ∩ O(Symn(X)). By (∗) and the properties of f it
follows that F is a weak peak function for Symn(X) at 〈y1, . . . , yn〉 ∈ ∂Symn(X).
We have just shown that, whether n = 1 or n ≥ 2, each point in ∂Symn(X) admits a weak
peak function for Symn(X). Recall that X∗ is Stein. It follows from Result 3.6, by taking
Z = Symn(X∗), that Symn(X) is strongly Carathe´odory complete. In particular, Symn(X)
is Kobayashi complete.
By a result of Kiernan [Kie70], it follows that Symn(X) is taut. 
5. Technical propositions
In proving Theorem 1.5, we will need to understand the behaviour of holomorphic maps
f : Z → Symn(Y ), n ≥ 2 — where Z is connected and Y is as in Theorem 1.5 — in the event
that range(f) 6⊂ Symn(Y ).
To this end, we shall use the notation introduced in Sections 1 and 2. Thus, given a
Riemann surface Y and (y1, . . . , yn) ∈ Y n, piSym is as introduced in Section 1, and
〈y1, . . . , yn〉 := piSym(y1, . . . , yn).
For a point y ∈ Y , a presentation of y having the form of the left-hand side of the above
equation will be called the quotient representation of y.
We require one further observation. For a Riemann surface Y , let D1, . . . , Dn be non-
empty subsets of Y such that D1 × · · · × Dn is not necessarily closed under the Sn−action
on Y n, n ≥ 2. In any circumstance, we shall use piSym(D1× · · · ×Dn) to denote the image of
the set D1 × · · · ×Dn under the map piSym : Y n → Symn(Y ).
We begin with the following simple lemma:
Lemma 5.1. Let X be a Riemann surface, n ≥ 2, and let D1, . . . , Dn ⊂ X be open subsets.
Write D := ⋃nj=1Dj. Define H := piSym(D1 × · · · ×Dn). Suppose φ : D → C is a bounded
holomorphic map and S a symmetric polynomial in n indeterminates. Then, the relation
Γ ⊂ H × C defined by
Γ :=
{(〈v1, . . . , vn〉, w) ∈ H × C : w = S (φ(x1), . . . , φ(xn)) and
(x1, . . . , xn) ∈ (pi−1Sym{〈v1, . . . , vn〉} ∩D1 × · · · ×Dn)
}
.
is the graph of a holomorphic function defined on H.
Proof. Let pi1 (resp., pi2) denote the projection onto the first (resp., second) factor of H ×C.
Consider any point 〈v1, . . . , vn〉 ∈ H. That pi−11 {〈v1, . . . , vn〉}∩Γ is a singleton follows clearly
from the fact that S is a symmetric polynomial. It is thus the graph of a function Φ.
Consider the mapping Φ′ : D1 × · · · ×Dn → C given by
(x1, . . . , xn) 7→ S (φ(x1), . . . , φ(xn)).
Let us write ∆ := D1 × · · · ×Dn. By construction, Φ′ = Φ ◦
(
piSym
∣∣∣
∆
)
. Since piSym admits
holomorphic branches of local inverses around any of its regular values, the above construction
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shows that Φ is holomorphic outside the set of critical values of piSym in H. Since φ, and thus
Φ′, are bounded, Riemann’s removable singularities theorem implies that Φ is holomorphic
on H. 
The key result needed is the following, which generalizes Lemma 5 of [EZ05].
Proposition 5.2. Let Y be a connected bordered Riemann surface with C2-smooth boundary
and let S be the compact Riemann surface from which Y is obtained by excising a finite
number of closed disks. Let Z be a connected complex manifold and let f : Z → Symn(Y ),
n ≥ 2, be a holomorphic map such that f(Z) ⊂ Symn(Y ) (where the closure is in Symn(S)).
Suppose there exists a z0 ∈ Z such that f(z0) is of the form 〈y1,∗〉, y1 ∈ ∂Y . Then
f(z) is of the form 〈y1,∗〉 for all z ∈ Z.
Moreover, if y1 appears k times, 1 ≤ k ≤ n, in the quotient representation of f(z0) then the
same is true for f(z) for all z ∈ Z.
Proof. Let y2, . . . , yl be the other distinct points that appear in the quotient representation
of f(z0). Let D1, . . . , Dl be small coordinate disks in S centered at y1, . . . , yl, respectively,
whose closures are pairwise disjoint. Let (Dj , ψj), j = 1, . . . , l , denote the coordinate charts.
By “coordinate disks centered at yj”, we mean that ψj(Dj) = D and ψj(yj) = 0, j = 1, . . . , l.
Furthermore, as Y has C2-smooth boundary, we can (by shrinking D1 and scaling ψ1 if
necessary) ensure that
• ψ1(∂Y ∩D1) ∩ {ζ ∈ C : |Re(ζ)− 1|2 + |Im(ζ)|2 = 1} = {ψ1(y1)} = {0}; and
• ψ1(Y ∩D1) ⊂ {ζ ∈ D : |Re(ζ)− 1|2 + |Im(ζ)|2 > 1}.
Let us define φ ∈ O(D1) by
φ(y) := exp
{
ψ1(y)
2− ψ1(y)
}
∀y ∈ D1.
Using the fact that the Mo¨bius transformation ζ 7→ ζ/(2 − ζ) maps the circle {ζ ∈ C :
|Re(ζ)− 1|2 + |Im(ζ)|2 = 1} onto {ζ ∈ C : Re(ζ) = 0}, it is routine to verify that
φ(y1) = 1 and |φ(y)| < 1 ∀y ∈ D1 ∩ (Y \{y1}), (5.1)
and that φ is a bounded function.
Write D := unionsqlj=1Dj and define a function φ˜ ∈ O(D) as follows
φ˜(y) :=
{
φ(y), if y ∈ D1,
0, otherwise.
Let H := piSym(D
k
1 × Dk22 × · · · × Dkll ), where kj is the number of times yj appears in the
quotient representation of f(z0), j = 2, . . . , l. Now consider the following relation Γ ⊂ H ×C
defined by
Γ :=
{(〈v1, . . . , vn〉, w) ∈ H × C : w = φ˜(x1) + · · ·+ φ˜(xn)
and (x1, . . . , xn) ∈ (pi−1Sym{〈v1, . . . , vn〉} ∩Dk1 ×Dk22 × · · · ×Dkll )
}
. (5.2)
It follows from Lemma 5.1 that Γ is the graph of a function, say Φ, that is holomorphic on H.
Now as f(z0) ∈ H and H is an open neighborhood of f(z0), we can find a small connected
open set U  Z around z0 such that f(U) ⊂ H. Consider the holomorphic map Φ ◦
(
f |U
)
.
As f(U) ⊂ Symn(Y ), we have, by construction:
Φ ◦ ( f |U )(z0) = k = supz∈U ∣∣Φ ◦ ( f |U )(z)∣∣.
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By the maximum modulus theorem, Φ ◦ ( f |U ) ≡ k. By the definition of the function Φ, we
deduce that the conclusion of our proposition holds true on the open set U .
Let E be the set of points of Z for which the conclusion of the proposition holds true. By
hypothesis, E is non-empty. The above argument shows that E is an open set. Let z ∈ Z \E.
If y1 does not appear in the quotient representation f(z) at all, then, by continuity, there
exists a neighbourhood Uz of z such that the same is true for every point in Uz. On the
other hand, if y1 does appear in the quotient representation of f(z) but not k times, then
the argument given prior to this paragraph shows that we can find a neighbourhood Uz of z
such that the same is true for every point in Uz. In either case, therefore, Uz ⊂ (Z \E). This
shows that E is closed. Therefore E = Z. 
6. The proof of Theorem 1.5
In proving Theorem 1.5 we will find it convenient to use a certain expression, which we
now define.
Definition 6.1. Let M1, . . . ,Mn and N be complex manifolds, and V a proper (possibly
empty) analytic subvariety of M1 × · · · × Mn. Let f : (M1 × · · · × Mn) \ V → N be a
holomorphic map. We say that f depends only on the j-th coordinate on (M1×· · ·×Mn)\V,
1 ≤ j ≤ n, if for each x ∈Mj lying outside some proper (possibly empty) analytic subvariety
of Mj ,
f(x1, . . . , xj−1, x, xj , . . . , xn−1) = f(y1, . . . , yj−1, x, yj , . . . , yn−1)
for all (x1, . . . , xn−1) 6= (y1, . . . , yn−1) ∈
∏
i 6=j
Mi (6.1)
such that (x1, . . . , xj−1, x, xj , . . . , xn−1), (y1, . . . , yj−1, x, yj , . . . , yn−1) /∈ V.
Before we give the proof of Theorem 1.5, we ought to point out to the reader a convention
that will be used below. Given a product space, pij will denote the projection onto the j-th
coordinate. If several product spaces occur in a discussion, we shall not add additional
labels to pij to indicate the domain of this projection unless there is scope for ambiguity.
The proof of Theorem 1.5. Let S be a compact Riemann surface such that Y is obtained
from S by excising a finite number of closed disks such that ∂Y is C2-smooth. Theorem 1.5
is a tautology when n = 1, so it will be understood here that n ≥ 2. Let Rj , j = 1, . . . , n, be
as in the statement of Theorem 1.5.
Let p = (p1, . . . , pn) be a point in R1× · · · ×Rn such that, for each 1 ≤ j ≤ n, pj is a limit
point of Rj \ Xj . Also by hypothesis, we can choose pj to belong to ∂Xj . Let (Uj , ψj) be
holomorphic coordinate charts of Rj chosen in such a way that:
• pj ∈ Uj ; and
• Each Uj is biholomorphic to a disk.
Let Wj := Uj ∩Xj and Vj := ψj(Wj). For (z1, . . . , zn) ∈ V1 × · · · × Vn, let
g(z1, . . . , zn) := F (ψ
−1
1 (z1), . . . , ψ
−1
n (zn)). (6.2)
Fix a point q ∈ ∂Xn ∩ Un. Consider a sequence {wν} ⊂ Vn such that wν → ψn(q). Let
φν : V1 × · · · × Vn−1 → Symn(Y ) := g(z1, . . . , zn−1, wν).
We claim that we can extract a subsequence {wνm} ⊂ {wν} such that {φνm} converges
uniformly on compacts to a holomorphic mapping h : V1 × · · · × Vn−1 → Symn(S). To this
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end, fix another connected bordered Riemann surface, Y ∗ ⊂ S, with C2-smooth boundary
such that Y b Y ∗. By Theorem 1.4, both Symn(Y ) and Symn(Y ∗) are taut. Owing to
the tautness of Symn(Y ), and as F is proper, we can extract a subsequence {wνm} ⊂ {wν}
such that φνm is compactly divergent — i.e., given compacts K1 ⊂ V1 × · · · × Vn−1 and
K2 ⊂ Symn(Y ), there exists an integer M(K1,K2) such that
φνm(K1) ∩K2 = ∅ ∀m ≥M(K1,K2). (6.3)
We now view each φνm as a map into Sym
n(Y ∗). This time, owing the tautness of Symn(Y ∗),
there exists a holomorphic map h : V1 × · · · × Vn−1 → Symn(S) such that —passing to a
subsequence of {φνm} and relabelling if necessary — {φνm} converges uniformly on compacts
to h. This establishes our claim. From this and (6.3) it follows that h(V1 × · · · × Vn−1) ⊂
∂Symn(Y ). It follows from Proposition 5.2 that there exists a point ξ ∈ ∂Y such that
h(z) is of the form 〈ξ,∗〉 for all z ∈ V1 × · · · × Vn−1. (6.4)
It is a classical fact — see [Jos06, Chapter 5], for instance — that there exists a bounded,
non-constant function χ that is holomorphic on some open connected setW that contains Y .
Let Ψ : Symn(W)→ Cn be defined by
〈z1, . . . , zn〉 7−→
(
σ1(χ(z1), . . . , χ(zn)), σ2(χ(z1), . . . , χ(zn)), . . . , σn(χ(z1), . . . , χ(zn))
)
.
A remark on the purpose of the map Ψ is in order. If we could, by shrinking each Uj if
necessary, find a single model coordinate chart (Ω, Ψ) on Symn(Y ) (refer to Section 2 for
some remarks on the term “model coordinate chart”) so that
i) F (W1 × · · · ×Wn) ⊂ Ω, and
ii) W j ∪ ∂Xj is indiscrete for each j = 1, . . . , n,
then the principal part of our proof would reduce to an application of [CG15, Theorem 1.2]
by Chakrabarti–Gorai. However, it is far from clear that one can find coordinate charts that
satisfy both (i) and (ii). The role of the map Ψ is to compensate for this difficulty.
Step 1. Finding local candidates for F1, . . . , Fn
The argument at this stage of our proof closely follows that of Edigarian–Zwonek [EZ05]
and Chakrabarti–Gorai [CG15]. But since we must modify the map g (see (6.2) above)
in order to use the latter argument — which has consequences on what follows — we shall
present parts of this argument in some detail. We begin by defining G := Ψ ◦ g (the need
for this map is hinted at by our preceding remarks). By the definition of the map Ψ, its
holomorphic derivative is non-singular on an open dense subset of Symn(W). Therefore —
since F is a proper holomorphic map — the complex Jacobian of G does not vanish identically
on V1 × · · · × Vn. We expand this latter determinant along the last column to conclude that
there exists µ ∈ {1, . . . , n} such that
det
[
∂Gi
∂zj
]
i=1,...,n, i 6=µ, j=1,...,n−1
6≡ 0 on V1 × · · · × Vn. (6.5)
Let us write θ := Ψ ◦ h, θ(m) := Ψ ◦ φνm , m = 1, 2, 3, . . . , and V := V1× · · · × Vn−1. Owing
to (6.4), there exists a C ∈ C such that
Cn − Cn−1θ1 + · · ·+ (−1)n−1Cθn−1 + (−1)nθn ≡ 0 on V, (6.6)
where θ = (θ1, . . . , θn). Differentiating with respect to zj , j = 1, . . . , n− 1, we get
− Cn−1∂θ1
∂zj
+ · · ·+ (−1)n−1C∂θn−1
∂zj
+ (−1)n∂θn
∂zj
≡ 0 on V. (6.7)
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Rearranging (6.7), we get the following system of (n− 1) equations:∑
k=1,...,n, k 6=µ
(−1)kCn−k ∂θk
∂zj
= (−1)µ+1Cn−µ∂θµ
∂zj
on V, j = 1, . . . , n− 1. (6.8)
Given an (n− 1)× n matrix B and l ∈ {1, . . . , n} \ {µ}, denote by ∆l(B) the determinant
of the (n− 1)× (n− 1) matrix obtained by:
• deleting the µ-th column of B; and
• replacing the l-th column by the µ-th column of B.
Denote by ∆µ(B) the determinant of the (n − 1) × (n − 1) matrix obtained by deleting the
µ-th column of B. Note that each of the functions ∆j is a polynomial in the entries of the
matrix B.
We now introduce the (n− 1)× n matrices
Dn−1θ(z′) :=
[
∂θk
∂zj
(z′)
]
1≤j≤n−1, 1≤k≤n
and mDn−1θ(z′) :=
[
∂θ
(m)
k
∂zj
(z′)
]
1≤j≤n−1, 1≤k≤n
,
where z′ := (z1, . . . , zn−1). We also set:
A :=
{
z′ ∈ V : ∆µ
(
Dn−1θ(z′)
)
= 0
}
.
Depending on A, we need to consider two cases.
Case 1. A  V.
By applying Cramer’s rule to the system described by (6.8), we get:
(−1)lCn−l = (−1)µCn−µ ∆l(Dn−1θ)
∆µ(Dn−1θ)
on (V\A) and l ∈ {1, . . . , n}\{µ}.
If µ 6= 1, we shall argue by taking l = µ− 1 in the above. If µ = 1, we shall take l = 2. We
shall first consider the case µ 6= 1. In this case, the above equation gives
− C∆µ(Dn−1θ) = ∆µ−1(Dn−1θ) on V. (6.9)
Case 2. A = V.
As in Case 1, we assume µ 6= 1. Since the system (6.8) — treating C as the indeterminate —
admits a solution, ∆µ(Dn−1) ≡ 0 forces on us the conclusion (6.9) for trivial reasons.
So, in each of the above cases, we get the identity (6.9). Differentiating this identity with
respect to zj and eliminating C, we get the relations
∆µ(Dn−1θ)
∂∆µ−1(Dn−1θ)
∂zj
−∆µ−1(Dn−1θ)∂∆µ(Dn−1θ)
∂zj
≡ 0 on V, j = 1, . . . , n− 1.
The left-hand sides of the above relations are constituted of polynomial expressions involving
lim
m→∞ gs (z1, . . . , zn−1, wνm) , s = 1, . . . , n,
their compositions with the function χ, and their partial derivatives (with respect to z1, . . . , zn−1)
up to order two. Hence, by Weierstrass’s theorem on the derivatives of holomorphic functions,
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we have
lim
m→∞∆µ(
mDn−1θ)(z′)
∂∆µ−1(mDn−1θ)
∂zj
(z′)−∆µ−1(mDn−1θ)(z′)∂∆µ(
mDn−1θ)
∂zj
(z′)
= ∆µ(Dn−1θ)(z′)
∂∆µ−1(Dn−1θ)
∂zj
(z′)−∆µ−1(Dn−1θ)(z′)∂∆µ(Dn−1θ)
∂zj
(z′)
= 0 ∀z′ ∈ V, j = 1, . . . , n− 1. (6.10)
Consider the functions τj : V1 × · · · × Vn → C defined as follows:
τj(z
′, zn) := ∆µ(Dn−1G)(z′, zn)
∂∆µ−1(Dn−1G)
∂zj
(z′, zn)
−∆µ−1(Dn−1G)(z′, zn)∂∆µ(Dn−1G)
∂zj
(z′, zn),
for each j = 1, . . . , n− 1. Here, Dn−1G(·, zn) is an (n− 1)× n matrix that is defined in the
same way as Dn−1θ. Observe that (6.10) holds for any subsequence {wνm} ⊂ {wν} with the
properties discussed right after (6.2), where Vn 3 wν → q. Finally, as q ∈ ∂X∩Un was picked
arbitrarily, (6.10) implies that
τj(z
′, ζ) −→ 0 as ζ → ψ(Un) ∩ ∂Vn for each z′ ∈ V,
and for each j = 1, . . . , n−1. Thus we can extend each τj to a continuous function τ˜j defined
on V1 × · · · × Vn−1 × ψ(Un) by setting τ˜j(z′, zn) = 0 whenever zn ∈ ψ(Un) \ Vn. By Rado’s
theorem — see [Nar71, Chapter 4] — τ˜j is holomorphic on V1 × · · · × Vn−1 × ψ(Un). Let us
now fix z′ ∈ V and j : 1 ≤ j ≤ n − 1. By construction, ψ(Un) \ Vn has at least one limit
point in ψ(Un). Thus, by the identity theorem, τ˜j(z
′, ·) is identically 0. As this holds true
for every z′ and j, it follows that each τj is identically 0.
Set
γn := −∆µ−1(Dn−1G)
∆µ(Dn−1G)
.
The function γn is well-defined on the set (V1 × · · · × Vn) \ A, where
A := {z ∈ V1 × · · · × Vn : ∆µ(Dn−1G(z)) = 0} .
By (6.5), A is a proper analytic subvariety of V1 × · · · × Vn. Observe that τj |(V1×···×Vn)\A is
the numerator of ∂γn∂zj , whence
∂γn
∂zj
≡ 0 on (V1 × · · · × Vn) \ A,
for j = 1, . . . , n − 1. Since A is a proper analytic subvariety, this implies that γn depends
only on zn — in the sense of Definition 6.1 — on each set of the form M \ A, where M is a
connected component of V1 × · · · × Vn.
Appealing to (6.9), and arguing in the same manner as above, we get
γn(z
′, ζ) −→ C as ζ → ψ(Un) ∩ ∂Vn for each z′ ∈ V,
where, we now recall, C satisfies the equation (6.6). Again, by an argument involving Rado’s
theorem — see [EZ05] or [CG15] — that is analogous to the one above, it follows that
γnn(z)− γn−1n (z)G1(z) + · · ·+ (−1)n−1γn(z)Gn−1(z)
+ (−1)nGn(z) ≡ 0 ∀z ∈ (V1 × · · · × Vn) \ A, (6.11)
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where we write G = (G1, . . . , Gn). This shows that γn((V1 × · · · × Vn) \ A) ⊂ χ(Y ) which,
by the choice of χ, is bounded. By Riemann’s removable singularities theorem, γn extends
to be holomorphic on V1 × · · · × Vn.
A completely analogous argument can be given — which results in a slightly different ex-
pression for γn — when µ = 1 (in which case, we take l = 2, l as introduced at the beginning
of Step 1).
Repeating this argument with some i replacing n above yields us maps γi : V1×· · ·×Vn → C
that satisfy equations analogous to (6.11). What we have at this stage is summarized by the
following commutative diagram:
X1 × · · · ×Xn Symn(Y ) Cn
Y n Cn
V1 × · · · × Vn
F Ψ
(χ◦pi1,..., χ◦pin)
piSym pi(n)
(ψ−11 ◦pi1,..., ψ−1n ◦pin)
(γ1,...,γn)
where we use pij , j = 1, . . . , n, to denote the projection onto the j-th coordinate (where the
product domain in question is understood from the context). Let us write:
C := the set of critical points of piSym : Y
n → Symn(Y ),
C ∗ := the set of critical points of pi(n) : Cn → Cn.
Here pi(n) is as introduced in Section 1. We now find connected open sets W ∗j ⊂ Wj , j =
1, . . . , n, that are so small that:
a) F (W ∗1 × · · · ×W ∗n) ∩ piSym(C ) ∩Ψ−1
(
pi(n)(C ∗)
)
= ∅;
b) pi(n) is invertible on Ψ
(
F (W ∗1 × · · · ×W ∗n)
)
; and
c) The map (χ◦pi1, . . . , χ◦pin) is invertible on each image of Ψ
(
F (W ∗1 ×· · ·×W ∗n)
)
under
a branch of a local inverse of pi(n) that intersects the image of (χ ◦ pi1, . . . , χ ◦ pin).
Let
(
pi(n)
)−1
s
, s = 1, . . . , n!, denote the branches introduced in (c). The definition of the map
Ψ ensures that, in fact, the images of Ψ
(
F (W ∗1 ×· · ·×W ∗n)
)
under each
(
pi(n)
)−1
s
are contained
in (χ ◦ pi1, . . . , χ ◦ pin)(Y ). From this and a routine diagram-chase — since, by construction,
the arrow representing pi(n) can be reversed on Ψ
(
F (W ∗1 × · · · ×W ∗n)
)
— we see that there
exists a number s0, 1 ≤ s0 ≤ n! such that
(γ1, . . . , γn) ◦
(
ψ1(W
∗
1 )× · · · × ψn(W ∗n)
)
=
(
pi(n)
)−1
s0
(
Ψ(F (W ∗1 × · · · ×W ∗n))
)
.
Thus, by (c), there is a local holomorphic inverse — call it I ≡ (I1, . . . ,In) — of (χ ◦
pi1, . . . , χ ◦ pin) such that the maps
fj := Ij ◦ (γ1, . . . , γn) ◦ (ψ1 ◦ pi1, . . . , ψn ◦ pin)
are well-defined onW ∗1×· · ·×W ∗n and holomorphic, j = 1, . . . , n. From the above commutative
diagram, we see that
F |W ∗1×···×W ∗n = piSym ◦ (f1, . . . , fn).
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Since, by construction, ψ1(W
∗
1 )×· · ·×ψn(W ∗n) lies in a connected component of V1×· · ·×Vn,
γj depends only on zj on ψ1(W
∗
1 )× · · · × ψn(W ∗n) for each j = 1, . . . , n. Then, owing to the
structure of the map (χ ◦ pi1, . . . , χ ◦ pin), of which I is a local inverse, it follows that
for each j, j = 1, . . . , n, the map fj : W
∗
1 × · · · ×W ∗n → Yj depends
only on the j-th coordinate on W ∗1 × · · · ×W ∗n . (6.12)
Step 2. Establishing the (global) existence of F1, . . . , Fn
We abbreviate X1 × · · · × Xn to X. Let E := F−1
(
piSym(C )
)
(C is as introduced above),
which is a proper analytic subset of X. If x ∈ X \ E , then we can find a connected product
neighbourhood Ωx of x such that the map F |Ωx lifts to Y n (i.e., it admits a holomorphic map
f : Ωx → Y n such that piSym ◦ f = F |Ωx).
Fix an x0 ∈ X \E . Consider any path Γ : [0, 1]→ X \E such that Γ(0) is in W ∗1 ×· · ·×W ∗n
and Γ(1) = x0. Here, W
∗
j ⊂ Xj , j = 1, . . . , n, are the domains introduced towards the end of
the argument in Step 1. We can cover Γ([0, 1]) by finitely many product neighbourhoods —
call them Ω0,Ω1, . . .Ωs — on which the map F lifts to Y n. Moreover, it is easy to see that
we can find Ω0,Ω1, . . .Ωs and lifts (f i1, . . . , f
i
n) : Ω
i → Y n of F |Ωi to Y n for each i such that:
• Ω0 = W ∗1 × · · · ×W ∗n ;
• (f01 , . . . , f0n) : Ω0 → Y n is the map (f1, . . . , fn) provided by Step 1;
• Ωi ∩ Ωi−1 6= ∅ for i = 1, . . . , s;
• For each i = 1, . . . , s, f ij
∣∣
Ki
≡ f i−1j
∣∣
Ki
for each j = 1, . . . , n, where Ki is some
connected component of Ωi ∩ Ωi−1.
Then, owing to (6.12), it follows from the identity theorem and induction that each f sj depends
only on the j-th coordinate on Ωs.
In short, given any x0 ∈ X \E , we can find a product neighborhood N = N1×· · ·×Nn 3 x0
and maps fj : N → Y that depend only on the j-th coordinate on N such that F |N =
piSym ◦ (f1, . . . , fn).
Claim. This (f1, . . . , fn) does not depend on the choice of path Γ joining x0 to W
∗
1 ×· · ·×W ∗n
or the choice of Ωi, i = 1, . . . , s, covering Γ([0, 1]).
To see this, suppose (ϕ1, . . . , ϕn) is a lift of F to Y
n on a neighbourhood of x0 obtained by
carrying out the above procedure along some different path or via a different cover of Γ([0, 1]).
Then, there exists a permutation ρ of {1, . . . , n} such that
(ϕ1, . . . , ϕn) ≡ (fρ(1), . . . , fρ(n)) on a neighbourhood of x0.
Now, ϕj depends only on the j-coordinate. The above equation implies that ϕj depends
only on the ρ(j)-th coordinate, j = 1, . . . , n. This is impossible unless ρ is the identity
permutation. Hence the claim.
Since the x0 ∈ X \ E mentioned above is completely arbitrary, it follows from the above
Claim that we have holomorphic maps F˜j : X \ E → Y , j = 1, . . . n, such that F˜j depends
only on the j-th coordinate on X \ E (in the sense of Definition 6.1) and such that
F |X\E = piSym ◦ (F˜1, . . . , F˜n). (6.13)
By Lemma 3.4, Y is hyperbolically embedded in S (S is as introduced at the beginning
of this proof). Then, by Results 3.2 and 3.3, each F˜j extends to a holomorphic map on Xj ,
j = 1, . . . , n. By continuity, we can now view these extended maps as holomorphic maps
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Fj : Xj → Y . In view of (6.13), we have our result. The properness of each of the maps Fj
is straightforward. 
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