Introduction {#s1}
============

The brain updates motor memory so as to achieve a given task in a changing environment. In throwing a ball toward a visual target, for example, we can modify the throwing action as the weight of the ball is changed [@pone.0055801-Bingham1]. This motor adaptation is driven by the error signal or task outcome, information which is fed back during or after the task execution [@pone.0055801-Shadmehr1]--[@pone.0055801-Wolpert1]. Considering that we can modify our movements according to the change in the relationship between visual information (i.e., target position) and motor action [@pone.0055801-Imamizu1]--[@pone.0055801-Mazzoni1], the brain presumably updates the visuomotor transformation adaptively. The learning mechanism underlying this adaptation has been examined in a number of studies in which the visual environment is distorted by a wedge prism or virtual reality devices, typically while subjects perform a reaching [@pone.0055801-Imamizu1]--[@pone.0055801-Honda1] or shooting [@pone.0055801-Martin1]--[@pone.0055801-FernndezRuiz2] task. When the endpoint (reaching) or impact point (shooting) is displaced, the endpoint error gradually decreases and the subject correctly reaches/shoots the target after a few dozen trials.

An important question is how the brain acquires the information required for regaining task performance. For prism adaptation in a manual reaching task, knowing the visual position of the endpoint is essential, and the endpoint error calculated from this information drives the adaptation. One important aspect of error feedback is its timing [@pone.0055801-Kitazawa3], [@pone.0055801-Tanaka1], [@pone.0055801-Honda1]. Kitazawa et al. [@pone.0055801-Kitazawa3] demonstrated that delayed visual feedback slowed prism adaptation for reaching movements. When visual presentation of the endpoint was delayed for more than 50 ms, the amount of aftereffect and the speed of adaptation diminished significantly. This suggests that the brain accepts error signals most effectively when they are synchronized with the end of reaching movements.

Recent studies replicated this effect. Tanaka et al. [@pone.0055801-Tanaka1] showed that the efficiency of prism adaptation was degraded by adding artificial delay of 100 ms. They also reported that this degrade was consistently observed even when the subjects had been adapted to the delay of visual feedback and the amount of their subjective delay was significantly decreased (to about 40 ms). Thus, they concluded that the efficiency of prism adaptation was determined not by the subjective delay but by the physical delay. Honda et al. [@pone.0055801-Honda1] showed that the delayed visual feedback degraded the visuomotor adaptation even when the visual shift was gradually increased so that the subject had difficulty being aware of the existence of the visual shift. In addition, they compared the magnitude of adaptation among no-delay, sudden-delay and adapted-delay conditions, where the visual shift was suddenly imposed in the adaptation trials under the sudden-delay condition while the visual shift was introduced from the beginning of the experimental session under the adapted-delay condition. In contrast to the study by Tanaka et al. [@pone.0055801-Tanaka1], the degradation of adaptation in the sudden-delay condition was significantly alleviated under the adapted-delay condition. Honda et al. [@pone.0055801-Honda1] pointed out that the temporal association between the motor action and its sensory consequence is an essential factor in visuomotor learning.

In a shooting task in which a ball is thrown [@pone.0055801-Martin1]--[@pone.0055801-FernndezRuiz2], a ball hits a target some time after it leaves the shooter's hand, so that the timing of the task-end (i.e., time of impact) is dissociated from the timing of motor execution or the end of the body movement (i.e., time of action). An interesting question is whether error feedback is linked to \"task-end\" or \"movement-end.\" Considering that the goal of adaptation is to maintain task performance, the timing of task-end, but not movement-end, may be critical for accepting feedback information, as we hypothesize in [Figure 1](#pone-0055801-g001){ref-type="fig"}. This can also be regarded as the association between motor action and its consequence [@pone.0055801-Honda1].

![Working Hypothesis.\
A1: In a reaching task, the timing of task-end is synchronized with the end of body movement. The efficiency of visuomotor adaptation peaks immediately after movement-end (which is equivalent to the task-end), and diminishes uniformly with visual feedback delay. B1: In a shooting task, a ball hits a target some time after the shooter's arm movement is complete; therefore, the timing of task-end is dissociated from the timing of movement-end. Our working hypothesis was that visuomotor adaptation should not exhibit peak efficiency immediately after movement-end, but at task-end (the time of impact). In other words, we predicted that efficiency would not diminish uniformly with delayed feedback.](pone.0055801.g001){#pone-0055801-g001}

To examine these possibilities, we conducted a behavioral experiment using a virtual shooting task in which subjects controlled their wrist movements to shoot a target on a screen by moving a cursor as accurately as possible. A visual shift was introduced by displacing the ball trajectory on the screen. The timing of visual feedback of the impact location was manipulated. The time from the throwing action (movement-end) to impact (or cursor speed) was also varied (600 ms or 1100 ms). We also ran an experiment in which the timing of impact was explicitly indicated by an additional timing cue to examine the effect of certainty of the impact timing. The magnitude of adaptation was based on the amount of aftereffect estimated from the adaptation curve. The results indicated that the amount of aftereffect significantly varied depending on the feedback timing. Specifically, the curve showed two distinct peaks around the end of wrist movement and around the time of impact. This result was consistently observed irrespective of the time from the end of the movement to impact (or the speed of the cursor). Additionally, the peak around task-end became sharper when the additional timing cue was introduced. These results suggest that the brain accepts error information at two distinct times, and that the task-end timing may be determined by prediction by some internal forward model (or temporal association between motor action and its sensory consequence).

A preliminary account of this study has been partly reported elsewhere [@pone.0055801-Ishikawa1], [@pone.0055801-Ishikawa2].

Results {#s2}
=======

Virtual Shooting Task and Control of Error Feedback Timing {#s2a}
----------------------------------------------------------

The subjects' task was to hit a target on the screen with a cursor whose motion was determined by their wrist movement. The subjects were asked to initiate wrist movement immediately after the target presentation within a required reaction time range. The cursor movement speed was fixed to one of two different values (independent of the wrist rotation speed): the time from the throwing action to impact (cursor Movement Time, cMT) was either 600 ms or 1100 ms. In the main experiment, cursor trajectory was not presented and only the impact point was displayed on the screen. Here, we manipulated the timing of error feedback. Under some conditions, visual information of the cursor endpoint was given later than task-end (i.e., expected impact timing), while under the other conditions, it was given in advance of task-end (see Materials and Methods for details).

Reaction Time {#s2b}
-------------

Subjects made wrist movements within the required reaction time (i.e., 200 ms \< RT\< 400 ms) in more than 92% of the trials.

Typical Experimental Results {#s2c}
----------------------------

[Figure 2](#pone-0055801-g002){ref-type="fig"} shows the learning curve obtained for one subject (TI), and the averaged learning curve obtained for all subjects. In this figure, horizontal errors relative to the target are plotted against the sequence of trials. In the upper panel, each thin line shows the median horizontal errors under one delay condition, and the thick line represents the median of the thin lines. In the lower panel, the thick line shows the averaged learning curve and the error bars show the standard deviations for individual trials.

![Adaptation curve from Experiment 1, 0-ms condition.\
The horizontal error is plotted against the sequence of trials. The upper and lower panels show the data for one typical subject (TI) and the average for all subjects, respectively. In the upper panel, the thin lines represent the results for four individual sessions and the bold line represents their median. Although inter-session variability was rather large, the median shows a typical adaptation curve. In the lower panel, the bold line shows the averages for all subjects, and the error bars show the standard deviation. The averaged learning curve is a classic adaptation curve.](pone.0055801.g002){#pone-0055801-g002}

In the pre-adaptation period, the shooting errors were distributed around zero, indicating that the subjects successfully performed the virtual shooting task. In the adaptation period, errors occurred in the same direction as the visual displacement in the first trial, and decreased in subsequent trials. In the de-adaptation period, errors occurred in the opposite direction and again uniformly decreased over successive trials. Therefore, the visual distortion in our virtual shooting task resulted in a learning curve similar to those reported for prism adaptation experiments.

Effect of Error Feedback Timing {#s2d}
-------------------------------

[Figure 3](#pone-0055801-g003){ref-type="fig"} shows the time constant and the aftereffect of adaptation. The three panels show the quartile of the aftereffect (*A~d~*, see Materials and Methods) for all subjects in three experiments. In Experiment 1 (cMT 600 ms, no timing cue), the amount of aftereffect varied depending on the timing of feedback ([Figure 3A](#pone-0055801-g003){ref-type="fig"}). The aftereffect was large under the --500 ms condition (i.e., when feedback was given just after movement-end) and decreased under the --300 ms condition. It then increased again and peaked broadly across the 0--500 ms feedback delay range (i.e., around task-end). When the feedback was delayed 1000 ms, the aftereffect decreased again. The effect of feedback delay on the amount of aftereffect was statistically significant (*p* \< 0.05, Friedman test (nonparametric one-factor repeated measures analysis of variance \[ANOVA\])). These results demonstrate that the efficiency of visuomotor adaptation varied depending on the timing of error feedback. We performed a post-hoc multiple comparison test on this result, but no significant difference was detected.

![Experimental Results.\
The estimated aftereffect (*A~d~*: see Materials and Methods) is plotted against the delay conditions. The box plot shows the quartiles: thick segments indicate the medians, and the top and bottom of the boxes show the 25th and 75th percentiles. Line plots are the curves fitted using four different radial basis functions. A: Cursor movement time (cMT) was 600 ms and no timing cue was presented (Expt. 1), B: cMT was 1100 ms and no timing cue was presented (Expt. 2). C: cMT was 600 ms and the timing cue was presented (Expt. 3). In each case, radial basis curves with two basis functions seem to best fit the experimental result, implying that the relationship between the feedback delay and aftereffect had two peaks.](pone.0055801.g003){#pone-0055801-g003}

To further examine this result, we attempted to fit the relation between the feedback delay and amount of aftereffect with radial basis functions. The colored lines in [Figure 3](#pone-0055801-g003){ref-type="fig"} show four approximation curves that have one, two, two and three basis functions, respectively (see Materials and Methods for detail). The relationship was well approximated by the curves with two basis functions, but not by the curve with a single basis function. The curve with three basis functions also fits well the relationship, but is apparently no better than the curves with two-basis functions. This indicates that the delay--aftereffect relationship has two distinct peaks.

The centers of the basis functions were located at --420 and 230 ms (model A) and --470 and 230 ms (model B), which implies that adaptation efficiency increased most at about 30--80 ms after movement-end and at about 230 ms after task-end. Moreover, the widths (2σ) of the basis functions were 140 and 600 ms (model A) and 240 and 600 ms (model B), meaning that the temporal window of error feedback for efficient adaptation is broader around the task-end than after the movement-end.

In Experiment 2 (cMT 1100 ms, no timing cue), we found similar results ([Figure 3B](#pone-0055801-g003){ref-type="fig"}). The amount of aftereffect was slightly larger just after movement-end (--1000 ms condition), but diminished under the --800 ms condition. It increased again and peaked around the --100 ms feedback delay condition. The effect of feedback delay on the amount of aftereffect was statistically significant (*p* \< 0.05, Friedman test). The fitting curves are indicated by the colored lines ([Figure 3B](#pone-0055801-g003){ref-type="fig"}). Again, the curves with two or three basis functions well approximated the relationship, but those with two basis functions sufficiently captured the global nature of the relationship. The centers of the basis functions in the two-basis case were --1000 and --260 ms (model A) and --1030 and --260 ms (model B), showing that the adaptation efficiency improved around the movement-end and some time before the task-end. On the other hand, the widths of the basis functions were 50 and 500 ms (model A) and 70 and 500 ms (model B), which shows again that the time window of the efficient adaptation was broader around the task-end than after the movement-end.

Results for Experiment 3 (cMT 600 ms, with timing cue) also revealed a similar pattern ([Figure 3C](#pone-0055801-g003){ref-type="fig"}). The aftereffect was larger just after movement-end (the --500 ms condition), decreased under the --300 and --200 ms conditions, and then increased again and peaked broadly around 0 ms feedback delay. The results for the 0--500 ms conditions, however, were somewhat more variable than those in Experiment 1; in particular, the peak around the 0 ms condition seemed sharper in Experiment 3. The effect of the feedback delay was significant (*p* \< 0.05, Friedman test). Again, curves with two basis functions well and sufficiently fit the data. The centers of the basis functions in the two-basis case were --480 and --50 ms (model A) and --420 and --70 ms (model B), and their widths were 380 and 70 ms (model A) and 150 and 130 ms (model B), showing a tendency consistent with that for the previous results. However, we note that the second peak (around the task-end) was remarkably narrower in this experiment (70--130 ms vs. 600 ms in Expt. 1 and 500 ms in Expt. 2), implying that that the temporal window of efficient adaptation was narrower when the timing cue was added.

Although the results of above experiments show that the amount of aftereffect significantly depended on the feedback delay and increased around movement-end and task-end, the result seems somewhat statistically weak for the decisive evidence. This weakness stems from the large variance of the amount of aftereffect, which was fundamentally due to the variability of the movement (i.e., throwing movement is less stable than reaching). In order to have additional evidence to support our view, we ran a supplementary experiment with a modified task. It was still a shooting task but was like a remote pointing task where subjects were asked to point the target with their right arm. The cursor started off at the end of the pointing action and moved to the pointed location in 600 ms (see Materials and Methods for detail). This task could be performed more easily than the original shooting task, which led to improving the movement stability. Actually, the fitting error of adaptation curve (RMS) was reduced to one half of that of the original task. We compared the amount of aftereffect among four delay conditions in this experiment, because here we are mainly interested in whether or not two distinct peaks were found just after the movement end and the task end.

[Figure 4](#pone-0055801-g004){ref-type="fig"} summarizes the result. As in [Figure 3](#pone-0055801-g003){ref-type="fig"}, the quartiles of the aftereffect were shown for four delay conditions. Apparently, the aftereffect had larger values at just after the movement end and at the task end, compared to the other two conditions. The effect of feedback delay on the amount of aftereffect was statistically significant (*p* \< 0.05, Friedman test).A post-hoc multiple comparison test (Scheffé\'s method) showed that there was significant difference between -500 ms (movement end) and -300 ms conditions and between -300 ms and 0 ms (task end) conditions, supporting that the efficiency of visuomotor adaptation was increased at both movement end and task end.

![Results of Supplementary Experiment.\
The estimated aftereffect (*A~d~*: see Materials and Methods) is plotted for four delay conditions. The box plot shows the quartiles: thick segments indicate the medians, and the top and bottom of the boxes show the 25th and 75th percentiles. Asterisks indicate significant difference (*p* \< 0.05) detected by a post-hoc multiple comparison test (Scheffe's method). The amount of after effect was significantly larger when the feedback was given 100 ms after the movement offset and at the task end, compared to the case that it was given 300 ms before the task end.](pone.0055801.g004){#pone-0055801-g004}

Discussion {#s3}
==========

In the present study, we examined the effect of error feedback timing on the efficiency of visuomotor adaptation in a virtual shooting task, and found that the amount of aftereffect depended significantly on the feedback delay and increased around movement-end and task-end. This tendency was consistently observed irrespective of the time between movement-end and task-end, and regardless of whether a timing cue signaled task-end. Our results suggest that the timing of error feedback significantly affected the efficiency of visuomotor adaptation, and that efficiency was enhanced both around movement-end and task-end. Moreover, these two peaks of the aftereffect differed in the magnitude; the first peak (just after movement-end) was steeper than the second peak (around task-end) and the second peak became a little sharper when the timing cue was introduced.

Kitazawa et al. [@pone.0055801-Kitazawa3] showed that adaptation efficiency or the amount of prism adaptation diminished significantly when feedback was delayed more than 50 ms. In their study, moreover, efficiency reduced almost uniformly as feedback delay increased. In the present study, in contrast, we did not observe a uniform change in efficiency as feedback timing varied. Rather, we found two distinct peaks in efficiency, after movement-end and around task-end. This tendency was not confirmed by post hoc multi-comparison tests (but confirmed in the supplementary experiment), but occurred consistently under three different conditions. Therefore, we believe these results suggest that both movement-end and task-end are critical times for visuomotor adaptation.

Here, we discuss the mechanism underlying the acceptance of error information in visuomotor adaptation. There are at least three possible ways in which the brain determines the timing of error acceptance. Error acceptance timing may be: 1) locked to the time of motor command generation; 2) specified by the sensory information accompanying movement-end or task-end; or 3) predicted within the brain. In shooting, the brain has to map the visual information of the target position into the motor command for appropriate throwing action, and this mapping has to be updated in the process of prism adaptation. This mapping is called an "inverse model" in computational neuroscience because it transfers the desired result (i.e., target position to hit) to the cause (i.e., motor command) [@pone.0055801-Shadmehr1], [@pone.0055801-Wolpert1], [@pone.0055801-Wolpert2]--[@pone.0055801-Doya1], but its neural substrates have not yet been revealed. For example, the endpoint error when using visual information is simply the difference between the expected endpoint and actual endpoint, and not the direct teacher signal for updating the motor command; it is unclear how the visual error information is used to update the motor commands. Here, we do not go into the details of such a learning mechanism of the inverse model. However, if the brain updates the inverse model according to the outcome of the motor commands, the brain has to memorize the motor commands at least until the error information is fed back. In addition, it has been discussed that the brain has a "forward model", which predicts the result (i.e., impact position and its timing) from the cause (i.e., motor command) [@pone.0055801-Shadmehr1], [@pone.0055801-Wolpert1], [@pone.0055801-Desmurget1]. The visual information given at the task-end can be the teacher signal for updating the forward model. Keeping these ideas (i.e., motor memory and prediction) in mind, we discuss the above three views.

The first possibility implies that the error signal should be imposed immediately after the command generation. This is related to the view that the cerebellum has a mechanism compensating the temporal interval between the motor command and its sensory consequence [@pone.0055801-Miall1]. Considering that cerebellar patients did not show prism adaptation [@pone.0055801-Martin1]--[@pone.0055801-Thach1] and that the cerebellum plays an important role in motor execution and timing control [@pone.0055801-XuWilson1]--[@pone.0055801-Rao1], the cerebellum is an important organization for prism adaptation. In addition, it has been reported that long-term depression found in the cerebellum is most efficient when climbing fiber signals (i.e., sensory error signals) are delayed by about 250 ms with respect to the parallel-fiber signals (i.e., motor commands) [@pone.0055801-Chen1]--[@pone.0055801-Ivry1]. Therefore, if this built-in mechanism is used for adaptation, the adaptation occurs without any motor memory or temporal prediction. This view can simply explain the result obtained by Kitazawa et al. [@pone.0055801-Kitazawa3] that delayed visual feedback slows the prism adaptation in a reaching task.

The second view, to the contrary, assumes that the brain can wait for the external cue providing the error information. This means that the brain has to memorize "cause" information until the "effect" appears. Taking this view, however, the brain does not need to know the timing of the effect; if the brain learns the association between the effect (target impact) and accompanying sensory event, the sensory events give the time to catch the error information. Thus, the second view requires motor memory but no temporal prediction.

The third possibility, in contrast, assumes that the brain predicts the timing of the effect. In other words, the brain opens the gate for error acceptance according to an internal timer. Therefore, the third view assumes both motor memory and temporal prediction. Note that in this study, the subjects practiced the task several hundred times in the situation that the cursor movement was completely visible. Thus, it is plausible that they had gained the forward model of the cursor movement and could anticipate the task-end timing (i.e., impact timing) even when the cursor was not visible. Of course, this can be regarded as the subjects learning the association between the motor command and sensory consequence [@pone.0055801-Honda1]. Below, we examine the above three possibilities according to this difference.

First, it is plausible that the first peak is linked to motor execution or motor command generation (i.e., the first hypothesis). Because the timing of motor execution or movement-end can be detected directly and precisely, the brain could strictly determine the timing of error acceptance (because the brain need not predict the timing of error information) if this cue is used. This would explain why the first peak was sharp. On the other hand, the second peak might be caused by the prediction of task-end (i.e., the third hypothesis). If no specific sensory cue is given, the timing must be predicted or expected, and consequently, it would be expected to be less precise. If the brain determines the timing of error acceptance based on prediction, the time range for error acceptance would be expected to broaden, to compensate for uncertainty or imprecision. This may explain why the peak around task-end was broader. In addition, the second peak became steeper when the task-end timing was explicitly indicated (in Experiment 3), suggesting that a sensory cue indicating or helping to estimate the timing of task-end would narrow the time range for error acceptance. This is in accordance with the notion that sensory cues may also be involved in determining error acceptance timing, supporting the second hypothesis.

At present, therefore, we consider that no single mechanism determines the timing of error acceptance. In other words, we speculate that multiple error acceptance mechanisms must be involved in visuomotor adaptation. As mentioned above, these mechanisms use different functions (e.g., motor memory and temporal prediction) of the brain system. Therefore, our speculation might be tested employing brain imaging techniques.

Concluding remarks {#s4}
==================

In the present study, the efficiency of visuomotor adaptation depended on the timing of error feedback and it increased around both movement-end and task-end, suggesting that two different learning mechanisms may underlie visuomotor transformation. We also suggest that expectation of the task-end timing might be a cue for accepting error information in sensory signals that aids visuomotor adaptation. This expectation could be based on the association (or forward model) between the motor command (i.e., cause) and its consequence (i.e., effect). Future studies are needed to determine which neural structures are responsible for these mechanisms.

Materials and Methods {#s5}
=====================

Subjects {#s5a}
--------

This research was approved by the authors\' institutional review board. All subjects received an adequate explanation of the merits and demerits of participation in this research. All subjects were paid 1000 Japanese Yen (about 12 US dollars) for 1 hour, and we obtained an informed consent form from all subjects. All subjects had normal or corrected-to-normal visual acuity and no significant neurological history. All subjects (except author TI) were naive as to the purpose of the experiments.

Twenty subjects (aged 18--30 years, two females and 18 males) participated in Experiment 1, all of whom except one male subject were right-handed. Twenty subjects (aged 18--28 years, two females and 18 males) participated in Experiment 2; five of these subjects had participated in Experiment 1, and all except two males were right-handed. Eleven subjects (aged 18--31 years, 11 males) participated in Experiment 3, all of whom except three males were right-handed. Four of these subjects had participated in another experiment.

Apparatus {#s5b}
---------

Each subject was seated facing a tangent 21-inch color cathode ray tube (CRT) monitor (GDM-F500, refresh rate: 100 Hz; Sony Corp., Tokyo) placed 800 mm from the eyes, with his/her head restrained by a chin rest ([Fig. 5A](#pone-0055801-g005){ref-type="fig"}). The screen size was 1024×768 pixels. Subjects put their right arms on an armrest with the palm upturned, and gripped a three-dimensional (3D) posture sensor (MTx-28A53G25, Xsens Technologies B.V., Enschede). The armrest was positioned 250 mm ahead and 250 mm to the right of the midsagittal plane ([Fig. 5A](#pone-0055801-g005){ref-type="fig"}). Subjects were asked to touch a pin using the middle finger of their right hand. This was the initial posture of each trial. The pin was positioned 350 mm ahead and 350 mm to the right of the midsagittal plane. Subjects were not able to observe their own movements. The 3D posture sensor measured Euler angles (i.e., roll, pitch, and yaw) of subjects' wrist movements with time resolution of 5 ms. An IBM AT compatible personal computer acquired posture data through a universal serial bus (USB) interface. In this experiment, the pitch angle of wrist movements was referred to as the flexion angle. Similarly, the roll angle was referred to as the pronation/supination angle.

![Experimental Setup.\
A: Subjects were seated facing a tangent 21-inch color CRT monitor with their heads restrained by a chin rest. Subjects put their right arms on an armrest with the right palm upturned and gripped a 3D posture sensor. Subjects were not able to observe their own movements. The 3D posture sensor measured Euler angles of subjects' wrist movements. The pitch angle was referred to as the flexion angle and used to trigger the cursor movement, while the roll angle was referred to as the pronation/supination angle and determined the direction of cursor movement.B: The diagram shows the display on the CRT monitor. The area of the task field was 675×550 pixels. The target appeared on the target line, located 650 pixels from the bottom of the monitor. The initial position of the cursor was 100 pixels to the right of the bottom center of the monitor, and cursor movement was initiated by flexion movement of the wrist. The direction of cursor movement was controlled by the pronation/supination angle, but the vertical velocity was fixed throughout the experimental session. Visual displacement was introduced by rotating the direction of cursor movement and, as a result, the position of the cursor endpoint was displaced in a horizontal direction. Note that in Experiments 1 and 2, the cursor was displayed only at the target line (i.e., impact position), although it was displayed from the initial position to the impact position in the practice session. In Experiment 3, the cursor was not displayed; instead, a timing bar was presented that indicated the vertical position of the cursor.](pone.0055801.g005){#pone-0055801-g005}

[Figure 5B](#pone-0055801-g005){ref-type="fig"} shows the view of the task field on the monitor. The area was 27 cm×22 cm (675×550 pixels). The target appeared on the target line, located 26 cm (650 pixels) from the bottom of the monitor. The direction of cursor movement was controlled by subjects\' wrist movements (pronation or supination). The initial position of the cursor was 4 cm (100 pixels) to the right of the bottom center of the monitor. Cursor movement was initiated by flexion movement of the wrist. Specifically, cursor movement started within 20 ms of the angular velocity of the flexion movement reaching its peak value. Note that the vertical velocity of the cursor was constant (600 ms or 1100 ms, from the initial position to the target line) regardless of the joint velocity or the direction of wrist movement. In Experiment 3, subjects were informed that the vertical position of the cursor was indicated by a horizontal bar sliding in the vertical direction. (The cursor itself was invisible.) The size of the tracking bar was 0.4 cm×22 cm.

General task procedure {#s5c}
----------------------

[Figure 6](#pone-0055801-g006){ref-type="fig"} illustrates the general experimental procedure. Each trial started with a beep sound (10 ms, 450 Hz), and the appearance of a target line. After a pause of 2500 ms, three intermediate-tone beeps (10 ms, 600 Hz) were given at 400-ms intervals, followed by a high-tone beep (10 ms, 1000 Hz). At the onset of the high-tone beep, the target appeared at a random position on the target line, within a 40-pixel range around the center. The subject was asked to maintain the initial posture until the target was displayed, and to initiate wrist movement immediately after the target presentation so as to hit the target with the cursor. An alert message was displayed at the end of the trial if reaction time was less than 200 ms or greater than 400 ms. The computer program monitored wrist movements in a real-time manner, detected their peak angular velocity and initiated cursor movement as explained above. Note that the average wrist movement time was about 120 ms, and cursor movement initiation preceded each movement's end by about 30 ms. Subjects were asked to maintain their final wrist position until that trial ended.

![Task Schedule.\
Each trial started with a beep sound and the appearance of a target line. After a 2500-ms pause, three intermediate-tone beeps were given at 400-ms intervals, followed by a high-tone beep, and the appearance of a target at a random position on the target line. The subject began wrist movement immediately after target presentation so as to hit the target with a cursor. The computer program monitored wrist movements, detected their peak angular velocity and initiated the cursor movement. Timing of visual feedback differed among the delay conditions. Under some conditions, visual information was given later than task-end, while under the other conditions, it was given in advance of task-end.](pone.0055801.g006){#pone-0055801-g006}

In experimental sessions, subjects were not able to observe the trajectory of the cursor (although they could see the trajectory in a practice session, as mentioned below). Note that the frame and target line were always visible. In Experiment 3, subjects were able to observe the vertical position of the cursor by the timing bar at any time.

The vertical velocity of the cursor movement was fixed throughout the experimental sessions. When the cursor reached the target line (i.e., at task-end), a high-tone beep (10 ms, 1000 Hz) was sounded, and the target and cursor were displayed. Visual displacement was introduced by rotating the direction of cursor movement, and as a result, the position of the cursor endpoint was displaced in a horizontal direction. The amount of displacement was 50 pixels on the target line. The timing of visual feedback differed among the delay conditions. Under some conditions, visual information was given later than task-end, while under the other conditions, it was given in advance of task-end (see below for details of the conditions). Each trial was terminated 7 s (Experiments 1 and 3) or 7.5 s (Experiment 2) after it started.

Subjects participated in the study for 7 days. On the 1st day, subjects practiced the virtual shooting task. Subjects completed more than 300 practice trials (50 trials/block×6 blocks), which took about 1 hour. In the practice trials, the entire trajectory of all cursor movements was presented to the subjects.

The main experiment began on the 2nd day. An experimental session consisted of 45 trials. Each session was composed of three blocks. In the first block (pre-adaptation block: 25 trials), neither a visual shift nor feedback delay was given. In the second block (adaptation block: 10 trials), a visual shift and a feedback delay (specified by each experimental condition) were introduced. In the third block (de-adaptation block: 10 trials), both the visual shift and feedback delay were eliminated. It took about 7 minutes to complete one session, and a subject performed six sessions per day, so that the experimental session finished within 1 hour.

Each subject performed the task four times (i.e., two times for rightward shift and two times for leftward shift) for each delay condition, i.e., a total of 36 ( =  4×9) experimental sessions. It thus took 6 days to complete all sessions. The order of presentation of the different experimental conditions was randomly determined.

Feedback Timing Conditions {#s5d}
--------------------------

In Experiments 1 and 3, the cursor reached the target line 600 ms after movement onset. The amount of visual feedback delay/advance was chosen from nine values: --500, --300, --200, --100, 0, 100, 200, 300 and 500 ms. We referred to conditions with negative, zero and positive values as \"advanced,\" \"synchronized\" and \"delayed,\" respectively. In Experiment 2, the cursor reached the target 1100 ms after the movement onset. The amount of visual feedback delay/advance was chosen from nine values: --1000, --800, --500, --300, --100, 0, 100, 300 and 500 ms.

Data analysis {#s5e}
-------------

The authors fitted the learning curve with two exponential functions: where *e~a~(t; d)* and *e~d~(t; d)* represent the horizontal error for trial *t* with feedback delay *d*. *A~a~* and *A~d~* represented the amplitude, and *b~a~* and *b~d~* the inverse time constant of the learning curves, and *c* is a constant representing the bias of individual subjects. Here, we note that we postulated that *b~a~* and *A~d~* depend on the delay conditions, while *A~a~* and *b~d~* would be common to all delay conditions.

To examine the effect of delay conditions on the efficiency of adaptation, we performed statistical tests for estimated aftereffect *A~d~*. We adopted a Friedman test (nonparametric one-factor repeated measures ANOVA) in the present study because we could not guarantee the equalities of variance.

To examine the existence of multiple peaks, we further attempted to approximate the feedback-delay vs. aftereffect relation using a radial basis function. The function used in the approximation was

where *N* is the number of basis functions. Parameters *a* ~0~, *a~i~*, *d~i~*, and σ*~i~* were estimated by minimizing the sum of squared error between *f(d)* and the inter-subject median of aftereffect *A~d~*(*d*) using the "lsqcurvefit" function in the optimization toolbox of MATLAB. To obtain meaningful results, we set lower and upper bounds for each parameter. Note that the number of parameters is given by *N~p~*  =  1+3*N* while the number of data *N~d~* is nine (i.e., the number of delay conditions). Because *N~p~* should be less than the number of data *N~d~* for meaningful estimation, we could estimate the parameters only in the cases of *N*  =  1 and 2 (i.e., *N~p~*  =  4 and 7, respectively). Because we wanted to know the approximation performance also in the case of *N*  =  3, we also used the function

where *a~c~* is a common weight for different basis functions. In this formulation, the number of parameters *N~p~* is given by 2+2*N* and we can estimate the parameters for *N*  =  1, 2 and 3 (note that this is the same as model A when *N*  =  1).

In total, we used four approximation functions, *N*  =  1 and 2 using model A and *N*  =  2 and 3 using model B.

We attempted calculating Akaike\'s information criterion for these models assuming a Gaussian error distribution, although it is in principle inappropriate to use this criterion here because we could not assume a specific probabilistic distribution (which is why we adopted non-parametric test) and thus could not calculate the likelihood function. The result partly supported that the fitting with two-basis functions was the best, but concrete results are not given in the text.

Supplementary experiment {#s5f}
------------------------

Supplementary experiment was run with the same experimental apparatus and procedure, except the points described below. The most significant difference was the subjects' task. In this task, the subjects were asked to move the right forearm to point the target on the display, with their elbow supported on the desk. This movement could be achieved mainly by a flex movement of elbow joint, which helped the subjects to do the task more easily and intuitively. The cursor was initially located at the right side of the target line, and it started to move synchronized with the forearm movement, moved horizontally and stopped at the pointed position. The cursor movement time was fixed to 600 ms, and thus the cursor movement speed varied dependent on the pointed position. Therefore, the task itself was still a shooting task, but it was like a remote pointing task. In each trial, the subject was asked to maintain the initial posture until the target was displayed on the target line, and to initiate the movement immediately after the target presentation. The computer program initiated cursor movement when the arm movement was terminated (i.e., the angular shift between the successive sampling ticks became less than 1 degree). The average movement time was about 110 ms, but we should note that the movement time depended on the target position. Subjects were asked to maintain their final wrist position until that trial ended. In experimental sessions, subjects were not able to observe the trajectory of the cursor although they could see the trajectory in the practice session.

Visual displacement was introduced simply by shifting the endpoint of the cursor movement because the cursor movement was displayed only at the endpoint. The amount of displacement was 60 pixels. The timing of visual feedback was chosen from following four conditions. 100, 300, 600, and 1100 ms after the movement offset, that is, amount of visual feedback delay/advance was -500, -300, 0 and 500 ms respectively.

It took three session days (1 hour for each day) to finish. On the 1st day, subjects practiced the task by completing more than 250 practice trials, where the entire trajectory of all cursor movements was presented to the subjects. The main experiment began on the 2nd day. Each subject performed the task four times (i.e., two times for rightward shift and two times for leftward shift) for four delay conditions, i.e., a total of 16 ( =  4×4) experimental sessions. Eleven participants took part in this experiment.
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