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Abstract
Given a principal bundle G →֒ P → B (each being compact, connected and oriented) and a G-
invariant metric hP on P which induces a volume form µP , we consider the group of all unimodular
automorphisms SAut(P, µP ) := {ϕ ∈ Diff(P ) |ϕ∗µP = µP and ϕ is G-equivariant} of P , and deter-
mines its Euler equation a` la Arnold. The resulting equations turn out to be (a particular case of) the
Euler-Yang-Mills equations of an incompressible classical charged ideal fluid moving on B .
It is also shown that the group SAut(P, µP ) is an extension of a certain volume preserving diffeomor-
phisms group of B by the gauge group Gau(P ) of P .
1 Introduction
Since [4], it is well known that an appropriate configuration space for the study of equations of hy-
drodynamical type (more precisely, the incompressible Euler equations of an incompressible fluid) on a
Riemannian manifold (M, g) endowed with a volume form µ (µ being not necessarily induced by the met-
ric g), is given by the group of all unimodular diffeomorphisms SDiff(M,µ) := {ϕ ∈ Diff(M) |ϕ∗µ = µ}
of M . This group is –in a suitably chosen sense– an infinite dimensional Lie group whose Lie algebra
X(M,µ) := {X ∈ X(M) | divµ (X) = 0} is the space of divergence free vector fields endowed with the
opposite of the usual vector field bracket, and if X ∈ X(M,µ) is a time-dependant divergence free vector
field describing the velocity field of an incompressible fluid, then its dynamics is governed by the incom-
pressible Euler equation d
dt
X +∇XX = ∇p , where p is the pressure of the fluid. It turns out that this
equation characterizes geodesics on SDiff (M,µ) with respect to the natural right-invariant L2-metric on
SDiff (M,µ) (see [6]), and can be seen as an Euler equation (or Lie-Poisson equation) on the “regular dual”
of X(M,µ) (see [2]).
In this paper, we propose another configuration space to study the Euler equation when some symmetries
are involved. Our point of departure is to assume that the fluid evolves on the total space of a principal
bundle G →֒ P → B (P being connected and oriented). We assume also that the metric hP on P is G-
invariant. In particular, the volume form µP on P induced by hP is also G-invariant. This leads naturally
to consider the group SAut(P, µP ) of automorphims of P preserving the volume form µP instead of the
group SDiff(P, µP ) . In other words, we assume the vector field describing the velocity of the fluid to be
initially G-invariant. This approach allows us to describe the Euler equation (in the presence of symme-
tries), as a system of two coupled equations, one living on the space of free divergence (for a certain volume
form) vector fields on B , the other living on the Lie algebra of the gauge group Gau(P ) of P . In some
cases, these equations are a particular case of the Euler-Yang-Mills equation of an incompressible classical
charged ideal fluid moving on B , and are physically relevant for the cases G = S1 (super-conductivity
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equation, see [21]), G = SU(2) and G = SU(3) (chromohydrodynamics, see [8, 7]) . The terminology
“Euler-Yang-Mills equation” comes from [7] .
The second section of this paper describes the Lie group structure of the group SDiff(M,µ)G of all G-
equivariant diffeomorphisms of a compact manifold M which preserve a volume form µ . The arguments
are essentially those used by Hamilton in [9], Theorem 2.5.3, except that one has to check the construc-
tions involving the Nash-Moser inverse function theorem to “respect symmetries”. In section 3, the careful
study of the “structure” of a G-invariant volume form µP on the total space P of a principal bundle
G →֒ P −→ B , allows us to give an integration formula (Proposition 3.11) which is necessary to deter-
mine the Euler equation of the group SAut(P, µP ) (Theorem 4.19) . Finally in section 5, we show, in the
same spirit of [1], that SAut(P, µP ) is a Gau(P )-principal bundle whose base is a collection of connected
components of SDiff(B, V µB) , where V µB is a volume form on B related to the volume of the orbits of
P . In particular, SAut(P, µP ) is a non-abelian extension of this collection of connected components of
SDiff(B, V µB) by the gauge group Gau(P ) .
2 The group SDiff (M,µ)G as a tame Lie group
This section deals with the differentiable and Lie group structure of some subgroups of the group of smooth
diffeomorphisms of a compact manifold, using the infinite dimensional geometry point of view. For that
purpose, we will use the category of tame Fre´chet manifolds developed by Hamilton in [9], and not simply
the usual category of Fre´chet manifolds1. This choice is motivated by the necessity to use an inverse
function theorem, which is available in Hamitlon’s category contrary to the general Fre´chet setting.
For the convenience of the reader, we recall here the basic definitions relevant for Hamilton’s category :
Definition 2.1. (i) A graded Fre´chet space (F, {‖ . ‖n}n∈N) , is a Fre´chet space F whose topology is defined
by a collection of seminorms {‖ . ‖n}n∈N which are increasing in strength:
‖x‖0 ≤ ‖x‖1 ≤ ‖x‖2 ≤ · · · (1)
for all x ∈ F .
(ii) A linear map L : F → G between two graded Fre´chet spaces F and G is tame (of degree r and base
b) if for all n ≥ b , there exists a constant Cn > 0 such that for all x ∈ F ,
‖L(x)‖n ≤ Cn ‖x‖n+r . (2)
(iii) If (B, ‖ . ‖B) is a Banach space, then Σ(B) denotes the graded Fre´chet space of all sequences {xk}k∈N
of B such that for all n ≥ 0,
‖{xk}k∈N‖n := Σ
∞
k=0 e
nk‖xk‖B <∞ . (3)
(iv) A graded Fre´chet space F is tame if there exist a Banach space B and two tame linear maps i : F →
Σ(B) and p : Σ(B)→ F such that p ◦ i is the identity on F .
(v) Let F,G be two tame Fre´chet spaces, U an open subset of F and f : U → G a map. We say that f is a
smooth tame map if f is smooth2 and if for every k ∈ N and for every (x, u1, ..., uk) ∈ U ×F ×· · ·F ,
1 The reader should be aware that beyond the Banach case, several nonequivalent theories of infinite dimensional manifolds
coexist (see [13]), but when the modelling spaces are Fre´chet spaces, then most of these theories coincide, and it is thus natural
to talk, without any further references, of a Fre´chet manifold (as defined in [9] for example).
2By smooth we mean that f : U ⊆ F → G is continuous and that for all k ∈ N , the kth derivative Dkf : U×F×· · ·×F →
G exists and is jointly continuous on the product space, such as described in [9].
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there exist a neighborhood V of (x, u1, ..., uk) in U × F × · · ·F and bk, r0, ..., rk ∈ N such that for
every n ≥ bk , there exists CVk,n > 0 such that
‖Dkf(y){v1, ..., vk}‖n ≤ C
V
k,n
(
1 + ‖y‖n+r0 + ‖v1‖n+r1 + · · ·+ ‖vk‖n+rk
)
, (4)
for every (y, v1, ..., vk) ∈ V , where Dkf : U × F × · · · × F → G denotes the kth derivative of f .
Remark 2.2. In the sequel, we will use interchangeably the notation (Df)(x){v} or f∗xv for the first
derivative of f at a point x in direction v .
As one may notice, tame Fre´chet spaces and smooth tame maps form a category, and it is thus natural
to define a tame Fre´chet manifold as a Hausdorff topological space with an atlas of coordinates charts
taking their value in tame Fre´chet spaces, such that the coordinate transition functions are all smooth
tame maps (see [9]). The definition of a tame smooth map between tame Fre´chet manifolds is then
straightforward, and we thus obtain a subcategory of the category of Fre´chet manifolds.
In order to avoid confusion, let us also precise our notion of submanifold. We will say that a subset M of
a tame Fre´chet manifold N , endowed with the trace topology, is a submanifold, if for every point x ∈M ,
there exists a chart (U , ϕ) of N such that x ∈ U and such that ϕ(U ∩M) = U ×{0} , where ϕ(U) = U ×V
is a product of two open subsets of tame Fre´chet spaces. Note that a submanifold of a tame Fre´chet
manifold is also a tame Fre´chet manifold.
Finally, we define a tame Lie group G as a tame Fre´chet manifold with a group structure such that the
multiplication map G × G → G, (g, h) 7→ gh and the inverse map G → G, g 7→ g−1 are smooth tame
maps. A tame Lie subgroup is defined as being a subset of a tame Lie group which is a submanifold and
a subgroup. A tame Lie subgroup is in particular a tame Lie group.
Remark 2.3. The above notions of submanifolds, Lie groups and Lie subgroups are stated in the framework
of tame Fre´chet manifolds, but of course, similar definitions –that we adopt– hold in the more general
framework of Fre´chet manifolds.
For the sake of completeness, let us state here the raison d’eˆtre of tame Fre´chet spaces and tame Fre´chet
manifolds (see [9]) :
Theorem 2.4 (Nash-Moser inverse function Theorem). Let F,G be two tame Fre´chet spaces, U an open
subset of F and f : U → G a smooth tame map. If there exists an open subset V ⊆ U such that
(i) Df(x) : F → G is an linear isomorphism for all x ∈ V ,
(ii) the map V ×G→ F, (x, v) 7→
(
Df(x)
)−1
{v} is a smooth tame map,
then f is locally invertible on V and each local inverse is a smooth tame map.
Remark 2.5. The Nash-Moser inverse function Theorem is important in geometric hydrodynamics, since
one of its most important geometric object, namely the group of all smooth volume preserving diffeomor-
phims SDiff(M,µ) := {ϕ ∈ Diff(M) |ϕ∗µ = µ} of an oriented manifold (M,µ) , can only be given a rigorous
Fre´chet Lie group structure by using an inverse function theorem (at least up to now). To our knowledge,
only two authors succeeded in doing this. The first was Omori who showed and used an inverse function
theorem in terms of ILB-spaces (“inverse limit of Banach spaces”, see [18]), and later on, Hamilton with
his category of tame Fre´chet spaces together with the Nash-Moser inverse function Theorem (see [9]).
Nowadays, it is nevertheless not uncommon to find mistakes or big gaps in the literature when it comes
to the differentiable structure of SDiff(M,µ) , even in some specialized textbooks in infinite dimensional
geometry. The case of M being non-compact is even worse, and of course, no proof that SDiff(M,µ) is a
“Lie group” is available in this case.
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Now let M be a compact manifold and G a compact and connected Lie group acting onM . The action
of G is denoted by ϑ : G×M →M and for g ∈ G, we write ϑg : M →M , x 7→ ϑ(g, x) .
Proposition 2.6. The group Diff (M)G := {ϕ ∈ Diff (M) |ϑg ◦ϕ = ϕ◦ϑg, ∀g ∈ G} is a tame Lie subgroup
of the group Diff (M) . Its Lie algebra is the space X(M)G := {X ∈ X(M) |ϑg∗X = X , ∀g ∈ G} .
Proof. Choose a G-invariant metric h on M and define a map pr : Ω1(M)→ Ω1(M), θ 7→ θG by
θGx (Xx) :=
1
Vol(G)
∫
G
(ϑ∗gθ)x(Xx) ν
G ,
where Xx ∈ TxM . Since pr is a continuous projection, we have the following topological direct sum :
Ω1(M) = Ω1(M)G ⊕ ker(pr),
and as h is G-invariant,
X(M) = X(M)G ⊕ ker(p˜r), (5)
where p˜r : X(M)→ X(M)G is the projection obtained from pr using the duality between TM and T ∗M
via the metric h . Notice that the decomposition (5) implies that X(M)G is a tame Fre´chet space (it’s a
Fre´chet space because X(M)G is closed in X(M) and it’s also a tame space because X(M) is tame, see [9],
Definition 1.3.1 and Corollary 1.3.9).
Let (U , ϕ) be the “standard” chart of Diff (M) at the identity element IdM obtained using the metric
h , i.e., ϕ(U) ⊆ X(M) and ϕ−1(X)(x) = expx (Xx) for X ∈ ϕ(U) ⊆ X(M) and x ∈M .
Restricting U if necessary, we may assume ϕ(U) = U1 × U2 where U1 is an open subset of X(M)G and U2
an open subset of ker(p˜r) . From the G-invariance of h , we also have :
(i) if X ∈ U1 , then ϕ−1(X) ∈ Diff (M)G ,
(ii) expϑg(x) (ϑg)∗xXx = ϑg
(
expx (Xx)
)
for all x ∈M , for all Xx ∈ TxM and for all g ∈ G .
From (i) we get ϕ−1(U1 × {0}) ⊆ U ∩Diff (M)G .
On the other hand, if X ∈ ϕ(U) is such that ϕ−1(X) ∈ U ∩Diff (M)G , then for all g ∈ G :
ϑg ◦
(
ϕ−1(X)
)
=
(
(ϕ−1(X)
)
◦ ϑg ⇒ ϑg(expx (Xx)) = expϑg(x)Xϑg(x) ∀x ∈M .
Using (ii) , we then easily get
Xϑg(x) = (ϑg)∗x Xx ∀g ∈ G ,
i.e., X ∈ X(M)G . Therefore ϕ−1(U1×{0}) = U ∩Diff (M)
G . The group Diff (M)G is thus a tame subman-
ifold of Diff (M) near IdM and by translations, Diff (M)
G becomes a tame Lie subgroup of Diff (M)G .
Proposition 2.7. If µ is a G-invariant volume form on M , then the group SDiff (M,µ)G := {ϕ ∈
SDiff (M,µ) |ϑg ◦ ϕ = ϕ ◦ ϑg, ∀g ∈ G} is a tame Lie subgroup of both Diff (M)G and SDiff (M,µ) . Its Lie
algebra is the space X(M,µ)G := X(M,µ) ∩ X(M)G .
In order to show this proposition, we need the following three lemmas .
Lemma 2.8 (Helmholtz-Hodge decomposition). Let (M,h) be a compact, connected, oriented Riemannian
manifold without boundary and whose volume form µ = d volh is the volume form induced by the metric
h . Then we have the following decomposition :
X(M) = X(M,µ)⊕∇Ω0(M) . (6)
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A proof of Lemma 2.8 is available in [4], page 341 or [5] . Note that in the decomposition (6), the space
∇Ω0(M) is isomorphic to C∞0 (M,R) where C
∞
0 (M,R) := {f ∈ C
∞(M,R) |
∫
M
f µ = 0} .
Lemma 2.9. Let G be a connected, compact Lie group which acts by isometries on a Riemannian manifold
(M,h) . We assume M compact, connected and oriented, the orientation being given by µ := d volh .
If X = Xµ + ∇f is the Helmholtz-Hodge decomposition of a vetor field X ∈ X(M) (i.e. Xµ ∈ X(M,µ)
and f ∈ C∞0 (M,R)) , then we have the following equivalence :
X ∈ X(M)G ⇔ Xµ ∈ X(M,µ)G and f ∈ C∞0 (M,R)
G .
In other words,
X(M)G = X(M,µ)G ⊕ C∞0 (M,R)
G , (7)
where C∞0 (M,R)
G := {f ∈ C∞0 (M,R) | f ◦ ϑg = f, ∀g ∈ G} (we denote by ϑ : G×M →M the action of
G on M).
Proof. Let X = Xµ +∇f ∈ X(M)G be the Helmholtz-Hodge decomposition of a G-invariant vetor field.
For g ∈ G , we have :
div (X) = div (Xµ) +△f ⇒ div (X) = △f ⇒ div (X) ◦ ϑg = △f ◦ ϑg . (8)
On the other hand, as X and h are G-invariant,
div (X) ◦ ϑg = div (X) and (△f) ◦ ϑg = △(f ◦ ϑg) . (9)
From (8) together with (9), we get
div (X) = △(f ◦ ϑg) . (10)
We deduce from (8) and (10) that f and f ◦ ϑg satisfy the same elliptic equation on a compact connected
manifold, and it is well known (see for example [12]), that the kernel of the Laplacian △ on the space
C∞(M,R) is reduced to the space of constant functions. Hence f ◦ ϑg = f + c(g) where c(g) ∈ R , and as∫
M
f µ = 0 , we must have c(g) = 0 for all g ∈ G , i.e. f ∈ C∞0 (M,R)
G . It follows that Xµ = X −∇f ∈
X(M,µ)G since X and ∇f are G-invariant.
The other implication being trivial, the lemma follows.
Let us introduce some terminology before the second lemma. Let (U , ϕ) be the “standard” chart of
Diff (M) near the identity element IdM such as in the proof of Proposition 2.6, constructed from a G-
invariant metric h (note that we can take h such that µ = d volh) . ForX ∈ ϕ(U), define P (X) ∈ C∞(M,R)
by : (
ϕ−1(X)
)∗
µ = P (X) · µ .
Without loss of generality, we may assume the volume form µ to be normalized and take U such that∫
M
P (X)µ = 1 for all X ∈ U . According to the Helmholtz-Hodge decomposition, we have the following
direct sum
X(M) = X(M,µ)⊕ C∞0 (M,R)
which allows us to define a map
Q :
{
ϕ(U) ⊆ X(M) = X(M,µ)⊕ C∞0 (M,R)→ X(M,µ)⊕ C
∞
0 (M,R) ;
(X, f) 7→ (X, P (X +∇f)− 1) .
It is shown in [9], Theorem 2.5.3, that Q is invertible in a neighborhood of 0 in X(M) . The following
lemma shows also that Q is compatible with the symmetries of M .
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Lemma 2.10. For all sufficiently small neighborhoods K of 0 in X(M), we have
Q
(
K ∩ X(M)G
)
= Q(K) ∩ X(M)G . (11)
Proof. From the inverse function Theorem of Nash-Moser, there exists W ⊆ X(M) , a neighborhood of 0
in X(M) , V1 a neighborhood of 0 in X(M,µ) and V2 a neighborhood of 0 in C
∞
0 (M,R) such that
Q
∣∣
V1×V2
: V1 × V2 →W
is a diffeomorphism. Let us make the following two observations :
• restricting U if necessary, we may assume ϕ(U) = V1 × V2 ,
• by compactness of the group G and continuity of the map G×V2 → C∞0 (M,R) , (g, f) 7→ f ◦ϑg , we can
find V˜2 ⊆ V2 a neighborhood of 0 in C∞0 (M,R) such that if f ∈ V˜2 , then f ◦ ϑg ∈ V2 for all g ∈ G .
Let us show that the map Q restricted to (V1× V˜2)∩X(M)G is a diffeomorphism from (V1× V˜2)∩X(M)G
onto Q(V1 × V˜2) ∩ X(M)G . For that purpose, it is sufficient to show that
Q
(
(V1 × V˜2) ∩ X(M)
G
)
= Q(V1 × V˜2) ∩ X(M)
G . (12)
According to Lemma (2.9), and since h is G-invariant, the inclusion from the left-handside to the right-
handside of (12) is clear.
Let us show the inverse inclusion. For (X, P
(
X +∇f)− 1
)
∈ Q(V1 × V˜2)∩X(M)G , we have according to
Lemma (2.9),
X ∈ X(M,µ)G and P (X +∇f)− 1 ∈ C∞0 (M,R)
G .
Thus, for g ∈ G : (
P (X +∇ f)− 1
)
◦ ϑg = P (X +∇ f)− 1
⇒ P (X +∇ f) ◦ ϑg − 1 = P (X +∇ f)− 1
⇒ P
(
(ϑg)∗(X +∇ f)
)
= P (X +∇ f) (P is G-invariant)
⇒ P
(
(X +∇ (f ◦ ϑg))
)
= P (X +∇ f)
⇒ Q( X︸︷︷︸
∈V1
, f ◦ ϑg︸ ︷︷ ︸
∈V2
) = Q(X, f)
⇒ f ◦ ϑg = f (Q is a diffeomorphism on V1 × V2) .
Hence, (X, f) ∈
(
V1 × V˜2
)
∩X(M)G which implies (12). It follows that (11) holds for all sufficiently small
neighborhoods K of 0 in X(M).
Proof of Proposition 2.7. Let us recall how to construct a chart centered at IdM of the group SDiff (M,µ)
using the map Q . According to the proof of Theorem 2.5.3. in [9] and restricting the domain U of the chart
(U , ϕ) if necessary, we can find K1 ⊆ X(M,µ) and K2 ∈ C∞0 (M,R) , two neighborhoods of 0 in X(M,µ)
and C∞0 (M,R) respectively, such that Q : ϕ(U) → K1 ×K2 becomes a diffeomorphism. Then, denoting
US := U ∩ SDiff (M,µ) , one can check that
(
US ,
(
Q
∣∣
ϕ(US)
)
◦
(
ϕ
∣∣
US
))
is a chart of SDiff (M,µ) , i.e.,((
Q
∣∣
ϕ(US)
)
◦
(
ϕ
∣∣
US
))−1
(K1×{0}) = US . On the other hand, choosing U sufficiently small, we know from
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Lemma 11 that we may also assume Q(ϕ(U) ∩ X(M)G) = Q(ϕ(U)) ∩ X(M)G . We then get the following
commutative diagram :
US
(Q ◦ ϕ)
∣∣
US
$$
∼=
ϕ
∣∣
US //
 _

ϕ(US)
 _

∼=
Q
∣∣
ϕ(US)// K1 × {0} _

U ∼=
ϕ // ϕ(U) ∼=
Q // K1 ×K2
U G
(Q ◦ ϕ)
∣∣
UG
::
?
OO
∼=
ϕ
∣∣
UG // ϕ(U)G
?
OO
∼=
Q
∣∣
ϕ(U)G//// K G1 ×K
G
2
?
OO
(13)
notations being obvious, for example, U G := U ∩ Diff (M)G . Clearly,(
US,G,
(
Q
∣∣
ϕ(US,G)
)
◦
(
ϕ
∣∣
US,G
)
= (Q ◦ ϕ)
∣∣
US,G
)
is a chart of SDiff (M,µ)G (where US,G := US ∩ UG) and therefore SDiff (M,µ)G is a submanifold of
Diff (M)G in a neighborhood of the identity. By translations, SDiff (M,µ)G becomes a tame Lie subgroup
of Diff (M)G .
The fact that SDiff (M,µ)G is also a Lie subgroup of SDiff (M,µ) can be proved similarly using the same
techniques appearing above and in Proposition (2.6).
3 Some integration formulas for a principal bundle
Let G →֒ P
π
→ B be a principal bundle and hP a G-invariant metric on P (we assume that G and P are
compact and connected). In this section, we shall use the following terminology :
• ϑ : P ×G→ P is the right action of the structure group G on the total space P ,
• Ox ⊆ P is the orbit through the point x ∈ P for the action ϑ ,
• given g ∈ G and x ∈ P , we write ϑg : P → P , x 7→ ϑ(x, g) and ϑx : G
∼=
→ Ox ⊆ P , g 7→ ϑ(x, g) for
the associated maps (note that ϑx is a diffeomorphism from G onto Ox , thus, one can consider the
map ϑ−1x : Ox → G),
• if Xx ∈ TxP for a given point x ∈ P , we denote by Xv the orthogonal projection of Xx on TxOx and
Xh the component of Xx perpendicular to TxOx ,
• the Lie algebra of the group G is denoted by g ,
The metric hp being G-invariant, we naturally get an induced connection form θ ∈ Ω1(P, g) which is
defined, for x ∈ P and Xx ∈ TxP , by :
θx(Xx) := (ϑ
−1
x )∗x X
v
x ∈ g . (14)
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In particular, one can check that
(ϑg)
∗ θ = Ad(g−1) θ , (15)
for all g ∈ G . Recall also that for any vector field Z ∈ X(B) , there exists a unique horizontal lift
Z∗ ∈ X(P )G satisfying π∗x Z
∗
x = Zπ(x) for all x ∈ P (see [15]) .
The following easy lemma describes more precisely the metric hP .
Lemma 3.1. There exists a metric hB on B and an Euclidean structure hg on the trivial bundle P × g
such that :
(i) hPx (Xx, Yx) = (π
∗ hB)x(Xx, Yx) + h
g
x(θx(Xx), θx(Yx)) for all x ∈ P and for all Xx, Yx ∈ TxP ,
(ii) π : (P, hP )→ (B, hB) is a Riemannian submersion,
(iii) hgϑg(x)(ξ, ζ) = h
g
x(Ad (g) ξ,Ad (g) ζ) for all g ∈ G, x ∈ P and ξ, ζ ∈ g .
Remark 3.2. The point (i) of Lemma 3.1 gives a decomposition of the metric hP with respect to the
horizontal and vertical tangent vectors of P .
Remark 3.3. For x ∈ P , ker (π∗x) = TxOx and the map π∗x
∣∣
(TxOx)⊥
: (TxOx)⊥ → Tπ(x)B is a
linear isomorphism (see [15]) . In particular, there exists a canonical isomorphism between the space of
G-invariant horizontal vector fields on P and the space of vector fields on B .
Now, let us assume that P and B are oriented and let us denote by µP and µB the natural volume
forms induced respectively on P and B by the metrics hP and hB . As for the metric hP , we want to give
a precise description of the volume form µP .
Lemma 3.4. Let (E, h) be an Euclidean oriented vector space of finite dimension. We assume that
E = E1 ⊕ E2 and also that h = p∗1h
E1 + p∗2h
E where hEi is a metric on Ei and pi : E1 ⊕ E2 → Ei the
canonical projection.
If E1 is endowed with a given orientation, then
µE = p∗1 µ
E1 ∧ p∗2 µ
E2 ,
where µE , µEi are the volume forms associated to the metrics h, hEi respectively (we adopt the following
convention: a basis {f1, ..., fm} of E2 is positive if and only if the family {e1, ..., en, f1, ..., fm} is a positive
basis of E whenever {e1, ..., en} is a positive basis of E1).
Proof. Let {e1, ..., en} be a positive basis for E1 and {f1, ..., fm} a positive basis for E2 , the corresponding
dual basis being respectively {e∗1, ..., e
∗
n} and {f
∗
1 , ..., f
∗
m} . We introduce also h
E1
ij := h
E1(ei, ej) for i, j ∈
{1, ..., n} and hE2ij := h
E2(fi, fj) for i, j ∈ {1, ...,m} .
From the definition of the volume form induced by a metric, we have
µE =
(
det (hE1ij )
) 1
2
(
det (hE2ij )
) 1
2 e∗1 ∧ · · · ∧ e
∗
n ∧ f
∗
1 ∧ · · · ∧ f
∗
m .
On the other hand,
µE1 = det (hE1ij )
1
2 e∗1
∣∣
E1
∧ · · · ∧ e∗n
∣∣
E1
⇒ p∗1 µ
E1 = det (hE1ij )
1
2 e∗1 ∧ · · · ∧ e
∗
n
and similarly, p∗2 µ
E2 = det (hE2ij )
1
2 f∗1 ∧ · · · ∧ f
∗
n . Hence,
p∗1 µ
E1 ∧ p∗2 µ
E2 =
(
det (hE1ij )
) 1
2
(
det (hE2ij )
) 1
2 e∗1 ∧ · · · ∧ e
∗
n ∧ f
∗
1 ∧ · · · ∧ f
∗
m = µ
E .
This proves the lemma.
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Let us apply Lemma 3.4 to µP . For x ∈ P , we write :
• E1 := (TxOx)
⊥ ; E2 := TxOx ,
• hE1x (ξ1, ξ2) := (π
∗hM )x(ξ1, ξ2) for ξ1, ξ2 ∈ E1 ,
• hE2x (ξ1, ξ2) := h
g
x(θx(ξ1), θx(ξ2)) for ξ1, ξ2 ∈ E2 .
For i ∈ {1, 2} , hEi is a metric on Ei and we have hPx = p
∗
1h
E1 + p∗2h
E where pi : E1 ⊕ E2 → Ei is
the canonical projection. Since we assume the manifold B oriented, the space E1 is also oriented by the
isomorphism π∗x
∣∣
E1
→ Tπ(x)B . We fix on E2 the orientation given by Lemma 3.4. We then have :
µPx = p
∗
1 µ
E1 ∧ p∗2 µ
E2 . (16)
Remark 3.5. Orientations on P and B induce an orientation on G in the following way : for x ∈ P , the
spaces TxOx and g are isomorphic via the map θx
∣∣
TxOx
: TxOx → g . But, the space TxOx being oriented
(see above), the Lie algebra g is also oriented and induces an orientation on G . This orientation doesn’t
depend on the point x ∈ P . In fact, if µgx is the volume form on g induced by the metric h
g
x , it is obvious
that µgx depends continuously of the point x ∈ P , and the orientation induced by µ
g
x cannot be reversed.
Lemma 3.6. With the above notations, we have
p∗1 µ
E1 = (π∗µB)x . (17)
Proof. Let (U,ϕ) be a positive chart of B containing π(x) with local coordinates {x1, ..., xn} . This gives
a positive basis for E1 : {(
π∗x
∣∣
E1
)−1 ∂
∂xi
∣∣∣∣
π(x)
, i = 1, ..., n
}
.
For i ∈ {1, ..., n} , define
ei :=
(
π∗x
∣∣
E1
)−1 ∂
∂xi
∣∣∣∣
π(x)
.
We have
µE1 = det (hE1ij )
1
2 e∗1
∣∣
E1
∧ · · · ∧ e∗n
∣∣
E1
with
hE1ij = h
E1(ei, ej) = h
B
π(x)(π∗x ei, π∗x ej) = h
B
π(x)
(
∂
∂xi
∣∣∣∣
π(x)
,
∂
∂xj
∣∣∣∣
π(x)
)
= (hBij ◦ π)(x) . (18)
Hence, p∗1 µ
E1 = (det (hBij)
1
2 ◦ π)(x) e∗1 ∧ · · · ∧ e
∗
n .
On the other hand,
(π∗µB)x(e1, ..., en) = µ
B
π(x)(π∗x e1, ..., π∗x en) = µ
B
π(x)
(
∂
∂x1
∣∣∣∣
π(x)
, ...,
∂
∂xn
∣∣∣∣
π(x)
)
= (det (hBij)
1
2 ◦ π)(x) (19)
which implies that
(π∗µB)x = (det (h
B
ij)
1
2 ◦ π)(x) e∗1 ∧ · · · ∧ e
∗
n = p
∗
1 µ
B .
Thus, p∗1 µ
E1 = (π∗µB)x .
Lemma 3.7. With the notations introduced before Lemma 3.6, we have
p∗2 µ
E2 = θ∗x µ
g
x , (20)
where µgx is the volume form on g induced by the metric h
g
x (see Remark 3.5) and where θ
∗
x µ
g
x is the
pullback of µgx by the linear map θx : TxP → g .
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Proof. Let {ξ1, ..., ξm} be a positive basis for g (see Remark 3.5 for the question of the orientation of g).
The family {(ϑx)∗e ξ1, ..., (ϑx)∗e ξm} is a positive basis for E2 and we have the formula :
µE2 = det (hE2ij )
1
2
(
(ϑx)∗e ξ1
)♭
∧ · · · ∧
(
(ϑx)∗e ξ1
)♭
(21)
where “ ♭ ” : E2 → E∗2 denotes the “dualisation” operator with respect to the metric h
E2
x . But,
hE2ij = h
E2
(
(ϑx)∗e ξi, (ϑx)∗e ξj
)
= hgx
(
θx
(
(ϑx)∗e ξi
)
, θx
(
(ϑx)∗e ξj
))
= hgx(ξi, ξj) = (h
g
x)ij (22)
and one can check, for u ∈ E2 , that(
(ϑx)∗e ξj
)♭
u = ξ♭j
(
θx(u)
)
⇒
(
(ϑx)∗e ξj
)♭
=
(
(ϑ−1x )∗e
)∗
ξ♭j . (23)
From (22) and (23) applied to (21), it follows that :
µE2 = det
(
(hgx)ij
) 1
2
((
(ϑ−1x )∗e
)∗
ξ♭1
)
∧ · · · ∧
((
(ϑ−1x )∗x
)∗
ξ♭m
)
= det
(
(hgx)ij
) 1
2
(
(ϑ−1x )∗e
)∗
(ξ♭1 ∧ · · · ∧ ξ
♭
m)
=
(
(ϑ−1x )∗e
)∗
µgx .
Finally,
p∗2 µ
E2 = p∗2
(
(ϑ−1x )∗e
)∗
µgx =
(
(ϑ−1x )∗e ◦ p2
)∗
µgx = θ
∗
x µ
g
x
which is the desired formula.
From Lemma 3.6 and Lemma 3.7, it follows, using formula (16), that
µPx = (π
∗µB)x ∧ θ
∗
x µ
g
x . (24)
Let us consider the unique normalized volume form νG on G (note that νG is bi-invariant since G is
compact and connected). For x ∈ P , let V˜ (x) be the unique real number satisfying V˜ (x) · νGe = µ
g
x .
The G-invariance of µP implies the existence of a function V ∈ C∞(B,R∗+) such that V˜ = V ◦ π . To
summarize,
Proposition 3.8. There exists a function V ∈ C∞(B,R∗+) such that
µP = π∗(V µB) ∧ θ∗ νGe , (25)
where θ∗ νGe ∈ Ω
m(P ) (m = dim (G)) is defined by
(θ∗ νGe )x(X1, ..., Xm) = ν
G
e
(
θx(X1), ..., θx(Xm)
)
,
for any x ∈ P and X1, ..., Xm ∈ TxP .
In order to give a geometrical interpretation to the function V , let us make the following remark.
Remark 3.9. For x ∈ P , the orbit Ox of P through the point x is canonically oriented via the orbit map
ϑx : G
∼=
→ Ox . This orientation on Ox doesn’t depend of the orbit map which is used because, for g ∈ G ,
the connectedness of G implies that the map ϑϑg(x) : G
∼=
→ Ox induces the same orientation. Thus, we
can consider without ambiguities the volume form µOx of Ox induced by the restriction of the metric hP
on Ox .
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Lemma 3.10. For x ∈ P , we have the formula :
µOx = (V ◦ π)(x) · (ϑ−1x )
∗ νG . (26)
In particular, V
(
π(x)
)
= Vol (Ox) .
Proof. Let f ∈ C∞(Ox,R) be the unique map satisfying
(V ◦ π)(x) · (ϑ−1x )
∗ νG = f · µOx . (27)
Let g ∈ G be arbitrary. The forms νG and µOx being G-invariant, we have :
(V ◦ π)(x) · (ϑ−1x )
∗ νG = f · µOx ⇒ ϑ∗g
(
(V ◦ π)(x) · (ϑ−1x )
∗ νG
)
= ϑ∗g
(
f · µOx
)
⇒ (V ◦ π)(x) · ( ϑ−1x ◦ ϑg︸ ︷︷ ︸
= Lg ◦ ϑ
−1
x
)∗ νG = f ◦ ϑg · µ
Ox
⇒ (V ◦ π)(x) · (ϑ−1x )
∗ νG = f ◦ ϑg · µ
Ox . (28)
From (27) and (28), it follows that f ◦ ϑg = f for all g ∈ G . This implies that f is constant on Ox .
Let us show that f(x) = 1 . Let {u1, ..., um} be an orthonormal positive basis for TxOx (we assume that the
dimension of G is equal to m). Observe that the map θx
∣∣
TxOx
= (ϑ−1x )∗x :
(
TxOx, hP
∣∣
TxOx
)
→ (g , hgx) is
:
• an isometry according to (i) in Lemma 3.1 ,
• an isomorphism which preserves the orientation according to Remark 3.5 .
It follows that
{
(ϑ−1x )∗x u1, ..., (ϑ
−1
x )∗x um
}
is an orthonormal basis of g and(
f(x) · µOx
)
x
(u1, ..., um) =
(
(V ◦ π)(x) · (ϑ−1x )
∗ νG
)
x
(u1, ..., um)
⇒ f(x) = (V ◦ π)(x) · νGe
(
(ϑ−1x )∗x u1, ..., (ϑ
−1
x )∗x um
)
⇒ f(x) = µgx
(
(ϑ−1x )∗x u1, ..., (ϑ
−1
x )∗x um
)
⇒ f(x) = 1 .
The lemma follows.
Before the end of this section, let us give an integration formula.
Proposition 3.11. For f ∈ C∞(B,R) , we have the following formula :∫
P
(f ◦ π) · µP =
∫
B
f · V µB . (29)
Proposition 3.11 can be shown using two lemmas.
Lemma 3.12. Let E1, E2 be two vector spaces of respective dimension n and m, µ ∈ (ΛnE∗1 )\{0} and
pi : E := E1 × E2 → Ei the canonical projection associated (i = 1, 2) . For α ∈ ΛmE∗ , we have :
p∗1 µ ∧ α = p
∗
1 µ ∧ α˜ , (30)
where α˜ ∈ ΛmE∗ is defined, for (u1, v1), ..., (um, vm) ∈ E, by :
α˜
(
(u1, v1), ..., (um, vm)
)
:= α
(
(0, v1), ..., (0, vm)
)
. (31)
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Proof. Let {x1, ..., xn} be a basis of E1 , {y1, ..., ym} a basis of E2 and let {z1, ..., zn+m} denote the basis
of E canonically associated, i.e., {z1, ..., zn+m} := {(x1, 0), ..., (xn, 0), (0, y1), ..., (0, ym)} . We can write
µ = κ · x∗1 ∧ · · · ∧ x
∗
n (κ ∈ R
∗) and α =
∑
1≤i1<···<im≤n+m
αi1...im · z
∗
i1
∧ · · · ∧ z∗im . (32)
We then have,
p∗1 µ ∧ α = κ · z
∗
1 ∧ · · · ∧ z
∗
n ∧
∑
1≤i1<···<im≤n+m
αi1...im z
∗
i1
∧ · · · ∧ z∗im
= κ
∑
1≤i1<···<im≤n+m
αi1...im · z
∗
1 ∧ · · · ∧ z
∗
n ∧ z
∗
i1
∧ · · · ∧ z∗im
= καn+1...n+m · z
∗
1 ∧ · · · ∧ z
∗
n ∧ z
∗
n+1 ∧ · · · ∧ z
∗
n+m
= κα
(
(0, y1), ..., (0, ym)
)
· z∗1 ∧ · · · ∧ z
∗
n+m . (33)
On the other hand, if
α˜ =
∑
1≤i1<···<im≤n+m
α˜i1...im · z
∗
i1 ∧ · · · ∧ z
∗
im ,
then, according to (31) ,
α˜i1...im = α˜
(
zi1 , ..., zim
)
=
{
α
(
(0, y1), ..., (0, ym)
)
, for (i1, ..., im) = (1, ...,m) ,
0 otherwise .
(34)
The equality between (33) and p∗1 µ ∧ α˜ now follows from (34).
For the second lemma, we fix a local trivialization (U,ϕ) of B :
π−1(U) U ×G
U
✲Ψ
❅
❅❅❘π
 
 
 ✠
pr1
,
(the map Ψ being G-equivariant).
Lemma 3.13. We have
(Ψ−1)∗µP = (V ◦ pr1) ·
(
pr∗1 µ
B
)
∧
(
pr∗2 ν
G
)
. (35)
Proof. From (25),
(Ψ−1)∗µP = (Ψ−1)∗
(
(V ◦ π) · π∗µB ∧ θ∗ νGe
)
= (V ◦ π ◦Ψ−1) ·
((
(Ψ−1)∗π∗µB
)
∧
(
(Ψ−1)∗θ∗ νGe
))
= (V ◦ pr1) ·
((
pr∗1 µ
B
)
∧
(
(Ψ−1)∗θ∗ νGe
))
. (36)
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For (x, g) ∈ U ×G , u1, ..., um ∈ TxB and ξ1, ..., ξm ∈ TgG (we assume the dimension of G equal to m), we
have : (
(Ψ−1)∗θ∗ νGe
)
(x,g)
(
(u1, ξ1), ..., (um, ξm)
)
=
(
θ∗ νGe
)
(Ψ−1)(x,g)
(
Ψ−1∗(x,g)(u1, ξ1), ...,Ψ
−1
∗(x,g)
(um, ξm)
)
(37)
= νGe
(
θ(Ψ−1)(x,g)
(
Ψ−1∗(x,g)(u1, ξ1)
)
, ..., θ(Ψ−1)(x,g)
(
Ψ−1∗(x,g)(um, ξm)
))
.
Let s : U → P be the local section which characterizes the trivialization Ψ , i.e.,
Ψ−1(x, g) = ϑg
(
s(x)
)
= ϑ
(
s(x), g
)
,
for all (x, g) ∈ U ×G . For i ∈ {1, ...,m} , we have
Ψ−1∗(x,g)(ui, ξi) =
[
(ϑg)∗s∗x (ϑs(x))∗g
] [ui
ξi
]
= (ϑg)∗s∗xui + (ϑs(x))∗g ξi ,
which yields, together with (15) ,
θ(Ψ−1)(x,g)
(
Ψ−1∗(x,g)(ui, ξi)
)
= θ
ϑg
(
s(x)
)((ϑg)∗s∗xui)+ θϑg(s(x))((ϑs(x))∗gξi)
= Ad(g−1) θs(x)
(
s∗xui
)
+ θ
ϑg
(
s(x)
)((ϑs(x))∗gξi) . (38)
We can notice in formula (38) , that
θ
ϑg
(
s(x)
)((ϑs(x))∗gξi) = (ϑ−1ϑs(x)(g))∗ϑg(s(x))(ϑs(x))∗gξi
=
(
ϑ−1ϑs(x)(g) ◦ ϑs(x)︸ ︷︷ ︸
=L
g−1
)
∗g
ξi = (Lg−1)∗gξi . (39)
It follows, taking ui = 0 in (37), that :
νGe
(
θ(Ψ−1)(x,g)
(
Ψ−1∗(x,g)(0, ξ1)
)
, ..., θ(Ψ−1)(x,g)
(
Ψ−1∗(x,g)(0, ξm)
))
= νGe
(
(Lg−1)∗gξ1, ..., (Lg−1)∗gξm
)
= νGg
(
ξ1, ..., ξm
)
=
(
pr∗2 (ν
G)
)
(x,g)
(
(0, ξ1), ..., (0, ξm)
)
.
One concludes by applying Lemma 3.12 .
Proof of Proposition 3.11. Let
{
(Ui, ϕi)
∣∣ i ∈ {1, ..., s}} be an atlas of B whose charts (Ui, ϕi) are positive
and trivializing:
π−1(Ui) Ui ×G
Ui
✲Ψi
❅
❅
❅❘
π
 
 
 ✠ pr
i
1
.
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We also take
{((
Ui, ϕi
)
, αi
) ∣∣∣ i ∈ {1, ..., s}} a partition of unity of B subordinate to {Ui ∣∣ i ∈ {1, ..., s}} .
We take on Ui × G the orientation induced by the volume form
(
(pri1)
∗(V µB)
)
∧
(
(pri2)
∗ νG
)
. For this
orientation, Ψi is a diffeomorphism which preserves orientation and from Lemma 3.13, we have∫
P
(f ◦ π) · µP =
s∑
i=1
∫
P
(αi ◦ π) · (f ◦ π) · µ
P =
s∑
i=1
∫
π−1(Ui)
(αi ◦ π) · (f ◦ π) · µ
P
=
s∑
i=1
∫
Ui×G
(
(αi·f) ◦ π ◦Ψ
−1
i
)
·(Ψ−1i )
∗µP =
s∑
i=1
∫
Ui×G
(
(αi·f)◦pr
i
1
)
·(Ψ−1i )
∗µP
=
s∑
i=1
∫
Ui×G
(
(αi · f) ◦ pr
i
1
)
·
(
(pri1)
∗ (V µB)
)
∧
(
(pri2)
∗ νG
)
=
s∑
i=1
Volume (G)
∫
Ui
αi · f · V µ
B =
∫
B
f · V µB .
This proves the proposition.
4 The Euler equation of SAut (P, µP )
For a Fre´chet Lie algebra (g, [ , ]) endowed with a continuous, symmetric, weakly non-degenerate and
positive-definite bilinear form < , > , we define the regular dual g∗reg ⊆ g
∗ of g as the range of the injective
and continuous operator g → g∗, ξ → <ξ, .> . For ξ ∈ g , we also define the operator ad∗(ξ) : g∗reg → g
∗
via the formula :
(ad∗(ξ)α, ξ′) := −(α, ad(ξ) ξ′) , (40)
where α ∈ g∗reg and ξ
′ ∈ g . Observe that the range of ad∗(ξ) is not necessarily included in g∗reg (it is the
case, for example if ad(ξ) possesses a transpose with respect to the metric < , >).
Definition 4.1. If ad∗(ξ) takes values in g∗reg for all ξ ∈ g , we define the Euler equation associated to
the Lie algebra g with respect to the metric < , > as :
d
dt
η = ad∗(η♯) η , (41)
where η is a smooth curve in g∗reg and where “ ♯ ” : g
∗
reg → g denotes the canonical operator induced by
the metric < , > .
Remark 4.2. If g is a geodesic in a finite dimensional Lie group G with respect to a right-invariant metric
< , > , then the curve η := [(Rg−1)∗g g˙]
♭ , where Rg−1 : G→ G , h 7→ hg
−1 , is a curve in g∗ satisfying the
Euler equation (41) . Conversely, if η is a curve in g∗ satisfying (41), then one may recover a geodesic
in G via the “reconstruction procedure”, i.e., by solving a specific first order differential equation (see [16]
for more details). The geodesic equation on a Lie group with respect to a right-invariant metric and the
Euler equation (41) are thus equivalent.
We want next to determine the Euler equation of the Lie algebra of the group
SAut(P, µP ) := {ϕ ∈ Diff(P ) |ϕ∗µP = µP and ϕ is G-equivariant} , (42)
with respect to a natural L2-metric (see (52)) . Note that SAut(P, µP ) = SDiff(P, µP )G and thus it is a
tame Lie group by Proposition 2.7 , and its Lie algebra is the space X(P, µP )G endowed with the opposite
of the usual vector field bracket. Note also that SAut(P, µP ) = Aut(P ) ∩ SDiff(P, µP ) where
Aut(P ) := {ϕ ∈ Diff(P ) |ϕ is G-equivariant} (43)
is the group of smooth automorphisms of P .
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4.1 The identification of X(P, µP )G and X(B, V µB)⊕ C∞(P, g)G
Set
C∞(P, g)G := {f ∈ C∞(P, g)
∣∣ f ◦ ϑg = Ad(g−1) f , ∀g ∈ G}
and define Φ : X(P )G → X(B)⊕ C∞(P, g)G as :
Φ(X) :=
(
π∗X
h, θ(Xv)
)
, (44)
where X ∈ X(P )G and where π∗Xh ∈ X(B) denotes the vector field defined for x = π(y) ∈ B , by
(π∗X
h)x := π∗yX
h
y . One can check using Remark 3.3 and (15) that Φ is well defined and invertible, the
inverse being given by
(
Φ−1(X, f)
)
x
= X∗x + (ϑx)∗ef(x) , where X ∈ X(B) , f ∈ C
∞(P, g)G and x ∈ P .
The space X(P )G being a Lie algebra, X(B)⊕C∞(P, g)G naturally inherits a Lie algebra structure. More
precisely,
Proposition 4.3. The Lie bracket of the Lie algebra X(B)⊕ C∞(P, g)G is given by :
[
(Z, f), (Z ′, f ′)
]
= −
(
[Z,Z ′], [f, f ′] + Z∗(f ′)− (Z ′)∗(f) + Ω
(
Z∗, (Z ′)∗
))
(45)
where Ω ∈ Ω2(P, g) is the curvature of the connection θ , i.e., Ωx(X,Y ) = θx([Xh, Y h]) for x ∈ P and
X,Y ∈ TxP .
Remark 4.4. The minus sign appearing in front of the term (45) comes from the fact that we consider
on X(P )G the Lie bracket induced by the Lie group structure of Aut(P ) .
Let us give some lemmas to prove this result.
Lemma 4.5. Let X,Y ∈ X(P )G be G-invariant vector fields with Y vertical. We have
[X,Y ]x = (ϑx)∗eXx
(
θ(Y )
)
, (46)
where x ∈ P .
Proof. We have
[X,Y ]x =
d
dt
∣∣∣∣
0
(ϕX−t)∗ϕX
t
(x)
YϕXt (x) . (47)
Moreover, Y being vertical,
YϕXt (x) =
d
ds
∣∣∣∣
0
ϑ
(
ϕXt (x), exp
(
s θϕXt (x)(Y )
))
. (48)
Using the G-invariance of X together with (48) in (47), we get :
[X,Y ]x =
d
dt
∣∣∣∣
0
d
ds
∣∣∣∣
0
(ϕX−t)
(
ϑ
(
ϕXt (x), exp
(
s θϕXt (x)(Y )
)))
=
d
dt
∣∣∣∣
0
d
ds
∣∣∣∣
0
ϑ
(
x, exp
(
s θϕXt (x)(Y )
))
=
d
dt
∣∣∣∣
0
(ϑx)∗eθϕXt (x)(Y )
= (ϑx)∗e
d
dt
∣∣∣∣
0
θϕXt (x)(Y ) = (ϑx)∗eXx
(
θ(Y )
)
,
which proves the lemma.
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The following lemma is proved in [15].
Lemma 4.6. Let X,Y ∈ X(P )G be G-invariant vector fields and x ∈ P . We have :
[Xh, Y h]x = [(π∗X
h), (π∗Y
h)]∗x + (ϑx)∗eΩx(X
h, Y h) . (49)
Proof of Proposition 4.3. Let X,Y ∈ X(P )G be two G-invariant vector fields and x ∈ P . From Lemma
4.5 and Lemma 4.6 , we get :
[X,Y ]x = [X
h, Y h]x + [X
h, Y v]x + [X
v, Y h]x + [X
v, Y v]x
=
[
(π∗X
h), (π∗Y
h)
]∗
x
+ (ϑx)∗eΩx(X
h, Y h) + (ϑx)∗eX
h
x
(
θ(Y v)
)
−(ϑx)∗eY
h
x
(
θ(Xv)
)
+
[
(ϑx)∗eθ(X
v) , (ϑx)∗eθ(Y
v)
]
x︸ ︷︷ ︸
= (ϑx)∗e [θ(X
v) , θ(Y v)]
=
(
Φ−1
([
(π∗X
h), (π∗Y
h)
]
,
[
θ(Xv) , θ(Y v)
]
+Xhx
(
θ(Y v)
)
− Y hx
(
θ(Xv)
)
+Ωx(X
h, Y h)
))
x
,
which is the desired formula.
For G-invariant vector fields on P with zero divergence with respect to the volume form µP , we have
the following proposition.
Proposition 4.7. The map Φ induces a R-linear isomorphism :
X(P, µP )G ∼= X(B, V µB)⊕ C∞(P, g)G , (50)
i.e., if X ∈ X(P )G , then X ∈ X(P, µP )G if and only if Φ(X) ∈ X(B, V µB)⊕ C∞(P, g)G .
To show Proposition 4.7, we need the following Lemma :
Lemma 4.8. For X ∈ X(P )G , we have :
(i) X(V ◦ π) =
(
(π∗X)(V )
)
◦ π ,
(ii) LX(π
∗µB) = π∗
(
Lπ∗X(µ
B)
)
=
(
divµB (π∗X) ◦ π
)
· π∗µB ,
(iii) (π∗µB) ∧ LX(θ∗νGe ) = 0 .
Proof. The point (i) is obvious. Let us show (ii) . Using the relation π ◦ ϕXt = ϕ
π∗X
t ◦ π , we see that
LX(π
∗µB) =
d
dt
∣∣∣∣
0
(ϕXt )
∗π∗µB =
d
dt
∣∣∣∣
0
(π ◦ ϕXt )
∗µB =
d
dt
∣∣∣∣
0
(ϕπ∗Xt ◦ π)
∗µB
=
d
dt
∣∣∣∣
0
π∗(ϕπ∗Xt )
∗µB = π∗
d
dt
∣∣∣∣
0
(ϕπ∗Xt )
∗µB = π∗
(
Lπ∗X(µ
B)
)
.
For (iii) , let us take x ∈ P and X,Y ∈ X(P )G with Y vertical. We have,
(LXθ)x(Yx) =
d
dt
∣∣∣∣
0
(
(ϕXt )
∗θ
)
x
(Yx) =
d
dt
∣∣∣∣
0
θϕXt (x)
(
(ϕXt )∗xYx
)
=
d
dt
∣∣∣∣
0
(ϑ−1
ϕXt (x)
)∗
ϕXt (x)
(ϕXt )∗xYx . (51)
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If in (51), we look at Yx as an element of TxOx and ϕXt as a diffeomorphim between Ox and OϕXt (x) , then,
(LXθ)x(Yx) =
d
dt
∣∣∣∣
0
(ϑ−1
ϕXt (x)
◦ ϕXt︸ ︷︷ ︸
= ϑ−1x
)∗xYx =
d
dt
∣∣∣∣
0
(ϑ−1x )∗xYx = 0 .
Hence, the form LX(θ∗νGe ) only depends on horizontal vector fields of P . Now (iii) follows from Lemma
3.12 .
Proof of Proposition 4.7. Let X ∈ X(P )G be a G-invariant vector field. From (25) together with Lemma
4.8, we have:
LXµ
P = LX
(
(V ◦ π) · π∗µB ∧ θ∗ νGe
)
= X(V ◦ π) · π∗µB ∧ θ∗ νGe + (V ◦ π) · LX(π
∗µB) ∧ θ∗ νGe + (V ◦ π) · π
∗µB ∧ LX(θ
∗ νGe )
=
(
(π∗X)(V )
)
◦ π ·
1
V ◦ π
· µP +
(
divµB (π∗X) ◦ π
)
· µP
=
((
(π∗X)(V )
)
·
1
V
+ divµB (π∗X)
)
◦ π · µP
=
(
divV µB (π∗X)
)
◦ π · µP .
Hence,
divµP (X) =
(
divV µB (π∗X)
)
◦ π ,
which proves the proposition.
Finally, X(B, V µB) and C∞(P, g)G being closed subspaces of the Fre´chet spaces X(B) and C∞(P, g)
respectively, we naturally get a structure of Fre´chet space on X(B, V µB) ⊕ C∞(P, g)G . We denote by
Φ˜ : X(P, µP )G → X(B, V µB)⊕ C∞(P, g)G the restriction of Φ to X(P, µP ) .
Lemma 4.9. The map Φ˜ is a continuous R−linear isomorphism between Fre´chet spaces.
Proof. From Proposition 4.7, we know that Φ˜ is a bijection. Let us show that Φ˜ is continuous. If α is a
smooth curve of X(P, µP )G , then, according to the characterization of smooth curves in a space of sections
(see [14], Lemma 30.8.), and also from the definition of Φ (see (44)), it comes out that Φ ◦ α is a smooth
curve of X(B, V µB) ⊕ C∞(P, g)G . This implies that Φ˜ is smooth, in particular, Φ˜ is continuous. In a
similar way, one can prove that Φ˜−1 is also continuous.
Remark 4.10. It follows from Proposition 4.3 and Lemma 4.9 that X(P, µP )G and X(B, V µB)⊕C∞(P, g)G
are isomorphic in the category of Fre´chet Lie algebras.
4.2 The regular dual of X(P, µP )G
Let < , > be the scalar product on X(P, µP )G defined as
<X, Y > :=
∫
P
hPx (Xx, Yx) · µ
P , (52)
where X,Y ∈ X(P, µP )G . This scalar product induces a metric on X(B, V µB) ⊕ C∞(P, g)G via the map
Φ (see Proposition 4.7) :
<(X, f), (X ′, f ′)> :=
∫
P
hPx (Φ
−1(X, f)x, Φ
−1(X ′, f ′)x) · µ
P ,
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where (X, f), (X ′, f ′) ∈ X(B, V µB)⊕ C∞(P, g)G . A more explicit description of this metric can be given
using Lemma 3.1 and Proposition 3.11 :
<(X, f), (X ′, f ′)> =
∫
P
hPx
(
X∗x + (ϑx)∗x f(x), (X
′)∗x + (ϑx)∗x f
′(x)
)
· µP
=
∫
P
(π∗hB)x
(
X∗x , (X
′)∗x
)
· µP +
∫
P
hgx(f(x), f
′(x)) · µP
=
∫
P
hBπ(x)
(
Xπ(x), (X
′)π(x)
)
· µP +
∫
P
hgx(f(x), f
′(x)) · µP
=
∫
B
hBx
(
Xx, (X
′)x
)
· V µB +
∫
P
hgx(f(x), f
′(x)) · µP . (53)
Denoting X♭ := hB(X, . ) ∈ Ω1(B) the differential form “dual” to X and f ♭ := hg(f, . ) ∈ C∞(P, g∗)G =
{f ∈ C∞(P, g∗) | f ◦ ϑg = Ad
∗(g−1) f , ∀g ∈ G} , we can rewrite (53) as :
<(X, f), (X ′, f ′)> =
∫
B
X♭(X ′) · V µB +
∫
P
(f ♭(x), f ′(x)) · µP , (54)
where ( . , . ) denotes the pairing between g and g∗ .
Set A : X(B, V µB) ⊕ C∞(P, g)G →
(
X(B, V µB) ⊕ C∞(P, g)G
)∗
to be the continuous and injective
dualisation operator defined as A
(
(X, f)
)
:= <(X, f) , . > (“ ∗ ” being the topological dual) .
Definition 4.11. We define the regular dual
(
X(B, V µB) ⊕ C∞(P, g)G
)∗
reg
of X(B, V µB) ⊕ C∞(P, g)G
as the range of the operator A in the full topological dual of X(B, V µB)⊕ C∞(P, g)G .
Proposition 4.12. We have an isomorphism of Fre´chet spaces(
X(B, V µB)⊕ C∞(P, g)G
)∗
reg
Ψ
−→
∼=
Ω1(B)
dΩ0(B)
⊕ C∞(P, g∗)G , (55)
where Ψ is defined for (X, f) ∈ X(B, V µB)⊕ C∞(P, g)G by
Ψ
(
A
(
(X, f)
))
:=
(
[X♭], f ♭
)
. (56)
We will show Proposition 4.12 using two lemmas. The first lemma is a slight generalization of the
Helmholtz-Hodge decomposition (see Lemma 2.8) .
Lemma 4.13 (Helmholtz-Hodge decomposition). Let (M, g) be a compact, connected, oriented Rieman-
nian manifold without boundary, endowed with the volume form induced by g . for f ∈ C∞(M,R∗+) , we
have the following decomposition :
X(M) = X(M,µ)⊕ f∇Ω0(M) . (57)
Proof. Let X ∈ X(M) be a vector field and assume that the decomposition (57) exists. Thus, we can write
X = Xµ + f∇p for Xµ ∈ X(M,µ) , p ∈ Ω0(M) , and we have :
divµ(X) = divµ(f∇p) = (df)(∇p) + f△p . (58)
Let f˜ : [0, 1] → C∞(M,R∗+) be a continuous path such that f˜0 ≡ 1 and f˜1 = f . For t ∈ [0, 1] , we
also denote It : C
∞(M,R) → C∞0 (M,R) := {h ∈ C
∞(M,R) |
∫
M
h · µ = 0} the operator defined for
p ∈ C∞(M,R) , by It(p) := (df˜t)(∇p) + f˜t△p . It comes out that It is a continuous path of elliptic
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operators (acting on a suitable Sobolev space), and for t ∈ [0, 1] , the kernel of It is 1-dimensional (this
comes from the fact that locally, It is without constant terms, and for that kind of elliptic operators, the
kernel reduces to constant functions, see [12]). Moreover, it is well known that on a compact orientable
Riemannian manifold, the operator ∆ : C∞(M,R) → C∞0 (M,R) is surjective (see for example [11]).
Thus Ind(I1) = Ind(I0) = 1 − 0 = 1. It follows that I1 is surjective and in particular, equation (58)
possesses a unique solution defined modulo a constant. If we take a function p as a solution of (58), it is
straightforward to check that X = (X − f∇p) + f∇p is the desired decomposition.
The second lemma concerns the topology we put on the space
(
Ω1(B)/dΩ0(B)
)
⊕ C∞(P, g∗)G .
Lemma 4.14. The space dΩ0(B) is closed in Ω1(B) . In particular, the quotient Ω1(B)/dΩ0(B) is a
Fre´chet space.
Proof. Let (fn)n∈N be a sequence of Ω
0(B) such that dfn → α ∈ Ω1(B) for α ∈ Ω1(B) . We have to show
that the form α is exact. For that, it is sufficient to show that the integral of α on any smooth closed
curve of B is zero.
Let c : S1 → B be a smooth closed curve of B . From the continuity of integration on Ω1(B) , it follows
that : ∫
c
α =
∫
c
lim
n→∞
(dfn) = lim
n→∞
∫
c
dfn = 0 .
This proves the lemma.
The set C∞(P, g∗)G being closed in the Fre´chet space C∞(P, g∗) , it follows that C∞(P, g∗)G is naturally
a Fre´chet space and, according to Lemma 4.14, the direct sum
(
Ω1(B)/dΩ0(B)
)
⊕ C∞(P, g∗)G is a Fre´chet
space.
Remark 4.15. Lemma 4.14 implies that the sum (57) is a topological sum.
Proof of Proposition 4.12. We will explicitly construct an inverse of Ψ ◦ A . First, observe that the re-
lations X(B, V µB) = (1/V )X(B, µB) and X(B) = X(B, µB) ⊕ V∇Ω0(B) (see Lemma 4.13) imply the
decomposition X(B) = X(B, V µB)⊕∇Ω0(B) . With respect to this decomposition, we define P : X(B)→
X(B, V µB) , the associated projection. One can check that the map
(
Ω1(B)/dΩ0(B)
)
⊕ C∞(P, g∗)G →
X(B, V µB) ⊕ C∞(P, g)G , ([α], ζ) 7→ (P(α♯), ζ♯) is the inverse of Ψ ◦ A (“ ♯ ” denotes the inverse of the
dualisation operator “ ♭ ”) .
For the continuity of Ψ ◦ A and its inverse, one can use arguments similar to those we used in Lemma
4.9 .
Remark 4.16. Since the two vector spaces
(
X(B, V µB)⊕C∞(P, g)G
)∗
reg
and
(
Ω1(B)/dΩ0(B)
)
⊕C∞(P, g∗)G
are linearly isomorphic via Ψ , it follows that the spaces X(B, V µB)⊕C∞(P, g)G and
(
Ω1(B)/dΩ0(B)
)
⊕
C∞(P, g∗)G are naturally in duality, the pairing, according to (54), being :(
([α], ξ), (X, f)
)
:=
∫
B
α(X) · V µB +
∫
P
(ξ, f) · µP , (59)
for α ∈ Ω1(B) , ξ ∈ C∞(P, g∗)G , X ∈ X(B, V µB) and f ∈ C∞(P, g)G .
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4.3 Determination of the Euler equation
With the above identifications of Fre´chet spaces, namely X(P, µP )G ∼= X(B, V µB) ⊕ C∞(P, g)G and(
X(P, µP )G
)∗
reg
∼=
(
Ω1(B)/dΩ0(B)
)
⊕ C∞(P, g∗)G , we can give a geometrical description of the map ad∗
associated to the Lie algebra X(P, µP )G .
Proposition 4.17. For X ∈ X(B, V µB) , f ∈ C∞(P, g)G , α ∈ Ω1(B) and ξ ∈ C∞(P, g∗)G , we have
ad ∗(X, f)([α], ξ) =
([
− LXα− (˜ξ, df) + ˜(ξ, iX∗Ω)
]
, −ad ∗(f) ξ −X∗(ξ)
)
, (60)
where (˜ξ, df) and ˜(ξ, iX∗Ω) are two 1-forms of B defined for b ∈ B , Z ∈ X(B) and x ∈ P such that
π(x) = b , by :
(˜ξ, df)b(Zb) :=
(
ξ(x), (df)xZ
∗
x
)
and ˜(ξ, iX∗Ω)b(Zb) :=
(
ξ(x), Ω(X∗x, Z
∗
x)
)
. (61)
Remark 4.18. One can check that the forms defined in (61) are well defined.
Proof of Proposition 4.17. Let X,X ′ ∈ X(B, V µB) be vector fields with zero divergence on B , f, f ′ ∈
C∞(P, g)G , α ∈ Ω1(B) and ξ ∈ C∞(P, g∗)G . From (45), (54) and Remark 4.16, we have :(
ad ∗(X, f)([α], ξ), (X ′, f ′)
)
= −
(
([α], ξ), ad(X, f)(X ′, f ′)
)
=
(
([α], ξ),
(
[X,X ′], [f, f ′] +X∗(f ′)− (X ′)∗(f) + Ω(X∗, (X ′)∗)
))
=
∫
B
α([X,X ′]) · V µB +
∫
P
(
ξ, [f, f ′] +X∗(f ′)− (X ′)∗(f) + Ω(X∗, (X ′)∗)
)
· µP .
We now compute separately each term :
•
∫
B
α([X,X ′]) · V µB =
∫
B
α ∧ i[X,X′](V µ
B) =
∫
B
α ∧ [LX , iX′ ](V µ
B)
=
∫
B
α ∧ LX iX′(V µ
B)−
∫
B
α ∧ iX′ LX(V µ
B)︸ ︷︷ ︸
=0
= −
∫
B
(LXα)(X
′) · V µB . (62)
•
∫
P
(ξ, [f, f ′]) · µP =
∫
P
(ξ, ad(f)(f ′)) · µP = −
∫
P
(ad ∗(f) ξ, f ′) · µP . (63)
•
∫
P
(ξ,X∗(f ′)) · µP =
∫
P
X∗(ξ, f ′) · µP −
∫
P
(X∗(ξ), f ′) · µP = −
∫
P
(X∗(ξ), f ′) · µP . (64)
• −
∫
P
(ξ, (X ′)∗(f)) · µP = −
∫
P
(ξ, df
(
(X ′)∗)
)
· µP = −
∫
B
(˜ξ, df)(X ′) · V µB . (65)
•
∫
P
(
ξ,Ω(X∗, (X ′)∗)
)
· µP =
∫
P
(
ξ, (iX∗Ω)((X
′)∗)
)
· µP =
∫
B
˜(ξ, iX∗Ω)(X
′) · V µB . (66)
Hence,(
ad ∗(X, f)([α], ξ), (X ′, f ′)
)
=
∫
B
(
− LXα− (˜ξ, df) + ˜(ξ, iX∗Ω)
)
(X ′) · V µB
+
∫
P
(
− ad ∗(f) ξ −X∗(ξ), f ′
)
· µP =
(([
−LXα−(˜ξ, df)+ ˜(ξ, iX∗Ω)
]
,−ad∗(f) ξ−X∗(ξ)
)
, (X ′, f ′)
)
.
The proposition follows.
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Theorem 4.19. The Euler equation of the group SAut(P, µP ) on the regular dual of X(P, µP )G can be
written : 
d
dt
[α] =
[
− LXα− (˜ξ, df) + ˜(ξ, iX∗Ω)
]
,
d
dt
ξ = −ad ∗(f) ξ −X∗(ξ) ,
(67)
where X ∈ X(B, V µB) , α ∈ Ω1(B) , f ∈ C∞(P, g)G , ξ ∈ C∞(P, g∗)G (these quantities being time-
dependant) and where {
f ♭ = ξ , i.e., ξ(x) := hgx(f(x), . ) for x ∈ P ;
[X♭] = [α] where X♭x := h
B
x (Xx, . ) for x ∈ B .
Remark 4.20. According to Remark 4.2, equations (67) describes –at least formally– geodesics in SDiff(P, µP )
with respect to the natural L2-metric; a smooth curve ϕ in SDiff(P, µP ) is (formally) a geodesic in
SDiff(P, µP ) if and only if the curve
(Ψ ◦A ◦ Φ)
(
(Rϕ−1)∗ϕ ϕ˙
)
= (Ψ ◦A ◦ Φ)
(
ϕ˙ ◦ ϕ−1
)
(68)
is a solution of equation (67) (see (44) and proposition 4.12 for the definitions of Ψ , A ,Φ).
Remark 4.21. If the Euclidean structure hg on P × g is constant (i.e. independent of the fibers), then :
• (˜ξ, df) =
1
2
d
(
‖f‖2
)
, thus [(˜ξ, df)] = 0 ,
• the function V ∈ C∞(B,R∗+) is constant and X(B, V µ
B) = X(B, µB) .
Remark 4.22. If the Euclidean structure hg on P × g is constant and if the curvature Ω of the bundle
G →֒ P → B vanishes, then the first equation of (67) reduces to the autonomous equation :
d
dt
[α] =
[
− LXα
]
. (69)
In this case, system (67) models the passive motion in ideal hydrodynamical flow (see [20], [10]) .
Remark 4.23. Using the formula LX(X♭) = (∇XX)♭ +
1
2d(h
B(X,X)) for X ∈ X(B) (see [2]), we can
rewrite the first equation of (67) as :
d
dt
X = −∇XX − (˜ξ, df)
♯
+ ˜(ξ, iX∗Ω)
♯
+∇p , (70)
where p ∈ C∞(B,R) is determined by the condition div V µB (X) = 0 .
If we specialize to the case of a S1-principal bundle with a 3-dimensional base manifold, and if hg is
given by the formula hgx(ρ, ̺) := ρ̺ for x ∈ P and ρ, ̺ ∈ R (we identify the Lie algebra of S
1 with R),
then :
• the curvature Ω projects itself on a 2-form Ω˜ ∈ Ω2(B) . Similarly, any function f ∈ C∞(P,R)S
1
projects
itself on a function f˜ ∈ C∞(B,R) .
• One can define a vector field B ∈ X(B, µB) via the relation iB µB = Ω˜ ,
• we have the formula X ×B =
(
iX Ω˜
)♯
for all vector fields X ∈ X(B) .
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In these conditions, it is easy to see that (67) is equivalent to : X = −∇XX + f˜ X ×B+∇p ,d
dt
f˜ = −X(f˜) .
(71)
These equations, known as the “superconductivity equations”, models the motion of an ideal charged fluid
in a given magnetic field B where X represents the velocity field and f˜ the charge density (see [21]) .
Remark 4.24. The appearance of the magnetic term B in (71) is not surprising since classical electro-
magnetism is described in the language of gauge theories, where electromagnetic field is interpreted as the
curvature of a connection form on a S1−principal bundle.
Remark 4.25. If the Euclidean structure hg on P × g is constant, then the metric hP turns out to be a
Kaluza-Klein metric on P (see formula (2.5) of [7]) and (67) becomes a particular case of the Euler-Yang-
Mills equations of an incompressible homogeneous Yang-Mills ideal fluid (compare with formula (5.23) in
[7]). The absence of an electric term in (67) seems to be due to the fact that the connection θ is not
a dynamical variable in our framework. This is not surprising since in the Yang-Mills formulation of
electromagnetism, the configuration space is the space of all connections of the principal bundle describing
the physical system.
5 The group SAut (P, µP ) as the total space of a Gau(P )-principal
bundle
5.1 The principal fiber bundle structure of SAut (P, µP )
For ϕ ∈ Aut(P ) , we denote by ϕ˜ ∈ Diff(B) the unique diffeomorphism of B satisfying :
ϕ˜ ◦ π = π ◦ ϕ . (72)
Note that the map p : Aut(P )→ Diff(B) , ϕ→ ϕ˜ is a group morphism .
Proposition 5.1. An automorphism ϕ ∈ Aut(P ) belongs to SAut (P, µP ) if and only if ϕ˜ ∈ SDiff (B, V µB) .
Proof. From (25) , we have :
ϕ∗µP = ϕ∗
(
(V ◦ π) · π∗µB ∧ θ∗ νGe
)
= (V ◦ π ◦ ϕ) ·
(
ϕ∗π∗µB
)
∧
(
ϕ∗θ∗νGe
)
. (73)
For ϕ ∈ Aut(P ) , we write fϕ ∈ C∞(B,R∗) the unique function determined by the relation ϕ˜∗µB = fϕ·µB .
We then have :
(V ◦ π ◦ ϕ) ·
(
ϕ∗π∗µB
)
= (V ◦ ϕ˜ ◦ π) ·
(
π ◦ ϕ
)∗
µB = (V ◦ ϕ˜ ◦ π) ·
(
ϕ˜ ◦ π
)∗
µB
= (V ◦ ϕ˜ ◦ π) · π∗ϕ˜∗µB = (V ◦ ϕ˜ ◦ π) · π∗
(
fϕ · µB
)
= (V ◦ ϕ˜ ◦ π) · (fϕ ◦ π) · π∗µB . (74)
On the other hand, for x ∈ P , and for vertical tangent vectors u1, ..., um ∈ TxP (we assume dim(G) = m),
we have : (
ϕ∗(θ∗νGe )
)
x
(u1, ..., um) = (θ
∗νGe )ϕ(x)(ϕ∗xu1, ..., ϕ∗xum)
= (νGe )
(
θϕ(x)(ϕ∗xu1), ..., θϕ(x)(ϕ∗xum)
)
= (νGe )
(
(ϕ∗θ)x(u1), ..., (ϕ
∗θ)x(um)
)
.
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The diffeomorphism ϕ being G-equivariant, one can show that ϕ∗θ is a connection form. In particular,
ui being vertical, (ϕ
∗θ)x(ui) = θx(ui) for i ∈ {1, ...,m} , and also,(
ϕ∗(θ∗νGe )
)
x
(u1, ..., um) = (ν
G
e )
(
θx(u1), ..., θx(um)
)
= (θ∗νGe )x(u1, ..., um) . (75)
From Lemma 3.12, (75) and (74) , we get
ϕ∗µP = (V ◦ ϕ˜ ◦ π) · (fϕ ◦ π) · π∗µB ∧ θ∗νGe =
V ◦ ϕ˜ ◦ π · fϕ ◦ π
V ◦ π
· µP .
Thus,
ϕ∗µP = µP ⇔
V ◦ ϕ˜ ◦ π · fϕ ◦ π
V ◦ π
= 1 ⇔ fϕ ◦ π =
(
V
V ◦ ϕ˜
)
◦ π ⇔ fϕ =
V
V ◦ ϕ˜
⇔ ϕ˜∗µB =
V
V ◦ ϕ˜
· µB ⇔ ϕ˜∗(V µB) = V µB .
This proves the proposition.
Before we show that SAut(P, µP ) is a Gau(P )-principal fiber bundle, where Gau(P ) := {ϕ ∈ Aut(P ) | ϕ˜ =
IdB} , we will first prove that Aut(P ) is a Gau(P )-principal fiber bundle and we will see how to use Propo-
sition 5.1 to get a similar result for SAut(P, µP ) .
Let us recall some basic facts about the group Gau(P ) (see [14], [1]) :
Proposition 5.2 ([1]). We have :
(i) the group Gau(P ) = {ϕ ∈ Aut(P ) | ϕ˜ = IdB} is a closed Fre´chet Lie subgroup of Aut(P ) whose Lie
algebra can be identified with the space of vertical vector fields of P (see Theorem 3.1 and Theorem
3.7 in [1]),
(ii) The set {f ∈ C∞(P,G) | f ◦ ϑg = cg−1 ◦ f , ∀g ∈ G} =: C
∞(P,G)G (where cg : G → G, h →
ghg−1), is a closed Fre´chet Lie subgroup of the current group C∞(P,G) endowed with the pointwise
multiplication (see [19]), whose Lie algebra can be identified with the Fre´chet space C∞(P, g)G :=
{f ∈ C∞(P, g)
∣∣ f ◦ ϑg = Ad(g−1) f , ∀g ∈ G} ,
(iii) we have an isomorphism of Fre´chet Lie groups :
C∞(P,G)G → Gau(P ) , f 7→ ϑf( . )( . ) . (76)
Remark 5.3. Note that the above proposition is expressed in the category of Fre´chet Lie groups, and not in
the category of tame Fre´chet Lie groups of Hamilton (see [1]). This is not really burdensome since, in the
rest of this paper, we will not have to use the inverse function Theorem of Nash-Moser. Consequently, we
don’t need the subtle category of Hamilton anymore, and the rest of this paper should be –unless otherwise
stated– understood withing the framework of Fre´chet Lie groups.
In the following, we will often identify Gau(P ) and C∞(P,G)G via the isomorphism defined in (76) .
Let us introduce some terminology :
• let λ : Aut(P )×Gau(P )→ Aut(P ) be the right action of the group Gau(P ) on Aut(P ) , defined by :(
λ(ϕ, f)
)
(x) := ϑf(x)
(
ϕ(x)
)
, (77)
for ϕ ∈ Aut(P ), f ∈ Gau(P ) and x ∈ P ,
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• for X ∈ X(P )G , let X˜ ∈ X(B) be the vector field defined by X˜b := π∗xXx for b ∈ B and where x ∈ P
is such that π(x) = b ,
• Diff∼(B) := {ϕ˜ ∈ Diff(B) |ϕ ∈ Aut(P )} (according to (72), Diff∼(B) is a group).
Lemma 5.4. The group Diff∼(B) is a union of connected components of Diff (B) containing Diff 0(B) .
In particular, Diff∼(B) is naturally a tame Fre´chet Lie group.
Proof. Let ϕ ∈ Aut(P ) be an automorphism of P and ψ an element of the connected component of Diff(B)
containing ϕ˜ . To prove the lemma, it is sufficient to show that ψ ∈ Diff∼(B) .
Let ψt be a smooth curve of Diff(B) joining ϕ˜ and ψ , i.e. :
ψ0 = ϕ˜ and ψ1 = ψ .
For t0 ∈ [0, 1] and x0 ∈ B , we set
(Xt0)x0 :=
d
dt
∣∣∣∣
t0
ψt
(
ψ−1t0 (x0)
)
.
It turns out that X is a time-dependant vector field on B with the property that the flow ϕ
X∗t
t of its
horizontal lift X∗t satisfies : (˜
ϕ
X∗t
t
)
= ϕ
X˜∗t
t = ϕ
Xt
t = ψt ◦ ϕ˜
−1 .
Thus,
˜(
ϕ
X∗t
t ◦ ϕ
)
= ϕ˜
X∗t
t ◦ ϕ˜ = ψt ◦ ϕ˜
−1 ◦ ϕ˜ = ψt .
It follows that ψ = ψ1 =
˜(
ϕ
X∗1
1 ◦ ϕ
)
belongs to Diff∼(B) .
Lemma 5.5. If ϕ, ψ ∈ Aut(P ) satisfy ϕ˜ = ψ˜ , then the map
Λ(ϕ, ψ) : P → G , x 7→
(
ϑ−1ϕ(x)
)
(ψ(x)) , (78)
is smooth.
Proof. Let U and V be the domains of two trivializing charts of B
π−1(U) U ×G
U
✲ΨU
❅
❅❅❘π
 
 
 ✠ prU1
,
π−1(V ) V ×G
V
✲ΨV
❅
❅❅❘π
 
 
 ✠ prV1
such that ϕ˜(U) ⊆ V . As ϕ and ψ are G-equivariant, there exists sϕ, sψ ∈ C∞(U,G) such that for all
(x, g) ∈ U ×G , (ΨV ◦ ϕ ◦Ψ
−1
U )(x, g) = (ϕ˜(x), s
ϕ(x) · g) and (ΨV ◦ ψ ◦Ψ
−1
U )(x, g) = (ϕ˜(x), s
ψ(x) · g) . For
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Ψ−1U (x, g) ∈ π
−1(U) , we then have :(
Λ(ϕ, ψ) ◦Ψ−1U
)
(x, g) =
(
ϑ−1(
ϕ◦Ψ−1U
)
(x,g)
)(
(ψ ◦Ψ−1U )(x, g)
)
⇒ ϑ
((
ϕ ◦Ψ−1U
)
(x, g),
(
Λ(ϕ, ψ) ◦Ψ−1U
)
(x, g)
)
=
(
ψ ◦Ψ−1U
)
(x, g)
⇒ ϑ(
Λ(ϕ,ψ)◦Ψ−1U
)
(x,g)
((
ΨV ◦ ϕ ◦Ψ
−1
U
)
(x, g)
)
=
(
ΨV ◦ ψ ◦Ψ
−1
U
)
(x, g)
⇒ ϑ(
Λ(ϕ,ψ)◦Ψ−1
U
)
(x,g)
(
ϕ˜(x), sϕ(x) · g
)
= (ϕ˜(x), sψ(x) · g)
⇒
(
ϕ˜(x), sϕ(x) · g · (Λ(ϕ, ψ) ◦Ψ−1U )(x, g)
)
= (ϕ˜(x), sψ(x) · g) .
It follows that (Λ(ϕ, ψ) ◦ Ψ−1U )(x, g) = g
−1 · sϕ(x)−1 · sψ(x) · g , from which it is easy to see that Λ(ϕ, ψ)
is smooth .
Lemma 5.6. The action λ : Aut(P )×Gau(P )→ Aut(P ) is free and for all ϕ ∈ Aut(P ) , (p)−1(p(ϕ)) =
Oϕ (here Oϕ denotes the orbit of ϕ for the action λ) .
Proof. The freeness of λ is obvious.
Let us fix φ ∈ (p)−1(p(ϕ)) . Since φ˜ = ϕ˜ , there exists a unique map f ∈ C∞(P,G) satisfying f(x) :=
ϑ−1ϕ(x)
(
φ(x)
)
for all x ∈ P . According to Lemma 5.5, this map is smooth and one can check that f ∈ Gau(P )
and also that φ = λ(ϕ, f) . Thus, φ ∈ Oϕ and (p)
−1(p(ϕ)) ⊆ Oϕ . The inverse inclusion being trivial, the
lemma follows.
Lemma 5.7. The map Aut(P )
p
−→ Diff∼(B) is smooth and admits local smooth sections.
Proof. The map p being a morphism, it is sufficient to show that there exists a local smooth section of p
in a neighbourhood of IdB in Diff(B) .
Recall that π : (P, hP )→ (B, hB) is a Riemannian submersion (Lemma 3.1) . Therefore,
π
(
exp(Xx)
)
= expπ(x)
(
X˜π(x)
)
, (79)
for all X ∈ X(P )G and x ∈ P . For a G-invariant vector field X ∈ X(P )G sufficiently closed to 0, the
map ϕ : P → P, x 7→ expx(Xx) is a diffeomorphism of P (observe that ϕ ∈ Aut(P ) since X and h
P
are G−invariant) . In view of (79), p(ϕ) is simply the map B → B , x 7→ expx(X˜x) . It follows that
the local expression of p in the standard charts of Aut(P ) and Diff∼(B) , are the projection X(P )G ∼=
X(B) ⊕ C∞(P, g)G → X(B) on the first factor (see (44)). Hence this map is smooth and admits local
sections.
Theorem 5.8 ([1]). The group Aut(P ) is an extension of the group Diff∼(B) by the gauge group Gau(P ) :
{e} −→ Gau(P ) −→ Aut(P ) −→ Diff∼(B) −→ {e} . (80)
Remark 5.9. Theorem 5.8 means that the above sequence is a short exact sequence of Lie groups such
that Aut(P ) is a Gau(P )-principal bundle over the group Diff∼(B) (see [17]).
Proof. The sequence (80) is obviously exact.
Let us show that we have a principal bundle. Let (Φ(U),Φ−1) be the standard chart of Diff∼(B) , i.e.,
U ⊆ X(B) and Φ−1 is defined by Φ−1(X)(x) := expx(Xx) . We also take a section σ : Φ(U) → Aut(P )
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of p . We want to construct a fiber chart of Aut(P ) near the identity using Φ(U) . Let us consider the
following diagram :
p−1(Φ(U)) Φ(U)×Gau(P )
Φ(U))
✲
ΨΦ(U)
❍❍❍❥p
✟✟✟✙ pr1
where ΨΦ(U) is defined by ΨΦ(U)(ϕ) :=
(
ϕ˜, Λ
(
σ(ϕ˜), ϕ
))
for ϕ ∈ Aut(P ) (see Lemma 5.5 for the definition
of Λ) . Thus it goes to show that ΨΦ(U) is :
• smooth according to Lemma 5.5 and the characterization of smooth curves in a space of sections,
• bijective, the inverse being
Φ(U) ×Gau(P )→ (p)−1(Φ(U)), (χ, f) 7→ λ(σ(χ), f) ,
• Gau(P )-equivariant .
It follows that
(
(p)−1(Φ(U)), ΨΦ(U)
)
is a fiber chart of Aut(P ) , and using translations, Aut(P ) becomes
a Gau(P )-principal fiber bundle with base space Diff∼(B) .
We now return to the case of automorphisms of P preserving µP . Let us set p : SAut(P, µP ) →
SDiff∼(B, V µB) := {ϕ˜ ∈ SDiff(B, V µB) |ϕ ∈ SAut(P, µP )}, ϕ→ ϕ˜ .
Lemma 5.10. The group SDiff∼(B, V µB) is a union of connected components of SDiff(B, V µB) con-
taining SDiff 0(B, V µB) . In particular, SDiff∼(B, V µB) is a tame Fre´chet Lie group.
Proof. Fix ϕ ∈ SAut(P, µP ) and let ψ be an element of the connected component of SDiff(B, V µB)
containing p(ϕ) . As SDiff(B, V µB) ⊆ Diff(B) , one may, as in Lemma 5.4, find ψ1 ∈ Aut(P ) such that
ψ˜1 = ψ . But, as ψ ∈ SDiff(B, V µB) , Proposition 5.1 implies that ψ1 ∈ SAut(P, µP ) and thus ψ ∈
SDiff∼(B, V µB) .
Note that the group Gau(P ) also acts on SAut(P, µP ) : for f ∈ Gau(P ) and ϕ ∈ SAut(P, µP ) ,
λ˜(ϕ, f) = ˜(ϑf( . ) ◦ ϕ) = ϑ˜f( . ) ◦ ϕ˜ = ϕ˜ ∈ SDiff(B, V µ
B) ,
this means, according to Proposition 5.1, that λ(ϕ, f) ∈ SAut(P, µP ) . In this context, all the previous anal-
ogous lemmas remain valid. For example, existence of local sections of p : SAut(P, µP )→ SDiff∼(B, V µB)
can be obtained from Lemma 5.7 (it suffices to take local sections given by Lemma 5.7 and to restrict
them to SDiff∼(B, V µB)) . Therefore,
Theorem 5.11. The Lie group SAut(P, µP ) is an extension of the Lie group SDiff∼(B, V µB) by the gauge
group Gau(P ) :
{e} −→ Gau(P ) −→ SAut(P, µP ) −→ SDiff∼(B, V µB) −→ {e} . (81)
Remark 5.12. One may recover Theorem 4.19 from Theorem 5.11 using the description of geodesics on
extensions of Lie groups as given in [21] .
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