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9RESUMO
Modelo de regressão log-linear com fração de cura
Neste trabalho foi considerado diferentes modelos para representar uma situação
experimental de análise de sobrevivência. O modelo de regressão Beta-Burr XII com fração de
cura foi proposto para modelar os dados. Observou-se, ainda, o comportamento dos modelos
de regressão encaixados Burr XII e Logístico. Os parâmetros do modelos foram estimados
pelo método de máxima verossimilhança com restrição nos parâmetros. A comparação dos
modelos se deu através do teste da razão de verossimilhança. O conjunto de dados utilizado
se refere à um experimento realizado para avaliar o impacto da suplementação com vitamina
A na redução da taxa da morbidade infantil por diarreia.
Palavras-chave: Modelos de regressão; Fração de cura; Beta-Burr XII; Burr XII; Log-Logístico.
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1 INTRODUÇÃO
Em estudos estatísticos é possível encontrar dados em que a variável resposta é
o tempo que um indivíduo levou para sofrer um evento. Esse tempo, conhecido como tempo
de falha, ou tempo de sobrevivência, é estudado por meio de técnicas estatísticas da área de
análise de sobrevivência. O termo sobrevivência está voltado para pesquisas na área médica,
porém as mesmas metodologias podem ser aplicadas em outros setores como o industrial
e ﬁnanceiro. Assim, a análise de sobrevivência pode ainda ser conhecida como análise de
conﬁabilidade.
Os dados de sobrevivência possuem algumas características especiais que os
impedem de sofrer uma análise estatística comum. O primeiro aspecto a ser avaliado é a
assimetria das observações. Os tempos de sobrevivência, geralmente, possuem uma assimetria
à direita, excluindo a possibilidade de assumir normalidade na variável resposta do estudo.
Além disso, em estudos de conﬁabilidade nem sempre é possível obter a informação de tempo
de falha de todos os indivíduos, tendo assim uma informação incompleta da variável. Nesse
último caso os dados são considerados dados censurados.
Uma observação pode ser dita censurada quando não se sabe o momento exato
da falha, mas sabe-se que ela ocorreu após determinado tempo. Essa é a chamada censura
à direta. Há outros mecanismos de censura, como censura à esquerda e censura intervalar.
Neste trabalho será considerado apenas o mecanismo de censura à direita.
Os tempos de falha podem, ainda, estar relacionados à covariáveis. Para estudar
o efeito dessas covariáveis é necessário aplicar um modelo de regressão capaz de acomodar da-
dos censurados. Os modelos de regressão utilizados neste trabalho, são modelos paramétricos
que assumem que os dados seguem uma distribuição de probabilidade conhecida.
Outra característica que pode estar presente nos dados de sobrevivência é a
proporção de indivíduos curados. Isto é, diferentemente de indivíduos censuradas que sofrerão
a falha em algum momento não observado, os indivíduos curados são àqueles não suscetíveis
à falha e por conseguinte nunca irão falhar.
Dessa forma, tem-se então como objetivo principal ajustar um modelo de re-
gressão com fração de cura para estudar um conjunto de dados de sobrevivência.
Todas as análises serão feitas com o auxílio do software R.
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2 REVISÃO DE LITERATURA
2.1 Notação e conceitos básicos
A análise de sobrevivência é uma técnica estatística voltada para o estudo da
ocorrência de eventos ao longo do tempo. Esses eventos são determinados de acordo com o
interesse do pesquisador. Como sugerido pelo nome é comum o uso dessa técnica em estudos
onde se pretende analisar o evento de morte de um determinado indivíduo ou produto.
Porém, o escopo de aplicabilidade desse método pode ser muito maior. Pode-se
ter como exemplos casos onde o evento de interesse é o momento em que determinado indiví-
duo muda de cidade ou tempo em que um ex-presidiário leva para ser preso novamente. No
setor econômico, pode se observar o tempo em que o indivíduo leva para se tornar inadim-
plente, ou quanto dura à ascensão de uma ação dentro do mercado.
O que diferencia a Análise de Sobrevivência das demais técnicas é sua capaci-
dade de tratar dados com censura e dependência das covariáveis com o tempo. Entende-se por
dados censurados, aqueles indivíduos que durante todo o período de observação do estudo não
sofreu o evento de interesse. Se um estudo pretende avaliar a vida útil de uma determinada
marca de lâmpadas, toma-se uma amostra e observa-se o comportamento dessas durante um
período pré-deﬁnido. Ao ﬁm desse período, provavelmente, nem todas as lâmpadas estarão
queimadas e as lâmpadas que ainda funcionarem entrarão na base de dados como observações
censuradas. Ou seja, não se sabe quanto tempo levou para elas queimarem, mas tem-se a
informação de que esse tempo foi maior que o tempo de observação dos objetos. Nos mé-
todos estatísticos convencionais essas informações são descartadas. Porém, há casos onde o
número de dados censurados é muito grande, causando viés nos resultados caso eles sejam
desconsiderados.
No estudo de análise de sobrevivência os dados consistem em tempos de eventos,
observações censuradas e, em geral, de variáveis regressoras.
2.1.1 Tempo de falha
O tempo de falha é deﬁnido como tempo até a ocorrência do evento de inte-
resse. Além disso, é constituído basicamente por três elementos: o tempo inicial, o evento de
interesse (falha) e a escala de medida. Para que não haja viés nos resultados é importante
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que estes três elementos estejam bem deﬁnidos.
O tempo inicial, já sugerido pelo nome, é caracterizado pelo instante em que se
começa a contagem do tempo de observação do indivíduo. Geralmente esse tempo coincide
com a entrada do indivíduo na amostra, entretanto, esse fato não é uma regra. O pesquisador
pode ter em sua amostra indivíduos que obtiveram a cura do câncer e seu evento de interesse
é a reincidência da doença. Nesse caso, seu tempo inicial será o momento em que o paciente
obteve a cura e não necessariamente quando iniciou sua participação no estudo. Ao coletar
informações sobre eventos já registrados, deve-se ter maior cautela para se deﬁnir o tempo
inicial. Uma vez que se trata de eventos que podem ter ocorrido há longo tempo, um mau
registro desse pode prejudicar a precisão das informações coletadas.
O evento de interesse é o objeto de estudo do pesquisador. Também conhecido
como falha, o evento de interesse é o que se espera que aconteça com os indivíduos que estão
sendo observados. Para que os resultados da pesquisa sejam válidos é importante que a falha
esteja claramente deﬁnido. No caso da reincidência de câncer, por exemplo, é importante
deﬁnir quais são as condições médicas que deﬁnem a presença de câncer no paciente. Uma
vez identiﬁcadas todas as características que compõem o momento da falha é crucial que o
mesmo critério seja adotado para todos os elementos do estudo.
A escala de medida se resume em deﬁnir se o tempo será medido em horas, dias,
semanas, meses, anos, etc.. Assim como a deﬁnição do tempo inicial e do evento de interesse,
é importante que a mesma escala de tempo seja usada para todos os indivíduos.
2.1.2 Censura
Um dos problemas encontrados no registro do evento de interesse é o fato desse
nem sempre ocorrer durante o período de observação. Além disso, os elementos observados
podem eventualmente deixar de fazer parte da pesquisa por algum motivo aleatório que não
esteja associado ao evento de interesse. Nesses casos não será registrado o momento em que
ocorreu a falha do indivíduo, mas poderá ser feito o registro do tempo mínimo em que o
objeto de estudo permaneceu sem falhar. Essa informação, denominada censura, apesar de
incompleta, é útil e importante para a análise.
As censuras podem ocorrer por diversos motivos. Há casos em que o pesquisador
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determina o número de falhas necessárias para realizar suas análises. Uma vez atingido
esse valor, os demais elementos da amostra deixam de ser observados e tornam-se dados
censurados. É comum que isso aconteça em pesquisas industriais já que não é de interesse da
indústria deixar todos os seus produtos falharem. Outro motivo que pode gerar observações
censuradas é o ﬁm da pesquisa, que geralmente é pré-deﬁnido, antes que ocorra a falha de
todos os indivíduos observados. Além disso durante o estudo o pesquisador pode deixar de
acompanhar alguns elementos da amostra que deixam de fazer parte da pesquisa por algum
motivo extrínseco. Ainda, há os casos em que os indivíduos sofrem a falha, porém por
motivos que não se relacionam com o fato que está sendo observado. Quando se estuda o
tempo de morte de pacientes com determinada enfermidade e algum desses morre por acidente
automobilístico, esse dados serão considerados uma censura.
A partir dos motivos que podem gerar um dado censurado, há na literatura a
citação de três diferentes tipos de censura. Colosimo e Giolo (2006), indicam que o primeiro
tipo de censura, ou seja, Censura do Tipo I, é quando o período de observações dos indivíduos
se encerra é registrado que nem todos os elementos sofreram a falha. Neste caso os indivíduos
sem registro de falha serão dados censurados e o momento que caracteriza o ﬁm do estudo é
pré-deﬁnido pelo pesquisador. A Censura do Tipo II é referida como aquela provocada pelo
ﬁm do estudo após ocorridos um determinado número de falhas. O outro tipo de censura,
Censura do Tipo III, é conhecido como censura aleatória. Nesse último, é enquadrado os
demais casos,onde não há a manipulação do pesquisador e por variados motivos a censura
ocorre, de forma natural, nos dados. Essas três situações são referidas como mecanismo de
censuras à direita, isto é, o momento em que ocorre o evento de interesse está à direita do
tempo registrado.
Há ainda o mecanismo de censura à esquerda e censura intervalar. A primeira
acontece quando o evento de interesse já ocorreu na vez em que o indivíduo é abordado, ou
seja, o tempo de falha está à esquerda do tempo registrado. A censura intervalar é quando
os indivíduos não podem ser acompanhados continuamente e obtêm-se apenas a informação
de que a falha ocorreu em um determinado intervalo de tempo.
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2.1.3 Representado o tempo de sobrevivência
O tempo de sobrevivência, caracterizado como uma variável aleatória, pode ter
seu comportamento deﬁnido por diferentes funções. Algumas delas são: função densidade de
probabilidade, função de sobrevivência e a função de risco. Todas estas funções possuem uma
relação entre si, ou seja, ao identiﬁcar uma delas as demais podem ser derivadas.
A função densidade de probabilidade (f.d.p) é basicamente deﬁnida como o
limite da probabilidade da falha ocorrer em um intervalo de tempo [t, t+∆t), onde ∆t → 0.
Pode-se expressar a função como:
f(t) = lim
∆→0
P (t ≤ T < t+ ∆t)
∆t
em que f(t)≥0 para todo t a área abaixo da curva igual a 1.
Além disso, essa função pode também ser derivada da função de distribuição
acumulada, deﬁnida como a probabilidade da variável tempo de sobrevivência ser menor ou
igual ao um determinado tempo, ou seja, F (t) = P (T ≤ t). Tem-se, então:
f(t) =
dF (t)
dt
. (1)
A função de sobrevivência, S(t), é o completar da função de distribuição acu-
mulada. Ela indica a probabilidade do individuo não falhar até um tempo t deﬁnido e é
exposta por:
S(t) = P (T ≥ t)
e
S(t) = 1− P (T ≤ t) = 1− F (t) (2)
A função de risco, também conhecida como taxa de falha, representa o risco
instantâneo no tempo t, dado que o individuo sobreviveu até este tempo. Em relação às
demais funções, a função de risco apresenta vantagens como a possibilidade de descrever a
forma com que a taxa instantânea de falha muda com o decorrer do tempo. Além disso, ela
é útil para representar a distribuição do tempo de vida. A taxa de falha é deﬁnida como a
razão do limite da probabilidade de um indivíduo falhar no intervalo de tempo [t, t+∆t),
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dado que este não apresentou o evento de interesse até o tempo t sobre ∆t. Desta forma, a
função é expressa por:
h(t) = lim
∆→0
P (t ≤ T < t+ ∆t|T ≥ t)
∆t
A função de risco pode ser constante, crescente, decrescente ou mesmo não
monótona. A partir dessas informações pode se atribuir ao tempo de sobrevivência diferentes
distribuições como a Exponencial, Weibull, Log-Normal, entre outras.
Como já mencionado, todas as funções apresentadas possuem relações matemá-
ticas entre si. Algumas das mais importantes funções deﬁnidas em Colosimo e Giolo (2006),
são:
h(t) =
f(t)
S(t)
= − d
dt
(
logS(t)
)
e
S(t) = exp
{
−
∫ t
0
h(u)du
}
.
Cabe ressaltar que todas essas relações são válidas, apenas para quando a va-
riável tempo é contínua.
2.1.4 Estimador de Kaplan Meier
O estimador de Kaplan Meier é uma técnica utilizada para obter as primeiras
informações fornecidas pelo banco de dados. A presença de censuras impede que o estudo
inicial seja feito a partir de uma análise descritiva comum. O estimador desenvolvido por
Kaplan e Meier (1958), é uma técnica não-paramétrica que considera a presença de dados
censurados e é uma solução para fazer uma espécie de análise exploratória dos dados. A
ideia principal é estimar a função de sobrevivência e a partir dela estimar as estatísticas de
interesse tais como tempo médio, mediano, frações de falhas em intervalos ﬁxos de tempos,
entre outras.
Ao deﬁnir o estimador de Kaplan Meier, Colosimo e Giolo (2006), aﬁrmam a
respeito desse: "Ele é uma adaptação da função de sobrevivência empírica que, na ausência
de censuras, é deﬁnida como:
Ŝ(t) =
no de observações que não falharam até o tempo t
no total de observações no estudo
.”
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O estimador não-paramétrico de Kaplan Meier é construído em cima de pro-
babilidades condicionais. Por exemplo, para que um indivíduo sobreviva à 3 semanas, ele
necessariamente precisa sobreviver à 1 e 2 semanas. Essa relação indica a condição de sobre-
vivência absorvida pelo estimador, que é expresso por:
Ŝ(t) =
∏
j:tj<t
(
1− dj
nj
)
,
em que:
• t1 < t2 < ... < tk, são os k tempos de falhas, distintos e ordenados.
• dj é o número de falhas em tj, j = 1,...,k.
• nj é a quantidade de indivíduos sob risco em tj.
Segundo Colosimo e Giolo (2006), as principais propriedades do estimador de
Kaplan Meier são:
i) é não viciado para amostras grandes,
ii) é fracamente consistente,
iii) converge assintoticamente para distribuição normal e
iv) é estimador de máxima verossimilhança de S(t).
2.1.5 Função Total do Teste
Junto com o estimador de Kaplan-Meier pode-se utilizar outras técnicas para
se ter o primeiro contato com os dados. A curva do tempo total em teste (TTT) foi proposta
por Aarset(1987) e pode ser aplicada como uma técnica gráﬁca para identiﬁcar o modelo mais
apropriado para os dados. O gráﬁco de TTT é obtido através de G(r/n) = [(
∑n
i=1 Ti:n + (n−
r)Tr:n]/(
∑n
i=1 Ti : n) por r/n, sendo r = 1, ..., n e Ti:ni = 1, ..., n as estatísticas de ordem da
amostra.
Por meio desse gráﬁco é possível veriﬁcar o comportamento da função risco. A
função risco pode ser constante, monótona, unimodal ou possuir a forma de banheira.
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2.2 Distribuições de Probabilidade para os Dados
Neste trabalho serão considerados três diferentes tipos de modelo para acomodar
os tempos de sobrevivência. São esses: Beta Burr XII, Burr XII e Log-logístico. A vantagem
do uso dessas distribuições está ao testar a qualidade do ajuste, uma vez que as duas últimas
são casos particulares da primeira.
Mais detalhes dessas distribuições aplicados à análise de sobrevivência serão
descritos a seguir.
2.2.1 Distribuição Beta Burr XII (BBXII)
Como sugerido pelo nome a distribuição beta Burr XII é uma junção da distri-
buição beta com a distribuição Burr XII. A distribuição BBXII, acomoda diferentes tipos de
função risco. Além das formas crescente, decrescente e unimodal, também acomodadas pela
distribuição Burr XII, a BBXII, possui a forma de banheira ou U para a função risco.
Devido a sua ﬂexibilidade para acomodar diferentes funções de risco, essa dis-
tribuição pode ser ajustada em variados problemas, tornando-se importante na análise de
dados de sobrevivência.
Segundo Paranaíba (2012), a função de distribuição acumulada e a função den-
sidade de probabilidade da BBXII, são respectivamente dadas por:
F (t) =
1
B(a, b)
∫ 1−[1+( t
s
)c]−k
0
ωa−1(1− ω)b−1dω, t > 0
e
f(t) =
cktc−1
scB(a, b)
[
1 +
(
t
s
)c]−(kb+1){
1−
[
1 +
(
t
s
)c]−k}a−1
, t > 0. (3)
A notação utilizada será T ∼ BBXII(a, b, s, k, c), em que s > 0 é o parâmetro
de escala e a > 0, b > 0, k > 0 e c > 0 são os parâmetros de forma.
Para a = b = 1, tem-se a distribuição Burr XII. Ainda, para a = b = 1, s = m−1
e k = 1 a distribuição BBXII é reduzida à distribuição log-logística.
Paranaíba (2012), ainda deﬁne a função de risco da distribuição BBXXII, como:
h(t) =
cktc−1[1 + ( t
s
)c]−(kb+1){1− [1 + ( t
s
)c]−k}a−1
scB(a, b)[1− I{1−[1+( t
s
)c]−k}(a, b)]
, t > 0,
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em que:
I{1−[1+( t
s
)c]−k}(a, b) = F (t) =
1
B(a, b)
∫ 1−[1+( t
s
)c]−k
0
ωa−1(1− ω)b−1dω, t > 0
2.2.2 Distribuição Burr XII (BXIII)
A distribuição Burr XII é uma distribuição comum na modelagem de dados de
sobrevivência. Com propriedades para acomodar funções de risco monótonas e unimodais a
BXII, segundo Zimmer; Keats e Wang (1998), tem como função densidade de probabilidade:
f(t) = cks−c
[
1 +
(
t
s
)c](−k−1)
tc−1, (4)
em que os parâmetros de locação são k > 0 e c > 0 e o parâmetro de escala é representado
por s > 0. Como notação será utilizado: T ∼ BXII(s, k, c).
A função de sobrevivência e função risco equivalente para o tempo de sobrevi-
vência T com densidade Burr XII é deﬁnida, respectivamente, como:
S(t) =
[
1 +
(
t
s
)c]−k
e
h(t) =
ck( t
s
)c−1
s[1 + ( t
s
)c]
.
Algumas análises gráﬁcas mostram que para valores de c ≤ 1, h(t) é decrescente,
caso contrário a função de taxa de falha é unimodal. Ainda, pode-se veriﬁcar que para valores
de c entre 1 e 2, h(t) pode ser praticamente constante, dependendo do valor de s.
2.2.3 Distribuição Log-logística
A distribuição Log-logística é um caso particular das outras duas distribuições
já apresentadas nessa seção. Colosimo e Giolo (2006), descreve sua função de densidade como:
f(t) =
c
sc
tc−1
(
1 +
(
t
s
)c)−2
, t > 0, (5)
onde s > 0 é o parâmetro de escala e c > 0, parâmetro de locação.
As funções de sobrevivência e risco, são respectivamente expressas por:
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S(t) =
1
1 + ( t
s
)c
e
h(t) =
c( t
s
)c−1
s[1 + ( t
s
)c]
.
A função de taxa de falha, para valores de c > 1, tem comportamento crescente,
atingindo um pico e em seguida decrescendo.
2.3 Estimação dos Parâmetros pelo Método de Máxima Verossimilhança
Em estudos de sobrevivência o interesse geral ao se estudar o comportamento
de amostras é responder à perguntas de interesses envolvendo o caso analisado. O ajuste de
um modelo a partir de dados amostrais permite ao pesquisador responder à perguntas que
vão além do que foi observado no estudo.
Um modelo probabilístico, segundo Colosimo e Giolo (2006), é caracterizado por
quantidades desconhecidas, os parâmetros. Os dados observados para uma amostra servem
para que estes parâmetros possam ser estimados. No universo estatístico há variados métodos
de estimação de parâmetros de modelos. Porém, nem todos são convenientes para estudos de
tempos de vida, uma vez que não conseguem agregar as censuras nos seus procedimentos.
Um método de estimação capaz de incorporar as censuras é o Método de Má-
xima Verossimilhança. Sendo θ um único parâmetro ou um vetor destes, o método consiste,
basicamente, em encontrar um valor para os parâmetros de tal forma que maximize a proba-
bilidade da amostra observada ocorrer. Em outras palavras, Colosimo e Giolo (2006) aﬁrma
que o método procura encontrar uma distribuição que melhor explique a amostra observada.
Antes de obter a função de máxima verossimilhança para θ é importante analisar
a natureza do mecanismo de censura, segundo Kalbﬂeisch e Prentice (2002). A função de
máxima verossimilhança para tempos de vida é dividida em duas partes. Uma dessas é a
função de densidade que representa a contribuição das observações não-censuradas. Já para
os dados censurados suas contribuições são representadas pela sua função de sobrevivência
S(t). A menos de uma constante, Colosimo e Giolo (2006) deﬁnem a função de verossimilhança
para todos os mecanismos de censuras à direita como:
22
L(θ) ∝
n∏
i=1
[f(ti; θ)]
δi [S(ti; θ)]
1−δi ,
em que:
δi =
 1 se ti é um tempo de falha;0 se ti é um tempo censurado.
Os cálculos podem ser facilitados utilizando o logaritmo da função. Os estima-
dores obtidos serão os mesmos em qualquer das situações, uma vez que os valores encontrados
serão aqueles que maximizam a função ou suas equivalentes. Assim, pode-se encontrar os es-
timadores que caracterizam o modelo resolvendo o seguinte sistema de equações:
U(θ) =
∂ log(L(θ))
∂θ
= 0.
2.4 Teste da Razão de Verossimilhança
Para testar a qualidade do ajuste dos modelos supracitados pode ser realizado o
teste de hipótese denominado por Teste da Razão de Verossimilhança. Sendo x = (x0, ...xp)′ o
vetor de parâmetros, é possível testar hipóteses relacionadas a este vetor ou a um subconjunto
dele, segundo Colosimo e Giolo (2006).
A função de verossimilhança é a base deste teste. É feita a comparação dos
valores dos logaritmos da função de verossimilhança maximizada sem restrição, no caso deste
trabalho da Beta-Burr XII e sob H0, que seriam as log-verossimilhanças associadas às distri-
buições Burr XII e Log-Logística.
A estatística do teste é dada por:
TRV = −2log
[
L(θ0)
L(θ)
]
= 2[log(L(θ))− log(L(θ0))],
em que sob H0 : θ = θ0, segue aproximadamente uma distribuição qui-quadrado com p graus
de liberdade, em que p corresponde à diferença entre o número de parâmetros do modelo
completo e o número de parâmetros do modelo restrito. A hipótese nula será rejeitada, a um
nível de signiﬁcância de 100 (1− α)% quando TRV > χ2p,1−α.
Pode-se ainda encontrar na literatura outros testes para veriﬁcação de adequa-
bilidade. Os mais comuns são os Teste de Wald e o Teste Escore que são descritos brevemente
por Colosimo e Giolo (2006).
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2.5 Fração de Cura
Os modelos ajustados pela análise de sobrevivência, em geral, assumem que
todos os elementos sob observação são suscetíveis à falha. Isto é, em um espaço de tempo
suﬁcientemente longo, os indivíduos sofrerão a falha. Nessas situações, caso a falha ocorra é
registrado o tempo de falha, caso contrário a observação se torna censurada.
Na prática, a suposição de que todos os indivíduos são propensos à falha nem
sempre será atendida. Segundo Fachini(2011), há situações em que uma parte da amostra
pode não ser suscetível ao evento de interesse e dessa forma nunca experimentar o evento de
falha. Essa proporção da amostra é conhecida como indivíduos não suscetíveis ou curados.
Os modelos de cura são modelos de sobrevivência que permitem alocar a fração
de indivíduos curados. O primeiro passo para veriﬁcar se há presença de curados no dados é
analisar a função de sobrevivência desses. Se for observado que essa função não converge para
zero quando o tempo aumenta pode-se considerar a hipótese de presença de elementos não
suscetíveis ao evento de interesse. Com esse tipo de comportamento a função de sobrevivência
será conhecida como imprópria.
Para acomodar a fração de cura no modelo a população é dividida em duas
subpopulações. Assim, ou o indivíduo é curado com probabilidade de 1 − φ ou é propenso
à falha ou censura com probabilidade φ, pertencendo ao grupo que compõe a função de
sobrevivência S(t). Um modelo para distribuição de tempos de sobrevivência que incorpora
a fração de curados, segundo Berkson e Gage (1952), é dado por:
S∗(t) = (1− φ) + φS(t), (6)
em que φ ∈ [0,1], com as seguintes propriedades: limt→∞ S∗(t) = (1− φ) e limt→0 S∗(t) = 1.
Note que para os casos em que φ = 1, tem-se como caso particular da equação
(6) a função de sobrevivência própria.
Aplicando os resultados das equações (1) e (2) na equação (6), tem-se como
resultado para a função densidade de probabilidade do modelo com fração cura:
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f ∗(t) =
∂F ∗(t)
∂t
=
∂[1− (1− φ)− φS(t)]
∂t
=
∂[−φS(t)]
∂t
= −φ[−f(t)]
= φf(t).
2.6 Modelo de Regressão Locação e Escala
No estudo de sobrevivência, é esperado que covariáveis inﬂuenciem o comporta-
mento dos tempos de falha. Ainda, essas covariáveis podem explicar parte da heterogeneidade
desses tempos. Em estudos na área médica, por exemplo, o tempo de sobrevivência de um
paciente pode ser inﬂuenciado pela idade ou sexo do paciente.
Um meio para incluir as informações das covariáveis no estudo de dados de
sobrevivência é o modelo de regressão. As covariáveis podem ser incluídas no modelo de
diferentes formas. Neste trabalho será considerado apenas o modelo de locação e escala, em
que as covariáveis são inseridas no parâmetro de locação.
Seja xT = (x1, x2, ..., xp) um vetor formado por observações de p variáveis re-
gressoras. Considere, também, Y = log(T), ou seja, Y , como logaritmo dos tempos de sobre-
vivência. O modelo de locação e escala que relaciona Y e o vetor de variáveis explicativas x
é dado por:
Y = µ(x) + σZ,
em que µ (−∞ < µ < ∞) é o parâmetro de de locação, σ (0 < σ < ∞) é o parâmetro de
escala e Z um erro aleatório com distribuição conhecida independente de x.
A função densidade de probabilidade é deﬁnida por:
f(y;µ, σ) =
1
σ
g
(
y − µ(x)
σ
)
,−∞ < y <∞ (7)
e função de sobrevivência G
(
y−µ
σ
)
.
Uma maneira comum de assumir µ(x) é:
µ(x) = xTβ
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em que β = (β0, β1, ..., βp) é o vetor de parâmetros desconhecidos associado às covariáveis.
Vale notar que o modelo é log-linear para os tempos de sobrevivência, T , e por
isso um modelo de regressão linear para Y . Ainda, nota-se que o vetor de variáveis explicativas
tem efeito multiplicativo em T.
2.6.1 Modelo de Regressão Beta Burr XII
Aplicando o resultado exposto acima, as funções densidade de probabilidade
e de sobrevivência para Y=log(T) em que T ∼ BBXII(a, b, s, k, c), podem ser expressas,
respectivamente, como:
fY (y) =
k
σBeta(a, b)
exp
(
y − µ(x)
σ
)[
1+exp
(
y − µ(x)
σ
)]−(kb+1){
1−
[
1+exp
(
y − µ(x)
σ
)]−k}a−1
e
S(y) = 1− 1B(a, b)
∫ 1−[1+exp( y−µ(x)
σ
)]−k
0
ωa−1(1− ω)b−1dω,
em que a, b, σ, k > 0, −∞ < y <∞ e −∞ < µ <∞.
Como já citado, as distribuições Burr XII e Log-logística são casos particulares
da distribuição Beta Burr XII. Dessa forma, para a = b = 1, tem-se como função densidade
de probabilidade e função de sobrevivência para o modelo de regressão Burr XII em Y :
fY (y) =
k
σ
exp
(
y − µ(x)
σ
)[
1 + exp
(
y − µ(x)
σ
)]−(k+1)
e
S(y) =
[
1 + exp
(
y − µ(x)
σ
)]−k
.
em que σ, k > 0, −∞ < y <∞ e −∞ < µ <∞.
A partir do modelo de regressão Beta Burr XII, assumindo k = a = b = 1,
σ > 0, −∞ < y < ∞ e −∞ < µ < ∞, obtém-se o modelo de regressão Log-Logístico que
tem as seguintes funções de densidade de probabilidade e sobrevivência:
fY (y) =
1
σ
exp
(
y − µ(x)
σ
)[
1 + exp
(
y − µ(x)
σ
)]−2
e
S(y) =
[
1 + exp
(
y − µ(x)
σ
)]−1
.
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Em todas as funções as covariáveis podem ser incluídas por meio da relação
µ(x) = xTβ, em que β = (β0, ..., βp) é o vetor de parâmetros.
O desenvolvimento dos cálculos das funções de densidade de probabilidade para
os modelos de regressão locação e escala, descritos nesta seção, podem ser encontrados no
Anexo A. A funções de sobrevivência são obtidas automaticamente a partir das equações (1)
e (2).
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3 METODOLOGIA
3.1 Material
Para aplicar o modelo proposto neste trabalho, será utilizado um conjunto de
dados reais. Os dados são oriundos de um experimento realizado para avaliar o impacto da
suplementação com vitamina A na redução da taxa da morbidade infantil por diarreia.
O desenho da pesquisa de suplementação de vitamina A em crianças pré-
escolares se fez em cima de um ensaio clínico de base comunitária, aleatório e placebo contro-
lado. A coleta de dados durou 12 meses (dezembro de 1990 a dezembro de 1991) e envolveu
uma amostra de 1.240 crianças do nordeste brasileiro.
O evento de interesse é a ocorrência de um episódio de diarreia na criança.
Dessa forma, o tempo se falha ﬁcou deﬁnido como o tempo entre a primeira dose de vitamina
A até a ocorrência do evento de interesse. A ﬁm de explicar parte da heterogeneidade dos
tempos de falha há ainda informações de três covariáveis: idade, tipo de tratamento adotado
(placebo ou vitamina A) e sexo da criança. Para mais detalhes acerca dos dados consulte
Barreto et al. (1994).
3.2 Métodos
Considerando as seções 2.5 e 2.6, propõe-se o modelo de Regressão locação e
escala com fração de cura, para ajuste dos dados observados.
Através das equações (6) e (7), pode-se obter o seguinte resultado geral para
função de sobrevivência e função densidade de probabilidade para o modelo de regressão
locação e escala com fração de cura, em que Y=log(T):
S∗(y) = (1− φ) + φS(y) (8)
e
f ∗(y) = φf(y). (9)
Em particular, para o modelo de regressão Beta Burr XII com fração de cura
as funções de densidade de probabilidade e sobrevivência serão determinadas por:
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fY (y) = φ
(
k
σBeta(a, b)
exp
(
y − µ(x)
σ
)[
1+exp
(
y − µ(x)
σ
)]−(kb+1){
1−
[
1+exp
(
y − µ(x)
σ
)]−k}a−1)
e
S(y) = (1− φ) + φ
(
1− 1
B(a, b)
∫ 1−[1+exp( y−µ(x)
σ
)]−k
0
ωa−1(1− ω)b−1dω
)
,
em que a, b, σ, k > 0, −∞ < y <∞, −∞ < µ <∞ e 0 < φ < 1.
Para obter os casos particulares do modelo de regressão Beta-Burr XII basta
tomar, a = b = 1 e será encontrado o modelo de regressão Burr XII com fração de cura. Para
k = a = b = 1, tem-se o modelo de regressão logístico com fração de cura.
A estimação dos parâmetros será feita por meio do método de máxima veros-
similhança restrita. Sendo o vetor de parâmetros θ sob w restrições de inequações lineares
uTj θ − cj ≥ 0, j = 1, 2, ..., w, em que uTj é um vetor wx1 e cj são escalares assumindo valores
0 ou 1, variando de acordo com a restrição de interesse. O vetor uj é do tipo (1,0,0...0) de
tamanho w, assumindo valor 1 na posição em que o parâmetro de interesse se encontra.
A representação do logaritmo da função de verossimilhança sujeito às restrições
lineares é dada por:
lR(θ, ϑ) = l(θ) + ϑ
w∑
j=1
(uTj θ − cj), (10)
em que ϑ > 0 é o parâmetro de ajuste e (uTj θ − cj) é o conjunto de restrições de inequações
lineares.
Esse método de estimação é utilizado considerando o método da função barreira
adaptada. Para maiores detalhes consultar (LANGE, 1999).
Neste trabalho, as estimativas de máxima verossimilhança com restrição nos
parâmetros serão feitas com o auxílio do software R (R Development Core Team, 2012),
através do pacote constrOptim.
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4 RESULTADOS E DISCUSSÃO
4.1 Análise Exploratória dos dados de Suplementação de Vitamina A
Para análise descritiva dos dados será feita a estimativa de Kaplan-Meier para a
função de sobrevivência e a construção do gráﬁco da curva Tempo Total em Teste para avaliar
o comportamento da função risco. Além disso, também serão feitas análises para avaliar o
comportamento de cada grupo das covariáveis presentes no banco de dados.
Na Figura 1, através da representação gráﬁca da estimativa de Kaplan-Meier,
nota-se que a probabilidade da criança não ter diarreia até 135 dias após receber a dosagem de
vitamina A ou placebo, torna-se estável em aproximadamente 22%. Esse fato é um indicativo
da presença de indivíduos imunes, o que justiﬁca o uso de um modelo com fração de cura.
Além disso, pode-se observar que maior parte dos dados censurados ocorrem a partir de 120
dias de estudo.
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Figura 1  Curva de sobrevivência estimada pelo método de Kaplan-Meier para os tempos de falha.
Para avaliar o impacto do sexo das crianças nos tempos de falha foram feitas as
estimativas de Kaplan-Meier para cada grupo. Ambas as curvas não aparentam ser distintas.
O resultado de cada gênero é ilustrado na Figura 2.
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Figura 2  Curva de sobrevivência estimada pelo método de Kaplan-Meier para os tempos de falha
de cada gênero.
A covariável tratamento é analisada na Figura 3, em que nota-se uma sutil
diferença entre as curvas de sobrevivência. Essa suposta diferença indica que as crianças
que receberam dose de vitamina A tem maior probabilidade de sobrevivência que as demais
crianças, dado um mesmo tempo t.
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Figura 3  Curva de sobrevivência estimada pelo método de Kaplan-Meier para os tempos de falha
de cada tratamento.
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Para determinar o comportamento da função risco, observa-se a Figura 4. Pode-
se notar um comportamento crescente, tornando-se estável e em seguida crescendo novamente.
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Figura 4  Tempo total em teste para os tempos de falha.
Analisando o comportamento dos indivíduos de diferentes sexo e submetidos a
diferentes tipo de tratamento, nota-se nas Figuras 5 e 6 a mesma tendência de distribuição
para ambas as covariáveis e sutis diferenças entre sexo feminino, masculino e tratamento
placebo, vitamina A.
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Figura 5  Tempo total em teste para os tempos de falha por sexo.
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Figura 6  Tempo total em teste para os tempos de falha por tipo de tratamento.
Esses resultados sugerem uma possível distribuição bimodal para os dados. Po-
rém, pode-se esperar com a inclusão das informações das covariáveis, que uma distribuição
unimodal seja adequada para modelagem dos dados. Assim, será desenvolvido um modelo
de regressão com as distribuições descritas na Seção 2.2 e uma extensão desses, ao incluir a
informação de possíveis indivíduos curados no estudo. Tudo isso, originará um modelo de
regressão com fração de cura.
4.2 Análise das Distribuições Aplicadas aos dados de Suplementação de Vita-
mina A
De acordo com os resultados encontrados na seção anterior, serão avaliadas
algumas distribuições que acomodam o comportamento unimodal dos tempos de falha. São
essas distribuições: Beta Burr XII, Burr XII e Log-logística, já apresentadas neste trabalho.
Com o auxílio do software R, os parâmetros para as três distribuições foram
estimados e podem ser veriﬁcados abaixo:
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Tabela 1  Estimativa dos parâmetros dos modelos e o valor de sua verossimilhança.
Modelo Estimativas Verossimilhança
s c k a b
Beta Burr XII 4,53 2,94 0,24 4,23 1,27 -4836,66
Burr XII 14,55 3,45 0,19 - - -4843,60
Log-logística 48,56 1,49 - - - -4910,17
Para veriﬁcar qual modelo melhor se ajusta aos dados, foi realizado o teste da
razão de verossimilhança e uma análise gráﬁca, comparando a curva dos modelos com a curva
estimada pelo método de Kaplan-Meier.
O resultado do teste da razão de verossimilhança (TRV) pode ser veriﬁcado
na Tabela 2. O teste mostra que estatisticamente o modelo mais completo, Beta Burr XII,
ajusta melhor os dados que os demais modelos encaixados.
Tabela 2  Teste da Razão de Verossimilhança.
Modelo log(L(θ)) TRV g.l. valor-p
Beta Burr XII -4836,66 - - -
Burr XII -4843,60 13,88 2 <0.0001
Log-logística -4910,17 133,15 1 0
Fazendo uma análise gráﬁca a partir da Figura 7 conﬁrma-se o resultado exibido
na Tabela 2, uma vez que a curva de sobrevivência ajustada pela distribuição Beta Burr XII
está notoriamente mais próxima da estimativa não paramétrica de Kaplan - Meier.
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Figura 7  Curvas de sobrevivência para os tempos de falha.
A partir do resultado evidenciado pela Tabela 2 e Figura 1, a análise do modelo
de regressão locação e escala com fração de cura será feita a partir da distribuição Beta Burr
XII.
4.3 Ajuste dos Dados ao Modelo de Regressão Beta-Burr XII com Fração de
Cura
Para o ajuste do modelo de regressão Beta-Burr XII com fração de cura,
acrescentou-se as informações das covariáveis: idade, tratamento e sexo, sendo seus coeﬁ-
cientes respectivamente: β1, β2, β3 e tendo ainda o β0 como intercepto. Além disso, tem-se o
parâmetro φ que representa a proporção de indivíduos suscetíveis à falha, e por conseguinte,
(1− φ) representa a proporção de indivíduos curados.
Os resultados das estimativas dos modelos com e sem fração de cura estão
exibidos na Tabela 3.
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Tabela 3  Estimativa dos parâmetros dos Modelos de Regressão Beta Burr XII com fração de cura
e sem fração de cura e o valor de suas verossimilhanças.
Parâmetros Estimativas
do Modelo Modelo Com Fração de Cura Modelo Sem fração de cura
φ 0,99 -
σ 0,60 0,61
k 0,20 0,22
a 5,23 5,27
b 4,15 3,92
β0 0,74 0,74
β1 0,02 0,02
β2 0,08 0,08
β3 0,06 0,06
Verossimilhança -1604,24 -1604,26
A Tabela 3 indica que o parâmetro que representa a proporção de indivíduos
curados no estudo se aproxima do valor 1, isto é, há evidências de que o parâmetro φ é não-
signiﬁcativo. Para testar a signiﬁcância do parâmetro na fronteira do espaço paramétrico,
segundo Maller e Zhow (1996), deve-se assumir que 2(log(L(θ))− log(L(θ0)) tem distribuição
Qui-quadrada deﬁnida por: P (X ≤ x) = 1
2
+ 1
2
P (χ2 ≤ x). O percentil de 95% desta
distribuição é 2,71. Caso o valor da estatística do teste seja menor que 2,71, não se rejeita a
hipótese nula, de que φ = 1. No caso dos modelos expostos na Tabela 3, tem-se: 2(−1604, 24+
1604, 26) = 0, 02 < 2, 71. Portanto, o resultado revela que não há evidências para rejeitar a
hipótese nula de que ambos os modelos são equivalentes. Ainda, tem-se que as estimativas
dos parâmetros tanto em um modelo, quanto no outro são bem próximas.
Com este resultado, descarta-se a hipótese de que neste estudo há indivíduos
não suscetíveis à falha. Isto é, crianças imunes à diarreia.
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4.4 Avaliação do Ajuste aos Dados dos Modelos de Regressão Locação e Escala
Encaixados
Após detectar que não há evidências para aﬁrmar a presença de indivíduos
curados na amostra, é necessário reavaliar a signiﬁcância dos demais parâmetros. Para isso,
será inicialmente testada a hipótese dos parâmetros a e b serem iguais à 1, isto é, a = b = 1,
tendo como resultado caso a hipótese não seja rejeitada, o modelo de regressão Burr XII.
Para isso, é feito novamente o TRV comparando o Modelo de Regressão Beta Burr XII com
o Modelo de Regressão Burr XII.
Os resultados das estimativas dos parâmetros e do teste da razão de verossimi-
lhança são apresentados nas tabelas 4 e 5, respectivamente.
Tabela 4  Estimativa dos parâmetros dos Modelos de Regressão Locação e Escala e o valor de suas
verossimilhanças.
Parâmetros Estimativas
do Modelo Modelo de Regressão Modelo de Regressão
Beta Burr XII Burr XII
a 5,27 1
b 3,92 1
σ 0,61 0,36
k 0,22 0,28
β0 0,74 2,25
β1 0,02 0,02
β2 0,08 0,09
β3 0,06 0,04
Verossimilhança -1604,26 -1611,67
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Tabela 5  Teste da Razão de Verossimilhança para os Modelos de Regressão Locação e Escala.
Modelo log(L(θ)) TRV g.l. valor-p
Beta Burr XII -1604,26 - - -
Burr XII -1611,67 14,82 2 <0.0001
Novamente, o teste da razão de verossimilhança, indica que não há evidências
de que o Modelo de Regressão Burr XII seja tão adequado para ajuste dos dados quanto
o Modelo de Regressão Beta Burr XII. Portanto, assume-se o modelo mais completo como
melhor modelo para explicar os tempos de falha e sua relação com as covariáveis.
4.5 Análise das Covariáveis
É importante veriﬁcar a signiﬁcância das covariáveis presentes no modelo. Isto
é, avaliar se elas inﬂuenciam no comportamento dos tempos de falha ou não.
A partir do modelo escolhido na seção anterior, Modelo de Regressão Beta -
Burr XII, as covariáveis foram testadas retirando cada uma delas do modelo, uma a uma, e
utilizando o logaritmo da a função de verossimilhança para comparar os resultados, através do
teste da razão de verossimilhança. A Tabela 6 apresenta os resultados dos testes comparando
cada modelo sem uma das covariáveis, com o modelo completo.
O resultado do TRV exibido na Tabela 6 indica que o modelo de regressão
Beta Burr XII sem a covariável idade não é estatisticamente equivalente ao modelo completo,
indicando que esta covariável é signiﬁcativa no modelo. O mesmo não é válido para as demais
covariáveis, pois o TRV aponta que se as retirarmos, uma a uma, do modelo obtendo um
modelo mais simples, este será tão adequado quanto o modelo completo.
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Tabela 6  Teste da Razão de Verossimilhança para testar covariáveis
Modelo log(L(θ)) TRV g.l. valor-p
Beta Burr XII -1604,26 - -
Beta Burr XII (sem covariável idade) -1637,53 66,54 1 <0,0001
Beta Burr XII (sem covariável tratamento) -1605,25 1,98 1 0,16
Beta Burr XII (sem covariável sexo) -1604,8 1,08 1 0,30
Para conﬁrmar que o Modelo de Regressão Beta - Burr XII com a covariá-
vel idade é tão adequado quanto o modelo completo, fez-se novamente o teste da razão de
verossimilhança para efeitos de comparação, conforme Tabela 7.
Tabela 7  Teste da Razão de Verossimilhança para testar covariáveis
Modelo log(L(θ)) TRV g.l. valor-p
Beta Burr XII -1604,26 - -
Beta Burr XII (apenas com a covariável idade) -1605,89 3,26 2 0,20
Portanto não há evidências para rejeitar a hipótese de que o modelo mais simples
apenas com a covariável idade é tão signiﬁcativo para explicar o comportamento dos tempos
de falha quanto o modelo completo. Assim, adotando o princípio da parcimônia adota-se
como modelo o modelo mais simples. Ainda, de acordo com o modelo ﬁnal tem-se que quanto
mais velha for a criança, maior o tempo até que ela apresente sintomas de diarreia. Em
relação ao gênero e tratamento recebido pela criança não houve evidências para assegurar a
signiﬁcâncias dessas covariáveis ao descrever o comportamento dos tempos de sobrevivência,
como esperado a partir dos resultados observados nas Figuras 2 e 3.
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5 CONSIDERAÇÕES FINAIS
A partir do estudo desenvolvido neste trabalho e dos resultados encontrados,
conclui-se que o modelo com mais parâmetros, Modelo de Regressão Beta - Burr XII é o
mais adequado para ajuste dos tempos de falha dos indivíduos observados. Porém, notou-se,
também, que apenas a inclusão da covariável idade é suﬁciente para explicar o comportamento
dos dados.
Como esperado, uma distribuição unimodal ajustou-se bem aos dados, tendo
suas estimativas bem próximas às encontradas pelo método não-paramétrico de Kaplan-Meier.
Porém, os resultados mostraram que não há evidências de indivíduos não suscetíveis à falha
na amostra.
O modelo escolhido indicou que quanto mais velha for a criança maior será
o tempo até que ela apresente sintomas de diarreia. Contudo, no estudo realizado não foi
constatado que a vitamina A tem efeito signiﬁcativo no tempo de falha da criança, isto é,
não há diferença entre esta receber ou não doses da vitamina. O mesmo ocorreu quanto ao
gênero dos indivíduos observados.
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Anexo A: Modelos de regressão locação e escala
A seguir, serão apresentados os cálculos dos modelos de regressão locação e
escala para as distribuições Log-logística, Burr XII e Beta-Burr XII.
Modelo Log-logístico
Considere t uma variável aleatória com distribuição log-logística. Seja Y =
log(t). Tem-se, então, que:
1. t = exp(y)
2. fY (y) = fT (y)|J |, em que:
|J | = dt
dy
= exp(y)
Aplicando esses resultados juntamente com a Equação 5, tem-se que:
fY (y) =
c
sc
exp(y)c−1
[
1 +
(
exp(y)
s
)c]−2
exp(y)
=
c
sc
exp(y)c
[
1 +
(
exp(y)c
sc
)]−2
=
c
sc
exp(cy)
[
1 +
(
exp(cy)
sc
)]−2
.
Fazendo as seguintes substituições: s = exp(µ) e c = 1/σ, temos:
fY (y) =
1/σ
exp(µ) 1
σ
exp(y/σ)
[
1 +
(
exp(y/σ)
exp(µ)1/σ
)]−2
=
1
σ
exp(y/σ)
exp(µ/σ)
[
1 +
(
exp(y/σ)
exp(µ/σ)
)]−2
=
1
σ
exp
(
y − µ
σ
)[
1 + exp
(
y − µ
σ
)]−2
.
Portanto, Y ∼ Logistica(µ, σ).
Modelo Burr XII
Seja t uma variável aleatória com distribuição Burr XII. Considere ainda que,
Y = log(t). Seguindo os passos do caso anterior e utilizando a Equação 4, tem-se que:
fY (y) = ck
[
1 +
(
exp(y)
s
)c](−k−1)(exp(y)c−1
sc
)
exp(y)
= ck
[
1 +
exp(cy)
sc
](−k−1)
exp(cy)
sc
.
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Fazendo as seguintes substituições: s = exp(µ) e c = 1/σ, temos:
fY (y) =
1
σ
k
[
1 +
exp( 1
σ
y)
exp(µ)1/σ
]−(k+1) exp( 1
σ
y)
exp(µ)
1/σ
=
k
σ
exp
(
y − µ
σ
)[
1 + exp
(
y − µ
σ
)]−(k+1)
.
Portanto, Y ∼ log −BurrXII(µ, σ, k).
Modelo Beta Burr XII
Suponha, agora, que t é uma variável aleatória com distribuição Beta Burr XII.
Analogamente aos casos anteriores e fazendo uso da Equação 3, tem-se que:
fY (y) =
ckexp(y)c−1
scB(a, b)
[
1 +
exp(y)c
sc
]−(kb+1){
1−
[
1 +
(
exp(y)
s
)c]−k}a−1
exp(y).
Fazendo as seguintes substituições: s = exp(µ) e c = 1/σ, temos:
fY (y) =
1
σ
kexp(y)1/σ
exp(µ)Beta(a, b)
[
1 +
exp(y)1/σ
exp(µ)1/σ
]−(kb+1){
1−
[
1 +
(
exp(y)
exp(µ)
)1/σ]−k}a−1
=
k
σBeta(a, b)
exp
(
y − µ
σ
)[
1 + exp
(
y − µ
σ
)]−(kb+1){
1−
[
1 + exp
(
y − µ
σ
)]−k}a−1
.
Portanto, Y ∼ log −BetaBurrXII(µ, σ, k).
