Aims. We present a study of variability time scales in a large sample of Active Galactic Nuclei at several frequencies between 4.8 and 230 GHz. We investigate the differences of various AGN types and frequencies and correlate the measured time scales with physical parameters such as the luminosity and the Lorentz factor. Our sample consists of both high and low polarization quasars, BL Lacertae objects and radio galaxies. The basis of this work is the 22 GHz, 37 GHz and 87 GHz monitoring data from the Metsähovi Radio Observatory spanning over 25 years. In addition, we used higher 90 GHz and 230 GHz frequency data obtained with the SESTtelescope between 1987 and 2003. Further lower frequency data at 4.8 GHz, 8 GHz and 14.5 GHz from the University of Michigan monitoring programme have been used. Methods. We have applied three different statistical methods to study the time scales: The structure function, the discrete correlation function and the Lomb-Scargle periodogram. We discuss also the differences and relative merits of these three methods. Results. Our study reveals that smaller flux density variations occur in these sources on short time scales of 1-2 years, but larger outbursts happen quite rarely, on the average only once in every 6 years. We do not find any significant differences in the time scales between the source classes. The time scales are also only weakly related to the luminosity suggesting that the shock formation is caused by jet instabilities rather than the central black hole.
Introduction
Long term multifrequency monitoring data of a large sample of Active Galactic Nuclei (AGNs) provides an efficient means for studying the physical processes behind the variability behaviour of individual objects. It is also a useful tool for studying differences between various AGN classes. Hughes et al. (1992) used the structure function (SF) to study the time scales of variability in a large sample of sources at frequencies 4.8, 8 and 14.5 GHz, using data from the University of Michigan monitoring programme. The SF was also used by Lainela & Valtaoja (1993) , hereafter Paper I, to study the time scales of the Metsähovi monitoring sample. Since then the amount of data has more than tripled. In this paper we analyse the updated extensive database and compare the results to Paper I.
The discrete correlation function (DCF) and the LombScargle periodogram (LS-periodogram) were also used to search for the variability time scales at several frequency bands. Both of these have been used previously to study periodicities and time scales in individual sources (eg. Villata et al. 2004; Ciaramella et al. 2004; Raiteri et al. 2003 Raiteri et al. , 2001 Roy et al. 2000) . Aller et al. (2003) studied the Pearson-Readhead extragalactic source sample, monitored at the University of Michigan, by using the LS-periodogram without finding any significant periodicities.
We have used these methods to look for the typical flare occurrence rates and other variability properties of this large sample of sources. By using more than one method we hoped to ensure that the time scales obtained are real. Furthermore, the experience we gain in using different methods will let us choose in the future the proper methods for specific analysis needs. The DCF was used to study the radio-optical correlations in the Metsähovi monitoring sample by Tornikoski et al. (1994) and Hanski et al. (2002) . In the present paper we have, however, used the autocorrelation at each radio frequency band instead of cross correlation between different frequencies.
The long term variability time scales can tell us about how often certain objects, or certain classes of objects, are in a flaring state and how long do these flares typically last. We also learn about flare evolution from one frequency domain to the other. This helps us in developing radio shock models. The knowledge of typical flare time scales is also important for the work done on extragalactic foreground sources for the ESA Planck Surveyor satellite 1 mission, to be launched in 2008. The Planck satellite will be used to study the cosmic microwave background (CMB) emission, and all the foreground sources, including AGNs, must be removed from the results. Therefore it is important to understand the characteristic time scales of AGN variability at high radio frequencies. This paper is part of our broader study of various AGN types that affect the foreground of Planck. This paper is organised as follows: In Sect. 2 we describe the source sample and the data. The methods used for the analyses are described in Sect. 3 and the results are presented in Sect. 4.
The Sample and Observations
The sample consists of 80 sources which have been selected from the Metsähovi monitoring sample. We included objects for which we have data from a time window of over 10 years in at least two frequency bands. However, most of the sources have been monitored up to 25 years, enabling a search for longer time scales. Sources which are included in the monitoring list are bright sources with a flux density of least 1 Jy in the active state. The present sample is shown in Table 1 2 . The columns show the observing frequency, the length of the time series and the number of points for each source.
The sample consists of different types of AGNs. 24 of the sources are BL Lacertae objects (BLOs), 23 Highly Polarized Quasars (HPQs), 28 Low Polarization Quasars (LPQs) and 5 Radio Galaxies (GALs). Quasars are considered to be highly polarized if their optical polarization has exceeded 3 percent at some point in the past. It is possible that some of the low polarized objects are in reality HPQs but they have not been observed in an active state. For 5 objects we had no information about their optical polarization, and they are considered LPQs in this study. When we study the statistical differences of the various groups, only BLOs, HPQs and LPQs will be considered , because of the low number of GALs in our sample. The variability of BLOs will also be studied in more detail in a forthcoming paper by Nieppola et al. (2007, in preparation for A&A) .
The core of this work is the monitoring data from the 14 meter Metsähovi Radio Telescope. We have been monitoring a sample of AGNs for over 25 years at frequencies 22, 37 and 87 GHz (Salonen et al. 1987; Teräsranta et al. 1992 Teräsranta et al. , 1998 Teräsranta et al. , 2004 Teräsranta et al. , 2005 . Our study also includes unpublished data at 37 GHz from December 2001 to April 2005. The data for BL Lacertae objects from this period are published in Nieppola et al. (2007) . The observation method and data reduction process are described in Teräsranta et al. (1998) . The Swedish-ESO Submillimetre Telescope (SEST) at La Silla, Chile, was used in our monitoring campaign to sample the high frequency, 90 and 230 GHz variability of southern and equatorial sources (Tornikoski et al. (1996) , Tornikoski et al. 2007 , in preparation for A&A). The monitoring campaign at SEST lasted from 1987 to 2003. High frequency data at 90 and 230 GHz were also collected from the literature (Steppe et al. 1988 (Steppe et al. , 1992 (Steppe et al. , 1993 Reuter et al. 1997) . The lower frequency data at frequencies 4.8, 8 and 14.5 GHz were provided by the University of Michigan Radio Observatory (UMRAO) monitoring programme. Details of calibration and data reduction are described in Aller et al. (1985) . We had sufficiently well-sampled 230 GHz data for our analysis for only 7 sources and therefore that frequency band is not used when average time scales and differences between the source classes are studied.
The median interval between the observations in individual sources varied from 31 days to 47 days at 22 and 90 GHz, respectively. At 37 GHz the median sampling rate was 41 days, but the value depends on the source. The minimum average value, 6.8 days, was at 37 GHz for the source 3C 84, which is used as a secondary calibrator in the Metsähovi observations. The minimum average for a source not used as a calibrator was 8.9 days for the source 3C273 at 37 GHz. The maximum average value, 2 Table 1 is available only in the electronical edition of the journal, www.aanda.org 186.4 days, was for the source 2234+282 also at 37 GHz. We also compared the sampling rates in Paper I for the 40 sources in common in our samples with sampling rates from data after 1993. At 22 GHz the difference is larger with a median of 39 days in Paper I and 19 days after 1993. At 37 GHz the median sampling rate is 31 days for both data sets. For the 40 sources not included in Paper I, the median sampling rate during the whole period was 40 days at 22 GHz and 61 days at 37 GHz.
Methods
Three methods were used to study the characteristic time scales of different types of AGNs: SF, DCF and LS-periodogram. We chose to use three different methods because we also wanted to study these methods in more detail, as well as the differences between them. An additional reason for using the SF analysis was to compare the results with those of the analysis done in Paper I. This way we can study how 13 years of additional data affect the time scales.
The structure function
The general description of the structure function is given by Simonetti et al. (1985) . We will use only the first-order SF defined in Eq. 1,
where S (t) is the flux density at time t and τ is the time lag. Our analysis follows the descriptions in Paper I and Hughes et al. (1992) . Here we will only shortly describe the method. An ideal structure function is presented in Fig. 1 . It consists of two plateaus and a slope between them. The x-axis shows logarithm of the timelag, τ, and the y-axis shows the logarithm of the structure function, D(τ). We can identify a time scale at the point T max where the structure function reaches its second, higher plateau. This time scale is the maximum time scale of correlated behaviour. For lags longer than T max , we have a plateau with amplitude equal to twice the variance of the signal. The lower plateau at short timelags is equal to twice the average variance of the measurement noise for a single data point.
In addition, we can find out the nature of the process from the slope b between the two plateaus. If the lightcurve can be modelled as a white or a red noise process, then a slope of unity in the structure function implies shot noise, and a slope close to zero implies flicker or white noise. Usually the process is a mixture of these processes and the slope is something between 0 and 1. See Hufnagel & Bregman (1992) for details. If one large outburst dominates the time series, the slope may be steeper than 1. A strong linear trend or a strong periodic oscillation in the data is expected to produce a slope of 2.
In our analysis the timelag runs from 1 week to the length of the light curve. Many of the sources have been observed approximately once a week, and therefore we have chosen the lower limit to be one week. Higher frequencies (90 and 230 GHz) have usually been monitored for shorter times. We first calculated the differences squared for all the two point pairs, and then to create the structure function we averaged all the samples into 0.1 dex wide bins.
We estimated the error caused by observational uncertainties to the SF by an independent bootstrap method. For each source and frequency we created a model light curve by running over the light curve a boxcar with a length of 10 days and averaging. We tested also other averaging lengths but using much shorter values we would have not provided enough non-zero residuals for scrambling. Much longer averaging lengths would have started to average over significant variability in some sources. We then subtracted this 10-day model from each light curve and created a bank of residuals. A new simulated light curve was made by adding to each point in the model a randomly selected residual. The time sampling of the original light curve was thus preserved. This was repeated so that each residual was selected once. Using this new light curve we recalculated a new simulated SF. The procedure was repeated 1000 times. This enables us to put confidence limits to the SF, e.g. the 99% confidence limit at a given time scale was at the value where only 5 points were above or below the value. This method clearly does not require the confidence limits to be symmetric.
Results of the analysis are presented in Sect. 4 and comparison with Paper I in Sect. 5.
Discrete correlation function
Discrete correlation function was first introduced by Edelson & Krolik (1988) . Hufnagel & Bregman (1992) generalized the method to include a better error estimate. The advantage of DCF compared to other correlation methods is that it is suitable for unevenly sampled data, which is usually the case in astronomical observations. Here we will describe only briefly the method and formulae used, and refer to Tornikoski et al. (1994) and Hufnagel & Bregman (1992) for details.
First we need to calculate the unbinned correlations for the time series. Note that the formulation below allows for cross correlations. This is done using Eq. 2, where a i and b j are individual points in the time series a and b,ā andb are the means of the time series, and σ If the bin size is too large, information is lost. On the other hand, if the bin size is too small, we can get spurious correlations, and the time scales may be difficult to interpret. We have chosen a bin size of 50 days for all autocorrelations. For several sources we also tested smaller bin size of 25 days but this did not make noticeable changes to the results.
By binning the UDCF we obtain the DCF using Eq. 3. Here τ is the time of the centre of the time bin and n is the number of points in each bin. We can also calculate the error in each bin by using Eq. 4. This represents the standard deviation of the UDCF estimates within the bin.
A disadvantage of this method is that it does not give any exact probability value for the calculated results. The only way we can study the reliability of the method is to use simulations. The error caused by observational uncertainties have been estimated with the same bootstrap method as for SF, described in the previous section. Here we have used 10000 simulations which means that the 99% confidence limit was at the value where 50 points were above or below the value. One should note that these confidence limits represent the ambiguity caused by observational uncertainties and do not address possible questions posed by the sampling of the data. The errors obtained with this method are similar to those calculated using Eq. 4.
We also used simulated periodic data to test the capability of DCF to find real time scales and found out that it could detect all real time scales well. For our simulations we created flux density curves with strict periodicities by multiplying flares of real sources to extend over a period of 25 years. The DCF could detect the period for the simulated data with good precision. Results of the DCF analysis are presented in Sect. 4.
Lomb-Scargle periodogram
Fourier-based methods can be used for studying periodicities in light curves. We tested if these methods are also suitable for studying the characteristic variability time scales of AGNs. We have chosen the commonly used method of Lomb-Scargle periodogram for this study (Lomb 1976; Scargle 1982) . It is based on the discrete Fourier-transform which has been modified for unevenly sampled data. The method searches for sinusoidal periodicities in the frequency domain. This turns out to be problematic because our light curves are not well represented by a sum of sinusoidal functions. Usually the most significant spike of the periodogram turned out to be at the time scale of the total length of the time series, and other spikes were its harmonics.
We have taken the formulae as they appear in Press et al. (1992) . First we need to calculate the mean and the standard deviation of the time series. We calculated the periodogram with a sampling interval of 1/4T in the frequency space. Here T is the total length of the time series. The upper limit to which the periodogram was calculated was N/2T , where N is the total number of observations. In evenly spaced data this would correspond to the Nyquist frequency. Now we can calculate the Lomb-Scargle periodogram by using Eq. 5,
where t j is the date of an individual observation and ω is the frequency at which we are calculating the periodogram. a j is an individual data point of time series a, andā is the mean of the time series. τ can be calculated from Eq. 6.
A false alarm probability level of z ≈ ln(N/p) for a 99.9% for the most significant spike can be calculated (Scargle 1982) . Unfortunately, this does not tell anything about the significance of other spikes in the periodogram and therefore only the most significant one is used in this analysis. In radio data the annual gaps in the data are much shorter than in the optical and do not contribute to aliasing in a significant way creating spurious spikes.
Results

Results of the structure function analysis
We used the structure function to study the characteristic time scales of 80 sources at frequencies 4.8, 8, 14.5, 22, 37, 90 and 230 GHz. In total we calculated 411 structure functions from which we could determine 447 time scales. In 39 cases we could not determine a variability time scale because the function was too flat or because the errors in the structure function were too large. In 60 cases we could only get a lower limit for the time scale. We could also determine more than one time scale in 69 cases.
The relative number of sources for which we could not determine a time scale depended on the frequency, for example at 14.5 GHz we had only two such cases (sources 1147+245 and 0446+112), but at 90 GHz one third of the sources failed to provide us with a good estimate for the time scale. This was mainly due to the undersampling at 90 GHz and especially at 230 GHz, which caused the structure functions to have large errors and therefore to be difficult to interpret. Also there were only five sources with data at 230 GHz.
Also the number of the lower limit estimates varied between the frequency bands and the source classes. In Table 1 the number of such sources is written in parenthesis for each frequency band and class. The relative percentage of lower limit time scales in LPQs, BLOs and HPQs were 24%, 13% and 11%.
We have plotted the distributions of the time scales at different frequencies and source classes in Fig. 2 . The median time scales of each class in the histograms are marked by vertical lines. The average and median time scales are presented in Table  1 .
Because a substantial number of time scale estimates are lower limits, a much better representative for a characteristic time scale is the median time scale of the group. Practically all median time scales have value of less than 5 years. The median time scales also shorten on average with increasing frequency.
To provide a measure of the slope of the structure function between the plateaus we calculated the local slope in each structure function using trains of 2, 11 and 20 points. By comparing the plots of slope vs. time scale we estimated the actual slope for each light curve. The 2 point slope provided a local measure of the slope, while for the overall slope between the plateaus, the 11 point or the 20 point trains gave more reliable results. Which of the two was better depends on the distance of the plateaus in log τ. This was possible in 358 cases. The slopes varied from 0 to 2.2 while the average of all the frequency bands was near 1, which is expected if the light curve can be modelled as a 1/ f 2 -type shot noise. At 37 GHz the average slope was 0.72 and at 22 GHz 0.83. We ran the Kruskal-Wallis analysis to see if there were differences between the slopes of the source classes. (All Kruskal-Wallis analyses in this paper have been performed with the Unistat software, version 5.0.) At 4.8 GHz we found that the BLOs differed from other classes significantly at P>95% level. At 22 GHz the HPQs differed from the BLOs significantly. At other frequencies we could not find any statistically significant differences between the groups.
Results of the DCF analysis
We used the Discrete Correlation Function to calculate the autocorrelation for 80 sources and obtained 411 autocorrelations. For many sources, more than one time scale was present in the DCF. For each we determined two time scales wherever possible. We identify as the most significant time scale the one that shows significant positive correlation after the DCF has been on the negative side. We were able to determine 273 such time scales. We also identified a time scale that we call the shortest time scale. This is the first peak in the correlation function before it has gained negative values. It did not occur in all cases and usually they appeared as small bumps in the DCF. We could determine the shortest time scale in 175 cases. Furthermore we calculated a redshift corrected time scale of the most significant time scale. Figure 3 shows the distribution of time scales at different frequency bands and source classes. Table 2 shows the average time scales from the DCF analysis for the different frequency bands, and also for BLOs, HPQs and LPQs separately at each frequency band.
Results of the Lomb-Scargle periodogram analysis
We also calculated the Lomb-Scargle periodogram for our source sample. Altogether we obtained 411 periodograms. On average we have data at 5 different frequency bands for each source. From these periodograms we found 140 time scales. In other cases there were no significant spikes in the periodogram or the spikes were at time scales over half of the total length of the time series. We did not take these into account because we are interested in time scales that have occurred at least twice during the observing period. In Fig. 4 we have plotted histograms of the distribution of time scales at all the frequency bands and for all the source classes.
We have calculated the average time scales at all the frequency bands. These are shown in Table 3 . We present the results for the whole sample and also separately for BLOs, HPQs and LPQs. For each source class also the number of sources used to calculate the average are given. Each frequency band is listed separately, and the averages of the most significant time scales are shown as well as the redshift corrected time scales. 
Differences between frequency bands and classes
We ran a set of Kruskal-Wallis tests to search for statistically significant differences between the individual frequency bands and classes. The analysis was done for all three analysis methods separately. Significant differences between frequencies were found from the results of all analysis methods.
In all cases the lower frequencies from 4.8 to 14.5 GHz formed one group. In the same way 22 and 37 GHz formed their own group. In addition there were groups with only higher frequency data from 22 GHz upwards, including 90 and 230 GHz or a group with either 22 or 37 GHz with 4.8 GHz.
We did not find significant differences between the classes in most of the frequency bands. In SF analysis only at 4.8 GHz LPQs differed from the other classes significantly. Also in LSperiodogram we could find differences only at 4.8 GHz, but this time it was the HPQs and BLOs which were drawn from different populations. In the DCF analysis we did not find any significant differences between the source classes.
Redshift corrections
We have made redshift corrections for the time scales of all those sources in our sample for which we could find a redshift in the literature. We did not have the redshift for only one BL Lac object, and for two other BLOs we had only a lower limit estimate. The redshift corrected averages for the analyses are shown in Tables 1, 2 and 3 In the SF analysis we found that at 22 and 37 GHz, the BLOs and the HPQs were drawn from different populations. At other frequency bands we did not find any significant differences. In the DCF analysis at 4.8 GHz the HPQs and BLOs differed from each other and at 37 GHz the BLOs differed from both quasar types significantly. In the LS-periodogram the results were quite similar, only at 4.8 GHz could we find any significant differences with BLOs differing from quasars. The results indicated that there may be a difference between the quasars and BLOs also at other frequency bands but there were only a few objects in each class and we would need more objects to draw conclusions about the differences. For example at 37 GHz the probability for HPQs and LPQs being from the same population was much higher than the probability of BLOs being from the same population with either of them.
Correlations
We have studied the correlation between the redshift corrected time scales from DCF analysis and different jet parameters including the Lorentz factor, the Doppler boosting fac- tor and the viewing angle. We have taken the values from , where the different parameters have been calculated for 81 sources. The Doppler boosting factors are calculated from total flux density variations and for each source the flare with the highest intrinsic brightness temperature is chosen ). This usually means strong and rapid flares.
The samples have 64 sources in common and for those sources we used the Doppler boosting factors provided. The Lorentz factors and viewing angles were calculated for 41 sources in common with our sample. In our calculations of the luminosities we have used the same cosmology as in with H 0 = 100kms −1 Mpc −1 and q 0 = 0.5.
We have not corrected the time scales for Doppler boosting, because the time scales from DCF analysis are time intervals between the flares and therefore Doppler boosting should not affect them. Figure 5 shows Lorentz factor against the time scale from DCF analysis at 37 GHz. We had 30 sources for which both the Lorentz factor and the time scale were determined. We calculated the Spearman Rank Correlation and found a significant correlation of r = −0.37 between the parameters. There was, however, one source (2021+614) affecting the correlation with a very small Lorentz factor of 1.12. Ignoring this source made the correlation insignificant. We have also made a linear fit to the log-log values of the data by using ordinary least-squares bisector, suitable for data with both X and Y errors unknown (Isobe et al. 1990 ). The slope from the fit is -0.87 which would indicate that the time scales t are related to the Lorentz factor Γ as t ∝ Γ −1.2 .
A similar fit can be made for the Doppler boosting factors and the time scales (Fig. 6 ) using 53 sources at 37 GHz. The result is quite surprising, a dependence with a slope of -1.1 is found implying a relation of t ∝ D −0.93 . The correlation coefficient is r = −0.41, which is significant at P>99% level.
The correlation between the absolute luminosity of the source and intrinsic time scales at 37 GHz is shown in Fig. 7 . The correlation coefficient is r = −0.39, which is significant at 99% level. We obtain a slope of -2.8 from the linear fit resulting in a relation of t ∝ L −0.35 between the time scale t and the luminosity L of the source.
According to the standard model, Doppler boosting also affects the luminosity. Figure 8 shows the D 2 corrected luminosity against the time scale. The relation we obtain from a linear fit is t ∝ L −0.46 . The correlation coefficient is r = −0.33, which is significant at 99% level.
We do not find any significant correlation between the viewing angle and the time scales. We got quite similar results when we made the fits for 22 GHz data. The slopes were slightly different and also the number of sources for which we had both the parameter and the time scale determined was lower. Therefore we consider the 37 GHz results more reliable.
Discussion
Comparison of the structure function analyses
We have compared the results from these analyses with the results from Paper I. Table 4 lists the slopes and time scales for the 40 sources that were common to both studies. Two of the sources in the sample of Paper I are not included in this paper, because they had not been monitored intensively after 1993. In some cases the slope was complicated, and a representative value of the slope is appended with an index c.
We had a total of 75 source/frequency combinations where the slope and the time scale, or at least its lower limit, were determined from both analyses. Many sources had changed their behaviour during the years so that the results in the two studies differed greatly from each other. This indicates that even 10 years of monitoring is not enough to reveal the true nature of all the sources. There were also sources whose behaviour had stayed the same during the 25 years. In 20 cases the time scale had changed less than one year between the two studies and the slope had changed less than 0.3. In a total of 35 cases the time scale had changed less than a year. In 44, slightly more than half of the cases, the slope had changed ≤ 0.3. In 21 cases the time scale had changed more than 3 years, but four of these were sources for which only a lower limit estimate could be determined in both analyses. In those cases the longer observing period caused the time scale to change more even though the behaviour of the source had not changed.
Paper I had 32 cases which gave only a lower limit for the variability time scale. In our analysis the number was reduced to fourteen. This is not unexpected as the total observing time in the present study is twice as long as in the previous analysis.
The time scales in our analysis are in general shorter than in Paper I. At 22 GHz the median value had changed from 3.0 to 1.9 years and at 37 GHz from 3.0 to 1.4 years. This can be partially explained with the smaller number of lower limit estimates in our analysis than in Paper I. Also, there are many sources that exhibit much more dramatic variability behaviour in the data set obtained after Paper I. Naturally there are also sources for which exactly the opposite is true, but because the SF determines the shortest time scale from the complete data sets, we now obtained altogether a larger number of short timescales than in Paper I. The time scales at 37 GHz are also shorter than those at 22 GHz, possibly indicating that some faster flux density variations are not clearly distinguishable at lower frequencies, including 22 GHz.
The average values for the slopes in our analysis were close to unity, typical for shot noise. At 22 GHz the average slope is 0.96 and at 37 GHz 0.86. These are slightly smaller than the values in the previous paper, where the average at 22 GHz was 1.2 and at 37 GHz 1.3. The difference between the slopes in our analysis and Paper I was significant at the 99% level. Paper I predicted that the number of very steep structure functions should be smaller with longer monitoring because usually such sources have few prominent outbursts which dominate the structure function. This effect should be smaller after longer monitoring with more flares seen in the flux density curves. This can be clearly seen from our analysis where there are only two sources with a slope over 1.5 whereas in Paper I there were 13 sources with a slope ≥1.5.
We did not find statistically significant differences in the time scales between the source classes LPQ, HPQ and BLO. The results in paper I suggested a statistically significant difference in the time scales of LPQs and HPQs, but we cannot confirm this.
Comparison of the time series analysis methods
We also compared the different methods used for studying the time scales. The structure function gives a different time scale compared to the other two methods. The structure function focuses on the characteristic time scales of the flux density variations, for example, the rise and decay times of the flares. Similar conclusion was made by Tanihata et al. (2001) where they used the SF method for studying the X-ray flares of AGNs. The DCF and the periodogram focus more on the periodicity and quasiperiodicity in the flux density curves and are more affected by the time cycle of the large outbursts. We could also use the SF to study the time scales between the flares by examining the first minimum in the second plateau of the SF instead of the point where the plateau starts. The minima are usually easier to see if the SF is plotted in linear scale. Here we have compared the SF time scales with Paper I and therefore used the logarithmic scale and the different time scale.
When examining the flux density curves, the time scales obtained from the DCF or the LS-periodogram could usually be identified with the time intervals between some large flares. This is also why the time scales from the DCF and the LSperiodogram are longer than the ones obtained from the structure function analysis. There is usually some variation in the flux density levels also in the short time scales but the big outbursts occur quite rarely as can be seen from the averages of the DCF and the LS-periodogram analysis.
The time scales are shorter at 4.8 GHz than at 8 GHz with every method we used. This can be due to lower flux density levels. According to the general shock model (for example Valtaoja et al. 1992) , the flares last longer at the lower frequencies and the growing and decaying shocks overlap, forming a smoother curve. The flare peaks are not as extreme as at higher frequencies, and the statistical methods catch smaller peaks. Another explanation could be that the 8 GHz band has been monitored for longer periods than the 4.8 GHz band. The time scales are therefore longer, because we see more large events in the flux curves and they occur more rarely.
We could determine both a DCF and a LS-periodogram time scale in 136 cases. In one third of the cases the methods gave the same result within 0.5 years. In half of the cases the difference in the time scales was less than a year.
In Fig. 9 we have plotted the most significant time scale from the LS analysis against the time scale from the DCF analysis at 22 GHz. There is clearly a linear one-to-one correspondence between the time scales. There are also a few time scales above the line, and in these cases the DCF gives a shorter time scale. In all of these cases the DCF shows multiple correlations and time scales. In every case the DCF shows another time scale within a year of the periodogram time scale, but has it not been the first correlation, which was our criterion for the DCF time scale, it is not taken into account. Therefore we can conclude that the two methods give very similar results.
In Fig. 10 we have plotted time scales from the SF analysis against the time scales from the DCF analysis. The lower limits of time scales from SF analysis are plotted using crosses. When ignoring these time scales we can see that the SF time scales are one half of the DCF time scales or shorter. This is expected since the SF should see the rise and decay times of flares whereas the DCF sees the time interval between them or the total length of the flare.
The differences can be explained with a following example: We have a pure noiseless sinusoid with a period of P. The frequency (1/P) found by the periodogram gives us a direct mea- Table 4 . Parameters of the Structure Functions. Slopes which were complicated or more difficult to determine are marked with letter c. Those for which we were unable to determine the slope or the time scale are marked with -. Time scales are given in years. sure of the period. This is the time scale at which all the power of the variability is focused. In a DCF one is searching for a maximum correlation beyond the trivial timelag of τ = 0. Such a maximum is found at τ = P, and all integer multiples of P. This is a time scale that is in full agreement with the one obtained from the periodogram. In a structure function the philosophy for the search of the time scale is somewhat different. Here we are searching for a time scale at which a maximum difference between the original and the time lagged light curves are found. For a periodic function this is reached when the timelag is τ = P/2. Note that at a time scale τ = P, in our simple example a deep minimum is achieved in the SF, but in reality this is filled to some extent by noise and other non-period features.
The fact that the SF is interpreted in a way to measure the maximum of the variance whereas DCF and periodogram measure the minimum in variance explains the factor 2 difference in the estimated time scales. Our data does not have strict periods, but still the different nature of the analyses reflect the property that periodogram and DCF give more characteristic measures of the times between the outbursts whereas the SF measure the rise/decay time scales, and thus a factor of 2 or larger is expected in the ratio of the estimated time scales.
As an example, Fig. 11 shows the results of all analysis methods for a HPQ source 1156+295 (4C29.45). This source is a good example of both the DCF and the LS-periodogram giving the same time scale within 0.2 years of each other. The LSperiodogram is plotted in Fig. 11c . We can easily define the most significant spike at a 3.29 years time scale. The DCF is plotted in Fig. 11b , and there is only one clear correlation at a 3.49 years time scale. Both of the plots are easy to interpret and the results seem reasonable when examining the flux density curve in Fig.  11a . There are larger outbursts with approximately 3.5 years between them.
The SF, which is plotted in Fig. 11d , gives a shorter time scale of 1.21 years. By examining the flux density curve, we can see that the rise and decay times of the flares are around one year. If we compare the results with Paper I, we notice that in Paper I the time scale obtained for this source is over 6.68 years. The difference between the old and new results can also be explained by examining the flux density curve. Before 1993 the monitoring was not as dense as it has been later and the smaller changes have not been observed because of the sparser sampling. Also, 1156+295 appears to have changed its behaviour in 1995.
Another example, Fig. 12 , showing multiple DCF correlations is a BLO source 1749+096. The most significant time scale of the DCF is at 2.12 years, but there are multiple correlations and one at the time scale of 9.79 years, corresponding to the time scale obtained with the LS-periodogram at 9.81 years. Again the SF gives a much shorter time scale of 0.34 years, which is due to the short rise times of flares at 1993 and 1995. The source has clearly changed its behaviour from the time of Paper I, where the time scale obtained is more than 10.59 years.
The results were not always this well in agreement with each other, and occasionally, it was rather difficult to find the true time scales. Usually this happens when there are gaps in the data or the flux density curve had a strong linear baseline. Mostly, however, the results were quite easily obtained and they matched well the behaviour seen visually in the flux density curves.
Intrinsic time scales and the correlations
The DCF and the periodogram give an average time of about three years between the flares. This is the time interval between the shocks in the jet. Although there were indications that BLOs and quasars may differ from each other, the differences are very small considering how different the jets in BLOs and quasars are thought to be (e.g. Aller et al. 1999) .
It is also interesting to notice how little the time scale varies compared to the change in the jet parameters and luminosity. Even though the observed luminosities of these jets varied five orders of magnitude, the variability behaviour is very similar in all sources. Also, when we take the Doppler effect into account, the luminosities vary four orders of magnitude. We could expect the luminosity and the time scales to have a stronger dependence as one would expect the luminosity and the formation of the shocks to depend on the mass and the accretion rate of the central black hole. This was not seen in our analysis and it strengthens the idea that the shocks are formed by jet instabilities rather than the central engine itself. The same conclusion could be drawn from the result that the time scales are inversely proportional to luminosity meaning that greater luminosity sources have shorter time scales. One might think that in larger sources things happen more slowly and the time scales are longer as predicted by the sequence from microquasars to Low Luminosity AGNs to quasars, which gives a variability time scale that is proportional to the mass of the central black hole. Our analysis shows the opposite. Also Aller et al. (2006) found no correlation between the radio variability and the black hole mass for the MOJAVE sample.
The correlations also show that the change in time scale compared to the change in Lorentz factor is quite small. This is actually quite surprising if we think that the jet instabilities, which cause the shocks, are strongly related to the speed of the flow. Therefore in the future we need to compare the time scales with other parameters affecting the shock formation. For this we need VLBI information of a large sample of sources.
Conclusions
We have studied the variability time scales of a large sample of sources with different statistical methods. In our analyses we used data at frequencies from 4.8 to 230 GHz. One aim was to study how 13 more years of data affect the time scales by comparing our results with the analysis of Paper I. Many of the sources had changed their behaviour during this time and the time scales we obtained by using the structure function differed greatly from the ones in Paper I. This shows that even 10 years of monitoring is not enough to reveal the true variability behaviour of all the sources.
In many sources we could see continuous variability, for example small flares, but larger flares occur quite rarely. For some The different methods should be used for different purposes. The LS-periodogram and the DCF give the time scale between flares and the structure function a characteristic time scale for the source, for example the rise or decay time scales of flares. When studying the correlations between the time scales and different jet parameters, we considered the DCF time scale to be the most reliable in giving the time scale between the flares. The LS-periodogram produces easily spurious spikes and therefore needs to be used with caution. In this paper also a method for studying the significance levels of the DCF was developed which in turn made the analysis more reliable.
We did not find any significant differences between the various source classes when either directly observed or redshift corrected time scales were considered. There was an indication that the BLOs may differ from quasars when intrinsic time scales are considered, but the differences are modest.
The range in time scales compared to the range of luminosities was very small indicating that the shock formation is not strongly related to the mass and the accretion rate of the central black hole but instead may be related to the jet instabilities.
