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Abstract
Gravitational-wave tails are due to the backscattering of linear waves onto the space-time curva-
ture generated by the total mass of the matter source. The dominant tails correspond to quadratic
non-linear interactions and arise at the one-and-a-half post-Newtonian (1.5PN) order in the grav-
itational waveform. The “tails-of-tails”, which are cubic non-linear effects appearing at the 3PN
order in the waveform, are also known. We derive here higher non-linear tail effects, namely those
associated with quartic non-linear interactions or “tails-of-tails-of-tails”, which are shown to arise
at the 4.5PN order. As an application, we obtain at that order the complete coefficient in the total
gravitational-wave energy flux of compact binary systems moving on circular orbits. Our result
perfectly agrees with black-hole perturbation calculations in the limit of extreme mass ratio of the
two compact objects.
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I. INTRODUCTION
The LIGO/VIRGO collaboration reported recently the observation of gravitational waves
from the coalescence of black-hole binary systems [1, 2]. Both analytic works on the two-
body problem in general relativity and extensive numerical relativity calculations play a
very important role when interpreting and deciphering the gravitational-wave signals [3–6].
Our motivation in the present paper, is to find high-order post-Newtonian (PN) expres-
sions of the gravitational-wave field generated by the coalescence of compact binary systems
(including black-hole binaries), in the inspiralling phase preceding the final merger. Such ex-
pressions are important for the data analysis of the ground-based detectors, as well as for the
future space-based eLISA detector. Moreover, they are used for high accuracy comparisons
with the results of numerical relativity.
The current state of the art regarding the gravitational-wave field can be summarized
by listing the various orders that have been obtained:1 namely, 3.5PN order for the energy
flux [7–10], 3PN for the waveform and polarizations [11–13], and 3.5PN for the dominant
gravitational-wave modes [14, 15]. Regarding the equations of motion, we have now reached
the 4PN order [16–21], while the elucidation of the previous 3PN order had took quite some
time [22–32]. See [5] for a review, and also for the crucial inclusion of spin effects, both in
the equations of motion and radiation field.
Our general aim is to extend the radiation field calculations up to 4.5PN order, both
for the gravitational-wave energy flux (which rules the orbital phase evolution) and for the
polarization waveforms and modes. The first part of this program consists in dealing with the
long computations of the multipole moments of the compact binary at that order, notably
the mass type quadrupole moment at the 4PN order. We shall leave these computations for
future work.
The second part, addressed in this paper, consists of investigating the various non-linear
interactions between those multipole moments. The most crucial contributions are due to
the so-called gravitational-wave tails [33–37], which are non-linear effects (quadratic at least)
physically due to the backscattering of linear waves onto the space-time curvature generated
by the mass of the source. The tail effects imply a non-locality in time (i.e., a dependence
on the full past history of the source) so that they may also be qualified as hereditary [37].
The tails arise dominantly at the 1.5PN order in the waveform, and can be directly tested
by the measurement of PN parameters in LIGO/VIRGO observations [1, 2].
The tails generated by tails themselves, the so-called “tails-of-tails”, come from a cubic
interaction and appear dominantly at the 3PN order in the waveform [8]. Their contribution
can also be potentially tested by LIGO/VIRGO observations. At the 4.5PN order, new
terms called “tails-of-tails-of-tails” arise. They come from a quartic interaction between
three mass monopoles M (the ADM mass of the source) and the mass quadrupole moment
of the source, say Mij . The aim of the present paper is to compute this quartic multipole
interaction M ×M ×M ×Mij in the asymptotic waveform at large distances.
Our calculation is based on the multipolar-post-Minkowskian (MPM) algorithm for gen-
erating non-linear interactions between multipole moments in the region outside a general
1 As usual, nPN order terms mean terms going up to ∼ c−2n relatively to the Newtonian quadrupole
formula for the wave field, and beyond the Newtonian acceleration for the equations of motion. Notice the
difference of 2.5PN between the two nomenclatures, which originates from the fact that the “Newtonian”
quadrupole formula corresponds to a 2.5PN radiation reaction effect in the equations of motion.
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isolated matter source [8, 38, 39]. Our main result is the so-called “radiative” mass-type
quadrupole moment observed at large distances from that source (following the definition
of [35]), given as a functional of the “source” mass-type quadrupole moment Mij . From
that result, we are able to compute the complete 4.5PN coefficient in the gravitational-wave
energy flux for binaries of (non-spinning) compact objects moving on circular orbits. How-
ever, the 4PN coefficient remains unknown (except in the test mass limit). We relegate its
computation to future work. The reason why we can nonetheless fully compute the 4.5PN
term stems from the fact that half-integral PN approximations in the flux are only made up
of hereditary tail contributions in the case of circular orbits. We will find that our 4.5PN
term agrees, in the test mass limit for one of the compact bodies, with the expression derived
from black-hole perturbation theory [40–49].
The plan of this paper is as follows. Sec. II is dedicated to presenting the necessary mate-
rial that comes from the MPM approach to gravitational-wave generation. We investigate in
Sec. III the integration formulas needed to perform the required non-linear iterations of the
metric. In Sec. IV, we obtain the leading 1/r part of the quartic-order metric and deduce
from it the radiative quadrupole moment. Finally, in Sec. V, we derive the complete 4.5PN
coefficient in the total energy flux of compact binaries for circular orbits. The paper ends
with a short conclusion in Sec. VI and two technical Appendices.
II. REVIEW ON THE MULTIPOLAR-POST-MINKOWSKIAN FORMALISM
The gravitational field in the region outside an isolated matter source, solving the vacuum
Einstein field equations in the exterior of that source, is written in “gothic” Minkowskian
deviation form2 and formally developed as a post-Minkowskian or non-linearity expansion,
hµν = Ghµν1 +G
2 hµν2 +G
3 hµν3 +G
4 hµν4 +O
(
G5
)
, (2.1)
where the powers of the Newton constant G label the successive approximations. Then,
each of the post-Minkowskian coefficients is computed as a non-linear functional of two
infinite sets of time varying symmetric-trace-free (STF) multipole moments, of mass type,
ML(t), and current type, SL(t).
3 However, among these moments, the mass monopole M is
identified with the constant ADM mass of the source, whereas the constant current dipole Si
coincides with the total angular momentum. The moments ML and SL specifically refer here
to the so-called “canonical” multipole moments as defined in Ref. [13]. The multipolar-post-
Minkowskian (MPM) metric (2.1) can in principle be determined to any order by means
2 We have thus hµν =
√−ggµν − ηµν , where ηµν is the (inverse) Minkowski metric, while g and gµν
are the determinant and the inverse of the covariant metric gµν . Our signature is almost plus, i.e.,
ηµν = diag(−1, 1, 1, 1) = ηµν . We use Cartesian coordinates and solve iteratively the Einstein field
equations using the harmonic coordinates condition ∂νh
µν = 0.
3 Here, L = i1 · · · iℓ denotes a multi-index composed of ℓ spatial indices (ranging from 1 to 3); we pose
L− 1 = i1 · · · iℓ−1, and so on; ∂L = ∂i1 · · · ∂iℓ is the product of ℓ partial derivatives ∂i ≡ ∂/∂xi; similarly,
we shall write xL = xi1 · · ·xiℓ , with xi = xi being the spatial position, and nL = ni1 · · ·niℓ with ni = xi/r.
Symmetrization over indices is denoted by T(ij) =
1
2 (Tij + Tji). The STF projection is indicated with
a hat, e.g., nˆL ≡ STF[nL], or with angular brackets 〈〉 surrounding the relevant indices, e.g., x〈ivj〉 =
x(ivj)− 13δijxkvk. The multipole momentsML and SL are STF, e.g., ML = MˆL = M〈L〉. Time derivatives
of the moments are indicated by superscripts (n). We often pose c = 1 and G = 1.
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of the iterative algorithm described in Sec. 2 of [39] (see also Sec. 2.3 in the review [5]).
The resulting MPM metric represents the most general solution of the vacuum Einstein field
equations outside the source in harmonic coordinates.
In the present paper, we are interested in non-linear interactions between the massM and
the mass-type quadrupole moment Mij (having ℓ = 2). Accordingly, we start the iteration
with a linearized metric made only of two pieces, corresponding to the contributions of M
and Mij . Then, the quadratic metric involves three terms corresponding to the various
possible interactions between those moments (including with themselves), and so on. With
an obvious notation,
hµν1 = h
µν
M + h
µν
Mij
, (2.2a)
hµν2 = h
µν
M2 + h
µν
M×Mij
+ hµνMij×Mkl , (2.2b)
hµν3 = h
µν
M3 + h
µν
M2×Mij
+ hµνM×Mij×Mkl + h
µν
Mij×Mkl×Mmn
. (2.2c)
...
The iteration is stopped when reaching the non-linear level that is aimed for, which will here
be quartic. In fact, at that level, we are interested only in the M3×Mij quartic interactions,
involving three masses and one quadrupole moment, i.e., we look for the term
hµν4 = · · ·+ hµνM3×Mij + · · · . (2.3)
Using the MPM algorithm [8, 38, 39], this term hM3×Mij in the gravitational field will be
obtained by integrating the associated source term ΛM3×Mij entering the vacuum Einstein
field equations in harmonic coordinates. Thus, our task will amount to solving the ordinary
d’Alembertian equation
hµνM3×Mij = Λ
µν
M3×Mij
, (2.4)
with  = ηµν∂µν , while imposing the harmonic gauge condition ∂νh
µν
M3×Mij
= 0. The source
term ΛM3×Mij will be a very complicated expression built from the previous iterations (2.2),
see e.g., Sec. 2 of [5] for more details.
Several non-linear interactions are already known, starting with all the interactions
M × M × · · · that involve only the mass monopole, since they simply reconstitute the
Schwarzschild metric in harmonic coordinates. The quadratic piece hM×Mij , which involves
the quadratic tails, was obtained in [37]. The quadratic interaction between two quadrupole
moments, namely hMij×Mkl, was derived in [39]. It contains the well known non-linear mem-
ory effect [37, 39, 50–55], as well as “semi-hereditary” contributions related to the energy and
angular momentum losses by radiation [37]. The cubic piece hM2×Mij , containing the cubic
“tails-of-tails”, was investigated in [8]. The cubic interactions hM×Mij×Mkl and hMij×Mkl×Mmn
are not known. Finally the quartic piece hM3×Mij we are interested in contains the “tails-
of-tails-of-tails” contribution to the metric.
The mass and quadrupole parts in (2.2) are given explicitly by
h00M = −4r−1M , (2.5a)
h0iM = 0 , (2.5b)
hijM = 0 , (2.5c)
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and
h00Mij = −2nabr−3
[
3Mab(t− r) + 3rM (1)ab (t− r) + r2M (2)ab (t− r)
]
, (2.6a)
h0iMij = −2nar−2
[
M
(1)
ai (t− r) + rM (2)ai (t− r)
]
, (2.6b)
hijMij = −2r−1M
(2)
ij (t− r) , (2.6c)
where the quadrupole moment and its time derivatives depend on the retarded time t− r.
At the quadratic level, we have
h00M2 = −7r−2M2 , (2.7a)
h0iM2 = 0 , (2.7b)
hijM2 = −nijr−2M2 , (2.7c)
and
h00M×Mij = Mnabr
−4
[
−21Mab − 21rM (1)ab + 7r2M (2)ab + 10r3M (3)ab
]
+ 8Mnab
∫ +∞
1
dy Q2(y)M
(4)
ab (t− ry) , (2.8a)
h0iM×Mij = Mniabr
−3
[
−M (1)ab − rM (2)ab −
1
3
r2M
(3)
ab
]
+Mnar
−3
[
−5M (1)ai − 5rM (2)ai +
19
3
r2M
(3)
ai
]
+ 8Mna
∫ +∞
1
dy Q1(y)M
(4)
ai (t− ry) , (2.8b)
hijM×Mij = Mnijabr
−4
[
−15
2
Mab − 15
2
rM
(1)
ab − 3r2M (2)ab −
1
2
r3M
(3)
ab
]
+Mδijnabr
−4
[
−1
2
Mab − 1
2
rM
(1)
ab − 2r2M (2)ab −
11
6
r3M
(3)
ab
]
+Mna(ir
−4
[
6Mj)a + 6rM
(1)
j)a + 6r
2M
(2)
j)a + 4r
3M
(3)
j)a
]
+Mr−4
[
−Mij − rM (1)ij − 4r2M (2)ij −
11
3
r3M
(3)
ij
]
+ 8M
∫ +∞
1
dy Q0(y)M
(4)
ij (t− ry) . (2.8c)
In the “instantaneous” terms, the quadrupole moment is always evaluated at instant t− r.
The tail integrals stricto sensu, which depend hereditarily on all past values of the quadrupole
moment (evaluated at earlier time t− ry with y > 1), also contain some specific integration
kernel, which turns out to be the Legendre function of the second kind Qℓ(y). The most
relevant form of the Legendre function for the present purpose is displayed in Eq. (3.5). See
Ref. [39] for the calculation of the lengthy interactions Mij ×Mkl.
At the cubic level, we have
h00M3 = −8r−3M3 , (2.9a)
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h0iM3 = 0 , (2.9b)
hijM3 = 0 , (2.9c)
while the expressions of the tails-of-tails M2 ×Mij are provided in Ref. [8] at the leading
asymptotic order in the distance to the source, when r → +∞ with t−r fixed. Here however,
having in view the next iteration to compute the tails-of-tails-of-tails, we shall need first to
generalize the latter result to the whole space, i.e., to obtain the tails-of-tails at any distance
r (larger than the size of the source). Thus, it is worth supplying some more details on the
calculation of tails-of-tails.
The source is the sum of a local or instantaneous part, and of an hereditary or tail part:
ΛµνM2×Mij = I
µν
M2×Mij
+ T µνM2×Mij . (2.10)
The hereditary part of that cubic source is merely due to the interaction between M and
the tail integrals present in Eqs. (2.8). We have
I00M2×Mij = M
2nabr
−7
[
−516Mab − 516rM (1)ab − 304r2M (2)ab
− 76r3M (3)ab + 108r4M (4)ab + 40r5M (5)ab
]
, (2.11a)
I0iM2×Mij = M
2nˆiabr
−6
[
4M
(1)
ab + 4rM
(2)
ab − 16r2M (3)ab +
4
3
r3M
(4)
ab −
4
3
r4M
(5)
ab
]
+M2nar
−6
[
−372
5
M
(1)
ai −
372
5
rM
(2)
ai −
232
5
r2M
(3)
ai
− 84
5
r3M
(4)
ai +
124
5
r4M
(5)
ai
]
, (2.11b)
I ijM2×Mij = M
2nˆijabr
−5
[
−190M (2)ab − 118rM (3)ab −
92
3
r2M
(4)
ab − 2r3M (5)ab
]
+M2δijnabr
−5
[
160
7
M
(2)
ab +
176
7
rM
(3)
ab −
596
21
r2M
(4)
ab −
160
21
r3M
(5)
ab
]
+M2nˆa(ir
−5
[
−312
7
M
(2)
j)a −
248
7
rM
(3)
j)a +
400
7
r2M
(4)
j)a +
104
7
r3M
(5)
j)a
]
+M2r−5
[
−12M (2)ij −
196
15
rM
(3)
ij −
56
5
r2M
(4)
ij −
48
5
r3M
(5)
ij
]
, (2.11c)
and
T 00M2×Mij =M
2nabr
−3
∫ +∞
1
dy
[
96Q0M
(4)
ab +
(
272
5
Q1 +
168
5
Q3
)
rM
(5)
ab + 32Q2r
2M
(6)
ab
]
,
(2.12a)
T 0iM2×Mij =M
2nˆiabr
−3
∫ +∞
1
dy
[
−32Q1M (4)ab +
(
−32
3
Q0 +
8
3
Q2
)
rM
(5)
ab
]
+M2nar
−3
∫ +∞
1
dy
[
96
5
Q1M
(4)
ai +
(
192
5
Q0 +
112
5
Q2
)
rM
(5)
ai + 32Q1r
2M
(6)
ai
]
,
(2.12b)
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T ijM2×Mij =M
2nˆijabr
−3
∫ +∞
1
dy
[
−32Q2M (4)ab +
(
−32
5
Q1 − 48
5
Q3
)
rM
(5)
ab
]
+M2δijnabr
−3
∫ +∞
1
dy
[
−32
7
Q2M
(4)
ab +
(
−208
7
Q1 +
24
7
Q3
)
rM
(5)
ab
]
+M2nˆa(ir
−3
∫ +∞
1
dy
[
96
7
Q2M
(4)
j)a +
(
2112
35
Q1 − 192
35
Q3
)
rM
(5)
j)a
]
+M2r−3
∫ +∞
1
dy
[
32
5
Q2M
(4)
ij +
(
1536
75
Q1 − 96
75
Q3
)
rM
(5)
ij + 32Q0r
2M
(6)
ij
]
.
(2.12c)
As in the tail integrals of Eqs. (2.8), in the above equations, the Legendre functions are
evaluated at y and the quadrupole moments are evaluated at t− ry.
We now apply the MPM algorithm [8, 38, 39] to compute the M2 ×Mij metric. We first
define a particular solution of the d’Alembertian equation hM2×Mij = ΛM2×Mij for ΛM2×Mij
given by Eqs. (2.10)–(2.12), as
uµνM2×Mij = FPB=0
−1R
[(
r
r0
)B
ΛµνM2×Mij
]
. (2.13)
Here, −1R denotes the usual three-dimensional retarded integral. The source term is reg-
ularized by means of a multiplying factor (r/r0)
B, with B being a complex number and
r0 denoting a certain constant length scale. The object (2.13) is defined by analytic con-
tinuation in B ∈ C (over the complex plane deprived of some isolated points). The finite
part operation at B = 0 (in short FPB=0) selects the zero-th order coefficient of the Lau-
rent expansion when B → 0. As a result of this definition, we have uM2×Mij = ΛM2×Mij
(so uM2×Mij is indeed a particular solution). Moreover, uM2×Mij has a multipolar structure
similar to that of the source term.
In the next stage, we compute the divergence of (2.13), namely wµM2×Mij = ∂νu
µν
M2×Mij
.
Using the fact that the divergence of the non-linear source term is zero by virtue of the
Bianchi identities, i.e., ∂νΛ
µν
M2×Mij
= 0, which can be checked by a direct calculation on the
expressions (2.11)–(2.12), we get
wµM2×Mij = FPB=0

−1
R
[
B
(
r
r0
)B
ni
r
ΛµiM2×Mij
]
, (2.14)
where the factor B comes from the differentiation of the regularization factor (r/r0)
B. There-
fore, the solution (2.13) is not divergence-free in general but one can prove that, because
of the factor B, its divergence is a homogeneous retarded solution of the d’Alembertian
equation, i.e., wµM2×Mij = 0. It is then straightforward to find a correction term v
µν
M2×Mij
satisfying at once vµνM2×Mij = 0 and ∂νv
µν
M2×Mij
= −wµM2×Mij . The equations (2.11)–(2.12)
of [39] allow one to construct algorithmically vµνM2×Mij starting from w
µ
M2×Mij
. Finally, the
MPM solution of the Einstein field equations in harmonic coordinates (∂νh
µν
M2×Mij
= 0) reads
hµνM2×Mij = u
µν
M2×Mij
+ vµνM2×Mij . (2.15)
Following this algorithm, Ref. [8] obtained the dominant terms of the solution hM2×Mij at
infinity, when r → +∞ with t− r = const. When looking only for the dominant asymptotic
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behaviour of the solution, we dispose of a simplified version of the algorithm given in the
Appendix B of [8]. The result is
h00M2×Mij =
M2nab
r
∫ +∞
0
dτ M
(5)
ab
[
−4 ln2
( τ
2r
)
− 4 ln
( τ
2r
)
+
116
21
ln
(
τ
2r0
)
− 7136
2205
]
+O
(
1
r2−ǫ
)
, (2.16a)
h0iM2×Mij =
M2nˆiab
r
∫ +∞
0
dτ M
(5)
ab
[
−2
3
ln
( τ
2r
)
− 4
105
ln
(
τ
2r0
)
− 716
1225
]
+
M2na
r
∫ +∞
0
dτ M
(5)
ai
[
−4 ln2
( τ
2r
)
− 18
5
ln
( τ
2r
)
+
416
75
ln
(
τ
2r0
)
− 22724
7875
]
+O
(
1
r2−ǫ
)
, (2.16b)
hijM2×Mij =
M2nˆijab
r
∫ +∞
0
dτ M
(5)
ab
[
− ln
( τ
2r
)
− 191
210
]
+
M2δijnab
r
∫ +∞
0
dτ M
(5)
ab
[
−80
21
ln
( τ
2r
)
− 32
21
ln
(
τ
2r0
)
− 296
35
]
+
M2nˆa(i
r
∫ +∞
0
dτ M
(5)
j)a
[
52
7
ln
( τ
2r
)
+
104
35
ln
(
τ
2r0
)
+
8812
525
]
+
M2
r
∫ +∞
0
dτ M
(5)
ij
[
−4 ln2
( τ
2r
)
− 24
5
ln
( τ
2r
)
+
76
15
ln
(
τ
2r0
)
− 198
35
]
+O
(
1
r2−ǫ
)
. (2.16c)
The quadrupole moments in the integrands are evaluated at instant t− r− τ . The notation
O(rǫ−2) [which could even be o(rǫ−2)], with 0 < ǫ≪ 1, is simply to account for the presence
of logarithms of r in the expansion at infinity, as the remainder is really made of a sum of
some O(r−2 lna r), with a = 0, 1 in (2.16).
In this paper, we shall generalize Eqs. (2.16) to the whole space (the complete expressions
will be too long to be displayed) and use them, along with many other interaction terms
involving the lower order metrics (2.5)–(2.9), to construct the quartic source term ΛM3×Mij ,
which is precisely the source of the looked-for tails-of-tails-of-tails contribution (2.3). An
important check of this calculation will be to make sure that ∂νΛ
µν
M3×Mij
= 0. At that stage,
following again the MPM algorithm, we shall define
uµνM3×Mij = FPB=0

−1
R
[(
r
r0
)B
ΛµνM3×Mij
]
. (2.17)
Since we are at the final iteration step, we shall be content with the leading asymptotic
behaviour at infinity, when r → +∞ with t− r = const, of the solution being constructed.
There remains to compute the divergence wM3×Mij of (2.17), to check that it is a homoge-
neous retarded solution of the d’Alembertian equation, at leading order in 1/r, and finally
to add the correcting piece vM3×Mij ensuring that the harmonic-coordinate condition is sat-
isfied. In the large r limit, Eqs. (B.4)–(B.5) of [8] are the relevant formulas to go from
wM3×Mij to vM3×Mij . In the end, our quartic metric will be built as
hµνM3×Mij = u
µν
M3×Mij
+ vµνM3×Mij . (2.18)
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The leading 1/r behaviour of hM3×Mij (actually containing also ln
2 r/r and ln r/r terms)
will be shown in Eqs. (4.1) below. The physical radiative quadrupole moment at infinity
will be extracted from that metric in Eq. (4.8). As we shall see, the quartic tails-of-tails-
of-tails represent dominantly a 4.5PN effect in the waveform, which will be specialized to
compute the total energy flux generated by compact binary sources moving on circular orbits
in Eq. (5.11).
III. FORMULAS TO COMPUTE QUARTIC NON-LINEARITIES
In this section, we present the basic integration formulas (extending notably the Appendix
A of [8]) allowing for the integration of the cubic and quartic non-linearities in essentially
analytic closed form. We are looking for the retarded solution of a certain d’Alembertian
equation whose source term, which represents a generic term in Eqs. (2.12), is hereditary:
 Ψ
k,m
L = nˆL r
−k
∫ +∞
1
dy Vm(y)F (t− ry) , (3.1)
where nˆL is a STF product of ℓ unit vectors (with L = i1 · · · iℓ), F (u) a smooth function of
the retarded time that is identically zero in the remote past, i.e., F ∈ C∞(R) and F (u) = 0
for u 6 −T (with −T being a fixed instant in the past), and where Vm(y) is a generic
function belonging to the following m-dependent class:
Vm =
{
V (y) ∈ C∞(]1,+∞[) | ∃ a > 0, b > 0 such that
V (y) =
y→+∞
O [y−(m+1) lna(y)] and V (y) =
y→1+
O [lnb(y − 1)]} . (3.2)
We see that the integer m basically specifies the behaviour of our Vm-type functions when
y → +∞, while those functions are assumed to be integrable when y → 1+. A typical
function belonging to the class Vm is the Legendre function of the second kind Qm(y), given
by (3.5) below. Then, for Vm ∈ Vm, we define the retarded multipolar solution of (3.1) as
Ψ
k,m
L = FP
B=0
−1R
[
nˆL
(
r
r0
)B
r−k
∫ +∞
1
dy Vm(y)F (t− ry)
]
. (3.3)
Following the prescriptions (2.13) or (2.17), this solution is defined by analytic continuation
in B ∈ C as the finite part (FP) in the Laurent expansion when B → 0 of the usual
inverse retarded integral −1R acting on the source regularized by means of the inserted
factor (r/r0)
B. The arbitrary constant scale r0 will cancel out from our final physical result
in Sec. V.
A. Explicit closed-form representations of the solution
We shall now present explicit forms for the general solution (3.3), i.e., analytic closed-
form representations for k,mΨL. Such representations are indispensable when implementing
in practice the non-linear iterative construction of the metric. In order to get the full cubic
metric, whose source is the sum of (2.11) and (2.12), we need to distinguish several cases.4
4 Here we do not discuss the integration of the instantaneous terms (2.11) which is comparatively much
simpler than that of the hereditary terms and can be dealt with the formulas in Appendix A of [39].
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1. Case where k = 1, ℓ > 0 and m > 0
This case has been already investigated in Ref. [8] when Vm = Qm is the Legendre function
of the second kind. The result extends naturally to all Vm ∈ Vm:
Ψ
1,m
L = nˆL
∫ +∞
1
dsF (−1)(t− rs)
[
Qℓ(s)
∫ s
1
dy Vm(y)
dPℓ
dy
(y) + Pℓ(s)
∫ +∞
s
dy Vm(y)
dQℓ
dy
(y)
]
.
(3.4)
Since F (u) is identically zero in the past (before some given finite instant −T ), we define
F (−1)(u) to be the anti-derivative of F that is also identically zero in the past. Here, Pℓ(y)
is the usual Legendre polynomial. The Legendre function Qℓ(y) of the second kind, with a
branch cut from y = −∞ to y = 1 in the complex plane, takes the explicit form [56]5
Qℓ(y) =
1
2
Pℓ(y) ln
(
y + 1
y − 1
)
−
ℓ∑
j=1
1
j
Pℓ−j(y)Pj−1(y) . (3.5)
We recall that this function behaves as Qℓ(y) ∼ y−ℓ−1 when y → +∞, and that its leading
expansion when y → 1+ reads
Qℓ(y) = −1
2
ln
(
y − 1
2
)
−Hℓ +O(y − 1) , (3.6)
where Hℓ =
∑ℓ
j=1
1
j
denotes the usual harmonic number.
2. Case where k = 2, ℓ > 0 and m > 0
For k = 2, and still Vm ∈ Vm with m > 0, we start with the formula (D5) of Appendix D
in Ref. [38], which yields, for the case at hands:
Ψ
2,m
L = − nˆL
2r
∫ t−r
−∞
dξ
∫ t+r+ξ
2
t−r−ξ
2
dw
w
∫ +∞
1
dxVm(x)F
[
ξ − (x− 1)w]
× Pℓ
[
1− (t− r − ξ)(t+ r − ξ − 2w)
2rw
]
. (3.7)
Now, we define new variables (ξ, w) → (y, z) by ξ − (x − 1)w = t − ry and z = 1 −
(t−r−ξ)(t+r−ξ−2w)
2rw
. With these variables we get
Ψ
2,m
L = − nˆL
2
∫ +∞
1
dxVm(x)
∫ +∞
1
dy F (t− ry)
∫ 1
−1
dz
Pℓ(z)√
(xy − z)2 − (x2 − 1)(y2 − 1) .
(3.8)
5 Two other forms useful in the present context are
Qℓ(y) =
1
2
∫ 1
−1
dx
Pℓ(x)
y − x =
1
2ℓ+1
∫ 1
−1
dz
(1− z2)ℓ
(y − z)ℓ+1 .
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By virtue of the mathematical formula (A.5) of [8]6 we obtain:
Ψ
2,m
L = −nˆL
∫ +∞
1
ds F (t− rs)
[
Qℓ(s)
∫ s
1
dy Vm(y)Pℓ(y) + Pℓ(s)
∫ +∞
s
dy Vm(y)Qℓ(y)
]
,
(3.9)
which has a structure similar to that of the solution (3.4).
3. Case where k > 2, ℓ > k − 2 and m > k − 2
To deal with this case, it is convenient to introduce, given some positive integer p and
some function Vm ∈ Vm, the p-th anti-derivative V (−p)m (y) of Vm that vanishes when y = 1,
together with all its derivatives of orders smaller than p. Namely, we define
V (−p)m (y) =
∫ y
1
dxVm(x)
(y − x)p−1
(p− 1)! , (3.10)
and adopt the convention that V
(0)
m (y) = Vm(y). Such a choice is indeed meaningful for
functions Vm that satisfy the characteristic properties of the class Vm. Now, for any ℓ > k−2
and m > k − 2, we have shown that the solution k,mΨL is given by
Ψ
k,m
L = −nˆL
∫ +∞
1
ds F (k−2)(t− rs)
[
Qℓ(s)
∫ s
1
dy V (−k+2)m (y)Pℓ(y)
+ Pℓ(s)
∫ +∞
s
dy V (−k+2)m (y)Qℓ(y)
]
, (3.11)
which appears to be an interesting generalization of Eq. (3.9) corresponding to the case
k = 2. Notice, however, that the latter formula (3.11) is not valid in the case k = 1. This
case has to be treated separately using the result (3.4). The proof of Eq. (3.11) goes by
induction on the integer k > 2, and is relegated to Appendix A1.
Stricto sensu, we are not allowed to use Eq. (3.11) when m = 0, k = 3, ℓ = 2, which
corresponds to one of the hereditary terms of the cubic source (2.12). However, it happens
to be valid also in this case. Indeed, the proof leading to Eq. (3.9) still holds for m = −1
as all integrals are convergent. Then, to derive the formula for m = 0, k = 3, ℓ = 2, we
proceed similarly to the recursion presented in Appendix A1, by performing an integration
by parts and choosing for V
(−1)
0 (y) the anti-derivative that vanishes for y = 1 [see Eq. (A3)].
4. Case ℓ = 0, k > 3 and m > k − 2
As it turned out, one (and only one) term of the cubic source given by Eq. (2.12) does
not fall into the previous cases. For this term, corresponding to the values ℓ = 0, k = 3 and
6 Namely,
1
2
∫ 1
−1
dz Pℓ(z)√
(xy − z)2 − (x2 − 1)(y2 − 1) =


Pℓ(x)Qℓ(y) when 1 < x 6 y ,
Pℓ(y)Qℓ(x) when 1 < y 6 x .
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m = 2, we need to find another formula. Fortunately, this can be done by noticing that,
when k = 2, Eq. (3.9) is true for ℓ = 0, and when k = 3, most of the reasonings of the proof
of Eq. (3.11) remain valid. More details are given in Appendix A2. In the end, for k = 3
we find
Ψ
3,m
L=0 =−
[
ln
(
r
r0
)
+ 1
]
F (t− r)
r
∫ +∞
1
dy Vm(y)
+
∫ +∞
1
ds F (1)(t− rs)
(
Q0(s)
∫ s
1
dy (y + 1)Vm(y)
+
∫ +∞
s
dy
[
(y + 1)Q0(y) + ln
(
y − 1
s− 1
)]
Vm(y)
)
, (3.12)
where we recall that Q0(y) =
1
2
ln(y+1
y−1
). Observe the first appearance of the logarithm of r,
in the first term of Eq. (3.12), due to the presence of a pole in the original integral when
B → 0. As a result the formula (3.12) explicitly depends on the arbitrary scale r0. It
will be interesting to study later the fate of such scale which must disappear from physical
results. With Eq. (3.12), we have in hands enough material to integrate explicitly all the
cubic hereditary source terms given by (2.12) — the integration of the instantaneous source
terms (2.11) being the same as for lower orders.
We have also derived a more general formula, valid for ℓ = 0, k > 3 and m > k − 2:
Ψ
k,m
L=0 =
(−)k
(k − 2)!
{[
ln
(
r
r0
)
+Hk−2
]
F (k−3)(t− r)
r
∫ +∞
1
dy Vm(y)ϕk−2(y)
−
∫ +∞
1
ds F (k−2)(t− rs)
(
Q0(s)
∫ s
1
dy Vm(y) (y + 1)
k−2
+
∫ +∞
s
dy Vm(y)
[
(y + 1)k−2Q0(y) + ϕk−2(y) ln
(
y − 1
s− 1
)])
−
k−3∑
i=1
(−)k+i (k − 3− i)!
rk−1−i
∫ +∞
1
dy Vm(y)ϕi(y)F
(i−1)(t− ry)
}
, (3.13)
where we have posed ϕi(y) =
1
2
[(y+1)i− (y−1)i], to ease the notation, and Hk−2 =
∑k−2
j=1
1
j
.
Notice the last term in (3.13), which is absent from Eq. (3.12) and constitutes an additional
contribution here for k > 4. The proofs of (3.12) and (3.13) are presented in Appendix A2.
For all the previous formulas in this section, we have verified explicitly that the original
d’Alembertian equation (3.1) is satisfied and that the leading asymptotic behaviour, for
r →∞ with t− r constant, is in complete agreement with Eqs. (A.13) and (A.19) of Ref. [8]
in the particular case where Vm(y) = Qm(y).
B. Asymptotic expansion at future null infinity
We now present other formulas, going beyond those investigated in Ref. [8], for studying
the leading order in the asymptotic expansion when r → +∞ with t−r constant, and which
will enable us to control the asymptotic behaviour of the metric in the last stage of our
iteration, at the quartic level.
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1. Case k = 1, m > 0 and ℓ > 0
From the result (3.4) it is straightforward to see (cf Eq. (A.7) of [8]) that, to leading
order at future null infinity (r → +∞ with t− r = const):
Ψ
1,m
L =
nˆL
r
∫ +∞
0
dτ F (−1)(t− r − τ)
∫ +∞
1+τ/r
dxVm(x)
dQℓ
dx
(x) +O
(
1
r2−ǫ
)
. (3.14)
We remind that the neglected terms in O(rǫ−2) also include possible powers of the logarithm
of r.
2. Case k > 2, ℓ > k − 2, m > 0
The formulas (A.10)–(A.17) of [8] can be extended to any function Vm ∈ Vm by means of
the same procedure that was used to get them in [8]. We find in that case that
Ψ
k,m
L = − α
k,m
ℓ
nˆL
r
F (k−3)(t− r) +O
(
1
r2
)
. (3.15)
The coefficients are given by the following explicit although involved expressions:
α
k,m
ℓ =
k−2∑
i=0
Ck−2ℓ,i
∫ +∞
1
dy Vm(y)Qℓ−k+2+2i(y) , (3.16a)
where Ck−2ℓ,i = (−)i
(
k − 2
i
)
(2ℓ− 2k + 3 + 2i)!!
(2ℓ+ 1 + 2i)!!
(2ℓ− 2k + 5 + 4i) , (3.16b)
with
(
k−2
i
)
denoting the usual binomial coefficient. One can check that the remaining integral
is convergent for any Vm ∈ Vm as long as ℓ > k − 2, since Qℓ(y) ∼ y−ℓ−1 when y → +∞.
Interestingly, the expression (3.16a) for the k,mαℓ’s may be recast into the more compact
form
α
k,m
ℓ = (−)k
∫ +∞
1
dy Vm(y)Q
(−k+2)
ℓ (y) , (3.17)
where Q
(−k+2)
ℓ (y) is the (k− 2)-th anti-derivative of Qℓ(y) that vanishes at y = +∞ with all
its derivatives, i.e.,
Q
(−k+2)
ℓ (y) = −
∫ +∞
y
dz Qℓ(z)
(y − z)k−3
(k − 3)! , (3.18)
for k > 3, and Q
(0)
ℓ (y) ≡ Qℓ(y).
3. Case k > ℓ+ 3 and m > k − ℓ− 2
Adapting the equations (A.19)–(A.21) from [8] we readily get
Ψ
k,m
L = − nˆL
r
∫ +∞
0
dτ F (k−2)(t− r − τ)
[
β
k,m
ℓ ln
(
τ
2r0
)
+ γ
k,m
ℓ
]
+O
(
1
r2
)
, (3.19)
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with the explicit coefficients
β
k,m
ℓ =
1
2
∫ +∞
1
dxVm(x)
∫ 1
−1
dz
(z − x)k−3
(k − 3)! Pℓ(z) , (3.20a)
γ
k,m
ℓ =
1
2
∫ +∞
1
dxVm(x)
∫ 1
−1
dz
(z − x)k−3
(k − 3)! Pℓ(z)
[
− ln
(
x− z
2
)
+Hk−3
]
. (3.20b)
4. Case k = 4, ℓ = 0 and m = 0
So far, we have just extended in a natural way the integration formulas of [8] (see also
the Appendix A of [15] for other formulas). However, in our computation, one extra case
must still be dealt with, corresponding to the values k = 4, ℓ = 0 and m = 0. Because m
vanishes, the function V0 ∈ V0 does not go to zero fast enough when y → +∞ to ensure the
convergence of the coefficients (3.20). To handle that case we use the lemma 7.2 of Ref. [38].
Following the same notation, we define by analytic continuation the B-dependent function
RB(r, s) =
1
2rB0
∫ r
0
dxxB−3
∫ +∞
1
dy V0(y)F [s− x(y − 1)] . (3.21)
We can then write the leading term of the asymptotic expansion of the solution at infinity,
for any V0 ∈ V0, as
Ψ
4,0
L=0 =
1
r
FP
B=0
∫ t−r
−∞
dsRB
(
t− r − s
2
, s
)
+O
(
1
r2−ǫ
)
. (3.22)
Inserting (3.21) into (3.22) we get
Ψ
4,0
L=0 =
1
2r
FP
B=0
∫ t−r
−∞
ds
∫ t−r−s
2
0
dx
xB−3
rB0
∫ +∞
1
dy V0(y)F [s−x(y− 1)]+O
(
1
r2−ǫ
)
. (3.23)
After the convenient change of variable s → z = t−r−s
2
, we can integrate explicitly over z.
Furthermore, we integrate three times by part the remaining integral over x so as to make
the pole ∝ 1/B appear. Those operations result in
Ψ
4,0
L=0 = FP
B=0
{
1
2B(B − 1)(B − 2)
(
r
r0
)B∫ +∞
1
ds F (2)(t− rs)(s− 1)B
∫ +∞
1
dy
V0(y)
(y + 1)B−2
}
+O
(
1
r2−ǫ
)
. (3.24)
The above equation enables us to integrate all the terms that are not covered by the previous
formulas. Notice that the integral
I0(B) =
∫ +∞
1
dy
V0(y)
(y + 1)B−2
(3.25)
in (3.24) diverges when B = 0, since the function V0(y) only behaves like y
−1 when y → +∞.
However, this divergence is “protected” by the analytic continuation in B and it is even
possible to perform a Laurent expansion of I0(B) as B goes to zero. To this aim, let us
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consider the expansion of V0(y) in powers of the variable y + 1 at infinity. For the actual
source we are interested in, it turns out that
V0(y) =
V−1
y + 1
+
V−2
(y + 1)2
+
V−3
(y + 1)3
+
V log−3 ln(y + 1)
(y + 1)3
+ δV−4(y) , (3.26)
where V−1, V−2, V−3 and V
log
−3 are numerical constants, whereas the function δV−4(y) behaves
like some power of ln(y− 1) near y = 1 and is o(1/y3) near y → +∞. Thus, we have at first
order in B:∫ +∞
1
dy
δV−4(y)
(y + 1)B−2
=
∫ +∞
1
dy (y + 1)2δV−4(y) [1− B ln(y + 1)] +O
(
B2
)
. (3.27)
Substituting to V0(y) its expansion (3.26) in Eq. (3.25), we find
I0(B) =
22−BV−1
B − 2 +
21−BV−2
B − 1 +
2−BV−3
B
+ 2−BV log−3
(
ln 2
B
+
1
B2
)
+
∫ +∞
1
dy (y + 1)2δV−4(y) [1− B ln(y + 1)] +O
(
B2
)
. (3.28)
Each time that we have to apply Eq. (3.24), we use the above truncated expression for the
integral I0(B), which is readily expanded up to the first order in B, and take the finite part
when B = 0 as defined in (3.24).
C. Integrating the instantaneous logarithmic terms
Finally, the quartic source also contains terms that are instantaneous, and thus simpler
than the previous hereditary terms, but involve the logarithm of r. These instantaneous
logarithmic terms are not covered by the solution (3.3). The problem amounts to finding an
explicit representation of
χ
k
L = FP
B=0

−1
R
[
nˆL
(
r
r0
)B
ln
(
r
r0
)
r−k F (t− r)
]
= FP
B=0
d
dB
{
−1R
[
nˆL
(
r
r0
)B
r−k F (t− r)
]}
. (3.29)
Notice that for all those terms the scale r0 entering the instantaneous logarithms ln(r/r0) is
the same as the one of our MPM algorithm.
1. Case k = 2
According to Eq. (A.2) of Ref. [39] we have (for any B ∈ C):
−1R
[
nˆL
(
r
r0
)B
r−2 F (t− r)
]
=
1
Kℓ(B)
∫ +∞
r
ds F (t− s) ∂ˆL
[
(s− r)B+ℓ − (s+ r)B+ℓ
r
]
,
(3.30)
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with Kℓ(B) = 2(2r0)
BB(B − 1) · · · (B − ℓ); the operator ∂ˆL denotes a STF product of ℓ
spatial derivatives (L = i1 · · · iℓ). We inject (3.30) into (3.29), apply the differentiation with
respect to B, perform the Laurent expansion when B → 0, and look for the finite part
coefficient. This leads to7
χ
2
L =
(−)ℓ
4ℓ!
∫ +∞
r
ds F (t− s) ∂ˆL
[
(s− r)ℓ
(
ln
(
s−r
2r0
)
+Hℓ
)2
− (s+ r)ℓ
(
ln
(
s+r
2r0
)
+Hℓ
)2
r
]
,
(3.31)
where Hℓ =
∑ℓ
j=1
1
j
is the ℓ-th harmonic number. An alternative, simpler representation of
the right-hand side of Eq. (3.31) involving the Legendre function reads
χ
2
L = − nˆL
2r
∫ +∞
r
ds F (t− s)Qℓ
(s
r
)[
ln
(
s2 − r2
4r20
)
+ 2Hℓ
]
. (3.32)
To prove it, we have verified that the above function satisfies the requested d’Alembertian
equation and has the same leading behaviour at infinity as the expression (3.31) of χ2L.
As a result, the 1/r coefficient when r → +∞ with t − r constant can be computed either
from (3.31) using the formulas (A.35) in [38], or more directly from (3.32), by inserting the
expansion (3.6) of the Legendre function Qℓ(y) when y → 1+. We get
χ
2
L =
nˆL
4r
∫ +∞
0
dτ F (t− r − τ)
[(
ln
(
τ
2r0
)
+ 2Hℓ
)2
− ln2
(
r
r0
)]
+O
(
1
r2−ǫ
)
. (3.33)
2. Case 3 6 k 6 ℓ+ 2
According to Eq. (A9) of [39] we have in this case:
−1R
[
nˆL
(
r
r0
)B
r−k F (t− r)
]
=
(
r
r0
)B k−3∑
i=0
αi(B) nˆL
F (i)(t− r)
rk−i−2
+ β(B)−1R
[
nˆL
(
r
r0
)B
r−2 F (k−2)(t− r)
]
. (3.34)
The B-dependent coefficients αi(B) and β(B) are given by Eqs. (A.10) of [39]. However,
for 3 6 k 6 l + 2, αi(B) does not have any pole when B → 0, and the expansion of β(B)
starts at the first order in B, i.e., β(B) = B +O(B2). As the retarded integral of a source
term whose radial dependence is r−2 (with any power of the logarithm of r) does not have
any pole either, we find
χ
k
L =
1
r
[
αk−3(0) ln
(
r
r0
)
+ α′k−3(0)
]
nˆL F
(k−3)(t− r)
7 In this derivation we use the fact that, for any integer such that 0 6 i 6 2ℓ, [38]
∂ˆL
[
(s− r)i − (s+ r)i
r
]
= 0 .
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+ β ′(0) FP
B=0

−1
R
[
nˆL
(
r
r0
)B
r−2 F (k−2)(t− r)
]
+O
(
1
r2−ǫ
)
, (3.35)
where α′k−3(0) and β
′(0) denote the B-derivative, evaluated at B = 0, of the coefficients
αk−3(B) and β(B) displayed explicitly in Ref. [39]. For completeness, let us point out that
αk−3(0) = −2
k−3(k − 3)!(ℓ− k + 2)!
(k − 3− ℓ)!(k − 2 + ℓ)! , (3.36a)
α′k−3(0) = αk−3(0)
[
Hk+ℓ−2 −Hk−3 − 2Hℓ +Hℓ−k+2
]
, (3.36b)
with β(0) = 0 and β ′(0) = 2αk−3(0). The equation (3.35) is sufficient for our purposes as
we can compute the last term thanks to the identity (3.30).
3. Case k > ℓ+ 3
In that case, Eq. (3.34) is still valid, but αk−3(B) has now a simple pole while β(B)
has no polar part. Let us then write αk−3(B) = a−1B
−1 + a0 + a1B + O(B2), so that
α′k−3(B) = −a−1B−2+a1+O(B); similarly, β(B) = b0+b1B+O(B2) and β ′(B) = b1+O(B).
When computing the finite part of (3.30) we are allowed to commute the finite part operation
with the evaluation of β(B = 0) = b0 and β
′(B = 0) = b1 since the retarded integral of a
source term ∝ r−2 is convergent. The solution χkL may then be put in the form
χ
k
L =
1
r
[
a−1
2
ln2
(
r
r0
)
+ a0 ln
(
r
r0
)
+ a1
]
nˆL F
(k−3)(t− r)
+ b1 FP
B=0

−1
R
[
nˆL
(
r
r0
)B
r−2 F (k−2)(t− r)
]
+ b0 FP
B=0
−1R
[
nˆL
(
r
r0
)B
ln
(
r
r0
)
r−2 F (k−2)(t− r)
]
+O
(
1
r2−ǫ
)
, (3.37)
where
a−1 =
(−)k+ℓ2k−3(k − 3)!
(k − 3− ℓ)!(k − 2 + ℓ)! , (3.38a)
a0 = a−1
[
Hk−3−ℓ −Hk−3 − 2Hℓ +Hk−2+ℓ
]
, (3.38b)
a1 =
a20
2a−1
+
a−1
2
[
Hk−3−ℓ,2 −Hk−3,2 +Hk−2+ℓ,2
]
, (3.38c)
together with b0 = 2a−1 and b1 = 2a0; here Hp,2 =
∑p
j=1
1
j2
denotes the second harmonic
number. The formula (3.37) is also sufficient for our purposes, as the asymptotic form of
the last two terms can be computed with the help of Eqs. (3.30)–(3.31).
IV. QUARTIC METRIC AND RADIATIVE QUADRUPOLE MOMENT
Based on the formulas developed in Sec. IIIA, we have implemented the MPM algorithm,
as summarized by Eqs. (2.13)–(2.15), to compute the tails-of-tails cubic metric hM2×Mij for
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any r greater than the radius of the source. In particular, we have recovered the 1/r
asymptotic behaviour (2.16), when r → +∞ with t − r = const, obtained in [8]. With
hM2×Mij in hands, using Eqs. (2.17)–(2.18), we computed the quartic source term ΛM3×Mij ,
checked that its divergence is identically zero, and integrated it at leading order when r →
+∞. Within this stage, we have extensively employed the formulas developed in Secs. III B–
IIIC.8
Notice that once we have the quartic source ΛM3×Mij , we could use the material from the
previous section to determine the comprehensive quartic metric hM3×Mij , but that would
be a very long process, since the function Vm can be quite complex. Now, it is not simply
given by a Legendre function Qm, as was the case with the cubic metric hM2×Mij , but is
typically a product of combinations of Legendre functions with polynomials and algebraic
rational fractions (such that Vm ∈ Vm, of course). As we are interested in the radiative
quadrupole moment detected at “future null infinity”, we content ourselves with the 1/r
part of the quartic metric. This allows us to resort to the far-zone version of the MPM
algorithm defined in the Appendix B of [8].
Finally, our complete result for the leading 1/r term (actually made of 1/r, ln r/r and
ln2 r/r terms) of the quartic metric in harmonic coordinates reads
h00M3×Mij =
M3nˆab
r
∫ +∞
0
dτ M
(6)
ab
{
−8
3
ln3
( τ
2r
)
+
148
21
ln2
( τ
2r
)
+
232
21
ln
(
r
r0
)
ln
( τ
2r
)
+
1016
2205
ln
( τ
2r
)
+
104
15
ln
(
r
r0
)
+
16489
1575
− 232π
2
63
}
+O
(
1
r2−ǫ
)
, (4.1a)
h0iM3×Mij =
M3nˆabi
r
∫ +∞
0
dτ M
(6)
ab
{
−26
35
ln2
( τ
2r
)
− 8
105
ln
( τ
2r
)
ln
(
r
r0
)
− 6658
11025
ln
( τ
2r
)
+
178
315
ln
(
r
r0
)
− 59287
33075
+
8π2
315
}
+
M3nˆa
r
∫ +∞
0
dτ M
(6)
ai
{
−8
3
ln3
( τ
2r
)
+
562
75
ln2
( τ
2r
)
+
832
75
ln
( τ
2r
)
ln
(
r
r0
)
+
926
1125
ln
( τ
2r
)
+
1154
175
ln
(
r
r0
)
+
212134
18375
− 832π
2
225
}
+O
(
1
r2−ǫ
)
, (4.1b)
hijM3×Mij =
M3nˆabij
r
∫ +∞
0
dτ M
(6)
ij
{
− ln2
( τ
2r
)
− 4
5
ln
( τ
2r
)
+
107
105
ln
(
r
r0
)
− 30868
11025
}
+ 2
M3nˆa(j
r
∫ +∞
0
dτ M
(6)
i)a
{
234
35
ln2
( τ
2r
)
+
104
35
ln
( τ
2r
)
ln
(
r
r0
)
+
58694
3675
ln
( τ
2r
)
− 598
735
ln
(
r
r0
)
+
1487812
77175
− 104π
2
105
}
+
M3nˆabδij
r
∫ +∞
0
dτ M
(6)
ab
{
−48
7
ln2
( τ
2r
)
− 64
21
ln
( τ
2r
)
ln
(
r
r0
)
−7108
441
ln
( τ
2r
)
+
1756
2205
ln
(
r
r0
)
− 4508029
231525
+
64π2
63
}
8 For all these calculations we make intensive use of the algebraic computing software Mathematica with
the tensor package xAct [57].
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+
M3
r
∫ +∞
0
dτ M
(6)
ij
{
−8
3
ln3
( τ
2r
)
+
16
3
ln2
( τ
2r
)
+
152
15
ln
( τ
2r
)
ln
(
r
r0
)
−2332
525
ln
( τ
2r
)
+
3608
525
ln
(
r
r0
)
+
286408
55125
− 152π
2
45
}
+O
(
1
r2−ǫ
)
. (4.1c)
The quadrupole moments inside the integrals are evaluated at time t− r− τ . Note that, at
this stage, the logarithms involve both the radial distance r to the source and the constant
r0 coming from the MPM algorithm. We shall now extract the relevant physical information
from the above metric as viewed at future null infinity, in the form of the so-called radiative
quadrupole moment Uij [35] — not to be confused of course with the source type quadrupole
moment Mij .
So far, we have performed all our computations in harmonic coordinates xµ. However, this
choice of coordinates has the well-known disadvantage that the coordinate cones t−r (where
r = |xi|) deviate by powers of the logarithm of r from the true space-time characteristics or
light cones. As a result, the 1/r expansion of the metric (as r → +∞ with t − r = const)
involves powers of logarithms. We get rid of them by going to radiative coordinates Xµ
for which the associated coordinate cones T − R (where R = |X i|) become asymptotically
tangent to the true light cones at future null infinity. As in previous works [8], this is
achieved by applying the coordinate transformation Xµ = xµ + ξµ(x), where ξµ is defined
by
ξ0 = −2M ln
(
r
b0
)
, (4.2a)
ξi = 0 , (4.2b)
with b0 denoting an arbitrary scale that is a priori different from the scale r0. Let us show
that this simple coordinate change is sufficient to remove all the log-terms from our quartic
metric (4.1), so that, in radiative coordinates Xµ, it is straightforward to define the radiative
quadrupole moment Uij . Keeping only the 1/R terms and consistently taking into account
all theM3×Mij interactions, one can check that the metric in radiative coordinates HM3×Mij
differs from the metric hM3×Mij in harmonic-coordinates by
HµνM3×Mij = h
µν
M3×Mij
− ξλ∂λhµνM2×Mij +
1
2
ξλξσ∂2λσh
µν
M×Mij
− 1
6
ξλξσξρ∂3λσρh
µν
Mij
+O
(
1
R2
)
,
(4.3)
where both sides are evaluated at the same dummy coordinate point, say Xµ. Injecting in
this relation the results found for hM3×Mij , hM2×Mij , hM×Mij and hMij , recalled in Sec. II,
with ξµ given by (4.2), we indeed observe that all the logarithms of R vanish. More precisely,
we obtain
H00M3×Mij =
M3Nˆab
R
∫ +∞
0
dτ M
(6)
ab
{
−8
3
ln3
(
τ
2b0
)
− 4 ln2
(
τ
2b0
)
+
232
21
ln
(
τ
2b0
)
ln
(
τ
2r0
)
−14272
2205
ln
(
τ
2b0
)
+
104
15
ln
(
τ
2r0
)
+
16489
1575
− 232π
2
63
}
+O
(
1
R2
)
, (4.4a)
H0iM3×Mij =
M3Nˆabi
R
∫ +∞
0
dτ M
(6)
ab
{
−2
3
ln2
(
τ
2b0
)
− 8
105
ln
(
τ
2b0
)
ln
(
τ
2r0
)
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−1432
1225
ln
(
τ
2b0
)
+
178
315
ln
(
τ
2r0
)
− 59287
33075
+
8π2
315
}
+
M3Nˆa
R
∫ +∞
0
dτ M
(6)
ai
{
−8
3
ln3
(
τ
2b0
)
− 18
5
ln2
(
τ
2b0
)
+
832
75
ln
(
τ
2b0
)
ln
(
τ
2r0
)
−45448
7875
ln
(
τ
2b0
)
+
1154
175
ln
(
τ
2r0
)
+
212134
18375
− 832π
2
225
}
+O
(
1
R2
)
,
(4.4b)
H ijM3×Mij =
M3Nˆabij
R
∫ +∞
0
dτ M
(6)
ab
{
− ln2
(
τ
2b0
)
− 191
105
ln
(
τ
2b0
)
+
107
105
ln
(
τ
2r0
)
− 30868
11025
}
+ 2
M3Nˆa(j
R
∫ +∞
0
dτ M
(6)
i)a
{
26
7
ln2
(
τ
2b0
)
+
104
35
ln
(
τ
2b0
)
ln
(
τ
2r0
)
+
8812
525
ln
(
τ
2b0
)
− 598
735
ln
(
τ
2r0
)
+
1487812
77175
− 104π
2
105
}
+
M3Nˆabδij
R
∫ +∞
0
dτ M
(6)
ab
{
−80
21
ln2
(
τ
2b0
)
− 64
21
ln
(
τ
2b0
)
ln
(
τ
2r0
)
−592
35
ln
(
τ
2b0
)
+
1756
2205
ln
(
τ
2r0
)
− 4508029
231525
+
64π2
63
}
+
M3
R
∫ +∞
0
dτ M
(6)
ij
{
−8
3
ln3
(
τ
2b0
)
− 24
5
ln2
(
τ
2b0
)
+
152
15
ln
(
τ
2b0
)
ln
(
τ
2r0
)
−396
35
ln
(
τ
2b0
)
+
3608
525
ln
(
τ
2r0
)
+
286408
55125
− 152π
2
45
}
+O
(
1
R2
)
, (4.4c)
where the quadrupole moments are evaluated at time TR − τ in the past, with TR = T −R
denoting the retarded time in radiative coordinates.
By definition, the radiative mass and current multipole moments UL(TR) and VL(TR) are
then the multipolar coefficients that parameterize the transverse-tracefree (TT) projection
of the spatial metric in radiative coordinates, at retarded radiative time TR, i.e.,
HTTij = −
4
R
Pijkl
+∞∑
ℓ=2
1
ℓ!
{
NL−2 UklL−2(TR)− 2ℓ
ℓ+ 1
NaL−2 εab(k Vl)bL−2(TR)
}
+O
(
1
R2
)
.
(4.5)
The TT projection operator is given by Pijkl = PikPjl − 12PijPkl where Pij = δij − NiNj
represents the projector onto the plane transverse to the unit direction Ni = Xi/R from the
source to the observer. The associated total energy flux F = (dE/dTR)GW reads [35]
F =
+∞∑
ℓ=2
[
(ℓ+ 1)(ℓ+ 2)
(ℓ− 1)ℓℓ!(2ℓ+ 1)!!
(
U
(1)
L
)2
+
4ℓ(ℓ+ 2)
(ℓ− 1)(ℓ+ 1)!(2ℓ+ 1)!!
(
V
(1)
L
)2]
. (4.6)
For the contribution of the tails-of-tails-of-tails part of the radiative metric (4.4) to the
radiative quadrupole moment Uij, we get
δUij(TR) =M
3
∫ +∞
0
dτ M
(6)
ij (TR − τ)
[
4
3
ln3
(
τ
2b0
)
+
11
3
ln2
(
τ
2b0
)
+
124627
11025
ln
(
τ
2b0
)
20
−428
105
ln
(
τ
2b0
)
ln
(
τ
2r0
)
− 1177
315
ln
(
τ
2r0
)
+
129268
33075
+
428
315
π2
]
. (4.7)
Adding the known quadratic tails and cubic tails-of-tails [8], we obtain the radiative mass
quadrupole moment, complete with respect to such tail interactions up to the quartic level:
Uij(TR) = M
(2)
ij (TR) +
GM
c3
∫ +∞
0
dτ M
(4)
ij (TR − τ)
[
2 ln
(
cτ
2b0
)
+
11
6
]
+
G2M2
c6
∫ +∞
0
dτ M
(5)
ij (TR − τ)
[
2 ln2
(
cτ
2b0
)
+
11
3
ln
(
cτ
2b0
)
−214
105
ln
(
cτ
2r0
)
+
124627
22050
]
+
G3M3
c9
∫ +∞
0
dτ M
(6)
ij (TR − τ)
[
4
3
ln3
(
cτ
2b0
)
+
11
3
ln2
(
cτ
2b0
)
+
124627
11025
ln
(
cτ
2b0
)
− 428
105
ln
(
cτ
2b0
)
ln
(
cτ
2r0
)
−1177
315
ln
(
cτ
2r0
)
+
129268
33075
+
428
315
π2
]
+O
(
1
c12
)
. (4.8)
We have restored the powers of G and c to show that the tails-of-tails-of-tails represent a
4.5PN effect in the waveform. They correspond to the most difficult interaction between
multipole moments to be computed up to the 4.5PN level. However, there are several other
types of interactions that are easier to control and have not been included here. These are
for example the non-linear memory integrals [37, 39, 50–55] starting at the 2.5PN order, but
also many instantaneous terms, notably at the 4PN order. All these contributions will be
systematically investigated in future work.
We have checked that the coefficient of the maximal power of the logarithm in the quar-
tic tails of (4.7)–(4.8) (namely, the cubic logarithm with coefficient 4/3) agrees with the
expectation for the dominant iterated infra-red type logarithms, usually factorized out in
tail-induced resummed waveforms [15, 58] (see e.g., Sec. (3.1) in [15]).
For future reference let us also recall the radiative mass octupole and current quadrupole
radiative moments up to the cubic tails [15]
Uijk(TR) = M
(3)
ijk(TR) +
GM
c3
∫ +∞
0
dτ M
(5)
ijk(TR − τ)
[
2 ln
(
cτ
2b0
)
+
97
30
]
+
G2M2
c6
∫ +∞
0
dτ M
(6)
ijk(TR − τ)
[
2 ln2
(
cτ
2b0
)
+
97
15
ln
(
cτ
2b0
)
−26
21
ln
(
cτ
2r0
)
+
13283
4410
]
+O
(
1
c9
)
, (4.9a)
Vij(TR) = S
(2)
ij (TR) +
GM
c3
∫ +∞
0
dτ S
(4)
ij (TR − τ)
[
2 ln
(
cτ
2b0
)
+
7
3
]
+
G2M2
c6
∫ +∞
0
dτ S
(5)
ij (TR − τ)
[
2 ln2
(
cτ
2b0
)
+
14
3
ln
(
cτ
2b0
)
−214
105
ln
(
cτ
2r0
)
− 26254
11025
]
+O
(
1
c9
)
. (4.9b)
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V. ENERGY FLUX OF COMPACT BINARIES ON CIRCULAR ORBITS
In this section we derive, based on the quartic radiative mass quadrupole moment (4.8),
the complete 4.5PN coefficient of the gravitational-wave energy flux (4.6), in the case of
binary systems of non-spinning compact objects moving on circular orbits. We thus extend
the circular energy flux known at the 3.5PN order [7–10] by including the 4.5PN coefficient,
while the determination of the 4PN coefficient is left to future work. The test mass limit
of our new 4.5PN coefficient turns out to be in perfect agreement with the prediction from
black-hole perturbation theory [44, 48, 49].
The reason why we are able to control the 4.5PN order without knowing the complete
4PN field (since the source moments are known only up to the 3.5PN order [13–15]) is
the fact that for half-integral PN orders, i.e., n
2
PN orders where n is an odd integer, any
instantaneous or “non-hereditary” term is zero in the energy flux for circular orbits. This
can be shown by a simple dimensional argument (see the discussion in Sec. II of Ref. [59]).
Notice that memory effects do not arise at half-integral PN orders, since the time derivative
acting on the radiative moments in the flux equation (4.6) turns them into instantaneous
quantities. Hence, at the 4.5PN order, only truly “hereditary” tail integrals do contribute to
the circular energy flux. It is therefore sufficient to control the occurrence of such hereditary
integrals, i.e., of non-linear tail interactions between multipole moments. For that purpose,
it is very useful to apply some “selection rules” that permit one to determine all the possible
multipole interactions occurring at a given PN order [13–15] (see in particular Sec. III of [15]).
According to those selection rules, in order to control the 4.5PN order for circular orbits,
we need only the contributions of (i) quadratic multipole tails, of the form M × ML or
M × SL, with 2 6 ℓ 6 5 for mass moments ML and 2 6 ℓ 6 4 for current moments SL, (ii)
the quartic quadrupole tails-of-tails-of-tails M3×Mij (with ℓ = 2 in this case), and (iii) the
double product between the quadratic quadrupole tails M ×Mij and the cubic quadrupole
tails-of-tails M2 ×Mij .
The cubic tails-of-tails M2 ×Mij by themselves contribute to the circular energy flux,
starting at the 3PN order [8]. The 4PN order correction will be given in Eq. (5.7). Moreover,
from the point (iii) above, we see that the cubic tails-of-tails also contribute at the 4.5PN
order through their interactions with the quadrupole tails M ×Mij .
The computation of quadratic tails for circular compact binaries is classic and will not be
detailed. Suffice it to say that, at the 4.5PN order, we need the mass quadrupole moment
at 3PN order, since 4.5PN means 3PN beyond the dominant quadrupole tail at the 1.5PN
order. The 3PN quadrupole moment for circular orbits reads (see e.g., Ref. [13])9
Mij = mν
(
Ax〈ij〉 +B
r2
c2
v〈ij〉 +
48
7
G2m2ν
c5r
x〈ivj〉
)
+O
(
1
c7
)
. (5.1)
9 Here xi and vi denote the orbital separation and relative velocity of the two particles (and the angular
brackets refer to the STF projection). The mass parameters are the total mass m = m1 +m2 and the
symmetric mass ratio ν = m1m2(m1+m2)2 . The harmonic-coordinates PN parameter is γ =
Gm
rc2 , where r = |xi|
represents the radial harmonic-coordinates separation. The quasi-invariant PN parameter is x = (Gmωc3 )
2/3
where ω stands for the orbital frequency, related to r by Eqs. (5.3). A scalar such as the circular energy
flux is quasi-invariant when expressed in terms of x, in the sense that it stays invariant under the class
of coordinate transformations that are asymptotically Minkowskian at infinity.
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In order to control the tails at the 4.5PN order we may ignore the above 2.5PN dissipative
term since it contributes only at the 4PN order. Notice that the “canonical” quadrupole
moment Mij agrees for circular orbits, up to the 3PN order, with the alternative definition
of the “source” quadrupole moment Iij [13]. The two coefficients A and B are given by the
following expansion series in the PN parameter γ:
A = 1 + γ
(
− 1
42
− 13
14
ν
)
+ γ2
(
− 461
1512
− 18395
1512
ν − 241
1512
ν2
)
(5.2a)
+ γ3
(
395899
13200
− 428
105
ln
(
r
r0
)
+
[
3304319
166320
− 44
3
ln
(
r
r′0
)]
ν +
162539
16632
ν2 +
2351
33264
ν3
)
,
B =
11
21
− 11
7
ν + γ
(
1607
378
− 1681
378
ν +
229
378
ν2
)
+ γ2
(
−357761
19800
+
428
105
ln
(
r
r0
)
− 92339
5544
ν +
35759
924
ν2 +
457
5544
ν3
)
. (5.2b)
Notice the two scales entering the logarithmic terms at the 3PN order: one is the length scale
r0 coming from the MPM algorithm (see Sec. II), while the other scale r
′
0 is the logarithmic
barycenter of two gauge constants r′1 and r
′
2 which appear in the 3PN equations of motion
in harmonic coordinates [26], i.e., m ln r′0 = m1 ln r
′
1 + m2 ln r
′
2. The latter constant r
′
0
thus parameterizes the relation between the orbital frequency ω for circular orbits and the
separation r at the 3PN order in harmonic coordinates, namely
ω2 =
Gm
r3
{
1 +
(−3 + ν)γ + (6 + 41
4
ν + ν2
)
γ2 (5.3a)
+
(
−10 +
[
−75707
840
+
41
64
π2 + 22 ln
(
r
r′0
)]
ν +
19
2
ν2 + ν3
)
γ3 +O
(
1
c8
)}
,
γ = x
{
1 +
(
1− ν
3
)
x+
(
1− 65
12
ν
)
x2 (5.3b)
+
(
1 +
[
−2203
2520
− 41
192
π2 − 22
3
ln
(
r
r′0
)]
ν +
229
36
ν2 +
1
81
ν3
)
x3 +O
(
1
c8
)}
.
Here, we do not consider the 2.5PN radiation reaction term in the equations of motion, since
it generates some contribution at the 4PN order but not at the 4.5PN order. To summarize,
there are three arbitrary length scales in the problem: r0, r
′
0, as well as b0 which originates
from our choice of radiative type coordinate system through Eqs. (4.2). It is non trivial to
check that these three scales cancel out in the final gauge invariant expression of the energy
flux for circular orbits.
Another important step of the calculation is the reduction of the tail integrals to circular
orbits. As usual, those integrals are to be computed proceeding as if the worldlines in the
integrands obeyed the current circular dynamics, which amounts to neglecting the evolution
in the past by radiation reaction. The influence of the past evolution would be to correct
the dominant 1.5PN tail integral by a 2.5PN radiation reaction term, and would thus be of
order 4PN, but not 4.5PN. From Eq. (4.8), we see that, at the 4.5PN order, we also need
some integration formulas involving up to three powers of logarithms. Those are [56]∫ +∞
0
dτ ln
(
τ
τ0
)
e−iΩτ =
i
Ω
(
ln
(
Ωτ0
)
+ γE + i
π
2
)
, (5.4a)
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∫ +∞
0
dτ ln2
(
τ
τ0
)
e−iΩτ = − i
Ω
[(
ln
(
Ωτ0
)
+ γE + i
π
2
)2
+
π2
6
]
, (5.4b)∫ +∞
0
dτ ln3
(
τ
τ0
)
e−iΩτ =
i
Ω
[(
ln
(
Ωτ0
)
+ γE + i
π
2
)3
+
π2
2
(
ln
(
Ωτ0
)
+ γE + i
π
2
)
+ 2ζ(3)
]
.
(5.4c)
Here, Ω denotes a multiple of the orbital frequency ω. The constant τ0 is arbitrary, and
related either to r0, r
′
0 or b0. We denote by γE ≃ 0.577 the Euler constant, whereas ζ(3) ≃
1.202 is the Ape´ry constant (ζ being the usual notation for the Riemann zeta function).
Let us decompose the tail contributions to the energy flux of circular binaries up to the
4.5PN order — as defined by (4.6) in terms of the radiative moments — into those generated
by quadratic, cubic and quartic tails,
Ftail = Fquadratic + Fcubic + Fquartic +O
(
G5
)
, (5.5)
where the remainder contains the neglected MPM approximations [see Eq. (2.1)]. The
quadratic tails correspond to multipole interactionsM×ML andM×SL (see e.g., Eqs. (3.6)–
(3.7) in [15]). In particular, we need the full 3PN precision for the mass quadrupole moment,
as in Eqs. (5.1)–(5.2). The higher order moments require some lower PN precision. Their
explicit expressions can be found in Ref. [13]. It is also worthy to note that the quadratic
tails contribute only to half-integral PN approximations. The result in terms of the PN
parameter γ = Gm/(rc2) up to the 4.5PN order reads (factorizing out the Newtonian flux
as usual)
Fquadratic = 32c
5
5G
ν2γ5
{
4πγ3/2
+
(
−25663
672
− 125
8
ν
)
πγ5/2 +
(
90205
576
+
505747
1512
ν +
12809
756
ν2
)
πγ7/2
+
(
9997778801
106444800
− 6848
105
ln
(
r
r0
)
+
[
−8058312817
2661120
+
287
32
π2 +
572
3
ln
(
r
r′0
)]
ν
−12433367
13824
ν2 − 1026257
266112
ν3
)
πγ9/2 +O
(
1
c11
)}
. (5.6)
In contrast to the quadratic tails, the cubic tails-of-tails contribute to integral PN approxi-
mations, starting at the 3PN order [8]. At the next 4PN order they involve the contribution
of the mass quadrupole moment (to be computed with 1PN precision), as well as that of the
mass octupole and current quadrupole moments given by Eqs. (4.9). Furthermore, at the
same level of the cubic tails, we must include in the flux the square of the quadratic tails.
Those various contributions have all been computed. For their sum, we obtain, extending
Eq. (5.9) of [8],
Fcubic = 32c
5
5G
ν2γ5
{(
−116761
3675
+
16
3
π2 − 1712
105
γE − 856
105
ln(16γ) +
1712
105
ln
(
r
r0
))
γ3
+
(
12484937
30870
− 4040
63
π2 +
86456
441
γE +
43228
441
ln(16γ)− 86456
441
ln
(
r
r0
)
+ (1− 4ν)
[
670000393
7408800
+
445
42
π2 − 56731
4410
γE − 56731
8820
ln(16γ)
24
+
133771
4410
ln 2− 47385
1568
ln 3 +
56731
4410
ln
(
r
r0
)])
γ4 +O
(
1
c10
)}
. (5.7)
The constant b0 disappears, as expected. However, Fcubic still contains r0. The point is
that these cubic tails at the 3PN and 4PN orders are not the only contributions to the full
coefficients, since the flux also contains many instantaneous (non-tails) terms that depend on
the source multipole moments, and notably the 4PN quadrupole. After the moments have
been replaced by their explicit expressions, those terms should cancel out the remaining
constants r0 in (5.7). Thus, since the 4PN instantaneous contributions are not known, we
shall ignore henceforth the 4PN coefficient in the flux except for the partial result (5.7).
In addition, there are other tail contributions at the 4PN order (but not at the 4.5PN
order) that we have not yet taken into account. We can mention for instance the coupling
between the dominant 1.5PN tail term and the 2.5PN non-linear memory effect, which is
therefore expected to contribute at the 4PN order. Moreover, there exists a 2.5PN effect
corresponding to the past evolution of the binary source due to radiation reaction. It should
affect the computation of the 1.5PN tail integral at the 4PN order. We also recall the non-
local 4PN tail term entering the equations of motion [20, 21], which will have to be included
when performing the order reduction of accelerations coming from the time derivatives of
the Newtonian quadrupole moment. All these contributions will have to be systematically
included in future work.
Let us next focus on the computation of the quartic-order tails in the flux. One con-
tribution is directly due to the quartic tail term at the 4.5PN order in the radiative mass
quadrupole moment (4.8). However, there is another contribution coming from a double
product between the quadratic quadrupole tail at the 1.5PN order and the cubic quadrupole
tail-of-tail at the 3PN order — recall that the energy flux contains the square of the time
derivative of Eq. (4.8). It turns out that important cancellations occur between these two
terms, notably all the logarithms squared and cubed disappear, leaving only a term linear
in the logarithm. The constant b0 cancels out as expected, but a dependence of r0 is left out
at this stage. In the end, we find that
Fquartic = 32c
5
5G
ν2γ5
{(
−467044
3675
− 3424
105
ln(16γ) +
6848
105
ln
(
r
r0
)
− 6848
105
γE
)
πγ9/2
+O
(
1
c11
)}
. (5.8)
Finally we are in a position to control the half-integral PN approximations (or so-called
“odd” PN terms) in the energy flux for circular orbits, as they are entirely due to tail
integrals. The “odd” part of the flux in this case is
F
∣∣∣
odd
= Ftail
∣∣∣
odd
=
(
Fquadratic + Fquartic
)∣∣∣
odd
+O (G5) . (5.9)
We do not include the cubic tail part (5.7) since it is “even” in the PN sense. Therefore, we
need only to sum up Eqs. (5.6) and (5.8). We gladly discover that the scale r0 cancels out
from the sum, thereby obtaining
F
∣∣∣
odd
=
32c5
5G
ν2γ5
{
4πγ3/2
25
+(
−25663
672
− 125
8
ν
)
πγ5/2 +
(
90205
576
+
505747
1512
ν +
12809
756
ν2
)
πγ7/2
+
(
−24709653481
745113600
− 6848
105
γE − 3424
105
ln (16γ)
+
[
−8058312817
2661120
+
287
32
π2 +
572
3
ln
(
r
r′0
)]
ν
−12433367
13824
ν2 − 1026257
266112
ν3
)
πγ9/2 +O
(
1
c11
)}
. (5.10)
Still there remains a dependence on the scale r′0 coming from the equations of motion, but
that is merely due to our use of the harmonic-coordinates PN parameter γ. Eliminating γ
in favor of the quasi-invariant frequency-related PN parameter x = (Gmω/c3)2/3 with the
help of Eqs. (5.3) yields then our final result:
F
∣∣∣
odd
=
32c5
5G
ν2x5
{
4πx3/2
+
(
−8191
672
− 583
24
ν
)
πx5/2 +
(
−16285
504
+
214745
1728
ν +
193385
3024
ν2
)
πx7/2
+
(
265978667519
745113600
− 6848
105
γE − 3424
105
ln (16x) +
[
2062241
22176
+
41
12
π2
]
ν
−133112905
290304
ν2 − 3719141
38016
ν3
)
πx9/2 +O
(
1
c11
)}
. (5.11)
We insist that the latter odd part of the flux, although it has been computed only from tail
contributions, represents the full PN-odd part of the complete flux, in the case of circular or-
bits. Thus, the coefficients can be compared with those derived from black-hole perturbation
theory in the small mass ratio limit ν → 0. Black-hole perturbations have been expanded for
this problem at the 1.5PN order [40], then extended up to the 5.5PN order in [41–44], and
more recently, using the method [45–47], up to extremely high PN orders [48, 49]. Our new
4.5PN result in Eq. (5.11) perfectly reproduces the latter works in the limit where ν → 0
(see Eq. (3.1) in [44]).
VI. CONCLUSION
This paper is a contribution to our current program to provide 4.5PN accurate gravita-
tional waveforms (together with the orbital phasing) generated by the inspiral of compact
binary systems without spins. A first part of this program, concerning the 4PN accurate
equations of motion, has already been completed [20, 21]. Here, we solve one of the main
difficulties regarding the 4.5PN wave field, namely the computation of quartic non-linearities
associated with high order tail effects called “tails-of-tails-of-tails”. These terms correspond
to the interaction between three mass monopoles M and the quadrupole moment Mij . They
contribute at the 4.5PN order to the asymptotic waveform and gravitational energy flux
(beyond the Einstein quadrupole formula).
Our calculation is based on the multipolar-post-Minkowskian (MPM) algorithm for solv-
ing the Einstein field equations in the exterior region of a general isolated source [8, 38, 39].
We developed new mathematical formulas to express the retarded solutions of d’Alembertian
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equations sourced by certain non-linear tail (or “hereditary”) integrals. Such formulas are
necessary in practice for implementing the non-linear iterations leading to the quartic met-
ric, and allow us to express our results in essentially analytic closed form. Those formulas
involve a machinery of Legendre polynomials and associated Legendre functions.
We have thoroughly computed the cubic-order tails-of-tails at any distance from the
source (while only the leading asymptotic terms were previously known [8]), and plugged
the latter piece of the gravitational field into the source term in order to perform the next
iteration of the metric at the quartic level. From that source term, we derived, resorting
again to formulas generalized from previous works, the tails-of-tails-of-tails at the leading
order in the inverse distance to the source. Our main result is encapsulated in the radiative
mass quadrupole moment (4.8), which describes the quadrupolar gravitational waves at
infinity, up to the level of the quartic interaction M3 ×Mij which contributes at the 4.5PN
order in the asymptotic waveform.
As an application, we computed the total energy flux emitted by compact binary systems
in the case of circular orbits. After extending the classic calculation of quadratic tails up to
the 4.5PN order, we obtained the new contributions due to the quartic tails-of-tails-of-tails.
We also extended the computation of cubic tails-of-tails at the 4PN order. This led us to the
complete 4.5PN coefficient in the energy flux of compact binaries on circular orbits, as given
by Eq. (5.11). The energy flux represents an essential theoretical input for gravitational-
wave data analysis, since it drives the orbital phase evolution [3, 4]. Notice, however, that
the 4PN coefficient is not yet known, except in the test mass limit. Its computation is left
for future work. Finally, the test-particle limit of our 4.5PN expression (when ν → 0) is
in perfect agreement with the result found by means of black-hole perturbation methods
applied to the two body problem [44, 48, 49].
Appendix A: Proofs of some mathematical formulas
1. Formula (3.11)
We want to prove that, for any ℓ > k − 2, m > k − 2, and for any Vm ∈ Vm,
Ψ
k,m
L = −nˆL
∫ +∞
1
ds F (k−2)(t− rs)
×
[
Qℓ(s)
∫ s
1
dy V (−k+2)m (y)Pℓ(y) + Pℓ(s)
∫ +∞
s
dy V (−k+2)m (y)Qℓ(y)
]
, (A1)
where V
(−k+2)
m (y) is the (k − 2)-th anti-derivative of Vm(y) defined by Eq. (3.10). We will
proceed by induction over the integer k. Let us thus assume that (A1) is valid up to k − 1
with k > 3, and let us show that it is then valid for k. By definition, we have
Ψ
k,m
L = FP
B=0

−1
R
[
nˆL
(
r
r0
)B
r−k
∫ +∞
1
dy Vm(y)F (t− ry)
]
, (A2)
which we can integrate by part, for Vm ∈ Vm and m > k − 2. We find
Ψ
k,m
L = FP
B=0

−1
R
[
nˆL
(
r
r0
)B
r−k+1
∫ +∞
1
dy V (−1)m (y)F
(1)(t− ry)
]
, (A3)
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where V
(−1)
m (y) =
∫ y
1
dxVm(x) in agreement with (3.10). As m > 1 (because k > 3), αm =∫ +∞
1
dy Vm(y) is a convergent integral. Posing V˜m−1(y) = V
(−1)
m (y)−αm, we rewrite (A3) as
Ψ
k,m
L = αm FP
B=0
−1R
[
nˆL
(
r
r0
)B
r−kF (t− r)
]
+ FP
B=0
−1R
[
nˆL
(
r
r0
)B
r−k+1
∫ +∞
1
dy V˜m−1(y)F
(1)(t− ry)
]
. (A4)
The point now is that V˜m−1 ∈ Vm−1, so that we can make use of Eq. (A1) (which is our
induction hypothesis) to obtain
Ψ
k,m
L = αm FP
B=0
−1R
[
nˆL
(
r
r0
)B
r−kF (t− r)
]
− nˆL
∫ +∞
1
ds F (k−2)(t− rs)
×
[
Qℓ(s)
∫ s
1
dy V˜
(−k+3)
m−1 (y)Pℓ(y) + Pℓ(s)
∫ +∞
s
dy V˜
(−k+3)
m−1 (y)Qℓ(y)
]
. (A5)
The first term is instantaneous and, keeping in mind that ℓ > k−2, it may be integrated by
means of the formula (A.11) of [39]. Since we have V˜
(−k+3)
m−1 (y) = V
(−k+2)
m (y) − αm (y−1)
k−3
(k−3)!
,
we obtain exactly the result k,mΨL given by (A1) that we wanted to prove, with however
the following additional term
δΨ
k,m
L = αm nˆL
∫ +∞
1
ds F (k−2)(t− rs)
×
[
Ak−3ℓ (s)−
2k−3(k − 3)!(ℓ+ 2− k)!
(ℓ + k − 2)!
k−3∑
j=0
(ℓ+ j)! (s− 1)j
2j(ℓ− j)!(j!)2
]
, (A6)
in which we have introduced the following combination
Ak−3ℓ (s) = Qℓ(s)
∫ s
1
dy Pℓ(y)
(y − 1)k−3
(k − 3)! + Pℓ(s)
∫ +∞
s
dy Qℓ(y)
(y − 1)k−3
(k − 3)! . (A7)
We are now going to prove that the additional term (A6) is actually zero, because the
quantity in the square brackets of (A6) is in fact identically zero (for any s ∈]1,+∞[). To
this end, we notice that the two integrals appearing in (A7) are of the same type, namely
Ipℓ (s) =
∫ s
a
dy fℓ(y)
(y − 1)p
p!
, (A8)
where we have posed p = k− 3 for simplicity sake. The lower boundary is a = 1 or a = +∞
according to the integral in (A7) we are considering. The function fℓ(y) represents either
the Legendre polynomial Pℓ(y) for a = 1 or the Legendre function Qℓ(y) for a = +∞. In
both cases, the integral is well-defined. Using the fact that fℓ(y) satisfies the usual Legendre
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differential equation10 and performing two integrations by parts, we obtain the following
recursive relation
Ipℓ (s) =
1
(ℓ− p)(ℓ+ p+ 1)
[(
fℓ(s)
[
(ℓ− p)s− p]− ℓfℓ−1(s))(s− 1)p
p!
+ 2p Ip−1ℓ (s)
]
. (A9)
It nicely translates, when inserted into (A7), into the simple recurrence equation
Apℓ(s) =
1
(ℓ− p)(ℓ+ p + 1)
[(s− 1)p
p!
+ 2pAp−1ℓ (s)
]
, (A10)
whose solution is straightforwardly found to be
Apℓ(s) =
2pp!(ℓ− p− 1)!
(ℓ+ p + 1)!
p∑
j=0
(ℓ+ j)! (s− 1)j
2j(ℓ− j)!(j!)2 . (A11)
To arrive at the latter expression, we need the readily checked relation A0ℓ(s) =
1
ℓ(ℓ+1)
,
which plays the role of normalization condition. The result (A11) shows that the additional
term (A6) is indeed zero, which completes our proof of Eq. (A1).
2. Formulas (3.12) and (3.13)
We notice that, for the proof of the case where ℓ = 0, k = 3 and m = 2, all the reasonings
in the previous section A1 remain valid for ℓ = 0 up to Eq. (A5), which is actually true as
soon as m > 1. Now, the equation (A.13) of [39] tells us that
FP
B=0

−1
R
[(
r
r0
)B
r−3F (t− r)
]
= −
[
ln
(
r
r0
)
+ 1
]
F (t− r)
r
+ 2
∫ +∞
1
ds F (1)(t− rs)Q0(s) .
(A12)
Inserting (A12) into (A5) for k = 3, we readily recover the result (3.12) in the text.
The generalization to the case where ℓ = 0, k > 3 and m > k − 2, given by the for-
mula (3.13) in the text, differs from the proof we just presented for k = 3, and goes as
follows. First, using the definition (6.3) of Ref. [38], we pose
RB(r, s) =
1
2
∫ r
0
dx
(
x
r0
)B
x−k+1
∫ +∞
1
dy Vm(y)F [s− x(y − 1)] . (A13)
10 Namely,
d
dy
[
(1− y2)dfℓ(y)
dy
]
+ ℓ(ℓ+ 1)fℓ(y) = 0 .
We remind also the following properties of Legendre functions that are used in our computation:
(1− y2)dfℓ(y)
dy
= ℓ
[
fℓ−1(y)− yfℓ(y)
]
,
Pℓ(y)Qℓ−1(y)− Pℓ−1(y)Qℓ(y) = 1
ℓ
.
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Then, by virtue of the theorem (6.1) of [36], we can write
Ψ
k,m
L=0 =
1
r
FPB=0
∫ t−r
−∞
ds
[
RB
(
t− r − s
2
, s
)
− RB
(
t+ r − s
2
, s
)]
. (A14)
Let us call A1 the first term in this expression, actually a retarded homogeneous solution
of the wave equation, and A2 the second term, which is made of a mixture of retarded and
advanced times. By construction, we have k,mΨL=0 = A1 + A2.
We inject (A13) into A1 and define the new variable u =
t−r−s
2
, thereby expressing A1 in
terms of the new set of variables (u, x, y). Next, after commuting the x and u integrals, we
explicitly integrate over u. Once this is done, we perform k − 1 integrations by part with
respect to x and apply the finite part procedure to get
A1 =
(−)k
2(k − 2)!
1
r
∫ +∞
0
dx
[
ln
(
x
r0
)
+Hk−2
] ∫ +∞
1
dy Vm(y) (y+1)
k−1F (k−2)
[
t−r−x(y+1)] .
(A15)
The same treatment is applied to the second term A2 but the computation is longer, as some
boundary terms arise. We find that
A2 = − (−)
k
2(k − 2)!
1
r
∫ +∞
r
dx
[
ln
(
x
r0
)
+Hk−2
]∫ +∞
1
dy Vm(y) (y + 1)
k−1 F (k−2)
[
t+ r − x(y + 1)]
− (−)
k
2(k − 2)!
1
r
∫ r
0
dx
[
ln
(
x
r0
)
+Hk−2
]∫ +∞
1
dy Vm(y) (y − 1)k−1 F (k−2)
[
t− r − x(y − 1)]
+
(−)k
(k − 2)!
1
r
[
ln
(
r
r0
)
+Hk−2
] ∫ +∞
1
dy Vm(y)ϕk−2(y)F
(k−3)(t− ry)
−
k−3∑
i=1
(−)i
(k − 2) · · · (k − 2− i)
1
rk−i−1
∫ +∞
1
dy Vm(y)ϕi(y)F
(i−1)(t− ry) , (A16)
where ϕi(y) =
1
2
[(y + 1)i − (y − 1)i]. Then, we make the change of variable t − rs =
t − r − x(y + 1) in (A15), as well as the changes t − rs = t + r − x(y + 1) in the first line
of (A16) and t− rs = t− r − x(y − 1) in the second line of (A16). Finally, with these new
variables, after exchanging the integrations, simplifications occur, yielding the formula (3.13)
in the text.
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