Abstract The classical multi-set split feasibility problem seeks a point in the intersection of finitely many closed convex domain constraints, whose image under a linear mapping also lies in the intersection of finitely many closed convex range constraints. Split feasibility generalizes important inverse problems including convex feasibility, linear complementarity, and regression with constraint sets. When a feasible point does not exist, solution methods that proceed by minimizing a proximity function can be used to obtain optimal approximate solutions to the problem. We present an extension of the proximity function approach that generalizes the linear split feasibility problem to allow for non-linear mappings. Our algorithm is based on the principle of majorization-minimization, is amenable to quasi-Newton acceleration, and comes complete with convergence guarantees under mild assumptions. Furthermore, we show that the Euclidean norm appearing in the proximity function of the non-linear split feasibility problem can be replaced by arbitrary Bregman divergences. We explore several examples illustrating the merits of
non-linear formulations over the linear case, with a focus on optimization for intensity-modulated radiation therapy.
Mathematics Subject Classification (2000) 65K05 · 90C25 · 90C30 · 62J02

Introduction
In the split feasibility problem, one is given a smooth function h(x) : R m → R p and two closed convex sets C ⊂ R m and Q ⊂ R p [11] . One then seeks a point x ∈ R m simultaneously satisfying x ∈ C and h(x) ∈ Q. Instances of the split feasibility problem abound. The classical linear version of the split feasibility problem takes h(x) = Ax for some m × n matrix A [11] . Other typical examples of the split feasibility problem include constrained problems such as finding x ∈ C subject to h(x) = b, h(x)−b ≤ r, or c ≤ h(x)−b ≤ d. The multi-set version of the problem represents C = ∩ i C i and Q = ∩ j Q j as the intersections of closed convex sets C i and Q j . A variety of algorithms have been proposed for solving the linear split feasibility problem notably those in image reconstruction and intensity-modulated radiation therapy (IMRT) [6, 10, 12, 14, 47] . The split feasibility problem has been studied in more general settings, for example in infinite dimensions [21, 37, 48] and within the broader context of split inverse problems [13] .
Here we generalize a previously discovered algorithm [11] for the case when h is linear to the case when h is non-linear, using the majorizationminimization (MM) principle from computational statistics [31, 32] . Like the popular CQ algorithm for solving the split feasibility algorithm [6] , the primary computations are projections onto the sets C i and Q j . Our MM approach comes with global convergence guarantees under very mild assumptions and includes a first-order approximation to the Hessian that lends the algorithm to powerful acceleration schemes, in contrast to previous attempts. Such attempts at the non-linear problem include a projected gradient trust-region method [26] that converges to local optima. This approach constitutes a sequential linearization of the problem, and is equivalent to the CQ algorithm in the case that h is linear. An adaptive projection-type algorithm based on modifying the linear algorithm is proposed in [33] . The objective function in the non-linear case becomes non-convex even when all constraint sets are closed and convex, and convergence results in [33] rely on simply assuming convexity, a strong restriction that is furthermore not straightforward to verify.
Our point of departure is the proximity function [12] f (x) = 1 2
where dist(x, y) denotes the Euclidean distance between two vectors x and y. Note that f (x) vanishes precisely when x is split feasible. The weights v i and w j are assumed to be positive with sum i v i + j w j = 1; nonuniform weights allow some constraints to be stressed more than others. Alternative proximity functions have been employed in the split feasibility problem. For example, if we enforce a hard constraint that x belongs to the intersection set C, we recover the proximity function behind the CQ algorithm for solving the split feasibility problem [6] . In contrast to this and previous efforts toward the nonlinear problem, the proximity function defined in (1) enables us to identify a point x that is close to the desired constraints given by both C and Q even when the constraints cannot be satisfied simultaneously. Indeed, when there are no constraints on h(x), the problem of minimizing the proximity function is closely related to the generalized Heron problem [16, 39, 40, 41] of finding a point that minimizes the distance to a collection of disjoint closed convex sets. The rest of our paper proceeds as follows. We begin by reviewing background material on the MM principle and deriving the MM algorithm. Next, we introduce generalized proximity functions based on Bregman divergences and derive an extension of the initial MM algorithm. Convergence results for our MM algorithms are provided in the following section. Next, we illustrate how our MM algorithm can be applied to constrained regression problems for generalized linear models, with a focus on sparse regression. Before concluding the paper, we highlight the computational advantages of the non-linear split feasibility formulation over its linear counterpart with a case study in computing radiation treatment plans for liver and prostate cancer.
The MM Principle
We briefly review the MM algorithm and its relationship to existing optimization methods before introducing our MM algorithm for solving the splitfeasibility problem. The MM algorithm is an instance of a broad class of methods termed sequential unconstrained minimization [25] and is closely related to the important subclass of sequential unconstrained minimization algorithms (SUMMA). These algorithms have attractive convergence properties [7, 8, 9] , and their relationship to MM algorithms is detailed in [17] .
The basic idea of an MM algorithm [2, 29] is to convert a hard optimization problem (for example, non-differentiable) into a sequence of simpler ones (for example, smooth). The MM principle requires majorizing the objective function f (y) above by a surrogate function g(y | x) anchored at the current point x. Majorization is a combination of the tangency condition g(x | x) = f (x) and the domination condition g(y | x) ≥ f (y) for all y ∈ R m . The iterates of the associated MM algorithm are defined by
the MM iterates generate a descent algorithm driving the objective function downhill. Strict inequality usually prevails unless x k is a stationary point of f (x). We note that the expectation-maximization (EM) algorithm for maximum likelihood estimation with missing data is a well-known example of an MM algorithm, where the expected log-likelihood serves as the surrogate function [20] . Returning our attention to the split feasibility problem, we propose majorizing the proximity function f (x) given in (1) by the following surrogate function
which is constructed from the Euclidean projections P Ci (x) and P Qj (y). The surrogate function satisfies the tangency condition f (
In fact, validation of the descent property merely requires x k+1 to satisfy
The stationary condition ∇g(x | x k ) = 0 requires the gradient
where ∇h(x) ∈ R n×p denotes the transpose of the first differential dh(x) ∈ R p×n . When h is linear, identifying a stationary point reduces to solving a linear system. When h is non-linear, we propose inexactly minimizing the surrogate g(x | x k ) by taking a single quasi-Newton step. To this end, we compute the second order differential
The second differential d 2 h(x) is properly interpreted as a tensor. The third sum in the expansion (4) vanishes whenever h(x) is linear or when h(x) ∈ Q. This observation motivates the update rule
where v is the sum of the v i and w is the sum of the w i . The update (5) reduces to a valid MM algorithm when h is a linear function. Otherwise, it constitutes an approximate MM algorithm that can be safeguarded by step-halving to preserve the descent property.
Algorithm 1 MM-Algorithm for minimizing proximity function (Euclidean)
1: Given a starting point x 0 , α ∈ (0, 1), and σ ∈ (0, 1) 2: k ← 0 3: repeat 4:
η ← 1 8:
η ← ση 10:
end while 11:
In essence, the update (5) approximates one step of Newton's method applied to the surrogate [30] . Dropping the sum involving d 2 h(x k ) is analogous to the transition from Newton's method to the Gauss-Newton algorithm in non-linear regression. This maneuver avoids computation of second derivatives while guaranteeing that the approximate second differential is positive definite. As the algorithm approaches split feasibility, the residual terms h(x) − P Qj [h(x k )] nearly vanish, further improving the approximation and accelerating convergence. As the overall rate of convergence of any MM algorithm is linear, one step of a quasi-Newton method suffices; additional computations of inner iterations required to find the minimum of g(x | x k ) are effectively wasted effort. Algorithm 1 summarizes the MM algorithm for minimizing (1) using step-halving based on satisfying the Armijo condition.
Note that the algorithm requires inversion of a linear system involving the n-by-n matrix H k , requiring O(n 3 ) flops. When p n in the mapping h : R n → R p , we can invoke the Woodbury formula, which tells us that the inverse of
can be expressed as
In this case, each update requires solving the substantially smaller p-by-p linear system of equations if the latter form is used. Savings can be non-trivial as the dominant computation in the latter form is the matrix-matrix product dh(x k )∇h(x k ) which requires O(np 2 ) flops.
Illustrative Example: We present a small toy problem to demonstrate the MM algorithm and to motivate an important refinement. Consider the nonlinear split feasibility problem with domain set C = {x ∈ R 2 : x 2 ≤ 1}, range set Q = {y ∈ R 3 : y − d ≤ 1} where d = (0, 1.8, 3) t , and mapping h : R 2 → R 3 . Figure 1 shows the level sets of the proximity function for this problem. The light grey region denotes C and the red region denotes C ∩ h −1 (Q). There are two things to observe. First, the proximity function is non-convex, and second, the proximity function is very flat around the split feasible region. In the non-linear split feasibility problem the proximity function in general is non-convex; we will give a useful example later in which the proximity function is convex. Nonetheless, in the most general case, we will see that only convergence to a stationary point of f is guaranteed. The flatness of the proximity function near the split feasible region is important to note since it will affect the local convergence rate.
The left panel of Figure 2 shows the MM iterate sequence generated from six different starting points. All sequences converge to a split feasible point. In all cases except for the sequence starting at (0,0), the iterate sequence makes great initial progress only to slow down drastically as the proximity function becomes flatter around the split feasible region.
As this example demonstrates, MM algorithms are often plagued by a slow rate of convergence in a neighborhood of a minimum point. To remedyOn the right is an accelerated sequence using 2 secants.
this situation, we employ quasi-Newton acceleration on the iteration sequence. Details on the acceleration are given in [50] . Returning to our toy example, we see in the right panel of Figure 2 a tremendous reduction in the number of iterates until convergence using quasi-Newton acceleration with two secant approximations.
Generalization to Bregman Divergences
Note that the key property of the proximity function given in (1) is that it attains its global minimum of zero at a point x if and only if x is split feasible. Thus, we may wish to consider employing alternatives to the Euclidean distance as measures of closeness in the proximity function, that maintain this key property. A natural alternative is the Bregman divergence, which we review now. Indeed, we will see in our IMRT case study that employing a Bregman divergence will result in improved computational speeds.
Let φ(u) be a strictly convex, twice differentiable function. The Bregman divergence [3] between u and v with respect to φ is defined as
Note that the Bregman divergence (6) is a convex function of its first argument v that majorizes 0. It is natural to consider the Bregman divergence since it encompasses many useful measures of closeness. For instance, the convex functions
The matrix M in the definition of φ 3 (v) is assumed to be positive definite. Note that the Bregman divergence is not a metric, as it is not symmetric in general. For instance, while D φ1 and D φ3 are metrics, D φ2 is not a metric. Nonetheless, it has the metric-like property that the D φ (v, u) is nonnegative for all u and v and vanishes if and only if u = v when φ is strictly convex as we have assumed. We will see shortly that this property enables us to employ Bregman divergences in the proximity function in place of the Euclidean distance [15] .
Before introducing the generalized proximity function, we recall that the Bregman projection of a point u onto a nonempty closed convex set C with respect to φ is the point P φ C (u) defined as
Under suitable regularity conditions, the Bregman projection exists. Moreover, the Bregman projection is unique when it exists by strict convexity of φ(u).
Let φ : R n → R and ζ : R p → R be strictly convex, twice differentiable
The same applies to range sets:
Consequently, a point x is split feasible if and only if for all i and j,
This observation motivates the following analogue of the proximity function f (x) from (1)
Note that the proximity functionf (x) in (7) coincides with the original proximity function f (x) in (1) when φ and ζ are the squared Euclidean norms. The proximity functionf (x) can be majorized in a similar fashion to our original proximity function f (x) in (1). If we abbreviate y
majorizesf (x). This follows from the definition of the Bregman projection:
The MM principle suggests that we minimizeg(x | x k ). Since
a brief calculation produces the gradient of the majorizationg(x | x k ) with respect to its first argument.
Once again, the tangency condition ∇g(
To obtain an improved point, we consider the full second differential
where
While this expression for the second differential is notably more unwieldy compared to its counterpart in the Euclidean case, the terms containing differences between x or h(x) and their projections-most of the terms above-vanish when x ∈ C or h(x) ∈ Q and become negligible near a feasible solution, greatly simplifying computations. Thus, we approximate the Hessian as follows:
This approximation motivates the update
are positive definite, the new algorithm enjoys the descent property if some form of step-halving is instituted. Algorithm 2 summarizes the MM algorithm for minimizing (7) using Algorithm 2 MM-Algorithm for minimizing proximity function (Bregman) 1: Given a starting point x 0 , α ∈ (0, 1), and σ ∈ (0, 1) 2: k ← 0 3: repeat 4:
5:
k ← k + 1 13: until convergence step-halving based on satisfying the Armijo condition. Note that Algorithm 2 reduces to Algorithm 1 when we take φ and ζ to be the squared Euclidean norms.
We remark that one can take Bregman projections with respect to divergences generated by set-specific functions. For example, we could use the Bregman divergence with respect to a function φ i (x) for computing the proximity of x to the set C i . Similarly, we could use the Bregman divergence with respect to a function ζ j for computing the proximity of h(x) to the set Q j . Whenever the functions φ i (x) and ζ j (h(x)) are parameter separated, the second differentials
are diagonal, and application of Woodbury's formula is straightforward.
Computing the Bregman Projections: Existence of the Bregman projection does not imply that it is always practical to compute. Here we describe a general way to obtain the Bregman projection of a point onto a hyperplane or half-space. We focus on this case for two reasons. First, computation in these two cases reduce to a one-dimensional optimization problem at worst, and admits closed form solutions for some choices of φ. Second, closed convex sets can be can be approximated with a tunable degree of accuracy with a well chosen intersection of half-spaces, or polytope. Other simple convex sets, such as affine subspaces and cones can be computed using similar algorithmic primitives [35] .
The Bregman projections will require computations involving Fenchel conjugates; recall that the Fenchel conjugate of a function φ is
The Bregman projection of a point x onto the hyperplane HP (a, c) = {z : a t z = c} with nonzero a ∈ R p is given by
where γ is a scalar satisfying
Projecting onto a half-space follows similarly from this relation. Denote the half-space HS(a, c) := {z : a t z ≤ c}. Then γ = 0 when x ∈ HS(a, c), but otherwise γ > 0, and P φ HP (a,c) (x) = P φ HS(a,c) (x). It is straightforward to verify, for instance, that this coincides with the Euclidean projection when
To illustrate this calculation consider the Kullback-Leibler (KL) divergence or relative entropy
generated by the negative entropy function
In this case we have ∇φ(x) = log x+1, φ (z) = j e zj −1 , and ∇φ (z) = e z−1 . Using (9), one can find that the Bregman projection is given by the vector P φ HP (a,c) (x) = xe −γa , where γ minimizes the quantity j x j e − γaj + γc. While there is no closed form for γ in this example, the projection can be computed numerically by solving a simple one-dimensional optimization problem, with second order information readily available for efficient implementations of Newton's method.
The KL divergence arises in a wide variety of applications, notably in image denoising and tomography, enabling entropy-based reconstruction from non-negative image data [4] . Notice that P φ Q(a,c) (x) results in a multiplicative update of x and therefore preserves positivity, a desirable feature in these settings. Indeed, the multiplicative algebraic reconstruction technique, a classical method in positron emission tomography (PET) [27] , was later analyzed as a sequential Bregman projection algorithm [5] . We note that the KL divergence is a special case of the important class of β-divergences with parameter β = 1, which we will discuss in our IMRT case study in Section 6. When intermediate values within iterative procedures may take non-positive values, as is the case in our MM algorithm, β-divergences with β > 1 can be considered and are well-defined when x assumes negative entries. This class of divergences has found success in applications such as non-negative matrix factorization [24] .
Convergence Analysis
We now show that the set of limit points of the MM algorithm belong to the set of stationary points of the proximity function. Moreover, the set of limit points is compact and connected. We prove convergence under both the Euclidean based proximity function in (1) and its Bregman generalization in (7) . We make the following assumptions:
A1. The proximity function is coercive, namely its sublevel sets are compact. A2. The gradient of the proximity function is L-Lipschitz continuous, or in other words is Lipschitz differentiable. A3. The approximate Hessian of the proximity function H(x) maps R n continuously into the space of positive definite n × n matrices, namely the matrix H(x) = vI n +w∇h(x)dh(x) is continuous in the case of the Euclidean based proximity function, or
is continuous in the case of the Bregman generalization.
We begin by showing that step-halving under the Armijo condition is guaranteed to terminate under finitely many backtracking steps. We first review the Armijo condition: suppose v is a descent direction at x in the sense that df (x)v < 0. The Armijo condition chooses a step size η such that
for fixed α ∈ (0, 1). We give a modest generalization of the proof given in Chapter 12 of [32] , where we substitute Lipschitz differentiability for twice differentiability of f (x).
Proposition 1
as in the update (5) or update (8) .
Because ∇f (x) and H(x) are continuous, there are positive constants a and b, such that
The last term on the right hand side of (10) can be bounded by
We next identify a bound for ∇f (x) 2 .
Combining the inequalities in (10) and (11) yields
Therefore, the Armijo condition is met for any s ≥ s , where
We now prove the convergence of our MM algorithm safeguarded by Armijo step-halving.
Proposition 2 Consider the algorithm map
where η x has been selected by backtracking to ensure Armijo's condition. Then the limit points of the sequence x k+1 = ψ(x k ) are stationary points of f (x). Moreover, this set of limit points is compact and connected.
is continuous, it attains its infimum on L f (x 0 ), and therefore the decreasing sequence f (x k ) is bounded below. Thus, f (x k ) − f (x k+1 ) converges to 0. Let s k denote the number of backtracking steps taken at the kth iteration, and assume that the line search is terminated once the Armijo condition is met. As a consequence of backtracking,
The inequality above implies that ∇f (x k ) converges to 0. Therefore, all the limit points of the sequence x k are stationary points of f (x). Taking norms of the update produces
Thus, we have a bounded sequence x k with x k+1 − x k tending to 0. According to Propositions 12.4.2 and 12.4.3 in [32] , the set of limit points is compact and connected.
Note that in the linear case h(x) = Ax, the gradient ∇f (x) is L-Lipschitz continuous with L = i v i + ρ(A t A) j w j , where ρ(A t A) is the spectral radius of A t A. Finally, note that we do not assume convexity of the proximity function. Whenever the proximity function is convex, stationary points are furthermore necessarily global minimizers, and therefore all limit points of the iterate sequence are global minimizers.
Before leaving our discussion on convergence, we address the issue of the convergence of the accelerated version of our algorithm. In practice, we observe that the accelerated algorithm converges to valid solutions, but the fact that its iterates may temporarily increase our objective complicates convergence analysis. Nonetheless, convergence of the acceleration scheme can be guaranteed with the following slight modification. Each quasi-Newton step requires two ordinary MM iterations [50] . If the quasi-Newton update fails to reduce the objective function, then we revert to the second iterate ψ • ψ(x k ). This modified scheme comes with convergence guarantees described in the following proposition, proved in the Appendix.
Proposition 3 Let ϕ denote the algorithm map corresponding to the modified quasi-Newton method. Generate the iterate sequence x k+1 = ϕ(x k ). Then the limit points of this sequence are stationary points of f (x).
Application: Regression with Constraints
Proximity function optimization offers a general framework encompassing statistical regression with constraints. For instance, we see that the two-set linear split feasibility problem with no domain constraint and a singleton range constraint Q = {y} coincides with the Tikhonov regularization or ridge regression objective function Ax − y . This is an example of regularized linear regression, where the objective jointly minimizes the least squares objective along with a penalty function that encourages solutions to be well-behaved in some desired sense. We will see split feasibility provides a flexible approach toward this goal, and its non-linear and Bregman generalizations allow for extensions to generalized linear models and non-linear transformations of the mean relationship. For exposition, we focus on the important case of sparse regression.
In the high-dimensional setting where the dimension of covariates n is larger than the number of observations m, it is often the case that we only expect few predictors to have nonzero impact on the response variable. The goal in sparse regression is to correctly identify the nonzero regression coefficients, and to estimate these coefficients accurately. Given an m × n matrix A with m n, and a vector y of (possibly noisy) observations, we seek to recover a sparse solution x to the underdetermined system Ax = y. This can be formulated as solving the following problem
where the parameter δ quantifies a variance level of the noise. We note that the same objective arises in compressed sensing, where A represents the measurement and sensing protocol, and x is a sparse signal or image to be recovered from undersampled measurements. Because the non-convex 0 norm renders this optimization problem combinatorially intractable, a convex relaxation that induces sparsity by proxy via the 1 norm is often solved instead:
The problem defined in (13) , sometimes referred to as basic pursuit denoising, has an equivalent unconstrained formulation
where λ > 0 is a tuning parameter governing the amount of regularization. Although there is no interpretable relationship between λ and the sparsity constant k, a suitable value for λ is typically found using cross-validation. When x is k-sparse so that x 0 ≤ k and A satisfies certain incoherence properties (e.g. Theorem 1.4 in [19] ), m = O(k log n) measurements suffices to recover x with high probability guarantees. Equation (14) is also known as the least absolute shrinkage and selection operator (LASSO), the most prevalent regularization tool for variable selection in statistics [46] . In this setting, A denotes the design matrix containing covariate information, x the vector of regression coefficients, and y the vector of observations or response variables. It is well known that LASSO estimation simultaneously induces both sparsity and shrinkage. When the goal is to select a small number of relevant variables, or seek a sparse solution x, shrinking estimates toward zero is undesirable. This bias can be ameliorated in some settings using alternative penalties such as minimax concave penalty (MCP) and smoothly clipped absolute deviation (SCAD) [23] , or corrected by reestimating under the model containing only those selected variables when the support is successfully recovered. However, the shrinkage induced by LASSO notoriously introduces false negatives, leading to the inclusion of many spurious covariates.
Instead, we may directly incorporate the sparsity constraint using the split feasibility framework by defining a domain constraint as the sparsity set
Instead of seeking a solution to (12) by way of solving (13), we now attempt to recover the sparse solution x by minimizing the proximity function (2) with h(x) = Ax, C as above, and Q = {y}. Projecting a point z onto C is easily accomplished by setting all but the k largest (in magnitude) entries of z equal to 0; this is the same projection required within iterative hard thresholding algorithms. Note that C is non-convex, but we will see that in practice the MM algorithm nevertheless recovers good solutions using such projections.
Unlike LASSO and related continuous penalty methods, this formulation enables us to directly leverage prior knowledge of the sparsity level k and does not cause shrinkage toward the origin. When no such information is available, k can be selected by analogous cross validation procedures used to tune the parameter λ. Split feasibility provides further advantages. It is straightforward to include multiple norm penalty terms, for instance akin to elastic net regularization to encourage grouped selection [51] , and additional generic setbased constraints. When an approximate solution suffices, relaxing the range constraint can easily be accomplished by replacing Q = {y} by Q = B ε (y) the ε-ball around y. Further, because our MM algorithm is not confined to the linear case, smooth transformations h(Ax) of the mean relationship can immediately be considered. This is preferable when directly transforming the data is problematic: for example, when a log-linear relationship log y = Ax is expected but values y i ≤ 0 are observed. Performance: To assess performance, we compare solutions to sparse regression problems using our MM algorithm and LASSO. To this end, we create a 300 × 3000 matrix A with entries drawn from a standard normal distribution N (0, 1), and a true signal x with k = 12 nonzero entries, each drawn from N (0, 5) and randomly placed among the 3000 components of x. We then generate a noiseless response vector y = Ax, and seek to recover x from the observations y. Figure 3 displays the results of one trial of this experiment: we see that while both methods successfully recover the support of x, the MM solution under the split feasibility formulation does not suffer from the visible shrinkage that LASSO suffers. A comparison in the noisy case is presented in Figure 4 . Here A is generated as before, and the true coefficient vector x has k = 12 nonzero entries each randomly assigned 5 or −5 with probability 1/2. Now, the response vector is given by y = Ax + ε, where ε is distributed N (0, σ 2 ) for a range of standard deviation values σ = {0, 0.1, 0.2, . . . , 2.0}. Results in Figure 4 report the total sum of squared error among the k largest components of solution vectors obtained using LASSO and using the MM approach, averaged over 50 trials of this experiment for each value of σ. Considering only the projection onto the k-sparsity set allows for a conservative comparison, as LASSO frequently includes false positives which are discarded by only assessing error on the true support. Again, the MM solution achieves lower squared error rate.
Generalized linear models: An extension of the above framework to generalized linear models (GLM) is made possible through Bregman divergences. The GLM is a flexible generalization of normal linear regression that allows each response y to have non-Gaussian error distributions through specifying the mean relationship E[y] = g −1 (a T x) for a given link function g [38] . The response variable is assumed to be generated from an exponential family likelihood conditional on the covariate vector a:
Here τ is a fixed scale parameter, C 1 , C 2 are constant functions with respect to x, and a should be thought of as a row of the design matrix A. The convex function ψ is the log-partition or cumulant function. In this form, the canonical link function g −1 = ψ . For instance, when ψ(x) = x 2 /2 and C 2 (τ ) = τ 2 , (15) coincides with normal linear regression with identity link function. GLMs unify a range of regression settings including Poisson, logistic, gamma, and multinomial regression. Note that a direct transform h(Ax) assumes a fundamentally different error structure than the GLM: as an example, a loglinear transform of the mean relationship posits that E[log(y)] = Ax, while a GLM with log link function assumes log(E[y]) = Ax.
We have seen that linear regression and its penalized modifications straightforwardly fall under the split feasibility framework. This is because maximizing the likelihood in the Gaussian case is equivalent to minimizing a least squares term, which appears in the proximity function (1) as a Euclidean distance. While general exponential families do not share this feature, a close relationship to Bregman divergences allows an analogous treatment of GLMs. Specifically, the Legendre conjugate of ψ, which we denote ζ, uniquely generates a Bregman divergence D ζ that represents the exponential family likelihood up to proportionality [43] . That is,
For instance, the cumulant function of the Poisson likelihood is ψ(x) = e x , whose conjugate ζ(x) = x log x − x produces the relative entropy or KullbackLeibler divergence D ζ (x, y) = x log(x/y) − x + y. We see that maximizing the likelihood in an exponential family is equivalent to minimizing a Bregman divergence, and thus generic constraints applied to the GLM such as sparsity sets can be considered as before by minimizing the proximity function
Non-linear Complementarity and Quadratic Programming
In the non-linear complementarity problem we are given a smooth function u(x) : R p → R p , and seek an x ≥ 0 such that u(x) ≥ 0 and u(x) t x = 0 [44] . This becomes a subproblem within our current framework by taking
The fact that D is closed but not convex does not prevent us from straightforwardly projecting onto it. The set D splits into the Cartesian product of the sets
. Therefore the projection operator P D (u, v) is the Cartesian product of the projection operators P Di (u i , v i ), defined by
The relevant gradient is now ∇h(x) = [I n , ∇u(x)]. As before, second derivatives are unnecessary in finding a split feasible point.
Notice the well-studied linear complementarity problem is the special case with u(x) = M x + q. Namely, given a real matrix M and vector q, we seek a point x such that x ≥ 0, M x+q ≥ 0, and x t (M x+q) = 0. This can be recast as minimizing the quantity x t (M x + q) subject to the other non-negativity constraints. The minimum is 0 if and only if the optimal solution solves the linear complementarity problem. As a simple concrete example, consider the convex quadratic program stated with the goal of minimizing c t x + 1 2 x t Bx subject to Ax ≥ b, x ≥ 0, where B is a symmetric matrix. This problem reduces to a complementarity problem via the Karush-Kuhn-Tucker conditions: it is straightforward to show that the equivalent linear complementarity problem is defined by q = c −b
. Thus, the split feasibility framework yields a solution technique for quadratic programming. Here
, and the update (5) has closed form since it involves minimizing the squared distance between x k and its projection. If we denote the projection given by (17)
where the pseudoinverse G = (M t M ) −1 M t can be precomputed once and stored for use at each iteration. The resulting algorithm is elegantly transparent and very straightforward to implement: at each step, project x k onto D, and then update x k+1 via one matrix-by-vector multiplication. A naïve Julia implementation of this procedure produces solutions consistent with highly optimized solvers in the commercial optimization package Gurobi. Though not as computationally efficient, our algorithm is nonetheless appealing in its simplicity, and furthermore provides a notion of best solution when faced with an infeasible quadratic program. Such approximate solutions when not all constraints can be satisfied are valuable in many settings, as we will see in the following case study.
Case study: Intensity-modulated Radiation Therapy
We now turn to a second application of split feasibility toward optimization for intensity-modulated radiation therapy (IMRT) data [42] . In IMRT, beams of penetrating radiation are directed at a tumor from external sources. We refer the interested reader to the review papers [22, 45] for more details on this rich problem. Treatment planning consists of three optimization problems: beamangle selection, fluence map optimization, and leaf sequencing. The linear split feasibility framework has played a significant role toward solving the second problem, which we focus our attention on here [10] .
During treatment planning, a patient's tissue is partitioned into m voxels which collectively comprise p regions or collections of indices R j , so that {1, . . . , m} is the disjoint union ∪ p j=1 R j . The jth region R j is denoted as a target, critical structure, or normal tissue. The dose of radiation that voxel i receives by a unit weight, or intensity, in beamlet l is denoted by the ilth entry in the dose matrix A ∈ R m×n . Since doses scale linearly with weight and are additive across beamlets, we can express concisely the dosage d = Ax where x ∈ R n is a vector of beamlet weights. Target voxels are those containing tumorous tissue and surrounding tissue margins. The goal is thus to identify a beam weight assignment x such that the target voxels receive close to a specified dose of radiation, while the critical and normal regions do not receive a dose in excess of a specified tolerance. Critical structures are distinguished from normal tissue, since failing to control the radiation exposure to the former can lead to serious effects on the patient's quality of life. Damage to normal tissue, on the other hand, is undesirable but more tolerable, and exposing normal and critical tissue to some level of radiation is unavoidable. Target regions may abut critical structures, or there may simply be no path to the target that is free of non-tumorous tissue. For modeling purposes, we will lump together the critical and normal voxels, referring to them collectively as non-target regions. Our formulation will distinguish the two using the weights w j .
These problems typically involve 1,000-5,000 beamlets and up to 100,000 voxels [1, 28, 34, 49] . This results in a linear split feasibility problem with a large number of equations and constraints. We will see that casting the problem non-linearly can drastically reduce the size of the system of equations to be solved at every iteration. Begin by arranging the rows of A so that voxels corresponding to targets and non-target structures are in contiguous blocks. So, we can write
t . Suppose the jth region R j is a non-target, so that we wish to limit the dose in each voxel of R j to be at some specified maximum dose d j . We can write this naïvely as
for all i ∈ R j , translating the fluence map optimization to a linear feasibility problem with mapping h(x) = Ax and simple voxel-by-voxel box constraints. This is straightforward but leads to a large system of equations to solve, even after employing the Woodbury formula. Alternatively, note that this constraint can be written more concisely as
Since our MM algorithm requires differentiable mappings, we replace the max appearing above by the softmax mapping µ : R n → R given by
with parameter γ > 0. The softmax is always greater than the max, and the approximation improves as γ → ∞. Likewise, the softmin can be calculated by −µ(−x) and is always less than min(x). Now, let h j (x) = µ(A j x) when the jth region is a non-target, and let h j (x) = −µ(−A j x) when the jth region is a target. Then h : R n → R p leads to a non-linear "region-by-region" formulation that may significantly reduce the size of the optimization problem, as typically the number of regions p will be dramatically smaller than the number of voxels m. If the jth region is a non-target, then the range constraint on the region R j is Q j = {y ∈ R p : y i ≤ d j , ∀i ∈ R j }. Alternatively, if the jth region is a target, then the range constraint on the region R j is Q j = {y ∈ R p : y i ≥ d j , ∀i ∈ R j }. Let T ⊂ {1, . . . , p} denote the set of regions that are targets. Then
where [u] + = max(u, 0). Under the non-linear mapping h(x) and constraint sets Q j , the proximity function (17) is convex. Since exp(γx i ) is log-convex, µ(y) is convex, and as the composition of a convex function with an affine mapping preserves convexity, µ(Ax) is convex. Finally, since [u] + is a nondecreasing convex function, the composition [µ(A j x) − d j ] + is convex, and therefore its square is also convex. Thus, by Proposition 2, the limit points of the iterate sequence are guaranteed to be global minimizers of the proximity function.
The necessary Jacobian ∇h(x) appearing in the MM update is available in closed form based on the partial derivative
.
In vector notation, this amounts to
where exp(γx) = exp(γx 1 ) · · · exp(γx n ) t . The chain rule gives us
Results and Performance: We apply our MM algorithm to seek optimal beam weight assignments in publicly available liver and prostate CORT datasets [18] . The dose influence matrix features m = 47, 089 rows (voxels) in the liver dataset, corresponding to a 217 × 217 computerized tomography (CT) cross-section of the liver, and n = 458 columns whose indices correspond to beamlets. Liver tissue is partitioned into two target and two non-target regions. The prostate data consists of two target regions and five non-target regions, with m = 33, 856 and n = 721. In addition to lower and upper dosage constraints on target and non-target voxels respectively, we impose a positivity constraint on the domain of beamlet weights.
For each dataset, we solve the linear split feasibility problem as well its nonlinear region-by-region approximation described above. The linear problem is solved naïvely via the update (5), as well as using an efficient direct solve, replacing (5) in the algorithm by the exact update
Matrix inverses are precomputed via Cholesky decomposition and cached in the linear case. Furthermore, we consider a Bregman generalization of the region-by-region formulation using the β-divergence in place of Euclidean projections. Details, derivations, and complexity analysis are provided in the Appendix. A visual comparison of solutions in each case is displayed in Figure 5 . Initializing each trial from x 0 = 0, all three solutions are qualitatively similar in both datasets, illustrating that the smooth relaxation provides a good approximation to the original IMRT problem. Target regions receive higher dosage as one would expect, although solutions to the non-linear problems appear to benefit from smoothing. Solutions to the linear voxel-by-voxel problem contain scattered negative entries, an undesirable effect that is more apparent in the liver dataset. A more detailed performance comparison is included in Table 1 . In each case, results are reported over 25 random initializations, with entries of x 0 drawn uniformly between 0 and 10, and relative tolerance set at 1e-6 to determine convergence. The Bregman column corresponds to results employing the β-divergence with β = 4 in place of the Euclidean norm. Because each formulation optimizes a distinct objective function, all solutions are inserted into the voxel-by-voxel objective function, which serves as a reference objective enabling direct comparison. From Table 1 , it is evident that the linear feasibility problem requires an order of magnitude more computing time than the non-linear and Bregman versions, despite producing similar solutions. This remains true despite caching the matrix inverse for repeated use in each iteration of the linear problem, and directly solving for the exact minimum in each iteration in place of the update given by (5) used in all other versions. We remark that the number of columns (beamlets) in the IMRT datasets is less than a thousand. In applications with very large matrices, caching in the linear case becomes of limited use when even one matrix inversion becomes computationally prohibitive. On the other hand, a non-linear formulation may drastically reduce the inherent size of the optimization problem, and together with the Woodbury formula, enables our algorithm to be applied in such cases.
In terms of the reference objective, all formulations achieve a low value, but it is notable that solutions under β-divergence achieve an objective value almost as low as the linear case, without directly optimizing the voxel-by-voxel loss. In addition, Figure 5 suggests that solutions to the region-by-region problems do not violate the positivity constraint on the domain. While some degree of range constraint (dose limit) violation is typically inevitable in this application, the negative weights appearing in the solution to the linear case lack interpretability to practitioners, and are therefore more problematic. These empirical results illustrate several clear advantages in pursuing non-linear and Bregman formulations of split feasibility problems.
Discussion
This paper extends the proximity function approach used to solve the classical linear split feasibility function. Using the versatile MM principle, we can now accommodate non-linear mappings and general Bregman divergences replacing the Euclidean distance. Our algorithm does not require second derivative information and is amenable to acceleration, for instance via quasi-Newton schemes relying on simple secant approximations. Under weak assumptions, we prove that limit points of the algorithm are necessarily stationary points of the proximity function. Thus, convergence to a global minimum is guaranteed for convex sets. A variety of examples that fall under the non-linear split feasibility framework are included, some of which involve non-convex constraint sets. Nonetheless, our algorithm is capable of finding valid solutions in such settings, demonstrating that its practical use extends beyond nicely behaved settings where iterates are guaranteed to converge to a global minimizer.
A variety of statistical applications and inverse problems arising in scientific disciplines can be studied within the split feasibility frameworks. The generalization to non-linear maps and arbitrary Bregman divergences further widens the range of applications, as illustrated with an application to sparse regression with set-based constraints for generalized linear models. We focus on an application to optimization for intensity-modulated radiation therapy data, an historical application of linear split feasibility. The MM algorithms presented here consistently outpace classical linear algorithms on two datasets while producing comparable, and arguably better, solutions.
Since {k j } is a sequence of integers, it assumes only finitely many distinct values before converging to the constant sequence {k}; let k † denote the maximum of these values. Then replacing k j by k † and letting j → ∞ in (17), together with continuity of f and df (x), we have that
That is, y ∈ S(x, v), proving that S is closed at (x, v).
Proposition 4 informs us that the map A is closed at all non-stationary points of f . We are now ready to prove Proposition 3.
Proof Fix an initial iterate x 0 . Note that the set L f (x 0 ) ≡ {x : f (x) ≤ f (x 0 )} is compact since f is coercive and the modified quasi-Newton method generates monotonically decreasing values. Since L f (x 0 ) is compact, the sequence {x k } has a convergent subsequence whose limit is in L f (x 0 ); denote this as x k l → x as l → ∞. Our goal is to show that x must be a stationary point of f . To the contrary, suppose that x is not a stationary point of f .
Let
and therefore the sequence {y k l } has a convergent subsequence {y k l j }. Denote this sequence's limit y . Note that the map A is closed at x , since x is not a stationary point of f . Therefore, by the definition of closed maps, we have that y ∈ A(x ) and consequently
for some positive integer k. On the other hand, since f is Lipschitz-differentiable, it is continuous; therefore lim f (x k l ) = f (x ). Moreover, for all k l we have that
By continuity of f , we have that f (x ) ≤ f (y ), contradicting the inequality established in (18) . We conclude that x must be a stationary point of f .
β-divergence
The β-divergence is defined β ∈ R \ {0, 1} j x j log(
We see that the β-divergence corresponds to the Kullback-Leibler and ItakuraSaito divergences when β = 1, 0 respectively. Below we discuss the projection onto a hyperplane for the case of β ∈ R \ {0, 1}. Thus, the projection of x onto a hyperplane is given by + γc.
Per-iteration complexity of IMRT study
We detail the calculations behind our per iteration complexity remarks. Note that in the IMRT dataset considered, p n < m.
Linear
How many flops are required to compute a single MM update given by Equation (5) in the linear case?
We first tally the flops required to compute the gradient ∇f (x k ). In the IMRT example, the first sum i v i (x k − P Ci (x k )) requires O(n) flops. The matrix-vector product z k = Ax k requires O(mn) flops. The sum y k = j w j (z k − P Qj (z k )) requires O(m) flops. The matrix-vector product A t y k requires O(mn) flops. Adding the two sums requires O(n) flops. In total, the gradient requires O(mn) flops.
We next tally the flops required to compute the MM update. Forming the matrix vI + wA t A requires O(mn 2 ) flops. Computing its Cholesky factorization requires O(n 3 ) flops. We only need to compute the factorization once and can cache it. Subsequent iterations will require O(n 2 ) flops. Thus, the amount of work required to compute a single MM update for the linear formulation is O(mn).
Note that the exact update in the linear case given by
has the same complexity as the update considered above.
Non-linear
We next consider the number of flops required for an MM update in the nonlinear case:
We first tally the flops required to compute the gradient ∇f (x k ). The first sum i v i (x k −P Ci (x k )) requires O(n) flops. Computing Ax k requires O(mn) flops. Computing the sum j w j (h(x k ) − P Qj (h(x k ))) requires O(m) flops. Computing ∇h(x k ) requires O(mn) flops, and computing its product with the sum term ∇h(x k ) j w j (h(x k ) − P Qj (h(x k ))) requires O(mp) flops. In total, the gradient requires O(mn) flops. As in the linear case, the dominant cost are matrix-vector products involving the matrix A.
We . When p 2 < m, we conclude that the computational work for a single MM update for the non-linear case is comparable to that of the linear case. In practice, reducing the problem size via a non-linear formulation may additionally reduce the number of MM updates.
