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1 Einleitung
1 Einleitung
Nimmt ein Fotograf ein Bild auf, unterscheidet sich das Ergebnis oft stark von seiner
eigenen Wahrnehmung. Dieses Phänomen hat einen einfachen Grund - die Überlegenheit
des visuellen Systems des Menschen. Es kann den dynamischen Umfang einer Szene viel
besser aufnehmen als eine herkömmliche Kamera.
Angenommen man sitzt in einem unbeleuchteten Zimmer und schaut sich vom Schreib-
tisch aus den von der Mittagssonne bestrahlten Garten an. Für einen Menschen ist es kein
Problem, sowohl die Objekte im Zimmer als auch im Garten gleichzeitig zu betrachten.
Wenn man aber nun versucht, vom selben Standort aus dieselbe Szene zu fotografieren,
muss man sich entscheiden, ob man auf dem Bild die Objekte im Zimmer oder die im
Garten erkennen möchte. Beides ist aktuell mit herkömmlichen Kameras nicht möglich.
Dies liegt an dem begrenzten Dynamikumfang den man mit der Kamera erfassen kann.
Es gibt heutzutage zwar Kameras, mit denen diese Szene in dieser Art und Weise
aufgenommen werden kann, doch sind diese leider so teuer, dass sie für den normalen
Benutzer nicht in Frage kommen. Aus diesem Grund haben einige Wissenschaftler wie
zum Beispiel Debevec und Malik [1] oder Grossberg und Nayar [2] Verfahren entwickelt,
mit denen man aus mehreren Aufnahmen mit einem niedrigen Dynamikumfang ein Bild
mit einem hohen Dynamikumfang erstellen kann. Diese Verfahren wurden bereits in
diversen Programmen implementiert, deren Quellcode aber meistens nicht modifizier-
und erweiterbar ist. Sollte dies jedoch der Fall sein, ist der Code nicht in der bei uns im
Studiengang üblicherweise verwendeten Programmiersprache Java geschrieben.
Von daher habe ich im Rahmen meiner Bachelorarbeit ein Verfahren zur Herstellung
von HDR-Bildern, als Plugin für das Bildverarbeitungsprogramm ImageJ implementiert,
welches als Basis für weiterführende Tests und Forschungen benutzt werden kann.
Wichtig dabei war, den Quellcode so nah wie möglich an der Vorlage zu schreiben,
was in meinem Fall das Verfahren von Debevec und Malik ist. Denn um so näher der
Quellcode an der Vorlage ist, desto einfacher kann man Veränderungen an Teilen des
Codes vornehmen, ohne sich mit großem Zeit- und Arbeitsaufwand dem Rest der Im-
plementierung widmen zu müssen.
Der Aufbau dieser Arbeit umfasst zunächst nachfolgend in Kapitel 2 die Grundlagen
des High Dynamic Range Imaging (HDRI). Dort wird als erstes der Begriff "Dynamikum-
fang"genauer spezifiziert und erklärt, was dieser im Bezug auf das menschliche visuelle
System und digitales Fotografieren bedeutet. Daraufhin werden noch die verschiedenen
Arten der HDR-Verfahren sowie deren Ablauf im Allgemeinen erklärt.
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Die Implementierung des Algorithmus wird in Kapitel 3 beschrieben. Hier wird das,
in dieser Arbeit verwendete, Verfahren von Debevec und Malik zunächst ausführlich
beschrieben. Anschließend wird dargelegt, wie das Plugin funktioniert und wo die Bezüge
zum Verfahren von Dbevec und Malik sind.
In Kapitel 4 wird die Modifizierung von Prof. Dr. rer. nat. Dietmar Kunz beschrieben
und mit dem in dieser Arbeit angefertigten Plugin verglichen. Soweit möglich werden die
Testergebnisse der beiden Plugins als Bilder oder Grafiken dargestellt und anschließend
ausgewertet.
2
2 High Dynamic Range Imaging
2 High Dynamic Range Imaging
Die verschiedenen Verfahren zur Erstellung von HDR-Bildern sind sehr komplex. In den
folgenden Abschnitten werden zunächst die Grundlagen vermittelt und erläutert, was der
Begriff „Dynamikumfang“ und der Begriff „hoher Dynamikumfang“ bedeutet. Zusätz-
lich werden drei verschiedene Herangehensweisen kurz vorgestellt und der exemplarische
Ablauf eines Verfahrens zur Erstellung von HDR-Bildern beschrieben.
2.1 Definition: Dynamic Range
Der Begriff Dynamic Range (Dynamikumfang) wird für verschiedene Anwendungen un-
terschiedlich definiert und gemessen. Er beschreibt immer das Verhältnis von dem mini-
malen und dem maximalen Wert einer Größe [3].
In der Fotografie wird er benutzt, um das Verhältnis zwischen den kleinsten und
größten messbaren Werten der Lichtintensitäten zu beschreiben. Die Art, wie der Dy-
namikumfang bei den verschiedenen Anwendungen gemessen wird, unterscheidet sich
voneinander.
Der Dynamikumfang bei Kameras wird oft als das Verhältnis zwischen der stärksten
Intensität, die gerade eben den Bildsensor sättigt und der niedrigsten Intensität die kurz
über dem Rauschlevel des Sensor zu beobachten ist, bezeichnet. Bei Digitalkameras
wird der Dynamikumfang häufig mit der Anzahl von f-stops beschrieben. Umso höher
die Anzahl der f-stops ist, desto größer ist der Dynamikumfang. Ein f-stop beschreibt
in diesem Zusammenhang den kompletten aufgezeichneten Lichtumfang als Potenz von
2. Ein Kontrastverhältnis von 1024 : 1 kann also als ein Dynamikumfang von 10 f-stops
beschrieben werden, da 210 = 1024 ist. Ein Exposure Value (EV) ist gleichbedeutend
wie eine f-stop Einheit und wird in Kapitel 2.6 noch ausführlicher beschrieben [4].
Eine digitale Spiegelreflexkamera kann Aufnahmen mit einem Umfang von 8 bis 11
f-stops machen, während das menschliche Auge in der Lage ist sich einen Umfang von
24 f-stops anzupassen. Dieser Wert kann aber nur erreicht werden, wenn sich das Auge
beim Betrachten einer Szene den verschiedenen Helligkeiten anpasst. Wenn man nun
davon ausgeht, dass sich der Blick starr auf einen Punkt in der Szene, und damit auf
dessen Helligkeit beschränkt, kann sich das Auge an einen Dynamikumfang von 10 - 14
f-stops anpassen [5].
Wenn man von Bildern mit einem hohen Dynamikumfang(HDR) spricht, sind Bilder
gemeint, deren Dynamikumfang höher ist, als der von Bildern, die mit einer herkömmli-
chen Spiegelreflexkamera ohne ein besonderes Verfahren aufgenommen worden sind. Sie
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definieren sich zusätzlich dadurch, dass sie „Szenen bezogen“sind. Das bedeutet, dass
die Pixelwerte sich auf die Strahlungsdichte der aufgezeichneten Szene beziehen. Im
Gegensatz dazu werden „normal“ aufgezeichnete Bilder, die auch Low Dynamic Range-
Bilder(LDR) genannt werden, als „Ausgabe bezogen“ bezeichnet, da die Pixelwerte sich
auf die Darstellungsmöglichkeiten der Ausgabegeräte beziehen [6].
2.2 Erweiterung des Dynamikumfangs durch Belichtungsreihen
Belichtungsreihen haben die Aufgabe, ein HDR-Bild aus mehreren LDR-Bildern zu er-
stellen. Damit kann der Dynamikumfang erweitert werden, insofern dieser den der Ka-
mera übersteigt. Werden mehrere Aufnahmen derselben Szene gemacht, bei denen nur
die Belichtungszeit variiert, können einzelne Teile der verschiedenen Aufnahmen in ei-
nem HDR-Bild kombiniert werden. Es gibt grundlegend zwei verschiedene Arten von
Verfahren, die mit den Aufnahmen aus Belichtungsreihen angewendet werden.
Zum einen sind dies Verfahren, bei denen die vorliegenden, zu verarbeitenden Werte
linear den Strahlungsdichtewerten in der Szene zugeordnet werden können. Zum Beispiel,
wenn die Werte direkt aus dem Bildsensor bezogen werden.
Zum anderen sind es Verfahren, bei denen die vorhandenen Werte nicht linear den in
der Szene vorhandenen Werten zugeordnet werden können. Dies trifft zum Beispiel zu,
wenn nur auf die auf dem Speichermedium vorhandenen konvertierten und komprimier-
ten Werte zurückgriffen wird.
2.3 Nichtlineare Wiedergabe der Helligkeit
Durch das Digitalisieren eines Fotos, entweder durch Scannen einer „analogen“ Fotogra-
fie oder durch eine Aufnahme direkt mit der Kamera erhält man ein zweidimensionales
Array von Helligkeitswerten, welche aber selten den Messwerten der realen Szene entspre-
chen. Wenn ein Messwert zum Beispiel doppelt so groß ist, wie ein anderer gemessener
Wert (in der Szene), kommt es selten vor, dass dieser lineare Zusammenhang auch bei
den entsprechenden Pixelwerten wiederzufinden ist. Stattdessen gibt es für gewöhnlich
eine nichtlineare Zuordnung, die festlegt, wie die Strahlungsdichte aus der Szene einem
Pixelwert im Bild zugeordnet wird. Diese nichtlineare Zuordnung ist im Voraus, sehr auf-
wendig zu ermitteln, da sie eine Zusammensetzung aus mehreren ebenso nichtlinearen
Zusammenhängen ist, welche beim fotografischen Prozess auftreten [1]. In Abbildung 1
ist der Prozess exemplarisch abgebildet.
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Abbildung 1: Exemplarischer Verlauf des fotografischen Pro-
zesses [1].
Ein Charge-couple Device Sensor(CCD) beziehungsweise ein Complementary Metal
Oxide Semiconductor Sensor(CMOS) wandelt die aufgezeichnete Bestrahlungsstärke zu-
nächst linear in Ladung um. Bevor diese dann gespeichert wird, wird sie aber einer
nichtlinearen Zuordnung unterzogen. Dies dient zum einen dazu, die Pixelwerte auf das
nichtlineare Verhalten des Anzeigegerätes anzupassen. Ein anderer Grund ist, dass die
Filmkennlinie imitiert wird, und die digital aufgenommenen Bilder einen „Filmlook“
erhalten. Wenn das Bild im RAW-Format gespeichert wird, entfallen diese Bearbei-
tungsschritte. Bei der Konvertierung der 12-bit oder 14-bit Werte in 8-bit Werte, wird
eine weitere Nichtlinearität eingebaut. Wie beim Film ist die signifikanteste Nichtlinea-
rität der Response Curve an deren Sättigungspunkt. Der Sättigungspunkt ist der Punkt,
an dem jedes Pixel, mit einer höheren Bestrahlungsstärke als ein bestimmtes Niveau,
demselben maximalen Wert des Bildes zugeordnet wird.
2.4 „Lineare“ Verfahren zur Generierung von HDR-Bildern
Madden hat ein Verfahren zur Erweiterung des dynamischen Umfangs von digitalen Bil-
dern entwickelt [7]. Das Ausgangsmaterial war die direkte Ausgabe des CCD Sensors.
Daher ist er von einer linearen Response Curve des Systems ausgegangen. Das setzt aber
voraus, dass die Ausgabewerte linear zur Belichtungs-Eingabe in Verbindung stehen. Ma-
dden hat mehrere Aufnahmen derselben Szene mit unterschiedlichen Belichtungszeiten
benutzt, um ein HDR-Bild zu konstruieren. Um ein Pixel für das HDR-Bild zu bestim-
men, wurde nur den Pixelwert des entsprechenden Ortes aus einem Bild benutzt. Dabei
handelt es sich um das Bild, welches die höchste Belichtung hat, in dem das Pixel nicht
gesättigt ist.
Der Grund dafür ist, dass Pixel aus einer Aufnahme mit einer höheren Belichtungszeit
weniger Quantisierungsrauschen aufweisen, als Pixel bei Aufnahmen mit niedriger Be-
lichtungszeit. Die Wissenschaftler Yamada, Nakana und Yamamoto [8] verwenden zum
5
2 High Dynamic Range Imaging
Beispiel ein ähnliches Verfahren.
2.5 „Nichtlineare“ Verfahren zu Generierung von HDR-Bildern
Der erste Bericht über die Kombination mehrerer Bilder einer Szene, zur Verbesserung
des dynamischen Umfangs, stammt von Mann [9]. Teile des von Mann entworfenen Ver-
fahrens wurden von Mann und Picard verändert und 1995 in einem späteren Bericht
veröffentlicht [10]. Darin beschäftigten sich beide ausschließlich mit Szenarien, in de-
nen mehrere Bilder einer Szene mit verschiedenen Belichtungszeiten erstellt wurden. Sie
beschreiben eine Vorgehensweise, bei dem mehrere Bilder zu einem Bild mit einen effek-
tiv größeren dynamischen Umfang zusammengeführt werden. Die Belichtungsverhältnis-
se müssen bei diesen Verfahren bekannt sein. Durch den Gebrauch einer sogenannten
„Certainty“ -Funktion werden die einzelnen Teile der Bilder gewichtet, um so das finale
Bild zu erzeugen. Die „Certainty“ -Funktion einer bestimmten Kamera lässt sich aus der
Ableitung der Response Function berechnen [11].
Debevec und Malik haben ein Verfahren entwickelt, bei dem sie eine Reihe von meh-
reren digitalen Bildern (elf Aufnahmen), von denen die Belichtungszeit bekannt war,
benutzt haben. Im Gegensatz zu dem Verfahren von Mann und Picard [10], muss man
bei diesem nicht von einem beschränkten Modell der Response Funktion ausgehen. Das
ausgegebene Pixel ist ein gewichtetes Mittel aller Eingangspixel der entsprechenden Po-
sition [12]. Das Verfahren gewichtet Pixel, die näher in der Mitte des Pixelbereichs liegen
(bei 8-bit Aufnahmen wäre das zum Beispiel 128), höher. Pixelwerte, die an Extrema lie-
gen (bei 8-bit Aufnahmen zum Beispiel 0 oder 255), werden niedriger gewichtet [11]. Es
muss sich lediglich um eine glatte Funktion handeln. Dieses Verfahrensweise ist geeignet
für Bilder, die nicht zu verrauscht sind, und deren Belichtungszeiten bekannt sind. Da
dieses Verfahren für das im Umfang dieser Arbeit entstandene ImageJ-Plugin benutzt
wird, wird später in Kapitel 3 noch einmal explizit darauf eingegangen.
Das Verfahren von Grossberg und Nayar [2] geht einen anderen Weg als die oben
vorgestellten Verfahren. Im Gegensatz zu den anderen basiert dieses Verfahren nicht
auf korrespondierenden Pixelpositionen, was bedeutet, dass es auch mit nicht-statischen
Szenen arbeiten kann. Die korrespondierenden Pixelwerte werden nicht anhand der La-
ge, sondern aufgrund der Information aus den einzelnen Bildern ermittelt [6]. Die Bilder
müssen für diese Methode lediglich eine gleiche Helligkeitsverteilung aufweisen. Das be-
deutet, dass Bewegungen in der Szene oder mit der Kamera keinen großen Einfluss auf
das Verfahren haben. Zumindest bei der Rekonstruktion der Kamerakurve.
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Ein typisches „nichtlineares“ Verfahren kann in vier Schritte unterteilt werden:
1. Aufnahme von Belichtungsreihen
2. Rekonstruktion der Response Curve
3. Generierung der HDR-Bilder
4. Tone Mapping
In den folgenden Unterkapiteln, werden diese Schritte kurz erläutert.
2.6 Aufnahme von Belichtungsreihen
Zur Aufnahme von Belichtungsreihen reichen eine herkömmliche Digitalkamera und ein
Stativ aus. Es ist auch möglich mit einer Kamera auf Film zu belichten und die Ergeb-
nisse später zu digitalisieren, aber zur Vereinfachung des Prozesses sind Digitalkameras
eher geeignet.
Die Belichtung des Sensors kann durch die Belichtungszeit und die Größe der Blenden-
öffnung gesteuert werden. Die Belichtungszeit regelt die Dauer des Lichteinfalls und mit
der Blendenöffnung kann die Beleuchtungsstärke bestimmt werden. Aus diesen beiden
Angaben wird der Exposure Value, im deutschen, Lichtwert (im Folgenden EV genannt),
durch folgende Formel gebildet:
EV = log2(
Blendenwert[f ]2
Belichtungszeit[s] ) [14]. (1)
„Ein bestimmter Lichtwert definiert eine Schar von Blendenzahlen und Belichtungszei-
ten, die alle gleich viel Licht durchlassen“ [14]. Die EVs bei ISO 100 sind in Abbildung 2
aufgeführt. Anhand der Darstellung ist ersichtlich, dass eine Halbierung der Belichtungs-
stärke und eine Verdopplung der Belichtungszeit keine Änderung des EVs zur Folge hat.
Die Szene wird mehrfach belichtet, wobei beachtet werden muss, dass die Belichtung
schrittweise um ein bis maximal zwei EVs variiert wird, um den gesamten Dynamik-
umfang durch sich überlagernde Dynamikbereiche aufnehmen zu können [13]. In Abbil-
dung 3 ist dies grafisch dargestellt. Es empfiehlt sich, die Änderung des EV anhand der
Belichtungszeit vorzunehmen, da durch die Variation der Blendenöffnung auch eine für
diesen Zweck unerwünschte Veränderung der Schärfentiefe innerhalb der Belichtungsrei-
he auftritt. Dies kann zu Problemen durch Vignettierung, also einen Abfall des Lichtes
am Rand, führen [6][15].
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Abbildung 2: EV gegenüber Blende (Aperture Size) und Be-
lichtungszeit(Exposure Time) [13]
Die Position der Kamera darf während den einzelnen Aufnahmen nicht verändert wer-
den, da die Verfahren zur Erstellung von HDR-Bildern (nicht zur Erstellung der Respon-
se Curve, wie zum Beispiel bei Robertson et al [11]) auf korrespondierende Pixelwerte
angewiesen sind. Für diesen Zweck wird ein Stativ benötigt, mit dem die Bewegungen
der Kamera wie gefordert eingeschränkt werden kann.
Da das Betätigen des Auslösers auch zur Bewegung der Kamera führen kann, emp-
fiehlt sich weiterhin, die Funktion „Exposure Bracketing“zu benutzen. Dadurch kann
die Anzahl der Bilder und die Schrittgröße (EV) vorweg eingestellt werden, bevor die
Kamera die Funktion dann automatisch ausführt [13]. Folgende Einstellungen der
Kamera sollten noch beachtet werden [6]:
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Abbildung 3: Belichtungsreihe zur Aufnahme der Teilbereiche
des Dynamikumfang [13]
• Der Zeitautomatik- oder der manuelle Belichtungsmodus sollte verwendet werden,
so dass lediglich die Belichtungszeit variiert werden kann. Dadurch werden Pro-
bleme, die mit dem Vignetting-Effekt in Verbindung stehen, reduziert.
• Der Weißabgleich muss über die komplette Belichtungsreihe dieselbe Einstellung
haben. Die optimale Einstellung ist „Tageslicht“(D65).
• Falls die Kamera eine Farb- und Kontrastoptimierungsfunktion hat, sollte sie ab-
geschaltet werden. Umso mehr Einstellungen automatisch sind, desto größer ist
der Unterschied der Response Curves zwischen den einzelnen Aufnahmen. Dies
gilt besonders für die automatische Einstellung der ISO/ASA und für vorgegebene
Belichtungsmodi.
2.7 Rekonstruktion der Response Curve
Um mehrere Aufnahmen zu einem HDR-Bild zusammenzufassen, muss die Response
Curve zum Linearisieren der Daten bekannt sein. Für gewöhnlich wird diese Kurve vom
Hersteller nicht bereitgestellt, weil dies als firmeneigene Produktdifferenzierung betrach-
tet wird. Sollte sich die Response Curve zwischen den Bildern einer Belichtungsreihe
nicht ändern, ist es möglich, sie aus einigen Bildern einer Sequenz herzuleiten [6].
Die Response Curve stellt den Zusammenhang zwischen den Pixelwerten des digitalen
Bildes und den Strahlungsdichtewerten der korrespondierenden Punkte in einer Szene
dar. Es wird vorausgesetzt, dass dieser Zusammenhang für die gesamten Aufnahmen
gilt. Durch die Bestimmung der Response Curve, oder vielmehr deren Umkehrfunktion,
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Abbildung 4: Belichtungsreihe aus 3 Bildern mit 2 EV
Abständen
kommt man an die „realen“ Strahlungsdichtewerte der Szene, die benötigt werden, um
ein HDR-Bild zu generieren. Im Normalfall kann die Kurve mit Messgeräten und Ka-
librierungstafeln ermitteln werden, was aber für den Gebrauch bei der HDR-Fotografie
sehr umständlich ist. Von daher wurden Verfahren entwickelt, um die Response Cur-
ve anhand von Bildersequenzen derselben Szene mit verschiedenen Belichtungszeiten zu
berechnen [16]. Eine detailierte Beschreibung der Rekonstruktion einer Response Curve
wird in Kapitel 3 im Rahmen des Debevec und Malik Verfahrens gegeben.
2.8 Generierung der HDR-Bilder
Die Generierung der HDR-Bilder ist ein recht simpler Prozess. Aus den korrespondie-
renden Pixeln jeder Aufnahme wird lediglich die relative Bestrahlungsstärke ermittelt.
Dies wird mithilfe der Response Curve und der jeweiligen Belichtungszeit ermöglicht.
Dieser Schritt basiert bei vielen Verfahren auf folgender Formel, wobei E die Bestrah-
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lungsstärke, g die Response Curve und t die Belichtungszeit ist.
ln E = g(Z)− ln t (2)
Zusätzlich wird noch eine Gewichtung der einzelnen Pixel eingeführt, welche bei diesem
Schritt den signifikanten Unterschied zwischen den unterschiedlichen Herangehensweisen
ausmacht. In Kapitel 3 wird neben der Gewichtung des Debevec und Malik Verfahrens
ebenso die Herleitung von (2) beschrieben.
2.9 Tone Mapping
Mit den bereits vorgestellten Verfahren ist man in der Lage, Bilder zu erstellen, die einen
hohen Dynamikumfang besitzen. Das Problem ist dennoch, dass die meisten konventio-
nellen Anzeigegeräte, die Bilder aufgrund ihres eingeschränkten Dynamikumfangs nicht
anzeigen können. Diese Ungleichmäßigkeit zwischen dem realen hohen Belichtungsum-
fang und dem kleinen Umfang, der von Anzeigegeräten wiedergegeben werden kann,
macht das korrekte Anzeigen von HDR-Bildern unmöglich [6]. Von daher muss der Dy-
namikumfang eines HDR-Bildes soweit komprimiert werden, bis er auf einem herkömm-
lichen Anzeigegerät dargestellt werden kann. Dieser Prozess nennt sich Tone Mapping.
In Abbildung 5 ist die Auswirkung des Tone Mapping auf HDR-Bilder zu sehen.
Abbildung 5: Tone Mapping im HDR-Erstellungs-Prozess [17]
Nach Reinhard u. a. können die Tone Mapping Operatoren in vier verschiedene Ka-
tegorien einheteilt werden [6][17]:
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• Globale Operatoren: Eine (nichtlineare) Kurve wird auf alle Pixel angewendet.
(Beispiel: Drago u. a. [18])
• Lokale Operatoren: Die Kompression wird für jeden Pixel individuell- mit Rück-
sicht auf die Nachbarpixel, hergeleitet. (Beispiel: Pattaniak u. a. [19])
• Frequenzbereich-Operatoren: Der Dynamikumfang wird anhand der Ortsfrequenz
einzelner Regionen im Bild reduziert. (Beispiel: Durand und Dorsey [20])
• Gradientenbereich-Operatoren: Eine Ableitung des Bildes wird modifiziert, um den
Dynamikumfang zu reduzieren. (Beispiel: Fattal u. a. [21])
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Das Ziel der Arbeit besteht darin, eine Verfahren zur Generierung eines HDR-Bildes
zu implementieren. Dies sollte in Form eines Plugins für die Bildverarbeitungssoftwa-
re ImageJ umgesetzt werden, um zu testen, wie es durch Zuhilfenahme der ImageJ-
Bibliothek und anderen Bibliotheken optimieren werden kann.
Die folgende Beschreibung des Verfahrens ist eine Zusammenfassung der für diese
Bachelorarbeit relevanten Themen, aus dem Artikel von Debevec und Malik [1].
3.1 Das Verfahren von Debevec und Malik
Das verwendete Verfahren nach Debevec und Malik ist weit verbreitet, da es gute Er-
gebnisse liefert und nur mit wenig Aufwand zu implementieren ist. Weiterhin ist im
dazugehörigen Artikel ein Teil des Verfahrens als Matlab-Code angegeben. Im Zeitraum
von 2008 bis 2009 hat Alexander Heidrich [22] bereits an einem HDR-Plugin für ImageJ
gearbeitet. Diese Arbeit wurde aber nie zu Ende geführt und brachte in eigenständig
durchgeführten Tests keine Ergebnisse. Den in diesem Plugin, von Matlab in Java kompi-
lierte Codeabschnitt zur Rekonstruktion der Response Curve, konnte allerdings trotzdem
als Vorlage für das Plugin hinzugezogen werden.
3.1.1 Grundlagen
Das Verfahren benötigt als Input mehrere digitale Aufnahmen, die aus demselben Blick-
winkel, aber mit verschiedenen Belichtungszeiten ∆tj, gemacht worden sind. Weiter wird
angenommen, dass durch ein möglichst minimales Intervall zwischen den einzelnen Auf-
nahmen, die Belichtungsstärke Ei für jedes Pixels i konstant ist. Die Pixelwerte hier
Helligkeitswerte hier als Helligkeitswerte zu interpretieren, werden als Zij bezeichnet.
Dabei ist i der Index der Pixel einer Aufnahme und j der Index der Belichtungszeiten.
Hieraus folgt die Wechselwirkungsgleichung:
Zij = f(Ei∆tj) . (3)
Da angenommen wird, dass f monoton ist, ist diese Gleichung auch invertierbar und
kann somit (3) auch geschrieben werden als:
f−1(Zij) = Ei∆tj . (4)
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Wird diese Gleichung logarithmiert, bekommt man:
lnf−1(Zij) = lnEi + ln∆tj . (5)
Zur Vereinfachung definiert man g = lnf−1 und erhält dann die Gleichung:
g(Zij) = lnEi + ln∆tj . (6)
Diese Gleichung bezieht sich auf die Pixel i und die Belichtungszeiten j. Zij und t sind
die bekannten, die Bestrahlungsstärke Eij und die Funktion g die unbekannten Werte
dieser Gleichung. Es wird angenommen, dass g monoton und glatt verläuft.
3.1.2 Rekonstruktion der Response Curve
Nun wird versucht, die Funktion g sowie die Bestrahlungsstärken Eij so zu erstellen, dass
in (6) die Fehlerquadrate minimiert werden. Um g zu finden muss lediglich die endliche
Anzahl der Werte, die g(z) annehmen, gefunden werden, da der Definitionsbereich der
Helligkeitswerte der Pixel Z auch endlich ist. Mit Zmin für den geringsten und Zmax
für den größten Pixelwert, N der Anzahl der Pixelpositionen und P , der Anzahl der
Aufnahmen, versucht man die (Zmax − Zmin + 1) Werte von g(Z) und die N Werten
von lnEi zu finden, mit welchen folgende quadratische Zielfunktion minimieren werden
kann:
O =
N∑
i=1
P∑
j=1
[g(Zij)− lnEi − ln∆tj]2 + λ
Zmax−1∑
z=Zmin+1
g′′(z)2 . (7)
Der erste Term garantiert, dass die Lösung der Gleichungen (6) den kleinsten Fehler-
quadraten entspricht. Der zweite Term dient zur Glättung der Funktion g. Hier werden
die quadrierten Werte der zweiten Ableitung von g summiert, um sicher zu gehen, dass
die Funktion g glatt ist. Der Faktor λ gewichtet den „Glättungsterm“in Abhängigkeit
zum „Datenanpassungsterm“und sollte entsprechend dem zu erwartenden Rauschen in
den Messungen der Helligkeitswerte Zij angepasst werden.
Aufgrund der Quadrierung der Ei’s und der g(z)’s ist die Minimierung von O ein linea-
res, kleinstes Fehlerquadrat-Problem. Diese Überbestimmung von linearen Gleichungen
kann mit Hilfe der Singulärwertzerlegung (SVD) gelöst werden.
Zur vollständigen Beschreibung des Verfahrens müssen drei weitere Punkte beachtet
werden.
1. Die Lösungen für g(z) und Ei können nur bis zu einem bestimmten Skalierungsfak-
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tor α genau gelöst werden. Wenn jeder logarithmierte Wert der Bestrahlungsstärke
lnEi durch lnEi + α und die Funktion g durch g + α ersetzt wird, würden (6)
und (7) unverändert bleiben. Um einen Skalierungsfaktor herzuleiten, werden
zusätzlich Bedingungen eingeführt. g(Zmid) = 0 mit Zmid = 1/2(Zmin + Zmax).
Somit kann ein Pixelwert, der sich in der Mitte zwischen Zmax und Zmin befindet,
als einheitlich belichtet angesehen werden.
2. Um die Lösung zu optimieren, kann die Grundform der Antwortfunktion vorher ab-
geschätzt werden. Da die Steigung von g(z) bei Zmin und Zmax üblicherweise steiler
ist, kann davon ausgegangen werden, dass g(z) um den Extrema ungleichmäßiger
ist, und somit die Werte stärker abweichen. Daher wird eine Gewichtungsfunktion
w(z) eingeführt, um die Werte in der Mitte der Kurve hervorzuheben. Hierbei wird
für w eine einfache Hutfunktion benutzt:
w(z) =
z − Zmin für z ≤
1
2(Zmin + Zmax)
Zmax − z für z > 12(Zmin + Zmax)
. (8)
Somit wird aus Gleichung (7) :
O =
N∑
i=1
P∑
j=1
{w(Zij)[g(Zij)− lnEi − ln∆tj]}2 + λ
Zmax−1∑
z=Zmin+1
[w(z)g′′(z)]2 . (9)
3. Diese Gleichung müsste auf jedes Pixel N in P Bildern angewendet werden. Um
ein ausreichend überbestimmtes System zu erhalten, soll N(P−1) > (Zmax−Zmin)
sein. Diese (vollständige) Lösung wäre aber sehr groß und ineffizient. Daher werden
nur ein paar ausgewählte Pixel genommen, die gleichmäßig zwischen Zmin und Zmax
verteilt sind.
In ihrem Paper empfehlen Debevec und Malik, anhand Ihrer Ausgangsbildreihe, dass
bei einem Umfang von 255 Pixelwerten(Zmax − Zmin) und elf Aufnahmen(P = 11, eine
Auswahl von 50 Pixeln(N = 50) zu wählen ist. Da die Größe der linearen Gleichungen,
die aus (7) entstehen, in einer Größenordnung von N ∗ P + Zmax − Zmin sind, wäre es
durch die komplexen Berechnungen sehr ineffizient, wenn alle Pixel(N = i) benutzt wer-
den. Zum Erstellen der Response Function werden aber mindestens zwei Bilder benötigt.
Des Weiteren weisen die beiden Autoren auch darauf hin, dass die Pixelwerte der aus-
gewählten Pixel möglichst gleichmäßig zwischenZmax und Zmin und auf der Aufnahme
verteilt sein sollten. Zudem müssen sie aus homogenen Flächen entnommen werden.
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3.1.3 Konstruktion der HDR Radiance Maps
Durch die rekonstruierte Response Function g ist es möglich, die Pixelwerte in Bestrah-
lungsstärkewerte umzuwandeln, vorausgesetzt die Belichtungszeiten ∆tj bekannt sind.
Aus Gleichung (6) folgt somit:
lnEi = g(Zij)− ln ∆tj . (10)
Um Robustheit zu gewährleisten, und um den Dynamikumfang zu erweitern, werden
zur Berechnung der Strahlungsdichte eines Pixels alle vorhandenen Belichtungen des
Pixels mit einbezogen. Hierfür wird erneut die Gewichtungsfunktion (4) benutzt, um
die Belichtungen höher zu gewichten, deren Pixelwerte mehr dem mittleren Bereich der
Response Curve gleichen:
lnEi =
∑P
j=1w(Zij)(g(Zij)− ln ∆tj)∑p
j=1w(zij)
. (11)
Durch die Kombination mehrerer Belichtungen, wird das Rauschen minimiert und die
Artefaktbildung reduziert. Da die Gewichtungsfunktion gesättigte Pixel ignoriert, ha-
ben „Blooming“ -Artefakte kaum Auswirkung auf die wiederhergestellten Strahldichte-
Werte.
Um eine HDR Radiance Map zu erstellen, wird ein Minimum von [R
F
] Bilder benö-
tigt. R ist die Differenz des Maximums und des Minimums der zu repräsentierenden
Strahlungsdichten und F der Bereich, den ein einzelnes Bild erfasst.
3.1.4 Weitere Bearbeitungsschritte
Der zugrundeliegende Algorithums ist bisher lediglich für Graustufenbilder ausgelegt.
Bei Farbbildern muss für jeden Kanal eine eigene Kurve erstellt werden. Somit existiert
für jeden Kanal ein unbekannter Skalierungsfaktor. Durch die unterschiedliche Wahl
dieses Faktors, entstehen unterschiedliche Farbgewichte im Bild. Im Rahmen der Bache-
lorarbeit wurde aber nur mit Graustufenbildern gearbeitet, so dass im Weiteren nicht
genauer auf Farbe eingegangen wird.
3.2 Programm-Dokumentation
Das in diesem Unterkapitel beschriebene Plugin BAhdr sowie die modifizierten Plugins
DevMalIter4 und DevMalIter5 befinden sich auf der zur Bachelorarbeit beigelegten CD.
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3.2.1 ImageJ
Das Verfahren wird als Plugin mit den Namen BAhdr für ImageJ implementiert [23].
ImageJ ist ein Bildverarbeitungsprogramm, welches von Wayne Rasband am U.S. Na-
tional Institute of Health (NIH) entwickelt wird. Es ist „public domain“ und somit frei
verfügbar. Da es eine Java-Anwendung ist, ist es plattformunabhängig auf allen Com-
putern auf denen eine Java-Laufzeitumgebung existiert lauffähig [24].
Es ist wie eingangs erwähnt möglich, ImageJ durch eigene Plugins zu erweitern, wel-
che als Java Klassen implementiert werden. Somit können bei der Erstellung der Plugins
alle Funktionalitäten der Programmiersprache Java mit einbezogen werden. Zudem kann
auf das komplette ImageJ- und die gesammten Java-Application Programming Interfa-
ces (API) zurückgegriffen werden. Plugins können zum Beispiel Filter sein, mit denen
ein Bild bearbeitet wird oder Konverter, die ein Dateiformat umwandeln. Es gibt zwei
verschiedene Plugin-Klassen. Die Klasse PlugIn benötigt kein Bild oder Stack als Input.
Der Klasse PlugInFilter hingegen muss beim Aufruf ein Bild oder ein Stack übergeben
werden [25].
Das von mir entwickelte Plugin ist vom Typ PlugInFilter.
3.2.2 Beschreibung
Die Bilderreihe, die vom Plugin bearbeitet werden soll, muss aus 8-bit Graustufenbildern
bestehen. Diese Einschränkung wurde gewählt, um die Implementierung übersichtlich zu
gestalten. Die Radiance Maps, die durch die Generierung entstehen, sind 32-bit Grau-
stufenbilder. Würde eine Radiance Map aus RGB-Farbbildern generiert werden, müssten
die einzelnen Farbkanäle des Bildes auf einen RGB-Stack aufgeteilt werden, da ImageJ
für jeden der RGB-Komponenten nur 8 Bit zur Verfügung stellt, womit sich aber kein
Farbbild mit einem erweiterten Dynamikumfang erstellen lässt [24].
Von den jeweiligen Bildern müssen die Belichtungszeiten bekannt sein.
Werden nun die geeigneten Bilder in ImageJ geöffnet, müssen sie zunächst in einen
Stack umgewandelt werden. Diesen Schritt kann mit ImageJ durchgeführt werden, indem
das Werkzeug Images to Stack aufgerufen wird. Dadurch werden alle geöffneten Bilder
zu Slices in einem Image Stack.
Nun kann das Plugin BAhdr aus dem Plugin Menü ausgeführt werden. Als nächstes
erscheint ein Dialogfenster (siehe Abbildung 6), in dem die Belichtungszeit (in Sekunden)
für das jeweilige Bild, der λ-Wert und die Anzahl der Samples, für die Rekonstruktion
der Response Curve, eingeben werden muss. Ist die die Eingaben mit OK bestätigt, wird
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die Radiance Map generiert.
Als Ausgabe erhält man abschließend eine Radiance Map im 32-bit Tiff-Format. Dazu
wird die Response Curve als Plot angezeigt. In der Konsole werden zusätzliche Informa-
tionen über die Werte, die bei der Berechnung benutzt worden sind, wie zum Beispiel
die Anzahl der Pixel eines Bildes oder die Laufzeit des Plugins ausgegeben.
Abbildung 6: Dialogfenster des Plugins BAhdr
3.2.3 Programmierung
Wenn in ImageJ ein Plugin ausgeführt wird, wird zunächst die setup() Methode auf-
gerufen. Ihr wird ein ImagePlus Objekt, bestehend aus dem manuell erzeugten Stack,
übergeben. Anhand der Anzahl der Slices, wird auch noch der Wert für die Anzahl
der Belichtungen exposures festgelegt. Zudem werden noch durch Angabe der Werte
DOES_ALL+DOES_ STACKS+STACK_REQUIRED die zulässigen Bildtypen für das
ImagePlus Objekt bestimmt.
Erst danach wird die run()-Methode ausgeführt in welcher der eigentlich Teil des
Plugins steht. ip ist der einzige Parameter der der Methode übergeben wird. Er ist vom
Typ ImageProcessor und enthält das zu bearbeitende Bild - oder in diesem Fall - den
zu bearbeitenden Stack.
„Die run()-Methode liefert keinen Rückgabewert(void), kann aber das übergebene Bild
verändern und auch neue Bilder erzeugen.“ [24]
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Bei der Ausführung der run-Methode wird als erstes ein Großteil der Variablen initiali-
siert, wie zum Beispiel die Gesamtanzahl der Pixel in einem Bild, was durch Methoden
der ImageJ-API durchgeführt wird.
Fortlaufend wird die Methode dialog() aufgerufen, wodurch ein Objekt der Klasse
GenericDialog erzeugt wird. Damit lassen sich Dialogboxen erstellen. Die im Plugin
verwendete Dialogbox initialisiert und logarithmiert durch die Eingabe des Nutzers die
Belichtungszeiten der Aufnahmen im expotimes[]- und logexpotimes[]-Array und initia-
lisiert den Lambda Wert(lambda) und die Anzahl der Stichproben(samples), die zur
Rekonstruktion der Response Curve verwendet werden.
Als nächstes wird über den Aufruf der weightarray()-Methode ein Array(W[]) für die
Gewichtung der Pixelwerte, der im Verfahren angegebenen Gewichtungsfunktion initiali-
siert. Durch die Beschränkung auf 8-bit Graustufenbilder, können folglich nur Pixelwerte
von 0 bis 255 vorkommen. Da diese bereits einmal berechnet und in W[] abgelegt wor-
den sind, müssen sie später nicht neu bestimmt , sondern lediglich an entsprechender
Stelle in W[] abrufen werden. Das Array entspricht der Gewichtungsfunktion w() aus
dem Artikel von Debevec und Malik.
Anschließend wird die Methode calcResponse() aufgerufen. Mit dieser Methode wird
die Response Curve aus allen Bildern rekonstruiert. Der Matlab Code zur Berechnung
der Response Curve steht im Anhang des Artikels von Debevec und Malik [1]. Dieser
wurde im Rahmen dieser Bachlorarbeit in Java übersetzt.
Zunächst werden hierbei die Pixelwerte aller Bilder in ein zweidimensionales Ar-
ray(pixelsall[][] übertragen. Darauf hin wird aus jedem Bild eine bestimmte Anzahl
(samples) von Pixeln in einem anderen zweidimensionales Array (pixelsamp[][]), sortiert
nach Aufnahmen, übertragen. Die Pixel werden so ausgewählt, dass sie gleichmäßig über
das Bild verteilt sind. Sie entsprechen den Z Werten aus (7). In den nächsten Schritten
werden zwei Arrays (a[][] und b[]) angelegt. In diese Arrays werden die Werte eingetra-
gen, die später zur Lösung von (7) mit der SVD benötigt werden. Nach diesem Schritt
werden aus den Arrays eine Matrix A und ein Vektor b gebildet. Das Problem bei diesen
Schritten ist, dass hier sehr viele leere Felder in dem zweidimensionalen Array entstehen,
die nachher aufgrund des Matrix-Typs mit dem Wert 0 übertragen werden. Dies führt
dazu, dass die Matrix A unnötig groß wird. Auf dieses Problem wird im nächsten Kapitel
noch einmal genauer eingegangen.
Das Gleichungssystem der Matrix A und des Vektors b wird mit der solve()-Methode,
aus der no.uib.cipr.matrix-Bibliothek [26] gelöst. Der hieraus entstandene Vektor wird
in das Array g[] umgewandelt, welches die Response Curve darstellt. Diese Kurve kann
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nun von der ImageJ-eigenen Plot Methode grafisch dargestellt werden. Der restliche Teil
der Lösung wird für die weitere Verarbeitung nicht mehr benötigt und daher ignoriert.
Da jetzt die Response Curve rekonstruiert worden ist, wird nun die calcradiance()-
Methode aufgerufen. Hier werden nun mit 2 ineinander verschachtelten for-Schleifen die
Pixelwerte für die Radiance Map ermittelt. Dabei wird der Pixelwert für jedes Pixel aus
den entsprechenden, im Vorfeld errechneten Werten, jeweils aus allen Belichtungen, wie
in Gleichung (11) ermittelt. Diese Werte werden in ein Array übertragen. Aus diesem
Array wird ein FloatProcessor mit den entsprechenden Größen der Ausgangsbilder er-
stellt. Mit dem FloatProcessor wird wiederum ein ImagePlus Objekt erstellt, welches
dann in ImageJ als 32-bit Tiff-Bild dargestellt wird.
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Das in Kapitel 3 ausführlich beschriebene Verfahren zur Berechnung der Response Curve
verursacht eine große Speicherbelegung einhergehend mit einer hohen Laufzeit. Es wird
ein sehr großes Array, und damit auch eine sehr große Matrix erstellt. Das Problem
hierbei ist, dass im Array viele Elemente vorhanden sind, denen kein Wert zugewiesen
wird. Diese leeren Elemente werden der Matrix mit dem Wert 0 übergeben. Diese werden
aber zur Berechnung der Response Curve nicht benötigt und belegen somit unnötig viel
Speicher. Wenn nur eine Pixelauswahl zur Erstellung der Response Curve benutzt werden
soll, ist dies nicht weiter problematisch. Wenn aber zur Erstellung der Kurve die Werte
aller Pixel genutzt werden sollen, um ein möglichst genaues Ergebnis zu erzielen, wird
das Array und somit die Matrix extrem groß und benötigt sehr viel Speicherplatz. Dazu
kommt, dass beim Lösen des Gleichungssystems sehr viele überflüssige Berechnungen
mit 0-Werten gemacht werden, welche die Rechenzeit negativ beeinflussen.
Anhand der nachfolgenden Rechnung, soll vereinfacht erläutert werden, wie hoch die
Anzahl der Elemente des zweidimensionalen Arrays und, nach dem Verfahren von De-
bevec und Malik somit auch die der Matrix ist:
Im ersten Feld
Auswahl der Werte ∗Belichtungen+ Anzahl der Stufen+ 1 (12)
Im zweiten Feld
Anzahl der Stufen+ Auswahl der Werte (13)
Angenommen man möchte die Response Curve einer Belichtungsreihe mit 5 Belich-
tungen rekonstruieren. Die RGB Bilder werden hierbei als 768 x 512 Pixel groß ange-
nommen. Wenn als Auswahl alle Pixel benutzt werden, dann würde die Größe des Arrays
folgendermaßen berechnet werden:
Im ersten Feld
(768 ∗ 512) ∗ 5 + 256 + 1 = 1.966.337 (14)
Im zweiten Feld
256 + (768 ∗ 512) = 393.472 (15)
Also müsste das Array 1.966.337 ∗ 393.472 = 773.698.552.064 Elemente besitzen. Von
diesen Elementen wurden aber nur 2.360.059 Elementen ein relevanter Wert zugeordnet -
21
4 Modifizierung und Ergebnisse
also nur 0, 00031% der gesamten Elemente. Um diesem überflüssigen Speicherverbrauch
entgegen zu wirken, müsste ein anderer Weg gefunden werden, um die Matrix zu erzeugen
und weiter zu verarbeiten. Im Folgenden wird eine Veränderung des Plugins vorgestellt,
welche von Kunz [27], an meinem Plugin vorgenommen worden ist.
4.1 Modifizierung I
Die Überlegung war, für das Gleichungssystem eine Matrix-Klasse zu verwenden, in der
es nur Einträge gibt, die ungleich 0 sind und das Gleichungssystem iterativ zu lösen. So-
mit gäbe es keine überflüssigen Elemente und es wird enorm viel Platz und Zeitaufwand
gespart.
Ein großer Teil der Veränderungen ist in der calcresponse[] Methode enthalten. Zu-
nächst einmal wird das Array a[] durch eine Matrix A ersetzt. Die Matrix-Klasse heißt
FlexCompRowMatrix und ist im Paket no.uib.cipr.matrix [26] enthalten. Sie hat die Ei-
genschaft, dass sie nur die Einträge, die ungleich 0 sind, in einer Liste abspeichert. Die
Werte für A werden nicht - wie im Matlab Code angegeben - berechnet. Stattdessen
wird die Pseudoinverse, der im Matlab Code verwendeten Matrix A gebildet [28]. Hierzu
wurden die Matrix A und der Vektor b mit der Transponierten von A multipliziert. Das
Ergebnis wird dann - ähnlich wie in Gleichung (9) des Artikels von De Neve u.a. [29] -
berechnet.
Zudem wird der Mittelwert der Kurve in der Matrix A auf 1000 gesetzt, um ihm eine
höhere Gewichtung zu geben.
Da nun eine schwach besetzte und quadratische Matrix zur Verfügung steht, wird
dieses lineare Gleichungssystem mit einem iterativen anstelle eines direkten Verfahrens
(SVD), wie es bei Debevec und Malik vorgeschlagen wird, gelöst. Das bedeutet, dass
sich der Lösung in mehreren Schritten genähert wird [30]. Unter der Annahme, dass
der Verlauf einer Response Curve, dem einer Gammakurve ähnlich ist, wird eine im
Dialogfenster definierbare Gammakurve als Startbedingung genommen. Dadurch kön-
nen Schritte und damit auch Zeit eingespart werden. Die Genauigkeit kann mit dem
Eingangsparameter lgaccuracy eingestellt werden.
Da eine symmetrische Matrix vorliegt, kann zur Lösung des Gleichungssystems das
Verfahren der „Konjugierten Gradienten „[30] benutzt werden. Wie auch andere iterative
Verfahren, ist dieses bei einer großen Anzahl von zu berechnenden Werten effektiver als
ein direktes Verfahren [29]. Die verwendete Klasse gehört zum Paket no.uib.cipr.matrix
[26].
Zusätzlich wurde noch die Verwendung von λ verändert. Es ist sinnvoller ein λ in
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Abhängigkeit zu den Samples zu wählen, da eine Balance zwischen der Summe der
Quadrate der Daten und dem Glättungsterm herrschen soll.
Die oben genannten Änderungen des Quellcodes zur Verkleinerung des Speicherbe-
darfs, der Verkürzung der Laufzeit und der Anpassung von λ sind im Plugin DevMalIter4
gemacht worden.
4.2 Modifizierung II
Eine im Artikel von Debevec und Malik verwendete Formel wurde nicht korrekt in den
Matlab-Code übernommen.
In der Formel (9) von Debevec und Malik wird λ linear berechnet. Der im Anhang
des Artikels vorgeschlagene Matlab-Code führt aber dazu, dass λ quadratisch berechnet
wird.
De Neve u. a. bemerken in ihrem Artikel [29], dass die Gewichtsfunktion sehr schlecht
gewählt worden ist, und die Gewichte aus dem ersten Term nicht quadratisch in die
Berechnung eingehen sollten.
„The weighting function from (4) gives the largest weight to the pixel values in the
middle of the dynamic range and pixel values near the edges of the range have no
weight.“
Von daher gehen im Plugin DevMalIter5 die Gewichte w(Zij) und das λ nicht qua-
dratisch in die Berechnung ein. Somit ist auch die Proportionalität von λ zur Anzahl
der Samples gewährleistet.
Ansonsten ist das Plugin zum größten Teil identisch zu DevMalIter4.
4.3 Auswertung der Plugins
Die im Rahmen dieser Bachelorarbeit entstandenen Plugins wurden auf vier verschiedene
Eigenschaften hin analysiert. Die Plugins BAhdr und DevMalIter4 sind bezüglich λ wie
des Matlab-Codes aus dem Artikel von Debevec und Malik [1] implementiert worden. Im
Plugin DevMalIter5 wird λ und die Gewichte der gewichteten Summe der Quadrate - wie
in 4.2 beschrieben - verwendet. Daher sind nicht alle Testergebnisse direkt miteinander
vergleichbar.
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4.3.1 Laufzeit
Bei der Auswertung der Laufzeit können alle Plugins miteinander verglichen werden, da
hier die Verwendung von λ und den Gewichten irrelevant ist. Die Plugins bearbeiten
zehn Mal eine Bilderreihe mit drei Bildern, wobei die Anzahl der verwendeten Samples
zur Rekonstruktion der Response Curve nach jeder Bearbeitung um jeweils 200 Samples
ansteigen. Die Zeit vom Aufruf des Plugins bis zur Ausgabe der Radiance Map wird
von einer Methode aus der Java API gemessen. Die gesamten Ergebnisse werden in
Abbildung 7 grafisch dargestellt. Wie in Abbildung 7 eindeutig erkennbar wird, sind die
Plugins mit dem iterativen Verfahren erheblich schneller.
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Abbildung 7: Vergleich des Speicherbedarfs, der drei Plugins
4.3.2 Speicherbedarf
Durch den Garbage Collector (GC) ist leider nicht genau feststellbar, wie viel Speicher
ein Plugin während der Laufzeit benötigt.
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Abbildung 8: Vergleich der Laufzeit, der drei Plugins
„Der GC ist Teil des Laufzeitsystems von Java. Nach dem expliziten Generieren eines
Objekts überwacht Java permanent, ob das Objekt noch gebraucht wird, also
referenziert wird. (...) Der GC ist ein nebenläufiger Thread im Hintergrund, der nicht
referenzierte Objekte findet, markiert und dann von Zeit zu Zeit entfernt.“ [31].
Da dies nicht regelmäßig passiert, bekommt man durch die Methode freeMemory() keine
zuverlässigen Ergebnisse. Die Methode gibt den freien Speicher (in ImageJ auch den
verbrauchten Speicher) der Java Virtual Machine zurück [32]. Im Falle des Plugins wäre
das der belegte und freie Speicher, der für ImageJ reserviert wird.
freememory() wird drei Mal im Plugin aufgerufen: Am Anfang, nach der Erstellung
der Matrix A und des Vektors b und nach der Generierung der Radiance Maps. Zum
Testen wurde dieselbe Reihe wie in 4.3.2 benutzt.
Die Tests lieferten für das Plugin BAhdr leider keine eindeutigen Ergebnisse, da durch
den CG der Speicher in unregelmäßigen und nicht den Prozessen angepassten Abständen
geleert wurde. Aber es ist deutlich zu erkennen, dass die Plugins mit dem iterativen
25
4 Modifizierung und Ergebnisse
Verfahren trotz der ansteigenden Samples im Durchschnitt 5 MB Speicherplatz belegen.
Abbildung 8 zeigt die Auswertung der Testreihen. Die Differenz zwischen dem Start-
und End-Wert beim Aufruf eines Plugins bildet den Wert für die Speicherbelegung.
Aus den unterschiedlichen Werten mehrerer Testreihen wurde das Arithmetische Mittel
berechnet.
4.3.3 Response Curve
Da der Verlauf der Response Curve unter anderem abhängig von λ und der Gewichtung
ist und dies in den Plugins unterschiedlich verwendet wird, kann kein direkter Vergleich
der Response Curves gemacht werden.
Um die Auswirkungen von λ und der Anzahl von Samples bei den einzelnen Plugins
zu veranschaulichen, wurde sich darauf beschränkt, dieselbe Belichtungsreihe von jedem
Plugin einmal mit einem niedrigen λ-Wert und wenig Samples und einmal mit einem
hohen λ-Wert und vielen Samples bearbeiten zu lassen. Die Definition, was ein hohes
und ein niedriges λ für das jeweilige Plugin ist, wurde durch Testreihen ermittelt. Bei
einem kleinen λ bemerkt man gerade eben den Einfluss und bei einem großen λ ist die
Kurve kurz davor, linear zu werden.
Zum Vergleich ist in Abbildung 11 eine Response Curve aus dem Artikel [1] ange-
geben. Sie ist aus einer Belichtungsreihe von 16 RGB Aufnahmen entstanden. Die drei
Belichtungen die zum Testen benutzt wurden, sind dieser Reihe entnommen und in 8-bit
Graustufenbilder umgewandelt worden. Die Abbildung soll eine ungefähre Vorstellung
vom Verlauf der Response Curve vermitteln.
Abbildung 9: Response Curves der drei Plugins mit einem
kleinen λ und niedriger Anzahl von Samp-
les; BAhdr(links) : λ=5, Samples=25; Dev-
MalIter4(mitte): λ=2,5; Samples=25; DevMa-
lIter5(rechts): λ=12,5; Samples=25
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Abbildung 10: Response Curves der drei Plugins mit einem
großen λ und hoher Anzahl von Samples;
BAhdr(links): λ=100, Samples=2000; DevMa-
lIter4(mitte): λ=35,777; Samples=2000; Dev-
MalIter5(rechts): λ=1000; Samples=2000
Abbildung 11: Response Curves aller Farbkanäle, von der sel-
ben Szene [1]
Bei den Kurven mit den minimalen Parametern lässt sich die Response Curve lediglich
erahnen und führt bei der Konstruktion der Radiance Maps zu wenig repräsentativen
Ergebnissen.
Im Gegensatz dazu haben die Kurven mit den maximalen Parametern eine große
Ähnlichkeit zur Kurve aus dem Artikel. Die Kurve bei BAhdr ist im Vergleich zu den
anderen Plugins glatter.
Anschließend wurde aus den Plugins BAhdr undDevMalIter5 eine Testreihe erstellt, in
der das Verhältnis der Samples zum λ-Wert variiert worden ist. Die Anzahl der Samples
lag konstant bei 2000. Der λ-Wert wurde schrittweise von 0, 1 ∗ Sampleanzahl auf 1 ∗
Sampleanzahl erhöht.
Mit ansteigendem λ wird die Kurve bei beiden Plugins zu einer Geraden. Dies ist
besonders im unteren Bereich der Kurve - also im dunklen Bereich - deutlich zu sehen.
Der Minimalwert von ln E bewegt sich immer weiter zur 0. Bei DevMalIter5 ist dies nur
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ansatzweise zu sehen. Bei BAhdr ist hingegen bei einem 1 : 1 Verhältnis von Samples und
λ-Wert schon fast eine lineare Funktion auszumachen. In Abbildung 12 und Abbildung 13
ist dies
Abbildung 12: Response Curve der Plugins BAhdr(links) und
DevMalIter5 (rechts) bei einem λ / Sample -
Verhältnis von 0, 1/1
Abbildung 13: Response Curve der Plugins BAhdr(links) und
DevMalIter5 (rechts) bei einem λ / Sample -
Verhältnis von 1/1
4.3.4 Visueller Eindruck
Um den visuellen Eindruck der Radiance Map zu vergleichen, wurden mit jedem Plugin
zwei Radiance Maps aus zwei verschiedenen Belichtungsreihen konstruiert. Die Einga-
beparameter entsprechen den maximalen Parametern der jeweiligen Plugins aus 4.3.3.
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Abbildung 14: Radiance Maps zweier Belichtungsreihen mit dem Plugin DevMalIter4.
Abbildung 15: Radiance Maps zweier Belichtungsreihen mit dem Plugin DevMalIter5.
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Abbildung 16: Radiance Maps zweier Belichtungsreihen mit dem Plugin BAhdr.
Die Radiance Maps aus der Belichtungsreihe von Debevec und Malik zeigen deutliche
Unterschiede. Die mit den Plugins DevMalIter4 und DevMalIter5 konstruierten Radian-
ce Maps weisen ein stärkeres Rauschen auf, welches sich besonders in den dunklen Stellen
bemerkbar macht. In der Radiance Map von BAhdr hingegen gehen besonders in den
dunkleren Stellen Details verloren, obwohl es ansonsten schärfer wirkt. In den Radiance
Maps der selbst aufgenommen Reihen sind keine Unterschiede zu sehen.
Wie in 4.3.3 erwähnt, wird die Response Curve mit steigendem λ-Wert (im Verhältnis
zu den Samples) zunehmend zur Geraden. Dies führt dazu, dass der Dynamikumfang, wie
oben anhand der Response Curve beschrieben, besonders im dunkleren Bereich kleiner
wird. Somit sind in den dunklen Stellen im Bild weniger Details erkennbar. Daher sollte
bei BAhdr der λ-Wert gesenkt werden, damit bei diesem Plugin ein besseres Verhältnis
zwischen dem λ-Wert und den Samples besteht.
4.4 Zusammenfassung
Durch das iterative Verfahren, das bei der Rekonstruktion der Response Curve ange-
wendet wird, kann im Vergleich zum direkten Verfahren enorm viel Speicher und Zeit
eingespart werden.
Es hat sich auch gezeigt, dass das Verhältnis der λ-Werte und der Samples, und somit
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die Steigung der Response Curve wichtig ist, um den größtmöglichen Dynamikumfang
zu erreichen.
Das Rauschen ist in den Ergebnissen aller Plugins vorhanden. Umso größer der Dy-
namikumfang ist, desto stärker ist auch das Rauschen. Dies zeigt sich besonders in den
dunklen Bereichen. De Neve u. a. erwähnen in ihrem Artikel [29], dass die von Debevec
und Malik gewählte Gewichtsfunktion für das Rauschen verantwortlich ist.
In dem im Rahmen dieser Bachelorarbeit entwickelten Plugin BAhdr sind alle wich-
tigen Bestandteile des von Debevec und Malik [1] beschriebenen Verfahrens berücksich-
tigt. Somit sind aber auch die Schwächen des Verfahrens übernommen worden. Durch
die Modifizierung von Kunz konnte aber bereits ein Teil der Mängel gemindert oder
sogar behoben werden.
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Ziel der Bachelorarbeit war, ein HDR-Verfahren als ImageJ Plugin zu implementieren,
welches als Basis für weitere Forschung und Entwicklungen bezüglich HDR-Verfahren be-
nutzt werden kann. ImageJ stellte sich hierbei als ein sehr nützliches Werkzeug heraus,
da mithilfe der zahllosen Java Bibliotheken ein Implementieren komplizierter Berech-
nungen vereinfacht wird.
Problematisch wird es, wenn mit ImageJ Radiance Maps aus Farbbildern konstruiert
werden sollen, da diese nicht mit den von ImageJ kompatiblen Formaten erstellbar sind.
Da diese Arbeit aber nur das im Artikel von Debevec und Malik beschriebene Verfahren
behandeln soll und dort nicht genauer auf Tone Mapping eingegangen wird, sind hier
zur Vereinfachung zunächst nur Graustufenbilder als Eingabe für das Plugin benutzt
worden, mit denen die Funktionalität getestet und dargestellt wurde.
Was die am Matlab-Code nahe Implementierung des Plugins betrifft, kam es aber
zu einem Problem. Der Matlab-Code im Artikel stimmt nicht mit der dazugehörigen
Formel überein. Dies betrifft die Verwendung von λ bei der Erstellung der Response
Curve. Die Implementierung bezieht sich aber auf den Matlab-Code. Durch die Modifi-
zierungen von Kunz geht das λ aber wie in der angegebenen Formel in die Berechnung
ein. Zudem wurde in den Modifizierungen auch ein anderes Verfahren zur Lösung eines
Gleichungssystem benutzt, da beim Testen des Plugins sehr deutlich geworden ist, wie
speicher- und zeitintensiv das von Debevec und Malik vorgeschlagene Verfahren ist. Die
Herangehensweise gleicht im Ansatz, einem Verfahren, welches im Artikel von De Neve
u. a.[29] zur Optimierung des Debevec und Malik Verfahrens vorgeschlagen wird und
hat auch die Performance des ImageJ-Plugins erheblich gesteigert.
Wie dem Artikel von De Neve u. a. zu entnehmen ist und auch bei der Erstellung
des Plugins festgestellt wurde, gibt es noch einige andere Stellen des Verfahrens die zu
optimieren sind. Wie zum Beispiel die von Debevec und Malik vorgeschlagene Gewichts-
funktion, die bereits von Kunz in einem Plugin modifiziert worden ist. Dazu kommt,
dass in dem Artikel auf die Implementierung der Pixelauswahl zur Generierung der Re-
sponse Curve und der Generierung von HDR-Bildern aus Farbaufnahmen nicht genauer
eingegangen wird.
Als Basis für diese Optimierungen und andere Erweiterungen - wie zum Beispiel ein
Tone Mapping Verfahren zur besseren Bewertung des visuellen Eindrucks - eignet sich
das im Rahmen der Bachelorarbeit entstandene ImageJ Plugin BAhdr, wie sich bereits
durch die modifizierten Plugins zeigt, recht gut. Somit hoffe ich, dass dieses Plugin auch
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in anderen wissenschaftlichen Arbeiten Verwendung findet und zur Weiterentwicklung
von HDR-Verfahren beitragen kann.
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