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Abstract. This paper address the problem of restoration of optical cloud servi-
ces in the presence of a single fiber link failure. The proposed algorithm, named
R3D, leverages on two parameters specified in the service class (restoration de-
lay and bandwidth degradation) in order to make the best use of the available
optical resources during the recovery process. Results, derived via simulation,
show significant improvements on cloud service restorability without a negative
impact on the cloud service blocking probability.
Resumo. Este artigo, aborda o problema de restaurac¸a˜o de servic¸os na nu-
vem com infraestrutura o´ptica na presenc¸a de falha em um u´nico enlace. O
algoritmo proposto, denominado R3D, leva em considerac¸a˜o dois paraˆmetros
especificados em classes de servic¸o (toleraˆncia ao atraso na restaurac¸a˜o e
degradac¸a˜o de banda passante) para fazer melhor uso dos recursos o´pticos dis-
ponı´veis durante o processo de restaurac¸a˜o. Resultados, obtidos atrave´s de
simulac¸a˜o, demonstram melhorias significativas na capacidade de restaurac¸a˜o
de servic¸os sem impactar de forma negativa a probabilidade de bloqueio.
1. Introduc¸a˜o
Redes o´pticas sa˜o soluc¸o˜es atraentes para suportar uma ampla gama de servic¸os na nuvem
tais como aplicac¸o˜es cientı´ficas, de nego´cios e para o consumidor (por exemplo, servic¸os
de entrega de conteu´do). A grande disponibilidade de banda passante, baixa lateˆncia e
eficieˆncia energe´tica sa˜o algumas das caracterı´sticas que fazem as redes o´pticas adequa-
das para estas tarefas [Kachris and Tomkos 2012]. No entanto, devido a cortes acidentais
de fibras, falhas de equipamentos ou mesmo ataques maliciosos, a infraestrutura o´ptica e´
suscetı´vel a falhas. Na presenc¸a de falhas, um ou mais caminhos o´pticos podem ser inter-
rompidos, afetando va´rios servic¸os na nuvem e causando, consequentemente, a perda de
grande quantidade de dados. Devido ao papel crucial dos servic¸os em nuvem em nossa
sociedade, estrate´gias para a recuperac¸a˜o de falhas precisam ser desenvolvidas para man-
ter um nı´vel aceita´vel de sobreviveˆncia de servic¸os enquanto asseguram que a resilieˆncia
seja provida com um custo extra contido em relac¸a˜o a` eficieˆncia na utilizac¸a˜o dos recursos
o´pticos.
Estrate´gias de recuperac¸a˜o de falhas baseadas em protec¸a˜o alocam recursos
o´pticos redundantes, os quais sa˜o usados somente na ocorreˆncia da falha. Como resul-
tado, estas estrate´gias garantem 100% de recuperac¸a˜o, mas teˆm custo elevado em termos
de eficieˆncia na utilizac¸a˜o dos recursos, pois os recursos para protec¸a˜o na˜o sa˜o utiliza-
dos na maior parte do tempo [da Silva et al. 2016]. Para reduzir tais custos, as operado-
ras podem usar estrate´gias baseadas no conceito de restaurac¸a˜o. Nesta abordagem na˜o
ha´ reserva antecipada de recursos o´pticos. Apo´s a ocorreˆncia de uma falha, os cami-
nhos afetados sa˜o reroteados baseando-se somente nos recursos disponı´veis po´s-falha,
de forma a restaurar o ma´ximo possı´vel de servic¸os na nuvem. Assim, as estrate´gias de
restaurac¸a˜o sa˜o mais eficientes no uso de recursos, mas na˜o podem garantir 100% de
recuperac¸a˜o [da Silva et al. 2016].
A literatura apresenta va´rios estudos envolvendo estrate´gias de restaurac¸a˜o. Al-
guns deles levam em considerac¸a˜o a degradac¸a˜o de servic¸o, que e´ definida a partir de
requisitos de servic¸os especificados em contratos de servic¸o SLA (Service Level Agre-
ements). Uma possibilidade e´ a degradac¸a˜o de banda passante durante o processo de
restaurac¸a˜o [Huang et al. 2010, Wang et al. 2015, Bao et al. 2016]. Outra opc¸a˜o e´ tirar
vantagem da informac¸a˜o sobre o atraso ma´ximo permitido para a restaurac¸a˜o (ou seja,
o tempo entre a ocorreˆncia da falha e o tempo no qual o servic¸o e´ restaurado) para
determinar o momento da restaurac¸a˜o do servic¸o na nuvem [Khabbaz and Assi 2015,
Ferdousi et al. 2015, Wang et al. 2016]. Embora as direc¸o˜es de pesquisa mencionadas te-
nham sido extensivamente estudadas, o uso combinado de degradac¸a˜o de banda passante
e atraso na restaurac¸a˜o na˜o tem sido investigado.
O presente artigo descreve um novo algoritmo de restaurac¸a˜o de servic¸os, RD3,
desenvolvido como trabalho de Iniciac¸a˜o Cientı´fica, para nuvens com infraestrutura
o´ptica. O diferencial do algoritmo proposto e´ tirar vantagem da utilizac¸a˜o conjunta da
toleraˆncia ao atraso na restaurac¸a˜o e da degradac¸a˜o de banda passante para oferecer uma
estrate´gia que seja eficiente na utilizac¸a˜o de recursos para a recuperac¸a˜o de servic¸os em
nuvens o´pticas. A combinac¸a˜o destes conceitos pode ser particularmente u´til uma vez
que servic¸os na nuvem teˆm diferentes requisitos [Develder et al. 2012], os quais podem
ser arranjados de forma estrate´gica para a recuperac¸a˜o destes servic¸os. Aplicac¸o˜es hard-
real-time (por exemplo, procedimentos ciru´rgicos) devem ser imediatamente restauradas
usando um caminho o´ptico alternativo com capacidade suficiente para recuperar comple-
tamente o servic¸o na nuvem. Alternativamente, aplicac¸o˜es soft-real-time (por exemplo,
video streaming) podem ser restauradas em um caminho o´ptico com capacidade reduzida,
degradando-se o servic¸o para um nı´vel mı´nimo aceita´vel. Por sua vez, aplicac¸o˜es non-
real-time (por exemplo, servic¸os em grade para processamento de dados) sa˜o flexı´veis
tanto no domı´nio de banda quanto no domı´nio de tempo. Por exemplo, a restaurac¸a˜o des-
tes servic¸os pode ser postergada com base na sua toleraˆncia ao atraso na recuperac¸a˜o. Ao
atrasar a recuperac¸a˜o de um servic¸o non-real-time, os recursos o´pticos disponı´veis podem
ser usados para a restaurac¸a˜o de servic¸os crı´ticos, ou seja, hard-real-time. Ale´m disso,
a capacidade extra economizada (ou seja, ao permitir a degradac¸a˜o de banda de algum
servic¸o durante o processo de recuperac¸a˜o) pode ser alocada para restaurar servic¸os adi-
cionais que de outra forma seriam perdidos. Consequentemente, e´ possı´vel aumentar o
nu´mero total de servic¸os restaurados na nuvem.
Na heurı´stica proposta, apo´s um evento de falha, servic¸os do tipo hard e soft-real-
time sa˜o restaurados imediatamente (com banda total ou parcial) na˜o tendo que compe-
tir por recursos com servic¸os que podem ser restaurados em algum momento posterior.
Servic¸os non-real-time, por sua vez, podem se beneficiar da reduc¸a˜o de banda bem como
de um tempo de restaurac¸a˜o mais longo para prevenir a perda destes servic¸os. Resultados
derivados via simulac¸a˜o indicam que o algoritmo proposto e´ capaz de aumentar o nu´mero
de servic¸os restaurados na nuvem o´ptica sem impactar de forma negativa a probabilidade
de bloqueio na rede. Estes resultados foram relatados em [Lisboa et al. 2017], publi-
cado na confereˆncia internacional “IEEE Global Communications Conference” (GLO-
BECOM), Qualis A1.
Este trabalho esta´ organizado conforme segue. A Sec¸a˜o 2 apresenta os trabalhos
correlatos. A Sec¸a˜o 3 introduz o algoritmo proposto R3D. Na Sec¸a˜o 4, apresenta-se a
avaliac¸a˜o nume´rica do algoritmo proposto. Na Sec¸a˜o 5 sa˜o delineadas as concluso˜es.
A Sec¸a˜o 6 apresenta a sı´ntese das principais contribuic¸o˜es do trabalho de Iniciac¸a˜o Ci-
entı´fica.
2. Trabalhos relacionados
O impacto gerado por interrupc¸o˜es na infraestrutura da rede tem motivado o estudo de
estrate´gias para recuperac¸a˜o ra´pida e eficiente de falhas na rede. Tais estrate´gias podem
ser projetadas considerando as diferentes caracterı´sticas e requisitos dos servic¸os. Os au-
tores em [Develder et al. 2012] apresentam uma classificac¸a˜o para aplicac¸o˜es cientı´ficas,
de nego´cios e para consumidores considerando seus requisitos na nuvem suportada por
redes o´pticas. Eles especificam a sensibilidade ao atraso de acordo com a classificac¸a˜o
das aplicac¸o˜es.
Existe vasta literatura relacionada a` recuperac¸a˜o de falhas baseada em
protec¸a˜o [Habib et al. 2013, Natalino et al. 2015], que garante a recuperac¸a˜o atrave´s
da redundaˆncia de recursos. Uma abordagem de menor custo mas ainda eficiente
e´ a restaurac¸a˜o de servic¸os, a qual tenta recuperar os servic¸os usando caminhos
o´pticos alternativos de forma reativa a` falhas [Huang et al. 2010, Wang et al. 2015,
da Silva et al. 2016]. O conceito de degradac¸a˜o de servic¸os, que garante uma quan-
tidade parcial da banda passante originalmente requisitada pela aplicac¸a˜o, foi usado
na investigac¸a˜o apresentada em [Huang et al. 2010] no uso estrate´gias para o provi-
sionamento resiliente de servic¸os. Considerando cena´rios de desastres, o trabalho
em [Bao et al. 2016] descreve uma estrate´gia de re-provisionamento de servic¸os base-
ada em degradac¸a˜o de banda e roteamento multi-caminho para manter a conectividade
da rede e balancear a distribuic¸a˜o de tra´fego. Os autores em [Wang et al. 2015] apresen-
tam um modelo de programac¸a˜o linear inteira (PLI) baseado na degradac¸a˜o de servic¸os
e realocac¸a˜o para restaurac¸a˜o de servic¸os em nuvem (a realocac¸a˜o consiste em migrar
os servic¸os de um no´ Data Center (DC) que falhou para um no´ DC alternativo ativo).
Ademais, visando minimizar o nu´mero de servic¸os perdidos e a quantidade de recursos
usada na restaurac¸a˜o, um servic¸o restaurado e´ provisionado usando somente a metade
da capacidade de um comprimento de onda. A estrate´gia de restaurac¸a˜o apresentada
em [da Silva et al. 2016] combina os benefı´cios da realocac¸a˜o e diferenciac¸a˜o de servic¸os
de forma a melhorar a capacidade de restaurac¸a˜o enquanto garante que diferentes servic¸os
recebem prioridades apropriadas.
O uso de informac¸o˜es de prazo (deadline) para a tomada de decisa˜o em siste-
mas envolvendo nuvens e redes o´pticas e´ um campo ativo de pesquisa [Wang et al. 2012,
Khabbaz and Assi 2015, Ferdousi et al. 2015, Wang et al. 2016, Bao et al. 2016]. Os au-
tores em [Khabbaz and Assi 2015] apresentam um modelo analı´tico de fila para es-
calonamento flexı´vel de tarefas com especificac¸o˜es de tempo em nuvens. Os auto-
res em [Wang et al. 2012] consideram que o estabelecimento de conexo˜es inter-DC
sa˜o tolerantes ao atraso e que a banda liberada durante o perı´odo de espera pode ser
usada para completar a transfereˆncia de dados de conexo˜es postergadas. Conside-
rando informac¸o˜es de alerta de desastres e prazo para evacuac¸a˜o de dados, os autores
em [Ferdousi et al. 2015] apresentam uma heurı´stica pro´-ativa para evacuar conteu´do vul-
nera´vel e crı´tico de prova´veis zonas de desastres para localizac¸o˜es seguras atrave´s da
utilizac¸a˜o de caminhos o´pticos que maximizam a quantidade de dados evacuados. Eles
classificam a vulnerabilidade do conteu´do baseado na presenc¸a da re´plicas DC mais atu-
alizadas em zonas de desastres.
Diferentemente das estrate´gias de recuperac¸a˜o de falha baseadas em restaurac¸a˜o,
o algoritmo proposto neste trabalho explora a flexibilidade resultante da combinac¸a˜o de
degradac¸a˜o de banda passante e atraso na restaurac¸a˜o de forma a aumentar as chances de
restaurac¸a˜o de servic¸os em redes de nuvem o´ptica. Os requisitos de servic¸os sa˜o especifi-
cados considerando diferentes classes de servic¸os.
3. Algoritmo proposto
O algoritmo descrito nesta sec¸a˜o, denominado Restoration of Differentiated Cloud Servi-
ces based on Bandwidth Degradation and Restoration Delay (R3D), tira vantagem de di-
ferentes requisitos de servic¸o para recuperar servic¸os interrompidos por uma falha atrave´s
da restaurac¸a˜o na nuvem com degradac¸a˜o de banda e diferentes nı´veis de toleraˆncia ao
atraso na recuperac¸a˜o. O atraso na restaurac¸a˜o ocorre somente para servic¸os non-real-
time, enquanto a degradac¸a˜o de banda pode ser usada para servic¸os non-real-time e soft-
real-time. Ale´m disso, o nı´vel de degradac¸a˜o de servic¸o e´ estritamente aquele definido
pelo SLA de cada servic¸o.
A seguir sa˜o descritos o modelo de estabelecimento de servic¸o, as classes de
servic¸o usadas e a descric¸a˜o formal do algoritmo proposto.
3.1. Estabelecimento de solicitac¸o˜es de servic¸o
No cena´rio considerado neste trabalho, os no´s clientes solicitam servic¸os na nuvem com-
postos por unidades para armazenamento e para processamento, as quais sa˜o disponibi-
lizadas em no´s Data Center (DC) geograficamente distribuı´dos. Uma rede o´ptica (WDM
- Wavelength Division Multiplex ou EON - Elastic Optical Network) interconecta os no´s
clientes aos no´s DCs. Ale´m disso, solicitac¸o˜es de servic¸o sa˜o classificadas em Classes de
Servic¸o (CoS) de acordo com a sua toleraˆncia para degradac¸a˜o de banda passante e sua
toleraˆncia para atraso na restaurac¸a˜o (Sec¸a˜o 3.2). Note que esta classificac¸a˜o e´ levada em
considerac¸a˜o somente para a restaurac¸a˜o de servic¸os interrompidos, na˜o tendo influeˆncia
no provisionamento dos servic¸os na nuvem o´ptica.
Uma requisic¸a˜o de servic¸o r(b, h, vm, st, cl, AR), que chega a rede de forma
dinaˆmica, especifica a banda demandada (b), o tempo de durac¸a˜o (h), o nu´mero de ma-
quinas virtuais (vm) e o nu´mero de unidade de armazenamento (st), sua classe de servic¸o
(cl) bem como seu nı´vel de toleraˆncia para atraso na restaurac¸a˜o (AR). Enta˜o, o no´ DC
mais pro´ximo, com maquinas virtuais e unidades de armazenamento suficiente, e com re-
cursos de banda passante suficientes ao longo da rota, e´ escolhido para suportar a conexa˜o
para o servic¸o. Caso na˜o seja possı´vel encontrar no´ DC ou caminho o´ptico com recurso
disponı´vel, a solicitac¸a˜o para o servic¸o na nuvem e´ bloqueada.
3.2. Prioridades e requisitos de servic¸os na nuvem
Em geral, apo´s uma falha, a disponibilidade de recursos o´pticos pode na˜o ser suficiente
para recuperar todos os servic¸os atingidos. Assim, ter uma polı´tica de restaurac¸a˜o com
diferenciac¸a˜o de servic¸os e´ essencial para aumentar o nu´mero de servic¸os restaurados e
garantir os requisitos de SLA dos servic¸os recuperados. Considerando a classificac¸a˜o de
servic¸os apresentada em [Develder et al. 2012], a Tabela 1 ilustra os requisitos e priorida-
des dos servic¸os considerados neste trabalho. A tabela apresenta treˆs classes de servic¸o:
hard-real-time, soft-real-time e non-real-time. Apo´s a detecc¸a˜o de uma falha, os servic¸os
da classe hard-real-time tem a maior prioridade no processo de restaurac¸a˜o e precisam ser
recuperados imediatamente (ou seja, na˜o e´ permitido atraso na restaurac¸a˜o) com a banda
total requisitada (ou seja, na˜o e´ permitida degradac¸a˜o em sua banda passante).
Tabela 1. Prioridade e requisitos de servic¸os na nuvem.
Real-time Prioridade Degradac¸a˜o de banda Atraso na restaurac¸a˜o (AR)
hard alta na˜o aceita´vel na˜o aceita´vel
soft me´dia metade na˜o aceita´vel
non baixa metade aceita´vel
Os servic¸os soft-real-time sa˜o sensı´veis ao atraso na recuperac¸a˜o, mas permitem a
reduc¸a˜o da metade de sua banda passante no processo de restaurac¸a˜o [Wang et al. 2015].
Os servic¸os da classe non-real-time teˆm a menor prioridade e sa˜o recuperados somente
apo´s a restaurac¸a˜o dos servic¸os de todas as outras classes. Adicionalmente, esta classe
permite degradac¸a˜o de banda e atraso na restaurac¸a˜o, sendo a classe mais flexı´vel e, por
isso, a que proporciona as maiores oportunidade a serem exploradas em nossa abordagem.
3.3. Restaurac¸a˜o de servic¸o na nuvem
No algoritmo de restaurac¸a˜o R3D (Algoritmo 1), os servic¸os sa˜o restaurados com base em
suas prioridades, conforme descrito na Sec¸a˜o 3.2. A degradac¸a˜o de banda ocorre somente
se na˜o ha´ disponibilidade de banda suficiente para a restaurac¸a˜o total dos servic¸os soft-
real-time e non-real-time. Ademais, para servic¸os da classe non-real-time a restaurac¸a˜o e´
atrasada somente apo´s uma tentativa mal sucedida de degradac¸a˜o de banda.
O R3D e´ executado sempre que um conjunto S(l) de servic¸os na nuvem sa˜o inter-
rompidos devido a` uma falha no enlace l. Na Linha 1, o grafo auxiliar e´ construı´do com
os recursos o´pticos disponı´veis para utilizac¸a˜o no processo de restaurac¸a˜o. Na Linha 2,
os servic¸os em S sa˜o ordenados em ordem decrescente de prioridade assegurando que os
servic¸os hard-real-time tenham precedeˆncia sobre os servic¸os soft-real-time e non-real-
time quando eles competem pelos mesmos recursos. Da mesma forma, servic¸os da classe
soft-real-time teˆm precedeˆncia sobre os servic¸os non-real-time.
Para cada si em S (Linha 3), a classe a qual si pertence e´ verificada de forma a
garantir o procedimento de restaurac¸a˜o apropriado (Linha 4, Linha 9 e Linha 17). Se si
e´ um servic¸o hard-real-time (Linha 4), na˜o ha´ toleraˆncia para degradac¸a˜o de banda nem
para atraso na restaurac¸a˜o e, assim, um caminho lp com pelo menos b unidades de banda
disponı´vel deve existir (Linha 5) para que se possa restaurar si usando b unidades de banda
(Linha 6). Caso contra´rio, os requisitos para o servic¸o si na˜o podem ser atendidos e este
servic¸o hard-real-time e´ perdido (Linha 8).
Algoritmo 1 Restoration of Differentiated Cloud Services based on Bandwidth
Degradation and Restoration Delay (R3D)
Entrada: Conjunto S(l) servic¸os afetados por uma falha no enlace l.
Saı´da: Cada servic¸o si em S e´ restaurado, perdido ou tem sua restaurac¸a˜o postergada.
1: Construir o grafo G(N,L) com os recursos o´pticos disponı´veis apo´s o desastre, onde
N e´ o conjunto de no´s e L e´ o conjunto de caminhos conectando os no´s em N
2: Ordenar S em ordem decrescente de prioridade (conforme Tabela 1)
3: Para cada servic¸o si em S fac¸a
4: Se si ∈ Hard-Real-Time enta˜o
5: Se ∃ lp ∈ G | B(lp) ≥ b enta˜o
6: Restaurar o servic¸o si no caminho o´ptico lp usando b unidades de banda
7: Sena˜o
8: Excluir si
9: Sena˜o Se si ∈ Soft-Real-Time enta˜o
10: Se ∃ lp ∈ G | B(lp) ≥ b enta˜o
11: Restaurar o servic¸o si no caminho o´ptico lp usando b unidades de banda
12: Sena˜o Se ∃ lp ∈ G | B(lp) ≥ b/2 enta˜o
13: Restaurar o servic¸o si no caminho o´ptico lp usando b/2 unidades de banda
14: Atualizar a durac¸a˜o de si de acordo com a degradac¸a˜o de banda realizada
15: Sena˜o
16: Excluir si
17: Sena˜o Se si ∈ Non-Real-Time enta˜o
18: Se ∃ lp ∈ G | B(lp) ≥ b enta˜o
19: Restaurar o servic¸o si no caminho o´ptico lp usando b unidades de banda
20: Sena˜o Se ∃ lp ∈ G | B(lp) ≥ b/2 enta˜o
21: Restaurar o servic¸o si no caminho o´ptico lp usando b/2 unidades de banda
22: Atualizar a durac¸a˜o de si de acordo com a degradac¸a˜o de banda realizada
23: Sena˜o Se AR > 0 enta˜o
24: Postergar a restaurac¸a˜o de si para AR
25: Sena˜o
26: Excluir si
Se si e´ um servic¸o soft-real-time (Linha 9) e existe um caminho o´ptico lp com
pelo menos b unidades de banda (Linha 10) si e´ restaurado (Linha 11). Se este na˜o e´ o
caso, o algoritmo verifica a existeˆncia de um caminho o´ptico lp com pelo menos a metade
da banda requisitada (Linha 12) para restaurar si com degradac¸a˜o de banda (Linha 13).
Neste caso, ha´ um aumento do tempo de durac¸a˜o do servic¸o (Linha 14) para compensar a
reduc¸a˜o na taxa de transmissa˜o. Note que si e´ degradado somente se a banda disponı´vel e´
menor que a banda requisitada (B < b). Ale´m disso, si pode ser degrado somente uma vez
durante seu provisionamento. Se na˜o ha´ um caminho com pelo menos b/2 unidades de
banda, a restaurac¸a˜o torna-se impratica´vel uma vez que na˜o e´ possı´vel garantir o requisito
mı´nimo, e o servic¸o soft-real-time e´ perdido (Linha 16).
Se si e´ um servic¸o non-real-time (Linha 17) existe flexibilidade para degradac¸a˜o
de banda e para atraso na restaurac¸a˜o. Em caso de disponibilidade de recursos (Linha 18),
si e´ restaurado usando a banda requisitada b (Linha 19). Se ha´ pelo menos a metade da
banda requisitada (Linha 20), si e´ restaurado com b/2 unidades de banda (Linha 21) e a
devida extensa˜o na durac¸a˜o da transmissa˜o e´ realizada (Linha 22). Se houver indisponibi-
lidade de banda passante, mas existir alguma toleraˆncia ao atraso na recuperac¸a˜o AR (Li-
nha 23), a restaurac¸a˜o para o servic¸o si e´ postergada e uma nova tentativa de restaurac¸a˜o
e´ escalonada de acordo com AR (Linha 24). Note que a restaurac¸a˜o apo´s AR unidades de
tempo deve garantir a banda requisitada b bem como o tempo de transmissa˜o restante para
o servic¸o. Ale´m disso, um servic¸o non-real-time pode ser degradado somente uma vez
durante seu provisionamento, e e´ perdido somente se na˜o ha´ banda disponı´vel e o tempo
de toleraˆncia para atraso na restaurac¸a˜o acabou (Linha 26).
3.3.1. Complexidade computacional
A construc¸a˜o do grafo G envolve O(N2) operac¸o˜es, onde N e´ o nu´mero de no´s na rede
(Linha 1). Considerando que a menor taxa de transmissa˜o e´ X-OC (Optical Carrier)
e a capacidade de um comprimento de onda e´ Y -OC, podem existir no ma´ximo Y/X
servic¸os interrompidos no conjunto S, enta˜o existem O(Y/X) operac¸o˜es na Linha 3,
onde Y/X e´ uma constante. Embora os elementos do conjunto S sejam ordenados (Linha
2), seu custo e´, tambe´m, uma constante uma vez que ha´ no ma´ximo Y/X servic¸os em
S. Para encontrar o caminho com a banda solicitada, o algoritmo Dijkstra requer O(N2)
operac¸o˜es (Linha 5, Linha 10, Linha 12, Linha 18 e Linha 20). Assim, a complexidade
do algoritmo R3D e´ O(N2).
4. Resultados nume´ricos
Para avaliar o desempenho do algoritmo proposto foram realizadas simulac¸o˜es, no simu-
lador [Drummond 2018], e comparac¸a˜o com o algoritmo Degraded [Wang et al. 2015],
que considera degradac¸a˜o de banda passante mas na˜o permite atraso na restaurac¸a˜o. O
nu´mero de saltos foi usado para selec¸a˜o de rota e First-Fit para atribuic¸a˜o de comprimento
de onda. A topologia NSF (Fig. 1), com 14 no´s e 42 enlaces de fibra unidirecionais (com
16 comprimentos de onda e capacidade de 10Gbps) foi usada na simulac¸a˜o. Cada no´
possui 32 pares (input, output) de portas de agregac¸a˜o, sem capacidade de conversa˜o de
comprimento de onda. Assume-se que os no´s 3, 4, 10, e 11 sa˜o no´s DCs, cada um com
3000 unidades de armazenamento e 150 unidades de processamento. O nu´mero de unida-
des de armazenamento e processamento requisitadas para cada servic¸o e´ uniformemente
distribuı´dos com valores me´dios de 100 e 5, respectivamente.
Figura 1. Topologia NSF.
Com intervalos de confianc¸a de 95% de confianc¸a, foram consideradas 10
execuc¸o˜es para cada ponto nos gra´ficos, cada execuc¸a˜o envolvendo 10000 solicitac¸o˜es
para estabelecimento de servic¸os na nuvem o´ptica. Estas solicitac¸o˜es sa˜o uniformemente
distribuı´das entre todos os pares de no´s na rede. O tempo de durac¸a˜o de conexa˜o e atraso
na restaurac¸a˜o seguem uma distribuic¸a˜o exponencial negativa com me´dia de 60 unida-
des de tempo. A taxa de chegada de solicitac¸o˜es segue uma distribuic¸a˜o de Poisson, e
as demandas de banda passante sa˜o distribuı´das de acordo com a seguinte probabilidade:
non-real-time (OC-12:5, OC-24:5, e OC-48:5); soft-real-time (OC-12:3, OC-24:3, e
OC-48:3); hard-real-time (OC-6:4, e OC-12:2). A carga em Erlangs e´ definida como a
taxa me´dia de chegada × a durac¸a˜o da chamada × a banda requisitada pelo servic¸o nor-
malizada pela capacidade de um comprimento de onda. Falhas sa˜o uniformemente dis-
tribuı´das entre todos os enlaces de fibra. O tempo entre falhas e o tempo de reparac¸a˜o sa˜o
exponencialmente distribuı´dos com valores me´dios de 1000 e 10 unidades de tempo, res-
pectivamente. Assume-se que enquanto um enlace esta´ sob reparo nenhum outro enlace
na rede pode falhar. As configurac¸o˜es utilizadas foram baseadas em [Wang et al. 2015].
As me´tricas usadas foram: i) nu´mero me´dio de servic¸os perdidos (interrompidos
pela falha e na˜o restaurados); ii) probabilidade de bloqueio de solicitac¸o˜es de servic¸o
na nuvem (i.e., a percentagem de solicitac¸o˜es bloqueadas em relac¸a˜o ao nu´mero total de
solicitac¸o˜es de servic¸o). Devido a limitac¸a˜o de espac¸o, somente estas duas me´tricas sa˜o
apresentadas. Outros resultados podem ser encontrados em [Lisboa et al. 2017].
A Fig. 2 mostra o nu´mero de servic¸os perdidos em func¸a˜o da carga na rede. O
nu´mero de servic¸os perdidos pelo algoritmo R3D e´ consideravelmente menor do que
aquele gerado pelo algoritmo que na˜o permite atraso na restaurac¸a˜o (Degraded) para todas
as cargas consideradas. Para carga de 30 Erlangs, 700 servic¸os foram interrompidos pela
falha. Para este conjunto, o algoritmo R3D perdeu 55 servic¸os, enquanto o algoritmo De-
graded perdeu 350 servic¸os. A maior diferenc¸a e´ verificada para a carga de 120 Erlangs,
quando o R3D perde 210 servic¸os e o Degraded perde todos os servic¸os (1010) suspensos
pela falha. A ideia central do algoritmo Degraded e´ realizar imediatamente a restaurac¸a˜o
de todos servic¸os interrompidos pela falha. Ale´m disso, ele pode restaurar servic¸os das
classes soft-real-time e non-real-time usando a metade da banda requisitada. A reduc¸a˜o
na banda previne a perda de servic¸os destas classes e mante´m um nı´vel mı´nimo aceita´vel
de qualidade de servic¸o. Ale´m da degradac¸a˜o de banda para os servic¸os soft-real-time e
non-real-time, o algoritmo R3D pode postergar a restaurac¸a˜o de servic¸os interrompidos
da classe non-real-time e, consequentemente, este tipo de servic¸o tem um nova chance
de reestabelecimento em um futuro pro´ximo usando a banda liberada por outros servic¸os
ou usando a banda de enlaces reparados. Estes resultados evidenciam que a toleraˆncia ao
atraso na restaurac¸a˜o aumenta significativamente o nu´mero de servic¸os restaurados.
Na Fig. 3, apresenta-se a probabilidade de bloqueio de solicitac¸o˜es de servic¸o na
nuvem em func¸a˜o da carga na rede. Tanto o R3D quanto o Degraded algoritmo produzi-
ram nı´veis aceita´veis de probabilidade de bloqueio. Ademais, o algoritmo proposto gerou
alguma reduc¸a˜o (±1,8%) no bloqueio comparado ao algoritmo Degraded.
5. Conclusa˜o
Esta artigo apresentou um algoritmo (R3D) de restaurac¸a˜o de servic¸os interrompidos por
falha em um enlace da nuvem o´ptica. O R3D combina o uso de toleraˆncia ao atraso na
restaurac¸a˜o e degradac¸a˜o de banda, os quais sa˜o determinados de acordo com a classe que
um dado servic¸o pertence. Resultados nume´ricos mostram que nuvens o´pticas podem se
beneficiar do algoritmo proposto em relac¸a˜o a um maior nu´mero de servic¸os restaurados.
Figura 2. Nu´mero me´dio de servic¸os perdidos em func¸a˜o da carga na rede .
Figura 3. Probabilidade de bloqueio de solicitac¸o˜es de servic¸os vs carga.
Ale´m disso, o R3D na˜o aumenta a probabilidade de bloqueio.
Sugere-se, como trabalho futuro, a investigac¸a˜o da degradac¸a˜o de servic¸os exis-
tentes, com toleraˆncia ao atraso, para liberar recursos para servic¸os interrompidos que sa˜o
sensı´veis ao atraso. Indica-se, tambe´m, a investigac¸a˜o do impacto do estabelecimento de
servic¸os com balanceamento de carga.
6. Sı´ntese das contribuic¸o˜es do trabalho
As principais contribuic¸o˜es deste trabalho de Iniciac¸a˜o Cientı´fica sa˜o descritas a seguir:
• Introduc¸a˜o a` leitura de artigos cientı´ficos e conceitos de simulac¸a˜o/ferramentas;
• Verificac¸a˜o do estado da arte para a recuperac¸a˜o de servic¸os em nuvens o´pticas;
• Introduc¸a˜o da utilizac¸a˜o conjunta de degradac¸a˜o de banda passante e toleraˆncia ao
atraso para a restaurac¸a˜o de servic¸os em nuvens o´pticas;
• Proposic¸a˜o de um algoritmo ine´dito, simples e de fa´cil implementac¸a˜o para a
restaurac¸a˜o de servic¸os em nuvens o´pticas;
• Ana´lise de complexidade computacional do algoritmo proposto;
• Introduc¸a˜o a` ana´lise de resultados de simulac¸a˜o e redac¸a˜o de artigos cientı´ficos;
• Desenvolvimento do trabalho de conclusa˜o de curso (TCC) - defesa em 07/2017;
• Publicac¸a˜o na confereˆncia internacional “IEEE Global Communications Confe-
rence” (GLOBECOM), Qualis A1 [Lisboa et al. 2017];
• O conhecimento alcanc¸ado durante a Iniciac¸a˜o Cientı´fica sera´ a base para o mes-
trado iniciado no primeiro semestre de 2018.
Refereˆncias
Bao, N. H., Tornatore, M., Martel, C. U., and Mukherjee, B. (2016). Fairness-aware
degradation based multipath re-provisioning strategy for post-disaster telecom mesh
networks. IEEE/OSA Journal of Optical Comm. and Networking, 8(6):441–450.
da Silva, C. N., Wosinska, L., Spadaro, S., Costa, J. C. W. A., Frances, C. R. L., and
Monti, P. (2016). Restoration in optical cloud networks with relocation and services
differentiation. IEEE/OSA Journal of Optical Comm. and Networking, 8(2):100–111.
Develder, C., Leenheer, M. D., Dhoedt, B., Pickavet, M., Colle, D., Turck, F. D., and
Demeester, P. (2012). Optical networks for grid and cloud computing applications.
Proceedings of the IEEE, 100(5):1149–1167.
Drummond, A. C. (2018). WDMSim - optical WDM networks simulator.
http://www.lrc.ic.unicamp.br/wdmsim. U´ltimo acesso: 21-01-2018.
Ferdousi, S., Tornatore, M., Habib, M. F., and Mukherjee, B. (2015). Rapid data evacua-
tion for large-scale disasters in optical cloud networks [invited]. IEEE/OSA Journal of
Optical Communications and Networking, 7(12):B163–B172.
Habib, M. F., Tornatore, M., Dikbiyik, F., and Mukherjee, B. (2013). Disaster survivabi-
lity in optical communication networks. Computer Communications, 36(6):630 – 644.
Reliable Network-based Services.
Huang, S., Xia, M., Martel, C. U., and Mukherjee, B. (2010). A multistate multipath
provisioning scheme for differentiated failures in telecom mesh networks. Journal of
Lightwave Technology, 28(11):1585–1596.
Kachris, C. and Tomkos, I. (2012). A survey on optical interconnects for data centers.
IEEE Communications Surveys Tutorials, 14(4):1021–1036.
Khabbaz, M. and Assi, C. (2015). Impact of job deadlines on the qos performance of
cloud data centers. In IEEE Int. Conf. on Cloud Networking (CloudNet), pages 32–37.
Lisboa, F., Fonseca, K. V. O., Vieira, L. C., Monti, P., Figueiredo, G. B., and de Santi, J.
(2017). Restoration Based on Bandwidth Degradation and Service Restoration Delay
for Optical Cloud Networks. In IEEE Global Comm. Conf. (GLOBECOM), pages 1–6.
Natalino, C., Monti, P., Franc¸a, L., Furdek, M., Wosinska, L., Franceˆs, C. R., and Costa,
J. W. (2015). Dimensioning optical clouds with shared-path shared-computing (spsc)
protection. In IEEE 16th International Conference on High Performance Switching
and Routing (HPSR), pages 1–6.
Wang, M., Furdek, M., Monti, P., and Wosinska, L. (2015). Restoration with service
degradation and relocation in optical cloud networks. In Asia Communications and
Photonics Conference 2015, page ASu5F.2. Optical Society of America.
Wang, W., Zhao, Y., Zhang, J., He, R., and Chen, H. (2016). Cross-stratum resource
reservation (csrr) algorithm for deadline-driven applications in datacenter networks.
Photonic Network Communications, 31(1):162–171.
Wang, Y., Su, S., Jiang, S., Zhang, Z., and Shuang, K. (2012). Optimal routing and
bandwidth allocation for multiple inter-datacenter bulk data transfers. In IEEE Inter-
national Conference on Communications (ICC), pages 5538–5542.
