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LOW REGULARITY SOLUTIONS OF
NON-HOMOGENEOUS BOUNDARY VALUE PROBLEMS
OF A HIGHER ORDER BOUSSINESQ EQUATION IN A
QUARTER PLANE
SHENGHAO LI, MIN CHEN, AND BINGYU ZHANG
Abstract. In this article, we study an initial-boundary-value problem
of the sixth order Boussinesq equation on a half line with nonhomoge-
neous boundary conditions:
utt − uxx + βuxxxx − uxxxxxx + (u2)xx = 0, x > 0, t > 0,
u(x, 0) = ϕ(x), ut(x, 0) = ψ
′′(x),
u(0, t) = h1(t), uxx(0, t) = h2(t), uxxxx(0, t) = h3(t),
where β = ±1. It is shown that the problem is locally well-posed in
Hs(R+) for − 1
2
< s ≤ 0 with initial condition (ϕ,ψ) ∈ Hs(R+) ×
Hs−1(R+) and boundary condition (h1, h2, h3) in the product space
H
s+1
3 (R+)×H s−13 (R+)×H s−33 (R+).
1. Introduction
Consideration is given to the sixth order Boussinesq equation,
utt − uxx + βuxxxx − uxxxxxx + (u2)xx = 0, β = ±1.
It is derived by Christov, Maugin and Velarde [12] as a model for surface
long water waves with small amplitude in a channel with flat bottom and it
is also proposed in modeling the nonlinear lattice dynamics in elastic crystals
by Maugin [40].
The sixth order Boussinesq equation has structural similarities related to
both the linear “good” Boussinesq equation
utt − uxx + uxxxx = 0,
and the linear KdV-type equation
ut ± uxxx = 0,
where the relation to the KdV-type equation can be seen by considering its
the linearized equation as
utt − uxxxxxx := (∂t + ∂xxx)(∂t − ∂xxx)u = 0.
Key words and phrases. boundary value problem; Bourgain space; sixth order
Boussiensq equation.
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2Both of the Boussinesq equation and the KdV equation have been well-
studied during the past decades [1, 2, 3, 4, 5, 11, 17, 22, 23, 24, 27, 28, 29,
30, 34, 35, 36, 37, 38, 39, 41, 42, 43, 44, 45, 46, 47, 48, 49] and these work has
been contributed well to the research on the sixth order Boussiensq equation
such as its initial-value problem (IVP) posed on ω,
(1.1)
{
utt − uxx + (u2)xx + βuxxxx − uxxxxxx = 0, x ∈ ω,
u(x, 0) = ϕ(x), ut(x, 0) = ψ
′′(x).
For ω = R, Esfahani, Farah and Wang [20] have shown the local well-
posedness in Hs(R) for initial data (ϕ,ψ) ∈ Hs(R)×Hs−1(R) with s = 0, 1,
by applying the Strichartz type smoothing inherited from Linares’ work [34]
for the Boussinesq equation; Esfahani and Farah [19] have then improved
the result to s > −12 by using a related Bourgain space inherited from Kenig,
Ponce and Vega’s work [30] on the KdV equation; later on, they have proven
the conclusion for s > −34 (c.f. [21]) by using the [k;Z]-multiplier norm
method for the KdV equation. In addition, its well-posedness on a periodic
domain, ω = T, is shown by Wang and Esfahani [44] for s > −12 .
However, the theory for the initial-boundary-value problem (IBVP) of
the sixth order Boussinesq equation has been less developed. Li, Chen and
Zhang have studied its well-posedness on a half plane [32] and a finite domain
[33] for s ≥ 0. In this article, we continue our study for the IBVP of the
sixth order Boussinesq equation on a half plane,
(1.2)
utt − uxx + βuxxxx − uxxxxxx + (u2)xx = 0, for x > 0, t > 0,
u(x, 0) = ϕ(x), ut(x, 0) = ψ
′′(x),
u(0, t) = h1(t), uxx(0, t) = h2(t), uxxxx(0, t) = h3(t).
The figure shows the model when the sixth order Boussinesq equation is
applied to a physical problem. It is a model of unidirectional wave in an
open uniform channel with a wave-maker at one end. The x-axis denotes the
distance from the wavemaker, the t-axis denotes the elapsed time and the
3dependent function u(x, t) denotes the velocity of fluid along the x-direction
at certain layer of the channel at position x and on time t.
We aim to establish the local well-posedness for the IBVP (1.2) in the
classic L2−based Sobolev spaces, Hs(R+), when the initial data lies in
Hs(R+)×Hs−1(R+) and the boundary data (h1, h2, h3) is drawn from the
product space
(1.3) Hs1(0, T )×Hs2(0, T )×Hs3(0, T )
for some appropriate s1, s2 and s3 depending on s. The following two
questions arise naturally.
• While the initial data ϕ and ψ are required to be in the spaces
Hs(R+) and Hs−1(R+), respectively, for the well-posedness of the
IBVP (1.2) in the space Hs(R+), what are the optimal (minimum)
regularity requirements on the boundary data (h1, h2, h3) for the
IBVP (1.2)?
• What is the smallest value of s such that the IBVP (1.2) is well-posed
in the space Hs(R+)?
We notice that the solution u of the Cauchy problem for the linear sixth
order Boussiensq equation,{
utt − uxx + βuxxxx − uxxxxxx = 0, x ∈ R,
u(x, 0) = ϕ(x), ut(x, 0) = ψ
′′(x),
possesses the sharp Kato smoothing property for any s:
sup
x∈R
‖∂jxu(x, ·)‖
H
s−j+1
3
t (R+)
. ‖ϕ‖Hs(R) + ‖ψ‖Hs−1(R), j = 0, 1, ..., 5,
it is therefore necessary to have:
(1.4) h1 ∈ H
s+1
3
loc (R
+), h2 ∈ H
s−1
3
loc (R
+), h3 ∈ H
s−3
3
loc (R
+)
for the IBVP (1.2) being well-posed in the space Hs(R+). It has already
been shown that (1.4) is also sufficient and the related IBVP is indeed well-
posed for s ≥ 0 (c.f. [13]). Thus, it is natural to expect similar conditions
as in (1.4) still held for the IBVP (1.2) for s ≤ 0. In this article, we use the
Bourgain-type space (c.f [10, 11, 27, 28, 29, 30, 31]) to establish the local
well-posedness for −12 < s ≤ 0.
Before stating the main theorem, let us denote 〈x〉 = √1 + x2 and intro-
duce the related Bougain-type space, Xs,b, for the sixth order Boussinesq
equation.
Definition 1.1. For s, b ∈ R, Xs,b denotes the completion of the Schwartz
class S(R2) with
‖u‖Xs,b(R2) =
∥∥∥〈ξ〉s〈|τ | − φ(ξ)〉bû(ξ, τ)∥∥∥
L2ξ,τ (R2)
,
where φ(ξ) =
√
ξ6 + βξ4 + ξ2 and ” ∧ ” denotes the Fourier transform on
both time and space.
4Moreover, in order to obtain a better cancellation for the bilinear estimates,
an equivalence relation in norms,
‖u‖Xs,b(R2) ∼ ‖〈ξ〉s〈|τ | − |ξ|3 +
β
2
|ξ|〉bû(ξ, τ)‖L2ξ,τ (R2),
will be adapted which is inspired by Farah [19, 23]. In addition, the Bourgain-
type space defined here is for functions on the whole plane, (x, t) ∈ R × R.
However, the IBVP (1.2) is only posed on a quarter plane, R+ × R+. It is
therefore necessary to define a restricted Bourgain-type space as followed,
Xs,b
(
R+ × Ω) := Xs,b|R+×Ω, Ω ⊂ R+,
with the quotient norm,
‖u‖Xs,b(R+×Ω) := inf
w∈Xs,b(R2)
{‖w‖Xs,b(R2) : w(x, t) = u(x, t) on R+ × Ω}.
For the sake of simplicity on notation, we consider Xs,b as Xs,b(R+ × R+)
if no domain are imposed. The main result for this article is as below.
Theorem 1.1. Let −12 < s ≤ 0 be given, there exists a T > 0 such that for
any
(ϕ,ψ, h1, h2, h3) ∈ Hs(R+)×Hs−1(R+)×H
s+1
3 (R+)×H s−13 (R+)×H s−33 (R+),
the IBVP (1.2) admits a unique solution
u ∈ C(0, T ;Hs(R+)) ∩Xs,b(R+ × (0, T ))
for 12 − b > 0 sufficient small. Moreover, the corresponding solution map is
Lipschitz continuous.
It is notable that the theorem shows no difference in the local well-
posedness for different β (consider β = ±1). However, without the sixth
order term (i.e. uxxxxxx in (1.2)), theories for the “bad” (β = −1) and
“good” (β = 1) Boussinesq equations are quite distinct. In addition, the
conclusion, s > −12 , for the half line problem of the sixth order Boussinesq
equation is better when comparing to, s > −14 (c.f. [13]), the best result for
the Boussinesq equation. Moreover, based on the proof of the theorem, the
local well-posedness will not be compromised for other types of boundary
conditions, such as
u(0, t) = h4(t), ux(0, t) = h5(t), uxx(0, t) = h6(t),
or
ux(0, t) = h7(t), uxx(0, t) = h8(t), uxxx(0, t) = h9(t).
The main idea of this paper is inspired by the works of Bona-Sun- Zhang
[5, 7, 8], Colliander-Kenig [14] and Holmer [25, 26] for the IBVP of the KdV
5equation [5, 9], the key is to explore an explicit integral formula for the
associated linear problem:
(1.5)

utt − uxx + βuxxxx − uxxxxxx = 0, x > 0, t > 0,
u(x, 0) = 0, ut(x, 0) = 0,
u(0, t) = h1(t), uxx(0, t) = h2(t), uxxxx(0, t) = h3(t).
However, because of s ≤ 0, the Strichartz estimates that we established for
the half line problem in [32] would not help, new estimates including the
one in the Bourgain-type space, Xs,b, will be introduced. For −12 < s ≤ 0
and b sufficiently close to 12 , one has
sup
t≥0
‖u(·, t)‖Hsx(R+) + sup
x≥0
‖∂jxu(x, ·)‖
H
s−j+1
3 (R+)
+ ‖η(t)u(x, t)‖Xs,b
. ‖(h1, h2, h3)‖
H
s+1
3 (R+)×H s−13 (R+)×H s−33 (R+),
with j = 0, 2, 4 and η being a cut-off function. Such regularities of the
boundary data perfectly match the sharp Kato smoothing
sup
x∈R
‖∂jxu(x, ·)‖
H
s−j+1
3 (R+)
. ‖(p, q)‖Hs(R)×Hs−1(R), j = 0, 2, 4,
for the pure initial-value problem,{
utt − uxx + βuxxxx − uxxxxxx = 0, x ∈ R, t > 0,
u(x, 0) = p(x), ut(x, 0) = q
′′(x).
This sharp Kato smoothing provides us a necessary condition for the regu-
larities of the boundary data which also happens to be a sufficient condition
for its wellposedness. Combining with the related estimates on its Cauchy
problem (c.f. [19]), we are able to study the IBVP,
utt − uxx + βuxxxx − uxxxxxx = 0, x > 0, t > 0,
u(x, 0) = ϕ(x), ut(x, 0) = ψ
′′(x),
u(0, t) = 0, uxx(0, t) = 0, uxxxx(0, t) = 0,
and show that for −12 < s ≤ 0 and b sufficiently close to 12 ,
sup
t≥0
‖u(·, t)‖Hs(R+) + sup
x≥0
‖∂jxu(x, ·)‖
H
s−j+1
3 (R+)
+ ‖η(t)u(x, t)‖Xs,b
. ‖ϕ‖Hs(R+) + ‖ψ‖Hs−1(R+),
with j = 0, 2, 4. Similar argument can be applied to the forced linear prob-
lem, 
utt − uxx + βuxxxx − uxxxxxx = gxx(x, t), x > 0, t > 0,
u(x, 0) = 0, ut(x, 0) = 0,
u(0, t) = 0, uxx(0, t) = 0, uxxxx(0, t) = 0,
via the Duhamel’s principle. However, some of the related estimates for the
forced linear problem are only valid for b < 12 . A proper bilinear estimate
6for b < 12 will be needed, because of the one that established for the Cauchy
problem [19] only valids for b > 12 .
The paper is organized as follows: In section 2, some important notations,
basic lemmas of inequalities and existing results on the Cauchy problem of
the sixth order Boussinesq equation are presented. Section 3 is devoted to
consider the associated linear problems and it is divided into two subsec-
tions. Explicit solution formulas for the associated linear problems will be
derived in subsection 3.1. The sharp Kato smoothing property, Xs,b esti-
mates and other related estimates will be provided for the linear problems in
subsection 3.2. Section 4 shows a valid bilinear estimate for b < 12 . The local
well-posedness will be established in Section 5 through contraction mapping
principle.
2. Preliminary
This section introduces some important notations and lemmas that will be
used in the later study. Followings are some important lemmas of elementary
calculus inequalities and the reader can refer both of the proof in [18, 19].
Lemma 2.1. If α, β ≥ 0, α+ β > 1 and γ = min{α, β, α+ β − 1}, then,∫
R
1
〈x− a〉α〈x− b〉β dx .
1
〈a− b〉−γ .
Lemma 2.2. For l ∈ (12 , 1),∫
R
1
〈x〉l√|x− a| . 1〈a〉l− 12 .
In addition, the Young’s inequality will be used multiple times in the
proof.
Lemma 2.3. For given f ∈ Lp(R) and g ∈ Lq(R) with
1
p
+
1
q
= 1 +
1
r
, 1 ≤ p, q, r ≤ ∞,
then
‖f ∗ g‖Lr(R) ≤ ‖f‖Lp(R)‖g‖Lq(R).
Next, the lemma below comes from [19].
Lemma 2.4. There exists a c > 0 such that
1
c
≤ sup
x,y≥0
1 + |x−
√
y3 − β2
√
y|
1 + |x−
√
y3 + βy2 + y| ≤ c, β = ±1.
This can lead to a equivalence between the norm of the Bourgain-type
space for the sixth order Bousssinesq and the one for the KdV-type equation
(c.f. [27, 28, 29, 30]), that is,
‖u‖Xs,b(R2) ∼ ‖〈ξ〉s〈|τ | − |ξ|3 −
β
2
|ξ|〉bû(ξ, τ)‖L2ξ,τ (R2).
7For convenience, η denotes a cut-off function all through this article sat-
isfying η ∈ C∞(R) with
η =
{
1, x ∈ [−1, 1],
0, x < −2 or x > 2.
In addition, ηT (t) := η(t/T ) for 0 < T < 1. The following lemma is intro-
duced in [18] and will be useful in the later proof.
Lemma 2.5. For any −12 < b′ < b < 12 , ‖ηT (t)u‖Xs,b . T b
′−b‖u‖Xs,b′ .
Finally, some of the important notations and previous results on the
Cauchy problem of the sixth order Boussinesq equation are provided below.
Let us denote u = [WR(f1, f2)](x, t) as the solution to the linear problem,
(2.1)
{
utt − uxx + βuxxxx − uxxxxxx = 0, x ∈ R, t > 0,
u(x, 0) = f1(x), ut(x, 0) = f
′′
2 (x).
and write [WR(f1, f2)](x, t) := [V1(f1)](x, t) + [V2(f2)](x, t) with
(2.2) [V1(f1)](x, t) :=
1
2
∫
R
(
ei(tφ(ξ)+xξ) + ei(−tφ(ξ)+xξ)
)
f̂1(ξ)dξ,
and
(2.3) [V2(f2)](x, t) :=
1
2i
∫
R
(
ei(tφ(ξ)+xξ) − ei(−tφ(ξ)+xξ)
) ξ2f̂2(ξ)
φ(ξ)
dξ,
The estimates below comes from [19, 20, 32].
Lemma 2.6. Given f1 ∈ Hs(R) and f2 ∈ Hs−1(R), for any s and b, the
solution u of the IVP (2.1) satisfies
sup
t≥0
‖u(·, t)‖Hs(R) . ‖f1‖Hs(R) + ‖f2‖Hs−1(R),
sup
x≥0
‖∂jxu(x, ·)‖
H
s−j+1
3 (R)
. ‖f1‖Hs(R) + ‖f2‖Hs−1(R),
‖η(t)u(x, t)‖Xs,b(R2) . ‖f1‖Hs(R) + ‖f2‖Hs−1(R),
for j = 0, 1, 2, .., 5.
According to the Duhamel’s principal, the IVP for the forced linear equa-
tion, {
utt − uxx + βuxxxx − uxxxxxx = gxx(x, t), x ∈ R, t > 0,
u(x, 0) = 0, ut(x, 0) = 0,
has its solution u in the form
u(x, t) =
∫ t
0
[WR(0, g)](x, t− τ)dτ.
The following lemma comes from [19].
8Lemma 2.7. Let −12 < b′ ≤ 0 ≤ b ≤ b′ + 1, then for any s,∥∥∥∥ηT (t) ∫ t
0
[WR(0, g)](x, t− τ)dτ
∥∥∥∥
Xs,b(R2)
. T 1−b+b′
∥∥∥∥∥
(
ξ2ĝ(ξ, τ)
2iφ(ξ)
)∨∥∥∥∥∥
Xs,b′ (R2)
,
where φ(ξ) =
√
ξ6 + βξ4 + ξ2, “ ∧” and “ ∨” denote the Fourier transform
and inverse Fourier transform in both time and space.
3. Linear Problems
This section concerns on looking for an explicit formula for the IBVP of
the associated forced linear equation:
(3.1)

utt − uxx + βuxxxx − uxxxxxx = gxx(x, t), x > 0, t > 0,
u(x, 0) = ϕ(x), ut(x, 0) = ψ
′′(x),
u(0, t) = h1(t), uxx(0, t) = h2(t), uxxxx(0, t) = h3(t),
along with some related estimates.
3.1. Boundary integral operators and solution formulas. First, we
consider the linear problem with homogeneous initial conditions,
(3.2)

utt − uxx + βuxxxx − uxxxxxx = 0, x > 0, t > 0,
u(x, 0) = 0, ut(x, 0) = 0,
u(0, t) = h1(t), uxx(0, t) = h2(t), uxxxx(0, t) = h3(t).
Applying the Laplace transform with respect to t, the IBVP (3.2) is con-
verted to
(3.3)

ρ2u˜− u˜xx + βu˜xxxx − u˜xxxxxx = 0,
u˜(0, ρ) = h˜1(ρ), u˜xx(0, ρ) = h˜2(ρ), u˜xxxx(0, ρ) = h˜3(ρ),
u˜(+∞, ρ) = 0, u˜xx(+∞, ρ) = 0, u˜xxxx(+∞, ρ) = 0,
where
u˜(x, ρ) =
∫ +∞
0
e−ρtu(x, t)dt, h˜j(ρ) =
∫ +∞
0
e−ρthj(t)dt, j = 1, 2, 3.
For any ρ with Re(ρ) > 0 satisfying ρ 6= 2
√
2±i
3
√
3
, the solution u˜(x, ρ) of (3.3)
can be written in the form
(3.4) u˜(x, ρ) =
3∑
j=1
cj(ρ)e
γj(ρ)x,
where γ1 = γ1(ρ), γ2 = γ2(ρ) and γ3 = γ3(ρ), Re(γj) < 0 for j = 1, 2, 3, are
three solutions of the characteristic equation
(3.5) γ6 − γ4 + γ2 − ρ2 = 0,
9and cj(ρ), for j = 1, 2, 3, solve the linear system
(3.6)

c1 + c2 + c3 = h˜1(ρ),
γ21c1 + γ
2
2c2 + γ
2
3c3 = h˜2(ρ),
γ41c1 + γ
4
2c2 + γ
4
3c3 = h˜3(ρ).
Let ∆(ρ) be the determinant of the coefficient matrix of (3.6) and ∆j(ρ)
be the determinants of the matrices with the j−th column replacing by
(h˜1(ρ), h˜2(ρ), h˜3(ρ))
T for j = 1, 2, 3. In addition, for j,m = 1, 2, 3, ∆j,m(ρ)
is obtained from ∆j(ρ) by letting h˜m(ρ) = 1 and h˜j(ρ) = 0 for j 6= m. More-
over, γ+j (µ) for j = 1, 2, 3 denote the three distinct roots of the characteristic
equation (3.5) by changing the variable ρ = iφ(µ) where
(3.7) φ(µ) = µ
√
µ4 + µ2 + 1, for µ > 0.
Thus, one can solve,
(3.8) γ+1 (µ) = iµ, γ
+
2 (µ) = −p(µ)− iq(µ), γ+3 (µ) = −p(µ) + iq(µ),
where
p(µ) =
1√
2
(√
µ2 + 1 +
√
4µ4 + 4µ2 + 4
)
,
q(µ) =
1√
2
(√√
4µ4 + 4µ2 + 4− µ2 − 1
)
.
Taking inverse Laplace transform of (3.4), one can obtain the formula for
the solution of (3.2) presented in the following lemma.
Lemma 3.1. Given ~h = (h1, h2, h3), the solution u of the IBVP (3.2) can
be written in the form
u(x, t) = [Wbdr(~h)](x, t) :=
3∑
m=1
[Wbdr,m(hm)](x, t)
with
[Wbdr,m(hm)](x, t) = Im(x, t) + Im(x, t), m = 1, 2, 3,
where
Im(x, t) =
1
2pi
3∑
j=1
∫ +∞
0
eiτµ
√
µ4+µ2+1teγ
+
j (µ)x
∆+j,m(µ)
∆+(µ)
3µ4 + 2µ2 + 1√
µ4 + µ2 + 1
h˜+m(µ)dµ,
and
h˜+m(µ) =
∫ ∞
0
eiφ(µ)thm(t)dt.
Next, for the linear problems with homogeneous boundary conditions,
(3.9)

utt − uxx + βuxxxx − uxxxxxx = 0, x > 0, t > 0,
u(x, 0) = ϕ(x), ut(x, 0) = ψ
′′(x),
u(0, t) = 0, uxx(0, t) = 0, uxxxx(0, t) = 0,
10
and
(3.10)

utt − uxx + βuxxxx − uxxxxxx = gxx(x, t), x > 0, t > 0,
u(x, 0) = 0, ut(x, 0) = 0,
u(0, t) = 0, uxx(0, t) = 0, uxxxx(0, t) = 0,
we have the following two lemmas based on Lemma 3.1.
Lemma 3.2. For any s, given ϕ ∈ Hs(R+) and ψ ∈ Hs−1(R+), let ϕ∗, ψ∗
be extensions of ϕ and ψ from R+ → R, respectively. For
p(x, t) = [WR(ϕ
∗, ψ∗)](x, t),
set ~p = (p1, p2, p3) and
p1(t) = p(0, t), p2(t) = pxx(0, t), p3(t) = pxxxx(0, t).
Then the solution u of the IBVP (3.9) can be written in the form
u(x, t) = [WR(ϕ
∗, ψ∗)](x, t)− [Wbdr(~p)](x, t).
Lemma 3.3. For g ∈ C∞([0, T ]×R+), let g∗ ∈ C∞([0, T ]×R) be extension
of g from R+ to R. Then the corresponding solution u of (3.10) can be
written as
u(x, t) =
∫ t
0
[WR(0, g
∗)](x, t− τ)dτ − [Wbdr(~q)](x, t)
where ~q = (q1, q2, q3) and
q1(t) = q(0, t), q2(t) = qxx(0, t), q3(t) = qxxxx(0, t)
with
q(x, t) =
∫ t
0
[WR(0, g
∗)](x, t− τ)dτ.
For more details on the generation of these explicit solutions of the IBVPs,
the reader can refer to [32].
3.2. Linear estimate. In this subsection, the estimates of the solutions
described in Lemma 3.1, 3.2 and 3.3 are considered.
3.2.1. Linear problem with homogeneous initial conditions. First, let us es-
timate the solution of the IBVP
(3.11)

utt − uxx + βuxxxx − uxxxxxx = 0, x > 0, t > 0,
u(x, 0) = 0, ut(x, 0) = 0,
u(0, t) = h1(t), uxx(0, t) = h2(t), uxxxx(0, t) = h3(t).
We denote ~h = (h1, h2, h3) and provide the following conclusions on Wbdr
introduced in Lemma 3.1.
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Proposition 3.4. For s ≤ 0,
sup
t≥0
‖[Wbdr(~h)](·, t)‖Hs(R+) . ‖h1‖
H
s+1
3 (R+)
+ ‖h2‖
H
s−1
3 (R+)
+ ‖h3‖
H
s−3
3 (R+)
,
sup
x≥0
‖∂kx [Wbdr(~h)](x, ·)‖
H
s−k+1
3 (R+)
. ‖h1‖
H
s+1
3 (R+)
+‖h2‖
H
s−1
3 (R+)
+‖h3‖
H
s−3
3 (R+)
,
with k = 0, 1, 2, ..., 5.
Proposition 3.5. For s ≤ 0 and ∣∣12 − b∣∣ sufficient small,
‖η(t)Wbdr(~h)‖Xs,b . ‖h1‖H s+13 (R+) + ‖h2‖H s−13 (R+) + ‖h3‖H s−33 (R+).
Proof. (Proposition 3.4) The proof for the second estimate is same as for
s ≥ 0 in [32]. For the first estimate, it suffices to prove for ~h = (h1, 0, 0).
According to Lemma 3.1,
[Wbdr(h1, 0, 0)](x, t) = I1(x, t) + I1(x, t),
where
I1(x, t) =
1
2pi
3∑
j=1
∫ +∞
0
eiφ(µ)teγ
+
j (µ)x
∆+j,m(µ)
∆+(µ)
3µ4 + 2µ2 + 1√
µ4 + µ2 + 1
h˜+1 (µ)dµ
:=
1
2pi
3∑
j=1
I1,j ,
with h˜+1 (µ) =
∫∞
0 e
iφ(µ)th1(t)dt and γ
+
1 , γ
+
2 ,γ
+
3 given in (3.8).
It suffices to show the estimate for I1. We first estimate I1,1, and note
that γ+1 (µ) = iµ, through direct computation, one has
∆+1,1(µ)
∆+(µ)
∼ 1 and 3µ
4 + 2µ2 + 1√
µ4 + µ2 + 1
∼ µ2 as µ→∞,
thus,
‖I1,1(·, t)‖Hs(R+) .
∥∥∥∥∫ +∞
0
eiµxµ2h˜+1 (µ)dµ
∥∥∥∥
Hs(R+)
.
∥∥∥µsµ2h˜+1 (µ)∥∥∥
L2µ(R+)
.
∥∥∥∥ζ n+13 ∫ +∞
0
eiζτh1(τ)dτ
∥∥∥∥
L2ζ(R+)
. ‖h1‖
H
s+1
3 (R+)
.
Next, we consider the estimate for I1,2, and note that γ
+
2 (µ) = −p(µ)−iq(µ),
through direct computation, one has
∆+2,1(µ)
∆+(µ)
∼ 1 and 3µ
4 + 2µ2 + 1√
µ4 + µ2 + 1
∼ µ2 as µ→∞,
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thus,
‖I1,2(·, t)‖Hs(R+) .
∥∥∥∥∫ +∞
0
e−iq(µ)xµ2h˜+1 (µ)dµ
∥∥∥∥
Hs(R+)
.
∥∥∥∥∫ +∞
0
e−iqx
(
µ(q)
)2dµ
dq
h˜+1 (q)dq
∥∥∥∥
Hs(R+)
.
∥∥∥∥qs(µ(q))2dµdq h˜+1 (q)
∥∥∥∥
L2q(R+)
.
∥∥∥∥(q(µ))sµ2(dµdq ) 12 h˜+1 (µ)
∥∥∥∥
L2µ(R+)
. ‖h1‖
H
s+1
3 (R+)
,
since q(µ) ∼ µ as µ → ∞. The estimate on I1,2 can be obtained similar to
I1,2. The proof is now complete. 
Proof. (Proposition 3.5) Similar to Proposition 3.4, it suffices to prove for
~h = (h1, 0, 0). Let us write
[Wbdr(h1, 0, 0)](x, t) = I1(x, t) + I1(x, t),
with
I1(x, t) =
1
2pi
3∑
j=1
∫ +∞
0
eiφ(µ)teγ
+
j (µ)x
∆+j,m(µ)
∆+(µ)
3µ4 + 2µ2 + 1√
µ4 + µ2 + 1
h˜+1 (µ)dµ
:= I1,1 + I1,2 + I1,3.
It suffices to show the estimate for I1.
For j = 1, one has γ+1 (µ) = iµ, according to Lemma 2.6,
‖ηI1,1‖Xs,b . ‖ηWR(Φ, 0)‖Xs,b(R2) . ‖Φ‖Hs(R) . ‖h1‖H s+13 (R+),
where WR is defined in (2.2) and (2.3) with the Fourier transform function
of Φ(x) defined by:
Φ̂(µ) =
∆j,m(µ)
∆+(µ)
3µ4 + 2µ2 + 1√
µ4 + µ2 + 1
h˜+1 (µ)χ(0,∞)(µ).
For j = 2, one has γ+2 (µ) = −p(µ) − iq(µ). Let f(x) = e−xθ(x) where θ
is a cut-off function such that θ(x) = 1 for x ≥ 0 and θ(x) = 0 for x < −1.
Thus, for (x, t) ∈ R+ × R+, let us write
η(t)I1,2(x, t) =
∫
R
(
η(t)eiφ(µ)t
)(
f (xp(x)) e−iq(µ)x
)∆+j,m(µ)
∆+(µ)
· 3µ
4 + 2µ2 + 1√
µ4 + µ2 + 1
h˜+1 (µ)dµ.
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Since η and θ are cut-off functions defined on R, one can extend η(t)I1,2(x, t)
to the entire plane, R× R, such that
η̂I1,2(ξ, τ) =
∫
R
η̂(τ − φ(µ))f̂
(
ξ + q
p
)
1
p
∆+j,m(µ)
∆+(µ)
3µ4 + 2µ2 + 1√
µ4 + µ2 + 1
h˜+1 (µ)dµ.
Notice that f is a Schwartz function with
p =
√√
µ4 + µ2 + 1 +
1
2
µ2 +
1
2
, q =
√√
µ4 + µ2 + 1− 1
2
µ2 − 1
2
,
one has ∣∣∣∣f̂ (ξ + qp
)∣∣∣∣ . 11 + (ξ + q)3/p3 . 1 + |µ|31 + |ξ|3 + k|µ|3 ,
for some k > 1. Since p ∼ |µ| as µ→ +∞ and 〈τ−φ(ξ)〉 . 〈τ−φ(µ)〉〈φ(µ)−
φ(ξ)〉, applying Young’s inequality (c.f. Lemma 2.3) follows
‖ηI1,2‖Xs,b(R2)
=
∥∥∥∥∥〈ξ〉s〈τ − φ(ξ)〉b
∫
R
η̂(τ − φ(µ))f̂
(
ξ + q
p
)
1
p
∆+j,m(µ)
∆+(µ)
3µ4 + 2µ2 + 1√
µ4 + µ2 + 1
h˜+1 (µ)dµ
∥∥∥∥∥
L2ξL
2
τ
.
∥∥∥∥∫
R
〈τ − φ(µ)〉bη̂(τ − φ(µ))〈φ(µ)− φ(ξ)〉
b〈ξ〉s(1 + |µ|3)
1 + |ξ|3 + k|µ|3 |µ|h˜
+
1 (µ)dµ
∥∥∥∥
L2ξL
2
τ
.
∥∥∥∥∥
∫
R
〈τ − φ(µ)〉bη̂(τ − φ(µ))
∥∥∥∥〈φ(µ)− φ(ξ)〉b〈ξ〉s1 + |ξ|3 + k|µ|3
∥∥∥∥
L2ξ
(1 + |µ|3)|µ|h˜+1 (µ)dµ
∥∥∥∥∥
L2τ
.
∥∥∥∥∫
R
〈τ − φ(µ)〉bη̂(τ − φ(µ))|µ|s−1|µ|4h˜+1 (µ)dµ
∥∥∥∥
L2τ
.
∥∥∥∥∫
R
〈τ − ζ〉bη̂(τ − ζ)|ζ| s+13
∫ ∞
0
eiζrh1(r)drdζ
∥∥∥∥
L2τ
. ‖h1‖
H
s+1
3 (R+)
.
The above bound holds because∫
R
〈φ(µ)− φ(ξ)〉2b〈ξ〉2s
(1 + |ξ|3 + k|µ|3)2 dξ .
∫
R
〈|µ|3 + |ξ|3〉2b〈ξ〉2s
(1 + |ξ|3 + k|µ|3)2 dξ
.
∫
R
〈ξ〉2s
(1 + |ξ|3 + k|µ|3)2−2bdξ,
and∫
|ξ|.|µ|
〈ξ〉2s
(1 + |ξ|3 + k|µ|3)2−2bdξ . |µ|
−3(2−2b)
∫
|ξ|.|µ|
〈ξ〉2sdξ . |µ|2s+6b−5,∫
|ξ||µ|
〈ξ〉2s
(1 + |ξ|3 + k|µ|3)2−2bdξ .
∫
|ξ||µ|
|ξ|2s+6b−6dξ . |µ|2s+6b−5,
for s < 1 and |12 − b| sufficient small. The proof for j = 3 is similar to j = 2,
therefore omitted. The proof is now complete. 
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3.2.2. Linear problem with homogeneous boundary conditions. Next, let us
estimate the solution of the IBVP,
(3.12)

utt − uxx + βuxxxx − uxxxxxx = 0, x > 0, t > 0,
u(x, 0) = ϕ(x), ut(x, 0) = ψ
′′(x),
u(0, t) = 0, uxx(0, t) = 0, uxxxx(0, t) = 0.
According to Lemma 3.2, the solution of IBVP (3.12) can be written as
u(x, t) = [WR(ϕ
∗, ψ∗)](x, t)− [Wbdr(~p)](x, t),
where ~p(t) = (p1(t), p2(t), p3(t)) with
p1(t) = [WR(ϕ
∗, ψ∗)](0, t), p2(t) = ∂2x[WR(ϕ
∗, ψ∗)](0, t),
and
p3(t) = ∂
4
x[WR(ϕ
∗, ψ∗)](0, t).
Hence, combining Propositions 3.4, 3.5 and Lemmas 2.6, 3.2, one has the
following statement.
Proposition 3.6. Given s ≤ 0 and ∣∣12 − b∣∣ sufficient small, for any ϕ ∈
Hs(R+) and ψ ∈ Hs−1(R+), the corresponding solution u of the IBVP (3.12)
satisfies
sup
t≥0
‖u(·, t)‖Hs(R+) + sup
x≥0
‖∂jxu(x, ·)‖
H
s−j+1
3 (R+)
+‖η(t)u(x, t)‖Xs,b
. ‖ϕ‖Hs(R+) + ‖ψ‖Hs−1(R+),
with j = 0, 1, 2, .., 5.
3.2.3. Linear problem with forcing. Finally, let us estimate the solution of
the IBVP,
(3.13)

utt − uxx + βuxxxx − uxxxxxx = gxx(x, t), x > 0, t > 0,
u(x, 0) = 0, ut(x, 0) = 0,
u(0, t) = 0, uxx(0, t) = 0, uxxxx(0, t) = 0.
To study the estimate of IBVP (3.13), according to Lemma 2.7, 3.3 and
Proposition 3.4, 3.5, 3.6, it is necessary to establish the sharp Kato smooth-
ing of the solution for the forced linear IVP.
(3.14)
{
utt − uxx + βuxxxx − uxxxxxx = gxx(x, t), x ∈ R, t > 0,
u(x, 0) = 0, ut(x, 0) = 0,
Proposition 3.7. For s ≤ 0 and 12 − b > 0 sufficient small,
sup
x≥0
∥∥∥∥η(t) ∫ t
0
∂jx[WR(0, g)](x, t− τ)dτ
∥∥∥∥
H
s−j+1
3
t (R)
15
.

∥∥∥∥( ξ2ĝφ(ξ))∨∥∥∥∥
Xs,−b
, j = 0, 3,∥∥∥∥( ξ2ĝφ(ξ))∨∥∥∥∥
Xs,−b
+
∥∥∥〈τ〉 s3 ∫D〈ξ〉−2 ∣∣∣ ξ2ĝφ(ξ) ∣∣∣ dξ∥∥∥L2τ , j = 1, 4,∥∥∥∥( ξ2ĝφ(ξ))∨∥∥∥∥
Xs,−b
+
∥∥∥〈τ〉 s−13 ∫D〈ξ〉−1 ∣∣∣ ĝφ(ξ) ∣∣∣ dξ∥∥∥L2τ , j = 2, 5,
where D is the region {ξ ∈ R : |ξ|3  |τ |, |ξ| & 1}.
Remark 3.8. We notice that, unlike in Proposition 3.5 and 3.6, it is nec-
essary to have the condition b < 12 for the estimates.
Proof. Let us start by verify the estimate for j = 0. It suffices to find the
bound at x = 0 since Xs,b is independent of space translation. According
to the definition of WR in (2.2) and (2.3), one can write,∫ t
0
WR(0, g)(x, t− τ)dτ
∣∣∣
x=0
=
∫ t
0
∫
R
ei(t−τ)φ(ξ) − e−i(t−τ)φ(ξ)
2iφ(ξ)
ξ2ĝx(ξ, τ)dξdτ
=
∫ t
0
∫
R
ξ2
(
ei(t−τ)φ(ξ) − e−i(t−τ)φ(ξ))
2iφ(ξ)
·
(∫
R
eiλτ ĝ(ξ, λ)dλ
)
dξdτ
:=
1
2i
(V1 + V2),
where “ ∧x” denotes the Fourier transform with respect to space and
V1 =
∫
R2
ξ2eitφ(ξ)ĝ(ξ, λ)
φ(ξ)
(∫ t
0
eiτ(λ−φ(ξ))dτ
)
dλdξ
= −i
∫
R2
eitλ − eitφ(ξ)
λ− φ(ξ) F (ξ, λ)dλdξ,
V2 = −i
∫
R2
eitλ − e−itφ(ξ)
λ+ φ(ξ)
F (ξ, λ)dλdξ,
with
F (ξ, λ) :=
ξ2ĝ(ξ, λ)
φ(ξ)
.
It suffices to consider the estimate for V1. Let θ be a cut-off function with
θ = 1 on [−1, 1] and supp(θ) ⊂ (−2, 2), and denote θc = 1− θ. Then,
V1 =− i
∫
R2
eitλ − eitφ(ξ)
λ− φ(ξ) θ(λ− φ(ξ))F (ξ, λ)dλdξ − i
∫
R2
eitλ
λ− φ(ξ)θ
c(λ− φ(ξ))
· F (ξ, λ)dλdξ + i
∫
R2
eitφ(ξ)
λ− φ(ξ)θ
c(λ− φ(ξ))F (ξ, λ)dλdξ
:=− i(A1 +A2 −A3).
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For A1, using Taylor expansion, one has
A1 =
∫
R2
−eiλt
∞∑
k=0
(it)k(λ− φ(ξ))k−1
k!
θ(λ− φ(ξ))F (ξ, λ)dλdξ.
Hence,
‖η(t)A1‖
H
s+1
3
t (R)
.
∞∑
k=0
‖tkη(t)‖H1(R)
k!
∥∥∥∥∫
R2
eiλt(λ− φ(ξ))k−1θ(λ− φ(ξ))F (ξ, λ)dξdλ
∥∥∥∥
H
s+1
3
t (R)
.
∞∑
k=0
1
k!
∥∥∥∥∥〈λ〉 s+13
∫
|λ−φ(ξ)|≤1
F (ξ, λ)dξdλ
∥∥∥∥∥
L2λ
.
[∫
R
〈λ〉 2s+23
(∫
|λ−φ(ξ)|≤1
〈ξ〉−2sdξ
)(∫
|λ−φ(ξ)|≤1
〈ξ〉2s (F )2 dξ
)
dλ
] 1
2
. sup
λ
(
〈λ〉 2s+23
∫
|λ−φ(ξ)|≤1
〈ξ〉−2sdξ
) 1
2
∥∥Fˇ∥∥
Xs,−b := K1
∥∥Fˇ∥∥
Xs,−b .
Then, it suffices to bound the term K1. To handle that, we consider the
domain of the integral, |λ−φ(ξ)| ≤ 1, in either |ξ|, |λ| . 1 or |ξ|, |λ|  1. The
former case is readily to check. The later case can be verified by substituting
µ = φ(ξ) ∼ |ξ|3, it follows,
〈λ〉 2s+23
∫
−1+|λ|<|µ|<1+|λ|
〈µ〉− 2s+23 dµ . 〈λ〉 2s+23 〈λ〉− (2s+2)3 . 1, for |λ|  1.
For A2, one has,
‖η(t)A2‖
H
s+1
3
t (R)
.
∥∥∥∥∫
R2
eitλ
θc(λ− φ(ξ))
λ− φ(ξ) F (ξ, λ)dξdλ
∥∥∥∥
H
s+1
3
t (R)
.
∥∥∥∥〈λ〉 s+13 ∫
R
θc(λ− φ(ξ))
λ− φ(ξ) F (ξ, λ)dξ
∥∥∥∥
L2λ
.
∥∥∥∥〈λ〉 s+13 ∫
R
1
〈λ− φ(ξ)〉F (ξ, λ)dξ
∥∥∥∥
L2λ
(3.15)
.
[ ∫
R
〈λ〉 2s+23
(∫
R
1
〈ξ〉2s〈λ− φ(ξ)〉2−2bdξ
)(∫
R
〈ξ〉2s
· 〈λ− φ(ξ)〉−2b (F (ξ, λ))2 dξ
)
dλ
] 1
2
. sup
λ
(
〈λ〉 2s+23
∫
R
1
〈ξ〉2s〈λ− φ(ξ)〉2−2bdξ
) 1
2
‖Fˇ‖Xs,−b
:=K2‖Fˇ‖Xs,−b .
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Then, it suffices to bound the term K2. Let us set z = φ(ξ) and
dξ
dz ∼ |ξ|−2 ∼
|z|− 23 as ξ →∞. According to Lemma 2.1 with s ≤ 0 and b < 12 ,
(3.16) K22 . 〈λ〉
2s+2
3
∫
R
1
〈z〉 2s+23 〈λ± z〉2−2b
dz . 〈λ〉 2s+23 〈λ〉− 2s+23 . 1.
For A3, substituting µ = φ(ξ), for b <
1
2 , it follows
‖η(t)A3‖
H
s+1
3
t (R)
.
∥∥∥∥∫
R2
eitµ
λ− µθ
c(λ− µ)F (µ, λ)µ− 23dµdλ
∥∥∥∥
H
s+1
3
t (R)
.
∥∥∥∥〈µ〉 s+13 ∫
R
θc(λ− µ)
λ− µ F (µ, λ)µ
− 2
3dλ
∥∥∥∥
L2µ
.
(∫
R
〈µ〉 2s+23 µ− 43
∫
R
1
〈λ− µ〉2bF
2(µ, λ)dλ
∫
R
1
〈λ− µ〉2−2bdλdµ
) 1
2
.
(∫
R2
〈ξ〉2s 1〈λ− φ(ξ)〉2bF
2(ξ, λ)dλdξ
) 1
2
.
∥∥Fˇ∥∥
Xs,−b .
Next, we turn to show the estimates holds for j = 1. Similar to the
previous proof, with the same definition of F (ξ, λ), let us write∫ t
0
∂x[WR(0, g)](x, t− τ)dτ
∣∣∣
x=0
=
∫ t
0
∫
R
ξ
(
ei(t−τ)φ(ξ) − e−i(t−τ)φ(ξ))
2iφ(ξ)
ξ2ĝx(ξ, τ)dξdτ
=
∫ t
0
∫
R
ξ
(
ei(t−τ)φ(ξ) − e−i(t−τ)φ(ξ))
2iφ(ξ)
ξ2
(∫
R
eiλτ ĝ(ξ, λ)dλ
)
dξdτ
:=
1
2i
(W1 +W2),
where
W1 = −i
∫
R2
ξ
(
eitλ − eitφ(ξ))
λ− φ(ξ) F (ξ, λ)dλdξ
and
W2 = −i
∫
R2
ξ
(
eitλ − eitφ(ξ))
λ− φ(ξ) F (ξ, λ)dλdξ.
Again, it suffices to verify the estimate for W1 with
W1 =− i
∫
R2
ξ
(
eitλ − eitφ(ξ))
λ− φ(ξ) θ(λ− φ(ξ))F (ξ, λ)dλdξ
−i
∫
R2
ξeitλ
λ− φ(ξ)θ
c(λ− φ(ξ))F (ξ, λ)dλdξ
+i
∫
R2
ξeitφ(ξ)
λ− φ(ξ)θ
c(λ− φ(ξ))F (ξ, λ)dλdξ
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: = −i(B1 +B2 −B3).
The proof for B1 and B3 are similar to the one for A1 and A3. For B2, it
follows from similar process as in (3.15) that
‖η(t)B2‖
H
s
3
t (R)
.
∥∥∥∥〈λ〉 s3 ∫
R
ξ
〈λ− φ(ξ)〉F (ξ, λ)dξ
∥∥∥∥
L2λ
.
For ξ ∈ D, since |ξ|3  |λ| and |ξ| & 1, 〈λ − φ(ξ)〉 ∼ |ξ|3, then the result
follows. For ξ 6∈ D, that is, either |ξ|3 . |λ| or |ξ| . 1. Repeating the
process in A2 (c.f. (3.15)) arrives at the bound,
‖η(t)B2‖
H
s+1
3
t (R)
. sup
λ
(
〈λ〉 2s3
∫
R
|ξ|2
〈ξ〉2s〈λ− φ(ξ)〉2−2bdξ
) 1
2
‖Fˇ‖Xs,−b .
• If |ξ|3 . |λ|, it leads to |ξ|2 . |λ| 23 and
〈λ〉 2s3
∫
R
|ξ|2
〈ξ〉2s〈λ− φ(ξ)〉2−2bdξ . 〈λ〉
2s+2
3
∫
R
1
〈ξ〉2s〈λ− φ(ξ)〉2−2bdξ.
The bound follows exact same as (3.16).
• If |ξ| . 1, it leads to |ξ|2 . 1 and
〈λ〉 2s3
∫
R
|ξ|2
〈ξ〉2s〈λ− φ(ξ)〉2−2bdξ . 〈λ〉
2s
3
∫
R
1
〈ξ〉2s〈λ− φ(ξ)〉2−2bdξ.
The bound is obtained similar to (3.16).
Similar proof can be carried out on the estimate for j = 2.
Finally, let us consider the proof for j = 3, 4, 5. It has shown (c.f. Lemma
2.12 in [32]) that
∂3x
(∫ t
0
[WR(0, g)](x, t− τ)dτ
)
= ∂t
(∫ t
0
[WR(0, g)](x, t− τ)dτ
)
,
thus,
∂4x
(∫ t
0
[WR(0, g)](x, t− τ)dτ
)
= ∂t
(∫ t
0
[∂xWR(0, g)](x, t− τ)dτ
)
,
∂5x
(∫ t
0
[WR(0, g)](x, t− τ)dτ
)
= ∂t
(∫ t
0
[∂2xWR(0, g)](x, t− τ)dτ
)
.
Since η(t) is a cut-off function with η ∈ C∞(R), it follows that for j = 3, 4, 5,∥∥∥∥η(t) ∫ t
0
∂jxWR(0, g)(x, t− τ)dτ
∥∥∥∥
H
s−j+1
3
t (R)
=
∥∥∥∥η(t)∂t(∫ t
0
∂j−3x WR(0, g)(x, t− τ)dτ
)∥∥∥∥
H
s−j+1
3
t (R)
.
∥∥∥∥η(t)∫ t
0
∂j−3x WR(0, g)(x, t− τ)dτ
∥∥∥∥
H
s−j+4
3
t (R)
,
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these will reduce the proof to the case j = 0, 1, 2. The proof is now complete.

4. Bilinear Estimates
As pointed out in the introduction as well as in the remark of Proposi-
tion 3.7, estimates on Xs,b for the forced problem only works when b < 12 .
However, the bilinear estimate for the IVP of the sixth order Boussinesq
equation on Xs,b is only valid for 12 < b < 1 (c.f. [19]). Therefore, it is
necessary to derive a proper bilinear estimate for b < 12 in order to establish
a contraction mapping.
Proposition 4.1. For −12 < s ≤ 0, 12 − b > 0 sufficient small,∥∥∥∥∥
(
ξ2ûv
φ(ξ)
)∨∥∥∥∥∥
Xs,−b
. ‖u‖Xs,b‖v‖Xs,b .
Proposition 4.2. For −12 < s ≤ 0, 12 − b > 0 sufficient small,∥∥∥∥〈τ〉 s−j+13 ∫
D
〈ξ〉j−3
∣∣∣∣ξ2ûvφ(ξ)
∣∣∣∣ dξ∥∥∥∥
L2τ
. ‖u‖Xs,b‖v‖Xs,b , j = 1, 2,
where D := {ξ ∈ R : |ξ|3  |τ |, |ξ| & 1}.
Proof. (Proposition 4.1) For simplicity, there is no harm to assume β = 1.
In addition, in order to have a better cancellation, the equivalence relation
in norms is adapted for the norm in Xs,b (c.f. Lemma 2.4). Let u, v ∈ Xs,b,
w ∈ X−s,b be given, we define
f(ξ, τ) = 〈ξ〉s〈|τ |−|ξ|3−1
2
|ξ|〉bû(ξ, τ), g(ξ, τ) = 〈ξ〉s〈|sτ |−|ξ|3−1
2
|ξ|〉bv̂(ξ, τ),
h(ξ, τ) = 〈ξ〉−s〈|τ | − |ξ|3 − 1
2
|ξ|〉bŵ(ξ, τ).
According to duality, it suffices to show
(4.1) |W (f, g, h)| . ‖f‖L2ξ,τ ‖g‖L2ξ,τ ‖h‖L2ξ,τ ,
where
W (f, g, h) =
∫
R4
|ξ|2〈ξ〉s〈ξ1〉−s〈ξ − ξ1〉−sf(ξ1, τ1)h(ξ, τ)
φ(ξ)〈|τ | − |ξ|3 − 12 |ξ|〉b〈|τ1| − |ξ1|3 − 12 |ξ1|〉b
· g(ξ − ξ1, τ − τ1)〈|τ − τ1| − |ξ − ξ1|3 − 12 |ξ − ξ1|〉b
dξdτdξ1dτ1
:=
∫
R4
M(ξ, ξ1, τ, τ1)f(ξ1, τ1)g(ξ − ξ1, τ − τ1)h(ξ, τ)dξdτdξ1dτ1.(4.2)
To establish the estimate (4.1), we adapt a similar argument in Tzirakis
[13, 18] (also, c.f. Farah [19]) for the Boussiensq-type equations and analysis
the six possible cases for the sign of τ , τ1 and τ − τ1,
I: τ1 ≥ 0, τ − τ1 ≥ 0;
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II: τ1 ≥ 0, τ − τ1 ≤ 0, τ ≥ 0;
III: τ1 ≥ 0, τ − τ1 ≤ 0, τ ≤ 0;
IV: τ1 ≤ 0, τ − τ1 ≤ 0;
V: τ1 ≤ 0, τ − τ1 ≤ 0, τ ≤ 0;
VI: τ1 ≤ 0, τ − τ1 ≤ 0, τ ≥ 0.
For the estimate in (I), according to the Cauchy-Schwartz inequality, it
suffices to verify,∥∥∥∫
R2
M(ξ, ξ1, τ, τ1)f(ξ1, τ1)g(ξ − ξ1, τ − τ1)dξ1dτ1
∥∥∥
L2ξ,τ
(4.3)
. ‖f‖L2ξ,τ ‖g‖L2ξ,τ .
Moreover, Using the Cauchy-Schwartz and Young’s (c.f. Lemma 2.3) in-
equalities, the left-hand side of (4.3) is bounded by∥∥∥‖M‖L2ξ1,τ1‖f(ξ1, τ1)g(ξ − ξ1, τ − τ1)‖L2ξ1,τ1∥∥∥L2ξ,τ
.
(
sup
ξ,τ
‖M‖L2ξ1,τ1
)
‖f(ξ1, τ1)g(ξ − ξ1, τ − τ1)‖L2ξ,τ,ξ1,τ1
=
(
sup
ξ,τ
‖M‖L2ξ1,τ1
)
‖f2 ∗ g2‖
1
2
L1ξ,τ
.
(
sup
ξ,τ
‖M‖L2ξ1,τ1
)
‖f‖L2ξ,τ ‖g‖L2ξ,τ .
Therefore, it suffices to bound the term ‖M‖L2ξ1,τ1 . Set r = −s ≥ 0, one has
‖M‖2L2ξ1,τ1 =
∫
R2
ξ4〈ξ〉−2r
φ2(ξ)〈τ − |ξ|3 − 12 |ξ|〉2b
· 〈ξ − ξ1〉
2r〈ξ1〉2r
〈τ − τ1 − |ξ − ξ1|3 − 12 |ξ − ξ1|〉2b〈τ1 − |ξ1|3 − 12 |ξ1|〉2b
dξ1dτ1
Since 〈p〉〈q〉 & 〈p + q〉, ξ4/φ2(ξ) . 〈ξ〉−2, 12 − b > 0 sufficient small and
Lemma 2.1, it arrives at
‖M‖2L2ξ1,τ1 .
∫
R2
〈ξ〉−2r−2〈ξ1〉2r〈ξ − ξ1〉2rdξ1dτ1
〈τ1 − |ξ1|3 − 12 |ξ1|〉2b〈τ1 + |ξ − ξ1|3 − |ξ|3 + 12 |ξ − ξ1| − 12 |ξ|〉2b
.
∫
R2
〈ξ〉−2r−2〈ξ1〉2r〈ξ − ξ1〉2r
〈|ξ − ξ1|3 + |ξ1|3 − |ξ|3 + 12 |ξ − ξ1|+ 12 |ξ1| − 12 |ξ|〉2b
dξ1
=
∫
A1+A2
〈ξ〉−2r−2〈ξ1〉2r〈ξ − ξ1〉2r
〈|ξ − ξ1|3 + |ξ1|3 − |ξ|3 + 12 |ξ − ξ1|+ 12 |ξ1| − 12 |ξ|〉2b
dξ1
:=N1 +N2,
where
A1 = {ξ1 ∈ R : 〈ξ1〉〈ξ−ξ1〉 . 〈ξ〉} and A2 = {ξ1 ∈ R : 〈ξ1〉〈ξ−ξ1〉  〈ξ〉}.
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In A1, one has
N1 =
∫
A1
〈ξ〉−2r−2〈ξ1〉2r〈ξ − ξ1〉2r
〈|ξ − ξ1|3 + |ξ1|3 − |ξ|3 + 12 |ξ − ξ1|+ 12 |ξ1| − 12 |ξ|〉2b
dξ1
.〈ξ〉−2
∫
1
〈|(ξ − ξ1)3 + ξ31 | − |ξ|3 + 12 |(ξ − ξ1) + ξ1| − 12 |ξ|〉2b
dξ1
=〈ξ〉−2
∫
1
〈|ξ|(ξ2 − 3ξξ1 + 3ξ21)− |ξ|ξ2〉2b
dξ1
.〈ξ〉−2
∫
1
〈3ξξ1(ξ − ξ1)〉1−dξ1,
since ξ2 − 3ξξ1 + 3ξ21 ≥ 0. Set x = 3ξξ1(ξ − ξ1), it follows,
ξ1 =
3ξ2 ±
√
9ξ4 − 12ξx
6ξ
, and dx = ±2|ξ| 12
√
9ξ3 − 12xdξ1.
According to Lemma 2.2, one has the following bound,
N1 . 〈ξ〉− 52
∫
1
〈x〉1−
√
9ξ3 − 12xdx . 〈ξ〉
− 5
2 〈ξ3〉− 12+ . 〈ξ〉−4+.
In A2, let us consider the integral
N2 =
∫
A2
〈ξ〉−2r−2〈ξ1〉2r〈ξ − ξ1〉2r
〈|ξ − ξ1|3 + |ξ1|3 − |ξ|3 + 12 |ξ − ξ1|+ 12 |ξ1| − 12 |ξ|〉2b
dξ1,
in following split regions:
• |ξ1|  |ξ|,
• |ξ|  |ξ1|  1,
• |ξ| ∼ |ξ1|  1.
Furthermore, for each region above, the estimate is considered in different
cases below,
(a): B1 := {(ξ, ξ1) : ξ − ξ1 ≥ 0, ξ1 ≥ 0, ξ ≥ 0};
(b): B2 := {(ξ, ξ1) : ξ − ξ1 ≥ 0, ξ1 ≤ 0, ξ ≥ 0};
(c): B3 := {(ξ, ξ1) : ξ − ξ1 ≥ 0, ξ1 ≤ 0, ξ ≤ 0};
(d): B4 := {(ξ, ξ1) : ξ − ξ1 ≤ 0, ξ1 ≤ 0, ξ ≤ 0};
(e): B5 := {(ξ, ξ1) : ξ − ξ1 ≤ 0, ξ1 ≥ 0, ξ ≤ 0};
(f): B6 := {(ξ, ξ1) : ξ − ξ1 ≤ 0, ξ1 ≥ 0, ξ ≥ 0}.
Notice that cases for {ξ−ξ1 ≥ 0, ξ1 ≥ 0, ξ ≤ 0} and {ξ−ξ1 ≤ 0, ξ1 ≤ 0, ξ ≥ 0}
do not exist for ξ and ξ1 nonzero. In addition, one only need to consider
the estimate in cases B1, B2 and B3 since the rest cases are equivalence to
those.
Case 1. For |ξ1|  |ξ|, one has 〈ξ − ξ1〉 ∼ 〈ξ1〉. Notice that B1 cannot
contribute to this region. For both B2 and B3, it yields,
〈|ξ − ξ1|3 + |ξ1|3 − |ξ|3 + 1
2
|ξ − ξ1|+ 1
2
|ξ1| − 1
2
|ξ|〉2b
=〈(ξ − ξ1)3 − ξ31 ± ξ3 +
1
2
(ξ − ξ1)− 1
2
ξ1 ± 1
2
ξ〉2b ∼ 〈ξ31 + ξ1〉1−.
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Therefore,
N2 .
∫
|ξ1||ξ|
〈ξ〉−2r−2〈ξ1〉4r
〈ξ31 + ξ1〉1−
dξ1.
If |ξ1| ≤ 1, the bound is readily to check. If |ξ1| > 1, then,
N2 . 〈ξ〉−2r−2
∫
|ξ1||ξ|
〈ξ1〉4r−3+dξ1 . 〈ξ〉2r−4+,
which is bounded if r < 12 .
Case 2. For |ξ|  |ξ1|  1, one has 〈ξ − ξ1〉 ∼ 〈ξ〉. For both B1 and B2,
it yields,
〈|ξ − ξ1|3 + |ξ1|3 − |ξ|3 + 1
2
|ξ − ξ1|+ 1
2
|ξ1| − 1
2
|ξ|〉2b
=〈(ξ − ξ1)3 ± ξ31 − ξ3 +
1
2
(ξ − ξ1)± 1
2
ξ1 − 1
2
ξ〉2b ∼ 〈ξ2ξ1〉1− ∼ 〈ξ〉2−〈ξ1〉1−.
Thus,
N2 . 〈ξ〉−4+
∫
|ξ1||ξ|
〈ξ1〉2r−1+dξ1 . 〈ξ〉2r−4+,
which is bounded if r < 2. While for B3, it yields,
〈|ξ − ξ1|3 + |ξ1|3 − |ξ|3 + 1
2
|ξ − ξ1|+ 1
2
|ξ1| − 1
2
|ξ|〉2b
=〈(ξ − ξ1)3 − ξ31 + ξ3 +
1
2
(ξ − ξ1)− 1
2
ξ1 +
1
2
ξ〉2b ∼ 〈ξ3〉1− ∼ 〈ξ〉3−.
Thus, one has the bound if r < 2, since
N2 . 〈ξ〉−5+
∫
|ξ1||ξ|
〈ξ1〉2rdξ1 . |ξ|2r−4+.
Case 3. For |ξ| ∼ |ξ1|  1, recall that, in A2, 〈ξ1〉〈ξ − ξ1〉  〈ξ〉, this gives
|ξ − ξ1|  1. For all of B1, B2 and B3, it yields,
〈|ξ − ξ1|3 + |ξ1|3 − |ξ|3 + 1
2
|ξ − ξ1|+ 1
2
|ξ1| − 1
2
|ξ|〉2b
&〈|(ξ − ξ1)3 + ξ31 | − |ξ|3〉2b ∼ 〈ξξ1(ξ − ξ1)〉2b ∼ 〈ξ1〉2−〈ξ − ξ1〉1−.
Thus, for r < 12 , i.e. 2r − 1 < 0, the bound follows as below,
N2 . 〈ξ〉−2r−2
∫
|ξ1|∼|ξ|
〈ξ1〉2r−2+〈ξ − ξ1〉2r−1+dξ1 . 〈ξ〉−3+.
Therefore, the desired estimate in (I) has shown.
Next, similar idea is applied to process (II). By exchange the role of (ξ, τ)
and (ξ1, τ1), it suffices to verify,∥∥∥∥∫
R2
M(ξ, ξ1, τ, τ1)g(ξ − ξ1, τ − τ1)h(ξ, τ)dξdτ
∥∥∥∥
L2ξ1,τ1
. ‖g‖L2ξ1,τ1‖h‖L2ξ1,τ1 ,
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with M defined in (4.2). Similar argument for (I) can be applied and it
suffices to bound the following,
‖M‖2L2ξ,τ .
∫
A3+A4
〈ξ〉−2r−2〈ξ1〉2r〈ξ − ξ1〉2r
〈|ξ − ξ1|3 + |ξ1|3 − |ξ|3 + 12 |ξ − ξ1|+ 12 |ξ1| − 12 |ξ|〉2b
dξ
:=L1 + L2,
where
A3 = {ξ ∈ R : 〈ξ1〉〈ξ − ξ1〉 . 〈ξ〉} and A4 = {ξ ∈ R : 〈ξ1〉〈ξ − ξ1〉  〈ξ〉}.
In A3, one has
L1 =
∫
A3
〈ξ〉−2r−2〈ξ1〉2r〈ξ − ξ1〉2rdξ
〈|ξ − ξ1|3 + |ξ1|3 − |ξ|3 + 12 |ξ − ξ1|+ 12 |ξ1| − 12 |ξ|〉2b
.
∫
A3
〈ξ〉−2dξ
〈3ξξ1(ξ − ξ1)〉1− .
∫
A3
dξ
〈3ξξ1(ξ − ξ1)〉1− ,
the rest of the proof is similar to the one for A1 in (I).
In A4, the integration
L2 =
∫
A4
〈ξ〉−2r−2〈ξ1〉2r〈ξ − ξ1〉2rdξ
〈|ξ − ξ1|3 + |ξ1|3 − |ξ|3 + 12 |ξ − ξ1|+ 12 |ξ1| − 12 |ξ|〉2b
,
are considered by splitting the space A4 into the same regions as for A2 in
(I):
Case 1. For |ξ1|  |ξ|, one has 〈ξ − ξ1〉 ∼ 〈ξ1〉. Notice that B1 cannot
contribute to this region. For both B2 and B3, it yields,
〈|ξ − ξ1|3 + |ξ1|3 − |ξ|3 + 1
2
|ξ − ξ1|+ 1
2
|ξ1| − 1
2
|ξ|〉2b
=〈(ξ − ξ1)3 − ξ31 ± ξ3 +
1
2
(ξ − ξ1)− 1
2
ξ1 ± 1
2
ξ〉2b ∼ max{〈ξ31〉1−, 〈ξ1〉1−}.
For |ξ1| ≤ 1 the bound can be obtained directly. For |ξ1| > 1, we have the
following bound with r < 2,
L2 . 〈ξ1〉4r−3+
∫
|ξ||ξ1|
〈ξ〉−2r−2dξ . 〈ξ1〉2r−4+.
Case 2. For |ξ|  |ξ1|  1, one has 〈ξ − ξ1〉 ∼ 〈ξ〉. For both B1 and B2, it
yields,
〈|ξ − ξ1|3 + |ξ1|3 − |ξ|3 + 1
2
|ξ − ξ1|+ 1
2
|ξ1| − 1
2
|ξ|〉2b
=〈(ξ − ξ1)3 ± ξ31 − ξ3 +
1
2
(ξ − ξ1)± 1
2
ξ1 − 1
2
ξ〉2b ∼ 〈ξ2ξ1〉1− ∼ 〈ξ〉2−〈ξ1〉1−.
Thus,
L2 . 〈ξ1〉2r−1+
∫
|ξ||ξ1|
〈ξ〉−4+dξ . 〈ξ1〉2r−4+,
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which is bounded if r < 2. While for B3, it follows,
〈|ξ − ξ1|3 + |ξ1|3 − |ξ|3 + 1
2
|ξ − ξ1|+ 1
2
|ξ1| − 1
2
|ξ|〉2b
&〈(ξ − ξ1)3 − ξ31 + ξ3〉2b ∼ 〈ξ3〉1− ∼ 〈ξ〉3−.
Thus,
L2 . 〈ξ1〉2r
∫
|ξ||ξ1|
〈ξ〉−5+dξ . 〈ξ1〉2r−4+,
which is bounded if r < 2.
Case 3. For |ξ| ∼ |ξ1|  1, since in A4, 〈ξ1〉〈ξ − ξ1〉  〈ξ〉, this gives
|ξ − ξ1|  1. For all of B1, B2 and B3, it yields,
〈|ξ − ξ1|3 + |ξ1|3 − |ξ|3 + 1
2
|ξ − ξ1|+ 1
2
|ξ1| − 1
2
|ξ|〉2b
&〈|(ξ − ξ1)3 + ξ31 | − |ξ|3〉2b ∼ 〈ξξ1(ξ − ξ1)〉2b ∼ 〈ξ〉2−〈ξ − ξ1〉1−.
Thus, for r < 12 , we have 2r − 1 < 0, and the bound follows,
L2 .
∫
|ξ|∼|ξ1|
〈ξ〉−4+〈ξ − ξ1〉2r−1+dξ . 〈ξ1〉−3+.
Finally, the estimate in (III) can be established by performing the change
of variables (ξ1, τ1) → (ξ − ξ1, τ − τ1), then it is reduced to the estimate in
(I) for M . The proof is now complete. 
Proof. (Proposition 4.2) Similar to Proposition 4.1, by introducing
f(ξ, τ) = 〈ξ〉s〈|τ |−|ξ|3−1
2
|ξ|〉bû(ξ, τ), g(ξ, τ) = 〈ξ〉s〈|τ |−|ξ|3−1
2
|ξ|〉bv̂(ξ, τ),
and setting r = −s ≥ 0, the desired estimate becomes∥∥∥∥〈τ〉−r−j+13 ∫
Ω
〈ξ〉j−4〈ξ1〉r〈ξ − ξ1〉rf(ξ1, τ1)g(ξ − ξ1, τ − τ1)dξ1dτ1dξ
〈|τ1| − |ξ1|3 − 12 |ξ1|〉b〈|τ − τ1| − |ξ − ξ1|3 − 12 |ξ − ξ1|〉b
∥∥∥∥
L2τ
. ‖f‖L2ξ,τ ‖g‖L2ξ,τ ,(4.4)
where Ω = R2 × D. Applying the Cauchy-Schwartz inequality to integral
in (ξ, ξ1, τ1) space and the Young’s inequality (c.f. Lemma 2.3) arrives at a
bound, ∥∥∥‖M‖L2(Ω)‖f(ξ1, τ1)g(ξ − ξ1, τ − τ1)‖L2ξ,ξ1,τ1∥∥∥L2τ
. sup
τ
‖M‖L2(Ω)‖f2 ∗ g2‖
1
2
L1ξ,τ
. sup
τ
‖M‖L2(Ω)‖f‖L2ξ,τ ‖g‖L2ξ,τ ,
where
(4.5) M :=
〈τ〉−r−j+13 〈ξ〉j−4〈ξ1〉r〈ξ − ξ1〉r
〈|τ1| − |ξ1|3 − 12 |ξ1|〉b〈|τ − τ1| − |ξ − ξ1|3 − 12 |ξ − ξ1|〉b
.
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Following is the proof for j = 2, and the one for j = 1 can be obtained in
a similar way, therefore ommited. In order to bound,
(4.6)
‖M‖2L2(Ω) =
∫
Ω
〈τ〉−2r−23 〈ξ〉−4〈ξ1〉2r〈ξ − ξ1〉2rdξdξ1dτ1
〈|τ1| − |ξ1|3 − 12 |ξ1|〉2b〈|τ − τ1| − |ξ − ξ1|3 − 12 |ξ − ξ1|〉2b
,
the integral domain, Ω, is split into following regions:
Case 1. For τ1(τ − τ1) ≥ 0, since r ≥ 0, one can drop the 〈τ〉 term and
apply Lemma 2.1. This leads to,
‖M‖2L2(Ω) .
∫
R×D
〈ξ〉−4〈ξ1〉2r〈ξ − ξ1〉2r
〈τ ± (|ξ1|3 + |ξ − ξ1|3 + 12 |ξ1|+ 12 |ξ − ξ1|)〉4b−1
dξdξ1.
In addition, for either |ξ| . |ξ1| or |ξ|  |ξ1|, one always has |ξ1|3+|ξ−ξ1|3 &
max {|ξ|3, |ξ1|3} and |ξ1|+|ξ−ξ1| & max {|ξ|, |ξ1|}. Recall that in the domain
of D, |ξ|  τ and |ξ| & 1, then the above bound is reduced to,
‖M‖2L2(Ω) .
∫
R×D
〈ξ〉−4〈ξ1〉2r〈ξ − ξ1〉2r
(max {〈ξ〉, 〈ξ1〉})12b−3dξdξ1.
One can separate the domain of the integral into two regions:
D1 = {(ξ, ξ1) ∈ D × R : |ξ1| . |ξ|}, D2 = {(ξ, ξ1) ∈ D × R : |ξ1|  |ξ|}.
In D1, one has 〈ξ1〉 . 〈ξ〉 and 〈ξ − ξ1〉 . 〈ξ〉, then∫
D1
〈ξ〉−4〈ξ1〉2r〈ξ − ξ1〉2r
(max {〈ξ〉, 〈ξ1〉})12b−3dξdξ1 .
∫
R
〈ξ〉4r−4
∫
|ξ1|.|ξ|
〈ξ1〉−12b+3dξ1dξ
.〈ξ〉4r−12b+1,
which is bounded if r < 54 and
1
2 − b > 0 sufficient small. In D2, one has〈ξ − ξ1〉 ∼ 〈ξ1〉, then∫
D2
〈ξ〉−4〈ξ1〉2r〈ξ − ξ1〉2r
(max {〈ξ〉, 〈ξ1〉})12b−3dξdξ1 .
∫
R
〈ξ〉−4
∫
|ξ1||ξ|
〈ξ1〉4r−12b+3dξ1dξ
.〈ξ〉4r−12b+1,
which is bounded if r < 12 and
1
2 − b > 0 sufficient small.
Case 2. For τ1(τ−τ1) < 0 and |ξ1| . |ξ|, similar to the Case 1, by dropping
the 〈τ〉 term, it leads to
‖M‖2L2(Ω) .
∫
R×D
〈ξ〉−4〈ξ1〉2r〈ξ − ξ1〉2r
〈τ ± (|ξ1|3 − |ξ − ξ1|3 + 12 |ξ1| − 12 |ξ − ξ1|)〉4b−1
dξdξ1.
The integral is estimated in the following two regions:
D3 = {(ξ, ξ1) ∈ D×R : ξ1(ξ−ξ1) ≥ 0}, D4 = {(ξ, ξ1) ∈ D×R : ξ1(ξ−ξ1) < 0}.
In D3, by changing the variable z = 2ξ
3
1−3ξ21ξ+ 3ξ1ξ2− ξ3 + ξ1− 12ξ with
|z| . max {|ξ|3, |ξ|} and
dz = (6ξ21 − 6ξ1ξ + 3ξ2 + 1)dξ1 =
(
3(ξ1 − ξ)2 + 3ξ21 + 1
)
dξ1,
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one has, ∫
D3
〈ξ〉−4〈ξ1〉2r〈ξ − ξ1〉2r
〈τ ± (|ξ1|3 − |ξ − ξ1|3 + 12 |ξ1| − 12 |ξ − ξ1|)〉4b−1
dξ1dξ
.
∫
D3
〈ξ〉−4〈ξ1〉2r〈ξ − ξ1〉2r
〈τ ± (2ξ31 − 3ξ21ξ + 3ξ1ξ2 − ξ3 + ξ1 − 12ξ)〉4b−1
dξ1dξ
.
∫
D×{|z|.max {|ξ|3,|ξ|}}
〈ξ〉−4〈ξ1〉2r〈ξ − ξ1〉2r
(3ξ21 + 3(ξ − ξ1)2 + 1)〈τ ± z〉4b−1
dzdξ
.
∫
D×{|z|.max {|ξ|3,|ξ|}}
〈ξ〉−4〈ξ1〉2r〈ξ − ξ1〉2r
(ξ21 + (ξ − ξ1)2)〈τ ± z〉4b−1
dzdξ
.
∫
D×{|z|.max {|ξ|3,|ξ|}}
1
〈ξ〉4〈τ ± z〉4b−1dzdξ,
since for r < 12 , |ξ| & 1 and |ξ1| . |ξ|,
〈ξ1〉2r〈ξ − ξ1〉2r
ξ21 + (ξ − ξ1)2
. 1.
Recall that |τ |  |ξ|3 in D, then,∫
D×{|z|.max {|ξ|3,|ξ|}}
1
〈ξ〉4〈τ ± z〉4b−1dzdξ
.
∫
D
〈ξ〉−4
∫
|z|.max {|ξ|3,|ξ|}
1
〈τ ± z〉4b−1dzdξ
.
∫
〈ξ〉−4〈max {|ξ|3, |ξ|}〉2−4bdξ,
which is bounded for 12 − b > 0 sufficient small.
In D4, by changing variable z = 3ξξ
2
1 − 3ξ2ξ1 + ξ3 + 12ξ with |z| .
max {|ξ|3, |ξ|} and dz = 3ξ(2ξ1 − ξ)dξ1, one has,∫
D4
〈ξ〉−4〈ξ1〉2r〈ξ − ξ1〉2r
〈τ ± (|ξ1|3 − |ξ − ξ1|3 + 12 |ξ1| − 12 |ξ − ξ1|)〉4b−1
dξ1dξ
.
∫
D4
〈ξ〉−4〈ξ1〉2r〈ξ − ξ1〉2r
〈τ ± (3ξξ21 − 3ξ2ξ1 + ξ3 + 12ξ)〉4b−1
dξ1dξ
.
∫
D×{|z|.max {|ξ|3,|ξ|}}
〈ξ〉−4〈ξ1〉2r〈ξ − ξ1〉2r
|ξ||2ξ1 − ξ|〈τ ± z〉4b−1dzdξ.
Notice that ξ1(ξ− ξ1) < 0 gives |2ξ1− ξ| > |ξ|. In addition, if |ξ1| . |ξ| then
|ξ − ξ1| . |ξ|, thus 〈ξ − ξ1〉 . 〈ξ〉. Therefore, one has the bound∫
D×{|z|.|ξ|3}
〈ξ〉−4〈ξ1〉2r〈ξ − ξ1〉2r
|ξ(2ξ1 − ξ)|〈τ ± z〉4b−1dzdξ
.
∫
D×{|z|.max {|ξ|3,|ξ|}}
〈ξ〉−4〈ξ〉2r〈ξ〉2r
|ξ|2〈τ ± z〉4b−1 dzdξ
27
.
∫
D
〈ξ〉4r−6
∫
|z|.max {|ξ|3,|ξ|}
1
〈τ ± z〉4b−1dzdξ
.
∫
R
〈ξ〉4r−6〈max {|ξ|3, |ξ|}〉2−4bdξ,
which is again bounded if r < 12 and b− 12 < 0 sufficient small.
Case 3. For τ1(τ − τ1) < 0 and |ξ1|  |ξ|, the estimate for (4.4) will be
established directly. According to duality, it suffices to show that∫
Ω1
Mf(ξ1, τ1)g(ξ − ξ1, τ − τ1)h(τ)dξdτdξ1dτ1 . ‖f‖L2ξ,τ ‖g‖L2ξ,τ ‖h‖L2τ ,
where M is defined in (4.5) for j = 2 and
Ω1 = D × {ξ1 ∈ R : |ξ1|  |ξ|} × {(τ, τ1) ∈ R2 : τ1(τ − τ1) < 0}.
Applying the Cauchy-Schwartz, Holder and Young’s inequalities, it arrives
at ∫
Ω1
Mf(ξ1, τ1)g(ξ − ξ1, τ − τ1)h(τ)dξdτdξ1dτ1
.
∥∥∥∥∫
Ω2
Mg(ξ − ξ1, τ − τ1)h(τ)dξdτ
∥∥∥∥
L2ξ1,τ1
‖f‖L2ξ1,τ1
.
∥∥∥‖M〈ξ〉 12+‖L2(Ω2)‖g(ξ − ξ1, τ − τ1)h(τ)〈ξ〉− 12−‖L2ξ,τ∥∥∥L2ξ1,τ1 ‖f‖L2ξ1,τ1
. sup
ξ1,τ1
‖M〈ξ〉 12+‖L2(Ω2)‖g2 ∗ (h(τ)〈ξ〉−
1
2
−)2‖
1
2
L1ξ1,τ1
. sup
ξ1,τ1
‖M〈ξ〉 12+‖L2(Ω2)‖〈ξ〉−
1
2
−‖L2ξ‖h‖L2τ ‖f‖L2ξ,τ ‖g‖L2ξ,τ ,
where Ω2 = {(ξ, τ) : |ξ|3  |τ |, |ξ| & 1, |ξ1|  |ξ|, τ1(τ − τ1) < 0}. It remains
to show that for τ1 > 0 and τ − τ1 < 0,
‖M〈ξ〉 12+‖L2(Ω2) =
∫
Ω2
〈τ〉−2r−23 〈ξ〉−3+〈ξ1〉2r〈ξ − ξ1〉2rdξdτ
〈τ1 − |ξ1|3 − 12 |ξ1|〉2b〈−τ + τ1 − |ξ − ξ1|3 − 12 |ξ − ξ1|〉2b
is bounded, since τ1 < 0 and τ − τ1 > 0 can be established similarly. Notice
that in Ω2, one has 〈ξ − ξ1〉 ∼ 〈ξ1〉, |ξ − ξ1|3 − |ξ1|3 + 12 |ξ − ξ1| − 12 |ξ1| =
±|ξ|(ξ2−3ξξ1 +3ξ21 +1) and 〈τ±|ξ|(ξ2−3ξξ1 +3ξ21 +1)〉 ∼ 〈ξξ21〉 ∼ 〈ξ〉〈ξ1〉2.
These lead to∫
Ω2
〈τ〉−2r−23 〈ξ〉−3+〈ξ1〉2r〈ξ − ξ1〉2r
〈τ1 − |ξ1|3 − 12 |ξ1|〉2b〈−τ + τ1 − |ξ − ξ1|3 − 12 |ξ − ξ1|〉2b
dξdτ
.
∫
Ω2
〈τ〉−2r−23 〈ξ〉−3+〈ξ1〉2r〈ξ1〉2r
〈τ + |ξ − ξ1|3 − |ξ1|3 + 12 |ξ − ξ1| − 12 |ξ1|〉2b
dξdτ
.〈ξ1〉4r
∫
|ξ||ξ1|
〈ξ〉−3+
〈ξ〉2b〈ξ1〉4b
∫
|τ ||ξ|3
〈τ〉−2r−23 dτdξ
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.〈ξ1〉4r−4b
∫
|ξ||ξ1|
〈ξ〉−2b−3+〈ξ〉−2r+1dξ . 〈ξ1〉2r−6b−1+,
which is bounded if r < 12 and b <
1
2 . The proof is now complete. 
5. Local Well-Posedness
Now, we consider the nonlinear problem:
(5.1)
utt − uxx + βuxxxx − uxxxxxx + (u2)xx = 0, for x > 0, t > 0,
u(x, 0) = ϕ(x), ut(x, 0) = ψ
′′(x),
u(0, t) = h1(t), uxx(0, t) = h2(t), uxxxx(0, t) = h3(t).
Let Qs be defined as below
Qs = H
s(R+)×Hs−1(R+)×Hs(R+),
where
Hs(R+) := H s+23 (R+)×H s3 (R+)×H s−23 (R+),
with its usual product topology. Let Ys,T be the collection of
v ∈ C(0, T ;Hs(R+)) ∩Xs,b(R+ × (0, T )),
with its norm defined as
‖v‖Ys,T = sup
t<T
‖v(·, t)‖Hs(R+) + ‖v(x, t)‖Xs,b(R+×(0,T )).
Proof. (Theorem 1.1) For T > 0, we write
u(x, t) = η(t)WR(ϕ
∗, ψ∗) + η(t)Wbdr(~h− ~p)
+ ηT (t)
(∫ t
0
[WR(0, g)](x, t− τ)dτ −Wbdr(~q)
)
,
where g = ηT (t)u
2, ~p as defined in Lemma 3.2 and ~q = ηT (t)(q1, q2, q3) with
qj for j = 1, 2, 3 defined in Lemma 3.3. It is can be verified that u = u(x, t)
solves the IBVP in [0, T ] for T < 1. For given (ϕ,ψ,~h) ∈ Qs, let r > 0 and
T > 0 be constants to be determined later. Let
Sr,T = {u ∈ Ys,T , ‖u‖Ys,T ≤ r},
then the set Sr,T is a convex, closed and bounded subset of Ys,T . Define a
map Γ on Sr,T by
Γ(u) = u(x, t),
for u ∈ Sr,T . We will show that Γ is a contraction map from Sr,T to Sr,T for
proper r and T . Applying Lemma 3.1, 3.2 and 3.3, Proposition 3.4 and 3.6
yields that,
‖Γ(u)‖Hs(R+) .‖η(t)WR(ϕ∗, ψ∗)‖Hsx(R+) + ‖η(t)Wbdr(~h− ~p)‖Hsx(R+)
+
∥∥∥∥ηT (t)(∫ t
0
[WR(0, u
2)](x, t− τ)dτ −Wbdr(~q)
)∥∥∥∥
Hsx(R+)
29
.‖(ϕ,ψ,~h)‖Qs
+
∥∥∥∥ηT (t)(∫ t
0
[WR(0, u
2)](x, t− τ)dτ −Wbdr(~q)
)∥∥∥∥
Xs,a1
,
with a1 =
3−2b
4 and b =
1
2−. Recall the fact Xs,a1 ⊆ C0tHsx for a1 > 12 (c.f.
[27, 28, 29, 30]), thus, according to Lemma 2.5, 2.7 and Proposition 4.1,∥∥∥∥ηT (t)∫ t
0
[WR(0, g)](x, t− τ)dτ
∥∥∥∥
Xs,a1
.T 1−(a1+b)
∥∥∥∥ ξ2ĝφ(ξ)
∥∥∥∥
Xs,−b
.T 14− b2 ‖u‖2Xs,b .
Moreover, according to Lemma 2.5, Proposition 3.5, 3.7 and set a2 =
6b−1
4 <
b,
‖ηT (t)[Wbdr(~q)](x, t)‖Xs,a1 . ‖~q‖Hs .
∥∥∥∥ ξ2ĝφ(ξ)
∥∥∥∥
Xs,−a2
. ‖ηTu‖Xs,a2‖u‖Xs,a2
. T b−a2‖u‖2Xs,b = T
1
4
− b
2 ‖u‖2Xs,b .
Hence,
‖Γ(u)‖Hs(R+) ≤ C‖(ϕ,ψ,~h)‖Qs + 2CT
1
4
− b
2 r2.
Furthermore, we have,
‖Γ(u)‖Xs,b .‖η(t)WR(ϕ∗, ψ∗)‖Xs,b + ‖η(t)Wbdr(~h− ~p)‖Xs,b
+
∥∥∥∥ηT (t)(∫ t
0
[WR(0, g)](x, t− τ)dτ −Wbdr(~q)
)∥∥∥∥
Xs,b
.‖(ϕ,ψ,~h)‖Qs
+
∥∥∥∥ηT (t)(∫ t
0
[WR(0, g)](x, t− τ)dτ −Wbdr(~q)
)∥∥∥∥
Xs,b
.
Again, according to Proposition 3.7, 4.1 and 4.2, Lemma 2.7, one has,∥∥∥∥ηT (t) ∫ t
0
[WR(0, g)](x, t− τ)dτ
∥∥∥∥
Xs,b
.T 1−b−a2
∥∥∥∥ ξ2ĝφ(ξ)
∥∥∥∥
Xs,−a2
.T 54− 5b2 T 14− b2 ‖u‖2Xs,b ,
and
‖ηT (t)[Wbdr(~q)](x, t)‖Xs,b . ‖~q‖Hs . T
1
4
− b
2 ‖u‖2Xs,b .
Thus,
‖Γ(u)‖Xs,b ≤ C‖(ϕ,ψ,~h)‖Qs + C(T
3
2
−3b + T
1
4
− b
2 )r2,
and we can choose T small enough depending on r such that,
r = 2C‖(ϕ,ψ,~h)‖Qs , (T
3
2
−3b + T
1
4
− b
2 )r ≤ 1
2
, 2T
1
4
− b
2 r ≤ 1
2
then,
‖Γ(u)‖C(0,T ;Hs(R+))∩Xs,b(R+×(0,T )) ≤ r.
30
Similar estimates can be drawn for Γ(u)− Γ(v), therefore for such r and T
the map u = Γ(u) is contraction. 
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