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We study the effect of charge and spin noise on singlet-triplet qubits in Si quantum dots. We set
up a theoretical framework aimed at enabling experiment to efficiently identify the most deleterious
defects, and complement it with the knowledge of defects gained in decades of industrial and aca-
demic work. We relate the dephasing rates Γφ due to various classes of defects to experimentally
measurable parameters such as charge dipole moment, spin dipole moment and fluctuator switching
times. We find that charge fluctuators are more efficient in causing dephasing than spin fluctuators.
Quantum information processing is a powerful driv-
ing force spurring the development of quantum control
of two-level systems in order to engineer and entangle
quantum bits (qubits). The quest for scalable systems
has led naturally to solid state quantum computing plat-
forms. Among these, a substantial effort is underway re-
searching Si spin quantum computing architectures, mo-
tivated by their compatibility with Si microelectronics
and their long coherence times [1–6], thanks to the ab-
sence of piezoelectric electron-phonon coupling [7], weak
spin-orbit interaction [8, 9] and the possibility of isotopic
purification to remove the hyperfine interaction [10]. Ex-
perimental breakthroughs have been reported in recent
years in Si quantum dot (QD) and donor systems [11, 12].
The effort has focused mostly on single-spin qubits [13]
and singlet-triplet qubits [14].
The interface, substrate and gates are an integral part
of the device architecture and influence its operation. A
host of defects, which can be described as two-level fluc-
tuators (TLFs), reside in these regions [15] and cause
qubit dephasing [16], which is conventionally quantified
by a dephasing rate Γφ ≡ 1/T ∗2 . The interaction of
singlet-triplet qubits with the environment has been of
intense interest of late [17–19]. Singlet-triplet qubits ex-
ploit the charge and spin degrees of freedom simultane-
ously, relying on the exchange interaction and detuning
for σz rotations, and on an inhomogeneous magnetic field
for σx rotations. Consequently, the σx gate is primar-
ily affected by spin noise, while the σz gate is primarily
affected by charge noise. Spin noise is equivalent to a
fluctuating inhomogeneous magnetic field, which couples
directly to the qubit. The coupling of charge noise to the
qubit depends on detuning, which is controllable.
Previous work on noise-induced qubit decoherence has
developed generic models of dephasing for single-spin and
singlet-triplet qubits [17–19], with the result that the the-
oretical formulation of dephasing due common forms of
noise, such as random telegraph and 1/f noise, is well un-
derstood. To date, however, theoretical models have not
included realistic parameters for quantum dots in specific
materials, and we are not aware of any work that has con-
sidered and compared the effects of coexisting charge and
Figure 1: Sketch of defect locations with respect to the device
and positions of defects projected onto the xz-plane.
spin noise. Consequently, generic theoretical findings are
not readily translated into information that can be of use
to experiment.
In light of the above observations, in this work we fo-
cus on the effect of noise from a realistic set of defects
on qubit coherence. We analyse known types of defects
and identify the most deleterious ones in such a way
as to be useful to experiment. Specifically, the present
work aims to use knowledge garnered from decades of
metal-oxide semiconductor (MOS) materials science and
identify the most deleterious defects for the operation of
singlet-triplet qubits: whether it is those that are elec-
trically or magnetically active, those in the vicinity of
the qubit, or those with the fastest switching times. We
identify the main categories of TLFs and their associ-
ated dephasing times based on measurable parameters.
Within the range of experimentally controllable parame-
ters charge noise is considerably more effective than spin
noise in inducing dephasing, which suggests future defect
characterization should focus on charge noise.
We consider a double QD (DQD) with the left/right
dots located atRL,R respectively as in Fig. 1. We assume
the valley-orbit coupling is sufficiently large as to allow us
to consider only single-valley physics. The spatial parts
of the one-electron wave functions centered at RL,R are
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2Figure 2: Operation of the singlet-triplet qubit. The system
is initialized in the low-energy singlet |S<〉, which, when δ >
0, is predominantly |SRR〉. As the detuning is swept into the
far-detuned regime, |S<〉 becomes predominantly |SLR〉 when
|δ|  t or α 1. This, together with the unpolarized triplet
|TLR0 〉, form the two qubit states (in the far-detuned regime).
The high-energy singlet |S>〉 is not involved in manipulation
at all. The vertical line shows the (negative) minimum value
of t.
denoted by |L〉, |R〉 respectively. We use (n,m) to refer
to n electrons on the left dot and m electrons on the right
dot. The (1,1) pure singlet and triplet states are
|SLR〉 = (1/
√
2)
(|L(1)R(2)〉+ |L(2)R(1)〉) |χS〉
|TLR〉 = (1/
√
2)
(|L(1)R(2)〉 − |L(2)R(1)〉) |χT 〉, (1)
where (1) and (2) label the electrons and |χS〉 and |χT 〉
are spin singlet and triplet states [20]. The (0,2) singlet,
|SRR〉 = |R(1)R(2)〉 |χS〉, is involved in qubit manipula-
tion, which is described in the caption of Fig. 2.
A Zeeman field is assumed to split off the polarized
triplets. The two-electron Hamiltonian restricted to the
three states {|SLR〉, |SRR〉, |TLR0 〉} has the form
H2e =
 j t√2 0t√2 −δ 0
0 0 −j
 . (2)
Here t is the interdot tunneling, δ is the detuning, and
the exchange integral j = 〈L(1)R(2)|Vee|L(2)R(1)〉. The
potential Vee =
e2
4piε0εr|r1 − r2| is the Coulomb interac-
tion between two electrons located at r1 and r2, with ε0
the permittivity of free space and εr the relative permit-
tivity. The eigenvalues of H2e are −j and
ε< =
j − δ −√(j + δ)2 + 8t2
2
ε> =
j − δ +√(j + δ)2 + 8t2
2
.
(3)
The eigenstates are the unpolarized triplet |TLR0 〉 and
|S<〉 = ε
<
√
ε<2 + 2t2
(
t
√
2
ε<
|SLR〉+ |SRR〉
)
|χS〉
|S>〉 = ε
>
√
ε>2 + 2t2
(
t
√
2
ε>
|SLR〉+ |SRR〉
)
|χS〉.
(4)
By matrix elements in the qubit subspace we understand
matrix elements involving the two eigenstates |S<〉 and
|TLR0 〉. The state |S>〉 is of no interest in this work.
In the far detuned regime the detuning δ is negative,
δ  0, |δ|  t, and t  ε<. In that regime the qubit
states are the pure unpolarized triplet |TLR0 〉 and the sin-
glet |S<〉 ≈ |SLR〉 − α |SRR〉, where the admixture ratio
α2 = 2 (t/|δ|)2  1. In the qubit subspace, in the basis
{|S<〉, |TLR0 〉}, the effective two-electron Hamiltonian is
HQbt = (1/2) (ε
< + j)σz. The vector σ ≡ {σx, σy, σz} of
Pauli spin matrices here refers to the qubit subspace.
Spin noise couples directly to the qubit and yields fluc-
tuations in xˆ-rotations. Charge fluctuations couple to a
purely spin qubit through α, since charge noise modu-
lates the energy splitting δ between the dots and thus
ε< through a fluctuation ∆ε<, yielding fluctuations in zˆ-
rotations. Specifically, the dephasing rates Γwhφ , Γ
dip
φ due
to whole and dipole charge defects are ∝ α4. Given that
α 1, one might expect charge noise effects to be small,
in particular since it is commonly assumed that δ can
be made arbitrarily large. Recent work, however, shows
that charge noise is indeed important [21]. Moreover,
given that the coupling of the charge to electrical noise
(governed by the quantity e2/4piε0εr) is much stronger
than the coupling of the spin to magnetic noise (governed
by the Bohr magneton), the relative effects of charge and
spin noise in singlet-triplet qubits are not obvious a pri-
ori.
The total Hamiltonian
H = HQbt +
1
2
σ · V (t), (5)
where V (t) stems from noise. For a charge defect
σ · V (t) = V σz (−1)N(t), and the switching of V (t) is
quantified by a Poisson random variable N(t) = 0, 1
with an average switching time τ . We define h(t) =
1
~
∫ t
0
V (t′) dt′ = V~
∫ t′
0
dt′ (−1)N(t′). To study dephasing
in the spin expectation value Sx, we determine the time
dependence
Sx(t) = trσxρ(t) = S0x cosh(t), (6)
where S0x is the initial spin. To determine Γφ we av-
erage cosh(t) over the realizations of h(t), denoted by
〈cosh(t)〉. In singlet-triplet qubits in the (1,1) regime,
ε< is of the order of neV, corresponding to several mi-
croseconds [14], thus V ≈ ∆ε< ≈ neV [18]. With the
upper bound for τ at 1 µs [28], V 2  (~/τ)2 and [22]
〈cosh(t)〉 = e− tτ
(
sinh Ωt
Ωτ
+ cosh Ωt
)
, (7)
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Figure 3: Dephasing rates Γφ as a function of t/|δ| for a
single defect, X0 = 20 nm, r = 30 nm, d = 3 nm, and θ =
0. The vertical line denotes the crossover from charge-defect
dominated to spin-defect dominated dephasing at t/|δ| ≈ 3×
10−4. The inset shows Γφ as a function of d for t/|δ| = 0.06
(note that the three lines never cross).
where Ω =
√
1/τ2 − V 2/~2. Expanding Ω in V 2τ2/~2,
ignoring terms ∝ V 2τ2 in the denominator in Eq. (7),
〈cosh(t)〉 ≈ e−(V
2τ
2~2 )t. The dephasing rate for one TLF
Γφ =
V 2τ
2~2
, (8)
whereupon Si(t) = Si(0)e
−Γφt, true for both σx and σz
noise. In this motional narrowing regime, defects with
the longest switching times are the most deleterious, and
defects with faster switching times are less important.
Fig. 1 is a sketch of a typical environment. The
most important known classes of defects include inter-
face traps, tunneling two-level systems (TLS), disloca-
tions, grain boundaries, dopants, mobile ions and mag-
netic dipoles [15, 23]. Dislocations and grain boundaries
are static and do not contribute to charge fluctuations.
Defects are broadly grouped into whole charge fluctua-
tors, dipole charge fluctuators and spin fluctuators, and
their associated quantities are denoted by wh, dip and s
respectively. Quantities that depend explicitly on defect
class (see Table I) include the height d, whole charge
change Q and magnetic dipole change µ, the charge
dipole length l, the switching time τ , and typical areal
density n. On the other hand t, δ, and X0 [20] depend
solely on the qubit.
We analyze dephasing due to each type using Eq. (8).
Spin defects are quantified by their (dimensionless) spin
sd. For a single defect [20]
Γsφ =
τ (µ0g
2
eµ
2
B)
2
32pi2~2
{ [
3d(sd · RˆL)
R4L
− sd,z
R3L
]
− (L↔ R)
}2
.
(9)
Table I: Defect classes and associated relative dephasing rates
normalized to a base rate of 1015 s−1. Unless specifically
noted, attribute values are based on Refs. 15 and 23. Here d
refers to the vertical separation between the defect and the
QD. Referring to Fig. 4 in the Supplement [20], we assume
X0 = 20 nm, the Thomas-Fermi wave vector qTF = 0.6 nm
−1,
and a reference τ = 1µs.
Attribute TLS Intf. Pass. Border Dopant P t.
n (cm−2) 1011 [24] 1011 1012 1011 109 1012[25]
l (nm) 0.093[26] 0 0.15[27] 0 0 0
Q (e) 0 1 0 1 1 1
d (nm) 10 3 3 5 10 10
µ/(gµB) 0 2 0 2 2 0
Γn,whφ 0 1 0 0.5 10
−3 1
Γn,dipφ 5× 10−4 0 10−2 0 0 0
Γn,sφ 0 10
−9 0 5× 10−11 10−14 0
For a uniform areal density ns of identical spin defects,
the dephasing rate Γn,sφ = ns
∫
dr r
∫
dθ Γsφ.
Charge defects are screened by a nearby two-
dimensional electron gas (2DEG), which we account for
in the random phase approximation, with the (constant)
Si Thomas-Fermi wave vector qTF ≈ 0.6 nm−1. We do
not include screening by nearby gates. Γ
wh/dip
φ for a sin-
gle charge defect and Γ
n,wh/dip
φ for a uniform charge de-
fect density, found analogously to spin defects, are given
explicitly in the Supplement [20]. For charge defects the
Friedel oscillation part of the potential makes a negligi-
ble contribution to Γφ as compared to its regular part.
The orientation of the charge/spin dipole moment with
respect to the qubit also makes little difference for Γφ.
It is beyond the scope of this work to determine
the overall magnitudes of switching times for individ-
ual classes of defects. However, we can gain insight on
their relative magnitudes by considering a typical defect
having a whole charge, a charge dipole moment and a
spin dipole moment. If we assume the in-plane separa-
tion of the defect from the QD to be much larger than
their vertical separation, we find Γdipφ /Γ
wh
φ ≈ 10−3 and
Γsφ/Γ
wh
φ ≈ 10−10, indicating that charge noise is much
more efficient at inducing dephasing than spin noise, and
that whole charges are more efficient than charge dipoles.
Fig. 3 illustrates this by plotting the single-defect spin,
whole, and dipole charge dephasing rates as a function
of t/|δ| and d. For a set d = 3 nm, the charge dephasing
rates exceed the spin dephasing rate beyond very small
values of t/|δ|. Experimentally, the maximum δ is set
by a physical energy scale, here the valley splitting of
0.1 meV, while the minimum t is set by the gate oper-
ation speed of 1/(104 T ∗2 ). Estimating the maximum T
∗
2
as 10−5 s yields t/|δ| ≥ 0.06 so α2 ≥ 0.007. Thus, at this
fixed d, in any realistic experimental setting, the dephas-
ing rates due to charge defects will be much larger than
those due to spin defects.
4The inset of Fig. 3 plots the dependence of the de-
phasing rates on d. Since the lines never cross, Fig. 3
tells us that our qualitative conclusions in the previous
paragraph are true for the entire range of possible values
of d shown. Fig. 3 allows us to suggest ameliorating the
coherence times by e.g. increasing the thickness of the
layer so as to move defects further away, and by passi-
vation of the most deleterious defects: interface, border
and mobile point defects.
Sample dephasing rates for uniform defect densities
have been calculated in the Table using typical defect pa-
rameter values. All defects have been assigned a switch-
ing time τ = 1 µs. In this work we do not consider a
distribution of switching times τ , but rather focus on an
incoherent array of fluctuators, each giving rise to a ran-
dom walk in time, all with the same τ . This allows us to
average Γφ, rather than e
−Γφt, over defect locations. The
Table upholds our findings that charge defects are much
more efficient in causing dephasing than spin defects.
Conventional wisdom holds that, since magnetic de-
fects couple to the spin degree of freedom, their effect on
dephasing of spin qubits should be stronger. Our anal-
ysis of both individual defects and uniform defect densi-
ties shows this to be incorrect. Charge defects, includ-
ing interface, border and mobile point defects, are most
deleterious for singlet-triplet qubits. The effect of charge
defects on dephasing can be reduced by going into the
far-detuned regime, since the dephasing rate is ∝ (t/|δ|)4.
At the same time, the exchange coupling ∝ (t2/|δ|), thus
in the far detuned regime the effect of charge noise is
weaker, but with the cost that the exchange gate is cor-
respondingly slower.
In summary we have constructed a picture of the po-
tential landscape seen by singlet-triplet qubits in Si and
conclude that charge defects are much more effective in
inducing dephasing than spin defects. In the process of
analyzing a specific architecture and material system, we
laid out a general framework enabling this analysis to
be extended to different types of devices, so that the
most deleterious defects can be identified in other types
of charge and spin qubits.
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5SUPPLEMENT TO: DEPHASING OF SI SINGLET-TRIPLET QUBITS DUE TO CHARGE AND SPIN
DEFECTS
Spin wave functions
The singlet and triplet spin wave functions are
|χS〉 = 1√
2
(| ↑(1)↓(2)〉 − | ↓(1)↑(2)〉)
|χT,↑↑〉 = | ↑(1)↑(2)〉
|χT,↓↓〉 = | ↓(1)↓(2)〉
|χT,0〉 = 1√
2
(| ↑(1)↓(2)〉+ | ↓(1)↑(2)〉).
(10)
We use |χT 〉 generically for any of the three triplet wave
functions.
Qubit time evolution
We work in a rotating frame of reference, in which the
effect of the rotation (1/2) (ε< + j)σz has been elimi-
nated. We subsequently follow the time evolution of the
spin, in the rotating frame of reference, in a free induc-
tion decay experiment. The time evolution of the density
matrix is given by
ρ(t) = e−i
∫ t
0
H(t′) dt′ρ(0) ei
∫ t
0
H(t′) dt′ . (11)
We need to calculate the time evolution of the compo-
nents i of the spin, Si = trσiρ, then particularize to spe-
cific initial conditions. Using the summation convention
we obtain
Si(t) =
S0j
2
trσi e
− i~
∫ t
0
H(t′) dt′σj e
i
~
∫ t
0
H(t′) dt′ , (12)
where S0j is the initial value of Sj . The time evolution
operator can be written as
e−
i
~
∫ t
0
H(t′) dt′ = cos
[
h(t)
2
]
− iσ · hˆ(t) sin
[
h(t)
2
]
,
(13)
and therefore, after some algebra, Eq. (12) becomes
Si(t) = S0i cosh(t)− ijkS0j hˆk sinh(t)
+ hˆi(t)[hˆ(t) · S0] [1− cosh(t)],
(14)
where hˆ denotes the unit vector h/|h|.
Figure 4: Defect geometry and notation. The location of the
defect is shown as a green cross. The double QD lies in the
xy-plane. (a) Projection of defect position onto xz-plane; (b)
Projection of defect position onto xy-plane.
Effective spin defect potentials
Using Fig. 4,
RL = (RL⊥, d)
RR = (RR⊥, d)
R2L⊥ = (r cos θ +X0)
2 + r2 sin2 θ
R2R⊥ = (r cos θ −X0)2 + r2 sin2 θ
(15)
The magnetic dipole corresponding to one spin s is
m = −geµBs. The gyromagnetic ratio is γe = geµB/~.
The interaction between a spin in the dot and one in the
defect is
HB,dip = − µ0g
2
eµ
2
B
8pi~R3dD
σ · [3(sd · RˆdD) RˆdD − sd]
=
1
2
µB σ ·Bdip.
(16)
We divide the effective magnetic field Bdip into a total
part and a difference part between the dots: Bdip,tot =
Bdip,L+Bdip,R and ∆Bdip = Bdip,L−Bdip,R. The qubit
states are |SLR〉 and |TLR0 〉. The total fieldBdip,tot mixes
the triplets among themselves. The zˆ-component of the
difference ∆Bdip mixes the admixture singlet with the
6unpolarized triplet. The xˆ and yˆ components of ∆Bdip
mix the admixture singlet with the polarized triplets.
The polarized triplets are split by a lab magnetic field
and are far away in energy. Therefore in principle we
only care about the zˆ-component of the magnetic field
∆Bdip, which mixes the admixture singlet and unpolar-
ized triplet. The Hamiltonian due to this inhomogeneous
magnetic field in the qubit subspace gives rise to matrix
elements in the two-electron Hamiltonian
HB,ST = −1
2
µB
(
0 ∆Bdipz
∆Bdipz 0
)
(17)
As a result, a fluctuation in this (real) magnetic field con-
stitutes a fluctuating effective magnetic field ‖ xˆ in the
qubit subspace. Unlike charge noise, HB,ST has nothing
to do with tunneling.
Dephasing rate for spin defects
For an areal density ns of spin defects with homogeneous switching time τ
Γnsφ =
τns
2~2
(
µ0g
2
eµ
2
B
4pi
)2 ∫ ∞
0
dr r
∫ 2pi
0
dθ
{
1
R3L
[
3d
RL
(sd · RˆL) − sd,z
]
− 1
R3R
[
3d
RR
(sd · RˆR) − sd,z
]}2
. (18)
We study the two extreme cases, first when sd ‖ xˆ (in-plane) and second sd ‖ zˆ (out-of-plane). For sd ‖ xˆ, we define
first the dimensionless variables r˜ = r/X0 and d˜ = d/X0, which yields Γ
ns
φ =
9d2s2dτns
2~2X60
(
µ0g
2
eµ
2
B
4pi )
2Isx(d˜), with
Isx =
∫ ∞
0
dr˜ r˜
∫ 2pi
0
dθ
[
r˜ cos θ + 1
[(r˜ cos θ + 1)2 + r˜2 sin2 θ + d˜2]5/2
− r˜ cos θ − 1
[(r˜ cos θ − 1)2 + r˜2 sin2 θ + d˜2]5/2
]2
. (19)
For sd ‖ zˆ we obtain Γnsφ = s
2
dτns
2~2X40
(
µ0g
2
eµ
2
B
4pi )
2 Isz (d˜), where
Isz =
∫ ∞
0
dr˜ r˜
∫ 2pi
0
dθ
{(
3d˜2
[(r˜ cos θ + 1)2 + r˜2 sin2 θ + d˜2]5/2
− 1
[(r˜ cos θ + 1)2 + r˜2 sin2 θ + d˜2]3/2
)
−
(
3d˜2
[(r˜ cos θ − 1)2 + r˜2 sin2 θ + d˜2]5/2 −
1
[(r˜ cos θ − 1)2 + r˜2 sin2 θ + d˜2]3/2
)}2
.
(20)
Dephasing rate for whole charge defects
We use Vwh = α
2 (ULscr − URscr). To describe a screened Coulomb potential we use its Fourier transform,
Uscr(r) =
∫
d2q
(2pi)2
e−iq·rUscr(q) ≡
∫
d2q
(2pi)2
Uscr(q) cos q · r
Uscr(q) =
e2
20r
e−qd
[
Θ(2kF − q)
q + qTF
+
Θ(q − 2kF )
q + qTF
{
1− [1− ( 2kFq )2]1/2}
]
,
(21)
where Θ is the Heaviside function. For r > 2X0
Uscr(r) =
e2qTF
4pi0r
[
1 + qTF d
(qTF r)3
− e−2kF d sin 2kF r
(2kF r)2
]
. (22)
(The expression for the regular part applies when r  d, the oscillatory part when kF r  1; both hold when r > 2X0).
For a uniform density nwh of whole charge defects, Γ
wh,n
φ = Γ
wh,n
φ> + Γ
wh,n
φ< , where Γ
wh,n
φ> =
nwhα
4τ
2~2 X
2
0
(
e2qTF
4pi0r
)2
I> and
I> =
∫ ∞
2
dr˜ r˜
∫ 2pi
0
dθ
{[
1 + qTF d
q3TFX
3
0 [(r˜ cos θ + 1)
2 + r˜2 sin2 θ]3/2
− e−2kF d
sin 2kFX0
√
[(r˜ cos θ + 1)2 + r˜2 sin2 θ]
(2kFX0)2[(r˜ cos θ + 1)2 + r˜2 sin
2 θ]
]
−
[
1 + qTF d
q3TFX
3
0 [(r˜ cos θ − 1)2 + r˜2 sin2 θ]3/2
− e−2kF d
sin 2kFX0
√
[(r˜ cos θ − 1)2 + r˜2 sin2 θ]
(2kFX0)2[(r˜ cos θ − 1)2 + r˜2 sin2 θ]
]}2
.
(23)
7For r < 2X0, letting q = 2kF q˜, Γ
wh,n
φ< =
nwhα
4k2FX
2
0τ
8pi4~2 (
e2
20r
)2I<
I< =
∫ 2
0
dr˜ r˜
∫ 2pi
0
dθ
∫ ∞
0
dq˜ q˜
∫ 2pi
0
dφ
∫ ∞
0
dq˜′q˜′
∫ 2pi
0
dφ′
(cos 2kF q˜ ·RL⊥ − cos 2kF q˜ ·RR⊥) e−2kF dq˜
[
Θ(1− q˜)
q˜ + q˜TF
+
Θ(q˜ − 1)
q˜ + q˜TF
{
1− [1− ( 1q˜ )2]1/2}
]
(cos 2kF q˜
′ ·RL⊥ − cos 2kF q˜′ ·RR⊥) e−2kF dq˜′
[
Θ(1− q˜′)
q˜′ + q˜TF
+
Θ(q˜′ − 1)
q˜′ + q˜TF
{
1− [1− ( 1q˜′ )2]1/2}
]
.
(24)
The vector q˜ = q˜ (cosφ, sinφ), this defines the polar angle φ of q, and
q˜ ·RR⊥ = q˜ X0 [cosφ (r˜ cos θ − 1) + sinφ (r˜ sin θ)]
q˜ ·RL⊥ = q˜ X0 [cosφ (r˜ cos θ + 1) + sinφ (r˜ sin θ)].
(25)
Dephasing rate for dipole charge defects
Here UDdip = 2l⊥ · ∂U
D
scr
∂RD⊥
+ 2lz
∂UDscr
∂d , and Γ
dip,n
φ = Γ
dip,n
φ> + Γ
dip,n
φ< . For r > 2X0, Γ
dip,n
φ> =
ndipα
4τ
2~2X40
( e
2
2pi0rq2TF
)2J> with
J> =
∫ ∞
2
dr˜ r˜
∫ 2pi
0
dθ
{[
qTF lz
[(r˜ cos θ + 1)2 + r˜2 sin2 θ]3/2
− 3 (1 + qTF d)(RˆL⊥ · l⊥/X0)
[(r˜ cos θ + 1)2 + r˜2 sin2 θ]2
]
−
[
qTF lz
[(r˜ cos θ − 1)2 + r˜2 sin2 θ]3/2 −
3 (1 + qTF d)(RˆR⊥ · l⊥/X0)
[(r˜ cos θ − 1)2 + r˜2 sin2 θ]2
]}2
.
(26)
For a uniform density ndip and l = l lˆ, we have Γ
dip,n
φ< =
ndipα
4X20 l
2τ
2~2
(
e2
0r
)2(kF
pi
)4
J<
J< =
∫ 2
0
dr˜ r˜
∫ 2pi
0
dθ
∫ ∞
0
d2q˜ [(lˆ⊥ · q˜ sin 2kF q˜ ·RL⊥ + lˆz q˜ cos 2kF q˜ ·RL⊥)− (lˆ⊥ · q˜ sin 2kF q˜ ·RR⊥ + lˆz q˜ cos 2kF q˜ ·RR⊥)]
e−2kF dq˜
[
Θ(1− q˜)
q˜ + q˜TF
+
Θ(q˜ − 1)
q˜ + q˜TF
{
1− [1− ( 1q˜ )2]1/2}
]
∫ ∞
0
d2q˜′ [(lˆ⊥ · q˜′ sin 2kF q˜′ ·RL⊥ + lˆz q˜′ cos 2kF q˜′ ·RL⊥)− (lˆ⊥ · q˜′ sin 2kF q˜′ ·RR⊥ + lˆz q˜′ cos 2kF q˜′ ·RR⊥)]
e−2kF dq˜
′
[
Θ(1− q˜′)
q˜′ + q˜TF
+
Θ(q˜′ − 1)
q˜′ + q˜TF
{
1− [1− ( 1q˜′ )2]1/2}
]
.
(27)
