If we interpret the macroscopic time derivatives as the time average of microscopic time derivatives, there is a natural large deviation theoretical framework associated with this average. It turns out that the accompanying rate function is the Onsager·Machlup Lagrangian (after introducing Gaussian approximation). Thus Onsager's principle has a large deviation theoretical interpretation, and seems to be an example of an apparently general principle that the rate function of microscopic dynamics governs the phenomenological time evolution of macroscopic quantities. § 1. Introduction
If we interpret the macroscopic time derivatives as the time average of microscopic time derivatives, there is a natural large deviation theoretical framework associated with this average. It turns out that the accompanying rate function is the Onsager·Machlup Lagrangian (after introducing Gaussian approximation). Thus Onsager's principle has a large deviation theoretical interpretation, and seems to be an example of an apparently general principle that the rate function of microscopic dynamics governs the phenomenological time evolution of macroscopic quantities. § 
Introduction
Quite a few attempts have been published on the foundation of nonequilibrium statistical thermodynamics, but few seem to pay serious attention to the definition of macroscopic time derivatives in terms of microscopic quantities. The idea that macroscopic time derivatives are not microscopically instantaneous was used explicitly by MorF) long ago. Actually Onsager's demonstration of reciprocity2) used this already. Thus, we should pay due attention to the physically natural definition of macroscopic time derivatives in the construction of nonequilibrium statistical thermodynamics.
In the present paper a full account is given of the large deviation (LD) theoretical interpretation of Onsager's principle, which was briefly discussed in Ref. 3) . This is accomplished through studying certain consequences of the microscopically noninstantaneous definition of macroscopic time derivatives. From this point of view Langevin equations can be understood as the equations modeling the fluctuations in the mesoscopic-scale time averages of microscopic time derivatives. It is then natural to expect that the LD theory4)-6) for the time average of microscopic time derivatives plays a crucial role in nonequilibrium statistical thermodynamics.
Since the variational principle of equilibrium statistical mechanics (Gibbs' variational principle),7),6) and that of dynamical systems (the variational principle for the topological pressure)8)-10) have natural LD interpretations, it is not surprising that Onsager's theory also has a natural LD framework. Eyink ll ) has proposed to identify the rate function for the large deviation around the hydrodynamic limit and the Onsager-Machlup action l2 ) based on the work by Kipnis, Olla and Varadhan l3 ) and by Spohn/ 4 ) and gave a LD framework to Graham's work. 15 ) In this paper we show that nonequilibrium phenomenology (linear irreversible thermodynamics) and the LD theoretical tools can be used to deduce such basic results as the Green-Kubo formulas and Langevin equations for systems obeying classical y. Oono physics. For systems obeying quantum mechanics, an analogous LD framework can be constructed. In this case, however, there is an extra complication due to the non-commutativity of the quantities, so the large deviation theoretical framework itself needs some adaptation. Although certain consequences will be mentioned, a full exposition of quantum mechanical cases will be given elsewhere, since the essence of the LD argument is clearly exhibited classically. The LD theoretical analysis of the microscopic fluctuations suggests a generalization of the Onsager-Machlup theory of nonequilibrium processes;l2) the level-1 rate function for the fluctuations of the short-time averages of the time derivatives is the Lagrangian in this generalization. 3 ) This is an example of an apparently general principle that the rate function for the microscopic fluctuations governs the macroscopic phenomenology when their time scales are well separated. In this paper, to highlight the role of averaging (coarsegraining) along the time axis, equally important spatial average (coarse-graining) will not be discussed. In other words, we will discuss only the 'lumped' systems instead of 'distributed' systems for simplicity. A complete picture of nonequilibrium statistical thermodynamics should of course be given by the space-time large deviation approach, and the rate function in this case would become the Lagrangian density for the macroscopic phenomenology. In § 2, Mori's non-instantaneous definition of macroscopic phenomenological time derivatives l ) is introduced. This requires statistics along the time axis. In § 3, the necessary statistics along the time axis is considered. In § 4, the rate function for time derivatives is considered and the Green-Kubo relation is derived in the LD framework. In § 5, the rate function obtained iIi § 4 is identified with (actually, is shown to be a more general formula for) the Onsager-Machlup Lagrangian. Section 6 is devoted to concluding remarks. Throughout the paper the Boltzmann constant is set to unity. A rudimentary knowledge of LD is assumed. § 
Macroscopic time derivatives
Mori argued in his seminal paper!) that the macroscopic or phenomenological time derivatives should be the time average of microscopic derivatives. Suppose a macroscopic variable Q has its microscopic counterpart P, and the ensemble average (denoted by < » of P gives Q. Then Mori proposed
where dP/dt is the time derivative of P as a mechanical variable, the ensemble average Ot is over the ensemble at time t, and r is the so-called plateau time, which is much larger than the microscopic characteristic time but much shorter than the macroscopic characteristic time; it could be called the mesoscopic time scale. The resultant macroscopic theory should be insensitive to the choice of r, which may be analogized with the cutoff in the renormalization group theory. Introduction of such a time scale may sound arbitrary, but if there were no such time scale, we could hardly expect a useful phenomenological theory. The definition (2 ·1) fits Onsager's theory2) quite well. His regression hypothesis reads (2·2)
Here the values of the macroscopic variables Q at t are fixed, because they do not change appreciably within Lit. This corresponds to the fact that in Onsager's principle of least dissipation of energy2) variation is only with respect to Q.
We can rewrite (2·1) as
Here the distribution function Mr(t) (or the probability measure Mr(t) on the phase space; henceforth, 'measure' will always be used instead of 'distribution function') reads
where x;(t) is the phase point at time t of the i-th sample from the ensemble, N is the number of samples to take the empirical statistics, and (Jx is the unit measure concentrated at x. Notice that the average along the time axis is taken as well as the ordinary ensemble average over samples.
The expectation value of a function defined on the phase space with respect to Mr(t) gives the actually macroscopically observed value of the corresponding quantity. Since the main purpose of the present paper is to explore the implications of the average along the time axis, (the LD with respect to) the ensemble average will not be discussed. We simply drop the average over N samples which can easily be recovered if necessary. Although the spatial average over the coarse-graining volume must be taken into account as well, in order to highlight the role of coarsegraining along the time axis, this paper will not discuss the large deviation with respect to the coarse-graining volume, which would lead us to the LD formulation of the so-called Q-expansion. 16 ), 17) Thus, the full nonequilibrium statistical thermodynamics must study the large deviation with respect to the space-time coarsegraining volume. Just as discussed in the introduction, this volume corresponds to the cutoff size in the renormalization-group theory; without such volume we can hardly expect well-defined phenomenology. The correspondence strongly suggests that macroscopic phenomenology should be obtained as a fixed point of an appropriate renormalization procedure.
In a more standard approach to obtain the hydrodynamic limit/ 4 ),l1) spatial coarse-graining is used, but coarse-graining along the time axis is not usually employed. Instead, a macroscopic time r is introduced as a scaled time 6t, where 6 may be (the square of) the ratio of the micro and macro length scales. In the 6 ..... 0 limit, the macroscopic phenomenology is extracted. It is thought that in this approach one may freely replace the true time derivatives with its coarse-grained counterparts. From a more physical and operational point of view, this is putting the cart before the horse. The space-time coarse-grained value is the actual one we observe macro-scopically, and the spatially coarse-grained instantaneous value is close to it, so one may replace the former with the latter. Notice that a mathematically justifiable procedure need not be a physically and intuitively natural procedure. A good example is dynamical critical phenomena. Renormalization group approach usually uses only spatial coarse-graining. However, intuitively and pedagogically the best way to introduce dynamical scaling is the space-time Kadanoff construction. 18 ) Technical dispensability of coarse-graining along the time axis does not imply that there is no such procedure involved in the actual physical (observation) process.
Let us consider the phenomenological linear irreversible thermodynamic equation: 19 ) (2·5)
where Lap are the Onsager coefficients, S the entropy and the Greek suffices denote various phenomenological quantities. The summation convention is implied throughout the paper. This equation gives the autocorrelation function Ca(t) of Qa whose time derivative in the t~ +0 limit does not vanish. In contrast, if we interpret Qa to be a conditional ensemble average (such that <P>= Q(t)) of instantaneous derivatives, then the autocorrelation function at time t=O is flat as a function of time due to the smoothness of microscopic mechanics. Hence there is a potential paradox. We can easily avoid this by adopting the non-instantaneous definition of the macroscopic time derivative. In the conventional approach to justify the hydrodynamic limit using the instantaneous definition of macroscopic time derivatives, the t~ 0 limit is taken first and the time t in (2·5) is interpreted as the macroscopic time r. Since r~O limit and t~ 0 limit are not commutative, the paradox is avoided. From our point of view, this means that the replacement of the space-time coarse-grained quantity with the space coarse-grained quantity does not introduce extra conceptual difficulty. § 
Statistics along time axis
The measure M,(t) may be interpreted as an empirical measure obtained by taking statistics along the time axis from time t to t + r. We study the level-2 rate function ]<2) of this empirical measure (for the rudiments of large deviation theory, see Ref.
3)). Our basic hypothesis is that the rate function exists. The existence of the rate function for Markov processes, many chaotic dynamical systems, etc. is already established, but just as equilibrium statistical mechanics often assumes the existence of the thermodynamic limit, we assume the large deviation principle asserting the existence of the rate function. Crudely speaking, the level-2 rate function I~~)())) implies
where M, denotes the empirical distribution averaged over r ((2·4) without the average over samples), ~ roughly implies the approximate equality, ~ implies that the logarithmic ratio of both sides is asymptotically unity in the r~oo limit, and f.1.o is the sampling measure of the initial conditions at time t. Thus the statistically most probable measure (i.e., the observable measure) is the one which minimizes the level-2 rate function. The rate function for the empirical measure with the initial sampling at time t specified by the sampling measure f-lo reads where the supremum is taken over continuous functions on the phase space.
The fundamental idea of Mori about the transport state l ) is that if the initial ensemble is a local equilibrium ensemble with the same expectation values for the macroscopic observables as the true nonequilibrium ensemble, then the time evolution during the mesoscale time r is sufficiently long to convert the local equilibrium measure into the true nonequilibrium measure which can correctly describe the transport phenoI?ena. From the LD point of view, this can be interpreted as follows.
If the sampling measure f-lo for the initial states is given by the local equilibrium measure f1.L, then the level-2 rate function for the measure)) on the phase space can be computed well within the plateau time r. We adopt this idea and drop limr_oo in the following. In any case, if there is no such time scale as r, then microscopic and· macroscopic time scales cannot be separated clearly. Consequently, we cannot expect any well-defined and self-contained macroscopic phenomenology like thermodynamics. From the LD point of view, the true implication of the well separatedness of the macroscopic and microscopic time scales is that the rate function for the microscopic fluctuations converges well within the time scale of macroscopic changes.
(If the system is not in a macroscopically steady state, then the obtained rate function could still depend on time, but it changes slowly at the macroscopic time scale.)
The measure which maximizes (3·2) (i.e., which is the most plausible) without any auxiliary condition can be computed easily as
Notice that, except for the time averaging operation, the piece J
f-lo(dx(t))8(x-x(s))
is the form used in the so-called information theoret1cal approach to nonequilibrium statistical operators. 20 ) In the latter approach f-lo is given by the generalized canonical measure (local equilibrium measure): .
where Ita is the Lagrangian multiplier which can be identified with the thermodynamic conjugate field of Qa near equilibrium and a denotes various variables (and spatial coordinates if necessary). Following the standard references of information theoretical approaches, (3·3) can be transformed into
where Ts is the time evolution operator. If we ignore the averaging operation over time s in (3·5) (required due to our definition of macroscopic time derivatives), the formula is essentially the same as the one given by Zubarev,21), 20) and has been used to derive the Green-Kubo relation. 22 ),23) Note that (3·5) is, although trivial, a result of level-2 LD theory. The rate function is a sum of the rate function for the intial condition (this is the Kullback-Leibler entropy due to Sa nov's theorem), and the one for the time evolution (3·2). This structure is reminiscent of that of the level-l rate function given by Kipnis, Olla and Varadhan. 13 ) If we respect Onsager's original idea,2) the transport coefficients must be obtainable without any nonequilibrium process; we may get them from the study of equilibrium fluctuations only. In an equilibrium state in which ILL = f1e, the dynamical invariance of f1e implies that the measure (3·5) must reduce to the equilibrium measure as trivially seen from (3·3). Hence, the measure (3·5) cannot describe the dynamics (= time dependence) of fluctuations in equilibrium states. Then, it is obvious that (3·5) does not correctly describe the fluctuations away from equilibrium, either. It is a rather paradoxical situation, since (3·5) should be more accurate if the state is closer to equilibrium (or if the ex,ternal perturbation is weaker). This defect is due to ignoring the time derivatives of observables as we will see soon. § 
Statistics of time derivatives and fluctuation-dissipation theorem
The average of Pa over Mr gives the empirically observable value. The average of Fa over Mr is the macroscopic time derivative of Qa. The contraction principle 4 )-6) from the level-2 to the level-1 gives the rate function for the observables. Crudely speaking, the level-1 rate function I~~)(a) implies Probability (Ar~a)~exp (-rI~~)(a)), where Ar is the average of the value of an observable A for a period of length f, and f10 is, as before, the sampling measure of the initial conditions. The meanings of ~ and ~ are the same as in the level-2 rate function (3·1). Thus the most probable value for Ar is given by such a that makes the rate function vanish. Q and F, respectively) . The level-1 rate function for Q reads (4 ·1) where the infimum is taken over all the probability measures on the phase space such that the average of F is given by Q.
The measure f1 at time t (precisely speaking, at around time t, which is not microscopically instantaneous), which gives the conditional infimum of (4 ·1), can be used to compute the macroscopic averages of other observables under the condition that the value of Q is specified (see, e.g., Ref. 6) for simpler cases):
-lo(dx(t»e-raf;+rdSPa{S)
979 (4 ·2) where Ya is a parameter (Lagrange multiplier) chosen so that the average of P with respect to JL is equal to Q. If the system is in equilibrium, J-lo is the true equilibrium state JLe.
To understand the structure of (4·2) better, let us consider the piece inside the time average:
J-lo(dx(t »o(x -xes»~ e-raf;+rdSPa(S) = J-lo(dx(t »O(X -x(s»e-ra(Pa(tH)-Pa(t». (4·3)
This is the joint statistical weight at time s, time t and time t + r. In strict equilibrium, the factor e-ra(Pa(tH)-Pa(t» must be identical to the equilibrium transition probability, e(S(tH)-S(t))l2. For small fluctuations we may assume that the entropy is quadratic, and has the structure S~ -xapQaQp/2. Here, we assume that the equilibrium expectation values are already subtracted (or set to zero) for Q. Although we have not discussed the spatial coarse-graining, since we are discussing lumped systems, Q and P are close; notice that in the conventional derivation of the Green-Kubo formula, it is assumed that P does not change very rapidly compared with P. Hence, we have
S(t+ r)-S(t)~ -XapPa(t)(Pit+ r)-Pp(t»~ -Aa(Pa(t + r)-Pa(t» , (4 ·4)
where A is the necessary conjugate field (-as/aQ). Therefore, we have Ya=Aa/2 + O(Ll), where Ll stands for the deviation from the true equilibrium. This discrepancy should be negligibly small when Mori's idea mentioned above is correct.
Let us compute Qa, assuming that the system is classical and in strict equilibrium (J-lo=JLe)(we set t=O without any loss of generality due to the time shift invariance of equilibrium states). We assume fluctuations are small, so we may expand the exponential factor to have
The average of P in equilibrium is zero, so we get (4 ·6) Here the reversibility of equilibrium dynamics (not necessarily the microscopic reversibility) and the assumption that r is sufficiently larger than the microscopic correlation time have been used. Comparing this equation with the standard phenomenological equation, Qa= -~LapAp (note that Ap= -as/aQp) or (2·5)/9) and taking into account that A could be varied, we obtain the Green-Kubo formula:
where r is usually set to be equal to 00. In this derivation, a strictly equilibrium ensemble is used. Notice that the above derivation of the Green-Kubo formula works even when the system is slightly away from equilibrium, so long as we may ignore the first order correction L1 due to nonequilibrium. In the case of general steady states there is no way to relate r to known macroscopic parameters, since there is no widely accepted phenomenology. In the above case, fortunately we could employ equilibrium statistical thermodynamics to fix r. If we assume the' Green-Kubo relation, (4'6) fixes r in terms of phenomenological quantities. There is an unusual element in the above derivation of the Green-Kubo relation. 24 ) The ensemble used in the calculation is specified by the value of Q instead of Q in contrast to Onsager's original formulation. In the linear case, however, there is no distinction, because Lap is a positive definite matrix, so specifying Q and Q are equivalent.
In the quantum mechanical case (4'2) needs a crucial modification. When f.1.o (at time t) is the equilibrium density matrix proportional to exp( -H), we have (4 ·8) Here J dxo(x-x(s» formally implies that an observable P to which this operator is applled must be replaced with the corresponding Heisenberg operator P(s) in TrJ1P.
Computing Qa as in (4'5), but respecting the non-commutativity of H and other operators, we get the standard formula corresponding to (4·6) with the so-called canonical correlation function. 23 ) A full exposition of the quantum mechanical case will be given elsewhere. As can be seen from this modification, we need important modifications in the large-deviation theoretical framework. There is, however, a more important and subtle problem about the definition of the observable macroscopic time derivative, although the above-mentioned result suggests that (2·1) is meaningful.
Here, for simplicity, only systems without mode-mode coupling terms or nondissipative terms have been considered, but taking them into account is formally straightforward. The extension of the theory (derivation of the Green-Kubo relation, etc.) to the spatially nonuniform cases is also straightforward; one has only to interpret suffices {a} to include spatial coordinates as well. In this case, the rate function for the spatial average must converge well within the macroscopic volume element. If not, 'as stressed by van Kampen,25) no general assertion can be claimed. r § 5. Transition probability and Onsager-Machlup path integral So far we have considered a system at a single macroscopic instant t. The result is an estimate of macroscopic time derivatives of observable quantities in the equilibrium system If we compute the probability for Q ~ q under the condition that at time t the macroscopic observables are given by Q=q, then the probability can be interpreted as the transition probability from the state with q to that with q+rq in r:
Thus we may write
with the aid of an appropriate local equilibrium measure (3·4) (and with the help of Mori's idea). This was interpreted as a form of Onsager's principle in Ref.
3).
Since we assume that the rate function for Q is completely determined by the ensemble at time t through IlL(t), the local equilibrium measure at time t, the 'mesoscopic dynamics' is inevitably Markovian. Hence, the probability for a meso scopic (coarse-grained) path {q(nr)} (n=O, 1, ... , M~ tjr-l) (the probability of a macroscopic history) can be written as
where IlL(t) is the generalized canonical measure at time t which gives the expectation value Q(t) for macroscopic observables. Macroscopically, r is infinitesimal, so the sum in the exponential factor of (5'4) is a Riemann sum. Hence, we may write a path integral for the path probability:
P({Q(S);SE[t, t']}IQ(t))=P({Q(s);sE[t, t']}IQ(t))ocexp( -It'dsI~i)(S)(Q)).
(5 '5) This is actually a generalization of the Onsager-Machlup path integral. 12 ) To see this, let us construct a phenomenological approximation to the rate function appearing in the path integral (5'5). We know the most probable value of q, which is given by the linear phenomenology (2'5) or q a=LapoSjOqP. For small fluctuations, we may expand the rate function as
The Green-Kubo relation derived in the preceding section from the LD point of view implies rail = Lap, if the system is sufficiently dose to equilibrium. This can be seen as follows. 3 ) From the definition of the covariance of Gau$sian statistics zrail/r =<QaQp)-<Qa)<Qp). Note that <Qa)= D(Ll). Hence to order Ll, the subtraction term can be ignored and IlL can be replaced with /-Ie. We get
Thus when we may use the Gaussian approximation to the rate function, (5·5) is the Onsager-Machlup path integral. § 6. Concluding remarks It is well known that the Boltzmann(-Einstein) principle:
where W( q) is the equilibrium statistical weight for Q = q, is actually a level-l large deviation formula.
Onsager compared the principle of the least dissipation of energy with Boltzmann's principle, and proposed its statistical interpretation: The joint probability W(q(t+r), q(t)) of Q(t)=q(t) and Q(t+r)=q(t+r) is written as
) calls this Onsager's principle (the factor 1/2 in front of the last term in the curly brackets is due to Hashitsume). Our large deviation consideration implies that
W(q(t + r), q(t))cx:exp[S(q(t))-rIml Q-(t))] , (6·3)
where /-l(t) is the true distribution at time t, which may be replaced with /-lL(t), the local equilibrium measure at t. This is the large deviation theoretical interpretation of Onsager's principle, and is equivalent to Eyink's fluctuation-dissipation hypothesis.
)
Onsager's formula is the Gaussian approximation to this formula. Therefore, Onsager would have written down (6·3) instead of (6·2), if large deviation theory were known to him. The principle (6·3) exhibits an apparently general principle that macro dynamics is governed by the rate function of its microscopic fluctuations. This is the essence of the regression hypothesis. As was remarked already above, the nonequilibrium statistical thermodynamic framework should be based on the large deviation theory of space-time coarse-graining. In this case the rate function will become the Lagrangian density governing the space-time behavior of the system at the macroscopic level.
Since the Onsager-Machlup path integral implies a Langevin equation, we have also derived Langevin equations. The assumption is that the rate function for the microscopic fluctuations converges well within the characteristic time scale of macroscopic observables. This is the LD content of Mori's fundamental assumption about transport states. The fundamental meaning of the well-separatedness of the time scales is that the LD function of microscopic fluctuations converges well within the macroscopic time scale. Since the essence of the theory of Brownian motion is the well-separatedness of the time scales, it is not surprising that we can derive Langevin equations.
We may conclude that if the rate function(aI) for the probability measure of the fluctuations of observable quantities due to microscopic dynamics can reach its asymptotic value within a sufficiently short time compared with the macroscopic time scale (i.e., the rate function for microscopic fluctuations converges well within the macroscopic time scale), there is a well-defined macroscopic phenomenology, which can be constructed as an application of large deviation theory almost without refer-ring to any microscopic dynamics.
