Abstract-In this paper, the concept of non-desynchronizing bits (NDBs) is defined in the context of H.264 video as a bit whose inversion does not cause desynchronization at the bitstream level or change the number of decoded macroblocks. We established that, on the whole, NDBs make up about a third (about 30%) of a bitstream, and that their flipping effect on visual quality is mostly insignificant. In most cases (90%), the PSNR value obtained when modifying an NDB is very close to the intact value. The performance of the proposed non-desync-based decoding framework, which retains a corrupted packet, under the condition of not causing desynchronization, has been compared to the JM-FC and a state-of-the-art concealment approach using the STBMA approach, and on average, respectively, provides 3.5 dB and 1.42 dB gain over them.
I. INTRODUCTION
Although high efficiency video coding (HEVC) [1] provides better coding efficiency, H.264 [2] is still the most widely used standard because it provides a good compromise between coding efficiency and computational complexity and is widely deployed in decoders [3] . Because of the high compression performance of video coding standards (such as H.264/MPEG advanced video coding (AVC)), the compressed stream is more vulnerable to transmission errors, and an error can propagate from one frame to consecutive ones and lead to persistent visual artifacts [4] . Different error concealment (EC) approaches have been proposed in the literature [5] , which try to conceal lost areas by exploiting the inherent correlations between spatially [6] or temporally [7] adjacent pixels, or both [8] , [9] .
Packets partially damaged due to transmission errors may contain valuable information that can be used to enhance the visual quality of the reconstructed video [10] , [11] . A standardized transport protocol, lightweight user datagram protocol (UDP-Lite), allows partially damaged packets to be delivered to the application layer instead of having them discarded upon reception [12] . However, the application layer should be responsible for deciding whether to retain the corrupted packets or throw them away.
In this work, we are more focused on utilizing the corrupted packets to demonstrate when it is most beneficial to keep them instead of discarding them and propose a new robust decoding approach. In the literature, much of the effort on the syntax analysis has been dedicated to error detection capability of the syntaxes. In [10] , [13] , the authors illustrate the exploitation of syntax elements in corrupted packets to detect non-valid syntaxes or semantic errors and eventually save unharmed macroblocks (MBs) in the corrupted packet and apply EC on the rest of the MBs. But as we know, the error detection location is not always the same as the error occurrence. This distance, as presented in [10] for low resolution QCIF sequences, is on average 15 MBs for an inter frame. Due to the predictive nature of video coding, the wrongly decoded MBs will drastically degrade the visual quality of the subsequent frames.
In other works such as [14] and [15] , the authors examined the effect of an isolated error on visual quality by applying the error randomly on different parts of the coded packet. For instance, the impact of a random bit error, in the payload and header, on the visual quality is investigated separately in [14] . In [15] , the authors examined the effect of an isolated error in each syntax element of H.264 on visual quality. By simulation on only low resolution QCIF sequences, they presented which syntaxes are less sensitive to an isolated error. They also showed that if an error hits these syntax elements, decoding those corrupted packets leads to better quality than using slice level concealment. But as known, the error may create another valid (but wrong) codeword and the effect of such error may appear in the following syntaxes or MBs. Therefore, this is not realistic since, in an erroneous packet, it is more likely to not detect the error in the exact position. The sensitivity of a syntax to errors depends on how the syntax has been coded and how the following syntaxes depend on it. For example, one isolated bit error on a specific part of an Exponential Golomb Code (EGC) syntax could cause direct desynchronization, which makes it highly sensitive to errors, while the other bits of the same syntax do not cause any desynchronization effect. Unlike [15] , we look for the least sensitive bits of each syntax element, the bits that errors on them will not cause any desynchronization. In [16] , the authors identified some of the bits for the ciphering in their encoding stage, which has little to no influence on the decoding, for generating different replacement codewords to perform encipherment within the compression.
Our contributions in this work are as follows: we identify and analyze the most common non-desynchronizing bits (NDBs) of each syntax element of H.264 context-adaptive variable-length coding (CAVLC) sequences. We present the percentage of NDBs in typical video bitstreams; we examine the effect of individual errors on the NDBs to confirm that they have an insignificant impact on visual quality. With all the new knowledge we acquire on NDBs, we propose a robust decoding approach that retains the corrupted packets for which only NDBs are erroneous. This new complementary approach can work in conjunction with EC approaches (especially at low error rates), and it could be useful in broadcast and low-latency applications, such as the Internet of Things (IoT), transport and remote control of devices [17] - [20] . This paper is organized as follows: Section II describes the NDBs of H.264 coded sequences. The frequency of the NDBs and their effect on visual quality are presented in Section III. The proposed framework based on keeping corrupted packets, as well as the simulation results, are presented in Section IV and Section V, respectively, followed by concluding remarks in Section VI.
II. SYNTAX ELEMENT ANALYSIS
In this section, we look at the syntax elements in H.264 baseline profile to identify their NDBs. A bit is identified as an NDB if its inversion satisfies two conditions:
• It does not cause desynchronization of the bitstream when decoding.
• It does not change the number of decoded MBs. Note that we assume that each slice normally contains one row of MBs. 
The value of an EGC, based on its type being signed-EGC (SGC) or unsigned-EGC (UGC), is decoded as follows [2] : 1) Count the number of zeros (N ) until the first bit 1.
2) Read N bits after the first bit 1 (INFO).
It is obvious that if an error occurs in the zero-prefix part of an EGC or changes the middle bit "1" into 0, it will directly desynchronize the bitstream from that point forward because of incorrect parsing of the following syntax elements. However, an error in the INFO part (shown with X i in Eq. (1)) does not have a direct desynchronization effect on the bitstream. Thus, all the INFO bits are possible NDBs. Some examples of EGC are presented in Table I . The INFO bits of an EGC are not always categorized as NDBs. For instance, in the mb_type case, the "00100" pattern describes an inter (P)-MB, and motion syntaxes are parsed at the next step of the decoding process, while no such syntaxes exist following the "00110" pattern, which describes an intra (I)-MB. Therefore, although the bold bit zero in "00100" and the bold bit one in the "00110" pattern are INFO bits of EGC, they are not categorized as NDBs. Flipping an NDB should not affect the meaning of the syntax (although the value will change) and this should be studied individually for each syntax. We will now study the two most common syntax elements in H.264; mvd_l0 and trailing_ones_sign_flag (T1).
mvd_l0: The motion vector (MV) is a key element for exploiting temporal redundancy in a P-MB, and provides significant compression. The mvd_l0 syntax is comprised of a pair of SGCs, one for the x, and the other for the y components, which represents the difference between the actual MV and the predicted one from the available neighbors. As mentioned previously, a bit error in the INFO part of an SGC does not cause any desynchronization at the bit level. Therefore, all the INFO part bits of x and y components of the mvd_l0 syntax are categorized as NDBs. The only issue of an NDB associated with an MV is the propagation of an erroneous MV (without any effect on the bit level) to the following ones. This is discussed in detail in section III-B.
trailing_ones_sign_flag (T1): The first parsing syntax present in the residual block is the pair value of the coeff_token 978-1-5386-5602-0/18/$31.00 ©2018 IEEE syntax, as TrailingOnes and TotalCoeff, which signal the number of coefficients with ±1 values and the total number of non-zero coefficients (out of 16), respectively. The sign of each TrailingOnes is signaled by a single bit (0/1) in the trailing_ones_sign_flag (T1) syntax. The zero value (bit 0) of the syntax means that the corresponding coefficient is +1, otherwise, it is -1. Since the T1 syntax does not have any direct or indirect desynchronization effect on the bitstream, its corresponding bits are categorized as NDBs.
Other NDBs: We characterize all the other NDBs by using its definition. If a bit is flipped and still satisfies the two conditions in the definition, which imply that 1) the corrupted packet is decodable, and 2) the number of decoded MBs in the packet is correct, then the bit is categorized as an NDB. This includes all the NDBs in other syntax elements, except the bits corresponding to the mvd_l0 and T1 syntaxes.
III. ANALYSIS OF THE NDBS
In this section, we will look first at the frequency of NDBs, and then at the effect of flipping each NDB on visual quality. To measure this, the first 60 frames of the following sequences-CIF (352×288) (foreman), 4CIF (704×576) (crew), 720×480 (driving) and 720×576 (walk)-are coded in IPPP. . . format (Intra refresh rate of 30 frames) using the H.264 Baseline profile with the Joint Model (JM) software, version 18.5 [21] . Each slice contains a single row of MBs.
A. Frequency of occurrence of the NDBs
In the first simulation, we sequentially invert all bits (flip individual bits one at a time) in each slice, and then the JM software is used to decode the corrupted packet. Each corrupted packet falls under one of the following categories:
1) It is not decodable (syntax/semantic error).
2) It is decodable, but the number of decoded MBs is not correct. 3) It is decodable, and the number of decoded MBs is correct. Note that only the last category contains all the NDBs since it satisfies the two conditions in the definition of the NDB. Fig. 1 shows the percentage of each category for the crew sequence at quantization parameter (QP) 32. As can be seen, flipping a single bit in the packet results in it being nondecodable in more than half of the cases (average 57.5%). On the other hand, on average, around 32.5% of the bits belong to the third category, which means that flipping those individual bits will not cause any desynchronization at the bit level, and the number of decoded MBs is also correct. Almost the same percentage is observed for the other QPs.
More detailed percentage values of the third category are presented in Table II . As shown, the predominant NDBs are different for low and high QP values. For instance, at low QP values, they originate mostly from the residual syntax (T1), while at higher QP values the mvd_l0 syntax constitutes the majority of the NDBs. By averaging over different QP values for the crew sequence, we see that 32.9% of the bitstreams contain NDBs. We conducted this simulation for several other video sequences, and the percentage of "known NDBs" (NDBs of T1 and mvd_l0) are also presented in Table II .
B. Visual quality measurements of the NDBs
Although the NDBs do not have any effect on the bitstream level, they may cause some context modification. In this subsection, to examine the effect of the NDBs on the visual quality, each is flipped individually, and the peak signal-tonoise ratio (PSNR) is calculated on the corrupted frame. Fig. 2 depicts the percentage of PSNR degradation for each NDB (the difference between the corrupted and the intact frames) in the crew sequence. For QP values of 22, 27, 32 and 37, respectively, around 96%, 92%, 88% and 90% of the error events still lead to PSNR values very close to the intact value (with less than a 0.05dB difference). As we can see, there are more cases with higher PSNR drops (>0.05dB) for higher QP values. From different simulations, we observed that the NDBs of mvd_l0 are the more sensitive than those of other NDBs in terms of PSNR degradation. This is because a wrong MV does not only affect the current MB but propagates to the following MVs due to the coding of the residual MV. The propagation can stop when there is an I-MB or when the contribution of the wrong MV disappears from the calculation of a subsequent MV. Fig. 3 : PSNR of all NDBs on slice index 11 and frame index 44 of the crew sequence at QP 32 using box plots [22] .
Thus, an erroneous NDB of an MV, without having any desynchronization effect on the bitstream, may still significantly affect the visual quality. This is demonstrated in Fig. 3 , which shows the PSNR distributions of a slice in the crew sequence. We divided the NDBs of the MV syntax into the sign bit (least significant bit (LSB)) and Non-Sign bits. This division reveals that there are more outliers (as shown with '+' red symbol) in the case of sign bits, and the quality drops more severely with them as compared to the other cases.
However, it is worth mentioning that the percentage of MV sign bits is very small versus the whole bitstream, standing at about 5%, even in higher QPs (see Table II ). Furthermore, not all of them can result in a significant PSNR degradation. As shown in Fig. 3 , the median value (red line in the middle of the box) of each box is very close to the intact one; as well, the lower and higher bands of boxes (25-75 percentile of the data) confirm that the effect of flipping NDBs on the visual quality is insignificant and probably restricted to a very small area. Similar results are obtained with other video sequences.
IV. PROPOSED NON-DESYNC-BASED DECODING

FRAMEWORK
With all the new knowledge we have acquired on NDBs in the previous section, we now propose a robust decoding framework that retains the corrupted packets if the following two conditions are met:
1) the received corrupted packet should be decodable which means there is no syntax or semantic error, otherwise the decoder crashes, and 2) the number of MBs in the corrupted slices should be correct.
When those conditions are satisfied, we decode and render the received corrupted packet (i.e. consider it as the best candidate). Otherwise, we discard it and perform EC. The proposed approach is illustrated in Fig. 4 as 2 and 4 for two well-known EC approaches: (i) frame copy (FC) concealment by JM, (ii) a state-of-the-art concealment approach using the spatiotemporal boundary matching algorithm (STBMA) [23] . The first approach is the common frame copy concealment by JM in which the corrupted slice is ignored and replaced by the same slice from the previous decoded frame. The other approach is a state-of-the-art concealment approach using the STBMA, which is a superior but complex method of MB level error concealment [23] .
To investigate the performance of the proposed approach, we propose to add a primary processing step before each EC approaches. First, the received corrupted packet is decoded if a corrupted packet satisfies the two conditions (this can be simply validated by decoding the corrupted packet whitout any crash or error status), which means that, most probably, one of the NDBs in the packet is hit by the error. Therefore, we keep the corrupted packet only in this case instead of ignoring it and performing any concealment. Otherwise, one of the EC approaches is employed to handle the corrupted packet. It is worth mentioning that the proposed approach can be combined with any other EC approach.
In Fig. 4 , we present various approaches which will be compared in the next section. The JM-FC and STBMA approaches are named as approach 1 and 3 respectively. Their corresponding proposed approaches for keeping the corrupted packets are also described as 2 and 4 respectively. The proposed design of the approaches 2 and 4 helps us to find out the improvement of the proposed approach over each EC approach separately. In other words, it will show how much gain each EC approach, individually, can get by retaining such corrupted packets. Note that when the received corrupted packet satisfies the two mentioned conditions, both proposed approaches 2 and 4 are going to have the same performance.
V. SIMULATION RESULTS
Since in our simulations, we coded the sequences with one row of MBs in each slice, we can easily verify the second condition. Moreover, the number of MBs in the slice can be deduced from the information within other slices (the difference between the value of the first_mb_in_slice syntax element in the consecutive slices). Therefore, the proposed method applies even in the case where the number of MBs is not constant or known. The decoder validates the first condition by decoding the corrupted packet to find any syntax or semantic errors.
For each QP, a random error (single-bit) is considered. In fact, there are several interleaving techniques that can combat the problem of burst errors in wireless communication channels by fully randomizing the errors [24] , [25] . A single frame (between the 30th frame and the 60th frame) is randomly selected for error. Then, we apply a uniform error distribution on the bits of each packet with a channel residual bit error rate (ρ) value varying between approximately 10 −7 for small QPs, and 10 −6 for large QPs, to obtain one bit in error. These residual bit error rates are much higher than those observed in some broadcasting systems, such as DVB-H and DVB-SH-A, in recommended operational conditions [26] . The simulation is repeated 100 times for each QP, to ensure that the location of the erroneous bits did not bias our conclusions. Table III presents the average PSNR values for different error handling approaches. The last column in the table shows the percentage of times that the received corrupted packet satisfies the two conditions. As it can be seen, even in randomly applied error in different frames, on average 34% of the time the received packet was decodable and the number of MBs in the decoded corrupted packet was correct. As we mentioned earlier in the Section III-B, these cases have very close PSNR to the intact one. Therefore, it is not reasonable to discard (or ignore) these good packets which occur frequently. The detailed results show that the proposed approaches 2 and 4 outperform respectively 1 (JM-FC) and 3 (STBMA) approaches in all cases. Note that the PSNR difference between each method and JM-FC appears in parentheses in the table.
Fig . 5 depicts the average PSNR difference of each approach from JM-FC for different QP values. We observe that keeping corrupted packets provides significant PSNR gains over JM-FC (approach 1 ) for all four QP values. For instance, when it is added to the STBMA approach (described as approach 4 ), it is more than 3.93 dB better than JM-FC at QP 22. On average, over all QPs, it offers a 1.2 dB gain improvement in approach 2 and over 2.51 dB gain improvement in approach 4 over concealment in JM-FC ( 1 ).
As it can be observed from Table III , in some cases in higher QP values such as walk sequence at QP=22, the average PSNR value of the proposed approach 4 or 2 is still far from the intact one. This PSNR reduction mainly comes from the other 66% of the case, i.e. from those cases that the received corrupted packet does not satisfy the two conditions and the integrated concealment approaches such as STBMA or JM-FC are used but failed to reconstruct well the lost information. Fig. 6 depicts the average PSNR drop in each approach compared to the intact frame when the received corrupted packet meets the two conditions (on average 34% of the case with random single-bit error). Note that in this case, approaches 2 and 4 retain that packet as best candidate while 1 and 3 will perform the concealment task. It is clear from the figure that the PSNR drop compared to the intact case, for the proposed strategy is less than 0.1 dB while for a stateof-the-art concealment approach using the STBMA alone it is almost 1.5 dB. The reduction is even more, around 3.58 dB, as the basic simple concealment approach, JM-FC, is employed.
As separately presented in Table IV , on average on all QPs, the proposed approach brings an average gain of about 3.5 dB over JM and 1.42 dB over STBMA (in 34% of the cases).
The gain in visual quality is illustrated in Fig. 7 . The difference between the reconstructed frame and the intact one is also provided in the figure. Comparing the reconstructed frames by JM and STBMA concealment approaches, it is clear that keeping the corrupted packet is a beneficial choice and it outperforms the two EC approaches. Furthermore, the error propagation effect is also shown in the figure, which confirms that the quality degrades drastically in the following frames (even after 10 frames) for the cases with EC. It is obvious that, keeping the corrupted packet (if it satisfies the two conditions) has a huge impact on the visual quality of the reconstructed corrupted frame, and more importantly, reduces the propagation of errors to subsequent frames due to the predictive coding.
From the results of all figures and tables, it can be inferred that for around one-third of the cases, the received corrupted packet is valid (satisfies two conditions), going through extra 978-1-5386-5602-0/18/$31.00 ©2018 IEEE processes in concealment does not provide better results than the received one. As the results have shown, the received corrupted but valid packet is going to have a PSNR value very close to the intact one in most cases and we can not go beyond that. So, as a result, keeping the corrupted packet provides a significantly higher PSNR value and better quality compared to EC approaches alone. This is important not only for the corrupted frame, but for the following ones, as fewer visible drifting effects will result as shown in Fig. 7 .
VI. CONCLUSION
In this paper, we identified the NDBs of the two most common syntax elements in H.264 CAVLC coded sequences. It was observed that on average, the NDBs make up onethird of all bitstreams. The simulation results revealed that the effect of NDBs on context modification is insignificant and that the majority of them (90%) provide PSNR values that are highly comparable to the intact value. Therefore, it is beneficial to keep the corrupted packets if the NDBs are erroneous. This proposed approach can be combined with any other concealment or correction approaches.
