Meshless methods are an attractive proposition in CFD as a means of simulating multibody systems. The selection of the stencils over the computational domain for the meshless solver is crucial for the method to be competitive with other CFD techniques. Stencil selection is relatively straight forward if the point distributions are isotropic in nature; however, this is rarely the case in computations that solve the Navier-Stokes equations. Previous work has included a fully automatic method of selecting the stencils from two-dimensional anisotropic point distributions, which are obtained from overlapping grids. This paper is an extension of that method to stencil selection for three-dimensional anisotropic point distributions. The methodology is described, and results, that are solutions to the Euler equations, are presented. The increased size of the computational domain for threedimensional cases means that a method of parallel computing is necessary for the solver; this method is also described.
I. Introduction
The flow simulation over multibody systems using computational fluid dynamics (CFD) is very difficult using conventional finite volume methods. These methods generally involve the generation of a grid over the entire domain; the preprocessing effort in generating a satisfactory mesh is very time-intensive, particularly for complicated geometries. If some, or all, of the bodies are in relative motion during a time accurate simulation, then the situation is complicated by the need to change the mesh at each time step to accommodate the moving geometries.
A large amount of research has been made in the last few years to try and remedy this problem. One such avenue of research is with the so called meshless method, 1 in which the spatial domain is discretised using a set of points, as opposed to the cells of a finite volume grid. These clouds are then used to solve the governing equations by performing a local least squares function approximation to find the derivatives of the partial differential equations to be solved.
2 Such a method is ideal for multibody problems, in which points can be generated around each body separately; these points can then be combined to cover the computational domain on which the solver operates. If the bodies are required to move relative to one another, then it is very simple to also move the points relative to one another in a similar manner. Such a procedure requires not only a solver, which performs the CFD computation using the stencils, but also a preprocessor method to first select the required clouds (or stencils).
The efficient and accurate selection of the stencils over the domain for the meshless solver is vital for the method to be competitive with established CFD techniques.
3 Stencil selection can be relatively straightforward if the point distributions are isotropic in nature; however, this is rarely the case in computations that solve the Navier-Stokes equations. Generally, the point distributions that are used to solve the Navier-Stokes equations are anisotropic in regions near the boundary wall or in the wake, to capture high gradient flows efficiently; consequently, a stencil selection algorithm should be developed with point distributions of this sort in mind. It means that nearest neighbour algorithms (or variants of) are generally not sufficient for the task of selection over the entire domain. A method of selecting stencils from two dimensional point distributions, which are obtained from overlapping grids, has been presented in. 4 The original connectivity is used as an aid to make the best approximation of the derivatives of the unknown function using the points given; this is done using the concept of a resolving direction to help construct good quality stencils with limited user input. The point distributions can be anisotropic in some regions of the domain and not others, so there are no assumptions made about the distribution of the points. The grid connectivity is used, so the scheme can be defined as semi-meshless; however, the stencil selection and meshless computations are global.
The work presented in this paper can be seen as a continuation of the work in two-dimensions presented in;
2, 4 with stencils selected from points obtained from multiple, input, three-dimensional CFD grids, and the Euler equations are solved using the resultant point locations and meshless stencil connectivity. The basic solver methodology, with some results for validation, are presented in Section II. For practical CFD calculations a parallel implementation is needed; this means that the work of solving the flow equations is shared over several processors; a method of performing such a task is outlined in Section III. The method of stencil selection in three-dimensions is presented in Section IV; and results that demonstrate the capabilities of the method are given in Section V. The solver and stencil selection schemes outlined in this paper form part of a combined code under development at the University of Liverpool called Parallel MeshLess (PML)
II. The solver method

II.A. Overview of the meshless method
An open bounded domain Ω ∈ R 3 is discretised by a set of N points, distributed throughout Ω. To each point x i , i = 1, . . . , N we assign a subdomain (which is often called a stencil or cloud) Ω i , which contains x i often called the "star point" of the subdomain and a set of (n i − 1) neighbouring points, which we label j. Assuming that we are given data {(
at each of these point data sites, where ϕ is some (smooth) function, we seek a local discretised or approximated solutionφ of the function ϕ within Ω i . The choice of space ofφ is a vector space with simple basis. There are m basis functions, which we use to approximate the function ϕ, using a linear combination represented bŷ
where α is the local vector of coefficients that must be determined, and p is the vector of base monomials at each point j within the subdomain. For example, if a linear basis such that m = 4 is chosen then
Provided that the system is overdetermined (i.e. n i > m) then we can define the best solution for the star within the cloud as the one for which the residual measured in the L2 norm is a minimum; this leads to solving the least squares problem
where X is formed from the vectors of base monomials
The solution of Eq. (2) gives us the coefficients α to be determined. For more accurate results, each of the equations within the system can be weighted so that the least squares approximation is enhanced in a region of the vicinity of the star point. This means that points further from the star point have less influence on the approximation than those that are closer. In this work a normalised Gaussian function 5 is used. Using Eq. (2) in Eq. (1), means that the approximation at the star can be written
where N i is a (1 × n i ) vector called the shape function of point x i ∈ Ω i . This is unique for each star point within each subdomain Ω i ⊂ Ω and is dependent solely on the location of each point within the subdomain. To use the meshless method to solve a partial differential equation in the form of a conservation law, it is clear that we are actually more interested in the derivatives of the functions. In terms of the shape function, the partial derivatives ofφ with respect to x can be obtained using the product rule directly from the approximation, which gives
where b i represents the (1 × n i ) shape function derivatives of x i , with the sum taken over the components j.
The derivatives with respect to y and z follow in the same way.
II.B. Using the meshless method to solve the Euler equations
The Euler equations can be written in conservative form and Cartesian coordinates as
where w denotes the vector of conserved variables, which is to be determined; and f , g and h are the inviscid flux vectors in the x, y and z directions. To solve this system using the meshless method, we write Eq. (5) for each local subdomain i in discrete form using Eq. (4) to approximate the spatial flux derivatives
The shape function derivatives and inviscid fluxes are calculated at the midpoint between i and j for stability, with an approximate Riemann solver such as that of Roe 6 used to calculate the fluxes. The left and right states of the Riemann solver ϕ L and ϕ R , can be set to be the values of the primitive variables at the star and neighbouring points, ϕ i and ϕ j respectively. Second order accuracy is achieved by using reconstructed values in the Riemann solver such that
where l ij = 1 2 (x j − x i ) is the vector formed half way between the star and neighbouring point, and ψ is an appropriate slope limiter, such as that of Barth and Jespersen. 7 The meshless method is used in the spatial discretisation to form the residual vector R consisting of the right hand side of Eq. (6) . Its definition provides a set of global ordinary differential equations, which are integrated in time using a fully implicit method.
where the superscript m + 1 denotes the time level in pseudo-time τ . The flux residual R m+1 is linearised as
where p is the vector of primitive variables, ∆p = p m+1 − p m is the difference between these variables after each pseudo time step, and ∂R ∂p is the Jacobian matrix of the system. To improve the conditioning of the resultant system, and to reduce the costs associated with calculating the exact Jacobian matrix, an approximate form of the Jacobian matrix is used, based on the sparsity pattern of the first order Jacobian matrix. Using the linearisation outlined above in pseudo-time, Eq. (8) becomes a system of linear equations. For the solution of this system to steady state, the generalized conjugate residual method, preconditioned with a block incomplete lower-upper factorisation (BILU) is used. 
II.C. Solver results
Results are presented for validation purposes and to build confidence in the developed meshless flow solver, which is applied to the multibody problems in Section V. Comparisons are made with the parallel multiblock (PMB) flow solver, 8 which is an established finite volume research code. The geometries used are the Goland wing and the ONERA M6 wing. Each case uses a point distribution obtained from a structured, multiblock grid, from which the PMB results, for comparison, are obtained. The stencils for PML consist of the 26 points that make up the eight cells that surround the star point, Fig. 1(a) ; boundary stencils generally consist of nine points, including the star point, on the boundary surface, with nine interior points, Fig. 1(b) ; while some stencils that form the edge of the geometry, such as along the solid wall and symmetry plane, contain only twelve points, Fig. 1(c) . The input domains, used in Section V, have the same stencil format before the meshless stencil selection works on the complete domain.
II.C.1. Goland Wing
The Goland wing is a symmetric model wing, having a chord of 1.8266m and a span of 6.096m. It is rectangular and cantilevered, with a constant cross section defined by a 4% thick parabolic-arc aerofoil. The Euler equations are solved at transonic flow conditions using two point distributions: one for which the boundary surface is made up of quadrilaterals, and one for which the boundary surface is made up of triangles. Each computational domain is made up of 333705 points, with 6321 on the solid wall, and a first point wall normal spacing of 1 × 10 −3 . The quadrilateral surface contains 6240 elements; while the triangular surface contains exactly double at 12480 elements, as the triangles are formed simply from the diagonals of the quadrilateral elements. The ability of the flow solver to be able to deal with both types of surface element is necessary for use in Section V, when a mixture of element types is used when boundaries of separate bodies may intersect.
Representative surface pressure distributions at zero degrees angle of attack are shown in Fig. 2 at two freestream Mach numbers, and two locations in the spanwise direction close to the wing root (y/y tip = 0.15) and wing tip (y/y tip = 0.9). Figs. 2(a) and 2(b) present the results at M ∞ = 0.9 and M ∞ = 0.925 respectively; for both cases a strong shock wave is formed near the wing root, weakening towards the tip. There is negligible difference between the pressure coefficient plots in Fig. 2 for the domains using quadrilateral and triangular elements with PML; and there is good agreement with the finite volume solver PMB.
II.C.2. ONERA M6 Wing
For the second test case, we consider the flow over the ONERA M6 wing at transonic conditions. The M6 wing is a semi-span wing, with a symmetric aerofoil section, leading edge sweep angle of 30
• , an aspect ratio of 3.8, and a taper ratio of 0.562. The flow problem we consider has a freestream Mach number of 0.84 and an incidence of 3.06
• . Experimental data for this wing are available in Ref. 9 at test case 2308. These computations are performed with a point distribution of 1200452 points, of which 10907 are on the solid wall. Figure 3 shows surface pressure coefficient comparisons with PMB results and experimental data 3(e) and 3(f), the two shocks have merged to form a single, relatively strong, shock wave near 25% of the chord. Here, the shock is sharply captured, and the calculated pressures again agree well with PMB and reasonably well with the experimental data.
III. Parallel implementation
Although single processors are becoming increasingly powerful, they are not yet sufficient to perform the large scale computations that are needed in industrial applications. The limits of single processor performance mean that it is necessary for a CFD code to be able to solve such problems on multiple processors. In this work, the parallel implementation follows a distrubuted memory approach. This way, each processor behaves as a separate serial program, responsible for solving the equations at a distinct part of the computational domain.
The domain decomposition is achieved by multilevel recursive-bisection using the METIS libray. 10 To improve the parallel efficiency, the criteria for the domain decomposition is to balance the number of points among partitions, and to have the least number of edges cut to decrease communication time. Before performing the domain decomposition, connecting edges are formed between all of the points in the domain and its neighbouring points (in the stencil). At each processor, the domain can be then divided into two classes of points: interior points and overlapping points Fig. 4 . Overlapping points are not local to the processor but are included in local stencils. These points are the communication links between processors across communication boundaries (boundaries of the domain decomposition).
Explicit MPI message passing instructions are used for communication to provide portable parallel execution on distributed, shared, or shared/distributed machines. In an effort to reduce the impact of the parallel communication, the list of points for each processor is rearranged so that the overlapping points are stored first. This reordering combined with the use of non-blocking commands, allows for the code to work asynchronously. This means that at each iteration, the code first updates the variables for the overlapping points. It then sends the data across and immediatelly continues to update the rest of its points without waiting for the messages to be received by other processors. This asynchronous operation proves to be, on average, 15% faster than using synchronous communications. The data to be communicated between processors for an overlapping point (denoted j) consists of: the local flow variables ϕ j , the local gradients ∇ϕ j , the point coordinates x j , and the flux limiter values ψ j . All of these are used in Eq. (7) for the solution of the Euler equations. When using the implicit scheme, the Jacobian matrix is also divided among the processors using the same decomposition as before; consequently, each processor requires the matrix information for its local and overlapping points. The use of an approximate Jacobian matrix reduces parallel communication since there are fewer overlapping stencil points; it also means that the meshless shape functions do not need to be communicated, which would be necessary to form the additional terms for the second order Jacobian matrix.
The preconditioner improves the linear system by taking the form of an approximate inverse of the Jacobian matrix. It is too costly to compute the inverse exactly, so the BILU preconditioning forms an approximate factorisation of the Jacobian matrix into lower and upper factors. The sparsity pattern of the factorisation is restricted according to an algorithm that allows the calculation of progressively better approximations to the inverse, at the cost of including more terms (levels) in the factors. The levels of fill-in are given integer values, level l or BILU(l); however, to keep the operation as efficient as possible, we use the method with zero fill-in, BILU(0), which means that the sparsity pattern on the lower and upper matrices is the same as the one in the Jacobian matrix. To reduce the parallel communication further we decouple the BILU(0) factorisation between the blocks in the Jacobian matrix; hence, there is no parallel communication when forming the preconditioner matrix. This approach improves the parallel performance, at the expense of not forming the best BILU(0). This has an effect on the convergence rate of the linear solver, as can be seen in Fig. 5(a) , which shows the convergence in terms of the number of iterations for the solution of the Euler equations on an M6 wing given in Section II.C.2. Despite this, an important parallel speed-up is achieved, as can be seen in Fig. 5(b) . 
IV. Selecting the stencils for the meshless solver
The meshless method uses clouds of points to calculate the derivatives required to solve the Euler equations. Although we are spared many of the difficulties associated with complicated grid generation for finite volume calculations, which is indeed the major benefit of the method, the selection of appropriate stencils, which will give accurate results and are small enough for efficient calculations, is not trivial.
There are point generation methods available in the literature that could be used with the method described. Instead, we use points obtained from structured grids due to their availability. The method could be applied to unstructured grids if necessary. These grids are generated around each body, or component of a body, individually; and then they are allowed to overlap one another to cover the physical domain, so that, in this respect, the approach mimics the Chimera method.
11 The resultant overlap of the point distributions form a single computational domain on which the solver directly operates. The stencil selection procedure is designed to work only on the point locations produced by the overlap of the point distributions; whether these are the best point locations for the flow solution is another issue, which is not dealt with in this work.
The input grids used for each body can be highly anisotropic in regions where rapid variation of the flow variables is expected, such as near solid walls. The use of such distributions ensures that the flow in these regions is captured accurately and at relatively low cost. To take full advantage of the flexibility of the meshless method with multibody systems, it is beneficial for the stencil selection to be able to deal with intersecting solid wall boundaries. This is particularly true for some moving body problems, which are characterised by the geometry itself changing during the simulation: for example, control surface deflection. A procedure which can select stencils from input grids in which the bodies themselves overlap will also make the point generation stage even simpler. Moving bodies can be accommodated by moving the component grids of each body separately; this means that the points that make up the grid of a body in motion will convect with the corresponding movement.
The preprocessor in three-dimensions follows the same basic steps as outlined in a previous work for calculations in two-dimensions; these steps are summarised as follows:
1. Check if the solid wall boundaries from separate component grids overlap in any way. This can be the case if we wish to construct a geometry from individual component grids. If overlap occurs then the boundaries must be altered accordingly.
2. Identify the points that lie within a solid body, which can occur when the grids overlap. These hidden points are blanked and removed from the flow computation.
3. Select the meshless stencils for the remaining points.
4. Make sure that the resultant stencils respect the boundaries. This means check that no stencils are formed that contain points that lie on the opposite side of a solid body.
There are more complications with the method in three-dimensions, particularly regarding the computational geometry required in the boundary reallocation and point blanking operations. For example, in two dimensions two infinitely long lines will always intersect unless they are parallel; in three dimensions this is not necessarily the case, as it is possible for two lines to be skew. This can cause difficulties regarding tolerances when determining intersections; consequently, projections must often be made onto two dimensional surfaces for robustness in such operations.
IV.A. Redefining boundaries
The first step is to check and correct for boundary intersection; this is done efficiently with the use of a six-dimensional search tree to store all of the boundary elements. 12 The boundary elements are stored using a bounding box, which surrounds each element, Fig. 7 ; and the trees store the coordinate limits of the bounding box x = {x min , y min , z min , x max , y max , z max } so each element can be represented as a point in six-dimensions. We test for element intersection by traversing each search tree, using the bounding box of the element in question as the search region. If elements are found in the tree, then the bounding boxes around the element in question and the elements found, but not necessarily the elements themselves, will intersect: we still need to explicitly check if the elements within the boxes intersect. Complications arise if the elements that make up the boundary surfaces have more than three sides. This means that the elements are not necessarily coplanar, and so operations using computational geometry are more difficult to perform robustly; as such, it is necessary to break the elements up (even if only temporarily) into triangles. As the points making up a triangle do share the same plane, they have a well defined normal for which the algorithms used are robust; though this means that if the elements are quadrilaterals, more element intersection tests must be made per bounding box intersection. The method to test for an intersection between two triangles in a three dimensional space can be found in Ref. If the tested triangles intersect, then the elements of the geometry intersect. If the boundary elements belong to solid walls then the boundaries are reallocated to account for the intersection; if any other combination of boundaries intersect, which may occur in an unsteady, moving body simulation because of the relative motion due to the forces acting on the bodies, then an error is returned and the preprocessor stops. New elements are created over the intersection to account for the intersection of solid bodies; which is a preferred method over creating new points because otherwise it would be necessary to create stencils for these new points. This can be very difficult, as the number of candidate points can be very small in some regions where boundary overlap occurs; the candidate points found can often lead to very poor stencils, and so there is a greater risk of the solver failing at such points. This problem is avoided completely if, instead, a new element is added where the intersection occurs. The new elements are triangles, created so that at least one of its points comes from each of the bodies that intersect; for this, a simple Delaunay triangulation is performed between the points belonging to intersecting elements. The ideal result of the operation is shown in Fig. 6 , and this will be seen in some of the examples shown in section V.
IV.B. Blanking points
Next, points that fall within the geometry of the problem (which can occur when the point distributions overlap) must be identified and blanked. The possible intersection of an initial stencil and boundary element is identified using the 6D search tree algorithm outlined in the previous section: if the bounding box around the initial, input grid stencil and the bounding box around the element intersect. Then, a ray/plane/element intersection tests is performed to check if the points of the stencil lie behind a solid wall; so, for each initial stencil whose bounding box intersects that of a boundary element, rays are formed between the star point and each of its neighbours in the original stencil. Each ray is tested against the element found for an intersection; again, if the element is a quadrilateral then it must first be broken up into triangles. The algorithm for a ray-triangle intersection can be found in many text books on computational geometry.
14 An intersection means that either the star or neighbouring point may lie within a boundary wall; and so we then use a normal test to decide which of the points lies within the body due to this intersection, Fig. 10 . The point that lies outside the normal of the element that is tested is flagged as a candidate to be blanked; the point inside is flagged as interior. At the end of this process all of the points which have blanked status are removed from the domain; a flood technique is used to blank neighbouring points too. 
IV.C. Stencil selection
Next is the stencil selection process itself, which is performed with the help of the initial, input grid connectivities as described in the introduction. The previous steps of the preprocessor ensure that the boundaries are defined properly, points within solid bodies are blanked, and that stencils do not intersect any of the boundaries. The interior stencils, however, are still grid dependent, so there is no connectivity between the points from different input grids. The next step is to form stencils, irrespective of the input domains, that effectively link the grids together to form the final meshless domain connectivity. The overlapping of the grids gives us a fixed set of points on which to construct stencils that make the best approximation of the derivatives at the star point of an unknown function Eq. (1), approximating the flow variables. As explained in another work, 4 it is the anisotropy of the overlapping point distributions that causes the greatest difficulty for the stencil selection; and for stencils to be constructed for accurate flow simulations, the points must be chosen so that the worst case (i.e. highest gradient) functions that determine the flow are best resolved. To do this, the underlying information about the anisotropy of the grids before the overlap occurs is used in the selection, since these determine what functions can be resolved. We quantify the anisotropy by defining the resolving vector v of a grid stencil to point in the direction in which the original stencil is the finest, that is, the direction for which any function is best resolved. To determine the resolving vector, we use the point locations of the original grid stencil. The resolving vectors are computed for each point before the overlap of the input domains occurs, so the entire initial grid stencil is used in determining it, even if some of the points turn out to be blanked. This preserves the quality of the resolving vectors for points that lie near a boundary wall of another input domain; it also means that there is no need to recompute vectors during a moving body simulation, when some points will be blanked or unblanked between time steps. The resolving vectors are computed from the principal axes of the point cluster, which are a set of orthogonal vectors; this requires calculating the moments of inertia of the points, assuming equal mass. In three-dimensions these vectors can be found from calculating the eigenvectors of the moment of intertia tensor
where the elements of this matrix are the products of inertia, given by
The eigenvectors of the moment of inertia tensor can be found numerically using the Jacobi iterative method. To determine which of these vectors should be the local resolving vector, we perform a change of basis so that the eigenvectors form the new coordinate system, Fig. 11 , with the star point located at the origin. In this way the x, y and z axes coincide with the eigenvectors found. We then find the largest absolute value of x, y and z, labelled |d x |, |d y | and |d z | respectively, of all of the points in this basis, and the smallest of these maximum values determines the choice of eigenvector to be resolving vector; so,
where v is the resolving vector choice. If we define the quantity γ as the distance from the star to the closest point in the original stencil, then we can set the length of the resolving vector to vary inversely with γ (or some power p of γ) to reflect the refinement of the point distribution in this direction. Thus,
wherev is the unit vector. This means that a small distance γ, as for a highly anisotropic grid stencil point, will give a large resolving vector; and a point for which the stencil is less refined will give a small resolving vector.
When the grids overlap, we need to automatically construct meshless stencils that will reflect the anisotropic nature of all of the grids to capture the flow accurately. This is done, for each point, by searching amongst the other grids for the stencils that overlap the original stencil of the point in question. Bounding boxes around each initial stencil are used as the search region, with the higher-dimensional search algorithm outlined above. The points that make up all of the overlapping stencils found, form the list of candidate points from which the meshless stencils are constructed. From each of these overlapping stencils, the one with the lowest value of γ for each grid (so the finest stencil) is identified. It is these stencils that will give the best estimation of the direction of refinement in this region. The resolving vectors of these points, and the point for which the stencil is being constructed, are then summed to give a resultant resolving direction for the composite points in that region of the domain. The higher the value of p in Eq. (9), the more influence the finer stencils have on the resultant direction. In this work the value p = 4 is used.
The resultant resolving direction defines a new coordinate system, in which the candidate points found are placed. In two-dimensions, two vectors are needed to define a basis: one is the resolving vector and the other is the vector orthogonal to this; however, in three dimensions, three vectors are needed to define a basis: one is the resolving vector, but the other two vectors could be any orthogonal vectors within the plane that is normal to the resolving vector. Consider the various stencil types in three dimensions, which reflect the various directions of anisotropy, shown in Fig. 12 . The stencil in Fig. 12(b) is fine in the z direction, so the remaining two vectors could lie anywhere in the xy plane; the stencil in Fig. 12(c) is fine in both the x and z directions, so the choice of basis on which to define the coordinate system is more constrained and should reflect this point direction. Thus, the choice of the other vectors is not trivial, as stencils can be anisotropic in two directions in 3D, and so it is necessary to introduce another vector to resolve the functions. This vector is orthogonal to the vector defined above, and is called the orthogonal resolving vector v o ; and is the pricipal axis which points in the direction where there is the second most refinement: the orthogonal resolving vector for the case in Fig. 12(c) , therefore, points along the x axis. The length of this vector is determined by the smallest length, denoted γ l , in the initial stencil within the plane; with which the vector varies inversely, similar to Eq. (9) . When the overlapping stencil are identified, the resolving vectors and orthongal resolving vectors are summed. The sum of the resolving vectors defines the first axis of the new coordinate basis η; the second axis is taken as that within the plane normal to the resolving vector, which forms the smallest angle with the sum of the orthogonal resolving vectors; the third is, of course, orthogonal to the first two vectors. It is in this basis that the merit function is applied. The ellipse shaped merit function used in two-dimensions 4 is replaced by an ellipsoid merit function, which will rate each candidate point in terms of the required direction and refinement by balancing the orthogonality of the points chosen (for refinement) and the distance. Setting the star to be at the origin, we define ξ 1 , ξ 2 and ξ 3 to be the coefficients of η 1 , η 2 and η 3 respectively, that form the coordinates of each candidate point in this basis. The merit function ψ is then defined
The constants a, b and c are chosen from projections onto the axes in the space η, as in the two-dimensional scheme. The quadrants located around the star used to improve the conditioning of the least squares matrix in two-dimensions, Fig. 13(a) , are replaced by octants in the present scheme, Fig. 13(b) , from which points are chosen independently; in other words, the merit function is not compared between points lying in different octants. To impose the ψ max condition, which ensures that points are not selected that lie too far away from the star within the refining directions, a cone criterion is also introduced into the selection, Fig 13(c) . This cone is placed within the octants, with the opening angle pointing in the direction of least refinement: thus, there are 16 sectors in total. The two points with the lowest value of ψ are then chosen from each of the octants within the cones to form part of the stencil: this consists of 16 points. The maximum value of ψ from these 16 points is denoted ψ max . To retain accuracy we then take one point from each of the octants that are not within the cone, each with the lowest value of ψ, provided these values are less than ψ max . Thus, in this scheme, the stencils for 3D meshless calculations have between 16 and 24 points in, not including the star point itself. Such large stencils ensure not only that the least squares system is over-determined, but also that there is sufficient overlap of the resultant stencils to produce accurate, well converged solutions.
A final check that the stencils conform to the geometry of the problem is performed. This stage uses the same search and intersection tests as in step 2, with no blanking procedure used. It is needed in case points are selected for a stencil that lie on the opposite side of a boundary wall; this is possible near sharp edges or corners of the geometry.
V. Results
In this section four test cases that demonstrate the capabilities of the preprocessor and solver are presented. For each case the preprocessor first works to select the stencils from various input geometries, then the meshless solver solves the Euler equations on the resultant domains. The test cases do not reflect a real life aerospace application, but are designed to demonstrate the scheme.
The first case concerns the stencil selection on a single geometry; and comparisons are made with the flow solution when the grid connectivity of the input grid is used. The second case is a prototype store release case, in which the Euler equations are solved on two bodies moving relative to another over real time. The third case is the DLR-F6
15, 16 transport aircraft configuration. This case uses two input geometries: one around the wing and one around the fuselage; it therefore tests the ability of the scheme to work on intersecting geometries. The fourth and final case is a generic fighter aircraft configuration, based on publicly available data for the F-16. It is not a realistic aircraft case, but consists of five intersecting input geometries to further demonstrate the method.
V.A. Single geometry stencil selection
The method of calculating the local resolving vectors, evaluation of the parameters in the merit function and the selection of the points was tested on a single geometry, so that the coupling of the resolving vectors and separate point distributions has no effect. The point distribution and initial connectivity used is the Goland wing case, from Section II.C.1. The initial grid stencils are used to determine the resolving vectors and values in ψ; they are not used any further, as in keeping with the method when it is to be used on fully overlapping point distributions; the octant method of selecting the points is then used. The results of the flow solver using these stencils is compared with the results of the flow solver using the initial grid connectivity in Fig. 14 . The flow conditions used by PML are M ∞ = 0.9 and angle of attack 0 degrees. It can be seen that the surface pressure distributions in Fig. 14(a) show good agreement; and the convergence rates in Fig. 14(b) are comparable. 
V.B. Goland wing and store body unsteady case
A simple unsteady case is performed with two bodies at Mach 0.5; these consist of the Goland wing from Section II.C.1 and a store body (with no fins), consisting of 62623 points with 2122 on the solid wall, which is located just beneath the wing. The initial location of the store is at 15% of the mean chord length below the wing; from this position it is released, in a forced motion, atż = −0.1 in dimensionless units, where the freestream travels one main aerofoil chord in one non-dimensional time unit. There are 200 time steps performed with ∆t = 0.05, so the full time simulation takes place over ten non-dimensionalised time units. This case tests the evaluation of the parameters above on several point distributions. (a) Pressure coefficient at initial time step 0. The pressure coefficient plots at times 0.0 and 5.0 are given in Fig. 15 ; and the average cost for each unsteady time step of this test case is outlined in Table 1 in seconds and the cost as a percentage of the flow solver time. For this test case, the preprocessor takes about 13% of the cost of the total time step.
V.C. DLR-F6 Fuselage-wing configuration
To continue the study, a more complex case is chosen for testing: the DLR-F6 configuration. This case is a simplified wing-fuselage geometry that has been used in the past for validation of CFD codes at the second This case uses two input geometries: the fuselage, consisting of 2.5 million points, with 7098 on the solid wall; and the wing, consisting of 0.6 million points with 6730 on the solid wall. The location of the geometies on which the stencil selection operates can be seen in Fig. 16 . The fuselage and wing intersect one another directly. The new elements, which are triangles as explained in Section IV.A, can be seen in red at the leading edge location of the wing in Fig. 17(a) , and the trailing edge location in Fig. 17(b) .
The resultant stencils are used by the meshless flow solver to solve the Euler equations at Mach 0.8 and zero degrees angle of attack. The results for this case are shown in Fig. 18 . Surface pressure coefficient plots at three locations along the wing are given in Figs 18(a) , 18(b) and 18(c); and pressure contours over the solid wall geometry is shown in Fig. 18(d) . These plots are compared with results from, 17 which uses an unstructured flow solver for this case at the same conditions. 
V.D. Open Source Fighter
A generic fighter configuration is tested next, using a model that is based on publicly available data for the F-16; and is called the Open Source Fighter (OSF) in this work. The OSF is a model designed to establish a test case which is recognisable as an aircraft, and has similar aerodynamic charateristics to the F-16, without replicating the actual behaviour of the F-16 itself; thus, the model contains several inaccuracies with respect to a realistic geometry. For the case in this work, the model is built from five individual components, which will fully intersect, these are: the fuselage, wing, tip store, horizontal, and vertical stabilisers. The size of each of these input grids is summarised in Table 2, and the resulting surface when these components are assembled is shown in Fig. 19 ; in total, the test case contains 3.5 million points. The fuselage grid contains an xz symmetry plane; and as the geometry is made from intersecting the components, the vertical stabiliser is not placed within the symmetry plane. Instead, the vertical stabiliser is placed so as to form a twin-tail configuration with the symmetry plane, causing a tail similar to the F-15. As the intention of this work is to demonstrate the capabilities of the meshless method, this difference in the model is not a major concern. This is an interesting case as it shows how the meshless method can be used to perform CFD calculations over aircraft configurations in a much easier way than creating a complete mesh around the entire geometry. The ability to deal with several component domains in this way is also advantageous if one wishes to move components in a time-accurate simulation. A store release case from an aircraft, such as the OSF, will be performed in such a way in a future work.
An inviscid, steady state simulation of the resultant geometry was performed at a freestream Mach number of 0.85 and angle of attack 2.12
• using the stencils selected in the preprocessor. The pressure contours for this case can be seen in Fig. 20 .
VI. Conclusions and Outlook
A meshless scheme that uses a combined preprocessor and flow solver in three-dimensions has been presented. Multiple input grids that can define individual bodies, or components of bodies, are used to form a computational domain. The preprocessor then redefines boundaries, blanks points and selects stencils, for use by the solver. The meshless flow solver then solves the Euler equations using the selected stencils; and has the ability to do so using parallel computing.
Future plans include a store release case for the Open Source Fighter geometry used; and a stencil selection method that uses some sort of initial flow solution as a guide to select the most accurate, fully robust stencils. To improve the efficiency of the preprocessor, a method is being developed so that the stencil selection procedure can also be performed in parallel. 
