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1 Objetivos
1.1 Objetivo general
Usar la te´cnica de compacidad compensada para probar existencia de soluciones
entro´picas de los sistemas de leyes de conservacio´n estrictamente hiperbo´licos.
1.2 Objetivos espec´ıficos
• Estudiar los sistemas de leyes de conservacio´n mediante la asociacio´n de
sistemas relajados.
• Adquirir un conocimiento ba´sico de la te´cnica de compacidad compensada
en el estudio de la ecuaciones diferenciales parciales.
• Usar la te´cnica de compacidad compensada para establecer la convergencia
de soluciones de los sistemas relajados a soluciones de los sistemas de leyes
de conservacio´n.
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2 Preliminares
En esta primera seccio´n presentamos los conocimientos con los que debe contar
un potencial lector de este escrito. Tambie´n recogemos algunos resultados de la
teor´ıa de ecuaciones diferenciales parciales que aplicaremos en el estudio de los
sistemas relajados asociados a las leyes de conservacio´n.
2.1 Distribuciones y espacios de Sobolev
Sea O un conjunto abierto conexo de RN . Denotaremos D(O) = C∞c (O) al
conjunto de funciones reales φ de clase C∞ con soporte compacto. Recordemos
que el soporte Sop(φ) de una funcio´n φ : O → R es la clausura topolo´gica
del conjunto {x ∈ O : φ(x) 6= 0} . A los elementos de D(O) los llamaremos
funciones de prueba.
Una sucesio´n de funciones de prueba (φn) converge a φ en el sentido de D(O)
si existe un compacto K ⊆ O tal que:
1. Sop(φn − φ) ⊆ K para todo n ∈ N.
2. Para todo multi´ındice α = (n1, ..., nk) ∈ Zk la sucesio´n de derivadas
(Dαφn) converge uniformemente en K a Dαφ.
Un funcional lineal T : D(O)→ R es continuo si T (φn)→ T (φ) siempre que
φn → φ en el sentido de D(O). A estos funcionales tambie´n los llamamos dis-
tribuciones de Schwartz de D(O). La nocio´n de convergencia de distribuciones
esta´ dada por la topolog´ıa de´bil-estrella en la que Tn → T si Tn(φ) → T (φ)
para todo φ ∈ D(O). Con esto el dual topolo´gico D′(O) de D(O) es un espacio
vectorial topolo´gico no normable pero metrizable.
Diremos que una funcio´n u : O → R es localmente integrable si para todo
compacto K ⊆ O tenemos ∫
K
|u(x)| dx < +∞.
En este caso escribiremos u ∈ L1loc(O).
A cada u ∈ L1loc(O) le corresponde una distribucio´n Tu dada por
Tu(φ) =
∫
Sop(φ)
u(x)φ(x) dx, φ ∈ D(O).
No toda distribucio´n T ∈ D′(O) es de la forma Tu para algu´n u ∈ L1loc(O),
tal es el caso de la delta de Dirac concentrada en cero definida de la siguiente
manera
δ(φ) = φ(0), φ ∈ D(O).
Si T es una distribucio´n y α es un multi´ındice, definimos la derivada dis-
tribucional de DαT como la distribucio´n
DαT (φ) = (−1)|α|T (Dαφ), φ ∈ D(O).
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Consideremos u ∈ L1loc(O). Si la derivada distribucional DαTu es de la forma
Tvα para alguna vα ∈ L1loc(O) diremos que vα es la derivada de´bil o distribu-
cional de u de ı´ndice α y escribiremos
vα = Dαu.
Sean m ∈ N y p ∈ [1,∞]. Definimos el espacio de Sobolev Wm,p(O) como el
conjunto de funciones de Lp(O) cuyas derivadas de´biles hasta de orden |α| = m
esta´n en Lp(O), esto es,
Wm,p(O) = {u ∈ Lp(O) : Dαu ∈ Lp(O) para todo |α| ≤ m}.
En Wm,p(O), para p <∞, podemos definir dos normas equivalentes
‖u‖m,p,O =
( ∑
0≤|α|≤m
‖Dαu‖pLp(O)
) 1
p
o bien,
‖u‖m,p,O =
∑
0≤|α|≤m
‖Dαu‖Lp(O).
Cuando no haya lugar a confusiones suprimimos el sub´ındice O y escribimos
simplemente ‖u‖m,p. En el caso p =∞ definimos
‖u‖m,∞ = ma´x0≤|α|≤m‖Dαu‖L∞(O).
Con esta normasWm,p(O) es un espacio de Banach reflexivo para 1 < p <∞
y separable si 1 ≤ p <∞.
Sabemos que D(O) ⊆ Wm,p(O) para 1 ≤ p < ∞ por lo que tiene sentido
hablar de la clausura de D(O) respecto a la topolog´ıa inducida en Wm,p(O)
por ‖ · ‖m,p. A este espacio lo denotaremos Wm,p0 (O). De e´l sabemos que es un
subespacio vectorial cerrado de Wm,p(O). As´ı pues, u ∈ Wm,p0 (O) si y so´lo si
existe una sucesio´n (un) en D(O) tal que un → u en Wm,p(O).
En el caso particular p = 2 escribiremos Hm(O) =Wm,2(O), ‖·‖m = ‖·‖m,2
y Hm0 ((O) =Wm,20 (O). Tenemos que Hm(O) es un espacio de Hilbert separable
con el producto interno
(u, v)m =
∑
0≤|α|≤m
(Dαu,Dαv)0
donde (u, v)0 =
∫
O u(x)v(x) dx es el producto interno de L
2(O).
Denotaremos p′ al exponente conjugado de p, es decir, p′ = 1 si p = ∞,
p′ =∞ si p = 1 y p′ = p/(p− 1) en cualquier otro caso. La relacio´n importante
entre p y p′ es que
1
p
+
1
p′
= 1.
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Si 1 < p < ∞, denotaremos W−m,p′(O) al dual topolo´gico de Wm,p0 (O)
dotado de la norma usual de los operadores, esto es, si T ∈ W−m,p′(O) =
(Wm,p0 (O))′ entonces
‖T‖−m,p′ = sup{|T (u)| : u ∈Wm,p0 (O), ‖u‖m,p = 1}.
Cada v ∈ Lp′(O) determina una distribucio´n Tv definida por
Tv(u) =
∫
X
u(x)v(x) dx, u ∈Wm,p0 (O)
que esta´ bien definida gracias a la desigualdad de Ho¨lder que nos dice
|Tv(u)| ≤
∫
X
|u(x)v(x)| dx ≤ ‖v‖Lp′ (O)‖u‖Lp(O) ≤ ‖v‖Lp′ (O)‖u‖Wm,p0 (O).
De aqu´ı tambie´n deducimos ‖Tv‖−m,p′ ≤ ‖v‖Lp′ (O). As´ı pues, podemos definir
una norma en Lp
′
(O) mediante la fo´rmula
‖v‖−m,p′ = ‖Tv‖−m,p′
con la cual tendremos ‖v‖−m,p′ ≤ ‖v‖Lp′ .
El conjunto V = {Tv : v ∈ Lp′(O)} es denso en W−m,p′(O) por lo que la
complecio´n de Lp
′
(O) con respecto a la norma ‖ · ‖−m,p′ es isometricamente
isomorfo a W−m,p
′
(O). Por lo tanto, podemos considerar a Lp′(O) denso en
W−m,p
′
(O).
Particularizando todos estos resultados al caso p = 2 tenemos que H−m(O)
es el espacio dual de Hm0 (O) porque 2 es su propio exponente conjugado. Nos
interesara´ primordialmente el espacio H−1(O) que segu´n lo dicho es el dual de
H10 (O). En este caso las inclusiones
H10 (O)→ L2(O)→ H−1(O)
son densas y continuas.
Notemos que la norma de Wm,p(O) no es necesariamente una norma en
Wm,ploc (O) = {u ∈ Lploc(O) : Dαu ∈ Lploc(O) para todo |α| ≤ m}
porque una funcio´n puede estar en Lploc(O) y no en Lp(O). AunqueWm,ploc (O) no
es un espacio normado (ver [8], pa´g 140) s´ı tenemos una nocio´n de convergencia:
Decimos que un → u en Wm,ploc (O) si
un → u en Wm,p(U)
para todo abierto U ⊆ O tal que U es compacto y U ⊆ O.
Hacemos la aclaracio´n porque necesitaremos trabajar con el espacio H−1loc (O)
que no debera´ entenderse como el dual de un cierto espacio vectorial topolo´gico
por analog´ıa a la definicio´n de H−1(O). Para ser exactos H−1loc (O) es el conjunto
de funciones f : O → R tales que φf ∈ H−1(O) para toda φ ∈ D(O). (Ver [6])
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Sabemos que los espacios Lp(Ω) son reflexivos, por tanto las sucesiones
acotadas tienen subsucesiones de´bilmente convergentes gracias al teorema de
Banach-Alaoglu. Bajo estas condiciones, si p ∈ (1,∞), el teorema de Rado´n-
Riesz asegura que si fn converge de´bilmente a f y ‖fn‖Lp → ‖f‖Lp entonces
fn → f en Lp.
2.2 Compacidad compensada
Recordemos que un conjunto X contenido en un espacio me´trico es precompacto
si para cada ε > 0 existe un cubrimiento finito de X por conjuntos de diametro
menor que ε.
Denotaremos porMN al conjunto de matrices de taman˜o N×N . Si A ∈MN
entonces Aij denotara´ la componente (i, j) de A.
Si u es una funcio´n de Lp(O,RN ) escribimos u = (u1, ..., uN ) donde uk ∈
Lp(O,R) es la k−e´sima funcion componente de u. Cuando digamos que (u)
es una sucesio´n entenderemos que existe una familia enumerable 1, 2, ... de
nu´meros positivos tales que (u) = (un)n∈N. Para nosostros sera´ de ı´ntere´s el
caso en que n → 0 cuando n→∞.
Diremos que una sucesio´n (u) en L2(O,RN ) converge debilmente a u ∈
L2(O,RN ), y escribimos u ⇀ u, si∫
O
unk (x)v(x) dx→
∫
O
uk(x)v(x) dx cuando n→∞
para todo k = 1, ..., N y todo v ∈ L2(O).
Teorema 1 (Lema del Divergente-Rotacional). Sean (v) y (u) dos suce-
ciones acotadas en L2(O,RN ) tales que
1. El conjunto {div v} es precompacto en H−1(O),
2. El conjunto {rot u} es precompacto en H−1(O,MN ),
donde
(rot u)ij =
∂ui
∂xj
− ∂uj
∂xi
para i, j ∈ {1, ..., N}.
Si v ⇀ v y u ⇀ u en L2(O,RN ) entonces
〈v, u〉 → 〈v, u〉
en el sentido de las distribuciones. Aqu´ı 〈·, ·〉 denota el producto interno usual
de RN .
La demostracio´n detallada se encuentra en [4].
En este teorema tanto 〈v, u〉 como 〈v, u〉 son funciones de L2(O) luego la
convergencia en el sentido de las distribuciones significa convergencia de´bil en
L2(O), es decir,∫
O
〈v, u〉φdx→
∫
O
〈v, u〉φ, dx cuando n→∞
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para todo φ ∈ L2(O).
Denotamos C0(RN ) al espacio de funciones continuas en RN que tienden a
cero en el infinito. Esto es, las funciones f : RN → R que tienen la siguiente
propiedad: para todo ε > 0 existe un compacto K de RN tal que |f(x)| < ε si
x /∈ K.
El espacio dual de C0(RN ) se puede caracterizar como la coleccio´n M(O)
de medidas de Rado´n sobre O. Tengamos presente que una medida µ sobre
O es de Rado´n si esta´ definida sobre la σ−a´lgebra de Borel de O y para cada
Boreliano E ⊆ O y cada ε > 0 existe un compacto K y un abierto U tales que
K ⊆ E ⊆ U y µ(U −K) < ε.
En este orden de ideas, si T ∈ (C0(RN ))′ entonces existe una medida de
Rado´n µT sobre O tal que
T (f) =
∫
O
f(x) dµT (x)
adema´s cada medida de Rado´n µ determina un funcional lineal continuo T que
satisaface la igualdad anterior y la norma de µ enM(O) se puede calcular como
‖µ‖M(O) = sup
{∣∣∣∣∫O f dµ
∣∣∣∣ : f ∈ C0(RN ), ‖f‖∞ = 1}
Sabemos que M(O) esta´ inmerso compactamente en W−1,p′(O) para todo
p′ ∈ [1, NN−1 ).
Con esto ya podemos enunciar un importante resultado debido a Murat que
nos sera´ de inmensa utilidad.
Teorema 2 (Lema de Murat). Sea (fk)k∈N una sucesio´n acotada enW
−1,r
loc (O)
para algu´n r ∈ (2,∞]. Si fk = gk+hk, donde (gk) es acotada en H−1loc (O) y (hk)
es acotada en M(O), entonces (fk) es precompacta en H−1loc (O).
Para la demostracio´n se puede consultar [4].
El siguiente es un resultado de vital importancia en el estudio que nos pro-
ponemos y aqu´ı lo enunciamos en el u´nico caso que nos interesa.
Teorema 3 (y Definicio´n). Sea K un compacto de RN y Ω un abierto de
R2. Sea (u) una sucesio´n de funciones medibles, con u : Ω → RN , tal que
u(x) ∈ K p.c.t x ∈ Ω. Entonces existe una subsucesio´n (uk) y una familia de
medidas de probabilidad νx, x ∈ Ω, sobre R2 con Sop(νx) ⊆ K tal que si f es
una funcio´n cont´ınua en RN y
f(x) =
∫
K
f(λ) dνx(λ)
entonces
f(uk) ∗⇀ f en L∞(Ω).
Decimos que (νx)x∈Ω es una familia parametrizada de medidas de Young.
9
La prueba de este teorema se encuentra en [4] y la u´ltima parte que sera´ la
que ma´s nos interesa esta´ en [2].
Notemos que este teorema nos dice que si uk → u p.c.t. x ∈ Ω entonces
f(x) =
∫
K
f(λ) dνx(λ) = f(u(x)),
o sea,
f(uk) ∗⇀ f(u) en L∞(Ω).
Esta es precisamente la pregunta que intenta resolver la compacidad compen-
sada. Un me´todo muy u´til para resolver sistemas de ecuaciones del tipo
ut + f(u)x = 0,
conocido como perturbacio´n parabo´lica, consist´ıa en asociar un nuevo sistema
con un te´rmino viscoso para obtener
uεt + f(u
ε)x = εuxx
y obtener soluciones de este u´ltimo. Al hacer ε tender a 0 se esparaba que
uε → u pero faltaba saber que´ tipo de convergencia y en que espacio se ten´ıa
f(uε)→ f(u). Vemos claramente que la respuesta es el teorema 3. Veremos que
en el problema que nos planteamos esta tambie´n es la solucio´n.
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3 Las ecuaciones
Consideremos el sistema de leyes de conservacio´n
∂tu+ ∂xf(u) = 0, (t, x) ∈ (0,+∞)× R := R2+
u(0, x) = u0(x), x ∈ R
(1)
donde u ∈ RN , es decir, buscamos soluciones u : R2+ → RN , f : O ⊆ RN → RN
es una funcio´n de clase C2 en un conjunto abierto convexo O de RN y u0 ∈
L∞(R,RN ).
A (1) lo llamamos el sistema equilibrado. Suponemos que la matriz jacobiana
de f en cada u ∈ O es diagonalizable con N autovalores reales diferentes, o sea
(1) es un sistema hiperbo´lico.
A la diferencial de f en un punto u de O la denotamos df(u) y a su matriz
jacobiana ∇f(u). Si u ∈ O entonces a los autovalores de ∇f(u) los denotamos
λ1(u), ..., λN (u). Como los λk(u) son diferentes existen N vectores linealmente
independientes, a los que denotamos r1(u), ..., rN (u), tales que
∇f(u) · rk(u) = λk(u) · rk(u).
Por lo tanto RN tiene una base formada por autovectores de ∇f(u) para cada
u ∈ O. Tambie´n existen N vectores lk(u), k = 1, ..., N linealmente independi-
entes tales que
lk(u)T · ∇f(u) = λk(u) · lk(u)T .
La relajacio´n cine´tica de (1), o sistema relajado asociado a (1) es
zt + a(ξ)z

x =
1
 (Mξ(u
(t, x))− z), (t, x, ξ) ∈ R2+ ×X
u(t, x) =
∫
X
z(t, x, ξ) dµ(ξ), (t, x) ∈ R2+
z(0, x, ξ) = z0(x, ξ), (x, ξ) ∈ R×X
(2)
donde (X,Ω, µ) es un espacio de probabilidad dado, z ∈ RN , es decir que
buscamos soluciones z : R2+ × X → RN , a : X → R es medible acotada,
M : O ×X → RN es de clase C2 respecto a u ∈ O y medible acotada respecto
a ξ ∈ X y el dato inicial z0 esta´ en L∞(R×X,RN ).
Observemos que para cada ξ ∈ X la funcio´n
M : O ×X → RN
determina una funcio´nMξ : O → RN : u 7→Mξ(u) =M(u, ξ). Esta es la funcio´n
que aparece en (2).
Sera´ de vital importancia que M satisfaga ciertas condiciones de compati-
bilidad para que (2) sea un sistema que nos permita aproximar las soluciones
de (1) cuando → 0:
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Decimos que M es una funcio´n maxweliana (FM) en un conjunto cerrado
K ⊆ O si satisface las siguientes condiciones:
(M1).
∫
X
M(u, ξ) dµ(ξ) = u para todo u ∈ K
(M2).
∫
X
a(ξ)M(u, ξ) dµ(ξ) = f(u) para todo u ∈ K
(M3). El espectro de ∇Mξ(u) esta´ en (0,∞) para todo (u, ξ) ∈ K ×X
(M4). ∇Mξ(u) y ∇f(u) conmutan para todo (u, ξ) ∈ K ×X
En el caso que nos ocupa, el espectro de∇Mξ(u) es el conjunto de autovalores
de la matriz jacobiana de dMξ(u).
Ejemplo 1. Para i = 1, ..., N consideramos el sistema
∂tz

i + ai∂xz

i =
1

(Mi(u)− zi).
El espacio de probabilidad sera´ un espacio discreto con la medida de conteo
normalizada. Las condiciones de la funcio´n maxweliana son
N∑
i=1
Mi(u) = u
N∑
i=1
aiMi(u) = f(u).
Si tomamos N = 2, a1 = −λ y a2 = λ entonces al definir
M1(u) =
1
2
(
u− f(u)
λ
)
M2(u) =
1
2
(
u+
f(u)
λ
)
obtenemos un ejemplo de funcio´n maxweliana.
Recogemos ahora las definiciones de los conceptos que trataremos en el es-
tudio de las ecuaciones que acabamos de enunciar.
Definicio´n 1. Una solucio´n cla´sica (o simplemente, solucio´n) de (1) es una
funcio´n u : R2+ → RN que satisface las siguientes condiciones
1. u(t, x) ∈ O para todo (t, x) ∈ R2+
2. u ∈ C1(R2+ × R) ∩ C([0,∞)× R)
3. u(0, x) = u0(x) para todo x ∈ R
4. ut(t, x) + f(u(t, x))x = 0 para todo (t, x) ∈ R2+
Muchos sistemas de la forma (1) no poseen soluciones cla´sicas pues si suponemos
la existencia de tales soluciones llegamos a concluir que ellas son discontinuas
contradiendo la segunda condicio´n de la definicio´n 1. El ejemplo t´ıpico de esta
situacio´n es la siguiente ecuacio´n:
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Ejemplo 2. Ecuacio´n de Burger.
∂tu+ u∂xu = 0, (t, x) ∈ (0,+∞)× R
u(x, 0) = u0(x), x ∈ R
(3)
donde u ∈ R, f(u) = u2 y el dato inicial u0(x) es una funcio´n en L∞(R).
Tomemos
u0(x) =

1 si x ≤ 0
1− x si x ∈ [0, 1]
0 si x ≤ 1
(4)
Supongamos que existe una solucio´n cla´sica u : R+×R→ R de (3). Usemos
el me´todo de las curvas caracter´ısticas, para esto, definamos x(t) como la curva
solucio´n de la ecuacio´n diferencial
d x
d t
(t) = u(t, x(t)). (5)
A lo largo de esta curva tenemos
∂u
∂t
=
∂u
∂t
+
∂u
∂x
d x
d x
= ut + uux = 0.
Esto quiere decir que a lo largo de tales curvas la solucio´n u es constante respecto
al tiempo. Es decir, u(t, x(t)) = u(0, x(0)) = u0(x(0)).
Por otro lado, x′(t) resulta ser constante igual a u(0, x(0)) de donde con-
cluimos que x(t) es una recta cuya ecuacio´n esta´ dada por
x(t) = u0(x(0))t+ x(0).
Teniendo en cuenta el dato inicial (4) obtenemos:
Si x(0) ≤ 0 entonces x(t) = t+ x(0).
Si x(0) ∈ [0, 1] entonces x(t) = (1− x(0))t+ x(0).
Si x(0) ≥ 1 entonces x(t) = x(0).
Con esto conseguimos una solucio´n de (3) pero no en todo el plano:
u(t, x) =

1 si t ≥ x, t < 1
1−x
1−t si 0 ≤ t ≤ x ≤ 1
0 si 1 ≤ x ≤ t, 0 ≤ t ≤ 1
En la regio´n restante las curvas caracter´ısticas se cruzan y esto contradice la
continuidad de la solucio´n u.
Este ejemplo ilustra la necesidad de buscar un concepto de solucio´n de (1)
ma´s de´bil que el que hasta ahora tenemos.
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Definicio´n 2. Una solucio´n de´bil de (1) es una funcio´n u ∈ L∞(R2+,O) tal que
para toda φ ∈ C1c (R2+,RN ) se cumple∫
R2+
u · φt + f(u) · φx dtdx+
∫
R
u0 · φ(0, x)dx = 0 (6)
Aqu´ı C1c (R2+,RN ) denota el conjunto de funciones φ : [0,∞) × R → RN
cont´ınuas, de clase C1 en el abierto (0,∞)× R y con soporte compacto.
El concepto de solucio´n dado por la definicio´n 2 generaliza el de solucio´n
cla´sica en el sentido de que cualquier solucio´n cla´sica satisaface la condicio´n (6)
y por tanto es una solucio´n de´bil.
Teorema 4. Toda solucio´n cla´sica de (1) es una solucio´n de´bil.
Demostracio´n. Supongamos que u es una solucio´n de (1). Tomemos φ en
C1c (R2+) y escojamos r > 0 tal que Sop(φ) ⊆ B(0, r) ∩ R2+ =:M.
Usando la hipo´tesis tenemos que
(u · φ)t + (f(u) · φ)x =
( n∑
k=1
uk · φk
)
t
+
( n∑
k=1
fk(u) · φk
)
x
=
n∑
k=1
∂uk
∂t
φk +
n∑
k=1
uk
∂φk
∂t
+
n∑
k=1
∂fk(u)
∂x
φk +
n∑
k=1
fk(u)
∂φk
∂x
=
n∑
k=1
uk
∂φk
∂t
+
n∑
k=1
fk(u)
∂φk
∂x
= u · φt + f(u) · φx
y esta identidad se cumple en todo R2+.
Ahora bien, podemos usar el teorema de Green para obtener∫
R2+
u · φt + f(u) · φx dxdt =
∫
M
u · φt + f(u) · φx dxdt
=
∫
M
(f(u) · φ)x − (−u · φ)t dxdt
=
∫
∂M
−u · φdx+ f(u) · φdt
= −
∫
∂M
u · φdx− f(u) · φdt
Parametrizando la frontera deM observamos que sobre el camino (r cos θ, r sin θ),
θ ∈ [−pi, pi], tanto u · φ como f(u) · φ se anulan luego so´lo es necesario integrar
sobre la parte de ∂M que esta´ sobre el eje real con lo que conseguimos
−
∫
∂M
u · φdx− f(u) · φdt = −
∫ r
−r
u(x, 0) · φ(x, 0) dx
= −
∫
R
u0(x) · φ(x, 0) dx
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La u´ltima igualdad se debe a que en (−∞,−r)∪ (r,∞) la funcio´n φ tambie´n se
anula y u satisface la condicio´n inicial u(x, 0) = u0(x). Hemos probado que u es
una solucio´n de´bil.
En general, las soluciones de´biles de un sistema de leyes de conservacio´n no
son u´nicas. Una manera de asegurar la unicidad de tales soluciones consiste en
exigir que satisfagan ciertas condiciones adicionales.
Definicio´n 3. Consideremos el sistema equilibrado (1) para N = 1. Decimos
que una solucio´n de´bil u de (1) satisface la condicio´n de entrop´ıa si existe una
constante C > 0 tal que
u(t, x+ y)− u(t, x) ≤ C(1 + 1
t
)y
para casi todo x, y ∈ R, t ∈ R+ con y > 0.
Como anota´bamos antes, la importancia de la condicio´n de entrop´ıa es que,
bajo hipo´tesis adecuadas para f , asegura la unicidad de la solucio´n de´bil que la
satisface, veamos:
Teorema 5. Supongamos que la funcio´n f : R → R de (1) es convexa. En-
tonces, existe una u´nica solucio´n de´bil de (1) que satisface la condicio´n de en-
trop´ıa.
Demostracio´n. Siguiendo a [3] haremos la demostracio´n en varios pasos:
1. Supongamos que u y v son dos soluciones de (1) que satisfacen la condicio´n
de entrop´ıa y llamemos w = u − v. Dada la suavidad de la funcio´n f podemos
usar el teorema fundamental del ca´lculo para obtener en todo (t, x) ∈ R2+ lo
siguiente
f(u(t, x))− f(v(t, x)) =
∫ 1
0
d
dr
f(ru(t, x) + (1− r)v(t, x)) dr
=
∫ 1
0
f ′(ru(t, x) + (1− r)v(t, x)) dr[u(t, x)− v(t, x)]
Llamemos b(t, x) =
∫ 1
0
f ′(ru(t, x) + (1 − r)v(t, x)) dr de modo que podemos
escribir
f(u(t, x))− f(v(t, x)) = b(t, x)w(t, x).
Gracias a la hipo´tesis y la relacio´n (6), para toda funcio´n de prueba φ ∈
C1c (R2+) tenemos que
0 =
∫
R2+
w · φx + [f(u)− f(v)] · φx dxdt =
∫
R2+
w(φt + bφx) dxdt. (7)
2. Tomemos ε > 0. La funcio´n definida para x ∈ R2 como
ρε(x) =
kε−2exp
(
−ε2
ε2−|x|2
)
si |x| < ε
0 si |x| ≥ ε
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donde k =
(∫
B(0,1)
exp
( −1
1−|x|2
)
dx
)−1
, es una funcio´n de clase C∞ con soporte
contenido en la bola B(0, ε) con centro 0 y radio ε. Adema´s,∫
B(0,ε)
ρε(x) dx = 1.
A esta funcio´n la llamaremos en lo sucesivo el suavizador ρε.
Tomemos uε = ρε∗u y vε = ρε∗v donde ∗ denota el producto de convolucio´n
usual
uε(z1) =
∫
B(0,ε)
ρε(z2)u(z1 − z2) dz2 zi ∈ R2.
Aplicando la desigualdad de Ho¨lder sabemos que ‖uε‖L∞ ≤ ‖u‖L∞ y ‖vε‖L∞ ≤
‖v‖L∞ . Adema´s es un hecho conocido que uε → u y vε → v en casi todo punto
cuando ε→ 0.
Analizando los cocientes incrementales que definen la derivada paracial re-
specto a x de u obtenemos, por la condicio´n de entrop´ıa, que
∂u
∂x
= L´ım
h→0
u(t, x+ h)− u(t, x)
h
≤ C(1 + 1
t
)
por lo cual
∂uε
∂x
≤ C(1 + 1
t
)
∫
B(0,ε)
ρε(x) dx = C(1 +
1
t
).
El mismo argumento prueba que vεx ≤ C(1 + 1t ).
Ahora definamos bε(t, x) =
∫ 1
0
f ′(ruε(t, x) + (1 − r)vε(t, x)) dr. Con esto la
ecuacio´n (7) se convierte en
0 =
∫
R2+
w(φt + bφx) dxdt
=
∫
R2+
w(φt + bεφx) dxdt+
∫
R2+
w(b− bε)φx dxdt
3. Fijemos T > 0. para cualquier funcio´n de prueba ψ ∈ C1c (R2+) podemos
resolver el problema {
zεt + bεz
ε
x = ψ en R× (0, T )
z(T, x) = 0 para todo x ∈ R (8)
por el me´todo de las curvas caracter´ısticas. Para tal fin tomamos x ∈ R y
definimos xε como la solucio´n de la ecuacio´n diferencial ordinaria{
x′ε(s) = bε(s, xε(s)) para s ≥ t
xε(t) = x
(9)
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de donde obtenemos
zεt (s, xε(s)) + bεz
ε
x(s, xε(s)) = ψ(s, xε(s))
o sea,
∇zε(s, xε(s)) · (1, bε(s, xε(s))) = ψ(s, xε(s))
que equivale a
d
ds
z(s, xε(s)) = ψ(s, xε(s))
lo que nos da por integracio´n la solucio´n de (8)
zε(t, x) = −
∫ T
t
ψ(xε(s), s) ds
para cada x ∈ R y todo t ∈ [0, T ]. zε es la u´nica solucio´n de (8). Adema´s zε es
acotada y tiene soporte compacto porque ψ lo tiene.
4. En este paso probaremos que para todo s > 0 existe una constante Cs > 0
tal que |zεx| ≤ Cs en (s, T )× R.
Tomemos cualquier t que cumpla 0 < s ≤ t ≤ T . Hagamos una estimativa
para la derivada parcial ∂bε∂x (t, x). Para esto debemos tener en cuenta que f es
de clase C2 y es convexa por la hipo´tesis del teorema, luego f ′′(·) > 0. Adema´s
sabemos que tanto uεx como v
ε
x esta´n acotadas por C(1 +
1
t ). Tenemos pues,
∂b
∂x
(t, x) =
∂
∂x
∫ 1
0
f ′(ruε(t, x) + (1− r)vε(t, x)) dr
=
∫ 1
0
f ′′(ruε(t, x) + (1− r)vε(t, x))[ruεx + (1− r)vεx] dr
≤ C(1 + 1
t
) ≤ C(1 + 1
s
)
≤ C
s
en el u´ltimo paso hemos cambiado de constante C pero lo importante es que
sigue siendo una constante positiva.
Derivando zεt + bεz
ε
x = ψ respecto a x obtenemos
zεtx + bεz
ε
xx +
∂bε
∂x
zεx = ψx.
Llamando a(t, x) = eλtzεx, donde λ =
C
s + 1 obtenemos
at + bεax = λa+ eλtzεxt + bεe
λtzεxx
= λa+ eλt[zεxt + bεz
ε
xx]
= λa+ eλt
[
ψx − ∂b
∂x
· zεx
]
=
[
λ− ∂b
∂x
]
a+ eλtψx
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Como el soporte de z es compacto tambie´n lo es el de zx y por tanto el de
a(t, x). As´ı pues, a(t, x), que es claramente cont´ınua por la definicio´n, alcanza
su punto ma´ximo en un cierto (t0, x0) ∈ [s, T ] × R. Si t0 = T entonces zx es
ide´nticamente nula. Si por el contrario 0 ≤ t0 < T entonces toda derivada
direccional de a en (t0, x0) es negativa porque en cualquiera de estas direcciones
a decrece. En particular la derivada parcial at(t0, x0) ≤ 0 pero ax(t0, x0) = 0.
Reemplazando (t0, x0) en la u´ltima igualdad obtenemos
[λ− ∂bε
∂x
(t0, x0)]a(t0, x0) + eλt0ψx(t0, x0) ≤ 0.
Ahora basta recordar que hemos acotado ∂bε∂x (t, x) por C/s y que por definicio´n
λ = Cs + 1, para obtener
a(t0, x0) ≤ eλt0ψx ≤ eλT ‖ψx‖L∞ .
Exactamente el mismo argumento aplicado al punto (t1, x1) donde a alcanza su
mı´nimo nos da
a(t1, x1) ≥ −eλT ‖ψx‖L∞ .
Por lo tanto,
−eλT ‖ψx‖L∞ ≤ a(t, x) ≤ eλT ‖ψx‖L∞
lo que equivale a
|eλtzεx| = |a(t, x)| ≤ eλT ‖ψx‖L∞ .
Esto nos da la desigualdad que queriamos |zεx| ≤ Cs en (s, T ) × R para un Cs
adecuado, a saber, Cs = e
C
s +1‖ψx‖L∞ .
Antes de enunciar el paso final notemos que zεx(·, t) ∈ L1(R) para todo
t ∈ [0, τ ] donde τ > 0 es suficientemente pequen˜o. Esto es una inmediata
consecuencia de que zx tenga soporte compacto y sea acotada.
5. Ya estamos en posicio´n de probar la afirmacio´n final.
El paso anterior nos permite reemplazar en
0 =
∫
R2+
w(φt + bεφx) dxdt+
∫
R2+
w(b− bε)φx dxdt
la φ por z con lo cual obtenemos
0 =
∫
R2+
wψ dxdt+
∫
R2+
w(b− bε)zεx dxdt
luego ∫
R2+
wψ dxdt =
∫
R2+
w(bε − b)zεx dxdt.
Hemos trabajado con un T arbitrario y ahora escogemos uno adecuado para
que la funcio´n zε se anule fuera de [0, T ] × R. Esto es posible porque zε tiene
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soporte compacto. Con esto podemos evaluar la integral
∫
R2+
w(bε − b)zεx dxdt
en dos partes:
A(ε) =
∫ T
τ
∫ ∞
−∞
w(bε − b)zεx dxdt
y
B(ε) =
∫ T
τ
∫ ∞
−∞
w(bε − b)zεx dxdt.
En el paso 4. logramos acotar zεx por Cs en la franja (τ, T )× R por lo que
|A(ε)| ≤
∫ T
τ
∫ ∞
−∞
|w(bε − b)||zεx| dxdt
≤ Cs
∫ T
τ
∫ ∞
−∞
|w||(bε − b)| dxdt
y el teorema de la convergencia dominada nos dice que A(ε)→ 0.
Por otra parte, por la observacio´n hecha antes de enunciar el paso 5. sabemos
que
|B(ε)| ≤
∫ τ
0
∫ ∞
−∞
|w(bε − b)||zεx| dxdt
≤ τC ma´x
0≤t≤τ
∫ ∞
−∞
|zεx(t, x)| dxdt
≤ τC‖zx(t2, ·)‖L1(R)
para algu´n t2 ∈ [0, τ ] fijo. Con esto hemos probado que∫
R2+
wψ dxdt = 0
y como ψ es una funcio´n de prueba arbitraria concluimos que u− v = w es cero
en casi todo punto que es lo que quer´ıamos.
Pasamos ahora a enunciar otro concepto de utilidad en el estudio de los
sistemas de leyes de conservacio´n.
Definicio´n 4. Sean G : O → R y F : O → R dos funciones. El par ordenado
(G,F ) se llama un par de entrop´ıa para el sistema equilibrado si en cada u ∈ O
se cumple
∇G(u) · ∇f(u) = ∇F (u)
A G se el conoce como la entrop´ıa y a F como el flujo de entrop´ıa.
Esto quiere decir que para cada u ∈ O y cada k ∈ {1, ..., n} tenemos
∂F
∂xk
(u) =
n∑
j=1
∂G
∂xj
(u)
∂fj
∂xk
(u).
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Teorema 6. Si u es solucio´n de (1) y (G,F ) es un par de entrop´ıa para (1)
entonces en R2+ se cumple
G(u)t + F (u)x ≡ 0
Demostracio´n. Usando la regla de la cadena y la observacio´n anterior, en cada
punto (x, t) de R2+ tenemos
F (u)x =
n∑
k=1
∂F
∂xk
(u(x, t))
∂uk
∂x
(x, t)
=
n∑
k=1
n∑
j=1
∂G
∂xj
(u(x, t))
∂fj
∂xk
(u(x, t))
∂uk
∂x
(x, t)
Ahora bien, como u es solucio´n de (1) entonces para cada j ∈ {1, ..., n}
∂uj
∂t
(x, t) = −
n∑
k=1
∂fj
∂xk
(u(x, t))
∂uk
∂x
(x, t)
de donde
G(u)t =
n∑
j=1
∂G
∂xj
(u(x, t))
∂uj
∂t
(x, t)
= −
n∑
j=1
n∑
k=1
∂G
∂xj
(u(x, t))
∂fj
∂xk
(u(x, t))
∂uk
∂x
(x, t)
Sumando se obtiene la igualdad que queriamos.
Este teorema nos sugiere el ana´logo de la condicio´n de entrop´ıa para las
soluciones de´biles de (1):
Definicio´n 5. Decimos que una solucio´n de´bil del sistema equilibrado es entro´pica
si existe un par de entrop´ıa (G,F ) de (1) con G convexa en O tal que
−
∫
R2+
G(u) · φt + F (u) · φx dtdx ≤ 0
para toda φ ∈ C1c (R2+,RN ).
Que G sea convexa en O significa que si u, v ∈ O entonces para cada s ∈ [0, 1]
se cumple
G((1− s)u+ sv) ≤ (1− s)G(u) + sG(v).
aqu´ı adquiere sentido la exigencia de que el abierto O sea convexo pues necesi-
tamos que si u y v esta´n en O entonces el segmento [u, v] este´ contenido tambie´n
en O para poder evaluar G.
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Definicio´n 6. Decimos que un conjunto C ⊆ O es un dominio positivamente
invariante para el sistema equilibrado si posee la siguiente propiedad: Si u es
una solucio´n cla´sica de (1) entonces
u(0, x) ∈ C ∀x ∈ R implica u(t, x) ∈ C ∀(t, x) ∈ R2+.
Es natural definir los dominios positivamente invariantes para (2) como los
conjuntos F que satisfacen la siguiente condicio´n
z(0, x, ξ) ∈ F ∀(x, ξ) ∈ R×X implica z(t, x, ξ) ∈ F ∀(t, x, ξ) ∈ R2+ ×X.
Si vemos a F como un conjunto de funciones z : X → RN , la definicio´n de
dominio positivamente invariante para (2) sera´ muy similar a la ana´loga para el
sistema equilibrado:
Definicio´n 7. Un conjunto de funciones F = {f : X → RN} es un dominio
positivamente invariante para (2) si cumple
z0(x) ∈ F ∀x ∈ R implica z(t, x) ∈ F ∀(t, x) ∈ R2+
donde entendemos que z0(x)(ξ) = z0(x, ξ) y z(t, x)(ξ) = z(t, x, ξ).
Necesitaremos un u´ltimo concepto: si T : RN → RN es lineal y V ⊆ RN
entonces decimos que V es estable o invariante para T si T (V ) ⊆ V . Adema´s,
para cada p ∈ V el espacio tangente a V en el punto p es el conjunto Tp(V )
dado por
Tp(V ) = {α′(0) ∈ RN |α : (−δ, δ)→ V es derivable en 0 con α(0) = p}.
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4 Resultados
Trabajaremos bajo tres hipo´tesis:
(H1). Existe un conjunto convexo compacto K ⊆ O, con frontera de clase
C2 e interior no vac´ıo, que es un dominio positivamente invariante para el sis-
tema equilibrado. Este K cumple adema´s que en cada u ∈ ∂K el plano tangente
Tu(∂K) es estable para ∇f(u).
(H2). Podemos asociar al sistema equilibrado un sistema de la forma (2)
donde M es una funcio´n Maxwelliana de (1) en el compacto K de (H1). Esto
significa que se satisfacen las condiciones (M1)-(M4) para M .
(H3) El sistema equilibrado (1) posee un par de entrop´ıa flujo (G,F ) con la
entrop´ıa G estrictamente convexa en O.
La condiciones que exigimos al convexo compacto K de (H1) se deben a
que e´stas son las hipo´tesis necesarias para obtener la conclusio´n del siguiente
teorema:
Teorema 7 (Serre). Bajo las hipo´tesis (H1) y (H2), los dominios Kξ :=
Mξ(K) son convexos y Mξ : K → Kξ es un difeomorfismo global para todo
ξ ∈ X.
Demostracio´n. La prueba de este importante resultado se puede encontrar en
el art´ıculo [9].
Observemos que cada Kξ es compacto por ser la imagen de un compacto
bajo una funcio´n continua de modo que Kξ es en realidad un dominio convexo
y compacto.
Teorema 8. Supongamos que el dato inicial en (2) satisface z0(t, x) ∈ K. Bajo
las hipo´tesis (H1) y (H2), para cada  > 0, el sistema relajado admite una u´nica
solucio´n local en el tiempo.
Demostracio´n. Sea Y = L∞([0, T ]×R×X). Consideremos el operador L : Y →
Y dado por
L(z) = St(z0) +
∫ t
0
St−τ (Mξ(u(τ, x))− z(τ, x, ξ)) dτ
donde St es el semigrupo asociado a la ecuacio´n homoge´nea
zt + a(ξ)zx = 0, (t, x, ξ) ∈ R2+ ×X.
Omitiremos el super´ındice , que estara´ fijo durante toda la prueba, pero
siempre estamos suponiendo z = z, u = u =
∫
X
z dµ(ξ).
Usaremos el argumento usual que consiste en probar que L es una contraccio´n
en un espacio me´trico completo y de este modo poseera´ un u´nico punto fijo z
que es solucio´n local de (2).
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Como z0 ∈ L∞(R × X) entonces para cualquier T > 0 podemos suponer
z0 ∈ L∞(R+,R ×X). El espacio completo que buscamos sera´ un bola cerrada
BY (z0, R) de centro en z0 y un radio adecuado R.
La funcio´n [0, T ] → R : t 7→ ‖St‖B(Y ) es cont´ınua por ser St un semigrupo,
luego sup
t∈[0,T ]
‖St‖B(Y ) <∞. Por lo tanto, si zi ∈ BY (z0, R) para i = 1, 2 entonces
‖L(z1)− L(z2)‖Y
=
∥∥∥∥∫ t
0
St−τ (Mξ(u1(τ, x))− z1(τ, x, ξ))− St−τ (Mξ(u2(τ, x))− z2(τ, x, ξ)) dτ
∥∥∥∥
Y
≤
∥∥∥∥∫ t
0
St−τ [Mξ(u1(τ, x))−Mξ(u2(τ, x))− (z1(τ, x, ξ))− z2(τ, x, ξ))] dτ
∥∥∥∥
Y
≤
∫ t
0
∥∥St−τ [Mξ(u1)−Mξ(u2)− (z1 − z2)]∥∥Y dτ
≤ T ( sup
t∈[0,T ]
‖St‖B(Y )
)[‖Mξ(u1)−Mξ(u2)‖Y + ‖z1 − z2‖Y dτ]
Debemos acotar la cantidad ‖Mξ(u1)−Mξ(u2)‖Y . ComoM es una maxweliana
de (1) entonces M es acotada respecto ξ, adema´s M es de clase C2 respecto
a u y por tanto es localmente Lipchiciana. Recordemos tambie´n que X es un
espacio de probabilidad, luego para un R adecuado
‖Mξ(u1)−Mξ(u2)‖Y ≤ Csup|u1(t, x)− u2(t, x)|
∫
X
dµ(ξ) ≤ C‖z1 − z2‖Y .
En particular, existe una constante (que seguimos denotando C) que cumple
‖L(z1)− L(z2)‖Y ≤ TC‖z1 − z2‖Y .
De aqu´ı es claro que para una eleccio´n adecuada de T tenemos que L es una
contraccio´n y por tanto tiene un u´nico punto fijo z que es solucio´n de (2).
Para que la solucio´n local en el tiempo que hemos encontrado en el teorema
anterior sea global basta probar que e´sta es acotada. Este resultado se tiene si
existe un dominio positivamente invariante para (2) ya que hemos supuesto que
z0 ∈ L∞.
Sea F = {ϕ : X → RN : ϕ(ξ) ∈ Kξ para todo ξ ∈ X}.
Veamos primero que para todo ϕ ∈ F tenemos∫
X
ϕ(ξ) dµ(ξ) ∈ K.
Consideremos el subconjunto de RN
A :=
{∫
X
M(u, ξ) dµ(ξ) : u ∈ K
}
.
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Gracias a (M1) tenemos u =
∫
X
M(u, ξ) dµ(ξ) para todo u ∈ K luego K = A.
Tomemos ahora ϕ ∈ F . Por la definicio´n de F sabemos que ϕ(ξ) ∈ Kξ =
Mξ(K). Por lo tanto,∫
X
ϕ(ξ) dµ(ξ) =
∫
X
Mξ(u) dµ(ξ) ∈ K
y esto prueba nuestra afirmacio´n.
De este resultado se deduce que F es un dominio positivamente invariante
para (2). La prueba detallada se encuentra en [9] y por tanto la omitimos.
Teorema 9. Supongamos que el dato inicial del sistema relajado satisface
z0(x, ξ) = z0(x)(ξ) ∈ Kξ para todo ξ ∈ X.
Entonces (2) posee una solucio´n u´nica global en el tiempo z : R2+ ×X → RN
tal que z(t, x)(ξ) ∈ Kξ para todo ξ ∈ X.
Demostracio´n. La hipo´tesis significa que z0(x) ∈ F . Como F es un dominio
positivamente invariante para (2) y z0 es acotada entonces la solucio´n local z
del teorema 8 es acotada y por tanto puede extenderse a todo el semiplano R2+,
esto es, z es una solucio´n global de (2). La condicio´n, z(t, x)(ξ) ∈ Kξ para
todo ξ ∈ X, se deduce inmediatamente de la invarianza de F .
Notemos que si tenemos un dato unicial dado u0(x) entones la hipo´tesis (H1)
asegura la existencia de un dominio positivamente invariante K tal que u0(x) ∈
K para todo x ∈ R, luego el dato inicial z0(x, ·) = M(u0(x), ·) pertenece al
dominio positivamente invariante F . As´ı pues, el teorema 9 asegura la existencia
de soluciones globales en el tiempo para el sistema
zt + a(ξ)z

x =
1
 (Mξ(u
)− z), (t, x, ξ) ∈ R2+ ×X
u(t, x) =
∫
X
z(t, x, ξ) dµ(ξ), (t, x) ∈ R2+
z(0, x, ξ) =M(u0(x), ξ), (x, ξ) ∈ R×X
(10)
Observemos que el dato inicialM(u0(x), ·) no depende de . Con esto nuestro
problema consiste en hacer  tender a cero y controlar la cantidad 1 (Mξ(u
)−z)
para obtener soluciones del sistema homoge´neo
zt + a(ξ)zx = 0, (t, x, ξ) ∈ R2+ ×X
u(t, x) =
∫
X
z(t, x, ξ) dµ(ξ), (t, x) ∈ R2+
z(0, x, ξ) =M(u0(x), ξ), (x, ξ) ∈ R×X
(11)
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El dato inicial no sera´ problema porque basta integrar y usar (M1) para
obtener
u0(x) =
∫
X
z(0, x, ξ) dµ(ξ).
De este modo con la solucio´n de (11) recuperamos el dato inicial de (1). El
inconveniente es que si → 0 las soluciones z del problema (10) tienden a una
funcio´n z y no lo hacen fuertemente de modo que z no tiene porque´ ser una
solucio´n cla´sica de (11). Au´n as´ı podemos obtener a partir de esta funcio´n z
una solucio´n entro´pica de (1).
Vamos a construir primero pares de entrop´ıa que nos permitan hacer algunas
estimaciones adecuadas de Mξ(u) − z. Para esto sera´ necesario el siguiente
hecho te´cnico:
Teorema 10. Todo autovector de ∇f(u) es un autovector de ∇Mξ(u) para todo
ξ ∈ X, posiblemente para un autovalor diferente.
Demostracio´n. Sea rk(u) un autovector de ∇f(u) correspondiente al autovalor
λk(u). Tomamos sk(u) = ∇Mξ(u) · rk(u). Gracias a (M4) tenemos
∇f(u) · sk(u) = ∇f(u) · ∇Mξ(u) · rk(u)
= ∇Mξ(u) · ∇f(u) · rk(u)
= λk(u)∇Mξ(u) · rk(u)
= λk(u)sk(u).
Luego, sk(u) esta´ en el espacio propio E(λk(u)) donde
E(λk(u)) := {v ∈ Rn : ∇f(u) · v = λk(u)v}.
Como (1) es hiperbo´lico cada E(λk(u)) tiene dimensio´n uno luego rk(u) es
un generador de E(λk(u)) y obtenemos
sk(u) = αrk(u)
para algu´n α ∈ R. As´ı pues,
∇Mξ(u) · rk(u) = sk(u) = αrk(u).
Es decir, rk(u) es un autovector de ∇Mξ(u) correspondiente al autovalor α.
Observemos que no necesariamente α = λk(u). Como u ∈ O, ξ ∈ X y rk(u)
fueron arbitrarios, el teorema queda probado.
Sea (G,F ) el par de entrop´ıa de (1) cuya existencia suponemos en la hipo´tesis
(H3). Sabemos que para cada u ∈ O existe una base de RN formada por
autovectores r1(u), ..., rN (u) de ∇f(u). Usando la notacio´n del teorema anterior
tenemos
∇Mξ(u) · rk(u) = αrk(u)
=
α
λk(u)
λk(u)rk(u)
=
α
λk(u)
∇f(u) · rk(u)
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de modo que las transformaciones lineales ∇Mξ(u) y ∇f(u) se diferencian sobre
cada espacio propio E(λk(u)) por constantes. Aunque hemos razonado con las
aplicaciones lineales ∇Mξ(u) y ∇f(u) definidas a derecha, los mismos argumen-
tos funcionan con los autovectores izquierdos que son los que necesitamos. As´ı
pues, G es una entrop´ıa para la ecuacio´n
wt +Mξ(w)x = 0 (12)
aunque los flujos no necesariamente coinciden con F . Si denotamos Fξ al flujo
de entrop´ıa de (12) entonces (G,Fξ) es un par de entrop´ıa flujo para la ecuacio´n
(12) y podemos definir
eξ := Fξ ◦M−1ξ .
Notemos que la composicio´n esta´ bien definida pues el rango de M−1ξ es O
que coincide con el dominio de G, Mξ y Fξ. Adema´s, por el teorema de Serre
las funciones M−1ξ son difeomorfismos locales de clase C
2 por lo que eξ es una
funcio´n de clase C2 tambie´n.
Teorema 11. Si (G,Fξ) es un par de entrop´ıa flujo para (12) entonces
∇2(eξ ◦Mξ) = ∇2G
donde ∇2 denota la matriz Hessiana.
Demostracio´n. Por la definicio´n de eξ tenemos que
Fξ = eξ ◦Mξ.
Si calculamos los gradientes usando la regla de la cadena y tenemos en cuenta
que (G,Fξ) es un par de entrop´ıa flujo para (12) obtenemos
∇eξ(Mξ(w))∇Mξ(w) = ∇(eξ ◦Mξ)(w) = ∇Fξ(w) = ∇G(w)∇Mξ(w).
Ahora bien, la condicio´n (M3) de la Maxweliana nos dice que el espectro
de ∇Mξ(w) esta´ contenido en (0,∞). Por lo tanto, ∇Mξ(w) es invertible y
concluimos que
∇(eξ ◦Mξ(w)) = ∇eξ(Mξ(w)) = ∇G(w)
para todo w ∈ O. Diferenciando nuevamente y usando regla de la cadena obten-
emos la conclusio´n del teorema.
Recordemos ahora un hecho de la teor´ıa de funciones convexas: una funcio´n
de clase C2 definida en un conjunto convexo es estrictamente convexa si y so´lo
si su matriz Hessiana es definida positiva.
Recordemos que hemos supusto en (H3) que G es una funcio´n estrictamente
convexa. Una consecuencia de esto es el teorema siguiente que permita concluir
la convexidad estricta de eξ ◦Mξ a partir de la convexidad estricta de G. Basta
con tener en cuenta la relacio´n entre las Hessianas dada por el teorema anterior
y el resultado sobre funciones convexas que acabamos de enunciar.
26
Teorema 12. La Hessiana ∇2(eξ ◦Mξ) es una matriz definida positiva.
Demostracio´n. Sabemos que eξ◦Mξ es una funcio´n de clase C2. Hemos supuesto
en (H1) que el dominio positivamente invariante K es convexo. Adema´s la
entrop´ıaG es una funcio´n convexa, por hipo´tesis. Por la tanto la matriz Hessiana
∇2G(u) es definida positiva en cada u ∈ O pero esta matriz coincide con ∇2(eξ ◦
Mξ) por el teorema anterior. Luego, la Hessiana de eξ ◦Mξ es definida positiva
y esto concluye la prueba.
Vale la pena resaltar que del teorema anterior deducimos tambie´n que eξ es
convexa en K porque su Hessiana es definida positiva.
Una observacio´n de vital importancia para el siguente teorema es que eξ no
depende de . Esto es debido a que Mξ es independiente de  y Fξ es el flujo
de la ecuacio´n (12) que fue construida a partir de Mξ, es decir, Fξ tampoco
depende de .
Teorema 13. Existe una constante positiva c, independiente de , tal que∫
X
eξ(Mξ(u)) dµ(ξ) +
∫
X
∇eξ(Mξ(u)) · (ϕ(ξ)−Mξ(u)) dµ(ξ)
≤
∫
X
eξ(ϕ(ξ)) dµ(ξ)− c
∫
X
|Mξ(u)− ϕ(ξ)|2 dµ(ξ)
para toda ϕ ∈ F y todo u ∈ K.
Demostracio´n. Consideremos una funcio´n ϕ ∈ F . Recordemos que esto significa
que ϕ : X → RN cumple ϕ(ξ) ∈ Kξ para todo ξ ∈ X. Esta condicio´n es
importante para poder evaluar eξ(ϕ(ξ)).
Si usamos la expansio´n de Taylor de eξ de primer orden en el convexo Kξ
obtenemos, para cualquier u ∈ O,
eξ(ϕ(ξ)) = eξ(Mξ(u)) +∇eξ(Mξ(u)) · (ϕ(ξ)−Mξ(u))
+
1
2
∇2eξ(Mξ(u)) · (ϕ(ξ)−Mξ(u))2 +R(ϕ(ξ)−Mξ(u)) (13)
donde |R(ϕ(ξ) −Mξ(u))| ≤ C|ϕ(ξ) −Mξ(u)|3 para algu´n C > 0. Gracias a la
convexidad de eξ tenemos que
eξ(ϕ(ξ)) ≥ eξ(Mξ(u)) +∇eξ(Mξ(u)) · (ϕ(ξ)−Mξ(u))
por lo tanto
1
2
∇2eξ(Mξ(u)) · (ϕ(ξ)−Mξ(u))2 +R(ϕ(ξ)−Mξ(u)) ≥ 0.
Pero 12∇2eξ(Mξ(u)) · (ϕ(ξ)−Mξ(u))2 ≥ 0 luego debemos tener que
1
2
∇2eξ(Mξ(u))·(ϕ(ξ)−Mξ(u))2+R(ϕ(ξ)−Mξ(u)) ≥ k∇2eξ(Mξ(u))·(ϕ(ξ)−Mξ(u))
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para alguna constante k > 0.
Reemplazando en (13) obtenemos
eξ(ϕ(ξ)) ≥ eξ(Mξ(u)) +∇eξ(Mξ(u)) · (ϕ(ξ)−Mξ(u))
+k∇2eξ(Mξ(u)) · (ϕ(ξ)−Mξ(u))2.
Nuevamente gracias a que ∇2eξ(Mξ(u)) es definida positiva obtenemos una
constante λ > 0 tal que
∇2eξ(Mξ(u)) · (ϕ(ξ)−Mξ(u))2 ≥ λ|ϕ(ξ)−Mξ(u)|2.
Tomando c = kλ conseguimos
eξ(ϕ(ξ)) ≥ eξ(Mξ(u)) +∇eξ(Mξ(u)) · (ϕ(ξ)−Mξ(u)) + c|ϕ(ξ)−Mξ(u)|2.
Tanto k como λ dependen exclusivamente de eξ, es decir, son independientes de
 lo cual significa que c tampoco depende de . Todo lo anterior nos conduce
finalmente a que
eξ(Mξ(u)) +∇eξ(Mξ(u)) · (ϕ(ξ)−Mξ(u)) ≤ eξ(ϕ(ξ))− c|ϕ(ξ)−Mξ(u)|2.
Para conseguir el resultado que queremos basta integrar sobre X la desigual-
dad anterior.
Ahora usaremos estos resultados generales en el caso particular de la solucio´n
del sistema (10).
Teorema 14. Sea z(t, x) ∈ F la solucio´n del problema (10) obtenida en el
teorema 9. Entonces, existe una constante c > 0, independiente de , tal que∫
X
eξ(Mξ(u)) dµ(ξ) ≤
∫
X
eξ(z) dµ(ξ)− c
∫
X
|Mξ(u)− z|2 dµ(ξ)
Demostracio´n. Usando el teorema anterior so´lo falta verificar que∫
X
∇eξ(Mξ(u)) · (z −Mξ(u)) dµ(ξ) = 0.
Notemos primero que ∇eξ(Mξ(u)) = ∇G(u) no depende de ξ por lo que basta
ver que ∫
X
z −Mξ(u) dµ(ξ) = 0.
Ahora bien, en el problema (10) tenemos que
u(t, x) =
∫
X
z(t, x, ξ) dµ(ξ) =
∫
X
z(t, x)(ξ) dµ(ξ).
Pero adema´s la condicio´n (M1) de la Maxweliana nos dice que∫
X
Mξ(u(t, x)) dµ(ξ) = u(t, x),
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luego ∫
X
z(t, x)(ξ) dµ(ξ)−
∫
X
Mξ(u(t, x)) dµ(ξ) = u(t, x)− u(t, x) = 0
como quer´ıamos probar.
Definamos dos funcionales E : F → R y H : F → R de la siguiente manera:
E(ϕ) =
∫
X
eξ(ϕ(ξ)) dµ(ξ) y H(ϕ) =
∫
X
a(ξ)eξ(ϕ(ξ)) dµ(ξ).
Teorema 15. Para toda u tenemos
E(Mξ(u)) = G(u)
Demostracio´n. Consideremos la funcio´n h(v) =
∫
x
Mi(v) dµ(ξ).Dado que (G,Fξ)
es un par de entrop´ıa flujo para (12) entonces
∇G(v) · ∇h(v) = ∇G(v) ·
∫
X
∇Mξ(v) dµ(ξ)
=
∫
X
∇G(v) · ∇Mξ(v) dµ(ξ)
= ∇
∫
X
Fξ(v) dµ(ξ)
Observemos que h(v) es la identidad sobre K por la hipo´tesis (M1), entonces
∇G(v) = ∇
∫
X
Fξ(v) dµ(ξ)
de donde G(v) y
∫
X
Fξ(v) dµ(ξ) difieren en una constante. Esta constante la
podemos tomar nula porque esto no genera ningu´n cambio en el hecho de que
(G,Fξ) es un par de entrop´ıa para (12).
As´ı pues, en particular para cada u obtenemos
E(Mξ(u)) =
∫
X
eξ(Mξ(u)) dµ(ξ)
=
∫
X
Fξ(u) dµ(ξ) = G(u)
como quer´ıamos.
Un razonamiento completamente ana´logo permite demostrar que
H(Mξ(u)) = F (u)
para toda u.
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Vamos a calcular las derivadas de estos funcionales cuando ϕ(ξ) = z(t, x)(ξ).
Para E(z(t, x)) calculamos la derivada respecto a la variable temporal
∂
∂t
E(z(t, x)) =
∂
∂t
∫
X
eξ(z(t, x)(ξ)) dµ(ξ)
=
∫
X
∂
∂t
eξ(z(t, x)(ξ)) dµ(ξ)
=
∫
X
∇eξ(z(t, x)(ξ)) · zt (t, x)(ξ) dµ(ξ)
mientras que para H(z(t, x)) calculamos la derivada respecto a la variable es-
pacial
∂
∂x
H(z(t, x)) =
∂
∂x
∫
X
a(ξ)eξ(z(t, x)(ξ)) dµ(ξ)
=
∫
X
a(ξ)
∂
∂x
eξ(z(t, x)(ξ)) dµ(ξ)
=
∫
X
∇eξ(z(t, x)(ξ)) · (a(ξ)zx(t, x)(ξ)) dµ(ξ).
Teniendo en cuenta que z(t, x) es la solucio´n de (10) obtenemos
∂
∂t
E(z(t, x)) +
∂
∂x
H(z(t, x)) =
∫
X
∇eξ(z(t, x)(ξ)) · zt (t, x)(ξ) dµ(ξ)
+
∫
X
∇eξ(z(t, x)(ξ)) · (a(ξ)zx(t, x)(ξ)) dµ(ξ)
=
∫
X
∇eξ(z(t, x)(ξ)) · (zt + a(ξ)zx) dµ(ξ)
=
1

∫
X
∇eξ(z(t, x)(ξ)) · ((Mξ(u)− z) dµ(ξ).
Integrando directamente y considerando la hipo´tesis adicional∫
R2+
∫
X
e(z0(x, ξ)) dµ(ξ)dx <∞ (14)
tendremos que si z es la solucio´n de (10) entonces ∂∂tE(z
(t, x))+ ∂∂xH(z
(t, x))
es acotado en L1([0, T ]× R) para todo tiempo T > 0.
Teorema 16. Bajo las condiciones del teorema 14 tenemos
‖Mξ(u)− z‖L2([0,T ]×R×X) = O(
√
)
para todo T > 0.
Demostracio´n. Como eξ es convexa sabemos que
eξ(Mξ(u))− eξ(z(t, x, ξ)) ≥ ∇eξ(z(t, x)(ξ)) · ((Mξ(u)− z).
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Si usamos el teorema 14 conseguimos la acotacio´n
1

∫
X
∇eξ(z(t, x)(ξ)) · ((Mξ(u)− z) dµ(ξ) ≤ 1

∫
X
eξ(Mξ(u))− eξ(z(t, x, ξ)) dµ(ξ)
≤ −c

∫
X
|Mξ(u)− z|2 dµ(ξ).
Por lo tanto,
∂
∂t
E(z(t, x)) +
∂
∂x
H(z(t, x)) ≤ −c

∫
X
|Mξ(u)− z|2 dµ(ξ),
o lo que es lo mismo∫
X
|Mξ(u)− z|2 dµ(ξ) ≤ − 
c
(
∂
∂t
E(z(t, x)) +
∂
∂x
H(z(t, x))
)
.
Para terminar de probar el teorema basta integrar respecto a t en [0, T ] y
respecto a x en (−∞,∞). Por la observacio´n que hicimos antes del teorema
concluimos
‖Mξ(u)− z‖2L2([0,T ]×R×X) = c.
Necesitaremos otra acotacio´n similar pero que involucre las funciones f(u)
y a(·)z. Para conseguirla usaremos el teorema anterior.
Teorema 17. Sea z(t, x) ∈ F la solucio´n del problema (10) obtenida en el
teorema 9. Si llamamos
v =
∫
X
a(ξ)z(t, x, ξ) dµ(ξ)
entonces
‖f(u)− v‖L2([0,T ]×R) = O(
√
).
Demostracio´n. Por una parte tenemos
‖f(u)− v‖2L2([0,T ]×R) =
∫ ∞
−∞
∫ T
0
|f(u)− v|2 dt dx
=
∫ ∞
−∞
∫ T
0
∣∣∣∣∫
X
a(ξ)Mξ(u) dµ(ξ)−
∫
X
a(ξ)z dµ(ξ)
∣∣∣∣2 dt dx
Debemos tener en cuenta que a(ξ) es acotada luego |a(ξ)| ≤ c para todo ξ ∈ X.
Recordemos tambie´n que X es un espacio de probabilidad, luego, aplicando la
desigualadad de Jensen tenemos
‖f(u)− v‖2L2([0,T ]×R) ≤ c
∫ ∞
−∞
∫ T
0
∫
X
|Mξ(u)− z|2 dt dx
= c‖Mξ(u)− z‖2L2([0,T ]×R×X).
y basta con aplicar el teorema 16.
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Con estos teoremas sera´ suficiente para demostrar el resultado principal de
nuestro trabajo que consiste en usar las te´cnicas de la compacidad compensada
para probar justificar la existencia del l´ımite cuando → 0.
Teorema 18. Bajo las hipo´tesis (H1)-(H3) y la hipo´tesis adicional (14), la
sucesio´n (u) es relativamente compacta en Lploc(R+ × R) y toda funcio´n u de
la adherencia es una solucio´n entro´pica de (1).
Demostracio´n. Probemos primero que la sucesio´n ∂tG(u)+∂xF (u) esta´ en un
compacto de H−1loc . Para tal efecto fijemos un compacto D ⊆ R2+ y escojamos
T > 0 tal que D ⊆ [0, T ]× R.
Teniendo presente que
∂
∂t
E(z(t, x)) +
∂
∂x
H(z(t, x)) =
1

∫
X
∇eξ(z(t, x)(ξ)) · ((Mξ(u)− z) dµ(ξ).
podemos escribir
∂tG(u) + ∂xF (u) = ∂t(G(u)− E(z)) + ∂x(F (u)−H(z))
+
1

∫
X
∇eξ(z(t, x)(ξ)) · ((Mξ(u)− z) dµ(ξ)
Queremos analizar cada uno de los sumandos que aparecen en el lado derecho
de la u´ltima igualdad.
Gracias al teorema 15 tenemos que
|G(u)− E(z)|2 = |E(Mξ(u))− E(z)|2
Como la funcio´n x 7→ x2 es convexa podemos usar la desigualdad de Jensen
para concluir
|G(u)− E(z)|2 ≤
∫
X
|eξ(z)− eξ(Mξ(u))|2 dµ(ξ)
≤
∫
X
|∇eξ(Mξ(u)) · (Mξ(u)− z)|2 dµ(ξ).
Como∇eξ(Mξ(u)) = ∇Fξ es acotado sobreD porque Fξ es de clase C2 entonces
‖G(u)− E(z)‖L2(D) ≤ c‖Mξ(u)− z‖L2([0,T ]×R×X) = O(
√
)
y esto implica que el te´rmino ∂t(G(u) − E(z)) converge a cero en L2(D) del
orden de
√
.
Usando el teorema 17 junto con la acotacio´n de a(ξ) se prueba exactamente
del mismo modo que
‖∂x(F (u)−H(z))‖L2(D) = O(
√
).
Ahora bien, en la prueba del teorema 16 justificamos por que´ el te´rmino
1

∫
X
∇eξ(z(t, x)(ξ)) · ((Mξ(u)− z) dµ(ξ)
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esta´ acotado en L1(D). Por el Lema de Murat la sucesio´n ∂tG(u) + ∂xF (u)
esta´ en un compacto de H−1loc como queriamos demostrar.
Por otro lado, la sucesio´n (u) esta´ formada por funciones que toman sus
valores en el compacto K y por tanto es una sucesio´n acotada en L∞. Tenemos
entonces que la sucesio´n (u) es acotada en Lp(D), con p <∞. En efecto, si
A = sup{‖x‖ : x ∈ K}
entonces
‖u‖Lp(D) ≤
(∫
D
Ap d(t, x)
) 1
p
≤ A(Vol(D)) 1p .
Gracias a que Lp(D) es reflexivo tenemos que la sucesio´n (u) es relativamente
compacta. Denotemos por u al l´ımite de una subsucesio´n de (u). Podemos
aplicar el teorema 3 para justificar la existencia de una subsucesio´n, que seguire-
mos denotando (u), y una familia de medidas de probabilidad ν(t,x) sobre R2+
con Sop(ν(t,x) ⊆ K tal que si
f(t, x) =
∫
K
f(λ) dν(t,x)(λ)
entonces
f(u) ∗⇀ f en L∞(Ω).
Si es posible probar, como en [4], que estas medidas de probabilidad ν(t,x) se
reducen a medidas de Dirac concentradas en u(t, x), para casi todo punto (t, x),
con lo cual tendremos
f(u) ∗⇀ f(u),
esto es, en la topolog´ıa de´bil estrella de L∞. Con esto hemos demostrado que u
es una solucio´n de (1) en el sentido distribucional.
Ahora bien, la acotacio´n∫
X
|Mξ(u)− z|2 dµ(ξ) ≤ − 
c
(
∂
∂t
E(z(t, x)) +
∂
∂x
H(z(t, x))
)
hecha en la prueba del teorema 16 nos muestra que
∂
∂t
E(z(t, x)) +
∂
∂x
H(z(t, x)) ≤ 0.
Por lo tanto, ∂tG(u) + ∂xF (u) es la suma de una expresio´n negativa con una
distribucio´n que tiende a cero en H−1. Tomando el l´ımite tendremos
∂tG(u) + ∂xF (u) ≤ 0.
Luego, u es una solucio´n entro´pica de (1).
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5 Conclusiones
• Es posible probar la existencia de soluciones de´biles entro´picas para ciertos
sistemas de leyes de conservacio´n estrictamente hipe´rbolicos por medio de
la asociacio´n de sistemas relajados que involucran familias de funciones,
llamadas Maxwelianas, con propiedades que permiten recuperar soluciones
del sistema original mediante procesos de integracio´n y paso al l´ımite en
topolog´ıas apropiadas.
• La te´cnica de compacidad compensada es adecuada para justificar que las
sucesiones de soluciones de sistemas relajados poseen l´ımites que son a su
vez soluciones de los sistemas en equilibrio.
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6 Problemas para estudio posterior
• Hemos visto en el teorema 5 que la condicio´n de entrop´ıa permite de-
mostrar la unicidad de las soluciones de´biles de los sistemas de leyes de
conservacio´n. Estas soluciones no tienen porque´ ser entro´picas en el sen-
tido de la definicio´n 5. La pregunta en este caso es ¿cua´l es la condicio´n
de entrop´ıa que asegura la unicidad de las soluciones entro´picas?
• ¿Bajo que´ hipo´tesis es posible encontrar soluciones de´biles que adema´s de
ser u´nicas permitan demostrar el buen planteamiento del sistema de leyes
de conservacio´n?. Es decir, ¿cua´les son las condiciones adicionales que
debemos imponer a las soluciones para probar la dependencia continua
con respecto a los datos iniciales?
• Los datos iniciales de los sistemas que trabajamos son acotados. ¿si comen-
zamos con datos iniciales no acotados es posible demostrar los mismos
resultados por medio de la te´cnica de compacidad compensada?
Esperamos poder continuar con este trabajo para buscar respuesta a estos
interrogantes.
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