This paper presents a greedy randomized adaptive search procedure (GRASP) for the constrained two-dimensional non-guillotine cutting problem, the problem of cutting the rectangular pieces from a large rectangle so as to maximize the value of the pieces cut. We investigate several strategies for the constructive and improvement phases and several choices for critical search parameters. We perform extensive computational experiments with well known instances previously reported, first to select the best alternatives and then to compare the efficiency of our algorithm with other procedures.
Introduction
The constrained two-dimensional non-guillotine cutting problem consists of cutting pieces of dimensions (l i , w i ), i = 1, . . . , m, from a large stock rectangle of dimensions (L, W ). Each piece has a fixed orientation and must be cut with its edges parallel to the edges of the stock rectangle. The number of pieces of each type i that are cut must be between the limits P i , Q i , with 0 ≤ P i ≤ Q i . Each piece has an associated value v i and the objective is to maximize the total values of the pieces cut.
In accordance to the values of P i and Q i we can distinguish three types of problems:
s.t. :
x i ≤ Q i − P i , i = 1, . . . , m (3) x i ≥ 0, integer, i = 1, . . . , m.
Other bounds, apart from those included in the exact methods mentioned above, have been proposed by Scheithauer and Terno [21] , Amaral and Wright [1] .
Several heuristic algorithms have been proposed recently. Wu et al. [24] develop a constructive algorithm for the special case where P i = Q i ∀i, in which at each step a piece is cut in a corner of the current cutting pattern, and the piece to be cut is decided according to a fitness evaluation function which estimates the quality of the solution that would be obtained if the piece were to be cut. Lai and Chan [14] , [15] , and Leung el al. [16] , [17] propose simulated annealing and genetic algorithms in which each solution is given by an ordered list of pieces, and the list is translated into a cutting pattern by a placement algorithm, either the bottom-left algorithm or the difference algorithm [14] . Combinations and changes of solutions are made on the ordered lists. Finally, Beasley [4] develops a genetic algorithm based on a non-linear formulation of the problem. He presents a complete computational study on a set of standard test problems and on a number of large, randomly generated problems.
In this paper, we present a new GRASP algorithm for the two-dimensional nonguillotine cutting problem. We provide computational results obtained on three sets of test problems: the 21 problems from the literature collected by Beasley [4] ; the 630 large random problems also generated by Beasley [4] ; and 11 problems used by Leung et al. [17] .
A constructive algorithm
We follow an iterative process in which we combine two elements: a list P of pieces still to be cut, initially the complete list of pieces, and a list L of empty rectangles in which a piece can be cut, initially containing only the stock rectangle R = (L, W ). At each step a rectangle is chosen from L, and from the pieces in P fitting in it a piece is chosen to be cut. That usually produces new rectangles going into L and the process goes on until L = ∅ or none of the remaining pieces fit into one of the remaining rectangles. We present first a scheme of the algorithm and then a detailed description of its components.
Step 0. Initialization: L = {R}, the set of empty rectangles. P = {p 1 , p 2 , . . . , p m }, the set of pieces still to be cut. C = ∅, the set of pieces cut.
Step 1. Choosing the rectangle:
Take R * , the smallest rectangle of L in which a piece of P can fit. If such R * does not exist, stop. Otherwise, go to Step 2.
Step 2. Choosing the piece to cut:
Choose a piece p i and a quantity n i ≤ Q i , forming the block b * , to be cut in R * . Choose a position in R * to cut b * . Update P, C and Q i which indicates the number of pieces still to be cut. Move block b * towards the nearest corner of the stock rectangle.
Step 3. Updating the list L:
Add to L the possible rectangles produced when cutting b * from R * . Take into account the possible changes in L when moving block b * . Merge rectangles to favor cutting new pieces of P. Go back to Step 1. Now we give a more detailed description of the algorithm steps:
1.
Step 0: Initialization
The list P of pieces to be cut is initially ordered according to 3 criteria: (a) Order by P i * l i * w i , giving priority to pieces which must be cut.
(b) If there is a tie in (a) (for instance, if P i = 0, ∀i), order by e i (c) If there is a tie in (b) (for instance, if e i = 1, ∀i), order by l i * w i .
2.
Step 1: Choosing the rectangle in L We take the smallest rectangle of L, breaking the ties by the nearest distance to a corner of the stock rectangle. The reason behind this decision is to try to satisfy the demand for small pieces with small rectangles, leaving large rectangles for large pieces. If we take a large rectangle at the beginning and use it to cut a small piece, the empty rectangles resulting from the cutting may be useless for the large pieces still to be cut.
3.
Step 2: Choosing the pieces to cut (a) Choose a piece p i and a quantity n i ≤ Q i , forming the block b * Once a rectangle R * has been chosen, we consider the pieces i of P fitting in R * in order to choose which one to cut.
If Q i > 1, we consider the possibility of cutting a block, several copies of the piece arranged in rows and columns, such that the number of pieces in the block does not exceed Q i . Figure 2 shows examples of this situation. Two criteria have been considered to select the piece:
i. The first piece in the ordered list P. This is the most reasonable way to choose the piece, according to the order described above. ii. The piece producing the largest increase in the objective function. This is a more greedy selection in which the rectangle is filled with the block producing the largest benefit, irrespective of its efficiency. Usually the block b * to be cut does not completely fill rectangle R * (see Figure 2 ). The block is cut in the corner of R * which is nearest to a corner of the stock rectangle.
(c) Update P, C and Q i Update C with the type i and the number n i of pieces cut. The block b * is moved to the nearest corner of the stock rectangle. If that is the case, it goes outside the rectangle R * in which it was cut and comes totally or partially into another empty rectangle if it is located nearer to the corner of the stock rectangle. In that way, the empty regions of the current cutting pattern are concentrated towards the center and can be more easily merged at Step 3.
4.
Step 3: Updating the list L (a) Add to L the new rectangles Unless block b * fits exactly in rectangle R * and it does not move, cutting and moving b * produce new empty rectangles which are added to the list L.
(b) Merge rectangles to favor cutting new pieces of P Though we keep a list of empty rectangles L, we really have an irregular, polygonal empty space in which the pieces still to be cut can be considered for fitting. One way of adapting our list L to the flexibility of non-guillotine cutting is to merge some of the rectangles from the list, producing some new rectangles in which the pieces to be cut could fit better. When we merge 2 rectangles, at most 3 new rectangles may appear, usually one large rectangle and 2 small ones (see Figure 3 ). Among the several alternatives for merging we try to select the best, that is, the one in which it is possible to cut the pieces best situated in the ordered list P. With this objective in mind, we impose some conditions:
i. If the order of the best piece which fits into the large rectangle is strictly lower than the order of the pieces in the original rectangles, we merge them. ii. If the order of the best piece which fits into the large rectangle is equal to the order of the pieces in the original rectangles, we merge them if the area of the large rectangle is bigger than the area of each one of the original rectangles. iii. If the order of the best piece which fits in the large rectangle is strictly greater than the order of the pieces in the original rectangles, we do not merge them. We finish the description of the constructive algorithm by applying it to the constrained instance Ap3 of Figure 1 with P i = 0 ∀i. We denote each rectangle by a quadruple (x 1 , y 1 , x 2 , y 2 ), where (x 1 , y 1 ) are the coordinates of its lower left corner and (x 2 , y 2 ) the upper right corner. The process can be followed in Figure  4 .
Initially, L = {R} = {(0, 0, 10, 10)} and P = {10, 9, 6, 5, 7, 2, 8, 3, 1, 4}, in order of efficiency. We consider the first piece of the list, piece 10, with Q 10 = 2 and try to cut it twice from the first rectangle of L. We then cut the block composed of 2 copies of piece 10 in the lower left corner of the rectangle. We update P = {9, 6, 5, 7, 2, 8, 3, 1, 4} and L = {(4, 0, 10, 10)}. We try to cut piece 9 with Q 9 = 3, but only 2 copies of it fit into the rectangle. We cut the block at the lower right corner. We update P = {9, 6, 5, 7, 2, 8, 3, 1, 4}, Q 9 = 1, L = {(4, 7, 10, 10)}. Pieces 9, 6, 5 are considered in turn but they do not fit into the rectangle and piece 7 with Q 7 = 2 is taken. A block with 2 copies is cut at the bottom right corner. We update P = {9, 6, 5, 2, 8, 3, 1, 4}, L = {(4, 7, 6, 10), (6, 7, 10, 8) }. None of the pieces fit into these rectangles. Before finishing the process, we try to merge the rectangles in an attempt to produce some other shapes which could accommodate the pieces. In this case, the only alternative would be to produce the pair of rectangles (4, 7, 10, 8) and (5,7,6,10) but it would not allow us to cut any new piece and the process ends. Table 6 . Selecting most efficient piece
A GRASP algorithm
The GRASP algorithm was developed by Feo and Resende [10] to solve hard combinatorial problems. For an updated introduction, refer to Resende and Ribeiro [19] . GRASP is an iterative procedure combining a constructive phase and an improvement phase. In the constructive phase a solution is built step by step, adding elements to a partial solution. In order to choose the element to be added, a greedy function, which is dynamically adapted as the partial solution is built, is computed. However, the selection of the element is not deterministic but subjected to a randomization process. In that way when we repeat the process we can obtain different solutions. After each constructive phase, the improvement phase, usually consisting of a simple local search, tries to substitute some elements of the solution which are there as the result of the randomization, by others, thereby producing a better overall solution.
The constructive phase
In our algorithm the constructive phase corresponds to the constructive algorithm described in Section 2, introducing randomization procedures when selecting the piece to cut. Let s i be the score of piece i on the selection criterion we are using and s max = max{s i |i ∈ P}, and let δ be a parameter to be determined (0 < δ < 1). We have considered three alternatives:
1. Select piece i at random in set S = {j|s j ≥ δs max } (S is commonly called a Restricted Set of Candidates).
2. Select piece i at random from among the best 100 (1 − δ)% of the pieces, irrespective of their score.
3. Select piece i from among the whole set P but with probability proportional to its score s i (p i = s i /Σs j )
Determining the parameter δ
A preliminary computational experience showed that no value of δ always produced the best results. We therefore considered several strategies which basically consisted of changing the value of δ randomly or systematically along the iterations. These strategies were:
5. Reactive GRASP In Reactive GRASP, proposed by Prais and Ribeiro [18] , δ is initially taken at random from a set of discrete values, but after a certain number of iterations the relative quality of the solutions obtained with each value of δ is taken into account and the probability of values consistently producing better solutions is increased. The procedure is described in Figure 5 , following Delorme et al. [8] . The value of α is fixed to 10, as in [18] .
Improvement phase
Each solution built at the constructive phase is the starting point for a local search procedure in which we try to improve the solution. We have studied three alternatives:
I) We take a block adjacent to an empty rectangle and consider reducing or completely eliminating that block. The remaining pieces are then moved to the corners, the empty rectangles are merged and the resulting list of empty rectangles is filled by applying the constructive algorithm ( Figure 6 ). If the resulting solution improves the initial solution, the move is made and the process goes on studying a new block. Note that we only consider reducing a block while it does not violate the lower bounds P i on the number of pieces to be cut.
II) This second procedure is a simplification of method I in which pieces are not moved to the corners and the new empty rectangles are only merged with existing adjacent empty rectangles ( Figure 7 ).
III) The third method consists of eliminating the final k% blocks of the solution (for instance, the last 10%) and filling the empty space with the deterministic constructive algorithm, as proposed by Beltran et al. [5] . Once the final pieces have been removed from the solution, the remaining pieces are moved to the corners, the empty rectangles are merged and the constructive algorithm is then applied (see Figure 8 , in which the numbers in the pieces reflect the order in which they were included in the cutting pattern).
Adjusting the bounds of the pieces
Throughout the iterative process we have the best known solution of value v best . We can use this value to adjust P i of some pieces that must appear if we want to improve the solution, and Q j of some pieces whose inclusion would not allow us to improve the solution. Table 6 (a) Selecting (b) Reducing (c) Filling Table 6 • Increasing lower bounds P i
Let us define total pieces = m i v i * Q i , the total value of the available pieces. If there is a piece i such that P i < Q i , and total pieces − (Q i − P i ) * v i <= v best , a solution with the minimum P i copies of this type of piece cannot improve the best known solution. Any better solution must include more pieces of this type and P i can be increased. If we compute t as:
Then, P i = Q i − t. This improved lower bound can be useful in the constructive phase, in which the pieces with P i > 0 are cut first, and in the improvement phase, in which pieces in their lower bounds are not considered to be removed from the current solution.
• Decreasing upper bounds Q i
Let us denote by R = P i >0 P i * l i * w i the area of the pieces which must appear in any feasible solution, R v = P i >0 P i * v i , the value of these pieces and e max = max{e i , i = 1, . . . , m}, the maximum efficiency of the pieces. If there is a piece i, with Q i > P i and e i < e max satisfying:
any solution with Q i copies of this piece cannot improve the best known solution. Therefore, at any better solution the number of copies of piece i should be limited to below Q i . If we compute t as: max t : t * l i * w i * (e max −e i ) < (e max * (L * W −R)+R v −v best t ≥ 0, t ≤ Q i −P i (7) then Q i = P i + t. This decrease in the upper bound can be useful when constructing and improving solutions in the subsequent iterations. In some cases, Q i can be set to 0 and the corresponding piece is no longer considered for cutting.
Computational results

Test problems
We have used several sets of test problems:
1. A set of 21 problems from the literature: 15 from Beasley [3] , 2 from Hadjiconstaninou and Christofides [11] , 1 from Wang [23] , 1 from Christofides and Whitlock [7] , 5 from Fekete and Schepers [9] . For all of them the optimal solutions are known. They have also been solved by Beasley [4] .
2. A set of 630 large problems generated by Beasley [4] , following the work by Fekete and Schepers [9] . All the problems have a stock rectangle of size (100, 100). For each value of m, the number of piece types (m =40, 50, 100, 150, 250, 500, 1000), 10 problems are randomly generated with P i = 0, The value assigned to each piece is equal to its area multiplied by an integer randomly chosen from {1, 2, 3}.
3. The 21 test problems mentioned first were transformed by Beasley [4] into doubly constrained problems by defining some lower bounds P i , specifically for each type of piece from i = 1, . . . , m satisfying: m j=1,j =i (l j w j )P j + l i w i ≤ (LW )/3, the lower bound P i is set to 1.
This set of problems would allow us to test the algorithm in the general case of doubly constrained problems.
4. Finally, we have included the test problems used by Leung et al. [17] , consisting of 3 instances from Lai and Chan [14] , 5 from Jakobs [13] , and 2 from Leung et al. [17] . There are unweighted problems in which the value of each piece corresponds to its area, and the objective is to minimize the waste of the stock rectangle. The problems have been generated in such a way that the optimal solution is a cutting pattern with zero waste.
We have included the Leung et al. [17] set of problems because it has characteristics which can be considered as complementary to the two first sets used by Beasley, as can be seen in Table 1 , in which we show the ratios of total pieces available to be cut to the upper bound of pieces fitting into the stock rectangles. We can see that the problems of the second set, Types I, II and III, can be considered selection problems because there are many available pieces and only a small fraction of them will form part of the solution. However, Leung's problems are jigsaw problems. Almost all the available pieces will form part of the solution and the difficulty here is to find their correct position in the cutting pattern. An algorithm working well on both types of problems can be considered as a general purpose algorithm. 
Choosing the best strategies
We have used sets 1, 2, and 4 of the test problems described in the previous subsection, which will be denoted as Literature, Large and Leung et al. respectively.
Selection of the piece to cut
In the constructive phase (
Step 2), we have considered 2 criteria for choosing the piece to cut:
• Efficiency: Choose the most efficient piece.
• Value: Choose the piece which will produce the largest increase in the value of the objective function.
The results appear in Table 2 . Apart from the Leung et al. problems in which the results obviously coincide because the efficiency of all pieces is 1, the results for the efficiency criterion are better than those for the value criterion. 
Randomization procedures
In this study we have kept both criteria of selection of the piece to cut because it is possible that a criterion which is not the best when used in a deterministic way may work better in a randomized structure. We have considered 3 alternatives to randomize the selection of the piece:
1. RCL-Value: Select piece i at random in set S = {j|s j ≥ δs max } 2. RCL-Percentage: Select piece i at random from among the best 100 δ% of the pieces.
3. Biased: Select piece i from among the whole set P but with probability proportional to its score s i (p i = s i /Σs j ).
We have also considered the possibility of randomizing the selection of the rectangle from which to cut the pieces at each step. Instead of taking the smallest rectangle of the list L, we take it at random. The results of these alternatives appear in Table 3 , where δ=0.5 and N umIter = 1000.
Choosing the parameter δ
We have studied several alternatives to choose parameter δ.
• At each iteration, choose δ at random from the interval [0.4, 0.9]
• At each iteration, choose δ at random from the interval [0.25, 0.75]
• At each iteration δ takes in turn one of these 5 values: 0.4,0.5,0.6,0.7,0.8,0.9.
• δ = 0.75
The results appear in Table 4 
Improvement phase
We have tried three improvement methods:
• Method I, based on a complex move.
• Method II, based on a simplified move.
• Method III, removing the last 10% of pieces and filling the empty space.
Note that Method I requires much more time than the other two methods. Therefore, the iteration limit for them is higher in order to compare the results over similar times. The results appear in Table 5 . 
Complete computational results
As a consequence of the results obtained in the previous subsection, the complete GRASP algorithm will use the following strategies:
• Selection of the piece: Largest increase in the objective function.
• Selection of the rectangle: Random.
• Randomization procedure: Restricted Candidate List.
• Selection of δ: Reactive GRASP.
• Improvement phase: Method III.
• NumIter: 10000 iterations.
The complete computational results appear in Tables 6, 7 and 8. The first two  Tables include a direct comparison with Beasley's [4] results in terms of the quality of the solutions. The computing times, however, cannot be directly compared. Our algorithm has been coded in C++ and run on a Pentium III at 800 Mhz, while Beasley coded his algorithm in FORTRAN and used a Silicon Graphics O2 workstation (R10000 chip, 225MHz, 128 MB). An approximate comparison (http : //www.spec.org) indicates that his computer is twice as fast as ours. We can say therefore that our algorithm improves Beasley's results on every type of problem with much shorter computing times. Note that in both cases the algorithms stop when the optimal solution is discovered or after an iteration limit is reached (10000 iterations in our algorithm, 75000 children in Beasley's genetic algorithm).
A direct comparison with Leung et al. [17] is not possible. On the one hand, they do not give CPU times. On the other hand, they propose two versions of their algorithm, each of them with several mutation rates, and they give minimum and mean waste in 15 runs of 30000 iterations. The best that can be said is that our average distance to optimum is similar to theirs. We can also point out, as Beasley [4] illustrates, that there are some optimal cutting patterns that cannot be obtained by the Leung et al. [17] procedure, a situation that does not arise with our procedure.
Finally, Table 9 shows the results of the GRASP algorithm on the set of doubly constrained test problems. The upper bound corresponds to the solution of the constrained problem. The problems for which the algorithms do not find solutions are not feasible, but they are maintained in the set of test problems and therefore are included in the Table. The adjustment of lower bounds does not have significant effects on the performance of the algorithms, but the adjustment of upper bounds has a dramatic effect, especially in the large random problems of the second test set in which there are important differences in the efficiencies of the pieces. For instance, for problems with m = 1000 types of pieces, more than 60% of the pieces are discarded as soon as good solutions are found.
Conclusions
We have developed a new heuristic algorithm based on GRASP techniques for the non-guillotine two-dimensional cutting stock problem. The constructive phase explicitly considers the possibility of simultaneously cutting several pieces of the same type, forming a block, an idea taken from the the Pallet Loading Problem. In this constructive phase the algorithm maintains a list of empty rectangles L, a procedure commonly used in guillotine cutting problems and which is adapted here at each step, merging the rectangles in the most convenient way to favor cutting the best pieces. The improvement phase corrects some of the decisions of the constructive phase, allowing the whole procedure to obtain a high quality solution in very short computing times. The computational results show that these ideas work well for Beasley's [4] constrained and doubly constrained test problems. For Leung et al. [17] problems the results are also good and the proposed algorithm can be considered to work consistently well for a wide range of cutting problems.
