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Summary
The context of the thesis is Atomtronics: circuits of laser light in which the
flow of cold atoms can be manipulated through quantum optical means.
Specifically, we studied systems composed of Bose-Einstein condensates
trapped in a ring-shaped optical potential interrupted by a weak link. In
this way, we provide a physical realization of the Atomtronics Quantum
Interference Device(AQUID), the atomic analog of the celebrated SQUID
realized with Josephson junctions. The promise is to harness the power of a
macroscopic quantum phenomena with the typically low decoherence rates
of cold atom devices. In this thesis, AQUID is envisaged as a platform
for possible quantum simulation as well as acting as a core unit for the
quantum technologies and quantum computation. Our AQUID presents
an additional lattice confinement along the ring potential. The lattice is
demonstrated to bring important added features. For our system: (i) We
demonstrate that the effective dynamics of our AQUID is, indeed, governed
by a two-level system, demonstrating that the AQUID indeed defines a
qubit. (ii) We identify the set of parameters, like atom-atom interaction,
strength of the weak link, size of a system, for which the AQUID can
perform as a qubit. (iii) We studied our system as a quantum simulator
(iv)We demonstrate how integrated Atomtronics circuits, in which different
AQUIDs can interact with each other, can be constructed - we show, in
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Quantum technology is currently advancing towards realistic applications.
There has been much progress in this direction by combining new ideas and
techniques from several fields, including quantum optics, quantum informa-
tion and condensed matter physics. Although devising new technological
applications remains a major goal in the field, quantum technologies have
granted us access to new physical regimes, uncovering new fundamental
science [1]. Ultracold atoms loaded into optical lattices have been playing
an important role in this context [2, 3, 4, 5]: they are perfect candidates
for precise and easily accessible quantum simulators [6] and they could pro-
vide the insights and solutions to numerous existing puzzles and problems
in fields other than quantum information science like condensed matter
physics, astrophysics, high energy physics and material science as well as
the engineering of new quantum phases of extended systems[7]; at the same
time, they provide new devices for future technologies, like quantum cryp-
tography, quantum metrology and quantum computation [2].
In recent years, methods to produce versatile potentials beyond conven-
tional magnetic and dipole trapping arrangements have advanced steadily.
The progress achieved in optical micro-fabrication has defined a new field
- Atomtronics [7, 8] - where a variety of “optical circuits" of very differ-
ent spatial shapes and intensities have been designed for atoms manipu-
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lations, with a precision that nowadays approaches that of the most ad-
vanced lithographic techniques [9, 10, 11, 12]. Another feature that re-
sults from such a design would be a reduced decoherence rate due to the
charge neutrality of the atomic currents, an ability to realize quantum
devices with fermionic or bosonic carriers, and a tunable carrier-carrier
interaction ranging from weak-to-strong, from short-to-long range, from
attractive-to-repulsive interacions. Experimental Atomtronic implementa-
tions [13, 10, 14, 15, 16, 17, 18, 19, 20] promise to open up a new platform
for quantum simulation. This may lead, in turn, to an improved under-
standing of electronic systems and consequently provide new impetus to
the design of conventional circuits. Particularly important in the scope of
the thesis are the Josephson junctions and the Superconducting Quantum
Interference Devices (SQUIDs).
The Josephson effect is the phenomenon for which an electric current
can flow without any voltage applied across a Josephson junction, two su-
perconductors coupled by a weak link [21]. The effect arises due to the
phase difference in the macroscopic wave functions of Cooper pairs in su-
perconductors. Superconducting loops pierced by magnetic field and in-
terrupted by weak links define the SQUID [22, 21]. Josephson junctions
and SQUIDs are core units both for quantum simulators (as the Josephson
junction arrays, indeed are[23]) and for quantum technologies like ultra-
sensitive metrology [22, 21]. In principle, Josephson junctions can provide
platforms for quantum computers, with a great potential for scalability [24].
In this context, two different configurations were realized. The first solu-
tion, providing the charge qubits, for which the logical bits are encoded in
the surplus of charges (with respect to neutrality) in the superonducting
islands. In the second solution, the logical qubits are flux qubits, with
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the two states corresponding to the clockwise and anti-clockwise current
flows along the arms of the SQUID. The serious challenge in such devices is
decoherence. Although decoherence occurs following complex mechanism,
[22, 24, 25], crudely speaking, it arises because of interactions between the
electrical charges through long range Coulomb forces. For charge qubits,
the main problem arises from dephasing due to background charges in the
substrate; flux qubits are insensitive to the latter decoherence source, but
are influenced by magnetic flux fluctuations that may be due to impaired
spins proximal to the device[26].
As noted above, cold atoms promise to mitigate the decoherence prob-
lem. Quantum technology with cold atoms has been confined mainly to
physical systems with open boundaries. In particular, several routes to
quantum computation exploiting cold atoms confined to optical lattices in
open boundaries have been proposed [3, 4, 5, 27]. In the standard de-
sign, the qubits are defined using the two lowest energy levels of the atoms
Notwithstanding the remarkable progress achieved so far [28, 29], atomic
single-site addressing is a bottleneck for realizing quantum processing in a
large scale structures. In such systems, decoherence occurs basically due to
particle loss [3, 30]), and compared with the one based on Josephson junc-
tions, this effect is easier to control in cold atom system since the degrees
of freedom in many cold atom systems are, of course, neutral particles.
The scientific community has been devoting an outgrowing effort to
combine the know-how developed on superconducting circuits with the new
opportunities offered by cold-atom systems. The Josephson effect in cold-
atom systems has been thoroughly analyzed. The set up essentially consists
of two BECs, trapped in a double-well potential [31, 32, 33, 34, 30].
This thesis deals with cold atoms confined on optical lattice with closed
3
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architecture [35, 36, 17, 37]. Our motivation is to extend the complexity of
the physics that can be effectively addressed through cold atom quantum
simulators. On the other hand, we want to draw the basis for novel designs
for devices in quantum technologies. In the long run, we believe that we
can overcome basic scientific challenges as well as to build a bridge from
the scientific results to concrete engineering technologies.
We are primarily concerned with a BEC confined to ring-shaped lattice
potentials, interrupted by weak links: barrier potentials created along the
ring. The weak link acts as a source of backscattering for a condensate flow-
ing along the ring, thus creating an interference pattern with the forward
scattered current. Therefore, the configuration provides an atomic conden-
sate counterpart of the rf-SQUID: the Atomtronic Quantum Interference
Device (AQUID)(See [18, 38, 14, 39] for experimental realizations).
A number of comments are in order to explain the challenges presented
by AQUID devices.
- To begin with, just because of the main virtue of our devices, the
charge neutrality, it is not a trivial task to generate a current in the
AQUID. There are three different methods for generating currents of
the neutral particles at current disposal.
The first method is based on rotating the condensate in the system.
The essential observation is that the Coriolis force for our system
plays the role of the Lorentz force for charged particles [40, 41]. The
rotation of the condensate is achieved by stirring the cloud of BEC
by a well-focused, blue-detuned laser that does not interfere with
the underlying optical rings, but capable of dragging the coonden-
sate [42, 43, 39, 14, 19]. The second method is based on a phase-
imprinting technique [41, 44, 45, 46, 18]. The main idea is to make
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use of Laguerre-Gauss beam and to transfer its orbital angular mo-
mentum to the atoms. This can be achieved by shining the con-
densate with two combined laser beams, one Gaussian and other one
Laguerre-Gaussian [46, 18]. A two-photon Raman transition(between
the internal states |F = 1,mF = −1〉 and |F = 1,mF = 0〉) coher-
ently transfers ~ angular momentum to the atoms due to the absorp-
tion of a photon in one beam and the stimulated emission of a photon
in other beam. This method has been applied for ring systems with
various configurations [46, 18]. The last method (in chronological
order) exploits the so called geometrical artificial gauge fields [47].
Schematically, such a solution relies on the Berry’s phase [48], that is
acquired when a particle moves adiabatically around a closed contour
in parameter space[49, 50, 35, 51]. The spatial or time dependent be-
havior of the phase and the intensity of a light beam or the detuning
with respect to the atomic resonance can generate artificial magnetic
and electric fields.
- The other challenge that is required to design AQUID’s as quantum
simulators and quantum devices is to let different AQUIDs interact
in a tunable way.
In the present thesis we design a specific configuration to address
such an issue. To achieve the goal, we rely on experimental progress
in the field of micro-optics [9, 10]. The basic idea is to create ring-
shaped lattice potential along a cylinder by means of a Spatial Light
Modulator (SLM) and combine it with a couple of focused laser beams
shined in a transverse direction to the cylinder with adjustable spatial
period . Small periodicity of the lattice modulation is essential to
achieve significant tunneling rates between neighboring sites and large
5
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periodicity makes single-site manipulation and detection possible [52,
53].
The thesis is outlined as follows. In Chapter 2, we review experimental
achievements [16, 17, 18, 14, 19] in the field of cold atoms trapped in toroidal
potentials. Previous theoretical proposals and experimental achievements
towards the generation of ring lattices are also reviewed [36, 35]. We ex-
plain, at length, about the necessary building blocks for an experimental
realization of the AQUID. In particular, we address the questions like: How
to realize toroidal trapping potentials? How to generate and measure cur-
rents of neutral particles in ring geometries? And finally, how to simulate
atomic Josephson junctions? Then we focus on the systems which are play-
ing the central role for this thesis. We introduce two different systems that
are modeled with help of ring optical lattices. First one, is the ring lattice
filled with cold atoms which has a weak link on one of the lattice sites and
it is pierced by an artificial magnetic flux, the second one is a double-ring
setup, that aims at introducing a tunable coupling between the rings. We
also introduce our proposals and experimental results [54, 55] for engineer-
ing this kind of systems. In this chapter we also discuss how it is possible
to realize coupled AQUID devices. Scaled ring-lattice potentials that could
host, in principle, n ∼ 10 of such ring-qubits, arranged in a stack config-
uration, along the laser beam propagation axis have been experimentally
realized in Nanyang Technological University(in collaboration with Rainer
Dumke’s group).
In Chapter 3, we introduce 1D many-body bosonic systems to describe the
systems introduced in Chapter 2, aiming at providing the necessary back-
ground for the content of the thesis. Here we introduce the following mod-
els: Bose-Hubbard, Lieb-Liniger, Luttinger liquid, Gross-Pitaevskii. We
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formulate these models for two types of AQUID devices: ring lattice with
a weak link; homogeneous ring which hosts a delta-barrier. In this chapter
we also review theoretical proposals towards the generation of the super-
position states of neutral current flows with the AQUID [56, 57, 58, 59].
In Chapter 4, we demonstrate how persistent currents flowing in a
ring shaped optical lattice can provide a physical implementation of a
qubit [35, 58, 60] in the limit given by the quantum phase model(namely,
high number of atoms per lattice well). We find that the two-level system
emerges at the specific value of external "magnetic flux"(referred below as
a frustration point). It is shown that an effective action of the system is
equivalent to the action of the solid state rf-SQUID [24]. We also study the
two-level nature of the AQUID by going beyond the quantum phase model
by exploring the Bose-Hubbard model with different numerical (exact di-
agonalization and DMRG) and analytical methods. We asses the quality
of the qubit, in terms of its inner resolution and its separation from the
rest of the many-body spectrum, across the different physical regimes. In
order to achieve this goal, we examine the dependence of the qubit energy
gap on the bosonic density, the interaction strength, and the barrier depth.
Based on our analysis, we provide viable protocols to initialize and address
the qubits.
In Chapter 5 we show how the superposition between current states ap-
pears in the momentum distribution (time-of-flight) images, which serves
as a method for the qubit state readout. By combining different numerical
and analytical methods we study TOF images as function of bosonic den-
sity, the interaction strength, and the barrier depth.
In the second part of this chapter we study the scaling of the persistent
current with the system size for the homogeneous 1D ring which is inter-
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rupted by the delta-potential and pierced with an artificial magnetic flux.
Here we ask the following question: for which values of the interaction the
amplitude of the persistent current decreases slowest with the system size?
In Chapter 6 we study the two-ring setup introduced in the Chap-
ter 2 [61, 52, 62, 63]. We demonstrate that in the limit of the quantum
phase model, after integrating out microscopic degrees of freedom, an effec-
tive action of the system gives rise to the atomic analog of the specific solid
state flux-qubit worked out by Mooij and coworkers [64, 65]. We analyze
the time dynamics by reducing the Bose-Hubbard ladder model to the two-
mode Gross-Pitavevskii equation description. We study the time dependent
dynamics of the population imbalance in different regimes of interaction as
well an effect of the Macroscopic Quantum Self Trapping(MQST) going
beyond the regimes introduced in the Refs. [33, 34].
We study a specific device to realize two-qubit gates in the limit of the
quantum phase model. We also show that arbitrary one-qubit rotations
are feasible with AQUID devices.
In Chapter 7 we summarize all the results introduced in this thesis, mention
the open problems and outline some future directions which in our opin-





realized with cold atoms trapped
in potentials with closed
geometries
2.1 Introduction
Closed confined potentials can sustain atomic currents. The simplest ge-
ometry which allows to generate persistent currents is the toroidal optical
trap filled with cold atoms [16, 17, 18]. In a quantum fluid confined on a
toroidal geometry persistent current phenomenon occurs when the phase
coherence length of the fluid extends to the whole system. The toroidal
potential filled with cold atoms is a perfect testing platform for exploiting
persistent/superfluid currents which can be generated with artificial gauge
fields or simply by rotating the system.
The generation of current flows in AQUID systems is one of the building
blocks for a qubit suggested in this thesis.
William Philips and his collaborators at the National Institute for Stan-
dards were the first to announce the successful experimental realization of
the persistent current of cold atoms trapped in toroidal trapping poten-
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tials [66]. In a series of experiments, they have also studied the different
physical properties (principally on the generation and the measurement
of persistent currents) of the atomic analogue of the rf-SQUID, in which
the weak link was realized by shining the system with strongly focused
blue-detuned laser [18, 14, 19]. The current states have been created by
rotating the weak link with a barrier height which is lower than the chemi-
cal potential, and the generated currents were probed via the time-of-flight
measurements. In recent experiment, they also have demonstrated [39] an
interferometric technique for the measurement of the amplitude and direc-
tion of the persistent current generated in the toroidal trap as well as in
AQUID.
In this chapter we present our ring-shaped lattice AQUID. This set-up
presents several advantages for the design of an AQUID(See for details Sec-
tion4.1). Ring lattice structures provide an easy route to realize interacting
ring-ring architectures [55, 54]. One of the first proposals [35] on realization
of ring optical lattices had already a hint in it, that it should be possible
to realize many-ring coupling, since in [35] a stack of ring lattices has been
obtained. In this chapter we suggest how to obtain a stuck of ring lattices
or AQUIDs with tunable tunneling. This kind of device might be very
relevant for quantum information since it can realize two-qubit gates and
also can be used for the engineering complex Atomtronics devices [7, 8].
This chapter is outlined as follows. In Section 2.2 We review some ex-
perimental methods for generating toroidal traps [17, 18]. In Section 2.3
we summarize different experimental methods [18, 14, 19] for generating
and measuring persistent current of neutral bosonic particles which are
confined in ring potentials. In Section 2.4 we discuss current-phase rela-
tion in AQUID devices. In Section 2.5 we review different methods for
10
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realizing ring optical lattices with help of Laguerre-Gauss beams [67, 35].
In Section 2.6 we elaborate in greater detail on how to realize ring optical
lattice with a weak link with a spatial light modulator(SLM) [68, 69, 70].
In Section 2.7 we suggest different protocols for creating a potential which
allows tunable ring-ring coupling. Finally, in Section 2.7.3 we summarize
our results.
For the sake of clarity, it is worth noting that while the author of this
thesis was involved in suggesting the experiments on ring lattices, the actual
experimental work on realization of the ring lattices with SLM devices was
done at Nanyang Technological University.
2.2 Cold atoms confined in toroidal trapping
potentials
Toroidal trapping potentials have been made by combining magnetic traps
with optical dipole barriers[66, 71]. However, these proposals have a ma-
jor drawaback: the ratio of the annulus length to the ring radius is not
sufficiently small, which cause generation of vortices that were introducing
heating of the BEC and consequently destroy the persistent current. We
review here some of the advanced methods towards the generation of ring
geometry "optical traps".For the dipole trap the Ac-Stark Potential U and








here ∆ = ω−ω0 and is the detuning from atomic transition with frequency
ω0 and linewidth Γ, and Is is the saturation intensity. A variety of static
and dynamic quasi-2 dimensional trapping potentials(which can be consid-
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ered efectively 1d systems if conditions mentioned in the Appendix A.1 are
satisfied) are realized using time-averaged tweezer beam which "paints" a
desired potential for the BEC which is confined to a light sheet[17]. Typ-
ically, 5× 105 87Rb atoms, which are in the state 52S1/2 |F = 2,mF = 2〉,
are transferred into the horizontal light sheet (λ = 1064nm) with very
high efficiency. The experimental false-color scheme is demonstrated on
Fig.2.1 a). This light sheet has vertical and horizontal waists of 7.4 and
300µm as well as well depth of 10µK. Condensates of the desired spatial
shapes are created in the region of the intersection of the horizontal sheet
and time-averaged tweezer beam which is switched on for 100ms after the
initial step of 400ms of evaporation (also, the well depth of light sheet is
linearly decreased) of cold atoms into the light sheet. The evaporation pro-
cess is continued for the next 600 ms, while the tweezer is still on. In this
way, the atoms are condensed into the desired combined dipole trap. As
examples, we show in Figs.2.1 b) and e) the toroidal and ring lattice BECs
obtained through such a process. The thickness of the annulus is smaller
than 5µm(which makes these systems quasi one dimensional). By allowing
several atomic clouds (created by the same method) to expand and overlap
in typical time-of-flight type of experiments, formation of interferometric
fringes were observed, providing a signature that the trapped cold atoms
are condensates with negligible heating introduced by the time averaged
potentials.
Another method which has been successfully implemented by the
NIST group in a series of experiments [18, 14, 19] is based on Laguerre-
Gaussian [72, 35] light beams. Laguerre-Gaussian beams possess phase
singularity and the shapes are described by generalized Laguerre-Gauss
polynomials LGlp. Each photon in this mode has an angular momentum of
12
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Figure 2.1: Experimental setup for the generation of arbitrary 2d trapping
potentials a) An optical tweezer, which is controlled by dual axis acousto-
optic modulator, is focused by a lens onto a sheet of light where Rubid-
ium atoms are trapped b)-e) In situ absorption images of BECs which are
trapped in toroidal, diamond, ring lattice and lattice with a defect optical
confinements, respectively. Taken from [17].
l~ and p is a number of radial nodes. In our discussion, the mode LG01 is of








where the waist of a beam is given by
√
2w0. Typical experimental
setup(Fig.2.2) to create a toroidal trapping potential is achieved by com-
bining a horizontal light sheet(with vertical half-width of 9µm and vertical
half-width of 400µm) with a vertical LG01 beam(which had a radius of
≈ 20µm). 32S1/2 |F = 1,mF = −1〉 23 Na atoms are first cooled close to
the degeneracy in the magnetic trap and then transferred to the effective
toroidal trap with help of evaporative cooling performed in the light sheet.
A BEC with ≈ 3× 105 atoms with a temperature <10nK is then trapped
in the toroidal potential with the vertical and radial frequencies 2pi×550
13
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Figure 2.2: Experimental setup. a) generation of toroidal all-optical trap
formed at the region of the overlap of two red-detuned beams: a horizontal
"light sheet", and vertical Laguerre-Gaussian(LG10) beam. Large down-
wards arrows show a pulsed pair of Raman beams b)atomic energy level
structure and demonstration of Raman transition |F = 1,mF = −1〉 →
|F = 1,mF = 0〉. One of the Raman beams is Laguerre-Gauss(LG10) and
the other one is GAussian. c) Absorption image of the toroidal BEC viewed
from above. Arrows are showing polarizations of Raman beams and the
direction of magnetic bias field. Taken from [18].
Hz and 2pi×110 Hz, respectively.
2.3 Methods for generation and for measure-
ment of the neutral particle current in the
ring geometries
Persistent currents (with lifetimes up to 40 s) with toroidal traps have been
experimentally obtained by the NIST group[18]. To achieve the goal, pairs
of pulsed co-propagating Raman beams (which are detuned 2.3 GHz be-
low the D2 line) were used[73], as shown on Fig. 2.2. The coupling to
the state |1,−1〉 has been avoided with help of 0.5 mT externally applied
magnetic field. The Raman beams have perpendicular polarizations. The
Laguerre-Gauss beam has ~ orbital angular momentum and the Gaussian
beam possesses no angular momentum. The Raman process coherently
transfers the atoms to the l = 1 current state. By optimizing the experi-
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Figure 2.3: Experimental setup for creating a persistent current with the
rotating weak link. a) generation of toroidal optical trap b) False-color
picture demonstrating the barrier generation with rapidly moving blue-
detuned laser(λ = 532nm). Arrows are indicating radial and azimuthal
movements of the Gaussian beam. c) In situ absorption image of the
toroidal BEC viewed from above d) Sequence of in situ images demonstrat-
ing the rotation of the weak link on pi/3 radians during each exposition.
Strength of the barrier U ≈ 0.6µ0. Taken from [14].
mental conditions, a minimum transfer efficiency of 90 percent is obtained
and the remaining atoms(which are in the state |1,−1〉) are transferred
to the state |2,−2〉 and subsequently removed from the trap with imaging
light. Other method of current generation [14] can be realized with a rotat-
ing weak link as demonstrated on Fig.2.3. The rotating weak link, which
is created by focusing a blue detuned laser, is rapidly moved in the radial
and azimuthal directions( using 2-axis acoustic deflector ) to create a time
averaged effective potential. By focusing a blue-detuned beam, a spot with
8µm in diameter is obtained. By scanning a spot with acoustic deflector,
wide and flat effective barrier is created. The barrier is rotated during 1.5
s at constant angular velocity Ω/2pi < 3 Hz, facilitating the generation of
currents with winding numbers up to 3. During the first 0.5 s, the height
of barrier has been increased linearly then is held constant for 0.5 s before
it is linearly ramped down to zero. Consistent with the Heisenberg uncer-
tainty principles, the particles located in the region of the weak link have
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high velocities since the density is very small in that region. We arrive to
the same conclusion by considering a hydrodynamical model and, since in
the region of a weak link, the flow has smaller area, the velocities of the
particles should be higher. Conseuqently, by rotating the weak link, more
and more particles acquire high velocities.
As soon as atoms are trapped and cooled down, it is important to
develop some methods to extract information about physical properties of
the system. In the case of cold atoms, time-of-flight (TOF) imaging has
been successfully used in several experiments[3]. In TOF measurement,
demonstrated in Fig.2.4, the trapping potentials are switched off abruptly
and the BEC starts to fall due to the gravity. As the BEC falls, the cloud
expands due to the internal momentum of atoms. After it has fallen for
some finite time t, an absorption image is taken. The spatial distribution of
the BEC , obtained with a CCD camera, is related to the initial momentum
distribution of the gas in the following way:
〈n(x)〉TOF ∝ 〈n(k)〉init , (2.3)
where x is related to k by k = Mx/~t according to the ballistic expansion
assumption. Eq.(2.3) holds if interactions between particles during expan-
sion process can be neglected.
The wave function of the condensate is given by ψ(r) =
√
ρ(r)eiφ, where ρ
is the superfluid density and φ is the phase. The velocity of a superfluid is
given by the gradient of the phase: vS = ~m∇φ. To satisfy the condition of
single-valuedness, angular part of the wave function should be of the form
einθ, where θ is an azimuthal angle and n is an integer number(winding
number). It is easy to see that the quantized behavior of the phase results
in the quantization of the circulation:
16
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Figure 2.4: a) Experimental scheme for the TOF imaging b) an absorption
imaging for the case of the harmonic trap c) an absorption imaging for the







Now let us assume that current is generated in the narrow-toroidal confine-
ment. Then current can be easily obtained from Eq.(2.4).
I = nvS = nI0 (2.5)
where I0 = n~/mR , here n is the density of the condensate and R is the
radius of the ring. As theoretically suggested in Ref. [35], an experimental
signature of the current in TOF images is a ring structure of the absorption
image and it is intuitive that there should be a correspondence between the
size of the hole and the amplitude of the generated persistent current. This
idea has been experimentally implemented by the NIST group [14]. The
current is generated with the rotating weak link created by the blue-detuned
focused laser. If there is no imprinted phase then there is no hole in the
TOF image and the maximum of the density is observed at the central
part of BEC (Fig.2.5 a)). When the rotation is applied with a rotating
weak link, a hole appears at the center of BEC. However the states with
17
Chapter 2. Quantum technology devices realized with cold
atoms trapped in potentials with closed geometries
Figure 2.5: Experimental observation of different current flows a)-f) TOF
images of the condensate after 10 ms expansion times. The images were
observed on the 180 µm square g)Histogram showing grouping around dis-
crete values of the hole area, which is a signature of the quantization of
circulation in the ring. Taken from [14].
a winding number n > 3 become harder to observe due to the presence of
vortices generated in the annulus(Fig.2.5 e) and f)). A major drawback of
this kind of current measurement is that the direction of a current remains
unknown. A histogram has been obtained after making 727 measurements
and shown in Fig.2.5. Using this kind of diagram, the correspondence
between the area of the hole and the winding number is obtained.
Recently, a new interferometric method has been suggested [39]. This
new method has an added advantage of measuring the direction of the
current flow. Indeed, currents with winding numbers up to 12 has been
reported. The idea is to use two BECs, instead of one, and allow both of
them to expand and overlap, generating interferometric pattern. One of
the BECs is a disk shape and it is located in the middle of the toroidal BEC
as it is shown on Fig.2.6. The interferogram measured in TOF images has
18
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Figure 2.6: Interferometric method for the measurement of the generated
current. a) In situ absorption of the toroidal and disk BECs b) TOF im-
ages of the resulting interference pattern of two BECs which are at rest
c)Interferograms for different winding numbers d) obtaining the winding
number and the direction of current from the number of spirals and their
chirality, respectively. Taken from [39].
a different behavior for the cases of "rotating" and "non rotating rings".
When there is no current in the ring, concentric rings are observed (Fig.2.5
b)) and if there is a non-zero winding number imprinted on the ring, then a
spiral-like structure is generated in the interferograms (Fig.2.5 b) and c)).
It turns out that the number of spirals gives the winding number and the
chirality of spirals coincides with the direction of the superfluid current.
Thia behavior can be explained by analyzing the density |Ψ|2 which
results from the overlap of two BECs.
|Ψ|2 = |ψD|2 + |ψR|+ ψ∗DψR + ψDψ∗R (2.6)
The first term does not generate any fringe structure. As discussed, the
second term produces a hole with a quantized size. However, the spiral
structure appears because of the interference terms in Eq.(2.6). The in-
terference terms depend on the azimuthal angle through dependence of
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ψR ∝ exp inθ. And the dependence on azimuthal angle disappears when
there is no current in the ring(n = 0). We conclude that the interferometric
technique allows us to measure both the magnitude and the direction of
the superfluid current.
Read out of the angular momentum states can also be accomplished
experimentally with interference of different flow states (i.e. corresponding
to a fragmented superfluid) which maps the phase winding into a density
modulation that can be measured using time-of-flight imaging[74].
2.4 Current-phase relation for the atomtron-
ics SQUID devices
One of the added features of AQUID devices is the possibility to modify
the current-phase relation, contrary to the solid-state counterparts where
once the device is manufactured, its current-phase relation is fixed.
To understand different regimes of current-phase relation, it is impor-
tant to introduce the notion of the healing length ξ. A healing length
describes the distance over which the wave function tends to its bulk value
when subjected to a localized perturbation and for the weakly interacting





This equation shows that healing length is an interaction-induced effect
and as the interaction strength or density increases, the healing length
decreases. Depending on the relation between the width of the barrier ε
and the healing length ξ, different current-phase relations can be achieved.
In Ref. [75], an experimental realization of an atomic analogue of the dc-
SQUID has been realized with help of the setup shown on Fig. 2.7. As
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seen from the intensity distribution of the ring trap, this system has two
barriers (atomic Josephson junctions) which can be moved circumferentially
towards each other with rotation frequency f . This system can be modeled
as two condensates connected by a single Josephson junction. If N1, N2 and
φ1, φ2 are the total atom numbers and the phases of the two condensates
on the two sides of torus respectively, then it is convenient to define the
population imbalance as z = (N1−N1)/(N1 +N2) and the phase slip across
the junction φ = φ1 − φ2. It can be shown [76] that the time dynamics of




φ˙ = −ωC(z − z0)− Ic z√
1− z2 cosφ (2.8)
Here Ic = 2EJ/~N and ωC = EC/s~N , where N = N1 + N2, EJ is the
Josephson coupling energy, and EC is the capacitance energy. EJ and EC
can be expressed as the integrals over the wave functions of two BECs
(when the so-called two mode approximation is applied [76]). The bias
current z˙0 = 4f is created by moving the Josephson junctions against each
other and the normalized current at the junction is given by z˙. A good
agreement has been demonstrated between Eqs.(2.8) and experimental re-
sults for the final population imbalance. These equations predict sinusoidal
current phase relation for small values of z. However, in this experiments
ε ≈ 2µm and ξ ≈ 0.5µm, which means that the healing length and the bar-
rier height were roughly of the same order. However, if ε ξ, then system
is operating in so-called "hydrodynamic" regime and the current-phase re-
lations becomes almost linear. This effect is clearly seen on Fig.2.8, which
is obtained by an experimental measurement of the current IWL as a func-
tion of of the phase slip γ for the atomic rf-SQUID. In these experiments,
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Figure 2.7: Upper panel: a) The scheme of the experimental setup, ex-
plained in section 2.2. b) Calculated potential for realizing an atomic
dc-SQUID which has 8µm diameter c) In situ absorption image of an
atomic dc-SQUID. Lower panel: a) Final value of the population imbalance
z for f = 1Hz as a function of the total number of atoms calculated using
the Josephson equations(solid lines) and 3D GP simulations(disks). Inset
shows current-phase relation obtained by GP simulations(disks) and ideal
current-phase relation(dashed line) z˙ = 2EJ/~N sinφ. Here N = 4250
and the ring radius is 4µm. b) 1D GP simulations for the ring with ra-
dius 20µm and N = 22000. Calculations are done for the following set of
width of the barrier(in the units of the healing length) and height of the
barrier(in the units of the chemical potential): 3.9 and 1.8(disks), 37 and
0.93(squares), and 36 and 0.51(triangles). Inset: same as in Inset in the a).
Taken from [75].
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Figure 2.8: Left panel: a) atoms in the trap with a weak link b) the velocity
field of the rotating atoms which are going through the weak link. c) Typ-
ical density n(θ), velocity v(θ) and phase of the condensate φ(θ) as a func-
tion of azimuthal coordinate θ for the system. Phase slip across the weak
link is given by γ. d) an interferogram obtained with the same method
explained in the previous section. Right panel: current-phase linear rela-
tion for three different weak link barrier heights: b)0.45µ0 c)0.6µ0 d)0.7µ0.
IWL is the current in the system rotating with the weak link, and I0 =
n1DRΩ0 ≈ 5 × 105 atoms/s. The solid curves represent the results of the
theoretical model. Taken from [39].
ξ ≈ 0.3µm and ε ≈ 6µm.
The ability to modify current-phase relations by changing the width of
a barrier has been numerically evidenced in [75] for the setup depicted on
Fig. 2.7. The figure clearly demonstrates that in the limit when healing
length is of the same order as the barrier width, a sinusoidal current-phase
relation is obtained (see inset of the Fig. 2.7 a)), and an almost linear
current-phase relation results when ε ξ (see triangles and squares on the
inset of Fig. 2.7 b)). We also conclude that thin and thick barriers behave
differently. Specifically, it is found that as the total number N increases,
flow for the thick barrier starts only if the chemical potential is bigger than
height of a barrier, contrary to the case of the thin barrier, where current
can be created in the system even if chemical potential is smaller than
height of the barrier.
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2.5 Theoretical and experimental proposals
towards realization ring lattices
As it was discussed in the section 2.2 a variety of static and dynamic quasi-
2 dimensional trapping potentials, including ring lattices, are realized us-
ing time-averaged tweezer beam which "paints" a desired potential for the
BEC, which is confined to a light sheet[17].
However, early proposals and protocols to realize ring lattices were based
on the Laguerre-Gaussian beams which have cylindrical symmetry. The
electric field , with a frequency ω, a wave vector k and an amplitude
E0, which is propagating along the z axis, can be written for LG beams










2r/r0, where r0 is the
waist of the beam and L|l|p are associated Laguerre polynomials L|l|p (z) =
(−1)mdm/dxm[Ln+m(z)], with Ln+m(z)] being the Laguerre polynomials.
The numbers p and l label the radial and azimuthal quantum-coordinates.
In this thesis we will consider only the case of p = 0. For this case
L
|l|





2/2 and the expression for the electric
field takes form:















. Here I = P/pir20, where P
is the power of the laser. The electric field in the radial direction has a
full-width-half-maximum (FWHM) of
√
2 ln 2r0. In Ref. [35] it has been
suggested that ring lattice can be generated as a result of interference of
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ring lattices
Figure 2.9: The optical potential resulting from the interference of a plane
wave with an LG mode with l = 14. Taken from Ref. [35].
two counter-propagating pair of LG beams and plain waves. As a result,
a stack of ring lattices is obtained and each of rings of the stack is a ring
lattice with l wells as it is shown on Fig.2.9. The resulting light field
intensity for this configuration takes form:
I(r, φ, z) = 4E20(1 + fl(r) + 2fl(r) cos (lφ)) cos (kz)
2 (2.10)
It is important to point out that since tunneling between the rings can
be made much smaller than intra-ring tunneling(this can be achieved by
controlling the ratio r0/λ), in principle it is possible to consider one isolated
ring out of the stack. However filling only one ring with cold atoms can be
experimentally challenging.
A similar approach has been experimentally implemented in Ref. [36]
by making use of the interference of two counter-propagating LG beams
which have different azimuthal numbers l1 and l2. This kind of interfer-
ence leads to the ring lattice which has δl = l2− l1 wells. An added feature
of this method is the fact that if the beams have frequency shift δω then the
resulting potential is rotating with an angular velocity δω/δl. The result-
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Figure 2.10: Intensity distribution for the bright and dark ring lattices: a)
the bright lattice generated by overlapping two LG beams with l1 = −l2 =
10 and with equal intensities b) a theoretical prediction for a) c)dark lattice
generated by overlapping two LG beams with l1 = 3 and l2 = 11 and with
I2 =
√
l2/l1I1 d)theoretical prediction for b). Taken from Ref. [36].
ing intensity of two counter propagating beams, with different azimuthal
numbers and different frequencies is given by:
I = E20(fl1(r)
2 + fl2(r)
2 + 2fl1(r)fl2(r) cos (δlφ− δωt)) (2.11)
A complete constructive or destructive interference happens at a radius
where both beams have equal intensity. For generating bright lattices a
simple choice is l1 = −l2 = l and I1 = I2. In this case two beams have the
same radial intensity distribution(see Fig.2.10 a) and c)). If l1 and l2 are
different then two beams reach the maximum of intensity for different values
of the radius. However, by choosing rl1−rl2 =
√
2 ln 2r0 and I2 =
√
l2/l1I1,
one can obtain dark lattices (See Fig.2.10 b) and d)) with an approximately
uniform depth in the radial and azimuthal directions. It is useful to consider
a specific example for the D2 transition of 87Rb which has the following
parameters: Γ = 2pi × 6MHz, λ = 780nm and IS = 16.3W m−2. For
the laser with the power 2W , which has a beam waist r0 = 30µm the
wavelengths of 1064nm and 660nm can be used for trapping the atoms in
the bright and dark lattices, respectively. For the bright lattice with 10
potential wells, each potential well is approximately 65µK deep and for
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the dark lattice with the same number of wells we get 15µK. For the red-
detuned lattice, cold atoms are trapped in the high intensity regions and
they scatter 1 photons per 2 s and for the blue-detuned lattice atoms are
trapped in the low intensity regions and they scatter 1 photon every 6 s.
The potentials can be rotated with frequencies ranging from mHz to 10’s
of MHz.
However, this scheme has a drawback, that an additional trapping potential
should be applied in z-direction in order to confine atoms.
2.6 Experimental realization of the ring-
lattice potential with a weak link
The ring lattice optical potential is created with a liquid crystal on a silicon
spatial light modulator (PLUTO phase only SLM, Holoeye Photonics AG)
which imprints a controlled phase onto a collimated laser beam from a 532
nm wavelength diode pumped solid state (DPSS) laser. The SLM acts as
a programmable phase array and modifies locally the phase of an incoming
beam. Diffracted light from the computer generated phase hologram then
forms the desired intensity pattern in the focal plane of an optical system
(doublet lens, f=150 mm). The resulting intensity distribution is related to
the phase distribution of the beam exiting the SLM by Fourier transform.
Calculation of the required SLM phase pattern (kinoform) has been carried
out using an improved version of the Mixed-Region-Amplitude-Freedom
(MRAF) algorithm[69, 70] with angular spectrum propagator. This allows
to simulate numerically the wavefront propagation in the optical system
without resorting to the paraxial approximation. A region outside the de-
sired ring lattice pattern (noise region) is dedicated to collect unwanted
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Figure 2.11: Simulation(left) and experimentally realized(right) intensity
distribution of a ring- lattice with a weak link between two lattice sites.
light contributions resulting from the MRAF algorithm’s iterative opti-
mization process. This can be seen in the measured intensity pattern in
Fig. 2.11 as concentric, periodic structures surrounding the ring-lattice and
can be filtered out by an aperture.
The intensity generated by SLM shown on Fig. 2.11 has been chosen to
be of the following form:








where in the radial direction the ring has a Gaussian tight confinement
with amplitude I0 and a half width at the maximum σ ≈ 9.5µm and in
azimuthal direction the intensity profile is a sinusoidal lattice which has
N = 12 lattice sites. Here in the Eq.(2.12) σ is chosen in the following
way σ = 1.3R/N , where R is the average radius of the ring. The second
line of Eq.(2.12) is introducing the weak link, which is added as a Gaussian
dimple with amplitude 0.5I0 between 2 lattice sites. The effect of the dim-
ple is clearly seen on the Fig.2.12 panel b), where an azimuthal intensity
distribution is demonstrated.
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The ring-lattice potential shown in Fig. 2.11 and Fig. 2.12 can be readily
scaled down from a radius of ∼ 90 µm to 5− 10 µm by using a 50x micro-
scope objective with NA=0.42 numerical aperture (Mitutoyo 50x NIR M-
Plan APO) as the focusing optics for the SLM beam and with λ2 = 830 nm
light, suitable for trapping Rubidium atoms.
For experimental reasons, it is easier to confine atoms in attractive
potentials (red-detuned optical potentials, where atoms are located in the
maximum intensity regions) and it is planned to use a 840 nm laser for this
purpose which is far detuned from the 87Rb atom D1,D2 transitions. The
drawback of red-detuned optical potentials is a higher spontaneous heating
rate, so the laser has to be far detuned off-resonance. Accounting for the
limited reflectivity and diffraction efficiency of the SLM, scattering into the
noise region and losses in the optical system, only about 5% of the laser
light contributes to the optical trapping potential. However this is not a
limiting factor for small ring-lattice sizes in the tenth of micrometer range
as discussed here, where ∼ 50 mW laser power is sufficient to produce well
depths of several Erec. The generated structures are sufficiently smooth,
with a measured intensity variation of 4.5% rms, to sustain persistent flow-
states[18]. The barrier height can be dynamically modified at a rate up to
50 ms per step, with an upper limit imposed by the frame update rate of
the SLM LCD panel (60 Hz).
2.7 Setup for adjustable ring-ring coupling
In this section two different proposals for experimental realization of ring
lattices/AQUIDs with tunable distance between the rings/AQUIDs are
suggested. First proposal based on the interference of Laguerre-Gauss
beams [67, 35] and the second one makes us of the SLM technic [68, 69, 70].
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Figure 2.12: Experimental realization of a ring-lattice potential with an ad-
justable weak link. a) Measured intensity distribution with an azimuthal
lattice spacing of 28 µm and a ring radius of 88 µm. The central peak
is the residual zero-order diffraction. The size of the structure is scalable
and a lower limit is imposed by the diffraction limit of the focusing op-
tics. b)Azimuthal intensity distribution for the fixed value of r = R.
2.7.1 Realization with Laguerre-Gauss beams
In this subsection, we describe the experimental setup for realizing two
ring-shaped optical lattices with a tunable interaction between the atoms
which are trapped in the rings. To achieve the task, we use Laguerre-Gauss
(LG) modes to produce closed optical lattices[77, 78]. Fig.2.13 in the main
text illustrates the experimental arrangement to produce two adjustable 1d
ring-lattices by intersecting two Gaussian beams (G1,G2) with wavelength
λ1.The ring-ring separation is controllable by changing the beam spacing
D between beams G1 and G2, allowing adjustment of the ring-ring tun-
nelling.
The inset in Fig.2.13 shows two vertically spaced ring lattice potentials sep-
arated by d = λ1f/D [63].In an experimentally feasible arrangement using
light from a Ti:Sa laser at λ1 ≈ 830 nm, with a beam separation adjustable
between D = 10− 40 mm and a lens focal length f = 75 mm, the ring-
ring separation can be varied from d = 1.5− 6.2µm. This compares to the
inter-ring well spacing of 1.5µm for a ring lattice with 20 lattice sites and
ring radius of 5µm. To allow controlled tunnelling between neighboring lat-
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Figure 2.13: Proposed setup for the ring-ring coupling. Two gaussian laser
beams of wavelength λ and with a distance D in between, pass through a
lens and interfere in the focal plane (f is the focal length). The distance
D can be easily controlled by moving one of the mirrors. The distance
between the fringes is a function of 1/D [63]. The resulting Gaussian laser
beam with wave vector kG = 2piD/(λf), then, interferes with two counter
propagating Laguerre-Gauss laser beams of amplitude E0. The inset shows
the ring lattice potentials separated by d = λf/D. Here l = 6 and p = 0.
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tice stacks the distance between the ring potentials needs to be adjustable
in the optical wavelength regime. Small distances allow high tunnelling
rates, a necessity for fast gate operations. This makes it less efficient to
read out and address individual stack sites, however. Increasing the lattice
stack separation after the tunnelling interaction has occurred well above the
diffraction limit (∼λ) while keeping the atoms confined, optical detection
and addressing of individual rings becomes possible. Fig.2.13 in the main
text illustrates the experimental arrangement to produce two adjustable 1d
ring-lattices by intersecting two Gaussian beams (G1,G2) with wavelength
λ1.







2 + cos (kGz)
2 + (2.13)
2fpl cos (kLGz) cos (kGz) cos (φl)),
where kLG is the wave-vector of the Laguerre-Gauss beam. kG = 2piDλf is
an effective wave vector for the Gaussian beams, where D, λ and f are
respectively the distance between the two beams passing through the lens,
the wavelength of the Gaussian beams and the focal length of the lens.
Using this equation, we conclude that a stack of closed rings is initially
obtained, with N = l lattice sites. The distance between rings can be
controlled by changing the distance between the two Gaussian beams. This
can be realized by moving the mirror M1. It can be shown that when
kG = kLG, Eq.((2.13)) gives the potential obtained in [35]. So, this potential
can be regarded as a generalization of previously obtained potential for the
ring-shaped optical lattices.
The tunneling matrix element between two rings in the limit V0  Er,
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where V0 = 4E20 end Er =
~2k2
2m













here d = λf/D is the lattice spacing along z-direction.
2.7.2 Realization with SLM
With a SLM arbitrary optical potentials can be produced in a controlled
way only in a 2d-plane – the focal plane of the Fourier transform lens –
making it challenging to extend and up-scale this scheme to 3d trap ar-
rangements. The experiment, however, showed (see Fig.2.14) that axially
the ring structure potential remains almost undisturbed by a translation
along the beam propagation axis of ∆z = ±2.2 · R, where R denotes the
ring-lattice radius. The ring-lattice radius is only weakly affected by an
axial shift along z and scales with ∆R/R = 0.0097 · z, where z is normal-
ized to the ring-lattice radius. For larger axial shifts from the focal plane
the quality of the optical potential diminishes gradually. Based on our
measurements this would allow implementation of ring-lattice stacks with
more than 10 rings in a vertical arrangement, assuming a stack separation
comparable to the spacing between two adjacent lattice sites. Propaga-
tion invariant beams may allow a potentially large number of rings to be
vertically arranged[79].
The SLM method also can be extended to produce stack of ring-
lattices/AQUIDs by combining it with a method introduced in a previ-
ous section. To achieve a goal it is enough to shine a cylinder shown
on Fig.2.14 with two Gaussian beams in a transverse direction as it is
shown on Fig.2.15. To allow controlled tunnelling between neighbouring
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Figure 2.14: Effect of an axial translation on the ring lattice potential.
a)Ring lattice intensity distribution measured at various positions along
the beam propagation axis around the focal plane (Z=0). Note that the
initial beam, phase modified by the SLM, is not Gaussian any more. The
optical potential remains undisturbed by a translation of 2.2 times the
ring-lattice radius centered around the focal plane (Z=0). b) This is in
contrast to a Gaussian laser beam which exhibits a marked dependence on
the axial shift from the focal plane where the beam waist ω(z) scales with√
1 + (z/z0)2 and Rayleigh range z0.
Figure 2.15: Experimental scheme for generation the stack of ring lat-
tices/AQUIDs with tunable distance between the rings/AQUIDs. B1 shows
the region where where the cylinder of rings is formed.
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ring lattices/AQUIDs along the stack, the distance between the ring po-
tentials/AQUIDs needs to be adjustable in the optical wavelength regime.
A trade-off between high tunnelling rates (a necessity for fast gate opera-
tions) and an efficient read out and addressability of individual stack sites,
needs to be analysed. Increasing the lattice stack separation after the
tunnelling interaction has occurred well above the diffraction limit while
keeping the atoms confined, optical detection and addressing of individual
rings becomes possible.
2.7.3 Summary
In this chapter we summarized theoretical proposals and experimental ad-
vances in the field of cold atoms trapped in toroidal and ring lattice po-
tentials [16, 17, 18, 14, 19, 36, 35, 54]. In particular, we focused on the
techniques for generating, manipulating and measuring the current states
in these systems. We then discussed, in more detail, on our proposed ex-
perimental setups and on some experimental results towards realization of
the following ring lattice systems:
(i) Single ring lattice with an impurity, (ii) Stack of homogeneous ring lat-
tices with tunable distance, which are distributed along the cylinder, and
(iii) Stack of AQUIDs (all the weak links are distributed along the same
axis), which are distributed along the cylinder. These systems have been
realized by making use of a cylindrical symmetry of Laguerre-Gaussian
beams and SLM devices, which imprints a desired phase onto incoming
laser beam.
We note that it is not only important to make ring condensates to
interact but also make the interaction tunable. This is an important feature
for driving and controlling qubit-qubit interactions. To achieve the goal,
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we first generated a light field which has a cylindrical shape and the desired
intensity distribution along the azimuthal direction. We then illuminated
the system in a transverse direction with two Gaussian beams which are
intersecting at angle α, resulting in a stack of rings with a tunable distance
d = λ/2 sin (α/2) between the rings [52, 63], where λ is the wavelength of
the beams. In order to make d tunable, it is sufficient to change the angle
α which can be implemented by rotating or displacing one of the mirrors
of the experimental setup.
By carefully analyzing our proposed experimental configuration, we con-
clude that it is feasible to arrange n ∼ 10 ring-qubits in stacks configuration
(as sketched on Fig.2.14) along the beam propagation axis.
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Models for many-body bosonic
systems confined in ring shaped
optical potentials
3.1 Introduction
In this chapter we introduce the many-body bosonic models relevant to our
systems: the homogeneous ring interrupted by a delta-barrier and a ring
optical lattice with a weak link; both structures are subjected to an artificial
gauge field. We assume that the system dynamics is one dimensional. In
the second part of the chapter we discuss how the models can be employed
to study the emergence of quantum superposition states in ring-shaped
potentials.
The chapter is outlined as follows. In Section 3.2 we introduce
Bose-Hubbard model and discuss qualitatively the Mott-superfluid tran-
sition. We also formulate the model for a ring lattice with a weak
link(subsection 3.2.1), and for two coupled ring lattices(subsection 3.2.2).
In Section 3.3 we present Lieb-Liniger model for a homogeneous ring with
a delta-barrier. In Section 3.4 we introduce Luttinger liquid formulation(
which works well in the limit from intermediate to strong interactions)
for the homogeneous ring with a delta-barrier. In Section 3.5 we discuss,
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a simple mean-field approach for the AQUID, which is given by Gross-
Pitaveskii equation, and describes well the bosonic dilute systems in the
limit of weak interactions. In Section 3.6 we review the theoretical anal-
ysis of possible formation of the macroscopic superposition states in ring
condensates [57, 58, 59]. Finally, we summarize our results in Section 3.7.
We give more details about these models in Appendix A.
3.2 Bose-Hubbard model
Since at the low temperatures the energies of particles are quite low, then we
can assume that interactions are well described the the s-wave scattering





δ(x) = gδ(x) (3.1)

















where V0(x) is the optical lattice potential, which normally takes form
V0(x) = V0 sin2 (kx), with wavevector k = 2pi/λ, where λ is the wavelength
of the laser and VT (x) describes an external magnetic trapping potential ,
which is usually slowly-varying on the scale of the lattice spacing.
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The energy eigenstates of single atoms are given by Bloch wave func-
tions, and the superposition of Bloch states forms the set of orthogonal
wave functions, which are called Wannier functions. These functions are
well localized on the individual lattice sites(this condition is of course sat-
isfied for relatively deep lattices). Here it is crucial that we assume that
energies involved in the system are small compared to the excitation en-
ergy to the second Bloch band. Under this assumption, we expand the field
operators in the Wannier basis and keeping only lowest vibrational states
Ψˆ(x) =
∑
i aiw(x − xi), where w(x − xi) are the single particle Wannier
functions(which can be determined from a one-dimensional bandstructure
calculation) localized around lattice site xi. After substituting this expan-













here the annihilation and creation operators obey the bosonic commutation
relations [a†i , ai] = δij and operators ni = a
†
iai give the total number of
bosonic atoms at the i-th lattice site. The parameter J =
∫
dxw(x −
xi)(− ~22m∇2 +V0)w(x−xa,bi ) is the tunneling rate within neighboring lattice
sites, and εi ≈ VT (x). The parameter U takes into account the finite
scattering length for the atomic two-body collisions on the same site and




Here we outline the assumptions which were used for derivation of BH
Hamiltonian.
1. The tunneling matrix elements between neighboring sites, are much
larger than those between next nearest neighboring sites.
2. The nearest-neighbor interaction energies are much smaller then on-site
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interaction energies.
3. The interaction energies U
2
∑
i ni(ni− 1) and thermal energies are much
smaller than the separation to the first excited Bloch band.
The separation to the first excited Bloch band can be obtained in the
harmonic approximation, which is based on the expansion of the potential
close to the minima(sin2(x) ≈ x2). After making this expansion, we obtain
the harmonic oscillator with the frequency ν =
√
4ERV0/~, where the recoil
energy ER is given by ER = ~2k2/2m. This gives an estimate of ~ν for
the separation to the first Bloch band. Normally first two conditions are
satisfied provided that the lattice is deeper than 2ER.
In order to understand the different phases of BH model it is useful to
consider two limiting cases: the limit of vanishing interactions, where the
systems is in the superfluid phase, and the opposite limit where system can
be in the Mott phase.
The superfluid limit can be realized in shallow optical lattices where the
kinetic energy dominates over the two particle contact interaction. By
hopping from one lattice site to other lattice site the atom losses the kinetic
energy J , and therefore in order to minimize its energy single particle wave
function spreads over all lattice sites. The ground state wave function in
the case U = 0, is given by the following expression:










where N is the number of particles andM is the number of lattice sites.
This state is clearly corresponding to each particle occupying lowest Bloch
state with momentum q = 0. We comment that this kind of states are
well described with Gross-Pitaevskii equation [30], where interactions are
taken into account through simple mean-field approximation. One of the
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properties of this state is that it shows large off diagonal coherence, which
can be seen by calculating one-body density matrix ρij = 〈a†iaj〉 = N/M .
It is also interesting to point out that particle number fluctuations are also
big in this state (∆nl)2 = N/M . The energy difference between the first
excited state and the ground state scales like ∝ J/M2 and goes to 0 in the
thermodynamic limit(N → ∞, M → ∞ and M/N = const). So in the
thermodynamic limit superfluid phase has a vanishing gap. It is instructive
to notice that in thermodynamic limit, Eq.(3.4) can be represented as the











Therefor the distribution for the number of atoms per lattice site will be
Poissonian. By increasing the depth of the optical lattice two things hap-
pen: the hopping term goes down because the barrier height increases and
the size of each lattice site decreases which facilitates stronger interactions
between the atoms confined in the same lattice well. In this limit we can
neglect the kinetic energy. Now let us consider systems with commensurate
fillings which means n¯ = N/M is an integer number. It is obvious that for
the case filling 1 ground state energy will be minimized(and it is zero in
this case) by putting one atom per lattice site. Similarly to this case, the





so in this state each lattice site is occupied by n¯ atoms. This state has no
long range off diagonal coherence ρij = 0, for i 6= j, and the particle number
fluctuations are also vanishing (∆nl)2 = 0. The lowest lying excitation is
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Figure 3.1: Phase diagram for the 1 dimensional BH model. The error
boxes are the QMC results , the dashed lines are the result of the SCPE
and the solid lines are TDMFT results. Taken from Ref.[81].
obtained by taking one atom from the lattice site and putting it on the
top of atom sitting on other lattice site. The energy required for this is
given by U and it does not depend on the system size. So we conclude that
opposite to the superfluid phase, the Mott phase always has a finite gap
given by the interaction strength.
The zero temperature phase diagram of the BH model is shown on
Fig. 3.1, where the y-axis is given by µ/U and the x-axis by J/U . Here µ is
the chemical potential and it controls the number of atoms per lattice site.
It is seen that the phase diagram has a lobe-like structure. As was men-
tioned before, in the limit J/U → ∞ the system is in the superfluid state
and the ground state is described by Eq. (3.5) in the lowest order. In the op-
posite limit, series of Mott insulating phases are obtained with fixed filling
n¯ = 1, 2, .... The defining property of the Mott phase is its incompressibility
, which means ∂n/∂µ = 0. For an intermediate value of the fraction J/U
it is not trivial to find out which phase the system is in and more detailed
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analysis is required. Several analytical and numerical approaches have been
developed to study that problem. On Fig.3.1 we demonstrate the Mott-
superfluid phase diagram for the 1D BH model which is obtained by the
following methods: Quantum Monte-Carlo simulations(QMC) [82], strong
coupling perturbative expansion(SCPE) [83], and time-dependent dynam-
ical mean-field theory(TDMFT) [81]. The TDMFT(which is a mean-field
analytical approach) is a simple approach for obtaining the phase diagram
and at the same time it agrees quite well with SCPE and QMC results,
which are considered as most precise approaches for obtaining the phase
diagram of the 1 dimensional BH model.
3.2.1 Bose-Hubbard model for a single ring with a
weak link
We consider a system of interacting bosons at zero temperature, loaded
into a 1D ring-shaped optical lattice of N sites. The discrete rotational
symmetry of the lattice ring is broken by the presence of a localized poten-
tial on one lattice site (located at the site N−1), which gives rise to a weak
link. The ring is pierced by an artificial (dimensionless) magnetic flux Φ,
which can be experimentally induced for neutral atoms as a Coriolis flux by
rotating the lattice at constant velocity [41, 14], or as a synthetic gauge flux
by imparting a geometric phase directly to the atoms via suitably designed
laser fields [48, 84, 47].











iΦ/Na†iai+1 + h.c.) (3.7)
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where aj (a†j) are bosonic annihilation (creation) operators on the j-th site
and nj = a†jaj is the corresponding number operator. The parameters ti
describe the tunnelling between the wells along the ring. Since the wells
are all identical but one, ti = t, ∀i = 0 . . . N − 2 and tN−1 = t′.
The presence of the flux is taken into account through the Peierls sub-
stitution(see appendixB.1): t→ e−iΦ/N (t is the hopping amplitude). The
"magnetic flux" is given by Φ =
∫ xi+1
xi
A(z)dz, where A(z) is the a syn-
thetic vector potential. The effect of the dimple is to induce a phase slip
at the site N − 1. Periodic boundaries are imposed by taking aN ≡ a0.
The presence of the barrier can be also taken into account through
a site-dependent chemical potential. In that case the 1D Bose-Hubbard











where bj (b†j) are bosonic annihilation (creation) operators on the jth site
and nj = b†jbj is the corresponding number operator. Periodic boundaries
are imposed by taking bM+1 ≡ b1. The potential barrier considered here is
localized on a single site j0, i.e., Λj = Λδj,j0 with δi,j being the Kronecker
delta.
3.2.2 The model for two coupled rings
A single-species bosonic condensate is envisaged to be loaded in the setup
described on Fig.2.13. Our system is thus governed by a Bose-Hubbard
ladder Hamiltonian:







































where Ha,b are the Hamiltonians of the condensates in the rings a and





ibi are the particle number operators for the lattice site i.
Operators ai and bi obey to the standard bosonic commutation rela-
tions. The parameter t =
∫
wa,b(x − xa,bi )(− ~
2
2m
∇2 + Vlatt)wa,b(x − xa,bi )
is the tunneling rate within lattice neighboring sites(in the rings a and
b), and g =
∫
wa(x − xai )(− ~
2
2m
∇2 + Vlatt)wb(x − xbi)d3x is the tunnel-
ing rate between the rings, where wa,b(x) and are the single particle
Wannier functions and site index for the rings a and b respectively and
wa,b(x − xa,bi ) = w(x − xi)w(y − yi)w(z − zi ± d/2)(where + sign holds
for the ring a and − sign for the ring b), with d being distance between
the rings. Here we assume that Wannier functions for the two rings are
identical. Finally, the phases Φa and Φb are the phase twists responsible
for the currents flowing along the rings. They can be expressed through







B(z)dz, where A(z) and B(z)
are generated vector potentials in the rings a and b, respectively (see ap-
pendixB.1).
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3.3 Lieb-Liniger model for a homogeneous
ring with a delta-barrier
We generalize the Lieb-Liniger model for the ring when due to the presence
of a delta-barrier the system becomes nonintegrable. We consider a system
ofN bosons of massm, subjected to contact interaction with an effective 1D
interaction strength g(see Appendix A.1), accounting for s-wave scattering,
and loaded into a 1D ring(the conditions under which a 2D system can be
reduced to a 1D one are introduced in Appendix A.1) of length L, with
density n = N/L. An important dimensionless parameter for the model is
given by γ = mgL/~2N , where L is the length of the system. The position
along the ring is parameterized by the angular coordinate θ ∈ [0, 2pi). The
ring contains a localized barrier potential, modeled as a delta function,













+ Λδ(x) + g
N∑
i<j
δ(xi − xj) (3.11)
where we adopted Λ is the strength of the barrier.
In this thesis, we will be interested only in the stationary regime, which
can be achieved by adiabatically switching on the barrier at early times, to
avoid the creation of higher excitations.
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3.4 Luttinger model for a homogeneous ring
with a delta-barrier
At low temperatures most 1D bosonic models have a liquid phase which has
two main properties: 1) the low energy excitations are collective sound-like
modes with linear dispersion. 2) Zero temperature correlations functions
have algebraic decay. It turns out that these two properties are defining a
universality class of 1d systems which can be characterized by the so-called
Luttinger liquid theory, which is not a mean-field theory and can describe
systems both in the intermediate and strong interaction limits. This uni-
versal approach was first time suggested by Haldane [85] and it is also
called bosonisation. At strong interparticle interactions we characterize
the system of bosonic particles with the Luttinger liquid Hamiltonian: To
take into account the effect of quantum fluctuations in the intermediate- to























here θ and φ corresponding to the density fluctuation and the superfluid
phase, the interaction strength is given by the Luttinger parameter K and
the sound velocity vs. More details about the Luttinger model and the
dependence of the parameters K and vs on the parameter γ are discussed
in Appendix A.4. A the vanishing interactions K tends to infinity and vs
vanishes, while in the opposite limit, K = 1 and vs is given by the Fermi
velocity of the fermionized system.
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3.5 Gross-Pitaevskii equation for the AQUID















Ψ + g1D|Ψ|2Ψ = µΨ ,(3.13)
where Ψ is the condensate wavefunction, µ is the chemical potential, V0 is
the optical-lattice depth, Ub is the strength of the localized barrier, modeled
as δ(x) in this continuous model. The continuous-model barrier strength
Ub is connected to the discrete-model one Λ by Ub = ΛL/M . An expres-
sion for g1D is given in Appendix A.1. We comment, that for the case
V0 = 0 Eq. (3.13) captures also the system given by homogeneous ring,
pierced by "magnetic flux". In absence of the lattice potential, an analyt-
ical soliton solution for Eq. (3.13) has been found in [86]. In the further
limiting case of vanishing interaction and small barrier strength, the ex-
pression for the wavefunction can be obtained perturbatively with respect
to the barrier strength(see C.2). This approach helps the understanding
of the corresponding momentum distribution and time-of-flight images. In
the presence of the lattice potential, we solve Eq. (3.13) numerically by in-
tegrating it in imaginary times. We pursue this approach as a benchmark
case for the BH model at weak interaction. Moreover the GP equation is
a particularly suitable tool for the large-N regime, which is routinely real-
ized in experiments. We introduce the derivation of the Gross-Pitaevskii
equation and also discuss its applicability for 1D systems in Appendix A.5.
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3.6 Theoretical analysis of macroscopic super-
position states in the AQUID
In this section we review the formation of superposition states in ring con-
densates [56, 57, 58, 59]. At first we focus on the system of homogeneous
ring which hosts a delta-barrier and is subject to artificial gauge field. The
Hamiltonian of this system is given by Eq. (3.11). By considering the
non-interacting, weakly interacting and strongly interacting regimes of this
system, different superposition states can be obtained as a ground state of
the Hamiltonian. In order to gain a better understanding of the formation
of superposition states, it is convenient to write down the Hamiltonian in
the second quantized form(as it is done in the section 3.2) and write it in





2pikx/Lak, where a†k creates
an atom with angular momentum k~):
























Here we are interested in two kinds of states. The first one is a NOON
state which is given by:
|Ψ〉 = 1√
2
(|N, 0〉0,1 + |0, N〉0,1), (3.15)
where the index shows the number of atoms occupying the particular mode
and the subindex specifies the mode. And the second state is a superposi-
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-2π 2π 0 
Figure 3.2: Single-particle energy level structure as a function of rotational
phase Ω. It is clearly seen, that for the values Ω = (2j + 1)pi spectrum is
doubly-degenerate.Taken from [19].
tion state of total angular momentum states 0 and N, and it reads as:
|Ψ〉 = 1√
2
(|0〉 ± |N〉) (3.16)
First we consider the case when g = 0 and Λ is small. In this case, single-
particle energies (which are proportional to the (n − Ω /2pi)2, where n is
an angular momentum) are given by the families of intersecting parabolas
as is demonstrated in Fig.3.2. At Ω = pi, the momentum states of 0 and
~ are degenerate (this degeneracy is removed by a finite barrier) and the










(N − r)!r! |N − r, r〉0,1
(3.17)
All the states of the form |N − r, r〉0,1 are degenerate (N + 1 fold degen-
eracy), however this degeneracy is removed by the interaction term HI of
the Hamiltonian.
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Let us now consider the limit of small g and small Λ. In order to
get a simple understanding of the lifting of the degeneracy, let us apply a
simple first order perturbation theory. We write down the matrix element
0,1〈N − r, r|HI |N − r, r〉0,1 = g2L(N(N − 1) + 2r(N − r)). It is clearly seen,
that only the states |N, 0〉0,1 and |0, N〉0,1 remain degenerate. The barrier
term HB couples these terms in the higher order of the perturbation theory.
We comment that HB is the only term in the Hamiltonian which couples
terms with different total angular momentum. As it was shown in [57] the
NOON states can be achieved only under satisfying the set of conditions
Λ
√
N/L  gN/2L  E0 and the energy gap(the difference between the








(N − 1)! (3.18)
from this expression we see that the energy gap decreases faster than expo-
nentially with the number of particles. This makes creation of the NOON
states with high particle numbers quite challenging experimentally.
Now we consider the limit of g −→∞. As it is well known in this regime
particles undergo so-called fermionization and start to behave like spinless
fermions. In this limit the two mode representation in momentum space
is not valid however it can be shown that ground state and first excited




we remark that this kind of dependence of the energy gap is favorable
since it does not depend on the number of particles. In order to quantify
the quality of superposition states with total angular momentum K1 and
K2 , respectively, we introduce a quantity Q, which is given by:
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Figure 3.3: Energy gap ∆E as a function of the interaction strength ob-
tained with exact diagonalization of the truncated momentum Hilbert space
keeping r = 20 modes. Here Ω = pi, N = 5 and Λ/L = 0.008E0. The up-
per horizonthal axis shows Lieb-Liniger parameter γ = 2gpi2/E0LN . The
inset plots show total angular momentum distribution function P (K) for
non-interacting and strongly interacting systems. Taken from [57].
Q = 4P (K1)P (K2) (3.20)
Q varies between 0 and 1. If Q = 1 it means that system is in the
equal superposition of two angular momentum states. Insets of Fig.3.3
show total angular momentum distribution function in the non-interacting
and strongly interacting limit. P (K) is binomial and binary,respectively,
for non-interacting and strongly interacting systems. It is clearly seen,
that the Tonks-Girardeu limit is a good candidate for creating superposi-
tion states given by Eq. (3.16). It is more interesting to compare quality
factors and robustness for NOON and total angular momentum superpo-
sition states. As it is seen from Fig3.4, around g ≈ 0.1E0L a high quality
NOON state is formed. But robustness of this state against single particle
loss is very small as it is expected for a NOON state. However the same
figure demonstrates that in the limit of strong interaction high quality su-
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Figure 3.4: The quality of superposition before(Q-the dashed line) and after
(Q[−1]-the solid line) removal of a single particle. Here parameters are the
same as in Fig.3.3. a) Q[−1] in the Tonks-Girardeu limit as a function of the
number of particles b)Total angular momentum distribution function after
the removal of one particle with angular momentum ~. Taken from [57].
perposition states given by Eq. (3.16 )are formed and they have very high
robustness against single particle loss. The Hamiltonian given by Eq. (3.11)
has been modeled with a one dimensional ring lattice [58] which has a lo-
calized impurity in one of the lattice sites. The Hamiltonian of this lattice
model is given by Eq. (3.8). Since at low fillings the particles feel only
the quadratic part of the dispersion, the results of the ring lattice system
should coincide with the results of the one dimensional ring in the limit of
low filling(N/L  1). Most interestingly in Ref. [58] it was demonstrated
that even in the Tonks limit the energy gap gets exponentially suppressed
once one considers Gaussian barriers with finite width. For a barrier with
Gaussian potential(Λj ∝ Λe−d
2j2/2ξ2) of half-width ξ the energy gap in the
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Figure 3.5: Suppresion of the energy gap ∆E for the Gaussian barrier with
finite width. Here L = 50 and b = ξ/d. Taken from [58].
Here Λ is the height of the barrier and M is number of lattice sites. As is
seen from Fig.3.5, the energy gap is decreasing quite fast even for such a
small number of particles as ≈ 20. In agreement with [57] the energy gap
is independent of the number of particles in the limit ξ −→ 0(See Fig.3.5).
The physical reason for the exponential suppression of the gap is the fol-
lowing: in order to couple angular momentum states of the superposition
given by Eq. (3.16) one needs to transfer large amount of momentum(the
barrier term of Hamiltonian is the only term that couples states with dif-
ferent total angular momentum ). However, if the barrier has a Gaussian
profile then its Fourier image has a Gaussian distribution as well, which
causes an exponential suppression for the coupling of different angular mo-
mentum states. This in turn recovers exponential suppression of the gap
in the Tonks limit.
We comment that site dependent character of the barrier should be taken
into account if the barrier spreads over several lattice sites. However if the
barrier potential can be localized over one lattice spacing, then barrier can
be considered as single site barrier and the energy has the favorable scal-
ing(it scales as in the limit ξ −→ 0). Moreover, as it has been demonstrated
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Figure 3.6: The momentum distribution and Wigner functions at
timest/t0 = 0, 2.46 and 4.92. Here t0 = mL2/pi~, N = 9 and v =
14~pi/mL. In the inset of the second figure v = 14~pi/mL. Taken from [59].
in Ref. [87], a square barrier with height 1/l and width l of the order of
one tenth of the circumference does not fundamentally change the system’s
properties, i.e the particles’ wave vectors are only slightly modified. For
weak barriers, no difference between the two types of barriers was observed.
So far the generation of superposition states is based on the adiabatic
change of the "external flux". In Ref.[59], a sudden quench with a delta
type barrier is discussed for the Tonks gas confined in a one dimensional
ring trap. It is shown that the out-of-equilibrium drive generates new
type of superposition states which are superpositions of two Fermi spheres
rather then superposition of microscopically occupied single momentum
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states. The full analytical solution of the problem is obtained and impor-
tant quantities like the momentum distribution n(k, t) and Wigner function
fW (x, k, t) are evaluated. These functions are defined with help of the one-





dyeik(x−y)ρ1(x, y, t) (3.22)
fW (x, k, t) =
∫
dreikrρ1(x+ r/2, x− r/2, t) (3.23)
Fig.3.6 demonstrates how these quantities change depending on the steer-
ing time. On the second figure it is easy to observe the formation of a
superposition state of two Fermi spheres. We comment that negative val-
ues of the Wigner function for this case evidences the quantum nature of
this kind of superposition state.
3.7 Summary
We introduced the 1D bosonic systems mainly for describing two differ-
ent systems: ring lattice/homogeneous ring systems which are pierced by
”magnetic flux” and host weak link/delta barrier.
The Bose-Hubbard(BH) model plays a central role for the current thesis
since it captures well(under some additional assumptions) the dynamics of
cold bosonic systems trapped in lattice potentials [80]. After introducing
the BH model and qualitatively discussing superfluid-Mott transition, we
also have introduced the system of two coupled rings which is governed
by the two-leg ladder BH Hamiltonian, where each of the homogeneous
ring lattices is pierced by a different ”magnetic flux”. To study the system
of a homogeneous ring which hosts a delta-barrier impurity in the limit
of intermediate to strong interactions, we exploited the Luttinger liquid
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theory, a low-energy hydrodynamic formulation for the systems with linear
dispersion relation. We introduced the Gross-Pitaevskii equation, which is
a mean-field approach suitable for studying the limit of weak interactions
and high fillings.
Finally, we also reviewed different theoretical proposals for generating
many-body superposition states. We introduced theoretical results for
the energy gap of the many-body Hamiltonian for the different kinds
of superposition states. The quality of superposition states and their




Realization of qubits with ring
optical lattices
4.1 Introduction
A qubit is a two state quantum system that can be coherently manipulated,
coupled to its neighbours, and measured. Several qubit physical imple-
mentations have been proposed in the last decade, all of them presenting
specific virtues and bottlenecks at different levels[26, 2, 88, 89, 90, 91]. In
neutral cold atoms proposals the qubit is encoded into well isolated internal
atomic states. This allows long coherence times (up to minutes), precise
state readout and, in principle, scalable quantum registers. However, in-
dividual qubit (atom) addressing is a delicate point[92, 93]. Qubits based
on Josephson junctions allow fast gate operations (order of nanoseconds)
and make use of the precision reached by lithography techniques[94]. The
decoherence, however, is fast in these systems and it is experimentally chal-
lenging to reduce it (see for details Chapter1). Here we aim at combining
the advantages of cold atom and Josephson junction based implementa-
tions. The basic idea is to use the persistent currents flowing through
ring shaped optical lattices[35, 57, 95, 58, 60] to realize a cold atom ana-
logue of the superconducting flux qubit. Our implementation combines the
low decoherence rates of of neutral cold atoms systems, overcoming single
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site addressing, with the robustness of topologically protected solid state
Josephson flux qubits. Characteristic fluctuations in the magnetic fields af-
fecting Josephson junction based flux qubits are expected to be minimized
employing neutral atoms as flux carriers.
It has been demonstrated theoretically that two opposite flowing cur-
rents in the AQUID can, indeed, define an effective two-level system, that
is, the cold-atom analog of the rf-SQUID [96, 54]. The potential constric-
tion breaks the Galilean invariance and splits the qubit levels that otherwise
would be perfectly degenerate at half-flux quantum. In this context, it is
of vital importance for the qubit dynamics that a good energy resolution of
the two levels could be achieved in realistic physical situations (while keep-
ing the qubit well separated from the rest of the many-body spectrum). In
order to achieve this aim, we examine the dependence of the qubit energy
gap on the bosonic density, the interaction strength, and the barrier depth.
In this chapter we focus on ring-shaped confinements with a lattice
modulation and a potential constriction. This set-up, that can be real-
ized following different routes (see, e.g., Ref. [54]), presents several added
features for the design of an AQUID.
First of all, assuming that the bosons occupy only the lowest Bloch
band 1, the ring lattice helps in controlling the current. For instance,
because of the one-dimensional dynamics, the vortex formation rate along
the flow is negligible. Secondly, it helps to localize the barrier effect to a
point-like scale with respect to lattice spacing, which should in turn yield a
favorable scaling of the qubit gap with the bosonic density [58]. Moreover,
it provides an easy route to realize interacting ring-ring architectures [35,
1 This condition is especially feasible nowadays, because the gap between the lowest
Bloch bands can be magnified, by playing with the shape of the wells, a feature that is
straightforward to implement realizing the ring lattice with SLM devices. The influence




This issue has been considered so far only in some limiting cases, e.g.
for particular types of superposition states or in the infinitely strong inter-
acting regime [57, 58]. On the theoretical side, we perform a systematic
study on the quality of the qubit in the cold-atom ring lattice: in particular,
we characterize the energy structure at the degeneracy point at half-flux
quantum, and study how it is possible to observe experimentally the su-
perposition of the current flows. By employing a combination of analytical
and numerical techniques that allows us to cover all the relevant physical
regimes of system sizes, filling, barrier and interaction strengths, we show
that: i) the gap ∆E1 between the states of the effective two-level system
scales as a power law with the system size; ii) at a mesoscopic scale, a qubit
is well-defined, with ∆E1 displaying a favorable dependence in a wide range
of system parameters. Based on our analysis, we provide protocols to ini-
tialize and address the qubit. Read-out of the qubit can be done with help
of TOF measurement and is discussed, in more detail, in Chapters 2 and
5.
This chapter is organized as follows. In Section 4.2 we present the
physical system of interacting bosons on a 1D ring lattice with a potential
constriction, and the effective two-level system giving rise to the AQUID.
By combining different theoretical and numerical methods we show that
effective two-level system appears both for high and low fillings. In Sec-
tion 4.3 the energy spectrum of the system and its scaling with a system
size, filling, and interaction is analyzed. We show that in the limit of the
low filling and weak barrier strength Luttinger liquid results are in good
2Experimentally, the ring lattice are arranged along a laser confinement with cylin-
drical symmetry, with a ‘pancake’ structure. The the inter-ring tunneling, however can
be made negligible with different approaches (for example suitably focusing the laser
beams). See also Ref. [55].
61
Chapter 4. Realization of qubits with ring optical lattices
agreement with DMRG simulations. Finally, we draw our conclusions in
Section 4.4.
It is worth noting that in Section 4.3 DMRG/MPS results have been
obtained by Davide Rossini and Mateo Rizzi and some exact results in the
limits of non-interacting and Tonks-Girardeu regimes have been derived by
Marco Comminoti.
4.2 The physical system
We consider a system of N interacting bosons at zero temperature, loaded
into a 1D ring-shaped optical lattice of M sites. The discrete rotational
symmetry of the lattice ring is broken by the presence of a localized po-
tential on one lattice site, which gives rise to a weak link. The ring is
pierced by an artificial (dimensionless) magnetic flux Ω, which can be ex-
perimentally induced for neutral atoms as a Coriolis flux by rotating the
lattice at constant velocity [41, 14], or as a synthetic gauge flux by im-
parting a geometric phase directly to the atoms via suitably designed laser
fields [48, 84, 47].
The Hamiltonian of the ring lattice with a weak link (which is intro-
duced in Section 3.2.1) under a study is given by Eq. (3.8). In the ther-
modynamic limit, the BH model for Λj = 0 ∀j displays a superfluid to
Mott-insulator transition for commensurate fillings N/M , and at a critical
value of the ratio U/t of interaction-to-tunnel energy. The phase bound-
aries of the transition are expected to be affected by the magnetic flux
through an overall rescaling t/U → (t/U) cos(Ω/M) [98]. The potential
barrier considered here is localized on a single site j0, i.e., Λj = Λδj,j0 with
δi,j being the Kronecker delta. As we will discuss in Section 4.3.2, we find
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Figure 4.1: Main panel: sketch of the qubit energy splitting, due to the
barrier Λ, for the two lowest-lying energy states in the many-body spectrum
of model (3.8). Black dashed lines denote the ground-state energy in the
absence of the barrier, as a function of the flux Ω. Switching on the barrier
opens a gap at the frustration point Ω = pi (continuous red lines). The three
insets show the qualitative form of the effective potential at Ω = 0, pi, 2pi.
Note the characteristic double-well shape forming at Ω = pi. The qubit, or
effective two-level system, corresponds to the two lowest energy levels of
this potential. In this figure the energies are plotted in arbitrary units.
a superfluid-insulator transition even if the ring is interrupted by a weak
link, although the phenomenon is here a crossover, the ring being of finite
size.
In this work, specific regimes of the system described by Eq. (3.8)
will be captured analytically via the Tonks-Girardeau (TG) mapping
(hard-core limit of infinite repulsions), and the mean-field Gross-Pitaevskii
(GP) approximation (weak interactions and large fillings). To cover all
the interaction regimes, numerical analysis will be also pursued, through
truncated and exact diagonalization (ED) schemes and density-matrix
renormalization-group (DMRG) methods. Details on these techniques are
given in the Appendix D.
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4.2.1 Identification of the qubit: effective two-level
system
The Hamiltonian (3.8) is manifestly periodic in Ω with period 2pi. There-
fore, we can restrict our study to the first rotational Brillouin zone, (actu-
ally to half of it, i.e., Ω ∈ [0, pi], due to the further symmetry Ω ↔ −Ω).
In the absence of a barrier, the system is also rotationally invariant and
therefore the particle-particle interaction energy does not depend on Ω.
The many-body ground-state energy, as a function of Ω, is therefore given
by a set of parabolas each corresponding to a well defined angular momen-
tum state, shifted with respect to each other by a Galilean transformation
and intersecting at the frustration points Ωj = (2j + 1)pi [99, 100]. The
presence of a finite barrier, Λ > 0, breaks the axial rotational symmetry
and couples different angular momenta states, thus lifting the degeneracy
at Ωj by an amount ∆E1, see Fig. 4.1. The larger Λ, the larger is ∆E1,
corresponding to the width of the gap separating the first two bands. Pro-
vided other excitations are energetically far enough from the two competing
ground-states, this will identify the two-level system defining the desired
qubit and its working point.
Below, we discuss this issue with two different approaches: first, exploit-
ing the mapping of the BH model to the quantum phase model, neglecting
the fluctuations of the amplitude of the superfluid order parameter; this
approach can capture, in particular, the regime of a large filling per lattice
site [23, 81]. Then, via numerical calculation of the ground and first three
excited energy levels of the BH model Eq. (3.8), we cover the case of lattice
rings with a low filling.
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Quantum phase model. In the regime of filling much larger than one,
the number fluctuations on each site can be neglected and the behavior of
the system is governed by the quantum phase model [23, 81]. Here we are
considering the model introduced in the section 3.2.1. The Hamiltonian of
the system is given by Eq.3.7. We assume that the density of the superfluid
is large enough to neglect the fluctuation of the number of atoms in each
well. In this regime we can assume that the system dynamics is charac-
terized by the phases of the superfluid order parameter φi’s, described by
the quantum phase model [23] with Josephson coupling Ji ∼ 〈n〉ti (〈n〉 is
the average number of bosons in each well). The magnetic flux Φ can be
gauged away everywhere but at the site (N − 1)-th [101]. Accordingly, the
phase difference along nearest neighbour sites can be considered small in
the ’bulk’ and the harmonic approximation can be applied. The partition
function can be written as a path integral: Z =
∫ D[φ]e−S[φ], where the S[φ]
is the Euclidean action. Adapting from the approach pursued by Rastelli et
al. [102], all the phases φi except θ
.
= φN−1−φ0 can be integrated out (the
integrals are Gaussian). The effective action reads (a detailed derivation is










2(N − 1)(θ − Φ)





dτdτ ′θ(τ)G(τ − τ ′)θ(τ ′) (4.1)
with the potential U(θ) .=
J
N − 1(θ − Φ)
2 − J ′ cos(θ). For large (N −
1)J ′/J and moderate N , U(θ) defines a two-level system as it is demon-
strated in Fig.4.2. The degeneracy point is Φ = pi: The two states are
provided by the symmetric and antisymmetric combination of counter-
circulating currents corresponding to the two minima of U(θ). We observe
65
Chapter 4. Realization of qubits with ring optical lattices








Figure 4.2: The double-well potential providing the single-ring-qubit for
[J ′(N − 1)/J ] = 16 and Φ = pi. The inset shows symmetric ground
state(solid line) and the first antisymmetric excited(dotted line) state wave
functions of the double-well potential.
that breaking the Galilean invariance of the system provides an indepen-
dent parameter J ′ facilitating the control of the potential landscape. The
interaction between θ and the (harmonic) bulk degrees of freedom pro-
vides the non local term with G(τ) =
∑∞
l=0 Y (ωl)e
iωlτ , ωl being Matsubara
frequencies and Y (ωl) = ω2l
(N−2)/2∑
k=1
1 + cos[2pik/(N − 1)
2JU(1− cos[2pik/(N − 1)]) + ω2l
. The
external bath vanishes in the thermodynamic limit and the effective ac-
tion reduces to the Caldeira-Leggett one [102]. Finally it is worth noting
that the case of a single junction needs a specific approach but it can be
demonstrated to be consistent with Eq.(4.1). The result is that a single
ring optical lattice with an impurity is described by the following effective






N − 1(θ − Φ)
2 − J ′ cos θ (4.2)
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Figure 4.3: First five energy levels of the double-well potential as a function
of the "flux". Here U = 2 and [J ′(N − 1)/J ] = 16. .








After performing a Legendre transformation we get the following Hamilto-
nian:






J ′(N − 1)(θ − Φ)
2 − cos θ
]
, (4.4)
where µ = J ′/U is an effective mass of the collective particle. The quan-




> 1 the effective potential in Eq. (4.4) can be reduced to
a double well, as pictorially illustrated in Fig.4.2; for Φ = pi, the two lowest
levels of such a double well are symmetric and antisymmetric superpositions
of the states in the left and right wells respectively, as it is demonstrated
in the inset of Fig.4.2. We find also the energy spectrum by numerically
solving the Schrodinger equation with the finite difference method. As it
is seen from the left panel of Fig.4.3 a two-level system is obtained around
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the frustration point. The effective Hamiltonian can be written as:
H ' εσz (4.5)
and the lowest two states are |ψg〉 = (0, 1)T and |ψe〉 = (1, 0)T . An esti-
mate for the gap energy can be found employing the WKB approximation











J ′/U(1−1/δ)3/2 , (4.6)
where δ > 1. From this formula we can see that the limit of weak barrier
and from intermediate to strong interactions is most favourable regime
to obtain a finite gap between the two energy levels of the double level
potential [95, 104, 60, 105]. We also note that the gap energy splitting can
be controlled by the height of the impurity barrier.
Bose-Hubbard model. Here we study the low-lying spectrum of the
BH model (3.8) by a numerical analysis, performed in the dilute limit (low
filling regime). This is complementary to the quantum phase model, in
that we take into account the effect of the number fluctuations, and hence
of the amplitude of the superfluid order parameter, on the lattice sites. In
Fig. 4.4 we show the ED results for M = 16 and N = 4. The top-left panel
shows how large interactions and moderate barrier strengths cooperate to
define a doublet of energy levels at Ω = pi, well separated in energy with
respect to the higher excited states; weaker interactions and larger barrier
strengths, in contrast, do not allow for a clear definition of a two-level
system (top-right panel). We observe that for increasing Λ, as expected, the
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Figure 4.4: Low-energy spectrum of the BH model for various values of
the interaction and the barrier strength at fixed size M = 16 and filling
N/M = 1/4. Upper panels: the four lowest energy levels as a function of
Ω, for U/t = 10, Λ/t = 0.5 (left) and U/t = 2, Λ = 5 (right). Lower panels:
behavior of ∆E1 and ∆E1/∆E2 as a function of U , for different values of
Λ/t (curves from bottom to top: Λ/t = 0.1, 0.2, 0.5, 1, 2, 5, 10).
gap increases and the bands become flatter, thus weakening the dependence
of the energy on Ω. The lower two panels display a complete analysis of
the behavior of the spectral gap and its distance to the next excited level
at Ω = pi as a function of interactions and barrier strength, allowing us
to identify the parameter regime for the existence of an effective two-level
system. We notice in particular that weakly interacting gases cannot give
rise to a sensible qubit within this approach, since one cannot isolate two
levels out of the many-body spectrum with the sole tuning of the barrier
strength, while this is possible for larger interaction strengths U .
Using the above results, we conclude that the low-energy spectrum of
the system (3.8) may define a qubit over a broad range of lattice filling
values. It is vital for the manipulation of the qubit, though, to explore its
quality. This implies in particular to study the dependence of ∆E1 on the
system size and on the interaction strength, as will be considered in the
next Section 4.3. We will also analyze the nature of the qubit states; this
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of the impurity site
Figure 4.5: Panels a-d): spatially-resolved density profiles 〈nj〉/N at Ω =
pi, along a ring with M = 11 sites and N = 5 particles, for different
interaction regimes. The various data sets correspond to different values
of the barrier strength: Λ/t = 0.01 (black circles), 0.05 (red squares), 0.1
(green diamonds), 0.5 (blue triangles), 1 (brown crosses), 5 (orange stars).
Panel e): critical value Λc as a function of U discriminating the parameters
region in which the boson density per particle at the barrier position is
less than the threshold value ε = 10−3 (black circles refer to N/M = 5/11,
green diamonds are for N/M = 4/16). Vertical dashed lines denote the
cuts analyzed in the different left panels, for the data set N/M = 5/11,
while the straight red line is a power-law fit (Λ/t)c ∝ (U/t)0.99374.
will be the subject of Section 5.2.
4.2.2 Density profiles
Before presenting our results concerning the quality of the qubit, we first
focus on the density profiles of the gas close to the qubit working point,
Ω = pi.
An evident effect of the barrier is a suppression of the particle density
in its immediate proximity; depending on the ring size, the whole density
profile along the ring may well be affected. The interplay between the
interaction strength U and the barrier intensity Λ implies different behav-
iors [86], as exemplified in Fig. 4.5 (panels a-d) for relatively small rings.
The depth of the density depression increases monotonically with Λ (inside
each panel), while its width decreases with increasing U (see the different
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panels) since the density can be suppressed at the impurity site at the ex-
pense of multiple occupancy of the other sites; the latter effect implies a
non trivial dependence of the healing length on interaction strength. At
strong repulsive interactions we also observe small Friedel-like oscillations
of the density, which are a consequence of the peculiar strong correlations
of 1D bosons that make their response to impurities similar to fermions.
We note that a sufficiently large barrier (at fixed U) makes the den-
sity profile vanish, thus effectively disconnecting the ring (panels a-d of
Fig. 4.5). The barrier strength required to disconnect the ring depends on
the interaction strength. Panel e) of Fig. 4.5 shows the result of a thorough
analysis of the transition line in the Λ-U plane: for a wide range of interac-
tion strengths, the critical barrier height Λc displays a nearly perfect linear
behavior with U . The prefactor turns out to be nearly proportional to the
filling.
4.3 Energy gap of the two-level current-flow
system
In this section we study in detail the spectroscopy of the qubit. We will
analyze how the energy gaps ∆E1, ∆E2 between the ground and, respec-
tively, the first-excited / second-excited energy levels of the many-body
Hamiltonian (3.8) depend on the system size and on the filling, for differ-
ent Λ and U . We find that the qubit is well resolved in the mesoscopic
regime of intermediate ring sizes, and that it is at best separated from the
higher energy levels of the many-body spectrum in the regime of strong
interactions and weak barrier.
71















U / t = 1
U / t = 10
U / t = +∞
101 102M
Λ / t = 0.1
Λ / t = 1
Λ / t = 10
Figure 4.6: Finite-size scaling of the qubit gap ∆E1 in units of t (filled
symbols) and of the ratio between the gaps ∆E1/∆E2 (empty symbols),
at fixed density N/M = 1/4. Different colors stand for three values of
interaction U/t, as specified in the legend. The various panels are for a
fixed barrier Λ/t = 0.1 (a), 1 (b), 10 (c). Straight lines in the left panel
correspond to the power-law behavior predicted by the Luttinger-liquid
analysis in the small-barrier limit (5.7), for the values of the Luttinger
parameter K|U=∞ = 1.00, K|U=10 = 1.20 and K|U=1 = 2.52.
4.3.1 Scaling with the system size
In Fig. 4.6 we show both the qubit gap ∆E1 and the separation of the two
levels from the rest of the spectrum in terms of ∆E1/∆E2, as obtained by
DMRG simulations at constant filling N/L = 1/4 (see D.3). The three
panels correspond to different barrier intensities, from very weak to very
high; each panel containing the three curves at varying interactions from
moderate to hard-core. A clear power-law decay of ∆E1 is found in all the
regimes; the exponents depend on the interplay between the barrier and
interaction strengths.
In the small-barrier limit, we can work out the observed scaling law of
the gap analytically resorting to the Luttinger-liquid effective field theory
(see, e.g., Ref. [86]). Indeed we obtain that the quantum fluctuations of
the density renormalize the barrier strength according to Λeff ∼ Λ(d/L)K ,
where d is a short distance cut-off of the low-energy theory, L = aM
is the system size, a being the lattice spacing, and K is the Luttinger
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parameter [86]. This yields the scaling of the gap with M as,
∆E1 ∼ νΛeff ∼M−K , (4.7)
in agreement with the result found in Ref. [106] for a single impurity poten-
tial. As illustrated in panel a) of Fig. 4.6, we find a very good agreement
between the numerical data and the power-law behavior dictated by the
Luttinger parameter obtained via the Bethe-Ansatz solution of the contin-
uous model (a Lieb-Liniger gas [107]), suitable in the dilute limit of the BH
model 3. For stronger barriers, interestingly, we observe in Fig. 4.6(b-c)
that the gap scales again as a power-law beyond the regime of validity of
the analytical predictions. We also notice that the scaling of the gap is
closely related to the scaling of the persistent currents flowing along the
ring [109], which is determined by the shape of the ground state energy
band.
By looking at the separation of the effective two-level system from the
rest of the spectrum (dashed lines in Fig. 4.6), we can then start to identify
an ideal regime of size, interaction and barrier for a realistic operational
realization of the qubit. At low barrier intensity Λ/t = 0.1 (panel a), in-
deed, a mesoscopic lattice of few tens of sites filled with mildly interacting
bosons appears to be the best choice, since it would allow for a qubit gap
of some 10−3t, while this being only a ' 10−2 fraction of the second exci-
tation energy. Rings that are too large in size would improve the definition
of the two-level system, yet at the price of too small a resolution of the
qubit levels for practical addressing. When the barrier becomes stronger,
the size dependence of ∆E1/∆E2 becomes less and less important, with
3We have checked as well (not shown) that the same values for K, within numerical
precision, are extracted from the fit of the decay of the first-order correlation function
with the functional form predicted in [108] for the finite-size system.
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Figure 4.7: Energy gap ∆E1 in units of t and the ratio ∆E1/∆E2 forM = 9
lattice sites, at Ω = pi. We consider the interaction strengths U/t = 1 (left)
and 10 (right). In each plot the various curves stand for Λ/t = 0.1 (black
circles), 1 (red squares), 5 (green diamonds) and 10 (blue triangles). We
use an ED technique where, for N/M > 1, we allowed a truncation in the
maximum occupation per site equal to 6 particles.
its absolute value increasing more and more (i.e., the qubit gets less and
less isolated). Still, at intermediate barrier strengths Λ/t = 1 (panel b),
a nicely addressable pair of levels with splitting of some 10−2t, and a rel-
ative separation from the spectrum of order 10−1t, can be obtained in a
mesoscopic lattice of M ' 16 sites with relatively weak interactions U = t.
Conversely, if the barrier is strong enough to effectively cut the ring, the
low lying levels of the many-body spectrum get almost equally spaced and
therefore the qubit definition is poor.
4.3.2 Dependence of the qubit energy spectrum on the
filling factor in mesoscopic rings
We concentrate next on the mesoscopic regime of few lattice sites, where,
according to our scaling analysis at fixed small filling, the qubit enjoys
simultaneously a clear definition with respect to the other excited states
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and a good energy resolution.
In Figs. 4.7 and 4.8 we present our results for the gap ∆E1 and ∆E2 as
a function of the filling at fixed system size, studying its dependence on the
barrier and on the interaction strength. The top panels of Fig. 4.7 present
the data for fixed interaction strength (U/t = 1 and U/t = 10, respectively)
with the curves representing barrier strengths from weak to strong. At
small U (top-left), we observe a smooth dependence of ∆E1 on the boson
filling, as expected in the superfluid regime of the Hamiltonian (3.8), of
which the small ring is reminiscent. The increase of the barrier strength
has two effects: first, at fixed filling, it increases the gap since it enhances
the effect of the breaking of the rotational invariance and therefore lifts
the degeneracy at half-flux. In addition, it changes the dependence of the
gap on the filling from being monotonically decreasing to monotonically
increasing, passing through a crossover situation. Since the healing length
scales as ξ ∝ 1/√νU , at small barrier strengths, a weakly interacting Bose
gas screens the barrier, effectively reducing its height as the density is
increased. On the other hand, for a large barrier, the system is effectively
in the tunnel limit, and the situation is reversed. The barrier strength is
effectively enhanced, since the tunnel energy required to move one particle
from one side of the barrier to the other increases if the number of particles
or the interaction strength are increased (in order to accommodate the
tunnelling particle, the other particles have to readjust their configuration).
At large U (top-right) in Fig. 4.7, ∆E1 displays a more complex de-
pendence on the filling, with pronounced peaks at particle numbers com-
mensurate (or quasi) with the size, related to the presence of Mott lobes
in the phase diagram of Hamiltonian (3.8) [110]. For weak barrier, indeed,
the peaks appear at integer values of N/M , while for very strong potential
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Figure 4.8: Same as in Fig. 4.7, but for M = 11 lattice sites and for fixed
barrier strength Λ/t = 0.1 (left), 1 (right). The different curves are for
U/t = 0.1 (black circles), 1 (red squares), 10 (green diamonds) and ∞
(blue triangles).
constrictions the density is suppressed on one site: the system is close to a
lattice withM−1 sites and peaks are consequently shifted. At intermediate
barrier strengths we can observe a transient between the two regimes and
broader peaks appear. Considering the very small system size, this effect
arises because the presence of the healing length affects the whole bosonic
density profile of the ring.
The top panels of Fig. 4.8 present data for fixed barrier strength
(Λ = 0.1 and Λ = 1, respectively) with the curves representing interac-
tion strengths from extremely weak to infinite values. First, we can clearly
see the non monotonic dependence of the gap on U , which was illustrated
in Fig. 4.4, to hold at all fillings in both panels. Secondly, we notice that
the dependence of ∆E1 on N drastically changes increasing the interaction
strength, displaying different regimes: quickly decreasing, non monotonic
and almost constant. The rapid decrease of the energy gap at weak in-
teractions can be understood (through a perturbative argument) in terms
of level mixing of single-particle energies, which increases with the num-
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ber of bosons involved [111]. In the opposite regime of hard core bosons,
the energy gap is of the same order as that of the non-interacting Fermi
gas. This can be readily understood in terms of the TG Bose-Fermi map-
ping: indeed, in a non-interacting Fermi gas the energy gap is given by
∆E1 = (
∑N−1
j=1 εj + εN+1) −
∑N
j=1 εj, where εj are the single-particle en-
ergies. In particular, for a small barrier, using perturbation theory, one
obtains that the single-particle energy gaps εj+1 − εj are identical for all
the avoided level crossings, hence the gap ∆E1 is independent of the filling.
The lower panels of Figs. 4.7 and 4.8 display the ratio ∆E1/∆E2.
This allows us to identify the low-barrier, intermediate-to-large interac-
tion regime at arbitrary filling as the most favorable for the qubit. Indeed,
depending on the interaction strength, a too large barrier yields an unfavor-
able situation similar to the one depicted in the top-right panel of Fig. 4.4,
where ∆E2 ∼ ∆E1. It is interesting to notice that these unfavorable cases
correspond to values of barrier and interaction strength in the right panel
of Fig. 4.5 where the ring is effectively disconnected. This allows us to iden-
tify the ratio Λ/U as a useful parameter to define the quality of the qubit
in terms of its energy resolution: the most advantageous parameter regime
for the qubit corresponds to the lower half-plane in Fig.4.5 (e), below the
critical line.
In summary, this analysis shows that a particularly favorable regime
for the energy resolution of the qubit is the Tonks-Girardeau and small-
barrier limit, where the system has a well defined gap, independent of the
particle number and well separated from the remaining part of the many-
body spectrum. However, for the realization of a tunable-gap qubit, the
limits of weak interaction with low filling and intermediate interaction with
high filling can be useful.
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We close this section providing the order of magnitude for the gaps
discussed above. For a 87Rb gas in a mesoscopic ring-shaped deep optical
lattice of ∼ 50µm circumference and 10 lattice wells, the hopping energy
is of the order of t ∼ 0.5kHz. This yields a typical energy scale for the gap
of tens to few hundreds of Hz, depending on the choice of barrier strength,
well within the range of experimental accessibility.
4.4 Conclusions
In this chapter we studied a system of bosonic atoms loaded in a 1D ring-
shaped optical lattice potential with a localized barrier on a given site
of the lattice. Besides its possible exploitation in quantum technology,
the system provides a paradigmatic arena to study the interplay between
quantum fluctuations, interactions and the role of the barrier potential.
At first we studied the limit of high filling per lattice site, where the
quantum phase model is applicable. In this limit, the number fluctuations
of particles in each lattice well are negligible. We demonstrated that with
help of the path integral representation of the partition function, it is pos-
sible to obtain the low energy effective action (after integrating out all the
phase slips except the one across the weak link), which takes the form of
quantum particle in a double well potential. By the numerical study of the
one-body Schrödinger equation we demonstrated that for the intermediate
interactions the system can be effectively considered as a qubit. Moreover,
by the numerical study(mostly exact diagonalization) of the Bose-Hubbard
model, we provided direct evidence that the qubit dynamics can be achieved
beyond the pure superfluid phase dynamics conditions (described by the
quantum phase model). We quantified the scaling of the gaps ∆E1 and
∆E2 with system size. Our results indicate that ∆E1 is appreciable for
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small and mesoscopic systems and that it is suppressed in the thermody-
namic limit (Fig. 5.5), decaying as a power law with system size. Then we
considered ring sizes ranging from few lattice sites (10− 20) to several tens






current flows in the AQUID
5.1 Introduction
In this chapter we focus on the superposition states of current flows in
AQUID. We assess the detectability of the latter through the study of
the momentum distribution. In the first part of this chapter, we focus on
the state readout of different macroscopic superposition states and meth-
ods introduced in this section can also be applied for the qubit(which has
been introduced in a previous chapter) state readout. To achieve the goal
we combine analytical and numerical approaches to study TOF images as
function of barrier strength, interaction and filling.
In a quantum fluid confined on a toroidal geometry, the persistent cur-
rent phenomenon is the periodic particle-current response to the flux of an
applied U(1) gauge potential. This is a manifestation of the Aharonov-
Bohm effect at the many-body level, indicating that the phase coherence
length of the fluid extends to the whole system. Persistent currents were
first observed in electronic systems subjected to a magnetic field, such as
bulk superconductors [112, 113, 114], and more recently also in normal
resistive metal rings [115, 116, 117, 118]. However, the first convincing ex-
perimental observation was reported in 2009 in Ref. [118], where an array
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of rings was integrated into the end of a cantilever and the shift in the can-
tilever resonant frequency was mapped to the amplitude of the persistent
current in the single ring.
In a recent work, an interacting one-dimensional (1D) Bose gas confined
in a ring trap subjected to an artificial U(1) gauge potential [86] has been
thoroughly studied. There, it was analyzed how the persistent current
amplitude depends, at fixed ring length L, on the barrier height and on the
interaction strength, finding an optimal regime at intermediate interaction
strength, where the current amplitude is maximal, due to the interplay
between classical screening and quantum fluctuations. In the second part
of this Chapter, we focus on the mesoscopic nature of the persistent current,
which vanishes for macroscopic system sizes (i.e., L→∞).
This chapter is outlined as follows. In Section 5.2 we show how the
state of the AQUID can be read out through TOF expansion images of the
gas. We also study in detail the signatures of superposition states in TOF
type of experiments. In Section 5.3 we consider the models for persistent
currents induced by an artificial gauge field applied to interacting ultra-cold
bosonic atoms in a tight ring trap. Using both analytical and numerical
methods, we study the scaling of the persistent current amplitude with
the size of the ring. In the strongly interacting regime we find a power-
law scaling, in good agreement with the predictions of the Luttinger-liquid
theory. In Section 5.3.1 by exploring all interaction regimes we find that
the scaling is optimal, i.e. the current amplitude decreases slower with the
system size, at intermediate interactions. We summarize and discuss our
results in Section 5.4. Technicalities on the employed methods and further
details are provided in the Appendices A and D.
For the sake of clarity, it is worth noting that while the author of this
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thesis was involved in suggesting with Prof. Amico( also the author made
preliminary calculations with the exact diagonalization method which were
used as a benchmark for DMRG simulations) the project regarding the
scaling of persistent currents most of the analytical results in Section 5.3
were obtained by Marco Cominotti and DMRG simulations were performed
by Davide Rossini and Mateo Rizzi. In Section 5.2 exact diagonalization
results have been obtained by the author of the thesis.
5.2 Momentum distributions
The momentum distribution is experimentally accessible in cold atoms ex-
periments via TOF expansion measurements, by averaging over many re-
peated TOF realizations [3, 30], and is employed to get information about
the current circulation along the ring [119, 120, 121]. It is defined as the
Fourier transform with respect to the relative coordinate of the one-body






where x and x′ denote the position of two points along the ring’s circum-
ference. Although, in general, k is a three dimensional wave vector, here
we restrict the treatment to consider a TOF picture along the symmetry
axis of the ring, and therefore two dimensional k’s. To adapt Eq. (5.1) to
our lattice system, we use ψˆ(x) =
∑M
j=1wj(x)bˆj , where wj(x) = w(x−xj)
is the Wannier function localized on the j-th lattice site, and xj denotes



























Figure 5.1: Ground state momentum distribution (TOF) close to the de-
generacy point: Ω = Ω+ = pi + ε (hereafter we fix ε = 10−3). For Ω = Ω+,
the ground state corresponds to a symmetric superposition of the flow
states with zero and one quanta of circulation. The superposition depends
on the interplay between U and Λ: lines Λ/t = 0, 0.01, 0.1, 1; columns
U/t = 0, 0.01, 0.1, 1, 10, ∞. For the filling value, N/M = 5/11, used in
these graphs, larger values of Λ yield TOF images very close to those for
Λ/t = 1. The results were obtained with exact diagonalization.
where w˜(k) is the Fourier transform of the Wannier function.
To avoid effects of the proximity of the superfluid-insulator transition, in
the following analysis we focus on incommensurate fillings (see Section 4.3.2
for a more detailed discussion).
In absence of the barrier Λ = 0, the system has no circulation for Ω < pi
and one quantum of circulation for Ω > pi, while at the frustration point
Ω = pi, it is a perfectly balanced superposition of the two states. As a
consequence, the momentum distribution is peaked at k = 0 for Ω < pi
and is ring-shaped for Ω > pi, as discussed in Appendix C.1. At Ω = pi,
instead, it displays an interference of the two situations, reflecting the co-
herent superposition of the two states (see Appendix C.2). When Λ 6= 0,
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the superposition state occurs for a wide range of Ω, thereby displaying
interference effects as shown in Fig. 5.1. The relative weight of the two-
quanta-of-circulation components in the superposition strongly depends on
Ω, Λ, and U . In particular, at the frustration point the superposition is
perfectly balanced, independently of Λ and U . Away from the frustration
points, the relative weights tend to the unperturbed ones carrying zero
or one quantum of angular momentum. This phenomenon occurs over a
distance in Ω − pi that depends on Λ: the smaller is Λ, the faster the un-
perturbed weights are recovered. For this reason, in Figs.5.1 and 5.3, we
slightly off-set Ω from the frustration point (the weights of the circulating
states are not equal, yet close enough to ensure that both angular momen-
tum states contribute significantly to the superposition). For Ω > pi, the
component carrying one quantum of angular momentum has a larger weight
in the superposition, making the effect of the barrier and its screening eas-
ily detectable in the TOF image; the opposite situation occurs for Ω < pi.
The TOF results shown in Fig. 5.1 and 5.3 quantitatively depend on the
choice of Ω, but the screening effect of the barrier and the detectability of
the superposition are only weakly affected.
To understand the TOF results of Fig. 5.1, it is instructive to consider
first the case without interactions, U = 0, that is analytically accessible.
The corresponding momentum distribution close the frustration point and
for a weak barrier reads (see Eq. (C.4) in Appendix C.2 for the derivation)
n(k) = sin2(ϕ/2)J2n(|k|R) + cos2(ϕ/2)J2n+1(|k|R)
+ sin(ϕ) cos(γk)Jn(|k|R)Jn+1(|k|R) , (5.3)
where the Bessel functions Jn correspond to states with angular momentum
n, and γk is the angle along the ring; the parameter ϕ is a function of the
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flux and the barrier strength (see Eq. (C.3) in Appendix C.2). Eq. (5.3)
shows that the TOF images allow one to visualize the superposition be-
tween states with different angular momenta: the functions J0 and J1 inter-
fere, giving rise to a peak at zero k and a fringe with ring-shaped symmetry.
The detectability of this feature increases with the barrier strength Λ. Note
that the angular position of the peak in momentum space depends on the
position of the barrier in real space along the ring; it would be affected by
a phase shift between the two states of well-defined angular momentum.
The superposition state for small U can be analyzed in a similar way.
We note in Fig. 5.1 that, for sufficiently weak interactions, an angular
modulation of the ring-shaped momentum distribution arises. A stronger
barrier makes the angular asymmetry increasing, while the interaction
strength, by screening the barrier, leads to the opposite phenomenon.
Upon increasing the interaction strength from intermediate to very
large, we observe a smearing of the modulated ring shape TOF images.
This is an effect of increased quantum fluctuations, which leads, for strong
barrier strengths, to a single maximum centred at non-zero k values.
The very different TOF images between the regimes of weak and strong
interactions can be understood by recalling the different nature of the su-
perposition state in the various interaction regimes [57, 58]. For instance,
at zero or very weak interactions, within the GP regime, the many-body
state is a coherent state of single particle superpositions. Increasing the
interaction strength to the intermediate regime the superposition is de-
scribed by the so-called NOON state |N, 0〉 + |0, N〉, i.e., a macroscopic
superposition of states where all bosons occupy either the state with zero
angular momentum or the one carrying one quantum of angular momen-
tum. For increasing interactions this many-body entangled state matches
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Figure 5.2: Averaged contrast η vs interaction strength U/t for differ-
ent values of the barrier strength (curves from left to right: Λ/t =
0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1, 2, 5, 10). The red circles denote the value of
η(Uc/t), for each value of Λ/t, where Uc/t has been defined from the anal-
ysis of Fig. 4.5.
the known macroscopic superposition of Fermi spheres at very large inter-
actions [58, 59].
For all regimes of interactions, we notice that the TOF images become
independent of the barrier above a critical value of the barrier strength,
which agrees well with the critical value Λc for disconnecting the ring, as
identified in Fig. 4.5. Globally, we observe that good-quality TOF images
allowing one to easily identify the superposition of current states as a mod-
ulated ring structure are found for a ratio Λ/U in the vicinity or above the
critical line of Fig. 4.5(e).
To quantify the detectability of the superposition state in the momen-
tum distribution for different barrier and interaction strengths, we define




dk |nΛ 6=0(k)− nΛ=0(k)|∫
dk nΛ 6=0(k) + nΛ=0(k)
, (5.4)
reflecting the modification in the integrated momentum distribution due
to superposition of states induced by the barrier. We find that η is non-
monotonic upon increasing the interactions between the particles while
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Figure 5.3: Ground state momentum distribution (TOF) close to the de-
generacy point: Ω = Ω+ = pi + ε for U/t = 10−2, M = 11 and N = 15, 103
(obtained from truncated ED and GP respectively). The TOF pictures
are qualitatively similar to the ones in Fig. 5.1, but the features of the
superposition appear at larger values of Λ, compared to the case at lower
filling.
keeping the barrier strength fixed—Fig. 5.2. This is an effect of the non-
monotonic screening of the barrier as a function of interaction strength, first
predicted in Ref. [86] through the study of the persistent-current amplitude.
Finally, we comment on the expected behavior for a system with filling
larger than one. In Fig. 5.3 we show the TOF images for larger fillings,
ranging from values of N/M close to one, obtained with truncated ED, to
fillings much larger than one, obtained solving the GP Eq. (3.13). In both
cases we note that the TOF images are qualitatively the same as the ones
shown in Fig. 5.1, and therefore our analysis is relevant also for systems
with larger number of particles, like the ones employed in the experiments
so far. We notice that, at higher filling, a larger barrier strength is needed,
with respect to the lower filling case, to produce the same superposition
and to observe the same TOF.
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5.3 Optimal scaling of persistent currents for
the AQUID





















where we adopted the zero-point single particle kinetic energy E0 =
2pi2~2/mL2 as natural energy unit, Here a is a length unit which will be
specified below, and γ = mg/~2n is the dimensionless interaction parame-
ter, with g the contact interaction coupling. The spatially-averaged particle
current I(Ω) has been obtained, at zero temperature and in the station-
ary regime, from the ground-state energy E(Ω) via the thermodynamic
relation [122].
I(Ω) = −(1/2pi~)∂E(Ω)/∂Ω (5.6)
In the absence of the barrier and for any interaction strength, the ground-
state energy of the Hamiltonian (5.5) is a series of parabolas, E(J,Ω) =
NE0(Ω − J)2 + Eint, where Eint is the Ω-independent interaction energy,
corresponding to states of well-defined angular momentum and circula-
tion J , periodically shifted by a Galilean transformation in Ω with pe-
riod 1 [123], and intersecting at the frustration points Ωj = (2j + 1)/2.
The corresponding persistent current is a perfect sawtooth of amplitude
I0 = NE0/pi~ = 2pi~n/mL [124, 100]. We notice that the amplitude of the
persistent current vanishes in the thermodynamic limit (N →∞, L→∞,
at fixed n = N/L), as is well known [118, 125].
In the presence of a barrier that breaks the rotational symmetry, a
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Figure 5.4: Energy spectrum and persistent current in the first rotational
Brillouin zone, in the TG limit, for density n = 0.25/a, and zero barrier
(black dashed line), barrier strength Λ = 0.1 (blue dashed line), and Λ = 1
(red solid line).
gap opens in the many-body energy spectrum at the frustration points,
mixing states that differ by one quantum of circulation. The correspond-
ing persistent current is smeared, with a shape depending on barrier and
interaction strengths [126, 86]. In Fig. 5.4 we show an example of the en-
ergy spectrum and of the corresponding particle current as function of the
flux Ω. In the following, we study the scaling of the current amplitude
α = (Imax − Imin)/I0 = 2Imax/I0 with the system size, keeping fixed the
density n, in the presence of barrier and interactions.
In order to solve the many-body problem associated with the Hamil-
tonian (5.5) in all the regimes of interaction γ and barrier strength Λ we
have resorted to a combination of numerical and analytical, exact and ap-
proximate, techniques, for which more details are given in Appendices A
and D. At arbitrary barrier strength and for intermediate-to-strong in-
teractions we have adopted a numerical technique based on the density
matrix renormalization group (DMRG)(see Appendix D.3), in which space
has been discretized in M lattice sites of spacing a = L/M , that we take
as a length unit. Numerical simulations have been done by mapping the






Ωb†jbj+1 + H.c.) + (U/2)nj(nj − 1) + Λδj,1nj], which
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in the limit of high number of lattice sites resembles a homogeneous ring
system. The BH model parameters are linked to the continuum model ones
by the following relations: ~/2m = ta2, and γ = UM/2tN .
In the two opposite limiting cases of non interacting (NI) and infinitely
interacting Tonks-Girardeau (TG) gas, the many-body problem reduces
to a single-particle one and is therefore solved exactly(see Appendix A.3).
At weak interactions the bosonic fluid is described within a mean-field
approximation via the Gross-Pitaevskii (GP) equation(see Section 3.5). Its
ground state is a dark soliton pinned at the position of the barrier [86].
Finally, in order to give a theoretical interpretation to the numerical
results at strong interaction, we use the Luttinger liquid (LL) theory. We
treat perturbatively the barrier contribution to the Hamiltonian, in the
two opposite cases of small and large barrier strength(see for details Ap-
pendix A.4.1). For small barrier strength we obtain the persistent current
I(Ω) = −I0 δΩ(1 − pi/
√
(2piδΩ)2 + (ΛeffL/2pia)2), where δΩ = Ω − 1/2,
Λeff = Λ(d/L)
K is the effective barrier strength renormalized by the density
quantum fluctuations and d is the short-distance cutoff of the LL theory.
The amplitude of the current is then given by α = 1 −
(3/2)(ΛeffL/2pi
2a)2/3, and hence we obtain the scaling
1− α ∼ L(2/3)(1−K) . (5.7)
In the opposite regime of large barrier strength, we obtain the persistent
current I(Ω) = −(2teffn/~) sin(2piΩ), where teff = t(d/L)1/K is the effec-
tive tunneling amplitude across the barrier, renormalized by the quantum
fluctuations of the phase(see Appendix A.4.1). The tunneling amplitude
t across the barrier, which is small in the large-barrier limit, is related
to the barrier strength via t/L ∼ (~ωc)1+K (L/aΛ)K , with cut-off energy
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~ωc ∼ NE0 ∼ nL−1. Therefore the current amplitude for large barrier
scales as
α ∼ L1−1/K . (5.8)
In the next section, we will compare the predictions of Eqs. (5.7) and (5.8)
with the numerical data, showing that they display a good agreement.
5.3.1 Scaling of persistent currents with a system size
In Fig. 5.5 we show the scaling of the persistent current amplitude α with
the system size, at fixed density n = 0.25/a, for various values of barrier
and interaction strengths. We observe that for all values of the barrier the







































Figure 5.5: Log-Log plots of the persistent current amplitude scaling ver-
sus system size L/a, at fixed density n = 0.25/a at various values of the
interactions γ = ∞ (TG ()), 20 (DMRG (©)), 2 (DMRG (4)), 0.2
(GP (♦)), 0 (NI (∗)). For weak barrier strength Λ = 0.1 (blue) and 1
(red), we plot 1 − α, with faster decaying curves being more favorable
for the current, while for large barrier strength Λ = 10 (green) we more
conveniently show α, with reverted meaning of the scaling behavior. The
solid black lines show the predictions of the LL, Eq. (5.7) for weak barrier
(first panel) and (5.8) for strong barrier (third panel), with LL parameter
K|γ=∞ = 1.00, K|γ=20 ' 1.20 and K|γ=2 ' 2.52, as extracted from the
asymptotic expansions of K(γ) [108].
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scaling strongly depends on the interaction strength. In the NI regime the
scaling is unfavorable, because increasing the system size makes the current
amplitude vanish even faster than nL−1, the overall scaling factor encoded
in the current unit I0. At increasing interactions, we observe instead that
the scaling gets more favorable, because the decay of the current amplitude
with the system size is, in part, compensated by many-body effects. In
particular, we observe that there is an optimal regime, at intermediate
interactions (γ ' 2), for which the scaling is the most favorable, in all
the regimes of barrier height. In the first and third panels of Fig. 5.5 we
notice that, at large enough interactions, the current amplitude obtained
numerically scales as a power law, in good agreement with the Luttinger-
liquid expressions (5.7) and (5.8) respectively.
The presence of an optimal regime can be understood in terms of screen-
ing of the barrier. In the semi-classical GP regime, this is determined by
the healing length ξ = ~/
√
2mgn, which gets smaller and smaller while in-
creasing the interactions. This means that the barrier gets more and more
invisible to the fluid, and we can observe a gain in the scaling rate. At
stronger interaction, beyond the regime of applicability of the GP equa-
tion, quantum fluctuations become crucial, especially in a 1D system, as
can be understood from the LL description. Density fluctuations, which
screen the barrier as well, are stronger at intermediate interactions (K  1)
and get suppressed at larger ones (K ∼ 1), where phase fluctuations, which
spoil the coherence, dominate [86, 108]. Furthermore, their contribution in
either sense grows with the system size, as one can see from the expressions
of Ueff and teff given in section 5.3.
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5.4 Conclusions and Discussion
In this chapter we considered a system of bosonic atoms loaded in a ring-
shaped 1D optical lattice potential, hosting a localized barrier on a given
site of the lattice. For the mesoscopic rings, we demonstrated that the
coherent superposition of forward and backward scattering of the parti-
cles through the barrier site, is indeed detectable through time-of-flight
expansion. For fixed values of the filling parameter, the detectability of the
superposition depends on the relative size between barrier and interaction
strengths: the barrier makes the detectability increasing, while the interac-
tion strength which screens the barrier, leads to the opposite phenomenon,
yielding a non monotonic behavior of the detectability and averaged con-
trast. By increasing the filling parameter for fixed U and Λ, the screening
of the barrier is enhanced, and therefore the barrier is less effective in cre-
ating the coherent superposition of flows. This regime is characterized by
fermionic effects due to strong correlations. In particular, we note a good
detectability of the superposition state with a simultaneous presence of
density modulations along the ring. We conclude that: i) the superposi-
tion state is detectable in the momentum distribution of the bosonic gas,
which is measurable via time-of-flight (TOF) expansion, and ii) the mo-
mentum distribution exhibits a subtle interplay between barrier strength
and interaction.
Persistent currents are a mesoscopic phenomenon: their amplitude van-
ishes in the thermodynalic limit. We have studied the scaling of the per-
sistent currents with a system size for the case of cold atoms which are
confined on a ring, which hosts a localized delta-barrier. We have studied
this system by combining numerical and analytical methods. We obtained
the expressions for the current amplitude (in the limits of weak and strong
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barriers) with perturbative approach and showed that current amplitude
displays power law scaling with system size. We comment, that Luttinger








In this chapter we will be dealing with coupled ring condensates. Ring
shaped optical lattices, in particular, allow us to engineer textbook periodic
boundary conditions in many body systems, and pave the way for exploiting
the currents in the lattices as ’degrees of freedom’ for new quantum devices.
Aside from other applications[127], neutral currents in ring-shaped optical
potentials are natural candidates to provide a realization of a Josephson
junction flux qubit analog [64, 65]. This would exploit the best features of
the superconducting flux qubits together with the typically low decoherence
time of the cold atom based qubits. In Chapter 4 it was shown that the
program can be indeed realized, constructing the qubit with bosons loaded
in single ring lattice interrupted by a weak link. In this chapter, in contrast,
we study two different devices.
At first, we study a specific device comprising two homogeneous ring-
shaped potential with ring-ring coupling. This setup is introduced in Sec-
tion 2.7.1. In view of the possible ’scalability’ of the system, we provide a
feasible way to construct a ring-ring interaction, mimicking the inductive
coupling in the devices based on charged currents (like the previously men-
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tioned SQUID-based devices). Indeed, in our specific setup, the coupling
can be tuned with simple operations. The trapping potential is loaded
with bosonic atoms, thus realizing a Bose-Hubbard ladder. We demon-
strate that the imaginary-time dynamics of the phase difference across the
two weakly coupled rings is controlled by double-well potential. Therefore,
the system of two homogenous tunnel-coupled rings indeed defines a qubit.
This is evidenced by the numerical study of the effective Hamiltonian which
is obtained after integrating out the microscopic degrees of freedom(phase
differences). The real time dynamics is studied within mean field two-
mode Gross-Pitaevskii equations. For the analysis, we benefit from Ref.
[128, 33, 34]. We demonstrate that the system is characterized by Macro-
scopic Quantum Self-Trapping(MQST)[129, 33, 34, 31], the atomic analog
of the solid state polaronic non-linear self-localization phenomenon due to
the strong electron-lattice interaction[130, 128]. In contrast to the polaron
case, the nonlinearity of the Bose-Einstein condensate self trapping arises
from the many-particle interactions.
Secondly, we study the experimental setup introduced in Section 2.7.2.
This device can be relevant for driving qubit-qubit interactions, which is
in turn important for realizing qubit gates. To achieve the goal we study
the system of two coupled AQUIDs in the limit of weak interaction and
we derive an effective action(which we obtain after integrating out all the
phase slips except the ones over the weak links), in the limit of quantum
phase model. It turns out, that one-and two- qubit gates are feasible in this
regime(under an additional assumption that rings are weakly interacting)
and thus the set of universal qubit gates can be implemented.
The chapter is outlined as follows. In Section 6.2, we describe how the
phase differences along the wells of the two rings can be integrated out in the
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Figure 6.1: Left panel: The double well for θa = −θb. The parameters
are E ′J/EJ = 0.8 and Φa − Φb = pi. Right panel: The effective potential
landscape.
imaginary time action, leading to an effective qubit dynamics for the phase
difference across the two rings. In Section 6.3, we investigate the real-time
dynamics for two coupled ring-shaped optical lattices based on two coupled
Gross-Pitaevskii equations, and describe the various possible regimes. In
Section 6.4, regions of oscillations with MQST and phase space diagrams
are detailed for the different values of the relevant physical parameters.
In Section 6.5 we elaborate in more detail how to realize qubit gates with
coupled AQUID devices. Finally, we draw our conclusions in Section 6.6.
6.2 Two-rings-qubit
We consider bosonic atoms loaded in two coupled identical homogeneous
rings as it is shown on Fig.2.13. We will prove that such a system effectively
provides a qubit-dynamics (alternatively to the one-ring qubit implemen-
tation discussed above). The system is described by the Bose-Hubbard
ladder and the Hamiltonian of the system is given by Eq. 3.9. We observe
that along each ring the phase slips imply twisted boundary conditions and
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therefore they can be localized to a specific site, say the N − 1-th. As it is




















dτdτ ′θα(τ)Gα(τ − τ ′)θα(τ ′)
where each Gα(τ) is given by the expression found above for the case of a








2(N − 1)(θα − Φα)
2 − J cos(θα)
]
− J˜ cos[θa − θb − N − 2
N
(Φa − Φb)] . (6.2)
with J˜ = 〈n〉g[55]. We observe that, for large N , the potential U(θa, θb)
provides that effective phase dynamics of Josephson junctions flux qubits
realized by Mooij et al. (large N ’s corresponds to large geometrical induc-
tance of flux qubit devices) [131]. In there, the landscape was thoroughly
analysed. The qubit is made with superpositions of the two states |θ1〉 and
|θ2〉 corresponding to the minima of U(θa, θb). At the degeneracy point
Φb − Φa = pi, the effective potential takes form of a double-well, as it is
demonstrated in the left panel of Fig.6.1. As it is seen from the Fig.6.2,
two-level system is achieved at the frustration point. We comment that the
ratio J˜/J controls the relative size of the energy barriers between minima
intra- and minima inter-’unit cells’ of the (θa, θb) phase space(right panel of
Fig.6.1) , and therefore is important for designing the qubit. In our system
J˜/J can be fine tuned with the scheme shown in Fig.2.13.
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Figure 6.2: Numerically obtained first six energy levels of the Hamiltonian
provided by the effective action in Eq.(6.2) as a function of Φ = Φa − Φb.
Here U=0.5, J˜/J = 0.8.
6.3 Real time dynamics: Two coupled Gross-
Pitaevskii equations
Having established that the two tunnel-coupled homogeneous rings, indeed,
define a two level system, in this section we study its real-time dynamics
by analyzing the dynamics of the number and phase imbalance of two
Bose-condensates confined in the ring shaped potential. For this goal, we
assume that the system is described by a Bose-Hubbard ladder Eqs.(3.10),
is in a superfluid regime, with negligible quantum fluctuations. The order
parameters can be defined as the expectation values of boson operators in
the Heisenberg picture:
ϕa,i(s) = 〈ai(s)〉, ϕb,i(s) = 〈bi(s)〉 (6.3)
implying that the Heisenberg equations for the operators ai and bi are
simplified into the Gross-Pitaevskii equations for the corresponding expec-
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= −t(eiΦa/Nϕa,i+1 + e−iΦa/Nϕa,i−1)




= −t(eiΦb/Nϕb,i+1 + e−iΦb/Nϕb,i−1)
+U |ϕb,i|2ϕb,i − µbϕb,i − gϕa,i (6.5)
We assume that ϕa,i+1 − ϕa,i = ϕa(s)√N and ϕb,i+1 − ϕb,i =
ϕb(s)√
N
for all i, j =





= −2t cos (Φa/N)ϕa + U
N
|ϕa|2ϕa




= −2t cos (Φb/N)ϕb + U
N
|ϕb|2ϕb
−µbϕb − gϕa (6.7)
















NaNb sin (θb − θa) (6.8)
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= −2t cos Φa/N − UNa
N








= −2t cos Φb/N − UNb
N




cos (θb − θa)
(6.9)




= 0, reflecting the conservation of






1− Z2 sin Θ (6.10)
∂Θ
∂s˜
= ∆ + λρZ +
Z√
1− Z2 cos Θ (6.11)
where we introduced new variables:the dimensionless time 2gs/~ → s˜,the
population imbalance Z(s˜) = (Nb−Na)/(Na+Nb) and the phase difference
between the two condensates Θ(s˜) = θa − θb. It is convenient to describe
the system with a new set of parameters: an external driving force ∆ =
(2t(cos Φa/N−cos Φb/N)+µb−µa)/2g, the effective scattering wavelength
λ = U/2g and the total bosonic density ρ = NT/N . The exact solutions of
Eqs.(6.10) and (6.11) in terms of elliptic functions[33] can be adapted to
our case and it is detailed in the Appendix B.4. As it has been noticed in







by considering Z and Θ as conjugate variables. Since the energy of the
system is conserved, H(Z(s˜),Θ(s˜)) = H(Z(0),Θ(0)) = H0.
The dynamics can be visualized with the help of the mechanical system
provided by a rotator of length of
√
1− Z2 driven by the external force
∆. In this picture, Z is considered to be an angular momentum of the
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rotator and λρ its moment of inertia. For ∆ = 0, the dynamics of the
rotator depends on the value of initial angular momentum Z(0). For small
initial kinetic energy λρZ(0)
2
2
, the rotator makes small oscillations and its
trajectory is an open curve, thus 〈Z〉 = 0. For the critical value Zc the
rotator reaches the equilibrium vertical position corresponding to φ = pi.
For Z0 > Zc the rotator performs revolutions around the fixed point with
∆θ = 2pi and 〈Z〉 = 0. In the case of non vanishing ∆, the dynamics
of the rotator depends on Z(0) and the external force ∆. Because of ∆,
the system oscillates around a shifted equilibrium value (which leads to an
asymmetry in the system) and 〈Z〉 6= 0 for all the cases.
Below, we discuss the different regimes for population imbalance emerg-
ing from Eqs.(6.10) and (6.11) depending on the values of parameters λρ
and Z0 (see Appendix B.4 for technical details). For each physical regime
we further discuss the solution for both cases of vanishing and non vanishing
∆.
6.3.1 Population imbalance and oscillation frequencies in the
limit λρ = 0




1−H20 sin (s˜+ s˜0) (6.13)
where s˜0 = arcsin Z0√
1−H20
and H0 = −
√
1− Z20 cos Θ0 is an initial energy
of the system. Eq.(6.13) describes sinusoidal Rabi oscillations between
the two traps with frequency ω0 = 2g. These oscillations are equivalent
to single atom dynamics, rather than a Josephson-effect arising from the
interacting superfluid condensate.
II-A ∆ 6= 0. – Depending on the value of the determinant D = 1 −
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equations
H20/(∆
2 + 1) of the equation f(Z) = −(∆2 + 1)Z2 + 2H0∆Z + 1 − H20 ,
the population imbalance is either oscillating around a non-zero average,
reflecting the MQST phenomenon, or staying constant in time. A numerical
analysis shows that D ≥ 0. Therefore, there are two different sub-cases.
When D = 0 (which can be satisfied only if sin Θ0 = 0), the population
imbalance stays constant and takes on the value
Z = Z0 = − ∆√
1 + ∆2
= const (6.14)
For this value of the initial population imbalance, Θ = const. In the case
when D > 0, the subsequent expression for Z(t) is obtained:
Z(s˜) = B − C
A
sin [a(s˜− s˜0)], (6.15)
where s˜0 = 1A arcsin [
A
C
(Z0 −B)], A =
√





. As it is seen from Eq.(6.15), the system is oscillating about
a non-zero average value B with frequency
ω = ω0
√
1 + ∆2 (6.16)
All the regimes discussed for this case are displayed in Fig.6.3.
6.3.2 Population imbalance and oscillation frequencies in the
limit λρ 1
I-B ∆ = 0.– The qualitative behavior of the dynamics for this subcase
depends on the elliptic modulus k which is given by Eq.(B.40). For λρ 1
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Figure 6.3: (Color online). The population imbalance in two coupled rings
for the case λρ = 0. Solid and dashed lines correspond to the cases D = 0
and D > 0 accordingly in the regime of non-zero ∆. An inset shows
behavior of Z(s˜) for vanishing ∆. Here λρ = 0, ∆ = 2, Θ0 = 0 implying
that ω ' 3.16ω0.
So k ∼ 0 and therefore Z(t) displays only one regime given by:




(ω(s˜− s˜0)− sin 2ω(s˜− s˜0)) sinω(s˜− s˜0))




1− Z(0)2) and s˜0 fixes the initial condition. There-
fore, in this regime the population imbalance is characterized by almost
sinusoidal oscillations about zero average– see the inset of Fig.6.4.
II-B ∆ 6= 0.– In this case behavior of Z(t) is governed by determinant δ
of the cubic equation Eq.(B.47). There are two different regimes depending
on the initial value of the population imbalance which are given by the
value of δ. All the regimes can be discussed by expressing the Weierstrass
function in Eq.(B.43) using Jacobian elliptic functions. In the limit of
δ = 0, the population imbalance takes form




s˜)]−2 − f ′′[Z(0)]/24 (6.19)
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Figure 6.4: The population imbalance in two coupled rings for the case
λρ  1. Solid and dashed lines correspond to the cases δ = 0 and δ < 0
accordingly in the regime of non-zero ∆. An inset shows behavior of Z(s˜)
for the vanishing ∆. Here λρ = 0.1 , Θ0 = 0 and ∆ = 1.
For the parameters discussed here, f ′[Z(0)] ∼ 10−14; so the population
imbalance stays constant for the same reason as for the subcase D = 0 of
the previous section. In the limit of δ < 0, the population imbalance takes
the form






1−cos (λρ√H2s˜) − f ′′[Z(0)]/24
(6.20)
where e2, H2 are defined in the Appendix B.4. Eq.(6.20) is correct when
1/2−3e2/4H2 ' 0( for the parameters considered in the article m ' 10−7).
As one can see from this formula, the population imbalance is oscillating
about non-zero average (MQST regime) with frequency given by
ω = 2g
(√
1 + ∆2 +





This two regimes are shown in Fig.6.4.
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Figure 6.5: The population imbalance in two coupled rings for the inter-
mediate value of λρ and ∆ = 0. Dotted line,dashed line and solid line
respectively correspond to the cases k < 1, k = 1, k > 1. Inset shows de-
pendence of the elliptic modulus k˜ (k˜ = k, for k < 1; 1 for k =
1 and 1/k, for k > 1) from the value of Z0. Here λρ = 10, Θ0 = 0.
6.3.3 Population imbalance and oscillation frequencies for the
intermediate values of λρ
I-C ∆ = 0– The population imbalance can be expressed in terms of Jacobi
functions ’cn’ and ’dn’ (Eq.(B.39)) and behavior of the solutions (which is
summarized on Fig.6.5) is governed by elliptic modulus k (Eq.(B.40)).
II-C ∆ 6= 0– The population imbalance can be written in terms of
Weierstrass elliptic function (Eq.(B.43)). The behavior of the solutions
is governed by the determinant δ (Eq.(B.47)) of the characteristic cubic
equation.The dynamics for this subcase is given by Fig.6.6.In both cases
oscillation periods can be expressed in terms of elliptic integral of the first
kind (Eqs.(B.42) and (B.52)). When δ = 0 oscillations are exponentially
suppressed or there are sinusoidal oscillations depending on the relative
sign between g2 and g3(Eqs.(B.48) and (B.49)). Because it is possible
to express the Weierstrass function through Jacobian functions ’sn’ and
’cn’ (Eqs.(B.50) and (B.51)) we conclude that in general the population
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Figure 6.6: The population imbalance in two coupled rings for the inter-
mediate value of λρ and ∆ = 1. Dotted line, dashed line and solid line
respectively correspond to the cases δ < 0, δ = 0, δ > 0. Inset shows de-
pendence of determinant δ of characteristic cubic equation from the value
of Z0. Here λρ = 10, Θ0 = 0
imbalance can be written in terms of Jacobian functions.
6.3.4 Population imbalance and oscillation frequencies for λρ→
∞
In analogy to a non-rigid pendulum, it is expected that in this regime,
no oscillations occur and the population imbalance stays constant: the
parameter λρ is playing the role of the moment of inertia and when it is
very big it is not possible to force the pendulum to rotate by providing it
with finite amount of angular momentum (which is Z0) or by acting on it
with finite driving force ∆. It is also possible to arrive at this conclusion
from the analytical solutions shown in Appendix B.4.
I-D ∆ = 0– We see that k →∞ and Z(s˜) = Cdn[(Cλρ/k(s˜− s˜0), 0) =
Z0 = const].
II-D ∆ 6= 0– In this case δ = 0 and the solution is given by Eq.(B.49).
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But because in this limit f ′(Z1)→ 0 and Z1 = Z0 we conclude that Z(s˜) =
Z0 = const.
6.4 MQST and phase space diagrams
In this section, it is shown how it is possible to find the values of the
population imbalance which takes the system and the regions of MQST
depending on Z0. The phase diagrams in Θ/pi, Z(s˜) space for the cases of
zero and non-zero values of the ∆ are introduced as well.
As it is seen from Eq.(B.37), if the characteristic quartic equation (which
is given by Eq.(B.38)) f(Z) < 0, then the time takes imaginary values. So
we conclude that allowed regions of Z(s˜) are given by the condition
f(Z) ≥ 0, (6.22)
Eq.(B.36), derived from the Gross-Pitaevskii Eqs.(6.10) and (6.11), can be
written as an equation of motion of a classical particle with a coordinate
Z, potential energy U(Z) and total energy E:
Z˙2(s˜) + U(Z) = E, (6.23)
where the first term is playing the role of kinetic energy. The second term




+ 1 + ∆2 −H0λρ) + Z(λρ∆Z2 − 2H0∆)
E = Z˙2(0) + U(Z(0)) = 1−H20 (6.24)
Within the classical mechanics analogy, f(Z) plays the role of E −U . The
motion of the particle lies within the regions of the classical turning points
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Figure 6.7: Dependence of the characteristic function f(Z) on population
imbalance(top) and phase space diagram(bottom) for the case ∆ = 0.
Oscillations can occur only in the regions where f(Z) ≥ 0. Dotted, dashed
and solid lines respectively correspond to the values Z0 = 0.4, 0.6, 0.8(for
these values k < 1, k = 1 and k > 1 respectively).Here Θ0 = 0 and λρ = 10.
in which the total energy equals the potential energy. So Eq.(6.22) has
a simple physical meaning: that a classical particle can only move in the
regions where total energy is equal or bigger than potential energy. From
the upper graphs of the Figs.6.7 and 6.8, one can see that when all values
of parameters are fixed, and we start to change the value of Z0 then the
function f(Z) changes from parabolic to double-well. When ∆ = 0 then
for the parabolic potential, Z(s˜) oscillates about an average of zero value,
and when Z(0) > Zc(Zc = 0.6 in our case), the particle is forced to oscillate
about a non-zero average in one of the two wells as it is seen from Fig.6.7
which is evidence of the MQST. Indeed such phenomenon occurs in the
system for Z(0) > Zc, where
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for sin Θ0 = 0. For Z0 = Zc, the particle moves from Z0 to the point Z = 0
where it stays for an infinite time because at this point f ′(Z) = 0 which
means there is no force acting on the particle(U ′(Z) = 0).
When ∆ 6= 0, all the regimes are the same but with the difference that
the external force ∆ breaks the symmetry at the point Z = 0, with the
following two consequences: (1): Z(s˜) is always oscillating about a non-zero
average, and (2): for the critical value Zc, the oscillations damp to the non-
zero value of population imbalance, as one can see from Fig.6.8. So for all
values of Z0(except the values for which δ = 0) the effect of MQST occurs
in the system. The lower graphs of Figs.6.7 and 6.8 display corresponding
phase versus population imbalance. After expressing the phase using the
population imbalance from Eq.(6.12), we get
Θ = arccos[
H0 − λρZ22 −∆Z√
1− Z2 ] (6.27)
From Fig.6.7 it is seen that when Z < Zc, the phase diagram is a
closed curve and the phase is oscillating about zero average value. At the
critical point, the phase diagram starts to split into the two open curves
and for Z > Zc it consists of two open curves and the phase takes any
value in the interval [−∞,∞].In the case when ∆ 6= 0 the phase diagram
is changing depending on Z0 in a similar way but with the difference that
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Figure 6.8: Dependence of the characteristic function f(Z) on population
imbalance(top) and phase space diagram(bottom) for the case ∆ 6= 0. Os-
cillations can occur only in the regions where f(Z) ≥ 0. Dotted, dashed and
solid lines respectively correspond to the values Z0 = −0.5, 0.509117, 0.6(for
these values δ < 0, δ = 0 and δ > 0 respectively).Here Θ0 = 0 and λρ = 10.
the external force ∆ is breaking the symmetry about the origin of Z axis
as demonstrated in Fig.6.8.
6.5 Demonstration of the one- and two- qubit
unitary gates
The aim of this section is to show how the effective phase dynamics of
optical ring-lattices with impurities allows the construction of one- and
two-qubit gates - a necessity for a universal quantum computation. Here,
we adapt results which were obtained by Solenov and Mozyrsky[132] for
the case of homogeneous rings with impurities.
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6.5.1 Single qubit gates
For the realization of single-qubit rotations, we consider the qubit system in
the quantum phase limit( see Section 4.2.1) close to the symmetric double
well configuration Φ ' pi. In the basis of the two level system discussed
before, the Hamiltonian takes the form:
H ' εσz + Φ− pi
δ
〈θ〉01σx, (6.28)
where 〈θ〉01 is the off-diagonal element of the phase-slip in the two-level
system basis. It is easy to show that spin flip, Hadamard and phase gates
can be realized by this Hamiltonian. For example, a phase gate can be
realized by evolving the state through the unitary transformation Uz(β)
(tuning the second term of Eq.(6.28) to zero by adjusting the imprinted
flux)




After tuning the gap energy close to zero (adjusting the barrier height of
the impurity), we can realize the following rotation
Ux(β) = exp(iατσx) =
 cosα i sinα
i sinα cosα
 (6.30)
where α = Φ−pi
δ
〈θ〉01τ . When α = pi/2 and α = pi/4 the NOT and
Hadamard gates are respectively realized. It is important to notice that
one qubit rotations around z and x axis are enough to implement any
single qubit rotations [133].
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6.5.2 Two-qubit coupling and gates
The effective dynamics for two coupled qubits, each realized as a single
ring with a localized impurity (as in Fig.2.15), in the limit of the quantum
phase model is governed by the Lagrangian(the derivation is very similar to











2(N − 1)(θα − Φα)
2 − J ′ cos(θα)
]
− J˜ ′′ cos[θa − θb − N − 2
N
(Φa − Φb)] (6.31)
Where J ′′ is the Josephson tunnelling energy between the two rings. When
Φa = Φb = Φ and J ′′  J ′ the last term reduces to −J ′′ (θa−θb)22 and the
Lagrangian takes the form

















By applying the same procedure as in the previous section, we obtain the
following Hamiltonian in the eigen-basis of the two-level systems of rings a
and b















From these equations it follows that qubit-qubit interactions can be realized
using our set-up. If we choose the tuning ε → 0 and Φ → pi − δJ ′′pi
J ′ the
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where α = τJ ′′




x is a two-qubit entangling gate.
As it is shown in Ref. [133], any two-qubit entangling gate combined with
arbitrary single-qubit rotations realizes a set of universal quantum gates.
It is instructive to make rough estimates for one- and two-qubit gate
times to get an idea about the qubit quality factor(which is a number of
single qubit rotations that can be implemented before the qubit decoheres).
As it was estimated at the end of Section 4, the tunneling matrix element
J ' 500Hz and the typical energy scale for the qubit gap ν01 ' 100Hz.
Taking a tenth of a lifetime of the persistent current(τ) as a rough estimate
for the qubit decoherence time(T ) we have T = 0.1τ ' 10sec. These
set of parameters yield the following estimates for the one-(T1) and two
qubit(T2) gates times and for the quality factor(Q): T1 = pi/0.1J ' 100ms,
T2 = pi/ν01 ' 10ms and Q = piν01T ' 103. It is also interesting to compare
our quality factor with the quality factor of current solid state devices
which is of the order of 106. This comparison shows that superconducting
Josephson junction devices are better (by a factor of 103) for implementing
quatum computation tasks, however AQUID devices have much longer(by
a factor of 105) coherence times which makes them suitable as long time
memory devices.
6.6 Conclusions
In this chapter, we studied the experimental setup, provided in Fig.2.13,
which allows us to tune the tunneling in an experimentally feasible way.
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The system is governed by a Bose-Hubbard two-leg ladder Hamiltonian,
pierced by a synthetic magnetic field, effectively twisting the boundary
conditions of the two rings. In the weak ring-ring coupling regime, the
microscopic degrees of freedom (the phase slips between adjacent wells
along the rings) are integrated out, leading to an effective action of a two-
level system for the ring-ring phase slip. This implies that such a physical
system provides indeed a qubit, analogous to the specific flux qubit built
with superconductor Josephson junctions [64].
The real time evolution of population imbalance and phase difference
between the two flowing condensates has been analyzed via two coupled
Gross-Pitaevskii equations obtained from the Bose-Hubbard ladder in the
mean-field equations. The dynamics has been thoroughly analyzed in the
different regimes depending on the values of the s-wave scattering, tun-
neling rate, synthetic ’magnetic fluxes’ and initial population imbalances
(λρ,g ,∆ and Z0 respectively). It is clear from our analysis how the macro-
scopic quantum self trapping occurs in our system. Moreover, it is shown
that population imbalance takes values only in classically allowed regions
of oscillation. It would be relevant to describe our system including the
quantum fluctuations around the mean field solution[135, 136].
We also considered an actual implementation of the AQUID devices for
quantum computation. To this end, we demonstrate that one- and two-
qubit gates can be implemented in the limit of quantum phase model. We
demonstrate that in this limit for the case of weak interaction between the
rings a σ1xσ2x two qubit gate is achieved. This gate combined with single
qubit rotations gives a universal set of gates for a quantum computation.
We note, that one- and two-qubit gates can be realized with our quan-
tum device by tuning the the barrier height, interaction strength, and the
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In this thesis, we have studied rf-SQUIDs constructed with neutral atomic
currents flowing in ring-shaped optical lattice potentials interrupted by a
single weak link: the Atomtronics Quantum Interference Device (AQUID).
The effective quantum dynamics of the system is proved to be that one
of a two-level system. We studied the characterization of the qubit by
analyzing the scaling properties (both with the number of particles and
system size) of the energy gap between the many-body ground and excited
states. Our results indicate that the qubit is well resolved (in energy) for
small and mesoscopic rings. The spatial scale of the rings radii would be
in the range of 5 to 20 microns. The ring-ring interaction can be realized
with the device described in Chapter 2. We study the dynamics of the
physical system of two Bose-Einstein condensates, flowing in ring-shaped
optical potentials, and mutually interacting through tunnel coupling. For
such a ladder system we performed a thorough analysis of the real time
dynamics in different parameters regimes.
Clearly, such systems may be relevant for quantum computation pur-
poses. Accordingly, the AQUID would be the elementary “ transistor”, the
qubit. The set-up we devised (in Chapter 2) can be exploited to create
two-qubit gates (see Chapter 6). The initialization of our qubit can be
accomplished, for example, by imparting rotation through light-induced
torque from Laguerre-Gauss (LG) beams carrying an optical angular mo-
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mentum.Stacks of n ∼ 10 homogeneous ring lattices with tunable distance
and stacks of AQUIDs have been realized experimentally (in the lab coordi-
nated by R. Dumke) with Spatial Light Modulators (SLM). Such configu-
rations are realized by making use of the cylindrical symmetry of Laguerre-
Gaussian beams and exploiting the flexibility (in terms of generating light
fields of different spatial shapes) provided by the SLM devices. Stack of
qubits can be realized following very similar protocols.
Indeed, similar goals were carried out by realizing the AQUID with
homogeneous condensates (i.e. without lattice modulation). We remark
that the lattice confinement brings important added values with respect
to that realization. First of all, the gap between the two levels of the
qubit displays a more feasible dependence with the number of atoms in the
system compared with the case of homogeneous rings with a delta barrier.
This is ultimately due to the fact that the barrier can be localized on a
lattice spacing spatial scale; thereby the k-mixing-that is the key feature
to have a well defined two level system-is not suppressed (as, in contrast,
happens for homogeneous condensates with a realistic barrier [58]). Our
scaling analysis allows us to identify the mesoscopic regime as the most
suited for the realization of the AQUID(see Fig. 5.5). As a second positive
feature, the lattice provides a platform for qubit-qubit interaction. These
two features, we believe, could ultimately facilitate the exploitation of the
device in future atomtronic integrated circuits.
We studied possible readout through absorption image techniques. Par-
ticular attention has been devoted to macroscopic superposition of circula-
tion states. For our mesoscopic AQUID, we demonstrated that the coherent
superposition of forward and backward scattering of the particles through
the barrier site, is indeed detectable through the time-of-flight expansion.
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This is strong a posteriori evidence that the effective physics of a two-level-
system is encoded into the system. Our study indicates that the qubit
dynamics is detectable for a wide range of system parameters. We have
identified the ratio local- interaction /depth-of-the-weak-link, U/Λ, as an
important parameter for the study of the behavior of the qubit both in
terms of its definition with respect to the rest of the many-body spectrum
(the qubit turns out to be best defined below the critical line in Fig. 4.5(e))
and its detectability in TOF images (the contrast is found to be best defined
around or above the same critical line).
We have also studied the scaling of the persistent currents with system
size for the case of one-dimensional interacting bosons which are confined
in a ring which contains a localized barrier modeled as a delta function.
We have found that the scaling depends on the interaction strength, and
that the persistent current amplitude decreases slower at intermediate in-
teractions than at very large or very small ones. This non-monotonic effect
is due to the combination of the effects of interaction and quantum fluc-
tuations. Our result is important in view of the forthcoming experimental
realizations, where the best regime for observing the largest possible current
signal should be found from the trade-off between realizable small system
size and interaction strength.
Decoherence, of course, is an important issue for our proposal that re-
mains to be studied. We comment, however, that measurements of the
decay dynamics of a rotating condensate in an optical ring trap show that
the quantized flow states have remarkably long lifetimes, of the order of
tens of seconds even for high angular momentum (l = 10) [20]. Phase
slips (the dominant mechanism of decoherence), condensate fragmentation
and collective excitations which would ultimately destroy the topologically
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protected quantum state are found to be strongly suppressed below a crit-
ical flow velocity. Although atom loss in the rotating condensate does not
destroy the state, it can lead to a slow decrease in the robustness of the su-
perfluid where the occurrence of phase slips becomes more likely [74, 137].
We believe that the decoherence rates could be controlled within the cur-
rent experimental know- how of the field.
The Atomtronics’ positive trend crucially relies on the recent progress
achieved in the optics microfabrication field. Thereby, central issues, of
the cold atoms system, like scalability, reconfigurability, and stability can
be feasibly addressed. In many current and envisaged investigations, there
is a need to push for further miniaturization of the circuits. The current
lower limit is generically imposed by the diffraction limit of the employed
optics. Going to the sub-micron, although challenging, might be accessible
in the near future. At this spatial scales, mesoscopic quantum effects could
be traced out. The scalability of multiple-ring structures will be certainly
fostered by tailoring optical potentials beyond the Laguerre-Gauss type (f.i.
employing Bessel-Gauss laser beams).
A central issue for Atomtronics integrated circuits, is the minimization
of the operating time on the circuit and the communication among different
circuital parts (i.e. AQUID-AQUID communication). Currently, typical
time rates are in the millisecond range, but a thorough analysis of the
parameters controlling time rates is still missing.
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A.1 Quasi one dimensionality and 1D s-wave
scattering length
In this section we discuss a realistic model of a harmonic potential V =
mω2⊥(x
2 +y2)/2, with a transverse trapping frequency ω⊥, for trapping cold
atoms which effectively can be described by a one dimensional model. For a
harmonic confinement to be effectively 1D all the energies involved(thermal
energy of gas, chemical potential) should be much smaller than the trans-
verse excitation energy ~ω⊥. This model has been suggested by M.Olshani
in Ref. [138], and in that paper an expression for a 1D scattering wave-
length has been obtained. In order to consider scattering problem between
two atoms which interact by Huang’s pseudopotential we write down a









Ψ = EΨ (A.1)
here r = r1−r2 is the relative coordinate and µ = m/2 is the reduced mass
of the particles involved in the scattering problem. The operator ∂
∂r
(r.) is
introduced to remove 1/r divergence of the scattered wave. The transverse
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Figure A.1: Comparison of the transmission coefficient for the systems
interacting with 1D and 3D delta potentials. For the value a⊥ = ±10 these
two transmission coefficients almost coincide. Taken from Ref.[138].











Here two important assumptions should be made:
1) The incident wave eikzzφn=0,mz=0 corresponds to the ground state of the
transverse Hamiltonian,
2)~k2z/2µ < 2~ω⊥.
Here mz is an angular momentum with respect to the z-axis, and n
related to the energy of the system by E = ~ω⊥(n + 1), where n takes
integer positive values and if its even(odd) then mz = 0, 2, ...., n(1, 2, ..., n).
It is useful to introduce the width of the ground state wave function a⊥ =√
~/µω for present calculations. The scattering wave function in the limit
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|z| → ∞ is given by:
Ψ(z, ρ) = (eikzz + Aevene
ikz |z| + Aoddeikz |z|)φ0,0(ρ) (A.3)
here ρ =
√
x2 + y2, and Aeven,odd are giving the scattering amplitudes for
the odd and even waves. It is important to notice that the transverse state
of the system(which is a ground state) remains unchanged during the whole
process. It turns out, that analytic expressions for the scattering ampli-
tudes can be found as it was shown in Ref. [138] they can be introduced
as:
Aeven = − 1
1 + ikza1D −O((kza⊥)3) (A.4)










where C ≈ 1.4603 and Aodd = 0.
Now let us consider fully one dimensional scattering problem, where
particles interact with a 1D delta potential U(z) = g1Dδ(z), and scattering
wave length is given by the a1D. In that case the scattering amplitude of
even waves(again Aodd = 0) reads as:
Aeven = − 1
1 + ikza1D
(A.6)
By comparing Eqs. (A.4) and (A.6) we conclude that in the limit kza⊥  1,
the initial system can be described by the interaction potential U(z) =
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and 1D scattering length is given by Eq. (A.5). In order to compare these
two cases the transmission coefficient T = |1 + Aeven + Aodd|2 has been
calculated, with help of Eqs. (A.4) and (A.6). This comparison is demon-
strated on Fig.A.1. As we can see a very good agreement is achieved in
the limit kza⊥  1. Moreover, even for intermediate value of kza⊥ good
agreement is evidenced for the values a⊥ = ±10.
We conclude that scattering of cold atoms trapped in cigar-shaped poten-
tials can be well described with 1D delta potential when transverse degrees
of freedom are frozen out.
A.2 Tonks-Girardeu gas
In the limit (g → ∞)(impenetrable-boson limit) the system given by the
Lieb-Liniger or the Bose-Hubbard model has an exact solution, which can
be obtained by so-called Bose-Fermi mapping[139] or Jordan-Wigner trans-
formation. The main idea is that due to an infinite delta-interaction poten-
tial the wave function should vanish upon the condition that two particles
are at the same point in the space. Same condition holds for fermions, due
to Pauli exclusion principle, Fermi wave functions vanish when two parti-
cles occupy the same quantum state. Taking into account this similarity, we
conclude that there should be a mapping between the Fermi wave function
ΨF (which is a solution of the same Schrödinger equation) and the bosonic
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wave function ΨB. This mapping is given by the following expression:
ΨB = A(x1, x2, ..., xn)Ψ
F (A.8)
where A(x1, x2, ..., xn) =
∏
j>l sgn(xj − xl) is a mapping function, which
ensures the ΨB is a bosonic wave function. Moreover, if ΨF satisfies to the
periodic boundary conditions then ΨB will also satisfy to the same bound-
ary conditions, under the assumption that the total number of particles is
odd. Ansatz given by Eq. (A.8), allows to find a solutions of the bosonic
system which is subject to an additional conditions:
Ψ(x1, x2, ..., xn) = 0 if xj = xl, 1 ≤ j < l ≤ n (A.9)
As it was noticed in [139] this correspondence relation simplifies for the
ground state(this simplification happens due to the fact that generally Bose
ground state is positive) and takes form:
ΨBG = |ΨFG| (A.10)
This condition is very useful for finding the solution of Lieb-Liniger model










which are subject to an additional condition given be Eq. (A.9). For find-
ing the ground-state solution of this problem it is enough to find a solution
of free-fermion problem and then apply Eq. (A.10). The ground state of
the free particle system is given by the Slauter determinant of N plane-
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Figure A.2: Comparison of the momentum distributions for a Tonks-
Girardeu gas and a free Fermi gas. Taken from [138]
waves of the form eikx. Momentum values k are determined from the peri-
odic boundary conditions k = 2pii/L, where i is an integer in the interval
−0.5(N − 1) ≤ i ≤ 0.5(N − 1). For the periodic boundary conditions the




| sin [piL−1(xj − xl)]| (A.12)
where L is the circumference of the ring. The ground state energy can be














The density profiles and even the density correlation functions are the same
for the Fermi gas and the Tonks-Girardeu gas. However, the momentum
distributions for this gases are quite different. Momentum distribution n(k)
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gas for the homogeneous ring with a delta-barrier









B(x, x2, ...., xN)Ψ
B∗(y, x2, ...., xN)
As it is seen from Fig. A.2, in the case of the hard-core bosons a zero
momentum state is highely occupied however higher momentum tales also
demonstrate non-zero occupation. Close to the zero momentum distribu-
tion behaves as 1/
√
k [140], and in the limit (k → ∞) it scales as 1/k4
[141].
A.3 Exact solution in the limits of ideal and
Tonks-Girardeu gas for the homogeneous
ring with a delta-barrier
As it was previously demonstrated in Refs.[57, 86] the model introduced
by Eq. (3.11) has exact solutions in the limits of ideal bose gas (g = 0) and
Tonks-Girardeu gas(g →∞). In both cases this is possible due to the fact
that many body dynamics can be reduced to the single-particle dynamics.
Let us consider the solution of many-body Schrödinger equation:
HΨ(x1, ...., xN) = EΨ(x1, ...., xN) (A.15)
for these cases. For a non interacting(NI) bosonic system a many-body
ground state wave function is given by a product of N equal single-particle
wave functions ψ0(xi), and all of them are identical , since all the particles
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are occupying same state due to Bose statistics and in this case, it reads
as:




For a Tonks-Girardeu(TG) gas the solution can be simply obtained by
mapping a system on a system of non interacting spinless fermions as it
was discussed in detail in Section A.2. In this case the corresponding many-
body wave function is given by:
ΨTG(x1, ...., xN) =
∏
1≤j<l≤N
sgn(xj − xl) det[ψk(xi)]. (A.17)
The single-particle wave functions ψk can be obtained from the solution of












ψn = εnψn, (A.18)
where functions ψn satisfy periodic boundary conditions. Here for simplic-
ity we consider N to be an odd number. Ground state wave functions for the
non-interacting and the impenetrable boson cases are given through single
particle energies εn, by the following expressions: ENI = Nε0, ETG =∑N−1
i=0 εi.






e−Ωpi[eikn(x−L/2) +Bne−ikn(x−L/2)] x ∈ [0, L/2)
1
An
e−Ωpi[eikn(x+L/2) +Bne−ikn(x+L/2)] x ∈ [−L/2, 0)
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where Bn is a scattering amplitude from the delta-barrier. The normal-
ization factor An( which is found by imposing
∫ L/2
−L/2 |ψn|2 = 1) is given
by An =
√
L(1 + A2n + 2An sin (knL)/knL). The scattering amplitude
Bn =
sin (knL/2+Ωpi)
sin (knL/2−Ωpi) and is found from the condition ψn(0
+) = ψn(0
−),
which means that scattering amplitudes from delta-barrier are equal due
to the reflection symmetry. Wave vectors kn can be found as a solution
of the transcendental equation(which is obtained from that cusp condition
∂xψn(0
+)− ∂xψn(0−) = 2λψn(0)):
kn = λ
sin (knL)
cos (2piΩ)− cos (knL) , (A.20)
where λ = mΛ/~2.
Corresponding energy values are given by εn = ~2k2n/2m. We conclude
that in the limits of the non-interacting and the impenetrable boson cases
the exact solutions can be obtained for the ground state energy of the
system.
A.4 Luttinger liquid theory
As it is well known superfluids are well described by the phase and the
density. Here the system is described by the bosonic field Ψ†(x) which




where ρ(x) and φ(x) are the operators of the density and the phase. As it
was demonstrated by Haldane [85] the operators ρ = Ψ†(x)Ψ(x) and Ψ†(x)
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have the following decompositions:










where a slowly varying field ∂xΘ(x) = pi(ρ0 + Π(x)), and it has a property
that at the position of the j-th particle xj, Θ(xj) = pij. The ground
state density of the system is given by ρ0 = N/L and A depends on the
way in which delta function is defined, it can be found from the equation
δ(x)2 = Aδ(x). In the density decomposition the m = 0 term which is ρ0 +
Π(x) describes long wavelength fluctuations, m = ±1 describe fluctuations
with momentum q ≈ ±2piρ0 and so on. We comment that in order to
satisfy bosonic commutation relations the following condition should be
imposed: [Π(x), φ(y)] = δ(x−y), which means Π(x) and φ(x) are conjugate
variables. In the next step we are making use of the decompositions given
by Eq.(A.23) in order to derive low-energy Hamiltonian for the bosons











In the lowest order ∇Ψ†(x)∇Ψ(x) ≈ ρ0(∇φ(x))2 and ρ2(x) = (ρ0 + Π(x))2.
After introducing a new parameter θ(x) = Θ(x) − piρ0x, we arrive to the













where K is the Luttinger parameter and vs is the sound velocity. It turns
out that there are relations between Luttinger parameter and between the
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Lieb-Liniger parameter γ, as it was demonstrated by Cazalila in Ref.[108]:
K(γ  1) = 1 + 4
γ2
+O(γ−3), (A.25)









For the system with periodic boundary conditions the expression for the
one-body density matrix can be obtained with methods of conformal field



















in this expression the dimensionless parameters bm are non-universal and
they depend on the microscopic properties of the model and d(x|L) =
L| sin pix/L|/pi is so-called cord function. In the thermodynamic limit L→
∞ the cord function takes form |x|. It turns out that the oscillatory terms
in Eq.(A.26) become more important for small K, and for large K values









This result shows that even for the one dimensional systems there is a quasi




A.4.1 The limits of weak and strong barrier for the
homogeneous ring with a delta-barrier
It is possible to treat the system introduced in Section 3.3 perturbatively
in the limits of weak and strong barriers [86].
In the weak barrier case the system satisfies periodic boundary conditions
and we make mode expansion for the density and the phase fields:






∣∣∣∣ [eiqxbq + e−iqxb†q], (A.28)
φ(x) = φ0 +
2pix
L





∣∣∣∣ sgn(q)[eiqxbq + e−iqxb†q],
where q = 2pij/L with j being an integer number, J is the angular mo-
mentum and for the bosonic fields the following commutation relations are
implied: [bq, b†q′ ] = δq,q′ , [J, e
−2iθ0 ] = e−2iθ0 . The last relation also implies
that e−2iθ0|J〉 = |J + 1〉, which means that e−2iθ0 acts as a raising oper-
ator for the states with a given angular momentum J . By keeping only
lowest harmonics in the density field expansion we arrive to the following
expression for the barrier:
HB ' 2Λρ0 cos (2θ(0)) = ρ0Λ
∑
J
[|J − 1〉〈J |e2iδθ(0) + |J〉〈J + 1|e−2iδθ(0)]
(A.29)
Then by using the mode expansions and averaging the total Hamiltonian




[|J + 1〉〈J |+ |J〉〈J + 1|] (A.30)
The effective barrier strength Λeff is obtained after averaging over the
density fluctuations Λeff = Λ±2iδθ(0)〉 = Λ(d/L)K , where d is a short-
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distance cutoff, which is of the order of interparticle distance. It can be
shown that for the specific model given by Eq. (3.12) the short distance
cutoff is given by d = K/ρ0.
In the next step the degenerate perturbation theory is performed and the
ground state energy per particle is obtained as:
EG(Ω)/N = E0[(Ω− J − 1/2)2 −
√
(Ω− J − 1/2)2 + λeff/4pi2, (A.31)
with E0 = 2pi2~2/mL2, and λeff = mΛeffL/pi~2.
In the strong barrier limit(which is equivalent to the weak tunnel limit)
the system effectively satisfies to the open boundary conditions and the
following mode expansion implies:







sin (qx)(bq − b†q), (A.32)







cos (qx)(bq + b
†
q),
where q = pij/L, with j integer. The angular momentum does not enter
here since no circulation is allowed in this limit. After making similar ma-
nipulations as in a weak barrier case we obtain the following Ω-dependent
part for the ground state energy per particle(note the similarity of this
expression with the energy of single Josephson junction superconducting
loop):
EG(Ω)/N = −2(t/L)(cos (φ(L)− φ(0) + 2piΩ cos 2piΩ))
= −2(t/L)(d/L)1/K cos (2piΩ) (A.33)
An expression for the effective tunneling rate is obtained after averaging the
147
Appendix A. Appendix
Hamiltonian over the phase fluctuations. We comment that the tunneling
amplitude t can be obtained as a function of the barrier strength Λ by
making use of the results introduced in Ref.[142]: t/L = Γ(1 + K)Γ(1 +
1/K)K(~ωc)1+K(Λ/L)−K , where ~ωc ∼ NE0.
We summarize the results of this section by stating that with help of
Luttinger liquid theory the Ω-dependent part of the ground state of the
many-body bosonic system is obtained in the limits of weak and strong
barriers.
A.5 Gross-Pitaevskii equation
















where Vex(x) is the external trapping potential and the bosonic operators
Ψˆ(x) obey to bosonic commutation relations. The main idea for a mean-
field description of a dilute Bose gas was formulated by Bogoliubov. The
key point consists in separating of the bosonic field operator in condensate
fraction and the depletion out of the condensate for the system which has
single-particle state which is macroscopically occupied. We introduce the
field operator as a sum of its average value and the fluctuations around the
mean value:
Ψˆ(x, t) = Φ(x, t) + ξˆ(x, t) (A.35)
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here we are using the Heisenberg representation of the field operators.
Here Φ(x, t) = 〈Ψˆ(x, t)〉, and similar to the Bogoliubov theory |Φ(x, t)|2 =
n(x, t). The function Φ(x, t) has a meaning of the order parameter and its
called wave function of the condensate. It is interesting to notice that Bose-
Einstein condensation can be defined as a non vanishing long range order for
the one-body density matrix ρ1(x,y) = 〈Ψˆ†(x, t)Ψˆ(y, t)〉. It turns out that
Eq. (A.35) implies the following condition: ρ1(x,y) = Φ∗(x, t)Φ(y, t) →
const when |x − y| → ∞. However this definition is going to break down
for the finite systems, and in that case condensate wave function can be
obtained as the eigenfunction of the largest eigenvalueN0(which should be
of the order of N for the Bose-condensed system) of the the ρ1(x,y)[143].
This two definitions represent two main characteristics of Bose-Einstein
condensate: spreading of the coherence length over the whole system, and
having macroscopically occupied single-particle state. In the next step of
















where we have used the following commutation relation [Ψˆ†(x), Ψˆ†(y)] =
δ(x−y). When system has a macroscopically occupied single particle state
it is expected that depletion term ξˆ(x, t) is small. In that case Ψˆ(x, t)












Φ(x, t) + g|Φ(x, t)|2Φ(x, t) (A.37)
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This equation is satisfied for the systems with the s-wave scattering length
much smaller than the average distance between atoms and the number
of atoms in the condensate should be of the order of the total number
of atoms in the system. Applicability of the Gross-Piatevskii equation
for the 1D systems is a delicate question which is related to the question
weather Bose-condensates can be obtained for 1 dimensional systems. First
question is weather it is possible to have macroscopically occupied single
particle mode for the finite and zero temperature 1D systems. As it was
demonstrated by Hohenberg[144] by obtaining Shwartz type inequality, the
momentum distribution has infrared divergence of the form 1/k2 for the
case of the finite temperature, and it was also demonstrated by Pitaveskii
and Stringari[145] that in the limit of T = 0 that divergence is of the
form 1/k. As a consequence, number of particles is macroscopic both in
the condensate and out of the condensate which brings a contradiction.
We conclude that for a homogeneous atomic gas can not be in the Bose-
condensed phase. However quasi off diagonal long range order can exist for
the same systems due to phonon like dispersion relation. As it was shown
in the section on Luttinger liquid in the limit of weak interactions K  1
one body density matrix decays very slowly in the limit of large distances.
All these discussions were done for the infinite systems. It turns out that
finite systems can have a macroscopically occupied single-particle ground
state in experimentally accessible interval of temperatures and thus Gross-





B.1 Peierls substitution for the Bose-
Hubbard ladder model
In this appendix we review the ’Peierls substitution’ in the Bose-Hubbard
ladder, corresponding to applying of two different ’magnetic fluxes’ to the
two-ring lattice system (see Eq.(3.10)).
The hopping element t can be expressed through Wannier functions




The Wannier functions φ(x−Ri) are localized around Ri lattice sites. In





+ V (x), (B.2)
where the first term is kinetic energy and second term is a one-body po-
tential energy. Once the synthetic gauge field A(x, t) is generated we can
take it into account by substitution p→ p−A(x, t) in the single-particle
Hamiltonian. We can rewrite the hopping element in the presence of the
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x0 is an arbitrary point. Assuming that A(x, t) is slowly varying function
on an atomic scale
φ˜(x−Ri) ≈ e−iΛ(Ri,t)φ∗(x−Ri), (B.4)
By substituting Eq.(B.4) in Eq.(B.3) we finally get




The idea, that all the effect of electromagnetic field in the lattice can be
absorbed in the hopping matrix element is called Peierls substitution. We
would like to emphasize, that the inter-ring hopping element g is not af-
fected by the Peierls substitution because the synthetic gauge field is as-
sumed to have components longitudinal to the rings only.
B.2 Effective qubit dynamics for the AQUID
In this section, we demonstrate how the effective phase dynamics indeed
defines a qubit. To this end, we elaborate on the imaginary-time path
integral of the partition function of the model Eq.(3.7) in the limit of small
fluctuations of the number of bosons at each site. We first perform a
local gauge transformation al → aleilΦ eliminating the contribution of the
magnetic field everywhere except at the weak link site where the phase
slip is concentrated [101]. In the regime under scrutiny, the dynamics is
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Un2i − J cos (φi+1, − φi,)
]
+ (B.6)[
Un2N−1 − J ′ cos (φ0, − φN−1, − Φ)
]
(B.7)
where ni and φi are conjugated variables and with J = t〈n〉 and J ′ = t′〈n〉.




) ∝ ∫ D[{φi}]e−S[{φi}] (B.8)

















(φ˙N−1)2 − J ′ cos (φ0 − φN−1 − Φ)
]
Because of the gauge transformations, the phase slip is produced only
at the boundary. We define θ .= φN−1,− φ0,. The goal, now, is to integrate
out the phase variables in the bulk. To achieve the task, we observe that in
the phase-slips-free-sites the phase differences are small, so the harmonic
approximation can be applied:
N−2∑
i=0






In order to facilitate the integration in the bulk phases, we express the
single φ0 and φN−1 as: φ0 = φ˜0 + θ/2, φN−1 = φ˜0 − θ/2. We observe that
the sum of the quadratic terms above involves N − 1 fields with periodic






(φi+1 − φi)2 =
N−2∑
i=0
(ψi+1 − ψi)2 +
1
2
θ2 + θ (ψN−2 − ψ1) . (B.11)
The effective action, S[{φi}], can be split into two terms S[{φi}] =



































dτJθ (ψN−2 − ψ1)
The integration of the fields ψi proceeds according to the standard
methods (see [102]). The fields that need to be integrated out are ex-







, with ψk = ak + ibk. The coupling term in Eq.





































1− cos ( 2pik
N−1
)]
. The integral in {ak} leads to
a Gaussian path integral; it does not contain the interaction with θ,
and therefore brings a prefactor multiplying the effective action, that
does not affect the dynamics. The integral in {bk} involves the inter-
154
B.2. Effective qubit dynamics for the AQUID
action and therefore leads to a non local kernel in the imaginary time:∫
dτdτ ′θ(τ)G(τ − τ ′)θ(τ ′). The explicit form of G(τ − τ ′) is obtained by
expanding {bk} and θ in Matsubara frequencies ωl. The corresponding
Gaussian integral yields to the
∫
D[bk]e















. The τ = τ ′ term is extracted by summing
and subtracting Y˜ (ωl = 0); this compensates the second term in Eq.(B.26).




















N − 1(θ − Φ)
2 − J ′ cos θ. (B.17)

















The external bath vanishes in the thermodynamic limit and the effective
action reduces to the Caldeira-Leggett one [102]. Finally it is worth noting
that the case of a single junction needs a specific approach but it can be
demonstrated consistent with Eq.(B.16).
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B.3 Effective qubit dynamics for a double-
ring setup
In this section, we demonstrate that the effective phase dynamics of the sys-
tem given by Bose-Hubburd ladder Hamiltonian is indeed defines a qubit.
To this end, we elaborate on the imaginary-time path integral of the par-
tition function of the model Eq.(3.9) in the limit of small fluctuations of
the number of bosons at each lattice site. We first perform a local gauge
transformation al → aleilΦa , bl → bleilΦb , eliminating the contribution of the
magnetic field everywhere except at a given site of the ring (twisted bound-
ary conditions[101]). In the regime under scrutiny, the partition function




) ∝ ∫ D[{φi}]e−S[{φi}] (B.19)
where the effective action is
























(φ˙N−1,α)2 − EJ cos (φ0,α − φN−1,α − Φα)
]













with EJ = t〈n〉 and E ′J = g〈n〉.
Because of the gauge transformations, the phase slip is produced only
at the boundary. We define θα
.
= φN−1,α−φ0,α. The goal now is to integrate
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out the phase variables in the bulk. Assuming that the two rings are weakly
coupled and that U/EJ << 1, the bulk variables are not involved in the


























where, without loss of generality, we can assume φ0,a ≡ φ0,b. Therefore the
non-trivial path integration corresponds to S0[{φi}] only. To achieve the
task we observe that in the phase-slips-free-sites the phase differences are
small, so the harmonic approximation can be applied:
N−1∑
i=0






In order to facilitate the integration in the bulk phases, we express the sin-
gle φ0,α and φN−1,α as: φ0,α = φ˜0,α+θα/2, φN−1,α = φ˜0,α−θα/2. We observe
that the sum of the quadratic terms above involvesN−1 fields with periodic
boundary conditions: {φ˜0,α, φ1,α, . . . , φN−2,α} ≡ {ψ0,α, ψ1,α, . . . , ψN−2,α},
ψN−1,α = ψ0,α. Therefore,
N−2∑
i=0
(φi+1,α − φi,α)2 =
N−2∑
i=0
(ψi+1,α − ψi,α)2 +
1
2
θ2α + θα (ψN−2,α − ψ1,α) . (B.25)
The effective action, S0[{φi}], can be split into two terms S0[{φi}] =
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dτEJθα (ψN−2,α − ψ1,α) (B.27)
The integration of the fields ψi,α proceeds according to the stan-
dard methods (see [102]). The fields that need to be integrated out












, with ψk,α = ak,α+
ibk,α. The coupling term in Eq. (B.27) involves only the imaginary part of
ψk,α: ψN−2,α−ψ1,α =
∑
k bk,αζk, being ζk =
4√








































1− cos ( 2pik
N−1
)]
. The integral in {ak,α} leads to
a Gaussian path integral; it does not contain the interaction with θα,
and therefore brings a prefactor multiplying the effective action, that
does not affect the dynamics. The integral in {bk,α} involves the inter-
action and therefore leads to a non local kernel in the imaginary time:∫
dτdτ ′θα(τ)G(τ − τ ′)θα(τ ′). The explicit form of G(τ − τ ′) is obtained by
expanding {bk,α} and θα in Matsubara frequencies ωl. The corresponding
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Gaussian integral yields to the
∫
D[bk,α]e















. The τ = τ ′ term is extracted by summing
and subtracting Y˜ (ωl = 0); this compensates the second term in Eq.(B.26).




























2(N − 1)(θα − Φα)
2 − EJ cos(θα)
]
−E ′J cos[θa − θb −
N − 2
N
(Φa − Φb)] . (B.31)
We observe that for large N , the potential U(θa, θb) provides the effective
phase dynamics of Josephson junctions flux qubits realized by Mooij et al.
(large N corresponds to large geometrical inductance of flux qubit devices)
[64]. In that article, the landscape was thoroughly analyzed. The qubit is
realized by superposing the two states |θ1〉 and |θ2〉 corresponding to the
minima of U(θa, θb). The degeneracy point is achieved at Φb −Φa = pi(See
Fig.6.1). We comment that the ratio E ′J/EJ controls the relative size of
the energy barriers between minima intra- and minima inter-’unit cells’ of
the (θa, θb) phase space, and therefore is important for designing the qubit.
In our system E ′J/EJ can be fine tuned with the scheme shown in Fig.2.13.
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1 + cos[ 2pik
N−1 ]
)
2EJU(1− cos[ 2pikN−1 ]) + ω2l
eiωlτ . (B.32)
The external bath vanishes in the thermodynamic limit and the effective
action reduces to the Caldeira-Leggett one [102, 147].
B.4 Solution in terms of elliptic functions
As it was shown in Sect. 6.3, the dynamics of the population imbalance and





1− Z2 sin Θ (B.33)
∂Θ
∂s˜
= ∆ + λρZ +
Z√
1− Z2 cos Θ (B.34)
In this appendix we discuss the analytical solutions of the equations above,
for the two different cases: ∆ = 0 and ∆ 6= 0.






1− Z2cosΘ = H0, (B.35)
where Z and Θ are canonically conjugate variables. Indeed,
H(Z(t),Θ(t)) = H(Z(0),Θ(0)) = H0 because the energy of the system





+ ∆Z −H0]2 = 1− Z2, (B.36)
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There are two different cases: ∆ = 0 and ∆ 6= 0.
I) ∆ = 0. – In this case the solution for the Z(t) can be expressed in
terms of ’cn’ and ’dn’ Jacobian elliptic functions as([33]):
Z(s˜) = Ccn[(Cλρ/k(s˜− s˜0), k)] for 0 < k < 1
= Csech(Cλρ(s˜− s˜0)), for k = 1






















(ζ2 − (H0λρ− 1)),
ζ2(λρ) = 2
√
(λρ)2 + 1− 2H0λρ, (B.41)
and s˜0 fixing Z(0). Jacobi functions are defined in terms of the incom-
plete elliptic integral of the first kind F (φ, k) =
∫ φ
0
dθ(1 − k sin2 θ)−1/2 by
the following expressions: sn(u|k) = sinφ, cn(u|k) = cosφ and dn(u|k) =
(1− k sin2 φ)1/2 [148]. The Jacobian elliptic functions sn(u|k), cn(u|k) and
dn(u|k) are periodic in the argument u with period 4K(k), 4K(k) and
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2K(k), respectively, where K(k) = F (pi/2, k) is the complete elliptic inte-
gral of the first kind. For small elliptic modulus k ' 0 such functions be-
have as trigonometric functions; for k ' 1 they behave as hyperbolic func-
tions. Accordingly, the character of the solution of Eqs.(B.33) and (B.34)
can be oscillatory or exponential, depending on k. For k  1, cn(u|k) ≈
cosu+0.25k(u−sin (2u)/2) sinu is almost sinusoidal and the population im-
balance is oscillating around zero average value. When k increases, the os-
cillations become non-sinusoidal and for 1−k  1 the time evolution is non-
periodic: cn(u|k) ≈ secu− 0.25(1− k)(sinh (2u)/2− u) tanhu secu. From
the last expression we can see that at k = 1, cn(u|k) = secu so oscillations
are exponentially suppressed and Z(s˜) taking 0 asymptotic value. For the
values of the k > 1 such that [1−1/k] 1 and Z(s) is still non-periodic and
is given by: dn(u|1/k) ≈ secu+ 0.25(1− 1/k)(sinh (2u)/2 +u) tanhu secu.
Finally when k  1 then the behavior switches to sinusoidal again, but
Z(s˜) does oscillates around a non-zero average: dn(u|1/k) ≈ 1− sin2 u/2k.
This phenomenon accounts for the MQST.




for 0 < k < 1,
= log(4/
√




for k > 1 (B.42)
For k → 1 the period becomes infinite and diverging logarithmically.
II)∆ 6= 0.– In this case Z(s) is expressed in terms of the Weierstrass
elliptic function([128, 33]):




(s˜− s˜0); g2, g3)− f ′′(Z1)24
(B.43)
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where f(Z) is given by an expression (B.38), Z1 is a root of quartic f(Z)





. For sin Θ0 = 0 (which is the case discussed
in the text), Z1 = Z0 and consequently s0 = 0. The Weierstrass elliptic






4s3 − g2s− g3
. (B.44)
The constants g2 and g3 are the characteristic invariants of %:
g2 = −a4 − 4a1a3 + 3a22
g3 = −a2a4 + 2a1a2a3 − a32 + a23 − a21a4, (B.45)














In the present case ∆ 6= 0, the discriminant
δ = g32 − 27g23 (B.47)
of the cubic h(y) = 4y3 − g2y − g3 governs the behavior of the Weierstrass
elliptic functions (we contrast with the case ∆ = 0, where the dynamics is
governed by the elliptic modulus k).
At first we consider the case δ = 0.
If g2 < 0,g3 > 0 then([148])
Z(s˜) = Z1 +
f ′(Z1)/4








Namely, the oscillations of Z are exponentially suppressed and the popula-
tion imbalance decay (if Z0 > 0) or saturate (if Z0 < 0) to the asymptotic
value given by Z(s˜) = Z1 + f
′(Z1)/4
c−f ′′(Z1)/24 .
If g2 > 0,g3 > 0 then([148])
Z(s˜) = Z1 +
f ′(Z1)/4








g2/12. We see that the population imbalance oscillates around
a non-zero average value Z .= Z1 + f
′(Z1)/4




We express the Weierstrass function in terms of Jacobian elliptic func-
tions. This leads to significant simplification for the analysis of these
regimes.
For δ > 0, it results













where k1 = e2−e3e1−e3 and ei are solutions of the cubic equation h(y) = 0.
In this case the population imbalance oscillates about the average value
Z = Z1 +
f ′(Z1)/4
2(e1−f ′′(Z1)/24) .
The asymptotics of the solution is extracted through: k  1, sn(u|k) ≈
sinu − 0.25k(u − sin (2u)/2) cosu. When k increases oscillations starting
to become non-sinusoidal and when 1−k  1 it becomes non-periodic and
takes form: cn(u|k) ≈ tanhu− 0.25(1− k)(sinh (2u)/2− u) sec2 u.
For δ < 0 the following expression for Z(s) is obtained:
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where k2 = 1/2 − 3e24H2 and H2 =
√
3e22 − g24 .The asymptotical behavior of
the function cn(u|k) has been discussed in the previous subsection. As it















for δ < 0. (B.52)











C.1 Momentum distribution for Λ = 0 and
various interaction strengths
The signature of a non vanishing current flow along the ring lattice is
a ring-shaped configuration of the momentum distribution (see C.2 for a
derivation in the non-interacting limit). Fig. C.1 shows the predicted TOF
images in the absence of the barrier for various interaction strengths. The
perfect ring shape reflects angular momentum conservation at all inter-
action strengths, consistent with Leggett’s theorem establishing that the
persistent currents through a rotationally invariant system are not affected
by the interactions. We note, however, that the detectability in the time-
of-flight images is reduced at large interactions, due to the enhanced role
of phase fluctuations.
C.2 Momentum distribution for U = 0 and
weak barrier limit
In the noninteracting regime the many-body problem reduces to a single-
particle one. In the absence of the barrier the Schrödinger equation, in
polar coordinates and scaling the energies in units of E0 = ~2/2mL2, with
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ψ(θ) = Eψ(θ) ,
where θ ∈ [0, 2pi]. The wavefunction for a state with defined angu-
lar momentum is a plane wave ψ(θ) = (1/
√
2pi)einθ, where n ∈ Z to
satisfy periodic boundary conditions, and the corresponding spectrum is










dθ ei(kxR cos θ+kyR sin θ)ψ∗(θ)
∣∣∣∣2
=
∣∣eimγJm(|k|R)∣∣2 = |Jn(|k|R)|2 , (C.1)
where R = L/2pi is the ring radius, we have defined γ as kx = |k| sin γ,
ky = |k| cos γ, and Jn is the n-th order Bessel function of the first kind.
For n = 0 the momentum distribution is peaked at k = 0, while for n > 0

















Figure C.1: Ground state momentum distribution (TOF) in the absence
of the barrier, for different values of the Coriolis flux: Ω = 0, 2pi, 4pi and
different regimes of interaction strength: non-interacting (upper line) and
infinite interactions for N = 5 (lower line).
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ψ(θ) + λδ(θ)ψ(θ) = Eψ(θ) .
The effect of the δ-barrier is to mix states with different angular momen-
tum. For a small barrier we can reduce to the simplest case of mixing of
states that differ by just one quantum of angular momentum, and apply







































where ϕ depends on λ and Ω.
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dθ ei(kxR cos θ+kyR sin θ)ψ∗(θ)
∣∣∣∣2
=
∣∣∣ sin(ϕ/2)einγJn(|k|R) + cos(ϕ/2)ei(n+1)γJn+1(|k|R)∣∣∣2
= sin2(ϕ/2)J2n(|k|R) + cos2(ϕ/2)J2n+1(|k|R)
+2 sin(ϕ/2) cos(ϕ/2) cos(γ)Jn(|k|R)Jn+1(|k|R) ,
(C.4)
where an interference term, proportional to cos γ, appears between the two
states with defined angular momentum, giving rise to a 2pi-periodic angular
modulation of the ring shape found previously. This behavior is the same
found in Fig. 5.1, where we observe an analogous modulation in the weak
barrier and weak interaction case, that we can interpret than as direct
consequence of the superposition of two states that differ by one quantum
of angular momentum.
C.3 Derivation of the Energy gap with the
WKB approximation
Here we are using a general expression, which is applicable to any double
well potential [103], for the energy gap between the ground and first excited
states to obtain the energy gap, at the frustration point Φ = pi, for the
double well potential given by Eq.(4.4). This general result, which is correct












V ′′(x0)/µ is a frequency of the particle confined in "har-
monic potential"( here we expand the potential around the position of the
minimum x0). Since our potential is not a simple function, we simplify
it at first by going to the new variable θ˜ = θ − pi, and then by applying
the Taylor expansion cos θ˜ = 1 − θ˜2/2 + θ˜2/4!. In order to find the x0 we
solve the equation V ′(x0) = 0 and obtain that x0 =
√
6(1− 1/δ). In the
next step we calculate V ′′(x0), and obtain that V ′′(x0) = 1 − 1/δ. After
substituting expressions for x0 and V ′′(x0) in Eq.(C.5) we recover the result





D.1 Infinite interaction limit of BH model:
U →∞
In the limiting case of infinite repulsive contact interaction between the
particles (U → ∞), the so-called hard-core bosons or Tonks-Girardeau
gas, an exact approach can be pursed to diagonalize Hamiltonian (3.8).
Since multi-occupancy of one site is forbidden by the infinite interaction










where the bosonic annihilation and creation operators have the additional
on-site constraints b2i = b
†2










where fi (f †i ) are fermionic annihilation (creation) operators, the Hamilto-












This Bose-Fermi mapping is the analogous, for a discrete system, of the
one introduced by Girardeau for a continuous system [139]. Hamiltoni-
ans (D.1) and (D.2) have the same spectrum, but non-trivial differences
appear in the off-diagonal correlation functions: 〈f †i fj〉 vs 〈b†ibj〉, which
we have calculated following the same procedure described in [149]. Such
difference affects, for example, the momentum distribution, which is much
narrower for hard-core bosonic systems than for non-interacting fermions.
The density, and all the quantities related to it, are instead identical. The
momentum distribution for the low filling(and one should be in this limit in
order to perform Bose-Fermi mapping) is going to behave in the same way
as for the Lieb-Liniger model in the hard-core limit, since there is a one to
one mapping between this systems in the limit of the low-filling [150]. So
again, close to the zero, the momentum distribution behaves as 1/
√
k, and
in the limit (k →∞) it scales as 1/k4.
This 1D peculiar strongly correlated TG phase has been demonstrated
in several experiments for quasi-one dimensional systems of cold atoms
confined in sigar-shaped and lattice potentials [151, 152].
D.2 Exact diagonalization schemes
D.2.0.1 Working in the full Hilbert space
The exact diagonalization (ED) is a computational method in many-body
physics [153, 154] which gives exact eigenstates and eigenvalues of the
Hamiltonian without making any simplifying assumptions about the phys-
ical system. However the method is applicable to small systems and small
fillings N/M . The reason for that is provided by the fact that the Hilbert
space spanned by the many-particle Fock states cannot be too large. Specif-
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ically, to implement the exact diagonalization, one has to consider all the
possible combinations of N particles over M sites, modulo the permuta-
tions of identical particles. The dimension of the Hilbert space is given
by [155]:
D =
(M +N − 1)!
(M − 1)!N ! (D.3)
In Section 5.2, we considered values of the filling: 5/11, 15/11, 24/9.
Correspondingly, the Hilbert space dimensions for that fillings are
3003; 3268760; 10518300.
The non-diagonal part of the Bose-Hubbard model can be written effi-
ciently with the help of sparse matrices routine. The ground and the first
excited state state eigenvalues and eigenvectors of the system can be found
explicitly with help of Lanczos algorithm [153, 154].
D.2.0.2 Working in the truncated Hilbert space
To study the system for larger sizes and larger fillings, the exact diagonal-
ization scheme works upon reducing the dimension of the Hilbert space in
a controlled way. This is achieved by restricting (truncating) the lattice
site occupation number up to some given integer number K. The main
difficulty of the truncated ED is the generation of the truncated Hilbert
space in a numerically efficient way 1. Here we are using the following algo-
rithm to achieve the goal. At first we write the function f(M,n,K) which
splits a positive integer M into a sum of n positive integers (where each
of the integers is smaller than K) up to commutativity (so this function is
returning matrix). Then we define the number s, where s = [M/K] + 1, if
M/K− [M/K] > 0 and else s = [M/K]. Then the truncated Hilbert space
1One algorithm was suggested in A. Szabados, P. Jeszenski and P. Surjan, Chem.
Phys. 401, 208 (2012). It turns out, however, that that method is not efficient for
generation of the big truncated Hilbert spaces (DK ∼ 106).
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can be generated in the following 3 steps: 1) to apply function f(M,n,K)
by changing n from s to N with a step 1; 2) to concatenate each line in
the matrix which return f(M,n,K) with required amount of zeros to make
lines of matrix N dimensional arrays; 3) to generate all possible permuta-
tions for any line of the matrix. The dimension of the truncated Hilbert













where the brackets [] stand for the floor function.
For example for the case of the filling 24/9 and K = 6 which is con-
sidered in Section 5.2, D6 = 2345553 which is almost 4.5 times smaller the
dimension of the full Hilbert space. Indeed, in this way one can reduce D
for the several order of magnitudes, but that will introduce errors, espe-
cially at small U . Here we estimate the errors in the following way. We
calculate the particle number fluctuations (variance) per lattice site
σi =
√
〈ni2〉 − 〈ni〉2 (D.5)
We assume that: if 〈ni〉+5σi < K, ∀i then error (in calculating expectation
values) is smaller than 0.0006%, if 〈ni〉+4σi < K then error is smaller than
0.006%, if 〈ni〉+3σi < K then error is smaller than 3% and if 〈ni〉+2σi < K
for any i then error is smaller than 5%. For the filling 24/9 an estimated
error for U = 10 is less than 0.006% and for U = 1 it becomes 5%.





The modified Bose-Hubbard model of Eq. (3.8) can be quite naturally nu-
merically treated by a Density Matrix Renormalization Group (DMRG)
approach, i.e., by optimising a Matrix Product State (MPS) representation
of the many-body wavefunction [156, 157]. A first requirement, as for al-
most any numerical treatment of bosons, is to truncate the local Hilbert
space down to few states, d = nmax + 1, with nmax the maximum allowed
particle occupation per site. The MPS ansatz is, at first sight, well suited
for periodic boundary conditions [158] but a practical implementation of
an algorithm over it has to face a number of subtleties and numerical in-
stabilities [157], especially in the case of a non-homogeneous system, like
here. At a difference to another recent work [86], then, it has been decided
to opt here not for an explicitly periodic MPS but rather to employ a more
standard open boundary (OBC) scheme with a trick. Namely, we repre-
sented a ring of M sites as two adjacent stripes of length M/2 linked by
only two extremal rungs on first and last site.
On one hand, such an approach implies an effective local dimension
deff = d
2, as well as a larger bond dimension m (i.e., the matrix dimen-
sion), and therefore a priori an extra cost in the tensor contractions involved
in the optimization process. On the other hand, though, it allows us to rely
on a unitary gauge from the left and the right border, with deep computa-
tional advantages:
i) The optimization problem can be casted into a standard eigenvalue prob-
lem, by means of exact contractions scaling as O(m3). This has to be
confronted with the situation for explicit PBC’s: there one has to face
the instabilities of a generalised eigenvalue solver, whose defining operators
are moreover obtained exactly with O(m5) operations [158]; approximate,
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slightly better scaling, strategies for PBC’s are also available, but they work
best on very long and uniform chains, which is not the case here [159, 160].
ii) The preservation of quantum numbers related to Abelian symmetries,
such as the U(1) particle number, is simple to implement, boost the com-
putational efficiency [156], and eliminates an uncertainty source by not
invoking any chemical potential [86].
iii) The splitting of a two-site (four-legged) optimised tensor into two single-
site (three-legged) ones assumes the clear meaning of an entanglement
renormalization (frommdeff tom states), thus giving a quantitative indica-
tion of the performed approximation and permitting a dynamical allocation
of symmetry sectors inside the tensors [156]. Such features compensate well
the extra deff cost involved in the contractions with respect to single-site
optimization.
In our simulations 2, we chose the local Hilbert dimension up to deff =
25 (i.e., nmax = 4) in the softer core case U = 1: this can be checked
“ex post” to be appropriate, by looking at the decay of site occupation
probability and confronting it to other approximations incurring in the
algorithm. The other main source of numerical uncertainty is given, of
course, by the number of states kept in the RG procedure (i.e., the bond
dimension of the MPS ansatz): for moderate ring sizes up to 80-100 sites,
as considered here, we have seen that m ' 200 already provides reliable
results.
2The data presented in this work have been obtained by an open-source code available
at www.dmrg.it
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