In this paper, we study the existence and uniqueness of solutions to the vertex-weighted Dirichlet problem on locally finite graphs. Let B be a subset of the vertices of a graph G. The Dirichlet problem is to find a function whose discrete Laplacian on G\B and its values on B are given. Each infinite connected component of G\B is called an end of G relative to B. If there are no ends, then there is a unique solution to the Dirichlet problem. Such a solution can be obtained as a limit of an averaging process or as a minimizer of a certain functional or as a limit-solution of the heat equation on the graph. On the other hand, we show that if G is a locally finite graph with l ends, then the set of solutions of any Dirichlet problem, if non-empty, is at least l-dimensional.
Introduction
Let G be a connected graph with at least two vertices, without loops or multiple edges. Let V = V (G) denote the set of the vertices of G. If v, w ∈ V are connected by an edge in G, we write v ∼ w. Let d v and v > 0 be the degree and the weight of a vertex v, respectively. Also let F = F(G) denote the set of real-valued functions on V (G).
The (vertex-weighted) Laplacian of G is defined by (see [3] )
otherwise.
We can view L as a function on F by setting ( ∈ F):
where v = √ v . The standard discrete Laplacian is obtained by considering the constant weight v = 1 on V. There has been a great deal of research on drawing parallels between the combinatorial Laplacian and the classical Laplacian in Analysis or Riemannian geometry [4, 5] . In this paper, we formulate the discrete Dirichlet problem for the vertex-weighted Laplacian of a locally finite graph G and illustrate the similarities between the discrete and continuous versions of the problem.
Classical Dirichlet problem:
In calculus, the Laplacian of a twice differentiable function : R n → R is a function whose value at a point x = (x 1 , . . . , x n ) ∈ R n is given by
Let U ⊂ R n be a bounded region with boundary jU . Let F : U → R and h : jU → R be given functions. The classical Dirichlet problem is to solve the following system of equations for ∈ C 2 (U ) ∩ C 0 (Ū):
x ∈ jU.
(1.3)
Under some conditions on jU and functions F, h (for example, if they are all smooth), there exists a unique solution to the above equations [6, Theorem 6.13] . A similar result is true for bounded regions on Riemannian manifolds. When the manifold M is compact without boundary, the Dirichlet problem (1.3) (without the boundary condition) may have none or infinitely many solutions, and so both existence and uniqueness of solutions fail in this case.
There is no general picture of the Dirichlet problem on unbounded regions. However, there are constructions of non-constant bounded harmonic functions on certain classes of non-compact manifolds [2] . Moreover, if E is a noncompact manifold with compact boundary jE, then it is possible to construct a non-constant and non-negative harmonic function which vanishes on jE; see [7] . We are particularly interested in obtaining the discrete version of this result (see Proposition 8) .
Discrete Dirichlet problem: Let B ⊆ V , f ∈ F, and B : B → R be given. Find ∈ F such that
(1.4)
We will think of B as the boundary of G and refer to B as the boundary condition. When f = 0, solutions of the above equations are called harmonic. Harmonic functions on graphs have been extensively studied in relationship with random walks on graphs [8] . Here, we mention a well-known example of this relationship. Consider a random walk on G and define a random variable (v) to be the first vertex in B that is visited by the simple random walk from v. Then the function
is harmonic. Here E means the expected value of a random variable.
The objective of this paper is to study the general Dirichlet problem on locally finite graphs (both finite and infinite cases) and give some results on the existence and uniqueness of solutions of (1.4).
The summary of results: For simplicity, we consider the case where the weights v are all equal to 1. We can always pass to this standard setting by using the following change of variables.
And so, without the loss of generality, we assume from now on that v = 1 for all v ∈ V . Next, define T ∈ F by 5) and define a linear map A : F → F by
(1.6)
Then is a solution of (1.4) iff
where I is the identity map on F. We show that (see Proposition 2): Solutions of (1.4) are fixed points of the function g : F → F defined by
If G is finite and ∈ F is arbitrary, then the sequence g (n) () gives approximate solutions to the Dirichlet problem (see Proposition 3). Here g (n) denotes the composition of g with itself n times. If f =0 and B =∅, then g is the averaging function i.e. it replaces the label at any vertex by the average of the labels of the neighboring vertices. If one iterates the process of averaging on a non-bipartite graph, starting from any initial ∈ F, the labels of the vertices converge to a harmonic function on V. We prove this and other results on finite graphs in Section 2. There is a continuous version of this averaging process that we will consider in Section 3.
If G is a locally finite graph with |V | = ∞, then the uniqueness of solutions of (1.4) fails in general; cf. Eq. (ii) If there are l ends, then the solution set of (1.4), if non-empty, is at least l-dimensional. In particular, the solutions of the Dirichlet problem are never unique.
When G is infinite, there is no general construction of solutions of the Dirichlet problem. However, under some conditions on B, f, and B , we prove the existence of uniformly bounded solutions (see Proposition 7).
Approximation solutions
Throughout this section, G is a finite connected graph and B is a fixed subset of V (possibly empty). Define a norm on F, the set of real functions on V, by setting
where d v is the degree of v in G. The map A, defined by (1.6) can be extended linearly to F C , the set of complex-valued functions on V. We first prove the following lemma about the eigenvalues of this extended map:
. Equality can occur if and only if B = ∅.
Proof. Let = 0 be a complex function on V such that A = . By definition of A and (2.1) we have
which implies that | | 1. We show that if B = ∅, then | | = 1. To the contrary, suppose | | = 1 and choose v ∈ V such that 
which implies that f is closed and part (iii) follows. To see part (ii), suppose f is closed and let
We show that 1 is not an eigenvalue of A 0 . Otherwise, let a non-zero ∈ F 0 satisfy A = . By considering the maximum of on V and applying a similar argument as in Lemma 1, we conclude that is constant on V. On the other hand v (v)d v = 0, and so = 0 which is a contradiction. It follows that I − A is invertible on F 0 . In particular, there exists 0 such that
Lemma 1 implies that, if B = ∅, the series
is convergent and ST is the unique solution of (1.4). In particular, the sequence g (n) ()=( n−1 0 A i )T +A n converges to the unique solution of (1.4), where g is defined by (1.8). A similar result holds when B = ∅ on all graphs with the exception of bipartite graphs. Recall that a graph G is called bipartite if V (G) can be partitioned to P ∪ Q such that every edge connects some vertex in P to some vertex in Q. Every cycle in a bipartite graph has even length. Conversely, if a graph is not bipartite, then there is at least one cycle of odd length. Consequently, every two vertices in a connected non-bipartite graph can be connected by a path of even length. We will make use of this characterization in the proof of Lemma 4. 
and so if z ∈ F , then g(z) ∈ F . By (2.2), for z 1 , z 2 ∈ F :
i.e. g is distance non-increasing on F .
Lemma 4. If G is not bipartite, then the inequality (2.7) is equality if and only if
Accepting this lemma for the moment, we complete the proof of Proposition 3 as follows. Since g is distance non-increasing, 8) which implies that the sequence g (n) () is bounded and so its closure C is compact. Let z be the closest point of C to y. Since g(z) ∈ C, we have g(z) − g(y) = g(z) − y z − y , by the choice of z. On the other hand, g is distance non-increasing and so g(z) − g(y) z − y . By comparing these inequalities, we get g(z) − g(y) = z − y . It follows from Lemma 4 that z = y and so y ∈ C. Let k i → ∞ be a sequence for which
We show that this convergence implies (2.6). Let > 0 and choose N such that for i N we have
This shows that lim g (n) () = y and the proof is completed.
Now we return to Lemma 4:
Proof of Lemma 4. Equivalently, we need to show that if As = s and s ∈ F 0 , then s = 0. But if the inequality in (2.2) is equality, then for all v ∈ V : | w∼v s(w)| = w∼v |s(w)| which implies that all of the s(w)'s have the same sign for w ∼ v. It follows that s(w 1 ) and s(w 2 ) have the same sign, if w 1 and w 2 are connected via a path of even length. But if G is not bipartite, every two vertices can be connected by such a path and so s(w) has a fixed sign, say non-negative, for all w ∈ V . Since s ∈ F 0 , this implies that s = 0.
If B = ∅ and G is bipartite, the sequence g (n) () does not need to converge. For example, let
where P and Q are the two partitions of G. Then for f = 0, the sequence g (n) () is an alternating sequence for a = b.
In the following proposition, we show that this alternating behavior is the typical behavior of the sequence g (n) () (if divergent).
Proposition 5.
Let G be a finite connected bipartite graph with partitions P and Q. Suppose f ∈ F is closed. Then for any ∈ F there exists z ∈ F with g (2) (z) = z such that
Proof. By (2.8), the sequence g (n) () is bounded, and so its closure C is compact. Choose z ∈ C such that
Since g is distance non-increasing, we have g(z) − g (3) (z) z − g (2) (z) . It follows from the choice of z that g(z) − g (3) (z) = z − g (2) (z) . By the proof of Lemma 4, we conclude that z − g (2) (z) has a fixed sign on P and a fixed sign on Q. On the other hand, a simple calculation shows v∈P g (2) 
It follows that g (2) (z) = z on P. Similarly g (2) (z) = z on Q. Since z ∈ C, by possibly replacing z by g(z), choose a subsequence n k → ∞ for which lim g (2n k +1) () = z. We show this implies that g (2n+1) () converges to z. Let > 0 and choose k large enough such that g (2n k +1) () − z < . Since g is distance non-increasing, for n > n k we have g (2n+1) () − z < , and the claim follows. The fact that g (2n) () → g(z) then follows from the continuity of g.
Dirichlet problem, heat equation and optimization

Heat equation:
In this section, we show that solutions to the Dirichlet problem (1.4) are limits of solutions to the heat equation on the graph G. A solution to the heat equation on G with initial condition
On the left hand side, j t X(t, v) is computed by fixing v and taking derivative with respect to t. On the right hand side,
X(t, v) is computed by fixing t and taking the discrete Laplacian of
Choose z ∈ F such that z = f on V \B and z| 
Y (t) = e −tĀ Y (0).
An argument similar to the one in the proof of Lemma 1 shows that all of the non-zero eigenvalues ofĀ have positive real parts. This implies that exp(−tĀ) is convergent as t → ∞ and subsequently Y (t) → Y for some Y ∈ F. It follows that X(t) is convergent to X = Y + z. On the other hand, X (t) → 0, and so by (3.1), we conclude that X = f on V \B and X|B = X 0 |B, i.e. X = z. The heat equation is the continuous version of the averaging function introduced in (1.8) in the following sense: the heat flow averages out a given function continuously toward a solution of (1.4) as t → ∞.
The averaging property of the heat equation is present in the continuous case as well. In particular, the solution X t (x) = X(t, x) of the heat equation j t X(t, x) = − X(t, x) starting at any X(0, x) = X 0 (x) on a compact manifold converge to a constant function as t → ∞.
Minimizing functions: Solutions to the Dirichlet problem (1.4) are also minimizers of certain functionals on F. Let B ⊆ V be a boundary of G (possibly empty) and B : B → R be a boundary condition. Let
If B = ∅, the above set is the same as F. We define the energy functional E on F by
Then solutions of the Dirichlet problem are extremal points of the functional
on S B . Conversely, every extremal point of H is a solution of (1.4) (one can check this by taking derivative with respect to the parameter (v)). We show below that H has a minimum point. This gives a second proof to the existence results in Section 2 (cf. Proposition 2). Let B = ∅ and suppose f is closed. We show that H has a lower bound in F depending on f. Choose a vertex v 1 ∈ V . Let ∈ F and without loss of generality assume min 
and so
for some C(f ) which depends only on f and G. Next we show that the minimum of H is realized at some ∈ F. Let i be a minimizing sequence and without loss of generality assume min v i (v) = 0 for all i. Since the sequence H ( i ) is convergent, the inequalities in (3.2) imply that E( i ) is bounded from above by some L > 0. Then
Hence i are uniformly bounded and so there is a convergent subsequence with a limit ∈ F. By construction, the minimum of H is realized at and so is a solution of (1.4).
Dirichlet problem on infinite graphs
A graph G is called locally finite, if the degree of each vertex in G is finite. We begin with stating the maximum principle:
Maximum principle: Let G be a finite connected graph with nonempty boundary B. Suppose is harmonic on V \B, i.e. = 0 on V \B. Then we have
Moreover if the maximum of occurs at v / ∈ B, then is constant on V \B • , where B • ⊆ B is the set of all w ∈ B with no neighboring vertex in V \B.
Proof. The proof is quite standard. If v /
∈ B realizes the maximum of on V \B, then every neighboring vertex realizes this maximum as well. Then one can take a minimal path from v to B to prove that (v) = (w) for some w ∈ B.
We define the width of G relative to B by 
It follows that for all u / ∈ B and w ∼ u, we have
Now we take a path connecting the vertex v to a vertex w ∈ B with dist(v, w) Wid(G, B) = W and use the inequality (4.4) repeatedly to conclude that
which implies (4.3).
The following proposition gives an existence result for solutions of (1.4). 
Proposition 7. Suppose G is a locally finite connected graph and B V (G) such that
Next, consider the following Dirichlet problem on G k :
By Proposition 2, this problem admits a unique solution on G k . We extend this solution to all of G by zero and call it k . By Lemma 6, (4.5) and (4.7), we have
and so k (w) is uniformly bounded for all k ∈ N and all w ∈ V . Hence there is a subsequence k i such that the function ∈ F, defined by
is well defined and satisfies the inequality (4.6). It is then straightforward to check that is a solution to the Dirichlet problem.
The existence result obtained in Proposition 7 is not the best one can hope for, especially if one considers harmonic functions. Suppose there exist constants C 1 , C 2 ∈ R such that ∀v ∈ B : C 1 B (v) C 2 , then there exists a function ∈ F that is harmonic on V \B with | B = B and ∀v ∈ V : C 1 (v) C 2 .
The proof of this statement is the same as the proof of Proposition 7 with the difference that one uses the maximum principle to get a uniform upper bound for the k 's.
Next, we address the uniqueness issue. If G is an infinite graph, then the Dirichlet problem can have more than one solution. For example, let V = Z and let i ∼ i + 1 for all i. Then the Dirichlet problem = 0 on V \{0}, (0) = 0, (4.8)
has infinitely many solutions, since for any fixed a ∈ Z the function (i) = ia is a solution to Eqs. (4.8). It turns out that uniqueness fails exactly because removing B from V (in this case removing 0) leaves a graph that has infinite connected components (see the Proposition below).
Recall that each infinite connected component of the graph obtained by removing B from G is called an end of G relative to B. In Riemannian Geometry, an end of a manifold M relative to a compact subset K is a noncompcat connected component of M\K. There are two types of ends in the Riemannian case: parabolic and non-parabolic that we define shortly. Suppose E is a noncompact connected end with boundary jE. If there exists a harmonic function u on E such that
