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We investigate the origin of the difference, which was noticed by Fey et al. [Phys. Rev. Lett.
104, 145703 (2010)], between the steady state density of an Abelian sandpile model (ASM) and
the transition point of its corresponding deterministic fixed-energy sandpile model (DFES). Being
deterministic, the configuration space of a DFES can be divided into two disjoint classes such that
every configuration in one class should evolve into one of absorbing states, whereas no configurations
in the other class can reach an absorbing state. Since the two classes are separated in terms
of toppling dynamics, the system can be made to exhibit an absorbing phase transition (APT) at
various points that depend on the initial probability distribution of the configurations. Furthermore,
we show that in general the transition point also depends on whether an infinite-size limit is taken
before or after the infinite-time limit. To demonstrate, we numerically study the two-dimensional
DFES with Bak-Tang-Wiesenfeld toppling rule (BTW-FES). We confirm that there are indeed
many thresholds. Nonetheless, the critical phenomena at various transition points are found to be
universal. We furthermore discuss a microscopic absorbing phase transition, or a so-called spreading
dynamics, of the BTW-FES, to find that the phase transition in this setting is related to the
dynamical isotropic percolation process rather than self-organized criticality. In particular, we
argue that choosing recurrent configurations of the corresponding ASM as an initial configuration
does not allow for a nontrivial APT in the DFES.
PACS numbers: 05.70.Fh,05.70.Ln, 64.70.qj,64.60.ah
I. INTRODUCTION
A fixed-energy ensemble [1–4] of sandpile models [5–
8] was introduced to interpret self-organized criticality
(SOC) [5, 9, 10] in the context of the absorbing phase
transition (APT) (for a review, see, e.g., Refs. [11, 12]).
The idea of introducing the fixed-energy sandpile model
(FES) stems from the similarity between a stable config-
uration of the sandpile model and an absorbing state. By
an absorbing state we mean a configuration that does not
change with time by the given dynamic rules. In a sense,
it was believed that the FES is to the sandpile model
as the canonical ensemble is to the grand canonical en-
semble in equilibrium statistical mechanics. By the same
token, a phase transition in a FES was expected to occur
at the steady state density of the corresponding sandpile
model.
However, it was noticed [13] that for a certain deter-
ministic fixed-energy sandpile model (DFES), the criti-
cal energy density is different from the steady state en-
ergy density of the corresponding Abelian sandpile model
(ASM) [6]. This observation clearly raises many ques-
tions. Why do some DFESs have the same critical density
but some do not? What is the origin of the difference?
Is the critical behavior of the FES at different transition
points universal? Can we expect similar differences in
the stochastic fixed-energy sandpile model (SFES)? The
aim of this paper is to answer these questions.
This paper is organized as follows. In Sec. II, we de-
fine the DFES in order to introduce the notations we are
using in this paper. In Sec. III, we discuss the APT in
the DFES. We show that in general the transition points
are dependent on the initial condition. Furthermore, we
show that transition points can vary, according to which
limit is taken first, the infinite-size limit or the infinite-
time limit. As a nontrivial example, Sec. IV numerically
investigates APTs in the Bak-Tang-Wiesenfeld (BTW)-
type FES (BTW-FES) in two dimensions. Indeed, the
critical point of the BTW-FES is found to vary with the
initial condition. We also show that the critical behavior
is universal. In Sec. V, we discuss the implication of our
observation to the SOC models and the SFES. In Sec. VI,
we summarize the work.
II. MODEL
In this section, we define the DFES to introduce the
notations in this paper. We consider a system with V
sites. A configuration of the system is specified by a
non-negative integer zi at each site i (1 ≤ i ≤ V ), which
is called the energy at site i. The time evolution of the
system is governed by a V × V integer matrix F , to be
called a toppling matrix (TM), with the following prop-
erties:
1. Fij ≤ 0, if i 6= j,
2. Fii = −
∑
j 6=i Fij .
A TM is said to be irreducible if, for any ordered pair
of two different site indices (i, j) (1 ≤ i, j ≤ V ), there is
an ordered set of different indices (k1, k2, . . . , kn−1) such
that
∏n−1
l=0 Fklkl+1 6= 0, where k0 ≡ i and kn ≡ j. Obvi-
ously, Fii > 0 for all i if F is irreducible. In this paper, a
TM is always assumed irreducible. For a given TM, we
will say that site i is active if zi ≥ Fii. An active site i
will topple and distribute its energy to other sites in such
a manner that zj 7→ zj − Fij for all j.
2We consider two rules of time evolution. One is the
parallel update rule (PU), and the other is the random
sequential update rule (RSU). In the PU, all active sites
at time t topple simultaneously and the configuration at
time t+ 1 becomes (i = 1, . . . , V )
zi (t+ 1) = zi (t)−
N∑
n=1
Fjni, (1)
where jn’s are the indices of the active sites at time t and
we have assumed that there are N active sites. If there
are no active sites, the system does not change with time.
In this sense, any configuration without active sites is an
absorbing state.
In the PU, the system evolves deterministically and
time takes integer values. In the RSU, on the other hand,
the system evolves stochastically and time takes contin-
uous values. Assume that there are Nt active sites at
time t. One of the active sites is randomly chosen with
equal probability, and energy at every site j at time t+dt
becomes
zj (t+ dt) = zj (t)− Fij , (2)
where dt is an exponentially distributed random number
with mean 1/Nt and i is the index of the chosen active
site. As in the PU, the system does not change with time
if it is in an absorbing state.
The RSU actually simulates the master equation
∂
∂t
P (C, t) =
∑
j
P (Cj , t)−N(C)P (C, t), (3)
where P (C, t) is the probability of being in configuration
C at time t, N(C) is the number of active sites in con-
figuration C, and Cj is the configuration constructed by
adding Fji to zi for all i in configuration C. Note that
P (Cj , t) = 0 if Cj has a site with negative energy.
Due to the second property of a TM, the total energy
defined as
E ≡
∑
i
zi (4)
does not change with time. When the total energy is low,
it is likely that the system will eventually fall into one
of the absorbing states. Meanwhile, if the total energy
is high, the system may change with time indefinitely.
Hence, as the total energy varies, the system can exhibit
an APT. In the next section, we will discuss the general
features of the APT exhibited by the DFES.
III. ABSORBING PHASE TRANSITIONS:
GENERAL FEATURES
If there is nonzero probability current going into an
absorbing state from any configuration, a system with a
finite configuration space will eventually fall into an ab-
sorbing state (for a proof, see, e.g., Ref. [14]). Thus,
loosely speaking, a sharp phase transition can be de-
fined only if there are configurations with zero probability
current going into an absorbing state. For instance, in
the contact process [15], which is a prototypical model
of an APT, such configurations can emerge only under
the infinite-size limit. Accordingly, the infinite-size limit
should be taken before the infinite-time limit to study
a nontrivial APT of the contact process. Actually, this
order of the two limits is generally taken for a phase tran-
sition of a dynamic system.
As we will see soon, however, the DFES is somewhat
exceptional in that a finite system can have configura-
tions with zero probability current going into any of ab-
sorbing states. Hence, a nontrivial transition can exist in
a finite system. Even in the case that a phase transition
is well defined only in the infinite-size limit (see below),
it can exist regardless of whether the infinite-size limit
is taken before or after the infinite-time limit. However,
the definition of an order parameter that is used to locate
a transition point should depend on which limit is taken
first. In the following, we define three different order
parameters and discuss the general features of a phase
transition associated with each one.
A. Order parameter φ1
Due to the deterministic nature of the PU, the fate of
a finite system (to survive or not to survive) is already
determined from the outset. The RSU cannot change
the fate because of the Abelian property of toppling [6].
On this account, we can define, regardless of the update
rules, the survival function S of configurations as
S(C) = lim
t→∞
Pra(t|C), (5)
where Pra(t|C) is the probability that the system at time
t has active sites if it starts from configuration C at t =
0 (under the PU, Pra is either 1 or 0). Note that the
infinite-size limit is not assumed in Eq. (5).
Since the possible value of S is either one or zero, we
can divide the set of all configurations by the two disjoint
sets I and A,
I = {C|S(C) = 0}, A = {C|S(C) = 1}. (6)
In fact, both I and A can be further divided into many
disjoint classes according to the toppling invariant [16]
as well as total energy. For our purpose, however, it is
enough to consider only these two classes.
Since any configuration with a total energy lower than
min{Fii} cannot have an active site, I is not empty and
the energy of a configuration in A cannot be lower than
min{Fii}. Likewise, since any configuration with a total
energy higher than
∑
i(Fii−1) cannot be absorbing, A is
not empty and the energy of configurations in I cannot
be higher than
∑
i(Fii − 1). Thus, the total energy of
3configurations in I (A) is bounded from above (below).
Considering the existence of the bounds, we define
ZM = sup {E(C)|C ∈ I} , ζM ≡ ZM
V
,
Zm = inf {E(C)|C ∈ A} , ζm ≡ Zm
V
, (7)
where, and in what follows, E(C) means the total energy
of configuration C. Obviously, ZM =
∑
i(Fii−1) for any
TM (note that the configuration with zi = Fii − 1 for
all i is an element of I). Although we could not find a
general formula of Zm applicable to any TM, we found
for a symmetric TM (see Appendix A),
Zm =
1
2
∑
i
Fii. (8)
Since any configuration with energy ZM + 1 or higher
always has an active site, Zm cannot be larger than ZM+
1. In Appendix B, we show that for a symmetric TM
the relation Zm = ZM + 1 holds if and only if it is a
tree (for the definition of a tree, see Appendix B). In the
following discussion, we will mostly assume Zm ≤ ZM
and the phase transition of a tree will be discussed only
at the end of this section.
Let an initial configuration be randomly drawn from a
probability distribution P0(C; ζ, V ), where V is the num-
ber of sites and ζ is the (mean) energy density satisfying
the self-consistent condition
ζ =
1
V
∑
C
E(C)P0(C; ζ, V ). (9)
Although the total energy of a configuration should be an
integer, ζ in Eq. (9) can take any positive real number.
When the infinite-size limit is involved, we will always
assume
lim
∆→0
1
∆
lim
V→∞
Prob
(∣∣∣∣EV − e
∣∣∣∣ < ∆2
)
= δ(e − ζ). (10)
Now, we define
φ1(ζ;V ) ≡
∑
C
S(C)P0(C; ζ, V ), (11)
which lies in the range 0 ≤ φ1 ≤ 1. If we take φ1 as
an order parameter of an APT, as was implicitly done in
Ref. [13], we can in fact make any value of ζ in the range
ζm ≤ ζ ≤ ζM be a transition point by an appropriate
choice of P0. To affirm this claim, we consider the initial
distribution
P0(C, ζ;V ) =[1− f(ζ)]PI(C, ζ) + f(ζ)PA(C, ζ), (12)
where PI and PA are any probability distributions with
the restrictions
PI(C, ζ) = 0 if C ∈ A, PA(C, ζ) = 0 if C ∈ I,
V ζ =
∑
C
E(C)PI(C, ζ) =
∑
C
E(C)PA(C, ζ), (13)
and f(ζ) is an arbitrary function only with the restric-
tion 0 ≤ f(ζ) ≤ 1. For any TM, we can in principle
find PI and PA with the above properties as long as
ζm ≤ ζ ≤ ζM , because there should be at least two con-
figurations C1 and C2 such that C1 ∈ I, C2 ∈ A, and
E(C1) = E(C2) = E for any (integer) energy in the range
Zm ≤ E ≤ ZM . With this initial condition, φ1(ζ) = f(ζ)
obviously. Thus, by choosing appropriate f , we can have
a phase transition at any point. Even more, we can have
any arbitrary value β as a ‘critical’ exponent of the order
parameter φ1, by taking f(ζ) ∼ |ζ − ζc|β for |ζ − ζc| ≪ 1
(in fact, the system at that transition point is not critical,
because the transition occurs in a finite system).
Since the system size is not involved in the above dis-
cussion, a phase transition can exist even for finite V . In
case we want φ1 to show a sharp phase transition only
in the infinite-size limit, we only have to replace f(ζ)
by a V -dependent function g(ζ, V ) such that g is strictly
positive for any finite V and limV→∞ g(ζ, V ) = f(ζ).
We now use an example to support the above conclu-
sion. Consider the TM (1 ≤ i, j ≤ V )
Fij = 4δij − 2δ|i−j|,1 − 2δ|i−j|,V−1, (14)
which was called the bracelet graph in Ref. [13]. Accord-
ing to the above discussion, we get Zm = 2V , ZM = 3V
or ζm = 2, ζM = 3. Now we will give an initial condition
yielding a transition point in the range 2 ≤ ζc ≤ 3.
Since parity is conserved at all sites in any toppling
event [13], the number wi of pairs at each site i, defined
as
wi =
1
2
(zi − bi), (15)
where bi = zi (mod 2), will determine the fate of the
system. Note that the dynamics of wi is identical to the
DFES with the TM
F˜ij = 2δij − δ|i−j|,1 − δ|i−j|,V−1, (16)
which is exactly solvable [17]. Since Zm = ZM = V for
F˜ , S(C) for F is
S(C) =
{
1, if E(C) > 2V +B,
0, if E(C) < 2V +B,
(17)
where B =
∑
i bi. Note that B is a constant of motion (in
fact, each bi is a constant of motion). If E(C) = 2V +B,
S(C) can be either 1 or 0, depending on how energy is
distributed. For the present purposes, however, we do
not have to care about this case.
Now we choose the initial condition as
zi = bi + ξi, (18)
where bi is a random number taking either 1 or 0 with a
restriction
∑
i bi = B for a certain fixed B (0 ≤ B ≤ V )
and ξi’s are independent and identically distributed ran-
dom variables with the common distribution Pbg(n) with
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FIG. 1. Plot of ζc vs λ for the TM (14) with the initial
condition (18) together with the distribution (23).
average ζ0 =
∑∞
n=0 nPbg(n). The mean energy density
of the whole system is ζ = ζ0 + B/V . For the moment,
we do not specify the form of Pbg(n).
As has already been discussed, wi defined in Eq. (15)
will determine the transition point. With the above ini-
tial condition, the mean value of pairs at site i with bi = 1
is
2〈wi〉 =
∞∑
k=1
2k [Pbg(ξi = 2k − 1) + Pbg(ξi = 2k)]
= ζ0 +
∞∑
k=0
Pbg(ξi = 2k + 1) = ζ0 + po, (19)
and at site j with bj = 0 it is
2〈wj〉 =
∞∑
k=1
2k [Pbg(ξi = 2k) + Pbg(ξi = 2k + 1)]
= ζ0 −
∞∑
k=0
Pbg(ξi = 2k + 1) = ζ0 − po, (20)
where po ≡
∑∞
k=0 Pbg(2k+1) is the probability that ξi is
an odd number. Denoting the mean density of pairs by
〈w〉, we get
2〈w〉 ≡ 2λ〈wi〉+ 2(1− λ)〈wj〉 = ζ0 − (1− 2λ)po, (21)
where λ = B/V . Note that if Pbg(n) 6= 0 for all n, then
the probability for the total number of pairs to exceed V
is nonzero for any finite ζ0 and, in turn, a phase transition
can be well defined only under the infinite-size limit.
Now, we take an infinite V limit with λ and ζ0 fixed.
If the variance of Pbg is finite, the central limit theorem
ensures that the distribution of the density of pairs be-
comes a delta function under this limit. Thus, the tran-
sition point ζc is determined by the condition 〈w〉 = 1,
which gives
ζc = 2+ λ+ (1 − 2λ)po. (22)
Interestingly, if we choose λ = 0.5, ζc becomes the SOC
critical density 2.5 [13], regardless of the form of po. Ex-
cept for the case of λ = 1/2, ζc should depend on po and
λ.
To be specific, we solve the case with the Poisson dis-
tribution
Pbg(ξi = n) =
ζn0
n!
e−ζ0 , (23)
which gives
po =
1− e−2ζ0
2
=
1− e−2(ζ−λ)
2
. (24)
We depict the numerical solution ζc as a function of λ in
Fig. 1. Note that in Ref. [13] the above equation with
λ = 0 was studied.
For purposes of later discussions, we also consider an-
other initial condition
zi = di + ξi, (25)
where ξi is the same as in Eq. (18) and di is a ran-
dom number that takes either 2 or 3 with the restriction∑
i di = D (2V ≤ D ≤ 3V ). Since 〈w〉 is already 1 even
if ξi = 0 for all i, φ1 = 1 for any ζ0 > 0 in the infinite V
limit.
Notice that a configuration with zi = 2 or 3 for all i is
a recurrent configuration of the corresponding ASM with
two dissipative boundary sites at i = 1 and i = V [13].
This example seems to suggest that there is no nontrivial
transition if an initial configuration of a DFES is con-
structed by adding energy to a recurrent configuration of
the corresponding ASM. Later, we will argue that this is
a general feature of the DFES model.
Now, we will discuss a tree. Since ζm = ζM in the
infinite V limit in this case, there is a unique transition
point ζc = ζm if the initial energy density distribution
becomes a delta function in the infinite-size limit. This
was observed numerically in Ref. [13] for some trees.
Although we have only used symmetric TMs for illus-
tration, we would like to emphasize that the existence of
many transition points does not depend on whether or
not a TM is symmetric.
B. Order parameter φ2
To define another order parameter, we consider the
steady state density ρ(C) of active sites, where ρ is re-
garded as a function of the initial configuration C. We
define ρ(C) for the PU as
ρ(C) ≡ lim
T→∞
1
T
T∑
t=0
n(Ct)
V
, (26)
where Ct is the configuration at (integer) time t with
C0 = C and n(Ct) is the number of active sites in the
5configuration Ct. For the RSU we define ρ(C) as the
average density of active sites in the steady state of the
master equation (3) if the system evolves from the con-
figuration C. Obviously, ρ(C) = 0 irrespective of update
rules if S(C) = 0.
Although S(C) = 1 implies ρ(C) > 0, ρ(C) generally
depends on the update rule. For example, consider a con-
figuration (0202) for the TM F˜ in Eq. (16) with V = 4.
Obviously, ρ(C) = 1/2 for the PU. In the RSU, there are
two possible patterns, (0202) and (1012), up to transla-
tion. Since the average waiting time to the next jump of
the first pattern is 1/2 while that of the second pattern is
1, the probability that the first (second) pattern is found
in the steady state is 1/3 (2/3). Thus, ρ(C) = 1/3 when
the RSU is employed.
Now, we define the second order parameter φ2 as
φ2 ≡
∑
C
ρ(C)P0(C; ζ, V ), (27)
where P0 is the initial distribution and ζ satisfies Eq. (9).
As we have shown, φ2 depends on the update rule, which
should be contrasted with φ1. Since ρ(C) ≤ S(C) for any
C, φ2 cannot be larger than φ1. Thus, φ1 = 0 implies
φ2 = 0. For finite V , φ1 6= 0 should imply φ2 6= 0. Thus,
a phase transition point for finite V , if it exists, is the
same irrespective of whether φ1 or φ2 is used as an order
parameter.
Although transition points for finite V do not depend
on which order parameter is used, it is nontrivial to an-
swer whether or not the infinite-size limit affects this
conclusion. This is because there are configurations such
that ρ(C)→ 0 under the infinite V limit, while S(C) = 1
for any V . For example, if C = · · · 1111201111 · · · for
the TM (16), ρ(C) = 1/V → 0 while S(C) = 1 for any
V . In Appendix A, we show that it is always possible
to construct such a configuration with E = Zm for any
symmetric TM. If such configurations exist for any E in
the range Zm ≤ E ≤ ZM , we cannot exclude the possi-
bility that φ1 and φ2 for the same initial condition can
give different transition points in the infinite-size limit.
Presumably, an ignorant preparation for the initial con-
dition as independent and identical Poisson distributions
would not generate such complications. This might be an
interesting question, but we will not pursue the difference
in φ1 and φ2 any further in this paper.
C. Order parameter φ3
In the previous two sections, the infinite-size limit,
when necessary, is preceded by the infinite-time limit.
Now we discuss the consequence of changing the order of
the two limits.
If the infinite-size limit is taken first, we cannot assign
a unique value to S(C), introduced in Sec. III A, irrespec-
tive of the update rule. For example, consider the TM
t = 0 : 0000222222222222222222220000
t = 1 : 0001122222222222222222211000
t = 2 : 0001212222222222222222121000
t = 3 : 0002031222222222222221302000
t = 4 : 0010213122222222222213120100
t = 5 : 0011031312222222222131301100
FIG. 2. Time evolution of the DFES with the TM (16) for the
initial configuration (32) with V = 80. The PU is employed.
At every time step, the length of the middle string of 2’s
(underlined) decreases by 2.
(16) with the following initial configuration
zi =
{
2, if i (mod 3) = 0,
0, otherwise,
(28)
which resembles · · · 002002002002 · · · in a one-
dimensional infinite lattice. If the PU is employed,
the system falls into an absorbing state in one unit time
even if the system size is infinite. However, if we employ
the RSU, that is, the master equation, the probability
that this configuration evolves into an absorbing state
in finite time is zero. Still, the density of active sites
is zero in the infinite-time limit (the average density of
active sites at time t in the RSU is e−t/3).
As this example suggests, it is appropriate to study the
time dependence of the density of active sites. From the
above consideration, we define the third order parameter
φ3 as
ρa(t) = lim sup
V→∞
∑
C
n(C, V ; t)
V
P0(C; ζ, V ), (29)
φ3 = lim
t→∞
ρa(t), (30)
where n(C, V ; t) is the number of active sites averaged
over ensembles at time t when the system evolves from
the initial configuration C. For convenience, we will ex-
clusively refer to ρa(t) as the activity density (at time t).
Although we did not mention it explicitly, the infinite-size
limit above should be understood as lim sup to guarantee
the existence of the limit for any sequence of P0.
It may be tempting to claim that if S(C) = 0 for any
finite V , the limit of n(C, V ; t) should be
lim
t→∞
lim
V→∞
n(C, V ; t)
V
= 0. (31)
However, it is not true in general. For example, consider
again the TM (16) with an initial configuration C0,
zi =
{
2, if 1 ≤ i ≤ V/4,
0, otherwise.
(32)
6Since the energy density is not larger than 1/2, the con-
clusion in Sec. III A ensures that S(C0) = 0 for any V .
The behavior of n(C0, V ; t) for infinite V can be easily
understood by an example; see Fig. 2. Under the PU, the
length of the middle string of consecutive 2’s (underlined
in Fig. 2) decreases by 2 at every time step. Thus, for
any 0 < ǫ ≪ 1, it takes ǫV for the string to decrease by
2ǫV . Thus, in the infinite V limit, the activity density
should remain 1/4 for any finite t. Hence we get
lim
t→∞
lim
V→∞
n(C, V ; t)
V
=
1
4
, (33)
although S(C0) = 0 for any V .
This example shows that, if the infinite V limit is taken
before the infinite t limit, φ3 can be positive even if ζ <
ζm. That is, the transition point need not be restricted
to be in the range ζm ≤ ζc ≤ ζM , even if Eq. (10) is
satisfied. This feature is in fact not limited to the DFES.
This conclusion can be literally applicable to stochastic
models; see Sec. VC.
If the initial configuration is homogeneous in that any
region with volume αV for any 0 < α < 1 has the same
probability distribution of intensive parameters (such as
energy density) as P0 itself in the infinite V limit, φ1
and φ3 seem to give the same transition point. In fact,
however, this is not valid unless the TM is also locally
the same. We will clarify this point using an example.
Let us consider a symmetric 2V × 2V TM G con-
structed by connecting a site i of TM (14) with V sites to
a site j of TM (16) with V sites such that Gij = Gji =
−1, Gii = 3, and Gjj = 5 (1 ≤ i ≤ V, V < j ≤ 2V ).
In the infinite V limit, ζm = 3/2. We now consider the
initial condition such that the probability that site i has
energy z is ζze−ζ/z! for all i, where ζ = 5/4. It is homo-
geneous in the sense of the above criterion. However, φ3
for this initial condition is nonzero even though ζ < ζm,
because the activity density in the region governed by
the TM (16) saturates to a nonzero value if the infinite-
size limit precedes the infinite-time limit. Hence, a ho-
mogeneous initial condition is not sufficient to guarantee
the existence of a unique transition point irrespective of
whether one studies φ1 or φ3.
It does not seem feasible to find a general condition
under which φ1 and φ3 can give the same transition point.
Both should be studied separately to fully understand the
DFES. Notwithstanding, space homogeneity in both P0
and the TM seems to give the same transition point for
φ1 and φ3, which will be demonstrated using a concrete
model in the next section.
IV. BTW-FES
Although the general conclusion in the previous sec-
tion is in principle applicable to any DFES, to control
the transition point via the initial distribution requires
explicit information of the set A. For the bracelet-graph
case, this explicit information is available, which makes
it possible to control the transition point at will. In gen-
eral, it is difficult, if not impossible, to find the analytic
expression for A. Despite the lack of full information
about A, however, we will show that the existence of
various transition points can be easily demonstrated.
In this section we study the DFES associated with the
two-dimensional BTW model. The model, which will be
called the BTW-FES, has the following TM
Fx,y =


4, x = y,
−1, |x1 − y1| = 1 or L− 1, x2 = y2,
−1, |x2 − y2| = 1 or L− 1, x1 = y1,
(34)
where x ≡ (x1, x2) and y = (y1, y2) (xi, yi = 1, 2, . . . , L
for i = 1, 2) are two-dimensional vectors for the sites of
a square lattice with size V = L2.
The initial condition we use is
zx = hx + ξx, (35)
where 0 ≤ hx ≤ 3 and ξx’s are drawn from the multino-
mial distribution (M is an integer and δ is the Kronecker
delta symbol)
Pr({ξx = nx}) = M !
(∏
x
pnx
x
nx!
)
δ
(
M,
∑
x
nx
)
, (36)
where px ≥ 0 for all x with the constraint
∑
x
px = 1. In
simulations, we set hx = ho (he) if x1+x2 is odd (even).
That is, the initial configuration is set by adding energy
to the checkerboard configuration
· · · ... ... ... ... · · ·
· · · he ho he ho · · ·
· · · ho he ho he · · ·
· · · he ho he ho · · ·
· · · ho he ho he · · ·
· · · ... ... ... ... · · ·
(37)
according to the distribution Eq. (36). In the infinite
V limit, we keep ζ0 ≡ M/V to be constant. The total
energy density is ζ = ζ0+(ho+he)/2, which is considered
the tuning parameter.
In this section, we will only show simulation results
of the case where px = V
−1 for all x, which makes the
multinomial distribution indistinguishable from the Pois-
son distribution,
Prob({ξx = nx}) =
∏
x
ζnx0
nx!
e−ζ0 , (38)
in the infinite-size limit. The multinomial distribution
with uniform px is implemented by repeating the follow-
ing procedureM times: We choose a site at random with
equal probability. Then, the energy at that site increases
by one.
7TABLE I. Numerical values of ζho,he of the BTW-FES for
four sets of ho and he. The numbers in parentheses indicate
errors of the last digits. Except for ζ2,2, the estimates for
infinite L are from the simulations discussed in Sec. IVB. For
the discussion as to why ζ2,2 → 2 as L→∞, see the text.
L ζ0,1 ζ1,1 ζ0,2 ζ2,2
27 2.124 997(1) 2.133 886(1) 2.117 107(1) 2.133 98(1)
28 2.125 023(1) 2.133 902(1) 2.117 133(1) 2.119 88(1)
29 2.125 034(1) 2.133 909(1) 2.117 144(1) 2.108 97(2)
210 2.125 038(1) 2.133 912(1) 2.117 147(1) 2.100 21(3)
211 2.125 038(1) 2.133 913(1) 2.117 148(1) 2.092 96(5)
212 2.125 038(2) 2.133 913(1) 2.117 149(1) 2.086 86(9)
...
...
...
...
...
∞ 2.125 04(1) 2.133 914(4) 2.117 15(1) 2
A. Phase transition points: Analysis of φ1
Employing the method in Ref. [13], we find the transi-
tion point determined by the order parameter φ1. Note
that the case studied in Ref. [13] corresponds to ho =
he = 0 in our setting. To be self-contained, we explain
the simulation method [13]:
Step 1: We prepare for the checkerboard configuration
Eq. (37).
Step 2: We choose a site randomly and increase energy
at that site by 1, then toppling begins.
Step 3: We wait until either the system falls into an ab-
sorbing state or all sites have toppled at least once.
Step 4–1: If the system falls into an absorbing state, we
go back to step 2 with the present absorbing state.
Step 4–2: If all sites have toppled at least once, the sim-
ulation is terminated and we go back to step 1.
The energy density e = E/V at step 4–2 is a random vari-
able we are interested in and we calculated its average,
denoted by ζho,he , and the standard deviation, denoted
by σho,he .
Simulation results for certain combinations of ho and
he are summarized in Table I. The error of ζho,he is esti-
mated as 3σho,he/
√
NE , where NE is the number of re-
alizations for the given parameters. We also studied the
case ho = he = 0 and obtained a consistent result with
Ref. [13] (data not shown). As can be seen from Table I,
transition points indeed depend on the initial condition.
The behavior of ζ2,2 is quite distinct from the other
cases in two respects. First, ζ2,2 does not show any symp-
tom of saturation up to L = 212 unlike the other cases,
which makes it difficult to estimate the transition point
accurately from this type of study. Second, as shown in
Fig. 3, the probability distribution of the energy density
e is well approximated by a Gaussian for other cases,
while that for ho = he = 2 deviates significantly from a
Gaussian.
The configuration Eq. (37) with ho = he = 2 is actually
a recurrent configuration of the BTW model. Now, we
will argue that φ1 in the infinite-size limit is nonzero
for any nonzero ζ0 if hx’s in Eq. (35) form a recurrent
configuration of the BTW model.
Whether a stable configuration of the BTW model is
recurrent is determined by the burning algorithm [6]. If
all sites in a configuration are burnt by the burning al-
gorithm, adding energy to every boundary site by the
amount of dissipated energy per toppling there will make
all sites topple once and come back to the original con-
figuration. Therefore, in the context of the BTW-FES,
the burning algorithm implies that the increase of en-
ergy density by 4/L is enough to make the system active
if hx’s form a recurrent configuration.
Since the boundary is a kind of an infinite percolating
cluster, a random energy distribution with small ζ0 has
no chance to have such a percolating cluster of sites with
added energy, in the infinite-size limit. The burning-
algorithm argument can at best provide a crude possibil-
ity that a negligible density increase might be enough to
make the system active.
A more plausible scenario is provided by Ref. [18],
where it is shown that the addition of a finite, but large,
amount of energy (note that the density change is still
zero) to the configuration (37) with ho = he = 2 in the
infinite L limit is enough for toppling to continue for-
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FIG. 3. Semilogarithmic plots of probability density of the
reduced parameter x = (e− ζho,he)/σho,he for ho = 0, he = 1
(open symbols) and ho = 0, he = 2 (solid symbols). The
systems sizes are L = 27 (squares), 28 (circles), and 29 (tri-
angles). For comparison, the Gaussian distribution with zero
mean and unit variance is also drawn by a dashed curve. Inset:
Plots of normalized probability density for ho = he = 2 on a
semilogarithmic scale. The system sizes are L = 27 (squares)
and 29 (triangles). The Gaussian distribution which is de-
picted by a dashed curve deviates significantly from P (x).
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FIG. 4. Plots of the effective exponent −δeff(t) around the
critical point as a function of t−0.3 for (a) ho = 0, he = 1,
(b) ho = he = 1, and (c) ho = 0, he = 2. Although the
transition points are different, the decay exponent for every
case is 0.38±0.01, which supports that all belong to the same
universality class.
ever. To use this observation, let us consider N = N2
sites forming a square (1 ≪ N ≪ L). The probabil-
ity that all these sites are active in the initial config-
uration should be larger than ζ4N0 . So if V ζ
4N
0 ≫ 1 or
V ≫ exp[4N ln(1/ζ0)], the initial configuration with high
probability has a region with a compact cluster of a large
number of active sites for nonzero ζ0. Since the toppling
dynamics in this region is more or less similar to that in
Ref. [18], the activity density cannot decay to zero. That
is, the system is in the active phase for any nonzero ζ0.
This argument seems consistent with the numerical re-
sults. Assuming ζ2,2 approaches 2 as L → ∞, a naive
fitting shows that
ζ2,2 − 2 ≈ 0.65(log2 L)−0.8. (39)
That is, for a system to have nonzero activity for a given
ζ0(≪ 1), the system size V should be much larger than
exp(ζ−1.250 ). It seems to suggest that the size of the com-
pact cluster with N ∼ ζ−1.250 would make the system
active. Since the estimate is based on a very crude ap-
proximation, the accuracy should not be taken too seri-
ously.
To confirm, we also simulated the case ho = 1, he = 3,
which is also a recurrent configuration of the BTW
model. As in the case of ho = he = 2, we observed a
slow saturation and a non-Gaussian distribution (data
not shown). Thus, we conclude that a recurrent configu-
ration is not a suitable initial condition for studying the
APT in the DFES, once the corresponding ASM has a
negligible fraction of boundary sites in the infinite-size
limit.
B. Quest for a universality class: Analysis of φ3
In this section, we seek an answer for the following
three questions. Do φ1 and φ3 give the same transition
point for the initial condition Eq. (35)? Is the system
at the transition point critical? If so, is critical behavior
universal?
These questions can be simultaneously answered by
investigating the activity density ρa(t), which is defined
in Eq. (29). If dynamic critical phenomena do exist, the
activity density at the critical point decreases with time
in a power-law fashion as (δ, χ > 0)
ρa(t) ∼ t−δ
[
1 + c˜t−χ + o(t−χ)
]
, (40)
where δ is the critical-decay exponent, χ is an expo-
nent governing the leading corrections to scaling, o(t−χ)
stands for the collection of all terms that decay faster
than t−χ, and c˜ is a constant. In the active phase where
φ3 is nonzero, ρa(t) should eventually saturate to φ3.
Meanwhile, in the absorbing phase where φ3 is zero, ρa(t)
decays to zero exponentially (or at least faster than the
critical decay t−δ).
The different behavior in each phase is clearly dis-
played by the effective exponent
− δeff(t) ≡ ln[ρa(t)/ρa(t/b)]
ln b
, (41)
where b is a constant larger than 1. At the critical point,
the effective exponent in the asymptotic regime should
behave as
−δeff(t) = −δ − ct−χ + o(t−χ), (42)
where c = c˜(bχ−1)/ ln b. If we plot −δeff(t) as a function
of t−χ with the correct value of χ, the effective exponent
at the critical point becomes a straight line for large t,
which should cross the ordinate at −δ. On the other
hand, if the system is in the active (absorbing) phase the
effective exponent should eventually veer up (down) as
t−χ decreases.
Now, we present the simulation results. The sys-
tem size in our simulations is 60 000 × 60 000 (that
is, L = 60 000) and we observed the dynamics up to
tmax = 10
6 for the case of ho = he = 1 and up to
tmax = 3×105 for the cases of ho = 0, he = 1 and ho = 0,
9he = 2. To ensure that we indeed observed the infinite-
size limit, we also simulated the system with smaller size
(L = 20 000, actually), to find almost identical behavior
up to the observation time (data not shown). We also
checked whether the asymptotic behavior can depend on
the update rule. We found that the statistically signifi-
cant difference is observed only for short time (t ≤ 10)
and the long time behavior is almost identical. So we
only show the behavior of the system evolving according
to the PU.
Figure 4 shows the behavior of the effective exponents
with b = 10 for (a) ho = 0, he = 1, (b) ho = he = 1,
and (c) ho = 0, he = 2. The activity density for each
parameter set is the result of the average over 100 inde-
pendent runs. Although Fig. 4 uses χ = 0.3, varying χ
from 0.2 to 0.4 also makes the middle curve resemble a
straight line. Estimating the error of the exponents by
the range of extrapolated values for different χ, we con-
cluded that the critical behavior is indeed universal with
δ = 0.38 ± 0.01. The estimated critical energy density
for each case is listed on the last line of Table I, which
strongly supports that φ1 and φ3 give the same critical
point. Hence, the answers to the three questions raised
in the beginning of this section are all positive. Notice
that in Ref. [4] δ was estimated as 0.41 for the case of
ho = he = 0. Since the critical point was set to be 2.125
in Ref. [4], which actually corresponds to the absorbing
phase [13], slightly larger value than ours is consistent
with our estimate.
When ho = he = 2, we claimed that the system is
in the active phase for any ζ > 2. Now we discuss the
behavior of the activity density in this case. When ζ is
close to 2, the initial activity density is very small [ap-
proximately (ζ− 2)2/2] and the typical distance between
two active sites in the initial configuration is ∼ 1/(ζ−2).
So the activity density is likely to decrease very quickly in
the early stage. But eventually the initial compact clus-
ter of active sites, discussed at the end of the previous
subsection, will play a dominant role and the activity
should spread throughout the system. To confirm this
anticipation, we simulated the system with L = 20 000
for ho = he = 2. The result of eight independent runs
is shown in Fig. 5. As anticipated, the density decays
very quickly up to ρa ≈ 10−8. Actually, six out of eight
runs lost all active sites around t = 100. However, the
activity density in the two remaining runs eventually in-
creased and saturated to a finite value, as anticipated.
As this example shows, it is very hard to confirm numer-
ically that the system is in an active phase for very small
ζ0.
C. Microscopic absorbing phase transitions
In this section, we study a phase transition of
‘avalanche’ dynamics initiated by adding a unit energy
to a randomly chosen site in an absorbing state of an in-
finite system. Since the system is infinite, the location of
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FIG. 5. Plot of ρa vs t for ho = he = 2 and ζ = 2.07.
the site chosen for adding energy in the beginning will be
set as the origin without loss of generality. We are now
interested in whether the avalanche dynamics can con-
tinue forever or will be terminated in finite time. Unlike
the previous study, the (macroscopic) density of active
sites is always zero. In this regard, we will call this kind
of a phase transition a microscopic absorbing phase tran-
sition (miAPT), first coined in Ref. [19]. For comparison,
a phase transition in the previous sections, which occurs
with nonzero activity density in the infinite-size limit,
will be called a macroscopic APT (maAPT).
The infinite-time limit of the survival probability Ps(t)
plays the role of the order parameter. Ps(t) is defined
as the probability that the system has an active site at
time t. We also study the mean number of active sites
N(t) at time t that is averaged over all ensembles and
the mean spreading R2(t) of the surviving ensemble. In
simulations, we measure the mean spreading as
R2(t) =
〈
(xmax − xmin)2
〉
s
, (43)
where xmin(xmax) is the minimum (maximum) among the
first components of active-site vectors at time t and 〈· · · 〉s
stands for the average over the surviving ensemble. If the
system is critical at the transition point, these quantities
have asymptotic power-law behaviors as
Ps(t) ∼ t−θ, N(t) ∼ tη, R2(t) ∼ tz, (44)
where θ, η, and z are the spreading exponents.
For a concrete discussion, we now specify how the
initial absorbing state is constructed. For each site
x ∈ Z2, zx is assigned 0, 1, 2, or 3 with probability
(1 − p3)p0, (1 − p3)p1, (1 − p3)p2, and p3, respectively,
where 0 ≤ pi ≤ 1 and p0+p1+p2 = 1. The corresponding
energy density of the system is ζ = (1−p3)(p1+2p2)+3p3,
which is in the range 0 ≤ ζ ≤ 3. After constructing
the initial absorbing state, the energy at the origin 0 in-
creases by one (z0 7→ z0+1). If the origin becomes active
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by this addition, which happens with probability p3, the
avalanche dynamics begin.
If p3 is larger than the site percolation threshold p
∗ =
0.592 746 (see, for example, Ref. [20]), the initial absorb-
ing state contains an infinite percolating cluster of 3’s.
In this section, a cluster will mean a connected cluster
of sites with energy 3. If the origin happens to be in
the infinite cluster, toppling can persist forever at least
within this cluster. Hence, Ps(t) for p3 > p
∗ should sat-
urate to a nonzero value that cannot be smaller than the
probability that the origin is a member of the infinite
percolating cluster. Thus, the energy density ζc at the
transition point is always bounded by
ζc ≤ ζbound ≡ (1 − p∗)(p1 + 2p2) + 3p∗. (45)
Note that ζbound ranges from 3p
∗ ≈ 1.78 (when p0 = 1)
to 2+p∗ ≈ 2.59 (when p2 = 1). It is remarkable that the
energy density at a transition point can be smaller than
ζm = 2 even though the initial distribution is homoge-
neous in space. Since the energy density of any recurrent
configuration of the two-dimensional BTW model cannot
be smaller than 2, the critical avalanche dynamics of the
miAPT with ζc smaller than 2 has nothing to do with
the SOC behavior.
A clear connection of the miAPT to the dynami-
cal isotropic percolation can be seen if we set p0 = 1
(p1 = p2 = 0) and use p3 as a tuning parameter. In this
case, any finite cluster is surrounded by (perimeter) sites
with zero energy. If the origin happens to be a mem-
ber of a finite cluster, the avalanche dynamics should
be terminated within a finite time, because toppling at
the boundary sites of sparse clusters cannot make any
perimeter site active. Hence, Ps(t) in the infinite-time
limit is nonzero if and only if an infinite percolating clus-
ter appears with nonzero probability. Hence, we conclude
pc = p
∗ = 0.592 746 for p0 = 1.
At the percolation threshold, a large compact cluster
hardly appears [20]. Hence, toppling more than once at
a given site is very unlikely. In this sense, the avalanche
dynamics is almost identical to the general epidemic pro-
cess (GEP) [21, 22] or the dynamical isotropic percola-
tion process, which is characterized by the critical expo-
nents [23]
θ = 0.092, η = 0.586, z = 1.771. (46)
If p0 < 1, the existence of a percolating cluster is not
necessary for the system to be in an active phase. This
can be easily understood by an example. Consider the
following configuration,
· · · ... ... ... ... ... · · ·
· · · 0 0 3 0 0 · · ·
· · · 0 3 h 3 0 · · ·
· · · 0 3 4 3 0 · · ·
· · · 0 0 0 0 0 · · ·
· · · ... ... ... ... ... · · ·
(47)
0.575
0.58
0.585
0.59
0 0.0005 0.001
η e
ff
1/t
(a)
−0.094
−0.092
−0.090
−0.088
0 0.0005 0.001
−
θ e
ff
1/t
(b)
1.75
1.76
1.77
0 0.02 0.04
z e
ff
1/
√
t
(c)
0.580 590
0.580 585
0.580 580
FIG. 6. Plots of (a) ηeff vs 1/t, (b) −θeff vs 1/t, and (c) zeff vs
1/
√
t for the avalanche dynamics with Eq. (48). The values
of p3 are 0.580 59 (top curve), 0.580 585 (middle curve), and
0.580 58 (bottom curve). The critical exponents are consistent
with those of the dynamical isotropic percolation, given in
Eq. (46).
where h is smaller than 3. If h = 0, toppling will end
after all underlined sites topple once. On the other hand,
if h > 0, this site will be active, which again makes a site
in another cluster (in this example, the site with energy
3 in the first row) active. That is, if p0 is smaller than
one, the avalanche dynamics starting in a finite cluster
can trigger an avalanche in another cluster. Accordingly,
the critical point pc should be smaller than p
∗.
Although pc is strictly smaller than the percolation
threshold, the avalanche dynamics at pc is likely to be
the same as the GEP. To check this anticipation, we nu-
merically studied the miAPT for p0 < 1. Since p3 rather
than the total density plays an important role, we fix the
total density as 17/8 and use p3 as a tuning parameter.
To be specific, we set p2 = 0 and
p1 =
17− 24p3
8(1− p3) , p0 = 1− p1 − p2, (48)
with 0.5625 = 9/16 ≤ p3 ≤ 17/24 ≈ 0.71. In simulations,
we only considered the cases in which the energy at the
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origin is 4 in the beginning. Using the RSU, we simulated
6 × 106 independent runs for each parameter up to the
maximum observation time 2× 104. For the analysis, we
calculated the effective exponents, −θeff, ηeff, and zeff,
defined similarly to Eq. (41) with b = 4. In Fig. 6, we
plot the effective exponents (a) ηeff, (b) −θeff, and (c)
zeff. From this figure, we conclude that the critical point
is pc = 0.580 585(5) and the critical exponents are indeed
consistent with Eq. (46).
V. DISCUSSION
A. Failure of the hyperscaling relation
In many APT models, the miAPT is deeply related
to the maAPT, which is manifest by the hyperscaling
relation [24]
η + δ + θ = dz/2, (49)
where d is the dimension. Plugging the miAPT expo-
nents in Eq. (46) and the maAPT exponent δ ≈ 0.38
into Eq. (49) with d = 2, one can see that the hyperscal-
ing relation is not valid for the BTW-FES.
The failure of the hyperscaling relation can be inter-
preted as a lack of a connection between the miAPT and
maAPT for the BTW-FES. In the maAPT, the active
phase in terms of φ1 is characterized by a compact clus-
ter of toppled sites [13], whereas in the miAPT the ex-
istence of a percolating cluster of toppled sites, which is
usually sparse, is sufficient for the system to be in the
active phase. Since the (fractal) structures of the top-
pled sites are different, the hyperscaling relation cannot
be valid in the BTW-FES model.
The initial absorbing state of the miAPT in Sec. IVC is
far from the recurrent configurations of the SOC model,
whereas in the maAPT the system at the critical point
most likely approaches one of the recurrent configura-
tions. In this context, it is still to be answered whether
the hyperscaling relation may be restored if the initial
absorbing state in the miAPT is a recurrent configura-
tion. The recurrent configurations, however, do not seem
to provide a nontrivial miAPT, as in Sec. IVA.
To clarify, let us consider the case with p2 = 1. Since
all sites have energy either 2 or 3 for any p3, the initial
absorbing state is a recurrent configuration. For any fi-
nite p3, the probability that the origin is a member of a
compact cluster of 3’s with size N is about pN3 , which
is nonzero. Once the origin is located in this compact
cluster, the avalanche dynamics would be very similar to
that studied in Ref. [18], which shows that finitely many
grains are enough to continue toppling forever when all
background sites have energy 2. Accordingly, we can con-
clude that for any finite p3, the survival probability Ps(t)
should saturate to a nonzero value and there is no non-
trivial transition. Our preliminary simulation is indeed
consistent with this conclusion (data not shown). This
should be paralled with the absence of a nontrivial phase
transition for ho = he = 2 in Sec. IVA. Thus, we do not
expect that the hyperscaling can be restored by another
choice of an initial condition.
From this consideration, we can conclude that the mi-
APT, which looks similar to the avalanche dynamics of
the corresponding ASM right after the external drive,
has nothing to do with SOC. Indeed, we have seen that
miAPT of the BTW-FES model is associated with the
dynamical isotropic percolation universality class, or the
GEP, rather than the SOC universality class.
B. Deterministic Abelian sandpile models can have
various critical densities
In the conventional ASM, all recurrent configurations
are equally probable to occur in the SOC state as far as
only a single grain is added per drive and the probability
of any site to be chosen for a drive is nonzero [6] (in
this section, we are using the terminology of the ASM
in such a way that a single grain here corresponds to
the unit energy in the DFES and height at a certain site
corresponds to the energy at that site, and so on). So it
might sound plausible to conclude that it is the special
property of the DFES to have various transition points.
But, what happens if the addition of a grain in the
drive is correlated with a (stable) configuration? As a
concrete example, we introduce the possibility that a
grain added in the drive is reflected off many times until it
finds a place to be added. To be specific, we consider the
following reflection scheme in the two-dimensional BTW
model (a generalization to an arbitrary ASM is straight-
forward) [25]. If a grain is to be added in the drive to
a site, say, x, with a height of less than 3, the addition
is successful with certainty. On the other hand, if the
energy at site x is 3, the grain is added there with prob-
ability p. With probability 1 − p, however, this grain is
reflected off to another site chosen at random with equal
probability among all sites and then repeats the above
attempt.
The case with p = 1 corresponds to the conventional
setting of the BTW model. If p = 0, the drive always
ends up with the configuration with zi = 3 for all i. If
p > 0, all recurrent configurations of the conventional
BTW model are again recurrent, but the measure is not
likely to be uniform. Hence, the critical grain density
should depend on p, although the toppling rule in the
avalanche dynamics is the same. To conclude, the ASM
in general and the BTW in particular can have various
critical densities, by changing the invariant measure as
illustrated above.
Since dissipation on the boundary sites is still in-
evitable for any nonzero p, it is very likely that the
avalanche can be huge and the probability distribution of
avalanche size would have a power-law behavior. Since
the criticality of this model is beyond the scope of this
paper, we would like to defer it to a later publication.
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C. Stochastic fixed-energy sandpile models
Since the existence of I and A with an overlapped en-
ergy (density) range is the origin of the various transition
points in the DFES, a stochastic model with this prop-
erty should have many transition points. Such a stochas-
tic model can be easily constructed by employing the
idea of the bracelet graph. To illustrate, let us consider
the fixed-energy variant of the one-dimensional (Abelian)
Manna model [7], which we will call the Abelian Manna
fixed-energy sandpile model (AM-FES). In the AM-FES,
a site with energy zi higher than 1 is active. An active
site topples and stochastically distributes energy to its
nearest neighbors, which changes the configuration such
that
zi 7→ zi − 2,

zi+1 7→ zi+1 + 2, with probability 0.25,
zi−1 7→ zi−1 + 2, with probability 0.25,
zi±1 7→ zi±1 + 1, with probability 0.5,
(50)
where periodic boundary conditions are assumed (1 ≤
i ≤ V ).
If the total energy is lower than V , the system eventu-
ally falls into an absorbing state, because the probability
current from any configuration to an absorbing state is
nonzero (the system can behave with small but nonzero
probability as the deterministic model until it falls into an
absorbing state). On the other hand, if the total energy
is higher than V , the system evolves forever, because the
system does not have an absorbing state. So, if we use
φ1 as defined in Sec. III A, the transition point is ζc = 1.
If we use φ3 as defined in Sec. III C, however, it is known
that the transition point is ζc < 1 [26]. Here, we assume
that the initial energy at every site is an independent
and identically Poisson-distributed random number with
mean ζ.
Now we consider the bracelet-graph-type modification
of the AM-FES. In this version, a site is active if its
energy is 4 or higher. When an active site i topples, the
energy at site i will be distributed as zi 7→ zi − 4 and
zi+1 7→ zi+1 + 4, with probability 0.25,
zi−1 7→ zi−1 + 4, with probability 0.25, (51)
zi±1 7→ zi±1 + 2, with probability 0.5.
Just as the bracelet graph, bi ≡ zi (mod 2) for every i is a
constant of motion. If we use φ1 as the order parameter,
the transition point is the same as the DFES version of
the bracelet graph. That is, the transition point should
depend on the initial condition. Even if we use φ3 as
an order parameter, the transition point depends on the
initial condition, too. Hence, the SFES can in principle
have a different critical density from the SOC density.
In the AM-FES, spatial inhomogeneity in the initial
condition can be introduced as in Eq. (36) by a different
choice of px, where x should be understood as a one-
dimensional vector. For example, we can choose px =
1/M if |x| ≤ M and px = 0 otherwise, where M/V →
α < 1 as V →∞. Since the volume of sites with nonzero
energy increase at best linearly in time in a similar way to
Fig. 2, the high density region is almost decoupled from
the low density region in the infinite-size limit and the
system can be regarded as consisting of two independent
subsystems. Since the density is calculated in the whole
system while the activity remains in one subsystem, the
transition point can be adjusted at will by the size of two
subsystems.
VI. SUMMARY
Up to now, we have shown that deterministic fixed-
energy sandpile models can have various transition
points, depending on the initial condition as well as on
the definition of the order parameter. As a nontrivial ex-
ample, we numerically studied the Bak-Tang-Wiesenfeld-
type fixed-energy sandpile model in two dimensions. For
the initial condition of the BTW-FES, we add energy in a
multinomially distributed way to a stable configuration.
By changing the stable configuration to which energy is
added for constructing an initial configuration, we have
observed various transition points. Furthermore, we have
observed and argued that, if the prepared initial config-
uration is a recurrent configuration of the conventional
two-dimensional BTW model, any finite density increase
makes the system active and there is no nontrivial phase
transition.
Although the BTW-FES has various transition points,
we showed numerically that there are critical phenomena
that are universal irrespective of the transition point. We
also studied the so-called microscopic absorbing phase
transition, which looks similar to the avalanche dynam-
ics of the BTW model after a drive. We showed that the
critical behavior in the miAPT is also universal but the
universality class is the dynamical isotropic percolation
class, rather than the SOC universality class. As in the
study of the maAPT, we argued that there is no non-
trivial miAPT if the initial configuration before adding a
unit energy is a recurrent configuration.
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Appendix A: Zm FOR A SYMMETRIC TM
For a symmetric TM F , consider the configuration Cm
with z1 = F11 and
zi = Fii +
i−1∑
k=1
Fki, (A1)
for i ≥ 2. Since site 1 is active, this site is going to topple.
Once sites from 1 to i − 1 have toppled, zi becomes Fii
and it will topple. Hence, every site will topple one after
another, which gives S(Cm) = 1 and ρ(Cm) = 1/V .
Now we will show that the total energy of the config-
uration Cm is Zm for a symmetric TM. That is,
Zm =
∑
i
Fii +
V∑
i=2
i−1∑
k=1
Fki =
1
2
∑
i
Fii. (A2)
If S(C) = 1, there should be a sequence of toppling along
which all sites topple exactly once and come back to the
initial configuration. Since the amount of energy moving
between i and j during the above toppling sequence is
|Fij | = |Fji|, the total energy cannot be smaller than
Zm =
∑
i,j,i6=j
1
2
|Fij | = 1
2
∑
i
Fii, (A3)
where the first summation is over all i and j with i 6= j
and we have used Fii =
∑
j 6=i |Fij |. Since we have already
shown Cm ∈ A, the proof is complete.
Appendix B: PROOF OF Zm = ZM +1 FOR A TREE
In this Appendix, we are interested in Zm for a sym-
metric TM satisfying the following two conditions:
Condition 1: |Fij | ≤ 1 for all i 6= j.
Condition 2: For any ordered pair of two different site
indices (i, j) (1 ≤ i, j ≤ V ), there is a unique or-
dered set of different indices (k1, k2, . . . , kn−1) such
that
∏n−1
l=0 Fklkl+1 6= 0, where k0 ≡ i and kn ≡ j.
Condition 2 is almost the same as the definition of an
irreducible TM, except that the set of indices is unique.
We will refer to a TM satisfying the above two conditions
as a tree and we will prove that Zm = ZM + 1 for any
tree.
For the proof, we use the induction. Assume that
Zm = ZM + 1 for a V × V tree F . Now, choose an
arbitrary i (1 ≤ i ≤ V ) and construct a (V +1)× (V +1)
TM F˜ in such a way that F˜ii = Fii + 1, F˜V+1,V+1 = 1,
F˜i,V+1 = F˜V+1,i = −1, F˜j,V+1 = F˜V+1,j = 0 (j 6= i),
and F˜kl = Fkl if neither k nor l is V +1 except k = l = i.
Obviously, F˜ is a tree.
Since F˜ii increases by one and F˜V+1,V+1 = 1, ZM in-
creases by 1. Also, by the proof in Appendix A, Zm also
increases by 1. Thus the relation Zm = ZM+1 also holds
for F˜ . Since Zm = 1 and ZM = 0 for a tree
F2 ≡
(
1 −1
−1 1
)
, (B1)
any tree constructed from F2 by adding sites as in the
induction step should satisfy Zm = ZM + 1.
For a given V × V tree, we can construct a (V − 1)×
(V − 1) tree by eliminating a site with Fii = 1. If we
continue the elimination until only two sites remain, this
procedure will end up with F2. Thus, by tracing back
the elimination procedure to the original TM, we can
conclude that Zm = ZM + 1 for any tree.
Now we will show that the relation Zm = ZM + 1 is
valid only for a tree. If a symmetric TM F is not a tree,
there are two sites i, j such that two different ordered
sets of different indices (k1, . . . , kn−1) and (l1, . . . , lm−1)
with
n∏
p=0
Fkpkp+1 6= 0,
m∏
q=0
Flqlq+1 6= 0, (B2)
where k0 = l0 = i and kn = lm = j, exist. We set
n ≥ m without losing generality. If there is p such that
lp 6= kp and li = ki for all i with 0 < i < p ≤ m, we
set x = lp and y = lp−1. If such p does not exist, we set
x = lm and y = lm−1. Now we construct a symmetric and
irreducible TMG such thatGxx = Fxx−1, Gyy = Fyy−1,
Gxy = Gyx = Fxy + 1, and Gij = Fij if either i or j
is different from x and y. Since ZM (G) = ZM (F ) − 2
and Zm(G) = Zm(F ) − 1, Zm(G) becomes larger than
ZM (G) + 1 if Zm(F ) = ZM (F ) + 1. Since this is not
possible, Zm = ZM + 1 cannot be valid if a (symmetric)
TM is not a tree.
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