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Introduction
La lettre p désigne un nombre premier. On note Fp le corps fini de cardinal p. Dans cette
thèse, nous nous limiterons au cas p = 2. Désignons par T op la catégorie des espaces topologiques
et par VF2 la catégorie des F2-espaces vectoriels. Soit X un objet de la catégorie T op, on note
H∗ (X;F2) :=
⊕
n≥0
Hn (X;F2) la cohomologie singulière de X avec coefficient F2. On utilisera
souvent les notations H∗X,HnX et V sans préciser le corps de base F2. L’action de F2 fait de
HnX un F2-espace vectoriel. Puisque H∗X est la somme directe de HnX pour tout n ≥ 0, elle
est muni d’une graduation sur F2. Le degré d’un élément homogène x ∈ H∗X sera noté |x|.
Plus exactement, si x ∈ HnX, alors |x| = n. La diagonale ∆ : X → X × X,x 7→ (x, x) induit
l’application ∆∗ : H∗X ⊗H∗X → H∗X. D’après [Spa66, V.6], (H∗X,∆∗) est une algèbre graduée
commutative. L’application qui, à un espace topologique X associe sa cohomologie singulière
HnX est en fait un foncteur de T op vers V. Ce foncteur est représentable par l’espace d’Eilenberg
Mac Lane K (Z/2Z, n) [Spa66, VIII.1]. C’est à dire qu’on a une équivalence
[X,K(Z/2Z, n)] ∼= HnX
naturelle en X. Cela a la conséquence suivante : les applications continues entre les espaces
d’Eilenberg Mac Lane induisent les tranformations naturelles entre les foncteurs Hn (−;F2). Selon
[Ste62, chapitre I, §1], l’ensemble de toutes ces transformations forme une algèbre. Cette algèbre,
nommée d’après Steenrod et notée A2, agit de façon fonctorielle sur la cohomologie singulière H∗X.
Cela fait de H∗X un module sur l’algèbre de Steenrod soumi à une condition particulière que l’on
appelle instabilité. Précisons la : l’algèbre de Steenrod A2 peut être définie par générateurs et
relations ; on note
{
Sqi : |Sqi| = i, i ∈ N} le système de générateurs de A2 soumi aux relations
d’Adem (voir Adem-2,voir aussi [Ste62, chapitre I, §1]) ; un module M sur l’algèbre de Steenrod
est dit instable si pour tout élément homogène x ∈M,Sqi(x) = 0 dès que i > |x|. On note M la
catégorie des modules sur l’algèbre de Steenrod et U la sous-catégorie pleine formée des objets
instables. La catégorie M est abélienne et U l’est aussi. On peut associer à U une filtration de
Krull
U0 ⊂ U1 ⊂ . . . ⊂ Un ⊂ . . . ⊂ U.
On note B (Z/2Z) l’espace classifiant du groupe Z/2Z. C’est à dire de la forme K(Z/2Z, 1). Le
foncteur −⊗ H˜∗B (Z/2Z) : U→ U admet un adjoint à gauche T¯ . On a alors :
Théorème 1.3.2.11. ([Sch94, théorème 6.2.4], voir aussi [Kuh13, théorème 1.1]). Un module
instable M appartient à Un si et seulement si T¯n+1M = 0.
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Dans le premier chapitre de la thèse, on donne une nouvelle preuve de ce théorème. Cette
démonstration est plus élémentaire que celle introduite dans [Sch94]. Elle est analogue à la preuve
donnée récemment par Kuhn dans [Kuh13] mais contrairement à celle-ci, la nôtre reste dans U.
On désigne par Vf la sous-cetégorie pleine de V, formée des F2−espaces vectoriels de dimension
finie. Notons F la catégorie des foncteurs de Vf vers V. Soient M un module instable et V un
2−groupe abélien élémentaire. C’est à dire de la forme (Z/2Z)⊕d. On note BV l’espace classifiant de
V . Le foncteur de Lannes TV est l’adjoint à gauche du foncteur −⊗H∗BV : U→ U. L’application,
qui à V associe l’espace TV (M)0, est un objet de la catégorie F. Le passage du module M vers
un tel objet est un foncteur de U dans F et on le note f . La donnée d’un foncteur F ∈ F est
équivalente à celle d’une application F : Vf → V accompagnée des morphismes structuraux
mor(F )V,W : HomVf (V,W )→ HomV (F (V ), F (W ))
soumis à certaines conditions provenant des propriétés du foncteur F [ML98, I.1]. Le groupe
symétrique Sd agit par permutation sur V ⊗d. On note Γd(V ) =
(
V ⊗d
)Sd . En remplaçant le but
V de F par Vf et les morphismes structuraux mor(F )V,W par :
Γd (HomVf (V,W ))→ HomVf (F (V ), F (W )) , (Pd)
on obtient la définition d’un foncteur polynomial strict de degré d. On désigne par Pd la catégorie
des foncteurs polynomiaux stricts de degré d et par P = ⊕
d≥0
Pd celle des foncteurs polynomiaux
stricts. On note γd(U) : U → Γd(U) l’application qui associe à x ∈ U l’élément x⊗d ∈ Γd(U). Le
composé
HomVf (V,W )
γd(HomVf (V,W ))−−−−−−−−−−−→ Γd (HomVf (V,W ))→ HomVf (F (V ), F (W ))
fait d’un foncteur polynomial strict F un objet de la catégorie F. Ce passage de Pd → F est
appelé foncteur d’oubli et est noté O. Le diagramme suivant résume la situation entre les trois
catégories U,P et F
P
O
U
f
// F
(U− PF)
La catégorie U possède des générateurs projectifs F (n) qui sont monogènes engendrés par les
éléments ın de degré n. Les modules F (n) peuvent être exprimés en fonction de F (1) grâce
aux foncteurs Γn. En effet F (n) ∼= Γn(F (1)). Par ailleurs, en prenant l’évaluations sur F (n) du
foncteur f on retombe sur les foncteurs Γn. En particulier f(F (1)) = I, I notant le foncteur
inclusion V 7→ V . Suivant [Hai10], l’association qui à un foncteur polynomial strict G associe
l’évaluation G(F (1)) est un foncteur de P vers U. On la note m¯. Le foncteur d’oubli P O−→ F peut
se factoriser à travers U grâce à m¯
P
m¯
zz
O
U
f
// F
(UPF)
10
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Le foncteur m¯ possède de bonnes propriétés. Il est exact et commute avec les produits tensoriels.
Notons m¯d : Pd → U la restriction de m¯ sur Pd. On montrera que le foncteur m¯d admet un adjoint
à gauche l ainsi qu’un adjoint à droite r tels que les foncteurs l ◦ m¯ et r ◦ m¯ sont équivalents au
foncteur identité. Cela implique le théorème suivant qui est le contenu du chapitre 2.
Théorème 2.2.1.1. Le foncteur m¯d est pleinement fidèle.
On note f2 le morphisme de Frobenius : F2 → F2, λ → λ2. L’application qui, à un espace
V ∈ V associe l’espace V ⊗f2 F2, muni de l’application structurale
Γ2 (HomVf (V,W )) −→ HomVf
(
V (1),W (1)
)
induite par le Verschiebung Γ2 (HomVf (V,W ))→ HomVf (V,W ), définit le foncteur polynomial
strict I(1) de degré 2. Les foncteurs I(r) ∈ P2r sont obtenus récursivement : I(r) = (I(r−1))(1). Les
torsions de Frobenius dans la catégorie P sont définies comme les foncteurs de précomposition
avec les foncteurs I(r) :
(−)(r) : Pd → P2rd
F 7→ F ◦ I(r).
Bien que le corps de base soit F2 et donc que le morphisme de Frobenius f2 soit l’identité, les
torsions de Frobenius sont distinctes dans P à cause de la structure polynomiale. Plus exactement,
malgré que λ = λ2 pour tout λ ∈ F2, le polynôme x 7→ x2 n’est pas identique au polynôme identité
x 7→ x. Au contraire, la catégorie F ne peut pas distinguer les torsions de Frobenius puisqu’on y a
oublié la structure polynomiale (voir 2.1.2.1). On note Φ l’endofoncteur de U qui associe à un
module instable M le module ΦM concentré en degrés pairs et (Φ(M))2n = Mn pour tout n ≥ 0.
C’est une variété de Frobenius dans la catégorie U. Le foncteur de Hai préserve les torsions de
Frobenius. On a alors
G(r)8
m¯
{{
_
O

Φr(G(F (1)) 
f
// G
Soient F et G deux foncteurs polynomiaux stricts. Les groupes d’extensions Ext∗P
(
F (r), G(r)
)
sont liés par la suite des injections [FFSS99, corollaire 1.3] :
· · · → Ext∗P
(
F (r), G(r)
) Ext∗((−)(1),(−)(1))−−−−−−−−−−−−→ Ext∗P (F (r+1), G(r+1))→ · · · (Frob)
Le foncteur d’oubli P O−→ F induit les inclusions Ext∗P
(
F (r), G(r)
)
↪→ Ext∗F (F,G) d’après [FFSS99,
proposition 2.5]. Ces applications se factorisent à travers les groupes Ext∗U
(
m¯
(
F (r)
)
, m¯
(
G(r)
))
donc les morphismes induits par le foncteur de Hai :
Ext∗P
(
F (r), G(r)
)
→ Ext∗U (ΦrF (F (1)),ΦrG(F (1)))
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sont toujours injectifs. Via le foncteur de Hai, on obtient la suite
· · · → Ext∗U (ΦrF (F (1)),ΦrG(F (1)))
Ext∗(Φ,Φ)−−−−−−→ Ext∗U (ΦrF (F (1)),ΦrG(F (1)))→ · · ·
On étudiera dans le chapitre 4 les morphismes Ext∗ (Φ,Φ) pour le cas F = G = I. On calcule ici
les groupes Ext∗U (ΦrF (1),ΦrF (1)) dans plusieurs cas particuliers. En observant que
Ext∗U (ΦrF (1),ΦrF (1)) ∼= Ext∗U (ΦrF (1), F (1))
on se ramène à calculer la résolution injective minimale de F (1) et plus précisement, la partie
nilpotente de cette résolution. Précisons : un module instable M est dit nilpotent si pour tout
x ∈M , il existe un entier n tel que Sq2n|x|Sq2n−1|x| . . . Sq|x|x = 0 ; le module M sera dit réduit si
Sq|x|x 6= 0 pour tout 0 6= x ∈M . Il est montré dans [LS89, théorème 3.1] qu’un module injectif
instable I se décompose en somme directe d’un module réduit R et d’un module nilpotent N .
Notant d (M) le plus grand degré n tel que Mn soit non trivial, on présente le premier résultat
de ce chapitre :
Théorème 4.3.3.11. On note (I•, ∂•) = (N• ⊕R•, ∂•) la résolution injective minimale de F (1),
R• et N• désignant la partie réduite et la partie nilpotente respectivement. Alors les modules N j
sont finis et leur plus grand degré non-trivial est présenté par :
t0 t1 t2 t3 r0 r1 r2 r3 r4 r5 r6 s0 s1 s2 s3 q0 q1 q2 q3 q4 q5 q6
2k−1
2k−1 − 1
2k−1 − 2
2k−1 − 3
d(N j)
2k−2
2k−2 − 1
2k−2 − 2
0
1
2
3
4
j
ti := 2n − 2k + 1 + i
ri := 2n−2k−1−3+ i
si := 2n−2k−2−3+ i
qi := 2n+1 − 7 + i
Plus exactement, on démontre que la partie nilpotente de la résolution injective minimale de F (1)
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est périodique et on connaît plusieurs termes de cette partie :
Théorème 4.3.3.17. La partie nilpotente de la résolution injective minimale de F (1) est pério-
dique :
N2
n−2k+t = N2k+t
pour tout 0 ≤ t ≤ 2k−1 − 1. Notant A2n+3 := ⊕
0≤i≤n−2
2≤j
J(2n − 2i − 2i−j) et
J
( n1
...
nk
)
:=
k⊕
i=1
J(ni),
on a :
k 2n − 23 2n − 22 2n − 21 2n − 20 2n − 19 2n − 18 2n − 17
Nk J(8) J ( 76 ) J ( 64 ) J(5) J(4) J(3) J(2)
k 2n − 16 2n − 15 2n − 14 2n − 13 2n − 12 2n − 11 2n − 10
Nk 0 J(8) J ( 76 ) J ( 64 ) J(5) J(4) J(3)
k 2n − 9 2n − 8 2n − 7 2n − 6 2n − 5 2n − 4 2n − 3
Nk J(2) 0 J(4) J(3) J(2) 0 J(2)
k 2n − 2 2n − 1 2n 2n + 1 2n + 2 2n + 3 2n + 4
Nk 0 J(1) 0 J(2n−1) J
 2
n−1−1
2n−1−2
...
2n−1−2n−3
 J(2n−2)⊕A2n+3 ?
On en déduit :
Théorème 4.3.3.18. Pour n > k ≥ 2 et −16 ≤ t ≤ 2 on a des monomorphismes
Ext2n−2k+tU (Φ
rF (1),ΦrF (1)) ↪→ Ext2n−2k+tU
(
Φr+1F (1),Φr+1F (1)
)
pour tout r.
Les colimites des suites {ExtsU (ΦnF (1),ΦnF (1)) ,Exts (Φ,Φ)}n≥0 coincïdent avec ExtsF (I, I) pour
tout s ≥ 0. Ces derniers ont été caculés dans [FLS94, théorème 7.3] :
Théorème 4.3.1.7. L’algèbre Ext∗F (I, I) est une F2−algèbre commutative. Elle est engendrée
par les classes en ∈ Ext2n+1F (I, I) et admet la présentation suivante
Ext∗F (I, I) ∼= F2 [e0, e1, . . . , en, . . . , ]upslope〈e2n, n ∈ N〉
〈e2n, n ∈ N〉 désignant l’idéal engendré par les puissances 2−ièmes.
Les groupes Ext2nU (ΦnF (1),ΦnF (1)) sont engendrés par les éléments que l’on note aussi en par
abus de notations, qui survivent à la colimite pour devenir des éléments en ∈ Ext2nF (I, I). On
note Φren l’image dans Ext2
n
U
(
Φn+rF (1),Φn+rF (1)
)
de en sous l’application Ext2
n
U (Φr,Φr). On
dit qu’un élément x ∈ ExttU (ΦrF (1),ΦrF (1)) admet une n-ième racine de Frobenius si il existe
un élément y ∈ Extt−nU (ΦrF (1),ΦrF (1)) tel que Φny = x et que Extt−n−1U (ΦrF (1),ΦrF (1)) = 0.
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On montrera que le produit de Yoneda enΦn−1e1 admet une 1−ième racine de Frobenius et
enΦen−1 . . .Φn−1e1 admet une (n − 1)−ième racine de Frobenius. Cela amène à formuler la
conjecture suivante :
Conjecture 4.3.3.1. Le produit de Yoneda enΦr1en−r1 . . .Φrken−rk admet une (n − k)−ième
racine de Frobenius où 1 ≤ r1 < r2 < . . . < rk .
Cependant, la torsion de Frobenius ne se comporte pas aussi bien avec les groupes d’extensions
dans U en général. Les morphismes
Ext∗U (ΦrF (F (1)),ΦrG(F (1)))→ Ext∗U
(
Φr+1F (F (1)),Φr+1G(F (1))
)
ne sont pas injectifs à priori. Un contre exemple sera donné dans le deuxième paragraphe du
chapitre.
L’algèbre homologique dans la catégorie U est compliqué faute de résolutions injectives
et projectives des modules instables. On en connaît peu. On donnera ici quelques résolutions
projectives explicites :
Corollaire 1.1.4.17. Il y a trois suites exactes longues
→ F (n) Sq
1
−−→ F (n− 1) Sq
1
−−→ · · · Sq
1
−−→ F (4) Sq
1
−−→ F (3) Λ2(F (1)),
→ F (n) Sq
1
−−→ F (n− 1) Sq
1
−−→ · · · Sq
1
−−→ F (3) Sq
1
−−→ F (2) ΦF (1),
→ F (n) Sq
1
−−→ F (n− 1) Sq
1
−−→ · · · Sq
1
−−→ F (2) Sq
1
−−→ F (1) ΣF2,
Sq1 : F (n+ 1)→ F (n) désignant le seule morphisme non-trivial déterminé par ın+1 7→ Sq1ın. Ce
sont des résolutions projectives minimales de Λ2(F (1)),ΦF (1) et ΣF2 respectivement.
L’objectif du chapitre 3 est d’expliciter les résolutions injectives minimales de ΣnF2 pour
n assez petits. Le cas général reste encore mystérieux. Toutefois, on obtient un algorithme
élémentaire, basé sur la suite exacte courte de Mahowald, pour calculer les résolutions injectives
minimales de ces objets. Les modules ΣnF2 sont simple dans la catégorie U et leurs enveloppes
injectives sont les modules de Brown-Gitler J(n). Ces modules sont finis. De plus, leur suspension
ΣJ(n) s’insèrent dans les suites exactes courtes de Mahowald
0→ ΣJ(n)→ J(n+ 1)→ J(n+ 12 )→ 0, (Mahowald)
J(n+12 ) désignant J(k) si n = 2k − 1 et 0 sinon. Ces suites sont en fait des résolutions injectives
minimales de ΣJ(n). Supposons par récurrence que l’on connaît une résolution injective de ΣdJ(n).
Comme le foncteur de suspension est exact, en prenant la suspension de cette résolution, on
obtient une suite exacte longue dont chaque terme est une somme directe des suspensions de
modules de Brown-Gitler. On se retrouve dans une situation similaire à celle de la construction
d’hyper résolution. Cependant notre approche est différente de cette dernière. Au lieu de couper
la suite exacte longue en suites exactes courtes, on rassemble les résolutions injectives de tous
ces termes ensemble. Cela nous donne un diagramme qui n’est pas à priori un complexe double
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mais dans notre contexte, on peut ajouter suffisamment de morphismes au diagramme pour le
transformer en complexe double. La diagonale de celui-ci est donc une résolution injective de
Σd+1J(n). L’algorithme de BG que l’on introduira dans ce chapitre est la reformulation de la
méthode pour obtenir une résolution injective de Σd+1J(n) à partir de celle du ΣdJ(n).
Chaque terme dans la résolution injective minimale de ΣnF2 est une somme directe de
module de Brown-Gitler [LS89, théorème 3.1]. Comme les modules J(n) représentent les foncteurs
M 7→ (Mn)∗ on a alors
HomU (J(n+m), J(n)) ∼=
〈
SqI ım|SqI ∈ A2, |SqI | = m, e(I) ≤ n
〉
.
Les morphismes entre les modules de Brown-Gitler sont donc déterminés par les opérations de
Steenrod. On notera •θ un tel morphisme déterminé par l’opération θ. On montrera dans le
chapitre 3 que le morphisme déterminé par l’opération de Bockstein Sq1 joue un rôle important
dans les résolutions injectives minimales de ΣnF2. On démontrera d’abord que la suite de Bockstein
· · · → J(4k + 2) •Sq
1
−−−→ J(4k + 1)
( •Sq1
•Sq2k
)
−−−−−−→ J(4k)⊕ J(2k + 1) (•Sq
1,0)−−−−−→ J(4k − 1)→ · · ·
est exacte puis on observira qu’une grande partie de la résolution injective minimale de ΣnF2
coïncide avec cette suite. Pour chaque entier n on note τ(n) le premier indice à partir duquel la
résolution injective minimale de ΣnF2 devient la suite de Bockstein. On obtiendra :
Théorème 3.2.2.2. On a
n 1 2 3 4 5 6 7 8 9 10 11 12
τ(n) 0 0 0 0 2 3 3 4 4 5 5 5
n 13 14 15 16 17 18 19 20 21 22 23 24
τ(n) 6 5 5 5 6 7 7 8 8 9 9 9
et τ(12k + i) = 4k + τ(i) pour 5 ≤ i ≤ 16. Alors si i > τ(n) et j ≥ 1 on a
ExtiU
(
ΣjF2,ΣnF2
)
=

F2 si i+ j = n,
F2 si i = 4k − 1 et j = 2k,
0 sinon.
Les lecteurs courageux sont invités à comparer nos résultats avec ceux introduits dans [Lin92].
Lin y a présenté des résolutions injectives de ΣdF2 obtenues à l’aide de Λ−algèbre mais celles-ci
sont souvent non-minimales.
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Organisation du manuscrit
Le chapitre 1 est consacré aux généralités sur les modules instables. Au premier paragraphe,
on rappelle les définitions des modules et algèbres instables. Au cours du deuxième paragraphe,
on décrit la catégorie des modules instables en précisant ses objets injectifs et projectifs. On
y rappelle la catégorie des foncteurs F, le foncteur de Lannes T et son rôle important dans la
relation entre la catégorie U et la catégorie F. Le troisième paragraphe sera consacré à la preuve
du théorème 1.3.2.11 et dans le quatrième, on rappelle la filtration nilpotente de la catégorie U
introduite par Schwartz dans [Sch88, §1]. L’introduction aux pseudo hyper résolutions, essentielles
pour la construction de résolutions injectives minimales de ΣdF2 au cours du chapitre 3, sera
présentée dans la dernière section de ce chapitre. C’est une version naïve de l’hyper résolution
[CE99, XVII] mais s’avère être efficace dans la catégorie U.
Dans le chapitre 2, on commence par une introduction rapide à la catégorie des foncteurs
polynomiaux stricts. On rappelera ensuite le foncteur de Hai et la relation entre la catégorie U des
modules instables et la catégorie des foncteurs polynomiaux stricts. Pour terminer ce chapitre, on
démontrera que la sous-catégorie des foncteurs polynomiaux stricts de degré d peut être consideré
comme une sous-catégorie pleine de U via le foncteur de Hai.
Le chapitre 3 s’attache à la construction de la résolution injective minimale de ΣdJ(n). Basé
sur les pseudo-hyper résolutions, on présente un algorithme élémentaire pour déterminer les
résolutions injectives minimales de ΣdF2. Les preuves des résultats principaux obtenus dans ce
chapitre seront faits à la fin mais le nombre de pages à lire est un peu décourageant.
Le chapitre 4 expose de l’information sur la partie nilpotente de la résolution injective minimale
de F (1), necessaire pour calculer les groupes Ext∗U (ΦrF (1),ΦrF (1)). On peut donc démontrer
l’injectivité de l’application Ext∗ (Φ,Φ) dans plusieurs cas particuliers.
On trouvera dans les appendices les codes du programme de Maple qu’on a utilisé au cours
du chapitre 3 pour calculer les résolutions injectives minimales de ΣdF2. On donnera également
des exemples de calculs dans la catégorie U.
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CHAPITRE 1
Modules instables
L’algèbre de Steenrod a été introduite dans les années 60 par Norman Steenrod dansle but d’étudier la cohomologie singulière modulo p. L’action de cette algèbre, combiné
avec la structure d’algèbre graduée commutative de la cohomologie singulière, donne naissance à
la définition des modules et algèbres instables. Dans ce chapitre, on donne une introduction rapide
à la catégorie U des modules instables. La plupart de contenu du chapitre se trouve dans divers
références dont notamment [Ste62, Gab62, Sch94]... Une nouvelle preuve de la caractérisation de
la filtration de Krull de la catégorie U sera donnée à la fin. Cette démonstration est plus simple
que celle de [Sch94] et proche de celle de [Kuh13], mais contrairement à cette dernière, la nôtre
reste dans la catégorie U.
1.1 L’algèbre de Steenrod et modules instables
A travers cette section, sauf mention explicite à une autre référence, on renvoie à [Ste62, Sch94].
1.1.1 Les opérations cohomologiques
Fixons les notations. On note Fp le corps fini de cardinal premier p. On désigne par T op la
catégorie des espace topologiques et par VFp la catégorie des Fp−espaces vectoriels. La cohomologie
singulière et la cohomologie singulière réduite modulo p d’un espace topologique X seront notées
H∗X et H˜∗X respectivement sans préciser le corps de base Fp. L’action de Fp et le cup-produit fait
de H∗X une Fp−algèbre graduée commutative. La représentabilité des foncteurs Hn : T op→ VFp
munit H∗X d’une autre structure algébrique que nous allons préciser.
Théorème 1.1.1.1. Le foncteur Hn : T op → VFp est représentable. On note K (Z/pZ, n)
l’objet représentant et on l’appelle l’espace d’Eilenberg Mac Lane. Plus précisément, on a des
isomorphismes naturels en X :
[X,K(Z/pZ, n)] ∼= HnX.
Remarque 1.1.1.2. Les applications entre les espaces d’Eilenberg Mac Lane induisent les trans-
formations naturelles entre les foncteurs Hn.
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Définition 1.1.1.3. Soit p un nombre premier. On appelle opération naturelle stable de degré r
de la cohomologie singulière modulo p la donnée pour tout entier n d’une transformation naturelle
de foncteurs
ϕr : Hn (−;Fp)→ Hn+r(−;Fp),
satisfaisant à la condition de stabilité : ϕr ◦ Σ = Σ ◦ ϕr. Plus précisément, pour tout espace
topologique X et pour tout x ∈ H˜n(X;Fp) on a l’égalité
ϕr(Σx) = Σ(ϕr)(x).
Proposition 1.1.1.4. La donnée d’une telle famille est équivalente à celle d’une famille d’appli-
cations
κr : K(Z/pZ, n)→ K(Z/pZ, n+ r),
faisant commuter les diagrammes
[X,K(Z/pZ, n− 1)] (Ωκr)
∗
−−−−→ [X,K(Z/pZ, n− 1 + r)]∥∥∥ ∥∥∥
[ΣX,K(Z/pZ, n)] −−−−→
κ∗r
[ΣX,K(Z/pZ, n+ r)]
pour tout espace X.
Démonstration. La proposition est une conséquence directe du lemme de Yonneda.
Proposition-Définition 1.1.1.5. L’ensemble de ces opérations, avec la somme et la composition
comme produit, constitue une Fp−algèbre graduée que l’on notera Ap et que l’on appelle l’algèbre de
Steenrod. Il existe une famille d’opérations Sqi de degré i pour p = 2 (P i de degré 2i(p− 1), i > 0
et β de degré 1 tel que β2 = 0 pour p > 2) qui forme un système de générateurs pour Ap.
Ces opérations satisfont aux relations d’Adem :
pour p = 2 :
SqaSqb =
[ a2 ]∑
0
(
b− j − 1
a− 2j
)
Sqa+b−jSqj (Adem-2)
pour tous a, b > 0 ;
pour p > 2 :
P aP b =
[
a
p
]∑
0
(−1)a+j
(
(p− 1)(b− j)− 1
a− pj
)
P a+b−jP j (Adem-p)
P aβP b =
[
a
p
]∑
0
(−1)a+j
(
(p− 1)(b− j)
a− pj
)
P a+b−jP j
+
[
a−1
p
]∑
0
(−1)a+j−1
(
(p− 1)(b− j)− 1
a− pj − 1
)
P a+b−jβP j
pour tous a, b > 0.
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Les opérations Sq0 et P 0 sont les unités de l’algèbre de Steenrod pour p = 2 et p > 2
respectivement.
Avec cette définition on a :
Théorème 1.1.1.6. Pour tout espace X, sa cohomologie singulière modulo p est naturellement
un module sur l’algèbre de Steenrod Ap.
1.1.2 La condition d’instabilité et les objets instables
1.1.2.1 Modules instables
Théorème 1.1.2.1. Soit X un espace topologique. Sa cohomologie modulo p est un Ap−module
qui satisfait aux conditions suivantes que l’on appelle instabilité.
1. pour p = 2 : si x ∈ HnX et i > n, alors Sqix = 0 ;
2. pour p > 2 : si x ∈ HnX et e+ 2i > n, e = 0, 1, alors βeP ix = 0.
Définition 1.1.2.2. Un module sur l’algèbre de Steenrod est dit instable si il satisfait à la
condition d’instabilité. La sous-catégorie pleine de la catégorie M des Ap−modules dont les objets
sont instables est notée U ; elle est abélienne.
Notation 1.1.2.3. Soit x un élément homogène d’un module instable M . On désigne par |x| son
degré : x ∈Mn implique |x| = n.
Remarque 1.1.2.4. Les modules instables sont nuls en degrés négatifs. En effet, les opération
Sq0 et P 0 sont les unités de A2 et Ap respectivement. Il s’ensuit que si x est de degré négatif,
alors
x = Sq0x = 0, (x = P 0x = 0).
1.1.2.2 Algèbres instables
Théorème 1.1.2.5. La cohomologie modulo p d’un espace X, munie du cup-produit, est une
Fp−algèbre N−graduée, commutative, unitaire et reliée à la structure de Ap−module par deux
propriétés :
(C ) la formule de Cartan : si p = 2 :
Sqi(xy) =
∑
k+l=i
SqkxSqly,
si p > 2 :
P i(xy) =
∑
k+l=i
P kxP ly;
β(xy) = (βx)y + (−1)|x|xβy,
pour tous x, y ∈ H∗X ;
(F ) action de restriction : si p = 2 : Sq|x|(x) = x2 pour tout x ∈ HnX,n ≥ 0 ;
si p > 2 : P
|x|
2 (x) = xp pour tout x ∈ H2kX, k ≥ 0.
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Définition 1.1.2.6. Une Ap−algèbre instable K est un module instable muni d’une structure
de Fp−algèbre commutative, unitaire dont le produit vérifie les propriétés C et F . On note
K la catégorie des Ap−algèbres instables dont les morphismes sont les applications d’algèbres,
Ap−linéaires de degré zéro. On dit algèbre instable au lieu de Ap−algèbre instable.
Proposition 1.1.2.7. Le produit tensoriel M ⊗
Fp
N de deux modules instables M,N est muni
d’une action de l’algèbre de Steenrod donnée par la formule de Cartan qui fait de ce produit un
module instable. On note dorénavant M ⊗N au lieu de M ⊗
Fp
N et la structure d’instabilité de ce
module est celle donnée par la formule de Cartan.
1.1.3 La base de Cartan-Serre
Pour p = 2 : soit I = (i1, i2, . . . , in) une suite d’entiers, elle sera dite admissible si 2iα ≥ iα+1
pour tout α. Étant donné que I est admissible, on définit son excès par la formule :
e(I) = (i1 − 2i2) + (i2 − 2i3) + . . .+ (in−1 − 2in) + in. (1.1.1)
Bien plus, à I on associe l’opération Sqi1Sqi2 . . . Sqin que l’on note SqI . Cette opération est
appelée monôme admissible de Cartan-Serre de A2.
Pour p > 2 : on considère des suites I = (0, i1, 1, i2, . . . , in, n), les i valant 0 ou 1. Elles
seront dites admissibles si ih ≥ pih+1 + h pour h ≥ 1 (in+1 = 0). Soit I une telle suite, son excès
est défini par :
e(I) = 2(i1 − pi2) + 2(i2 − pi3) + . . .+ 2(in−1 − pin) + 2in + 0 − 1 − . . .− n. (1.1.2)
On lui associe l’opération P I = β0P i1 . . . βn appelée monôme admissible de Cartan-Serre de Ap.
Les monômes admissibles forment un système de générateurs de l’algèbre de Steenrod :
Théorème 1.1.3.1. Les opérations admissibles déterminent une base de Ap en tant qu’espace
vectoriel gradué sur Fp.
1.1.4 Les objets projectifs et injectifs de la catégorie U
Rappelons queM est la catégorie des modules sur l’algèbre de Steenrod, reliée avec la catégorie
U par le foncteur oubli O. La catégorie M est abélienne et U l’est aussi. On peut donc faire de
l’algèbre homologique dans la catégorie U. En particulier, on peut discuter des objets projectifs et
injectifs de la catégorie U. Cette sous-section a pour but de caractériser ces objets. On montre
ainsi que U possède assez d’injectifs et de projectifs.
1.1.4.1 Les projectifs
Définition 1.1.4.1. On associe à un entier t le module instable ΣtFp concentré en degré t et(
ΣtFp
)t = Fp. On définit la t−ième suspension Σt comme un endofoncteur de la catégorie U qui,
à un module instable M associe le produit tensoriel
ΣtM := M ⊗ ΣtFp.
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Notant n un entier supérieur 1 à t, par abus de notation, un élément de
(
ΣtM
)n sera noté Σtx où
x notant élément correspondant dans Mn−t.
Théorème 1.1.4.2. Soit M ∈M, on désigne par B(M) son sous-espace vectoriel engendré par
les éléments de la forme SqIx (resp. P I) pour tout x ∈ M et pour tout I admissible d’excès
strictement supérieur à |x|. Le quotient MupslopeB(M) définit un foncteur
D : M→ U
que l’on appelle foncteur de déstabilisation. Il est adjoint à gauche du foncteur oubli. On a alors
des isomorphismes
HomM (M,N) ∼= HomU (DM,N) ,
fonctoriels en M et en N .
Proposition-Définition 1.1.4.3. Il y a des morphismes
HomM (ΣnAp, N) ∼= Nn,
naturels en N . Le module D(ΣnAp), noté par F (n), satisfait donc aux isomorphismes
HomU (F (n), N) ∼= Nn
naturels en N .
Les modules F (n) sont donc projectifs puisque les foncteurs N 7→ Nn sont exacts. D’après le
théorème 1.1.4.2, ces modules sont cycliques :
Proposition 1.1.4.4. Le module F (n) est librement engendré de manière instable. Plus précisé-
ment
F (n) =
 F2〈SqI ın|I est admissible de l’excès majoré par n〉 pour p = 2,Fp〈P I ın|I est admissible de l’excès majoré par n〉 pour p > 2.
par un générateur ın de degré n correspondant à le seul générateur de ΣnFp.
De plus, on a :
Proposition 1.1.4.5. Soit M un module instable. Le morphisme
⊕
x∈M
F (|x|)→M
ı|x| 7→ x
est surjectif.
On a tout fait pour assurer que la catégorie U a assez de projectifs.
1. Le module ΣtFp est (t− 1)−connexe. C’est à dire
(
ΣtFp
)k = 0 pour tout k ≤ t− 1. Par définition, ΣtM est
(t− 1)−connexe donc est nul sur les degrés inférieur à t− 1.
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Les morphismes entre les F (n)
Soient M un module instable et f un morphisme F (n) → M . Compte tenu du fait que les
modules F (n) sont monogènes, il suffit de calculer l’image de ın ∈ F (n) afin de déterminer le
morphisme f . En particulier, si M = F (m) pour certain entier m, l’image de ın ∈ F (n) est de
la forme θım ∈ F (m) pour certaine opération de Steenrod θ. Pour cette raison, un objet f de
HomU (F (n), F (m)) est déterminé par une opération de Steenrod θf . Par abus de notation, on
note θf un tel objet.
L’action de groupe symétrique
Le groupe Sn agit par permutation sur le produit tensoriel F (1)⊗n. Lannes et Zarati ont
observé qu’en prenant ses invariants, on récupère le module F (n).
Proposition 1.1.4.6 ([LZ87, lemme A.1.7]). Pour p = 2 on a F (n) ∼= (F (1)⊗n)Sn.
Le cas p impair s’avère être plus compliqué. Dans ce cas, le module F (1) peut être identifié
avec le sous Ap−module de H∗BZp ∼= Λ∗(t, |t| = 1)⊗ F2 [u, |u| = 2] engendré par la classe t. Pour
n ≥ 2, l’opération P 1 agit trivialement sur la classe t⊗n. Cependant, cette opération P 1 doit
agir librement sur la classe ın ∈ F (n). Alors le module Γn(F (1)) = (F (1)⊗n)Sn n’est pas de bon
candidat pour F (n). On modifie donc la catégorie U pour avoir le résultat analogue pour le cas
p > 2.
Proposition-Définition 1.1.4.7. On note U′ la sous-catégorie pleine de U qui contient tous
les modules concentrés en degrés pairs. Il y existe des générateurs projectifs F ′(2n), monogènes
engendrés par les ı′2n de degré 2n.
Proposition 1.1.4.8. Pour p > 2, dans la catégorie U′, on a
F
′(2n) ∼=
(
F
′(2)⊗n
)Sn
.
1.1.4.2 La torsion de Frobenius dans la catégorie U
Les opérations Sq0 et P0
Soit x un élément homogène d’un module instable M . On définit :
1. pour p = 2 :
Sq0x = Sq|x|x;
2. pour p > 2 :
P0x =
 P
|x|
2 x si x est de degré pair,
βP
|x|−1
2 x si x est de degré impair.
On a donc :
Proposition 1.1.4.9 (voir e.g. [Sch94, I.1.7]). Les opérations Sq0 et P0 satisfont aux conditions
suivantes :
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1. pour p = 2 :
SqiSq0x =
 Sq0Sq
i
2x si i ≡ 0(2),
0 si i ≡ 1(2);
2. pour p > 2 :
P iP0x =

P0P
i
px si i ≡ 0(p),
P0βP
i−1
p x si i ≡ 1(p) et |x| ≡ 1(2),
0 sinon.
Soit M un module instable. Il résulte des formules ci-dessus que le sous-objet Sq0M (resp.
P0M) est un sous-module instable de M .
Proposition 1.1.4.10. Il y a un seul morphisme non-trivial F (n)→ ΣF (n− 1), déterminé par
le générateur Σın−1 de ΣF (n− 1) en degré n. Le noyau de ce morphisme est Sq0(F (n)) si p = 2
et est P0(F (n)) si p > 2.
On a donc les suites exactes :
0 −−−−→ Sq0(F (n)) −−−−→ F (n) −−−−→ ΣF (n− 1) −−−−→ 0
0 −−−−→ P0(F (n)) −−−−→ F (n) −−−−→ ΣF (n− 1) −−−−→ 0
(C)
On les reformule en introduisant le foncteur Φ : U→ U défini par les formules ci-dessous.
Définition 1.1.4.11. Soit M un module instable. On définit un endofoncteur Φ de la catégorie
U par la formule suivante.
Pour p = 2 :
(ΦM)n =
 M
n
2 si n ≡ 0(2),
0 si n ≡ 1(2).
Pour p > 2 :
(ΦM)n =

M
n
p si n ≡ 0(2p),
M
1+n−2
p si n ≡ 2(2p),
0 sinon.
On note Φx l’élément de ΦM correspondant à x ∈M . L’action de l’algèbre de Steenrod sur
ΦM est donnée par les formules suivantes :
SqiΦx = SqiSq0x, (Frobenius-u)
P iΦx = P iP0x,
βΦx = 0.
On note λM : ΦM →M défini par λMx = Sq0x (λMx = P0x) pour tout x ∈M . Le morphisme
λM est Ap−linéaire parce que M est instable. Le module M est dit réduit si λM est injectif.
Puisque l’action de l’algèbre de Steenrod sur ΦM est donnée par les formules Frobenius-u, le
foncteur Φ est donc la version de Frobenius dans la catégorie U.
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L’adjoint à gauche du foncteur Σ et ses dérivés
Proposition 1.1.4.12 ([Sin78],[LZ87],[Sch94, 1.7.4]). Le noyau et le conoyau de λM sont des
suspensions. Cela définit les foncteurs Ω et Ω1 de U dans lui même par les formules :
Ker (λM ) = ΣΩ1M,
Coker (λM ) = ΣΩM.
Autrement dit, on a une suite exacte
0→ ΣΩ1M → ΦM →M → ΣΩM → 0, (1.1.3)
fonctorielle en M . De plus, le foncteur Ω est adjoint à gauche de la suspension Σ et Ω1 est son
premier foncteur dérivé (à gauche). Ses autres foncteurs dérivés sont triviaux.
En effet on peut avoir plus d’informations sur les foncteurs dérivés du foncteur Ωn.
Proposition 1.1.4.13 ([Sin78, proposition 2.3]). Les foncteurs dérivés Ωns du foncteur Ωn sont
triviaux dès que s > n et le foncteur Ωnn est l’itéré n−fois du foncteur Ω11.
Démonstration. Si n > 1 le foncteur Ωn se factorise comme la composition Ω1 ◦Ωn−1. Le foncteur
Σ est exacte. Comme Ω est son adjoint à gauche, il préserve les projectifs de la catégorie U. Plus
précisément, Ω(F (n)) ∼= F (n− 1). En effet :
HomU (ΩF (n),M) ∼= HomU (F (n),ΣM)
∼= ΣMn−1
∼= HomU (F (n− 1),M)
pour tout module instable M . Dans ce cas, la suite spectrale de Grothendieck pour Ω et Ωn−1 est
reformulée :
Es,r2 := Ω1s ◦ Ωn−1r =⇒ Ωnr+s.
La proposition 1.1.4.12 permet d’établir la récurrence et le résultat en découle.
Remarque 1.1.4.14. 1. On a des bijections
HomU (ΩM,N) ∼= HomU (M,ΣN) ,
naturelles en M et en N . Le morphisme M → ΣΩM de la suite exacte dans la proposition
1.1.4.12 est l’unité de l’adjonction.
2. L’isomorphisme ΩF (n) ∼= F (n− 1) permet de reformuler les suites exactes 1.1.3 :
0→ ΦF (n)→ F (n)→ ΣΩF (n)→ 0.
3. Soient M et N deux modules instables. Comme ces modules sont N−gradués on peut
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décomposer M ⊗N en somme directe P(M,N)⊕ IP(M,N) où :
P(M,N) =
⊕
n
 ⊕
k+l=n
M2k ⊗N2l
 ;
IP(M,N) =
⊕
n
 ⊕
k+l=n
(M2k+1 ⊗N2l)⊕ (M2k ⊗N2l+1)⊕ (M2k+1 ⊗N2l+1)
 .
Alors, chaque élément x ∈M ⊗N peut s’interpréter de façon unique comme la somme
P(M,N)(x) + IP(M,N)(x)
où P(M,N)(x) ∈ P(M,N) et IP(M,N)(x) ∈ IP(M,N).
4. Soient L,M et N des modules instables et α : L→M ⊗N . On peut définir un morphisme
des modules instables Φ(α) : ΦL→ ΦM ⊗ ΦN par les formules suivantes :
Φ(α)(Φ(x)) =

∑
i Φmi ⊗ Φni si |x| ≡ 0(2) et P(M,N)(α(x)) =
∑
imi ⊗ ni;∑
i Φmi ⊗ Φni si |x| ≡ 1(2) et α(x) =
∑
imi ⊗ ni.
Le morphisme Φ(IdM⊗N ) est isomorphe pour p = 2 mais ne l’est plus en général pour p > 2.
Proposition 1.1.4.15. Les foncteurs Φ et Σ admettent des adjoints à droite, notés par Φ˜ et Σ˜
respectivement. On a donc les bijections
HomU (ΦM,N) ∼= HomU
(
M, Φ˜N
)
,
HomU (ΣM,N) ∼= HomU
(
M, Σ˜N
)
,
naturelles en M et en N . De plus, les foncteurs Σ˜Σ et Φ˜Φ sont équivalents au foncteur identité.
En effet :
HomU
(
Φ˜ΦM,N
) ∼= HomU (ΦM,ΦN) ∼= HomU (M,N) ,
HomU
(
Σ˜ΣM,N
) ∼= HomU (ΣM,ΣN) ∼= HomU (M,N) ,
pour tout N .
La suite à la Bockstein
L’opération Sq1 est nilpotent. En effet,
(
Sq1
)2 = 0. Elle induit alors la suite à la Bockstein
projectif :
F (n+ 1) εn+1−−−→ F (n) εn−→ F (n− 1) (1.1.4)
εn, εn+1 notant Sq1. Cette suite n’est pas seulement un complexe, elle est en fait exacte.
Proposition 1.1.4.16. La suite à la Bockstein projectif 1.1.4 est exacte.
Démonstration. Un élément de Ker (εn) est de la forme
n∑
α=1
SqIα,1ın où (Iα,1) est admissible de
l’excès majoré par n. Le noyau de εn est donc engendré par Sq1(ın). Le module 〈Sq1(ın)〉 est
quant à lui l’image de εn+1. Il résulte de la coïncidence de Ker (εn) et Im (εn+1) que la suite est
exacte.
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Corollaire 1.1.4.17. Il y a trois suites exactes longues :
→ F (n) Sq
1
−−→ F (n− 1) Sq
1
−−→ · · · Sq
1
−−→ F (4) Sq
1
−−→ F (3)→ Λ2(F (1))→ 0,
→ F (n) Sq
1
−−→ F (n− 1) Sq
1
−−→ · · · Sq
1
−−→ F (3) Sq
1
−−→ F (2)→ ΦF (1)→ 0,
→ F (n) Sq
1
−−→ F (n− 1) Sq
1
−−→ · · · Sq
1
−−→ F (2) Sq
1
−−→ F (1)→ ΣF2 → 0.
A propos de la cyclicité de produits tensoriels F (n)⊗ F (m)
Les modules F (n)⊗ F (m) sont finiment engendrés. De plus, ils sont monogènes dans le sens
suivant.
Proposition 1.1.4.18. Pour tous n,m ∈ N, il existe un élément α ∈ F (n)⊗ F (m) tel que pour
tout x ∈ F (n)⊗ F (m), il y a un entier k et une opération de Steenrod θ pour que θα = Sqk0 (x).
Démonstration. Soit q un nombre tel que 2q > n+m. On va montrer que α = ın ⊗ Sqq0ım.
On commence par vérifier que pour tout élément ın ⊗ δım où δ ∈ A2, on a
Sqq0(ın ⊗ δım) ∈ A2(ın ⊗ Sqq0ım).
En effet, il suffit de le démontrer pour tout δ parcourant à travers la base additive de A2. On
choisit δ = SqI et montre que
ın ⊗ Sqq0δım ∈ A2(in ⊗ Sqq0im) (1.1.5)
pour tout δ ∈ A2. En effet, l’hypothèse 2q > n+m implique
ın ⊗ Sqq0δım = ın ⊗ Sq2
qISqq0ım
= Sq2qI(ın ⊗ Sqq0ım)
et donc cet élément appartient à A2(ın ⊗ Sqq0ım).
Afin de montrer que Sqq0(ın ⊗ δım) ∈ A2(ın ⊗ Sqq0ım), on démontre par récurrence sur t que
Sqt0ın ⊗ Sqq0δım ∈ A2(ın ⊗ Sqq0ım).
1. Le cas t = 0 est évident selon la remarque 1.1.5.
2. On suppose qu’on l’a vérifié pour tout t < k. On passe au cas t = k. D’après la formule de
Cartan, on a
Sqn2
k−1(Sqk−10 ın ⊗ Sqq0δım) =
n∑
i=0
Sqi2
k−1
Sqk−10 ın ⊗ Sq(n−i)2
k−1
Sqq0δım.
Par hypothèse de récurrence, Sqk−10 ın ⊗ Sqq0δım ∈ A2(ın ⊗ Sqq0ım) pour tout δ ∈ A2. On va
montrer que chaque élément Sqi2k−1Sqk−10 ın⊗Sq(n−i)2
k−1
Sqq0δım appartient à A2(ın⊗Sqq0ım)
pour tout δ ∈ A2. Pour ce faire, on montre de nouveau par récurrence sur i ≤ n.
(a) Si i = 0 on peut reformuler Sqi2k−1Sqk−10 ın ⊗ Sq(n−i)2
k−1
Sqq0δım comme l’élément
Sqk−10 ın⊗Sqq0Sq(n−i)2
k−2
δım. Cet élément quant à lui appartient à A2(ın⊗Sqq0ım) par
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hypothèse sur t.
(b) On suppose que Sqi2t−1Sqt−10 ın ⊗ Sq(n−i)2
t−1
Sqq0δım appartient à A2(ın ⊗ Sqq0ım) pour
i ≤ l − 1. En utilisant la formule de Cartan on obtient
Sql2
t−1
Sqt−10 ın ⊗ Sq(n−i)2
t−1
Sqq0δım = Sql2
t−1(Sqt−10 ın ⊗ Sq(n−i)2
t−1
Sqq0)δım
−
l−1∑
i=0
Sqi2
t−1
Sqt−10 ın ⊗ Sq(l−i)2
t−1
Sqq0δım.
Il en découle que Sql2t−1Sqt−10 ın⊗Sq(n−i)2
t−1
Sqq0δım appartient à A2(ın⊗Sqq0ım) pour
tout δ dans A2.
Il suit que Sqt0ın ⊗ Sqq0δım appartient à A2(ın ⊗ Sqq0ım) pour tout t. En particulier, pour
t = q, l’élément Sqq0 (ın ⊗ δım) appartient à A2(ın ⊗ Sqq0ım) pour tout δ ∈ A2.
On montre maintenant que pour tout monôme admissible θ ∈ A2, il existe N ∈ N tel que
SqN0 (θın ⊗ δım) appartient à A2(ın⊗ Sqq0ım) pour tout δ ∈ A2. On raisonne par récurrence sur le
degré de θ. Le cas de degré 0 a été vérifié précédemment. Supposons que l’affirmation est vérifiée
pour tout monôme admissible θ de degré majoré par k. Soit SqI un monôme admissible de degré
k + 1. Pour une raison technique on sépare son premier terme Sql et on note SqI = Sqlω. Par la
formule de Cartan on a
Sqlωın ⊗ δım = Sql(ωın ⊗ δım)−
l−1∑
i=0
Sqiωın ⊗ Sq(l−i)δım.
Suivant l’hypothèse de récurrence il existe N tel que
SqN0 (Sqlωın ⊗ δım) ∈ A2(ın ⊗ Sqq0ım)
pour tout δ ∈ A2.
1.1.4.3 Le foncteur de Lannes et les modules instables injectifs
La catégorie U possède de bonne propriétés. Avant de les préciser, rappelons quelques définitions.
Sauf mention explicite à une autre référence, on renvoie à [Gab62].
Définition 1.1.4.19. Un objet d’une catégorie (le plus souvent abélienne, mais pas nécessaire-
ment) est dit noethérien si toute suite croissante de sous-objets stationne. Une catégorie abélienne
est dite localement noethérienne si elle possède un ensemble de générateurs noethériens. Un
objet est dit de type fini si toute suite croissante de sous-objets dont la co-limite égale l’objet de
départ est stationnaire.
Théorème 1.1.4.20. Soit A une catégorie abélienne possédant des co-limites et que les co-limites
filtrantes y sont exactes, un objet est noethérien si et seulement si tous ses sous-objets sont de
type fini. Dans une catégorie localement noethérienne, tout objet de type fini est noethérien.
Un produit des modules injectifs reste injective. Par contre, une somme directe quelconque
des modules injectifs n’est pas injective à priori. Toutefois :
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Théorème 1.1.4.21 ([Gab62, IV.2, proposition 6]). Dans une catégorie localement noethérienne,
une somme directe de modules injectifs reste encore injective.
Théorème 1.1.4.22 ([MP67]). La catégorie U est localement noethérienne. Tous les sous-modules
d’un module instable finiment engendré sont finiment engendrés.
Pour cette raison, il suffit de déterminer les modules instables injectifs indécomposables afin
de classifier les modules instables injectifs.
Modules de Brown-Gitler
Théorème 1.1.4.23 ([BG73, théorème 1.1]). On note T(n) le dual du spectre de Brown-Gitler
B(n). Sa cohomologie modulo p que l’on note J(n) et que l’on appelle module de Brown-Gitler est
un objet cocyclique dans la catégorie U. Étant caractérisé par la formule HomU (M,J(n)) ∼= (Mn)∗
pour tout M ∈ U, ce module forme un objet injectif de U. De plus, il est indécomposable.
Comme HomU (M,J(m)) ∼= (Mm)∗, chaque élément u ∈ Mm détermine un morphisme
iu : M → J(m). Les morphismes iu induit le morphisme :
iM : M ↪→
∏
n
∏
u∈Mm
J(m).
Il dérive de la proposition directe suivante que la catégorie U possède assez d’injectifs.
Proposition 1.1.4.24. Le morphisme iM est un monomorphisme pour tout module instable M .
Remarque 1.1.4.25. Rappelons qu’un morphisme θ : F (m)→ F (n) est déterminé par θ(ım) donc
par une opération de Steenrod ω dont l’excès est majoré par m− n. En tant que l’espace vectoriel
gradué, on a J(n)m ∼= (F (m)n)∗. Les morphismes γ : (F (m))n → (F (m− |γ|))n déterminent la
structure de module instable sur J(n).
La proposition suivante est une reformulation de ce qu’on vient de remarquer.
Proposition 1.1.4.26. Il y a des bijections :
HomU (J(n+m), J(n)) ∼= HomU (F (n+m), F (n))
∼=
〈
SqI ım|SqI ∈ A2, |SqI | = m, e(I) ≤ n
〉
.
Remarque 1.1.4.27. 1. Un morphisme J(n) → J(m) correspond à une forme linéaire sur
J(n)m et donc à une opération de Steenrod A2 3 ϕ : J(n)m → J(n)n ∼= F2. On le note •ϕ.
2. Les modules de Brown-Gitler sont finis ; J(0) ∼= F2, tous les autres J(n) sont connexes et
donc nilpotents.
Notation 1.1.4.28. Soit M un module instable fini. On note d(M) le plus grand degré n tel que
Mn soit non trivial. La notion peut s’étendre à tout module instable en admettant que d(M) =∞
si il n’existe pas un entier n tel que Mk = 0 pour tout k > n.
Par définition, on obtient :
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Lemme 1.1.4.29. Étant donnée une suite exacte courte
0→M → N → P → 0
on a :
d (N) = max {d (M) , d (P )} .
Lemme 1.1.4.30. Si M est un module fini, son enveloppe injective l’est aussi. De plus si
d (M) = n, il en est de même pour son enveloppe injective. Par conséquent, la dimension injective
de M est majorée par n− 1.
Démonstration. Par définition des modules de Brown-Gitler, on a l’injection
M ↪→
∏
m
∏
u∈Mm
J(m) =: I.
Comme M est fini, I l’est aussi. De plus, Mn → In est un isomorphisme. On en déduit que
l’enveloppe injective E de M est finie et Mn ∼= En. En remplaçant M par EupslopeM on a un module
fini dont le plus grand degré non trivial est majorée par n− 1. En raisonnant par récurrence, il
est facile de montrer que la dimension injective de M est majorée par n− 1.
Notation 1.1.4.31. 1. Pour un entier n, on note :
J
(
n
2
)
=
 J(k) if n = 2k,0 sinon.
2. Soit I = ⊕
α
J(kα). On note :
Augn(I) =
⊕
α
J(n+ kα), (1.1.6)
Divn(I) =
⊕
α
J
(
n+ kα
2
)
. (1.1.7)
On note Div(I) pour Div0 (I).
Lemme 1.1.4.32. On a
Σ˜J(n) = J(n− 1),
Φ˜J(n) =
 J(k) si n = 2k,0 sinon.
Démonstration. Pour un module instable M on a
HomU
(
M, Σ˜J(n)
) ∼= HomU (ΣM,J(n))
∼= ((ΣM)n)∗
∼= HomU (M,J(n− 1)) .
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On en déduit Σ˜J(n) = J(n− 1). De manière similaire on obtient les résultats sur Φ˜J(n).
Théorème 1.1.4.33 (Suite exacte de Mahowald). Pour tout n ∈ N, la résolution injective
minimale dans U du module ΣJ(n) provient de la suite exacte courte suivante
0→ ΣJ(n) σn−→ J(n+ 1) •Sq
n+1
2−−−−−→ J(n+ 12 )→ 0 (Mahowald)
σn étant l’adjoint de l’identité J(n) → Σ˜J(n + 1) ∼= J(n). En particulier J(2n + 1) ∼= ΣJ(2n).
Étant donné un morphisme ϕ : J(n+ 1)→ J(m+ 1), le diagramme suivant est commutatif
0 // ΣJ(n)   σn //
Σ˜ϕ

J(n+ 1) •Sq
n+1
2
// //
ϕ

J
(
n+1
2
)
//
Φ˜ϕ

0
0 // ΣJ(m)   σm // J(m+ 1) •Sqm+12
// // J
(
m+1
2
)
// 0
(1.1.8)
Remarque 1.1.4.34. La commutativité du diagramme 1.1.8 provient des paires des foncteurs
adjoints
(
Σ, Σ˜
)
et
(
Φ, Φ˜
)
, et plus précisément, du fait que le diagramme ci-dessous commute.
0 // ΣΣ˜J(n+ 1)   σn //
ΣΣ˜ϕ

J(n+ 1) •Sq
n+1
2
// //
ϕ

Φ˜J(n+ 1) //
Φ˜ϕ

0
0 // ΣΣ˜J(m+ 1)   σm // J(m+ 1) •Sqm+12
// // Φ˜J(m+ 1) // 0
Proposition 1.1.4.35. Étant donné SqI un monôme admissible où I = (in, in−1, . . . , i1, i0), on
a des égalités
Σ˜
(
•SqI
)
= •SqI , Φ˜
(
•SqI
)
= •Sq in2 ,..., i02 .
Notation 1.1.4.36. On note A = F2
[
xi
∣∣0 ≤ i ∈ N, |xi| = (1, 2i)] .
Le théorème suivant donne une description globale des modules de Brown-Gitler.
Théorème 1.1.4.37 (Miller). On désigne par J∗∗ la somme directe des modules de Brown-Gitler⊕
k≥0 J(k). Un élément x ∈ J(k)l est dit de bi-degré (l, k). Les applications uniques non-triviales
J(n)⊗ J(m)→ J(n+m) déterminent une structure de F2−algèbre bi-graduée commutative. Pour
p = 2 le module J∗∗ est isomorphe à l’algèbre polynomiale A . L’action de l’algèbre de Steenrod est
donnée par Sq1xk = x2k−1 et la formule de Cartan.
Corollaire 1.1.4.38. Soit
k∑
i=1
2ni l’expression 2−adique de d. On a
(J(d))d =
〈
xd0
〉
,
(J(d))k =
〈
k∏
i=1
xni
〉
,
(J(d))t = 0 pour k > t ou t > d.
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On donnera dans la suite la caractérisation des modules injectifs indécomposables réduits.
Pour ce faire, on aura besoin de rappels sur les partitions d’un entier.
Partitions d’un entier
On appelle partition d’un entier n une suite λ = (rk)k≥1 d’entiers naturels tels que
+∞∑
k=1
krk = n.
L’entier rk s’appelle la multiplicité de k dans la partition λ. Si rk ≥ 1 on dit que k est une part
de la partition. Il existe une unique partition de 0, elle ne possède aucune part et se note 0. La
partition λ = (rk)k≥1 se note formellement (1r1 , 2r2 , . . .). On associe à cette partition la suite(
(k1)rk1 , (k2)rk2 , . . . (kt)rkt
)
de ses parts. La taille de la partition λ = (rk)k≥1 est par définition
l’entier r =
+∞∑
k=1
rk.
On définera la suite (λi)r≥i≥1 comme suit.
λrkt+rkt−1+...+rki+j = ki−1 pour 1 ≤ j ≤ rki−1 .
On obtient une suite décroissante (λi)r≥i≥1 telle que
r∑
i=1
λi = n.
On constate que, réciproquement, la donnée d’une suite (λi)r≥i≥1 décroissante d’entiers positifs
détermine une unique partition λ de l’entier n =
r∑
i=1
λi dont la taille est r et la suite des parts est
la suite donnée.
Définition 1.1.4.39. 1. Dorénavant, une partition est une suite décroissante finie λ d’entiers.
2. La longueur d’une partition λ est le nombre d’entiers de la suite, noté l(λ). Par la suite on
identifiera une partition λ et le l(λ)−uplet
(
λ1, . . . , λl(λ)
)
.
3. Une partition λ est dite 2−régulière si λi > λi+1 pour 1 ≤ i < l(λ) ; le corps de base étant
fixé à F2, nous parlerons par la suite simplement de partition régulière.
4. Le degré d’une partition λ (ou le poids) est l’entier positif |λ| =
l(λ)∑
i=1
λi. Une partition de n
est par définition une partition de degré n.
5. Soient λ et µ deux partitions de même degré. On notera λ ≤ µ si pour tout n on a
n∑
i=1
λi ≤
n∑
i=1
µi.
On remarque que si λ ≤ µ alors
l(λ) ≥ l(µ)
6. On peut représenter une n−partition (λi)r≥i≥1 par un diagramme de n carrés rangés en r
colonnes, la ième colonne contenant exactement λi carrés.
λ6
λ4 λ5
λ3
λ2
λ1
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7. Si l’on transpose le diagramme d’une partition λ = (λi)r≥i≥1 de n par rapport à la diagonale
on obtient un diagramme associé à une nouvelle partition λ′ =
(
λ
′
i
)
h≥i≥1 de n, que l’on
appelle la conjuguée de λ. On remarque que λ′j = card {i|λi ≥ j}.
Les modules injectifs indécomposables réduits
Définition 1.1.4.40. On note :
L =
{
L|L est facteur direct indécomposable de H∗
(
BZ⊕n2
)}
upslope∼,
Ld =
{
L|L ∈ L , L ⊂ H∗
(
BZ⊕d2
)
\H∗
(
BZ⊕d−12
)}
upslope∼
Pd =
{
P |P est Fp
[
GL(Z⊕dp )
]
−module projectif indécomposable
}
upslope∼,
Sd = {S|S est Fp − représentation simple de GLd(Zp)}upslope∼
Définition 1.1.4.41 (Régularité d’une partition). Une partition (λ1, . . . , λd) est 2−régulière pour
les colonnes si elle satisfait aux conditions
λ1 ≥ λ2 ≥ · · · ≥ λd = 1
λi − λi+1 ≤ 1, 1 ≤ i ≤ d− 1.
Elle est 2−régulière si
λi > λi+1, 1 ≤ i ≤ d− 1.
La proposition suivante est élémentaire et classique :
Proposition 1.1.4.42. Soit λ = (λ1, . . . , λd) une partition 2−régulière. Sa conjuguée est 2−régulière
pour les colonnes.
On peut maintenant énoncer les relations entre les ensembles définis dans 1.1.4.40 :
Théorème 1.1.4.43 ([HK88]). La correspondance
Rd : Ld −→Pd
L 7−→ HomU
(
L,H∗
(
BZ⊕d2
)) ⊗
Fp[End(Z⊕d2 )]
Fp
[
GL
(
Z⊕d2
)]
détermine une bijection entre Ld et Pd.
On remarque que le foncteur de l’enveloppe projective Sd → Pd et le foncteur de socle
Pd → Sd sont inverses l’un de l’autre. On en déduit :
Théorème 1.1.4.44 ([Jam80, JK81]). Les classesLd,Pd etSd sont bijectives. Les F2−représentations
simples de GLd(Z2) sont indexés par les 2−partitions régulières. Soit λ une telle partition on
note Iλ la F2−représentation simple de GLd(Z2), Pλ son enveloppe projective et Lλ le module
correspondant dans Ld.
Proposition-Définition 1.1.4.45. Soit λ = (λ1, λ2, . . . , λm) une 2−partition régulière. On note
λ
′ =
(
λ
′
1, λ
′
2, . . . , λ
′
λ1
)
sa conjuguée. Alors λ′ est une 2−partition régulière pour les colonnes.
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On note n la somme
m∑
i=1
λi et Vλ′ la F2−représentation simple de Sn. On désigne par eλ′
l’élément de F2 [Sn] tel que Vλ′ = eλ′F2 [Sn]. On note Sλ le module eλ′ (F (1)⊗n) où Sn agit sur
F (1)⊗n par permutation.
On rappelle les propriétés importantes des modules Sλ.
Théorème 1.1.4.46 ([FS90]). Soit λ = (λ1, λ2, . . . , λm) une 2−partition régulière. On note
k + 1 =
m∑
i=1
2i−1λi et n =
m∑
i=1
λi. Alors on a :
1. Sλ est k−connexe.
2. Le foncteur 2f(Sλ) ∈ Fω est un foncteur simple de degré n.
3. On note I(λ) l’enveloppe injective de Sλ. Le module I(λ) est indécomposable.
La caractérisation des modules instables injectifs
Carlsson et Miller ont observé que la cohomologie modulo p d’un p−groupe abélien élémentaire
est injective dans U. Lannes et Zarati ont démontré ensuite que le produit tensoriel d’un tel
module avec un module de Brown-Gitler reste injectif. Cela a donné la caractérisation des objets
injectifs de la catégorie U.
Théorème 1.1.4.47 ([LS89, théorème 3.1]). Les modules injectifs indécomposables de la catégories
U sont les produits tensoriels L ⊗ J(n) entre un facteur direct indécomposable de Ap−module
(H∗BZ/pZ)⊗d et un module de Brown-Gitler. Puisque U est localement noethérienne, un module
instable injectif est la somme directe des modules de ces types.
Soient I, J deux modules injectifs réduits alors leur produit I ⊗ J reste injectif. En effet,
d’après le théorème 1.1.4.47, I et J sont facteurs directs de (H∗BZ/pZ)⊗d1 et (H∗BZ/pZ)⊗d2
respectivement pour certains d1, d2. Il s’ensuit que I⊗J est un facteur direct de (H∗BZ/pZ)⊗(d1+d2)
qui est, quant à lui, injectif. Cependant :
Proposition 1.1.4.48. Le produit J(n)⊗ J(m) n’est pas injectif dès que n,m ≥ 2.
Démonstration. On rappelle d’abord quelques notations. Soit d un entier et
k∑
i=1
2ti son expression
2−adique. On note : α(d) = k.
D’après le théorème 1.1.4.37, on a
(J(n)⊗ J(m))n+m = 〈xn0 ⊗ xm0 〉 , (1.1.9)
(J(n)⊗ J(m))α(n)+α(m) = 〈xn ⊗ xm〉, (1.1.10)
(J(n)⊗ J(m))n+m−1 =
〈
xn−20 x1 ⊗ xm0 , xn0 ⊗ xm−20 x1
〉
, (1.1.11)
(J(n)⊗ J(m))k = 0 pour k < α(n) + α(m) ou n+m < k. (1.1.12)
On suppose par absurde que J(n)⊗ J(m) est injectif. Selon le théorème 1.1.4.47, il devrait être la
somme directe finie de modules de Brown-Gitler. D’après 1.1.9, il doit contenir une seule copie de
2. Les notations de f et Fω seront données dans la sous-section 1.2.1.
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J(n+m) et de J(n+m− 1). Puisque (J(n+m))α(n+m) = F2, alors α(n) + α(m) ≥ α(n+m).
Par ailleurs, α(d) + α(a) ≤ α(d+ a) pour tous d, a donc α(n) + α(m) = α(n+m).
On montre ensuite que n et m doivent être pairs. En effet, supposons que n = 2k + 1. Alors
J(n)⊗ J(m) = Σ(J(2k)⊗ J(m) donc J(n)⊗ J(m) devrait être la somme de modules de Brown-
Gitler de formes J(2l + 1). Cela est contradictoire car n+m et n+m− 1 ne peuvent pas être
impairs à la fois. On pose donc n = 2n1 et m = 2m1.
On note 1 +
d∑
i=1
2ti l’expression 2−adique de 2(n1 +m1)− 1. Alors
J(2(n1 +m1)− 1)d+1 =
〈
x0
d∏
i=1
xti
〉
.
Notons β ∈ (J(n+m))d+1 l’élément correspondant à y := x0∏di=1 xti . Parce que Sqd+1y = 0
alors Sqd+1β = 0. Il en résulte que β est la somme d’éléments de forme ∏hi=1 xki⊗∏lj=1 xgj tel que
0 ∈ {ki, gj |1 ≤ i ≤ h, 1 ≤ j ≤ l}. Comme n+m est pair, le nombre de 0 dans chaque ensemble
doit être pair donc supérieur à 2. Il s’ensuit que Sqdβ = 0 alors que Sqdy = x0
∏d
i=1 x
2
ti−1. Cette
contradiction montre que J(n)⊗ J(m) ne peut être injectif.
Les foncteurs division et le foncteur de Lannes
Théorème 1.1.4.49 ([Lan87]). Soit D un module instable de type fini. Le foncteur
D ⊗− : U −→ U
M 7−→ D ⊗M
admet un adjoint à gauche que l’on note N 7→ (N : D)U. Autrement dit, il y a des bijections
naturelles
HomU ((N : D)U,M) ∼= HomU (N,D ⊗M)
pour tous M et N . On appelle division par D le foncteur (− : D)U.
Remarque 1.1.4.50. 1. La division par Fp est le foncteur identité.
2. La division par ΣtFp est le foncteur Ωt.
Définition 1.1.4.51 ([Lan87]). Le foncteur de Lannes TV est la division par la cohomologie
de l’espace classifiant BV d’un p−groupe abélien élémentaire V . La division par la cohomologie
réduite de BV est notée par T¯V .
Les propriétés du foncteur de Lannes
1. Les foncteur TV et T¯V sont exacts puisque les modules H∗BV et H˜
∗
BV sont injectifs.
2. Puisque la cohomologie H∗BV se décompose en somme directe H˜∗BV ⊕ Fp, le foncteur TV
est équivalent à la somme T¯V ⊕ Id. On note T := TFp et T¯ := T¯Fp .
3. TF⊕dp
∼= T d.
4. Le foncteur TV commutes avec les co-limites car il est adjoint à gauche du foncteur H∗BV ⊗−.
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5. Le foncteur TV commutes avec les foncteurs Σ,Ω,Φ,−⊗−. En effet, il y a des isomorphismes
naturels :
(a) TV ΩM ∼−→ ΩTVM .
(b) TV ΣM ∼−→ ΣTVM .
(c) TV ΦM ∼−→ ΦTVM .
(d) TV (M ⊗N) ∼−→ TVM ⊗ TVN .
6. (a) TV (H∗BW ) ∼= H∗BWHomVFp (V,W ) d’où
HomU (H∗BW,H∗BV ) ∼= Fp[HomVFp (V,W )].
(b) TV J(n) ∼= J(n). Il suit que le foncteur de Lannes préserve les modules injectifs.
(c) TF (n) ∼= ⊕ni=0 F (i) d’où T¯F (n) ∼= ⊕n−1i=0 F (i). Il en découle que T et T¯ préservent les
modules projectifs.
Le lemme suivant est élémentaire mais important.
Lemme 1.1.4.52. Le foncteur T préserve les modules finiment engendrés.
Démonstration. L’affirmation provient du calcul de TF (n). Un module M est finiment engendré
si et seulement si il y a un épimorphisme
n⊕
i=0
F (i)M.
Compte tenu de l’exactitude du foncteur T et de l’isomorphisme TF (n) = ⊕ni=0 F (i) on obtient
l’épimorphisme
n⊕
i=0
(
i⊕
i=0
F (i)
)
 TM
d’où le lemme.
Comme T¯ est un facteur direct de T , il admet la même propriété que possède T .
La Sq1−acyclicité des modules instables injectifs réduits
Définition 1.1.4.53. Un module instable M est dit Sq1−acyclique si la suite
0→M1 Sq
1
−−→M2 Sq
1
−−→ · · · Sq
1
−−→Mn Sq
1
−−→ · · ·
est exacte.
Proposition 1.1.4.54. Les modules instables injectifs réduits sont Sq1−acyclique.
Démonstration. Soit I un module injectif réduit. La suite exacte longue
· · · Sq
1
−−→ F (n) Sq
1
−−→ · · · Sq
1
−−→ F (2) Sq
1
−−→ F (1) Sq
1
−−→ ΣF2 → 0
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induit la suite exacte
0 = HomU (ΣF2, I)
Sq1−−→ HomU (F (1), I) Sq
1
−−→ · · · Sq
1
−−→ HomU (F (n), I) Sq
1
−−→ · · ·
Puisque HomU (F (n), I) ∼= In, le module I est Sq1−acyclique.
Remarque 1.1.4.55. Puisque HomU (ΣF2, J(n)) = 0 dès que n > 1, les modules {J(n), n > 1}
sont Sq1−acycliques.
1.2 Catégories de foncteurs
Dans cette section on rappelle la définition générale de catégorie quotient au sens de Gro-
thendieck. Cela est essentiel pour travailler dans la catégorie U en négligeant certaines classes
d’objets.
1.2.1 Foncteur de Lannes et la catégorie de foncteurs
Définition 1.2.1.1. Soient R une algèbre sur un corps de base k et M un R−R−bimodule. On
note M fR la catégorie des R−modules libres finiment engendrés, R−mod la catégorie des modules
à gauche sur R et I le foncteur d’inclusion de M fR dans R−mod. On désigne par F (R) la
catégorie de foncteurs de M fR dans R−mod.
Le foncteur f
On note F := F (Fp). Le foncteur de Lannes permet de relier les catégories U et F.
Théorème 1.2.1.2 ([HLS93, partie I, théorème 3.1 et proposition 3.2]). L’application qui, à
chaque module instable M associe l’espace vectoriel T 0V (M) définit un foncteur f : U → F. Le
foncteur f a de bonnes propriétés :
1. f est exact ;
2. Pour tous modules instables M et N , il y a une équivalence naturelle de foncteurs
f(M)⊗ f(N) ∼= f(M ⊗N);
3. f(ΦnM) = f(M) et en particulier f(ΦnF (d)) = Γd.
En particulier, le foncteur f préserve les objets injectifs.
Proposition 1.2.1.3. Le foncteur f envoie les modules injectifs vers les foncteurs injectifs.
Démonstration. Soit V un 2−groupe abélien élémentaire. On a
f(H∗(BV )) ∼= IV : W 7→ F
HomVF2 (W,V )
2 .
Le foncteur IV représente le foncteur exact
F −→ VF2 , F 7−→ (F (E))]
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donc il est injectif dans F. D’autre part, un module injectif I ∈ U s’écrit comme la somme
directe ⊕
λ∈Λ
Lλ⊗J(nλ) où Lλ désigne un facteur direct de H∗(BVλ) pour certain 2−groupe abélien
élémentaire Vλ. Il s’ensuit que
f
⊕
λ∈Λ
Lλ ⊗ J(nλ)
 = ⊕
λ∈Λ
f(Lλ)⊗ f(J(nλ)) =
⊕
λ∈Λ,nλ=0
f(Lλ).
Le foncteur f envoie donc les modules injectifs vers les foncteurs injectifs.
On note Fω la sous-catégorie pleine des foncteurs qui sont l’images de f . L’existence de
l’adjoint de f ainsi que du foncteur induit f ′ : U→ Fω est assurée par le théorème suivant.
Théorème 1.2.1.4 ([HLS93, partie I, section 7]). Le foncteur f admet un adjoint à droite m. Il
s’ensuit que f ′ en a aussi un que l’on note m′. Il y a un isomorphisme naturel
HomFω
(
f ′(M), F
) ∼= HomU (M,m′(F )) .
De plus, f ′m′(F ) ∼= F pour tout F ∈ Fω.
On dispose des catégories U, Fω et des foncteurs f ′,m′ qui s’accordent à la situation suivante :
Proposition-Définition 1.2.1.5. Soient A ,B deux catégories abéliennes et T : A → B un
foncteur qui est adjoint à gauche du foncteur S : B → A . Le foncteur T est exact et le foncteur
T ◦ S est isomorphe au foncteur identité de B. On note Ker (T ) la sous-catégorie pleine formée
des objets A ∈ A tel que TA est nul. La sous-catégorie Ker (T ) de A satisfait à la condition
suivante :
Ker (T ) est stable par sous-objet, quotient et extension. (E)
En général, une sous-catégorie d’une catégorie abélienne est dite épaisse si elle est pleine et si elle
satisfait à la condition (E).
Démonstration. On ne donne que la preuve pour le cas de U, Fω, f ′ et m′. Le cas général est
expliqué en détail dans [Gab62].
La condition (E) s’interprète comme suit : soit 0→M → N → P → 0 une suite exacte courte
dans U, N est un objet de Ker(f ′) si et seulement si M,P sont des objets de Ker(f ′). Puisque le
foncteur f ′ est exact, on a :
f ′(N) = 0⇔ f ′(M) = f ′(P ) = 0.
La condition (E) est donc satisfaite.
Dans ce qui suit, on montre que la catégorie F peut être considérée comme la catégorie quotient
UupslopeKer (T ).
1.2.2 Catégories quotient par rapport à une sous-catégorie épaisse
Définition 1.2.2.1 ([Gab62, III.1]). Soit S une sous-catégorie épaisse de la catégorie abélienne
A , on construit une nouvelle catégorie que l’on note AupslopeS et que l’on appelle catégorie
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quotient de A par S .
1. Objets
(
AupslopeS
)
=Objets(A ) ;
2. HomA upslopeS
(C,D) = lim−→
C′,D′
HomA
(
C ′, DupslopeD′
)
où CupslopeC ′, D′ ∈ S .
1.2.2.1 Remarques et Propriétés
1. Soient A,B,C dans A , f¯ ∈ HomA upslopeS (A,B) représenté par f ∈ HomA
(
A′, BupslopeB′
)
et
g¯ ∈ HomA upslopeS (B,C) représenté par g ∈ HomA
(
B′′, CupslopeC ′
)
.
On pose A′′ = f−1
(
B′′ +B′upslopeB′
)
et g(B′ ∩B′′) = C ′′upslopeC ′. Alors g¯ ◦ f¯ est représenté par
le composé
A′′ → B′′ +B′upslopeB′ ∼= B′′upslopeB′ ∩B′′ → CupslopeC ′′.
2. La catégorie AupslopeS est abélienne.
3. Il y a un foncteur canonique QS : A → AupslopeS qui associe un objet dans A à lui même et
une flèche à celle qu’elle représente. Ce foncteur est exact.
4. Soit f ∈ HomA (A,B).
(a) QS (f) = 0 si et seulement si Im (f) ∈ S .
(b) QS (f) est un monomorphisme si et seulement si Ker(f) ∈ S .
(c) QS (f) est un épimorphisme si et seulement si Im(f) ∈ S .
Proposition 1.2.2.2 ([Gab62, III.1, corollaire 1]). Soit S une sous-catégorie épaisse de A et
0→ A→ B → C → 0
une suite exacte dans AupslopeS . Cette suite est alors l’image par QS d’une suite exacte courte dans
A : 0→ A1 → B1 → C1 → 0. De plus, le diagramme suivant est commutatif.
0 −−−−→ A ϕ1−−−−→ B ϕ2−−−−→ C −−−−→ 0∥∥∥ ∥∥∥ ∥∥∥
0 −−−−→ QSA1 QSϕ1−−−−→ QSB1 QSϕ2−−−−→ QSC1 −−−−→ 0
Proposition 1.2.2.3 ([Gab62, III.1, corollaire 2]). La catégorie quotient AupslopeS est universelle
au sens suivant. Soit F un foncteur de A dans une autre catégorie abélienne C qui annihile les
objets dans S . Il existe un seul foncteur G : AupslopeS → C tel que F = G ◦QS .
Sous les mêmes hypothèses que possède la proposition 1.2.1.5, on a le théorème suivant.
Théorème 1.2.2.4 ([Gab62]). Le foncteur T se factorise à travers AupslopeKer (T ) :
QS : A → AupslopeKer (T ).
De plus, cela donne une équivalence entre la catégorie AupslopeKer (T ) et la catégorie B.
Corollaire 1.2.2.5 ([Gab62]). Soit H : AupslopeS → D un foncteur entre deux catégories abéliennes.
Le foncteur H est exact si et seulement si H ◦QS est exact.
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1.2.2.2 Le noyau du foncteur f ′
Comme f ′ est défini via le foncteur de Lannes, on peut détailler la description de Ker(f ′).
Proposition-Définition 1.2.2.6 ([LS89]). Soit M un module instable. Les conditions suivantes
sont équivalentes :
1. f ′(M) = 0 ;
2. HomU (M,H∗BV ) = 0 pour tout p−groupe abélien élémentaire ;
3. Pour tout x ∈ M , il existe un entier nx tel que Sqnx0 x = 0 pour p = 2 et Pnx0 x = 0 pour
p > 2.
Le module M est dit nilpotent ou 1−nilpotent s’il vérifie l’une des conditions équivalentes ci-dessus.
On désigne par Nil (ou Nil1) la sous-catégorie pleine de U des modules nilpotents.
Si M = H∗X où X est un espace topologique,
Sqn0x = x2
n pour tout x ∈M.
C’est pour cette raison qu’un élément x d’un module instable est dit nilpotent si il existe n ∈ N
tel que Sqn0x = 0.
Théorème 1.2.2.7 ([HLS93, partie I, sections 4 et 6]). Le foncteur f ′ se factorise à travers la
catégorie UupslopeNil
QNil : U→ UupslopeNil
et ceci induit une équivalence de catégories :
UupslopeNil ∼= Fω.
1.2.2.3 Sous-catégories localisantes
Définition 1.2.2.8 ([Gab62, III.2]). Une sous-catégorie épaisse S d’une catégorie abélienne A
est une sous-catégorie localisante si le foncteur QS : A → AupslopeS admet un adjoint à droite T .
Le foncteur T ◦QS est appelé foncteur localisation.
Proposition-Définition 1.2.2.9 ([Gab62, III.2, lemme 1]). SoitM un objet de A . Les assertions
suivantes sont équivalentes :
1. Pour tout morphisme u : P → Q tel que Ker (u) et Coker (u) appartiennent à S ,
HomA (u,M) : HomA (Q,M)
∼−→ HomA (P,M) .
2. Tout sous-objet de M appartenant à S est nul ; de plus, toute suite exacte
0→M → N → P → 0
telle que P appartienne à S , se scinde.
3. Pour tout objet P de A , HomA (P,M) ∼= HomA (QSP,QSM).
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On dit dorénavant que l’objet M est S−fermé si il satisfait aux conditions équivalentes ci-dessus.
Corollaire 1.2.2.10 ([LZ86]). Un objet M de U est Nil−fermé si et seulement si :
1. HomU (N,M) = 0 pour tout N ∈ Nil.
2. Ext1U (N,M) = 0 pour tout N ∈ Nil.
En fait, dans la catégorie U, il y a plusieurs façons pour caractériser un objet Nil−fermé :
Proposition 1.2.2.11. Soit M un module instable. Les conditions suivantes sont équivalentes :
1. Le module M est Nil−fermé.
2. Le morphisme M → Φ˜M , l’adjoint du morphisme λM : ΦM →M , est un isomorphisme.
3. Le module M admet une résolution injective :
0→M → I0 → I1 → · · ·
telle que I0 et I1 sont réduits.
Définition 1.2.2.12. Un objet M de A est dit S−réduit si HomA (N,M) = 0 pour tout N ∈ S .
Un module instable M est dit réduit au lieu de Nil−réduit.
Lemme 1.2.2.13. Pour tout objet N ∈ AupslopeS , T N est S−fermé.
En fait, on peut caractériser tous les objets S−fermés.
Proposition 1.2.2.14 ([Gab62]). Un objetM de A est S−fermé si et seulement si le morphisme
naturel M → T ◦QSM est un isomorphisme.
La définition de S−fermé nous permet de comprendre quand S est localisante.
Proposition 1.2.2.15 ([Gab62, III.2, proposition 4]). Si S est une sous-catégorie épaisse d’une
catégorie abélienne A , les assertions suivantes sont équivalentes :
1. S est une sous-catégorie localisante.
2. Tout objet M ∈ A contient un sous-objet qui est maximal parmi les sous-objets de M
appartenant à S ; de plus, si tout sous-objet de M appartenant à S est nul, il existe un
monomorphisme de M dans un objet S−fermé.
En particulier, Nil est une sous-catégorie localisante de U.
1.3 La filtration de Krull de la catégorie U
Le présent travail reprend le théorème
Théorème 1.3.2.11. Un module instable M appartient à Un si et seulement si
T¯n+1M = 0.
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résolu par Schwartz, dont on trouvera sa preuve dans [Sch94, théorème 6.2.4]. Cette preuve
invoque la théorie des représentations des groupes symétriques donc est assez technique. En fait,
elle dépend de la description explicite des objets simples de la catégorie UupslopeNil. On donne dans
cette section une preuve élémentaire de ce théorème, qui ne dépend que de l’ingrédient disponible
dans la catégorie U. Cette démonstration ressemble à celle introduite dans [Kuh13, théorème 1.1]
mais n’est pas identique.
On commence par rappeler la définition de la filtration de Krull de la catégorie U, en fait
d’une catégorie abélienne quelconque.
1.3.1 La filtration de Krull
1.3.1.1 La dimension de Krull d’une catégorie abélienne
On rappelle qu’une catégorie abélienne est localement finie si elle est localement noethérienne
(voir [Gab62]) et tout objet est limite inductive d’objets de longueur finie.
Théorème 1.3.1.1 ([Gab62]). Soit A une catégorie abélienne. Il existe une filtration des sous-
catégories localisantes que l’on appelle la filtration de Krull
A0 ⊂ A1 ⊂ A2 ⊂ . . . ⊂ An ⊂ . . . ⊂ A
telles que les quotients An+1upslopeAn soient des catégories localement finies.
La construction s’étend à tous les ordinaux et on note Aω la plus petite sous-catégorie
localisante contenant toutes les sous-catégories An. La catégorie A ne coïncide pas avec la
catégorie Aω en général.
1. Si M ∈ Aω, la dimension de Krull de M est le plus petit ordinal N tel que M ∈ AN . Sinon,
la dimension de Krull de M est +∞.
2. Si Aω coïncide avec A , le plus petit ordinal N tel que Aω soit égale à A sera appelé la
dimension de Krull de A .
1.3.1.2 La filtration de Krull de la catégorie U
Proposition 1.3.1.2 ([Gab62]). Si S est une sous-catégorie épaisse d’une catégorie localement
noethérienne A , les assertions suivantes sont équivalentes :
1. S est une sous-catégorie localisante de A .
2. La limite inductive d’un système inductif d’objets de S appartient à S .
On peut alors donner une description plus explicite de la filtration de Krull pour la catégorie
U. Gabriel l’a définie de la manière suivante. On désigne par κ0(A ) la sous catégorie épaisse
la plus petite qui contient tous les objets simples de A et fermée par co-limite. On considère
la catégorie quotient Aupslopeκ0(A ). La pré-image de κ0(Aupslopeκ0(A )) dans A est noté κ1(A ). Par
récurrence, on obtient une filtration croissante des sous catégories épaisses de A .
κ0(A ) ⊂ κ1(A ) ⊂ . . . ⊂ κn(A ) ⊂ . . . ⊂ A .
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Ceci résulte de l’analyse dessus et du fait que tous les modules instables sont co-limites des
modules finiment engendrés.
Théorème 1.3.1.3 ([Sch94]). La catégorie Uω coïncide avec la catégorie U.
Le lemme suivant est trivial mais essentiel pour la suite.
Lemme 1.3.1.4. Soient A une catégorie localement noethérienne et S ⊂ A une sous-catégorie
épaisse. Soit M ∈ A , l’objet QS (M) est simple dans AupslopeS si et seulement si les sous-objets non
triviaux de M dans la catégorie A sont dans S ou les quotients par les sous-objets considérés
appartiennent à S .
Démonstration. Le lemme résulte du fait qu’un objet N de A est envoyé sur l’élément zéro de
AupslopeS si et seulement si N ∈ S . En effet, soit N un sous-objet de M . Comme M est simple
dans AupslopeS , soit QSN = 0, soit QSN = QSM . C’est équivalent à dire que soit N ∈ S soit
MupslopeN ∈ S .
1.3.2 Le cas de U
Soit M un module instable. On note M≥n son sous-module des éléments de degré supérieur
ou égal à n (
M≥n
)m
=
 0 si m < n;Mm si m ≥ n.
Le module instable M est filtré par ses sous-modules
M = M≥0 ⊃M≥1 ⊃ . . . ⊃M≥l ⊃ . . . .
Il suit qu’un module M est simple si et seulement si il est de la forme ΣnFp pour un entier n. On
considère la sous-catégorie épaisse la plus petite qui contient tous les objets simples et est stable
par co-limite. On la note U0. La proposition suivante donne la description des modules dans U0.
Définition 1.3.2.1. Un module est localement fini si tous ses sous-modules monogènes sont finis.
Le lemme suivant découle de la définition des modules localement finis.
Lemme 1.3.2.2. Un module à la fois localement fini et finiment engendré est fini.
Proposition 1.3.2.3. Un module instable appartient à U0 si et seulement si il est localement
fini.
Démonstration. La collection S0 de tous les modules localement finis est fermée par les quotients,
les sous-objets et extensions et forme donc une sous-catégorie épaisse. De plus, cette classe est
fermée par co-limite. On constate que ΣnFp est localement fini pour tout n. Par définition de U0
on obtient l’inclusion U0 ⊂ S0.
Il reste à démontrer que S0 ⊂ U0. Remarquons que U0 est fermée par co-limite, il suffit
de démontrer que tous les modules localement finis et finiment engendrés appartiennent à U0.
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Soit M un tel module. D’après le lemme 1.3.2.2, ce module est fini. On peut le filtrer par ses
sous-modules :
M = M≥0 ⊃M≥1 ⊃ . . . ⊃M≥l ⊃ . . .
Comme M est fini, il existe n tel que M≥m = 0 pour tout m ≥ n. Il s’ensuit que ce module
appartient à U0.
Théorème 1.3.2.4 ([LS89]). Un module instable M appartient à U0 si et seulement si T¯M = 0.
Démonstration. Le foncteur T¯ est adjoint à gauche du foncteur H˜∗BZ/p ⊗ −. Il découle de
l’injectivité du module H˜∗BZ/p que le foncteur T¯ est exact. Comme T¯ΣnFp = 0 on a
U0 ⊂
{
M ∈ U
∣∣∣T¯M = 0} .
Soit M un module finiment engendré tel que T¯M = 0. On peut l’inclure dans une somme directe
finie de modules injectifs.
i : M ↪→
⊕
α
(H˜∗BZ/p)⊗inα ⊗ J(nα).
Si il y a un élément x ∈ M tel que Apx soit infini alors il doit exister dans la somme directe
ci-dessus un facteur
(H˜∗BZ/p)⊗in ⊗ J(n), in > 0,
tel que p ◦ i(x) 6= 0(p désignant la projection sur ce facteur). Cela signifie que
0 6= iApx ∈ HomU
(
Apx, H˜
∗
BZ/p⊗in ⊗ J(n)
)
= HomU
(
T¯ in(Apx), J(n)
)
=
((
T¯ in(Apx)
)n)∗ 6= 0,
iApx notant l’inclusion Apx ↪→ BZ/p⊗in ⊗ J(n). Il en résulte que(
T¯ in(Apx)
)n 6= 0.
Comme T¯ in(Apx) ⊂ T¯ in(M), il suit que T¯ in(M) et donc T¯M 6= 0 d’où la contradiction.
Définition 1.3.2.5. On note U′n =
{
M ∈ U|T¯n+1M = 0
}
. On a alors une filtration croissante
de la catégorie U :
U′0 ⊂ U′1 ⊂ . . . ⊂ U′n ⊂ . . . ⊂ U.
On a besoin du lemme suivant pour avancer.
Lemme 1.3.2.6. Soit N un module instable tel que ΩN = 0. Alors N est concentré en degré 0.
Démonstration. La suite exacte ΦN → N → ΣΩN implique que λN : ΦN  N est une surjection.
Parce que l’image de ΦN dans N est "décalée en degré", on peut démontrer le lemme par récurrence.
1. Pour tout premier p, (ΦN)1 = 0. Le module (ΦN)1 se surjecte sur N1 donc N1 est aussi
trivial.
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2. Supposons que Nm = 0 pour tout m < k. On montre que Nk = 0. En effet, Nk est l’image
de (ΦN)k. Par la définition de ΦN et l’hypothèse de récurrence, (ΦN)k est trivial d’où le
résultat.
Lemme 1.3.2.7. Les sous-catégories U′n sont épaisses et stables par co-limite
Démonstration. Le lemme découle de l’exactitude et de la commutativité avec la co-limite du
foncteur de Lannes.
Dans tout ce qui suit de cette section, on peut se restreindre à ne considérer que des modules
finiment engendrés, puisqu’on travaille sur des classes stables par co-limite. Le reste de cette
section est consacré à la nouvelle preuve du théorème 1.3.2.11. On démontrera par récurrence.
En premier lieu, on montrera que U′n ⊂ Un sous l’hypothèse que U
′
k = Uk pour tout k < n (voir
le lemme 1.3.2.8). En deuxième lieu, sous même l’hypothèse, on vérifiera que Un ⊂ U′n (lemme
1.3.2.9). En conclusion, on obtient U′n = Un pour tout n ≥ 0 (théorème 1.3.2.10).
Lemme 1.3.2.8. Supposons qu’on a Uk = U′k pour tout k < n alors U′n ⊂ Un.
Démonstration. Soit M un module instable finiment engendré dans U′n. Par définition de U′n on a
0 = T¯n+1M = T¯ (T¯nM).
Le module T¯nM est donc localement fini. On peut supposer que T¯nM est non trivial, sinon on se
ramène au cas précédent. De plus T¯nM est finiment engendré et localement fini donc il est fini.
Considérons l’ensemble des sous-modules de T¯nM de la forme T¯nN pour N ⊂M .
S =
{
T¯nN |N ⊂M
}
.
Comme T¯nM est fini on peut choisir M0 dans M tel que T¯nM0 soit non trivial et minimal pour
l’inclusion dans S .
Soit N un sous-module de M0 on va montrer que si N n’appartient pas à Un−1 alors M0upslopeN
y appartient. En effet on a la suite exacte courte
0→ T¯nN → T¯nM0 → T¯n
(
M0upslopeN
)
→ 0.
Dans la mesure où T¯nM0 est minimal, soit T¯nN = 0 soit T¯nN = T¯nM0. Il s’ensuit que soit N
soit M0upslopeN appartient à Un−1 par hypothèse de récurrence, donc M0 est simple dans UupslopeUn−1.
Par définition M0 est un objet de Un. On considère le quotient MupslopeM0 et en itérant la procédure,
on obtient une suite croissante des sous-modules
M0 ⊂M1 ⊂ . . . ⊂Mm ⊂ . . . ⊂M
telle que
M0 ∈ Un, MiupslopeMi−1 ∈ Un si i ≥ 1.
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Alors, Mm ∈ Un pour tout m. Parce que T¯nM est fini, il existe k tel que M = Mk d’où M ∈ Un.
Lemme 1.3.2.9. Supposons qu’on a Uk = U′k pour tout k < n alors Un ⊂ U′n.
Démonstration. Soit M ∈ Un, il faut montrer que T¯n+1M = 0. La classe Un est engendrée par
des représentants des objets simples de UupslopeUn−1 par extension, sous-objet, quotient et co-limite.
Le foncteur T¯n+1 commute avec ces opérations. Le cas général découle donc du cas des modules
simples.
On considère dans la suite des représentants dans U des objets simples de UupslopeUn−1.
Soit M un tel module. On considère l’épimorphisme ϕM dans la suite exacte
ΦM λM−−→M ϕM−−→ ΣΩM → 0.
CommeM est simple, λM (ΦM) appartient à Un−1 ou ΣΩM y appartient. On a donc soit λM (ΦM)
est simple, soit ΩM est simple dans UupslopeUn−1. Par hypothèse de récurrence, soit T¯
nλM (ΦM) = 0
soit T¯nΣΩM = 0. Comme T¯n est exact, T¯n(ϕM ) est, soit un isomorphisme, soit un morphisme
trivial. Il en résulte que soit T¯nM ∼= T¯nΣΩM , soit T¯nΣΩM = 0.
On répète cette procédure. On note ϕk l’épimorphisme canonique
ΣkϕΩkM : ΣkΩkM  Σk+1Ωk+1M.
Alors ϕM = ϕ0. On constate que chaque morphisme T¯n(ϕi) est, soit un isomorphisme, soit un
morphisme trivial. Bien plus, si T¯n(ϕi) = 0 alors T¯n(ϕk) = 0 pour tout k > i. On obtient le
diagramme commutatif suivant :
T¯nM
ϕ0−−−−→ T¯nΣΩM ϕ1−−−−→ . . . ϕi−−−−→ T¯nΣi+1Ωi+1M ϕi+1−−−−→ . . .∥∥∥ ∥∥∥ ∥∥∥
T¯nM
ϕ0−−−−→ ΣT¯nΩM ϕ1−−−−→ . . . ϕi−−−−→ Σi+1T¯nΩi+1M ϕi+1−−−−→ . . .
La limite de la suite
(
T¯nΣkΩkM, T¯n(ϕk)
)
est 0 puisque la connectivité de T¯nΣkΩkM tend vers
l’infini. Il en résulte qu’il existe un entier i tel que T¯n(ϕk) = 0 pour tout k > i et que T¯n(ϕk) soit
un isomorphisme pour tout k ≤ i. Alors T¯nΣi+1Ωi+1M = 0. Il s’ensuit que T¯nΩi+1M = 0 et que
T¯n+1M ∼= T¯nΣiΩiM . De plus, le foncteur T¯n commute avec Ω donc ΩT¯nΩiM = 0.
Il résulte du lemme 1.3.2.6 que T¯nΩiM est concentré en degré 0. Le module T¯nΣiΩiM est
donc concentré en degré i. Alors
T¯n+1M ∼= T¯n+1ΣiΩiM = T¯ (T¯nΣiΩiM) = 0
d’où M ∈ U′n.
Théorème 1.3.2.10. Les deux filtrations {Un} et {U′n} coïncident.
Démonstration. Le théorème 1.3.2.4 démontre que U0 = U′0. On raisonne par récurrence. Sup-
posons que Uk = U′k pour tout k < n. En joignant le lemme 1.3.2.8 avec le lemme 1.3.2.9, le
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théorème en découle.
Le théorème 1.3.2.10 est reformulé comme suit.
Théorème 1.3.2.11. Un module instable M appartient à Un ssi T¯n+1M = 0.
Corollaire 1.3.2.12. La filtration de Krull se comporte bien avec le produit tensoriel. Si M ∈ Um
et N ∈ Un, le module M ⊗N ∈ Um+n.
1.4 La filtration nilpotente
Lionel Schwartz [Sch88] a donné la définition de la nilpotence pour les modules instables via
l’action de l’algèbre de Steenrod. Ainsi il a défini la “nilpotence supérieure” pour les modules
instables qui donne naissance à la filtration nilpotente pour la catégorie U.
Les modules nilpotents ont été définis dans 1.2.2.6. Afin de généraliser cette définition, il faut
qu’on ait la généralisation des opérateurs Sq0 et P0.
Pour p = 2 : Sqk : Mn →M2n−k, x 7→ Sqn−kx ;
Pour p > 2 : Pk : M2n+e →M2np+e+2l(p−1), x 7→ Pm−lx avec e ∈ {0, 1}.
Définition 1.4.0.13 ([Sch88],[HLS95]). Un module M instable est dit l−nilpotent si pour tout
x ∈M il existe des entiers mx tels que Sqmxi x = 0 (Pmxi x = 0 pour p impair) pour 0 ≤ i ≤ l − 1.
En fait, il y a plusieurs façons pour caractériser les modules l−nilpotents.
Proposition 1.4.0.14 ([Sch88],[Sch94]). Le module instable M est l−nilpotent si et seulement
si les conditions équivalentes ci-dessous sont vérifiées :
1. M est co-limite de modules instables ayant une filtration finie dont les quotients sont
l−suspensions ;
2. ΩkM est nilpotent pour tout 0 ≤ k ≤ l − 1 ;
3. HomU (M,H∗BV ⊗N) = 0 pour tout p−groupe abélien élémentaire V et tout N tel que
N j = 0 pour j > l − 1 ;
4. HomU (M,H∗BV ⊗ J(n)) = 0 pour tout p−groupe abélien élémentaire V et pour tout
0 ≤ n ≤ l − 1 ;
5. TVM est (l− 1)−connexe ((TVM)j = 0 si j < l) pour tout p−groupe abélien élémentaire V .
Corollaire 1.4.0.15. Soient M un module m−nilpotent et N un module n−nilpotent.
1. Si m ≥ 1, ΩM est (m− 1)−nilpotent ;
2. ΣM est (m+ 1)−nilpotent.
3. M ⊗N est (m+ n)−nilpotent.
4. TVM et T¯VM sont m−nilpotents.
Exemple 1.4.0.16. 1. Les modules instables l−connexes et bornés sont (l + 1)−nilpotents.
2. Les modules ΣnM sont n−nilpotents. De plus, si M est réduit
ΣnM ∈ Niln \Niln+1.
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On réfère à [Sch94] pour la suite.
Définition 1.4.0.17. On note Nill la sous-catégorie pleine de U qui contient tous les modules
l−nilpotents. On obtient une filtration décroissante des sous-catégories épaisses que l’on appelle la
filtration nilpotente :
U = Nil0 ⊃ Nil1 ⊃ Nil2 ⊃ . . . ⊃ Nill ⊃ . . .
On note également Nil pour la sous-catégorie épaisse de tous les modules nilpotents.
Théorème 1.4.0.18. Le foncteur
Σ : Nill−1upslopeNill → NillupslopeNill+1
est une équivalence de catégories et a pour l’inverse le foncteur
Ω : NillupslopeNill+1 → Nill−1upslopeNill.
Proposition-Définition 1.4.0.19. Soit M un module instable. Il y a une filtration décroissante
sur M
M = M0 ⊃M1 ⊃ . . . ⊃Mn ⊃Mn+1 ⊃ . . .
telle que :
1. Mn ∈ Niln est le plus grand sous-module n−nilpotent contenu dans M .
2. Le quotient MnupslopeMn+1 est la n−ième suspension d’un module instable réduit que l’on note
Rn(M).
3. Si M est finiment engendré la filtration est finie.
Pour chaque module instable M on définit la fonction "introduite par Kuhn" ωM : N→ N ∪+∞
par la formule :
ωM (i) = dimKrullRi(M).
Remarque 1.4.0.20. 1. La filtration de M est construite en prenant pour Mn le plus grand
sous-module de M dans Niln.
2. Comme Mn est (n− 1)−connexe, ⋂
n
Mn = 0.
Proposition 1.4.0.21. Le foncteur T préserve les filtrations nilpotentes.
Démonstration. Le foncteur T est exact et commute avec la suspension. Alors si on se donne un
module instable M avec sa filtration nilpotente
M = M0 ⊃M1 ⊃ . . . ⊃Mn ⊃Mn+1 ⊃ . . .
Mi appartenant à Nili, on a une filtration du module TM :
TM = T (M0) ⊃ T (M1) ⊃ . . . ⊃ T (Mn) ⊃ T (Mn+1) ⊃ . . .
On constate que T (Mn)upslopeT (Mn+1) ∼= ΣnTRn(M). On démontre que cette filtration coïncide avec
la filtration nilpotente de TM en raisonnant par récurrence.
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1. Le module T (M1) est nilpotent donc T (M1) ⊂ (TM)1. Comme (TM)1 ⊂ T (M0), le quotient
(TM)1upslopeT (M1) est un sous-module de T (M0)upslopeT (M1) ∼= TR0(M) donc réduit. Mais par
hypothèse il est nilpotent, donc il est trivial.
2. Supposons que T (Ml) = (TM)l pour l ≤ n− 1. On passe au cas l = n.
(TM)n−1
(par hypothèse de récurrence)
T (Mn) 

//
 s
%%
T (Mn−1) // // Σn−1TRn−1M
(T (Mn−1))n
?
OO
// // (T (Mn−1))nupslopeT (Mn)
?
OO
∼ // (TM)nupslopeT (Mn)
Mais comme le module (TM)nupslopeT (Mn) est n−nilpotent et se plonge dans la (n−1)−suspension
d’un module réduit, il est donc trivial. Le résultat suit.
1.5 Pseudo-hyper résolutions
Le foncteur suspension Σ : U → U est exact. Appliquant ce foncteur Σ sur la résolution
injective d’un module instable M
0→M → I0 → I1 → · · · → In−1 → In → · · ·
on obtient la suite exacte :
0→ ΣM → ΣI0 → ΣI1 → · · · → ΣIn−1 → ΣIn → · · ·
Cependant, le prix pour passer à la suspension est la perte de l’injectivité des modules de la
suite donc on n’obtient qu’une suite exacte mais pas une résolution. Par contre, à l’aide de la
suite exacte de Mahowald (voir Mahowald), on peut récupérer facilement une résolution injective
d’une suspension d’un module injectif. En effet, la suspension d’un module injective est, soit
injective, soit de dimension injective 1. On se trouve donc dans la même situation que celle dans la
construction de hyper-résolution. Au lieu de couper la suite en suites exactes courtes, on concentre
sur la résolution de chaque terme de la suite. En rassemblant toutes les suites ensemble, on obtient
un faux complexe double. Plus exactement, on obtient un diagramme dans lequel chaque colonne
est une suite exacte mais les lignes ne sont même plus des complexes. En utilisant l’injectivité
des modules dans ce diagramme, on peut ajouter des morphismes pour que la suite total de ce
diagramme soit un complexe. On appelle ce complexe pseudo-hyper résolution.
Notation 1.5.0.22. 1. Un morphisme f :
n⊕
i=1
Mi →
m⊕
j=1
Nj est représenté par une matrice
Mf = {fij} ∈ Mat(m,n), fij désignant le morphisme de Mj à Ni.
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2. Soient f :
n⊕
i=1
Mi →
m⊕
j=1
Nj et g :
m⊕
j=1
Nj →
k⊕
i=1
Ki correspondant à Mf et Mg respectivement.
La matrice du composé g ◦ f est le produit Mg ·Mf .
Le lemme suivant est facile mais efficace pour raffiner la construction.
Lemme 1.5.0.23. Soit une suite
E1
f1−→ E2 ⊕M
(
g1 g2
g3 id
)
−−−−−→ E3 ⊕M f3−→ E4
qui est exacte aux termes E2 ⊕M et E3 ⊕M . Posant h2 = g1 + g2 ◦ g3, on obtient une suite
E1
f1−→ E2 h2−→ E3 f3−→ E4
qui est exacte aux termes E2 et E3.
Démonstration. On note α1 =
( 0
id
)
, α2 = ( g2id ) . Chaque colonne du diagramme commutatif
suivant est une suite exacte courte.
0

0

0

0

0 //

M
id //
α1

M //
α2

0

E1
f1
//
id

E2 ⊕M f2 //
(id,0)

E3 ⊕M f2 //
(id,g2)

E4
id

E1

f1
// E2

h2 // E3

f3
// E4

0 0 0 0
Compte tenu du fait que les deux premières suites sont exactes au milieu, il en est de même pour
la troisième.
Le lemme suivant permet de construire les pseudo-hyper résolutions par récurrence.
Lemme 1.5.0.24. Soit 0 → M → M0 → M1 → · · · → Mn−1 → Mn → · · · une suite exacte
de modules instables. On note Ii l’enveloppe injective de M i et αi le morphisme Ii → J i, J i
désignant le quotient IiupslopeM i. Il y a des morphismes
θi : Ii → Ii+1, δi : J i−1 → Ii+1, ωi : J i−1 → J i,
tels que les morphismes ∂j =
(
θj δj
αj ωj
)
rendent exacte la suite
0→M → I0 ∂0−→ I1
⊕
J0
∂1−→ · · · ∂t−→ It+1
⊕
J t
∂t+1−−−→ · · · (1.5.1)
Démonstration. L’existence des morphismes θj est évident dans la mesure où les modules Ij sont
injectifs. Le composé M i fi−→ Ii θi−→ Ii+1 θi+1−−−→ Ii+2 est nul du fait que θi+1 ◦ θi = 0. En passant au
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quotient, on récupère le morphisme δi : J i−1 → Ii+1. De plus J i ∼= IiupslopeM i donc on obtient les
morphismes ωi : J i−1 → J i. Le diagramme commutatif ci-dessous en résulte.
M //M0 // _
f0

M1 // _
f1

· · · //Mn−1 // _
fn−1

· · ·
I0
θ0 //
α0

I1
θ1 //
α1

· · · θn−2 // In−1
αn−1

// · · ·
J0
ω0 // J1
ω1 // · · · ωn−2 // Jn−1 // · · ·
On désigne par Ki la somme directe Ii ⊕ Ii+1 et par H i la somme directe Ii+1 ⊕ J i pour i ≥ 1.
On a un diagramme commutatif dont les lignes sont des complexes et les colonnes sont exactes :
M //M0 // _
τ0

M1 // _
τ1

· · · //Mn−1 // _
τn−1

· · ·
I0
β0
//
χ0

K1
β1
//
χ1

· · · β
n−2
// Kn−1
χn−1

// · · ·
J0
γ0
// H1
γ1
// · · · γ
n−2
// Hn−1 // · · ·
Les morphismes βi, γi, τ i, χi désignant :
β0 =
(
θ0
θ1◦θ0
)
, βi =
(
θi id
θi+1◦θi θi+1
)
pour tout i ≥ 1,
γ0 =
(
θ0
ω0
)
, γi =
(
θi+1 δi
αi+1 ωi
)
pour tout i ≥ 1
τ0 = f0, τ i =
(
fi
0
)
pour tout i ≥ 1,
χ0 = α0, χi =
(
0 id
αi 0
)
pour tout i ≥ 1,
Par conséquent, la diagonale du complexe double :
I0
β0
//
χ0

K1
β1
//
χ1

· · · β
n−2
// Kn−1
χn−1

J0
γ0
// H1
γ1
// · · · γ
n−2
// Hn−1
est acyclique et M est sa première homologie. Notant vi =
(
βi 0
χi γi−1
)
on obtient la suite exacte
I0
v0−→ K1 ⊕ J0 v1−→ · · · vn−2−−−→ (Kn−1)⊕Hn−2 vn−1−−−→ · · · (1.5.2)
Appliquant le lemme 1.5.0.23 sur 1.5.2 on obtient la suite 1.5.1.
Proposition 1.5.0.25. Soit 0 → M → M0 → M1 → · · · → Mn−1 → Mn → · · · une suite
exacte de modules instables. On note
(
Ii,t, ∂i,t
)
0≥t≤k la résolution de M i telle que Ii,t soit injectif
pour 0 ≤ t < k et Ij,k est le quotient Ij,k−1upslopeIm
(
∂i,k−1
)
. Il y a des morphismes
∂i,jt : Ii,j → Ii+t+1,j−t
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tels que les morphismes
∂j =

∂0,j 0 · · · 0
∂0,j0 ∂
1,j−1 · · · 0
...
... . . .
...
∂0,jj−1 ∂
1,j−1
j−1 · · · ∂j,0
∂0,jj ∂
1,j−2
j · · · ∂j,00

soient les différentielles de la suite exacte
M ↪→ I0,0 ∂0−→ I0,1
⊕
I1,0
∂1−→ · · · ∂j−→
⊕
m+n=j+1
Im,n
∂j+1−−−→ · · ·
Démonstration. On raisonne par récurrence sur k. Le cas k = 1 a été démontré dans le lemme
1.5.0.24. On suppose que la proposition est vraie pour tout k < q. Passons au cas k = q. Notant
J i,q−1 = Ii,q−2upslopeIm
(
∂i,q−2
), par hypothèse de récurrence on obtient la suite exacte :
M ↪→ I0,0 −→ I0,1
⊕
I1,0 −→ · · · −→
 ⊕
m+n=j+1
0≤n<q−1
Im,n
⊕ J j−q+2,q−1 −→ · · ·
Par conséquent, obtient le diagramme commutatif :
M 

// I0,0 // _

I0,1
⊕
I1,0 // _

· · · //
 ⊕
m+n=j+1
0≤n<q−1
Im,n
⊕ J j−q+2,q−1 //
 _

· · ·
I0,0 //

I0,1
⊕
I1,0 //

· · · //
 ⊕
m+n=j+1
0≤n<q−1
Im,n
⊕ Ij−q+2,q−1

// · · ·
0 // 0 // · · · // Ij−q+1,q // · · ·
Compte tenu du lemme 1.5.0.24 on a la suite exacte :
M ↪→ I0,0 ∂0−→ I0,1
⊕
I1,0
∂1−→ · · · ∂j−→
⊕
m+n=j+1
Im,n
∂j+1−−−→ · · · (1.5.3)
La proposition suit.
Remarquons que dans la suite exacte 1.5.3, les k− 1 premiers termes sont injectifs. Pour cette
raison, si k tend vers l’infini on obtient la résolution injective de M :
Proposition 1.5.0.26. Soit 0→M →M0 →M1 → · · · →Mn−1 →Mn → · · · une suite exacte
de modules instables. On note
(
Ii,•, ∂i,•
)
la résolution injective de M i. Il y a des morphismes
∂i,jt : Ii,j → Ii+t+1,j−t
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tels que les morphismes
∂j =

∂0,j 0 · · · 0
∂0,j0 ∂
1,j−1 · · · 0
...
... . . .
...
∂0,jj−1 ∂
1,j−1
j−1 · · · ∂j,0
∂0,jj ∂
1,j−2
j · · · ∂j,00

soient les différentielles de la suite exacte
M ↪→ I0,0 ∂0−→ I0,1
⊕
I1,0
∂1−→ · · · ∂j−→
⊕
m+n=j+1
Im,n
∂j+1−−−→ · · ·
On obtient donc une résolution injective qu’on l’appelle pseudo-hyper résolution injective de M .
Dualement on a des pseudo-hyper résolutions projectives.
Corollaire 1.5.0.27. Soit · · · → Nm → Nm−1 → · · · → N1 → N0 → N → 0 une suite exacte de
modules instables. On note (Pi,•, ∂i,•) la résolution projective de Ni. Il y a des morphismes
∂ti,j : Pi,j → Pi−t−1,j+t
tels que les morphismes
∂j =

∂0,j ∂01,j−1 · · · ∂j−2j−1,1 ∂j−1j,0
0 ∂1,j−1 · · · ∂j−3j−1,1 ∂j−2j,0
...
... . . .
...
...
0 0 · · · ∂j−1,1 ∂0j,0

soient les différentielles de la suite exacte
· · · ∂j+2−−−→
⊕
m+n=j+1
Pm,n
∂j+1−−−→ · · · ∂2−→ P0,1
⊕
P1,0
∂1−→ P0,0 → N → 0.
On obtient donc une résolution projective que l’on appelle pseudo-hyper résolution projective de N .
Remarque 1.5.0.28. 1. La dimension projective d’un module instable M n’admet que deux
valeurs possibles : 0 si M est projectif et +∞ sinon.
2. Les pseudo-hyper résolutions ne sont pas naturelles. On en rediscutera en détails dans le
chapitre 3 (voir 3.1.1.16).
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CHAPITRE 2
Foncteurs polynomiaux stricts et modules instables
Les auteurs Henn, Lannes et Schwartz [HLS93] ont introduit le foncteur f : U→ Fgrâce au foncteur de Lannes. Ainsi, les auteurs en ont déduit une équivalence de la catégorie
UupslopeNil vers la catégorie Fω de foncteurs analytiques. Le foncteur oubli O : P→ F de la catégorie
des foncteurs polynomiaux stricts à la Friedlander-Suslin vers la catégorie F est exact, fidèle mais
pas pleinement fidèle. Hai, [Hai10] a construit un foncteur m¯ qui rend commutatif le diagramme
P
O

m¯
~~
U
f
// F
On va démontrer dans ce chapitre que le foncteur de Hai permet de considérer la catégorie Pd
de foncteurs polynomiaux stricts homogènes de degrés d comme une sous catégorie pleine de la
catégorie U. Plus précisément on va montrer :
Théorème 2.2.1.1. Le foncteur m¯d, restreint du foncteur m¯ au Pd, est pleinement fidèle.
Dans la suite on montrera le théorème 2.2.1.1 pour le cas p = 2. Le cas p impair sera traité
dans un article avec Lê Minh Hà.
2.1 Foncteurs polynomiaux à la Frielander-Suslin
On note VFp la catégorie des Fp−espaces vectoriels et VfFp sa sous catégorie pleine des espaces
de dimension finie. Si p est précisé, on notera V et Vf au lieu de VFp et V
f
Fp . On note ainsi V
gr la
catégorie des Fp−espaces vectoriels gradués.
Soit G un groupe et M ∈ V un G−module. On définit
MG := {m ∈M |gm = m,∀g ∈ G} ,
MG := M/〈gm−m|g ∈ G〉.
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Pour tout espace V sur lequel G agit trivialement, il y a des isomorphismes naturels
HomG (M,V ) ∼= HomV (MG, V ) , HomG (V,M) ∼= HomV
(
V,MG
)
.
Désignons par V ] le dual linéaire HomV (V,Fp) de V . Si V est un G−module alors V ] l’est aussi
via (gα)(m) := α(g−1m) pour tout g ∈ G,m ∈ V et α ∈ V ]. De plus, on a
(
V ]
)G ∼= (VG)] .
On donne une liste de foncteurs importants qui vont apparaître souvent dans la suite. Pour
tout espace V on définit :
1. La n−ième puissance tensorielle ⊗n(V ) := V ⊗n. Par convention, ⊗0(V ) = Fp ;
L’algèbre tensorielle ⊗∗(V ) := ⊕n≥0⊗n(V ).
2. La n−ième puissance divisée Γn(V ) := (⊗n(V ))Sn ;
L’algèbre à puissance divisée Γ∗(V ) := ⊕n≥0 Γn(V ).
3. La n−ième puissance symétrique Sn(V ) := (⊗n(V ))Sn ;
L’algèbre à puissance symétrique S∗(V ) := ⊕n≥0 Sn(V ).
4. La n−ième puissance extérieure
Λn(V ) :=
⊗n(V )upslope〈v1 ⊗ · · · ⊗ vi ⊗ vi ⊗ · · · ⊗ vn−1|vj ∈ V 〉;
L’algèbre extérieure Λ∗(V ) := ⊕n≥0 Λn(V ).
Remarque 2.1.0.29. Il y a des isomorphismes naturels :
Λn(V ]) ∼= (ΛnV )],
Γn(V ]) ∼= (SnV )],
⊗n(V ]) ∼= (⊗nV )],
Λ∗(V ⊕W ) ∼= Λ∗(V )⊗ Λ∗(W ),
Γ∗(V ⊕W ) ∼= Γ∗(V )⊗ Γ∗(W ),
S∗(V ⊕W ) ∼= S∗(V )⊗ S∗(W ).
2.1.1 Foncteurs polynomiaux
2.1.1.1 Foncteurs polynomiaux à la Friedlander-Suslin
Sur les corps infinis
Dans ce paragraphe on suppose que le corps de base k est infini.
Définition 2.1.1.1. Soient V et W deux k−espaces vectoriels de dimension finie. Une application
p : V →W est dite polynomiale si après avoir choisi les bases de V et W elle est représentée par
m polynômes de n variables, m,n désignant dimkW et dimkV respectivement.
On peut alors définir les foncteurs polynomiaux :
Définition 2.1.1.2 (Foncteur polynomial). Un foncteur polynomial est un foncteur P de la
catégorie Vfk à elle même tel que pour tous espaces vectoriels V,W ∈ Vfk l’application
PV,W : Homk (V,W )→ Homk (P (V ), P (W )) (Poly)
est polynomiale.
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Sur les corps finis
Si le corps k est fini, une application p : V →W est toujours polynomiale au sens de 2.1.1.1.
Donc on doit modifier cette définition pour le cas de corps finis.
Définition 2.1.1.3. Pour V,W ∈ Vf on note HomPol (V,W ) := S∗
(
V ]
)
⊗W . Les éléments de
HomPol (V,W ) sont appelés les applications polynomiales de V dans W . Une application est dite
homogène de degré d si elle appartient à HomPol (V,W ).
L’application PV,W (Poly) correspond à un élément dans
Sd
(
Homk (V,W )]
)
⊗Homk (P (V ), P (W ))
que l’on note de nouveau PV,W par abus de notation. Comme P est un foncteur, les applications
PV,W sont soumises à certaines conditions. On peut donc reformuler la définition 2.1.1.2 :
Définition 2.1.1.4 (Friedlander-Suslin). Un foncteur polynomial strict homogène de degré d à
la Friedlander-Suslin P : Vf → Vf est une paire d’applications, la première associe à chaque
espace vectoriel de dimension finie V l’espace P (V ) ∈ Vf et la deuxième associe à chaque paire
(V,W ) ∈ Vf × Vf l’application polynomiale
PV,W ∈ Sd
(
Homk (V,W )]
)
⊗Homk (P (V ), P (W ))
soumise aux conditions provenant des propriétés du foncteur P :
1. PV,V (idV ) = idP (V ) ;
2. Pour tout U, V,W ∈ Vf le diagramme suivant commute :
Homk (V,W )×Homk (U, V ) //
PV,W×PU,V

Homk (U,W )
PU,W

Homk (P (V ), P (W ))×Homk (P (U), P (V )) // Homk (P (U), P (W ))
Définition 2.1.1.5. Une transformation naturelle entre deux foncteurs polynomiaux stricts F,G
est une collection d’applications linéaires ψV : F (V ) → G(V ) telles que le diagramme suivant
commute
F (V )
FV,W (f)
//
ψV

F (W )
ψW

G(V )
GV,W (f)
// G(W )
Remarque 2.1.1.6. Compte tenu du fait que U ⊗Homk (V,W ) ∼= Homk
(
U ] ⊗ V,W
)
pour tous
U, V,W ∈ Vf , une application polynomiale PV,W ∈ Sd
(
Homk (V,W )]
)
⊗ Homk (P (V ), P (W ))
correspond à
Γd (Homk (V,W )) ∼= Sd
(
Homk (V,W )]
)] → Homk (P (V ), P (W )) .
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Cela nous donne la définition de foncteur polynomial à la Bousfield que l’on détaille dans le
paragraphe suivant.
Foncteurs polynomiaux à la Bousfield
La catégorie ΓdVf
Pour tout V ∈ V il y a une application non linéaire γd : V → Γd(V ), définie par : γd(x) = x⊗d.
De plus pour tous espaces vectoriels V et W il y a une seule application linéaire
µ : Γd(V )⊗ Γd(W )→ Γd(V ⊗W )
satisfaisant à la condition µ(γd(x)⊗ γd(y)) = γd(x⊗ y). D’après [FS97] on définit la catégorie
ΓdVf comme suit.
Ob(ΓdVf ) = Ob(Vf ), HomΓdVf (V,W ) = Γd(HomVf (V,W )).
L’identité dans ΓdVf correspondant à un objet V est γd(1V ). Le composé dans Vf et la transfor-
mation µ déterminent la loi de composition dans ΓdVf
Γd(HomVf (V,W ))⊗ Γd(HomVf (U, V ))
◦
,,
µ
// Γd(HomVf (V,W ))⊗HomVf (U, V ))

Γd(HomVf (U,W ))
La catégorie ΓdVf est une catégorie Fp−linéaire, il s’agit d’une catégorie dont l’ensemble des
morphismes entre deux objets admettant une structure de Fp−espace vectoriel et la composition
est bi-linéaire.
Définition 2.1.1.7 (Bousfield). Un foncteur polynomial strict homogène de degré d est un
foncteur Fp−linéaire L de ΓdVf vers Vf . Désignons par Pd la catégorie de tous ces foncteurs. On
note P := ⊕
d≥0
Pd. Un objet de P est appelé foncteur polynomial strict.
2.1.2 Opérations binaires de foncteurs polynomiaux stricts
1. La composition
− ◦ − : Pn × Pm → Pnm
(F,G) 7→ F ◦G.
Le morphisme structural est défini par :
Γnm(HomVf (V,W ))
Γnm(F◦G)
//
Γnm→Γn◦Γm

HomVf (F ◦G(V ), F ◦G(W ))
Γn ◦ Γm(HomVf (V,W )) Γn(Γm(G)) // Γ
n(HomVf (G(V ), G(W )))
Γn(F )
OO
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2. Le produit tensoriel
−⊗− : Pn × Pm → Pn+m
(F,G) 7→ F ⊗G.
Le morphisme structural est défini par :
Γn+m(HomVf (V,W ))
Γn+m(F⊗G)
//
Γn+m→Γn⊗Γm

HomVf (F ⊗G(V ), F ⊗G(W ))
Γn ⊗ Γm(HomVf (V,W ))Γn(F )⊗Γm(G)// HomVf (F (V ), F (W ))⊗HomVf (G(V ), G(W ))
OO
3. La torsion de Frobenius de l’identité, désignée par I(1), est le foncteur qui associe à chaque
espace vectoriel V l’espace vectoriel V , muni de l’application structurale induite par la
Verschiebung :
Γp (Hom (V,W )) −→ Hom
(
V (1),W (1)
)
.
Cela fait de I(1) un foncteur polynomial strict homogène de degré p.
Pour tout F ∈ Pd on note F (1) = F ◦ I(1) et récursivement on définit
F (r+1) =
(
F (r)
)(1)
.
Remarque 2.1.2.1. Pour le cas k = Fp, le morphisme de Frobenius f : Fp → Fp, λ 7→ λp est
le morphisme identité. On a donc V = V (1). Cependant, les foncteurs I et I(1) sont différents
à cause de la structure polynomiale. Bien que les valeurs λ = λp, les polynômes f(x) = xp et
g(x) = x sont distincts. En fait, le morphisme structural de I(1) est défini par les formules :
Γp(V ) f // Γp(W )
ϕ

V (1)
i
OO
I(1)(f)
//W (1)
où ϕ est le Verschiebung 1 et i est défini par vi 7→ v⊗pi sur une base {vi} de V .
On remarque que la donnée d’un foncteur F ∈ F est la donnée d’un espace vectoriel F (V )
pour tout V ∈ Vf avec le morphisme structural Hom (V,W )→ Hom (F (V ), F (W )). Donc dans
F = F (Fp), les foncteurs I et I(1) sont égaux.
Proposition 2.1.2.2 ([FS97]). La catégorie Pd possède suffisamment d’objets projectifs et injectifs.
Pour tout W ∈ Vf , soit Γd,W le foncteur défini par Γd,W (V ) = Γd(HomVf (W,V )). Il y a un
isomorphisme
HomP
(
Γd,W , G
) ∼= G(W ).
Le foncteur Γd,W est donc un objet projectif dans Pd.
De plus dès que dimW ≥ d, Γd,W est un générateur projectif de Pd.
1. Le Verschiebung Γp(W )→W (1) est le duale du morphisme de Frobenius W (1) → Sp(W ), x(1) 7→ xp.
57
Foncteurs polynomiaux stricts et modules instables
Dualement le foncteur Sd,W qui associe V ∈ Vf à Sd(W ] ⊗ V ) est un co-générateur injectif
de Pd dès que dimW ≥ d.
Plus précisément dans le cas des objets projectifs, soit Γλ le foncteur V 7→ (V ⊗d)Sλ, Sλ
notant le sous-groupe de Young Sλ := Sλ1 × · · · × Sλn. Il est isomorphe au produit tensoriel
Γλ1⊗· · ·⊗Γλn . Ces foncteurs Γλ, avec |λ| = λ1 + . . .+λn = d, forment un système de générateurs
projectifs de Pd.
2.2 Le foncteur de Hai
Le foncteur m¯d : Pd → U est défini comme suit. Soit F ∈ Pd, m¯d(F )e (le e−ième degré du
module) est l’espace vectoriel de transformations naturelles de Γ¯d;e dans F :
Γ¯d;e :=
⊕
|λ|=d
||λ||=e
Γλ, m¯d(F )e := HomPd
(
Γ¯d;e, F
)
,
la somme parcourt l’ensemble des partitions telles que
|λ| := λ1 + . . .+ λn = d, ||λ|| := λ1 + 2λ2 + . . .+ 2n−1λn = e.
Les morphismes structuraux sont induits par HomPd
(
Γ¯d;e,−
)
. Autrement dit, le foncteur m¯d
peut se voir comme l’évaluation sur F (1) :
m¯d(G) ∼= G(F (1)) pour tout G ∈ Pd.
dont les morphismes structuraux sont
(m¯d)V,W : HomPd (F1, F2)→ HomU (m¯d(F1), m¯d(F2)) ∼= HomU (F1(F (1)), F2(F (1)))
f 7→ f(F (1)).
Le foncteur m¯ possède de bonnes propriétés.
Théorème 2.2.0.3 ([Hai10, sections 3 et 4]). Le foncteur m¯ est exact. Il commute avec produits
tensoriels et torsions de Frobenius.
Corollaire 2.2.0.4. Pour tout foncteur G de degré d considéré dans les exemples précédents
(puissances divisées, puissances symétriques,...) le module m¯d(G) est isomorphe à G(F (1)) avec
la graduation déterminée par le produit tensoriel et l’action de l’algèbre de Steenrod par la formule
de Cartan. Pour le cas de torsion de Frobenius m¯p(I(1)) ∼= Φ(F (1)).
Il résulte de ces propriétés du foncteur m¯ et du fait que la catégorie Pd possède suffisamment
d’objets injectifs et projectifs qu’on peut construire des adjoints à gauche et à droite de m¯.
Théorème 2.2.0.5. Le foncteur m¯ admet un adjoint à gauche ainsi qu’un adjoint à droite
désignés par l et r respectivement. Ils sont définis comme suit. Pour tout module M ∈ U et tout
espace vectoriel V ∈ Vf on a
r(M)(V ) := HomU
(
Γd,V (F (1)),M
)
,
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l(M)(V ) := HomU
(
M,Sd,V (F (1))]
)
.
Démonstration. On démontre que r est l’adjoint à droite de m¯. Mutatis mutandis, on obtient la
vérification pour l. Par définition du foncteur r on a
HomU
(
m¯(Γd,V ),M
) ∼= HomU (Γd,V (F (1)),M)
= r(M)(V )
∼= HomPd
(
Γd,V , r(M)
)
.
Le dernier isomorphisme dépend de 2.1.2.2. Or les isomorphismes
HomU
(
m¯(Γd,V ),M
) ∼= HomPd (Γd,V , r(M))
ont lieu pour tous les foncteurs Γd,V . Parce que les foncteurs Γd,V forment un système de
générateurs projectifs pour Pd dès que dimV ≥ d, pour tout foncteur G ∈ Pd on obtient des suites
exactes ⊕
α
Γd,Vα →
⊕
ω
Γd,Vω → G→ 0
Il résulte de l’exactitude de m¯ que la suite suivante est exacte.
⊕
α
Γd,Vα(F (1))→
⊕
ω
Γd,Vω(F (1))→ m¯d(G)→ 0.
Dans la mesure ou les foncteurs HomU (−,M) et HomPd (−, r(M)) sont exacts à droite et com-
mutent avec les sommes directes finies, l’isomorphisme naturel suivant a lieu.
HomU (m¯(G),M) ∼= HomPd (G, r(M)) .
On en déduit que r est l’adjoint à droite de m¯.
On peut maintenant énoncer le résultat principal.
2.2.1 Théorèmes principaux
Théorème 2.2.1.1. Pour p = 2, le foncteur m¯d est pleinement fidèle.
Théorème 2.2.1.2. Les compositions l ◦ m¯ et r ◦ m¯ sont l’identité.
Le théorème 2.2.1.2 est en fait un corollaire du théorème 2.2.1.1. Supposons que le foncteur
m¯d est pleinement fidèle, alors
HomPd (F1, F2) ∼= HomU (m¯d(F1), m¯d(F2)) .
pour tous foncteurs F1, F2. Par ailleurs, les isomorphismes
HomU (m¯d(F1), m¯d(F2)) ∼= HomPd (F1, rd ◦ m¯d(F2))
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ont lieu. Il s’ensuit qu’on a
HomPd (F1, F2) ∼= HomPd (F1, rd ◦ m¯d(F2)) .
pour tous foncteurs F1, F2. Il en découle que rd ◦ m¯d(F2) ∼= F2 pour tout F2 ∈ Pd. C’est pour
cette raison qu’il suffit de justifier la preuve pour le théorème 2.2.1.1.
Remarque 2.2.1.3. Le théorème 2.2.1.1 permet de voir la catégorie Pd comme une sous-catégorie
pleine de U. Cependant :
1. La catégorie Pd n’est pas une sous-catégorie épaisse de U. En effet, il résulte de la résolution
projective 2 de ΦF (1) qu’on a
ExtiU (ΦF (1),ΦF (1)) ∼=
 F2 si i = 2n − 2,0 sinon.
Par contre, on a
ExtiP2
(
I(1), I(1)
) ∼=
 F2 si i = 0, 20 sinon.
Par ailleurs, m¯d(I(1)) = ΦF (1) donc on a
ExtiP2
(
I(1), I(1)
)
6∼= ExtiU
(
m¯d(I(1)), m¯d(I(1))
)
pour i = 2n − 2, n ≥ 3.
2. La catégorie P, en tant que la somme directe ⊕
d≥0
Pd, n’est pas une sous-catégorie pleine de
U. En effet, dans la catégorie P on a :
HomP
(
Γ2,Γ1
)
= 0.
Toutefois :
HomU
(
m¯(Γ2), m¯(Γ1)
) ∼= HomU (F (2), F (1))
∼= (F (1))2
∼= F2.
Il s’ensuit que
HomP
(
Γ2,Γ1
)
6∼= HomU
(
m¯(Γ2), m¯(Γ1)
)
.
2.3 Démonstration des théorèmes principaux
La preuve du théorème 2.2.1.1 est faite dans les sous-sections suivantes. La première énonce
et démontre des lemmes techniques. Le lemme clé est démontré dans la deuxième et on conclut
dans la dernière.
2. Voir le corollaire 1.1.4.17, page 26.
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On commence par expliquer la stratégie pour attaquer le problème. Afin de démontrer la
fidélité pleine du foncteur m¯d, il faut qu’on montre que
HomU
(
Γλ(F (1)), Sd(V ⊗ F (1))
) ∼= HomP (Γλ, Sd,V ) ,
λ désignant une suite d’entiers strictement positifs dont la somme vaut d. Le second membre,
par définition, n’est rien d’autre que Sλ1(V )⊗ · · · ⊗ Sλt(V ) (voir 2.1.2.2). On établit d’abord le
premier lemme à démontrer.
Lemme 2.3.0.4. Soit λ = (λ1, . . . , λk) une suite d’entiers strictement positifs dont la somme
vaut d. La transformation Sn ⊗ Sm → Sn+m induit une transformation naturelle
k⊗
j=1
Sλj → Sd.
Le composé ψ ◦ ρ est donc un isomorphisme, ϕ et ψ désignant
ρ :
k⊗
j=1
Sλj (V ) ∼=
k⊗
j=1
HomU
(
F (λj), Sλj (F (1)⊗ V )
)
−→ HomU
F (λ), k⊗
j=1
Sλj (F (1)⊗ V )
 ,
ψ : HomU
F (λ), k⊗
j=1
Sλj (F (1)⊗ V )
 −→ HomU (F (λ), Sd(F (1)⊗ V )) .
Notation 2.3.0.5. Soit λ = (λ1, . . . , λk) une suite d’entiers. On note :
F (λ) = F (λ1)⊗ · · · ⊗ F (λk),
Sλ = Sλ1 ⊗ · · · ⊗ Sλk ,
Λλ = Λλ1 ⊗ · · · ⊗ Λλk .
On remarque que les morphismes ρ et
k⊗
j=1
Sλj (F (1) ⊗ V ) → Sd(F (1) ⊗ V ) sont injectifs
donc le composé ψ ◦ ρ l’est aussi. On observe ainsi que le produit tensoriel F (λ) est finiment
engendré et que le module Sd(F (1)⊗ V ) est Nil-fermé. En effet, ce module possède une propriété
plus intéressante. Il est monogène modulo nilpotent. Pour cette raison, il suffit de calculer les
images possibles d’un générateur modulo nilpotent de F (λ) dans Sd(F (1)⊗ V ) afin de réaliser un
morphisme de HomU
(
F (λ), Sd(F (1)⊗ V )
)
. Une telle détermination est énoncée dans le lemme
2.3.0.7 ci-dessous. Avant de formuler ce lemme, on fixe les notations :
Notation 2.3.0.6. Soit α = (α1, α2, . . . , αt). On note :
ωα = Sqα10 ıλ1 ⊗ Sqα20 ıλ2 ⊗ · · · ⊗ Sqαt0 ıλt .
Lemme 2.3.0.7. Soient ϕ ∈ HomU
(
F (λ), Sd(F (1)⊗ V )
)
et δ un entier tel que δ > max {λi}.
On note α = (0, δ, 2δ, . . . , (t− 1)δ). L’élément
ωα = ıλ1 ⊗ Sqδ0ıλ2 ⊗ Sq2δ0 ıλ3 ⊗ · · · ⊗ Sq(t−1)δ0 ıλt
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est un générateur modulo nilpotent de F (λ). Alors :
ϕ(ωα) =
∑
i∈I
s1,iu
⊗λ1 ⊗ . . .⊗ st,i
(
u2
(t−1)δ)⊗λt
avec sh,i
(
u2
(h−1)δ)⊗λh ∈ Sλh(V u2(h−1)δ) et s1,iu⊗λ1 ∈ Sλ1(V u), la somme étant prise sur une
famille d’indices I.
Remarque 2.3.0.8. Le choix ϕ(ωα) =
∑
i∈I s1,iu⊗λ1 ⊗ . . .⊗ st,i
(
u2
(t−1)δ)⊗λt permet de réaliser
ϕ comme l’image de l’élément ∑i ϕ1,i ⊗ ϕ2,i ⊗ · · · ⊗ ϕk,i par ψ ◦ ρ et ϕj,i désignant le morphisme
dans HomU
(
F (λj), Sλj (F(1)⊗ V )
)
défini par ϕj,i(ıλj ) = sj,iu⊗λj . Alors le morphisme ψ ◦ ρ est
surjectif donc bijectif. Cela complète le lemme 2.3.0.7.
2.3.1 Mod-nil générateurs
On donne ci-dessous la notation de module monogène modulo nilpotent.
Définition 2.3.1.1. Un module stable M est mod-nil monogène si il y a un élément α tel que le
quotient MupslopeA2α soit nilpotent. L’élément α est appelé mod-nil générateur.
La propriété de mod-nil monogène se comporte bien avec les produits tensoriels. Le lemme
suivant n’est rien d’autre qu’une reformulation de la proposition 1.1.4.18.
Lemme 2.3.1.2. Pour tous n,m ∈ N le module F (n)⊗ F (m) est mod-nil monogène.
Remarque 2.3.1.3. Si ın⊗Sqq0ım est un mod-nil générateur de F (n)⊗F (m), il en est de même
pour les éléments Sqk0 (ın ⊗ Sqq0ım) et ın ⊗ Sqq+k0 ım pour tout k ∈ N.
Corollaire 2.3.1.4. Si M et N sont mod-nil monogène, leur produit M ⊗N l’est aussi.
Démonstration. Soient α et β les mod-nil générateurs deM et N . L’exactitude des suites suivantes
ramène le problème au cas des modules monogènes.
A2α⊗A2β _
 %%
A2α⊗N //

M ⊗N // // M
A2α
⊗N
A2α⊗ M
A2β
Comme il y a un épimorphisme F (|α|) ⊗ F (|β|)  A2α ⊗ A2β il est suffisant de vérifier que
F (n)⊗ F (m) est mod-nil monogène pour tout n,m. La preuve en découle.
Définition 2.3.1.5. Si M ∈ U est réduit, l’égalité Sqn0 (x) = Sqn0 (y) où x, y ∈M implique x = y.
Il en résulte que si Sqn0 (x) = z, on peut définir 2
n√
z = x.
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Corollaire 2.3.1.6. Pour tout suite des entiers λ = (λ1, . . . , λn), le module
F (λ) = F (λ1)⊗ · · · ⊗ F (λn)
est mod-nil monogène. Pour un choix approprié de {αi, i ≥ 2}, l’élément
ıλ1 ⊗ Sqα20 ıλ2 ⊗ · · · ⊗ Sqαn0 ıλn
est un mod-nil générateur de F (λ). On peut en effet choisir αi = (i− 1)δ avec δ > max {λi}.
En particulier, on a :
Proposition 2.3.1.7. L’élément u⊗ u2 ⊗ · · · ⊗ u2n−1 est mod-nil générateur du module F (1)⊗n.
Les images des projections canoniques ⊗n → Sn et ⊗n → Λn de cet élément sont donc mod-nil
générateurs des modules Sn(F (1)) et Λn(F (1)) respectivement.
Lemme 2.3.1.8. Soit α un mod-nil générateur d’un module instable mod-nil monogène M . Si N
est un module instable réduit alors tout morphisme de M dans N est déterminé de façon unique
par l’image de α dans N .
Démonstration. Soit f un morphisme deM vers N etm élément arbitraire deM . Par définition de
mod-nil monogène module, il y a un entier n tel que Sqn0 (m) = θ(α) pour certain θ ∈ A2. Il s’ensuit
que Sqn0 (f(m)) = f(Sqn0 (m)) = f(θ(α)) = θf(α). Comme N est réduit f(m) = 2
n√
θf(α).
2.3.2 Un lemme combinatoire
Dans cette sous-section on démontre un lemme combinatoire et étudie l’action de l’algèbre de
Steenrod sur certaines classes.
Lemme 2.3.2.1. Soient m1 < m2 < . . . < mk et l0 ≤ l1 ≤ . . . ≤ lq des entiers. Si
k∑
i=1
2mi =
q∑
i=0
2li
alors il existe une partition S1, S2, . . . , Sk de {l0, l1, . . . , lq} tel que
∑
j∈Si
2lj = 2mi. Par conséquent
q + 1 ≥ k.
Démonstration. On raisonne par récurrence sur mk. Le lemme est trivial pour le cas mk = 1.
Supposons que le lemme est vérifié pour tout mk < n. On passe au cas mk = n.
1. Si m1, l0 > 0, en divisant les deux côtés de l’égalité
k∑
i=1
2mi =
q∑
i=1
2li
par 2 on revient au cas mk = n− 1.
2. Si m1 = 0 alors l0 = 0. Comme m2 > 0 deux côtés de l’égalité
k∑
i=2
2mi =
q∑
i=2
2li (2.3.1)
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sont divisibles par 2. Soit a(q) l’indice telle que 0 = l0 = . . . = la(q) < la(q)+1. Donc a(q) doit
être divisible par 2. En divisant deux côtés de 2.3.1 par 2 on a :
k∑
i=2
2mi−1 =
a(q)/2−1∑
i=0
2l2i+1 +
q∑
i=a(q)+1
2li−1.
Par l’hypothèse de récurrence on a une partition de l’ensemble d’indices
{
l1, l3, . . . , la(q)−1
}
∪
{
la(q)+1 − 1, . . . , lq − 1
}
en k − 1 sous-ensembles T2, . . . , Tk tel que
∑
j∈Ti
2j = 2mi−1. Pour tout i on note :
S
′
i = Ti ∩
{
l1, l3, . . . , la(q)−1
}
,
T
′
i = Ti ∩
{
la(q)+1 − 1, . . . , lq − 1
}
.
Notons
S1 = {l0} , Si = S′i ∪
{
l2j+2
∣∣∣l2j+1 ∈ S′i } ∪ {l + 1 ∣∣∣l ∈ T ′i } ,
alors S1, S2, . . . , Sk est une partition pour le cas mk = n.
Ceci donne aussitôt :
Corollaire 2.3.2.2. Soit (a1, . . . , ak) une famille d’entiers positifs deux à deux distincts. On
suppose que les décompositions 2−adiques de deux entiers distincts de la famille n’ont pas de
puissance de 2 en commun. Alors si on a une égalité
q∑
i=1
2li =
k∑
j=1
aj, il existe une partition
S1, . . . , Sk de {1, . . . , q} telle que pour tout i = 1, . . . , k on ait
∑
j∈Si
2lj = ai.
Afin de démontrer le lemme 2.3.0.7, on doit déterminer les images dans Sd(F (1) ⊗ V ) de
ωα = ıλ1 ⊗ Sqδ0ıλ2 ⊗ Sq2δ0 ıλ3 ⊗ · · · ⊗ Sq(t−1)δ0 ıλt . Puisque le degré de ωα soit égal à ce de son image,
on obtient une égalité
λ1 + 2δλ2 + 22δλ3 + · · ·+ 2(t−1)δλt = 2l1 + · · ·+ 2ld .
Le lemme suivant fournit une première détermination des li à partir de cette égalité.
Lemme 2.3.2.3. Soient λ = (λ1, . . . , λt) une suite d’entiers dont la somme vaut d et δ un entier
tel que δ > max {λi}. On suppose que l’identité a lieu
λ1 + 2δλ2 + 22δλ3 + · · ·+ 2(t−1)δλt = 2l1 + · · ·+ 2ld .
l = (l1, . . . , ld) désignant une suite croissante. Il existe une partition unique de {1, . . . , d} en t
sous-ensembles Ei tels que :
– Pour tout i on a
2(i−1)δλi =
∑
h∈Ei
2lh ,
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– chaque sous-ensemble Ei est constitué par une famille d’entiers successifs {k, . . . , k + r},
– card(E1) ≤ λ1.
Démonstration. La condition δ > max {λi} permettra d’appliquer 2.3.2.2.
On va supposer que α2 = · · · = αt = δ > max(λj) et que la longueur 2−adique de 2δ − t est
strictement supérieure à d pour t ≤ d2λi − λi. On va démontrer le résultats dans ce cas.
On a donc
λ1 + 2δλ2 + 22δλ3 + · · ·+ 2(t−1)δλt = 2l1 + · · ·+ 2ld
avec λ1 + · · ·λt = d.
Soit τ le premier indice tel que lτ ≤ λ1 < lτ+1. On va montrer que
τ∑
i=1
li = λ1. L’égalité
(
τ∑
i=1
2li
)
− λ1 = 2δ
(
λ2 + 2δλ3 + · · ·+ 2(t−2)δλt
)
−
d∑
i=τ+1
2li
montre que
(
τ∑
i=1
2li
)
− λ1 est divisible par 2λ1 . Il s’ensuit que
(
τ∑
i=1
2li
)
est supérieure ou égale à
λ1. Si l’inégalité est stricte, la différence
(
τ∑
i=1
2li
)
− λ1 est majorée par d2λ1 − λ1. Il suit que la
longueur 2−adique de la somme 2δ
(
λ2 + 2δλ3 + · · ·+ 2(t−2)δλt
)
−
(
τ∑
i=1
2li
)
+ λ1 est supérieure
que d+ 1. Cela n’est impossible puisque d majore la longueur 2−adique de
d∑
i=τ+1
2li . On en déduit
que
τ∑
i=1
li = λ1. Alors on peut choisir E1 = {1, . . . , τ}. La suite du lemme se démontre de la même
manière en utilisant le corollaire 2.3.2.2.
Il découle des égalités
2(i−1)δλi =
∑
h∈Ei
2lh ,
que card(Ei) ≤ 2(i−1)δλi et en particulier, card(E1) ≤ λ1.
Pour que le lemme 2.3.0.7 soit vérifié, il faut qu’on montre que card(Ei) = λi. L’inégalité
card(E1) ≤ λ1 suggère qu’on peut obtenir card(Ei) ≤ λi pour tous les indices i. Malheureusement,
l’argument combinatoire n’est pas suffisant pour nous mener à cette conclusion. Il faut que l’on
étudie l’action de l’algèbre de Steenrod sur certaines classes afin de réaliser ces inégalités.
2.3.3 L’action des opérations de Steenrod
On commence par introduire certaines opérations de Milnor, pour lesquelles on choisit une
notation spécifique.
Théorème 2.3.3.1 ([Mil58, appendice 1]). Le dual de l’algèbre de Steenrod est déterminé par la
formule ci-dessous :
(A2)∗ = F2 [ξ0, ξ1, . . . , ξi, . . .] , |ξi| = 2i − 1, ξ0 = 1.
Théorème 2.3.3.2 ([Mil58, appendice 1]). L’homologie de BZ2 est l’algèbre polynomiale F2 [u]
engendrée par u de degré 1. Elle est une cogèbre sur le dual de l’algèbre de Steenrod (A2)∗ par
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action :
u 7→ u+ u2 ⊗ ξ1 + · · ·+ u2r ⊗ ξr + · · ·
Définition 2.3.3.3. On notera mn(r) l’opération duale de ξnr .
Remarque 2.3.3.4. La cohomologie de BZ2 est isomorphe à l’algèbre polynomiale engendré par
un seul générateur de degré 1. Par abus de notation, on la note ainsi F2 [u]. Le module F (1)
peut être considéré comme un sous-module de F2 [u] engendré par u. Par conséquent, le module
F (n) = (F (1))Sn est un sous-module de F2 [u]⊗n engendré par u⊗n.
Lemme 2.3.3.5. On a :
mn(r)
(
u⊗n
)
=
(
u2
r
)⊗n
,
mn(r)
(
u⊗n ⊗
(
u2
k
)⊗m)
=
(
u2
r
)⊗n ⊗ (u2k)⊗m si 2k > m.
Démonstration. On vérifie la première égalité. La deuxième suit de même manière. L’élément
u⊗n est le dual de u⊗n ∈ H∗(BZ2)⊗n. La co-action de (A2)∗ sur cet élément est déterminé par :
u⊗n 7→
∑
i
u2
i1 ⊗ · · · ⊗ u2in ⊗ (ξi1 · · · ξin)
donc l’élément associé à ξnr est
(
u2
r)⊗n. Il s’ensuit que
mn(r)
(
u⊗n
)
=
(
u2
r
)⊗n
par dualité.
A l’aide du lemme 2.3.3.5, on obtient un résultat plus général.
Proposition 2.3.3.6. Soit M et N deux modules instables. Pour toute classe x ∈M de degré n
on a mn(r)(x) = Sqr0(x). Pour toute classe x ∈M de degré n, toute classe y ∈M et tout entier k
tel que 2k > n on a
mn(r)(x⊗ Sqk0(y)) = Sqr0(x)⊗ Sqk0(y).
Démonstration. On considère le morphisme ϕ : F (n)→M déterminé par ın = u⊗n 7→ x. D’après
le lemme 2.3.3.5 on a :
mn(r)(x) = mn(r)
(
ϕ
(
u⊗n
))
= ϕ
(
mn(r)
(
u⊗n
))
= ϕ
(
Sqr0
(
u⊗n
))
= Sqr0ϕ
((
u⊗n
))
= Sqr0(x).
De même manière, en considérant le morphisme ψ : Φk(F (|y|)) → N et le produit ϕ ⊗ ψ, on
obtient la deuxième égalité.
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2.3.4 La preuve du lemme 2.3.0.7
Dans ce qui suit, on donne la démonstration du lemme principal 2.3.0.7. Le lemme 2.3.0.4 et
le théorème 2.2.1.1 en découlent.
Démonstration du lemme 2.3.0.7. L’image de la classe ωα est somme de l’image de tenseurs de
la forme u2l1 ⊗ · · · ⊗ u2ld dans la puissance symétrique Sd(V ⊗F (1)). L’image de la classe ωα est
somme de classes de tenseurs de ce type, satisfaisant à la condition
λ1 + 2δλ2 + 22δλ3 + · · ·+ 2(t−1)δλt = 2l1 + · · ·+ 2ld
On veut montrer que dans ce tenseur u2l1 ⊗ · · · ⊗ u2ld , u apparaît λ1 fois, u2δ apparaît λ2 fois
et ainsi de suite, u(i−1)δ apparaît λi fois. Le lemme 2.3.2.3 implique que u apparaît au plus λ1 fois.
Si on montre le même résultat pour tout i on aura forcément 3 card(Ei) = λi et la démonstration
sera achevée.
Il suit de la proposition 2.3.3.6 que
mλ1(tδ)
(
ω(0,δ,2δ,...,(t−1)δ)
)
= ω(tδ,δ,...,(t−1)δ).
Par ailleurs, on a
ω(tδ,δ,...,(t−1)δ) = Sqδ0ω((t−1)δ,0,δ,...,(t−2)δ).
On note k1 l’indice tel que
k1∑
i=1
2li = λ1. Parce que
d∑
i=k1+1
2li = 2δ
(
λ2 + 2δλ3 + · · ·+ 2(t−2)δλt
)
on a : 2lk1+1 > λ1. Au cas contraire, la longueur 2−adique de 2δ − 2lk1+1 est plus grande que d.
Par la proposition 2.3.3.6, on obtient
mλ1(tδ)
(
u2
l1 ⊗ · · · ⊗ u2ld
)
= Sqtδ0
(
u2
l1 ⊗ · · · ⊗ u2lk1
)
⊗ u2lk1+1 ⊗ · · · ⊗ u2ld
= Sqδ0ϕ
(
ω((t−1)δ,0,δ,...,(t−2)δ)
)
Il en découle que li ≥ δ pour tout i > k1. De plus
2δλ2 =
∑
i∈E2
2li
donc on obtient l’égalité
λ2 =
∑
i∈E2
2li−δ.
Cela signifie que Card(E2) ≤ λ2. De même manière, en considérant les éléments
mλ1+λ2+...+λi(tδ)
(
ω(0,δ,2δ,...,(t−1)δ)
)
3. Cela provient du fait que la somme des λi ainsi que celle des card(Ei) vaut d.
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on obtient l’inégalité Card(Ei+1) ≤ λi+1. Le lemme en découle.
68
CHAPITRE 3
Sur la résolution injective minimale de ΣdJ(n)
Les suites exactes de Mahowald dans la catégorie U signifient que la suspension dumodule de Brown-Gitler J(n) est de dimension injective majorée par 1. En fait, si n est
pair, ΣJ(n) ∼= J(n + 1) donc la dimension injective de ΣJ(n) est 0. Sinon, la suite exacte de
Mahowald
0→ ΣJ(2k + 1)→ J(2k + 2)→ J(k + 1)→ 0
montre que la dimension injective de ΣJ(2k + 1) est 1. A partir de cela, on donne une procédure
itérative afin de construire une résolution injective de ΣdJ(n) de manière élémentaire. Puisque
J(0) = F2, le cas particulier de ΣdJ(0) fournit de l’information sur la page E2 de la suite spectrale
d’Adams instable. Les résultats qui suivent ne sont qu’une première approche qui sera améliorée
dans l’avenir. Il existe déjà dans la littérature une résolution injective de ΣnF2 basée sur la
Λ−algèbre et due à Lin [Lin92] mais celle-ci n’est pas minimale en général. On réfère par exemple
à [Sch94] pour les généralités et rappels (sauf mention explicite).
3.1 Une résolution injective de ΣdJ(n)
On rappelle que le module A est la somme directe de toute les modules de Brown-Gitler (voir
1.1.4.36). Puisque les modules ΣJ(n) sont de dimension injective majorée par 1, on a :
Proposition 3.1.0.1. Le module ΣA est de dimension injective 1. Plus précisément, il y a une
suite exacte courte
0→ ΣA s1−→ A ω0−→ A → 0.
Démonstration. Par définition, on a
ΣA = Σ
⊕
k≥0
J(k)
=
⊕
k≥0
ΣJ(k) =
⊕
m≥0
J(2m+ 1)
⊕⊕
n≥0
ΣJ(2n+ 1)
 .
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En prenant la somme directe des suites exactes courtes
0→ ΣJ(n) σn−→ J(n+ 1) •Sq
n+1
2−−−−−→ J
(
n+ 1
2
)
→ 0
on obtient la suite exacte
0 // ⊕
n≥0
ΣJ(n)
s1=
⊕
n≥0
σn
//
⊕
n≥−1
J(n+ 1)
ω0=
⊕
n≥−1
•Sq n+12
//
⊕
n≥−1
J
(
n+1
2
)
// 0
ΣA A A
(3.1.1)
qui n’est rien d’autre que la résolution injective minimale de ΣA .
Lemme 3.1.0.2. Le morphisme induit
HomU (ΣnF2,A )
(ω0)∗−−−→ HomU (ΣnF2,A )
est trivial pour n ≥ 1 et un isomorphisme F2 → F2 si n = 0.
Démonstration. Il résulte de l’isomorphisme Σ˜A ∼= A que
HomU (ΣnF2,ΣmA ) ∼= HomU
(
F2, Σ˜nΣmA
)
∼=
 HomU
(
F2, Σ˜n−mA
)
si m ≤ n,
HomU (F2,Σm−nA ) sinon;
∼=
 F2 si m ≤ n,0 sinon.
Il découle de la résolution injective de ΣA (voir la proposition 3.1.0.1) qu’on a la suite exacte
0 // HomU (ΣnF2,ΣA )
(s1)∗ // HomU (ΣnF2,A )
(ω0)∗

HomU (ΣnF2,A ) // Ext1U (ΣnF2,ΣA ) // 0.
Si n ≥ 1 le morphisme (s1)∗ : F2 → F2 est un isomorphisme d’où la trivialité de (ω0)∗. Si n = 0 il
résulte de la trivialité du groupe HomU (F2,ΣA ) = 0 que le morphisme (ω0)∗ : F2 → F2 est un
isomorphisme.
Ce lemme, joint à la proposition 3.1.0.1, permet de montrer :
Proposition 3.1.0.3. On a
Ext1U (ΣnF2,ΣA ) ∼=
 F2 si n ≥ 1,0 si n = 0.
On généralise les notations de ω0 : A → A et de s1 : ΣA → A en introduisant :
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Notation 3.1.0.4. Pour m,n ≥ 0 on note ωn : A → A le morphisme défini par :
ωm|J(s) =
 •Sqk si s = 2k +m, k ≥ 0,0 sinon.
On désigne par sn : ΣnA → A le morphisme défini récursivement par :
sn = s1 ◦ (Σsn−1).
Par définition, on obtient :
Proposition 3.1.0.5. Pour n ≥ 0, les diagrammes suivants
ΣnA Σ
nωm //
sn

ΣnA
sn

A
ωn+m
// A
sont commutatifs.
La proposition suivante généralise le lemme 3.1.0.2.
Proposition 3.1.0.6. Le morphisme induit
HomU (ΣnF2,A )
(ωm)∗−−−−→ HomU (ΣnF2,A )
est trivial pour n 6= m et un isomorphisme F2 → F2 si n = m.
Démonstration. On raisonne par récurrence sur m.
1. Le cas m = 0 a été montré dans la proposition 3.1.0.3.
2. Supposons qu’on a vérifié le lemme pour m < k, on passe au cas m = k.
Il résulte de la proposition 3.1.0.3 et de la proposition 3.1.0.5 que le diagramme
HomU (ΣnF2,ΣA )
(Σωm−1)∗ //
(s1)∗

HomU (ΣnF2,ΣA )
(s1)∗

HomU (ΣnF2,A )
(ωm)∗ // HomU (ΣnF2,A )
est commutatif. Il en découle que le morphisme (ωm)∗ est trivial pour n 6= m et est un
isomorphisme sinon.
Cela conclut la récurrence.
Puisque Σ˜
(
•Sqk
)
= •Sqk et Φ˜
(
•Sq2k
)
= •Sqk, on obtient :
Proposition 3.1.0.7. On a
Σ˜ωm = ωm−1,
Φ˜ωm =
 ωk si m = 2k,0 sinon.
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Démonstration. Par définition, on a
Σ˜ωm|J(s) = Σ˜ωm|Σ˜(J(s+1)) =
 Σ˜
(•Sqt)
0
si s+ 1 = 2t+m, t ≥ 0,
sinon,
=
 •Sqt0 si s = 2t+m− 1, t ≥ 0,sinon,
= ωm−1|J(s);
Φ˜ωm|J(s) = Φ˜ωm|Φ˜(J(2s)) =
 Φ˜
(•Sqt)
0
si 2s = 2t+m, t ≥ 0,
sinon,
=
 •Sq
t
2
0
si s = t+ m2 , t ≥ 0,
sinon,
=
 ωk0 si m = 2k,sinon.
La proposition en découle.
Notation 3.1.0.8. On note Σ˜−1ωn−1 = ωn. Soit un morphisme
f : A ⊕m → A ⊕n.
Si le morphisme f s’écrit sous forme matrice {ai,j} dont chaque coefficient ai,j est l’un des
morphismes ωk, définis dans 3.1.0.4, on désigne par Σ˜(M), Σ˜−1(M) et Φ˜(M) les matrices
{
Σ˜(ai,j)
}
,
{
Σ˜−1(ai,j)
}
et
{
Φ˜(ai,j)
}
respectivement.
La relation d’Adem
Afin de calculer le composé des morphismes ωn, on aura besoin de la reformulation de la
relation d’Adem :
Lemme 3.1.0.9. On considère le générateur ın+k de F (n+ k). L’identité suivante a lieu
Sq2n−iSqnın+k =
[ k+i2 ]∑
h=i−[ i2 ]
(
h− 1
2h− i
)
Sq2n+h−iSqn−hın+k.
Démonstration. Il résulte de la relation d’Adem qu’on a
Sq2n−iSqnın+k =
[ 2n−i2 ]∑
t=0
(
n− t− 1
2n− i− 2t
)
Sq3n−i−tSqtın+k
=
n∑
h=n−[ 2n−i2 ]
(
h− 1
2h− i
)
Sq2n+h−iSqn−hın+k en posant h = n− t
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=
n∑
h=i−[ i2 ]
(
h− 1
2h− i
)
Sq2n+h−iSqn−hın+k. (Adem)
Par l’instabilité, e(2n+ h− i, n− h) ≤ n+ k. Il s’ensuit que
(2n+ h− i)− (n− h) ≤ n+ k
⇒ 2h ≤ k + i
⇒ h ≤
[
k + i
2
]
.
En reformulant l’identité (Adem) on obtient le résultat.
Proposition 3.1.0.10. Pour 1 ≤ i ≤ l on a
ωl−i ◦ ωl =
[ l2 ]∑
h=i−[ i2 ]
(
h− 1
2h− i
)
ωl−i+h ◦ ωl−2h.
Démonstration. Le morphisme restreint ωl−i ◦ ωl|J(2n+l) est le morphisme
•Sq2n−iSqn : J(4n− 2i+ l)→ J(n− i+ l).
Posant :
Sq2n−iSqn =
∑
e(I)≤n+l−i
SqI +
∑
e(I)>n+l−i
SqI ,
on obtient
•Sq2n−iSqn = •
 ∑
e(I)≤n+k
SqI
 : J(4n− 2i+ l)→ J(n− i+ l).
Compte tenu du lemme 3.1.0.9 on conclut la proposition.
Remarque 3.1.0.11. L’inégalité h > i− 1 implique 2h− i > h− 1. On obtient la relation
ωl−i ◦ ωl =
m(l,i)∑
h=i−[ i2 ]
(
h− 1
2h− i
)
ωl−i+h ◦ ωl−2h,
m(l,i) désignant min
{[
l
2
]
, i− 1
}
.
3.1.1 L’algorithme BG
On a observé que les suspensions de modules de Brown-Gitler sont de dimension injective
majorée par 1. Le lemme 1.5.0.24 nous suggère une jolie procédure itérative pour construire une
résolution injective d’une suspension arbitraire.
Théorème 3.1.1.1 (L’algorithme BG). Soit M un module instable et soit
0→M → I0 → I1 → · · · In−1 → 0
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une résolution injective de M dont chaque module Ij est une somme directe de modules de
Brown-Gitler. Il existe une résolution injective de ΣM
0→ ΣM → J0 → J1 → · · · Jn → 0
telle que J i ∼= Div1
(
Ii−1
)⊕Aug1 (Ii). On rappelle que
Div1
(⊕
α
J(nα)
)
=
⊕
α
J
(1 + nα
2
)
,
Aug1
(⊕
α
J(nα)
)
= J (1 + nα) .
Démonstration. Il résulte de l’injectivité des modules Div1
(
Ii−1
)
et Aug1
(
Ii
)
qu’on a le dia-
gramme commutatif
ΣM // ΣI0 Σβ0 //
f0

ΣI1 Σβ1 //
f1

· · · Σβn−2 // ΣIn−1 //
fn−1

0
Aug1
(
I0
) γ0
//
g0

Aug1
(
I1
) γ1
//
g1

· · · γn−2 // Aug1
(
In−1
)
gn−1

Div1
(
I0
) δ0 //

Div1
(
I1
) δ1 //

· · · δn−2 // Div1
(
In−1
)

0 0 0
Le résultat découle du lemme 1.5.0.24.
Avec cet algorithme, on obtient le corollaire :
Corollaire 3.1.1.2. La dimension injective du module ΣmJ(k) est majorée par m. De plus si
k > 2m−1(2n− 1) il y a une résolution injective (Ij , ∂j)mj=0 de ΣmJ(k), Ij désignant une somme
directe ⊕
i∈Kj
J(i) avec i > n pour tout i ∈ Kj.
Démonstration. On raisonne par récurrence sur m.
1. Le cas m = 1 découle de la résolution injective de ΣJ(k), donnée par la suite exacte de
Mahowald.
2. Supposons qu’on l’a vérifié pour tout m < q, on passe au cas m = q.
On note
(
Itq−1, ∂tq−1
)q−1
t=0
la résolution injective de Σq−1J(k + 1) et
(
J tq−1, γtq−1
)q−1
t=0
celle de
Σq−1J
(
k+1
2
)
obtenues par application itérative q fois de l’algorithme BG à J(k + 1) et à
J
(
k+1
2
)
respectivement.
Il résulte du lemme 1.5.0.24 qu’il y a des morphismes λtq−1 : J tq−1 → Itq−1 telle que la suiteItq = It−1q−1 ⊕ Itq−1,
 γtq−1 0
λtq−1 ∂
t−1
q−1
q
t=0
(3.1.2)
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soit une résolution injective de ΣqJ(k). L’inégalité k > 2q−1(2n− 1) implique
k + 1
2 > 2
q−2(2n− 1).
L’hypothèse de récurrence montre que si le module J(nα) apparaît 1 dans la résolution 3.1.2
alors nα > n.
On conclut la récurrence.
3.1.1.1 Résolutions injectives minimales
On rappelle dans ce paragraphe la définition de la résolution injective minimale d’un objet
d’une catégorie abélienne.
Définition 3.1.1.3. Soit M un objet d’une catégorie abélienne C. Une résolution injective de
M :
0→M → I0 ∂0−→ I1 ∂1−→ I2 ∂2−→ · · ·
est dite minimale si I0 est l’enveloppe injective de M et Ij est l’enveloppe injective de Coker
(
∂j−2
)
pour j ≥ 0.
Dans la catégorie U, si chaque terme d’une résolution injective d’un module instable est une
somme directe de modules de Brown-Gitler, la minimalité de la résolution admet la propriété
suivante :
Proposition 3.1.1.4 (Minimalité de résolution injective). Soient M un module instable et
0→M → I0 ∂0−→ I1 ∂1−→ I2 ∂2−→ · · · ∂n−1−−−→ In (3.1.3)
une résolution injective de M telle que chaque terme Ij est une somme directe de modules
de Brown-Gitler. Les différentielles ∂j sont présentées par les matrices dont chaque coefficient
représente une flèche entre les modules de Brown-Gitler. La résolution 3.1.3 est minimale si et
seulement si aucune flèche n’est identité.
Démonstration. Comme le module de Brown-Gitler J(n) est l’enveloppe injectif de ΣnF2 qui est
un objet simple dans U, la dimension sur F2 du groupe ExtiU (ΣnF2,M) est le nombre de copies
de J(n) dans le terme i−ème de la résolution injective minimale de M . Parce que, d’une part,
l’isomorphisme
HomU (ΣnF2, J(m)) ∼= F2
si et seulement si m = n et d’autre part, le groupe ExtiU (ΣnF2,M) est la cohomologie du complexe
HomU
(
ΣnF2, Ii−1
) (∂i−1)∗−−−−−→ HomU (ΣnF2, Ii) (∂i)∗−−−→ HomU (ΣnF2, Ii+1)
donc la minimalité de la résolution 3.1.3 est équivalente au fait qu’il n’y a pas de flèche identité
concernant les facteurs directs J(n) du terme Ii. On conclut la proposition.
1. C’est à dire qu’il existe j tel que J(nα) est un facteur direct de Ij .
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Notation 3.1.1.5. Soient M un module instable et
0→M → I0 ∂0−→ I1 ∂1−→ I2 ∂2−→ · · · ∂n−1−−−→ In (3.1.4)
une résolution injective de M telle que chaque terme Ij est une somme directe de modules
de Brown-Gitler. Les différentielles ∂j sont présentées par les matrices dont chaque coefficient
représente une flèche entre les modules de Brown-Gitler. Si il y a des identités parmi ces flèches,
on dit que la résolution 3.1.4 admet des flèches identités.
3.1.1.2 Les premiers exemples
Pour fixer les notations, on donne ci-dessous la définition de la représentation graphique d’une
résolution injective de ΣnF2. Comme chaque module Ij est une somme directe de modules de
Brown-Gitler J(n), par abus de notation, on note J(n) ⊂ Ij si J(n) est un facteur direct de Ij .
Définition 3.1.1.6. Soit une résolution injective du module ΣnF2 :
0→ ΣnF2 → I0 → I1 → · · · → Ik → 0.
Comme chaque module Ij est une somme directe finie de modules de Brown-Gitler J(nα), on notera
ces modules par les points   nα sur la colonne j. Les morphismes J(n)→ J(m) de J(n) ⊂ Ij vers
J(m) ⊂ Ij+1 sont représentés par les flèches   n →   m . Ces flèches sont •Sqn−m sauf mention
explicite.
Exemple 3.1.1.7. On explique dans l’exemple suivant comment obtenir la résolution injective
minimale de ΣnF2 à partir de celle de Σn−1F2 pour n ≤ 6. Sauf mention explicite, les morphismes
J(n)→ J(m) seront •Sqn−m.
1. n = 1 : puisque que ΣF2 ∼= J(1), la résolution injective minimale est
0→ ΣF2 ∼−→ J(1)→ 0.
2. n = 2 : la résolution
0→ Σ2F2 → J(2) −→ J(1)→ 0 (Sig2)
de Σ2F2 provient de la suite de Mahowald.
3. n = 3 : en appliquant l’algorithme BG à la résolution Sig2 on obtient
0→ Σ3F2 → J(3) −→ J(2) −→ J(1)→ 0. (Sig3)
Puisque la suite Sig3 admet aucune flèche identité, elle est minimale. Graphiquement, elle
est représentée
I0 I1 I2
Σ3F2 3
2
1
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4. n = 4 : la résolution BG (Sig3) est présentée de manière graphique
I0 I1 I2 I3
Σ4F2 4
3
2 2
1
Cette suite est la résolution minimale de Σ4F2 puisqu’elle admet aucune flèche identité.
5. n = 5 : de même, on obtient la résolution minimale de Σ5F2 :
I0 I1 I2 I3 I4
Σ5F2 5
4
3 3
2 2
1
6. n = 6 : après avoir appliqué l’algorithme de BG à la résolution injective minimale de Σ5F2,
on obtient
I0 I1 I2 I3 I4 I5
n := J(n)
Σ6F2 6
5
4
3 3
4
2
3
2 2
1
Les boites en couleurs sombres sont obtenues en appliquant Aug1 sur la résolution injective
minimale de Σ5F2 trouvée dans l’exemple précédent. Les autres boites proviennent de la
même résolution après y avoir appliqué Div1. On voit apparaître l’identité J(3)→ J(3) à
cause de la relation d’Adem Sq1Sq2 = Sq3. Après avoir éliminé ces modules selon le lemme
1.5.0.23, on obtient la résolution injective minimale de Σ6F2 :
I0 I1 I2 I3 I4 I5
n := J(n)
r = •
(
Sq2,1
)Σ6F2 6
5
4 4
2
3
2 2
1
r
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Le morphisme r = •Sq2Sq1 apparaît comme le composé J(5)→ J(3)→ J(2) et correspond
aux lignes grasses décrites dans le diagramme précédent.
Le lemme d’annulation suivant n’est qu’un corollaire du lemme 1.5.0.23 appliqué au cas
particulier des modules de Brown-Gitler.
Lemme 3.1.1.8 (Lemme d’annulation). Soit M un module instable et soit
0→M → I0 → I1 → · · · In−1 → 0
une résolution injective minimale de M dont chaque module Ij est une somme directe de modules
de Brown-Gitler. Il existe une résolution injective de ΣM :
0→ ΣM → J0 → J1 → · · · Jn → 0
telle que J i ∼= Div1
(
Ii−1
)⊕Aug1 (Ii). Supposons qu’il y a J(2n) ⊂ Aug1 (Ii−1) , J(m) ⊂ Aug1 (Ii)
et J(n) ⊂ Aug1
(
Ii+1
)
et des flèches entre eux fi−1 : J(2n)→ J(m), fi : J(m)→ J(n) telles que
fi ◦ fi−1 = •(Sqn +
∑
e(I)<n
SqI)
2n
m
n n
k
l
2n
m
k
l
•(α)
•(β)
•(γ)
•(αγ)
•(βγ)
En appliquant l’algorithme BG, l’identité
Div1
(
Ii−1
)
⊃ J(n) −→ J(n) ⊂ Aug1
(
Ii+1
)
va apparaître dans la résolution injective
(
J i
)
de ΣM . Donc on peut remplacer J i et J i+1 par
J iupslopeJ(n) et J
i+1upslopeJ(n) respectivement pour avoir une résolution plus fine de ΣM . Après avoir
éliminé toutes les annulations, on obtient une résolution injective minimale de ΣM .
Démonstration. Le lemme découle de la remarque suivante.
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On note P := ⊕
i
J(pi), Q :=
⊕
j
J(qj) et R :=
⊕
k
J(rk). On désigne par
∂PQ :=

J(p1) J(p2) . . .
J(q1) a11 a12 . . .
J(q2) a21 a22 . . .
...
... . . . . . .
,
∂QR :=

J(q1) J(q2) . . .
J(r1) b11 b12 . . .
J(r2) b21 b22 . . .
...
... . . . . . .

les morphismes P → Q et Q→ R respectivement. Le composé ∂QR ◦ ∂PQ sera noté :
∂PR :=

J(p1) J(p2) . . .
J(r1) c11 c12 . . .
J(r2) c21 c22 . . .
...
... . . . . . .

Si on suppose que ce composé est nul, alors si les morphismes cij ne sont pas triviaux, ils doivent
être de la forme :
cij = •
∑
I∈Γ
SqI
 , e(I) > ri,∀I ∈ Γ.
Si on remplace les modules P,Q,R par Aug1 (P ) ,Aug1 (Q) ,Aug1 (R), les matrices elles mêmes
ne sont pas changées. Cependant, la matrice composée
∂Aug1(P )Aug1(R) :=

J(1 + p1) J(1 + p2) . . .
J(1 + r1) c11 c12 . . .
J(1 + r2) c21 c22 . . .
...
... . . . . . .
 : Aug1 (P )→ Aug1 (R)
peut devenir non-nulle. Cela provient du fait que dans certains éléments cij = •
(∑
I∈Γ
SqI
)
, il y a
des multi-indices I dont l’excès e(I) = 1 + ri. En particulier, si I = 1 + ri alors 1 + pj = 2(1 + ri)
et il s’ensuit que le morphisme Aug1 (J(pj))
•Sq1+ri−−−−−→ Aug1 (J(ri)) devient non-trivial donc d’après
le lemme 1.5.0.24, il existe le morphisme identité Div1 (Aug1 (J(pj)))
id−→ Aug1 (J(ri)). Il résulte
que le module Div1 (J(1 + pj)), venant de naître après avoir appliqué l’algorithme BG, sera utilisé
pour éliminer le module J(1 + ri). Le lemme en découle.
Notation 3.1.1.9. Soit
{
Ii |0 ≤ i ≤ n− 1} une résolution injective minimale de ΣnF2. Soit
J(k) ⊂ Ij. La somme de tout composé •θα2θα1 : J(k1)→ J(k) :
J(k1)
•θα2−−−→ J(kα)
•θα1−−−→ J(k)
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ou J(k1) ∈ Ij−2 et J(kα) ∈ Ij−1 sera dite une relation entre J(k1) et J(k). Soit t un entier. Cette
relation est dite t−bonne si
∑
α
θα2θα1 = Sqk+t +
∑
J est admissible,
e(J)<k+t
SqJ .
Remarque 3.1.1.10. Les modules de Brown-Gitler dans Aug1 (Ii) ne peuvent s’annuler que par
les modules qui viennent de Div1 (Ii−2). D’après le lemme d’annulation, si il existe une t−bonne
relation entre J(k1) et J(k) alors le module Augt (J(k)) sera tué dans la résolution BGt
({
Ii
})
de
Σn+tF2 par le module Div (Augn (J(k1))).
3.1.1.3 La technologie de Maple
Afin de faciliter les calculs, on a écrit un module de Maple pour calculer la résolution injective
minimale de ΣnF2. Le code de cette procédure sera donné dans les annexes. On explique dans ce
paragraphe comment décoder la sortie de la procédure.
Définition 3.1.1.11. Soient M =
k⊕
i=1
J(ni), N =
l⊕
j=1
J(mj) et
A = {aji : J(ni)→ J(mj) |j = 1, 2, . . . , l, i = 1, 2, . . . , k}
la matrice de morphismes entre M et N . Toutes ces données seront codées dans la matrice
suivante :
0
nk
n1
m1 ml
tA
Les morphismes aij = •
(∑
I Sq
I
)
seront désignés par ∑I s(I).
Notation 3.1.1.12. La résolution injective minimale de ΣnF2 est appelée par la commande
BG(n). Elle est représentée sous forme d’un tableau de n−1 matrices. Chaque matrice est obtenue
en remplaçant M,N dans la définition 3.1.1.11 par deux modules consécutifs de la résolution, et
A par la différentielle entre eux.
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Exemple 3.1.1.13. On donne ci-dessous la sortie de BG(8) :
I0
8 s(1) s(2) s(4)
0 7 6 4 I1
I1
7
6
4
0 6 4 3
s(1)
0
0
s(2, 1)
s(2)
0
0
s(3)
s(1)
I2
I2
6
4
3
0
s(1)
0
0
5
0
s(2)
s(1)
2 I3
I3
5
2
0
s(1)
0
4 I4
I4
4
0
s(1)
3
s(2)
2 I5
I5
3
2
0
s(1)
0
2 I6
I6
2
0
s(1)
1 I7
Notation 3.1.1.14. Un complexe C est appelé complexe de Brown-Gitler si il est acyclique et
chaque élément du complexe est une somme directe des modules de Brown-Gitler. Il est dit fini si
chaque élément est une somme finie.
1. On note BG (C ) le complexe obtenu après avoir appliqué l’algorithme BG à C .
2. On note BGA (C ) le complexe obtenu après avoir appliqué l’annulation à BG (C ).
3. Si C : C0 ∂
0−→ C1 ∂1−→ C2 ∂2−→ · · · ∂n−1−−−→ Cn est fini de longueur n+ 1, on note l (C ) = n+ 1
sa longueur.
Corollaire 3.1.1.15. L’algorithme BG commute avec la somme directe finie. Étant donné deux
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complexes de Brown-Gitler C et D on a
BG (C ⊕D) ∼= BG (C )⊕ BG (D) .
Remarque 3.1.1.16. L’algorithme BG n’est pas fonctoriel en général. Cela provient du fait que
Aug1 n’est pas un foncteur. Après avoir appliqué Aug1 au diagramme commutatif
0 // J(9) •Sq
2
//
•Sq4

J(7)
•Sq3

// 0
0 // J(5) •Sq
1
// J(4) // 0
on obtient le diagramme
0 // J(10) •Sq
2
//
•Sq4

J(8)
•Sq3

// 0
0 // J(6) •Sq
1
// J(5) // 0
qui ne commute plus.
Cependant, on a :
Lemme 3.1.1.17. Soit C ↪→ D une injection de complexes de Brown-Gitler de longueur finie
alors il existe une application BG(C )→ BG(D) qui est de nouveau injective.
Démonstration. Comme les modules de Brown-Gitler sont injectifs, les morphismes C n ↪→ Dn
sont scindés. Comme Aug1 et Div1 commutent aux sommes directes, le lemme en découle.
De même manière on obtient :
Lemme 3.1.1.18. Soit 0 → C → D → E → 0 une suite exactes courtes de complexes de
Brown-Gitler de longueur finie alors il y a une suite exacte courte
0→ BG(C )→ BG(D)→ BG(E )→ 0.
On obtient donc le corollaire suivant :
Lemme 3.1.1.19. Soit 0 → C → D → E → 0 une suite exactes courtes de complexes de
Brown-Gitler de longueur finie alors
l (BGA (D)) ≤ max {l (BGA (C )) , l (BGA (E ))} .
Démonstration. Le lemme découle des remarques suivantes.
1. l (BG (D)) = max {l (BG (C )) , l (BG (E ))} .
2. Le complexe BG (D) possède toute flèche identité des complexes BG (C ) ,BG (E ).
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Théorème 3.1.1.20. On a
Ext∗U (ΣnF2,ΣmA ) =
∞⊕
k=0
Ext∗U (ΣnF2,ΣmJ(k)) .
Démonstration. Il résulte du lemme 3.1.1.2 que le module
∞⊕
k=2m−1(2n−1)+1
ΣmJ(k)
admet une résolution injective (Ij , ∂j) de telle que Ij =
⊕
t∈Kj
J(t) où t > n pour tout t ∈ Kj . On
en déduit :
Ext∗U
ΣnF2, ∞⊕
k=2m−1(2n−1)+1
ΣmJ(k)
 = 0.
Notant α = 2m−1(2n− 1), on a donc :
Ext∗U (ΣnF2,ΣmA ) = Ext∗U
ΣnF2, ∞⊕
k=α+1
ΣmJ(k)
⊕ Ext∗U
(
ΣnF2,
α⊕
k=0
ΣmJ(k)
)
= Ext∗U
(
ΣnF2,
α⊕
k=0
ΣmJ(k)
)
=
α⊕
k=0
Ext∗U (ΣnF2,ΣmJ(k))
=
∞⊕
k=0
Ext∗U (ΣnF2,ΣmJ(k)) .
Théorème 3.1.1.21. Il y a des morphismes ∂kn : A ⊕(
n
k) → A ⊕( nk+1) tels que la suite
0→ ΣnA → A ⊕(n0) ∂
0
n−→ A ⊕(n1) ∂
1
n−→ · · · ∂
n−1
n−−−→ A ⊕(nn) → 0
soit une résolution injective de ΣnA .
Démonstration. On raisonne par récurrence. Le cas n = 1 a été montré dans le théorème 3.1.0.1.
Supposons qu’on a montré l’existence des morphismes ∂kn pour tout n < l. On passe au cas n = l.
Compte tenu du corollaire 3.1.0.7 et de la proposition 3.1.0.5 on a un diagramme commutatif
ΣlA // ΣA ⊕(
l−1
0 ) _

Σ∂0l−1
// ΣA ⊕(
l−1
1 ) _

Σ∂1l−1
// · · ·
Σ∂l−2
l−1
// ΣA ⊕(
l−1
l−1) _

A ⊕(
l−1
0 )
d0

Σ˜−1(∂0l−1)
// A ⊕(
l−1
1 )
d1

Σ˜−1(∂1l−1)
// · · ·
Σ˜−1(∂l−2l−1)
// A ⊕(
l−1
l−1)
dl−1

A ⊕(
l−1
0 )
Φ˜(∂0l−1)
// A ⊕(
l−1
1 )
Φ˜(∂1l−1)
// · · ·
Φ˜(∂l−2l−1)
// A ⊕(
l−1
l−1)
83
Sur la résolution injective minimale de ΣdJ(n)
di désignant la matrice diagonale diag {ω0, ω0, . . . , ω0} ∈ Mat(l−1i ). D’après le lemme 1.5.0.24 on
obtient des morphismes mi : A ⊕(
l−1
i ) → A ⊕(l−1i+2) qui rendent commutatif le diagramme
A ⊕(
l−1
0 )
d0

Σ˜−1(∂0l−1)
// A ⊕(
l−1
1 )
d1

Σ˜−1(∂1l−1)
// A ⊕(
l−1
2 )
d2

Σ˜−1(∂2l−1)
// · · ·
A ⊕(
l−1
0 )
m0
22
Φ˜(∂0l−1)
// A ⊕(
l−1
1 )
m1
22
Φ˜(∂1l−1)
// A ⊕(
l−1
2 )
Σ˜−1(∂2l−1)
// · · ·
et les morphismes induits ∂il =
 Φ˜ (∂i−1l−1) di
mi Σ˜−1
(
∂il−1
)  sont les différentielles d’une résolution
injective de ΣlA
A ⊕(
l
0) ∂
0
l−→ A ⊕(l1) ∂
1
l−→ · · · ∂
l−1
l−−−→ A ⊕(ll) → 0.
A partir de la preuve du théorème 3.1.1.21 on obtient :
Proposition 3.1.1.22. Pour tout n ≥ 1 on a
∂0n = (ω0, ω1, . . . , ωn−1)t , ∂n−1n = (0, 0, . . . , 0, ω0) .
De plus, ∂in est une matrice telle que chaque coefficient est l’un des morphismes ωj avec j ≤ n−i−1
et ∂kn = 0 dès que k ≥ n.
Théorème 3.1.1.23. Pour tous entier k > n− i on a
ExtiU
(
ΣkF2,ΣnA
)
= F⊕(
n
i)
2 .
Démonstration. L’inégalité k > n − i entraîne que les morphismes ∂i−1n , ∂in sont formés des
morphismes ωm tel que m > k. Il résulte du lemme 3.1.0.6 que
HomU
(
ΣkF2, ∂in
)
= 0 = HomU
(
ΣkF2, ∂i−1n
)
.
Par définition on obtient ExtiU
(
ΣkF2,ΣnA
)
= HomU
(
ΣkF2,A ⊕(
n
i)
)
= F⊕(
n
i)
2 .
Combiné avec ce théorème, le corollaire 3.1.1.2 permet d’énoncer :
Théorème 3.1.1.24. Si n > 2d−1(2d− 3), en itérant l’algorithme BG sur la résolution injective
J(n+ 1)→ J
(
n+1
2
)
de ΣJ(n) on obtient la résolution injective minimale de ΣdJ(n).
Démonstration. On constate que BGd
(
J(n+ 1) •Sq
n+1
2−−−−−→ J
(
n+1
2
))
est un sous-complexe de la
résolution
0→ A ⊕(d0) ∂
0
d−→ A ⊕(d1) ∂
1
d−→ · · · ∂
d−1
d−−−→ A ⊕(dd) → 0 (3.1.5)
de ΣdA (voir 3.1.1.21).
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On donne dans la suite une explication explicite de la signification du théorème 3.1.1.23,
nécessaire pour avancer dans la preuve. Soit n un entier. On désigne par le point (i, k) sur le
plan cartésien le groupe ExtiU
(
ΣkF2,ΣnA
)
. Les points ExtiU
(
Σn−iF2,ΣnA
)
se trouvent sur la
ligne x+ y = n. Le théorème 3.1.1.23 signifie que si le groupe ExtiU
(
ΣkF2,ΣnA
)
se localise au
dessus 2 de la ligne x + y = n alors, la dimension sur F2 de ce groupe est le nombre de copies
de A dans le terme i−ème de la résolution 3.1.5. Comme le module A contient une seule copie
de J(k), alors la dimension de ExtiU
(
ΣkF2,ΣnA
)
est aussi le nombre de copie de J(k) dans la
résolution 3.1.5. Il s’ensuit que la résolution 3.1.5 admet aucune flèche identité dans la zone au
dessus de la ligne x+ y = n. Ici, par abus de notation, on désigne par le point (i, k) les facteurs
J(k) dans le terme i−ème de la résolution 3.1.5. L’inégalité n > 2d−1(2d − 3) assurer que la
résolution BGd
(
J(n+ 1) •Sq
n+1
2−−−−−→ J
(
n+1
2
))
de ΣdJ(n) se situe au dessus de la ligne x+ y = n.
Il en découle que cette résolution admet aucune flèche identité donc est minimale.
On donne dans la suite des calculs faciles.
Proposition 3.1.1.25. Pour tout entier n on a
ExtiU (ΣF2,ΣnA ) =
 F2 si n = i, i+ 1,0 sinon.
Démonstration. On constate que ExtiU (ΣF2,ΣnA ) = 0 pour tout i > n. Pour i ≤ n il résulte du
théorème 3.1.1.21 qu’on a
ExtiU (ΣF2,ΣnA ) ∼=
 F2 si n = 1, i = 0, 1Exti−1U (ΣF2,Σn−1A )⊕ ExtiU (F2,Σn−1A ) sinon.
∼=
 F2 si n = 1, i = 0, 1HomU (ΣF2,Σn−iA ) sinon.
∼=
 F2 si n ≤ i+ 1,0 sinon.
∼=
 F2 si n = i, i+ 1,0 sinon.
Proposition 3.1.1.26. Pour tout entier n on a
ExtiU
(
Σ2F2,ΣnA
)
=
 Ext
i−1
U
(
Σ3F2,Σn−1A
)⊕ F2 si n = i,
Exti−1U
(
Σ3F2,Σn−1A
)
sinon.
Démonstration. Il résulte du théorème 3.1.1.21 qu’on a
ExtiU
(
Σ2F2,ΣnA
)
= Exti−1U
(
Σ3F2,Σn−1A
)
⊕ Exti−1U
(
ΣF2,Σn−1A
)
.
2. C’est à dire chaque facteur J(n) des termes de la résolution se localise au dessus de la ligne x+ y = n.
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Ceci, joint à la proposition 3.1.1.25 donne le résultat.
Lemme 3.1.1.27 (Lemme de stabilisation). Pour tous j ≤ n et m ≤ n− j on a
ExtjU
(
Σm+tF2,Σn+tF2
) ∼−→ ExtjU (Σm+t+1F2,Σn+t+1F2)
pour t ≥ n−m− j + 2.
Démonstration. On note
0→ ΣnF2 → I0n → I1n → · · · → In−1n → 0
la résolution injective minimale de ΣnF2. On constate que Ijn est une somme directe de J(n− j)
avec une certaine somme directe de modules J(k) où k < n − j. Pour t ≥ n −m − j + 2 on a
m + t > n−j+t+12 donc les facteurs directs J(m + j) dans I
j
n+t ne peuvent plus ni s’annuler ni
s’ajouter. Le lemme en résulte.
Lemme 3.1.1.28. On a
HomU (ΣnM,J(n+ t)) ∼= HomU (M,J(t)) .
Ce lemme, joint au lemme de stabilisation, permet d’énoncer :
Théorème 3.1.1.29. Pour tous j ≤ n et m ≤ n− j on a
ExtjU
(
Σm+tM,Σn+tF2
) ∼−→ ExtjU (Σm+t+1M,Σn+t+1F2)
M notant un module instable, pour t ≥ n−m− j + 2.
3.2 La résolution injective minimale de ΣnF2
3.2.1 La suite de l’homomorphisme de Bockstein
On commence la section avec une remarque facile que l’homomorphisme de Bockstein Sq1 fait
de la suite
(
J•, •Sq1
)
:
· · · •Sq
1
−−−→ Jn •Sq
1
−−−→ Jn−1 •Sq
1
−−−→ Jn−2 •Sq
1
−−−→ · · · •Sq
1
−−−→ J2 •Sq
1
−−−→ J1 → 0
un complexe, Jn notant le module J(n+ 1). L’homologie de ce complexe se calcul grâce au lemme
suivant.
Lemme 3.2.1.1. On a :
Hk
(
J•, •Sq1
)
=
 J(2l) si k = 4l − 1,0 sinon.
Par conséquent, on obtient la suite exacte longue :
· · · βi+1−−−→ Bi βi−→ Bi−1 βi−1−−−→ Bi−2 βi−2−−−→ · · · β3−→ B2 β2−→ B1 → 0
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avec :
Bi =
 J(i)J(4k + 3)⊕ J (2k + 2) si i = 4k, 4k + 1, 4k + 2,si i = 4k + 3.
βi =
 •Sq1(•Sq1, •Sq2k)t si i = 4k + 1, 4k + 2, 4k + 3,si i = 4k.
Démonstration. On constate que la suite
J(3) •Sq
1
−−−→ J(2) •Sq
1
−−−→ J(1)→ 0
est exacte. On raisonne par récurrence sur k. Supposons qu’on a montré le lemme pour k < n.
On passe au cas k = n. Le diagramme suivant est commutatif
0

0

0

· · · Σ(•Sq
1)
// ΣJ(n+ 1) Σ(•Sq
1)
//
 _

ΣJ(n) Σ(•Sq
1)
//
 _

ΣJ(n− 1) _

Σ(•Sq1)
// · · ·
· · · •Sq
1
// J(n+ 2) •Sq
1
//

J(n+ 1) •Sq
1
//

J(n)

•Sq1
// · · ·
· · · 0 // J
(
n+2
2
) 0 //

J
(
n+1
2
) 0 //

J
(
n
2
)

0 // · · ·
0 0 0
Comme chaque colonne est une suite exacte courte, on obtient donc la suite exacte longue
· · · // J
(
n+2
2
)
// Hn−1
(
ΣJ•, •Sq1
)
// Hn
(
J•, •Sq1
)
// J
(
n+1
2
)
// · · · (3.2.1)
Comme le foncteur Σ est exact, on a l’isomorphisme
Hn−1
(
ΣJ•, •Sq1
) ∼= ΣHn−1 (J•, •Sq1) .
1. Pour n = 4l et l ≥ 1, la suite 3.2.1 est reformulée
· · · → J(2l + 1) ∂−→ ΣJ(2l)→ H4l
(
J•, •Sq1
)
→ 0. (3.2.2)
Parce que, d’une part
J(2l + 1) ∼= ΣJ(2l),
et d’autre part
HomU (J(2l + 1), J(2l + 1)) ∼= F2,
alors il n’y a que deux options pour ∂ : soit l’identité de J(2l + 1), soit le morphisme nul.
Supposons par absurde que ∂ = 0. Compte tenu de l’exactitude le la suite 3.2.2, on obtient
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l’isomorphisme
H4l
(
J•, •Sq1
) ∼= J(2l + 1).
Notant 2k1 + 2k2 + · · ·+ 2km l’expression 2−adique de l, alors les modules J(2l+ 1), J(4k+ 1)
et J(4k + 2) sont m−connexes et :
(J(2k + 1))m+1 ∼= 〈x1+k1 · x1+k2 · · ·x1+km · x0〉,
(J(4k + 1))m+1 ∼= 〈x2+k1 · x2+k2 · · ·x2+km · x0〉,
(J(4k + 2))m+1 ∼= 〈x2+k1 · x2+k2 · · ·x2+km · x1〉.
Il résulte de l’égalité
•Sq1(x2+k1 · x2+k2 · · ·x2+km · x1) = x2+k1 · x2+k2 · · ·x2+km · x0
que l’on a
0 = Hm+14l
(
J•, •Sq1
)
= (J(2k + 1))m+1 ∼= F2.
Cette contradiction montre que ∂ est le morphisme identité et donc H4l
(
J•, •Sq1
)
= 0.
2. Pour n = 4l + 1 et l ≥ 1, on a la suite exacte courte
0→ H4l+1
(
J•, •Sq1
)
→ J(2l + 1)→ J(2l + 1)→ 0.
Le morphisme J(2l + 1)→ J(2l + 1) est surjectif donc bijectif. On en déduit :
H4l+1
(
J•, •Sq1
)
= 0.
3. Pour n = 4l + 2 et l ≥ 1, la suite 3.2.1 devient
0→ H4l+2
(
J•, •Sq1
)
→ J
(4l + 3
2
)
= 0
donc
H4l+2
(
J•, •Sq1
)
= 0.
4. Pour n = 4l + 3 et l ≥ 1, la suite exacte courte
0→ H4l+3
(
J•, •Sq1
)
→ J(2l + 2)→ 0
implique
H4l+3
(
J•, •Sq1
) ∼= J(2l + 2).
Afin de terminer la preuve, il faut montrer que la suite
J(4k + 1) •Sq
1
−−−→ J(4k) (•Sq
1,•Sq2k)t−−−−−−−−−→ J(4k − 1)⊕ J(2k) (•Sq
1,0)−−−−−→ J(4k − 2)
est exacte. En effet, le diagramme suivant est commutatif tel que les colonnes sont des suites
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exactes courtes.
0

0

0

0

ΣJ(4k)
Σ(•Sq1)
//
 _
σ4k

ΣJ(4k − 1) Σ(•Sq
1,Sq2k)t
//
 _
σ4k−1

ΣJ(4k − 2)⊕ ΣJ(2k − 1) _( 0 σ2k−1
σ4k−2 0
)

Σ(•Sq1,0)
// ΣJ(4k − 3) _
σ4k−3

J(4k + 1)
•Sq1
//

J(4k)
(•Sq1,Sq2k)t
//
•Sq2k

J(4k − 1)⊕ J(2k)
(0,•Sqk)

(•Sq1,0)
// J(4k − 2)
•Sq2k−1

0 0 //

J (2k) •Sq
k
//

J (k)

0 // J(2k − 1)

0 0 0 0
Comme le morphisme •Sq2k : J(4k − 1) → J(2k − 1) est trivial et le foncteur Σ est exact,
l’homologie du complexe
ΣJ(4k)
Σ(•Sq1)−−−−−→ ΣJ(4k − 1) Σ(•Sq
1,•Sq2k)t−−−−−−−−−−→ ΣJ(4k − 2)⊕ ΣJ(2k − 1)
est isomorphe à celle du complexe
ΣJ(4k)
Σ(•Sq1)−−−−−→ ΣJ(4k − 1) Σ(•Sq
1)−−−−−→ ΣJ(4k − 2)
donc est isomorphe à ΣH4k−1
(
J•, •Sq1
)
= 0. De même manière, l’homologie du complexe
ΣJ(4k − 1) Σ(•Sq
1,•Sq2k)t−−−−−−−−−−→ ΣJ(4k − 2)⊕ ΣJ(2k − 1) Σ(•Sq
1,0)−−−−−−→ ΣJ(4k − 3)
est isomorphe à la somme directe de celle du complexe
ΣJ(4k − 1) Σ(•Sq
1)−−−−−→ ΣJ(4k − 2) Σ(•Sq
1)−−−−−→ ΣJ(4k − 3)
et le module ΣJ(2k − 1) donc est isomorphe à
ΣH4k−2
(
J•, •Sq1
)
⊕ ΣJ(2k − 1) ∼= ΣJ(2k − 1).
On note H1, H2 les homologies du complexe
J(4k + 1) •Sq
1
−−−→ J(4k) (•Sq
1,•Sq2k)t−−−−−−−−−→ J(4k − 1)⊕ J(2k)
et du complexe
J(4k)
(•Sq1,•Sq2k)t−−−−−−−−−→ J(4k − 1)⊕ J(2k) (•Sq
1,0)−−−−−→ J(4k − 2)
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respectivement. Comme l’homologie du complexe
0→ J(2k) •Sq
k
−−−→ J(k)
est ΣJ(2k − 1) et celle du complexe
J(2k) •Sq
k
−−−→ J(k) 0−→ J(2k − 1)
est 0, on obtient la suite exacte longue
0→ H1 → ΣJ(2k − 1) α−→ ΣJ(2k − 1) α1−→ H2 → 0.
L’élément
(
0,Σx2k−10
)
∈ ΣJ(4k − 2)⊕ ΣJ(2k − 1) représente la classe Σx2k−10 dans l’homologie
ΣJ(2k − 1) du complexe
ΣJ(4k − 1) Σ(•Sq
1,•Sq2k)t−−−−−−−−−−→ ΣJ(4k − 2)⊕ ΣJ(2k − 1) Σ(•Sq
1,0)−−−−−−→ ΣJ(4k − 3)
Parce que, d’une part 0 σ2k−1
σ4k−2 0
(0,Σx2k−10 ) = (0, x2k0 ) ∈ J(4k − 1)⊕ J(2k)
et d’autre part (
•Sq1, •Sq2k
)t (
x2k1
)
=
(
0, x2k0
)
(3.2.3)
donc le morphisme
(
0, x2k0
)
est un cobord puis α1
[(
0,Σx2k−10
)]
= 0. Il s’ensuit que le morphisme
α est non-trivial. Par ailleurs
HomU (ΣJ(2k − 1),ΣJ(2k − 1)) ∼= F2,
le seul morphisme non-trivial de HomU (ΣJ(2k − 1),ΣJ(2k − 1)) est l’identité. Il en découle que
H1 ∼= H2 ∼= 0.
On termine la preuve en expliquant l’égalité 3.2.3. En effet, on montre que
•Sq1
(
x2k1
)
= 0.
Le morphisme •Sq1 : J(4k)→ J(4k−1) est le seule morphisme non-trivial entre J(4k) et J(4k−1).
Par ailleurs :
HomU (J(4k), J(4k − 1)) ∼= HomV
(
(J(4k))4k−1 , (J(4k − 1))4k−1
)
,
(J(4k))4k−1 ∼=
〈
x4k−20 x1
〉
,
(J(4k − 1))4k−1 ∼=
〈
x4k−10
〉
,
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donc :
•Sq1
(
x4k−20 x1
)
= x4k−10 .
Supposons par absurde que •Sq1
(
x2k1
)
6= 0. Comme le module J(4k − 1) est co-libre, il existe
une opération de Steenrod θ tel que
θ
(
•Sq1
(
x2k1
))
= x4k−10 .
Il s’ensuit que
θ
(
x2k1
)
= x4k−20 x1.
Il en résulte que
Sq1θ
(
x2k1
)
= Sq1
(
x4k−20 x1
)
,
= x4k0 ,
= Sq2k
(
x2k1
)
.
De nouveau, comme J(4k) est co-libre, alors Sq1θ = Sq2k. On note
θ =
∑
(2i1,i2,...,ik) est admissible
Sq2i1,i2,...,ik +
∑
(2j1+1,j2,...,jt) est admissible
Sq2j1+1,j2,...,jt ,
alors
Sq1θ =
∑
(2i1,i2,...,ik) est admissible
Sq2i1+1,i2,...,ik .
Cette contradiction conclut le lemme.
On énonce ci-dessous un phénomène intéressant sur la saturation de la suite de Bockstein par
rapport à l’algorithme BG.
Lemme 3.2.1.2. On a
BGA (Bk, βk)k≥1 = (Bk, βk)k≥1 .
Démonstration. En appliquant l’algorithme BG on obtient le diagramme commutatif
J(4k + 2)
•Sq2k+1

•Sq1
// J(4k + 1)
0

( •Sq1
•Sq2k
)
// J(4k)⊕ J(2k + 1)
(•Sq2k,0)

(•Sq1,0)
// J(4k − 1)
0

J(2k + 1)
m0
11
0
// 0 0
// J(2k) 0
// 0
m0 notant le morphisme
( 0
id
)
. Le lemme d’annulation permet d’annuler les termes J(2k + 1) de
la deuxième ligne du diagramme. Cela nous donne de nouveau la suite exacte (Bk, βk)k≥1.
Théorème 3.2.1.3. Pour tous entiers 0 ≤ i ≤ n− 1 et j ≥ 1 on a
Ext0U
(
ΣiF2,ΣnF2
)
=
 F2 si i = n,0 sinon,
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ExtiU
(
ΣjF2,ΣnF2
)
= 0, si i+ j > n,
ExtiU
(
ΣjF2,ΣnF2
)
= F2, si i+ j = n,
Extn−4k+1U
(
Σ2kF2,ΣnF2
)
⊃ F2, si n > 4k − 1.
Démonstration. La suite J(2) •Sq
1
−−−→ J(1) est la résolution injective minimale de Σ2F2. On a le
diagramme commutatif
· · · // B4 β4 // B3 β3 // B2 β2 // B1 // 0
· · · // 0 //
OO
0 //
OO
J(2) // J(1) // 0
Le complexe
(σ) · · · → 0→ J(2) •Sq
1
−−−→ J(1)
est donc un sous-complexe de la suite de Bockstein. En itérant n − 2 fois l’algorithme BG sur
la suite (Bk, βk)k≥1 et (σ) on obtient le complexe (Ck, γk)k≥1 et la résolution
(
Ii, ∂i
)0
i=n−1 de
ΣnF2 (ici on inverse l’ordre de l’indices de la résolution). D’après le lemme 3.1.1.17 on obtient une
injection BGn−2 (σ) ↪→ BGn−2
(
(Bk, βk)k≥1
)
. Après avoir appliqué le lemme d’annulation 3.1.1.8
sur la suite (Ck, γk)k≥1 on retrouve la suite (Bk, βk)k≥1. Il s’ensuit que la partie (Bk, βk)n>k≥1
de la résolution
(
Ii, ∂i
)0
i=n−1 ne peut pas s’annuler. Ceci assure le résultat.
D’après le théorème 3.2.1.3 on constate que la résolution injective minimale de ΣnF2 contient
une partie de la suite de l’homomorphisme de Bockstein (Bk, βk)k≥1. Cela permet de définir la
notation suivante.
Définition 3.2.1.4. On note τ : N → N la fonction qui associe à chaque nombre entier n le
plus petit indice à partir duquel la résolution injective minimale
(
Ini , ∂
i
n
)n−1
i=0 de ΣnF2 commence à
coïncider avec la suite (Bk, βk)k introduite dans le lemme 3.2.1.1 :
Inτ(n)+t = Bn−τ(n)−t et ∂τ(n)+tn = βn−τ(n)−t pour tout t ≥ 0.
Exemple 3.2.1.5. La résolution injective minimale de Σ4F2 est présentée de manière graphique :
I0 I1 I2 I3
Σ4F2 4
3
2 2
1
Alors τ(4) = 0.
Dans ce qui suit on va donner une première estimation de la fonction τ .
Définition 3.2.1.6. Si J est une somme directe finie
n⊕
i=1
J(αi) on note :
m(J) = max {αi|1 ≤ i ≤ n} .
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Définition 3.2.1.7. Un complexe
· · · →M i−1 →M i →M i+1 → · · ·
dont chaque module M i est une somme directe finie de modules de Brown-Gitler est dit 2−bon si
m(M i)−m(M i+1) ≥ 2
m(M i) ≥ 2
pour tout i.
Le lemme suivant est direct par définition de l’algorithme BG.
Lemme 3.2.1.8. Étant donné
(C) : · · · →M i−1 →M i →M i+1 → · · ·
un complexe 2−bon alors il en est de même pour le complexe BG(C).
Théorème 3.2.1.9. La valeur τ(n) est majorée par
[
n−2
2
]
.
Démonstration. La représentation graphique de la résolution injective minimale de Σ8F2 est
donnée ci-dessous (voir 3.1.1.13 pour la représentation algébrique) :
I0 I1 I2 I3 I4 I5 I6 I7
n := J(n)
r = •
(
Sq2,1
)Σ8F2 8
7
6
4
6
4
3
5
2
4
3
2 2
1
r
sauf mention explicite, les flèches entre les modules de Brown-Gilter J(m)→ J(n) sont •Sqm−n.
En appliquant l’algorithme BG combiné avec le lemme d’annulation on constate que la partie :
J(8)
J(7)
J(6)
J(5)
J(4)
J(3)
J(2) J(2)
J(1)
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deviendra celle qui coïncide avec la suite (Bk, βk)k≥1. Pour estimer la fonction τ il suffit de
contrôler la partie D8 :
J(6)
J(4) J(4)
J(3)
J(2)
On remarque que cette partie D8 est 2−bonne. Pour tout n > 8, on note Inτ(n) = Bn−τ(n) ⊕Dτ(n)
(voir la définition 3.2.1.4). Le lemme 3.2.1.8, combiné avec le fait que m(I0) = m(J(n)) = n,
implique
n− 2τ(n) ≥ m(Dτ(n)) ≥ 2.
Cela entraine le résultat [
n− 2
2
]
≥ τ(n).
On en déduit :
Théorème 3.2.1.10. Si i >
[
n−2
2
]
et j ≥ 1 on a
ExtiU
(
ΣjF2,ΣnF2
)
=

F2 si i+ j = n,
F2 si i = 4k − 1 et j = 2k,
0 sinon.
Avant de donner une estimation plus fine de la fonction τ , on montre ci-dessous les premières
applications de l’algorithme BG.
Exemples
Proposition 3.2.1.11. Pour tout n on a
Ext1U
(
Σn−jF2,ΣnF2
)
=
 F2 si j = 2k, 0 ≤ k ≤ log2n,0 sinon.
Démonstration. Dans la résolution injective
{
Ii|i = 0, 1, . . . , n− 1} de ΣnF2, le module I0 est
l’enveloppe injective minimale de ΣnF2 donc est J(n). On démontre par récurrence sur n que
I1 ∼=
⊕
0≤k≤[log2n]
J(n− 2k). (3.2.4)
La relation 3.2.4 a été vérifiée pour n ≤ 6. On suppose que 3.2.4 est vraie pour tout n < m, on
passe au cas n = m. En appliquant l’algorithme BG sans annulation sur la résolution injective
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minimale de Σm−1F2 on obtient une résolution injective de ΣmF2. On note
{
J i|i = 0, 1, . . . ,m}
cette résolution. Par définition on a J i ∼= Div1
(
Ii−1
)⊕Aug1 (Ii).
1. Si m = 2q + 1, on a Div1
(
I0
)
= 0. On obtient donc
J1 ∼=
⊕
0≤k≤[log2m]
J(m− 2k).
Puisque les opérations Sq2k sont indécomposables, il n’y a pas de morphisme identité issue
de J(m− 2k) ⊂ J1. Il en résulte qu’il y a aucune annulation issue de J1.
2. Si m = 2[log2m] + 2q, on a Div1
(
I0
)
= 2[log2m]−1 + q. Comme
Sq2
[log2m]−1+q =
⊕
εk∈{0,1}
0≤k≤[log2m]−1
|θk|=2[log2m]−1+q−2k
εkSq
2kθk
et J(2[log2m]−1 + q) ⊂ J2, il existe un morphisme identité issue de J(2[log2m]−1 + q) ⊂ J1
vers J(2[log2m]−1 + q) ⊂ J2. En appliquant l’annulation sur J1 on obtient la relation voulue.
De même manière on obtient :
Proposition 3.2.1.12. Pour tout n on a
Ext2U
(
Σ2n−jF2,Σ2
n
F2
)
=
 F2 si j = 2k + 2k−t, 0 ≤ k ≤ n− 1, 2 ≤ t,0 sinon.
3.2.2 Estimation de la fonction τ
Afin d’avoir une estimation précise de la fonction τ on calcule d’abord des valeurs explicites de
cette fonction sur certains cas concrets. Les travaux dans la suite demandent beaucoup de calculs
combinatoires provenant de l’algorithme BG. On ne donne donc que les résultats nécessaires et
renvoie aux appendices pour les calculs détaillés.
On obtient les valeurs de la fonction τ sur certains nombres n d’après l’algorithme BG.
Proposition 3.2.2.1. La table suivante donne les valeurs τ(n) pour n ≤ 36.
n 1 2 3 4 5 6 7 8 9 10 11 12
τ(n) 0 0 0 0 2 3 3 4 4 5 5 5
n 13 14 15 16 17 18 19 20 21 22 23 24
τ(n) 6 5 5 5 6 7 7 8 8 9 9 9
n 25 26 27 28 29 30 31 32 33 34 35 36
τ(n) 10 9 9 9 10 11 11 12 12 13 13 13
Cela nous permet d’observer que la fonction τ est périodique modulo 4 de la période 12. On
peut maintenant formuler le théorème principal de cette sous-section.
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Théorème 3.2.2.2. On a
τ(n) =

0 si n = 1, 2, 3, 4,
2 si n = 5,
3 si n = 6, 7,
4 si n = 8, 9,
5 si n = 10, 11, 12, 14, 15, 16
6 si n = 13,
4k + τ(i) si n = 12k + i, 5 ≤ i ≤ 16.
On donne dans la suite des calculs qui mènent au théorème 3.2.2.2. Les résultats sur τ(n) pour
3 ≤ n ≤ 18 proviennent des diagrammes suivants. Dans ces diagrammes, on précise les résolutions
I0 → · · · → In−1 de ΣnF2 dont chaque module J(n) dans Ii est représenté comme un point   n
sur la colonne i. Les flèches   n →   m sont •Sqn−m sauf mention explicite. Une rotation de 90
degré sera necessaire pour les diagrammes de Σ11F2 à Σ18F2 pour la raison de mise en page.
I0 I1 I2
1
2
3
τ(3) = 0
3
2
1
1
2
3
4
I0 I1 I2 I3
τ(4) = 0
4
3
2 2
1
1
2
3
4
5
I0 I1 I2 I3 I4
τ(5) = 2
5
4
3 3
2 2
1
1
2
3
4
5
6
I0 I1 I2 I3 I4 I5
τ(6) = 3
6
5
4 4
2
•
S
q 2
,1
3
2 2
1
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1
2
3
4
5
6
7
I0 I1 I2 I3 I4 I5 I6
τ(7) = 3
7
6
5 5
3
•
S
q 2
,1
4
3
2 2
1
1
2
3
4
5
6
7
8
I0 I1 I2 I3 I4 I5 I6 I7
τ(8) = 4
8
7
6
4
6
4
3
•
S
q 2
,1
5
2
4
3
2 2
1
1
2
3
4
5
6
7
8
9
I0 I1 I2 I3 I4 I5 I6 I7 I8
τ(9) = 4
9
8
7
5
7
5
4
4
•
S
q 2
,1
6
3
2
5
4
3
2 2
1
1
2
3
4
5
6
7
8
9
10
I0 I1 I2 I3 I4 I5 I6 I7 I8 I9
τ(10) = 5
10
9
8
6
8
6
5
4
•
S
q 2
,1
7
4
4
3
6
2
5
4
3
2 2
1
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1234567891011
I0
I1
I2
I3
I4
I5
I6
I7
I8
I9
I10
τ(11) = 5
11
10 9 7
9 7 6 5
•Sq
2,1
8 5 4
7 4 2
6
5
4
3 2
2
1
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123456789101112
I0
I1
I2
I3
I4
I5
I6
I7
I8
I9
I10
I11
τ(12) = 5
12
11 10 8
10 8 7 4
•Sq
2,1 •
(
Sq
4,2 + Sq
5,1
)
9 6 4
•
(
Sq
4 + S
q
3,1
)
8 3
•
(
Sq
4,2
)
7 4
6
5
4
3 2
2
1
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12345678910111213
I0
I1
I2
I3
I4
I5
I6
I7
I8
I9
I10
I11
I12
τ(13) = 6
13
12 11 9
11 9 8 56
•Sq
2,1
•
(
Sq
4,2
+
Sq
5,1
)
10 7 5 4
•
(
Sq
4 + S
q
3,1
)
9 4
•Sq
4,2
8 2
•Sq
4,2,1
7 4
6
5
4
3 2
2
1
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1234567891011121314
I0
I1
I2
I3
I4
I5
I6
I7
I8
I9
I10
I11
I12
I13
τ(14) = 5
14
13 12 10
12 10 9 6
•Sq
2,1 •Sq
6,1
•
(
Sq
4,2 + S
q
5,1
)
11 8 6 3
•Sq
4,2,1
•Sq
4,2
10 4
•Sq
4,2,1
•
(
Sq
4 + S
q
3,1
)
9
8
7 4
6
5
4
3 2
2
1
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123456789101112131415
I0
I1
I2
I3
I4
I5
I6
I7
I8
I9
I10
I11
I12
I13
I14
τ(15) = 5
15
14 13 11
13 11 10 7
•Sq
2,1 •Sq
6,1
•
(
Sq
4,2 + S
q
5,1
)
12 9 4
•Sq6
,3
•Sq
4,2,1
•Sq4
,2
11 6 2
•Sq
4,2,1
10
9
8
7 4
6
5
4
3 2
2
1
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12345678910111213141516
I0
I1
I2
I3
I4
I5
I6
I7
I8
I9
I10
I11
I12
I13
I14
I15
τ(16) = 5
16
15 14 12 8
14 12 11 8 7 6
•Sq
2,1 •Sq
6,1
•
(
Sq
4,2 +
Sq
5,1
)
13 10 56 4
•Sq6
,3
•Sq
4,2,1
•Sq4
,2 •Sq
2,1
12 35
•Sq6
,3,1
•Sq6
,2
•Sq4
,2,1
11 6
10
9
8
7 4
6
5
4
3 2
2
1
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1234567891011121314151617
I0
I1
I2
I3
I4
I5
I6
I7
I8
I9
I10
I11
I12
I13
I14
I15
I16
τ(17) = 6
•S
q
2,1
17
16 15 13 9
15 13 12 9 8 78
•Sq
2,1 •Sq
6,1
•
(
Sq
4,2 +
Sq
5,1
)
14 11 67 56 4
•Sq6
,3
•Sq
4,2,1
•Sq4
,2
13 46 3
•Sq6
,3,1
•Sq6
,2
•Sq4
,2,1 •S
q
2,1
12 23
•Sq6
,3,1
11 6
10
9
8
7 4
6
5
4
3 2
2
1
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123456789101112131415161718
I0
I1
I2
I3
I4
I5
I6
I7
I8
I9
I10
I11
I12
I13
I14
I15
I16
I17
τ(18) = 7
•S
q
2,1
17 16
•S
q
2,
1
•S
q
6,
1
•
( Sq4,2
+
S
q
5,
1
)
•
( Sq8 + Sq
7,
1
)
16 14 13 10 9 8 8
•S
q
6,
3
•S
q
4,
2,
1
•S
q
4,
2
•S
q
6,
1
•S
q
6,
2
•S
q
6,3
•
( Sq3 + S
q
2,
1
)
•S
q
4,
1
•S
q
2,
1
18
17 16 14 10
16 14 13 10 89 8
•Sq
2,1
15 12 78 68 7 5 4
14 57 46 4 3
•Sq6
,3,1
•Sq6
,2
•Sq4
,2,1
13 34 2
•Sq6
,3,1
•Sq
2,1
12 2
11 6
10
9
8
7 4
6
5
4
3 2
2
1
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On remarque que sur chaque diagramme, il y a une ligne grasse qui sépare la partie de
Bockstein de la résolution avec du reste. C’est la longueur de cette ligne qui détermine la valeur
de la fonction τ .
Notation 3.2.2.3. 1. Le morphisme •δ : J(n)→ J(m) est dit de longueur n−m si •δ n’est
pas trivial.
2. Pour chaque résolution injective minimale de ΣnF2, on appelle “ligne seconde de n” la ligne
qui sépare la suite de Bockstein du reste.
3. Soit (S) une suite :
· · · → In−1 → In → In+1 → · · ·
telle que Ij ∼= J(nj)⊕
( ⊕
α≤nj
J(α)
)
. La suite :
· · · → J(nj−1)→ J(nj)→ J(nj+1)→ · · ·
est appelée “ligne extrême” de (S).
4. On note (d) la ligne
2 2
A B
et (∆) la ligne
2 5 3 2
C D
La longueur de (d) sera 4 et celle de (∆) sera 12. La ligne (d) représente la suite de
morphismes :
J(n+ 2) •Sq
2
−−−→ J(n) •Sq
2
−−−→ J(n− 2)
et (∆) représente la suite :
J(n+ 2) •Sq
2
−−−→ J(n) •Sq
5
−−−→ J(n− 5) •Sq
3
−−−→ J(n− 8) •Sq
2
−−−→ J(n− 10).
5. En prenant C ≡ B on peut former une ligne plus longue que l’on note (d∆). De même
manière, on obtient les lignes (∆n) en plaçant n lignes (∆) consécutivement, l’une à droite
de l’autre. Par convention (∆0) est un point et donc (d∆0) ≡ (d).
6. Pour un entier n, on note Bn la suite de Bockstein contenue dans la résolution injective
minimale de ΣnF2 que l’on note IM n, Ln la ligne seconde de n et Rn le complémentaire.
Par définition de l’algorithme BG, on obtient la proposition suivante :
Proposition 3.2.2.4. On a
BGA (IM n) = IM n+1.
De plus, dans la présentation graphique de IM n+1, il n’y a aucun module de Brown-Gitler entre
la suite de Bockstein et la ligne extrême de BGA (Ln).
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On reformule le théorème 3.2.2.2 pour le cas n = 6 + 12i.
Lemme 3.2.2.5. Pour n = 6+12i, sur la présentation graphique de la résolution de ΣnF2, la ligne
qui sépare la suite de Bockstein et le reste est de la forme (d∆i). Par conséquent, τ(6+12i) = 2+4i.
La démonstration de ce lemme et celle du théorème 3.2.2.2 seront renvoyées à l’appendice
A.3.2.
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CHAPITRE 4
Torsions de Frobenius dans la catégorie U
La torsion de Frobenius dans la catégorie P des foncteurs polynomiaux stricts induitdes monomorphismes
Ext∗P (F1, F2) ↪→ Ext∗P
(
F
(1)
1 , F
(1)
2
)
,
naturels en F1 et en F2. A l’aide du foncteur 1 m¯ : P→ U, on établit le diagramme commutatif
...  _

...

Ext∗P
(
F
(r−1)
1 , F
(r−1)
2
) Ext∗(m¯,m¯)
//
 _

Ext∗U
(
Φr−1F1(F (1)),Φr−1F2(F (1))
)

Ext∗P
(
F
(r)
1 , F
(r)
2
)
 _

Ext∗(m¯,m¯)
// Ext∗U (ΦrF1(F (1)),ΦrF2(F (1)))

Ext∗P
(
F
(r+1)
1 , F
(r+1)
2
)
 _

Ext∗(m¯,m¯)
// Ext∗U
(
Φr+1F1(F (1)),Φr+1F2(F (1))
)

...
...
(4.0.1)
Puisque le foncteur oubli O : P→ F se factorise à travers U via le foncteur m¯, chaque monomor-
phisme naturel
Ext∗P (F1, F2) ↪→ Ext∗F (O(F1),O(F2))
s’écrit comme le composé
Ext∗P (F1, F2)→ Ext∗U (m¯(F1), m¯(F2))→ Ext∗F (O(F1),O(F2)) .
Les morphismes
Ext∗P (F1, F2)→ Ext∗U (m¯(F1), m¯(F2))
sont donc injectifs.
1. Voir [Hai10], voir aussi la section 2.2.
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Ceci amène à poser :
Question 4.0.2.6. Les morphismes que l’on appelle morphismes à la Frobenius
Ext∗U
(
m¯
(
F
(r−1)
1
)
,
(
m¯F
(r−1)
2
))
→ Ext∗U
(
m¯
(
F
(r)
1
)
, m¯
(
F
(r)
2
))
, (Frob-U)
sont-ils injectifs ?
Question 4.0.2.7. Est-il vrai que, pour tous modules instables M et N , les morphismes
Ext∗U (ΦrM,ΦrN)→ Ext∗U
(
Φr+1M,Φr+1N
)
(Frob-general-U)
sont injectifs ?
Ces questions n’admettent pas de réponses positives à priori. Cela sera justifié dans le
paragraphe suivant. Toutefois :
Théorème 4.3.3.18. Soient deux entiers n > k ≥ 2 ; soit t un entier tel que −16 ≤ t ≤ 2. Alors
les morphismes
Ext2n−2k+tU (Φ
rF (1),ΦrF (1))→ Ext2n−2k+tU
(
Φr+1F (1),Φr+1F (1)
)
sont injectifs pour tout r.
4.1 La réduction du problème et un contre-exemple
Faute d’espace pour les grands diagrammes, dans la suite on utilisera parfois la notation
Exir,s(M) := ExtiU (ΦrM,ΦsF (1)) .
On note ainsi
Hr = F (1)upslopeΦrF (1).
Proposition 4.1.0.8. Étant donné un module instable connexe 2 M , on a des isomorphismes
Ext∗U (ΦrM,ΦrF (1)) ∼= Ext∗U (ΦrM,F (1))
pour tout r. De plus, le diagramme suivant est commutatif
Ext∗U (ΦrM,ΦrF (1)) //
Ext∗U(Φ,Φ)

Ext∗U (ΦrM,F (1))
(λΦrM )∗

Ext∗U
(
Φr+1M,Φr+1F (1)
)
// Ext∗U
(
Φr+1M,F (1)
)
(4.1.1)
Démonstration. La suite exacte courte
0→ ΦrF (1)→ F (1)→ Hr → 0
2. C’est à dire M est nul en degré 0.
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induit la suite exacte longue
· · · −→ Exir,r (M) −→ Exir,1 (M) −→ ExtiU (ΦrM,Hr) −→ Exi+1r,r (M) −→ · · ·
Parce que d’une part, la connectivité de ΦrM est au moins 2r − 1, d’autre part, (Hr)t = 0 pour
t > 2r−1 donc 3 il existe une résolution injective (In, ∂n)0≤n≤2r−1 de Hr telle que (In)t = 0 pour
tout n et tout t > 2r−1. Il s’ensuit que Ext∗U (ΦrF (1),Hr) = 0. On a donc
Ext∗U (ΦrM,ΦrF (1)) ∼= Ext∗U (ΦrM,F (1)) .
Le morphisme
Ext∗U (ΦrM,ΦrF (1))
Ext∗U(Φ,Φ)−−−−−−→ Ext∗U
(
Φr+1M,Φr+1F (1)
)
fait commuter le diagramme
Ext∗U (ΦrM,ΦrF (1))
Ext∗U(Φ,Φ)

(λΦrM )∗
))
Ext∗U
(
Φr+1M,Φr+1F (1)
)
(λΦrF (1))∗
// Ext∗U
(
Φr+1M,ΦrF (1)
)
Comme le morphisme
(
λΦrF (1)
)
∗ est un isomorphisme, on peut considérer Ext
∗
U (Φ,Φ) comme le
composé
((
λΦrF (1)
)
∗
)−1 ◦ (λΦrM )∗. Il résulte de la commutativité du diagramme
Ext∗U (ΦrM,ΦrF (1)) //
(λΦrM )∗

Ext∗U(Φ,Φ)
))
Ext∗U (ΦrM,F (1))
(λΦrM )∗

Ext∗U
(
Φr+1M,ΦrF (1)
)
// Ext∗U
(
Φr+1M,F (1)
)
Ext∗U
(
Φr+1M,Φr+1F (1)
)
(λΦrF (1))∗
OO 55
que le diagramme 4.1.1 commute.
Grâce à la proposition 4.1.0.8, on peut se ramener à étudier les groupes Ext∗U (ΦrM,F (1))
au lieu des groupes Ext∗U (ΦrM,ΦrF (1)) dès que M est connexe. Cela nous suggère d’étudier la
résolution injective minimale de F (1). On donnera dans ce chapitre un résultat partiel sur cette
résolution qui permet de confirmer l’injectivité de morphismes à la Frobenius 4 dans plusieurs cas
intéressants.
On commence par détailler traduire l’injectivité des morphismes Ext∗U (Φ,Φ). Pour le confort
3. Voir le lemme 1.1.4.30, page 29.
4. Voir Frob-U, page 110.
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du lecteur, on explicite ci-dessous, l’énoncé correspondant.
Corollaire 4.1.0.9. Soit M un module instable connexe. Il existe un isomorphisme entre les
co-limites
colimnExt∗U (ΦnM,F (1)) ∼= colimnExt∗U (ΦnM,ΦnF (1)) ,
la première provient de la suite
· · · (λΦn−2M)
∗
−−−−−−−→ Ext∗U
(
Φn−1M,F (1)
) (λΦn−1M)∗−−−−−−−→ Ext∗U (ΦnM,F (1)) (λΦnM )∗−−−−−→ · · ·
et la deuxième provient de la suite
· · · Ext
∗
U(Φ,Φ)−−−−−−→ Ext∗U
(
Φn−1M,Φn−1F (1)
) Ext∗U(Φ,Φ)−−−−−−→ Ext∗U (ΦnM,ΦnF (1)) Ext∗U(Φ,Φ)−−−−−−→ · · ·
Alors les morphismes Ext∗U (Φ,Φ) sont des monomorphismes si et seulement si (λΦn−1M )
∗ les
sont.
D’après [HLS93] et [NS14], on sait calculer colimnExt∗U (ΦnM,F (1)) :
Théorème 4.1.0.10. Soit n un entier. Le morphisme
Ext∗U (ΦnM,F (1))→ Ext∗F (f(M), I) ,
naturel en M , induit l’isomorphisme
colimnExt∗U (ΦnM,F (1)) ∼= Ext∗F (f(M), I)
naturel en M .
De plus, d’après [FLS94] on a
Ext∗F (f(F (1)⊗ F (1)), I) = Ext∗F (I ⊗ I, I) = 0,
donc :
colimnExt∗U (Φn(F (1)⊗ F (1)), F (1)) = 0.
Si on suppose que
(
λΦn−1(F (1)⊗F (1))
)∗
est injectif, les groupes Ext∗U (Φn(F (1)⊗ F (1)), F (1))
doivent être nuls. Cependant :
Lemme 4.1.0.11. On a un isomorphisme
Ext5U (F (1)⊗ F (1), F (1)) ∼= F2.
Avant de donner la preuve du lemme 4.1.0.11, on remarque qu’il existe i tel que
(
λΦi(F (1)⊗F (1))
)∗
n’est pas injectif. Au cas contraire :
F2 ⊂ colimnExt∗U (Φn(F (1)⊗ F (1)), F (1)) ,
ce qui contredit le lemme 4.1.0.11.
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Démonstration du lemme 4.1.0.11. La suite exacte courte
0→ F (2)→ F (1)⊗ F (1)→ Λ2(F (1))→ 0,
et la projectivité de F (2) donnent les isomorphismes
ExtiU
(
Λ2(F (1)), F (1)
) ∼= ExtiU (F (1)⊗ F (1), F (1)) (4.1.2)
pour i ≥ 2. Il résulte de la résolution injective minimale de Λ2(F (1)) 5 qu’on a
Ext5U
(
Λ2(F (1)), F (1)
) ∼= F2.
Il en découle que Ext5U (F (1)⊗ F (1), F (1)) ∼= F2.
On peut donc reformuler le contre-exemple :
Contre-exemple 4.1.0.12. Il existe un entier i tel que le morphisme
Ext5U (Φ,Φ) : Ext5U
(
Φi(F (1)⊗ F (1)),Φi(F (1))
)
→ Ext5U
(
Φi+1(F (1)⊗ F (1)),Φi+1(F (1))
)
n’est pas injectif.
4.2 Une application des pseudo-hyper résolutions
Le but de cette section est de donner un exemple qui soutient la conjecture d’injectivité des
morphismes à la Frobenius dans le cas particulier
ExtdU (ΦF (1),ΦF (1)) ↪→ ExtdU
(
Φ2F (1),Φ2F (1)
)
.
Les groupes ExtdU (ΦF (1),ΦF (1)) ont été calculés 6 grâce à la résolution projective de ΦF (1) :
· · · Sq
1
−−→ F (n) Sq
1
−−→ F (n− 1) Sq
1
−−→ · · · Sq
1
−−→ F (2)→ ΦF (1)→ 0.
Afin de calculer les groupes ExtdU
(
Φ2F (1),Φ2F (1)
)
, on aura besoin d’une résolution projective de
Φ2F (1), construite à partir de celle de F (1) en utilisant des pseudo-hyper résolutions.
Proposition 4.2.0.13 ([LZ86]). Étant donné un entier n, on note m = [log2(n)]. Il y a la suite
exacte
m⊕
i=1
F (2n+ 2i − 1) dn−→ F (2n) fn−→ F (n) gn−→ ΣF (n− 1)→ 0,
où gn(ın) = Σın−1, fn(ı2n) = Sq0(ın) et dn(ı2n+2i−1) = Qi(ı2n), Qi notant l’opération de Milnor
5. Il s’agit de la résolution
· · · Sq
1
−−→ F (n) Sq
1
−−→ F (n− 1) Sq
1
−−→ · · · Sq
1
−−→ F (4) Sq
1
−−→ F (3)→ Λ2(F (1))→ 0.
Voir aussi le corollaire 1.1.4.17, page 26.
6. Voir la remarque 2.2.1.3, page 60.
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définie récursivement par :
Q0 = Sq1 et Qi+1 = QiSq2
i+1 − Sq2i+1Qi.
Cette proposition, combiné avec la suite exacte courte
0→ ΦF (n)→ F (n)→ ΣF (n− 1)→ 0,
implique le corollaire suivant.
Corollaire 4.2.0.14. Il y a des suites exactes
m⊕
i=1
F (2n+ 2i − 1) dn−→ F (2n) fn−→ ΦF (n)→ 0,
où fn(ı2n) = Φın et dn(ı2n+2i−1) = Qi(ı2n), m notant [log2(n)].
Les résolutions projectives de ΦF (n) restent mystérieux pour n ≥ 2. Cependant, on peut
construire pour chaque module ΦF (n) une résolution projective telle qu’on puisse contrôler une
partie des différentielles formées par les opérations de Milnor.
Lemme 4.2.0.15. Soit n un entier. Notant m = [log2(n)] et Ξk = {0, 1, . . . ,m}×k, on pose :
Qnk :=
⊕
(iα)∈Ξk
F
(
2n− k +
k∑
α=1
2iα
)
.
Notons ∂nk : Qnk → Qnk−1 défini par la formule :
∂nk (ı2n+k1) =
k−1∑
j=1
(Qij−1)ılj ,
où
k1 =
k−1∑
j=1
(
2ij − 1
)
et lj = k1 −
(
2ij − 1
)
.
La suite {Qni , ∂ni }i≥0 est donc un complexe.
Démonstration. Le lemme découle du fait que si p = 2 on a : QiQj = QjQi et Q2i = 0.
On peut donc ajouter des modules sur les termes du complexe {Qni , ∂ni }i≥0 pour obtenir une
résolution projective de ΦF (n).
Corollaire 4.2.0.16. Pour tous entiers n > m il existe deux résolutions projectives
{Qni = Pni ⊕Qni , γni }i≥0 , {Qmi = Pmi ⊕Qmi , γmi }i≥0 ,
de ΦF (n) et ΦF (m) respectivement, γni et γmi notant respectivement(
dni 0
fni ∂
n
i
)
: Pni ⊕Qni → Pni−1 ⊕Qni−1,
(
dmi 0
fmi ∂
m
i
)
: Pmi ⊕Qmi → Pmi−1 ⊕Qmi−1.
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De plus, étant donné un morphisme F (n) ω−→ F (m) il existe un morphisme(
ω1i 0
ω2i ω
3
i
)
: Pni ⊕Qni → Pmi ⊕Qmi
entre deux complexes {Pni ⊕Qni , ∂ni }i≥0 , et {Pmi ⊕Qmi , ∂mi }i≥0, relevant ω.
Démonstration. Il suffit de montrer que si on a un complexe P1 d−→ P0
f
M il existe un module P ′1
et un morphisme d′ telle que la suite P1⊕P ′1 d
′−→ P0
f
M soit exacte. Pour cela, il est suffisant de
choisir pour P ′1 un module projectif tel que P
′
1
e−→ P0
f
M soit exacte et pour et d′ le morphisme
(d, e) .
Théorème 4.2.0.17. Le morphisme Ext∗U (ΦF (1),ΦF (1))→ Ext∗U
(
Φ2F (1),Φ2F (1)
)
est injectif.
Démonstration. D’après le corollaire 1.5.0.27 sur les pseudo-hyper résolutions, on obtient le
diagramme commutatif
...
∂n−1,2

...
∂n−1,1

...
Sq2

...
ΦSq1

. . . // Qn+22
∂0n,2

∂n,2
// Qn+21
∂1n,1

∂0n,1

∂n,1
// F (2n+ 4)
∂1n,0
  
∂2n,0

Sq2

// ΦF (n+ 2) //
ΦSq1

0
. . . // Qn+12
∂0n−1,2

∂n−1,2
// Qn+11
∂1n−1,1

∂0n−1,1

∂n−1,1
// F (2n+ 2)
∂2n−1,0

∂1n−1,0
  
Sq2

// ΦF (n+ 1) //
ΦSq1

0
. . . // Qn2
∂0n−2,2

∂n−2,2
// Qn1
∂1n−2,1

∂0n−2,1

∂n−2,1
// F (2n)
∂1n−2,0
  
Sq2

// ΦF (n) //
ΦSq1

0
. . . // Qn−12
∂0n−3,2

∂n−3,2
// Qn−11
∂0n−3,1

∂n−3,1
// F (2n− 2)
Sq2

// ΦF (n− 1) //
ΦSq1

0
. . . // Qn−22
∂0n−4,2

∂n−4,2
// Qn−21
∂0n−4,1

∂n−4,1
// F (2n− 4)
Sq2

// ΦF (n− 2) //
ΦSq1

0
...
...
...
...
Puisque Sq2Sq2 = Sq3Sq1 et F (2n+ 1) est un facteur direct de Qn1 , on peut choisir ∂1n,0 comme
le composé
F (2n+ 4) Sq
3
−−→ F (2n+ 1) ↪→ Qn1 .
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Pour déterminer les morphismes ∂2n,0, on doit utiliser les relations
∂0n−2,1 ◦ ∂1n,0 + ∂1n−1,0 ◦ Sq2 = ∂n−3,2 ◦ ∂2n,0.
On calcule d’abord le premier membre de l’égalité. Parce que, d’une part
∂1n,0(ı2n+4) = Sq3(ı2n+1)
et d’autre part
∂n−3,1 ◦ ∂0n−2,1 = Sq2 ◦ ∂n−2,1,
on obtient donc
∂0n−2,1 ◦ ∂1n,0(ı2n+4) = 0.
Il s’ensuit que : (
∂0n−2,1 ◦ ∂1n,0 + ∂1n−1,0 ◦ Sq2
)
(ı2n+4) = Sq2Sq3(ı2n−1).
On peut donc choisir ∂2n,0 comme le composé
F (2n+ 4) Sq
2
−−→ F (2n+ 2) ↪→ Qn−12 .
Puisque :
(
∂0n−3,2 ◦ ∂2n,0 + ∂2n−1,0 ◦ Sq2
)
(ı2n+4) = Sq2Sq2(ı2n) + Sq2Sq2(ı2n) = 0,
alors on peut choisir ∂3n,0 = 0. Il en découle que ∂kn,0 = 0 pour tout k ≥ 3. Notant
Mn :=
n⊕
i=1
Qn−ii ,
et
· · · ∂n+2 // F (2n+ 6)⊕Mn+1 ∂n+1 // F (2n+ 4)⊕Mn ∂n // F (2n+ 2)⊕Mn−1 ∂n−1 // · · ·
la pseudo-hyper résolution de Φ2F (1), on obtient alors le diagramme commutatif
· · · ∂n+2 // F (2n+ 6)⊕Mn+1 ∂n+1 //

F (2n+ 4)⊕Mn ∂n //

F (2n+ 2)⊕Mn−1 ∂n−1 //

· · ·
· · · ΦSq
1
// ΦF (n+ 3)

ΦSq1
// ΦF (n+ 2)

ΦSq1
// ΦF (n+ 1)

ΦSq1
// · · ·
· · · Sq
1
// F (n+ 3) Sq
1
// F (n+ 2) Sq
1
// F (n+ 1) Sq
1
// · · ·
Cela induit le morphisme
Ext∗U (ΦF (1),ΦF (1))
Ext∗U(Φ,Φ)−−−−−−→ Ext∗U
(
Φ2F (1),Φ2F (1)
)
.
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L’image de ExtkU (ΦF (1),ΦF (1)) est l’homologie du complexe :(
HomU
(
F (2k + 4)⊕Mk,Φ2F (1)
)
, (∂k)∗
)
k≥0
restreint aux F (2k+ 4) qui est quant à elle F2 si k = 2t− 4 et 0 sinon. Cette image coïncide avec 7
Ext∗U (ΦF (1),ΦF (1)) donc le morphisme :
Ext∗U (ΦF (1),ΦF (1)) ↪→ Ext∗U
(
Φ2F (1),Φ2F (1)
)
est injectif.
La démonstration de cette preuve est basée sur la connaissance explicite de la résolution
projective de ΦF (1) donc ne peut pas être réalisée pour le cas général faute de résolution projective
de ΦnF (1). Cela est l’une des motivations pour étudier la résolution injective de F (1).
4.3 Sur la résolution injective minimale de F (1)
D’après la classification des modules injectifs dans U, un module injectif se décompose comme
la somme directe de deux modules. L’un est réduit et l’autre est nilpotent. On désigne par
(I•, ∂•) = (N• ⊕R•, ∂•) la résolution injective minimale de F (1), R• et N• désignant la partie
réduite et la partie nilpotente respectivement. Puisque
HomU
(
N i, Ri+1
)
= 0 pour tout i ≥ 0,
les morphismes ∂l s’écrivent
(
∂ln ω
l
0 ∂lr
)
: N l ⊕Rl → N l+1 ⊕Rl+1. (4.3.1)
On a un diagramme commutatif dont chaque colonne est une suite exacte courte.
0

0

0

· · · ∂
i−2
n // N i−1
∂i−1n //

N i
∂in //

N i+1
∂i+1n //

· · ·
· · · ∂i−2 // Ii−1 ∂i−1 //

Ii
∂i //

Ii+1
∂i+1 //

· · ·
· · · ∂
i−2
r // Ri−1
∂i−1r //

Ri
∂ir //

Ri+1
∂i+1r //

· · ·
0 0 0
Les groupes Ext∗U (ΦnF (1), F (1)) sont les cohomologies du complexe
· · · (∂
m+1)∗−−−−−→ HomU (ΦnF (1), Im) (∂
m)∗−−−−→ HomU
(
ΦnF (1), Im−1
) (∂m−1)∗−−−−−→ · · ·
7. Voir la remarque 2.2.1.3, page 60.
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Comme les modules Ri sont injectifs réduits, ils sont Nil−fermé par définition. On a les isomor-
phismes :
HomU (ΦnF (1), Im) ∼= HomU (ΦnF (1), Nm ⊕Rm)
∼= HomU (ΦnF (1), Nm)⊕HomU (ΦnF (1), Rm)
∼= HomU
(
F (1), Φ˜nNm
)
⊕HomU
(
F (1), Φ˜nRm
)
∼= HomU
(
F (1), Φ˜nNm
)
⊕HomU (F (1), Rm)
∼=
(
Φ˜nNm
)1 ⊕ (Rm)1 .
C’est pour cette raison que la partie (N•, ∂•n) et seule le degré 1 de la partie (R•, ∂•r ) de la résolution
injective de F (1) joue un rôle important dans les calculs des groupes Ext∗U (ΦnF (1), F (1)).
4.3.1 L’homologie du complexe (R•, ∂•r)
Le foncteur f : U → Fω admet un adjoint à droite que l’on note m et d’après [HLS93], le
foncteur composé f ◦m est équivalent au foncteur idFω .
Notation 4.3.1.1. On note ` le foncteur composé m ◦ f . Il est appelé foncteur de localisation
loin de Nil.
Proposition 4.3.1.2 ([HLS93]). Le module `(M) est Nil−fermé pour tout module instable M .
De plus si M est Nil−fermé, `(M) ∼= M .
Corollaire 4.3.1.3. Les modules injectifs réduits sont Nil−fermés. Il en résulte que
`(I•, ∂•) ∼= (R•, ∂•r ).
Par définition, l’homologie du complexe (R•, ∂•r ) est donc le dérivé `∗(F (1)).
La description de `∗(F (1)) que l’on donne dans la suite est seulement une récolte des travaux
présentés dans [FLS94].
Théorème 4.3.1.4. Étant donnés M dans U et F dans Fω, il existe une suite spectrale du
premier quadrant
ExtiU
(
M, `j(m(F ))
)
⇒ Exti+jF (f(M), F ) .
Démonstration. On considère la paire de foncteurs
U
`−→ U HomU(M,−)−−−−−−−−→ VF2 .
Le foncteur f est exact. Compte tenu du fait que le foncteur m est exact à gauche, le foncteur `
l’est aussi. Dans la mesure où m et f préservent l’injectivité, il en est de même pour `. On déduit
de la suite spectrale de Grothendieck associée à la paire {`,HomU (M,−)} qu’il y a une suite
spectrale du premier quadrant convergeant vers
Ri+j (HomU (M, `(−))) ∼= Ri+j (HomU (f(M), f(−)))
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∼= Exti+jF (f(M), f(−))
dont la deuxième page est
Ri (HomU (M,−))
(
Rj (`)
) ∼= ExtiU (M, `j(−)) .
En l’appliquant au module m(F ) on obtient la suite spectrale
Ei,j2
∼= ExtiU
(
M, `j(m(F ))
)
⇒ Exti+jF (f(M), F )
d’où le résultat.
Corollaire 4.3.1.5. Compte tenu du fait que F (k) est projectif dans U on a
`i(m(I))k ∼= HomU
(
F (k), `i(F (1))
) ∼= ExtiF (Γk, I) .
Le théorème suivant donne la relation entre les espaces vectoriels `i(m(I))k.
Théorème 4.3.1.6 ([FLS94]). Les groupes ExtiF
(
Γk, I
)
sont triviaux si k n’est pas une puissance
de 2 et :
ExtiF
(
Γ2k , I
)
=
 F2 si 2k+1|i,0 sinon.
De plus les morphismes
ExtiF
(
Γ2k−1 , I
) f∗(Sq2k−1•)
−−−−−−−−−→ ExtiF
(
Γ2k , I
)
sont des isomorphismes si 2k+1|i.
En cas particulier de k = 1, le produit de Yoneda fait de Ext∗F
(
Γ1, I
)
= Ext∗F (I, I) une algèbre
commutative.
Théorème 4.3.1.7 ([FLS94]). L’algèbre Ext∗F (I, I) est une F2−algèbre commutative. Elle est
engendrée par les classes en ∈ Ext2n+1F (I, I) et admet la présentation suivante
Ext∗F (I, I) ∼= F2 [e0, e1, . . . , en, . . .]upslope〈e2n, n ∈ N〉,
〈e2n, n ∈ N〉 désignant l’idéal engendré par les puissances 2−ièmes.
Corollaire 4.3.1.8. Les modules instables `i(F (1)) sont nuls pour i impair et
`i(F (1)) ∼= F (1)upslopeΦnF (1) si i = 2n(2k + 1).
Démonstration. Par définition des modules F (n), on a des isomorphismes
HomU (F (n),M) ∼= Mn,
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naturels en M . Alors l’action de Sqi sur Mn peut se voir comme l’action de Sqi : F (n+ i)→ F (n)
sur HomU (F (n),M). L’isomorphisme
`i(m(I))k ∼= HomU
(
F (k), `i(F (1))
) ∼= ExtiF (Γk, I) ,
combiné avec le théorème 4.3.1.6, montre que
`i(F (1)) ∼= F (1)upslopeΦnF (1) si i = 2n(2k + 1)
en tant qu’espaces vectoriels gradués. A cause de l’écart de degrés, la seule opération qui peut
agir non-trivialement sur
(
`i(F (1))
)2k est Sq2k . A travers la suite spectrale
HomU
(
F (k), `i(F (1))
)
⇒ ExtiF
(
Γk, I
)
,
cette opération devient
ExtiF
(
Γ2k , I
) f∗(Sq2k•)
−−−−−−−→ ExtiF
(
Γ2k+1 , I
)
.
Ce morphisme est induit par le Verchiebung 8 Γ2k+1 → Γ2k . Il résulte du théorème 4.3.1.6 que
`i(F (1)) ∼= F (1)upslopeΦnF (1) si i = 2n(2k + 1)
en tant que modules instables.
4.3.2 La partie réduite de la résolution
Ce paragraphe est consacré pour étudier la partie (R•, ∂•r ) de la résolution injective minimale
de F (1). En particulier, le degré 1 de cette partie sera donné.
4.3.2.1 A propos d’un résultat de A. Touzé et un lemme de connectivité
On va donner dans cette section une explication rapide d’un résultat de A. Touzé sur l’annula-
tion de groupes d’extensions dans la catégorie F. Sauf mention explicite à une autre référence, on
renvoie à [Tou13] à travers cette section.
Théorème 4.3.2.1. Étant donné F un foncteur de la catégorie Ps, alors
Ext∗F (I,O(F )) = 0
dès que s n’est pas une puissance de p, O notant le foncteur oubli P→ F.
Ce théorème est une conséquence des études sur la question suivante.
Question 4.3.2.2. Soit F ∈ Ps (on dit que F est de degré s). Quel est le degré du foncteur
O(F ) ∈ F ? (par abus de notation, on note dorénavant F le foncteur O(F )).
8. Ce Verschiebung est le dual du morphisme de Frobenius S2k → S2k+1 . Pour plus de détails voir [Hai10,
section 2].
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Notation 4.3.2.3. Soient s un entier et p un nombre premier. On note
n∑
i=1
αnp
n l’expression p−
adique de s. On désigne par Σp(s) la somme
n∑
i=1
αn et
I(p, s) = {n ∈ N|n ≡ s(p− 1) et Σp(s) ≤ n ≤ s} .
Théorème 4.3.2.4. Soit F ∈ Ps un foncteur de degré s. Le degré dans la catégorie F de O(F )
est un élément de I(p, s).
Définition 4.3.2.5 (Ext-paramétré). Soient F,G ∈ F et V ∈ V. On note :
F V (W ) := F (HomV (V,W )),
GV (W ) := G(V ⊗W ),
pour tout W ∈ V. On définit le foncteur ExtiF(F,G) ∈ F par la formule :
ExtiF (F,G) (V ) := ExtiF
(
F V , G
) ∼= ExtiF (F,GV )
Remarque 4.3.2.6. L’évaluation de ExtiF (F,G) sur le corps de base Fp redonne le groupe
d’extension usuelle ExtiF (F,G).
Lemme 4.3.2.7. 1. Si F est un foncteur polynomial strict de degré s il en est de même pour
le foncteur ExtiF (F,G).
2. Si G est un foncteur polynomial strict de degré s il en est de même pour le foncteur
ExtiF (F,G).
Ceci, combiné avec le théorème 4.3.2.4, permet d’énoncer :
Proposition 4.3.2.8. Soit F ∈ Ps et G ∈ Pt tels que I(p, s) ∩ I(p, t) = ∅ alors
Ext∗F (F,G) = 0.
Démonstration. Supposons au contraire que Ext∗F (F,G) 6= 0. Le foncteur ExtiF (F,G) est donc
non-trivial. Son degré dans la catégorie F appartient à I(p, s) ∩ I(p, t) d’après le théorème 4.3.2.4.
On en déduit la contradiction.
Afin de récupérer le théorème 4.3.2.1, on a besoin du lemme suivant.
Lemme 4.3.2.9. Un entier positif d appartient à I(p, s) si et seulement si il existe d entiers ri
tels que
d∑
i=1
pri = s.
Théorème 4.3.2.1. Étant donné F un foncteur de la catégorie Ps, alors
Ext∗F (I,O(F )) = 0
dès que s n’est pas une puissance de p.
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Démonstration. On constate que I ∈ P1 et I(p, 1) = {1}. Si le degré de F n’est pas une puissance
de p alors 1 6∈ I(p, s). Le résultat découle de la proposition 4.3.2.8.
On énonce ci-dessous une proposition facile dont on aura besoin pour la suite.
Proposition 4.3.2.10. Soient λ = (λ1, λ2, . . . , λm) une 2−partition régulière et k+1 =
m∑
i=1
2i−1λi.
Le module I(λ) est k−connexe. En particulier, tous les modules I(λ) sont triviaux en degrés plus
petit que 8 sauf :
{I(n)|n ≤ 8}, {I(n,1)|n ≤ 5}, {I(n,2)|n ≤ 4}. (4.3.2)
Le lemme suivant est classique.
Lemme 4.3.2.11. Soit {Ij}j≥0 la résolution injective minimale d’un foncteur F ∈ F. Le nombre
de copies de f(I(λ)) dans Ij est la dimension dimF2Ext
j
F (f(Sλ), F ).
Corollaire 4.3.2.12. Le nombre de copies de I(λ) dans Ri de la résolution injective minimale de
F (1) est la dimension dimF2Ext
j
F (f(Sλ), F ).
Démonstration. Cela découle du fait que f (R•, ∂•r ) est la résolution injective minimale de f(F (1)).
Soient λ = (λ1, λ2, . . . , λm) une 2−partition régulière et k =
m∑
i=1
λi. On désigne par Iλ le
foncteur f(I(λ)) est de degré k. Alors selon le théorème 4.3.2.1, parmi les foncteurs
{In|n ≤ 8}, {In,1|n ≤ 5}, {In,2|n ≤ 4}, (4.3.3)
seuls les foncteurs I1, I2, I4 et I3,1 peuvent être facteurs directs des termes dans la résolution
injective (f (R•, ∂•r )) du foncteur I. Plus précisément :
Lemme 4.3.2.13. On a :
ExtiF
(
S(2n), I
)
=
 F2 si i = 2n+1k + 2n − 1,0 sinon ;
ExtiF
(
S(3,1), I
)
=
 F2 si i = 8k + 2, 8k + 4,0 sinon.
Comme I2n est l’enveloppe injective de S(2n), le foncteur f(Rk) contient une seule copie de I2n
si k = 2n+1l + 2n − 1 et n’en contient aucune sinon ; ainsi comme I3,1 est l’enveloppe injective
de S(3,1), le foncteur f(Rk) contient une seule copie de I3,1 si k = 8l + 2 ou k = 8l + 4 et n’en
contient aucune sinon.
Démonstration. Puisque S(2n) = Λ2
n , on se ramène à calculer les groupes ExtiF
(
Λ2n , I
)
. Il résulte
de la suite de Koszul
0→ Λ2n → Λ2n−1 ⊗ S1 → Λ2n−2 ⊗ S2 → · · · → Λ1 ⊗ S2n−1 → S2n → 0
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et du théorème 4.3.1.7, qu’on a des isomorphismes :
ExtiF
(
Λ2n , I
) ∼= ExtiF (I], (Λ2n)])
∼= ExtiF
(
I,Λ2n
)
∼= Exti−2n−1F
(
I, S2
n
)
∼=
 F2 si i = 2n+1k + 2n − 10 sinon.
On noteW(3,1) le noyau de la multiplication Λ3⊗Λ1 → Λ4. Parce que les groupes ExtiF
(
Λ3 ⊗ Λ1, I)
sont triviaux, la suite exacte longue
· · · → ExtiF
(
Λ3 ⊗ Λ1, I
)
→ ExtiF
(
W(3,1), I
)
→ Exti+1F
(
Λ4, I
)
→ Exti+1F
(
Λ3 ⊗ Λ1, I
)
→ · · ·
associée à la suite exacte courte
0→W(3,1) → Λ3 ⊗ Λ1 → Λ4 → 0
donne les isomorphismes
ExtiF
(
W(3,1), I
) ∼−→ Exti+1F (Λ4, I) .
Par ailleurs, compte tenu de la suite exacte courte
0→ Λ4 →W(3,1) → S(3,1) → 0,
on obtient la suite exacte longue
· · · // Exti−1F
(
Λ4, I
)
// ExtiF
(
S(3,1), I
)
// ExtiF
(
W(3,1), I
)
// ExtiF
(
Λ4, I
)
// · · ·
Le deuxième calcul en découle.
Remarque 4.3.2.14. Le module Rk contient une seule copie de I(1) ∼= H˜∗B(Z/2Z) ∼= F2 [u] /F2
si k est impair et n’en contient aucune sinon. A part I(1), les autres modules instables injectifs
indécomposables sont 1−connexes. Alors, on a
(
R2l
)1 ∼= 〈u〉 et (R2l+1)1 ∼= 0.
Par l’exactitude de la résolution injective de F (1), on obtient :
∂2lr (u) = 0 et ω2l(u) 6= 0.
Par ailleurs, parmi les modules injectifs nilpotents, il n’y a que les modules de Brown-Gitler de
type J(2n) qui ne sont pas triviaux en degré 1. Il en découle que chaque terme N2l+1 contient un
facteur direct J(2nl) tel que ω2l(u) = xnl .
Dans le reste du chapitre, on va montrer que dans plusieurs cas intéressants, le terme N2l+1
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contient un seule facteur direct de type J(2nl) alors que N2l et N2l+2 n’en contient aucun et cela
est suffisant pour calculer le groupe Ext2lU (ΦrF (1), F (1)). En effet, on va montrer que dans ce
cas :
Ext2lU (ΦrF (1), F (1)) =
 F2 si r ≥ nl,0 sinon.
4.3.3 La partie nilpotente de la résolution
Puisque, d’une part, les homologies Hk (R•, ∂•r ) sont finies et d’autre part
Hk (R•, ∂•r ) ∼= Hk+1 (N•, ∂•n) ,
alors les homologies Hk+1 (N•, ∂•n) sont finies. Dans ce paragraphe, on va montrer que les modules
N l sont aussi finis.
4.3.3.1 L’algèbre homologique élémentaire
On va donner dans la suite les lemmes techniques élémentaires dont on aura besoin. La
vérification de ces lemmes est renvoyée à l’appendice A.2, page 144.
Lemme 4.3.3.1. Un module instable à la fois nilpotent et réduit est trivial.
On remarque que si un module instable est nilpotent ou réduit, il en est de même pour son
enveloppe injective. Un module instable peut être vu comme l’extension d’un module réduit par
son plus grand sous-module nilpotent. Le lemme suivant explique comment on forme l’enveloppe
injective de l’extension à partir de la partie nilpotente et celle qui est réduite.
Lemme 4.3.3.2. Étant donné une suite exacte courte
0→ N →M → R→ 0,
N désignant un module nilpotent et R désignant un module réduit, l’enveloppe injective de M est
la somme directe de l’enveloppe injective de R et celle de N .
Alors, pour déterminer les modules N j , il faut calculer les sous-modules nilpotents les plus
grands des modules Coker
(
∂j−2
)
.
Lemme 4.3.3.3. Pour k ≥ 1 il y a des suites exactes :
0→ `k(F (1))→ Coker
(
∂kn
)
→ Coker
(
∂k
)
→ Coker
(
∂kr
)
→ 0.
Pour k = 0 on a :
Coker
(
∂0n
)
= 0→ Coker
(
∂0
) ∼= Coker (∂0r) .
De plus, il y a des injections :
ϕ2k+1 : `2k+2(F (1))→ Coker
(
∂2k+1r
)
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telles que Coker (ϕ2k+1) sont réduits. Notant ψ2k+1 le composé :
Coker
(
∂2k+1
)
→ Coker
(
∂2k+1r
)
→ Coker (ϕ2k+1) ,
son noyau s’insère dans une suite exacte courte :
0→ Coker
(
∂2k+1n
)
→ Ker (ψ2k+1)→ `2k+2(F (1))→ 0.
Les modules Ker (ψ2k+1) sont alors les sous-modules nilpotents les plus grands de Coker
(
∂2k+1
)
.
Le corollaire suivant généralise la notation de Ker (ψ2k+1) à tout indice entier.
Corollaire 4.3.3.4. Posant ϕ2k = 0 pour tout k, on désigne par ψ2k le morphisme induit
Coker
(
∂2k
)
→ Coker
(
∂2kr
)
. Alors pour tout k ≥ 1 on a la suite exacte
0→ `k(F (1))→ Coker
(
∂kn
)
→ Ker (ψk)→ `k+1(F (1))→ 0.
Corollaire 4.3.3.5. Dans la résolution injective minimale de F (1), les modules N i sont finis.
Plus précisément N i est l’enveloppe injective de Ker (ψi−2).
Démonstration. Afin de trouver la résolution minimale de F (1), il faut déterminer son enveloppe
injective puis l’enveloppe injective de Coker
(
∂k
)
pour tout k. On raisonne par récurrence.
1. Comme F (1) est réduit, il n’y a pas de partie nilpotente dans son enveloppe injective. Donc
N0 = 0.
2. Il résulte des lemmes 4.3.3.2,4.3.3.3 que N2k est l’enveloppe injective de :
Coker
(
∂2k−2n
)
upslope`2k−2(F (1))
et N2k+1 est l’enveloppe injective d’une certaine extension
E2k−1 ∈ Ext1U
(
`2k(F (1)),Coker
(
∂2k−1n
))
.
Ces deux modules sont finis par l’hypothèse de récurrence donc compte tenu du lemme
1.1.4.30, il en est de même pour les modules N2k, N2k+1.
Cela conclut la récurrence.
Remarque 4.3.3.6. Le foncteur Σ˜ est exact à gauche. De plus, si R est un module instable
réduit, alors Σ˜R = 0. Par définition, on a
R∗
(
Σ˜
)
(F (1)) ∼= H∗(Σ˜ (I•, ∂•))
∼= H∗(Σ˜ (R• ⊕N•, ∂•))
∼= H∗(Σ˜ (N•, ∂•n)).
De plus les isomorphismes suivants ont lieu :
ExtnU (ΣF2, F (1)) ∼= H∗ (HomU (ΣF2, I•))
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∼= H∗
(
HomU
(
F2, Σ˜I•
))
∼= H∗
(
HomU
(
F2, Σ˜N•
))
∼=
(
H∗
(
Σ˜N•
))0
.
On rappelle que la dimension sur F2 du groupe ExtiU (ΣnF2,M) détermine le nombre de copies
du module J(n) dans le terme i−ième de la résolution injective minimale de M . Alors, les lemmes
et corollaires suivants sont essentiels pour calculer les premiers termes des résolutions injectives
minimales de Σ2nF2 et de Hn.
Lemme 4.3.3.7. Soient deux entiers m,n. On a :
Ext1U
(
ΣmF2,Σ2
n
F2
) ∼=
 F2 si m = 2n − 2i, 0 ≤ i ≤ n− 1,0 sinon.
Démonstration. Une extension de Σ2nF2 par ΣmF2 correspond à une opération de Steenrod θ de
degré 2n −m :
Σ2nF2 

// Σ2nF2
ΣmF2
θ
BB
// // ΣmF2
Cette opération doit être indécomposable donc θ = Sq2i . Il en résulte que 2n −m = 2i. D’autre
part, par l’instabilité on a 2i ≤ m. Il entraîne que 2n = m+ 2i ≤ 2m. Or m ≥ 2n−1. Autrement
dit 0 ≤ i ≤ n− 1. Le lemme en découle.
Corollaire 4.3.3.8. Soient deux entiers m,n. On a :
Ext1U (ΣmF2,Hn+1) ∼=
 F2 si m = 2n − 2i, 0 ≤ i ≤ n− 2,0 sinon.
Démonstration. On raisonne par récurrence sur n.
1. Puisque H1 ∼= Σ20F2, le lemme est vérifié pour n = 0. Supposons que le lemme reste vrai
pour tout n < k. On passe au cas n = k.
2. La suite exacte courte
0→ Σ2nF2 → Hn+1 → Hn → 0
induit la suite exacte
0 // HomU
(
ΣmF2,Σ2
nF2
)

HomU (ΣmF2,Hn+1) // HomU (ΣmF2,Hn)

Ext1U
(
ΣmF2,Σ2
nF2
)
// Ext1U (ΣmF2,Hn+1)

Ext1U (ΣmF2,Hn) // · · ·
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On en déduit que
Ext1U (ΣmF2,Hn+1) ∼=
 F2 si m = 2n − 2i, 0 ≤ i ≤ n− 2,0 si m 6= 2n − 2i, 0 ≤ i ≤ n− 1.
La suite exacte courte
0→ ΦHn → Hn+1 → ΣF2 → 0
entraîne l’isomorphisme
Ext1U
(
Σ2n−1F2,ΦHn
) ∼−→ Ext1U (Σ2n−1F2,Hn+1) .
De manière analogue on a
Ext1U
(
Σ2n−1F2,Φn−1H2
) ∼= Ext1U (Σ2n−1F2,Hn+1) .
Il résulte de la suite exacte courte
0→ ΦnH1 → Φn−1H2 → ΣF2 → 0
qu’on a l’injection
Ext1U
(
Σ2n−1F2,Φn−1H2
)
↪→ Ext1U
(
Σ2n−1F2,Σ2
n−1
F2
) ∼= 0.
Il en résulte que Ext1U
(
Σ2n−1F2,Φn−1H2
)
= 0 et on a donc Ext1U
(
Σ2n−1F2,Hn+1
)
= 0.
Le lemme en résulte.
De même manière, en utilisant la proposition 3.2.1.12 on obtient :
Lemme 4.3.3.9. Pour tout entier n on a :
Ext2U
(
Σ2n−jF2,Hn+1
)
=

F2 si j = 2k + 2k−t, 0 ≤ k ≤ n− 2, 2 ≤ t,
F2 si j = 2n−1,
0 sinon.
Corollaire 4.3.3.10. L’enveloppe injective de Hn+1 est J(2n), celle de J(2
n)upslopeHn+1 est
n−2⊕
i=0
J(2n − 2i)
et le module I2 dans la résolution injective minimale
{
Ij
}
de Hn+1 est
J(2n−1)⊕
⊕
0≤i≤n−2
2≤j
J(2n − 2i − 2i−j).
Démonstration. On note I0 → I1 les deux premiers termes de la résolution injective minimale
de Hn+1. L’enveloppe injective de Hn+1 est J(2n) et celle de J(2
n)upslopeHn+1 est I
1. Puisque Hn+1
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est fini, I1 est une somme directe finie de modules de Brown-Gitler. D’après le corollaire 4.3.3.8,
chaque module J(2n − 2i) apparaît une seule fois dans I1. De manière analogue on obtient I2 et
le résultat suit.
Le lemme suivant donne un premier contrôle sur les modules N i de la partie nilpotente de la
résolution injective minimale de F (1).
Lemme 4.3.3.11. Soient deux entiers n > k ≥ 1. Alors les égalités suivantes ont lieu
N2
n−2k−1 = J(1), N2n−2k = 0, N2n−2k+1 = J(2k−1).
Supposons de plus que k ≥ 3 ; soit m un entier tel que 2k−1 − 1 ≥ m ≥ 2, alors on a
d
(
N2
n−2k+m) = 2k−1 −m+ 1 et (N2n−2k+m)2k−1−m+1 = F2.
En particulier, pour n > 2 : d
(
N2
n−4+1) = 2 et (N2n−4+1)2 = F2.
t0 t1 t2 t3 r0 r1 r2 r3 r4 r5 r6 s0 s1 s2 s3 q0 q1 q2 q3 q4 q5 q6
2k−1
2k−1 − 1
2k−1 − 2
2k−1 − 3
d(N j)
2k−2
2k−2 − 1
2k−2 − 2
0
1
2
3
4
j
ti := 2n − 2k + 1 + i
ri := 2n−2k−1−3+ i
si := 2n−2k−2−3+ i
qi := 2n+1 − 7 + i
Il résulte de la preuve du lemme 4.3.3.11 qu’on a :
Corollaire 4.3.3.12. Soient deux entiers n > k ≥ 1. L’égalité suivante a lieu :
N2
n−2k−1 = J(2).
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Le lemme 4.3.3.11 montre que c’est souvent le cas où le module N2i+1 contient une seule copie
de module de Brown-Gitler de type J(2k) alors que N2i et N2i+2 n’en contiennent aucun. Cela
est suffisant pour déterminer le groupe Ext2iU
(
ΦkF (1), F (1)
)
:
Proposition 4.3.3.13. Soit i un entier. Dans la partie nilpotente {N•} de la résolution injective
minimale de F (1), on suppose que N2i et N2i+2 ne contiennent pas de modules de Brown-Gitler
de type J(2k) et N2i+1 est une somme directe de J(2n) avec des modules de type J(2j(2k + 1)).
Alors
Ext2iU
(
ΦkF (1), F (1)
) ∼=
 0 si k ≤ n,F2 si k > n.
Démonstration. Le diagramme commutatif
0

0

· · · (
∂2i−1n )∗ // HomU
(
ΦkF (1), N2i
) (∂2in )∗ //

HomU
(
ΦkF (1), N2i+1
)

(∂2i+1n )∗ // · · ·
· · · (
∂2i−1)∗ // HomU
(
ΦkF (1), I2i
) (∂2i)∗ //

HomU
(
ΦkF (1), I2i+1
)

(∂2i+1)∗ // · · ·
· · · (
∂2i−1r )∗ // HomU
(
ΦkF (1), R2i
)

(∂2ir )∗ // HomU
(
ΦkF (1), R2i+1
) (∂2i+1r )∗ //

· · ·
0 0
dont chaque colonne est une suite exacte courte, induit la suite exacte longue
0 HomU
(
ΦkF (1), N2i
)

Ext2iU
(
ΦkF (1), F (1)
)
//
(
`2i(F (1))
)1
α

HomU
(
ΦkF (1), N2i+1
)
// Ext2i+1U
(
ΦkF (1), F (1)
)
(
`2i+1(F (1))
)1 0
Si k ≤ n, on a
HomU
(
ΦkF (1), N2i+1
) ∼= HomU (ΦkF (1), J(2n)) ∼= 〈x2kn−k〉 ∼= F2.
Parce que `2i(F (1)) ∼= 〈u, u2, . . . , u2[log2 i]−1
∣∣∣u ∈ I(1) ⊂ I2i 〉 et que ∂2i(u2k) = x2kn−k alors la flèche
α est l’isomorphisme F2 ∼−→ F2. On a donc
Ext2iU
(
ΦkF (1), F (1)
) ∼= 0.
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Si k ≥ n+ 1, il résulte de l’isomorphisme HomU
(
ΦkF (1), N2i+1
) ∼= 0 que
Ext2i+1U
(
ΦkF (1), F (1)
) ∼= 0
et que
Ext2iU
(
ΦkF (1), F (1)
) ∼= (`2i(F (1)))1 ∼= F2
d’où le résultat.
4.3.3.2 Les résultats
On énonce ci-dessous les résultats principaux de ce chapitre.
Théorème 4.3.3.14. Étant donnés n > k ≥ 2. Les modules N2n−2k sont triviaux. De plus on a :
N2
n−2k+j =

J(2k−1) si j = 1,
k−2⊕
i=0
J(2k−1 − 2i) si j = 2.
On obtient ainsi :
N2
n−2k−j =

J(1) si j = 1,
0 si j = 2,
J(2) si j = 3.
Théorème 4.3.3.15 (Périodicité). Étant donné n > k ≥ 2 on a :
N2
n−2k+t = N2k+t
pour tout 0 ≤ t ≤ 2k−1 − 1.
Notation 4.3.3.16. On note :
J (n1, . . . , nk)t = J

n1
...
nk
 :=
k⊕
i=1
J(nk).
Théorème 4.3.3.17. Le tableau suivant montre les calculs de la partie nilpotente Nk de la
résolution injective minimale de F (1) pour k ≤ 44.
k 0 1 2 3 4 5 6 7 8
Nk 0 0 0 J(1) 0 J(2) 0 J(1) 0
k 9 10 11 12 13 14 15 16 17
Nk J(4) J(3) J(2) 0 J(2) 0 J(1) 0 J(8)
k 18 19 20 21 22 23 24 25 26
Nk J ( 76 ) J ( 64 ) J(5) J(4) J(3) J(2) 0 J(4) J(3)
k 27 28 29 30 31 32 33 34 35
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Nk J(2) 0 J(2) 0 J(1) 0 J(16) J
( 15
14
12
)
J
( 14
12
11
10
8
)
k 36 37 38 39 40 41 42 43 44
Nk ? ? ? ? ? J(8) J ( 76 ) J ( 64 ) J(5)
Plus généralement, pour n ≥ 5 on a :
k 2n − 23 2n − 22 2n − 21 2n − 20 2n − 19 2n − 18 2n − 17
Nk J(8) J ( 76 ) J ( 64 ) J(5) J(4) J(3) J(2)
k 2n − 16 2n − 15 2n − 14 2n − 13 2n − 12 2n − 11 2n − 10
Nk 0 J(8) J ( 76 ) J ( 64 ) J(5) J(4) J(3)
k 2n − 9 2n − 8 2n − 7 2n − 6 2n − 5 2n − 4 2n − 3
Nk J(2) 0 J(4) J(3) J(2) 0 J(2)
k 2n − 2 2n − 1 2n 2n + 1 2n + 2 2n + 3 2n + 4
Nk 0 J(1) 0 J(2n−1) J
 2
n−1−1
2n−1−2
...
2n−1−2n−3
 J(2n−2)⊕A2n+3 ?
A2n+3 désignant ⊕
0≤i≤n−2
2≤j
J(2n − 2i − 2i−j).
Théorème 4.3.3.18. Pour n > k ≥ 2 et −16 ≤ t ≤ 2 on a des monomorphismes
Ext2n−2k+tU (Φ
rF (1),ΦrF (1)) ↪→ Ext2n−2k+tU
(
Φr+1F (1),Φr+1F (1)
)
pour tout r.
Notation 4.3.3.19. Soient d un entier pair et 2n1 + · · ·+ 2nk son expression 2−adique. On note :
υ(d) = 1 + nk − k.
Théorème 4.3.3.20. Pour d = 2n − t, où n ≥ 5 et −16 ≤ t ≤ 2, on a :
ExtdU (ΦrF (1),ΦrF (1)) =

0 si 2 6 | d,
0 si 2 | d et r < υ(d),
F2 sinon.
De plus, il y a des monomorphismes
ExtdU (ΦrF (1),ΦrF (1)) ↪→ ExtdU
(
Φr+1F (1),Φr+1F (1)
)
.
On peut donc conjecturer :
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Conjecture 4.3.3.1. Soit d un entier, on a :
ExtdU (ΦrF (1),ΦrF (1)) =

0 si 2 6 | d,
0 si 2 | d et r < υ(d),
F2 sinon.
De plus, il y a des monomorphismes
ExtdU (ΦrF (1),ΦrF (1)) ↪→ ExtdU
(
Φr+1F (1),Φr+1F (1)
)
pour tout r.
4.4 Les preuves des résultats principaux
Démonstration du théorème 4.3.3.14. D’après le lemme 4.3.3.11, il ne reste qu’à vérifier que
N2
n−2k+2 =
k−2⊕
i=0
J(2k−1 − 2i).
Il découle du corollaire 4.3.3.5 que le moduleN2n−2k+2 est l’enveloppe injective de Ker
(
ψ2n−2k
)
.
Ce module est déterminée par la suite exacte
0 // `2n−2k(F (1)) // Coker
(
∂2
n−2k
n
)
// Ker
(
ψ2n−2k
)
// 0.
Le moduleN2n−2k+2 est donc l’enveloppe injective du quotient J(2k−1)upslopeHk. Il résulte du corollaire
4.3.3.10 que
N2
n−2k+2 =
k−2⊕
i=0
J(2k−1 − 2i).
Cela conclut le théorème.
4.4.1 La périodicité de la résolution injective minimale de F (1)
Notation 4.4.1.1. Soient deux entiers n > k ≥ 2. On note : 9
e(n, k) = en−2en−3 . . . ek.
Le cup-produit avec e(n, k) est l’isomorphisme [FLS94]
Ext0F (I, I)
^e(n,k)−−−−−→ Ext2n−2k+1F (I, I) . (4.4.1)
On note γ : I ↪→ f(R0) le morphisme qui représente e0 ∈ Ext0F (I, I) et δ : I → f(R2
n−2k+1) celui
qui représente e(n, k) ∈ Ext2n−2k+1F (I, I). Puisque (f(R∗), f(∂∗)) est une résolution injective dans
F du foncteur I, l’isomorphisme 4.4.1 signifie qu’il existe un morphisme γ0 : f(R0)→ f(R2n−2k+1)
tel que δ = γ0 ◦ γ. Grâce à l’exactitude de la suite
I ↪→ f(R0)→ f(R1)→ · · · → f(Rn)→ · · ·
9. Voir le théorème 4.3.1.7, page 119 pour la définition des éléments ei.
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et à l’injectivité des modules f(Ri), on a le diagramme commutatif
Iw W
""
  // f(R0) //
γ0

f(R1) //
γ1

f(R2) //
γ2

· · · // f(R2k+1)
γ2k+1

// f(R2k+2)
γ2k+2

1_

e0_

e0ek−1_

e(n, k) e(n, k)e0 e(n, k)e0ek−1
f(R2n−2k+1) // f(R2n−2k+1+1) // f(R2n−2k+1+2) // · · · // f(R2n−2k+1) // f(R2n−2k+2)
(4.4.2)
En appliquant le foncteur m à ce diagramme, on obtient le diagramme commutatif
F (1)

  // R0 //
α0

R1 //
α1

R2 //
α2

· · · // R2k+1
α2k+1

// R2
k+2
α2k+2

R2
n−2k+1 // R2n−2k+1+1 // R2n−2k+1+2 // · · · // R2n−2k+1 // R2n−2k+2
(4.4.3)
On remarque que pour 0 ≤ t ≤ 2k−1 − 1, on a
H2
k+t (R•, ∂•r ) = `2
k+t(F (1)) = `2n−2k+t(F (1)) = H2n−2k+t (R•, ∂•r ) .
Parce que, d’une part
〈[
u2
i ∈ R2k+t
]
, 0 ≤ i ≤ r − 1
〉 ∼= `2k+t(F (1))
∼= Hr
∼= `2n−2k+t(F (1))
∼=
〈[
u2
i ∈ R2n−2k+t
]
, 0 ≤ i ≤ r − 1
〉
si t = 2r(2l + 1), d’autre part si tel est le cas α2k+t(u) = u, donc le morphisme α2k+t induit
l’isomorphisme
`2
k+t(F (1)) ∼→ `2n−2k+t(F (1)).
Démonstration du théorème 4.3.3.15. Comme les modules N2n−2k et N2k sont triviaux 10, on a
Coker
(
∂2
k
r
) ∼= Coker (∂2k)
Coker
(
∂2
n−2k
r
) ∼= Coker (∂2n−2k) .
Comme le module I2n−2k+1 est injectif, il existe β2k+1 : I2
k+1 → I2n−2k+1 qui fait commuter le
10. Voir le lemme 4.3.3.11, page 128.
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diagramme
I2
k ∂2
k
//
α2k

Coker
(
∂2
k
)
α2k

  // I2
k+1
∃β2k+1

// R2
k+1
α2k+1

I2
n−2k
∂2
n−2k
// Coker
(
∂2
n−2k
)
  // I2
n−2k+1 // R2n−2k+1
(4.4.4)
Parce que, d’une part
N2
k+1 = J
(
2k−1
)
= N2n−2k+1
et d’autre part
∂2
k (u) = xk−1 = ∂2
n−2k (u)
on obtient le diagramme commutatif
N2
k+1   // I2
k+1
β2k+1

// // R2
k+1
α2k+1

N2
n−2k+1   // I2n−2k+1 // // R2n−2k+1
On démontrera par récurrence sur t qu’il existe des morphismes β2k+t : I2
k+t → I2n−2k+t induisant
les isomorphismes N2n−2k+t = N2k+t.
1. Le cas t = 1 a été vérifié précédemment.
2. Supposons qu’on a montré l’existence des morphismes β2k+t : I2
k+t → I2n−2k+t pour tout
1 ≤ t < m < 2k−1−1, on passe au cas t = m. Compte tenu du fait que I2n−2k+m est injectif,
l’existence des morphismes β2k+l : I2
k+l → I2n−2k+l avec l = m− 2,m− 1 tels que
β2k+m−1 ◦ ∂2
k+m−2 = ∂2n−2k+m−2 ◦ β2k+m−2,
induit un morphisme β2k+m : I2
k+m → I2n−2k+m faisant commuter le diagramme
I2
k+m−1 ∂2
k+m−1
//
β2k+m−1

I2
k+m
β2k+m

I2
n−2k+m
∂2
n−2k+m−1
// I2
n−2k+m
Par l’hypothèse de récurrence ce morphisme induit le diagramme commutatif
`2
k+m−2(F (1))   // Coker
(
∂2
k+m−2
n
)
// Ker
(
ψ2k+m−2
)

// // `2
k+m−1(F (1))
`2
n−2k+m−2(F (1))   // Coker
(
∂2
n−2k+m−2
n
)
// Ker
(
ψ2n−2k+m−2
)
// // `2
n−2k+m−1(F (1))
Il s’ensuit que N2n−2k+m = N2k+m et le théorème en découle.
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4.4.2 Le cas de N2k+3, k ≥ 2
D’après le théorème 4.3.3.14, les modules N2k , N2k+1 et N2k+2 sont déterminés. Cependant,
la détermination de N2k+3 provoque plus de difficulté que ces derniers. Cela provient de la
détermination de l’extension
0 // Coker
(
∂2
k+1
n
)
// Ker
(
ψ2k+1
)
// `2
k+2(F (1)) // 0.
Comme `2k+2(F (1)) ∼= H1 = ΣF2, on a Ker
(
ψ2k+1
) ∈ Ext1U (ΣF2,Coker (∂2k+1n )). En s’appuyant
sur la résolution projectif 11 de ΣF2, on peut calculer le groupe Ext1U
(
ΣF2,Coker
(
∂2
k+1
n
))
et
en déduire que l’extension Ker
(
ψ2k+1
)
est non-triviale. Cela donne la première approche à la
détermination des modules N2k+3.
4.4.2.1 Première approche
Lemme 4.4.2.1. On a
Ext1U
(
H1,Coker
(
∂2
k+1
n
))
= F2.
Démonstration. Comme N2k+2 est injectif, la suite exacte courte
0→ Im
(
∂2
k+1
n
)
→ N2k+2 → Coker
(
∂2
k+1
n
)
→ 0
implique l’isomorphisme
Ext1U
(
H1,Coker
(
∂2
k+1
n
)) ∼= Ext2U (H1, Im (∂2k+1n )) .
Il résulte de la suite exacte courte
0→ Hk ↪→ J(2k−1) Im
(
∂2
k+1
n
)
→ 0
qu’on a
Ext2U
(
H1, Im
(
∂2
k+1
n
)) ∼= Ext3U (H1,Hk)
∼= Ext3U (ΣF2,Hk) .
Le lemme découle de la résolution projective de H1 en remarquant que Ext3U (ΣF2,Hk) ∼= F2.
Proposition 4.4.2.2. Pour k ≥ 2 l’extension Ker (ψ2k+1) ∈ Ext1U (H1,Coker (∂2k+1n )) est non-
triviale et l’enveloppe injective de Coker
(
∂2
k+1
n
)
est celle de Ker
(
ψ2k+1
)
.
Démonstration. On suppose par absurde que Ker
(
ψ2k+1
) ∈ Ext1U (H1,Coker (∂2k+1n )) est triviale.
Le module N2k+3 contient donc J(1) comme un facteur direct. Il s’ensuit que
F2 ∼= HomU (ΣF2, J(1)) ⊂ Ext2k+3U (ΣF2, F (1))
11. Voir le corollaire 1.1.4.17, page 26.
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ce qui contredit la trivialité du groupe Ext2k+3U (ΣF2, F (1)). On note I0 l’enveloppe injective de
Coker
(
∂2
k+1
n
)
et I1 celle de Ker
(
ψ2k+1
)
. On constate que I0 ⊂ I1. La suite exacte courte
0→ Coker
(
∂2
k+1
n
)
→ Ker (ψ2k+1)→ H1 → 0
montre que I1 ⊂ I0 ⊕ H1. Compte tenu du fait que l’extension est non-triviale, cette inclusion
n’est pas stricte. On en déduit que I0 ∼= I1.
Corollaire 4.4.2.3. La suite
N2
n−2k+1 ∂2
n−2k+1
n−−−−−−→ N2n−2k+2 ∂
2n−2k+2
n−−−−−−→ N2n−2k+3
fournit trois premiers termes de la résolution injective minimale de Hk.
D’après le corollaire 4.3.3.10 on a donc :
Corollaire 4.4.2.4. On a :
N2
n−2k+3 ∼= J(2k−2)⊕
⊕
0≤i≤k−3
2≤j
J(2k−1 − 2i − 2i−j).
4.4.2.2 Deuxième approche
Puisqu’on ne connait pas de résolution projective de ΣnF2 en général, la méthode précédente
ne peut être généralisée. La méthode que l’on donne dans cette sous-section est basée sur la
connaissance de la partie réduite (R•, ∂•r ) de la résolution injective minimale de F (1), ce qui
nécessite une traduction de la trivialité ou non-trivialité des extensions Ker (ψ2n+1). Pour le
confort du lecteur on énonce ci-dessous, ab initio, la traduction correspondante.
Soit k = 2r(2d+1)−1. L’extension Ker (ψk) ∈ Ext1U
(
F (1)/ΦrF (1),Coker
(
∂kn
))
s’insère dans
la suite exacte courte
0→ Coker
(
∂kn
)
i−→ Ker (ψk) p−→ F (1)/ΦrF (1)→ 0.
Le module cyclique F (1)/ΦrF (1) =
〈
u, u2, . . . , u2
r−1〉 est engendré par l’image de u ∈ I(1) ⊂ Rk+1
via la flèche restreinte 12 Rk+1 ω
k+1−−−→ Nk+2. Comme le morphisme Rk+1 ωk+1−−−→ Nk+2 a pour l’image
Ker (ψk) ↪→ Nk+2, on peut noter [u] ∈ Ker (ψk) le pré-image ωk+1(u) de [u] ∈ F (1)/ΦrF (1) par
abus de notation. Alors, l’extension Ker (ψk) est non-triviale si et seulement si il existe une
opération de Steenrod θ telle que i(v) = θ[u] pour certaine classe v ∈ Coker
(
∂kn
)
. Pour que
θ[u] = [θu] soit non-trivial, θ doit être de la forme Sqt . . . Sq2i+1Sq2i où t ≥ r− 1. Si tel est le cas,
θ[u] = [θu] = [u2t+1 ] est non-trivial, ce qui nécessite la non-trivialité de [u2r ]. Alors :
Proposition 4.4.2.5. Soit k = 2r(2d+ 1)− 1. L’extension
Ker (ψk) ∈ Ext1U
(
F (1)/ΦrF (1),Coker
(
∂kn
))
12. Voir 4.3.1, page 117 pour la notation ωk+1.
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est non-triviale si et seulement si ωk+1
(
u2
r) est non-trivial.
Dans ce qui suit, on montrera que Ker
(
ψ2k+1
)
est non-triviale. On commence par le cas k = 3.
Proposition 4.4.2.6. L’extension Ker (ψ9) est non-triviale donc on a N11 = J(2).
Démonstration. Le module N12 est l’enveloppe injective de Ker (ψ9). Le dernier est une extension
0 // Coker
(
∂9n
)
// Ker (ψ9) // `10(F (1)) // 0
Le morphisme ∂9n est •Sq1 : J(4)→ J(3) donc Coker
(
∂9n
) ∼= Σ2F2. Alors
Ker (ψ9) ∈ Ext1U
(
ΣF2,Σ2F2
) ∼= F2.
Le module Coker
(
∂9n
) ∼= ΣF2 est engendré par image de x0x1 ∈ J(3) et le module H1 est engendré
par image de la classe u ∈ I(1) ⊂ R10. On constate que la suite
R8
∂8r−→ R9 ∂
9
r−→ R10 ∂
10
r−−→ R11
coïncide 13 à la suite
I(1)
∂8r−→ I(2) ∂
9
r−→ I(1) ⊕ I(3,1) ∂
10
r−−→ I(4)
en degrés majorés par 4. Par connectivité, on a ∂10r (u) = 0 donc ∂10r (u2) est trivial. En s’appuyant
sur le fait que H210(R•, ∂•r ) = 0 on obtient r9 ∈ R9 tel que ∂9r (r9) = u2. Parce que
∂9r (Sq1r9) = Sq1u2 = 0,
il existe r8 ∈ R8 tel que ∂8r (r8) = Sq1r9. Puisque Sq1r9 6= 0, alors r8 6= 0 et donc r8 = u3 ∈ I(1).
De plus, parce que ∂8(u) = x2 ∈ J(4), on a ∂8(u4) = x40 et donc
∂8(r8) = ∂8(u3) = x1x20 + Sq1r9.
Par conséquent
∂9(r9) = u2 + x0x1.
Il en découle que dans Ker (ψ9) on a Sq1u = u2 = x0x1. Il s’ensuit que l’extension Ker (ψ9) est
non-triviale et donc Ker (ψ9) ∼= J(2).
Corollaire 4.4.2.7. L’extension
0 // Coker
(
∂2
k+1
n
)
// Ker
(
ψ2k+1
)
// `2
k+2(F (1)) // 0
est non-triviale.
Démonstration. On remarque que la suite
N2
k+1 ∂2
k+1
n−−−−→ N2k+2
13. Voir le lemme 4.3.2.13, page 122.
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fournit les deux premiers termes de la résolution injective minimale de Hk. Pour k ≥ 4 le morphisme
non-trivial Hk → H3 donne le diagramme commutatif
0 // Hk //

N2
k+1 ∂
2k+1
n //

N2
k+2

∂2
k+2
n // N2
k+3

0 // H3 // N9
∂9n // N10
∂10n // N11
Il en résulte qu’il existe 0 6= m2k+1 ∈ N2k+2 et r2k+1 ∈ R2k+1 tel que
∂2
k+1(r2k+1) = u2 +m2k+1.
L’extension Ker
(
ψ2k+1
)
est donc non-triviale.
4.4.3 Le cas de N2k+5, k ≥ 3
Dans ce paragraphe, on va montrer que l’extension Ker
(
ψ2k+3
) ∈ Ext1U (H2,Coker (∂2k+3n ))
est non-triviale. On maintient la stratégie démontrée dans le paragraphe précédent. Il suffit de
montrer qu’il existe un élément non-trivial n4 ∈ N2k+4 tel que u4 + n4 ∈ Im
(
∂2
k+3
)
.
Dans ce qui suit on va déterminer l’extension de `2k+4F (1) par Coker
(
∂2
k+3
n
)
pour k ≥ 3. La
démonstration du lemme technique suivant est renvoyée à l’appendice A.2, page 144.
Lemme 4.4.3.1. Pour tous l < k on a
Ext1U
(
H1,Coker
(
∂2
k+1
n
)) ∼= F2 ∼= Ext1U (H1,Coker (∂2l+1n )) .
Lemme 4.4.3.2. On note u le seule élément de degré 1 dans I(1). Il existe un élément non-trivial
n4 ∈ N2k+4 tel que u4 + n4 ∈ Im
(
∂2
k+3
)
.
Démonstration. On constate que H2k+4(R•) = H2 donc H42k+4(R
•) = 0. Compte tenu du fait
que tous les modules injectifs réduits indécomposables sont 2−connexes sauf I(1) et que I(1)
n’apparaît pas dans les modules R2m+1, on a ∂2k+4r (u) = 0 donc u4 ∈ Im
(
∂2
k+3
r
)
. Il existe
alors r2k+3 ∈ R2k+3 tel que u4 = ∂2k+3r (r2k+3). Comme Sq1u4 = 0, on déduit de H2k+1• (R•) = 0
qu’il existe r2k+2 ∈ R2k+2 tel que Sq1r2k+3 = ∂2k+2r (r2k+2). De manière analogue, il existe
r2k+1 ∈ R2k+1 et r2k ∈ R2k tel que
∂2
k+1
r (r2k+1) = Sq1r2k+2,
∂2
k
r (r2k) = Sq1r2k+1.
Comme r2k+3 est la seule classe non nul dans I4(4) alors Sq1r2k+3 6= 0 et donc r2k+2 6= 0. Les
deux seules éléments de degré 5 dans I(1) ⊕ I(3,1) ⊂ R2k+2 ne sont pas annihilés par Sq1 donc
Sq1r2k+2 6= 0 d’où r2k+1 6= 0. Afin de calculer Sq1r2k+1, on doit avoir la description de I(2) dans
les bas degrés. Celle-ci provient du fait que F2⊕ I(2) ⊂ H∗B
(
(Z/pZ)⊕2
) ∼= F2 [u, v] est un module
libre de rang 2 sur l’algèbre de Dickson D(2) ∼= F2[ω2, ω3] ⊂ F2 [u, v], où |ω2| = 2, |ω3| = 3 tels
que ω2 = u2 + uv + v2, Sq1ω2 = ω3 et Sq2ω3 = ω2 · ω3. Ses deux générateurs sont 1 de degré 0 et
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α = u3 + u2v + v3 de degré 3.
I1(2) = 0, I2(2) = 〈ω2〉, I3(2) = 〈ω3, α〉,
I4(2) = 〈ω22〉, I5(2) = 〈ω2ω3, ω2α〉, I6(2) = 〈ω23, ω32, ω3α〉.
Puisque H2n−2k(R•) = Hk, on peut déterminer le morphisme I(1) → I(2) → I(1)⊕ I(3,1) en bas
degrés :
I(1) I(2) I(1) ⊕ I(3,1)
1
2
3
4
5
6
u
u2
0
u3
u4
u5
u6
u
u2
0
u3
u4
u5
r2k+2
u6
Sq1r2k+2
0
ω2
ω3
α
ω22
ω2α
ω2ω3
ω23
ω32
ω3α+ ω32
Sq1
Sq2
Sq1
Sq2
Sq2
Sq1
On en déduit que r2k+1 ∈ 〈ω32, ω3α〉. Comme Sq1 agit librement sur 〈ω32, ω3α〉 alors Sq1r2k+1 6= 0.
Il s’ensuit que r2k = u7. On a des suite exactes
0→ Hk → N2k+1 ∂
2k+1
n−−−−→ N2k+2 ∂
2k+2
n−−−−→ N2k+3
Si l < k la surjection Hk → Hl, u 7→ u entraîne le diagramme commutatif
0 // Hk

// N2
k+1 ∂
2k+1
n //
γ2k+1

N2
k+2 ∂
2k+2
n //
γ2k+2

N2
k+3
γ2k+3

0 // Hl // N2
l+1 ∂
2l+1
n // N2
l+2 ∂
2l+2
n // N2
l+3
(4.4.5)
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Le morphisme Ext1U
(
H1,Coker
(
∂2
k+1
n
))
→ Ext1U
(
H1,Coker
(
∂2
l+1
n
))
est isomorphe d’après le
lemme 4.4.3.1. Il s’ensuit qu’il existe le morphisme γ2k+4 qui fait commuter le diagramme suivant
Coker
(
∂2
k+1
n
)
 z
,,
 v
))

Ker
(
ψ2k+1
)   //

'' ''
N2
k+3 //

N2
k+3upslopeKer
(
ψ2k+1
)   //

N2
k+4
∃γ2k+4

H1
Coker
(
∂2
l+1
n
)
 z
,,
))
Ker
(
ψ2l+1
)   //
'' ''
N2
l+3 // N2
k+3upslopeKer
(
ψ2l+1
)   // N2l+4
H1
Le diagramme ci-dessous est donc commutatif.
0 // Hk

// N2
k+1 ∂
2k+1
n //
γ2k+1

N2
k+2 ∂
2k+2
n //
γ2k+2

N2
k+3
γ2k+3

∂2
k+3
n // N2
k+4
γ2k+4

0 // Hl // N2
l+1 ∂
2l+1
n // N2
l+2 ∂
2l+2
n // N2
l+3 ∂
2l+3
n // N2
l+4
(4.4.6)
On montre d’abord qu’il existe 0 6= n20 ∈ N20 tel que u4 +n20 ∈ Im
(
∂19
)
. Il résulte du diagramme
4.4.6 qu’il existe 0 6= n2k+4 ∈ N2k+4 tel que u4 + n2k+4 ∈ Im
(
∂2
k+4
)
.
On constate que ∂16(u7) = Sq1r17 + x60x1 donc
∂17(Sq1r17) = ∂17n (x60x1) = x70 = Sq1(x50x1).
Il s’ensuit que ∂17(r17) = Sq1r18 + x50x1. De manière similaire, on a
∂18(r18) = Sq1r19 + x40x1
∂19(r18) = u4 + x30x1.
On en déduit que l’extension de `20(F (1)) par Coker
(
∂19n
)
est non trivial et donc l’extension de
`2
k+4(F1) par Coker
(
∂2
k+3
n
)
l’est aussi.
On donne ci-dessous les description de N i pour 20 ≤ i ≤ 24.
Proposition 4.4.3.3. On a
N20 = J(5), ∂20n = •Sq1
N21 = J(4), ∂21n = •Sq1
N22 = J(3), ∂22n = •Sq1
N23 = J(2), ∂23n = 0
N24 = 0.
Démonstration. Il résulte du corollaire 4.3.3.5 que N20 est l’enveloppe injective de Ker (ψ18).
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Puisque
Ker (ψ18) ∼= Coker

`18(F (1)) ↪→ Coker

J(7)⊕ J(6)
 •Sq1 0
• (Sq2Sq1) •Sq2

−−−−−−−−−−−−−−−−→ J(6)⊕ J(4)


donc Ker (ψ18) ∼= Σ5F2 alors on a bien N20 ∼= J(5).
Le morphisme ∂19n : N19 → N20 est
(•Sq1, 0)t donc Coker (∂19n ) ∼= Σ4F2. Comme Ker (ψ19) est
une extension non-triviale dans Ext1U
(
`20(F (1)),Coker
(
∂19n
)) ∼= Ext1U (H2,Σ4F2) ∼= F2 on obtient
Ker (ψ19) ∼= H3. En tant que l’enveloppe injective de Ker (ψ19), le module N21 est isomorphe à
J(4).
De manière similaire on obtient N22 = J(3), N23 = J(2) et N24 = 0.
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ANNEXE A
Quelques calculs dans la catégorie U
A.1 Sur la conjecture 4.3.3.1
On montre dans ce paragraphe le résultat suivant, ce qui soutient la conjecture 4.3.3.1 :
Théorème A.1.0.4. Soit d un entier pair, on a :
F2 ⊂ ExtdU (ΦrF (1),ΦrF (1)) si r ≥ υ(d).
De plus si r ≥ υ(d) le morphisme
ExtdU (ΦrF (1),ΦrF (1))→ ExtdF (I, I)
est non-trivial.
Lemme A.1.0.5. Soient k ≥ 0 et n ≥ 1 deux entiers. Il y a des isomorphismes naturels :
Ext2nU
(
Φn+kF (1),Φn+k+1F (1)
) (λΦn+kF (1))∗−−−−−−−−−→ Ext2nU (Φn+kF (1),Φn+kF (1)) .
Démonstration. La suite exacte courte
0→ Φn+k+1F (1)→ Φn+kF (1)→ Σ2n+kF2 → 0
induit la suite exacte :
0 = Ext2n−1U
(
Φn+kF (1),Σ2n+kF2
)

Ext2nU
(
Φn+kF (1),Φn+k+1F (1)
) ∼ // Ext2nU (Φn+kF (1),Φn+kF (1))

Ext2nU
(
Φn+kF (1),Σ2n+kF2
)
= 0
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Le lemme en découle.
Démonstration du théorème A.1.0.4. Le cas de d = 2n a été calculé à l’aide du lemme 4.3.3.13.
En effet Ext2nU (ΦrF (1),ΦrF (1)) ∼= F2 pour tout r tel que r ≥ n. On raisonne par récurrence sur
la longueur 2−adique de d. On suppose que le théorème est vérifié pour d dont α(d) < k. On passe
au cas de α(d) = k. On note d = 2n1 + 2n2 + · · ·+ 2nk où 1 ≤ n1 < n2 < . . . < nk. On désigne par
d1 la somme 2n2 + · · ·+ 2nk . Pour r ≥ υ(d) le diagramme suivant est donc commutatif :
Extd1U (ΦrF (1), F (1))
^δn1 //

ExtdU
(
Φr−1F (1), F (1)
)

Extd1F (I, I)
^en1 // ExtdF (I, I)
δn1 désignant le générateur du groupe Ext2
n1
U
(
Φr−1F (1),ΦrF (1)
)
. Par hypothèse de récurrence,
le composé
Extd1U (Φ
rF (1), F (1))→ Extd1F (I, I)
^en1−−−→ ExtdF (I, I)
est non-trivial. On en déduit que F2 ⊂ ExtdU
(
Φr−1F (1), F (1)
)
et que le morphisme
ExtdU (ΦrF (1), F (1))→ Extd1F (I, I)
est non-trivial.
A.2 La vérification des lemmes techniques
Démonstration du lemme 4.3.3.1. Soit M un tel module et x un élément arbitraire dans M .
Compte tenu du fait que M est nilpotent, il existe un entier n tel que Sqn0x = 0. Par ailleurs, M
est réduit donc x doit être trivial. Il en résulte que M = 0.
Démonstration du lemme 4.3.3.2. Soit I un module instable injectif qui contient M . On constate
que I est une somme directe Ir ⊕ In où Ir ∼= ⊕
α
Lα et In ∼= ⊕
β
Lβ ⊗ J (nβ), Lα, Lβ désignant les
modules injectifs réduits indécomposables.
Puisqu’il n’y a aucun morphisme d’un module nilpotent vers un module réduit, le module N
est inclus dans In. On obtient un diagramme dont les lignes sont exactes.
0

0

0

0 // N
i

//M
ω

// R
α

// 0
0 // In

// I

// Ir

// 0
0 0 0
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On en déduit la suite exacte
0→ Ker (α)→ Coker (i)→ Coker (ω)→ Coker (α)→ 0.
Comme Coker (i) est nilpotent et Ker (α) ⊂ R est réduit, on a Ker (α) = 0. En prenant pour I
l’enveloppe injective de M , il résulte que I est la somme directe de l’enveloppe de R et celle de
N .
Démonstration du lemme 4.3.3.3. Le diagramme commutatif
0

0

0

· · · ∂
k−2
n // Nk−1
∂k−1n //

Nk
∂kn //

Nk+1

// 0
· · · ∂k−2 // Ik−1 ∂k−1 //

Ik
∂k //

Ik+1

// 0
· · · ∂
k−2
r // Rk−1
∂k−1r //

Rk
∂kr //

Rk+1

// 0
0 0 0
entraîne la suite exacte
0 = Hk(I•, ∂•) // Hk(R•, ∂•r ) // Coker
(
∂kn
)
// Coker
(
∂k
)
// Coker
(
∂kr
)
// 0
D’après le corollaire 4.3.1.3, on a Hk(R•, ∂•r ) ∼= `k(F (1)). Le morphisme ϕ2k+1 est défini comme
la flèche
Ker
(
∂2k+2r
)
upslopeIm
(
∂2k+1r
)
↪→ R2k+2upslopeIm
(
∂2k+1r
)
.
Le module
Coker (ϕ2k+1) ∼= R2k+2upslopeKer
(
∂2k+2r
)
,
est un sous module de R2k+3, et est donc réduit.
Dans la mesure où le composé
Coker
(
∂2k+1n
)
→ Coker
(
∂2k+1
) ψ2k+1−−−−→ Coker (ϕ2k+1)
est nul, on a l’inclusion α : Coker
(
∂2k+1n
)
↪→ Ker (ψ2k+1) . Par ailleurs, le composé
Ker (ψ2k+1)→ Coker
(
∂2k+1
)
→ Coker
(
∂2k+1r
)
→ Coker (ϕ2k+1)
est aussi trivial donc on obtient un morphisme Ker (ψ2k+1)
β−→ `2k+2(F (1)) qui rend commutatif
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le diagramme ci-dessous.
Coker
(
∂2k+1n
)
α
ss
i
xx
Ker (ψ2k+1)
i1

β
ss
`2k+2(F (1))
ϕ2k+1
''
Coker
(
∂2k+1
)
ψ2k+1

p
vv
Coker
(
∂2k+1r
)
p1
((
Coker (ϕ2k+1)
Il nous reste à démontrer que la suite
0→ Coker
(
∂2k+1n
)
α−→ Ker (ψ2k+1) β−→ `2k+2(F (1))→ 0 (A.2.1)
est exacte.
La surjectivité de β : Compte tenu du fait que p◦ i = 0 et que ϕ2k+1 est injectif, on a β ◦α = 0.
Soit x ∈ `2k+2(F (1)), il existe y ∈ Coker
(
∂2k+1
)
tel que p(y) = ϕ2k+1(x). Puisque
ψ(y) = p1 ◦ p(y) = p1 ◦ ϕ2k+1(x) = 0,
il existe z ∈ Ker (ψ2k+1) tel que i1(z) = y. Il s’ensuit que x− β(z) ∈ Ker (ϕ2k+1) = 0. On
en déduit que β est surjectif.
L’exactitude de la suite A.2.1 : Soit u ∈ Ker (β). Comme p◦i1(u) = 0, il y a v ∈ Coker
(
∂2k+1n
)
tel que i(v) = i1(u). La différence u − α(v) appartient alors au noyau de i1. Il en résulte
que α(v) = u. On conclut l’exactitude de la suite.
Le lemme en découle.
Démonstration du lemme 4.3.3.11. Rappelons que pour chaque k ≥ 1, la suite suivante
0→ `k(F (1))→ Coker
(
∂kn
)
→ Ker (ψk)→ `k+1(F (1))→ 0
est exacte. De plus, le module Nk+2 est l’enveloppe injective 1 de Ker (ψk).
1. On calcule d’abord les N i pour i ≤ 5 :
(a) Puisque F (1) ∼= `(F (1)), F (1) est Nil−fermé. Alors 2 on a N0 = N1 = 0.
(b) Puisque Ker (ψ0) = 0, en tant que son enveloppe injective,N2 = 0.
(c) Selon les calculs précédents, on a
Ker (ψ1) ∼= `2(F (1)) ∼= J(1).
1. Voir le corollaire 4.3.3.5, page 125.
2. Voir la proposition 1.2.2.11, page 40
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Le module J(1) est lui-même injectif donc N3 = J(1).
(d) Comme `2(F (1)) ∼= J(1), alors Ker (ψ2) = 0. Il en résulte que N4 = 0.
(e) Puisque Ker (ψ3) = `4(F (1)) ∼= J(2), on a N5 = J(2).
2. Afin de démontrer le lemme, on utilise un raisonnement de récurrence triple. On initialise le
lemme sur n, ensuite sur k et éventuellement sur m. Les calculs précédents justifient les
premiers cas de n. Supposons que le lemme est vrai pour n > α. On montre qu’il est encore
vrai pour n = α. On raisonne de nouveau par récurrence sur k.
(a) Pour k = α − 1, on a 2α − 2α−1 = 2α−1. Pour démontrer ce premier cas de k, on
raisonne par récurrence sur m.
i. Par l’hypothèse de récurrence sur n, on a N2α−1−1 = J(1). Bien plus, N2α−1−2 = 0
donc Coker
(
∂2
α−1−2
n
)
= J(1). Puisque `2α−1−2(F (1)) = J(1), alors le module
Ker (ψ2α−1−2) est trivial. En tant que son enveloppe injective, N2
α−1 est aussi
trivial. Le module N2α−1+1 est l’enveloppe injective de Ker (ψ2α−1−1). Ce dernier
est isomorphe à Hα−1 alors on a N2
α−1+1 ∼= J(2α−2). Comme le module Ker (ψ2α−1)
s’insère dans la suite exacte courte
0→ Hα−1 → J(2α−2)→ Ker (ψ2α−1)→ 0
on a d (Ker (ψ2α−1)) = 2α−2 − 1 et (Ker (ψ2α−1))2
α−2−1 = F2. Pour cette raison,
on obtient
N2
α−1+2 = J(2α−1 − 1)⊕
 ⊕
mβ<2α−1−1
J(mβ)
 .
Il en découle que
d
(
Coker
(
∂2
α−1+1
n
))
= 2α−2 − 2 et
(
Coker
(
∂2
α−1+1
n
))2α−2−2
= F2.
ii. On suppose que :
d
(
N2
α−2α−1+m) = 2α−2 −m+ 1,(
N2
α−2α−1+m)2α−2−m+1 = F2,
d
(
Coker
(
∂2
α−1+m−1
n
))
= 2α−2 −m,(
Coker
(
∂2
α−1+m−1
n
))2α−2−m
= F2.
pour 2 ≤ m < t ≤ 2α−2. On passe à t.
Le module Ker (ψ2α−1+t−2) est déterminé par la suite exacte
`2
α−1+t−2(F (1)) ↪→ Coker
(
∂2
α−1+t−2
n
)
→ Ker (ψ2α−1+t−2) `2
α−1+t−1(F (1)).
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Par l’hypothèse de récurrence sur m, on a
d
(
Coker
(
∂2
α−1+t−2
n
))
= 2α−2 − t+ 1,(
Coker
(
∂2
α−1+t−2
n
))2α−2−t+1
= F2.
Il en résulte que
d (Ker (ψ2α−1+t−2)) = 2α−2 − t+ 1 et (Ker (ψ2α−1+t−2))2
α−2−t+1 = F2.
Il s’ensuit que
N2
α−1+t = J(2α−1 − t+ 1)⊕
 ⊕
mβ<2α−1−t+1
J(mβ)

et donc
d
(
Coker
(
∂2
α−1+t−1
n
))
= 2α−2 − t, et
(
Coker
(
∂2
α−1+t−1
n
))2α−2−t
= F2.
Cela conclut la récurrence sur m et donc vérifie le cas k = α− 1.
(b) Supposons qu’on a montré le lemme pour k > α − i ≥ 1, on passe à k = α − i. On
constate que 2α − 2α−i+1 + 2α−i − 1 = 2α − 2α−i − 1. Par l’hypothèse de récurrence
sur k, on a
d
(
N2
α−2α−i−1) = 2 et (N2α−2α−i−1)2 = F2.
Il s’ensuit que N2α−2α−i−1 = J(2)⊕
(⊕
γ
J(1)
)
. Puisque Ext2α−2α−i−1U (ΣF2, F (1)) = 0,
le module N2α−2α−i−1 contient aucune copie de J(1). Or N2α−2α−i−1 = J(2) et il en
découle que
Coker
(
∂2
α−2α−i−2
n
)
= ΣF2.
Comme `2α−2α−i−2(F (1)) = ΣF2, alors on a Ker (ψ2α−2α−i−2) = 0. Il en découle que
N2
α−2α−i = 0. Par ailleurs, on a
Coker
(
∂2
α−2α−i−1
n
) ∼= H2α−2α−i(N•, ∂•n) = 0.
Il s’ensuit que
Ker (ψ2α−2α−i−1) ∼= `2
α−2α−i(F (1)) ∼= Hα−i.
Or N2α−2α−i+1 = J(2α−i−1) d’où
d
(
N2
α−2α−i+1) = 2α−i−1 et (N2α−2α−i+1)2α−i−1 = F2.
De manière analogue que celle du cas k = α− 1 on a
d
(
N2
α−2α−i+m) = 2α−i−1 −m+ 1 et (N2α−2α−i+m)2α−i−1−m+1 = F2,
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pour 2 ≤ m ≤ 2α−i−1. Cela conclut la récurrence sur k.
Le lemme en résulte.
Démonstration du lemme 4.4.3.1. La suite exacte courte
0→ N2k+1upslopeHk → N2
k+2 → Coker
(
∂2
k+1
n
)
→ 0
induit l’isomorphisme
Ext1U
(
H1,Coker
(
∂2
k+1
n
))
→ Ext2U
(
H1, N
2k+1upslopeHk
)
.
On constate que
Ext2U
(
H1, N
2k+1upslopeHk
)
∼= Ext3U (H1,Hk) ∼= F2
dans la mesure où N2k+1 est injectif. On remarque ainsi que si l < k, la surjection Hk → Hl, u 7→ u
entraîne le diagramme commutatif
0 // Hk

// N2
k+1 ∂
2k+1
n //

N2
k+2 ∂
2k+2
n //

N2
k+3

0 // Hl // N2
l+1 ∂2
l+1
// N2
l+2 ∂2
l+2
// N2
l+3
puisque la première ligne du diagramme fournit les termes de la résolution injective minimale de
Hk et la deuxième ligne fournit ceux de la résolution injective minimale de Hl. On obtient donc le
diagramme commutatif
Ext1U
(
H1,Coker
(
∂2
k+1
n
))

∼ // Ext2U
(
H1, N
2k+1upslopeHk
)
∼ //
∼

Ext3U (H1,Hk)
Ext1U
(
H1,Coker
(
∂2
l+1
n )
)) ∼ // Ext2U (H1, N2l+1upslopeHl) ∼ // Ext3U (H1,Hl)
Il en résulte que le morphisme
Ext1U
(
H1,Coker
(
∂2
k+1
n
))
→ Ext1U
(
H1,Coker
(
∂2
l+1
n
))
est un isomorphisme.
A.3 L’estimation de la fonction τ
Le théorème 3.2.2.2 et le lemme 3.2.2.5 seront prouvés en même temps. On donne d’abord les
calculs de la fonction τ(k) pour 19 ≤ k ≤ 30, ce qui est nécessaire pour avoir une première idée
sur la zone
(
Iτ(k)−i, 1 ≤ i ≤ 7
)
de la résolution injective minimale de ΣkF2. On montre ensuite
que si k est suffisamment grand, cette zone est périodique. Il résultera des calculs explicites sur la
périodicité de cette zone qu’on obtient celle de la fonction τ .
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A.3.1 Quelques valeurs de la fonction τ
Les valeurs τ(k) pe confortour 19 ≤ k ≤ 30 sont fournis dans ce paragraphe. Les différentielles
dans les diagrammes ci-dessous sont obtenues à l’aide de l’algorithme BG à partir de celles du
diagramme de Σ18F2 introduit dans le paragraphe 3.2.2 donc seront omises. Cependant, pour le
confort du lecteur on attribut aux différentielles deux couleurs noir et bleu : la noire représente
un morphisme de la forme •Sqn et la bleue représente un morphisme de la forme •
(∑
I Sq
I
)
.
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
I0 I1 I2 I3 I4 I5 I6
τ(19) = 7
19
18
17
15
11
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15
14
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9
10
9
16
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8
7
9
8
6
5
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3
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1
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1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
I0 I1 I2 I3 I4 I5 I6 I7
τ(20) = 8
20
19
18
16
12
18
16
15
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10
8
17
14
8
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9
7
8
6
16
7
6
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15
5
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4
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2
12
11
6
10
9
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6
5
4
3
2 2
1
151
Quelques calculs dans la catégorie U
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
I0 I1 I2 I3 I4 I5 I6 I7
τ(21) = 8
21
20
19
17
13
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17
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12
11
9
10
18
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9
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8
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1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
I0 I1 I2 I3 I4 I5 I6 I7 I8
τ(22) = 9
22
21
20
18
14
20
18
17
14
13
12
10
19
16
12
11
10
8
9
10
18
8
11
9
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5
6
4
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7
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1
2
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15
16
17
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19
20
21
22
23
I0 I1 I2 I3 I4 I5 I6 I7 I8
τ(23) = 9
23
22
21
19
15
21
19
18
15
14
13
11
20
17
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9
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19
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1
2
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4
5
6
7
8
9
10
11
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13
14
15
16
17
18
19
20
21
22
23
24
I0 I1 I2 I3 I4 I5 I6 I7 I8
τ(24) = 9
24
23
22
20
16
22
20
19
16
15
14
8
21
18
14
13
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8
7
20
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7
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6
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10
8
4
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1
2
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5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
I0 I1 I2 I3 I4 I5 I6 I7 I8 I9
τ(25) = 10
25
24
23
21
17
23
21
20
17
16
15
9
12
22
19
15
14
13
9
8
10
8
21
14
8
12
7
7
4
20
11
9
5
4
6
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9
8
5
3
10
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1
2
3
4
5
6
7
8
9
10
11
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13
14
15
16
17
18
19
20
21
22
23
24
25
26
I0 I1 I2 I3 I4 I5 I6 I7 I8
τ(26) = 9
26
25
24
22
18
24
22
21
18
17
16
10
12
23
20
16
15
14
10
9
12
11
8
22
15
13
8
8
10
8
7
21
12
10
6
7
4
4
20
10
9
6
4
3
19
8
10
3
2
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1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
I0 I1 I2 I3 I4 I5 I6 I7 I8
τ(27) = 9
27
26
25
23
19
25
23
22
19
18
17
11
13
24
21
17
16
15
11
10
12
9
23
16
14
9
9
8
12
8
6
22
13
11
7
8
5
7
4
21
11
10
7
5
4
4
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9
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3
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1
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7
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9
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11
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14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
I0 I1 I2 I3 I4 I5 I6 I7 I8
τ(28) = 9
28
27
26
24
20
26
24
23
20
19
18
12
25
22
18
17
16
11
12
6
24
17
15
10
9
11
8
6
23
14
12
8
9
6
8
12
5
22
12
11
8
6
5
7
6
4
4
21
10
5
4
6
4
3
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3
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1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
I0 I1 I2 I3 I4 I5 I6 I7 I8 I9
τ(29) = 10
29
28
27
25
21
27
25
24
21
20
19
13
14
26
23
19
18
17
12
13
7
12
10
25
18
16
11
10
12
9
7
6
24
15
13
10
7
9
6
9
8
6
23
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12
9
7
6
8
7
5
12
3
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11
6
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1
2
3
4
5
6
7
8
9
10
11
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13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
I0 I1 I2 I3 I4 I5 I6 I7 I8 I9 I10
C
τ(30) = 11
30
29
28
26
22
28
26
25
22
21
20
14
27
24
20
19
18
8
13
14
26
19
17
12
8
12
10
9
4
25
16
14
11
8
10
7
10
9
5
4
24
14
13
10
8
7
9
8
4
8
4
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12
7
8
6
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7
5
4
4
2
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5
7
4
6
4
3
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3
4
2
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2
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A.3.2 Démonstration du théorème 3.2.2.2
Soit n ≥ 30 en entier de la forme 12k + 6. Les calculs dans le paragraphe précédent et en
particulier celui de la résolution injective minimale de Σ30F2 permettent de supposer que la zone(
Iτ(12k+6)−i, 1 ≤ i ≤ 7
)
de la résolution injective minimale de Σ12k+6F2 a la forme suivante 3 :
Iτ(n)−7 Iτ(n)−6 Iτ(n)−5 Iτ(n)−4 Iτ(n)−3 Iτ(n)−2 Iτ(n)−1
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
ΣnF2
14
13
10
9
8
8
8
7
•Sq4,2,1
•Sq4,2
•S
q 6,1
•
S
q 6,2
•
S
q 6
,3
• (
S
q 4
+
S
q 3,1 )
•S
q 2,1
•Sq4,1
•S
q 4,2,1
11
10
10
9
8
•Sq2,1
•Sq4,2
•Sq4,2
• (
S
q 4
,2
+
S
q 5
,1 )•
S
q 4
,1
19
•
(
Sq8,1
+ Sq6,2,1 )
•
S
q 8
,4
19
17
12
8
12
10
9
4
16
14
11
8
10
7
10
9
5
4
•
S
q 2
,1
14
13
10
8
7
9
8
4
8
4
•
S
q 4
,2
•
S
q 5
,2
,1
12
7
8
6
7
5
4
4
2
5
7
4
6
4
3
•
S
q 4
,2
,1
3
4
2
•
S
q 2
,1
2
18
17
16
15
8
14
13
12
11
6
10
9
8
7
4
6
5
4
3
2 2
1
Dans ce diagramme, on a omis la zone conçue par la suite à la Bockstein car celle-là est saturée
par l’algorithme de BG. On donne dans la suite cette zone des résolutions injectives minimales de
ΣmF2 pour n+ 1 ≥ m ≥ n+ 12.
3. Cela provient de la zone du rectangle C de la résolution injective minimale de Σ30F2.
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Iτ(n)−7 Iτ(n)−6 Iτ(n)−5 Iτ(n)−4 Iτ(n)−3 Iτ(n)−2 Iτ(n)−1
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
Σn+1F2, τ(n + 1) = τ(n)
20
18
13
9
10
5
7
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9
5
6
4
13
8
9
7
8
6
5
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5
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Iτ(n)−7 Iτ(n)−6 Iτ(n)−5 Iτ(n)−4 Iτ(n)−3 Iτ(n)−2 Iτ(n)−1 Iτ(n)
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
Σn+2F2, τ(n + 2) = τ(n) + 1
21
19
14
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6
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16
13
10
12
9
12
7
6
3
4
16
15
12
9
11
10
10
6
8
6
3
14
10
8
9
7
8
6
3
7
9
6
5
7
4
5
6
4 4
3
2 2
20
19
10
18
17
16
15
8
14
13
12
11
6
10
9
8
7
4
6
5
4
3
2 2
1
164
L’estimation de la fonction τ
Iτ(n)−7 Iτ(n)−6 Iτ(n)−5 Iτ(n)−4 Iτ(n)−3 Iτ(n)−2 Iτ(n)−1 Iτ(n)
1
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5
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18
19
20
21
22
Σn+3F2, τ(n + 3) = τ(n) + 1
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Iτ(n)−7 Iτ(n)−6 Iτ(n)−5 Iτ(n)−4 Iτ(n)−3 Iτ(n)−2 Iτ(n)−1 Iτ(n) Iτ(n)+1
1
2
3
4
5
6
7
8
9
10
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13
14
15
16
17
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19
20
21
22
23
Σn+4F2, τ(n + 4) = τ(n) + 2
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8
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8
7
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Iτ(n)−7 Iτ(n)−6 Iτ(n)−5 Iτ(n)−4 Iτ(n)−3 Iτ(n)−2 Iτ(n)−1 Iτ(n) Iτ(n)+1
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
Σn+5F2, τ(n + 5) = τ(n) + 2
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Iτ(n)−7 Iτ(n)−6 Iτ(n)−5 Iτ(n)−4 Iτ(n)−3 Iτ(n)−2 Iτ(n)−1 Iτ(n) Iτ(n)+1
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
Σn+6F2, τ(n + 6) = τ(n) + 2
25
23
18
14
15
10
12
14
14
8
9
7
17
13
10
15
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7
8
6
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20
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16
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11
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9
6
10
6
8
8
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5
5
4
20
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15
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9
4
7
5
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8
8
5
3
4
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4
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11
7
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4
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10
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4
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Iτ(n)−7 Iτ(n)−6 Iτ(n)−5 Iτ(n)−4 Iτ(n)−3 Iτ(n)−2 Iτ(n)−1 Iτ(n) Iτ(n)+1 Iτ(n)+2
1
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14
15
16
17
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19
20
21
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23
24
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Σn+7F2, τ(n + 7) = τ(n) + 3
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Iτ(n)−7 Iτ(n)−6 Iτ(n)−5 Iτ(n)−4 Iτ(n)−3 Iτ(n)−2 Iτ(n)−1 Iτ(n) Iτ(n)+1
1
2
3
4
5
6
7
8
9
10
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14
15
16
17
18
19
20
21
22
23
24
25
26
27
Σn+8F2, τ(n + 8) = τ(n) + 2
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20
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10
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8
10
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24
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16
18
15
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12
15
11
8
12
8
10
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18
7
9
13
9
5
8
6
8
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7
4
22
21
18
15
16
12
10
11
9
7
12
7
6
17
8
4
5
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8
6
4
6
4
20
16
15
14
6
10
9
7
4
11
8
6
6
3
4
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6
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10
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7
3
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12
10
6
7
3
4
10
9
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Iτ(n)−7 Iτ(n)−6 Iτ(n)−5 Iτ(n)−4 Iτ(n)−3 Iτ(n)−2 Iτ(n)−1 Iτ(n) Iτ(n)+1
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
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23
24
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26
27
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Σn+9F2, τ(n + 9) = τ(n) + 2
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Iτ(n)−7 Iτ(n)−6 Iτ(n)−5 Iτ(n)−4 Iτ(n)−3 Iτ(n)−2 Iτ(n)−1 Iτ(n) Iτ(n)+1
1
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5
6
7
8
9
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12
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14
15
16
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18
19
20
21
22
23
24
25
26
27
28
29
Σn+10F2, τ(n + 10) = τ(n) + 2
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27
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20
15
14
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14
10
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20
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5
24
23
20
17
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14
12
13
11
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19
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10
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8
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5
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12
10
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3
15
8
10
5
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9
6
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8
4
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5
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4
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11
8
6
5
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6
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Iτ(n)−7 Iτ(n)−6 Iτ(n)−5 Iτ(n)−4 Iτ(n)−3 Iτ(n)−2 Iτ(n)−1 Iτ(n) Iτ(n)+1 Iτ(n)+2
1
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5
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7
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13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
Σn+11F2, τ(n + 11) = τ(n) + 3
30
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Iτ(n)−7 Iτ(n)−6 Iτ(n)−5 Iτ(n)−4 Iτ(n)−3 Iτ(n)−2 Iτ(n)−1 Iτ(n) Iτ(n)+1 Iτ(n)+2 Iτ(n)+3
1
2
3
4
5
6
7
8
9
10
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23
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30
31
C
Σn+12F2, τ(n + 12) = τ(n) + 4
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L’estimation de la fonction τ
On se trouve de nouveau le rectangle C de la résolution injective minimale de Σ30F2 pour la
zone
(
Iτ(n+12)−i, 1 ≤ i ≤ 7
)
de la résolution injective minimale de Σn+12F2. Cela conclut donc la
périodicité de la fonction τ d’où le théorème 3.2.2.2.
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ANNEXE B
La procédure de Maple
Dans cette annexe le code pour la procédure de Maple qu’on a utilisé dans le chapitre 3 sera
donné.
r e s t a r t ;
BrownGitler :=module ( )
export BG, BG2, BRG, Ta , adem , ademmat , ademprod , annul , annu l l e f t , annulr ight , annul r l ,
arraygraph , arraygraphique , augmentlbm , bg , bg2 , bga , bgprod , binommod2 ,
bottommattotheright , brown , brown1 , brown2 , brown3 , brown4 , browng i t l e r , code ,
codebg , coltomat , co l tomat la s t , c o l t omat l e f t , count1 , countcolumn , countres ,
countrow , divs , divsm , divsmbottom , divsmlb , d iv smle f t , e c r i r e , ex , exa , exc ,
exco l , exco l red , exrow , exrowred , ext , exta , extractmats , ex t rac t s , f i r s t c o l t oma t ,
generate , graphiquearray , graphiquematrix , graphiqueres , l a t exext , latexextmat ,
matgraph , matgraphique , multinom , pera , per i , remiseazero , reparray , r ep lace ,
r ep lacea r ray , rep lacematr ix , repmat , resgraph , resgraphique , rowtole ftmat , t e s t ;
l o c a l setup ;
g l oba l s ;
opt ion package , load = setup ;
setup :=proc ( )
l o c a l Zero ,One , conver t s ;
g l oba l ‘ type / adbas is ‘ , ‘ type /ad ‘ , ‘ type /SqI ‘ ;
p r i n t ( "Brown−Gi t l e r package " ) :
i n t e r f a c e ( r t a b l e s i z e=i n f i n i t y ) ;
Zero := i d e n t i c a l (0 ) ;
One:= i d e n t i c a l (1 ) ;
‘ type /SqI ‘ :={ Zero ,One , spec func ( nonnegint , s ) } :
‘ type / adbas is ‘ := proc ( a ) # type admi s s i b l e ba s i s
l o c a l i ,A;
i f not type (a , SqI ) then RETURN( f a l s e )
f i ;
A:=[ op ( conver t s ( a ) ) ] ;
f o r i to nops (A)−1 do
i f A[ i ]<2∗A[ i +1] then RETURN( f a l s e )
f i ;
od ;
t rue ;
end :
‘ type /ad ‘ :={ Zero ,One , adbas is , ’ ’ ‘+ ‘ ’ ’ ( adbas i s ) } : # type admi s s i b l e
conver t s :=proc ( a ) # convert s func t i on to array
l o c a l t ;
t :=[ op ( a ) ] ;
t ;
end :
s :=proc ( ) # Steenrod ope ra t i on s
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l o c a l i , j , ans , newargs , f ;
newargs :=[ args ] ;
i f nargs<1 then
ERROR( ‘ product must have at l e a s t one argument . ‘ ) ;
f i ;
# zero=0
i f member (0 , newargs ) then RETURN(0)
f i ;
# a s s o c i a t i v e
newargs :=map( proc (x )
i f type (x , f unc t i on ) and op (0 , x )=‘s ‘ then op (x )
e l s e x
f i ;
end , newargs ) ;
# mu l t i l i n e a r i t y
f o r i to nops ( newargs ) whi l e not type ( newargs [ i ] , ‘+ ‘ ) do
od ;
i f i<=nops ( newargs ) then
f := subs ( a1=op ( newargs [ 1 . . i −1]) ,
a2=op ( newargs [ i +1. . nops ( newargs ) ] ) ,
proc (x )
‘ s ‘ ( a1 , x , a2 ) end ) ;
RETURN(map( f , newargs [ i ] ) mod 2) ;
f i ;
’ procname ’ ( op ( newargs ) ) ;
end :
# end o f setup
end :
#c a l l setup
setup ( ) ;
BG := proc (n : : po s in t )
l o c a l t ;
1 i f n = 1 then
2 RETURN( [ 1 ] )
end i f ;
3 i f n = 2 then
4 RETURN( [ Matrix ( [ [ 2 , s (1 ) ] , [ 0 , 1 ] ] ) ] )
end i f ;
5 i f n = 3 then
6 RETURN(Array ( [ [ Matrix ( [ [ 3 , s (1 ) ] , [ 0 , 2 ] ] ) ] , [ Matrix ( [ [ 2 , s (1 ) ] , [ 0 , 1 ] ] ) ] ] ) )
end i f ;
7 t := Array ( [ [ Matrix ( [ [ 3 , s (1 ) ] , [ 0 , 2 ] ] ) ] , [ Matrix ( [ [ 2 , s (1 ) ] , [ 0 , 1 ] ] ) ] ] ) ;
8 i f n = 4 then
9 bga ( t )
e l s e
10 bga (BG(n−1) )
end i f
end proc
BG2 := proc (n : : i n t ege r , m: : po s in t )
l o c a l t ;
1 i f n = 0 then
2 RETURN(m)
end i f ;
3 i f n = 1 then
4 i f ‘mod ‘ (m, 2 ) = 0 then
5 RETURN(m+1)
e l s e
6 RETURN(Matrix ( [ [m+1, s (1/2∗m+1/2) ] , [ 0 , 1/2∗m+1/2] ] ) )
end i f
end i f ;
7 i f n = 2 then
8 i f ‘mod ‘ (m, 4 ) = 0 then
9 RETURN(BG2(n−1,m+1) )
e l i f ‘mod ‘ (m, 4 ) = 1 then
10 RETURN(Array ( [ [ Matrix ( [ [m+2, s (1/2∗m+1/2) ] , [ 0 , 1/2∗m+3/2] ] ) ] ,
[ Matrix ( [ [ 1 / 2 ∗m+3/2 , s (1/4∗m+3/4) ] , [ 0 , 1/4∗m+3/4] ] ) ] ] ) )
e l i f ‘mod ‘ (m, 4 ) = 2 then
11 RETURN(BG2(n−1,m+1) )
e l i f ‘mod ‘ (m, 4 ) = 3 then
12 RETURN(Matrix ( [ [m+2, s (1/2∗m+1/2) ] , [ 0 , 1/2∗m+3/2] ] ) )
end i f
end i f ;
13 i f n = 3 then
14 i f ‘mod ‘ (m, 4 ) = 0 then
15 RETURN(BG2(n−1,m+1) )
e l i f ‘mod ‘ (m, 4 ) = 1 then
16 RETURN(bg2 (BG2(n−1,m) ) )
e l i f ‘mod ‘ (m, 4 ) = 2 then
178
17 RETURN(BG2(n−1,m+1) )
e l i f ‘mod ‘ (m, 4 ) = 3 then
18 t :=Array ( [ [ Matrix ( [ [m+3, s (1/2∗m+1/2) , s (1/2∗m+3/2) ] , [ 0 , 1 / 2∗m+5/2 ,1/2∗m+3/2] ] ) ] ,
[ Matrix ( [ [ 1 / 2 ∗m+5/2 , s (1/4∗m+5/4) ] , [ 1/2∗m+3/2 , 0 ] , [ 0 , 1/4∗m+5/4] ] ) ] ] )
;
19 RETURN( t )
end i f
end i f ;
20 i f n = 4 then
21 i f ‘mod ‘ (m, 4 ) = 2 then
22 RETURN(BG2(n−1,m+1) )
e l s e
23 RETURN(bg2 (BG2(n−1,m) ) )
end i f
end i f ;
24 i f 3 < n then
25 RETURN(bg2 (BG2(n−1,m) ) )
end i f
end proc
BRG := proc (m: : i n t ege r , n : : i n t e g e r )
l o c a l i ;
1 parse ( cat ( " read " , " ‘BG" , s p r i n t f (%a ,m) , " .m‘ " ) , statement ) ;
2 f o r i to m do
3 i f n = i then
4 parse ( cat ( "RETURN( brg " , s p r i n t f (%a , i ) , " ) " ) , statement )
end i f
end do ;
5 i f m < n then
6 RETURN( procname (m, n−1) )
end i f
end proc
adem := proc ( a : : { SqI , ‘+ ‘( SqI ) })
l o c a l i , A, B, C, S ;
1 i f type (a , ad ) then
2 RETURN(a )
e l i f type (a , ‘+ ‘ ) then
3 RETURN( ‘mod ‘ (map( procname , a ) ,2 ) )
e l s e
4 f o r i to nops ( a )−1 whi l e 2∗op (1 , op ( i +1,a ) ) <= op (1 , op ( i , a ) ) do
5 NULL
end do ;
6 A := op (1 , op ( i , a ) ) ;
7 B := op (1 , op ( i +1,a ) ) ;
8 S := ‘mod ‘ ( multinom (B−A−1,A) ∗ s (A+B)+add (multinom (B+C−A−1,A−2∗C) ∗ s (A+B−C,C) ,
C = max(A−B+1 ,1) . . f l o o r (1/2∗A) ) ,2 ) ;
9 RETURN(adem( ‘mod ‘ ( eva l ( subsop ( i = S , i+1 = NULL, a ) ) , 2 ) ) )
end i f
end proc
ademmat := proc ( )
l o c a l newargs , l , m, i , j , A;
1 l := op ( [ 1 , 1 ] , a rgs ) ;
2 m := op ( [ 1 , 2 ] , a rgs ) ;
3 A := args ;
4 f o r i to l do
5 f o r j to m do
6 A[ i , j ] := adem(A[ i , j ] )
end do
end do ;
7 A
end proc
ademprod := proc ( a : : Matrix , b : : Matrix )
l o c a l c , i , j , k , m, n , p , t ;
1 m, n , p := op ( [ 1 , 1 ] , a ) , op ( [ 1 , 2 ] , b ) , op ( [ 1 , 2 ] , a ) ;
2 i f op ( [ 1 , 1 ] , b ) <> p then
3 e r r o r " incompat ib le dimensions "
end i f ;
4 c := Matrix (m, n) ;
5 f o r i to m do
6 f o r j to n do
7 t := 0 ;
8 f o r k to p do
9 i f a [ i , k ] = 1 or b [ k , j ] = 1 then
10 t := ‘mod ‘ ( t+adem( s ( a [ i , k ]∗b [ k , j ] ) ) , 2 )
e l s e
11 t := ‘mod ‘ ( t+adem( s ( a [ i , k ] , b [ k , j ] ) ) , 2 )
end i f
end do ;
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12 c [ i , j ] := t
end do
end do ;
13 c
end proc
annul := proc (b : : Matrix )
l o c a l m, n , A, i , j , L , K;
1 m := op ( [ 1 , 1 ] , b ) ;
2 n := op ( [ 1 , 2 ] , b ) ;
3 A := b ;
4 L := [ ‘ $ ‘ ( 1 . . m) ] ;
5 K := [ ‘ $ ‘ ( 1 . . n ) ] ;
6 f o r i to m−1 do
7 f o r j from 2 to n do
8 i f type (b [ i , j ] , 1 ) then
9 L := subsop ( i = 0 ,L) ;
10 K := subsop ( j = 0 ,K) ;
11 A := r ep l a c e ( i , j ,A)
end i f
end do
end do ;
12 L := subs (0 = NULL,L) ;
13 K := subs (0 = NULL,K) ;
14 A := LinearAlgebra [ SubMatrix ] (A,L ,K) ;
15 A
end proc
annu l l e f t := proc ( a : : Matrix , b : : Matrix )
l o c a l m, n , A, B, C, i , j , L , K, y , r ;
1 i f op ( [ 1 , 2 ] , a ) <> op ( [ 1 , 1 ] , b ) then
2 e r r o r " incompat ib le dimensions "
end i f ;
3 r := [ ‘ $ ‘ ( 1 . . op ( [ 1 , 1 ] , a ) ) ] ;
4 m := op ( [ 1 , 1 ] , b ) ;
5 n := op ( [ 1 , 2 ] , b ) ;
6 A := b ;
7 L := [ ‘ $ ‘ ( 1 . . m) ] ;
8 K := [ ‘ $ ‘ ( 1 . . n ) ] ;
9 y := [ ‘ $ ‘ ( 1 . . m) ] ;
10 f o r i to m−1 do
11 f o r j from 2 to n do
12 i f type (A[ i , j ] , 1 ) then
13 L := subsop ( i = 0 ,L) ;
14 K := subsop ( j = 0 ,K) ;
15 y := subsop ( i+1 = 0 ,y ) ;
16 A := r ep l a c e ( i , j ,A)
end i f
end do
end do ;
17 L := subs (0 = NULL,L) ;
18 K := subs (0 = NULL,K) ;
19 y := subs (0 = NULL, y ) ;
20 A := LinearAlgebra [ SubMatrix ] (A,L ,K) ;
21 B := LinearAlgebra [ SubMatrix ] ( a , r , y ) ;
22 C := Array ( [B, A] ) ;
23 C
end proc
annu l r i gh t := proc (b : : Matrix , c : : Matrix )
l o c a l m, n , A, B, C, i , j , L , K, y , r ;
1 i f op ( [ 1 , 2 ] , b ) <> op ( [ 1 , 1 ] , c ) then
2 e r r o r " incompat ib le dimensions "
end i f ;
3 r := [ ‘ $ ‘ ( 1 . . op ( [ 1 , 2 ] , c ) ) ] ;
4 m := op ( [ 1 , 1 ] , b ) ;
5 n := op ( [ 1 , 2 ] , b ) ;
6 A := b ;
7 L := [ ‘ $ ‘ ( 1 . . m) ] ;
8 K := [ ‘ $ ‘ ( 1 . . n ) ] ;
9 y := [ ‘ $ ‘ ( 1 . . n ) ] ;
10 f o r i to m−1 do
11 f o r j from 2 to n do
12 i f type (A[ i , j ] , 1 ) then
13 L := subsop ( i = 0 ,L) ;
14 K := subsop ( j = 0 ,K) ;
15 y := subsop ( j−1 = 0 ,y ) ;
16 A := r ep l a c e ( i , j ,A)
end i f
end do
end do ;
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17 L := subs (0 = NULL,L) ;
18 K := subs (0 = NULL,K) ;
19 y := subs (0 = NULL, y ) ;
20 A := LinearAlgebra [ SubMatrix ] (A,L ,K) ;
21 B := LinearAlgebra [ SubMatrix ] ( c , y , r ) ;
22 C := Array ( [A, B] ) ;
23 C
end proc
annu l r l := proc ( a : : Matrix , b : : Matrix , c : : Matrix )
l o c a l m, n , A, B, C, D, i , j , L , K, x , y , r , s ;
1 i f op ( [ 1 , 2 ] , a ) <> op ( [ 1 , 1 ] , b ) then
2 e r r o r " incompat ib le dimensions "
end i f ;
3 i f op ( [ 1 , 2 ] , b ) <> op ( [ 1 , 1 ] , c ) then
4 e r r o r " incompat ib le dimensions "
end i f ;
5 r := [ ‘ $ ‘ ( 1 . . op ( [ 1 , 1 ] , a ) ) ] ;
6 s := [ ‘ $ ‘ ( 1 . . op ( [ 1 , 2 ] , c ) ) ] ;
7 m := op ( [ 1 , 1 ] , b ) ;
8 n := op ( [ 1 , 2 ] , b ) ;
9 A := b ;
10 L := [ ‘ $ ‘ ( 1 . . m) ] ;
11 K := [ ‘ $ ‘ ( 1 . . n ) ] ;
12 x := [ ‘ $ ‘ ( 1 . . m) ] ;
13 y := [ ‘ $ ‘ ( 1 . . n ) ] ;
14 f o r i to m−1 do
15 f o r j from 2 to n do
16 i f type (A[ i , j ] , 1 ) then
17 L := subsop ( i = 0 ,L) ;
18 K := subsop ( j = 0 ,K) ;
19 x := subsop ( i+1 = 0 ,x ) ;
20 y := subsop ( j−1 = 0 ,y ) ;
21 A := r ep l a c e ( i , j ,A)
end i f
end do
end do ;
22 L := subs (0 = NULL,L) ;
23 K := subs (0 = NULL,K) ;
24 y := subs (0 = NULL, y ) ;
25 x := subs (0 = NULL, x ) ;
26 A := LinearAlgebra [ SubMatrix ] (A,L ,K) ;
27 B := LinearAlgebra [ SubMatrix ] ( a , r , x ) ;
28 C := LinearAlgebra [ SubMatrix ] ( c , y , s ) ;
29 D := Array ( [B, A, C] ) ;
30 D
end proc
arraygraph := proc ( a : : Array )
l o c a l i , s , t ;
1 s := ArrayTools [ S i z e ] ( a , 1 ) ;
2 t := matgraph (1 , a [ 1 , 1 ] ) ;
3 f o r i from 2 to s do
4 t := matgraph ( i , a [ i , 1 ] ) , t
end do ;
5 p l o t s [ mu l t ip l e ] ( p lot , t )
end proc
arraygraphique := proc ( a : : Array )
l o c a l i , s , t ;
1 s := ArrayTools [ S i z e ] ( a , 1 ) ;
2 t := matgraphique (1 , a [ 1 , 1 ] ) ;
3 f o r i from 2 to s do
4 t := matgraphique ( i , a [ i , 1 ] ) , t
end do ;
5 p l o t s [ mu l t ip l e ] ( p lot , t )
end proc
augmentlbm := proc ( a : : Matrix )
l o c a l t , m, M, N, i , j ;
1 t := op ( [ 1 , 1 ] , a ) ;
2 m := op ( [ 1 , 2 ] , a ) ;
3 M := Matrix ( t ,m) ;
4 f o r i to t−1 do
5 M[ i , 1 ] := 1
end do ;
6 f o r i from 2 to m do
7 M[ t , i ] := 1
end do ;
8 N := M+a ;
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9 N
end proc
bg := proc ( a : : Array (Matrix ) )
l o c a l s , i , A, b , c , d , m1, m2, m3, m4, e , n , t , h , x , y , z , g ;
1 i f ArrayTools [ S i z e ] ( a , 2 ) <> 1 then
2 e r r o r " incompat ib le dimensions "
end i f ;
3 s := ArrayTools [ S i z e ] ( a , 1 ) ;
4 f o r i to s−1 do
5 i f op ( [ 1 , 2 ] , a [ i , 1 ] ) <> op ( [ 1 , 1 ] , a [ i +1 ,1 ]) then
6 e r r o r " incompat ib le dimensions "
end i f
end do ;
7 A := Array (1 . . s+1,1 . . 1) ;
8 b := augmentlbm ( a [ 1 , 1 ] ) ;
9 A[ 1 , 1 ] := bottommattotheright (b) ;
10 f o r i from 2 to s do
11 c := augmentlbm ( a [ i −1 ,1 ]) ;
12 d := augmentlbm ( a [ i , 1 ] ) ;
13 m1 := LinearAlgebra [ SubMatrix ] ( d , [ 1 . . op ( [ 1 , 1 ] , d ) −1] , [1 . . op ( [ 1 , 2 ] , d ) ] ) ;
14 m2 := f i r s t c o l t oma t (d) ;
15 m3 := extractmats ( bgprod ( c , d ) ) ;
16 m4 := divsmbottom ( c ) ;
17 A[ i , 1 ] := ‘< ,> ‘( ‘<|> ‘(m1,m2) , ‘ <|> ‘(m3,m4) )
end do ;
18 e := augmentlbm ( a [ s , 1 ] ) ;
19 n := rowto le f tmat ( e ) ;
20 t := divsmlb ( e ) ;
21 A[ s +1 ,1] := ‘< ,> ‘(n , t ) ;
22 A
end proc
bg2 := proc ( a : : Array (Matrix ) )
l o c a l A, k , i ;
1 A := bga ( a ) ;
2 k := ArrayTools [ S i z e ] (A, 1 ) ;
3 f o r i from 0 to k−1 do
4 i f op ( [ 1 , 2 ] ,A[ k−i , 1 ] ) = 1 then
5 A := Array (1 . . k−i −1,1 . . 1 ,A)
end i f
end do ;
6 A
end proc
bga := proc ( a : : Array (Matrix ) )
l o c a l s , i , A, b , c , d , m1, m2, m3, m4, e , n , t , h , x , y , z , g , r , k ;
1 i f ArrayTools [ S i z e ] ( a , 2 ) <> 1 then
2 e r r o r " incompat ib le dimensions "
end i f ;
3 s := ArrayTools [ S i z e ] ( a , 1 ) ;
4 f o r i to s−1 do
5 i f op ( [ 1 , 2 ] , a [ i , 1 ] ) <> op ( [ 1 , 1 ] , a [ i +1 ,1 ]) then
6 e r r o r " incompat ib le dimensions "
end i f
end do ;
7 A := Array (1 . . s+1,1 . . 1) ;
8 b := augmentlbm ( a [ 1 , 1 ] ) ;
9 A[ 1 , 1 ] := bottommattotheright (b) ;
10 f o r i from 2 to s do
11 c := augmentlbm( a [ i −1 ,1 ]) ;
12 d := augmentlbm ( a [ i , 1 ] ) ;
13 m1 := LinearAlgebra [ SubMatrix ] ( d , [ 1 . . op ( [ 1 , 1 ] , d ) −1] , [1 . . op ( [ 1 , 2 ] , d ) ] ) ;
14 m2 := f i r s t c o l t oma t (d) ;
15 m3 := extractmats ( bgprod ( c , d ) ) ;
16 m4 := divsmbottom ( c ) ;
17 A[ i , 1 ] := ‘< ,> ‘( ‘<|> ‘(m1,m2) , ‘ <|> ‘(m3,m4) )
end do ;
18 e := augmentlbm ( a [ s , 1 ] ) ;
19 n := rowto le f tmat ( e ) ;
20 t := divsmlb ( e ) ;
21 A[ s +1 ,1] := ‘< ,> ‘(n , t ) ;
22 h := ArrayTools [ S i z e ] (A, 1 ) ;
23 g := annu l r i ght (A[ 1 , 1 ] ,A[ 2 , 1 ] ) ;
24 A[ 1 , 1 ] := g [ 1 ] ;
25 A[ 2 , 1 ] := g [ 2 ] ;
26 f o r i from 2 to h−1 do
27 x := A[ i −1 ,1 ] ;
28 y := A[ i , 1 ] ;
29 z := A[ i +1 ,1 ] ;
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30 r := annu l r l (x , y , z ) ;
31 A[ i −1 ,1] := r [ 1 ] ;
32 A[ i , 1 ] := r [ 2 ] ;
33 A[ i +1 ,1] := r [ 3 ]
end do ;
34 k := annu l l e f t (A[ h−1 ,1 ] ,A[ h , 1 ] ) ;
35 A[ h−1 ,1] := k [ 1 ] ;
36 A[ h , 1 ] := k [ 2 ] ;
37 A
end proc
bgprod := proc ( a : : Matrix , b : : Matrix )
l o c a l c , i , j , k , m, n , p , r , s , t ;
1 m, n , p := op ( [ 1 , 1 ] , a ) , op ( [ 1 , 2 ] , b ) , op ( [ 1 , 2 ] , a ) ;
2 i f op ( [ 1 , 1 ] , b ) <> p then
3 e r r o r " incompat ib le dimensions "
end i f ;
4 c := Matrix (m, n) ;
5 r := LinearAlgebra [ SubMatrix ] ( a , [ 1 . . m−1 ] , [ 2 . . p ] ) ;
6 s := LinearAlgebra [ SubMatrix ] ( b , [ 1 . . p−1 ] , [ 2 . . n ] ) ;
7 t := ademprod ( r , s ) ;
8 f o r i to m−1 do
9 c [ i , 1 ] := a [ i , 1 ]
end do ;
10 f o r j from 2 to n do
11 c [m, j ] := b [ p , j ]
end do ;
12 f o r i to m−1 do
13 f o r j from 2 to n do
14 c [ i , j ] := t [ i , j −1]
end do
end do ;
15 c
end proc
binommod2 := proc ( a : : i n t ege r , b : : i n t e g e r )
1 i f B i t s [And ] ( a , b ) = b then
2 RETURN(1)
e l s e
3 RETURN(0)
end i f
end proc
bottommattotheright := proc ( a : : Matrix )
l o c a l d , f ;
1 d := co l t omat l a s t ( a ) ;
2 f := ‘< ,> ‘( ‘<|> ‘(a , d) ) ;
3 f
end proc
brown := proc ( a : : Array )
l o c a l s , b , c , d , j ;
1 s := ArrayTools [ S i z e ] ( a , 1 ) ;
2 b := Array (1 . . s , 1 . . 1) ;
3 c := Array (1 . . s , 1 . . 1) ;
4 d := Array (1 . . s+1,1 . . 1) ;
5 f o r j to s do
6 b [ j , 1 ] := seq ( i +1, i = a [ j , 1 ] ) ;
7 c [ j , 1 ] := seq ( remi seaze ro ( i ) , i = b [ j , 1 ] ) ;
8 c [ j , 1 ] := subs (0 = NULL, [ c [ j , 1 ] ] ) ;
9 c [ j , 1 ] := op ( c [ j , 1 ] )
end do ;
10 f o r j from 2 to s do
11 d [ j , 1 ] := [ b [ j , 1 ] , c [ j −1 , 1 ] ] ;
12 d [ j , 1 ] := so r t (d [ j , 1 ] ) ;
13 d [ j , 1 ] := op (d [ j , 1 ] )
end do ;
14 d [ 1 , 1 ] := b [ 1 , 1 ] ;
15 d [ s +1 ,1] := s o r t ( [ c [ s , 1 ] ] ) ;
16 d [ s +1 ,1] := op (d [ s +1 ,1]) ;
17 d
end proc
brown1 := proc (m: : i n t e g e r )
l o c a l i , fp , t ;
1 fp := fopen ( cat ( "BGA" ,m, " . txt " ) ,WRITE) ;
2 f p r i n t f ( fp , ‘BG1:=proc (n : : i n t e g e r ) \n\ t l o c a l t ; opt ions remember ; \ n ‘ ) ;
3 f o r i to m do
4 t := BG( i ) ;
5 f p r i n t f ( fp , ‘ \ t i f n=%a then\n\ t \ t RETURN(%a ) \n \ t f i ; \ n ‘ , i , t )
end do ;
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6 f p r i n t f ( fp , ‘ \ t i f n>%a then \n\ t \ t RETURN(bga (BG1(n−1) ) ) \n \ t f i ; \ n end : \ n ‘ ,m) ;
7 f c l o s e ( fp )
end proc
brown2 := proc (m: : i n t e g e r )
l o c a l fp ;
1 fp := fopen ( cat ( " add " ,m, " . txt " ) ,WRITE) ;
2 f p r i n t f ( fp , ‘ \ t i f n=%a then\n\ t \ t RETURN(%a ) \n \ t f i ; \ n ‘ , i ,BG( i ) ) ;
3 f c l o s e ( fp )
end proc
brown3 := proc (m: : i n t e g e r )
l o c a l i ;
1 f o r i to m do
2 cat ( brg , s p r i n t f (%a , i ) ) := BG( i )
end do ;
3 parse ( cat ( " save " , s p r i n t f ("%q " , anames ( user ) ) , " , ‘BG" , s p r i n t f (%a ,m) , " .m‘ " ) , statement )
end proc
brown4 := proc (m: : i n t e g e r )
1 cat ( brg , s p r i n t f (%a ,m) ) := BG(m) ;
2 save cat ( brg , s p r i n t f (%a ,m) ) , cat (Brown , s p r i n t f (%a ,m) , ‘ .m‘ )
end proc
browng i t l e r := proc (n : : i n t e g e r )
l o c a l a ;
1 i f n = 1 then
2 RETURN( [ 1 ] )
e l i f n = 2 then
3 a := Array (1 . . 2 ,1 . . 1) ;
4 a [ 1 , 1 ] := 2 ;
5 a [ 2 , 1 ] := 1 ;
6 RETURN(a )
e l s e
7 RETURN(brown ( browng i t l e r (n−1) ) )
end i f
end proc
code := proc (m: : i n t ege r , M: : Array )
l o c a l i , l , doc , docu , f i l ;
1 doc := fopen ( cat ( " graph " ,m, " . txt " ) ,WRITE) ;
2 f c l o s e ( doc ) ;
3 docu := fopen ( cat ( " graphe " ,m, " . txt " ) ,WRITE) ;
4 f c l o s e ( docu ) ;
5 f i l := fopen ( cat ( " t ex t e " ,m, " . txt " ) ,WRITE) ;
6 f c l o s e ( f i l ) ;
7 l := ArrayTools [ S i z e ] (M, 1 ) ;
8 f o r i to l do
9 e c r i r e (m, i ,M[ i , 1 ] )
end do
end proc
codebg := proc (n : : i n t e g e r )
1 code (n ,BG(n) )
end proc
coltomat := proc ( a : : Matrix )
l o c a l c , i , j , k , m;
1 i f op ( [ 1 , 2 ] , a ) <> 1 then
2 e r r o r " incompat ib le dimensions "
end i f ;
3 m := op ( [ 1 , 1 ] , a ) ;
4 j := 0 ;
5 f o r i to m do
6 i f ‘mod ‘ ( a [ i , 1 ] , 2 ) = 0 then
7 j := j+1
end i f
end do ;
8 c := Matrix ( j , 1 ) ;
9 k := 1 ;
10 f o r i to m do
11 i f ‘mod ‘ ( a [ i , 1 ] , 2 ) = 0 then
12 c [ k , 1 ] := 1/2∗a [ i , 1 ] ;
13 k := k+1
end i f
end do ;
14 c
end proc
co l t omat l a s t := proc ( a : : Matrix )
l o c a l c , i , j , k , m, l ;
1 m := op ( [ 1 , 1 ] , a ) ;
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2 j := 0 ;
3 f o r i to m−1 do
4 i f ‘mod ‘ ( a [ i , 1 ] , 2 ) = 0 then
5 j := j+1
end i f
end do ;
6 c := Matrix (m, j ) ;
7 k := 1 ;
8 f o r i to m−1 do
9 i f ‘mod ‘ ( a [ i , 1 ] , 2 ) = 0 then
10 c [ i , k ] := s (1/2∗ a [ i , 1 ] ) ;
11 c [m, k ] := 1/2∗a [ i , 1 ] ;
12 k := k+1
end i f
end do ;
13 c
end proc
c o l t oma t l e f t := proc ( a : : Matrix )
l o c a l c , i , j , k , m, l ;
1 m := op ( [ 1 , 1 ] , a ) ;
2 j := 0 ;
3 f o r i to m−1 do
4 i f ‘mod ‘ ( a [ i , 1 ] , 2 ) = 0 then
5 j := j+1
end i f
end do ;
6 c := Matrix (m−1, j +1) ;
7 k := 2 ;
8 f o r i to m−1 do
9 i f ‘mod ‘ ( a [ i , 1 ] , 2 ) = 0 then
memory used=3.8MB, a l l o c =8.3MB, time=0.10
10 c [ i , k ] := s (1/2∗ a [ i , 1 ] ) ;
11 c [ i , 1 ] := a [ i , 1 ] ;
12 k := k+1
end i f
end do ;
13 c
end proc
count1 := proc (n : : i n t ege r , a : : Array (Matrix ) )
l o c a l h , A, i ;
1 i f ArrayTools [ S i z e ] ( a , 2 ) <> 1 then
2 e r r o r " incompat ib le dimensions "
end i f ;
3 h := ArrayTools [ S i z e ] ( a , 1 ) ;
4 A := Array (1 . . 1 ,1 . . h+1) ;
5 f o r i to h do
6 A[ 1 , i ] := countcolumn (n , a [ i , 1 ] )
end do ;
7 A[ 1 , h+1] := countrow (n , a [ h , 1 ] ) ;
8 A
end proc
countcolumn := proc (n : : i n t ege r , a : : Matrix )
l o c a l k , t , i ;
1 k := op ( [ 1 , 1 ] , a ) ;
2 t := 0 ;
3 f o r i to k−1 do
4 i f a [ i , 1 ] = n then
5 t := t+1
end i f
end do ;
6 t
end proc
countre s := proc (n : : i n t ege r , a : : Array (Matrix ) )
l o c a l h , A, i ;
1 i f ArrayTools [ S i z e ] ( a , 2 ) <> 1 then
2 e r r o r " incompat ib le dimensions "
end i f ;
3 h := ArrayTools [ S i z e ] ( a , 1 ) ;
4 A := Array (1 . . h+2,1 . . 1) ;
5 f o r i to h do
6 A[ i , 1 ] := [ i −1, countcolumn (n , a [ i , 1 ] ) ]
end do ;
7 A[ h+1 ,1] := [ h , countrow (n , a [ h , 1 ] ) ] ;
8 A[ h+2 ,1] := [ n ] ;
9 A
end proc
countrow := proc (n : : i n t ege r , a : : Matrix )
l o c a l k , l , t , i ;
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1 l := op ( [ 1 , 1 ] , a ) ;
2 k := op ( [ 1 , 2 ] , a ) ;
3 t := 0 ;
4 f o r i from 2 to k do
5 i f a [ l , i ] = n then
6 t := t+1
end i f
end do ;
7 t
end proc
d iv s := proc ( a : : { SqI , ‘+ ‘( SqI ) })
l o c a l newargs , l , i , c , d ;
1 i f not type (a , ad ) then
2 RETURN( d ivs ( ‘mod ‘ ( adem( a ) ,2 ) ) )
end i f ;
3 i f type (a , ‘+ ‘ ) then
4 RETURN( ‘mod ‘ (map( procname , a ) ,2 ) )
e l i f a = 0 then
5 RETURN(0)
e l i f a = 1 then
6 RETURN(1)
e l s e
7 newargs := [ op ( a ) ] ;
8 d := [ ] ;
9 f o r i to nops ( a ) do
10 i f ‘mod ‘ ( newargs [ i ] , 2 ) = 0 then
11 d := [ op (d) , 1/2∗ newargs [ i ] ]
e l s e
12 d := [ op (d) , 0 ]
end i f
end do ;
13 RETURN( s ( op (d) ) )
end i f
end proc
divsm := proc ( a : : Matrix )
l o c a l newargs , l , m, i , j , A, c ;
1 l := op ( [ 1 , 1 ] , a ) ;
2 m := op ( [ 1 , 2 ] , a ) ;
3 A := Matrix ( l ,m) ;
4 f o r i to l do
5 f o r j to m do
6 A[ i , j ] := d ivs (adem( a [ i , j ] ) )
end do
end do ;
7 A
end proc
divsmbottom := proc ( a : : Matrix )
l o c a l newargs , l , m, i , j , A, c , B, L , K, x , y , E, z , F ;
1 l := op ( [ 1 , 1 ] , a rgs ) ;
2 m := op ( [ 1 , 2 ] , a rgs ) ;
3 A := a ;
4 x := 0 ;
5 y := 0 ;
6 L := [ ] ;
7 K := [ ] ;
8 f o r j to l−1 do
9 i f ‘mod ‘ (A[ j , 1 ] , 2 ) = 0 then
10 x := x+1;
11 L := [ op (L) , j ]
end i f
end do ;
12 f o r j from 2 to m do
13 i f ‘mod ‘ (A[ l , j ] , 2 ) = 0 then
14 y := y+1;
15 K := [ op (K) , j ]
end i f
end do ;
16 B := Matrix (1 , y ) ;
17 z := 1 ;
18 f o r j from 2 to m do
19 i f ‘mod ‘ (A[ l , j ] , 2 ) = 0 then
20 B[ 1 , z ] := 1/2∗A[ l , j ] ;
21 z := z+1
end i f
end do ;
22 E := LinearAlgebra [ SubMatrix ] (A,L ,K) ;
23 E := divsm (E) ;
24 F := ‘< ,> ‘(E,B) ;
25 F
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end proc
divsmlb := proc ( a : : Matrix )
l o c a l newargs , l , m, i , j , A, c , B, L , K, x , y , E, z , F ;
1 l := op ( [ 1 , 1 ] , a rgs ) ;
2 m := op ( [ 1 , 2 ] , a rgs ) ;
3 x := 0 ;
4 y := 0 ;
5 L := [ ] ;
6 K := [ ] ;
7 f o r j from 2 to m do
8 i f ‘mod ‘ ( a [ l , j ] , 2 ) = 0 then
9 y := y+1;
10 K := [ op (K) , j ]
end i f
end do ;
11 B := Matrix (1 , y+1) ;
12 z := 1 ;
13 f o r j from 2 to m do
14 i f ‘mod ‘ ( a [ l , j ] , 2 ) = 0 then
15 B[ 1 , z+1] := 1/2∗a [ l , j ] ;
16 z := z+1
end i f
end do ;
17 E := d iv sm l e f t ( a ) ;
18 F := ‘< ,> ‘( ‘< ,> ‘(E) , ‘< ,> ‘(B) ) ;
19 F
end proc
d i v sm l e f t := proc ( )
l o c a l newargs , l , m, i , j , A, c , B, L , K, x , y , E, z , F , k ;
1 l := op ( [ 1 , 1 ] , a rgs ) ;
2 m := op ( [ 1 , 2 ] , a rgs ) ;
3 A := args ;
4 x := 0 ;
5 y := 0 ;
6 L := [ ] ;
7 K := [ ] ;
8 f o r j to l−1 do
9 i f ‘mod ‘ (A[ j , 1 ] , 2 ) = 0 then
10 x := x+1;
11 L := [ op (L) , j ]
end i f
end do ;
12 f o r j from 2 to m do
13 i f ‘mod ‘ (A[ l , j ] , 2 ) = 0 then
14 y := y+1;
15 K := [ op (K) , j ]
end i f
end do ;
16 B := Matrix (x , 1 ) ;
17 k := 1 ;
18 f o r j to l−1 do
19 i f ‘mod ‘ (A[ j , 1 ] , 2 ) = 0 then
20 B[ k , 1 ] := 1/2∗A[ j , 1 ] ;
21 k := k+1
end i f
end do ;
22 E := LinearAlgebra [ SubMatrix ] (A,L ,K) ;
23 E := divsm (E) ;
24 F := ‘< ,> ‘( ‘<|> ‘(B,E) ) ;
25 F
end proc
e c r i r e := proc (m: : i n t ege r , n : : i n t ege r , M: : Matrix )
l o c a l c , l , i , j , doc , f i l , docu , ten ;
1 c := ArrayTools [ S i z e ] (M, 2 ) ;
2 l := ArrayTools [ S i z e ] (M, 1 ) ;
3 doc := fopen ( cat ( " graph " ,m, " . txt " ) ,APPEND) ;
4 docu := fopen ( cat ( " graphe " ,m, " . txt " ) ,APPEND) ;
5 f i l := fopen ( cat ( " t ex t e " ,m, " . txt " ) ,APPEND) ;
6 f o r i to l−1 do
7 f p r i n t f ( doc , ‘ \ \ node [ rounded corners , f i l l =gray ! 2 5 ] (%aa%a ) at (%a , %a ) [ draw ]
{$%a$ } ;\n ‘ , n , i , n ,M[ i , 1 ] ,M[ i , 1 ] ) ;
8 f p r i n t f ( docu , ‘ \ \ node [ rounded corners , f i l l =gray ! 2 5 ] (%aa%a ) at (%a , %a ) [ draw ]
{$%a$ } ;\n ‘ , n , i , n ,M[ i , 1 ] ,M[ i , 1 ] )
end do ;
9 f p r i n t f ( doc , ‘ \ n ‘ ) ;
10 f p r i n t f ( docu , ‘ \ n ‘ ) ;
11 f o r j from 2 to c do
12 f p r i n t f ( doc , ‘ \ \ node [ rounded corners , f i l l =gray ! 2 5 ] (%aa%a ) at (%a , %a ) [ draw ]
{$%a$ } ;\n ‘ , n+1, j −1,n+1,M[ l , j ] ,M[ l , j ] ) ;
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13 f p r i n t f ( docu , ‘ \ \ node [ rounded corners , f i l l =gray ! 2 5 ] (%aa%a ) at (%a , %a ) [ draw ]
{$%a$ } ;\n ‘ , n+1, j −1,n+1,M[ l , j ] ,M[ l , j ] )
end do ;
14 f o r i to l−1 do
15 f o r j from 2 to c do
16 i f M[ i , j ] <> 0 then
17 i f generate (M[ i , j ] ) = 1 then
18 f p r i n t f ( doc , ‘ \ \ draw [− ] (%aa%a ) −− (%aa%a ) ; \ n ‘ , n , i , n+1, j−1) ;
19 f p r i n t f ( docu , ‘ \ \ draw [− ] (%aa%a ) −− (%aa%a ) ; \ n ‘ , n , i , n+1, j−1) ;
20 f p r i n t f ( f i l , ‘ $%a[%a ]:%a:%a[%a ] $ ;\\\\ \n ‘ , n ,M[ i , 1 ] ,M[ i , j ] , n+1,M[ l , j ] )
e l i f generate (M[ i , j ] ) = 0 then
21 f p r i n t f ( doc , ‘ \ \ draw [− , c o l o r=blue ] (%aa%a ) −− (%aa%a ) ; \ n ‘ , n , i , n+1, j−1) ;
22 f p r i n t f ( f i l , ‘ $%a[%a ]:%a:%a[%a ] $ ;\\\\ \n ‘ , n ,M[ i , 1 ] ,M[ i , j ] , n+1,M[ l , j ] )
end i f
end i f
end do
end do ;
23 f p r i n t f ( doc , ‘ \ n ‘ ) ;
24 f p r i n t f ( f i l , ‘ \ n ‘ ) ;
25 f p r i n t f ( docu , ‘ \ n ‘ ) ;
26 f c l o s e ( doc ) ;
27 f c l o s e ( docu ) ;
28 f c l o s e ( f i l )
end proc
ex := proc (k : : i n t e g e r )
l o c a l z , A, l , x , i , j ;
1 z := BG(k ) ;
2 A := Matrix (k+1,k+1) ;
3 A[ 1 , 1 ] := k ;
4 f o r l from 2 to k+1 do
5 A[ l , 1 ] := l −2;
6 A[ 1 , l ] := l−1
end do ;
7 f o r i from 2 to k+1 do
8 f o r j from 2 to k+1 do
9 A[ i , j ] := ext ( i −2, j −1,k )
end do
end do ;
10 A
end proc
exa := proc ( z : : Array )
l o c a l A, l , x , i , j , k ;
1 k := ArrayTools [ S i z e ] ( z , 1 ) ;
2 A := Matrix (k+1,k+1) ;
3 A[ 1 , 1 ] := k ;
4 f o r l from 2 to k+1 do
5 A[ l , 1 ] := l −2;
6 A[ 1 , l ] := l−1
end do ;
7 f o r i from 2 to k+1 do
8 f o r j from 2 to k+1 do
9 A[ i , j ] := ext ( i −2, j −1,k )
end do
end do ;
10 A
end proc
exc := proc ( a : : SqI )
l o c a l i , n , t ;
1 i f not type (a , adbas i s ) then
2 e r r o r ‘ argument must be admiss ib l e ‘
end i f ;
3 i f type (a , adbas i s ) then
4 n := nops ( a ) ;
5 t := [ op ( a ) ] [ 1 ] ;
6 f o r i from 2 to n do
7 t := t−[op ( a ) ] [ i ]
end do
end i f ;
8 t
end proc
exco l := proc ( i : : i n t ege r , k : : i n t e g e r )
l o c a l z , A, l , x , j ;
1 z := BG(k ) ;
2 A := Matrix (2 , k+1) ;
3 f o r l from 2 to k+1 do
4 A[ 1 , l ] := ext ( i , l −1,k ) ;
5 A[ 2 , l ] := l−1
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end do ;
6 A[ 1 , 1 ] := Ext ( i , j , k ) ;
7 A[ 2 , 1 ] := j ;
8 A
end proc
exco l r ed := proc ( i : : i n t ege r , k : : i n t e g e r )
l o c a l z , A, l , x , j , L , K;
1 z := BG(k ) ;
2 L := [ ‘ $ ‘ ( 1 . . 2) ] ;
3 K := [ 1 ] ;
4 A := Matrix (2 , k+1) ;
5 f o r l from 2 to k+1 do
6 A[ 1 , l ] := ext ( i , l −1,k ) ;
7 A[ 2 , l ] := l −1;
8 i f A[ 1 , l ] <> 0 then
9 K := [ op (K) , l ]
end i f
end do ;
10 A[ 1 , 1 ] := Ext ( i , j , k ) ;
11 A[ 2 , 1 ] := j ;
12 A := LinearAlgebra [ SubMatrix ] (A,L ,K) ;
13 A
end proc
exrow := proc ( j : : i n t ege r , k : : i n t e g e r )
l o c a l z , A, l , x , i ;
1 z := BG(k ) ;
2 A := Matrix (2 , k+1) ;
3 f o r l from 2 to k+1 do
4 A[ 1 , l ] := ext ( l −2, j , k ) ;
5 A[ 2 , l ] := l−2
end do ;
6 A[ 1 , 1 ] := Ext ( i , j , k ) ;
7 A[ 2 , 1 ] := i ;
8 A
end proc
exrowred := proc ( j : : i n t ege r , k : : i n t e g e r )
l o c a l z , A, l , x , i , L , K;
1 z := BG(k ) ;
2 L := [ ‘ $ ‘ ( 1 . . 2) ] ;
3 K := [ 1 ] ;
4 A := Matrix (2 , k+1) ;
5 f o r l from 2 to k+1 do
6 A[ 1 , l ] := ext ( l −2, j , k ) ;
7 A[ 2 , l ] := l −2;
8 i f A[ 1 , l ] <> 0 then
9 K := [ op (K) , l ]
end i f
end do ;
10 A[ 1 , 1 ] := Ext ( i , j , k ) ;
11 A[ 2 , 1 ] := i ;
12 A := LinearAlgebra [ SubMatrix ] (A,L ,K) ;
13 A
end proc
ext := proc ( i : : i n t ege r , j : : i n t ege r , k : : i n t e g e r )
l o c a l z , A, l , x ;
1 z := BG(k ) ;
2 A := Array (1 . . 1 ,1 . . k ) ;
3 f o r l to k do
4 A[ 1 , l ] := count1 ( l , z )
end do ;
5 x := A[ 1 , j ] ;
6 x := x [ 1 , i +1] ;
7 x
end proc
exta := proc ( i : : i n t ege r , j : : i n t ege r , z : : Array )
l o c a l k , A, l , x ;
1 k := ArrayTools [ S i z e ] ( z , 1 ) ;
2 A := Array (1 . . 1 ,1 . . k ) ;
3 f o r l to k do
4 A[ 1 , l ] := count1 ( l , z )
end do ;
5 x := A[ 1 , j ] ;
6 x := x [ 1 , i +1] ;
7 x
end proc
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extractmats := proc ( a : : Matrix )
l o c a l m, n , l , k , i , j , A;
1 m := op ( [ 1 , 1 ] , a ) ;
2 n := op ( [ 1 , 2 ] , a ) ;
3 l := 0 ;
4 f o r j to m−1 do
5 i f ‘mod ‘ ( a [ j , 1 ] , 2 ) = 0 then
6 l := l+1
end i f
end do ;
7 A := Matrix ( l +1,n) ;
8 f o r i from 2 to n do
9 k := 1 ;
10 A[ l +1, i ] := a [m, i ] ;
11 f o r j to m−1 do
12 i f ‘mod ‘ ( a [ j , 1 ] , 2 ) = 0 then
13 A[ k , i ] := ex t r a c t s (1/2∗ a [ j , 1 ] , a [ j , i ] ) ;
14 A[ k , 1 ] := 1/2∗a [ j , 1 ] ;
15 k := k+1
end i f
end do
end do ;
16 A
end proc
ex t r a c t s := proc (n : : pos int , a : : { SqI , ‘+ ‘( SqI ) })
l o c a l b ;
1 b := adem( a ) ;
2 i f type (b , ‘+ ‘ ) then
3 RETURN( ‘mod ‘ (map2( procname , n , b) ,2 ) )
e l i f op (1 , b ) = n then
4 i f a = s (n) then
5 RETURN(1)
e l s e
6 RETURN( s ( op (2 . . nops (b) ,b ) ) )
end i f
e l s e
7 RETURN(0)
end i f
end proc
f i r s t c o l t oma t := proc ( a : : Matrix )
l o c a l c , i , j , k , m, l ;
1 m := op ( [ 1 , 1 ] , a ) ;
2 j := 0 ;
3 f o r i to m−1 do
4 i f ‘mod ‘ ( a [ i , 1 ] , 2 ) = 0 then
5 j := j+1
end i f
end do ;
6 c := Matrix (m−1, j ) ;
7 k := 1 ;
8 f o r i to m−1 do
9 i f ‘mod ‘ ( a [ i , 1 ] , 2 ) = 0 then
10 c [ i , k ] := s (1/2∗ a [ i , 1 ] ) ;
11 k := k+1
end i f
end do ;
12 c
end proc
generate := proc ( a : : { SqI , ‘+ ‘( SqI ) })
l o c a l i , A, B, C, S ;
1 i f type (a , SqI ) then
2 i f type (a , s ( i n t e g e r ) ) then
3 RETURN(1)
e l s e
4 RETURN(0)
end i f
e l i f type (a , ‘+ ‘ ) then
5 RETURN(map( procname , a ) )
end i f
end proc
graphiquearray := proc ( a : : Array )
l o c a l i , s , t ;
1 s := ArrayTools [ S i z e ] ( a , 1 ) ;
2 t := graphiquematr ix (1 , a [ 1 , 1 ] ) ;
3 f o r i from 2 to s do
4 t := graphiquematr ix ( i , a [ i , 1 ] ) , t
end do ;
190
5 p l o t s [ mu l t ip l e ] ( p lot , t )
end proc
graphiquematr ix := proc (n : : i n t ege r , m: : Matrix )
l o c a l h , k , i , j , M, N, t , r ;
1 h := ArrayTools [ S i z e ] (m, 1 ) ;
2 k := ArrayTools [ S i z e ] (m, 2 ) ;
3 M := Matrix (h−1 ,2) ;
4 N := Matrix (k−1 ,2) ;
5 f o r i to h−1 do
6 M[ i , 1 ] := n ;
7 M[ i , 2 ] := (m( i , 1 ) ∗10^(1+ f l o o r ( l og [ 1 0 ] ( i ) ) )+i ) /(10^(1+ f l o o r ( l og [ 1 0 ] ( i ) ) ) )
end do ;
8 f o r j to k−1 do
9 N[ j , 1 ] := n+1;
10 N[ j , 2 ] := (m(h , j +1)∗10^(1+ f l o o r ( l og [ 1 0 ] ( j ) ) )+j ) /(10^(1+ f l o o r ( l og [ 1 0 ] ( j ) ) ) )
end do ;
11 t := [ ‘ <| > ‘( ‘ < , > ‘(0 ,0) , ‘ < , > ‘(0 ,0) ) ] ;
12 f o r i to h−1 do
13 f o r j from 2 to k do
14 i f m[ i , j ] <> 0 then
15 t := [ ‘ <|> ‘( ‘ < ,> ‘(n , n+1) , ‘< ,> ‘(M[ i , 2 ] ,N[ j −1 ,2 ]) ) ] , t
end i f
end do
end do ;
16 r := [M, s t y l e = point ] , [N, s t y l e = point ] , t
end proc
graph iquere s := proc (n : : i n t e g e r )
1 RETURN( graphiquearray (BG(n) ) )
end proc
l a t e x ex t := proc (k : : i n t e g e r )
l o c a l fp , i , j , n ;
1 fp := fopen ( cat ( " ex tens i on " , s p r i n t f (%a , k ) , " . txt " ) ,WRITE) ;
2 f o r n from 3 to k do
3 f p r i n t f ( fp , ‘ \ n ‘ ) ;
4 f p r i n t f ( fp , ‘ \ \ begin { tab l e }\n ‘ ) ;
5 f p r i n t f ( fp , ‘ \ \ begin { tabu la r }{∗{%a }{ | c } |}\n ‘ , n+1) ;
6 f p r i n t f ( fp , ‘ \ \ h l i n e \n ‘ ) ;
7 f p r i n t f ( fp , ‘ \ \ backs lashbox { j }{ i } ‘ ) ;
8 f o r i to n do
9 f p r i n t f ( fp , ‘& %a ‘ , i −1)
end do ;
10 f p r i n t f ( fp , ‘ \\\\\n\\ h l ine ‘ ) ;
11 f o r i from 2 to n+1 do
12 f p r i n t f ( fp ,%a , n−i +2) ;
13 f o r j to n do
14 i f ext ( j −1,n−i +2,n) = 1 then
15 f p r i n t f ( fp , ‘& \\ c e l l c o l o r { blue !25}%a ‘ , ext ( j −1,n−i +2,n) )
e l i f 1 < ext ( j −1,n−i +2,n) then
16 f p r i n t f ( fp , ‘& \\ c e l l c o l o r { red !50}%a ‘ , ext ( j −1,n−i +2,n) )
e l i f ext ( j −1,n−i +2,n) = 0 then
17 f p r i n t f ( fp , ‘& ‘ )
end i f
end do ;
18 f p r i n t f ( fp , ‘ \\\\\n\\ h l ine ‘ )
end do ;
19 f p r i n t f ( fp , ‘ \ \ end{ tabu la r }\n ‘ ) ;
20 f p r i n t f ( fp , ‘ \ \ capt ion {$\\mathrm{Ext}_{\\mathcal {U}}^{ i }\\ l e f t (\\ Sigma^{ j }
\\mathbb{F}_2,\\ Sigma^{%a}\\mathbb{F}_2\\ r i gh t ) $ } ‘ , n ) ;
21 f p r i n t f ( fp , ‘ \ \ end{ tab l e }\n ‘ )
end do ;
22 f c l o s e ( fp )
end proc
latexextmat := proc (n : : i n t e g e r )
l o c a l fp , i , j ;
1 fp := fopen ( cat ( " ext " , s p r i n t f (%a , n) , " . txt " ) ,WRITE) ;
2 f p r i n t f ( fp , ‘ \ \ begin { tab l e }\n ‘ ) ;
3 f p r i n t f ( fp , ‘ \ \ begin { tabu la r }{∗{%a }{ | c } |}\n ‘ , n+1) ;
4 f p r i n t f ( fp , ‘ \ \ h l i n e \n ‘ ) ;
5 f p r i n t f ( fp , ‘ \ \ backs lashbox { j }{ i } ‘ ) ;
6 f o r i to n do
7 f p r i n t f ( fp , ‘& %a ‘ , i −1)
end do ;
8 f p r i n t f ( fp , ‘ \\\\\n\\ h l ine ‘ ) ;
9 f o r i from 2 to n+1 do
10 f p r i n t f ( fp ,%a , n−i +2) ;
11 f o r j to n do
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12 i f ext ( j −1,n−i +2,n) = 1 then
13 f p r i n t f ( fp , ‘& \\ c e l l c o l o r { blue !25}%a ‘ , ext ( j −1,n−i +2,n) )
e l i f 1 < ext ( j −1,n−i +2,n) then
14 f p r i n t f ( fp , ‘& \\ c e l l c o l o r { red !50}%a ‘ , ext ( j −1,n−i +2,n) )
e l i f ext ( j −1,n−i +2,n) = 0 then
15 f p r i n t f ( fp , ‘& ‘ )
end i f
end do ;
16 f p r i n t f ( fp , ‘ \\\\\n\\ h l ine ‘ )
end do ;
17 f p r i n t f ( fp , ‘ \ \ end{ tabu la r }\n ‘ ) ;
18 f p r i n t f ( fp , ‘ \ \ capt ion {$\\mathrm{Ext}_{\\mathcal {U}}^{ i }\\ l e f t (\\ Sigma^{ j }
\\mathbb{F}_2,\\ Sigma^{%a}\\mathbb{F}_2\\ r i g h t ) $ } ‘ , n ) ;
19 f p r i n t f ( fp , ‘ \ \ end{ tab l e }\n ‘ ) ;
20 f c l o s e ( fp )
end proc
matgraph := proc (n : : i n t ege r , m: : Matrix )
l o c a l h , k , i , j , M, N, t , r ;
1 h := ArrayTools [ S i z e ] (m, 1 ) ;
2 k := ArrayTools [ S i z e ] (m, 2 ) ;
3 M := Matrix (h−1 ,2) ;
4 N := Matrix (k−1 ,2) ;
5 f o r i to h−1 do
6 M[ i , 1 ] := n ;
7 M[ i , 2 ] := (m( i , 1 ) ∗10^(1+ f l o o r ( l og [ 1 0 ] ( i ) ) )+i ) /(10^(1+ f l o o r ( l og [ 1 0 ] ( i ) ) ) )
end do ;
8 f o r j to k−1 do
9 N[ j , 1 ] := n+1;
10 N[ j , 2 ] := (m(h , j +1)∗10^(1+ f l o o r ( l og [ 1 0 ] ( j ) ) )+j ) /(10^(1+ f l o o r ( l og [ 1 0 ] ( j ) ) ) )
end do ;
11 t := [ ‘ <| > ‘( ‘ < , > ‘(0 ,0) , ‘ < , > ‘(0 ,0) ) ] ;
12 f o r i to h−1 do
13 f o r j from 2 to k do
14 i f m[ i , j ] <> 0 then
15 i f generate (m[ i , j ] ) = 1 then
16 t := [ ‘ <|> ‘( ‘ < ,> ‘(n , n+1) , ‘< ,> ‘(M[ i , 2 ] ,N[ j −1 ,2 ]) ) ] , t
end i f
end i f
end do
end do ;
17 r := [M, s t y l e = point ] , [N, s t y l e = point ] , t
end proc
matgraphique := proc (n : : i n t ege r , m: : Matrix )
l o c a l h , k , i , j , M, N, t , r ;
1 h := ArrayTools [ S i z e ] (m, 1 ) ;
2 k := ArrayTools [ S i z e ] (m, 2 ) ;
3 M := Matrix (h−1 ,2) ;
4 N := Matrix (k−1 ,2) ;
5 f o r i to h−1 do
6 M[ i , 1 ] := n ;
7 M[ i , 2 ] := (m( i , 1 ) ∗10^(1+ f l o o r ( l og [ 1 0 ] ( i ) ) )+i ) /(10^(1+ f l o o r ( l og [ 1 0 ] ( i ) ) ) )
end do ;
8 f o r j to k−1 do
9 N[ j , 1 ] := n+1;
10 N[ j , 2 ] := (m(h , j +1)∗10^(1+ f l o o r ( l og [ 1 0 ] ( j ) ) )+j ) /(10^(1+ f l o o r ( l og [ 1 0 ] ( j ) ) ) )
end do ;
11 t := [ ‘ <| > ‘( ‘ < , > ‘(0 ,0) , ‘ < , > ‘(0 ,0) ) ] ;
12 f o r i to h−1 do
13 f o r j from 2 to k do
14 i f m[ i , j ] <> 0 then
15 i f type (m[ i , j ] , s ( i n t e g e r ) ) then
16 t := [ ‘ <|> ‘( ‘ < ,> ‘(n , n+1) , ‘< ,> ‘(M[ i , 2 ] ,N[ j −1 ,2 ]) ) ] , t
e l s e
17 t :=[ ‘ <|> ‘( ‘ < ,> ‘(n , n+1) , ‘< ,> ‘(M[ i , 2 ] ,N[ j −1 ,2 ]) ) , l i n e s t y l e =[dot , longdash ] ] , t
end i f
end i f
end do
end do ;
18 r := [M, s t y l e = point ] , [N, s t y l e = point ] , t
end proc
multinom := proc ( )
l o c a l f , L , S ;
1 L := [ args ] ;
2 i f not type (L , l i s t ( i n t e g e r ) ) then
3 ERROR( ‘ I nva l i d arguments ‘ )
end i f ;
4 i f not type (L , l i s t ( nonnegint ) ) then
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5 RETURN(0)
end i f ;
6 f := n −> 1/2∗n−1/2∗ ‘mod ‘ ( n , 2 ) ;
7 S := convert (L , s e t ) ;
8 i f nops (S) = 1 and op (1 , S) = 0 then
9 RETURN(1)
e l i f 1 < convert ( ‘mod ‘ ( L , 2 ) , ‘+ ‘) then
10 RETURN(0)
e l s e
11 multinom ( op (map( f , L) ) )
end i f
end proc
pera := proc (A : : Array )
l o c a l B, s , i , t ;
1 s := ArrayTools [ S i z e ] (A, 1 ) ;
2 B := Array (1 . . s+1,1 . . 1) ;
3 f o r i to s do
4 B[ i , 1 ] := LinearAlgebra [ Transpose ] ( LinearAlgebra [ Column ] (A[ i , 1 ] , 1 ) ) ;
5 B[ i , 1 ] := so r t (B[ i , 1 ] )
end do ;
6 t := op ( [ 1 , 1 ] ,A[ s , 1 ] ) ;
7 B[ s +1 ,1] := LinearAlgebra [Row ] (A[ s , 1 ] , t ) ;
8 B[ s +1 ,1] := s o r t (B[ s +1 ,1 ]) ;
9 B
end proc
p e r i := proc (n : : po s in t )
l o c a l A, B, s , i , t ;
1 A := BG(n) ;
2 s := ArrayTools [ S i z e ] (A, 1 ) ;
3 B := Array (1 . . s+1,1 . . 1) ;
4 f o r i to s do
5 B[ i , 1 ] := LinearAlgebra [ Transpose ] ( LinearAlgebra [ Column ] (A[ i , 1 ] , 1 ) ) ;
6 B[ i , 1 ] := so r t (B[ i , 1 ] )
end do ;
7 t := op ( [ 1 , 1 ] ,A[ s , 1 ] ) ;
8 B[ s +1 ,1] := LinearAlgebra [Row ] (A[ s , 1 ] , t ) ;
9 B[ s +1 ,1] := s o r t (B[ s +1 ,1 ]) ;
10 B
end proc
remi seaze ro := proc ( a : : i n t e g e r )
1 i f ‘mod ‘ ( a , 2 ) <> 0 then
memory used=3.8MB, a l l o c =8.3MB, time=0.10
2 RETURN(0)
e l s e
3 RETURN(1/2∗ a )
end i f
end proc
reparray := proc ( a : : Array )
l o c a l s , S , i ;
1 s := ArrayTools [ S i z e ] ( a , 1 ) ;
2 S := Array (1 . . s , 1 . . 1) ;
3 f o r i to s do
4 S [ i , 1 ] := repmat ( a [ i , 1 ] )
end do ;
5 S
end proc
r ep l a c e := proc ( i : : i n t ege r , j : : i n t ege r , a : : Matrix )
l o c a l m, n , A, k , l ;
1 i f op ( [ 1 , 1 ] , a ) < i or op ( [ 1 , 2 ] , a ) < j then
2 e r r o r " incompat ib le dimensions "
end i f ;
3 m := op ( [ 1 , 1 ] , a ) ;
4 n := op ( [ 1 , 2 ] , a ) ;
5 A := a ;
6 f o r k to m−1 do
7 f o r l from 2 to n do
8 i f k <> i and l <> j then
9 i f A[ i , l ] = 1 then
10 A[ k , l ] := ‘mod ‘ ( t e s t (A[m, l ] , ‘mod ‘ (A[ k , l ]+A[ k , j ] , 2 ) ) , 2 )
e l i f A[ k , j ] = 1 then
11 A[ k , l ] := ‘mod ‘ ( t e s t (A[m, l ] , ‘mod ‘ (A[ k , l ]+A[ i , l ] , 2 ) ) , 2 )
e l s e
12 A[ k , l ] := ‘mod ‘ ( t e s t (A[m, l ] , ‘mod ‘ (A[ k , l ]+adem( s (A[ k , j ] ,A[ i , l ] ) ) , 2 ) ) , 2 )
end i f
end i f
end do
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end do ;
13 f o r k to m−1 do
14 A[ k , j ] := 0
end do ;
15 f o r l from 2 to n do
16 A[ i , l ] := 0
end do ;
17 A
end proc
r ep l a c ea r r ay := proc ( a : : Array )
l o c a l s , S , i ;
1 s := ArrayTools [ S i z e ] ( a , 1 ) ;
2 S := Array (1 . . s , 1 . . 1) ;
3 f o r i to s do
4 S [ i , 1 ] := rep lacemat r ix ( a [ i , 1 ] )
end do ;
5 S
end proc
r ep lacemat r ix := proc (m: : Matrix )
l o c a l n , k , M, i , j ;
1 n := ArrayTools [ S i z e ] (m, 1 ) ;
2 k := ArrayTools [ S i z e ] (m, 2 ) ;
3 M := Matrix (n , k ) ;
4 f o r i to n−1 do
5 M[ i , 1 ] := m[ i , 1 ]
end do ;
6 f o r i from 2 to k do
7 M[ n , i ] := m[ n , i ]
end do ;
8 f o r i to n−1 do
9 f o r j from 2 to k do
10 i f m[ i , j ] <> 0 then
11 M[ i , j ] := "x "
end i f
end do
end do ;
12 M
end proc
repmat := proc (m: : Matrix )
l o c a l n , k , M, i , j ;
1 n := ArrayTools [ S i z e ] (m, 1 ) ;
2 k := ArrayTools [ S i z e ] (m, 2 ) ;
3 M := Matrix (n , k ) ;
4 f o r i to n−1 do
5 M[ i , 1 ] := m[ i , 1 ]
end do ;
6 f o r i from 2 to k do
7 M[ n , i ] := m[ n , i ]
end do ;
8 f o r i to n−1 do
9 f o r j from 2 to k do
10 i f m[ i , j ] <> 0 then
11 i f generate (m[ i , j ] ) = 1 then
12 M[ i , j ] := x
e l s e
13 M[ i , j ] := t
end i f
end i f
end do
end do ;
14 M
end proc
resgraph := proc (n : : i n t e g e r )
1 RETURN( arraygraph (BG(n) ) )
end proc
re sg raph ique := proc (n : : i n t e g e r )
1 RETURN( arraygraphique (BG(n) ) )
end proc
rowto le f tmat := proc ( a : : Matrix )
l o c a l c , i , j , k , m, l , t ;
1 t := op ( [ 1 , 1 ] , a ) ;
2 m := op ( [ 1 , 2 ] , a ) ;
3 j := 0 ;
4 f o r i from 2 to m do
5 i f ‘mod ‘ ( a [ t , i ] , 2 ) = 0 then
6 j := j+1
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end i f
end do ;
7 c := Matrix (m−1, j +1) ;
8 k := 2 ;
9 f o r i from 2 to m do
10 c [ i −1 ,1] := a [ t , i ] ;
11 i f ‘mod ‘ ( a [ t , i ] , 2 ) = 0 then
12 c [ i −1,k ] := s (1/2∗ a [ t , i ] ) ;
13 k := k+1
end i f
end do ;
14 c
end proc
t e s t := proc (m: : pos int , a : : { SqI , ‘+ ‘( SqI ) })
l o c a l b ;
1 b := adem( a ) ;
2 i f type (b , ‘+ ‘ ) then
3 RETURN( ‘mod ‘ (map2( procname ,m, b) ,2 ) )
e l i f type (b , adbas i s ) then
4 i f m < exc (b) then
5 RETURN(0)
e l s e
6 RETURN(b)
end i f
end i f
end proc
end module :
#Save to Persona l Lib :
s a v e l i b ( ’ BrownGitler ’ ) ;
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Algèbre homologique dans la catégorie des modules instables
Cette thèse présente l’étude des résolutions injectives de certains objets de la catégorie U des modules instables,
nécessaire pour faire l’algèbre homologique dans cette catégorie. Plus précisément, on donne des descriptions sur la
résolution injective minimale du module F (1) ainsi que celles des cohomologies des sphères ΣnF2.
Nous introduisons à cet effet de la pseudo-hyper résolution. Elle permet de construire une résolution explicite d’un
module instable à partir d’une suite acyclique dont la première homologie est ce module. Cette construction ressemble
à celle de l’hyper résolution mais n’est pas identique. Dans notre situation, on joue directement sur les termes de
la suite acyclique, considère la résolution de chaque terme et les rassemble pour avoir un faux complexe double. En
s’appuyant sur l’injectivité des modules de ce complexe double, on y ajoute suffisamment de différentielles pour faire
de la suite totale un complexe qui est en fait une résolution du module considéré. Pour traiter les cohomologies des
sphères, on reformule la pseudo-hyper résolution sous forme d’un algorithme élémentaire appelé BG. Cet algorithme,
joint à la suite à la Bockstein injective, permet d’avoir une description explicite sur une grande partie de la résolution
injective minimale de ΣnF2.
Une seule modeste partie de la partie nilpotente de la résolution injective minimale de F (1) est découverte.
En utilisant les études sur les dérivés `∗(F (1)) et les groupes Ext∗F (I, I), on montre que la partie nilpotente de la
résolution est périodique et calcule explicitement quelques termes de cette partie. Ce sont les ingrédients cruciales pour
montrer que le morphisme naturel ExtrU (ΦnF (1),ΦnF (1))→ ExtrU
(
Φn+1F (1),Φn+1F (1)
)
est injectif dans plusieurs
cas intéressants.
On décore cette thèse avec une nouvelle preuve élémentaire sur la caractérisation de la filtration de Krull de la
catégorie U ainsi qu’un plongement pleinement fidèle de la catégorie Pd de foncteurs polynomiaux stricts dans la
catégorie U.
Mots clés : Morphisme à la Bockstein, groupe extension, torsion de Frobenius, foncteur de Hai, filtration de Krull,
filtration nilpotente, pseudo-hyper résolutions, algèbre de Steenrod, foncteurs polynomiaux stricts, modules instables.
Some homological algebra computations in the category of unstable modules
The aim of this work is to study injective resolutions of certain objects in the category U of unstable modules. More
precisely, we concentrate on the minimal injective resolution of the module F (1) as well as ones of the cohomology of
spheres ΣnF2.
For that purpose, the pseudo-hyper resolution is introduced, allowing to construct an explicit resolution of an
unstable module from an acyclic sequence admitting this module as its first homology. This construction and the
hyper resolution do look alike but are not identical. In our situation, we consider the sequence without splitting it into
short exact sequences to avoid unnecessary concerns about the differentials. Placing the resolutions of each term in the
sequence together, we obtain a fake double complex. Fortunately, the injectivity of modules in this double complex
allow us to insert enough differentials that make the total sequence a complex. This complex is indeed the resolution
for the considered module. To deal with the particular cases of ΣnF2, the pseudo-hyper resolution wil be translated
into the algorithm BG. Together with this procedure, the Bockstein sequence gives a simple description on a large
part of the minimal injective resolution of ΣnF2.
The minimal injective resolution of F (1) is too much to deal with. Few results on this matter have been known.
Luckily the nilpotent part of this resolution is quite accessible. Using the computations on the derived functors `∗(F (1))
and the groupes Ext∗F (I, I) we first show that this part is periodic and then give a simple description for several terms.
These are crucial to show that the natural map ExtrU (ΦnF (1),ΦnF (1))→ ExtrU
(
Φn+1F (1),Φn+1F (1)
)
is injective
in many cases.
The work is also decorated with a new elemenatary proof on the characterization of the Krull filtration and a
fully faithful embedding from the category Pd to the category U.
Keywords : Bockstein morphism, extension group, Frobenius twist, Hai’s functor, Krull filtration, nilpotent filtration,
pseudo-hyper resolutions, Steenrod algebra, strict polynomial functors, unstable modules.
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