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1
Abstract
It is well known that, starting with finite mass, the super-Brownian
motion dies out in finite time. The goal of this article is to show that
with some additional work, one can show finite time die-out for two
types of systems of stochastic differential equations on the lattice Zd.
For our first system, let 1/2 ≤ γ < 1, and consider non-negative
solutions of
du(t, x) = ∆u(t, x)dt+ uγ(t, x)dBx(t), x ∈ Zd
u(0, x) = u0(x) ≥ 0.
Here ∆ is the discrete Laplacian and {Bx : x ∈ Zd} is a system of
independent Brownian motions. We assume that u0 has finite support.
When γ = 1/2, the measure which puts mass u(t, x) at x is a super-
random walk and it is well-known that the process becomes extinct
in finite time a.s. Finite-time extinction is known to be a.s. false if
γ = 1. For 1/2 < γ < 1, we show finite-time die-out by breaking
up the solution into pieces, and showing that each piece dies in finite
time. Unlike the superprocess case, these pieces will not in general
evolve independently.
Our second example involves the mutually catalytic branching sys-
tem of stochastic differential equations on Zd, which was first studied
in Dawson and Perkins [DP98].
dUt(x) = ∆Ut(x)dt+
√
Ut(x)Vt(x)dB1,x(t)
dVt(x) = ∆Vt(x)dt+
√
Ut(x)Vt(x)dB2,x(t)
U0(x) ≥ 0
V0(x) ≥ 0.
By using a somewhat different argument, we show that, depending
on the initial conditions, finite time extinction of one type may occur
with probability 0, or with probability arbitrarily close to 1.
2
1 Introduction
Recently, the Dawson-Watanabe process, or super-Brownian motion, has at-
tracted great interest, and many fascinating properties have come to light.
See Dawson [Daw93] for a survey. These results often rely on the multi-
plicative property of the process. This allows one to study the process as
an infinite system of noninteracting particles, each with infinitesimal mass.
However, it is often much more difficult to prove similar results for systems
with interactions.
In this article, we concentrate on the finite time extinction property. Let
Zt be the total mass of the Dawson-Watanabe process, and assume that the
initial mass Z0 <∞. As is well known, Zt satisfies the Feller equation
dZ =
√
ZdB (1.1)
and with probability 1, Zt reaches 0 in finite time. See Theorem 4.3.6 of
[Kni81] for the exact extinction probabilities. Our goal is to study finite
time extinction for 2 types of systems of stochastic differential equations
(SDE), related to super-random walks, on the lattice Zd.
First, we consider non-negative solutions u(t, x), t ≥ 0, x ∈ Zd to the
following system of stochastic differential equations on the lattice Zd, for
1/2 ≤ γ < 1.
du(t, x) = ∆u(t, x)dt+ uγ(t, x)dBx(t), x ∈ Zd (1.2)
u(0, x) = u0(x) ≥ 0.
Here and throughout the paper, ∆ is the discrete Laplacian on Zd. In other
words, if N (x) is the set of 2d nearest neighbors of x ∈ Zd, and if f(x) is a
function on Zd, then (∆f)(x) =
∑
y∈N (x) f(y)−2df(x). Also, {Bx(t)}x∈Zd is a
collection of independent (Ft)-Brownian motions on some filtered probability
space (Ω,F ,Ft, P ) satisfying the usual right-continuity and completion hy-
potheses, as will all our filtered probability spaces in this work. We assume
that u0(x) equals 0 except at a finite number of points, F, in Z
d. Path-
wise existence and uniqueness holds for solutions of (1.2) by the well-known
method of Yamada and Watanabe which we recall below (Lemma 2.1).
If γ = 1, solutions to (1.2) can be represented in terms of the Feynman-
Kac formula. Let ξ(t) be a continuous time random walk on Zd with infinites-
imal generator ∆ and semigroup Pt, which is independent of the Brownian
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motions Bx. If Ex denotes the expectation with respect to ξ, for ξ(0) = x,
then we have
u(t, x) = Ex
(
u0(ξ(t)) exp
[∫ t
0
dBξ(t−s)(s)− t/2
])
.
Since exp[·] is always strictly positive, and since for each t > 0 there is a
positive probability that ξ(t) lies in the support of u0, it follows that u(t, x) >
0 for all t > 0, x ∈ Zd. Ga¨rtner and Molchanov [GM90] have found many
fascinating properties of solutions for the case γ = 1. We also mention in
passing that a class of processes called “linear systems” has been studied in
the particle systems literature. Such systems are formally similar to solutions
of (1.2) with γ = 1, and Liggett, [Lig85] gives some theorems about the
asymptotic die-out of mass as t→∞.
Next, for γ = 1/2, the measure u(t, x)dµ(x), (where µ is the counting
measure), is the super-Brownian motion with underlying spatial motion ξ(t).
Its total mass satisfies (1.1) and therefore, u(t, x) = 0 for all x and large
enough t
In light of the above two results it is natural to consider the question of
finite time extinction for 1/2 < γ < 1. In this case one can view solutions to
(1.2) as interactive super-random walks in which there is a density dependent
branching rate of u(t, x)γ−1/2 at (t, x). Clearly, for some Brownian motion
B(t), the total mass Z(t) satisfies
dZ(t) =

∑
x∈Zd
u2γ(t, x)


1/2
dB(t). (1.3)
Suppose that H(t) ≥ cZγ(t), where H(t) is nonanticipating. It is known that
with probability 1, solutions to dZ = HdB die out in finite time. See, for
example, Lemma 3.4 of [MP92]. Unfortunately, if u(t, x) is very thinly spread,
[
∑
x∈Zd u
2γ(t, x)]1/2 may be much smaller than Zγ(t). Thus, the coefficient of
dB(t) which appears in (1.3) may be much smaller than Zγ(t). This is the
main difficulty in proving Theorem 1.
Theorem 1 Suppose that 1/2 ≤ γ < 1, d ≥ 1, that u(t, x) satisfies (1.2),
and that u0(x) is equal to 0 except on a finite set F. Then, with probability
1, u(t, x) dies out in finite time. That is, there exists an almost surely finite
random time τ = τ(ω) such that u(t, x) = 0 for all t ≥ τ and x ∈ Zd.
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The strategy of our proof is to show that u(t, x) is not thinly spread, and
therefore Z(t) satisfies an equation like dZ = HdB, where
H ≥ cZγ(t) (1.4)
for some random number c. It is known that solutions to such equations die
out in finite time. Actually, u(t, x) shows a high degree of clumping as x
varies. Here, we were guided by known results for superprocesses. Without
the clumping, we would not be able to show an inequality such as (1.4).
Finite-time extinction is often useful for establishing the compact support
property of solution to continuous parameter parabolic stochastic PDE’s.
The compact support property states that if the initial data has compact
support in R then the same is true of the solution at any positive time.
Often, the compact support property of solutions is proved by showing that
finite-time die-out occurs for the parts of the solution corresponding to large
values of x. For example, this is done in [MP92] and [DP91]. In fact, Theorem
3.10 of [MP92] proves the continuous analogue of Theorem 1 but we were
unable to extend that approach to our lattice systems. At a crucial step in
the proof in [MP92], we used Jensen’s inequality. To prove Theorem 1 we
again use Jensen’s inequality, but we also need to know that the mass of
u(t, x) tends to cluster at a small number of sites.
Next, we introduce a system of SDE’s introduced in [DP98]. Let MF (Z
d)
be the space of finite measures on Zd with the topology of weak convergence.
Consider
dUt(x) = ∆Ut(x)dt +
√
Ut(x)Vt(x)dB1,x(t), x ∈ Zd
dVt(x) = ∆Vt(x)dt+
√
Ut(x)Vt(x)dB2,x(t), x ∈ Zd (1.5)
U0, V0 ∈ MF (Zd).
Here, {Bi,x(t)}x∈Zd;i=1,2 is a collection of independent Ft-Brownian motions
(Ft are as above) and ∆ is the discrete Laplacian on Zd.
Such a pair of processes arise as the large population limit of two inter-
acting branching populations in which the branching rate of each type at
x ∈ Zd is proportional to the amount of the other type at x. As each type
“catalyzes” the reproduction of the other type, it is called the mutually cat-
alytic branching process. One reason for interest in this system is that it was
an extremely simple example of interactive branching for which uniqueness in
law was not known. [Myt98] and [DP98] proved weak existence and unique-
ness of solutions to (1.5) by means of a self-duality argument proposed by
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Mytnik. Uniqueness in law for general systems involving interactive branch-
ing rates remains unresolved even for quite smooth rates. The original reason
for interest in (1.5) was the qualitative behaviour of its continuum analogues
in 2 or more dimensions (the one dimensional case is treated in [DP98]). The
singularity of super-Brownian motion (for d ≥ 2) and the fact that each type
solves the heat equation in the absence of the other, suggests that the two
types separate and have densities away from their “interface”. In [DEF+99]
this description is made precise, at least for d = 2.
The components U·, V· are continuous MF (Z
d)-valued processes a.s., so
let PU0,V0 denote the law of the solution on C([0,∞),MF (Zd)2). We set
〈U, φ〉 = ∑x∈Zd φ(x)U(x) for bounded φ and U ∈ MF (Zd). The long time
behavior of solutions to (1.5) was studied in [DP98]. It is easy to see that
(〈Ut, 1〉, 〈Vt, 1〉) is a conformal martingale in the first quadrant and hence
converges a.s. as t → ∞ to (〈U∞, 1〉, 〈V∞, 1〉), say. [DP98] showed that in
the recurrent case (d ≤ 2), 〈U∞, 1〉〈V∞, 1〉 = 0 a.s., while in the transient
case (d ≥ 3), PU0,V0(〈U∞, 1〉〈V∞, 1〉 > 0) > 0. The self-duality then allowed
one to use these results to study the long time behaviour from infinite initial
conditions. For finite initial conditions the above results lead one to ask:
1. Is there finite-time extinction of one type if d ≤ 2?
2. How large is PU0,V0(〈U∞, 1〉〈V∞, 1〉 > 0) for d ≥ 3?
The next two results show that, depending on the initial conditions and in-
dependent of the dimension, finite time extinction can occur with probability
zero or probability very close to one. In particular, this shows that in the
transient case, PU0,V0(〈V∞, 1〉〈V∞, 1〉 > 0) may be arbitrarily small, depend-
ing on (U0, V0).
Our first theorem about this system establishes conditions under which
finite time die-out does not occur. As usual U0Pt(x) =
∑
y U0(y)pt(y, x),
where pt(x, y) = P (ξt = x|ξ0 = y). If x = (x1, . . . , xd) ∈ Zd, then |x| =∑d
i=1 |xi|.
Theorem 2 Assume that for t large enough (say t > t0),
lim inf
|x|→∞
U0Pt(x)
V0Pt(x)
= lim inf
|x|→∞
V0Pt(x)
U0Pt(x)
= 0. (1.6)
Then PU0,V0(〈Ut, 1〉〈Vt, 1〉 > 0 ∀t > 0) = 1.
In Proposition 4.1 we give a large class of initial conditions which satisfy
(1.6).
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Our second result about this case says that under certain conditions, finite
time extinction can occur, at least for one of the species.
Theorem 3 Assume λ1 ≥ λ2 > 0, λ0 > 4λ1−3λ2, and for some 0 < c1 ≤ c2,
c1e
−λ1|x| ≤ V0(x) ≤ c2e−λ2|x| for all x.
For any ε > 0 and t1 > 0 ∃η > 0 such that if U0(x) ≤ ηe−λ0|x| then
PU0,V0 (Ut ≡ 0 ∀t ≥ t1) ≥ 1− ε.
Note the above conditions are satisfied in particular if λ0 > λ1 = λ2.
We will see that to achieve smaller values of ε, we must take smaller
values of η. Both of the above results will be stated and proved for more
general generators than ∆ in Section 4.
If (U, V ) solves (1.5), then so does (cU, cV ) (with a modified initial condi-
tion). We can take c = K/η in the above result to see that if λi are as above,
M ≥ 1, and U0(x) ≤ Ke−λ0|x|, then for any ε, t1 > 0 there is a c1 sufficiently
large so that the conclusion of Theorem 3 holds whenever
c1e
−λ1|x| ≤ V0(x) ≤ c1Me−λ2|x|.
Here is the plan of our article. We will first deal with (1.2). Section 2
contains some lemmas, including uniqueness for (1.2). In Section 3 we prove
Theorem 1. In Section 4 we turn to (1.5) and prove more general versions of
Theorems 2 and 3.
2 Some Lemmas
In this section, we prove some preliminary facts and lemmas. Our first lemma
gives uniqueness for (1.2). This result follows from the method of Yamada
andWatanabe (see Theorem V.40.1 of Rogers and Williams [RW87]). Almost
the same proof is given below, but we include it for completeness.
Lemma 2.1 Suppose that
∑
x∈Zd u0(x) < ∞. Then pathwise uniqueness
holds for (1.2).
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Proof. Suppose that u(t, x), v(t, x) are 2 solutions of (1.2). An easy
application of Fatou’s Lemma shows that
E(
∑
x
u(t, x) + v(t, x)) ≤∑
x
u(0, x) + v(0, x) <∞, (2.1)
and in fact with a bit more work one can show equality holds in the above.
Note that ||x|γ − |y|γ|2 ≤ |x − y|2γ, and since γ > 1/2, ∫0+ u−2γdu = ∞.
Therefore, proceeding as in [RW87], section V.40, we find that for each x ∈
Zd,
|u(t, x)− v(t, x)| (2.2)
=
∫ t
0
sgn(u(s, x)− v(s, x)) [uγ(s, x)− vγ(s, x)] dBx(s)
+
∫ t
0
sgn(u(s, x)− v(s, x)) [∆u(s, x)−∆v(s, x)] ds.
Note that by the definition of ∆,∑
x∈Zd
|∆u(s, x)−∆v(s, x)| ≤ ∑
x∈Zd
(4d) |u(s, x)− v(s, x)| (2.3)
Taking expectations and summing over x ∈ Zd in (2.2), and using (2.3), we
find that
∑
x∈Zd
E |u(t, x)− v(t, x)| ≤
∫ t
0
∑
x∈Zd
(4d)E |u(s, x)− v(s, x)| ds.
Thus, (2.1) and Gronwall’s lemma imply that∑
x∈Zd
E |u(t, x)− v(t, x)| = 0
and Lemma 2.1 follows.
Standard arguments show weak existence of solutions to (1.2) (e.g., as in
section 2 of [DP98]), and just as for finite dimensional SDE (see V.17.1 of
[RW87]), this and the above result imply pathwise existence for solutions of
(1.2) and the uniqueness of its law on C([0,∞),MF (Zd)).
Let Y be a Poisson random variable with parameter λ, and suppose that
H is a non-negative integer. Then, by Stirling’s formula,
P (Y ≥ H) =
∞∑
k=0
λ(k+H)
(k +H)!
e−λ
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≤ λ
H
H !
∞∑
k=0
λk
k!
e−λ
≤ Cλ
H
√
HHHe−H
. (2.4)
The next lemma follows from an easy application of Itoˆ’s lemma. See Ch.
5 of [Wal86] for the result in the more delicate continuum setting.
Lemma 2.2 (1.2) is equivalent to the following system of integral equations.
u(t, x) =
∑
y∈Zd
G(t, x− y)u0(y) (2.5)
+
∫ t
0
∑
y∈Zd
G(t− s, x− y) · uγ(s, y)dBy(s), x ∈ Zd,
where G(t, x) is the fundamental solution of the discrete heat equation on Zd.
A standard consequence of pathwise uniqueness is
Lemma 2.3 (1.2) has the strong Markov property with respect to the σ-fields
Ft.
If x ∈ Zd, let xi denote the ith component of the vector x. Fix an integer
N > 0, and let DN = {x ∈ Zd : |xi| ≤ N for all i = 1, . . . , d}. Note that DN
has at most (3N)d sites. Let ∂DN be the boundary of DN . In other words,
let ∂DN be the set of points in Z
d \DN which are nearest neighbors of some
point in DN . Recall that x, y ∈ Zd are nearest neighbors if the Euclidean
distance between them is 1. For future use, we denote DN = DN ∪∂DN . We
reserve the notation u(t, x) for the unique solution of (1.2).
Lemma 2.4 Let v0(x) be a non-negative function supported on DN . Suppose
that for t > 0 and x ∈ Zd, v(t, x) satisfies
dv(t, x) = ∆v(t, x)dt+ vγ(t, x)dBx(t) if x ∈ DN (2.6)
v(t, x) = 0 if x ∈ DcN
v(0, x) = v0(x) if x ∈ DN
with v0(x) ≤ u0(x). For x ∈ Zd \DN , let v(t, x) = 0. Then, with probability
1, for all (t, x) ∈ [0,∞)× Zd we have v(t, x) ≤ u(t, x).
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Proof. The lemma follows from standard comparison arguments. See, for
example, [Kot92].
As in Lemma 2.2, the solution v to (2.6) will satisfy
v(t, x) =
∑
y∈Zd
GN(t, x− y)v0(y) (2.7)
+
∫ t
0
∑
y∈Zd
GN(t− s, x− y) · vγ(s, y)dBy(s), x ∈ DN ,
where GN(t, x) is the fundamental solution of the discrete heat equation on
Zd with 0 boundary conditions on ∂DN .
We will at times use the following consequence of Jensen’s inequality.
Let M > 0, suppose that p > 1, and that a1, . . . , aM are non-negative real
numbers. Then,
M∑
k=1
apk = M
(
M∑
k=1
apk
1
M
)
(2.8)
≥ M
(
M∑
k=1
ak
1
M
)p
= M1−p
(
M∑
k=1
ak
)p
.
For the following lemma, let #S denote the cardinality of the set S.
Lemma 2.5 Suppose that v(t, x) satisfies (2.6), and let
V (t) =
∑
x∈DN
v(t, x).
Let ∂−DN be the points in DN which are nearest neighbors to ∂DN . Then
there exists a Brownian motion B(t) and a predictable functional H(t) ≥
(3N)−(2γ−1)d/2V γ(t) such that V (t) satisfies the following stochastic differen-
tial equation:
dV (t) = − ∑
x∈∂−DN
v(t, x)[2d−#(N (x) ∩DN)]dt (2.9)
+H(t)dB(t)
V (0) =
∑
x∈DN
v(0, x)
10
Proof. Summing over x ∈ DN , combining the Brownian motions and using
(2.8) with p = 2γ, we get the lemma.
The following lemma is a special case of Lemma 3.4 of [MP92].
Lemma 2.6 Let A > 0, γ ∈ (1/2, 1), and let Z(t) satisfy
dZ(t) = AZγ(t)dB(t)
Z(0) = z0 > 0.
Let τ be the first time t that Z(t) = 0, and let τ = ∞ if Z(t) never reaches
0. There is a constant C(γ) depending only on γ such that
P (Z(t) > 0) = P (τ > t) ≤ C(γ)A−2z2−2γ0 t−1.
Lemma 2.6 has the following simple corollary.
Lemma 2.7 Let Xt, t ≤ T , be a continuous non-negative supermartingale
with martingale part ∫ t
0
HsdBs
for some Brownian motion Bt and for some predictable process Ht. If L ≥ 1
and A > 0, then
P
(
XT > 0,
∫ T
0
1(Ht ≥ AXγt )dt ≥ T/L
)
≤ C(γ, L)A−2X2−2γ0 T−1.
Proof. Let σ(t) =
∫ t∧TX
0 H
2
uA
−2X−2γu du, where TX = inf{t : Xt = 0}, and
define τ(s) = inf{t : σ(t) > s}, if s < σ(TX); and τ(s) = TX , if s ≥ σ(TX).
Then Zt = Xτ(t) is a right continuous non-negative supermartingale with
continuous martingale part given by
∫ t∧TZ
0 AZ
γ
s d˜Bs for some Brownian motion
B˜. Z may only have negative jumps. Let Yt be the unique solution of
Yt = X0 +
∫ t
0
AY γs dB˜s.
A well-known comparison theorem (Theorem V.43.1 of [RW87] is easily mod-
ified to cover this case) shows that Zt− ≤ Yt for all t ≥ 0 a.s. and so it follows
easily that Xt ≤ Yσ(t) for all t ≥ 0 a.s. Clearly
∫ T
0
1(Ht ≥ AXγt )dt ≥ T/L
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and T < TX imply σ(T ) ≥ T/L. Recalling that both X and Y will stick at
0 after they first hit 0, we see that
P
(
XT > 0,
∫ T
0
1(Ht ≥ AXγt )dt ≥ T/L
)
≤ P
(
σ(T ) ≥ T/L, Yσ(T ) > 0
)
≤ P
(
YT/L > 0
)
,
and Lemma 2.6 completes the proof.
Lemma 2.8 Suppose that f and g are non-negative functions on Zd such
that
∑
x
f(x) ≤ M,
∑
x
g(x)f(x) ≤ K.
Then ∑
x
g(x)2−2γf(x) ≤ K2−2γM2γ−1.
Proof. By Ho¨lder’s inequality,
∑
x
g(x)2−2γf(x) =
∑
x
[
(g(x)f(x))2−2γ f(x)1−(2−2γ)
]
≤
[∑
x
g(x)f(x)
]2−2γ [∑
x
f(x)
]2γ−1
≤ K2−2γM (2γ−1).
Our final result shows that we can split up solutions at t = 0 in an
appropriate manner. First we observe that since 2γ > 1, if a, b > 0 then
(a + b)2γ ≥ a2γ + b2γ .
Lemma 2.9 Fix n ≥ 0, and let u0 : Zd → [0,∞). For each 1 ≤ i ≤ n, let Si
be a finite subset of Zd, and let wi,0(·) be a non-negative function supported
on Si. Assume that
n∑
i=1
wi,0(x) ≤ u0(x).
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Then on some filtered probability space, (Ω,F ,Ft, P ), we may define inde-
pendent Ft-Brownian motions {Bi,x : 1 ≤ i ≤ n, x ∈ Zd}, independent
Ft-Brownian motions {Bx : x ∈ Zd} (the 2 collections will not be mutually
independent), and non-negative (Ft)-predictable continuous functions u(·, x)
and wi(·, x), Hi(·, x) (i ≤ n, x ∈ Zd) such that the following holds. First, the
wi(t, x) satisfy
dwi(t, x) = ∆wi(t, x)dt +Hi(t, x)dBi,x(t) if x ∈ Si (2.10)
wi(t, x) = 0 if x 6∈ Si
wi(0, x) = wi,0(x)
and u(t, x) satisfies (1.2). Secondly,
Hi(t, x) ≥ wi(t, x)γ.
Finally, with probability 1, for all t ≥ 0, x ∈ Zd, we have
n∑
i=1
wi(t, x) ≤ u(t, x).
Proof. We give a brief outline of the proof, leaving the details to the
reader. Observe that if the continuous function hi : R
n → R+ is defined by
hi(w1, . . ., wn) =
wγi (
∑n
k=1wk)
γ
(∑n
k=1w
2γ
k
)1/21
(
n∑
k=1
wk > 0
)
, (2.11)
then
hi(w1, . . ., wn) ≥ wγi
and
n∑
i=1
h2i (w1, . . ., wn) =
(
n∑
i=1
wi
)2γ
.
Let h
(m)
i be a sequence of Lipschitz functions onR
n, which converge to hi uni-
formly. More specifically, we define a function φm : R+ → R as follows. Let
φm(w) agree with w
γ on [1/m,∞) and at 0, and define φm(w) by linear inter-
polation on (0, 1/m). Define h
(m)
i as hi but with φm(wi)φm(
∑n
k=1wk) in the
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numerator. It follows that
∑n
i=1 h
(m)
i
2
(w1, . . ., wn) converges to (
∑n
i=1wi)
2γ
uniformly on compacts. Let w
(m)
i (t, x) be the unique solution of
dw
(m)
i (t, x) = ∆w
(m)
i (t, x)dt+ h
(m)
i (w
(m)
1 (t, x), . . ., w
(m)
n (t, x))dBi,x(t)
if x ∈ Si
w
(m)
i (t, x) = 0 if x 6∈ Si
w
(m)
i (0, x) = wi,0(x).
Let z
(m)
i (t, x) be the unique solution of
dz
(m)
i (t, x) = ∆z
(m)
i (t, x)dt+ h
(m)
i (z
(m)
1 (t, x), . . ., z
(m)
n (t, x))dBi,x(t)
z
(m)
i (0, x) = w¯i,0(x),
where w¯i,0(x) ≥ wi,0(x) are chosen such that
m∑
i=1
w¯i,0(x) = u0(x).
Then, standard comparison theorems show that with probability 1,
0 ≤ w(m)i (t, x) ≤ z(m)i (t, x) for all t, x.
Furthermore, we can take a subsequencemk such that (w
(mk)
i (t, x), z
(mk)
i (t, x))
converges in distribution to (wi(t, x), zi(t, x)), where (wi) satisfy (2.10) with
Hi(t, x) = hi(w1(t, x), . . ., wn(t, x)) and
∑n
i=1 zi(t, x) satisfies (1.2). Clearly
with probability 1,
0 ≤ wi(t, x) ≤ zi(t, x) for all t, x, i. (2.12)
This implies Lemma 2.9.
3 Proof of Theorem 1
Our proof depends heavily on the decomposition in Lemma 2.9. We empha-
size that this decomposition is a weak existence theorem, so we are always
dealing with a changing set of Brownian motions and solutions.
First, we set up some notation which we will use in the proof. Fix ε > 0.
Let K be the event that for some T > 0, u(T, x) = 0 for all x ∈ Zd. For
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T ≥ 0, let K(T ) be the event that u(T, x) = 0 for all x ∈ Zd. Note that as
T ↑ ∞, the events K(T ) increase to K. In fact, we show that there exists a
time t∞ such that
P (K(t∞)c) < ε. (3.1)
Then (3.1) implies Theorem 1. From now on, we fix ε > 0 and concentrate
on proving (3.1).
Let ℓ ∈ N be so large that
d · γℓ−1 < 1
8
, (3.2)
and then choose 0 < δ small enough so that
δ <
1
2
γℓ−1(1− γ). (3.3)
We will specify an integer n0 > 0 later. Let
Nn = 2
n.
We define 0 = tn0 < tn0+1 < . . . inductively as follows. Let m¯ be the smallest
integer m such that
mℓ ≥ 2n0/2
and let
tn0+1 = m¯ℓ.
If n > n0 and if we are given tn, we let
tn+1 = tn + 2
−n/2.
Clearly, there exists a finite accumulation point
t∞ = lim
n→∞
tn <∞.
Fix K > 0 and let A0 = A0(K) be the event that
sup
t≥0
∑
x∈Zd
u(t, x) ≤ K.
Let M˜t =
∑
x∈Zd u(t, x). Note that the integrability in (2.1) easily gives that
M˜t is a continuous non-negative martingale. Let τ˜ = τ˜ (T,K) be the first
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time t ≤ T that M˜t ≥ K. If there is no such time, let τ˜ = T . Using the
optional sampling theorem and Markov’s inequality, we get
P (A0(K)c) = lim
T→∞
P
(
M˜τ˜ (T,K) ≥ K
)
(3.4)
≤ M˜0
K
.
For n ≥ n0, tn ≤ t ≤ tn+1, x ∈ Zd, we will inductively define a sequence of
random functions vn(t, x) ≤ u(t, x) as follows. Since the definition of vn(t, x)
for n > n0 is the simplest, we start with that case. Suppose that we have
defined vn−1(t, x) ≤ u(t, x) for tn−1 ≤ t ≤ tn. Let
vn(tn, x) = u(tn, x)− vn−1(tn, x). (3.5)
For tn < t ≤ tn+1, let vn(t, x) satisfy equation (2.6) (of Lemma 2.4), with
N = Nn, so that vn(t, x) ≤ u(t, x) by Lemma 2.4.
Now we give the more complicated definition of vn0(t, x). For 1 ≤ m ≤ m¯,
we call the time intervals [(m−1)(ℓ), m(ℓ)) stages, and we call the subintervals
[k, k+1) ⊂ [(m− 1)(ℓ), m(ℓ)) substages. In order to define vn0(t, x), we first
define a collection of functions wk,z(t, x) for kℓ ≤ t ≤ (k + 1)ℓ, 0 ≤ k < m¯,
z ∈ DNn0 , satisfying∑
z∈DNn0
wk,z(t, x) ≤ u(t, x), kℓ ≤ t ≤ (k + 1)ℓ. (3.6)
We let x+Dk denote the set {x+ y : y ∈ Dk}. Let
N¯n = 2
δn.
Assume that either k = 0 or that wk−1,z has already been defined for z ∈ DNn0
and satisfies (3.6). Let
w0,z(0, x) = u(0, z)1(x = z),
and let
wk,z(kℓ, x) =
∑
y∈DNn0
wk−1,y(kℓ, z)1(x = z).
Therefore (3.6) holds for t = kℓ. In either case, using Lemma 2.9 with
Sz = z +DN¯n0 , z ∈ DNn0 , we let wk,z(t, x) satisfy the following equation for
kℓ ≤ t ≤ (k + 1)ℓ.
dwk,z(t, x) = ∆wk,z(t, x)dt+Hz(t, x)dBz,x(t) x ∈ z +DN¯n0
wk,z(t, x) = 0, x /∈ z +DN¯n0 ,
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whereHz(t, x) is as in Lemma 2.9, and {Bz,x(t)}z,x are independent Brownian
motions. Lemma 2.9 now implies (3.6) and our inductive construction is
complete.
Finally, for 0 ≤ t ≤ tn0+1, we define vn0(t, x) as follows. Let D0Nn0 be the
set of those points z ∈ DNn0 such that
z +DN¯n0 ⊂ DNn0 .
The reason for defining D0Nn0 is that we do not want to include any points
z for which wk,z(t, x) has any support outside of DNn0 . If x 6∈ D0Nn0 , let
vn0(t, x) = 0. If x ∈ D0Nn0 and t ≤ m¯ℓ = tn0+1, choose 0 ≤ k < m¯ such that
kℓ ≤ t ≤ (k + 1)ℓ and let
vn0(t, x) =
∑
z∈D0Nn0
wk,z(t, x) ≤ u(t, x).
Extend vn, wk,z to be identically 0 outside their initial domains of definition
and let Ft be the right-continuous filtration generated by the processes vn,
wk,z, u, and Bz,x up to time t as n, k, z, x range through their respective
domains. Now we label the mass that has “leaked out”. For n ≥ n0, let
Mn =
∑
x∈Zd
[u(tn+1, x)− vn(tn+1, x)].
We will often work with the following sets.
Definition 3.1 For n ≥ n0 let A1,n be the event that
vn(tn+1, x) = 0 for all x ∈ Zd,
and let A2,n be the event that
Mn ≤ 2−2δn .
Define Ai,n0−1 to be the entire space for i = 1 or 2.
Our definitions imply that
K(t∞) ⊃ A0(K) ∩
[
∞⋂
n=n0
A1,n
]
∩
[
∞⋂
n=n0
A2,n
]
.
The following lemma plays an essential role in the proof of Theorem 1.
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Lemma 3.1 If n0 is large enough and n ≥ n0, then
P
(
Ac2,n ∩ A0(K) ∩ A1,n−1
)
≤ 2−2δn,
and in particular, for n0 large enough,
P
(
∞⋃
n=n0
[
Ac2,n ∩A0(K) ∩ A1,n−1
])
≤
∞∑
n=n0
2−2
δn
(3.7)
≤ ε
4
.
Proof. To begin the proof of Lemma 3.1, we consider the case n > n0.
The key to the proof is the observation that on the set A1,n−1 we have
vn(tn, ·) = u(tn, ·). This follows from the definitions of vn and the event
A1,n−1. Let ξxt be our original continuous time random walk, started from
x, and let τxn be the first time t that ξ
x
t 6∈ DNn . The integral equations (2.5)
and (2.7) imply that on A1,n−1 ∈ Ftn ,
E
(∑
x
u(tn+1, x)− vn(tn+1, x)
∣∣∣∣Ftn
)
=
∑
x
u(tn, x)P (τ
x
n < 2
−n/2). (3.8)
Now use (2.5) again to see that
E (Mn1(A0(K) ∩ A1,n−1))
≤ 1(∑
x
u0(x) ≤ K)E
(
1(A1,n−1)E
(∑
x
u(tn+1, x)− vn(tn+1, x)
∣∣∣∣Ftn
))
≤ 1(∑
x
u0(x) ≤ K)E
(∑
x
u(tn, x)P (τ
x
n < 2
−n/2)
)
≤ 1(∑
x
u0(x) ≤ K)
∑
x
u0(x)P (τ
x
n < tn + 2
−n/2 = tn+1)
≤ K sup
x∈F
P (τxn < tn+1).
Denote
‖F‖ = max
x∈F
|x|.
Let St be the number of steps that ξs has taken for s ≤ t. Of course, since
the steps are of size 1, we have that
P (τxn ≤ tn+1) ≤ P
(
Stn+1 > 2
n − ‖F‖
)
.
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Recall the definition of Mn. Also, from the definition of tn0 and tn, we see
that for n0 ≥ n(ℓ),
tn+1 ≤ tn0 +
∞∑
m=n0
2−m/2 ≤ 21+n0/2.
Using (2.4), we conclude that
E [Mn1(A0(K) ∩ A1,n−1)] ≤ KP
(
Stn+1 > 2
n − ‖F‖
)
(3.9)
≤ CK(2dtn+1)
2n−‖F‖√
2n − ‖F‖ (2n − ‖F‖)2n−‖F‖ e−2n+‖F‖
≤ 8−2n
if n is large enough, and thus if n0 is large enough. Using Markov’s inequality,
we have
P
(
{Mn > 2−2n} ∩ A0(K) ∩ A1,n−1
)
≤ 4−2n.
This proves Lemma 3.1 for n > n0 because δ < 1.
Next, we turn to the case n = n0. Note that Mn0 consists of 2 kinds of
mass. Let M
′
n0 refer to the first kind of mass, which escapes from each of
the small cubes x +DN¯n0 . Let M
′′
n0
refer to the second kind of mass, which
escapes from the large cube DNn0 or becomes part of the functions wk,z(t, x),
for those z ∈ D0Nn0 . To be precise, let
M
′
n0 =
∑
x∈Zd

u(tn0+1, x)− ∑
z∈DNn0
wm¯−1,z(tn0+1, x)


and let
M
′′
n0 =
∑
x∈Zd

 ∑
z∈DNn0−D
0
Nn0
wm¯−1,z(tn0+1, x)

 .
Clearly Mn0 = M
′
n0
+M
′′
n0
.
First we deal with M
′
n0
. Let τ¯ be the first time t < ℓ that ξt /∈ DN¯n0
where ξ0 = 0. If there is no such time, let t = ℓ. Using the analogue of (2.7)
for the wk,z, as in (3.8), we get
E
(∑
x
[
u(tn0+1, x)−
∑
z
wm¯−1,z(tn0+1, x)
] ∣∣∣∣∣F(m¯−1)ℓ
)
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=
∑
x
[
u((m¯− 1)ℓ, x)−∑
z
wm¯−1,z((m¯− 1)ℓ, x)P (τ¯ ≥ ℓ)
]
=
∑
x
[
u((m¯− 1)ℓ, x)−∑
z
wm¯−1,z((m¯− 1)ℓ, x)
]
+
∑
x,z
wm¯−1,z((m¯− 1)ℓ, x)P (τ¯ < ℓ)
≤ ∑
x
[
u((m¯− 1)ℓ, x)−∑
z
wm¯−2,z((m¯− 1)ℓ, x)
]
+
∑
x
u((m¯− 1)ℓ, x)P (τ¯ < ℓ).
In the last line we have used (3.6) and the fact that at times kℓ, the redis-
tribution of the mass among the wk,z’s preserves the total mass of
∑
z wk,z.
Therefore
E
(∑
x
[
u(tn0+1, x)−
∑
z
wm¯−1,z(tn0+1, x)
]
1(A0(K))
)
≤ E
(∑
x
[
u((m¯− 1)ℓ, x)−∑
z
wm¯−2,z((m¯− 1)ℓ, x)
]
1(A0(K))
)
+E
(∑
x
u((m¯− 1)ℓ, x)1(∑
x
u¯((m¯− 1)ℓ, x) ≤ K)
)
P (τ¯ < ℓ).
The last term is at most KP (τ¯ < ℓ). Now iterate the above m¯ times, noting
that
∑
x u(0, x) =
∑
x
∑
z w0,z(0, x), and argue as in (3.9) using (2.4) to get
(for n0 large again)
E
[
M
′
n0
1(A0(K))
]
≤ Km¯P (τ¯ < ℓ)
≤ K2n0/2P (Sℓ ≥ 2δn0)
≤ CK2n0/2 (2dℓ)
2δn0
√
2δn0 (2δn0)2
δn0
e−2
δn0
≤ 8−2δn0 ,
if n0 is large enough. Again using Markov’s inequality, we have
P
(
M
′
n0
>
1
2
2−2
δn0
,A0(K)
)
≤ 1
2
2−2
δn0
. (3.10)
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Now we consider M
′′
n0
. On the last interval [(m¯− 1)ℓ, m¯ℓ],∑
z∈DNn0 \D
0
Nn0
∑
x
wm¯−1,z(t, x)
is a supermartingale and so
E
(
M
′′
n0
1(A0(K))
)
≤ E

 ∑
z∈DNn0−D
0
Nn0
∑
x
wm¯−1,z((m¯− 1)ℓ, x)1(〈u0, 1〉 ≤ K)


= E

 ∑
z∈DNn0−D
0
Nn0
∑
x
∑
y∈DNn0
wm¯−2,y((m¯− 1)ℓ, x)1(x = z)


·1(〈u0, 1〉 ≤ K)
= E

 ∑
x∈DNn0−D
0
Nn0
∑
y∈DNn0
wm¯−2,y((m¯− 1)ℓ, x)

1(〈u0, 1〉 ≤ K).
Use (3.6) to bound the above by (n0 large enough)
E

 ∑
x∈DNn0−D
0
Nn0
u((m¯− 1)ℓ, x)

1(〈u0, 1〉 ≤ K)
≤ K sup
x∈F
P (ξx exits D
0
Nn0
before time (m¯− 1)ℓ)
≤ KP (S2n0/2 > 2n0−1).
Another application of (2.4) (as in (3.9)) shows that for n0 large enough the
above is at most 8−2
n0 , and therefore, by Markov’s inequality,
P
(
M
′′
n0
>
1
2
2−2
δn0 ,A0(K)
)
≤ 1
2
2−2
δn0 . (3.11)
Putting together (3.10) and (3.11), we obtain
P
(
Mn0 > 2
−2δn0 ,A0(K)
)
≤ P
(
M
′
n0
>
1
2
2−2
δn0 ,A0(K)
)
+P
(
M
′′
n0
>
1
2
2−2
δn0
,A0(K)
)
≤ 2−2δn0 .
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This proves Lemma 3.1.
Our next goal is to estimate the probability of Ac1,n. Let
Vn(t) =
∑
x∈DNn
vn(tn + t, x).
Lemma 3.2 If n0 > n(δ, ε), then for n > n0,
P
(
Ac1,n ∩A2,n−1
)
≤ 2n0−n ε
4
.
Proof. Our argument uses Lemma 2.7. We need to bound
P
(
Ac1,n ∩ A2,n−1
)
= P
(
Vn(2
−n/2) > 0,A2,n−1
)
.
By Lemma 2.5, on the event A2,n−1, we can write
dVn(t) ≤ H(t)dB(t), 0 < t < tn+1 − tn = 2−n/2
Vn(0) ≤ 2−2δ(n−1) ,
where
H(t) ≥ (3Nn)−(2γ−1)d/2Vn(t)γ
= C2−nd(γ−1/2)Vn(t)
γ .
Then, by Lemma 2.7, we have
P
(
Vn(2
−n/2) > 0,A2,n−1
)
≤ C2nd(2γ−1)2−2δ(n−1)(2−2γ)2n/2.
This proves Lemma 3.2, if n0 is large enough.
Next, we treat the more complicated case of n = n0.
Lemma 3.3 If n0 ≥ n(ε,K), then
P
(
Ac1,n0 ∩ A0(K)
)
≤ ε
4
.
To prove this we will deal with the stages (of length ℓ) and the substages
(of length 1) which we defined earlier. We first show that for at least half of
the stages, at the end of the ℓ− 1 substages, there are only a small number
of sites z ∈ DNn0 such that wk,z is still alive. (Recall that we say a function
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is alive if it is not identically 0). To state this key lemma precisely, for
0 ≤ k ≤ m¯, we let
Wk,z(t) =
∑
x∈z+DN¯n0
wk,z(t, x), kℓ ≤ t ≤ (k + 1)ℓ,
and for 0 ≤ j < ℓ and k as above, set
A3,k(j) =


∑
z∈DNn0
1(Wk,z(kℓ+ j) > 0) ≤ 3dγj2n0dγj

 .
Then we have the following.
Lemma 3.4 If n0 ≥ n(ℓ,K, γ, ε) then
P
({
m¯−1∑
k=0
1(A3,k(ℓ− 1)c) ≥ m¯/2
}
∩A0(K)
)
< ε/8.
Assume for the moment that Lemma 3.4 holds and let us give the
Proof of Lemma 3.3. Note that, as in Lemma 2.5, Wk,z is a non-negative
supermartingale with martingale part Hk,zdB, where
Hk,z(t) ≥
∑
x∈z+DN¯n0
wk,z(t, x)
γ (3.12)
≥

 ∑
x∈z+DN¯n0
wk,z(t, x)
2γ


1/2
≥

3d2δn0d
(
Wk,z(t)
3d2δn0d
)2γ
1/2
(by (2.8))
= C2−δn0d(γ−1/2)Wk,z(t)
γ.
Lemma 2.5 also shows that Vn0(t) =
∑
z∈DNn0
Wk,z(t) (for kℓ ≤ t < (k + 1)ℓ)
is a continuous supermartingale with martingale part HtdBt, where by (3.12)
and Jensen’s inequality, for kℓ ≤ t < (k + 1)ℓ
H2t =
∑
z
Hk,z(t)
2 ≥ C2−δn0d(2γ−1)∑
z
Wk,z(t)
2γ
≥ C2−δn0d(2γ−1)
[∑
z
1(Wk,z(t) > 0)
]1−2γ
Vn0(t)
2γ .
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Therefore on A3,k(ℓ− 1) and for t ∈ [kℓ+ ℓ− 1, (k+1)ℓ], we have (note that
3dγ
ℓ−1 ≤ c)
Ht ≥ C2−δn0d(γ−1/2)2n0dγℓ−1(1/2−γ)Vn0(t)γ
≡ AVn0(t)γ.
Thus we may apply Lemma 2.7 along with our choices of ℓ and δ (recall (3.2)
and (3.3)) to conclude that
P
(
{Vn0(tn0+1) > 0} ∩ A0(K) ∩
{
m¯−1∑
k=0
1(A3,k(ℓ− 1)) > m¯
2
})
≤ P
(
{Vn0(tn0+1) > 0} ∩ A0(K)
∩
{∫ tn0+1
0
1(Ht ≥ AVn0(t)γ)dt ≥
m¯
2
=
tn0+1
2ℓ
})
≤ CA−2K2−2γ2−n0/2
= C2n0d(2γ−1)(δ+γ
ℓ−1)−n0/2K2−2γ
≤ C2n0(d 32γℓ−1− 12 )K2−2γ
≤ C2−n0/4K2−2γ < ε/8
for n0 ≥ n(ε,K). This together with Lemma 3.4 completes the proof of
Lemma 3.3.
We now turn to the
Proof of Lemma 3.4. Fix 0 ≤ k < m¯. For 0 ≤ j < ℓ let ηj,k =∑
z 1(Wk,z(kℓ+ j) > 0) and
A0,k(j,K) =
{
sup
t≤kℓ+j
∑
x
u(t, x) ≤ K
}
⊃ A0(K).
By (3.12) we may use Lemma 2.7 to see that for 1 ≤ j < ℓ,
E
(
ηj,k1(A0,k(j,K))
∣∣∣∣Fkℓ+j−1
)
≤ ∑
z
1(A0,k(j − 1, K))P
(
Wk,z(kℓ+ j) > 0
∣∣∣∣Fkℓ+j−1
)
≤ 1(A0,k(j − 1, K))
∑
z
C2δn0d(2γ−1)Wk,z(kℓ+ j − 1)2−2γ .
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Now note that on A0,k(j−1, K), we have ∑zWk,z(kℓ+j−1) ≤ K (by (3.6)).
We apply Lemma 2.8 with
g(z) = Wk,z(kℓ+ j − 1) and f(z) = 1(Wk.z(kℓ+ j − 1) > 0)
to see that on A3,k(j − 1),
E
(
ηj,k1(A0,k(j,K))
∣∣∣∣Fkℓ+j−1
)
≤ C22δn0d(2γ−1)K2−2γη2γ−1j−1,k
≤ C2n0d(γj−1+δ)(2γ−1)K2−2γ .
Markov’s inequality implies for 1 ≤ j < ℓ,
P
(
A3,k(j)c ∩A0,k(j,K) ∩A3,k(j − 1)
∣∣∣∣Fkℓ+j−1
)
≤ C2
n0d(γj−1+δ)(2γ−1)K2−2γ
3dγj2n0dγj
≤ CK2−2γ2n0d(δ(2γ−1)−γj−1(1−γ))
≤ CK2−2γ2−n0dγℓ(1−γ)/2 ≡ p′n0,
the last by (3.3). Since there are at most 3d2n0d sites z in DNn0 , P (A3,k(0)) =
1 and so from the above we have,
P
(
A3,k(ℓ− 1)c ∩ A0,k(ℓ− 1, K)
∣∣∣∣Fkℓ
)
≤ P

ℓ−1⋃
j=1
[A3,k(j)c ∩ A0,k(j,K)]
∣∣∣∣Fkℓ


≤
ℓ−1∑
j=1
P
(
A3,k(j)c ∩ A0,k(j,K) ∩ (A3,k(j − 1) ∪A0,k(j − 1, K)c)
∣∣∣∣Fkℓ
)
=
ℓ−1∑
j=1
P
(
A3,k(j)c ∩ A0,k(j,K) ∩ A3,k(j − 1)
∣∣∣∣Fkℓ
)
≤ ℓp′n0 ≡ pn0 <
1
4
,
if n0 > n(ℓ,K, γ). Allowing k < m¯ to vary, let
dk = 1(A3,k(ℓ− 1)c ∩A0,k(ℓ− 1, K)) ∈ F(k+1)ℓ,
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andMn =
∑n−1
k=1 dk−E(dk|Fkℓ), n < m¯. Clearly (Mn,Fnℓ)n<m¯ is a martingale
and so if n0 ≥ n(ℓ,K, γ, ε),
P (
m¯−1∑
k=0
dk ≥ m¯/2) ≤ P
(
Mm¯ ≥ m¯
(
1
2
− pn0
))
≤ E
(
M2m¯
)
m¯−2
(
1
2
− pn0
)−2
≤ 16m¯−2E
(
m¯−1∑
k=1
d2k
)
≤ 16m¯−1pn0 <
ε
8
.
The probability we have to bound is no bigger than that on the left hand
side of the above equation and so the proof is complete.
Now we can complete the
Proof of Theorem 1. Recall that
K(t∞) ⊃ A0(K) ∩
[
∞⋂
n=n0
A1,n
]
∩
[
∞⋂
n=n0
A2,n
]
.
Using (3.4), choose K so large that
P (A0(K)c) ≤ ε
8
and then n0 large enough so that all of the above bounds are valid. Take
complements in the above inclusion and consider the first value of n so that
ω ∈ Ac1,n or Ac2,n to see that (recall Ai,n0−1 is the entire space)
K(t∞)c ⊂ A0(K)c ∪
[
∞⋃
n=n0
(
Ac2,n ∩ A1,n−1 ∩ A0(K)
)]
∪
[
∞⋃
n=n0
(
Ac1,n ∩ A2,n−1 ∩ A0(K)
)]
.
Therefore Lemmas 3.1, 3.2 and 3.3 and our choice of K imply
P (K(t∞)c) ≤ ε
8
+
ε
4
+
∞∑
n=n0+1
2n0−n
ε
4
+
ε
4
< ε.
This proves (3.1), and finishes the proof of the theorem.
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4 Proof of Theorems 2 and 3
We first introduce a setting for mutually catalytic branching models. Let
Q = (qxy) be the Q-matrix for a continuous time Z
d-valued Markov chain ξt
with semigroup Pt and transition functions {pt(x, y) : t ≥ 0, x, y ∈ Zd}. If
|x| = |(x1, . . . , xd)| = ∑di=1 |xi|, (x ∈ Zd), we assume the following hypotheses
introduced in [DP98]:
(H1) ‖q‖∞ = sup
x
|qxx| <∞.
(H2) For each x, y ∈ Zd, qxy = qyx and so pt(x, y) = pt(y, x).
(H3) There are increasing positive functions c(T, λ) and λ′(λ) such that∑
y
(|qxy|+ pt(x, y)) exp (λ|y|) ≤ c(T, λ) exp (λ′(λ)|x|)
∀t ∈ [0, T ], x ∈ Zd.
These conditions are satisfied by a continuous time symmetric random walk
with subexponential tail (Lemma 2.1 of [DP98]) and in particular by the
nearest neighbor random walk considered in the introduction for which qxy =
1(|x − y| = 1) − 2d1(x = y). Our generalized mutually catalytic system is
then
Ut(x) = U0(x) +
∫ t
0
QUs(x)ds+
∫ t
0
√
Us(x)Vs(x)dB1,x(s),
Vt(x) = V0(x) +
∫ t
0
QVs(x)ds+
∫ t
0
√
Us(x)Vs(x)dB2,x(s), (4.1)
x ∈ Zd, U0, V0 ∈MF (Zd).
Here, {Bi,x(t)}x∈Zd;i=1,2 is a collection of independent Ft-Brownian motions
on some filtered probability space. The weak existence and uniqueness of
solutions in C([0,∞),MF (Zd)2) described in the introduction for Q = ∆
continues to hold and we let PU0,V0 continue to denote the unique law of the
solution on this space of paths.
Theorem 2 continues to hold without change in this more general setting
as we now show.
Proof of Theorem 2. By Theorem 2.2(b)(ii) of [DP98] Vt(x) has mean
U0Pt(x) and variance
∑
y
∫ t
0
pt−s(y, x)
2U0Ps(y)V0Ps(y)ds
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≤
∫ t
0
(∑
y1
pt−s(y1, x)U0Ps(y1)
)(∑
y2
pt−s(y2, x)V0Ps(y2)
)
ds
=
∫ t
0
U0Pt(x)V0Pt(x)ds = tU0Pt(x)V0Pt(x).
By Chebychev’s inequality
PU0,V0
(
Ut(x) ≤ 1
2
U0Pt(x)
)
≤ PU0,V0
(
|Ut(x)− U0Pt(x)| ≥ 1
2
U0Pt(x)
)
≤ 4t V0Pt(x)
U0Pt(x)
.
By (1.6) if ε > 0 and t > t0, we may choose x0 so that 4tV0Pt(x0)/U0Pt(x0) <
ε and so
PU0,V0(〈Ut, 1〉 > 0) ≥ PU0,V0
(
Ut(x0) >
1
2
U0Pt(x0)
)
> 1− ε.
Since 〈Ut, 1〉 is a non-negative martingale this shows that
PU0,V0 (〈Ut, 1〉 > 0 ∀t > 0) = 1.
The result follows by symmetry.
It is easy to choose initial conditions satisfying (1.6) for simple symmetric
random walk in Zd.
Proposition 4.1 Assume Q = ∆ so that {ξt} is simple symmetric random
walk on Zd with jump rate 2d. Suppose there are m > n in Z such that
U0
(
[m,∞)× Zd−1
)
= 0, V0
(
[m,∞)× Zd−1
)
> 0 (4.2)
U0
(
(−∞, n]× Zd−1
)
> 0, V0
(
(−∞, n]× Zd−1
)
= 0.
Then (1.6) holds and hence
PU0,V0 (〈Ut, 1〉〈Vt, 1〉 > 0 ∀t > 0) = 1.
We need an elementary estimate for simple random walk.
Lemma 4.1 Let {ξt} be simple symmetric random walk on Zd. Then
e−td
d∏
i=1
|xi|!
t|x| ≤ P0(ξt = x) ≤ 1∏d
i=1 |xi|!
t|x|
where we recall that |x| = d∑
1
|xi|.
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Proof. Suppose d = 1 and ξt jumps with rate λ > 0. Then for x ≥ 0,
p
(λ)
t (x) ≡ P0(ξt = x) (4.3)
=
∞∑
n=0
P (ξ has n+ x steps to the right up to time t)
=
∞∑
n=0
(
2n+ x
n+ x
)
2−2n−xe−λt
(λt)2n+x
(2n+ x)!
= e−λt(λt/2)x
∞∑
n=0
(λt/2)2n
n!(n + x)!
≡ e−λt(λt/2)xσ(x).
Clearly
1
x!
≤ σ(x) ≤ 1
x!
∞∑
n=0
(
2n
n
)
2−2n
(λt)2n
(2n)!
≤ 1
x!
∞∑
n=0
(λt)2n
(2n)!
≤ e
λt
x!
.
Put this into (4.3) and use symmetry in x to get
e−λt
(λt/2)|x|
|x|! ≤ p
(λ)
t (x) ≤
(λt/2)|x|
|x|! ∀x ∈ Z. (4.4)
Since P0(ξt = x) =
∏d
i=1 p
(1)
t (xi), the result follows.
Proof of Proposition 4.1. Choose v ∈ Zd with v1 ≥ m such that V0(v) > 0.
Then (4.2) shows that for t > 2, x = (x1, v2, . . . , vd) and x1 > v1,
U0Pt(x)
V0Pt(x)
≤ ∑
y
1(y1 < m)U0(y)
t
d∑
1
(|yi−xi|−|vi−xi|)
d∏
1
|yi − xi|!V0(v)e−dt
d∏
1
|vi − xi|!
≤ e
2dt
V0(v)
(x1 − v1)!
∑
y1<m
tv1−y1
|y1 − x1|!
∑
y2,...,yd
U0(y)
t
∑d
2
|yi−xi|∏d
2 |yi − xi|!
≤ e
3dt
V0(v)
∑
y1<m
t(v1−m)+(m−y1)
(x1 − y1) . . . (x1 − v1 + 1)U
(1)
0 (y1),
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where U
(1)
0 (y1) =
∑
y2...yd
U0(y1, y2, . . . , yd) is the first marginal of U0. Setting
k = m− y1, we see that
U0Pt(x)
V0Pt(x)
≤ tv1−m e
3dt
V0(v)
∞∑
k=1
tk
k!
· k!
(x1 −m+ k) . . . (x1 − v1 + 1)
·U (1)0 (m− k)
≤ c(t, v,m)e(3d+1)t
∞∑
k=1
U
(1)
0 (m− k)
(x1 − v1 + 1)
≤ c
′(t, v,m)〈U0, 1〉
x1 − v1 + 1
→ 0 as x1 →∞.
This, and a symmetrical argument for the reciprocal, establish (1.6) and we
are done.
Next, we turn to the main task of this section, proving Theorem 3 in our
more general Markov chain setting. In this case we need to add a pair of
hypotheses.
Theorem 4 Assume
(H3) holds with λ′(λ) = λ (4.5)
and
inf
s≤t,x∈Zd
ps(x, x) = ε0(t) > 0 (4.6)
Under the hypotheses on V0 in Theorem 3, the conclusion of that result holds.
Remark. The hypotheses added above hold for any continuous time random
walk with subexponential jump distributions, as (4.6) is trivial and (4.5) is
proved in Lemma 2.1 of [DP98].
Notation. φλ(x) = e
λ|x| for x ∈ Zd.
Lemma 4.2 Assume the hypotheses of Theorem 4. Then ∀λ > 0, ε > 0,
T > 0 there is a CT,ε,λ > 0 such that
ε0(T )φ−λ(x) ≤ Ptφ−λ(x) ≤ CT,ε,λφ−λ+ε(x) ∀t ≤ T.
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Proof. For the lower bound, observe that Ptφ−λ(x) ≥ pt(x, x)φ−λ(x) ≥
ε0(T )φ−λ(x) for all t ≤ T by (4.6).
For the upper bound, note that (H2) implies
pt(x, y) = pt(y, x) ≤ CT,λ−εe(λ−ε)|y|−(λ−ε)|x| for t ≤ T
and so for t ≤ T
Pt(φ−λ)(x) ≤ CT,λ−ε
∑
y∈Zd
e−ε|y|e−(λ−ε)|x| ≤ CT,ε,λφ−(λ−ε)(x).
This finishes the proof of Lemma 4.2.
Proof of Theorem 4. The hypotheses on {λi} allow us to choose β such
that
2λ1 −
(λ0 + λ2
2
)
< β < λ2 (4.7)
and then α such that
2λ1 − β < α < (λ0 + λ1)/2. (4.8)
For now we fix η ∈ (0, 1] (recall U0 ∈ ηφ−λ0)and will specify its value later
in the proof. It is easy to modify the derivation of Theorem 2.2(c) of [DP98]
to see that
〈Vt, φβ〉 = 〈V0, φβ〉+
∫ t
0
〈Vs, Qφβ〉ds+MVt (φβ), (4.9)
where MVt (φβ) is a continuous square integrable martingale such that
〈MV (φβ)〉t =
∫ t
0
〈UsVs, φ2β〉ds.
To see this note that β < λ2 shows that 〈V0, φβ〉 <∞, and that (4.5) implies
|Qφβ| ≤ c(β)φβ (4.10)
so that
E (〈Vs, |Qφβ|〉) ≤ c(β)〈V0, Psφβ〉 (4.11)
≤ c(β)CT,β〈V0, φβ〉 (by (4.5) )
< ∞.
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In addition we use the fact that
E
(∫ t
0
〈UsVs, φ2β〉ds
)
=
∫ t
0
∑
x
e2β|x|U0Ps(x)V0Ps(x)ds
(Theorem 2.2 of [DP98])
≤
∫ t
0
∑
x
e2β|x|ct,ε,λ0ηe
−(λ0−ε)|x|ct,ε,λ2c2e
−(λ2−ε)|x|ds
(Lemma 4.2)
< ∞ for any t > 0,
for ε > 0 small enough because 2β < 2λ2 < λ0 + λ2. (4.11) and the above
show that
V
(β)
T ≡ sup
t≤T
〈Vt, φβ〉 ∈ L1 and sup
0<η≤1
PU0,V0
(
V
(β)
T
)
≤ CVT <∞. (4.12)
A similar argument (now use α < (λ0 + λ1)/2 < λ0) shows that
U
(α)
T = sup
t≤T
〈Ut, φα〉 ∈ L1 and sup
0<η≤1
PU0,V0
(
U
(α)
T
)
≤ CUT <∞. (4.13)
Now fix ε > 0. We claim there is a t0 > 0, independent of the choice of
η ∈ (0, 1], such that
PU0,V0
(
V (t, x) ≥ 1
2
V0Pt(x) ∀t ≤ t0 ∀x ∈ Zd
)
> 1− ε. (4.14)
If N(t, x) = V (t, x)− V0Pt(x), then Theorem 2.2(b) of [DP98] shows that if
0 ≤ t ≤ u ≤ 1 then N(u, x)−N(t, x) = N (1)t,x (u) +N (2)u,x(t), where
N
(1)
t,x (u) =
∑
y
∫ u
t
pu−s(y, x)
√
Us(y)Vs(y)dB2,y(s)
and
N (2)u,x(t) =
∑
y
∫ t
0
(pu−s(y, x)− pt−s(y, x))
√
Us(y)Vs(y)dB2,y(s).
Our hypotheses on {ξt} imply that
|pr(x, y)− ps(x, y)| =
∣∣∣∣
∫ r
s
Qpw(·, y)(x)dw
∣∣∣∣ ≤ ‖q‖∞|r − s|. (4.15)
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We have for any δ > 0,
〈N (2)u,x〉t =
∑
y
∫ t
0
(pu−s(y, x)− pt−s(y, x))2 Us(y)Vs(y)ds (4.16)
≤ ‖q‖∞(u− t)
∫ t
0
∑
y
(pu−s(y, x) + pt−s(y, x))
·U (α)1 V (β)1 φ−α(y)φ−β(y)ds
(by (4.15), (4.12) and (4.13))
≤ U (α)1 V (β)1 ‖q‖∞(u− t)C1,δ,α+βφ−α−β+δ(x) (Lemma 4.2)
≡ c(δ)U (α)1 V (β)1 (u− t)φ−α−β+δ(x)
and, using similar reasoning,
〈N (1)t,x 〉u =
∑
y
∫ u
t
pu−s(y, x)
2Us(y)Vs(y)ds
≤ U (α)1 V (β)1
∫ u
t
∑
y
pu−s(x, y)φ−α(y)φ−β(y)ds
≤ U (α)1 V (β)1 (u− t) sup
s≤u
Psφ−α−β(x)
≤ c(δ)U (α)1 V (β)1 (u− t)φ−α−β+δ(x).
Choose δ > 0 small enough so that (see (4.8))
2λ ≡ α + β − δ > 2λ1. (4.17)
Let ∆(n, x) = (n + 1)1/22−n/2(|x| + 1)1/2φ−λ(x), x ∈ Zd, n ∈ N. Then for
K,K1 > 0
PU0,V0
(∣∣∣∣N
(
j + 1
2n
, x
)
−N
(
j
2n
, x
)∣∣∣∣ ≥ K∆(n, x), U (α)1 V (β)1 ≤ K21
)
≤ PU0,V0
( ∣∣∣N (1)j/2n,x ((j + 1)/2n)
∣∣∣ ≥ K
2
∆(n, x),
〈N (1)j2−n,x〉
(
(j + 1)2−n
)
≤ c(δ)K212−nφ−2λ(x)
)
+PU0,V0
( ∣∣∣N (2)(j+1)2−n,x (j2n)
∣∣∣ ≥ K
2
∆(n, x),
〈N (2)(j+1)2−n,x〉(j2−n) ≤ c(δ)K212−nφ−2λ(x)
)
≤ 2P
(
sup
s≤1
|Bs| > 1
2
K∆(n, x)(c(δ)K212
−nφ−2λ(x))
−1/2
)
,
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where B is a one-dimensional Brownian motion and we have used the Dubins-
Schwarz Theorem in the last line. An elementary estimate on the Gaussian
tail and the fact that
1
2
K∆(n, x)
(
c(δ)K212
−nφ−2λ(x)
)−1/2
= KK−11 (n + 1)
1/2(|x|+ 1)1/2
(
2
√
c (δ)
)−1
shows that if we set L = K2/4K21c(δ) and assume L ≥ 1, then we have
PU0,V0
( ∣∣∣∣N
(
j + 1
2n
, x
)
−N
(
j
2n
, x
)∣∣∣∣ ≥ K∆(n, x)
for some 0 ≤ j < 2n, x ∈ Zd and n ∈ N
)
≤ 8
∞∑
n=1
∑
x∈Zd
2n exp
(−K2(n+ 1)(|x|+ 1)
4K21c(δ)
)
+ PU0,V0
(
U
(α)
1 V
(β)
1 > K
2
1
)
≤ 4 ∑
x∈Zd
∞∑
n=1
exp
{
−
[
K2(|x|+ 1)
4K21c(δ)
− log 2
]
(n+ 1)
}
+PU0,V0
(
U
(α)
1 > K1
)
+ PU0V0
(
V
(β)
1 > K1
)
≤ c ∑
x∈Zd
exp {−L(|x| + 1)}+ (K1)−1
(
CU1 + C
V
1
)
,
where we have used (4.12) and (4.13) in the last line. First choose K1 and
then K sufficiently large so that the above expression is less than ε (and
L ≥ 1). Note that the choice of K1 and K may be made independently of
η ∈ (0, 1]. Therefore off a set of PU0,V0-measure at most ε if 2−n0 ≤ t < 21−n0
(n0 ∈ N) and t = ∑∞n0 jn2−n where jn0 = 1 and jn ∈ {0, 1} for n > n0, then
for all x in Zd
|N(t, x)| ≤
(
∞∑
n=n0
jn2
−n/2(n+ 1)1/2
)
K(|x|+ 1)1/2φ−λ(x)
≤ cK(t log 1/t)1/2(|x|+ 1)1/2φ−λ(x)ε0(1)−1c−11 φλ1(x)PtV0(x)
(by the lower bound in Lemma 4.2)
≤ cK(t log 1/t)1/2PtV0(x) (since λ1 < λ).
Hence we may choose t0 > 0 sufficiently small (independent of η ∈ (0, 1] and
c0) such that
PU0,V0
(
|N(t, x)| ≤ 1
2
PtV0(x) for all 0 ≤ t ≤ t0, x ∈ Zd
)
> 1− ε.
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This proves (4.14).
Let
σ = inf
{
t : Vt(x) <
1
2
PtV0(x) for some x ∈ Zd
}
∧ 1.
As for (4.9) we have
〈Ut, φα〉 = 〈U0, φα〉+
∫ t
0
〈Us, Qφα〉ds+MUt (φα) (4.18)
where MUt (φα)is a continuous square-integrable martingale such that for t ≤
σ,
d
dt
〈MU (φα)〉 = 〈UtVt, φ2α〉
≥ 1
2
〈UtPtV0, φ2α〉
≥ c1
2
ε0(1)〈Ut, φα〉.
In the last line we use Lemma 4.2 and the fact that α > λ1 by (4.7) and
(4.8). Therefore
d
dt
〈MU (φα)〉t ≥ c4.19〈Ut, φα〉 for t ≤ σ. (4.19)
Let
C(t) =
∫ t
0
〈Us, φα〉−1d〈MU (φα)〉s,
τ(t) = inf {u : C(u) > t} (inf φ =∞),
and
U˜(t) = 〈Uτ(t), φα〉 for t < C(∞).
Then for t < C(σ)
U˜(t) = 〈U0, φα〉+
∫ τ(t)
0
〈Us, Qφα〉ds+ M˜(t)
= 〈U0, φα〉+
∫ t
0
〈Uτr , Qφα〉τ ′(r)dr + M˜(t)
35
where M˜(t) = MUτ(t)∧σ(φα) is a continuous local martingale such that for
t < C(σ)
d
dt
〈M˜〉t = 〈MU (φα)〉′(τ(t))τ ′(t) = 〈MU (φα)〉′(τ(t))C ′(τ(t))−1 = U˜(t).
Hence by enlarging the probability space if necessary we may assume there
is a filtration (F˜t) and an (F˜t)-Brownian motion, B(t), such that Uτ(t), U˜t
and τ ′(t)1(t < C(σ)) are (F˜t)-adapted, C(σ) is an (F˜t)-stopping time and
U˜(t) = 〈U0, φα〉+
∫ t
0
〈Uτr , Qφα〉τ ′(r)dr +
∫ t
0
√
U˜(r)dBr, t < C(σ). (4.20)
(4.19) implies that τ ′(r) ≤ c−14.19 for r < C(σ) and the analogue of (4.10) now
shows that for r < C(σ),
∣∣∣〈U˜r, Qφα〉τ ′(r)∣∣∣ ≤ c(α)c−14.19U˜r
≡ c4.21U˜r.
Let Uˆt be the pathwise unique solution of
Uˆ(t) = 〈U0, φα〉+
∫ t
0
c4.21Uˆrdr +
∫ t
0
√
Uˆ(r)dB(r). (4.21)
A comparison theorem for stochastic differential equations (see Rogers and
Williams [RW87], V.43.1) shows that
U˜(t) ≤ Uˆ(t) for t < C(σ)
and so
〈Ut, φα〉 ≤ Uˆ(C(t)) for t < σ. (4.22)
(4.19) shows that C(t) ≥ c4.19t for t ≤ σ and so if Px is the law of Uˆ starting
at x we have for 0 < t1 ≤ t0 (here ε > 0 is fixed and t0 is as in (4.14))
PU0,V0(Ut = 0 ∀t ≥ t1) = PU0,V0(Ut1 = 0)
≥ P
(
Uˆ(C(t1)) = 0, t1 < σ
)
(by (4.22))
≥ Pη〈φ−λ0 ,φα〉
(
Uˆ(c4.19t1) = 0
)
− PU0,V0(σ ≤ t0)
≥ P1
(
Uˆ(c4.19t1) = 0
)η〈φ−λ0 ,φα〉 − ε (by (4.14)),
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where we have used the multiplicative property of the superprocess Uˆ and
the choice of t0. Now P1(Uˆ(c4.19t1) = 0) > 0 (in fact it is easy to get an ex-
plicit expression for this probability, or alternatively one may use Girsanov’s
theorem and the fact that this probability is positive if c4.21 = 0 in (4.21).
Therefore for η > 0 sufficiently small the above probability is at least 1− 2ε.
This completes the proof of Theorem 4.
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