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a b s t r a c t
This paper presents an impulsive optimal control model for solving the optimal designing
problem of the trajectory of horizontal wells. We take fully into account the effect of
unknown disturbances in drilling. The optimal control problem can be converted into a
nonlinear parametric optimization by integrating the state equation. We discuss here that
the locally optimal solution depends in a continuous way on the parameters (disturbances)
and utilize this property to propose a revised Hooke–Jeeves algorithm. The uniform
design technique is incorporated into the revised Hooke–Jeeves algorithm to handle the
multimodal objective function. The numerical simulation is in accordance with theoretical
results. The numerical results illustrate the validity of the model and efficiency of the
algorithm.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Designing an optimal trajectory of a horizontal well is one of the most important aspects of drilling operations. In
general, the well path is a three-dimensional curve that reaches a given target from a starting location. In fact, there are
more unknown parameters for the complete well path than there are defining equations. Consequently, the problem of
finding a well path is underdetermined. Many methods in dealing with specific problems have been put forward. However,
these methods belong to the categories of trial-and-error and human–computer interaction essentially. These programs
convert the underdetermined problem into a fully determined one by requiring the user to select an acceptable value
for the parameters, in which the identification of some control parameters depends to a great extent on the designer’s
experience and intuition. The shortcomings of these techniques are discussed in [6]. Helmy et al. [6] use a sequential
unconstrained minimization technique (SUMT) to design a well path with minimal length for a two-dimensional S-shaped
well. As demonstrated in [8,11], the authors use a sequential gradient-restoration algorithm (SGRA) to plan the three-
dimensional well path and path correction. The criterion in these two papers is that of minimizing the distance between
the solution parameters and preferred values. A. Elnagar et al. [3] formulate a constrained boundary value problem for
generating acceleration-based three-dimensional smooth piecewise trajectories. In [5,7,9], the authors have proposed a
dynamical system in R2 for the three-dimensional trajectory of horizontal wells. A fuzzy control model of the trajectory of
horizontal wells is formulated in [10]. Due to the effect of some unknown factors such as stratum and tools, the trajectory of
horizontal wells will deviate from the theoretically optimal one while drilling. But such unknown disturbances have been
ignored or only given a little qualitative consideration in the previous designs [5–11]. If the control parameters provided
by the optimal design are applied in practice, the trajectory may not achieve optimality, or even fail to hit the target. In
drilling, if the previous segment is not built as planned, it require a change of the control parameters in the next plan to
hit the target. Therefore, we consider the accumulative total state variable’s dispersion between the practical trajectory
and the theoretically optimal one at the terminal point of each segment as an impulsive jump according to the engineering
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background. Inspired by [3], we present a nonlinear impulsive control system in R5 for the trajectory of horizontal wells
by adding three dynamical constraints on the coordinates. Since the control variables are constant in each segment, the
optimal control problem can be converted to a nonlinear parametric optimization one. The general algorithms for nonlinear
parametric optimization problems are the descent algorithm, penalty method and trust region method, which all need
to calculate the gradient of the objective function [2]. Since the objective function of our optimization problem is highly
nonlinear and computationally expensive for evaluating the gradient, it is conceivable that a Hooke–Jeeves algorithm with
appropriate modifications could implement this task. We intend to prove that the optimal solution depends in a continuous
way on the parameters (impulses). Utilizing this property, we propose a revised Hooke–Jeeves algorithm. It is hybrid in the
sense that the initial feasible point is generated by a uniform design algorithm [4]. We modify the iterative points to satisfy
the constraints and add an acceleration factor in the line search. Our algorithm can reduce the size of the search region and
speed the convergence rate. The corresponding software is applied in calculations for practical problems for Liaohe Oil Field.
The numerical simulation is in accordance with theoretical results. Our procedure can yield many locally optimal solutions
without preferred values; it is more intuitive and reliable than traditional trial-and-error or human–computer interaction
techniques. The numerical results illustrate very nicely the validity of the impulsive control model and the efficiency of the
algorithm. The results presented in this work can be used as guidelines for choosing proper operating parameters for getting
optimal trajectories of horizontal wells. Such techniques can also be applied in path correction calculations.
The rest of this paper is organized as follows. Section 2 consists of the problem description and the mathematical model.
The existence of optimal control of the impulsive control system is proved in Section 3. In Section 4, the nonlinear parametric
optimization problem is introduced and some important properties are proved. The optimization algorithm is proposed for
solving the practical problem in Section 5. Finally, a conclusion and the acknowledgements are given.
2. Problem formulation
The trajectory of a horizontal well can be described in a cartesian coordinate system having its origin at the initial point
(kick-off point), with the x-axis representing north, the y-axis representing east, and the z-axis representing the vertical
depth. A point anywhere on the curve is completely described by its inclination ϕ, azimuth φ, and coordinates x, y, z. In
order to simplify the problem, we idealize the trajectory of horizontal wells to be a combination of n alternating constant-
curvature smooth quasi-helix segments. We consider the bottle–hole assembly (BHA) as a whole and adopt its general
build-up rate. Tool-face angle w and curvature K are key parameters for drilling a horizontal well; these are governed by
the general build-up rate of the bottle–hole assembly (BHA) in the drilling operation. Under such assumptions, the rate of
change of inclination Kϕ and the rate of change of azimuth Kφ obey the following rules respectively:
Kϕ = K cosw, Kφ = K sinwsinϕ .
It is easy to obtain the increment ratio of coordinates with respect to arc length from differential geometry theory [3]:
dx
ds
= sinϕ cosφ, dy
ds
= sinϕ sinφ, dz
ds
= cosϕ.
Since the trajectory of horizontal wells is piecewise smooth, we redefine the notation for convenience. Let In = {1, . . . , n};
s stands for the trajectory’s curve length from the initial point, s0 = 0 stands for the initial point, and si stands for the curve
length of the i′th terminal point. Let Ω = [α, pi2 ] × [0, 2pi] × R3; α > 0 is a positive small constant which guarantees that
the curve first begins to deviate from the vertical. xi(s) = (xi1(s), xi2(s), xi3(s), xi4(s), xi5(s))T ∈ Λ stands for the state variable at
any point s ∈ [si−1, si] (the components represent inclination, azimuth, north coordinate, east coordinate and vertical depth
coordinate respectively); x0 ∈ Λ and xT ∈ Λ mean the state of the initial point and that of the target respectively, which are
given. Let the radius of curvature, the reciprocal of curvature, be ui1(s), the tool-face angle be u
i
2(s), constants for the same
curve segment; let the length of the i′th curve segment be ui3(s); then u
i
3(s) = si − si−1. Let ui = (ui1, ui2, ui3) ∈ R3 be the
control variable; according to the engineering conditions its control domain is Uad = [a1, b1] × [a2, b2] × [a3, b3] ⊂ R3, ai <
bi, i = 1, 2, 3. Let u = (u1, u2, . . . , un) ∈ R3n; then its control domain is U˜ad = {u ∈ R3n : ui ∈ Uad, i ∈ In}. According to the
engineering background, we regard the accumulative total state variable’s dispersion at the terminal point of each segment
between the practical trajectory and the designed one as disturbances. Furthermore, we assume that the disturbances are
contained in a convex and compact set W ⊂ R5 that contains the origin. The set MW := {w(·)|w(k) ∈ W,∀k ∈ N} is the set
of all infinite sequences whose elements take on values in W ⊂ R5 (equivalently, MW is the set of all maps w : N→ W). We
consider the following autonomous nonlinear control system with impulse effects:
x˙(s) = f (x(s), u), s 6= sk,
x(s+k ) = x(sk)+ w(k), k ∈ In,
x(0) = x0, u ∈ U˜ad,
(1)
where
f (x, u) =
( cos u2
u1
,
sin u2
u1 sin x1
, sin x1 cos x2, sin x1 sin x2, cos x1
)T
. (2)
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To satisfy the system’s physical requirements, we select the precision of hitting the target and the total length of the
trajectory as a performance criterion, that is
J(u) := µ0
n∑
i=1
ui3 +
5∑
j=1
µj(xj(sn, u)− xTj)2, (3)
where µj (j = 0, . . . , 5) are weighting scalars.
3. Existence of optimal control
In this section we shall prove the existence and uniqueness of the solution to (1) for any given initial condition. First we
prove some properties as follows.
Lemma 1. The function f in (2) is continuous on Λ× U˜ad, and satisfies the following properties:
(a) f satisfies the linear growth property, namely, there exists a constant K such that
‖f (x, u)‖ ≤ K(‖x‖ + 1), ∀ x ∈ Λ, ∀u ∈ Uad.
(b) f is Lipschitz relatively to Λ, namely, there exists a constant L such that
‖f (x, u)− f (x˜, u)‖ ≤ L‖x− x˜‖, ∀ x, x˜ ∈ Λ, ∀u ∈ U˜ad.
Proof. (a) Obviously from (2) f doesn’t explicitly depend on s, and f is continuous on Λ× Uad. Furthermore,
‖f (x, u)‖ = 1
u1 sin x1
(cos2 u2 sin2 x1 + sin2 u2 + u12 sin2 x1) 12
≤ 1
u1 sin x1
(x1
2 + u12 + u12x12) 12
≤ 1
a1 sinα
(x1
2 + b22 + b21x12)
1
2 .
Let K = max
{√
b21+1
a1 sinα
, b2
a1 sinα
}
; it follows that
‖f (x, u)‖ ≤ K(|x1| + 1) ≤ K(‖x‖ + 1), ∀x ∈ Λ, ∀u ∈ U˜ad.
(b) Letting x and x˜ be any two distinct points in Λ, we get by the mean value theorem
fj(x, u)− fj(x˜, u) = (x− x˜)T ∂fj(x, u)
∂x
(θx+ (1− θ)x˜, u), 0 < θ < 1, j ∈ I5.
Hence
‖f (x, u)− f (x˜, u)‖ =
(
5∑
j=1
(
(x− x˜)T ∂fj(x, u)
∂x
(θx+ (1− θ)x˜, u)
)2) 12
.
Setting L′ = max(x,u)∈Λ×Uad maxj,k∈I5 | ∂fj(x,u)∂xk |, it is obvious that L′ is finite, so we can write
‖f (x, u)− f (x˜, u)‖ ≤ √5L′‖x− x˜‖.
Choose L = √5L′, so f is Lipschitz relative to Λ. 
Theorem 3.1. Regarding the initial value problem (1), for any given x0 ∈ Λwith u fixed, there exists a unique piecewise continuous
solution x = x(s, u) on the interval [0, sn], and x(s, u) is continuous relative to u ∈ U˜ad.
Proof. The conclusion is proved directly by using Lemma 1 and [1, Theorem 3.10, Chapter 3]. 
Define the solution set of (1) relative to U˜ad by
Vx(U˜ad) = {x(s, u) ∈ R5 : x(s, u) is the solution of (1) relative to u ∈ U˜ad}.
Theorem 3.2. For the optimal control problem (1)–(3), an optimal control exists.
Proof. From Theorem 3.1 we know that x(s, u) is continuous relative to u. Since the image of a compact set under a
continuous mapping is compact, Vx(U˜ad) is compact. In addition, U˜ad is a closed bounded convex subset of R3n and J(u) is
continuous on U˜ad. Hence we know that the optimal control exists, namely, there exists u∗ ∈ U˜ad such that J(u∗) ≤ J(u), ∀u ∈
U˜ad. 
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4. Nonlinear parametric optimization problem
Assume xi(s, ui,w(i)), s ∈ [si−1, si], i ∈ In is the piecewise solution of the impulsive control system (1). By integrating the
state equation of (1) for s ∈ [si−1, si], we get that
xi(s, ui,w(i)) = xi−1(si−1, ui−1,w(i− 1))+ w(i)+
∫ s
si−1
f (xi, ui)dτ, i ∈ In. (4)
By taking s = si in (4), we obtain that
xi(si, u
i,w(i)) = xi−1(si−1, ui−1,w(i− 1))+ w(i)+ f˜ (ui), i ∈ In, (5)
where
f˜ (ui) :=
∫ si
si−1
f (xi, ui)dτ =
{
fˆ (ui), cos ui2 6= 0
f¯ (ui), cos ui2 = 0
fˆ (ui) = (fˆ1, fˆ2, fˆ3, fˆ4, fˆ5)T
fˆ1 = u
i
3 cos u
i
2
ui1
, fˆ2 = tan ui2 ln
tan( 12 x
i
1(si, u
i,w(i)))
tan
(
1
2 x
i−1
1 (si−1, ui−1,w(i− 1))
)
p(x) = xi−12 (si−1, ui−1,w(i− 1))+ tan ui2 ln
tan( 12 x)
tan
(
1
2 x
i−1
1 (si−1, ui−1,w(i− 1))
)
fˆ3 = 1
ui1 cos u
i
2
∫ xi1(si,ui,w(i))
xi−11 (si−1,ui−1,w(i−1))
sin x cos p(x)dx
fˆ4 = 1
ui1 cos u
i
2
∫ xi1(si,ui,w(i))
xi−11 (si−1,ui−1,w(i−1))
sin x sin p(x)dx
fˆ5 = 1
ui1 cos u
i
2
(
sin xi1(si, u
i,w(i))− sin xi−11 (si−1, ui−1,w(i− 1))
)
f¯ (ui) = (f¯1, f¯2, f¯3, f¯4, f¯5)T
f¯1 = 0, f¯2 = u
i
3
ui1 sin x
i−1
1 (si−1, ui−1,w(i− 1))
f¯3 = ui3 sin xi−11 (si−1, ui−1,w(i− 1)) cos xi−12 (si−1, ui−1,w(i− 1))
f¯4 = ui3 sin xi−11 (si−1, ui−1,w(i− 1)) sin xi−12 (si−1, ui−1,w(i− 1))
f¯5 = ui3 cos xi−11 (si−1, ui−1,w(i− 1)).
From the recurrent formula of (5), we obtain that
xn(sn, u
n,w(sn)) = x0 +
n∑
i=1
(f˜ (ui)+ w(i)). (6)
Replace x(sn, u) in (3) by the right-hand side of (6) and then set
F(u,w) := µ0
n∑
i=1
ui3 +
5∑
j=1
µj
(
x0j +
n∑
i=1
(f˜j(u
i)+ w(i))− xTj
)2
, (7)
where w = (w(1),w(2), . . . ,w(n))T ∈ W˜, W˜ = W × · · · ×W ∈ R5n.
By (4)–(7) together with differentiability property of compound function, we can easily prove that
Theorem 4.1. F(u,w) is twice continuously differentiable on U˜ad × W˜.
Let c = (a1, a2, a3, . . . , a1, a2, a3) ∈ R3n, d = (b1, b2, b3, . . . , b1, b2, b3) ∈ R3n, and k = 3(i − 1) + j, hk(u) = uij − dk,
gk(u) = ck − uij, i ∈ In, j = 1, 2, 3. Then the optimal control problem (1)–(3) is converted to the following nonlinear
parametric optimization problem:
NPO(w) : min
u
F(u,w)
s.t. hk(u) ≤ 0, k ∈ I3n
gk(u) ≤ 0.
When w ≡ 0, NPO(0) represents a deterministic model without disturbances.
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Let the active set of NPO(w) at any feasible point (u,w) be
I(u) = {k ∈ I3n : hk(u) = 0} = {i1, . . . , ir},
J(u) = {k ∈ I3n : gk(u) = 0} = {j1, . . . , js}.
From the characterization of hk(u) and gk(u), we know that I(u) ∩ J(u) = φ. Set
∇uGI(u) = {∇hk(u) : k ∈ I(u)},
∇uGJ(u) = {∇gk(u) : k ∈ J(u)},
∇uG(u) = ∇uGI(u) ∪ ∇uGJ(u).
Let the Lagrangian function of NPO(w) be
L(u,w,λ,η) = F(u,w)+
3n∑
k=1
λkhk(u)+
3n∑
k=1
ηkgk(u), (8)
so the KKT conditions of NPO(w) are
5u F(u,w)+
3n∑
k=1
(λk − ηk) = 0,
λk ≥ 0, λkhk(u) = 0; ηk ≥ 0, ηkgk(u) = 0, k ∈ I3n.
Let ψ : R5n → R be the so-called optimal value function defined by the optimal objective function values of NPO(w):
ψ(w) := min
u
{F(u,w) : hk(u) ≤ 0, gk(u) ≤ 0, k ∈ I3n}
and define the solution set mapping Ψ : R5n → 2R3n by
Ψ(w) := Arg min
u
{F(u,w) : hk(u) ≤ 0, gk(u) ≤ 0, k ∈ I3n}.
Here, 2R3n is the power set of R3n, i.e. the family of all subsets of R3n. By definition, Ψ is a point-to-set mapping which maps
w ∈ R5n to the set of globally optimal solutions of NPO(w). Denote the feasible set mapping by M : R5n → 2R3n with
M(w) := {u ∈ R3n : hk(u) ≤ 0, gk(u) ≤ 0, k ∈ I3n}.
The set of local minimizers of NPO(w) is denoted by
Ψloc(w) := {u ∈ M(w) : ∃ε > 0 with F(u,w) ≤ F(v,w),∀v ∈ M(w) ∩ Bε(u)},
where Bε(u) := {v ∈ R3n : ‖u− v‖ < ε} is an open neighborhood of u.
Definition 4.1. A point-to-set mapping Γ : Rn → 2Rm is called upper semicontinuous at a point x ∈ Rn if, for each open set X
with Γ(x) ⊂ X, there exists an open neighborhood Bδ(x) of x with Γ(x′) ⊂ X for each x′ ∈ Bδ(x).
Theorem 4.2. For the problem NPO(w), the global solution set mapping Ψ(·) is upper semicontinuous and the optimal value
function ψ(·) is continuous.
Proof. It is obvious that the feasible set U˜ad× W˜ is non-empty. Since U˜ad and W˜ are compact, U˜ad× W˜ is compact. Let w0 ∈ W˜,
u0 ∈ M(w0), I(u0) = {i∗1, . . . , i∗r }, J(u0) = {j∗1, . . . , j∗s } and represent ∇uGI(u0) and ∇uGJ(u0)with a matrix, namely
∇uGI(u0) =
i∗1 · · · i∗m · · · i∗r · · ·
0 · · · 1 · · · 0 · · · 0 · · · 0
...
...
...
...
...
0 · · · 0 · · · 1 · · · 0 · · · 0
...
...
...
...
...
0 · · · 0 · · · 0 · · · 1 · · · 0

∈ Rr×3n
∇uGJ(u0) =
i∗1 · · · i∗m · · · i∗r · · ·
0 · · · −1 · · · 0 · · · 0 · · · 0
...
...
...
...
...
0 · · · 0 · · · −1 · · · 0 · · · 0
...
...
...
...
...
0 · · · 0 · · · 0 · · · −1 · · · 0

∈ Rs×3n
∇uG(u0) = ∇uGI(u0) ∪ ∇uGJ(u0) =
(
∇uGI(u0)
∇uGJ(u0)
)
∈ R(r+s)×3n.
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By the definitions of hk(u) and gk(u), the row vectors of ∇uGI(u0) and ∇uGJ(u0) are linearly independent, respectively. Since
I(u0)
⋂
J(u0) = φ, the row vectors of∇uG(u0) are linearly independent. So the elementary column transformation of∇uG(u0)
is equal to the following matrix:
R =

1 |
. . . |
1 |
−1 |
. . . |
−1 |
0

1
...
r
1
...
s
that is, there exists an invertible matrix such that
∇uG(u0)Q = R.
By taking γ = (−1, . . . ,−1, 1, . . . , 1, 0, . . . , 0) ∈ R3n, we obtain that Rγ < 0. Let γ ′ = Qγ; then
∇uG(u0)γ ′ = ∇uG(u0)Qγ = Rγ < 0.
By [2, Theorem 4.3, Chapter 4], we derive the desired result. 
Assume that u∗ ∈ Ψloc(w∗) with w∗ ∈ W˜ and that λ∗,η∗ ∈ R3n are Lagrange multipliers satisfying the KKT conditions at
(u∗,w∗); define the direction set at u∗
G =
d ∈ R3n
∣∣∣∣∣∣
d 6= 0
5hk(u∗)d = 0 and λ∗k > 0, k ∈ I3n5gk(u∗)d = 0 and η∗k > 0, k ∈ I3n
 .
Theorem 4.3. Suppose that u∗ ∈ Ψloc(w∗) with w∗ ∈ W˜. Let λ∗,η∗ ∈ R3n be Lagrange multipliers that satisfy the KKT conditions
at (u∗,w∗), and for each d ∈ G, dT∇2uuF(u∗,w∗)d > 0. Then there exist open neighborhoods Bδ(w∗) of w∗ and Bε(u∗) of u∗ and a
uniquely determined continuous vector-valued function u˜∗ : Bδ(w∗)→ Bε(u∗) such that u˜∗(w) is the unique local optimal solution
of NPO(w) in Bε(u∗) for all w ∈ Bδ(w∗).
Proof. By the same arguments as in the proof of Theorem 4.2, there exists a direction ϑ ∈ R3n such that ∇uG(u∗)ϑ < 0,
i.e. ∇uhi(u∗)ϑ < 0, i ∈ I(u∗); ∇ugj(u∗)ϑ < 0, j ∈ J(u∗). From the definitions of the Lagrangian function together with hk(u)
and gk(u)we can easily get
∇2uuL(u∗,w∗,λ∗,η∗) = ∇2uuF(u∗,w∗).
By the assumption,
dT∇2uuL(u∗,w∗,λ∗,η∗)d = dT∇2uuF(u∗,w∗)d > 0, ∀ d ∈ G.
So the sufficient optimality condition of second order is satisfied. The proof follows by direct substitution in [2, Theorem 4.4,
Chapter 4]. 
5. Optimization algorithm and application
According to Theorem 4.3, we know that there exists a δ > 0 such that the local solution of NPO(w) is in the neighborhood
of that of NPO(0)when w ∈ Bδ(0). Therefore, we can take the local solution of NPO(0) as the initial feasible point to gain that
of NPO(w).
The general algorithms for nonlinear parametric optimization problems are the descent algorithm, penalty method
and trust region method etc., which all need to calculate the gradient of the objective function. However, the objective
function of our optimization problem is highly nonlinear and it is computationally expensive to evaluate the gradient, which
limits the efficient use of classical gradient-based optimization methods. Since it is difficult to achieve the gradient of our
objective function, these algorithms are not appropriate for our nonlinear parametric optimization problem. The sequential
unconstrained minimization technique (SUMT) in [6] and sequential gradient-restoration algorithm (SGRA) in [8,11] have
a similar drawback. The Hooke–Jeeves algorithm is a pattern search method for unconstrained optimization problems. It
doesn’t require the derivatives of the objective function, and the iterative operation is very simple. However, its convergence
rate is slow, and what we want to achieve is the optimization in a bounded domain. It is conceivable that the Hooke–Jeeves
algorithm with appropriate modifications could implement this task. So we make some modifications to the Hooke–Jeeves
algorithm:
(1) Assess and modify the iterative point to make it satisfy the constraint and guarantee the descent of the objective function.
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Table 1
Control parameter
NPO(0) E[u˜∗(w)] NPO(0) E[u˜∗(w)]
Radius of curvature (m) 56.8696 56.8255 49.3419 48.5434
1 Tool-face angle (◦) −3.8372 −3.4647 2.7534 4.0563
Curve length (m) 46.6117 43.5924 34.7935 31.3069
Radius of curvature (m) 42.6472 44.9598 56.6843 59.3033
2 Tool-face angle (◦) 19.3389 18.2514 −40.3361 −33.8333
Curve length (m) 11.8367 14.1754 17.4879 19.6040
Radius of curvature (m) 42.0442 42.0708 56.6501 57.3338
3 Tool-face angle (◦) −27.7903 −26.4089 −26.8276 −26.8963
Curve length (m) 17.8969 18.5723 22.8571 24.3307
Precision of hitting target (m) 0.2122 0.3209 0.3034 0.3983
Total curve length (m) 76.3453 76.3401 75.1386 75.2417
(2) In order to improve the convergence rate, we use an acceleration factor such that the descent degree of the objective
function is increased.
The uniform designs proposed by Fang scatter points uniformly over the experimental domain. They have the advantage
of providing a good representation of the experimental domain with fewer runs in experiment design. Since the objective
function is not unimodal, the choice of initial point determines how fast the algorithm converges. So we combine the
Hooke–Jeeves algorithm with uniform design to improve the search heuristics.
The drilling process is subject to unknown disturbances, which may be taken as random. So we assume that w is an
independent normal random vector with mean zero, and take the expectancy of the local solution of NPO(w) as the optimal
control parameter. The basic steps of the revised Hooke–Jeeves algorithm are given as follows.
Algorithm 1. Step 1. Construct m initial points in U˜ad by the good lattice point method [4], and decompose U˜ad into m
subdomains.
Step 2. Use the revised Hooke–Jeeves algorithm to gain the local solution of NPO(0) for each initial point in the
corresponding subdomain.
Step 3. Generate a sequence of independent normal random vectors {wk}whose expectancy is zero. Take the local solution
of NPO(0) as the initial point of NPO(w), and use the revised Hooke–Jeeves algorithm to gain the local solution of NPO(wk),
named as u˜∗(wk).
Horizontal well planning. According to the model and algorithm mentioned above, we have programmed the software in
C language and applied it to the trajectory design of several horizontal wells in the Liaohe Oil Field. Here the optimal design
of the trajectory of Well Ci-16-Cp146 is given. It is a short-radius well; the basic data are listed as follows. Kick-off point:
X01 = 10.4◦, X02 = 228.18◦, X03 = 102.69 m, X04 = −156.39 m, X05 = 1673.15 m. Target: XT1 = 89.5◦, XT2 = 202.5◦,
XT3 = 62.5 m, XT4 = −192.9 m, XT5 = 1718.0 m. The ranges of the Radius of curvature, Tool-face angle and Curve length are
[40 m, 60 m], [−50◦, 50◦] and [10 m, 100 m] respectively.
One can regulate the values of β, γ,  to control the computational precision and reliability of the line search. What we
want is descent of the objective function at each step, and high precision is not important. So we choose n = 3, m = 50,
α = 5◦, β = (3, 5, 5, 3, 5, 5, 3, 5, 5)T , γ = β/2 and  = 0.1 in the procedure to get the desired results. We take E[u˜∗(w)] as
the local solution and acquire 16 local solutions. By comparison of a large quantity of calculation results, we find that the
local solutions of NPO(w) distribute around that for NPO(0) densely, which coincides with the conclusion of Theorem 4.3.
The numerical results illustrate very nicely the validity of the impulsive control model. Two groups are arranged in Table 1 to
show the control parameters comparison between NPO(0) and E[u˜∗(w)]. The example shows that the revised Hooke–Jeeves
algorithm is reliable and efficient.
Remark. If the state variable’s dispersion between the practical trajectory in drilling and the designed one at the terminal
point of each segment can be measured, we can regulate the control parameters in the next segment until the well path is
finished. This method is analogous to correction while drilling in [11].
6. Conclusions
Unlike the approaches in [5–9,11], the impulsive model presented in the paper specifies the effects of unknown factors
while drilling. Therefore the results of this research are much more rational and reliable. The algorithm described here is
grounded on rigorous mathematical principles; thus it is technically superior to the trial-and-error and human–computer
interaction techniques traditionally used for designing the trajectories of horizontal wells. It is shown from numerical
examples that the revised Hooke–Jeeves method is efficient and robust. It is worth mentioning that such techniques can
also be used for rapid path correction calculations.
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