We present a slightly simpler proof of the multilinear refined Strichartz estimate from [6] , and prove a slightly more general linear refined Strichartz estimate. Our arguments seek to clarify the connection between these estimates, refined decoupling and tube incidences.
Introduction
Let E be the extension operator associated with the paraboloid. More precisely, if f : [−1, 1] n−1 → C, let for x = (x 1 , . . . , x n )
Ef (x) = f (ξ 1 , . . . , ξ n−1 )e(ξ 1 x 1 + . . . + ξ n−1 x n−1 + (ξ 2 1 + . . . + ξ 2 n−1 )x n )dξ 1 . . . dξ n−1 .
Let us first recall the classical Strichartz estimate.
Theorem 1.1 ([9] ). For each f : [−1, 1] n−1 → C we have
The following result (in fact, its equivalent formulation in Corollary 1.3 below) was proved in [6] when n = 2. The proof extends to n ≥ 3, as observed in [7] . This result proved instrumental in the recent resolution of Carleson's problem on pointwise convergence of the solution of Schrödinger's equation to the initial data, see [6] and [5] .
The notation will signal the existence of implicit constants of the order O((log R) O(1) ), and | · | will refer to the cardinality of finite sets. Theorem 1.2. Let Ω 1 , . . . , Ω n be transverse cubes in [−1, 1] n−1 with diameter ∼ 1, in the sense that no hyperplane in R n−1 simultaneously intersects all Ω i . For 1 ≤ i ≤ n, let f i : Ω i → C. Let Q be a collection of N pairwise disjoint cubes q in [0, R] n with side length
Then there is a subcollection Q ′ ⊂ Q such that, writing S = q∈Q ′ q, we have
and for each ǫ > 0
Note that the exponent 2(n+1) n−1 is the same in both theorems. The gain N − n−1 n(n+1) in Theorem 1.2 comes at the cost of replacing the domain of integration R n with with a restricted collection of cubes.
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We say that a variable quantity is essentially constant if its value is always in some interval [v, 2v] , for some fixed v > 0. Theorem 1.2 admits the following corollary, which on closer inspection may in fact be seen to be an equivalent reformulation of the former, using pigeonholing as explained later in this note.
The proofs in [6] and [7] of this result are as follows. First, a linear refined Strichartz estimate is obtained for families of cubes Q that have a certain structure inside [0, R] n . Their cardinality is not important, only the distribution in horizontal strips plays a role. See Theorem 4.2 here. Then Corollary 1.3 is proved by repeating this argument in the multilinear setting, pigeonholing the collection of N cubes to have the additional structure from the linear setup, and using the multilinear Kakeya inequality to count "heavy" cubes.
In Section 2 we present a slightly different argument for Theorem 1.2, one that does not rely on a linear refined Strichartz estimate. Instead, it will use the refined decoupling from [8] , that we recall below. The proof of the refined decoupling from [8] uses very similar ideas to the proof of the linear Strichartz estimate from [6] and [7] (in particular rescaling from R to R 1/2 and the l 2 decoupling from [2] ), but it is conceptually easier, in the sense that it relies less on creating structure, and consequently, it uses less pigeonholing.
In Section 4 we repeat this argument to prove a slightly more general linear refined Strichartz estimate. For reader's convenience, in the last section we recall (in the simplest case n = 2) the way the bilinear refined Strichartz estimate solves the Carleson problem.
A tube T is a cylinder in R n with radius R 1/2 and length R. We write R ǫ T to denote the cylinder with radius R 1 2 +ǫ and length R, centered at the same point as, and having the same direction as T . We will say that the tubes T 1 , . . . , T n with directions specified by unit vectors n 1 , . . . , n n are tranverse if the volume of the parallellepiped determined by these vectors has volume n 1.
We recall the wave packet decomposition for Ef on [0, R] n , where f :
The tubes in the collection
Moreover, the functions f T are almost orthogonal and
See for example Chapter 2 in [3] .
We now recall the two key results that will be used in this note. Theorem 1.4 (Refined decoupling, [8] ). Let Q be a collection of pairwise disjoint cubes q in [0, R] n with side length R 1/2 . Let ǫ > 0. Assume that each q intersects at most M fat tubes
This result is a refinement of the decoupling proved in [2] , which has the factor R n−1
We will also use the following multilinear Kakeya inequality from [1] , in essentially the same way that has been used in [6] and [7] .
(
2. Proof that Theorem 1.4 and Theorem 1.5 imply Theorem 1.2
We may assume that for each q ∈ Q and each 1 ≤ i ≤ n we have
as the cubes q failing to satisfy this requirement will produce a very small contribution to the left hand side of (2), so they can be harmlessly added to Q ′ .
We use the wave packet decomposition for each
Because of (4) and (5) , for each q ∈ Q and each 1 ≤ i ≤ n there is some j i 1 such that
We partition Q into collections in such a way that all q in each given collection are assigned the same n-tuple (j 1 , . . . , j n ). Since there are 1 such collections, we may use pigeonholing to pick one, call it Q * , such that |Q| |Q * |.
Call T i,j i = T i , with (j 1 , . . . , j n ) being the n-tuple associated with Q * , and assume the weight of each F T i with T i ∈ T i is ∼ w i . We perform one last dyadic pigeonholing.
Fix ǫ > 0. We distinguish the cubes q in Q * according to how many fat tubes R ǫ T with T ∈ T i,j i intersect q. We may thus find a collection Q ′ ⊂ Q * such that
and such that for each q ∈ Q ′ and each 1 ≤ i ≤ n we have
2 . Note that (4) combined with the Schwartz-type decay of F T i away from T i shows that M i cannot be zero.
Using Theorem 1.5 (and (7), (8)) we get
Let S = q∈Q ′ q. Note that (6) implies that
n−1 (S) ) 1/n .
Using Theorem 1.4 we can dominate the right hand side by
Recall that for each p ≥ 1
It remains to show that
Using orthogonality we write
It thus suffices to show that
After rearranging it, this is the same as (9).
Reversing the implication?
One may wonder if the multilinear refined Strichartz estimate (Corollary 1.3) implies the refined decoupling in Theorem 1.4, or at least some multilinear version of it. What we ask for is a more or less direct argument, like the one for the reverse implication described in the previous section. The answer appears to be "no". To illustrate the relative strength of the latter compared to the former result, we point out below that the implication under question does hold if the collection Q satisfies the saturation condition (S2) (see the statement of the following theorem). In light of (3), this condition reads (we use ≈ to hide arbitrarily small
and means that a significant fraction of the transverse incidences between tubes occur at the cubes from Q.
Let Q 1 , . . . , Q n be transverse cubes in [−1, 1] n−1 and let f i :
A rather immediate computation shows that Corollary 1.3 implies the following result. Theorem 3.1 (Saturated multilinear refined decoupling). Let p = 2(n+1) n−1 . Assume that for each i and each T i ∈ T R (f i ), the weight of F T i is ∼ 1. Let Q be a collection of pairwise disjoint cubes q in [0, R] n with side length R 1/2 . Let ǫ > 0. Assume that each q intersects
Refined decoupling implies linear refined Strichartz estimate
Recall that the directions of the tubes arising in our wave packet decompositions -let us call them admissible tubes-are given by the normal vectors to the paraboloid over [−1, 1] n−1 . Thus, the angles between the directions of admissible tubes and the vertical axis x n are at most C n π, with C n < 1 2 . In other words, admissible tubes are never close to being horizontal. Definition 4.1. Let D n be a fixed parameter depending only on the dimension n. A collection Q of pairwise disjoint R 1/2 -cubes in [0, R] n is said to be almost horizontal if each admissible tube intersects at most D n cubes in Q.
The collection of cubes intersecting a horizontal hyperplane x n = const is almost horizontal. But so is the collection of cubes intersecting the graph of a smooth function φ : [0, R] n−1 → [0, R] with ∇φ L ∞ Cn,Dn 1.
We prove the following result, using the refined decoupling in Theorem 1.4. The reader should compare this with Theorem 1.1. is essentially constant in q. We partition Q into almost horizontal collections Q j . Let σ be the cardinality of the smallest among these collections.
Then Ef
The implicit constant is independent of the number of collections Q j .
The case of this theorem when each of the almost horizontal collections is in fact horizontal (the cubes touch a fixed horizontal hyperplane) was proved in [6] . Let us briefly sketch an argument here that relies solely on Theorem 1.4.
Proof. The proof is very similar to the one in Section 2, but it uses a trivial incidence bound, rather than the multilinear Kakeya estimate. Using pigeonholing we may assume that all the wave packets of Ef have weight ∼ 1, and that each q ∈ Q ′ (for some Q ′ ⊂ Q with |Q| |Q ′ |) intersects roughly M fat tubes R ǫ T with T ∈ T R (f ), for some fixed M ≥ 1.
Then the essentially constant property combined with refined decoupling implies that
Comparing this with (10) and using that f 2 ∼ R n−1
It is immediate that Q ′ contains an almost horizontal collection of size σ, call it Q * . Indeed, since
Recall that each q ∈ Q * intersects roughly M tubes, and that each tube can intersect at most D n cubes in Q * . It follows that
The estimate (11) is now immediate.
Carleson's problem
Carleson's problem [4] in the plane about the pointwise convergence of the solution to Schrödinger's equation to initial data is equivalent to the following theorem. Let us see how Theorem 1.2 implies this. Pigeonholing, we may assume that (Ef 1 Ef 2 ) 1/2
is essentially constant in ω, and that there are either 0 or ∼ λ squares ω inside each R 1/2square q (we take q from a partition of [0, R] 2 ). The value of λ will be irrelevant. Let Q be the collection of R 1/2 -squares containing the squares ω. Assume it has size N. Apply Theorem 1.2 to find Q ′ ⊂ Q such that N |Q ′ | and (Ef 1 Ef 2 ) 1/2
Note that because of the essentially constant assumption and the λ uniformity we have (Ef 1 Ef 2 ) 1/2 L 2 (S) (Ef 1 Ef 2 ) 1/2 L 2 (∪ q∈Q ′ ∪ω⊂qω) . Let us denote by M the cardinality of {ω ⊂ q : q ∈ Q ′ }. Recall that M ≤ R. Using Hölder, the right hand side is dominated by M 1/3 (Ef 1 Ef 2 ) 1/2 L 6 (∪ q∈Q ′ ∪ω⊂qω) . This is trivially dominated by M 1/3 (Ef 1 Ef 2 ) 1/2 L 6 (∪ q∈Q ′ q) . Note also that M ≈ λN, so N MR −1/2 . Combining these leads to the desired estimate (Ef 1 Ef 2 ) 1/2
