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Resumo
SANTOS, Guilherme Cavalari. Controle via Realimentac¸a˜o de Estado de Sistemas Afins com
Comutac¸a˜o a Tempo Cont´ınuo, Campinas: Faculdade de Engenharia Mecaˆnica, Universidade
Estadual de Campinas, 2015. 54 p. Dissertac¸a˜o (Mestrado).
Esta dissertac¸a˜o trata do projeto de controle H2 e H∞ via realimentac¸a˜o de estado para
sistemas afins com comutac¸a˜o a tempo cont´ınuo. Nosso objetivo principal e´ projetar um conjunto
de ganhos de realimentac¸a˜o de estado e uma func¸a˜o de comutac¸a˜o assegurando estabilidade
assinto´tica global do ponto de equil´ıbrio desejado. Este ponto deve pertencer a um conjunto de
pontos de equil´ıbrio ating´ıveis a ser determinado. Ale´m disso, o projeto deve levar em conta
ı´ndices de desempenho H2 e H∞ que sa˜o adequadamente definidos. Para o projeto de controle
H∞, duas func¸o˜es de comutac¸a˜o sa˜o propostas e discutidas. A primeira delas depende somente
do estado, enquanto a segunda representa uma nova proposta que e´ mais geral e depende tambe´m
da entrada externa. As condic¸o˜es obtidas sa˜o menos conservadoras do que as te´cnicas recentes
dispon´ıveis na literatura, por exemplo, os me´todos baseados na func¸a˜o de Lyapunov do tipo
ma´ximo e os utilizados normalmente para assegurar estabilidade pra´tica. Exemplos nume´ricos
ilustram os resultados teo´ricos obtidos e sa˜o usados para comparac¸o˜es.
Palavras-chave: Sistemas de controle por realimentac¸a˜o, sistemas afins, sistemas com co-
mutac¸a˜o, projeto de controle H2 e H∞.
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Abstract
SANTOS, Guilherme Cavalari. State Feedback Control Design of Continuous-Time Switched Af-
fine Ssystems, Campinas: School of Mechanical Engineering, University of Campinas, 2015. 54
p. Master’s Thesis.
This Master’s thesis deals with state feedback H2 and H∞ control design of continuous-time
switched affine systems. Our main goal is to design a set of state feedback gains and a switching
function assuring global asymptotical stability of a desired equilibrium point. This point must
belong to a set of attainable equilibrium points to be determined. Moreover, the design must
consider H2 and H∞ performance indexes to be defined. For the H∞ control design, two different
switching functions are proposed and discussed. The first one depends only on the state and the
other depends on the state and on the external input. The conditions are less conservative than
the techniques available in the literature to date, as for instance, those based on a max-type
Lyapunov function and those commonly used to assure practical stability. Numerical examples
illustrate the theoretical results and are used for comparisons.
Keywords: Feedback control systems, affine system, switched systems, H2 and H∞ control
design.
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Cap´ıtulo 1
Introduc¸a˜o
Sistemas com comutac¸a˜o representam uma subclasse de sistemas h´ıbridos que sa˜o caracteri-
zados pela interac¸a˜o entre dinaˆmicas cont´ınuas e eventos discretos. Esses sistemas sa˜o compostos
por va´rios subsistemas e uma func¸a˜o que orquestra a comutac¸a˜o entre eles. Devido a seus desafios
teo´ricos e o seu extenso campo de aplicac¸o˜es pra´ticas, eles teˆm atra´ıdo o interesse da comunidade
cient´ıfica desde os anos 90.
Um exemplo interessante e´ o controle das marchas de um carro automa´tico (Pettersson &
Lennartson, 1996), em que dada uma regra de comutac¸a˜o baseada na velocidade e acelerac¸a˜o
do ve´ıculo, o sistema controla a posic¸a˜o das marchas selecionando subsistemas com diferentes
relac¸o˜es torque × velocidade. Em eletroˆnica de poteˆncia, um dos exemplos mais simples e´ o
da regulac¸a˜o da tensa˜o na sa´ıda de conversores de corrente cont´ınua, como o conversor Boost1
da Figura 1.1. Ele apresenta duas chaves que operam de forma complementar definindo dois
subsistemas ele´tricos independentes. A regulac¸a˜o da tensa˜o na sa´ıda deste conversor, ou seja,
na carga R0, depende unicamente do controle das duas chaves eletroˆnicas. Na verdade, este
conversor representa um sistema afim com comutac¸a˜o, cujo controle e´ o tema central desta
dissertac¸a˜o. As refereˆncias (Cardim et al., 2009), (Corona et al., 2007), (Deaecto et al., 2010) e
(Garcia et al., 2009) sa˜o alguns exemplos relacionados ao controle de sistemas afins.
Para sistemas lineares com comutac¸a˜o, a literatura apresenta diversos resultados importantes
relacionados ao projeto de controle via realimentac¸a˜o de estado, (Geromel & Colaneri, 2006),
(Zhai, 2012) e via realimentac¸a˜o de sa´ıda (Deaecto et al., 2011), (Geromel et al., 2008). Uma
caracter´ıstica interessante e´ que a func¸a˜o de comutac¸a˜o pode assegurar estabilidade assinto´tica
global mesmo que todos os subsistemas sejam insta´veis. Ale´m disso, como mostra a refereˆncia
(Geromel et al., 2013), o projeto de uma regra de comutac¸a˜o e´ importante mesmo que todos
os subsistemas sejam esta´veis, pois ela pode melhorar o desempenho global quando comparado
1Conversor elevador de tensa˜o.
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Figura 1.1: Conversor CC - Boost
ao desempenho de cada subsistema isolado. Os artigos (DeCarlo et al., 2000), (Lin & Antsa-
klis, 2009), (Shorten et al., 2007) e os livros (Liberzon, 2003) e (Sun & Ge, 2005) sa˜o refereˆncias
ba´sicas sobre este tema. Comparado aos sistemas lineares, os sistemas afins com comutac¸a˜o sa˜o
mais complicados pois apresentam va´rios pontos de equil´ıbrio compondo uma regia˜o no espac¸o
de estado. Assim, os objetivos de controle consistem em determinar um conjunto de pontos de
equil´ıbrio ating´ıveis e uma regra de comutac¸a˜o capaz de conduzir qualquer trajeto´ria do sistema
ao ponto de equil´ıbrio desejado, o qual geralmente na˜o coincide com o ponto de equil´ıbrio de
nenhum dos subsistemas isolados. A literatura apresenta alguns resultados sobre estabilizac¸a˜o
baseados em te´cnicas de controle o´timo (Corona et al., 2007), (Hauroigne et al., 2011) e crite´rio
de Lyapunov, veja (Bolzern & Spinelli, 2004), (Cardim et al., 2009), (Deaecto et al., 2010), (Hetel
& Fridman, 2013), (Trofino et al., 2009), (Trofino et al., 2012b) e (Xu et al., 2008), sendo que as
refereˆncias (Hetel & Fridman, 2013) e (Xu et al., 2008) tratam de sistemas amostrados. A maio-
ria deles, por exemplo (Bolzern & Spinelli, 2004) e (Deaecto et al., 2010), baseia-se na adoc¸a˜o de
uma func¸a˜o de Lyapunov quadra´tica e mostra que uma condic¸a˜o suficiente para estabilidade as-
sinto´tica global e´ a existeˆncia de uma combinac¸a˜o convexa esta´vel das matrizes dos subsistemas.
Outra te´cnica recente e´ baseada na func¸a˜o de Lyapunov do tipo ma´ximo, as refereˆncias (Trofino
et al., 2009), (Trofino et al., 2012a), (Trofino et al., 2011) e (Trofino et al., 2012b) sa˜o alguns
exemplos. Infelizmente, usando esta te´cnica, a condic¸a˜o suficiente mencionada torna-se somente
necessa´ria.
Quanto ao desempenho H∞, a literatura apresenta poucos resultados, veja por exemplo (Tro-
fino et al., 2012b) que se baseia em uma func¸a˜o de Lyapunov do tipo ma´ximo e (Yang et al., 2013)
que exige que os subsistemas sejam quadraticamente esta´veis, ou seja, que todas as matrizes dos
subsistemas sejam Hurwitz e que admitam uma func¸a˜o de Lyapunov comum.
A proposta desta dissertac¸a˜o e´ generalizar os resultados de (Deaecto et al., 2010) e (Zhai, 2012)
para tratar do controle H2 e H∞ de sistemas afins com comutac¸a˜o. Como passo inicial, no´s trata-
mos do problema de estabilizac¸a˜o levando em conta o projeto de uma func¸a˜o de comutac¸a˜o como
2
3u´nica varia´vel de controle. No caso H∞, propomos duas func¸o˜es de comutac¸a˜o diferentes. A pri-
meira depende somente do estado, enquanto a segunda, mais geral, depende tambe´m da entrada
externa. Como passo seguinte, generalizamos estes resultados para tratar da s´ıntese de controle
conjunto de ganhos matriciais reais e uma func¸a˜o de comutac¸a˜o assegurando desempenhos H2
e H∞. Neste caso, devido a` ac¸a˜o das duas varia´veis de controle, e´ poss´ıvel assegurar estabili-
dade assinto´tica global, mesmo que na˜o exista uma combinac¸a˜o convexa esta´vel das matrizes em
espac¸o de estado dos subsistemas. O Exemplo 4.5.2 ilustra este ponto. Como ficara´ claro ao
longo do texto, para ambas as regras de comutac¸a˜o e´ poss´ıvel encontrar uma func¸a˜o de transfe-
reˆncia que representa uma certa subclasse de sistemas afins com comutac¸a˜o. Os resultados sobre
estabilizac¸a˜o sa˜o comparados com a literatura recente, por exemplo, com os me´todos baseados
em uma func¸a˜o de Lyapunov do tipo ma´ximo e te´cnicas normalmente utilizadas para assegurar
estabilidade pra´tica, veja (Hetel & Fridman, 2013). Apresentamos ao longo dos cap´ıtulos va´rios
exemplos ilustrativos. O conteu´do aqui descrito esta´ dividido em cinco cap´ıtulos organizados
como segue:
• Cap´ıtulo 2: Apresenta alguns conceitos fundamentais, cla´ssicos da literatura, relacionados
a sistemas lineares invariantes no tempo, como o crite´rio de Lyapunov e o conceito de
normasH2 e H∞, assim como introduz uma breve discussa˜o sobre sistemas com comutac¸a˜o.
• Cap´ıtulo 3: Trata do projeto de uma func¸a˜o de comutac¸a˜o estabilizante dependente do
estado que assegura um custo garantido de desempenho, ou seja, revisita as propostas de
(Deaecto et al., 2010), que fornecem a base teo´rica para os nossos resultados principais.
• Cap´ıtulo 4: Apresenta os principais resultados desta dissertac¸a˜o. Mais especificamente,
trata do controle H2 e H∞ de sistemas afins com comutac¸a˜o propondo uma nova func¸a˜o
de comutac¸a˜o que e´ menos conservadora, sendo dependente na˜o somente do estado mas
tambe´m da entrada externa. Ale´m disso, o cap´ıtulo generaliza tais resultados para tratar
do projeto conjunto de duas varia´veis de controle, a saber, ganhos matriciais reais e a
func¸a˜o de comutac¸a˜o. Para ilustrar e comparar esses resultados, utilizamos treˆs exemplos,
sendo um deles de aplicac¸a˜o pra´tica que consiste em um conversor Buck-Boost.
• Cap´ıtulo 5: Recapitula os principais pontos abordados na dissertac¸a˜o, destacando as
contribuic¸o˜es mais relevantes e apresentando algumas perspectivas para trabalhos futuros.
3
Cap´ıtulo 2
Conceitos Fundamentais
Neste cap´ıtulo, apresentamos alguns conceitos fundamentais relacionados a sistemas lineares
invariantes no tempo, a saber, o crite´rio de Lyapunov para o estudo de estabilidade e o ca´lculo
de normas H2 e H∞ via desigualdades matriciais lineares - LMIs
1. Estes conceitos sa˜o cla´ssicos
na literatura e sera˜o generalizados nos cap´ıtulos seguintes para tratar sistemas afins com comu-
tac¸a˜o, que e´ o tema central desta dissertac¸a˜o. No final deste cap´ıtulo, apresentamos uma breve
introduc¸a˜o sobre sistemas com comutac¸a˜o ressaltando algumas propriedades importantes.
2.1 Sistemas Lineares Invariantes no Tempo
Considere um sistema linear invariante no tempo (LIT) descrito pela seguinte representac¸a˜o
no espac¸o de estado
x˙(t) = Ax(t) +Hw(t), x(0) = 0 (2.1)
z(t) = Ex(t) +Gw(t) (2.2)
em que x(t) ∈ Rnx e´ o vetor de estado, w(t) ∈ Rnw e´ a entrada externa e z(t) ∈ Rnz e´ a sa´ıda
controlada. A func¸a˜o de transfereˆncia Hwz(s) ∈ Cnz×nw entre a entrada externa w(t) e a sa´ıda
controlada z(t) e´ dada por
Hwz(s) = E(sI − A)
−1H +G (2.3)
sendo o sistema classificado como estritamente pro´prio caso G = 0 e pro´prio caso contra´rio. A
seguir discutimos alguns conceitos cla´ssicos importantes para o estudo de estabilidade e ana´lise
de desempenho deste sistema.
1Do ingleˆs Linear Matrix Inequalities.
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2.2 Estabilidade
Nesta sec¸a˜o, apresentamos o crite´rio de Lyapunov para o estudo de estabilidade. Este crite´rio
e´ um dos mais utilizados e pode ser encontrado na maioria dos livros sobre teoria de controle,
veja por exemplo (Geromel & Korogui, 2011), (Slotine & Li, 1991) e (Vidyasagar, 1993). Antes
de apresenta´-lo, vamos considerar o sistema LIT mais simples
x˙(t) = Ax(t), x(0) = x0 (2.4)
e definir dois conceitos importantes, a saber, ponto de equil´ıbrio e estabilidade assinto´tica global.
Definic¸a˜o 2.1 (Ponto de Equil´ıbrio) O ponto xe ∈ Rnx de um sistema dinaˆmico e´ dito de
equil´ıbrio se, uma vez que a trajeto´ria x(t) atinge este ponto, ou seja, x(t) = xe para um t =
te ≥ 0, la´ permanece para todo o tempo subsequente, t ≥ te.
Note que para o sistema em estudo (2.4), desde que A ∈ Rnx×nx seja na˜o singular, o u´nico
ponto de equil´ıbrio e´ a origem xe = 0.
Definic¸a˜o 2.2 (Estabilidade Assinto´tica Global) O ponto de equil´ıbrio xe e´ dito globalmente
assintoticamente esta´vel se, ele for esta´vel e se partindo de uma condic¸a˜o inicial arbitra´ria x(0) =
x0 ∈ Rnx, a trajeto´ria x(t) tende para o ponto de equil´ıbrio xe, ou seja, x(t)→ xe quando t→∞.
Em particular, um sistema LIT a tempo cont´ınuo e´ globalmente assintoticamente esta´vel
se todos os polos de sua func¸a˜o de transfereˆncia Hwz(s) ou, de forma equivalente, se todos os
autovalores da matriz A, estiverem localizados no semiplano esquerdo aberto do plano complexo.
Neste caso, dizemos que a matriz A e´ Hurwitz, ou seja, A ∈ H.
A ideia central do crite´rio de Lyapunov e´ analisar uma func¸a˜o v(x(t)) que mede a distaˆncia
de um ponto gene´rico x(t) ∈ Rnx no espac¸o de estado ate´ um ponto de equil´ıbrio xe ∈ Rnx
conforme o tempo evolui. Esta func¸a˜o e´ chamada de func¸a˜o de Lyapunov e apresenta as seguintes
caracter´ısticas, veja (Slotine & Li, 1991):
• v(x) > 0, ∀x 6= xe, v(x) = 0, x = xe.
• v(x) e´ diferencia´vel em relac¸a˜o a todas as componentes de x ∈ Rnx .
• v(x) e´ ilimitada para x ∈ Rnx ilimitado.
Note que, se para qualquer condic¸a˜o inicial dada, a func¸a˜o v(x(t)) sempre diminuir e tender
a zero no decorrer do tempo, ou seja, se v˙(x(t)) < 0, ∀x 6= xe, enta˜o x(t) → xe e conclu´ımos
que o ponto de equil´ıbrio e´ globalmente assintoticamente esta´vel. Logo, o crite´rio de Lyapunov
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baseia-se na escolha da func¸a˜o de Lyapunov v(x) e na imposic¸a˜o que sua derivada seja negativa
para qualquer x 6= xe. Para o sistema linear (2.4) que possui xe = 0, uma boa candidata e´ a
func¸a˜o quadra´tica
v(x) = x′Px (2.5)
com 0 < P ∈ Rnx×nx . De fato, considerando uma trajeto´ria arbitra´ria de (2.4) e derivando a
func¸a˜o (2.5) em relac¸a˜o ao tempo, temos
v˙(x) = x˙′Px+ x′P x˙ = x′(A′P + PA)x (2.6)
e, portanto, dada uma matriz Q ∈ Rnx×nx sime´trica definida positiva, se existir P > 0 soluc¸a˜o
da equac¸a˜o matricial de Lyapunov dada por
A′P + PA = −Q (2.7)
temos que v˙ = −x′Qx < 0, ∀x 6= 0 ∈ Rnx e, portanto, o sistema e´ globalmente assintoticamente
esta´vel.
Ale´m de suficiente, a existeˆncia de uma soluc¸a˜o definida positiva para a equac¸a˜o (2.7) e´
tambe´m uma condic¸a˜o necessa´ria para a estabilidade. De fato, assuma que o sistema e´ assinto-
ticamente esta´vel e que a soluc¸a˜o u´nica da equac¸a˜o de Lyapunov e´
P =
∫ ∞
0
eA
′tQeAtdt (2.8)
Multiplicando (2.8) a` direita por ξ e a` esquerda pelo seu transposto, temos
ξ′Pξ =
∫ ∞
0
ξ′eA
′tQeAtξdt =
∫ ∞
0
x′Qxdt (2.9)
com x = eAtξ sendo a soluc¸a˜o do sistema x˙ = Ax com x(0) = ξ. Como Q > 0 enta˜o ξ′Pξ > 0
indicando que a soluc¸a˜o (2.8) e´ definida positiva. Ale´m disso, como sera´ apresentado em seguida,
ela satisfaz a equac¸a˜o de Lyapunov
A′P + PA =
∫ ∞
0
(
A′eA
′tQeAt + eA
′tQeAtA
)
dt
=
∫ ∞
0
d
dt
(
eA
′tQeAt
)
dt
= lim
t→∞
eA
′tQeAt −Q = −Q
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pois, por hipo´tese, o sistema e´ globalmente assintoticamente esta´vel e, portanto, o limite indicado
e´ nulo. O teorema a seguir sintetiza o crite´rio de Lyapunov para o sistema linear em estudo.
Teorema 2.1 O sistema dinaˆmico linear a tempo cont´ınuo x˙ = Ax e´ assintoticamente esta´vel se
e somente se para qualquer Q > 0 dada, existir P > 0 soluc¸a˜o da equac¸a˜o matricial de Lyapunov
A′P + PA = −Q.
2.3 I´ndices de Desempenho
Nesta sec¸a˜o, apresentamos as normas H2 e H∞ que sa˜o os crite´rios de desempenho mais
utilizados para analisar a qualidade de projetos em sistemas de controle, veja (Geromel & Koro-
gui, 2011) e (Colaneri et al., 1997). Tais normas sa˜o definidas a partir da func¸a˜o de transfereˆncia
do sistema, mas tambe´m podem ser calculadas utilizando a sua resposta ao impulso. Para isso
aplicamos o ce´lebre Teorema de Parseval, um importante resultado que relaciona a integral de
uma func¸a˜o no tempo com a integral da sua transformada de Fourier, veja (Geromel & Koro-
gui, 2011).
Teorema 2.2 (Teorema de Parseval) Seja uma func¸a˜o real f(t) : R+ → R tal que F (s) =
L{f(t)} : D{F (s)} → C com 0 ∈ D{F (s)}, enta˜o a seguinte igualdade e´ verificada
∫ ∞
0
f(t)2dt =
1
pi
∫ ∞
0
F (jω)∗F (jω)dω (2.10)
Na verdade, a igualdade (2.10) e´ baseada na transformada de Laplace inversa de f(t) com s = jω,
ou seja
f(t) =
1
2pij
∫
Γ
F (s)estds =
1
2pi
∫ ∞
−∞
F (jω)ejωtdω (2.11)
sendo Γ o eixo imagina´rio pertencente ao domı´nio de F (s). Partindo da definic¸a˜o de norma,
temos
‖f(t)‖22 =
∫ ∞
0
f(t)2dt
=
∫ ∞
0
f(t)
(
1
2pi
∫ ∞
−∞
F (jω)ejωtdω
)
dt
=
1
2pi
∫ ∞
−∞
(∫ ∞
0
f(t)e−jωtdt
)∗
F (jω)dω
=
1
2pi
∫ ∞
−∞
F (jω)∗F (jω)dω (2.12)
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Ale´m disso, como a func¸a˜o f(t) e´ real, temos F (jω)∗ = F (−jω) e, portanto
‖f(t)‖22 =
1
2pi
∫ ∞
−∞
F (jω)∗F (jω)dω =
1
pi
∫ ∞
0
F (jω)∗F (jω)dω (2.13)
Este teorema sera´ utilizado para o ca´lculo das normasH2 eH∞ que sera˜o definidas para o sistema
mais geral (2.1)-(2.2) com func¸a˜o de transfereˆncia Hwz(s) ∈ C
nz×nw .
2.3.1 Norma H2
A norma H2 de um sistema a tempo cont´ınuo pode ser calculada para toda func¸a˜o de trans-
fereˆncia Hwz(s), estritamente pro´pria, anal´ıtica no semiplano complexo direito incluindo o eixo
imagina´rio e e´ definida pela seguinte integral finita
‖Hwz(s)‖2 =
(
1
2pi
∫ ∞
−∞
Tr(Hwz(jω)
∼Hwz(jω))dω
)1/2
(2.14)
Utilizando o Teorema de Parseval, podemos obter o seu ca´lculo no domı´nio do tempo
‖Hwz(s)‖2 =
(∫ ∞
0
Tr(hwz(t)
′hwz(t))dt
)1/2
(2.15)
em que hwz(t) = L−1{Hwz(s)} e´ a resposta ao impulso do sistema (2.1)-(2.2). Para sistemas
com uma entrada e uma sa´ıda2 esta norma se iguala a` a´rea sob a curva do mo´dulo da resposta
ao impulso deste sistema. Note que a func¸a˜o de transfereˆncia Hwz(s) e´ anal´ıtica no semiplano
complexo direito fechado sempre que o sistema for assintoticamente esta´vel. Ale´m disso, para
que a integral (2.15) seja finita e´ imperativo que o sistema seja estritamente pro´prio, ou seja,
G = 0. De fato, de (2.15) com hwz(t) = Ee
AtH +Gδ(t), temos
‖Hwz(s)‖
2
2 =
∫ ∞
0
Tr
(
(H ′eA
′tE ′ +G′δ(t))(EeAtH +Gδ(t))
)
dt
= Tr
(
H ′
(∫ ∞
0
eA
′tE ′EeAtdt
)
H
)
+ 2Tr(H ′E ′G) + Tr(G′G)
∫ ∞
0
δ(t)2dt
em que ∫ ∞
0
δ(t)2dt =
1
pi
∫ ∞
0
dω →∞
2Do ingleˆs SISO - Single Input, Single Output.
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e, portanto, a norma sera´ finita somente se a matriz G for nula, o que resulta em ‖Hwz(s)‖22 =
Tr(H ′POH) onde a matriz
PO =
∫ ∞
0
eA
′tE ′EeAtdt (2.16)
e´ o gramiano de observabilidade, soluc¸a˜o da equac¸a˜o de Lyapunov A′PO + POA + E
′E = 0.
Assim, para um sistema assintoticamente esta´vel, a norma H2 e´ dada por
‖Hwz(s)‖
2
2 = {Tr(H
′POH) : A
′PO + POA+ E
′E = 0} (2.17)
que pode ser resolvida numericamente atrave´s da soluc¸a˜o de um conjunto de equac¸o˜es lineares,
cuja complexidade aumenta com a ordem do sistema. Entretanto, com o desenvolvimento dos
me´todos de pontos interiores, podemos descrever o ca´lculo da norma H2 como um problema
de otimizac¸a˜o convexa, e resolveˆ-lo numericamente de forma alternativa com as ferramentas
dispon´ıveis na literatura para a soluc¸a˜o de LMIs, veja (Boyd et al., 1994). De fato, levando em
conta que toda soluc¸a˜o definida positiva da desigualdade
A′P + PA+ E ′E < 0 (2.18)
satisfaz a equac¸a˜o de Laypunov A′P + PA + E ′E = −S, para uma matriz arbitra´ria S > 0,
temos que
P =
∫ ∞
0
eA
′t(E ′E + S)eAtdt
> PO (2.19)
e, portanto, ‖Hwz(s)‖22 = Tr(H
′POH) < Tr(H
′PH). A minimizac¸a˜o deste limitante superior
fornece um valor que e´ arbitrariamente pro´ximo ao quadrado da norma H2 do sistema (2.1)-
(2.2). Assim, podemos calcular (2.17), alternativamente, resolvendo o seguinte problema de
otimizac¸a˜o convexa
‖Hwz(s)‖
2
2 = inf
P>0
{Tr(H ′PH) |A′P + PA+ E ′E < 0} (2.20)
sendo o operador “ inf” o ı´nfimo, ou seja, o maior limitante inferior. E´ importante mencionar que
todos os problemas envolvendo LMIs sa˜o expressos atrave´s de conjuntos abertos. Entretanto,
poder´ıamos utilizar o operador “min” se entendermos que todos os me´todos normalmente utiliza-
dos para a soluc¸a˜o de LMIs permitem fechar o conjunto de restric¸o˜es utilizando um escalar ε > 0
arbitrariamente pequeno definido pelo usua´rio.
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2.3.2 Norma H∞
A norma H∞ pode ser calculada somente para func¸o˜es de transfereˆncia Hwz(s) anal´ıticas no
semiplano complexo direito, incluindo o eixo imagina´rio, e e´ definida por
‖Hwz(s)‖
2
∞ = sup
ω∈R
σmax{Hwz(jω)} (2.21)
sendo σmax{·} o valor singular ma´ximo e “sup” o supremo, ou seja, o menor limitante superior.
Em sistemas com uma entrada e uma sa´ıda, esta norma se iguala ao valor ma´ximo do diagrama
de Bode de mo´dulo da func¸a˜o de transfereˆncia Hwz(s). Ademais, diferente do caso H2, ela na˜o
exige que a func¸a˜o de transfereˆncia seja estritamente pro´pria. Considerando o sistema (2.1)-(2.2)
com entrada externa w(t) pertencente ao conjunto L2, ou seja∫ ∞
0
w(t)′w(t) dt <∞ (2.22)
e utilizando o Teorema de Parseval, temos que zˆ(s) = Hwz(s)wˆ(s) nos permite escrever∫ ∞
0
z(t)′z(t) =
1
pi
∫ ∞
0
zˆ(jω)∼zˆ(jω)dω
=
1
pi
∫ ∞
0
wˆ(jω)∼Hwz(jω)
∼Hwz(jω)wˆ(jω)dω
≤ ‖Hwz(s)‖
2
∞
∫ ∞
0
w(t)′w(t)dt (2.23)
e, portanto, temos que ‖Hwz(s)‖2∞ ≤ ρ, se e somente se ‖z(t)‖
2
2 ≤ ρ‖w(t)‖
2
2. Em outras palavras,
grac¸as ao Teorema de Parseval, podemos minimizar ρ e calcular a norma H∞ atrave´s de func¸o˜es
descritas no domı´nio do tempo.
Ale´m disso, adotando a func¸a˜o de Lyapunov v(x) = x′Px, P > 0, ja´ utilizada anteriormente,
e impondo
v˙(x(t)) < −z(t)′z(t) + ρw(t)′w(t), ∀t ≥ 0 (2.24)
para algum ρ > 0, apo´s integrar de ambos os lados de t = 0 a t → ∞ e, lembrando que
v(x(∞)) = 0, pois o sistema e´ globalmente assintoticamente esta´vel e v(x(0)) = 0 pois x(0) = 0,
obtemos ∫ ∞
0
z(t)′z(t)dt− ρ
∫ ∞
0
w(t)′w(t)dt ≤ 0 (2.25)
o que nos leva a concluir que ‖Hwz(s)‖2∞ ≤ ρ.
Logo, podemos obter a norma H∞, sempre que a desigualdade (2.24) for verificada. Note que
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para o sistema (2.1)-(2.2) temos
v˙(x(t)) = {x˙(t)′Px(t) + x(t)′P x˙(t) + z(t)′z(t)− ρw(t)′w(t)} − z(t)′z(t) + ρw(t)′w(t)
=
[
x(t)
w(t)
]′ [
A′P + PA+ E ′E PH + E ′G
H ′P +G′E G′G− ρI
][
x(t)
w(t)
]
− z(t)′z(t) + ρw(t)′w(t)
< −z(t)′z(t) + ρw(t)′w(t) (2.26)
sendo que a desigualdade e´ verificada sempre que a LMI
[
A′P + PA+ E ′E PH + E ′G
H ′P +G′E G′G− ρI
]
< 0 (2.27)
for satisfeita e, portanto, a norma H∞ do sistema pode ser obtida atrave´s da soluc¸a˜o do seguinte
problema de otimizac¸a˜o convexa
‖Hwz(s)‖
2
∞ = inf
{ρ>0,P>0}
{
ρ :
[
A′P + PA+ E ′E PH + E ′G
H ′P +G′E G′G− ρI
]
< 0
}
(2.28)
que pode ser resolvido sem dificuldades atrave´s dos algoritmos dispon´ıveis na literatura para
soluc¸a˜o de LMIs.
2.4 Sistemas com Comutac¸a˜o
Um sistema com comutac¸a˜o e´ um sistema dinaˆmico que consiste em um nu´mero finito de
subsistemas e uma regra de comutac¸a˜o que seleciona a cada instante de tempo um deles. Esta
regra, tambe´m chamada func¸a˜o de comutac¸a˜o, pode atuar de duas maneiras diferentes: 1) pode
ser uma perturbac¸a˜o e, portanto, o problema de controle consiste em garantir estabilidade e
desempenho para qualquer variac¸a˜o arbitra´ria da regra ou 2) pode ser uma varia´vel de controle
σ(x(t)) : Rnx → {1, 2, · · · , N} := K a ser determinada de forma a garantir os mesmos objetivos.
Nosso interesse, nesta dissertac¸a˜o, esta´ voltado ao caso em que a func¸a˜o σ(·) e´ uma varia´vel de
controle. Os livros (Liberzon, 2003), (Sun & Ge, 2005) e os artigos (Liberzon & Morse, 1999),
(DeCarlo et al., 2000), (Lin & Antsaklis, 2009) e (Shorten et al., 2007) sa˜o refereˆncias ba´sicas
sobre este tema.
Como ficara´ claro nos cap´ıtulos seguintes, estes sistemas possuem algumas propriedades in-
tr´ınsecas que merecem destaque. A primeira delas se baseia no fato de que embora cada subsis-
tema isolado apresente uma func¸a˜o de transfereˆncia definida, o sistema geral com comutac¸a˜o na˜o
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possui representac¸a˜o frequencial devido a` atuac¸a˜o da regra de comutac¸a˜o σ(x) que e´ na˜o linear e
variante no tempo. Consequentemente, as normas definidas na sec¸a˜o anterior na˜o podem ser ado-
tadas. Neste caso, a qualidade do projeto e´ medida atrave´s da definic¸a˜o de ı´ndices de desempenho
que se igualam a`s normas H2 ou H∞ de um dos subsistemas, sempre que a regra de comutac¸a˜o
permanecer fixa neste subsistema. Este procedimento ja´ foi adotado para sistemas lineares com
comutac¸a˜o, veja (Geromel et al., 2013), (Deaecto et al., 2011) e (Geromel et al., 2008). Nesta
dissertac¸a˜o, uma de nossas contribuic¸o˜es e´ a definic¸a˜o de ı´ndices de desempenho H2 e H∞ para
sistemas afins visando o projeto de uma func¸a˜o de comutac¸a˜o que os otimize.
Outra caracter´ıstica interessante destes sistemas e´ a ocorreˆncia de modos deslizantes, situac¸a˜o
na qual a func¸a˜o de comutac¸a˜o comuta com frequeˆncia infinita, fazendo com que o sistema com
comutac¸a˜o apresente uma dinaˆmica ine´dita, diferente do comportamento de cada subsistema in-
dividual. Em sistemas reais, esse fenoˆmeno e´ geralmente indesejado pois causa desgaste excessivo
dos equipamentos. Por outro lado, devido a` sua dinaˆmica ine´dita, sa˜o algumas vezes importantes
para resolver problemas de controle que podem ser dif´ıceis ou imposs´ıveis de serem abordados
de outra forma, veja (Liberzon, 2003). Ademais, a regra de comutac¸a˜o pode permitir a obtenc¸a˜o
de trajeto´rias esta´veis mesmo que todos os subsistemas sejam insta´veis ou, se for estritamente
consistente, pode melhorar o desempenho global do sistema, veja (Geromel et al., 2013).
Ale´m das propriedades ja´ mencionadas, para o caso de sistemas afins, a comutac¸a˜o permite a
criac¸a˜o de novos pontos de equil´ıbrio que na˜o coincidem com os pontos de equil´ıbrio de nenhum
dos subsistemas isolados. Este fato faz com que o seu campo de aplicac¸o˜es seja bastante amplo,
por exemplo, na a´rea de eletroˆnica de poteˆncia, mais especificamente, na regulac¸a˜o da tensa˜o de
sa´ıda de conversores de poteˆncia CC-CC.
2.5 Considerac¸o˜es do Cap´ıtulo
Neste cap´ıtulo foram apresentados alguns conceitos fundamentais para o estudo de sistemas
lineares invariantes no tempo, bem como algumas propriedades importantes sobre sistemas com
comutac¸a˜o. Mais especificamente, apresentamos o crite´rio de estabilidade de Lyapunov e defini-
mos as normas H2 e H∞ para sistemas LITs, que sa˜o os crite´rios de desempenho mais utilizados
para avaliar a qualidade de um projeto de controle. Ambas as normas foram formuladas em
termos de problemas de programac¸a˜o convexa e podem ser resolvidas sem dificuldades atrave´s
de rotinas dispon´ıveis na literatura para tratar LMIs. Realizamos tambe´m uma breve introdu-
c¸a˜o sobre sistemas com comutac¸a˜o, enfatizando algumas propriedades intr´ınsecas que servem
como motivac¸a˜o para o estudo dos mesmos. Como visto, estas propriedades deixam claro a
complexidade e o grande potencial dos sistemas com comutac¸a˜o em aplicac¸o˜es pra´ticas.
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Cap´ıtulo 3
Estabilidade de Sistemas Afins com
Comutac¸a˜o
Este cap´ıtulo trata do projeto de uma func¸a˜o de comutac¸a˜o estabilizante dependente do
estado para sistemas afins a tempo cont´ınuo, assegurando um custo garantido de desempenho.
Esta func¸a˜o deve guiar as trajeto´rias do sistema, a partir de qualquer condic¸a˜o inicial, para o
ponto de equil´ıbrio desejado pertencente a um conjunto a ser determinado. Na verdade, estes
resultados ja´ esta˜o dispon´ıveis em (Deaecto et al., 2010) que propo˜e duas func¸o˜es de comutac¸a˜o
diferentes, uma quadra´tica em relac¸a˜o ao estado e outra linear. Esta u´ltima e´ mais simples
e, portanto, mais indicada para aplicac¸o˜es pra´ticas, pore´m e´ mais conservadora. A refereˆncia
(Deaecto et al., 2010) trata deste tema com especial enfoque na aplicac¸a˜o para o controle de
conversores de poteˆncia CC-CC. Nosso objetivo principal neste cap´ıtulo e´ explorar os aspectos
teo´ricos de ambas as regras e fornecer a base matema´tica necessa´ria para a inclusa˜o de ı´ndices de
desempenho H2 e H∞, bem como a generalizac¸a˜o para tratar do projeto de controladores com
comutac¸a˜o via realimentac¸a˜o de estado, temas que sera˜o abordados no pro´ximo cap´ıtulo. Estes
aspectos sera˜o ilustrados em detalhes por dois exemplos acadeˆmicos.
3.1 Sistemas Afins com Comutac¸a˜o
Os sistemas afins com comutac¸a˜o teˆm seu estudo motivado pela ampla aplicac¸a˜o em sistemas
f´ısicos reais, especialmente na a´rea de eletroˆnica de poteˆncia. O seu modelo mais simples possui
a seguinte realizac¸a˜o no espac¸o de estado
x˙(t) = Aσx(t) + bσ, x(0) = x0 (3.1)
z(t) = Eσx(t) (3.2)
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sendo x(t) ∈ Rnx o estado e z(t) ∈ Rnz a sa´ıda controlada. A func¸a˜o de comutac¸a˜o σ(t) seleciona
a cada instante de tempo um dos N subsistemas afins dispon´ıveis.
Claramente, sempre que bi = 0 para todo i ∈ K o sistema em questa˜o se torna linear e
seu u´nico ponto de equil´ıbrio e´ a origem. Para este caso mais simples, existem va´rias regras de
comutac¸a˜o estabilizantes baseadas em diversas func¸o˜es de Lyapunov, como as mu´ltiplas (DeCarlo
et al., 2000), (Branicky, 1998), as quadra´ticas (Ji et al., 2004), (Feron, 1996), as quadra´ticas por
partes (Geromel & Colaneri, 2006), (Deaecto, 2007), (Deaecto & Geromel, 2008), entre outras.
Elas se diferenciam umas das outras no grau de conservadorismo e na complexidade nume´rica.
Nesta dissertac¸a˜o, vamos restringir nossa ana´lise a` adoc¸a˜o de uma func¸a˜o de Lyapunov qua-
dra´tica. Assim, e´ simples verificar que para bi = 0 ∀i ∈ K, se existir λ ∈ Λ e uma matriz sime´trica
definida positiva P ∈ Rnx×nx tal que
A′λP + PAλ < 0 (3.3)
enta˜o a func¸a˜o de comutac¸a˜o
σ(x) = argmin
i∈K
x′PAix (3.4)
faz com que o ponto de equil´ıbrio xe = 0 seja globalmente assintoticamente esta´vel. De fato,
adotando a func¸a˜o de Lyapunov v(x) = x′Px, sua derivada temporal em relac¸a˜o a uma trajeto´ria
arbitra´ria de (3.1) com bi = 0 ∀i ∈ K fornece
v˙(x) = x′(A′σP + PAσ)x
= min
i∈K
x′(A′iP + PAi)x
= min
λ∈Λ
x′(A′λP + PAλ)x
< 0, ∀x 6= 0 (3.5)
sendo que a segunda e terceira igualdades veˆm da aplicac¸a˜o da regra e a desigualdade vem da
existeˆncia de λ ∈ Λ satisfazendo (3.3).
Entretanto, devido ao termo afim bi 6= 0 o sistema (3.1)-(3.2) possui diversos pontos de
equil´ıbrio formando uma regia˜o no espac¸o de estado. Desta forma, o estudo de estabilidade
destes sistemas e´ mais abrangente do que no caso linear, pois os objetivos de controle consistem
em na˜o somente determinar uma regra de comutac¸a˜o estabilizante σ(x(t)) para todo t ≥ 0, mas
tambe´m um conjunto de pontos de equil´ıbrio ating´ıveis xe ∈ Xe ⊂ Rnx. Como ficara´ claro
posteriormente, o conjunto de pontos de equil´ıbrio ating´ıveis e´ dado por
Xe = {−A
−1
λ bλ : Aλ ∈ H, λ ∈ Λ} (3.6)
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em que H e´ o conjunto de todas as matrizes reais Hurwitz. Na pro´xima sec¸a˜o apresentamos duas
func¸o˜es de comutac¸a˜o estabilizantes para o sistema, uma quadra´tica em relac¸a˜o ao estado e outra
linear.
3.2 Func¸a˜o de Comutac¸a˜o Estabilizante
Antes de apresentar os resultados principais do cap´ıtulo, e´ necessa´rio realizar a seguinte
mudanc¸a de varia´vel. Definindo o vetor ξ(t) = x(t)− xe, o sistema (3.1)-(3.2) torna-se
ξ˙(t) = Aσξ(t) + `σ, ξ(0) = ξ0 (3.7)
ze(t) = Eσξ(t) (3.8)
sendo que `σ = Aσxe + bσ e´ o termo afim e ze(t) = z(t) − Eσxe e´ a sa´ıda controlada deslocada
para o ponto de equil´ıbrio xe. Note que, neste caso, o sistema sera´ globalmente assintoticamente
esta´vel sempre que ξ(t) → 0 quando t → ∞, o que equivale a fazer com que x(t) → xe quando
t → ∞ no sistema (3.1)-(3.2). Para a obtenc¸a˜o das condic¸o˜es de estabilidade, vamos adotar a
seguinte func¸a˜o de Lyapunov quadra´tica
v(ξ) = ξ′Pξ (3.9)
Os resultados que sera˜o apresentados em seguida ja´ esta˜o dispon´ıveis em (Deaecto et al., 2010),
mas sera˜o repetidos com uma abordagem sensivelmente diferente que permitira´ a inclusa˜o de
ı´ndices H2 e H∞ e a generalizac¸a˜o dos resultados para tratar do projeto de controladores com
comutac¸a˜o via realimentac¸a˜o de estado, temas do pro´ximo cap´ıtulo. O teorema seguinte propo˜e
uma func¸a˜o de comutac¸a˜o quadra´tica.
Teorema 3.1 Considere o sistema afim com comutac¸a˜o (3.1)-(3.2) com xe ∈ Xe e seu vetor
λ ∈ Λ associado dados. Se existirem uma matriz definida positiva P ∈ Rnx×nx e matrizes
sime´tricas Qi ∈ Rnx×nx satisfazendo as LMIs
A′iP + PAi + E
′
iEi −Qi < 0, i ∈ K (3.10)
Qλ ≤ 0 (3.11)
enta˜o a regra de comutac¸a˜o
σ(x) = argmin
i∈K
(x− xe)
′(Qi(x− xe) + 2P`i) (3.12)
15
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com `i = Aixe + bi, torna o ponto de equil´ıbrio xe ∈ Xe globalmente assintoticamente esta´vel
assegurando o custo garantido
∫ ∞
0
ze(t)
′ze(t) dt < (x0 − xe)
′P (x0 − xe) (3.13)
Prova: A prova apresenta uma estrutura sensivelmente diferente daquela apresentada em (De-
aecto et al., 2010). Considere que as condic¸o˜es (3.10) e (3.11) sa˜o satisfeitas e adote a func¸a˜o de
comutac¸a˜o (3.12). A derivada no tempo da func¸a˜o de Lyapunov (3.6) em relac¸a˜o a uma trajeto´ria
arbitra´ria de (3.7)-(3.8) fornece
v˙(ξ) = ξ˙′Pξ + ξ′P ξ˙
= ξ′(A′σP + PAσ)ξ + 2ξ
′P`σ + z
′
eze − z
′
eze
= ξ′(A′σP + PAσ + E
′
σEσ)ξ + 2ξ
′P`σ − z
′
eze
< ξ′Qσξ + 2ξ
′P`σ − z
′
eze
< min
i∈K
(ξ′Qiξ + 2ξ
′P`i)− z
′
eze
< ξ′Qλξ − z
′
eze
< −z′eze (3.14)
sendo que a primeira desigualdade vem de (3.10), a segunda vem da adoc¸a˜o da regra de comutac¸a˜o
(3.12) e a u´ltima decorre de (3.11), o que prova a estabilidade assinto´tica global do ponto de
equil´ıbrio xe. Ale´m disso, integrando (3.14) de ambos os lados e lembrando que v(ξ(∞)) = 0 e
v(ξ(0)) = ξ(0)′Pξ(0) obtemos o custo garantido (3.13) concluindo, assim, a prova. 
Sobre esse teorema, podemos fazer as seguintes considerac¸o˜es. Primeiramente, note que as
matrizes sime´tricas Qi na˜o teˆm sinal definido e, portanto, as matrizes Ai dos subsistemas na˜o
precisam ser esta´veis como uma condic¸a˜o necessa´ria. Na verdade, a condic¸a˜o (3.11) juntamente
com (3.10) exigem que Aλ seja Hurwitz, mas nenhuma propriedade de estabilidade e´ imposta
para as matrizes Ai ∀i ∈ K consideradas individualmente. Outro ponto que merece destaque
e´ que P e´ dependente de λ ∈ Λ e precisa ser recalculada a cada escolha de um novo ponto de
equil´ıbrio xe ∈ Xe. O pro´ximo teorema propo˜e uma regra de comutac¸a˜o linear.
Teorema 3.2 Considere o sistema afim com comutac¸a˜o (3.1)-(3.2) com xe ∈ Xe e seu vetor
λ ∈ Λ associado dados. Se existir uma matriz definida positiva P ∈ Rnx×nx satisfazendo as LMIs
A′iP + PAi + E
′
iEi < 0, i ∈ K (3.15)
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enta˜o a regra de comutac¸a˜o
σ(x) = argmin
i∈K
(x− xe)
′P`i (3.16)
com `i = Aixe + bi, torna o ponto de equil´ıbrio xe ∈ Xe globalmente assintoticamente esta´vel
assegurando o custo garantido (3.13).
Prova: Segue diretamente da prova do Teorema 3.1 impondo Qi = 0 ∀i ∈ K. 
Comparado com o Teorema 3.1, o Teorema 3.2 e´ mais ameno para fins de aplicac¸a˜o pra´tica
por ser robusto com relac¸a˜o a` escolha do ponto de equil´ıbrio xe ∈ Xe e apresentar uma regra de
comutac¸a˜o linear. De fato, note que a matriz P e´ independente de λ ∈ Λ e precisa ser calculada
uma u´nica vez. Entretanto, a condic¸a˜o (3.15) e´ bem mais conservadora do que a (3.11) pois
exige que as matrizes Ai de todos os subsistemas sejam esta´veis e admitam a mesma func¸a˜o de
Lyapunov.
3.3 Exemplos Ilustrativos
Nesta sec¸a˜o, apresentamos dois exemplos que ilustram a validade da teoria proposta. O
primeiro considera dois subsistemas esta´veis e compara as respostas obtidas utilizando ambas
as regras de comutac¸a˜o, a saber, a regra quadra´tica proposta no Teorema 3.1 e a regra linear
apresentada no Teorema 3.2. O segundo exemplo trata de dois subsistemas insta´veis e, portanto,
somente a regra quadra´tica pode ser adotada.
Para ambos os exemplos, resolvemos o seguinte problema de otimizac¸a˜o convexa
inf
{P,Qi}∈Φ
Tr(P ) (3.17)
sendo Φ o conjunto de soluc¸o˜es fact´ıveis do Teorema 3.1. Para a obtenc¸a˜o da regra linear resol-
vemos o mesmo problema de otimizac¸a˜o mas sujeito a`s condic¸o˜es do Teorema 3.2. Esta func¸a˜o
objetivo equivale a considerar o lado direito de (3.13) com vetores x0 − xe desconhecidos, mas
assumindo que eles se encontram uniformemente distribu´ıdos em uma esfera com raio unita´rio.
Como sera´ visto em seguida, as regras adotadas sa˜o estabilizantes mesmo na eventual ocorreˆncia
de modos deslizantes.
3.3.1 Subsistemas Esta´veis
Neste exemplo consideramos o sistema afim com comutac¸a˜o (3.1)-(3.2) composto por dois
subsistemas esta´veis com autovalores {−1 ± j} e {−3,−2}, respectivamente, definidos pelas
17
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Figura 3.1: Plano de fase de cada subsistema isolado - Exemplo 3.3.1
matrizes
A1 =
[
0 1
−2 −2
]
, A2 =
[
−2.5 0.5
0.5 −2.5
]
, b1 =
[
1
0
]
, b2 =
[
−3
3
]
, E1 = E2 = I
Utilizando a equac¸a˜o (3.6), obtivemos o conjunto de pontos de equil´ıbrio ating´ıveis e esco-
lhemos o ponto de interesse xe = [10
−4 0.482]′ associado a λe = [0.650 0.350]
′. Note que este
ponto na˜o coincide com os pontos de equil´ıbrio de nenhum dos subsistemas. De fato, o primeiro
subsistema x˙ = A1x+ b1 possui um ponto de equil´ıbrio esta´vel em xe1 = [1 − 1]′ e as trajeto´rias
na sua vizinhanc¸a se comportam como um foco esta´vel. O segundo subsistema x˙ = A2x + b2
possui um ponto de equil´ıbrio esta´vel em xe2 = [−1 1]
′ e as trajeto´rias na sua vizinhanc¸a se
comportam como um no´ esta´vel.
Utilizando o sistema (3.7)-(3.8), que e´ equivalente ao sistema (3.1)-(3.2) mas descrito em
termos de ξ = x− xe, obtivemos os planos de fase de cada subsistema isolado como apresentado
na Figura 3.1, onde os seus respectivos pontos de equil´ıbrio ξei = xei − xe, i = {1, 2} esta˜o
destacados. Para ambos os casos, consideramos condic¸o˜es iniciais em torno da circunfereˆncia de
raio 6, ξ(0) = 6× [cos(ϑ) sen(ϑ)]′ com ϑ ∈ [0, 2pi]. Resolvendo as condic¸o˜es do Teorema 3.1 para
a func¸a˜o objetivo (3.17) obtivemos um custo garantido de 0.7596 e as seguintes soluc¸o˜es
P =
[
0.5118 0.0470
0.0470 0.2478
]
(3.18)
Q1 =
[
0.8120 −0.0777
−0.0777 0.1030
]
, Q2 =
[
−1.5119 0.1447
0.1447 −0.1918
]
(3.19)
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Figura 3.2: Plano de fase do sistema com comutac¸a˜o - Exemplo 3.3.1 (Regra Quadra´tica)
que foram utilizadas para a implementac¸a˜o da regra de comutac¸a˜o (3.12).
A Figura 3.2 apresenta o plano de fase do sistema para as condic¸o˜es iniciais ja´ mencionadas.
Nesta figura, os s´ımbolos “◦” e “3” indicam o ponto de equil´ıbrio do primeiro ξe1 e do segundo ξe2
subsistemas, respectivamente, e “x” indica a origem. A elipse em vermelho representa a superf´ıcie
de comutac¸a˜o, que foi calculada levando em conta que no instante de comutac¸a˜o temos
ξ′(Q1 −Q2)ξ + 2ξ
′P (`1 − `2) = 0 (3.20)
Esta equac¸a˜o pode ser reescrita como
ξ′U ′ΥUξ + 2ξ′U ′UP (`1 − `2) = 0 (3.21)
em que Υ e´ a matriz de autovalores de (Q1−Q2) e U e´ a matriz unita´ria formada pelos autovetores
correspondentes. Definindo y = Uξ e c = 2UP (`1− `2), a equac¸a˜o (3.21) torna-se y′Υy+y′c = 0.
Para este exemplo em particular, temos
Υ =
[
α2 0
0 β2
]
=
[
0.271 0
0 2.348
]
, c =
[
η1
−η2
]
=
[
0.523
−4.162
]
(3.22)
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Figura 3.3: Trajeto´rias dos estados - Exemplo 3.3.1 (Regra Quadra´tica)
o qual nos permite escrever a equac¸a˜o
[
y1 y2
] [α2 0
0 β2
][
y1
y2
]
+
[
y1 y2
] [ η1
−η2
]
= 0 (3.23)
que rearranjada, torna-se a elipse
(
αy1 +
η1
2α
)2
+
(
βy2 −
η2
2β
)2
=
η21
4α2
+
η22
4β2
(3.24)
Definindo r2 = η21/(4α
2) + η22/(4β
2), resolvendo (3.24) e lembrando que ξ = U ′y obtemos
ξ = U ′
[
(r/α) cos(θ)− η1/(2α
2)
(r/β)sen(θ) + η2/(2β
2)
]
, θ ∈ [0, 2pi] (3.25)
A Figura 3.3 apresenta as trajeto´rias dos estados do sistema. Como podemos observar atrave´s
da ana´lise das Figuras 3.2 e 3.3, existem regio˜es da elipse onde ocorrem modos deslizantes,
entretanto, eles sa˜o sempre esta´veis.
Adotando a func¸a˜o de comutac¸a˜o linear, resolvemos as condic¸o˜es do Teorema 3.2 obtendo a
soluc¸a˜o
P =
[
1.2500 0.2500
0.2500 0.3750
]
(3.26)
e um custo garantido de 1.6250 que e´ muito maior do que aquele obtido com a regra de comutac¸a˜o
quadra´tica. Neste caso, a superf´ıcie de comutac¸a˜o e´ simples, sendo determinada pela equac¸a˜o
20
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Figura 3.4: Plano de fase do sistema com comutac¸a˜o - Exemplo 3.3.1 (Regra Linear)
ξ′P (`1−`2) = 0. A Figura 3.4 apresenta o plano de fase do sistema com a superf´ıcie de comutac¸a˜o
em vermelho e a Figura 3.5 apresenta as trajeto´rias dos estados. Assim como no caso anterior,
observamos a ocorreˆncia de modos deslizantes esta´veis. O exemplo a seguir ilustra a aplicac¸a˜o da
teoria desenvolvida para o caso de dois subsistemas insta´veis em que apenas a regra de comutac¸a˜o
quadra´tica, baseada em condic¸o˜es menos conservadoras, pode ser utilizada.
3.3.2 Subsistemas Insta´veis
Este exemplo foi inspirado em um dos exemplos de (Geromel & Colaneri, 2006) e e´ composto
de dois subsistemas afins insta´veis definidos pelas matrizes
A1 =
[
0 1
2 −9
]
, A2 =
[
0 1
−2 8
]
, b1 =
[
5
0
]
, b2 =
[
0
−1
]
, E1 = E2 = I
com autovalores {0.217,−9.217} e {0.258, 7.742}, respectivamente. Este sistema apresenta com-
binac¸a˜o convexa esta´vel para λ = [δ (1 − δ)]′, com δ variando em uma faixa bastante estreita
de valores, δ ∈ (0.47, 0.50). Utilizando a equac¸a˜o (3.6), obtivemos o conjunto de pontos de
equil´ıbrio ating´ıveis e escolhemos o ponto de interesse xe = [105.721 − 2.492]′ associado a
21
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Figura 3.5: Trajeto´rias dos estados - Exemplo 3.3.1 (Regra Linear)
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Figura 3.6: Plano de fase de cada subsistema isolado - Exemplo 3.3.2 (Regra Quadra´tica).
λe = [0.498 0.502]
′. O primeiro subsistema x˙ = A1x+ b1 possui um ponto de equil´ıbrio insta´vel
em xe1 = [−22.500 − 5.000]′ e as trajeto´rias na sua vizinhanc¸a se comportam como uma sela. O
segundo subsistema x˙ = A2x+b2 possui um ponto de equil´ıbrio insta´vel em xe2 = [−0.500 0.000]
′
e as trajeto´rias na sua vizinhanc¸a se comportam como um no´ insta´vel.
Como no exemplo anterior, os estudos foram realizados utilizando o sistema (3.7)-(3.8) des-
crito em termos de ξ = x − xe. A Figura 3.6 apresenta os planos de fase de cada subsistema
isolado com os pontos de equil´ıbrio ξe1 e ξe2 em destaque. No gra´fico da esquerda, que esta´ rela-
cionado ao primeiro subsistema, utilizamos condic¸o˜es iniciais em torno de uma circunfereˆncia de
raio 300, ξ(0) = 300× [cos(ϑ) sen(ϑ)]′ com ϑ ∈ [0, 2pi] e o da direita, relacionado ao segundo sub-
sistema, apresenta o seu comportamento para condic¸o˜es iniciais sobre a reta ξ2 = 0.235ξ1+27.500
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Figura 3.7: Plano de fase do sistema com comutac¸a˜o - Exemplo 3.3.2 (Regra Quadra´tica)
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Figura 3.8: Trajeto´rias dos estados - Exemplo 3.3.2 (Regra Quadra´tica)
que, como veremos em seguida, faz parte da superf´ıcie de comutac¸a˜o obtida utilizando a regra
proposta no Teorema 3.1. Resolvendo as condic¸o˜es deste teorema obtivemos um custo garantido
de 204.298 e as seguintes soluc¸o˜es
P =
[
38.0018 78.1250
78.1250 166.2965
]
(3.27)
Q1 = 10
3 ×
[
0.3135 −0.3325
−0.3325 −2.8361
]
, Q2 = 10
3 ×
[
−0.3115 0.3304
0.3304 2.8180
]
(3.28)
que sa˜o importantes para a implementac¸a˜o da regra de comutac¸a˜o (3.12). A Figura 3.7 apresenta
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o plano de fase do sistema com os pontos de equil´ıbrio de cada subsistema destacados (“◦” para
o primeiro subsistema, “3” para o segundo e “x” indicando a origem). Nesta figura, a hipe´rbole
representa a superf´ıcie de comutac¸a˜o sendo que o gra´fico do lado direito destaca o plano de fase
das trajeto´rias pro´ximo ao ve´rtice da hipe´rbole. Note que uma mesma trajeto´ria entra e sai de
um modo deslizante em direc¸a˜o a` origem do sistema. A superf´ıcie de comutac¸a˜o foi obtida pela
equac¸a˜o (3.21), mas para este caso, temos
Υ =
[
−α2 0
0 β2
]
= 103 ×
[
−5.723 0
0 0.694
]
(3.29)
c =
[
η1
−η2
]
= 103 ×
[
162.62
−56.65
]
o qual, considerando como anteriormente, y = Uξ e c = 2UP (`1 − `2), nos permite escrever a
equac¸a˜o [
y1 y2
] [−α2 0
0 β2
][
y1
y2
]
+
[
y1 y2
] [ η1
−η2
]
= 0 (3.30)
que rearranjada, torna-se a hipe´rbole
−χ21 + χ
2
2 = r
2 (3.31)
com
r2 =
η22
4β2
−
η21
4α2
(3.32)
χ1 = αy1 −
η1
2α
, χ2 = βy2 −
η2
2β
e, portanto, fazendo χ1 = µ ∈ R, temos χ2 = ±
√
r2 + χ21. Lembrando que ξ = U
′y obtemos a
seguinte hipe´rbole
ξ = U ′
[
χ1/α+ η1/(2α
2)
χ2/β + η2/(2β
2)
]
, (3.33)
que foi utilizada para a determinac¸a˜o da superf´ıcie de comutac¸a˜o da Figura 3.7. As trajeto´rias
dos estados esta˜o apresentadas na Figura 3.8. Como pode ser observado, a regra de comutac¸a˜o
e´ estabilizante mesmo na eventual ocorreˆncia de modos deslizantes.
24
3.4. Considerac¸o˜es do Cap´ıtulo 25
3.4 Considerac¸o˜es do Cap´ıtulo
Neste cap´ıtulo, foram apresentadas duas func¸o˜es de comutac¸a˜o estabilizantes que asseguram
um custo garantido de desempenho, uma quadra´tica, menos conservadora, e outra linear, mais
amena para aplicac¸o˜es pra´ticas. Embora tais resultados ja´ estejam dispon´ıveis em (Deaecto
et al., 2010), enfatizamos alguns aspectos teo´ricos importantes, que servira˜o como base para o
desenvolvimento do cap´ıtulo seguinte. Dois exemplos foram utilizados para ilustrar a efica´cia
das regras de comutac¸a˜o propostas. O primeiro consiste de dois subsistemas esta´veis de segunda
ordem, onde fica claro que a regra de comutac¸a˜o quadra´tica apresenta um melhor desempenho.
O segundo exemplo consiste em dois subsistemas insta´veis e, portanto, somente a regra quadra´-
tica poˆde ser adotada. Para ambos os exemplos, apresentamos o seu plano de fase, calculamos a
superf´ıcie de comutac¸a˜o e obtivemos a evoluc¸a˜o das trajeto´rias no tempo. Atrave´s do plano de
fase foi poss´ıvel identificar o comportamento de cada subsistema separadamente e a ocorreˆncia
de modos deslizantes, que caracterizam uma dinaˆmica pro´pria na˜o pertencente a nenhum dos
subsistemas. O pro´ximo cap´ıtulo trara´ um avanc¸o natural ao que foi tratado ate´ aqui, apresen-
tando resultados ine´ditos, como por exemplo, a inclusa˜o de ı´ndices de desempenho H2 e H∞ bem
como a proposic¸a˜o de uma nova regra de comutac¸a˜o dependente do estado e da entrada externa.
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Cap´ıtulo 4
Projeto de Controle H2 e H∞
Com base na teoria desenvolvida anteriormente, estamos em condic¸o˜es de tratar do projeto
de controle H2 e H∞ para sistemas afins com comutac¸a˜o, que representa os principais resultados
dessa dissertac¸a˜o. Primeiramente, introduzimos os ı´ndices H2 e H∞ que, como ja´ mencionado,
sa˜o importantes para avaliar o desempenho de um projeto de controle. Embora a literatura
apresente alguns resultados sobre estabilidade de sistemas afins baseados em te´cnicas de controle
o´timo (Seatzu et al., 2006), (Hauroigne et al., 2011), func¸a˜o de Lyapunov quadra´tica, (Bolzern &
Spinelli, 2004), (Kuiava et al., 2013), e func¸a˜o de Lyapunov do tipo ma´ximo (Trofino et al., 2012b),
(Scharlau et al., 2014) existem poucos resultados que levam em conta a inclusa˜o destes ı´ndices de
desempenho, veja a refereˆncia (Trofino et al., 2012b) como um exemplo relacionado ao controle
H∞. Nesta dissertac¸a˜o, o projeto de controle H2 corresponde a uma simples generalizac¸a˜o dos
resultados do cap´ıtulo anterior. Por outro lado, o projeto de controle H∞ na˜o e´ trivial e os
resultados obtidos encontram-se nas refereˆncias (Santos & Deaecto, 2014) e (Deaecto & Santos, to
appear). Como primeiro passo, tratamos do problema de estabilizac¸a˜o levando em conta o projeto
de uma func¸a˜o de comutac¸a˜o como u´nica varia´vel de controle. No caso H∞, consideramos
dois tipos de func¸o˜es diferentes. A primeira delas depende do estado, e a segunda, mais geral,
representa uma nova proposta que depende tambe´m da entrada externa. Como segundo passo,
no´s generalizamos esses resultados para tratar do projeto conjunto de duas varia´veis de controle,
a saber, ganhos de realimentac¸a˜o de estado e func¸a˜o de comutac¸a˜o. Neste cap´ıtulo tambe´m e´
apresentada uma comparac¸a˜o com trabalhos recentes dispon´ıveis na literatura, como por exemplo,
aqueles baseados em uma func¸a˜o de Lyapunov do tipo ma´ximo (Trofino et al., 2012b) e os
utilizados normalmente para assegurar estabilidade pra´tica (Hetel & Fridman, 2013).
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4.1 Formulac¸a˜o do Problema
Considere um sistema afim com comutac¸a˜o com a seguinte representac¸a˜o no espac¸o de estado
x˙(t) = Aσx(t) +Bσu(t) +Hσw(t) + bσ , x(0) = xe (4.1)
z(t) = Eσx(t) + Fσu(t) +Gσw(t) (4.2)
sendo x(t) ∈ Rnx o estado, u(t) ∈ Rnu a entrada de controle, w(t) ∈ Rnw a entrada externa e
z(t) ∈ Rnz a sa´ıda controlada. Como ja´ ficou claro no cap´ıtulo anterior, bσ e´ o termo afim, e
σ(t) : t ≥ 0 → K e´ a func¸a˜o de comutac¸a˜o que seleciona a cada instante de tempo um dos N
subsistemas dispon´ıveis.
Nosso objetivo principal e´ determinar um conjunto de ganhos de realimentac¸a˜o de estado
{K1, . . . , KN} para compor a lei de controle
u(t) = Kσ(x(t)− xe) (4.3)
juntamente com uma func¸a˜o de comutac¸a˜o σ(x) : Rnx → K de forma a guiar as trajeto´rias
do sistema partindo de qualquer condic¸a˜o inicial x0 ∈ Rnx para um ponto de equil´ıbrio desejado
xe ∈ Xe ⊂ Rnx, sendo Xe ⊂ Rnx o conjunto de pontos de equil´ıbrio ating´ıveis ja´ apresentado em
(3.6), mas repetido aqui por convenieˆncia
Xe = {−A
−1
λ bλ : Aλ ∈ H, λ ∈ Λ} (4.4)
Como ficara´ claro a seguir, no caso do projeto conjunto das duas varia´veis de controle, σ(·) e
u(·), a matriz Aλ presente em (4.4) na˜o precisa ser Hurwitz. O projeto de controle deve levar em
conta ı´ndices de desempenho H2 e H∞ que sera˜o definidos a seguir. Na verdade, nosso objetivo
principal e´ generalizar os resultados de (Deaecto et al., 2010) para tratar do projeto de controle
H2 e H∞ e, no caso H∞ ir ale´m, atrave´s da proposic¸a˜o de uma func¸a˜o de comutac¸a˜o mais geral
e menos conservadora σ(x, w) : Rnx × Rnw → K que depende na˜o somente do estado, mas
tambe´m da entrada externa.
Definindo o vetor ξ(t) = x(t)− xe, o sistema em questa˜o torna-se:
ξ˙(t) = Aσξ(t) +Bσu(t) +Hσw(t) + `σ , ξ(0) = 0 (4.5)
ze(t) = Eσξ(t) + Fσu(t) +Gσw(t) (4.6)
sendo `σ = Aσxe + bσ o termo afim e ze(t) = z(t) − Eσxe a sa´ıda controlada deslocada para
o ponto de equil´ıbrio xe. Nossos objetivos de controle sa˜o atingidos sempre que a func¸a˜o de
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comutac¸a˜o σ(ξ(t)) guiar a trajeto´ria ξ(t) do sistema para a origem, ou seja, assegurar estabilidade,
guiando x(t) para o ponto de equil´ıbrio desejado xe ∈ Xe. Como passo preliminar, vamos
considerar o sistema mais simples (4.1)-(4.2) com u(t) = 0 e projetar uma func¸a˜o de comutac¸a˜o
estabilizante satisfazendo os seguintes ı´ndices de desempenho que dependem do tipo da entrada
externa considerada:
I´ndice de desempenho H2: Para Gi = 0 ∀i ∈ K, a resposta ze(t) a uma entrada externa
do tipo impulsiva permite definir o seguinte ı´ndice de desempenho
J2(σ) =
nw∑
k=1
‖zke‖
2
2 (4.7)
com zke (t) sendo a sa´ıda correspondente a` aplicac¸a˜o da entrada impulsiva w(t) = δ(t)ek e o vetor
ek ∈ Rnw sendo a k-e´sima coluna da matriz identidade.
I´ndice de desempenho H∞: A resposta ze(t) a uma entrada externa w(t) ∈ L2 permite
definir o seguinte ı´ndice de desempenho
J∞(σ) = sup
06=w∈L2
‖ze‖22
‖w‖22
< ρ (4.8)
com ρ > 0 dado.
A raza˜o por tra´s destas definic¸o˜es e´ que para uma func¸a˜o de comutac¸a˜o fixa σ(t) = i para
todo ∀t ≥ 0, sempre que Ai for Hurwitz, os ı´ndices (4.7) e (4.8) se igualam respectivamente
ao quadrado das normas H2 e H∞ da func¸a˜o de transfereˆncia do i-e´simo subsistema. De fato,
nota-se que para uma regra de comutac¸a˜o fixa σ(t) = i ∀t ≥ 0, o u´nico ponto de equil´ıbrio e´
xe = −A
−1
i bi e o sistema torna-se linear, ou seja
ξ˙(t) = Aiξ(t) +Hiw(t), ξ(0) = 0 (4.9)
ze(t) = Eiξ(t) +Giw(t) (4.10)
cujas normasH2 eH∞ sa˜o bem definidas, sendo iguais a` raiz quadrada das quantidades fornecidas
pelo lado esquerdo das equac¸o˜es (4.7) e (4.8), respectivamente. No entanto, percebe-se que o
sistema (4.1)-(4.2) com u(t) = 0 depende na˜o-linearmente de σ(·) e, assim, os ı´ndices definidos
tornam-se extremamente dif´ıceis de calcular analiticamente. Desta maneira, a ideia e´ projetar
uma func¸a˜o de comutac¸a˜o de forma a minimizar um limitante superior dos mesmos.
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4.2 Projeto de Controle H2
Conforme estudado na Sec¸a˜o 2.3, a norma H2 e´ definida somente para sistemas estritamente
pro´prios, de modo que devemos impor Gi = 0 ∀i ∈ K em (4.1)-(4.2). Nesta sec¸a˜o, vamos
primeiramente estudar o sistema mais simples (4.5)-(4.6) com u(t) = 0 ∀t ≥ 0 e, posteriormente,
generalizar o resultado para tratar do projeto conjunto das duas varia´veis de controle.
Para este caso, podemos notar que o sistema (4.5)-(4.6) com w(t) = δ(t)ek pode ser escrito,
alternativamente, com a mesma estrutura de (3.7)-(3.8), sempre que ξ0 = Hσ(0)ek. De fato,
integrando ambos os lados em (4.5) nos instantes de 0 a t, obtemos
ξ(t)− ξ(0) =
∫ t
0
(Aσξ(τ) + `σ) dτ +Hσ(0)ek (4.11)
e como ξ(0) = 0, temos que o sistema (4.5)-(4.6) torna-se
ξ˙(t) = Aσξ(t) + `σ, ξ(0) = Hσ(0)ek (4.12)
ze(t) = Eσξ(t) (4.13)
e, portanto, o resultado do Teorema 3.1 pode ser diretamente aplicado para assegurar a esta-
bilidade assinto´tica global do ponto de equil´ıbrio de interesse, bastando agora, determinar um
limitante superior adequado para o ı´ndice de desempenho H2. O pro´ximo teorema apresenta este
resultado.
Teorema 4.1 Considere o sistema afim com comutac¸a˜o (4.1)-(4.2) com u(t) = 0 e o ponto de
equil´ıbrio xe ∈ Xe com seu vetor associado λ ∈ Λ dados. Se existirem uma matriz definida
positiva P ∈ Rnx×nx e matrizes sime´tricas Qi ∈ Rnx×nx satisfazendo as LMIs
A′iP + PAi + E
′
iEi −Qi < 0, i ∈ K (4.14)
Qλ ≤ 0 (4.15)
enta˜o a regra de comutac¸a˜o
σ(x) = argmin
i∈K
(x− xe)
′(Qi(x− xe) + 2P`i) (4.16)
com `i = Aixe + bi, torna o ponto de equil´ıbrio xe ∈ Xe globalmente assintoticamente esta´vel
assegurando um custo garantido H2 dado por
J2(σ) < Tr(H
′
σ(0)PHσ(0)) (4.17)
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Prova: As condic¸o˜es sa˜o as mesmas ja´ provadas no Teorema 3.1, restando apenas provar o custo
garantido (4.17). De ‖ze‖22 < ξ(0)
′Pξ(0) com ξ(0) = Hσ(0)ek temos
J2(σ) =
nw∑
k=1
‖zke‖
2
2
<
nw∑
k=1
e′kH
′
σ(0)PHσ(0)ek
< Tr(H ′σ(0)PHσ(0)) (4.18)
o que prova o teorema proposto. 
Nota-se que a determinac¸a˜o do ı´ndice anterior exige que o projetista fornec¸a o valor de σ(0).
Na verdade, a ideia e´ minimizar o lado direito de (4.17) escolhendo σ(0) = i∗ soluc¸a˜o do problema
J2(σ) < min
{P>0,i∈K}
Tr(H ′iPHi) (4.19)
Alternativamente, podemos considerar a condic¸a˜o inicial de pior caso obtida levando-se em conta
J2(σ) < max
{P>0,`∈K}
Tr(H ′`PH`) < min
{P>0,θ>0}
{θ : Tr(H ′`PH`) ≤ θ, ` ∈ K} (4.20)
O teorema seguinte generaliza os resultados do Teorema 4.1 para tratar do projeto conjunto de
duas varia´veis de controle, a saber, a regra de comutac¸a˜o σ(x) e um conjunto de ganhos matriciais
de realimentac¸a˜o de estado {K1, · · · , KN}, que compo˜em a entrada de controle u = Kσ(x− xe).
Teorema 4.2 Considere o sistema (4.1)-(4.2) com Gi = 0 e o ponto de equil´ıbrio xe ∈ Rnx
dado. Se existirem uma matriz 0 < S ∈ Rnx×nx, matrizes sime´tricas Ri ∈ R
nx×nx, Wi ∈ R
nx×nx
e matrizes Yi ∈ Rnu×nx satisfazendo Aλxe + bλ = 0, Rλ < 0 para λ ∈ Λ e as desigualdades[
AiS +BiYi + SA
′
i + Y
′
iB
′
i −Ri •
EiS + FiYi −I
]
< 0, i ∈ K (4.21)
[
Wi •
Hi S
]
> 0 (4.22)
enta˜o a lei de controle (4.3) com Ki = YiS
−1 junto com estrate´gia de comutac¸a˜o
σ(x) = argmin
i∈K
(x− xe)
′
(
S−1RiS
−1(x− xe) + 2S
−1`i
)
(4.23)
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torna o ponto de equil´ıbrio xe ∈ Rnx globalmente assintoticamente esta´vel e assegura que a
desigualdade
J2(σ) < min
i∈K
Tr(Wi) (4.24)
e´ verdadeira.
Prova: A prova para esse caso e´ direta. Multiplicando (4.21) de ambos os lados pela matriz
diag{S−1, I}, sendo S−1 = P e S−1RiS−1 = Qi, obtemos exatamente as condic¸o˜es do Teorema 4.1
com as substituic¸o˜es (Ai+BiKi)→ Ai e (Ei+FiKi)→ Ei . Ademais, aplicando o complemento
de Schur em (4.22) com relac¸a˜o a` u´ltima linha e coluna e considerando (4.24), conclu´ımos que a
desigualdade (4.17) e´ satisfeita, completando assim a prova. 
E´ importante notar que, neste teorema, estamos otimizando a func¸a˜o de comutac¸a˜o inicial
e, portanto, devemos escolher σ(0) = i∗, que e´ o ı´ndice que minimiza o lado direito de (4.24).
Para considerar a condic¸a˜o inicial de pior caso, basta substituir Wi por W em (4.22) e (4.24).
Ademais, o conjunto de pontos de equil´ıbrio ating´ıveis na˜o precisa que Aλ seja Hurwitz. Note que
uma condic¸a˜o suficiente para a estabilidade e´ a existeˆncia de λ ∈ Λ tal que
∑
i∈K λi(Ai +BiKi)
seja Hurwitz e, portanto, os pares (Ai, Bi), ∀i ∈ K na˜o precisam ser controla´veis, tampouco as
matrizes Ai, ∀i ∈ K precisam ser estabiliza´veis como condic¸o˜es necessa´rias para a factibilidade.
4.2.1 Exemplo Ilustrativo
Considere um sistema afim com comutac¸a˜o com treˆs subsistemas insta´veis
A1 =


0 1 0
0 0 1
−1 −1 0

 , A2 =


0 1 0
0 0 1
0 −1 −1

 , A3 =


0 1 0
0 0 1
1 −1 −2

 (4.25)
H1 =


1
0
1

 , H2 =


−1
0
0

 , H3 =


1
0
−1

 , b1 =


0
0
1

 , b2 =


−1
0
1

 , b3 =


0
−1
2

 (4.26)
e E1 = E2 = I. Nosso objetivo e´ projetar a func¸a˜o de comutac¸a˜o (4.16) de forma a conduzir
as trajeto´rias do sistema para o ponto de equil´ıbrio xe = [6.67 0.36 0.27]
′, que esta´ associado
ao vetor λe = [0.37 0.36 0.27]
′, e na˜o coincide com os pontos de equil´ıbrio de nenhum dos
subsistemas. Assim, resolvendo as condic¸o˜es do Teorema 4.1 e considerando o problema de
otimizac¸a˜o convexa (4.19) obtivemos σ(0) = i∗ = 3, um custo garantido H2 igual a 2.4438 e as
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Figura 4.1: Trajeto´rias do estado e func¸a˜o de comutac¸a˜o - Exemplo 4.2.1
seguintes soluc¸o˜es
P =


5.5688 5.1875 5.0000
5.1875 6.9938 5.6875
5.0000 5.6875 6.8750

 , Q1 =


−9.0000 −5.1188 −1.6875
−5.1188 −0.0000 5.1188
−1.6875 5.1188 12.3750

 , (4.27)
Q2 =


1.0000 0.5688 0.1875
0.5688 −0.0000 −0.5688
0.1875 −0.5688 −1.3750

 , Q3 =


11.0000 6.2563 2.0625
6.2563 −0.0000 −6.2563
2.0625 −6.2563 −15.1250

 (4.28)
que sa˜o importantes para a implementac¸a˜o da func¸a˜o de comutac¸a˜o. A Figura 4.1 apresenta
no gra´fico do lado esquerdo a evoluc¸a˜o das trajeto´rias e no gra´fico do lado direito a func¸a˜o de
comutac¸a˜o, onde podemos notar a ocorreˆncia de modos deslizantes a partir de t = 0.2 [s]. Por
simulac¸a˜o nume´rica, obtivemos um custo verdadeiro de J2(σ) = 0.6841 < 2.4438. Este exemplo
nos permite comprovar a validade da func¸a˜o de comutac¸a˜o e avaliar a qualidade do projeto com
relac¸a˜o ao ı´ndice de desempenho H2 proposto.
4.3 Projeto de Controle H∞
Nesta sec¸a˜o sa˜o apresentadas duas func¸o˜es de comutac¸a˜o diferentes para o projeto de controle
H∞ do sistema afim (4.1)-(4.2). Ambas sa˜o baseadas na func¸a˜o de Lyapunov quadra´tica v(ξ) =
32
4.3. Projeto de Controle H∞ 33
ξ′Pξ com P > 0. Antes de comec¸ar, definimos as seguintes func¸o˜es matriciais
Li(ρ, P ) =
[
A′iP + PAi •
H ′iP −ρI
]
+
[
E ′i
G′i
][
E ′i
G′i
]′
(4.29)
Ni(ρ, P ) = A
′
iP + PAi + E
′
iEi + (H
′
iP+
+G′iEi)
′(ρI −G′iGi)
−1(H ′iP +G
′
iEi)
(4.30)
para todo i ∈ K, que sa˜o amplamente utilizadas nos resultados que apresentamos em seguida.
4.3.1 Func¸a˜o de Comutac¸a˜o Dependente do Estado
O lema seguinte e´ importante para a obtenc¸a˜o da func¸a˜o de comutac¸a˜o dependente do estado.
Lema 4.1 Considere Li(ρ, P ) e Ni(ρ, P ) dadas em (4.29) e (4.30), respectivamente. A seguinte
identidade
sup
w∈L2
[
ξ
w
]′
Lσ(ρ, P )
[
ξ
w
]
= ξ′Nσ(ρ, P )ξ (4.31)
com (ρI −G′σGσ) > 0 e´ verificada e
w∗ = (ρI −G′σGσ)
−1(H ′σP +G
′
σEσ)ξ (4.32)
e´ a soluc¸a˜o o´tima do lado esquerdo de (4.31).
Prova: De fato, definindo a func¸a˜o
f(w, ξ) =
[
ξ
w
]′
Lσ(ρ, P )
[
ξ
w
]
sua derivada parcial em relac¸a˜o a w, fornece
∂f(w, ξ)
∂w
= 2(H ′σP+G
′
σEσ)ξ−2(ρI−G
′
σGσ)w (4.33)
o que indica que (4.32) e´ ponto cr´ıtico de f(w, ξ). Ademais, verificando que ∂2f(w, ξ)/∂2w =
−2(ρI − G′σGσ) < 0 conclu´ımos que f(w
∗, ξ) e´ ponto de ma´ximo. Substituindo, w∗ em f(w, ξ)
obtemos o lado direito de (4.31), o que prova o lema proposto. 
Utilizando este lema, o pro´ximo teorema fornece as condic¸o˜es que asseguram que a desigual-
dade (4.8) e´ satisfeita para ρ > 0 dado.
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Teorema 4.3 Considere o sistema (4.1)-(4.2) com u(t) = 0 e o ponto de equil´ıbrio xe ∈ Xe com
seu vetor associado λ ∈ Λ dados. Se existirem λ ∈ Λ, uma matriz positiva definida P ∈ Rnx×nx,
matrizes sime´tricas Qi e um escalar ρ > 0 satisfazendo Qλ ≤ 0 e as LMIs


A′iP + PAi −Qi • •
H ′iP −ρI •
Ei Gi −I

 < 0, i ∈ K (4.34)
enta˜o a estrate´gia de comutac¸a˜o dependente do estado
σ(x)=argmin
i∈K
(x− xe)
′(Qi(x− xe) + 2P`i) (4.35)
torna o ponto de equil´ıbrio xe ∈ Xe globalmente assintoticamente esta´vel e garante que a desi-
gualdade (4.8) seja satisfeita.
Prova: Considere que as condic¸o˜es Qλ < 0 e (4.34) sa˜o satisfeitas e adote a func¸a˜o de comutac¸a˜o
(4.35). A derivada temporal de v(ξ) = ξ′Pξ ao longo de uma trajeto´ria de (4.5)-(4.6) fornece
v˙(ξ) =
(
ξ˙′Pξ + ξ′P ξ˙ + z′eze−ρw
′w
)
− z′eze + ρw
′w
=
[
ξ
w
]′
Lσ(ρ, P )
[
ξ
w
]
+2ξ′P`σ−z
′
eze+ρw
′w
≤ ξ′Nσ(ρ, P )ξ + 2ξ
′P`σ − z
′
eze + ρw
′w
< min
i∈K
ξ′(Qiξ + 2P`i)− z
′
eze + ρw
′w
< min
λ∈Λ
ξ′(Qλξ + 2P`λ)− z
′
eze + ρw
′w
< −z′eze + ρw
′w (4.36)
sendo que a primeira desigualdade vem do Lema 4.1. Ale´m disso, aplicando sucessivamente
o complemento de Schur em (4.34) em relac¸a˜o a` terceira e segunda linhas e colunas, obtemos
Ni(ρ, P ) < Qi, ∀i ∈ K. Consequentemente, a segunda e terceira desigualdades de (4.36) veˆm da
escolha da regra de comutac¸a˜o (4.35). Finalmente, a quarta desigualdade segue diretamente do
fato que `λ = Aλxe + bλ = 0 e Qλ < 0.
Fixando w = 0 para todo t ≥ 0, temos v˙(ξ) < 0 e, portanto, o ponto de equil´ıbrio xe e´
assintoticamente esta´vel. Assim, para 0 6= w ∈ L2, integrando (4.36) de ambos os lados de t = 0
34
4.3. Projeto de Controle H∞ 35
a t→∞, como v(ξ(0)) = 0 e v(ξ(∞)) = 0, temos J∞(σ) < ρ e a prova esta´ conclu´ıda. 
Uma forma possivelmente mais simples de resolver as condic¸o˜es do Teorema 4.3 e´ determinar
numericamente o conjunto de pontos de equil´ıbrio ating´ıveis (4.4). Somente pontos de equil´ıbrio
pertencentes a Xe ⊂ R
nx podem ser alcanc¸ados pela func¸a˜o de comutac¸a˜o (4.35). Assim, para
cada xe ∈ Xe existe um vetor associado λ(xe) ∈ Λ que e´ usado em (4.34) para obter P , importante
para implementar a func¸a˜o de comutac¸a˜o (4.35). Na verdade, a matriz P > 0 e´ dependente de
lambda P (λ), ja´ que precisa ser recalculada a cada escolha diferente de xe ∈ Xe.
Um ponto interessante do Teorema 4.3 e´ que a parte afim `i i ∈ K e a parte linear representada
por (Ai, Hi, Ei, Gi) ∀i ∈ K do sistema (4.5)-(4.6) sa˜o tratadas separadamente. A parte afim e´
usada em (4.4) para calcular λ(xe) ∈ Λ correspondente ao ponto de equil´ıbrio xe ∈ Xe de
interesse. Posteriormente, a parte linear representada pelas LMIs (4.34) junto com Qλ < 0 sa˜o
equivalentes a
∑
i∈K λiNi(ρ, P ) < 0. Essa desigualdade e´ a combinac¸a˜o convexa de N func¸o˜es
matriciais quadra´ticas para as quais
Nλ(ρ, P ) ≤
∑
i∈K
λiNi(ρ, P ) < 0, ∀λ ∈ Λ (4.37)
e, consequentemente, uma condic¸a˜o menos conservadora seria Nλ(ρ, P ) < 0. Em outras palavras,
gostar´ıamos de obter as condic¸o˜es de projeto H∞ baseadas na combinac¸a˜o convexa das matrizes
em espac¸o de estado dos subsistemas. Note que para a subclasse de sistemas afins com comutac¸a˜o
com (Hi, Ei, Gi) = (H,E,G) ∀i ∈ K esse objetivo e´ cumprido ja´ que Nλ(ρ, P ) =
∑
i∈K λiNi(ρ, P )
para todo λ ∈ Λ, veja (Zhai, 2012). Neste caso, as condic¸o˜es (4.34) junto com a desigualdade
Qλ < 0 sa˜o lineares em relac¸a˜o a λ ∈ Λ e equivalentes a
Nλ(ρ, P ) = A
′
λP + PAλ + E
′E + (H ′P +G′E)′(ρI −G′G)−1(H ′P +G′E) < 0 (4.38)
que e´ verificada para P > 0 se e somente se
‖F (s)‖2∞ < ρ (4.39)
sendo F (s) = E(sI − Aλ)−1H + G a func¸a˜o de transfereˆncia que representa (4.5)-(4.6) para
λ = λ(xe) ∈ Λ. Ale´m disso, a func¸a˜o de comutac¸a˜o associada e´
σ(x) = argmin
i∈K
(x− xe)
′P (Aix+ bi) (4.40)
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Como conclusa˜o, adotando uma func¸a˜o de comutac¸a˜o dependente somente do estado, se a matriz
de entradaHσ e/ou as matrizes de sa´ıda (Eσ, Gσ) dependerem de σ, na˜o e´ poss´ıvel obter condic¸o˜es
H∞ baseadas em uma combinac¸a˜o convexa das matrizes da representac¸a˜o de estado dos subsis-
temas. O pro´ximo teorema generaliza estes resultados para tratar do projeto de controladores
com comutac¸a˜o via realimentac¸a˜o de estado.
Teorema 4.4 Considere o sistema (4.1)-(4.2) e o ponto de equil´ıbrio xe ∈ R
nx dado. Se existi-
rem uma matriz 0 < S ∈ Rnx×nx, matrizes sime´tricas Ri ∈ Rnx×nx, matrizes Yi ∈ Rnu×nx e um
escalar ρ > 0 satisfazendo Aλxe + bλ = 0, Rλ ≤ 0 para λ ∈ Λ e as desigualdades


AiS +BiYi + SA
′
i + Y
′
iB
′
i −Ri • •
H ′i −ρI •
EiS + FiYi Gi −I

 < 0, i ∈ K (4.41)
enta˜o a lei de controle (4.3) com Ki = YiS
−1 junto com estrate´gia de comutac¸a˜o
σ(x) = argmin
i∈K
(x− xe)
′
(
S−1RiS
−1(x− xe) + 2S
−1`i
)
(4.42)
torna o ponto de equil´ıbrio xe ∈ Rnx globalmente assintoticamente esta´vel e assegura (4.8).
Prova: A prova do teorema e´ obtida de forma direta. Multiplicando (4.41) de ambos os lados
por diag{S−1, I, I}, sendo S−1 = P e S−1RiS−1 = Qi, obtemos as condic¸o˜es do Teorema 4.3 com
as substituic¸o˜es (Ai +BiKi)→ Ai e (Ei + FiKi)→ Ei. 
Podemos notar que para obter condic¸o˜es baseadas na combinac¸a˜o das matrizes em espac¸o de
estado dos subsistemas, precisamos fazer a restric¸a˜o Ki = K ∀i ∈ K e considerar uma subclasse
de sistemas que apresenta (Hi, Ei, Fi, Gi) = (H,E, F,G) ∀i ∈ K. Com o intuito de considerar
uma subclasse de sistemas afins com comutac¸a˜o mais abrangente para essa condic¸a˜o, precisamos
projetar uma func¸a˜o de comutac¸a˜o mais geral que depende tambe´m da entrada externa w ∈ L2.
4.3.2 Func¸a˜o de Comutac¸a˜o Dependente da Entrada Externa
O pro´ximo teorema apresenta condic¸o˜es para o projeto H∞ de uma func¸a˜o de comutac¸a˜o
dependente do estado e da entrada externa.
Teorema 4.5 Considere o sistema (4.1)-(4.2) com u(t) = 0 e o ponto de equil´ıbrio xe ∈ Xe com
seu vetor associado λ ∈ Λ dados. Se existirem λ ∈ Λ, uma matriz positiva definida P ∈ Rnx×nx
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e um escalar ρ > 0 satisfazendo as LMIs
∑
i∈K
λiLi(ρ, P ) < 0 (4.43)
enta˜o, a func¸a˜o de comutac¸a˜o dependente do estado e da entrada externa
σ(x, w) = argmin
i∈K
[
ξ
w
]′
Li(ρ, P )
[
ξ
w
]
+ 2ξ′P`i (4.44)
faz o ponto de equil´ıbrio xe ∈ Xe globalmente assintoticamente esta´vel e assegura (4.8) .
Prova: Considere que a condic¸a˜o (4.43) e´ satisfeita e adote a func¸a˜o de comutac¸a˜o (4.44). A
derivada em relac¸a˜o ao tempo de v(ξ) = ξ′Pξ ao longo de uma trajeto´ria arbitra´ria de (4.6)-(4.7)
fornece
v˙(ξ) =
[
ξ
w
]′
Lσ(ρ, P )
[
ξ
w
]
+ 2ξ′P`σ − z
′
eze + ρw
′w
= min
i∈K
[
ξ
w
]′
Li(ρ, P )
[
ξ
w
]
+ 2ξ′P`i − z
′
eze + ρw
′w
= min
λ∈Λ
[
ξ
w
]′∑
i∈K
λiLi(ρ, P )
[
ξ
w
]
+ 2ξ′P`λ − z
′
eze + ρw
′w
< −z′eze + ρw
′w (4.45)
sendo que a segunda e terceira igualdades decorrem da escolha da func¸a˜o de comutac¸a˜o (4.44) e
a desigualdade vem de (4.43) e do fato que xe ∈ Xe implica que `λ = 0. Finalmente, procedendo
como no Teorema 4.3, a desigualdade J∞(σ) < ρ e´ verificada concluindo assim a prova. 
O modo de resolver as condic¸o˜es do Teorema 4.5 e´ o mesmo adotado no Teorema 4.3. Perceba
que a desigualdade
Lλ(ρ, P ) ≤
∑
i∈K
λiLi(ρ, P ) < 0
coloca em evideˆncia que uma condic¸a˜o menos conservadora e´ aquela baseada na combinac¸a˜o
convexa das matrizes em espac¸o de estado dos subsistemas. Esta condic¸a˜o pode ser obtida
assumindo que (Ei, Gi) = (E,G) i ∈ K, uma vez que neste caso Lλ(ρ, P ) =
∑
i∈K λiLi(ρ, P ).
Ale´m disso, para essa subclasse de sistemas com comutac¸a˜o, a factibilidade de Lλ(ρ, P ) < 0 e´
equivalente a (4.39) com F (s) = E(sI − Aλ)−1Hλ + G. Nesse caso, a func¸a˜o de comutac¸a˜o e´
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linear em relac¸a˜o ao par (Ai, Hi)
σ(x, w) = argmin
i∈K
[
ξ
w
]′ [
A′iP + PAi •
H ′iP −ρI
][
ξ
w
]
+ 2ξ′P`i (4.46)
Em ambos os teoremas, sempre que xe ∈ Xe e´ escolhido, o vetor λ(xe) ∈ Λ e´ determinado e
as condic¸o˜es sa˜o expressas em termos de LMIs, sendo resolvidas sem dificuldade por qualquer
software dispon´ıvel na literatura, veja (Boyd et al., 1994). O pro´ximo teorema generaliza as
condic¸o˜es apresentadas para tratar o projeto de controle com realimentac¸a˜o de estado.
Teorema 4.6 Considere o sistema (4.1)-(4.2) e o ponto de equil´ıbrio xe ∈ Rnx dado. Se exis-
tirem uma matriz 0 < S ∈ Rnx×nx, matrizes sime´tricas Ri ∈ R
nx×nx, Zi ∈ R
nw×nw , matrizes
Yi ∈ Rnu×nx, Ji ∈ Rnx×nw e um escalar ρ > 0 satisfazendo Aλxe + bλ = 0 e as desigualdades


AiS +BiYi + SA
′
i + Y
′
iB
′
i − Ri • •
H ′i − J
′
i −ρI − Zi •
EiS + FiYi Gi −I

 < 0, i ∈ K (4.47)
[
Rλ •
J ′λ Zλ
]
≤ 0 (4.48)
enta˜o a lei de controle (4.3) com Ki = YiS
−1 junto com estrate´gia de comutac¸a˜o dependente do
estado e entrada externa
σ(x) = argmin
i∈K
[
x− xe
w
]′ [
S−1RiS
−1 •
J ′iS
−1 Zi
][
x− xe
w
]
+ 2(x− xe)
′P`i (4.49)
torna o ponto de equil´ıbrio xe ∈ Rnx globalmente assintoticamente esta´vel e assegura (4.8).
Prova: A prova do teorema e´ simples e sera´ apresentada em linhas gerais. Aplicando o comple-
mento de Schur em (4.47) com relac¸a˜o a` u´ltima linha e coluna e multiplicando o resultado de
ambos os lados por diag{S−1, I} sendo S−1 = P , obte´m-se
Li(ρ, P )−
[
S−1RiS
−1 •
J ′iS
−1 Zi
]
< 0, i ∈ K (4.50)
apo´s fazer as substituic¸o˜es (Ai+BiKi)→ Ai e (Ei+FiKi)→ Ei em L(·). A desigualdade (4.50)
junto com (4.48) garante que Lλ(xe)(·) < 0 para λ(xe) obtido de Aλxe + bλ = 0. A regra de
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comutac¸a˜o vem de (4.50) usando os mesmos argumentos do Teorema 4.3, concluindo a prova. 
Neste caso, as matrizes (Ei, Fi, Gi) = (E, F,G) para todo i ∈ K e a restric¸a˜o Ki = K ∀i ∈ K
devem ser impostas para obter as condic¸o˜es baseadas na combinac¸a˜o convexa das matrizes de
espac¸o de estado dos subsistemas. Assim como no caso H2, uma caracter´ıstica importante do
Teorema 4.6 e´ que na˜o e´ exigido que as matrizes que compo˜em o conjunto de pontos de equil´ıbrio
ating´ıveis sejam Hurwitz esta´veis.
De fato, devido a` varia´vel adicional de controle (4.3), o conjunto H e´ composto por todas as
matrizes na˜o-singulares Aλ ∀λ ∈ Λ tais que
∑
λ∈Λ λi(Ai+BiKi) seja Hurwitz comKi ∀i ∈ K a ser
determinado, veja as desigualdades (4.50) junto com (4.48). Ressalta-se ainda que as condic¸o˜es
apresentadas nessa dissertac¸a˜o asseguram estabilidade assinto´tica global e ı´ndices de desempenho
H2 e H∞ mesmo na ocorreˆncia de modos deslizantes.
4.4 Comparac¸a˜o com Abordagens Recentes da Literatura
Nessa sec¸a˜o apresentamos uma comparac¸a˜o da te´cnica utilizada nessa dissertac¸a˜o com alguns
me´todos recentes dispon´ıveis na literatura, a saber, aqueles baseados na adoc¸a˜o de uma func¸a˜o
de Lyapunov do tipo ma´ximo e os utilizados para assegurar estabilidade pra´tica.
4.4.1 Func¸a˜o de Lyapunov do Tipo Ma´ximo
A literatura atual apresenta trabalhos recentes que propo˜em condic¸o˜es de estabilidade para
sistemas afins com comutac¸a˜o baseadas em uma func¸a˜o de Lyapunov do tipo ma´ximo, como
por exemplo, (Trofino et al., 2009), (Trofino et al., 2012a), (Trofino et al., 2011), (Scharlau
et al., 2014) e (Trofino et al., 2012b), sendo que a u´ltima refereˆncia tambe´m trata do projeto de
controle H∞.
Em (Trofino et al., 2012b), uma condic¸a˜o necessa´ria para o projeto de controle H∞ esta´
apresentada a seguir (veja a desigualdade (42) de (Trofino et al., 2012b) para θ = θ¯)
[
A′λPλ + PλAλ •
H ′λPλ −ρI
]
+
[
E ′λ
G′λ
][
E ′λ
G′λ
]′
< 0 (4.51)
para um λ(xe) ∈ Λ particular satisfazendo (4.4). A desigualdade (4.51) foi expressa usando a
notac¸a˜o definida nessa dissertac¸a˜o. Perceba que para (Ei, Gi) = (E,G) ∀i ∈ K, a condic¸a˜o (4.51)
e´ equivalente a` (4.43) e, portanto, segundo o Teorema 4.5, e´ suficiente para assegurar um custo
garantido H∞.
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Na verdade, as condic¸o˜es de desempenho propostas em (Trofino et al., 2012b) (veja a desi-
gualdade (42) desta refereˆncia) devem ser impostas para todo λ ∈ Λ. Em outras palavras, a
desigualdade (4.51) expressa somente uma destas restric¸o˜es para um vetor λ(xe) ∈ Λ em particu-
lar. Desta forma, considerando as matrizes de sa´ıda independentes de σ, as condic¸o˜es do Teorema
4.5 sa˜o menos conservadoras do que as propostas em (Trofino et al., 2012b). A mesma conclusa˜o
pode ser obtida para (Hi, Ei, Gi) = (H,E,G) ∀i ∈ K adotando o Teorema 4.3. Ale´m disso, como
sera´ ilustrado no exemplo a seguir, mesmo para as matrizes de entrada Hσ, dependentes da fun-
c¸a˜o de comutac¸a˜o, a regra de comutac¸a˜o mais simples dependente somente do estado, proposta
no Teorema 4.3, fornece um custo muito menor do que o proposto em (Trofino et al., 2012b). Isso
indica que o conjunto de restric¸o˜es aqui propostas sa˜o menos exigentes do que aquelas derivadas
de uma func¸a˜o de Lyapunov do tipo ma´ximo.
4.4.2 Estabilidade Pra´tica
Alguns trabalhos recentes, por exemplo (Hetel & Fridman, 2013), fornecem condic¸o˜es que
garantem estabilidade pra´tica para sistemas afins com comutac¸a˜o. Em (Hetel & Fridman, 2013),
duas regras de comutac¸a˜o diferentes sa˜o propostas baseadas na func¸a˜o de Lyapunov quadra´tica
e em uma func¸a˜o de Lyapunov chaveada, respectivamente. Ambas sa˜o func¸o˜es de ξk = ξ(tk), que
e´ assumido constante no intervalo de tempo t ∈ [tk, tk+1] em que tk+1 − tk ≤ Tmax. Estas regras
asseguram que as trajeto´rias do sistema sa˜o exponencialmente atra´ıdas para o elipsoide
ETmax =
{
ξ ∈ Rnx : v¯(ξ) ≤
βTmax
2γ
}
(4.52)
sempre que t ≥ 0 vai para o infinito, sendo v¯(ξ) = ξ′Pξ no caso quadra´tico e, no caso chaveado,
temos v¯(ξ) = minj∈J ξ
′Pjξ.
Para comparar com os nossos resultados, precisamos impor Tmax = 0 e γ → 0
+. Com tais
escolhas, a refereˆncia (Hetel & Fridman, 2013) fornece
A′λP + PAλ < 0 (4.53)
para o caso quadra´tico (veja Teorema 1 de (Hetel & Fridman, 2013)) e
A′λjPj + PjAλj +
M∑
r=1
µjr(Pr − Pj) < 0, j ∈ J (4.54)
para o caso chaveado, sendo que o conjunto J = {1, · · · ,M} e´ composto por todos os vetores
λj ∈ Λ tais que `λ = 0 (veja Teorema 2 de (Hetel & Fridman, 2013)). Entretanto, na maioria dos
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casos de aplicac¸a˜o pra´tica (veja o Exemplo 4.5.1 desse mesmo cap´ıtulo), o conjunto J e´ unita´rio,
ou seja, para cada xe existe somente um λ(xe) ∈ Λ satisfazendo `λ = 0.
Neste caso, a condic¸a˜o (4.54) se reduz a (4.53), o que permite concluir que, como apresen-
tado nas refereˆncias (Deaecto et al., 2010) e (Bolzern & Spinelli, 2004), uma condic¸a˜o suficiente
para estabilidade assinto´tica global e´ que a matriz Aλ(xe) seja Hurwitz. Ale´m disso, generali-
zar as condic¸o˜es propostas em (Hetel & Fridman, 2013) para tratar do projeto de controle com
realimentac¸a˜o de estado na˜o parece ser uma tarefa trivial.
4.5 Exemplos Ilustrativos
Nesta sec¸a˜o apresentamos dois exemplos ilustrativos. O primeiro foi retirado de (Trofino
et al., 2012b) e consiste de um conversor Buck-Boost, sendo o nosso objetivo a regulac¸a˜o da
tensa˜o na sa´ıda do conversor, utilizando os mesmos pontos de equil´ıbrio adotados na refereˆncia
citada. Comparamos o desempenho H∞ obtido com as duas func¸o˜es de comutac¸a˜o aqui propostas
e com a func¸a˜o proposta em (Trofino et al., 2012b). O segundo exemplo foi inspirado em (Xie
& Wang, 2005) e e´ utilizado para enfatizar a importaˆncia do projeto conjunto das duas varia´veis
de controle, a saber, a func¸a˜o de comutac¸a˜o e os controladores via realimentac¸a˜o de estado. De
fato, para este exemplo, na˜o e´ poss´ıvel estabilizar o sistema somente com a func¸a˜o de comutac¸a˜o,
assim como na˜o e´ poss´ıvel estabiliza´-lo utilizando somente a lei de controle (4.3).
4.5.1 Conversor Buck-Boost
Este exemplo foi retirado de (Trofino et al., 2012b) e consiste de um conversor CC buck-boost
descrito pelas equac¸o˜es em espac¸o de estado (4.1)-(4.2) com matrizes
A1 =
[
0 0
0 − 1
RC
]
, A2 =
[
0 1
L
− 1
C
− 1
RC
]
(4.55)
H1 =
[
1
L
0
]
, H2 =
[
0
0
]
, b1 =
[
Ein
L
0
]
, b2 =
[
0
0
]
(4.56)
e as matrizes de sa´ıda E1 = E2 = [0 1] e G1 = G2 = 0, sendo Ein = 15 [volts], R = 30
[ohm], L = 10−3 [henry] e C = 10−6 [farad]. A fim de tornar o problema mais ameno para fins
nume´ricos, as matrizes {Ai, Hi, bi} foram alteradas para {10−3Ai, 10−3Hi, 10−3bi} quando enta˜o
consideramos a base de tempo em [ms] ao inve´s de [s]. Como ja´ mencionado, selecionamos os
mesmos pontos de equil´ıbrio adotados em (Trofino et al., 2012b) para os conversores operando
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Figura 4.2: Trajeto´rias do estado, xe = [0.48 − 9]′ - Exemplo 4.5.1.
como buck e como boost e, em ambos os casos, aplicamos a entrada de perturbac¸a˜o w(t) =
sin(2pi0.12t), 8.3 ≤ t < 33.3 e w(t) = 0 para os demais instantes.
Modo de operac¸a˜o: Buck
Consideramos o ponto de equil´ıbrio xe = [0.48 −9]′ ∈ Xe associado a λ(xe) = [0.375 0.625]′ ∈
Λ e resolvemos as condic¸o˜es dos Teoremas 4.3 e 4.5. Para as condic¸o˜es do Teorema 4.3, obtivemos
as seguintes soluc¸o˜es
P =
[
94.2769 3.4281
3.4281 0.1828
]
(4.57)
Q1 = 10
3 ×
[
10.002586 0.262073
0.262073 0.003169
]
, Q2 = 10
3 ×
[
−6.425219 −0.179839
−0.179839 −0.003107
]
(4.58)
associadas a ρ∗ = 0.9600. Resolvendo as condic¸o˜es do Teorema 4.5 obtivemos
P =
[
84.5954 2.9118
2.9118 0.1553
]
(4.59)
associada a` ρ∗ = 0.3600. Utilizando estas matrizes, implementamos as estrate´gias de comutac¸a˜o
correspondentes e obtivemos as trajeto´rias de estado presentes na Figura 4.2, sendo que as
trajeto´rias em vermelho correspondem ao Teorema 4.3 e as trajeto´rias em azul ao Teorema 4.5.
Em ambos os casos, as trajeto´rias sa˜o quase coincidentes e rapidamente evoluem para um modo
deslizante esta´vel.
Modo de operac¸a˜o: Boost
Para considerar o caso em que o conversor opera como boost, escolhemos o ponto de equil´ıbrio
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Figura 4.3: Trajeto´rias do estado, xe = [1.68 − 21]
′ - Exemplo 4.5.1.
xe custo H∞ TSD Teo. 4.3 Teo. 4.5
[0.48 − 9]′
ρ 23.983 0.9600 0.3600
Jσx∞ - 0.1613 -
J
σx,w
∞ - - 0.1475
[1.68 − 21]′
ρ 15.301 3.3599 1.9599
Jσx∞ - 1.7051 -
J
σx,w
∞ - - 1.6334
Tabela 4.1: Comparac¸a˜o de desempenho
xe = [1.68 −21]′ ∈ Xe associado a λ(xe) = [0.583 0.417]′ ∈ Λ proposto em (Trofino et al., 2012b).
Resolvendo as condic¸o˜es do Teorema 4.3, obtivemos
P =
[
212.2055 14.5763
14.5763 1.1661
]
(4.60)
Q1 = 10
4 ×
[
1.589557 0.063418
0.063418 0.000245
]
, Q2 = 10
4 ×
[
−2.570292 −0.116379
−0.116379 −0.002551
]
(4.61)
associadas a` ρ∗ = 3.3599. Por outro lado, o Teorema 4.5 fornece
P =
[
156.8092 10.1447
10.1447 0.8116
]
(4.62)
associada a` ρ∗ = 1.9599. A Figura 4.3 apresenta as trajeto´rias do sistema obtidas utilizando
as estrate´gias de comutac¸a˜o correspondentes a`s soluc¸o˜es apresentadas. Como anteriormente, as
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Figura 4.4: Trajeto´ria dos estados e lei de controle - Exemplo 4.5.2
trajeto´rias em vermelho referem-se ao Teorema 4.3 e as trajeto´rias em azul ao Teorema 4.5.
A Tabela 4.1 apresenta o custo garantido H∞ denotado por ρ para os dois pontos de equi-
l´ıbrio, considerando as condic¸o˜es do Teorema 4.3, Teorema 4.5, e a condic¸a˜o “TSD” de (Trofino
et al., 2012b), bem como os custos reais Jσx∞ e J
σx,w
∞ obtidos por simulac¸a˜o para a entrada de
perturbac¸a˜o w(t) ja´ definida. Note que os custos obtidos pelas estrate´gias propostas nessa dis-
sertac¸a˜o sa˜o muito menores do que aqueles baseados na func¸a˜o de Lyapunov do tipo ma´ximo.
Ademais, como o par (Ei, Gi) = (E,G), ∀i ∈ K e´ independente de comutac¸a˜o, o custo garantido
H∞ fornecido pelo Teorema 4.5 e´ igual a ‖E(sI −Aλ)
−1Hλ +G‖
2
∞, como esperado.
4.5.2 Projeto de Controle Conjunto
Este exemplo foi inspirado em (Xie & Wang, 2005) e consiste no sistema (4.1)-(4.2) definido
pelas matrizes
A1 =
[
−5 0
0 8
]
, A2 =
[
3 0
0 −2
]
, B =
[
0
4
]
(4.63)
H1 =
[
2
2
]
, H2 =
[
1
1
]
, b1 =
[
1
5
]
, b2 =
[
0
4
]
, F =
[
1
0
]
(4.64)
sendo B1 = B2 = B, E1 = E2 = I, F1 = F2 = F e G1 = G2 = [1 1]
′. Perceba que ambas as matri-
zes A1 e A2 sa˜o insta´veis e na˜o existe combinac¸a˜o convexa Aλ ∀λ ∈ Λ esta´vel. Consequentemente,
na˜o e´ poss´ıvel usar as condic¸o˜es dos Teoremas 4.3 ou 4.5 nem as condic¸o˜es propostas em (Hetel &
Fridman, 2013) e (Trofino et al., 2012b) para garantir estabilidade assinto´tica global. Ale´m disso,
os pares (A1, B1) e (A2, B2) na˜o sa˜o controla´veis. Primeiramente, determinamos o conjunto de
pontos de equil´ıbrio ating´ıveis (4.4) e escolhemos o ponto de equil´ıbrio xe = [0.5 −1.5]′ associado
a λ = [0.5 0.5]′. Resolvendo as condic¸o˜es do Teorema 4.4, obtivemos ρ = 5.4005 e os ganhos
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matriciais
K1 =
[
0.8328 −5.3264
]
, K2 =
[
0.9857 −5.1345
]
(4.65)
Por outro lado, resolvendo as condic¸o˜es do Teorema 4.6, obtivemos ρ = 5.2900 e
K1 =
[
0.7943 −4.8723
]
, K2 =
[
0.7754 −4.7977
]
(4.66)
que sa˜o importantes para a implementac¸a˜o da lei de controle (4.3). Usando os resultados do
Teorema 4.6, a Figura 4.4 apresenta as trajeto´rias de estado e a lei de controle (4.3) para um
entrada externa w(t) = te−0.5t. O custo real foi de J
σ(x,w)
∞ = 2.0609, que e´ muito menor do que
o custo garantido obtido. Isso indica que a entrada externa na˜o e´ muito severa. Este exemplo
mostra a importaˆncia do projeto conjunto das duas varia´veis de controle, a saber, a func¸a˜o de
comutac¸a˜o e a lei de controle (4.3), com o objetivo de garantir estabilidade e assegurar um custo
garantido H∞ para sistemas afins com comutac¸a˜o.
4.6 Considerac¸o˜es do Cap´ıtulo
Neste cap´ıtulo foram apresentados os principais resultados e contribuic¸o˜es da dissertac¸a˜o.
Os resultados relativos ao controle H∞ constam nas refereˆncias (Santos & Deaecto, 2014) e
(Deaecto & Santos, to appear). Primeiramente, tratamos o caso H2, que corresponde a uma
simples generalizac¸a˜o dos resultados de (Deaecto et al., 2010). Para o caso H∞, duas estrate´gias
de comutac¸a˜o diferentes foram determinadas. A primeira delas e´ dependente do estado, enquanto
a segunda, mais geral, e´ uma nova proposta que depende tambe´m da entrada externa. Em uma
etapa inicial, as condic¸o˜es foram obtidas com o objetivo de projetar uma func¸a˜o de comutac¸a˜o
como u´nica varia´vel de controle. Posteriormente, os resultados tambe´m foram generalizados
para incluir ganhos matriciais reais de realimentac¸a˜o de estado. Comparac¸o˜es teo´ricas mostram
que ambas as regras sa˜o condic¸o˜es menos conservadoras do que as apresentadas na literatura,
em particular, do que aquelas obtidas com a func¸a˜o de Lyapunov do tipo ma´ximo e com as
te´cnicas utilizadas para assegurar estabilidade pra´tica. No final do cap´ıtulo, apresentamos dois
exemplos ilustrativos que comprovam a eficieˆncia do me´todo de controle proposto comparado aos
dispon´ıveis atualmente na literatura.
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Cap´ıtulo 5
Concluso˜es e Perspectivas para
Trabalhos Futuros
Conclu´ımos essa dissertac¸a˜o recapitulando os principais pontos abordados e destacando as
suas contribuic¸o˜es mais relevantes. Iniciamos o trabalho com um cap´ıtulo sobre os conceitos fun-
damentais utilizados ao longo do texto, apresentando os sistemas lineares invariantes no tempo, o
crite´rio de Lyapunov para o estudo de estabilidade, normas H2 e H∞ e uma breve introduc¸a˜o so-
bre sistemas com comutac¸a˜o, que representam conhecimentos essenciais para o desenvolvimento
dos resultados presentes nos cap´ıtulos seguintes.
No Cap´ıtulo 3, tratamos do projeto de uma func¸a˜o de comutac¸a˜o estabilizante dependente
do estado para sistemas afins. Essa func¸a˜o deve guiar as trajeto´rias do sistema para um ponto
de equil´ıbrio desejado a partir de qualquer condic¸a˜o inicial. Tais resultados sa˜o consequeˆncia
da adoc¸a˜o de uma func¸a˜o de comutac¸a˜o quadra´tica em relac¸a˜o estado, e outra linear, que e´
mais simples, pore´m mais conservadora. Assim, realizamos um estudo aprofundado sobre este
tema ressaltando pontos importantes a respeito da regra de comutac¸a˜o quadra´tica. Este estudo
foi essencial para tratar o problema de s´ıntese de controle H2 e H∞ conforme foi abordado no
Cap´ıtulo 4.
No Cap´ıtulo 4, os principais resultados da dissertac¸a˜o foram desenvolvidos. Primeiramente,
ı´ndices de desempenho H2 eH∞ foram introduzidos. Como previamente mencionado, tais ı´ndices
sa˜o de suma importaˆncia para avaliar o desempenho de um projeto de controle. Na literatura
ja´ se encontram algumas te´cnicas de estabilidade para sistemas afins com comutac¸a˜o, pore´m
existem poucos resultados que levam em conta a inclusa˜o de ı´ndices de desempenho. No Cap´ıtulo
4, a parte relacionada ao projeto de controle H2 corresponde a uma simples generalizac¸a˜o do
que foi apresentado no Cap´ıtulo 3. Por outro lado, o projeto de controle H∞ apresenta maior
complexidade em seu desenvolvimento e os resultados obtidos foram publicados nos seguintes
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artigos:
• G. S. Deaecto and G. C. Santos. H∞ control design of continuous-time switched affine
systems. IET Control Theory and Application, to appear.
• G. C. Santos and G. S. Deaecto. Controle H∞ de sistemas afins com comutac¸a˜o a tempo
cont´ınuo. Anais do 200 Congresso Brasileiro de Automa´tica, 2207-2213, 2014.
Basicamente, foram propostas duas func¸o˜es de comutac¸a˜o. Uma delas e´ mais geral, depen-
dente do estado e tambe´m da entrada externa, e representa uma proposta ine´dita na literatura.
Ale´m disso, os resultados foram generalizados para tratar do projeto conjunto de duas varia´veis
de controle, a saber, a func¸a˜o de comutac¸a˜o e ganhos matriciais reais de realimentac¸a˜o de estado.
Como perspectiva para trabalhos futuros, pretendemos generalizar esses resultados para tratar
do projeto de controle via realimentac¸a˜o de sa´ıda, bem como obter resultados similares para
sistemas a tempo discreto. A dificuldade no primeiro caso e´ que a func¸a˜o de comutac¸a˜o na˜o
pode depender explicitamente da varia´vel de estado, a qual na˜o e´ conhecida e, portanto, as
regras aqui obtidas na˜o podem ser aplicadas. Um ponto importante em aplicac¸o˜es pra´ticas e´ o
projeto de uma func¸a˜o de comutac¸a˜o levando em conta informac¸o˜es parciais a respeito do ponto
de equil´ıbrio. Neste contexto, pretendemos tambe´m generalizar esses resultados considerando
apenas informac¸o˜es parciais deste ponto.
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