Text classification methods have been evaluated on supervised classification tasks of large datasets showing high accuracy. Nevertheless, due to the fact that these classifiers, to obtain a good performance on a test set, need to learn from many examples, some difficulties may be found when they are employed in real contexts.
INTRODUCTION
The problem of text classification has been extensively treated in literature where metrics and measures of performance have been reported (Christopher D. Manning and Schtze, 2009) , (Sebastiani, 2002) , (Lewis et al., 2004) . All the existing techniques have been demonstrated to achieve high accuracy (mainly assessed through the F 1 measure) when employed in supervised classification tasks of large datasets.
Nevertheless, it has been found that only 100 documents could be hand-labeled in 90 minutes and in this case the accuracy of classifiers (amongst which we find Support Vector Machine based methods), learnt from this reduced training set, could be around 30%. This makes, most times, a classifier unfeasible in a real context. In fact, most users of a practical system do not want to carry out labeling tasks for a long time only to obtain better level of accuracy. They obviously prefer algorithms that have high accuracy, but do not require a large amount of manual labeling tasks (McCallum et al., 1999) (Ko and Seo, 2009) . As a consequence, we can affirm that, in several application fields we need algorithms to be fast and with a good performance.
Here we propose a linear single label supervised classifier that is capable, based on a vector of features represented through a mixed Graph of Terms (mGT ), of achieving a good performance, in terms of accuracy, when the size of the training set is 1% of the original and comparable to the performances achieved by existing methods learnt on the whole training set.
The vector of features can be automatically extracted from a set of documents following a kind of term clustering technique weighted by the probabilistic topic model. The graph learning procedure is composed of two stages and leads us to a two level representation. Firstly, we group terms with a high degree of pairwise semantic relatedness so obtaining several groups, each of them represented by a cloud of words and their respective centroids that we call concepts. In this way, we obtain the lowest level, namely the word level. Later, we compute the second level, namely the conceptual level, by inferring semantic relatedness between centroids, and so between concepts.
To confirm the discriminative property of the graph we have evaluated the performance through a comparison between our term extraction methodol-ogy and a term selection methodology which considers the vector of features formed of only the list of concepts and words composing the graph and so where relations have not been considered. The results, obtained on the top 10 classes of the ModApte split from the Reuters-21578 dataset, show that our method, independently of the topic, is capable of achieving a better performance.
PROBLEM DEFINITION
Following the definition introduced by (Sebastiani, 2002) , a supervised Text Classifier may be formalized as the task of approximating the unknown target function Φ : D × C → {T, F} (namely the expert) by means of a functionΦ : D × C → {T, F} called the classifier, where C = {c 1 , ..., c |C | } is a predefined set of categories and D is a (possibly infinite) set of doc-
is called a negative example of c i . Moreover, the categories are just symbolic labels: no additional knowledge (of a procedural or declarative nature) of their meaning is usually available, and it is often the case that no metadata (such as e.g. publication date, document type, publication source) is available either. In these cases, classification must be accomplished only on the basis of knowledge extracted from the documents themselves.
In practice we consider an initial corpus Ω =
The values of the total function Φ are known for every pair
We consider the initial corpus to be split into two sets, not necessarily of equal size:
1. training set Tr = {d 1 , . . . , d |Tr| }. The classifier Φ for categories is inductively built by observing the characteristics of these documents; 2. test set Te = {d |Tr|+1 , . . . , d |Ω| }, used for testing the effectiveness of the classifiers.
We assume that the documents in Te cannot participate in any way in the inductive construction of the classifiers.
Here we consider the case of single-label classification, also called binary, in which, given a category c i , each d j ∈ D must be assigned either to c i or to its complement c i . In fact, it has been demonstrated that the binary case is more general than the multilabel (Sebastiani, 2002; Christopher D. Manning and Schtze, 2009) . It means that we consider the classification under C = {c 1 , ..., c |C | } as consisting of |C | independent problems of classifying the documents in D under a given category c i , and so we haveφ i , for i = 1, . . . , |C |, classifiers. As a consequence, the whole problem in this case is to approximate the set of function Φ = {φ 1 , . . . , φ |C | } with the set of |C | classifiersΦ = {φ 1 , . . . ,φ |C | }.
Data Preparation
Texts cannot be directly interpreted by a classifier or by a classifier-building algorithm. Because of this, an indexing procedure that maps a text d j into a compact representation of its content needs to be uniformly applied to the training and test documents. In fact, each document is represented as a vector of term weights
where T is the set of terms (sometimes called features) that occur at least once in at least one document of Tr, and 0 ≤ w k j ≤ 1 represents how much term t k contributes to a semantics of document d j . A typical choice is to identify terms with words, that is the bags of words assumption, and in this case t k = v k , where v k is one of the words of a vocabulary. Usually to determine the weight w k j of term t k in a document d j , the standard tfidf function is used , defined as:
where N(t k , d j ) denotes the number of times t k occurs in d j , and N Tr(t k ) denotes the document frequency of term t k , i.e. the number of documents in Tr in which t k occurs. In order for the weights to fall in the [0, 1] interval and for the documents to be represented by vectors of equal length, the weights resulting from t f id f are often normalized by cosine normalization, given by:
Before indexing, we have performed the removal of function words (i.e. topic-neutral words such as articles, prepositions, conjunctions, etc.) and we have performed the stemming procedure 1 (i.e. grouping words that share the same morphological root).
Data Reduction
Usually, due to computational problems and to the problem of overfitting, a dimensional reduction of the dataset is applied. We distinguish between local and global methods, if we apply the reduction to each document or to the whole repository respectively. Another distinction may be considered, that is between the term selection and term extraction reduction techniques (Sebastiani, 2002; Christopher D. Manning and Schtze, 2009 ):
T is a subset of T . Examples of this are methods that consider the selection of only the terms that occur in the highest number of documents, or the selection depending on the observation of information-theoretic functions, among which we find the DIA association factor, chi-square, NGL coefficient, information gain, mutual information, odds ratio, relevancy score, GSS coefficient and others.
2. Term Extraction: the terms in T are not of the same type as the terms in T (e.g. if the terms in T are words, the terms in T may not be words at all), but are obtained by combinations or transformations of the original ones. Examples of this are methods that consider generating, from the original, a set of "synthetic" terms that maximize effectiveness based on term clustering, latent semantic analysis, latent dirichlet allocation and others.
In this paper we use a global method for the term extraction based on a kind of Term Clustering technique (Sebastiani, 2002) weighted by the Latent Dirichlet Allocation (Blei et al., 2003) implemented as the Probabilistic Topic Model (Griffiths et al., 2007) . Previous works (Berkhin, 2006; Noam and Naftali, 2001 ) have confirmed the potential of supervised clustering methods for term extraction.
PROPOSED TERM EXTRACTION METHOD
More precisely the term extraction procedure is composed of two stages and leads us to a two level representation. Firstly, we group terms with a high degree of pairwise semantic relatedness so obtaining several groups, each of them represented by a cloud of words and their respective centroids that we call concepts (see Fig. 1(b) ). In this way we obtain the lowest level, namely the word level. More formally, each concept r i can be defined as a rooted graph of words v s and a set of links weighted by ρ is (see Fig. 1(b) ). The weight ρ is can measure how far a word is related to a concept, or in other words how much we need such a word to specify that concept. We can consider such a weight as a probability: ρ is = P(r i |v s ). The probability of the concept given a parameter µ, which we call c i , is defined as the factorisation of ρ is
where Z C = ∑ C ∏ s∈S µ ρ is is a normalisation constant, V µ is the number of words defining the concept, such a number depending on the parameter µ. After, we compute the second level, namely the conceptual level, by inferring semantic relatedness between centroids, and so concepts (see Fig. 1(a) ). More formally, let us define a Graph of Concepts as a triple G R = N, E, R where N is a finite set of nodes, E is a set of edges weighted by ψ i j on N, such that N, E is an a-directed graph (see Fig. 1(a) ), and R is a finite set of concepts, such that for any node n i ∈ N there is one and only one concept r i ∈ R. The weight ψ i j can be considered as the degree of semantic correlation between two concepts r i is-related ψ i j -to r j and it can be considered as a probability:
The probability of G R given a parameter ν can be written as the joint probability between all the concepts. By following the theory on the factorisation of undirected graph, we can consider such a joint probability as a product of functions where each of this can be considered as the weight ψ i j . We have
where H is the number of concepts, Z = ∑ G R ∏ (i, j)∈E ν ψ i j is a normalisation constant and the parameter ν can be used to modulate the number of edges of the graph. The resulting structure is a mixed Graph of Terms (mGT ) composed of such two levels of information, the conceptual level and the word level, see Fig. 2 . A mGT is defined by the probability P(G R |ν), which defines a graph of connected H concepts and the number of edges depends on ν, and by H probabilities of the concepts, P(r i |{v 1 , · · · , v V µ i }), where the number of edges depends on µ i . Once each ψ i j and ρ is is known (Relations Learning), to determine the final graph we need to compute the appropriate set of parameters Λ = (H, ν, µ 1 , · · · , µ H ) (Parameters Learning), which establishes the final shape of the graph, that is the number of pairs and the number of both words and concepts.
Relations Learning
We consider each concept as lexically represented by a word, then we have that ρ is = P(r i |v s ) = P(v i |v s ) and ψ i j = P(r i , r j ) = P(v i , v j ). As a result , all the relations of the mGT can be represented by P(v i , v j ) ∀i, j ∈ V which can be considered as a word association problem and so it can be solved through a smoothed version of the generative model introduced in (Blei et al., 2003) called latent Dirichlet allocation, which makes use of Gibbs sampling (Griffiths et al., 2007) 2 .
Furthermore, it is quite important to make clear that the mixed Graph of Terms can not be considered as a co-occurrence matrix. In fact, the core of the graph is the probability P(v i , v j ), which we compute through the probabilistic topic model and particularly thanks to the word association problem, that solves the probability P(v i |v j ). In the topic model, the word association can be considered as a problem of prediction: given that a cue is presented, which new words might occur next in that context? It means that the model does not take into account the fact that two words occur in the same document, but that they occur in the same document when a specific topic is assigned to the document itself (Griffiths et al., 2007) , in fact P(v i |v j ) is the result of a sum over all the topics.
Parameters Learning
Once each ψ i j and ρ is is known, we have to find a value for the parameter H, which establishes the number of concepts, a value for ν and finally values for µ i ,∀i ∈ [1, · · · , H]. As a consequence, we have H + 2 parameters which modulate the shape of the graph. If we let the parameters assuming different values, we can observe different graph mGT t for each set of parameters, Λ t = (H, ν, µ 1 , · · · , µ H ) t extracted from the same set of documents, where t is representative of different parameter values.
As we have already discussed, term extraction attempts to generate, from the original set T , a set 2 The authors reported the formulation that brings from the LDA to P(v i , v j ) in a paper that can not be cited due to the blind review.
T
T of "synthetic" terms that maximize effectiveness. In this case each "synthetic' term is represented by a pair of related words while the semantic relatedness between pairs, of both the conceptual and the word level, namely ψ i j and ρ is , that we can simply call boost of the term k, b k , gives a degree of relevance to each pair. In practice, we have that each term
, that is not the simple bags of words assumption, and w k j being the weight calculated thanks to the t f id f model applied to the pairs represented through t k , and with the addition of the boost b k . Formally we have
Note that the boost, due to the fact that is a probability factor, is such that 0 ≤ b k ≤ 1. Moreover |T p | is the number of pairs of the mGT , considered as composed of all possible combinations of words of the initial vocabulary, that has cardinality |T |. The scope of this term extraction is to reduce the set |T p | to a smaller set |T p |, such that the corresponding set of words, composing the pairs belonging to the reduced set |T p |, has dimension |T | |T |. A way of reducing the set of pairs is to change the set of parameters Λ t = (H, ν, µ 1 , · · · , µ H ) t until we have maximised the effectiveness, with the condition that the cardinality of the set of pairs is such that
A way of saying that a mGT , given the parameters, is the best possible for that set of documents is to demonstrate that it produces the maximum score attainable for each of the documents when the same graph is used as a knowledge base for classify a set containing just those documents which have fed the mGT builder, that is the training set Tr. The result of the parameter learning procedure is an explict profile, that is the best mGT , namely the classifier c i = {w 1i , . . . , w |T p |i }, belonging to the same |T p |-dimensional space in which documents are also represented. In this case we have a linear classifier that, Figure 2 : Part of the mGT learnt on the topic "Corn". We have 2 concepts (double circle) and 6 words (single circle).
thanks to the Vector Space Model theory, measure the degree of relatedness by computing (when both classifier and document weights are cosine normalized) the cosine similarity:
By performing a classification task that uses the current graph mGT t , represented through the set of the classifier weights, on the same repository Tr, we obtain a score for each document d j and then we have
where each of them depends on the set Λ t . To compute the best value of Λ we can maximise the score value for each documents, which means that we are looking for the graph which best describes each document of the repository from which it has been learnt. It should be noted that such an optimisation maximises at same time all |Tr| elements of S t . Alternatively, in order to reduce the number of the objectives to being optimised, we can contemporary maximise the mean value of the scores and minimise their standard deviation, which turns a multi-objectives problem into a two-objectives one. Additionally, we can reformulate the latter problem by means a linear combination of its objectives, thus obtaining a single objective function, i.e., Fitness (F ), which depends on Λ t ,
is the mean value of all element of S t and σ m being the standard deviation. By summing up, the parameters learning procedure is represented as follows, Λ * = argmax t {F (Λ t )}. We will see in the next section how we have performed the optimisation phase.
Optimisation Procedure
The fitness function depends on H + 2 parameters, hence the space of possible solutions could grow exponentially. Due to the fact that we would not have small or too big graph (we wish that |T p | |T p | which is equal to say that |T | |T |), we suppose that the number H of concepts can vary from a minimum of 5 to a maximum of 20, and considering that it is an integer number we conclude that the number of possible values for H is 15. We have empirically chosen these values for H considering that we wish to have at most |T p | ≈ 300 3 . ψ i j and ρ is are probabilities, and so real value, we have that ν ∈ [0, 1] and each µ i ∈ [0, 1]. It means that if we use a step of 1% to explore the entire set [0, 1], then we have 100 possible values for ν and 100 for each µ i , which makes 100×100×H ×15 possible values of Λ, that is 750, 000 for H = 5 and 3, 000, 000 for H = 20. To limit such a space we can reduce the numbers of parameters, for instance we can consider µ i = µ, ∀i ∈ [1, · · · , H] and so obtaining 150, 000, independently of H, possible values of Λ.
Searching for the best solution is still not easy and it does not provide an accurate solution, because of the big number of possible values and due to the linear exploration strategy of the set [0, 1] we are employing. In fact, by analysing how the values of ψ i j and ρ is are distributed along the set [0, 1], we note that they are not uniformly distributed. It means that many values of ψ i j and ρ is are likely closer than 1% with the consequence that if the thresholds ν and µ are chosen thanks to that linear exploration then many values will be treated in the same way. To solve this problem one can think to reduce the step from 1% to 0.1% and so obtaining more accuracy in the exploration of the set [0, 1]. The problem in this case is that the space of solution can grow exponentially, and so this way is not feasible. Another way to reduce the space can be the application of a clustering methods, like the K-means algorithm, to all ψ i j and ρ is values (Bishop, 2006) . In this way we can have a space of possible values extracted by a no-uniform procedure directly adapted to the real numbers and not to the set which the numbers belong to. Following this approach and choosing for instance 10 classes of values for ν and µ, we obtain that the space of possible Λ is 10 × 10 × 15, that is 1, 500. As a consequence, the optimum solution can be exactly obtained after the exploration of the entire space of solutions. This reduction allows us to compute a mGT from a repository composed of few documents in a reasonable time, for instance for 10 documents it takes about 30 seconds with a Mac OS X based computer and a 2.66 GHz Intel Core i7 CPU and a 8GB RAM. Otherwise we need an algorithm based on a random search procedure in big solution spaces, for instance Evolutionary Algorithms would be suitable for this purpose, which can be very slow.
INDUCTIVE CONSTRUCTION OF THE CLASSIFIER
The inductive construction of a ranking classifier for category c i ∈ C usually consists in the definition of a function
for it, i.e. a number between 0 and 1 that, represents the evidence for the fact that d j ∈ c i , or in other words it is a measure of vector closeness in |T p |-dimensional space. Following this criterion each documents is then ranked according to its CSV i value, and so the system works as a document-ranking text classifier, namely a "soft" decision based classifier. As we have discussed in previous sections we need a binary classifier, also known as "hard" classifier, that is capable of assign to each document a value T or F to measure the vector closeness. A way turn a soft classifier in a hard one is to define a threshold γ i such that
We have adopted an experimental method, that is the CSV thresholding (Sebastiani, 2002) , which consists in testing different values for γ i on a sub set of the training set (the validation set) and choosing the value which maximizes effectiveness. Different γ i 's have been chosen for the different c i 's. Fig. 2 ). As discussed before we have considered the anyof problem and so we have learnt 10 two-class classifiers, one for each class, where the two-class classifier for class c is the classifier for the two classes c and its complement c. For each of these classifiers, we have measured recall, precision, and accuracy, but we have focused on measures of accuracy named F 1 measure, and on a single aggregate measure that combines the measures for individual classifiers, that is the Macroaveraging, which computes a simple average over classes, and the Microaveraging pools perdocument decisions across classes (Sebastiani, 2002; Christopher D. Manning and Schtze, 2009) .
Conceptual Level
Note that the mGT is different from a simple list of key words because of the presence of two features: the relations between terms and the hierarchical differentiation between simple words and concepts. To demonstrate the discriminative property of such features we have to prove that the results obtained performing the proposed approach are significantly better than the results obtained by performing the same queries composed of the simple list of words extracted from the mGT . As a result, the aim of the evaluation phase is twofold:
1. To demonstrate the discriminative property of the mGT compared with a method based on only the words from the mGT without relations (named Words List W L);
2. To demonstrate that the mGT achieves good performance when 1% of the training set is employed for each class. Here comparison with well known methods trained on the whole training set will be reported.
We have randomly selected the 1% from each training set (in table 2 is reported the comparison with the original training set dimension) and moreover we have performed the selection 100 times in order to make the results independent of the particular documents selection. As a result we have 100 repositories and from each of them we have calculated 100 mGT s by performing the parameters learning described described above. Due to the fact that each optimisation procedure brings to a different graph (from a topological point of view), we have a different number of pairs for each of them. We have calculated the average number of pairs for each topic and the corresponding average number of terms, see table 3. Note that the average size of |T p | is 120, while the average size of |T | is 33 (150 and 47 respectively in the case of the best performance). The overall number of features observed by our method is, independently of the topic, less than the number considered in the case of Rocchio and Support Vector Machines, in fact they have employed a term selection process obtaining |T | equals to 50 and 300 respectively.
In table 4 we have reported the best accuracy (calculate in the F 1 measure) obtained by our method and the average value obtained by all 100 graphs. It is surprising how the proposed method, even if the training set is smaller than the original ones, is capable of clustering in most of the case with an accuracy comparable to that obtained by well-known approaches (amongst which we find the worst case that is Rocchio and best that is Support Vector Machines) (Christopher D. Manning and Schtze, 2009) . Note that the performance of the proposed method is, independently of the topic, better than the W L, so demonstrating that the graph representation possesses better discriminative properties than a simple list of words. Furthermore it is surprising how mGT performs in the same way of SVM in the case of the topic acq and comparable to Rocchio and Naive Bayes for the other topics. Finally, it should be noticed that the good performances shown by W L are motived by the fact that the list of words is formed by the terms extracted form the mGT . 
