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Abstract
We estimate the rate of decay of the difference between a solution and its limiting equilibrium for the
following abstract second order problem
u¨(t)+ g(u˙(t))+M(u(t))= 0, t ∈ R+,
whereM is the gradient operator of a non-negative functional and g is a non-linear damping operator, under
some conditions relating the Łojasiewicz exponent of the functional and the growth of the damping around
the origin. The main result is applied to non-linear wave or plate equations, in some cases direct constructive
proofs of the Łojasiewicz gradient inequality are given, applicable to some non-analytic functionals in
presence of multiple critical points. At the end similar results are obtained when a fast decaying source
term is added in the right-hand side.
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The convergence problem for bounded solutions of semilinear dissipative wave equation has
been the object of many specialized works in the last 30 years. Assuming Ω to be a bounded
open connected domain of RN , a convergence result has been shown in [9] for the problem
{
utt + cut −u+ f (u) = 0, in R+ ×Ω,
u(t, x) = 0, on R+ × ∂Ω (1)
when the function s → f (s) + λ1s is non-decreasing, relying on the fact that the set of equi-
libria is then one-dimensional. This result was established under a growth assumption on f and
assuming precompactness of the solution curve (u(t, .), ut (t, .)) in the energy space. A first gen-
eralization allowing some types of non-linear dampings was done by E. Zuazua in [22]. A much
more general theory dealing with one-dimensional sets of equilibria was developed later by
J. Hale and G. Raugel [8]. The hypothesis on the dimension of the equilibrium set can be relaxed
if f is analytic, and general convergence results as well as rates of convergence were proved in
this direction by M.A. Jendoubi and the second author, cf. [18,13,14] by using the Łojasiewicz
gradient inequality, cf. [20,21]. The case of a genuinely non-linear damping seems to be more
delicate. As a model example, a convergence result for bounded solutions of the problem
⎧⎪⎨
⎪⎩
utt + |ut |αut −u+ f (u) = 0, in R+ ×Ω,
u(t, x) = 0, on R+ × ∂Ω,
u(0, ·) = u0 ∈ H 10 (Ω), ut (0, ·) = u1 ∈ L2(Ω)
(2)
has been proved by L. Chergui in [6] assuming 0 < α < 1 and the following conditions
f : R → R is analytic, (3)
there exist C  0 and η > 0 with (N − 2)η < 2 such that:
∀s ∈ R, ∣∣f ′(s)∣∣ C(1 + |s|η). (4)
More precisely L. Chergui had to assume the existence of θ ∈ ] α
α+1 ,
1
2 ] and c > 0 such that for
all ϕ in the equilibrium set
Σ = {ψ ∈ H 2(Ω)∩H 10 (Ω) and ψ = f (ψ)}
there is σϕ such that for every u ∈ H 10 (Ω) one has
‖u− ϕ‖H 10 (Ω) < σϕ 	⇒
∥∥u+ f (u)∥∥
H−1(Ω)  c
∣∣E(u)− E(ϕ)∣∣1−θ . (5)
However [6] does not contain any estimate of the rate of convergence. This comes, among other
things, from the method relying on an abstract, non-constructive, compactness result as well as
the nature of the Liapunov functional used by Chergui which does not allow us to control the
decay of the solution. At the present time it is not known whether it is possible to devise another
approach providing decay rates in any function space.
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u¨(t)+ ∥∥u˙(t)∥∥αu˙(t)+ ∇F (u(t))= 0, t ∈ R+,
studied by L. Chergui [5] who, by using the same kind of Liapunov function, was able to compute
a decay rate.
In this paper we shall obtain such an estimate for a class of equations which contains (2)
when f satisfies some additional assumptions which ensure a reinforced positivity condition
on the potential energy. Since the energy is defined up to an additive constant, in practice this
condition means some kind of minimization property of the potential energy on the elements of
the weak omega-limit set but does not require a global convexity assumption on the potential, cf.
Remark 2.3.
The plan of the paper is as follows: in Section 2 we state and prove our main result. In
Section 3 we give simple applications of this result. In Section 4 we show how to check the
hypotheses for a more general class of non-linear operators, in particular the non-linearity does
not need to be analytic and in the case of Neumann boundary conditions we can handle multiple
equilibria. Section 5 contains the convergence and decay results in the more elaborate examples
related to the results of Section 4. Section 6 is devoted to the case where a rapidly decaying
source term appears in the right-hand side of the equation, in the spirit of [2,3,7,17].
2. Main result
2.1. Functional setting
Throughout this article we let H and V be two Hilbert spaces. We assume that V is densely
and continuously embedded into H . Identifying H with its dual H ′, we obtain V ↪→ H =
H ′ ↪→ V ′. We denote by 〈·, ·〉 scalar products and duality relations; the spaces in question will
be specified by subscripts. The notation 〈f,u〉 without any subscript will be used sometimes to
denote 〈f,u〉V ′,V . Throughout the text, we let C1  0 be such that
‖v‖V ′  C1‖v‖H  C21‖v‖V , v ∈ V. (6)
Other constants in the calculations will be denoted by Ci (i  2).
Let E ∈ C2(V ,R), and denote by M ∈ C1(V ,V ′) the first derivative of E . Throughout the text
we shall assume that E and M are bounded on bounded sets of V with values in V and V ′ respec-
tively. We study the asymptotic behaviour of some solutions u ∈ W 1,1loc (R+,V ) ∩ W 2,1loc (R+,H)
of the following abstract Cauchy problem:⎧⎪⎨
⎪⎩
u¨(t)+ g(u˙(t))+ M(u(t))= 0, t  0,
u(0) = u0, u0 ∈ V,
u˙(0) = u1, u1 ∈ H,
(7)
under the following assumptions on g and E :
1) g : H → V ′ is such that there exist α ∈ ]0,1[, ρ1 > 0 and ρ2 > 0 for which
∀v ∈ V, 〈g(v), v〉
V ′,V  ρ1‖v‖α+2H , (8)
∀v ∈ H, ∥∥g(v)∥∥
V ′  ρ2‖v‖α+1H . (9)
2936 I. Ben Hassen, A. Haraux / Journal of Functional Analysis 260 (2011) 2933–29632) There exist a real number θ such that
θ ∈
]
α
α + 1 ,
1
2
]
, (10)
and some constants c1 > 0, c2 > 0 and a bounded subset B of V such that the function E is
non-negative on B and satisfies the following assumption
∀u ∈ B, c1E(u)γ 
∥∥M(u)∥∥′
V
 c2E(u)1−θ (11)
where γ > 0 is such that:
1
2
− α(1 − θ) γ  1 − θ. (12)
Remark 2.1. 1) The left inequality in (11) implies in particular that whenever u ∈ B and
E(u) = 0, we have M(u) = 0.
2) If V is finite-dimensional, under the above condition and assuming E analytic, the standard
Łojasiewicz inequality implies the existence of a positive γ for which (11) is fulfilled. It is not
clear, however, to decide whether γ can be taken satisfying (12).
3) In all the examples considered in this paper, (11) will be fulfilled with γ = 12 . It would be
interesting to find sufficient conditions under which an analytic E defined on a finite-dimensional
space V fulfills (11) with γ = 12 .
4) The local regularity condition u ∈ W 1,1loc (R+,V ) ∩ W 2,1loc (R+,H) corresponds to the so-
called strong solutions and is usually fulfilled in the application if the initial state (u0, u1) is
smooth enough. It is used to justify the differentiations in the proof of Theorem 2.2 below. On
the other hand, we do not require any global higher order bound for the solution, as a consequence
in the examples the result of Theorem 2.2 will be applicable also to weak solutions which are
usually obtained by density for any (u0, u1) ∈ V ×H , cf. e.g. [10].
2.2. The result
The main result of this paper is
Theorem 2.2. Let u ∈ W 1,1loc (R+,V ) ∩ W 2,1loc (R+,H) be a solution of (7) such that u(t) ∈ B for
t large where B denotes a closed bounded subset of V . Assume that the hypotheses (8), (9)
and (11) are satisfied. Assume in addition that there exists a constant C  0 such that for u ∈ B ,
the following inequality holds:
∀v ∈ V, ∣∣〈M′(u)v, v〉
V ′
∣∣ C‖v‖2H . (13)
Let θ be as in (10) and (11). Let us introduce
ξ = 1 − (α + 1)(1 − θ)
(α + 2)(1 − θ)− 1 ; λ =
1
(α + 2)(1 − θ)− 1 .
Then there exist a ∈ B and a constant C > 0 such that
∀t  T , ∥∥u(t)− a∥∥  Ct−ξ . (14)H
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∀t  T , ∥∥u˙(t)∥∥
H
M1t−
λ
2 , (15)
∀t  T , E(u(t))M2t−λ. (16)
Finally, if either u has precompact range in V , or M : B → V ′ is weakly continuous for the
topology of V , we have
a ∈ E := {y ∈ V, M(y) = 0}.
Remark 2.3. 1) Let us observe that in the case V = H = RN , g(v) = ‖v˙‖αv˙ and M(u(t)) =
∇F(u(t)), L. Chergui [5] studied the differential system
u¨(t)+ ∥∥u˙(t)∥∥αu˙(t)+ ∇F (u(t))= 0, t ∈ R+. (17)
He proved a convergence result for bounded solutions of (17) and he obtained the rate of decay
given by formula (14). In his case (15) and (16) are irrelevant.
2) The hypothesis (11) implies that any equilibrium point a ∈ B satisfies E(a) = 0. Hence
the minimum of E on B is achieved on equilibrium points. In particular, if either u has precom-
pact range in V , or M : B → V ′ is weakly continuous for the topology of V , the existence of
a region B with the above mentioned properties implies the not so trivial conclusion that the
minimum of E on B is achieved and equal to 0.
3) In contrast with the result of [6], no compactness assumption on the trajectory associated
to u needs to be made or proved. This assumption is replaced by assuming that u(t) ∈ B for
t large and the uniform property (11). In practice, in the examples, B will be an arbitrary closed
ball in V , so that the uniform bound of the solution, following easily from the energy dissipation
property, will be enough to get the convergence result with an estimate of the convergence rate
in H . We shall see that in many examples, the energy decay will finally provide an estimate of
the convergence rate in V .
4) Our result is a convergence result to a local minimum of the potential energy but does
not require convexity of the potential, although in some of the examples we limited ourselves
to a convex situation with a simple explicit formula for the non-linear conservative term. Non-
convex situations appear in the examples of Subsection 3.1 and Theorem 5.6. Similar variants are
also possible with Dirichlet boundary conditions, but for the moment we cannot handle multiple
equilibria in that case and for this reason we just mentioned the simplest examples.
5) The question naturally arises of comparing our result to those of [1,15,19] which deal with
an extension of the fundamental parabolic result of [4] in presence of a convex potential. The sit-
uation is in fact quite different from ours, since our dissipation is non-linear, a situation which
cannot be handled by Alvarez’s method consisting in generalizing Bruck’s approach. When the
dissipation is made non-linear, the analog parabolic problem is badly degenerate and convexity
is no longer enough, some kind of reinforced convexity assumption might provide results but
such conditions still have to be found. Moreover, the above quoted results do not encompass the
case of unbounded gradient operators, as a result they do not apply to PDE problems. Finally the
results of these papers are weak convergence results without estimate of the convergence rate in
any norm at all, while the main objective of the present work is to obtain a convergence rate.
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Let u be a solution of Eq. (7) such that u ∈ W 1,1loc (R+,V ) ∩ W 2,1loc (R+,H) and let T > 0 be
such that u(t) ∈ B for t  T . Let us define the non-negative function
E(t) = 1
2
∥∥u˙(t)∥∥2
H
+ E(u(t)).
Then we have
E′(t) = −〈u˙(t), g(u˙(t))〉
V,V ′  0.
Therefore E, being non-increasing and non-negative, remains bounded. In particular u˙(t) is
bounded in H. Now let 0 < ε  1 be a real constant. By analogy with [11, formula (3.53),
p. 47] we introduce the function
H(t) = E(t)+ εE(t)β 〈M(u(t)), u˙(t)〉
V ′ ,
where β = α(1 − θ), θ is the Łojasiewicz exponent defined in (11). (Note that when M =
− :H 10 (Ω) → H−1(Ω) we have θ = 12 and therefore β = α2 , which reduces our formula to(3.53) from [11].)
Our bounded solution u being fixed, we can choose ε small enough in order to achieve
E(t)
2
H(t) 2E(t), for all t  T . (18)
In fact, due to the definition of H together with assumption (11) we have for all t  T
H(t) = E(t)+ εE(t)β 〈M(u(t)), u˙(t)〉
V ′
E(t)+ εE(t)β∥∥M(u(t))∥∥
V ′
∥∥u˙(t)∥∥
V ′
E(t)+ εC1c1
√
2E(t)α(1−θ)+γ+
1
2 .
Now, since E is bounded, it follows from (12) that E(t)α(1−θ)+γ+ 12  KE(t), for all t  T ,
where K is a positive constant. Then by choosing ε small enough we get H(t)  2E(t). The
reverse inequality follows similarly.
We now compute
H ′(t) = E′(t)+ εβE′(t)E(t)β−1〈M(u(t)), u˙(t)〉
V ′ + εE(t)β
〈M′(u(t))u˙(t), u˙(t)〉
V ′
− εE(t)β 〈M(u(t)), g(u˙(t))〉
V ′ − εE(t)β
∥∥M(u(t))∥∥2
V ′ .
Then we find
H ′(t) = −〈u˙(t), g(u˙(t))〉
V,V ′ − εβ
〈
u˙(t), g
(
u˙(t)
)〉
V,V ′E(t)
β−1〈M(u(t)), u˙(t)〉
V ′
+ εE(t)β 〈M′(u(t))u˙(t), u˙(t)〉
V ′ − εE(t)β
〈M(u(t)), g(u˙(t))〉
V ′
− εE(t)β∥∥M(u(t))∥∥2 ′ .V
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together with assumption (11)
−〈u˙(t), g(u˙(t))〉
V,V ′E(t)
β−1〈M(u(t)), u˙(t)〉
V ′  C2
〈
u˙(t), g
(
u˙(t)
)〉
V,V ′E(t)
β−1E(u)γ E(t) 12
 C2
〈
u˙(t), g
(
u˙(t)
)〉
V,V ′E(t)
β+γ− 12
= C2
〈
u˙(t), g
(
u˙(t)
)〉
V,V ′E(t)
α(1−θ)+γ− 12 .
From the last inequality together with assumption (12) and since E is bounded we deduce
−〈u˙(t), g(u˙(t))〉
V,V ′E(t)
β−1〈M(u(t)), u˙(t)〉
V ′  C3
〈
u˙(t), g
(
u˙(t)
)〉
V,V ′ . (19)
By assumption (13) and since E(t) 0 for all t  T , by applying Young’s inequality we get for
any δ > 0 given in advance
εE(t)β
〈M′(u(t))u˙(t), u˙(t)〉
V ′  εC4E(t)
β
∥∥u˙(t)∥∥2
H
 δε
2
E(t)β
(α+2)
α + εC5
∥∥u˙(t)∥∥α+2
H
,
where C5 depends on δ < 1 to be chosen small enough later on. Now by using the definition of E
and β we obtain, since (1 − θ)(α + 2) < 2
εE(t)β
〈M′(u(t))u˙(t), u˙(t)〉
V ′ 
δε
2
E(t)(1−θ)(α+2) + εC5
∥∥u˙(t)∥∥α+2
H
 δε
(∥∥u˙(t)∥∥2(1−θ)(α+2)
H
+ E(u)(1−θ)(α+2))+ 2εC5∥∥u˙(t)∥∥α+2H .
Since u˙ is bounded in H we get
εE(t)β
〈M′(u(t))u˙(t), u˙(t)〉
V ′  εC6
∥∥u˙(t)∥∥α+2
H
+ δεE(u)α(1−θ)E(u)2(1−θ).
By using assumption (11) we deduce by a suitable choice of δ > 0 which will remain fixed from
now on:
εE(t)β
〈M′(u(t))u˙(t), u˙(t)〉
V ′  εC6
∥∥u˙(t)∥∥α+2
H
+ ε
4
E(u)α(1−θ)∥∥M(u(t))∥∥2
V ′
 εC6
∥∥u˙(t)∥∥α+2
H
+ ε
4
E(t)α(1−θ)
∥∥M(u(t))∥∥2
V ′ .
Therefore we have for all t  T
εE(t)β
〈M′(u(t))u˙(t), u˙(t)〉
V ′  εC6
∥∥u˙(t)∥∥α+2
H
+ ε
4
E(t)β
∥∥M(u(t))∥∥2
V ′ . (20)
Using the Cauchy–Schwarz inequality together with assumption (9), we obtain
εE(t)β
〈M(u(t)), g(u˙(t))〉
V ′  ερ2E(t)
β
∥∥M(u(t))∥∥
V ′
∥∥u˙(t)∥∥α+1
H
.
Let C7 = 1 + supR ‖M(u(t))‖V ′ , by using Young’s inequality there exists C8  0 such that+
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∥∥M(u(t))∥∥
V ′
∥∥u˙(t)∥∥α+1
H
 ε 1 − α
4(1 + α)Cα7
∥∥M(u(t))∥∥α+2
V ′ + εC8
∥∥u˙(t)∥∥α+2
H
.
Then since E is bounded we obtain for all t  T
εE(t)β
〈M(u(t)), g(u˙(t))〉
V ′ 
ε
4
E(t)β
∥∥M(u(t))∥∥2
V ′ + εC9
∥∥u˙(t)∥∥α+2
H
. (21)
Thanks to assumptions (8), by combining (19), (20) and (21) and by choosing ε small enough it
follows that for all t  T
H ′(t)−C10
(∥∥u˙(t)∥∥α+2
H
+E(t)β∥∥M(u(t))∥∥2
V ′
)
. (22)
Now by using the last inequality together with assumption (11) and the definition of E we get
−H ′(t) C10
(∥∥u˙(t)∥∥α+2
H
+ E(u)(α+2)(1−θ))
 C10E(u)(α+2)(1−θ)
 C10
(
E(t)− 1
2
∥∥u˙(t)∥∥2
H
)(α+2)(1−θ)
 C11E(t)(α+2)(1−θ) −C12
∥∥u˙(t)∥∥2(α+2)(1−θ)
H
 C11E(t)(α+2)(1−θ) −C13
∥∥u˙(t)∥∥α+2
H
 C11E(t)(α+2)(1−θ) +C14H ′(t).
Then we obtain
−C15H ′(t)E(t)(α+2)(1−θ). (23)
By combining (23) and (18) we obtain the next differential inequality for all t  T
H(t)(α+2)(1−θ) +C16H ′(t) 0.
It follows by applying Lemma 2.8 from [2] that for all t  T
H(t) C17t−λ, (24)
where λ = 1
(α+2)(1−θ)−1 . By using (22) together with (24) we obtain for all t  T
2t∫
t
∥∥u˙(s)∥∥α+2
H
ds − 1
C10
2t∫
t
H ′(s) ds  1
C10
H(t) C18t−λ.
Since we have
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t
∥∥u˙(s)∥∥
H
ds  t
α+1
α+2
( 2t∫
t
∥∥u˙(s)∥∥α+2
H
ds
) 1
α+2
.
Therefore we get for all t  T
2t∫
t
∥∥u˙(s)∥∥
H
ds  C19t−
λ
α+2 t
α+1
α+2 = C19t−ξ ,
where ξ = 1−(α+1)(1−θ)
(α+2)(1−θ)−1 .
Then we obtain for all t  T
∞∫
t
∥∥u˙(s)∥∥
H
ds 
∞∑
k=0
2k+1t∫
2k t
∥∥u˙(s)∥∥
H
ds
 C20
∞∑
k=0
(
2kt
)−ξ
 C20t−ξ .
In particular, u˙ ∈ L1(T ,∞,H). Hence, u(t) has a limit a in H as t → ∞ and
∥∥u(t)− a∥∥
H
 Ct−ξ .
The other estimates follow rather easily from (24) and (18). Then by (11), we see that M(u(t))
tends to 0 as t → ∞ and the last conclusion follows immediately.
3. Direct applications
In this section we apply our main result to various simple example in order to test the sharpness
of the estimates given by that theorem.
3.1. A second order ODE
As a first application of the abstract Theorem 2.2 let us consider the following second order
ODE:
u′′ + ∣∣u′∣∣αu′ + f (u) = 0, (25)
where α ∈ (0,1) and f is such that for some reals a, b with a  b
f (s) = m(s)[(s − b)+ − (s − a)−]
where
2942 I. Ben Hassen, A. Haraux / Journal of Functional Analysis 260 (2011) 2933–2963m ∈ W 1,∞loc (R) and inf
s∈Rm(s) > 0. (26)
For this example it suffices to choose V = R, then conditions (11) and (12) are verified with
θ = γ = 12 for any compact interval B of R. The assumptions (8) and (9) are clearly true for
Eq. (25). As a consequence of (26) it is easy to see that all solutions of (25) are bounded and
globally Lipschitz on R+. By applying Theorem 2.2 we prove that there exists c ∈ R such that
|u(t) − c|  Ct− 1α +1, where C is a positive constant. Clearly c ∈ [a, b]. This result is optimal,
since when a < b, the solutions starting in (a, b) with a sufficiently small non-zero initial velocity
remain in (a, b) for all times and since the velocity u′ then satisfies the equation u′′ + |u′|αu′ = 0,
the solution u tends to a limit c with |u(t) − c| equivalent to Ct− 1α +1 for some C > 0.
3.2. A critical semilinear wave equation
In what follows, Ω is a bounded connected open subset of RN . As a second application of the
abstract Theorem 2.2, we let V = H 10 (Ω), H := L2(Ω), M(u) = −u−λ1u+ |u|p−1u, where
λ1 is the first eigenvalue of − and p > 1 satisfies (N − 2)p < N + 2,
E(u) = 1
2
∫
Ω
(|∇u|2 − λ1|u|2)dx + 1
p + 1
∫
Ω
|u|p+1 dx
and we consider the following system
{
utt + g(ut )−u− λ1u+ |u|p−1u = 0, in R+ ×Ω,
u(t, x) = 0, on R+ × ∂Ω,
(27)
where g : H → V ′ satisfies (8)–(9) with 0 < α < 1
p
. It has been established in [13] that under the
above conditions, E ∈ C2(V ,V ′) and (13) is fulfilled. In order to apply our main result to this
example the main assumption remaining to be checked is therefore assumption (11). Now it has
been proved in [16] that for u small enough in V
∥∥M(u)∥∥
H−1  c1
(E(u))1−θ , where θ = 1
p + 1 .
This result suffices to study the asymptotics of solutions knowing in advance that they converge
to 0 in V. Actually a refinement of the method of [16] allows us to verify that for any R > 0,
there is c1(R) > 0 for which
∀u ∈ V, ‖u‖V R 	⇒
∥∥M(u)∥∥
H−1  c1(R)
(E(u)) pp+1 .
For the proof, see Section 4, Corollary 4.2 and Remark 4.3, 2). On the other hand it is not difficult
to check that (11) holds true on any bounded subset of V with γ = 12 . Indeed∥∥M(u)∥∥
H−1  ‖−u− λ1u‖H−1 +
∥∥|u|p−1u∥∥
H−1 .
We claim
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(
2E(u)) 12 .
Indeed
∀v ∈ V, 〈−u− λ1u,v〉 =
∫
Ω
(∇u.∇v − λ1uv)dx.
By the Cauchy–Schwarz inequality we deduce
∀v ∈ V, 〈−u− λ1u,v〉
(∫
Ω
(‖∇u‖2 − λ1|u|2)dx
) 1
2
(∫
Ω
(‖∇v‖2 − λ1|v|2)dx
) 1
2

(∫
Ω
(‖∇u‖2 − λ1|u|2)dx
) 1
2 ‖v‖V
and the result follows. Now, if N  2 the estimate of the non-linear part is obvious, while if
N > 2 since p < N+2
N−2 then we have
p
p+1 <
1
2 + 1N = 1(2∗)′ .
So we obtain
∥∥|u|p−1u∥∥
L(2∗)
′  c2
∥∥|u|p−1u∥∥
L
p+1
p
 c3
(E(u)) pp+1 .
Then we get
∥∥|u|p−1u∥∥
H−1  c4
(E(u)) pp+1 .
In order to apply Theorem 2.2 we first observe that
∀u ∈ V, E(u) = 1
2
∫
Ω
(|∇u|2 − λ1|u|2)dx + 1
p + 1
∫
Ω
|u|p+1 dx  1
2
∫
Ω
|∇u|2 dx −M
for some positive constant M (the proof for p = 1 is just slightly more delicate), and as a con-
sequence of the fact that E(t) is non-increasing we deduce that any solution u is such that u(t)
remains bounded in V .
Then we compute
ξ = 1 − (α + 1)(1 − θ)
(α + 2)(1 − θ)− 1 =
1 − αp
(α + 1)p − 1 ; λ =
1
(α + 2)(1 − θ)− 1 =
p + 1
(α + 1)p − 1 .
Applying (14) we obtain
∣∣(u(t)− a)∣∣ Ct− 1−αp(α+1)p−1
for some a which will turn out to be 0 by the last part of the theorem. On the other hand, since
(cf. Proposition 4.1, formula (34)) for some η > 0 we have E(u) η‖u‖p+1V , applying (16) we
find
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V
Mt−
1
(α+1)p−1
which is always sharper. This shows that it is sometimes preferable to apply directly the energy
estimate rather than (14).
3.3. A semilinear wave equation with Neumann boundary conditions
As a third application of the abstract Theorem 2.2, we let V = H 1(Ω), H = L2(Ω), M(u) =
−u+ |u|p−1u, where p > 1 satisfies (N − 2)p < N + 2,
E(u) = 1
2
∫
Ω
|∇u|2 dx + 1
p + 1
∫
Ω
|u|p+1 dx
and we consider the following system
⎧⎨
⎩
utt + g(ut )−u+ |u|p−1u = 0, in R+ ×Ω,
∂u
∂n
= 0, on R+ × ∂Ω,
(28)
where g : H → V ′ satisfies (8)–(9) with 0 < α < 1
p
. As in the previous example the results of [13]
show that under the above conditions, E ∈ C2(V ,V ′) and (13) is fulfilled. The main assumption
to be checked is again assumption (11). It is rather easy to verify that for any R > 0, there is
c1(R) > 0 for which
∀u ∈ V, ‖u‖V R 	⇒
∥∥M(u)∥∥
H−1  c1(R)
(E(u)) pp+1 .
For the proof, see Section 4, Corollary 4.4 and Remark 4.5, 2). Moreover it is not difficult to
check that (11) holds true on any bounded subset of V with γ = 12 . Indeed
∥∥M(u)∥∥
V ′  ‖−u‖V ′ +
∥∥|u|p−1u∥∥
V ′ .
We claim
‖−u‖V ′ 
(
2E(u)) 12 .
Indeed
∀v ∈ V, 〈−u,v〉 =
∫
Ω
∇u.∇v dx.
By the Cauchy–Schwarz inequality we deduce
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(∫
Ω
‖∇u‖2 dx
) 1
2
(∫
Ω
‖∇v‖2 dx
) 1
2

(∫
Ω
‖∇u‖2 dx
) 1
2 ‖v‖V .
And the result follows. Then by the same method as in the Dirichlet case we obtain easily
∥∥|u|p−1u∥∥
V ′  c4
(E(u)) pp+1 .
In order to apply Theorem 2.2 we first observe that
∀u ∈ V, E(u) = 1
2
∫
Ω
|∇u|2 dx + 1
p + 1
∫
Ω
|u|p+1 dx  δ
∫
Ω
(|∇u|2 + u2)dx −M
for some constants M  0, δ > 0, and as a consequence of the fact that E(t) is non-increasing
we deduce that any solution u is such that u(t) remains bounded in V .
By applying Theorem 2.2 and using Proposition 4.1, formula (34), we obtain exactly the same
estimates as in the previous example. In particular we find
∥∥u(t)∥∥
V
Mt−
1
(α+1)p−1 .
The degree of sharpness of this estimate is not clear, cf. Remark 3.4.
3.4. Examples of damping operators and convergence of weak solutions
In the examples of both Sections 3.2 and 3.3, the initial value problem can be solved for any
initial state in V ×H under relevant conditions on the damping term. In this subsection we shall
consider 2 basic examples.
Example 3.1. Let γ : R → R be a locally Lipschitz function such that
∃K > 0, γ ′(s)−K, a.e. on R.
Assume that γ satisfies the following conditions
∀s ∈ R, γ (s)s  ρ1|s|α+2, (C1)
∀s ∈ R, ∣∣γ (s)∣∣ ρ2|s|α+1. (C2)
The typical case is
γ (s) = γ1
(
s+
)α+1 − γ2(s−)α+1
where γ1, γ2 are some positive constants. By setting
g(v)(x) = γ (v(x)) a.e. on Ω
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N  2 and for any α ∈ [0, 2
N
] if N  3. In addition in such a case g satisfies automatically
(8)–(9).
Example 3.2. Let m be a locally Lipschitz function such that
∀s ∈ R+, σ1sα m(s) σ2sα (M)
and
∃K > 0, m′(s)−K, a.e. on R.
By setting
g(v)(x) = m(‖v‖H )(v(x)) a.e. on Ω
we define an operator g : H → H ⊂ V ′ with V = H 1(Ω) (resp. V = H 10 (Ω)) for any α > 0. In
addition in such a case g satisfies automatically (8)–(9).
By applying the results of [10], it is rather straightforward to see that for any g satisfying the
conditions of Example 3.1, the initial value problems associated to both equations (27) and (28)
are well posed for any initial state in V ×H . In addition, for initial data in D(A)×V , the solution
has the regularity required for the applicability of Theorem 2.2. In addition the solution depends
continuously on the initial state as a map from V × H to C([0, T ,V ]) ∩ C1([0, T ,H ]) for any
T > 0. A careful inspection of the results from [10] shows that exactly the same property can be
deduced for the same equation when g has the non-local form described in Example 3.2.
By combining these properties with the results previously obtained, we obtain
Corollary 3.3. For any g satisfying the conditions of Example 3.1 or Example 3.2, for any
(u0, u1) ∈ V × H there is a unique weak global solution u ∈ C(R+,V ) ∩ C1(R+,H) of (27)
(resp. (28)) in the sense of [10] which satisfies u(0, .) = u0 and ut (0, .) = u1. In addition if we
assume α < 1
p
and in the case of Example 3.1, for N > 2, the additional condition α  2
N
, then
we have, for some constants M,M ′ > 0
∀t  1, ∥∥u(t, .)∥∥
V
Mt−
1
(α+1)p−1
and
∀t  1, ∥∥ut (t, .)∥∥H M ′t− p+12[(α+1)p−1] .
Proof. For a strong solution, the result is a direct consequence of the fact that g satisfies (8)–(9).
Moreover it follows obviously from our method of the proof that the estimates on u and ut are
uniform when the initial data (u0, u1) remain bounded in V × H . Then the result in the general
case follows by density. 
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u′′ + c∣∣u′∣∣αu′ + |u|p−1u = 0
which was studied in [12]. It is not difficult to see that the rate of decay given by Corollary 3.3 is
optimal for space-independent solutions only if p = 1.
4. A gradient inequality for some non-analytic functionals
In this section we shall find the optimal Łojasiewicz exponent for a class of non-negative
potentials associated to semi-linear PDE problems. In what follows, Ω is a bounded connected
open subset of RN .
4.1. A general class of possibly non-analytic functionals. Application to various operators and
boundary conditions
In this subsection, V is a Hilbert space continuously imbedded in H = L2(Ω), A ∈ L(V ,V ′)
is symmetric, such that
∀u ∈ V, 〈Au,u〉 0 (29)
and we set
M(u) = Au+ f (u)
where f : V → V ′ is the gradient of a functional F ∈ C1(V ). The energy functional is
E(u) = 1
2
〈Au,u〉 + F(u).
We assume that N = kerA is finite-dimensional and we denote by P : H → N the orthogonal
projection on N in H .
Proposition 4.1. Under the following hypotheses
∃η > 0, ∀v ∈ V ∩N⊥, 〈Av,v〉 η‖v‖2V , (30)
∃μ> 0, ∀u ∈ V, 〈f (u),u〉 μF(u), (31)
for any R > 0 there is a constant M(R) such that
∀u ∈ V, ‖u‖V R 	⇒ ‖u‖r+1H M(R)F(u). (32)
Then for any R > 0
1) there is a constant C(R) such that
∀u ∈ V, ‖u‖V R 	⇒
(E(u)) rr+1  C(R)∥∥M(u)∥∥
V ′ , (33)
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∀u ∈ V, ‖u‖V R R 	⇒ ‖u‖r+1V  P(R)E(u). (34)
Proof. We have
∀u ∈ V, 〈Mu,u〉 = 〈A(u − Pu),u− Pu〉+ 〈f (u),u〉
 η‖u− Pu‖2V +μF(u).
On the other hand
∀u ∈ V, ‖u‖V  ‖u− Pu‖V + ‖Pu‖V  ‖u− Pu‖V +C1‖Pu‖H ,
∀u ∈ V, ‖u‖V R 	⇒ ‖u‖V  ‖u− Pu‖V +C2(R)F(u) 1r+1 .
Hence
∀u ∈ V, ‖u‖V R 	⇒ ‖u‖V  C3(R)
(‖u− Pu‖ 2r+1V + F(u) 1r+1 )
which implies by using the inequality a + b 2(aq + bq)1/q applied with q = r + 1
∀u ∈ V, ‖u‖V R 	⇒ ‖u‖V  2C3(R)
(‖u− Pu‖2V + F(u)) 1r+1 .
Therefore (34) is proved and moreover
∀u ∈ V, ‖u‖V R 	⇒ η‖u− Pu‖2V +μF(u)
 〈Mu,u〉 2C3(R)
(‖u− Pu‖2V + F(u)) 1r+1 ‖Mu‖V ′ .
Then (33) becomes an immediate consequence of the simple inequality
〈Au,u〉 = 〈A(u− Pu),u− Pu〉 ‖A‖L(V,V ′)‖u− Pu‖2V . 
We now state 3 simple applications of Proposition 4.1
1) The Dirichlet case. Let V = H 10 (Ω), H := L2(Ω). We consider
M(u) = −u− λ1u+ c1
(
u+
)p − c2(u−)q
where λ1 is the first eigenvalue of − and c1, c2 > 0, 1  inf{p,q} and either N  2, or
sup{p,q} < N+2
N−2 . The energy is given by
E(u) = 1
2
∫
Ω
(|∇u|2 − λ1|u|2)dx + c1
p + 1
∫
Ω
(
u+
)p+1
dx + c2
q + 1
∫
Ω
(
u−
)q+1
dx.
Corollary 4.2. Under the above conditions, we have (33) with r = sup{p,q}.
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Au = −u− λ1u; f (u) = c1
(
u+
)p − c2(u−)q
and
F(u) := c1
p + 1
∫
Ω
(
u+
)p+1
dx + c2
q + 1
∫
Ω
(
u−
)q+1
dx.
Then under the assumptions on p,q , f is a continuous map from V to V ′ and it is in fact the
gradient of F . In addition (31) is fulfilled with μ = 1 + inf{p,q} 2 and we also have clearly,
using the positive character of both c1 and c2
∥∥u+∥∥p+1
H
K1F(u)
and
∥∥u−∥∥q+1
H
K2F(u).
By addition we find
∥∥u+∥∥r+1
H
+ ∥∥u−∥∥r+1
H
K1F(u)‖u‖r−pH +K2F(u)‖u‖r−qH KF(u)
(‖u‖r−pH + ‖u‖r−qH )
and (32) follows easily. Finally we observe that since Ω is connected, N is one-dimensional and
to check (30), introducing the second eigenvalue λ2 of − on V we find
∀v ∈ V ∩N⊥, 〈Av,v〉 λ2‖v‖2H .
In addition by definition of the norm in V we have
∀v ∈ V, ‖v‖2V = 〈Av,v〉 + λ1‖v‖2H .
Hence
∀v ∈ V ∩N⊥, ‖v‖2V  〈Av,v〉 +
λ1
λ2
〈Av,v〉 =
(
1 + λ1
λ2
)
〈Av,v〉
which gives (30) with η = λ2
λ1+λ2 . Therefore all conditions of Proposition 4.1 are fulfilled and the
result follows. 
Remark 4.3. 1) If p = q or c1 = c2, the functional is not analytic since even its restriction to the
subspace of multiples of the first eigenfunction is not analytic.
2) If p = q and c1 = c2 we recover the example of Section 3.2.
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M(u) = −u+ c1
(
u+
)p − c2(u−)q
where c1, c2 > 0, 1 inf{p,q} and either N  2, or sup{p,q} < N+2N−2 . The energy is given by
E(u) = 1
2
∫
Ω
|∇u|2 dx + c1
p + 1
∫
Ω
(
u+
)p+1
dx + c2
q + 1
∫
Ω
(
u−
)q+1
dx.
Corollary 4.4. Under the above conditions, we have (33) with r = sup{p,q}.
Proof. We set
Au = −u; f (u) = c1
(
u+
)p − c2(u−)q
and
F(u) := c1
p + 1
∫
Ω
(
u+
)p+1
dx + c2
q + 1
∫
Ω
(
u−
)q+1
dx.
The properties of f and F are similar to the previous example. Since Ω is connected, N is
one-dimensional, being reduced to constant functions and to check (30), introducing the second
eigenvalue λ2 of − on V we find
∀v ∈ V ∩N⊥, 〈Av,v〉 λ2‖v‖2H .
In addition by definition of the norm in V we have here
∀v ∈ V, ‖v‖2V = 〈Av,v〉 + ‖v‖2H .
Hence
∀v ∈ V ∩N⊥, ‖v‖2V  〈Av,v〉 +
1
λ2
〈Av,v〉 =
(
1 + 1
λ2
)
〈Av,v〉
which gives (30) with η = λ21+λ2 . Therefore all conditions of Proposition 4.1 are fulfilled and the
result follows. 
Remark 4.5. 1) If p = q or c1 = c2, the functional is not analytic since even its restriction to the
subspace of multiples of the first eigenfunction is not analytic.
2) If p = q and c1 = c2 we recover the example of Section 3.3.
3) A fourth order operator. Let V = H 20 (Ω), H = L2(Ω) and let λ1 denote here the first
eigenvalue of 2 on H 20 (Ω). We assume c1 > 0, c2 > 0 and p,q > 1 with
(N − 4) sup{p,q} <N + 4.
I. Ben Hassen, A. Haraux / Journal of Functional Analysis 260 (2011) 2933–2963 2951We consider
M(u) = 2u− λ1u+ c1
(
u+
)p − c2(u−)q .
The energy is given by
E(u) = 1
2
∫
Ω
(|u|2 − λ1|u|2)dx + c1
p + 1
∫
Ω
(
u+
)p+1
dx + c2
q + 1
∫
Ω
(
u−
)q+1
dx.
Corollary 4.6. Under the above conditions, we have (33) with r = sup{p,q}.
Proof. We set
Au = 2u− λ1u; f (u) = c1
(
u+
)p − c2(u−)q
and
F(u) := c1
p + 1
∫
Ω
(
u+
)p+1
dx + c2
q + 1
∫
Ω
(
u−
)q+1
dx.
Then under the assumptions on p,q , f is a continuous map from V to V ′ and it is in fact the
gradient of F . The rest of the proof is identical to the proof of Corollary 4.4. 
4.2. Multiple equilibria under Neumann boundary conditions
In this subsection we let V = H 1(Ω), H = L2(Ω), and we set
M(u) = −u+ f (u)
E(u) = 1
2
∫
Ω
|∇u|2 dx +
∫
Ω
F
(
u(x)
)
dx.
The hypotheses that we shall make on f will imply that the energy functional is bounded from
below since it will be the case for any primitive of f . We shall choose for F the primitive with
minimum equal to 0.
More specifically, let us define for some reals a, b with a  b
∀s ∈ R, ρ(s) = (s − b)+ − (s − a)−.
Let p > 1 be such that
(N − 2)p < N + 2
in order that
V ⊂ Lp+1(Ω).
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∀s ∈ R, f (s)ρ(s) c∣∣ρ(s)∣∣p+1. (35)
We define then
F(s) :=
s∫
a
f (u)du.
In particular F = 0 on [a, b] and it follows clearly from (35) that F satisfies
∀s ∈ R, F (s) c
p + 1
∣∣ρ(s)∣∣p+1.
We assume that F satisfies for some C > 0 the upper bound
∀s ∈ R, F (s) C∣∣ρ(s)∣∣p+1. (36)
Proposition 4.7. Under the conditions (35), (36), for any R > 0 there is a constant C(R) such
that
∀u ∈ V, ‖u‖V R 	⇒
(E(u)) pp+1  C(R)∥∥M(u)∥∥
V ′ . (37)
Proof. Setting
Pv := 1|Ω|
∫
Ω
v(x)dx
we have since f is non-decreasing
∀u ∈ H 2(Ω), 〈Mu,u− Pu〉 =
∫
Ω
|∇u|2 + f (u)(u − Pu)dx

∫
Ω
|∇u|2 + f (Pu)(u − Pu)dx =
∫
Ω
|∇u|2 dx
similarly
∀u ∈ H 2(Ω), 〈Mu,ρ(u)〉= ∫
Ω
(
ρ′(u)|∇u|2 + f (u)ρ(u))dx
 c
∫
Ω
∣∣ρ(u)∣∣p+1 dx = c∥∥ρ(u)∥∥p+1
p+1
hence by addition
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As a consequence of Poincaré’s inequality, we have
‖u− Pu‖V K1‖∇u‖2.
In addition
∥∥ρ(u)∥∥
V

∥∥∇(ρ(u))∥∥2 + ∥∥ρ(u)∥∥2  ‖∇u‖2 +K2∥∥ρ(u)∥∥p+1
hence
∥∥u− Pu+ ρ(u)∥∥
V
K3
(‖∇u‖2 + ∥∥ρ(u)∥∥p+1).
As a consequence we find for some fixed δ > 0
‖Mu‖∗  δ
‖∇u‖22 + ‖ρ(u)‖p+1p+1
‖∇u‖2 + ‖ρ(u)‖p+1 .
By writing
‖∇u‖2  ‖∇u‖1−
2
p+1
2 ‖∇u‖
2
p+1
2  ‖u‖
1− 2
p+1
V ‖∇u‖
2
p+1
2
we deduce
‖Mu‖∗  δ
‖∇u‖22 + ‖ρ(u)‖p+1p+1
(1 + ‖u‖1−
2
p+1
V )(‖∇u‖
2
p+1
2 + ‖ρ(u)‖p+1)
.
By using the inequality a + b 2(aq + bq)1/q applied with q = p + 1 we find
‖Mu‖∗  δ
(‖∇u‖22 + ‖ρ(u)‖p+1p+1)
p
p+1
2(1 + ‖u‖1−
2
p+1
V )
and finally for some M > 0
E(u)
p
p+1 M
(
1 + ‖u‖1−
2
p+1
V
)‖Mu‖∗. 
5. More elaborate convergence results
In this section we state and prove the convergence results corresponding to the specific cases
of Section 4. These convergence results will contain as special cases all the examples given in
Section 3.
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In order to apply Theorem 2.2, we shall need among other things to verify the left-hand side
of (11). For this we shall rely in all cases on the following simple preliminary result.
Proposition 5.1. Let Ω be a bounded open subset of RN , V a Hilbert space continuously imbed-
ded in H = L2(Ω), and A ∈ L(V ,V ′) symmetric, satisfying (29) and (30). Let f : V → V ′ be
the gradient of a non-negative functional F ∈ C1(V ). Assume that for any R > 0 there is a
constant K(R) such that
∀u ∈ V, ‖u‖V R 	⇒
∥∥f (u)∥∥
V ′ K(R)
(F(u)) 12 . (38)
Then for any R > 0, there is a constant M(R) such that
∀u ∈ V, ‖u‖V R 	⇒
∥∥Au+ f (u)∥∥
V ′ M(R)
(〈Au,u〉 + 2F(u)) 12 . (39)
Proof. For any u ∈ V we have
‖Au‖V ′ =
∥∥A(u− Pu)∥∥
V ′  ‖A‖‖u− Pu‖V 
‖A‖
η
1
2
〈Au,u〉 12 .
The result follows by combining this inequality with (38). 
In practice, to treat the non-linear part f (u), we shall use repeatedly the following simple
lemma.
Lemma 5.2. Let Ω , V , H be as above and p  1 be such that V ⊂ Lp+1(Ω) with continuous
and dense imbedding. Then for any c ∈ R and any R > 0, there is a constant P(R) such that
∀u ∈ V, ‖u‖V R 	⇒
∥∥{(u− c)+}p∥∥
V ′  P(R)
∥∥(u − c)+∥∥ p+12p+1. (40)
Proof. By duality we have L
p+1
p (Ω) ⊂ V ′ with continuous imbedding. Therefore for any u ∈ V
we have
∥∥{(u− c)+}p∥∥
V ′ K1
∥∥{(u− c)+}p∥∥
L
p+1
p
= K1
∥∥{(u− c)+}∥∥p
p+1.
Since p  p+12 , the result follows easily by combining this inequality with the imbedding V ⊂
Lp+1(Ω). 
Finally, boundedness of the solutions in V will follow in all examples as a consequence of the
following lemmas.
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there is λ0 > 0, γ0 > 0 such that
∀u ∈ V, 〈Au,u〉 + λ0‖u‖2H  γ0‖u‖2V .
In addition, assume that there is σ0 > 0, K0  0 such that
∀u ∈ V, F(u) σ0‖u‖2H −K0. (41)
Then there exists σ > 0 such that
∀u ∈ V, E(u) σ‖u‖2V −K0. (42)
Proof. If σ0  λ02 , the result is obvious since then
E(u) = 1
2
〈Au,u〉 + F(u) 1
2
γ0‖u‖2V +
(
σ0 − 12λ0
)
‖u‖2H −K0 
1
2
γ0‖u‖2V −K0.
If σ0 < λ02 , we write
E(u) = 1
2
〈Au,u〉 + F(u) σ0
λ0
〈Au,u〉 + F(u) σ0γ0
λ0
‖u‖2V −K0. 
Lemma 5.4. Let f ∈ W 1,∞loc (R) satisfy for some p > 1, c > 0, A 0
∀s ∈ R, |s|A 	⇒ f (s)s  c|s|p+1. (43)
Then for any primitive F of f there is δ > 0 and C > 0 for which
∀s ∈ R, F (s) δ|s|2 −C.
In particular in this case, the functional
F(u) :=
∫
Ω
F
(
u(x)
)
dx
satisfies (41).
Proof. The first inequality is an obvious consequence of a trivial lower estimate on F and the
second one follows by integration since Ω is bounded. Of course without additional conditions
on f the functional F is not necessarily defined on all u ∈ V , it may take infinite values. In
the examples we always assume that the functional is defined on V as a consequence of growth
conditions on F . 
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Again, in what follows, Ω is a bounded connected open subset of RN . We consider the fol-
lowing problems
{
utt + g(ut )−u− λ1u+ c1
(
u+
)p − c2(u−)q = 0, in R+ ×Ω,
u(t, x) = 0, on R+ × ∂Ω,
(44)
and
⎧⎨
⎩
utt + g(ut )−u+ c1
(
u+
)p − c2(u−)q = 0, in R+ ×Ω,
∂u
∂n
= 0, on R+ × ∂Ω.
(45)
The main result of this subsection is the following:
Theorem 5.5. Define V,H as in Section 4.1. Assuming that p,q, c1, c2 fulfill the conditions of
Section 4.1 and g satisfies (8)–(9), any solution u ∈ W 1,1loc (R+,V )∩W 2,1loc (R+,H) of one of these
systems converges to 0 in V as t → ∞ and we have
∥∥u(t, .)∥∥
V
Mt−
1
(α+1)r−1 ; ∥∥ut (t, .)∥∥H M ′t− r+12[(α+1)r−1]
where r = sup{p,q} and M,M ′ are some positive constants depending on the solution.
Proof. The main assumptions to be checked are (11) and boundedness of u(t) in V . The rel-
evant Łojasiewicz inequality is uniform on any bounded subset of V and has been proved in
Corollary 4.2 as a consequence of Proposition 4.1. We now check that the left-hand side of (11)
holds true on any bounded subset of V with γ = 12 . This is in fact a simple consequence of
Lemma 5.2 applied with c = 0. Indeed under the hypothesis of Theorem 5.5, we have
∀u ∈ V, ‖u‖V R 	⇒
∥∥{u+}p∥∥
V ′  P(R)
∥∥u+∥∥ p+12p+1  p 12 P(R)(F(u)) 12 .
Changing u to −u and replacing p by q we find
∀u ∈ V, ‖u‖V R 	⇒
∥∥{u−}q∥∥
V ′  q
1
2 Q(R)
(F(u)) 12 .
Then by an obvious combination we find than f (u) = c1(u+)p − c2(u−)q satisfies (38). By
applying Proposition 5.1 we conclude that the left-hand side of (11) holds true on any bounded
subset of V with γ = 12 . Now (11) holds true on any bounded subset of V . A simple application
of Theorem 2.2 will conclude the proof as soon as boundedness of u(t) in V is established. But it
is clear that f satisfies (43) with A = 0. Then Lemma 5.4 and Lemma 5.3 applied with λ0 = λ1
in the Dirichlet case, λ0 = 1 in the Neumann case conclude the proof, since the non-increasing
character of the energy provides the required V -bound. 
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We consider the system
⎧⎨
⎩
utt + g(ut )−u+ f (u) = 0, in R+ ×Ω,
∂u
∂n
= 0, on R+ × ∂Ω. (46)
The main result of this subsection is the following:
Theorem 5.6. Define V,H as in Section 4.2. Assume that in addition to the conditions of Propo-
sition 4.6, f ∈ C1(R) satisfies (35) and
∀s ∈ R, ∣∣f ′(s)∣∣ C∣∣ρ(s)∣∣p−1
with (N − 2)p < N + 2. Assume that g satisfies (8)–(9).
Then any solution u ∈ W 1,1loc (R+,V ) ∩ W 2,1loc (R+,H) of one of these systems converges in V
as t → ∞ to a constant c ∈ [a, b] and we have
∥∥u(t, .) − c∥∥
V
Mt−
1−αp
(α+1)p−1 ; ∥∥ut (t, .)∥∥H + ∥∥∇u(t, .)∥∥H M ′t− p+12[(α+1)p−1] .
Proof. The main assumptions to be checked are again (11) and boundedness of u(t) in V .
Boundedness in V is similar to the previous case since f satisfies (43) with A=2 max{|a|,|b|}+1
for instance. The relevant Łojasiewicz inequality is uniform on any bounded subset of V and has
been proved in Proposition 4.7. We now check that the left-hand side of (11) holds true on any
bounded subset of V with γ = 12 . This is in fact a simple consequence of Lemma 5.2. Indeed
under the hypothesis of Theorem 5.5, we have
∀u ∈ V, ‖u‖V R 	⇒
∥∥{(u− b)+}p∥∥
V ′  P(R)
∥∥(u− b)+∥∥ p+12p+1 KP(R)(F(u)) 12 .
Similarly we find
∀u ∈ V, ‖u‖V R 	⇒
∥∥{(u− a)−}q∥∥
V ′ K
′Q(R)
(F(u)) 12 .
Then we find that f satisfies (38). By applying Proposition 5.1 we conclude that the left-hand
side of (11) holds true on any bounded subset of V with γ = 12 . Since (11) holds true on any
bounded subset of V , a simple application of Theorem 2.2 concludes the proof. 
5.4. An example with a fourth order operator in space
Again, in what follows, Ω is a bounded connected open subset of RN . We consider the fol-
lowing problem
⎧⎪⎨
⎪⎩
utt − c
∫
Ω
|∇ut |2 dx α2 ut +2u− λ1u+ c1
(
u+
)p − c2(u−)q = 0, in R+ ×Ω,
(47)u(t, x) = |∇u| = 0, on R+ × ∂Ω,
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L2(Ω). We assume c1 > 0, c2 > 0 and p,q > 1 with
(N − 4) sup{p,q} <N + 4.
The main result of this subsection is the following:
Theorem 5.7. Assuming that p,q, c1, c2 fulfill the conditions above and 0 < α < 1r , with r :=
sup{p,q}, any solution u ∈ W 1,1loc (R+,V )∩W 2,1loc (R+,H) of (47) converges to 0 in V as t → ∞
and we have ∥∥u(t, .)∥∥
V
Mt−
1
(α+1)r−1 ; ∥∥ut (t, .)∥∥H M ′t− r+12[(α+1)r−1]
where M,M ′ are some positive constants depending on the solution.
Proof. The proof of the V -bound of u(t) and (11) are quite similar to the analogous steps in the
proof of Theorem 5.5. The relevant Łojasiewicz inequality is uniform on any bounded subset of
V and has been proved in Proposition 4.6. The proof that the left-hand side of (11) holds true
on any bounded subset of V with γ = 12 is already done in the proof of Theorem 5.5. Hence(11) holds true on any bounded subset of V . However here Theorem 2.2 cannot be applied as it
stands because g is not defined on H , but from H 10 to H
−1
. A thorough inspection of the proof of
Theorem 2.2 allows us, mutatis mutandis, to obtain the necessary extension, and this concludes
the proof. 
5.5. The case of weak solutions
When g satisfies the conditions of either Example 3.1 or Example 3.2, Theorems 5.5 and 5.6
are applicable to any weak solution u ∈ C(R+,V ) ∩ C1(R+,H) in the sense of [10]. The
same remark applies to Theorem 5.7 for weak solutions obtained by the standard monotonicity-
perturbation method. The general idea is that local (in time) approximation by strong solutions
is enough to justify convergence of the estimates since all constants depend boundedly on the
natural energy norm. We skip the details which are an easy adaptation from the methods of [10].
6. Convergence and rate of convergence in the non-autonomous case
In this section we assume that the hypothesis of Theorem 2.2 is satisfied and we consider the
following abstract system⎧⎪⎨
⎪⎩
u¨(t)+ g(u˙(t))+ M(u(t))= h(t), t  0,
u(0) = u0, u0 ∈ V,
u˙(0) = u1, u1 ∈ H,
(48)
where h : R+ → H is such that
∃c 0, ∃δ > 0, ∥∥h(t)∥∥
H
 c
(1 + t)1+δ+α , for all t ∈ R+. (49)
The main result of this section is the following:
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large where B denotes a closed subset of V . Assume that hypotheses (8), (9), (11), (13) and (49)
are satisfied. Let θ be as in (10) and (11). Let us introduce
μ = inf
{
1 − (α + 1)(1 − θ)
(α + 2)(1 − θ)− 1 ,
δ
α + 1
}
; ν = inf
{
1
(α + 2)(1 − θ)− 1 , α + 1 + δ
(
α + 2
α + 1
)}
.
Then there exist T > 0, a ∈ B and some constants C,M > 0 such that
∀t  T , ∥∥u(t)− a∥∥
H
 Ct−μ, (50)
∀t  T , E(u(t))Mt−ν. (51)
6.1. Proof of Theorem 6.1
Let u be a solution of Eq. (48) such that u ∈ W 1,1loc (R+,V ) ∩ W 2,1loc (R+,H) and u(t) ∈ B for
t large. Let us define the non-negative function
E(t) = 1
2
∥∥u˙(t)∥∥2
H
+ E(u).
We have by (8)
E′(t) = −〈g(u˙), u˙〉
V ′,V + 〈h, u˙〉H −ρ1‖u˙‖α+2H + ‖h‖H‖u˙‖H .
Therefore we have by Young’s inequality
E′(t)−ρ1
2
‖u˙‖α+2H +K‖h‖
α+2
α+1
H .
In particular
E′(t)K‖h‖
α+2
α+1
H ∈ L1(R+) (52)
hence E(t) is bounded on R+. Now let 0 < ε  1 be a real constant. We define the function
H(t) = E(t)+ εE(t)β 〈M(u(t)), u˙(t)〉
V ′ +
∞∫
t
〈
h(s), u˙(s)
〉
H
ds +
∞∫
t
E(s)β
∥∥h(s)∥∥2
H
ds,
where β = α(1 − θ), θ is the Łojasiewicz exponent defined in (11).
We claim that for some constants c8, c9 to be defined later
H(t) c8E(t)+ c9
(1 + t)λ , for all t  T , (53)
where λ = α + 1 + δ(α+2 ). In fact, we have
α+1
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V ′ ‖u˙‖V ′ +
∞∫
t
‖h‖H‖u˙‖H ds +
∞∫
t
E(s)β
∥∥h(s)∥∥2
H
ds.
By integrating (52) we obtain
∞∫
t
‖u˙‖α+2H ds  c4E(t)+ c3
∞∫
t
‖h‖
α+2
α+1
H ds.
And since E is bounded this implies
∞∫
t
E(s)β
∥∥h(s)∥∥2
H
ds  c5
∞∫
t
∥∥h(s)∥∥2
H
ds.
On the other hand, by the above inequalities together with (11) we get
H(t)E(t)+ εc6E(t)α(1−θ)+γ+ 12 + c3
∞∫
t
‖h‖
α+2
α+1
H + c4E(t)+ c5
∞∫
t
∥∥h(s)∥∥2
H
ds. (54)
Since E(t)α(1−θ)+γ+ 12  c7E(t), then by observing that 2 > α+2α+1 and using the assumption (49)
we get
H(t) c8E(t)+ c9
(1 + t)λ ,
where λ = α + 1 + δ(α+2
α+1 ), as claimed.
Now we have
H ′(t) = E′(t)− 〈h, u˙〉H + εβ
〈
u˙(t), h(t) − g(u˙(t))〉
V,V ′E(t)
β−1〈M(u(t)), u˙(t)〉
V ′
+ εE(t)β 〈M′(u(t))u˙(t), u˙(t)〉
V ′ + εE(t)β
〈M(u(t)), h(t) − g(u˙(t))〉
V ′
− εE(t)β∥∥M(u(t))∥∥2
V ′ −E(t)β
∥∥h(t)∥∥2
H
.
By the Cauchy–Schwarz inequality
εβ
〈
u˙(t), h(t)
〉
V,V ′E(t)
β−1〈M(u(t)), u˙(t)〉
V ′  εβc10‖u˙‖2H
∥∥M(u(t))∥∥
V ′ ‖h‖HE(t)β−1.
Then we obtain since ‖u˙‖2H  2E(t)
εβ
〈
u˙(t), h(t)
〉
V,V ′E(t)
β−1〈M(u(t)), u˙(t)〉
V ′  εβc11E(t)
β‖h‖H
∥∥M(u(t))∥∥
V ′ .
By the Cauchy–Schwarz inequality together with the last inequality we get
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〈M(u(t)), h(t)〉
V,V ′ + εβ
〈
u˙(t), h(t)
〉
V ′E(t)
β−1〈M(u(t)), u˙(t)〉
V ′
 εE(t)β‖h‖H
∥∥M(u(t))∥∥
V ′ + εβc11E(t)β‖h‖H
∥∥M(u(t))∥∥
V ′ .
Once again by applying the Cauchy–Schwarz inequality we get
εE(t)β
〈M(u(t)), h(t)〉
V,V ′ + εβ
〈
u˙(t), h(t)
〉
V ′E(t)
β−1〈M(u(t)), u˙(t)〉
V ′
 ε
4
E(t)β
∥∥M(u(t))∥∥2
V ′ + εc13E(t)β
∥∥h(t)∥∥2
H
.
On the other hand we have by the calculations of Section 1
−〈u˙(t), g(u˙(t))〉
V,V ′E(t)
β−1〈M(u(t)), u˙(t)〉
V ′  c14
〈
u˙(t), g
(
u˙(t)
)〉
V,V ′ , (55)
εE(t)β
〈M′(u(t))u˙(t), u˙(t)〉
V ′  εc15
∥∥u˙(t)∥∥α+2
H
+ ε
4
E(t)β
∥∥M(u(t))∥∥2
V ′ , (56)
εE(t)β
〈M(u(t)), g(u˙(t))〉
V ′ 
ε
4
E(t)β
∥∥M(u(t))∥∥2
V ′ + εc16
∥∥u˙(t)∥∥α+2
H
. (57)
Then by combining the last 4 inequalities we obtain for a fixed ε small enough
H ′(t)−c17
(∥∥u˙(t)∥∥α+2
H
+E(t)β∥∥M(u(t))∥∥2
V ′
)
. (58)
Then by following the steps of the proof of Theorem 2.2 and by using (53) we get the following
differential inequality
c18H(t)
(α+2)(1−θ) + c19H ′(t) c20
(1 + t)λ(1−θ)(α+2) .
Therefore by applying Lemma 2.1 from [3] we obtain
H(t) c21(1 + t)−ν, (59)
where ν = inf{ 1
(α+2)(1−θ)−1 , λ}.
Now, by using (58) together with the last inequality we have for all t  T
2t∫
t
‖u˙‖α+2H ds  c22(1 + t)−ν.
Since we have
2t∫
t
‖u˙‖H ds  t α+1α+2
( 2t∫
t
‖u˙‖α+2H ds
) 1
α+2
,
we obtain
2962 I. Ben Hassen, A. Haraux / Journal of Functional Analysis 260 (2011) 2933–29632t∫
t
‖u˙‖H ds  c23
(1 + t)−μ ,
where μ = inf{ 1−(α+1)(1−θ)
(α+2)(1−θ)−1 ,
δ
α+1 }.
Then the conclusion follows as in the proof of Theorem 2.2 and we have u˙ ∈ L1(T ,∞,H)
for T > 0 large enough. Hence, u(t) has a limit a in H as t → ∞ and
∥∥u(t) − a∥∥
H
 Ct−μ.
On the other hand we have by the calculation leading to (54)
H(t)E(t)− εc6E(t)α(1−θ)+γ− 12 − c3
∞∫
t
‖h‖
α+2
α+1
H − c4E(t)− c5
∞∫
t
∥∥h(s)∥∥2
H
ds.
Then by choosing ε small enough we get
H(t) E(t)
2
− c24
(1 + t)λ .
Therefore we have
E(t) 2H(t)+ c24
(1 + t)λ ,
and then thanks to (59) we obtain, since λ ν
E(t) c25
(1 + t)ν .
It follows that there exists a constant M such that
E(u(t))M(1 + t)−ν .
6.2. Applications
Theorem 6.1 is applicable to perturbations of any of the particular systems considered in
Sections 3 and 5 by a sufficiently fast decaying forcing term. To avoid heavy repetitions, the
details of application to those examples are left to the reader.
Acknowledgments
The authors are grateful to the referees for interesting observations which contributed to make
their work easier to read.
I. Ben Hassen, A. Haraux / Journal of Functional Analysis 260 (2011) 2933–2963 2963References
[1] F. Alvarez, On the minimizing property of a second order dissipative system in Hilbert spaces, SIAM J. Control
Optim. 38 (4) (2000) 1102–1119.
[2] I. Ben Hassen, Decay estimates to equilibrium for some asymptotically autonomous semilinear evolution equations,
Asymptot. Anal. 69 (2010) 31–44.
[3] I. Ben Hassen, L. Chergui, Convergence of global and bounded solutions of some nonautonomous second order
evolution equations with nonlinear dissipation, J. Dynam. Differential Equations, in press.
[4] R.E. Bruck, Asymptotic convergence of nonlinear contraction semigroups in Hilbert space, J. Funct. Anal. 18 (1975)
15–26.
[5] L. Chergui, Convergence of global and bounded solutions of a second order gradient like system with nonlinear
dissipation and analytic nonlinearity, J. Dynam. Differential Equations 20 (2008) 643–652.
[6] L. Chergui, Convergence of global and bounded solutions of the wave equation with nonlinear dissipation and
analytic nonlinearity, J. Evol. Equ. 9 (2009) 405–418.
[7] R. Chill, M.A. Jendoubi, Convergence to steady states in asymptotically autonomous semilinear evolution equations,
Nonlinear Anal. 53 (7–8) (2000) 1017–1039.
[8] J.K. Hale, G. Raugel, Convergence in gradient-like systems with applications to PDE, Z. Angew. Math. Phys. 43 (1)
(1992) 63–124.
[9] A. Haraux, Asymptotics for some nonlinear hyperbolic equations with a one-dimensional set of rest points, Bol.
Soc. Brasil. Mat. 17 (2) (1986) 51–65.
[10] A. Haraux, Semi-linear hyperbolic problems in bounded domains, in: J. Dieudonne (Ed.), in: Math. Rep., vol. 3,
Harwood Academic Publishers, Gordon & Breach, 1987 (Part 1).
[11] A. Haraux, Systèmes Dynamiques Dissipatifs et Applications, Res. Notes Math., vol. 17, Masson, Paris, 1991.
[12] A. Haraux, Sharp decay estimates of the solutions to a class of nonlinear second order ODE, Anal. Appl. (2010),
in press.
[13] A. Haraux, M.A. Jendoubi, Convergence of bounded weak solutions of the wave equation with dissipation and
analytic nonlinearity, Calc. Var. Partial Differential Equations 9 (2) (1999) 95–124.
[14] A. Haraux, M.A. Jendoubi, Decay estimates to equilibrium for some evolution equations with an analytic nonlin-
earity, Asymptot. Anal. 26 (1) (2001) 21–36.
[15] A. Haraux, M.A. Jendoubi, On a second order dissipative ODE in Hilbert space with an integrable source term,
in press.
[16] A. Haraux, M.A. Jendoubi, O. Kavian, Rate of decay to equilibrium in some semilinear parabolic equations, J. Evol.
Equ. 3 (3) (2003) 463–484.
[17] S.Z. Huang, P. Takac, Convergence in gradient-like systems which are asymptotically autonomous and analytic,
Nonlinear Anal. 46 (5) (2001) 675–698.
[18] M.A. Jendoubi, Convergence of global and bounded solutions of the wave equation with linear dissipation and
analytic nonlinearity, J. Differential Equations 144 (2) (1998) 302–312.
[19] M.A. Jendoubi, R. May, On an asymptotically autonomous system with Tikhonov type regularizing term, Arch.
Math. 95 (2010) 389–399.
[20] S. Łojasiewicz, Une propriété topologique des sous-ensembles analytiques réels, in: Colloques internationaux du
C.N.R.S.: Les équations aux dérivées partielles, Paris, 1962, Editions du C.N.R.S., Paris, 1963, pp. 87–89.
[21] S. Łojasiewicz, Ensembles semi-analytiques, preprint, I.H.E.S. Bures-sur-Yvette, 1965.
[22] E. Zuazua, Stability and decay for a class of nonlinear hyperbolic problems, Asymptot. Anal. 1 (2) (1988) 161–185.
