Abstract. Classifier combination methods have shown their effectiveness in a number of applications. Nonetheless, using simultaneously multiple classifiers may result in some cases in a reduction of the overall performance, since the responses provided by some of the experts may generate consensus on a wrong decision even if other experts provided the correct one. To reduce these undesired effects, in a previous paper, we proposed a combining method based on the use of a Bayesian Network. The structure of the Bayesian Network was learned by using an Evolutionary Algorithm which uses a specifically devised data structure to encode Direct Acyclic Graphs. In this paper we presents a further improvement along this direction, in that we have developed a new hybrid evolutionary algorithm in which the exploration of the search space has been improved by using a measure of the statistical dependencies among the experts. Moreover, new genetic operators have been defined that allow a more effective exploitation of the solutions in the evolving population. The experimental results, obtained by using two standard databases, confirmed the effectiveness of the method.
Introduction
The idea of combining the results provided by different experts for improving the overall classification rate has been widely investigated in the literature and it is now an active area of research in the fields of Machine Learning and Pattern Recognition [1] [2] [3] . The rationale behind this idea is that the weakness of each single expert may be compensated without losing the strength of each of them, thus obtaining an overall performance that can be better than that of any single expert. Even if many studies have been published in the literature, which demonstrate, theoretically or empirically, the effectiveness of combining methods and their advantages over individual classifier models [4] , their use may result in some cases in a reduction of the overall performance. This effect is mainly due to the fact that the responses provided by some of the experts may generate consensus on a wrong decision, even if other classifiers in the combining pool provided the correct class. Thus, the main problem to be solved is that of defining a combining rule able to solve these conflicts and to take the right classification decision even when the experts disagree.
We believe that an effective way to overcome the above drawbacks is that of considering the combined effects of the whole set of responses provided by the experts on the final decision, trying to estimate the statistical dependencies among them. In a previous work [5] we have exploited this idea by considering the above set of responses as representative of the collective behaviour of the combiner, and we have reformulated the classifier combination problem as a pattern recognition one, in which each sample to be recognized is represented by the set of class labels provided by the experts when classifying that sample. Thus, the role of the combiner is that of estimating the conditional probability of each class, given the set of labels provided by the experts for each sample of a training set. On the basis of these conditional probabilities, the final decision about the class to be assigned to an unknown sample is obtained by using the maximum a-posteriori probability (MAP) rule. In this way, the combining rule is automatically derived through the estimation of the conditional probability of each class. In our study, we adopted a Bayesian Network (BN) [6] to automatically infer the joint probability distributions between the outputs of the classifiers and the classes. This choice is motivated by the fact that BN's provide a natural and compact way to encode joint probability distributions through graphical models, and allow to gain understanding about complex problem domain. Even if the obtained results were very interesting, learning the structure of a BN, represented as Direct Acyclic Graph (DAG), is a NP-hard problem [7] and its exact solution becomes very soon computationally intractable as the number of random variables increases. This is the reason why standard algorithms search for suboptimal solutions by maximizing at each step a local scoring function which takes into account only the local topology of the DAG.
Moving from these considerations, we have proposed in [8] a new version of the combining method in which the structure of the BN is learned by means of an Evolutionary algorithm, using a direct encoding scheme of the BN structure. Such encoding scheme is based on aspecifically devised data structure, called Multilist, used for representing a DAG in each individual in the evolving population. The Multilist also allows an effective and easy implementation of the genetic operators. The experimental results confirmed the effectiveness of this approach showing some improvements with respect to the performance obtained by using our previous method. They also showed that the learning was quite slow, due to the complexity of the search space, and that the obtained solutions represented DAG structures with a large number of connections between nodes. This paper represents a further development along this direction, in that we have developed a new hybrid evolutionary algorithm in which the exploration of the search space has been improved by using a measure of the statistical dependencies among the experts. Moreover, new genetic operators have been defined that allow a more effective exploitation of the solutions in the evolving population.
There are in the literature other few approaches for evolutionary learning of the Bayesian Network structure [9, 10] but their main drawback is the use of data structures for representing DAG's in the form of adjacency matrix: this data structure makes difficult to implement genetic operators and does not guarantee that the new generated individuals are DAG's. The effect is twofold: on one hand, it is necessary to verify that new generated individuals satisfy the properties of DAG and this is a time consuming task; on the other hand, the individuals not representing DAG's must be deleted making less efficient the exploration of the search space.
The remainder of the paper is organized as follows: Section 2 illustrates the architecture of the combining method. Section 3 discusses the evolutionary algorithm for evolving DAG's. Section 4 reports the experimental results, while Section 5 reports some concluding remarks.
The architecture of the combiner
Consider the responses e 1 , . . . , e L provided by a set of L classifiers (experts) for an input sample x in a N class problem, and assume that such responses constitute the input to the combiner, as shown in figure 1 . The combiner can be defined as a "higher level" classifier that works on a L-dimensional discrete-values feature space.
It is assumed that the combiner uses a supervised learning strategy, where the learning procedure consists in the observation of the set of responses e = {e 1 , . . . , e L } and of the "true" class label u of a sample x, for computing p(u|e 1 , . . . , e L ). Once this conditional probability has been learned, the combiner provides the output u for each unknown input sample, as the most probable class given the expert observations, by the following expression:
where C is the set of classes. Considering the definition of conditional probability and omitting the terms not depending on the variable u to be maximized, Eq. (1) can be rewritten as:
that involves only the joint probabilities p (u, e 1 , ..., e L ). Hence the combining problem represented in Eq. (1) is equivalent to that of maximizing the joint probability in Eq. (2): this problem may be effectively been solved by using Bayesian Networks.
In the next subsections we will introduce some basic concepts and some mathematical properties of Bayesian Networks, as well as the basic concepts relative to Bayesian Network learning. A more detailed description of the Bayesian Networks theory can be found in [11] . 
Bayesian Networks Properties
A BN allows the representation of a joint probability law through the structure of a Direct Acyclic Graph (DAG). The nodes of the graph are the variables, while the arcs are their statistical dependencies. An arrow from the generic node i to node j has the meaning that j is conditionally dependent on i, and we can refer to i as the parent of j. For each node, a conditional probability quantifies the effect that the parents have on that node.
Considering that a DAG describes the statistical dependencies among variables, the conditional probability distribution of a random variable e i , given all the other, can be simplified as follows:
where pa ei indicates the set of nodes which are parents of node e i , and nd ei indicates all the remaining nodes. Eq (3), known as causal Markov property, allows the description of the joint probability of a set of variables {u, e 1 , . . . , e L } as:
In case of a node having no parents, the conditional probability coincides with the a priori probability of that node. It is worth noticing that the node u may be parent of one or more nodes of the DAG. Therefore, it may be useful to divide the L nodes of the DAG in two groups: the first one L u contains the nodes having the node u among their parents, and the second one L u the remaining nodes. With this assumption, the Eq. (4) can be rewritten as:
It is worth noticing that the last term of Eq. (5) is constant in the variable u and then it can be discarded while maximizing with respect to u. Therefore the Eq. (2) becomes:
In such a way the approach detects the experts that do not add information to the choice of u, or, in other words, selects a reduced set of relevant experts whose outputs are actually used by the combiner to provide the final output.
Learning Bayesian Network
BN estimates the joint probability distribution of random variables by a supervised procedure that allows to learn, from a training set of examples, both the network structure, which determines the statistical dependencies among variables, and the parameters of such a probability distribution. Let us denote with S h the structure of the DAG and with D a training set of samples. In our study, each sample of D, corresponding to a pattern x to be classified, is made of both the ordered list of labels provided by the classifiers for that pattern, and the "true" label of x. Under the assumption made in [11] , learning structure and parameters from data means maximizing the function p(D|S h ). According to the chain rule property of random variables in a DAG, the likelihood p(D|S h ) can be factorized as follows:
where localscore(i) is a function formally defined in [11] . It is worth noticing that any change in S h requires that only the local scores of the nodes affected by that change need to be updated for computing Score(S h ). The function localscore(i) measures how much the expert e i is statistically dependent on the set of its parent nodes pa ei and it is computed as follows:
where Γ (.) is the Euler Gamma function and S pae i is the total number of states of pa ei .
Considering that in our case e i has N states corresponding to each of the classes in C, if the expert e i has q parents S pae i = N q . This is the reason why for each response provided by the expert e i , a vector of q terms representing the answers of the parent nodes of e i must be analyzed. The term N imk represents how many times pa ei in the state m and the expert e i is in the state k. The term N im , instead, represents how many times pa ei is in the state m independently from the response provided by the expert e i . The terms α im and α imk are normalization factors.
Summarizing, the learning of a Bayesian Network can be performed by finding the DAG structure S h , which maximizes the function Score(S h ). To solve this problem, we have defined an evolutionary algorithm which encodes a DAG structure in each individual and uses the function Score(S h ) as fitness function. In the next Section, a detailed description of the proposed evolutionary algorithm will be provided.
Evolutionary Bayesian Network Learning
The algorithm that we have implemented for Bayesian network learning encodes DAG's through a specifically devised data structure called multilist. The algorithm consists of two phases: a preliminary phase and a search phase. In the preliminary phase, for each couple of variables, a measure of their statistical dependencies is computed by means of the mutual information [12] and stored in a matrix M . In the search phase, a generational evolutionary algorithm is used to find the Bayesian network for the combining problem. Before presenting the details of our hybrid algorithm, let us describe the encoding scheme and the genetic operators.
DAG Encoding and Genetic Operators
In the DAG terminology a source is a node with no incoming arcs while a sink is a node with no outgoing arcs. In a DAG nodes are partially ordered: if it exists a directed path from node i to node j then i precedes j, otherwise it is not possible to define an ordering between them. The data structure that we have devised for encoding DAG, called multilist (ML), consists of two basic lists. The first one, called main list, contains all the nodes of the DAG ordered according to the partial ordering previously defined. This implies that source nodes occupy the first positions, while sink node, the last positions. Moreover, nodes having both incoming and outgoing arcs are inserted in the main list after their parents. To each node of the main list is associated a second list called sublist, representing the outgoing connections among that node and the other nodes in the DAG. More specifically, if s i is the sublist associated to the i − th element of the main list, then it contains information about the outgoing arcs possibly connecting the i − th element and the other elements following it in the main list, ordered according to the position of such elements. Since an arc may be present or not, each element of a sublist contains a binary information: 1 if the arc exists, 0 otherwise (see figure 2) . Note that the length of the sublists decreases as the position of the element in the main list increases: assuming that there are K nodes in the DAG, the first sublist contains (K − 1) elements, the second one (K − 2) elements and so on. In fact, the informations about the arcs connecting a node and the previous ones in the main list are already expressed in the previous sublists. As a consequence, the sublist of the last element in the main list is void. Thus a ML has a triangular shape: the base of the triangle is the main list and contains K elements, while the height is represented by the first sublist containing (K − 1) elements. As regards the genetic operators, we have defined two mutation operators which can modify a ML in two different ways: (i) swapping two elements of the main list; (ii) adding and/or deleting one or more arcs in a sub list. In the following these mutations will be called respectively m and s mutation. The m-mutation performs a permutation on the elements of the main list, but leaves unchanged the connection topology of the ML. This mutation consists of two steps: (i) randomly pick two elements in the main list and swap their position; (ii) modify sublist elements in such a way to restore the connection topology as it was before the step (i). It is worth noticing that the m-mutation generates a new ordering of the variables, which modifies the directions of the existing arcs in the DAG, but preserves dependencies between variables. If we consider the DAG in figure 2 , for instance, the swap between the second and the fourth node in the main list changes only the directions of the arcs connecting the couples of nodes (1, 5) and (5, 2). Finally, given a multilist, this operator is applied to its main list according to a probability value p m . The s-mutation, instead, modifies the values of the sublist elements. For each element of the sublists, p s represents the probability of changing its value from 0 to 1, or viceversa. Thus the effect of this operator is that of adding or deleting arcs in the DAG. Such an operation is applied with probability p s .
The Hybrid Evolutionary Algorithm
In order to implement the hybrid approach, we have computed in the preliminary phase the mutual information I(i, j) between each couple of nodes in the DAG, and we have stored such values in a matrix M . We have also stored the values m min and m max , representing the minimum and maximum value in M , respectively. The rationale behind this idea is that of using the mutual information between each couple of variables to decide whether or not the an arc connecting the corresponding nodes in the DAG may be added during the search process. In particular, for each couple of variables i and j, if M [i, j] is less than a given threshold θ, the arcs i −→ j and j −→ i are excluded from the search space, meaning that they are not considered neither during the random generation of the initial population, nor during the evolution by the s-mutation operator. It is worth noting that the choice of the value for the threshold θ is crucial: if a too high value is chosen, most of the arcs are pruned away while, using a too low value, all the arcs are considered and the search space is not reduced at all. To cope with this problem we decided to evolve the value of θ, putting this information in the genotype. As a consequence, each individual considers a different search space of DAG's: the value of θ is randomly initialized at the beginning of the evolution and is dynamically modified during the subsequent generations. As the evolutionary search proceeds, individuals having improper values of θ will eventually be eliminated. The evolutionary algorithm starts by generating an initial population of P individuals. The initialization of each individual consists of three steps:
1. a value is randomly chosen in the range [m min , m max ] and assigned to θ; 2. the stochastic variables, representing the responses of the experts to be combined, are randomly associated to the nodes in the main list;
3. arcs are initialized taking into account both the value of θ previously chosen, and the probability p a of inserting a connection between two nodes. In practice, for each couple of nodes i and j, where i precedes j in the main list, the corresponding arc i −→ j is added if and only if the value M [i, j] > θ and the the function flip(p a ) 1 returns TRUE.
The evolution process is repeated for n g generations. At each generation the following steps are executed:
1. the fitness of the individuals in the current population is evaluated using the likelihood p(D|S h ) defined in eq. 7; 2. the best e individuals are selected and copied in the new population in order to implement an elitist strategy; 3. (P − e) individuals are selected: in order to control loss of diversity and selection intensity, we have used the tournament selection method; 4. for each selected individual, m-mutation and s-mutation are applied with probability p m and p s , respectively, and a new value for θ is obtained adding or subtracting to the previous one an offset in the range [0, ∆ θ ]; 5. the modified individuals are then added to the new population.
Experimental Results and Discussion
The proposed method has been tested on two standard databases, namely the Multiple Feature (MFeat) and the IMAGE database from the UCI Machine Learning Repository. The first database contains handwritten digits, while the second one images with different textures. In each experiment we split the samples of each class in three statistically independent sets: TR1, TR2 and TS. TR1 is used for training each single classifier, while TR2 and TS are used to collect the responses of each single classifier on their samples. The responses collected on TR2 are used for training the combiner, while those collected on TS are used for evaluating the combiner performance. As with respect to the classifiers, we have used two different schemes: a Back-Propagation neural network (BP) [13] and a Learning Vector Quantization neural network (LVQ) [14] . During a training phase, each classifier was separately trained on TR1. For each database, the pool of experts has been obtained by generating an ensemble of BP nets and an ensemble of LVQ nets.
In the first experiment, the 2000 available samples have been divided in the following way: TR1 contains 700 samples, while both TR2 and TS include 650 samples. The pool of experts has been obtained by combining each classification scheme with the six feature sets included in the MF Database, totaling twelve experts. In the second experiment, TR1 was made of 210 samples, 30 per each of the 7 classes, while both TR2 and TS contain 1050 elements, 150 per class. The pool of experts has been obtained by combining two ensembles of BP and LVQ nets, each containing 10 different experts obtained by randomly initializing the nets. As regards the values of the evolutionary parameters, they have been determined by a set of preliminary experiments and are summarized in Table 1 . The probability p s to apply the s-mutation is equal to 1/N s , where N s is total number of elements in the sublists of an individual. It is worth noting that this value depends on the number K of nodes in the DAG to be learned, since N s is equal to K(K − 1)/2. Thus this probability value is such that, on the average, only one sublist element is modified when it is applied. The results of our EC-based method for Bayesian networks learning (EVO-BN2 in the following) have been compared with those obtained by our previous EC-based approach presented in [8] (EVO-BN1 in the following). EVO-BN1 also uses the multilist data structure for DAG encoding, but a different set of genetic operators. Table 2 shows the classification results: the first column reports the results of the best single expert in the pool, while the second column reports the results of the Majority Vote Combining rule [4] . The third column reports the results of the Bayesian Combiner (BN) implemented by using a standard greedy search algorithm [15] to learn the DAG structure. The fourth and the fifth columns, respectively, show the results of the Evolutionary Bayesian Combiners Evo-BN1 and Evo-BN2. Note that we have reported only the best results obtained in each experiment: the average values, in fact, are practically identical because the standard deviations are very small, exhibiting values always lower than 10 −3 . The data reported in the Table 2 show that Evo-BN2 improves the performance with respect to Evo-BN1 on both datasets. As regards the MFeat dataset EVO-BN2 has further improved the good rates obtained by EVO-BN1, reducing to zero the error rate on the test set. Also on the IMAGE dataset, the results are better than those obtained with EVO-BN1. These results confirm that the use of a hybrid strategy, together with the new definition of the genetic operators, allows us to improve the obtainable results.
A new EC-based algorithm for Bayesian Network learning has been presented. The proposed approach uses a special data structure called multilist specifically devised for encoding DAG's. The use of the multilist makes the Bayesian Networks learning more efficient, because it intrinsically encodes DAG's, avoiding the time consuming task of checking the acyclicity property. Moreover, in order to improve the effectiveness of the proposed method with respect to our previous implementations, two strategies have been adopted: (i) the operators has been modified in order to better preserve the structure of the multilist to which they are applied; (ii) an hybrid approach which exploits the knowledge given by the measure of the mutual information has been used in order to reduce the search space.
