In this paper we investigate quasi-Monte Carlo (QMC) integration using digital nets over Z b in reproducing kernel Hilbert spaces. The tent transformation, or the baker's transformation, was originally used for lattice rules by Hickernell (2002) to achieve higher order convergence of the integration error for smooth non-periodic integrands, and later, has been successfully applied to digital nets over Z2 by Cristea et al. (2007) and Goda (2014). The aim of this paper is to generalize the latter two results to digital nets over Z b for an arbitrary prime b. For this purpose, we introduce the b-adic tent transformation for an arbitrary positive integer b greater than 1, which is a generalization of the original (dyadic) tent transformation. Further, again for an arbitrary positive integer b greater than 1, we analyze the mean square worst-case error of QMC rules using digital nets over Z b which are randomly digitally shifted and then folded using the b-adic tent transformation in reproducing kernel Hilbert spaces. Using this result, for a prime b, we prove the existence of good higher order polynomial lattice rules over Z b among the smaller number of candidates as compared to the result by , which achieve almost the optimal convergence rate of the mean square worst-case error in unanchored Sobolev spaces of smoothness of arbitrary high order.
Introduction
In this paper we are interested in approximating multivariate integrals of functions defined over the s-dimensional unit cube s is a point set consisting of N points. In order to obtain a small integration error, we need to choose P N,s carefully depending on the class of integrands under consideration. Two prominent ways to construct good point sets which are known are integration lattices, see, e.g., [15, 18] , and digital nets and sequences, see, e.g., [9, 15] . QMC rules based on integration lattices are usually called lattice rules. In this paper, we focus on QMC rules using digital nets as point sets.
The typical convergence rate of the integration error using QMC rules is O(N −1+ε ) with arbitrarily small ε > 0. In order to achieve higher order convergence of the integration error, it is of interest to study how to construct point sets which can exploit the smoothness of an integrand. It has long been known that it is possible to achieve higher order convergence for smooth periodic integrands by using lattice rules, whereas neither lattice rules nor QMC rules using digital nets can exploit the smoothness of non-periodic integrands so as to achieve higher order convergence. More recently, regarding QMC rules using digital nets, Dick [5, 6] analyzed the decay of Walsh coefficients of smooth periodic and non-periodic functions, respectively, and introduced higher order digital nets that can achieve higher order convergence. Higher order polynomial lattice point sets, which were first studied in [8] by generalizing the definition of polynomial lattice point sets in [14] , are one of the special examples of higher order digital nets. (In this paper, we shall use the word digital nets as a generic term that includes higher order digital nets.) Regarding lattice rules, on the other hand, the tent transformation, also known as the baker's transformation, was used by Hickernell [12] to achieve higher order convergence for non-periodic integrands in unanchored Sobolev spaces of smoothness of second order. Here we note that the tent transformation has been originally introduced and studied in the context of dynamical systems, see, e.g., [16] .
The tent transformation was later analyzed in the context of QMC rules using digital nets by Cristea et al. [4] , where the tent transformation was successfully applied to randomly digitally shifted digital nets over Z 2 to achieve almost the optimal convergence rate for integrands in unanchored Sobolev spaces of smoothness of second order. Their result has been generalized very recently by one of the authors [10] to unanchored Sobolev spaces of smoothness of arbitrary high order for the purpose of constructing good higher order polynomial lattice rules over Z 2 with modulus of reduced degree as compared to [3, 8] . We refer to Subsection 2.3 for what modulus means here.
The aim of this paper is to further generalize the last two studies to QMC rules using digital nets over Z b , where b is an arbitrary positive integer greater than 1. Since the original tent transformation no longer meets this purpose, we need to introduce the b-adic tent transformation (b-TT), which is a generalization of the original (dyadic) tent transformation. Another generalization of the tent transformation was studied in [1] , but is different from ours. Employing digital nets over Z b that are randomly digitally shifted and then folded using the b-TT as point sets, the mean square worst-case error in reproducing kernel Hilbert spaces can be analyzed in a way analogous to [4, Section 3] . Using this result, for a prime b, we can prove the existence of good higher order polynomial lattice rules over Z b with modulus of reduced degree as compared to [3, 8] , which achieve almost the optimal convergence rate of the mean square worst-case error in unanchored Sobolev spaces of smoothness of arbitrary high order, as shown in [10, Section 4] for the case b = 2. This means that we can find good higher order polynomial lattice rules among the smaller number of candidates. Hence it would be of interest to study how to construct such good rules efficiently in a manner similar to [10, Section 6] , but answering this question is beyond the scope of this paper and will be discussed in [11] .
The remainder of this paper is organized as follows. In Section 2, we recall the necessary background and notation, including Walsh functions, digital nets and higher order polynomial lattice point sets. In Section 3, we introduce the b-TT and describe its properties that will be used in the subsequent analysis. We then investigate the mean square worst-case error of QMC rules using digital nets over Z b that are randomly digitally shifted and then folded using the b-TT in reproducing kernel Hilbert spaces in Section 4. Finally, in Section 5, we consider unanchored Sobolev spaces of smoothness of arbitrary high order, and for a prime b, we prove the existence of good higher order polynomial lattice rules over Z b with modulus of reduced degree, which achieve almost the optimal convergence rate of the mean square worst-case error.
Preliminaries
Throughout this paper, we shall use the following notation. Let N be the set of positive integers and let N 0 := N ∪ {0}. For a positive integer b ≥ 2, let Z b be a finite ring with b elements, which we identify with the set {0, 1, . . . , b − 1} equipped with addition and multiplication modulo b.
for all i, is unique in the sense that infinitely many of the ξ i are different from b − 1 if x = 1 and that all ξ i are equal to b − 1 if x = 1. The operators ⊕ and ⊖ denote digitwise addition and subtraction modulo b, respectively. That is, for x, x ′ ∈ [0, 1] whose unique b-adic
, respectively. Similarly, we define digitwise addition and subtraction for non-negative integers based on their b-adic expansions. In case of vectors in [0, 1] s or N s 0 , the operators ⊕ and ⊖ are applied componentwise.
Walsh functions
Walsh functions often play a central role in the analysis of digital nets. We refer to [9, Appendix A] for background on Walsh functions. We first give the definition for the one-dimensional case. Definition 1. Let b ≥ 2 be a positive integer and let ω b := exp(2π √ −1/b) be the primitive b-th root of unity. We denote the b-adic expansion of k ∈ N 0 by
Remark 2. Walsh functions are usually defined on [0, 1). In Definition 1, however, they are defined on [0, 1], since in the subsequent analysis we shall need to consider the values of Walsh functions for
Definition 1 can be generalized to the higher-dimensional case.
Since we shall always use Walsh functions in a fixed base b, we omit the subscript and simply write wal k or wal k in the remainder of this paper. Following the exposition in [9, Appendix A.2], several important properties of Walsh functions and their related fact are summarized below. In the following, we call x ∈ [0, 1] a b-adic rational if x is represented by a finite b-adic expansion. Here we note that x = 1 is not a b-adic rational from our unique expansion.
Proposition 4.
We have the following:
If x ⊖ y is not a b-adic rational, we have
Remark 5. In Item 1 of Proposition 4, we exclude the case that x ⊕ y is a badic rational and the case that x ⊖ y is a b-adic rational. However, if we fix one variable, this exclusion holds for an at most countably infinite subset of [0, 1]. For example, for any y ∈ [0, 1], the set S = {x | x ⊕ y is a b-adic rational} ⊂ [0, 1] is countable, and thus the Lebesgue measure of S is 0. For this reason, this exclusion does not violate our subsequent analysis.
Digital nets
In order to consider digital nets over Z b for an arbitrary positive integer b ≥ 2, we introduce the definition of digital nets over Z b as in [7] . For m, n ∈ N with m ≤ n, we consider a point set
s consisting of N = b m points. We assume that every coordinate of x = (x 1 , . . . , x s ) ∈ P b m ,s is expressed with n-digit precision, which means that x j is given in the form of
Thus every point x can be identified with one element in Z , where the group operation is the componentwise addition modulo b.
We now introduce a well-known construction principle of digital nets over Z b , see [13] for details. Let C 1 , . . . , C s ∈ Z 
⊤ . Then we define
In this way we obtain the l-th point
s becomes a digital net over Z b . The matrices C 1 , . . . , C s are called the generating matrices of a digital net P b m ,s .
In this construction principle, how to find good generating matrices C 1 , . . . , C s is of major concern. There have been many good explicit constructions of these matrices proposed by Sobol', Faure, Niederreiter, Niederreiter and Xing as well as others, see [9, Section 8] for more information. Higher order polynomial lattice point sets yield another construction of these matrices, which will be introduced in the next subsection.
The dual net of a digital net, which is defined as follows, plays an important role in the subsequent analysis.
Definition 6. For m, n ∈ N with m ≤ n, let P b m ,s be a digital net over Z b (with n-digit precision). The dual net of P b m ,s , denoted by D ⊥ (P b m ,s ), is defined as
where, for 1 ≤ j ≤ s, k j = (κ 0,j , . . . , κ n−1,j ) ⊤ ∈ Z n b for k j with b-adic expansion k j = κ 0,j + κ 1,j b + · · · , which is actually a finite expansion, and
Since a digital net is identified with a subgroup of Z s×n b
, the next lemma can be established from Definition 6, which connects a digital net with Walsh functions. This is an obvious adaptation of [9, Lemma 4 .75] to our context. 
otherwise.
Randomization of point sets is useful to obtain some statistical information on the integration error. Especially for digital nets, randomization algorithms by a random digital shift and Owen's scrambling have been often discussed in the literature, see, e.g., [9, Chapter 13] . In this paper we shall use a random digital shift.
s be such that σ 1 , . . . , σ s are independently and uniformly distributed in [0, 1] . Then a randomly digitally shifted digital net P b m ,s ⊕ σ is obtained by
where, as in the beginning of this section, all ⊕ operations are actually welldefined. In Sections 4 and 5, we shall employ randomly digitally shifted digital nets that are folded using the b-TT.
Higher order polynomial lattice point sets
Higher order polynomial lattice point sets are digital nets over Z b whose construction is based on rational functions over finite fields. Polynomial lattice point sets were originally introduced by Niederreiter in [14] , and later, the definition has been generalized to introduce higher order polynomial lattice point sets, see, e.g., [8, 9] .
Throughout this subsection, let b be a prime. We denote by Z b [x] the set of all polynomials over Z b and by Z b ((x −1 )) the field of formal Laurent series over
for some integer w and t l ∈ Z b . For n ∈ N, we define the mapping v n from
We shall often identify an integer n = n 0 + n 1 b + · · · ∈ N 0 with a polynomial
. Then higher order polynomial lattice point sets are constructed as follows.
s . A higher order polynomial lattice point set P b m ,s (q, p) consists of b m points that are given by
A QMC rule using a higher order polynomial lattice point set is called a higher order polynomial lattice rule with a generating vector q and a modulus p.
Remark 9.
From the viewpoint of the construction principle in the preceding subsection, higher order polynomial lattice point sets are understood as follows. Let us consider the expansions
for 1 ≤ j ≤ s, where w j is an integer and all t
Then the matrices C 1 , . . . , C s are used as the generating matrices of a digital net.
Using [9, Lemma 15 .26], the dual net of a higher order polynomial lattice point set P b m ,s (q, p) can be expressed in a different way from Definition 6.
Lemma 10. For m, n ∈ N with m ≤ n, let P b m ,s (q, p) be a higher order polynomial lattice point set. The dual net of
where we define the truncated polynomial tr n (k), associated with k ∈ N 0 whose b-adic expansion is given by
The b-adic tent transformation and its properties
In this section, we introduce the b-adic tent transformation (b-TT) and describe its properties. Before, we recall that the original (dyadic) tent transformation (2-TT) used by Hickernell [12] is given by φ 2 (x) = 1 − |2x − 1|. The two key properties of φ 2 , used in the analysis by Cristea et al. [4] , are essentially that for any f ∈ L 2 ([0, 1]) the integral of f • φ 2 over the interval [0, 1] equals that of f , and that the k-th dyadic Walsh coefficient of f • φ 2 becomes 0 if the dyadic sum-of-digits of k is odd. Here the dyadic sum-of-digits is defined as 
where ξ i ∈ Z b for all i, which is unique in the sense that infinitely many of the ξ i are different from b − 1 if x = 1 and that all ξ i are equal to b − 1 if x = 1. Then φ b is given by
In order to give another expression of φ b , we define two more functions σ b and τ b as
respectively. Here we note that only for the case ξ 1 = b − 1 we allow τ b to have the b-adic expansion with infinitely many digits equal to b − 1. Using σ b and τ b , we can express φ b as
Remark 11. The b-TT is plotted in Figure 1 for the case b = 3. For visualization, we consider the truncated b-TT with n-digit. That is, we consider the mapping
As can be seen, the b-TT is not generally a continuous mapping except for the case b = 2 or for the interval [0, 1/b) in which we have φ b (x) = bx. For the case b = 2, we have =1 − (2x − 1) = 2 − 2x,
Hence we recover the original tent transformation as in [12] .
In the following, we prove that for any f ∈ L 2 ([0 
Proof. By first dividing the interval [0, 1] into the b intervals with the same
and then transforming the variable in each interval, we have
where we use Item 4 of Proposition 4 in the fourth equality. Hence the result follows.
Since the system {wal k :
as stated in Item 5 of Proposition 4, we have a Walsh series expansion for any
where the k-th Walsh coefficient is given bŷ
Since we only discuss the Walsh coefficient here, we do not need to have a pointwise absolute convergence of the Walsh series expansion at this moment. In the following theorem, we consider a Walsh series expansion of f • φ b and calculate the k-th
Proof. Following the proof of Theorem 12, we have
For any y ∈ [0, 1), we have ( 
for y ∈ [0, 1) except the countably infinite set of points, see Remark 5. Substituting this result to (1) and then using Item 4 of Proposition 4, we have
In the following, we denote the b-adic expansion of k by 
Substituting (3) into (2), we have
where the third equality stems from the identity δ b (k) = κ 0 + δ b (⌊k/b⌋). Hence, the result follows.
4 Mean square worst-case error in reproducing kernel Hilbert spaces
In this section, we study the mean square worst-case error of QMC rules using digital nets over Z b that are randomly digitally shifted and then folded using the b-TT in reproducing kernel Hilbert spaces. Let us consider a reproducing kernel Hilbert space H with reproducing kernel
The inner product in H is denoted by f, g H for f, g ∈ H and the associated norm is denoted by f H := f, f H . It is known that if the reproducing kernel K satisfies [0,1] s K(x, x) dx < ∞, then the square worst-case error in the space H with reproducing kernel K of a QMC rule using a point set P N,s is given by
and the square initial error is given by
K(x, y) dx dy.
We refer to [9, Chapter 2] for details. In the following, we always assume
s we denote by φ b (P N,s ⊕ σ) a point set P N,s that is digitally shifted by σ and then folded using the b-TT, that is,
Then the mean square worst-case errorê 2 (P N,s , K) of φ b (P N,s ⊕ σ) with respect to σ is defined byê
Furthermore the folded digitally shifted reproducing kernel
Then we have the following theorem on the mean square worst-case error. Since the result follows in exactly the same way as [4, Theorem 1] which requires only the property in our Theorem 12, we omit the proof.
) be a reproducing kernel and its folded digitally shifted reproducing kernel, respectively, such that [0,1] s K(x, x) dx < ∞. For a point set P N,s , we denote by φ b (P N,s ⊕ σ) a point set P N,s that is digitally shifted by a randomly chosen σ and then folded using the b-TT. Then we haveê
We now consider the Walsh series expansion of K sh,φ b ,
where the (k, l)-th Walsh coefficient is given bŷ
We shall discuss a pointwise absolute convergence of the Walsh series expansion later in Proposition 19. Regarding the Walsh coefficient of K sh,φ b , we have the following theorem.
) be a reproducing kernel and its folded digitally shifted reproducing kernel, respectively, such
where ⌊k/b⌋ = (⌊k 1 /b⌋, . . . , ⌊k s /b⌋) and we define
Moreover, the Walsh series expansion of K sh,φ b is given by
Proof. The proof is essentially the same as the proof of [4, Theorem 2] . From the definition of K sh,φ b and applying Item 4 of Proposition 4, we havê
Here we have from Item 2 of Proposition 4 that 
Hence the result follows.
Combining (4), and Theorems 14 and 15, we have a formula for the mean square worst-case error.
) be a reproducing kernel and its folded digitally shifted reproducing kernel, respectively, such that [0,1] s K(x, x) dx < ∞. Suppose that the Walsh series expansion of K sh,φ b converges to K sh,φ b pointwise absolutely. For a point set P N,s , we denote by φ b (P N,s ⊕ σ) the point set P N,s that is digitally shifted by a randomly chosen σ and then folded using the b-TT. Then the mean square worst-case error of φ b (P N,s ⊕ σ) is given bŷ
where 0 is the vector consisting of s zeros. In particular when P b m ,s is a digital net over Z b with N = b m , we havê
where
Proof. Using Item 4 of Proposition 4, Theorem 12 and Fubini's theorem, we have
for any x ∈ [0, 1] s . Using this result, it follows from (4), and Theorems 14 and 15 that for a point set P N,s we havê
Hence the first part of the theorem follows. We now suppose that P b m ,s is a digital net over Z b . As mentioned in Subsection 2.2, P b m ,s can be identified with a subgroup of Z s×n b with n ≥ m. Thus, using Lemma 7, we have
Hence the second part of the theorem follows.
In Proposition 19 below, we give a sufficient condition that the Walsh series expansion of K sh,φ b converges to K sh,φ b pointwise absolutely. For x = (x 1 , . . . , x s ),
where we set v(x j , x
Further for x ∈ [0, 1] s and N ∈ N, we define a cube
Note that each edge of I N (x) is of length b −N . We need the following lemma.
Then the Lebesgue measure of the set
which violates the condition of T . Thus we have
The complement of every set on the right-hand side is countable. Hence the set T is countable.
In the following lemma, we first give a sufficient condition on a function f : [0, 1] s → R such that the Walsh series expansion of f converges to f pointwise absolutely.
Lemma 18. Let f : [0, 1]
s → R be a function. We assume that the following conditions hold:
s and every ǫ > 0, there exists N ∈ N such that |f (x) − f (x ′ )| ≤ ǫ holds for any x ′ ∈ I N (x).
2.
Then we have pointwise absolute convergence
Proof. By the second assumption, we have
and thus k∈N s 0f (k)wal k (x) converges absolutely. Therefore it suffices to show that lim l→∞ k<b lf (k)wal k (x) = f (x), where k < b l means that k j < b l holds for every j. In fact, we have
where we use [9, Lemma A.17] in the third equality and the first assumption implies the last convergence.
Based on Lemma 18, we give a sufficient condition that the Walsh series expansion of K sh,φ b converges to K sh,φ b pointwise absolutely.
then the Walsh expansion of K sh,φ b converges to K sh,φ b pointwise absolutely. In particular, we have
Proof. By Theorem 15 we have , y) ). By Lemma 17, the Lebesgue measure of the set {σ ∈ [0, 1] 
for some a ∈ N, it follows that ξ i,k = η i,k for all 1 ≤ i ≤ s and 1 ≤ k ≤ a. However, this is not always the case. A counterexample is given by setting
and
Hence, the continuity of the reproducing kernel does not necessarily imply the continuity of its digital shift invariant kernel in the usual topology of [0, 1] s . The proof can be fixed in a way similar to our proof above.
Existence of good higher order polynomial lattice rules in unanchored Sobolev spaces
Finally, in this section, we consider unanchored Sobolev spaces of smoothness of arbitrary high order α ≥ 2 as H, denoted by H α,γ , and higher order polynomial lattice point sets over Z b as P b m ,s for a prime b. Our goal here is to prove the existence of good higher order polynomial lattice rules which achieve almost the optimal rate of the mean square worst-case error in these spaces when n ≥ αm/2. As shown in [17] , we cannot achieve the convergence rate of the mean square worst-case error of order b −2αm in H α,γ . Thus, the convergence rate of order b −2αm+ǫ with arbitrary small ǫ > 0 is almost optimal.
A bound on the mean square worst-case error
First we follow the expositions of [2, 8] to introduce the reproducing kernel Hilbert space H α,γ that we consider in this section. Let α be a positive integer greater than 1 and let γ = (γ u ) u⊆{1,...,s} be a set of non-negative numbers.
Here γ are called weights and play a major role in moderating the importance of different variables or groups of variables in the space H α,γ and also in analyzing the information complexity that is defined as the minimum number of points N (ε, s) required to reduce the initial error by a factor ε ∈ (0, 1), see [19] . Our particular interest is to give sufficient conditions on the weights when the bound on N (ε, s) does not depend on the dimension, or does depend only polynomially on the dimension, see Corollary 27.
For x, y ∈ [0, 1] s , the reproducing kernel of H α,γ is given by
where B τ denotes the Bernoulli polynomial of degree τ , and x j and y j denote the j-th coordinates of x and y, respectively. In the following, for f ∈ H α,γ and a vector (α 1 , . . . , α s ) ∈ N s 0 with 0 ≤ α j ≤ α for all j, we denote by f (α1,...,αs)
the partial mixed derivative of f of (α 1 , . . . , α s )-th order. Then, for f, g ∈ H α,γ , the inner product is defined as
where we use the following notation: For τ u\v = (τ j ) j∈u\v , we denote by (τ u\v , α v , 0) the vector in which the j-th component is τ j for j ∈ u \ v, α for j ∈ v, and 0 for {1, . . . , s} \ u. For v ⊆ {1, . . . , s}, we simply write −v := {1, . . . , s} \ v, x v = (x j ) j∈v and x −v = (x j ) j∈−v . As in [2] , for u ⊆ {1, . . . , s} such that γ u = 0, we assume that the corresponding inner double sum equals 0 and we set 0/0 = 0. We now consider the Walsh series expansion of K α,γ ,
where we write (k u , 0) for the s-dimensional vector whose j-th component is k j if j ∈ u and zero otherwise, and we use the same notation for (l v , 0). According to [2, Section 3], we have the following.
A bound on the Walsh coefficientsK α,(1) (k, l) for k, l ∈ N is given as
where the constant C α,b depends only on α and b, and µ α (k) is defined, for k ∈ N, as
where we denote the b-adic expansion of
Here K α,γ is continuous in the usual topology of [0, 1] s . Therefore, we have
Thus, from Proposition 19, the Walsh expansion of the folded digitally shifted reproducing kernel of K α,γ , denoted by K α,γ,sh,φ b , converges to K α,γ,sh,φ b pointwise absolutely. Combining this result with our Theorem 16, we have the following theorem that shows a bound on the mean square worst-case error for digital nets over Z b which are randomly digitally shifted and then folded using the b-TT.
Theorem 22. Let K α,γ be the reproducing kernel described as in (5) . Let P b m ,s be a digital net over Z b and φ b (P b m ,s ⊕ σ) be a point set obtained by digitally shifting P b m ,s by a randomly chosen σ and then folding using the b-TT. Then the mean square worst-case error of φ b (P N,s ⊕ σ) is bounded bŷ
is the dual net of P b m ,s and µ α (⌊k u /b⌋) = j∈u µ α (⌊k j /b⌋).
Existence result
In this subsection, we focus on higher order polynomial lattice point sets over Z b as P b m ,s . We denote the bound shown in Theorem 22 as B α,γ (q, p) to emphasize the role of q and p in higher order polynomial lattice point sets, see Definition 8.
Here we prove the existence of good higher order polynomial lattice rules which achieve almost the optimal convergence rate in H α,γ when n ≥ αm/2. Without loss of generality, we can restrict ourselves to considering a set of polynomials q = (q 1 , . . . , q s ) ∈ G s b,n for 1 ≤ j ≤ s, where
This implies that we have b ns candidates for q in total. The existence result shows that there exists at least one good generating vector q among them. The following theorem is exactly what we want. 
In order to prove the above theorem, we need the following lemmas.
Lemma 24. Let b be a prime. For v ∈ N, define
Then we have 
Lemma 25. Let b be a prime, α ≥ 2 be an integer and λ > 1/(2α) be a real number. Let A α,b,λ,1 and A α,b,λ,2 be given as in Theorem 23.
We have
2. For n ∈ N, we have
Proof. Let us consider the first part of the lemma. We consider the b-adic expansion of k ∈ E b of the form k = κ 1 b a1−1 +· · ·+κ v b av−1 with 0 < κ 1 , . . . , κ v < b and a 1 > · · · > a v > 0, and arrange every element of E b according to the value of v in their expansions. Since the choice of κ 1 , . . . , κ v does not change µ α (k), we have
where N b (v) is defined as in Lemma 24. Using the result of Lemma 24 and considering the cases a v = 1 and a v > 1 separately, we have
From the definition of µ α we have
In the following, we split the last infinite sum over v into one finite sum from v = 1 to v = α − 1 and the other infinite sum over v ≥ α to obtain
We now follow a way analogous to the proof of [3, Lemma 3.1]. For the first term on the right-hand side of (6), we have
For the second term on the right-hand side of (6), we have
where the last equality requires λ > 1/(2α). Substituting these results to (6), the result for the first part follows.
Let us move on to the second part of the lemma. If b n | k, k is of the form lb n for l ∈ N. Using the identity δ b (lb n ) = δ b (l), we have
As in the first part of this lemma, we consider the b-adic expansion of l ∈ E b of the form l = κ 1 b a1−1 + · · · + κ v b av−1 with 0 < κ 1 , . . . , κ v < b and a 1 > · · · > a v > 0, and partition E b according to the value of v in their expansions. Using the result of Lemma 24 and splitting the infinite sum over v into one finite sum from v = 2 to v = α − 1 and the other infinite sum over v ≥ α, we have
We have for the first term on the rightmost side of (7) 0<av <···<a1
where we use, in the second equality, the result that appeared in the proof of the first part of this lemma, and the last inequality stems from the fact v ≥ 2.
As for the second term on the rightmost side of (7), we have
where we have the last inequality since α ≥ 2. Substituting these results into (7), the result for the second part follows.
Now we are ready to prove Theorem 23. In the following proof, we shall use the following inequality that is sometimes referred to as Jensen's inequality. For a sequence (a n ) n∈N of non-negative real numbers, we have
for 0 < λ ≤ 1.
Proof of Theorem 23. Due to an averaging argument, there exists at least one set of polynomials q ∈ G 
Applying the inequality (8), we havē where we use Lemma 25 in the second inequality. From (9) , this bound on B α,γ,λ is also a bound on B This compares favorably with the bound on the mean square worst-case error of higher order polynomial lattice rules whose quadrature points are randomly digitally shifted but not folded using the b-TT, since n ≥ αm is required to achieve the same convergence rate, see [8, Theorem 4.4] . As we cannot achieve the convergence rate of the mean square worst-case error of order b −2αm in H α,γ [17] , our result is almost optimal.
The following corollary of Theorem 23 gives sufficient conditions on the weights under which the bound on the information complexity N (ε, s) does not depend on the dimension, or does depend only polynomially on the dimension.
The initial error in H α,γ is given bŷ e 2 (P 0,s , K α,γ ) = for a ≥ 0 and 1/(2α) < λ ≤ 1.
1. Assume G λ,0 < ∞ for some 1/(2α) < λ ≤ 1. Then N (ε, s) is bounded independently of the dimension.
2. Assume G λ,a < ∞ for some 1/(2α) < λ ≤ 1 and a > 0. Then the bound on N (ε, s) depends polynomially on the dimension.
