The aim of this paper is to study the existence of a nontrivial solution of the following semilinear elliptic variational inequality where R is an open bounded subset of IRN (N 2 I), X is a real parameter, with X 2 XI, the first eigenvalue of the operator -A in Hi(R), I I , belongs to H1(R), 2 0 and p is a Carathbodory function on R x R, which satisfies some general superlinearity growth conditions at zero and at infinity.
Introduction
Let us consider the following variational inequality u E K* = {v E Hi(R) : v(x) < $(x) on R) such that Vv E K+, Vu(x)V(v(x)-u(x))dx-X u(x)(v(x)-u(x))dx
where S1 is an open bounded subset of lRN (N > 1) with a sufficiently smooth boundary, $ E H1(R), 2 0, X is a real parameter and p(., .) is a real function on R x lR such that p(., v (.) belongs to L2 (R), VV E H i ( a ) .
In the case X < X i , the first eigenvalue of the operator -A on Hi(R), an extensive literature was developed concerning various existence and multiplicity results, even with K* replaced by K* = {v E Hi(R) : V(X) 1 $(x) on Q), ($Ian 1 0) (see the papers [4, 5, 6, 7, 9 , 101 and the introduction of [3] for a short discussion of the relative results).
Still in case X < XI, an existence result was proved in [3] (actually presented with the choice X = 0, but trivially extendible to the general case X < XI), in case that p has a suitable superlinear growth at zero and at infinity with respect to the second variable (i.e. p(x,t) is of the type t I t with P > 2). In [3] a penalization method and some estimates for the Mountain Pass type solutions found for the penalized equations yield a nonnegative not identically zero solution of (1).
The case X 2 X1 was firstly studied in [2] with the choice X = XI. In [lo] Szulkin proved various significant existence, nonexistence and multiplicity results even in case where X > XI with the constraint set K+ replaced by K* with $ = 0. The methods used in [lo] are based on a general minimax theory for a large class of variational inequalities. Also, for general X 1 XI, Passaseo studied in [7] various cases with p(x,t) independent o f t (that is linear case), by using some interesting methods of subsolutions and supersolutions for the equation related to (1).
Other important results were obtained in [9] . The aim of the present paper is to extend the idea of [3] based on the penalization method to the general case X > XI. In this situation one gives some conditions connecting the obstacle I I , with the eigenfunctions related to the eigenvalues of -A which are less or equal to A. Under these assumptions one proves the existence of a family (u,),,~ of Linking type solutions for the penalized equations associated with (1) (here e denotes the penalization parameter). Still as in [3] some estimates for 11 us I I H, l cnl allow to obtain a solution u f 0 of (I), by passing to the limit as E + 0. We point out that the proof of the estimate from above is rather delicate and requires, in particular, that the obstacle 11 belongs to H2(52) n LQ(R), for a suitable q (see condition (HI)) and that $ is a subsolution of a Dirichlet problem depending on X (see condition (H3) 
Note that (P4) easily yields (P5) P(x, <) >_ a3 ( < I s +' -a4 for some as, a4 > 0, a.e. x E 0 , VE f R.
Finally, let 0 < XI < A2 < ... Xj < ... the divergent sequence of the eigenvalues of the operator -A on Hi(R), where each Xi has finite multiplicity coinciding with the number of its different indices. Thus, for Xk < Xk+1, the space Vk related to {A1, ..., Xk) has finite dimension given exactly by k. Let us denote by {el, ..., ek) an L2(R)-orthonormal base of Vk, where ei is an eigenfundion related to Xi.
In case that $(x) 2 0 on a, it is obvious that u,-, = 0 is a trivial solution of problem (2).
One can state the following:
and the following hypotheses hold
where Z is the positive zero of f (x) = x2 -a3ckxs+1 + a4 1 52 1
and ck is a suitable positive constant depending on k;
( H 4 ) s < 2 in (P2) and (P4).
Then there exists a nontrivial solution u of problem (2).
Remark 1 Remark 3 Actually the cases N = 1,2 can be considered too, even under simpler assumptions than those required in Theorem 1. ' We have decided to present our result only for N 2 3 as, for N = 1,2, the proof is the same, even using easier arguments in some parts of the proof.
The method of finding the solution u relies on the consideration of a family of 'penalized' equations associated, in a standard way, with (2) (see [I] ). Indeed, one can prove that any penalized equation possesses a solution of 'Linking type', and that a sequence chosen in this family actually converges to a nontrivial solution u of (2), by suitably using some estimates from below and from above for the H;(R)-norm of the solutions of the penalized equations. As mentioned before, we apply the following Linking theorem (see [8] ):
'In particular one only requires s E (1,2) and + E Hi(i-2) n H 2 ( n ) . First of all, let us introduce the 'penalized' problem associated with (2) , that is, for any E > 0, the weak equation Step 1. The functional 1 ; verifies, for any E > 0, the conditions
Saddle Point Theorem Let E be a real Banach space with E
IE l a~~n x > CY for some p, cr > 0.
Proof. Property (4) is trivial. As for (5), let us note that the positivity of $ on ! 2 yields for all u E H i (0).
On the other hand, as a consequence of (P2), (P3), one gets that b Vb> 0 3 c(6) > 0 such that P ( x ,~) 5 , 1 E I2 + ~( b )
a.e. x E 0, V( E E.
Then, by using (6), (7), the variational characterization of the eigenvalue Xk+' and by choosing p > 0 such that c(6) c, pS-' < (c, denoting the embedding Sobolev constant of Hi(R) into ~' + ' ( 0 ) ) , for all u E dB, n X, we have So step 1 follows from the fact that X < Xk+l.
Remark 4 Note that the positive constant CY does not depend on E , and this fact will be used in the proof of Theorem 1.
Step (12) one gets relation (9) . Thus I, laQ < 0 and Step 2 is proved.
Remark 5 Note that (10) is true not only for v E A1 U Az, but also for v € Q.
Step Step 4. For any E > 0, there exists a solution u, of problem (3) such that
Proof. Follows as a consequence of Steps 1,2,3 and of the Saddle Point Theorem.
Step 5. There exkts a constant cl > 0 such that It(u,) 5 CI for any E > 0.
Proof. By Remark 5 it follows that for all u E Q. Moreover, by
Step 4 with h = idQ and (P5), one deduces and
Step 5 is proved, as the right member of the previous relation is independent of E.
Step 6. There exists a constant c2 > 0 such that 11 u, I I H; cnl > c2 for any E > 0.
Proof. By definition of a solution of problem (3), it follows, in particular,
We can have two possible cases. First case :
( let E > 0 such that Thus, for any E > 0 which satisfies (18), by (17), we obtain
On the other hand, as a consequence of (P2) and (P3), one gets that V6 > 0 3c(6) > 0 such that I <p(x,<) 15 6 1 < l2 + c(6) 1 < I S+' a. e. x E R, V( € R which yields, using (19), the arbitrariness of 6 and the continuous embedding of
where Z is a positive constant. Thus
Step 6 easily follows from the continuous embedding of Hi(R) into LS+l(R) and the assumption s + 1 > 2 for all E > 0 which satisfies (18).
Second case:
( let E > 0 such that By (P4), (20) and by using the fact that I,(uE) 2 cu ( note that cu is independent of E (see remark 4)), it follows that Putting R, = {x E 52 : u,(x) > +(x)), one deduces from (21) that 1 1
Thus
Step 6 follows for all E > 0 which satisfies (20). Thus Step 6 is true for all E > 0.
Step 7. There exists a constant c3 > 0 such that 11 u, IIL~(all c3 for any E > 0.
Proof. First of all, let us prove that, for any E > 0,
We note that 5, $52. Step 10. There exists a sequence (en), converging to 0 as n goes to oo such that ( u~, )~ weakly converges in Hi(R) to some u $ 0 .
Proof. First of all, by Step 8, there exists a sequence (u,,), weakly converging in HA(S2) to some u as En goes to 0. We claim that u is not identically zero. Indeed, u E 0 would imply an absurdum deduced by Step 6 and by passing t o the limit as en goes to 0 in the following relation (due to the fact that u,, is a solution of problem (3) with E = en)
Step 11. The element u given by
Step 10 is a nontrivial solution of problem (2) .
Proof. First of all, u,, satisfies the following two convergence properties: Finally, as u,, is a solution of problem ( 3 ) with E = E,, one gets By (32) and ( 3 3 ) and passing to the limit as en goes to 0 in ( 3 4 ) , one easily gets that u is a nontrivial solution of problem (2). 0
