ABSTRACT Objective To present a framework for combining implicit knowledge acquisition from multiple experts with machine learning and to evaluate this framework in the context of anemia alerts. Materials and Methods Five internal medicine residents reviewed 18 anemia alerts, while 'talking aloud'. They identified features that were reviewed by two or more physicians to determine appropriate alert level, etiology and treatment recommendation. Based on these features, data were extracted from 100 randomlyselected anemia cases for a training set and an additional 82 cases for a test set. Two staff internists assigned an alert level, etiology and treatment recommendation before and after reviewing the entire electronic medical record. The training set of 118 cases (100 plus 18) and the test set of 82 cases were explored using RIDOR and JRip algorithms. Results The feature set was sufficient to assess 93% of anemia cases (intraclass correlation for alert level before and after review of the records by internists 1 and 2 were 0.92 and 0.95, respectively). High-precision classifiers were constructed to identify low-level alerts (precision p¼0.87, recall R¼0.4), iron deficiency (p¼1.0, R¼0.73), and anemia associated with kidney disease (p¼0.87, R¼0.77). Discussion It was possible to identify low-level alerts and several conditions commonly associated with chronic anemia. This approach may reduce the number of clinically unimportant alerts. The study was limited to anemia alerts. Furthermore, clinicians were aware of the study hypotheses potentially biasing their evaluation. Conclusion Implicit knowledge acquisition, collaborative filtering and machine learning were combined automatically to induce clinically meaningful and precise decision rules.
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BACKGROUND AND SIGNIFICANCE
The knowledge acquisition bottleneck, ie, the problem of acquiring and encoding knowledge into computer systems, is a major impediment to practical application of intelligent computational systems in healthcare.
1 Current systems present designers with an unpleasant dilemma. Systems must either be constrained to address a narrow range of problems or they function poorly when confronted with problems that their designers did not specifically anticipate.
In biomedicine, the problem of background knowledge, sometimes referred to as 'context' is particularly challenging. Context awareness draws on the non-articulated tacit knowledge of healthcare practitioners. 2 3 Modelling this knowledge into computer formalism is difficult. Manual approaches for acquiring expert knowledge are extremely labor intensive. 4 Machine learning methods, on the other hand, are impeded by a paucity of appropriately labelled (training) data and overwhelming data redundancy. 5 To address these problems, we propose a combination of implicit knowledge acquisition and machine learning.
Alert systems are a promising research setting for the implicit acquisition of contextual knowledge. In this setting a predefined clinical challenge (alert) acts as a stimulus for data retrieval that eventually results in an action (dismissal, further information search, or a medical order). 6 If, following an alert, we were able to record the features that interest the physician, their values and the resulting actions, these could be used to codify the pertinent clinical context. For example, an alert regarding a patient with a hemoglobin value of 9.5 mg/dl (low), a known previous hemoglobin value of 10 mg/dl (low) and known kidney disease, is assigned a lowlevel alert, despite an abnormal hemoglobin value. The current hemoglobin result, previous hemoglobin result and a documented diagnosis of kidney disease define a clinical context that indicates a chronic condition, which is to be expected in a patient with kidney disease. On the other hand, a patient with a hemoglobin level of 14 mg/dl (normal), a previous hemoglobin level of 16 .5 mg/dl (high) and a documented surgery may incur a highlevel alert despite a hemoglobin value within the normal range. In this case, the hemoglobin result, previous hemoglobin result, and a documented recent procedure represent a different context raising the possibility of acute bleeding.
MODEL FORMULATION
The concept of acquiring knowledge directly from domain experts as part of their routine interaction with information systems is not new and has been the focus of ripple down rule (RDR) systems. 7 In RDR systems, rules are constructed by asking a domain expert to specify the salient features that distinguish similar cases. The knowledge base is then built incrementally as more cases are presented to the expert in the normal course of their work. RDR systems have been successfully implemented in various fields (laboratory results, calls centers, email management, etc.), 7 have been expanded to include collaborative input from multiple experts, 8 and have been integrated with machine learning. 9 10 However, these systems all require explicit expert input.
In recent years several methods have been developed to track users' interactions with information systems unobtrusively. Among these, eye tracking, click-through monitoring, and query reformulations have been demonstrated to elicit implicit input effectively. 11 12 For many classification problems, an expert must only identify the salient features and resulting class. 13 Therefore, these methods could be used to acquire knowledge from multiple experts without additional burden on the experts. Then, collaborative filtering could be used to derive general domain expertise, which is less subject to the peculiarities of any single individual expert. 8 14 We propose a new framework for the automatic acquisition of contextual knowledge from multiple experts and its use as a basis for improved machine learning endeavors (figure 1). First, experts are followed as they perform routine data review for a specific task. Data regarding the features relevant to the task and the resulting orders are collected. By using collaborative filtering, irrelevant data are filtered out, and a task-specific feature set is generated. This set is subsequently used to select features for data mining and for the display of relevant data with future tasks. The process is iterated through incrementally building a rule base that outlines the features that define a task, and the relevant reference values for these features. We thus generate the rules that define the specific contexts of a task.
VALIDATION THROUGH AN EXAMPLE Methods
To evaluate our framework, we examined anemia alerts. Figure 2 gives an overview of our study design. We extracted 451 records of patients hospitalized at the Tel Aviv Sourasky Medical Center (TASMC) between 1 July and 31 December 2009 who were evaluated for anemia. We defined an eligible case by a hemoglobin level of 11 mg/dl or less on admission, and a ferritin test during the first 48 h of hospitalization (ferritin was used as a marker for the ordering of an anemia panel that is part of the routine evaluation of anemia at TASMC). We manually reviewed the first consecutive 124 records in order to select 18 records with diverse types of anemia (ie, iron deficiency, chronic kidney disease, chemotherapy, bone marrow suppressing medications, inflammatory disease, etc.). The remaining records were randomly sampled to identify an additional 182 records for the machine learning task.
Characterizing physicians' process for reviewing alerts
We asked five internal medicine residents, in their last year of training (subjects), to review the 18 patient records in a laboratory setting. The scenario was of a new ward admission, in which an anemia alert was presented. Our electronic medical record system is SAP based (SAP AG, Walldorf, Germany), and includes structured data on diagnoses, medications, vital signs and laboratory studies for current and previous admissions. Patient notes are stored as free text. Using the Talk Aloud protocol 4 as a surrogate to methods for implicit knowledge acquisition, we established which features were reviewed by the subjects in each case. Importantly, we used the Talk Aloud protocol to obtain similar data as would be available from eye tracking: what clinical data items were being reviewed by the subject.
Subjects evaluated each anemia case for etiology and severity while verbalizing any structured data they were reviewing. Subjects did not review any free-text data. We asked subjects to rank the alerts on a scale of 1 to 4 (1, alert is not important; 2, alert is not important for inpatient management, but should be available for review and follow-up; 3, alert should be addressed during the current admission, but not urgently; 4, urgent alert requiring an interruption of workflow). We also asked subjects to select from a list of possible etiologies (iron deficiency anemia, anemia of chronic disease, anemia of chronic kidney disease, marrow failure, acute bleeding, B 12 /folic acid deficiency, chemotherapy effect, or hemolysis), and recommended treatment plans (blood transfusion, iron treatment, expand anemia laboratory studies, endoscopy, bone marrow examination). We allowed subjects to choose multiple options (eg, acute bleeding and iron deficiency anemia). An additional two cases were used as a pilot and reviewed repeatedly until the subject felt proficient with the Talk Aloud protocol and the grading scale. Sessions were recorded with an MP3 recorder. Two internists (EJ and OH) reviewed the features selected by the subjects and classified them as relevant/irrelevant for the evaluation of anemia.
Establishing a feature set by collaborative filtering
We established a unified feature set for the evaluation of anemia based on the features reviewed by the subjects. For each feature, we calculated a ratio of agreement between subjects ratio ¼ number of times a feature was viewed number of times a feature was available for viewing :
Features with a ratio of 0.4 or greater, meaning that at least two residents considered the feature relevant, were added to the feature set. The internists identified previous creatinine, second previous hemoglobin and lactate dehydrogenase as important Figure 1 Suggested framework. RDR, ripple down rule. omitted features. For completeness, these were added to the feature set.
Evaluation of the collaborative feature set
Based on the feature set, we extracted data from 100 randomly selected anemia cases. The internists reviewed the data and assigned each case an alert level, etiology and recommended treatment. We then provided the internists with the entire patient record and asked them to evaluate whether there were data in either structured or free-text form that were relevant to the assessment of anemia, but were not included in the feature set. Following the review of the entire record they were again asked to grade the alert for level, etiology and recommended treatment. Measures of interrater reliability were calculated between raters and for each rater, before and after review of the entire record.
Feature selection based on the collaborative feature set A training set was constructed of the first 18 cases and the following 100 randomly selected cases. As in real life an expert would label a case after reviewing the entire patient record, we used the revised label in cases when the assigned alert level, etiology or treatment recommendation had changed after review of the entire record. A test set was created by asking the internists to review and label the entire record of an additional 82 randomly selected anemia cases. Feature set data from these 200 cases (118 training set, 82 test set) were explored using the WEKA 3.62 data mining package (University of Waikato, New Zealand). 15 To facilitate building the classifier, alert level was transformed to a binary scale (alert level 1 or 2 is low, alert level 3 or 4 is high). We combined the suggested alert level, etiology and recommendation of the two internists, by using the max function (when there was no agreement between the internists we favored a higher alert level and positive choices regarding possible etiology and recommended treatment). We experimented with the RIDOR and JRip, algorithms with and without boosting. We used two-thirds of the dataset to build the classifiers and one-third for testing. If the class variable was rare (<15%), we used 10-fold cross-validation.
Statistical analysis
Analysis was performed using SPSS (V.17). We calculated interrater reliability for each rater, before and after review of the entire record, and between raters using Cohen's k. For alert level, which was an ordinal variable we used intraclass correlations coefficient (ICC) as a measure of agreement.
This study was approved by the Institutional Review Board of the TASMC.
RESULTS

Characterizing physicians' process for reviewing alerts
For each case, the total number of features reviewed by all subjects ranged from 39 to 79. Subjects followed a similar sequence in reviewing different medical records (ie, first diagnoses then medications then laboratory results, etc.); however, this sequence varied between subjects. All the subjects reviewed diagnoses and medications irrelevant to anemia (they reported it was done in an attempt to understand the patient's background). Three of the five subjects persistently reviewed data irrelevant to anemia as part of their data retrieval tactic (eg, calcium and phosphorus levels, liver function tests, etc.). Furthermore, when presented with uncommon diagnoses, medications or laboratory results, all subjects reviewed irrelevant data (eg, ammonia, viral hepatitis panel, etc.). In many cases, subjects failed to locate anemia-specific investigations despite their being readily available. In 40% of the cases when a reticulocyte count was performed it was not reviewed. Similarly, in 57% of the cases when a haptoglobin level was measured, in 60% of the cases when anti-endomysial antibodies were checked, and in 50% of the cases when a blood smear was ordered these results were not reviewed. Table 1 presents the feature set generated by the Talk Aloud protocol and collaborative filtering.
Evaluation of the collaborative feature set
In 69 out of the 100 randomly selected cases the internists identified free-text data that they considered relevant, and that was not available in the structured dataset. However, these data resulted in a change of assigned alert level in only seven cases for each of the internists (ICC for alert levels before and after review of the records was 0.92 and 0.95 for internists 1 and 2, respectively), and a change in recommendations for endoscopic examination of the gastrointestinal tract or a bone marrow aspiration in nine and five cases, respectively (k¼0.88 and 0.9, respectively). Change of alert and recommendations were noted in different cases for each internist. Table 2 lists the features identified by the internists as relevant that were missing from the feature set.
In the seven cases internist 1 adjusted the level of alert, the change was a downgrade of the alert in light of a non-acute presentation (three), previously documented anemia (two) or chronically debilitated state (one) described in the free text, and in one case the alert was upgraded due to notation of a heart disease.
In the seven cases internist 2 adjusted the level of alert, the change was a downgrade of the alert in light of previously documented anemia (four) or chronically debilitated state (two) described in the free text, and in one case the alert was upgraded due to a misclassification of a cured cancer as a chronic disease.
Three recommendations for endoscopic examination of the gastrointestinal tract and three recommendations for bone marrow examination were withdrawn due to a highly debilitated state described in free text (ie, advanced dementia, bedridden). One recommendation for an endoscopy was withdrawn due to a free-text documentation of a chronic kidney disease and one recommendation for a bone marrow examination was withdrawn due to a coded therapy with a bone marrow-suppressing medication. In two cases recommendations for endoscopy and bone marrow examinations were issued after noting of a cured cancer documented as a chronic disease.
Feature selection based on the collaborative feature set
Of the 200 cases, 139 were classified as high-level alerts and 61 as low-level alerts. The best performing classifier was based on a RIDOR algorithm boosted by Bagging. This classifier achieved a precision of 0.87 and a recall of 0.37 for classifying low-level alerts and a precision of 0.67 and a recall of 0.96 for classifying high-level alerts. Table 3 presents precision and recall for the generated classifiers, and selected rules for example.
We rebuilt the classifier after excluding the features that were added explicitly by the internists (lactate dehydrogenase, previous creatinine, and second previous hemoglobin) to achieve a precision of 1.0 and a recall of 0.23 for classifying low-level alerts and a precision of 0.63 and a recall of 1.0 for classifying high-level alerts. On the other hand, the precision of the classifier for anemia of chronic kidney disease decreased from 0.87 to 0.53.
DISCUSSION
This study addresses the problem of expert knowledge acquisition, sometimes called the knowledge acquisition bottleneck. We suggest a framework for implicit acquisition of knowledge directly from multiple experts as part of their routine interaction with an information system. In order to evaluate this framework we examined anemia alerts.
We found that physicians reviewed data in a structured and task-oriented manner. In many cases they failed to locate anemia-specific laboratory tests despite their being readily available, and when exposed to uncommon findings, all reviewed the anemia-irrelevant data.
By using a very simple form of collaborative filtering, we were able to filter out most of the noise introduced by the review of irrelevant features, and generate an anemia-specific feature set. This feature set was sufficient to assess 93% of anemia cases in our study, despite the presence of missed free-text data in 69% of the same cases (ICC for alert levels before and after review of the records by internists 1 and 2 0.92 and 0.95, respectively). Most of the free-text data would have been captured if diagnoses and previous laboratory tests had been properly coded. However, important information regarding the severity of the patient's presentation remains restricted to free text. Table 2 Free-text and coded data missing from the feature set Data in free-text form Chronic anemia (27) Cured cancer as a chronic diagnosis (6)* y Cirrhosis (2) Advanced dementia/bedridden (12)* y Non-acute presentation (5)y Chronic infection (2) Known chronic kidney disease (11)* Active cancer (4) History of bleeding (2) Rectal exam (11) Active bleeding (3) Myelodysplastic syndrome (1) Previous endoscopy (10) History of cancer (3) Metrorharrgia (1) Gastrointestinal disease (7) Coomb's test/blood bank (2)z Recent procedure (1) Heart disease (7)y Anticoagulation (2) Coded data fields Diagnosis of general deterioration Diagnosis of hematuria Urine M spike Diagnosis of G6PD deficiency Treatment with carbamezapine* Numbers in parentheses denote the number of cases data were noted in. *Free-text data associated with a change in recommended action (observed only for endoscopy and bone marrow examinations).
yFree-text data associated with change in alert level. zBlood bank data are not incorporated into our electronic medical record system. Numbers in parentheses denote the ratio between the number of times a field had been viewed and the number of times it had been available for viewing. Prev/previous-refers to a previous hospitalization. ALT, alanine aminotransferase; ANA, antinuclear antibody; ANCA, antineutrophil cytoplasmic antibody; AST, aspartate aminotransferase; BHCG, beta human chorionic gonadotropin; BP, blood pressure; BUN, blood urea nitrogen; Ca, calcium; CHF, congestive heart failure; COPD, chronic obstructive pulmonary disease; CPK, creatine phosphokinase; CVA, cerebrovascular accident; FA, folic acid; FT4, free thyroxine; GGT, gamma glutamyltransferase; HBV, hepatitis B virus; Hct, haematocrit; HCV, hepatitis C virus; Hgb, hemoglobin; INR, international normalized ratio; IVC, inferior vena cava filter; K, potassium; LDH, lactate dehydrogenase; LGPL, large platelets; MCV, mean corpuscular volume; MI, myocardial infarction; Na, sodium; PE, pulmonary embolism; Plt, platelet; PPI, proton pump inhibitors; PT, prothrombin time; PTT, partial thromboplastin time; RBC, red blood cell; RDW, red blood cell distribution width; 5ASA, 5-aminosalicylic acid; Sat, oxygen saturation; Trop, troponin; TSH, thyroid stimulating hormone; WBC, white blood cellcount.
Finally, by using the feature set for feature selection we were able to build classifiers with promising performance. We focused on achieving high precision even at the expense of recall. Our rationale being that a rule base should be built incrementally, based on high precision rules that do not necessarily encompass the entire dataset. Recall will then be improved as the rule base grows. 7 Our classifier achieved high precision for classifying low-level alerts (precision 0.87, recall 0.4), suggesting the potential substantially to reduce the number of negligible alerts; a major problem in healthcare. Similarly, high precision classifiers were constructed for the diagnosis and treatment of iron deficiency (precision 1.0, recall 0.73), for the diagnosis of anemia associated with kidney disease (precision 0.87, recall 0.77), and for various other class variables (table 3) . More importantly, many of the rules within the classifiers represented common clinical knowledge and contextual reasoning. Therefore, a hemoglobin level of 10 mg/dl in the presence of a previous hemoglobin level lower than 11 mg/dl will classify a case as a low-level alert, representing a chronic state of anemia. A decubitus ulcer and extremely old age would also receive a low-level alert as it represents a severely debilitated state. On the other hand, a hemoglobin level lower than 10 mg/dl in the presence of high red blood cell distribution width is suspicious of bleeding or hemolysis and dictates a high-level alert. Ferritin was correctly identified as an establishing measure of iron stores, and persistently abnormal kidney function tests were recognized as the basis for identifying anemia associated with chronic kidney disease.
Based on some of the rules, it was possible to deduce complex interactions between features, and the associated context-specific reference values. Therefore, a marginally low ferritin was considered abnormal when coupled with a low mean corpuscular volume, and a blood transfusion should be given when hemoglobin levels are under 7.8 mg/dl, unless there is evidence of an ischemic heart disease, in which case the transfusion should be given at a level under 9.7 mg/dl. Interestingly, rules captured clinical context even when the classifier performed poorly, so that endoscopy was indicated in anemia cases when ferritin is in the lower part of the normal range and the age is younger than 83 years, and a bone marrow examination is indicated in anemia cases when platelet counts are low and there is no indication of an active cancer (suggesting primary marrow failure).
Our study has several limitations. First, we focused on anemia, which depends largely on structured data (eg, hemoglobin values). Furthermore, use of ferritin as an inclusion criterion may have skewed the potential diagnoses towards iron deficiency. Therefore, our findings may not be reproducible in other conditions; especially conditions that are not as easily defined by structured data alone. A second limitation is that the internists were not blinded to the study objectives, and their evaluation might have been biased. This may have affected our results regarding the comprehensiveness of the feature set, but should not have affected other parts of the study. Third, internists were allowed to add features they deemed important onto the feature set. This raises questions regarding the ability of our proposed framework to generate comprehensive feature sets. However, excluding the added features did not affect the performance of the alert level classifier but was detrimental to classifying anemia of chronic kidney disease. Similar to our approach, previous studies of implicit knowledge acquisition systems have suggested allowing experts to make explicit amendments at critical points. 7 Fourth, there was a low to medium agreement between the internists regarding classifications (table 3) . When combining their classifications we favored higher alerts and positive choices regarding possible etiology and recommended treatment. This neglects to evaluate the utility of collaboration in labelling cases, and might have obscured the clinical logic that guided each physician. Indeed, in a preliminary evaluation of data from a single internist the classifiers performed better than those constructed for the combined internists classifications. Finally, for the machine learning task we used a simple implementation of the RIDOR and JRip algorithms, and we did not compare the performance of our approach to that of mining the entire patient dataset. This was beyond the scope of this study, and should be the focus of future research.
Alert fatigue caused by the presentation of negligible or irrelevant alerts is a recognized problem that results in overriding of 49e96% of alerts presented by computerized order entry systems. 16 The extent of the problem in the domain of laboratory results is not well defined, but we can assume it is similar. Using our framework we were able to generate precise rules to identify low-level alerts. In previous studies, suppressing negligible alerts significantly reduced overrides. 16 17 A possible criticism may be that a precision of 0.87 is insufficient for a clinical application. However, any intervention, 0.24 0/0 (WBC #4.45) and (metastatic cancer ¼0) and (age >49 years) (PLT #107) and (cancer ¼0) *Precision and recall are presented only for classifying a positive occurrence of the class variable (see Discussion). yBest performing classifier was based on the JRip algorithm and not the RIDOR algorithm. Cr, Creatinine; CRF, chronic kidney disease; FA, folic acid; INR, international normalized ratio; MCV, mean corpuscular volume; MDS, myelodysplastic syndrome; PLT, platelet; prev_, previous lab result; RDW, red blood cell distribution width; TSH, thyroid stimulating hormone; Tx, treatment; WBC, white blood cellcount.
which is capable of reducing alert fatigue may be preferable to the current situation in which most alerts are overridden. For example, limiting alerts only to high-severity conditions (as defined by an expert panel) has resulted in an alert acceptance rate of 67%. 17 Furthermore, our framework is dependent on users' engagement in the evaluation of alerts. By reducing alert fatigue and subsequently demonstrating the benefit of the system, we would hope to motivate users to evaluate alerts and contribute to the evolution of the system. In addition, we expect precision to improve with a larger dataset, ongoing input from multiple experts and a better implementation of the machine learner. Finally, once alerts are no longer disregarded arbitrarily (ie, due to fatigue), disregarded alerts could become an important source of input. For example, we may look at the clinical characteristics that distinguish cases in which alerts are ignored versus not.
While our study was limited to cases of anemia, a widely implemented commercial RDR system (Labwizard) has shown great success with various laboratory tests, and demonstrated a reduction of over 50% in the number of laboratory reports requiring manual comments. 18 However, the fact that Labwizard and similar systems are dependent entirely on expert input could be seen as a limitation. To overcome this shortcoming a body of work examined synergistic approaches of combining manual knowledge acquisition with machine learning. 7 9 10 Of particular relevance to this study, is the work by Yoshida and Motoda, 10 who demonstrated that asking experts to select features manually for a machine learning RDR classifier was superior to computerized feature selection.
Dependence on explicit input could also be alleviated by methods that generate implicit input. 11 12 Of these, eye tracking technology is particularly attractive, as it has been demonstrated to be an efficient tool for identifying users' interest in reading tasks and in information retrieval. 19 20 In this study, we observed that following an alert, physicians reviewed data in a taskoriented manner that should be amenable to automatic acquisition. Furthermore, the ability to identify salient features in reading tasks suggests that this method could be extended to acquire knowledge from the review of free-text data.
Conversely, physicians sometimes reviewed irrelevant features while disregarding important ones. Yet, by combining the input from several physicians we were able to compensate for most of these errors. This demonstrates the potential of collaborative filtering, which is the process of making recommendations or predictions based on the known preferences of other users. 14 In the context of RDR systems, collaborative knowledge acquisition was demonstrated as a promising technique for the prompt construction of knowledge bases. 8 While in this study we used a very simple method of collaborative filtering to identify relevant features and combine input from the internists, in a future system we could improve performance by employing more sophisticated methods.
14 For example, we may use a ranking method to prefer input from more experienced physicians, or identify experts based on their previous input into the system. Finally, we have demonstrated that in many cases physicians failed to notice important laboratory tests. Failure to review and follow-up on test results is a known problem, which is associated with patient harm and increased costs. 21 22 In our proposed framework, future alerts are to be presented with the relevant data elements as identified by the feature set. This should increase physicians' awareness of important laboratory results. Furthermore, monitoring whether, following presented alerts, users are looking for additional data should enable the automatic validation and fine-tuning of feature sets and rules.
CONCLUSIONS
Data collected as a byproduct of routine work (implicit feedback) can be used to induce clinically meaningful and precise decision rules. Further research is needed to evaluate new technologies for capturing human interest unobtrusively and on a large-scale basis, and to extend this framework to other medical conditions and larger datasets.
