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Abstract
In the problem of compressed phase retrieval, the goal is to reconstruct a sparse or ap-
proximately k-sparse vector x ∈ Cn given access to y = |Φx|, where |v| denotes the vector
obtained from taking the absolute value of v ∈ Cn coordinate-wise. In this paper we present
sublinear-time algorithms for different variants of the compressive phase retrieval problem which
are akin to the variants considered for the classical compressive sensing problem in theoretical
computer science. Our algorithms use pure combinatorial techniques and near-optimal number
of measurements.
1 Introduction
In the past decade, the sparse recovery problem, or compressive sensing, has attracted considerable
research interest with extensive applications and fruitful results. The problem asks to recover a
signal x ∈ Rn (or Cn) from linear measurements y = Φx for some matrix Φ ∈ Rm×n (or Cm×n), as-
suming that x is k-sparse (i.e. containing only k non-zero coordinates) or can be well-approximated
by a k-sparse signal (intuitively x contains k large coordinates while the rest coordinates are small).
Often post-measurement noise is present, that is, y = Φx+ ν for some noise vector ν. The primary
goal is to use as fewer measurements as possible. The algorithms are largely divided into two
categories: geometric algorithms and combinatorial algorithms. Geometric algorithms usually use
fewer measurements but run in poly(n) time while combinatorial algorithms run in sublinear time,
usually O(k poly(log n)) or O(k2 poly(log n)), at the cost of slightly more measurements.
In recent years a closely related problem, called compressive phase retrieval, has become an
active topic, which seeks to recover a sparse signal x ∈ Rn (or Cn) from the phaseless measurements
y = |Φx| (or y = |Φx| + ν with post-measurement noise), where |z| denotes a vector formed by
taking the absolute value of every coordinate of z. The primary goal remains the same, i.e. to
use as fewer measurements as possible. Such type of measurements arises in various fields such as
optical imaging [26] and speech signal processing [25]. There has been rich research in geometric
algorithms for this problem (see, e.g. [5, 4, 3, 9, 13, 12]) that run in at least polynomial time while
there have been relatively few sublinear time algorithms – [2, 14, 21, 19] are the only algorithms to
the best of our knowledge. Most existing algorithms consider sparse signals, and thus such sublinear
time algorithms have a flavour of code design, akin to Prony’s method. Among the sublinear-
time algorithms, [2] considers sparse signals only, [21] considers sparse signals with random post-
measurement noise, [14] allows adversarial post-measurement noise but has poor recovery guarantee,
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[19] considers near-sparse real signals with no post-measurement noise but achieves constant-factor
approximation and thus outperforms all other sublinear-time algorithms for real signals. The
approach in [19] employs combinatorial techniques more widely used in the theoretical computer
science literature for the classical sparse recovery problem. In this paper, we aim to improve on [19]
for complex near-sparse signals using similar combinatorial techniques.
More quantitatively, suppose that the decoding algorithm R, given input y = |Φx|, outputs an
approximation xˆ to x, with the guarantee that the approximation error d(x, xˆ) is bounded from
above. When x ∈ Rn, both x and −x yield the same measurements, the approximation error d(x, xˆ)
has therefore the form d(x, xˆ) := min{‖x − xˆ‖, ‖x + xˆ‖} for some norm ‖ · ‖. When x ∈ Cn, the
approximation error d(x, xˆ) = minθ∈[0,2pi) ‖x − eiθxˆ‖. Specifically we consider the following three
types of error guarantee:
• (`∞/`2) minθ∈[0,2pi) ‖x− eiθxˆ‖∞ ≤ 1√k‖x−k‖2 for x ∈ Cn;
• (`2/`2) minθ∈[0,2pi) ‖x− eiθxˆ‖2 ≤ (1 + )‖x−k‖2 for x ∈ Cn;
• (`1/`1) min{‖x− xˆ‖1, ‖x+ xˆ‖1} ≤ (1 + )‖x−k‖1 for x ∈ Rn,
where x−k denotes the vector formed by zeroing out the largest k coordinates (in magnitude) of x.
Note that when x is noiseless, that is, when x−k = 0, all guarantees mean exact recovery of x, i.e.,
xˆ = x.
Besides the error guarantees, the notions of for-all and for-each in the sparse recovery problems
also extend to the compressive phase retrieval problem. In a for-all problem, the measurement
matrix Φ is chosen in advance and will work for all input signals x, while in a for-each problem, the
measurement matrix Φ is usually random such that for each input x, a random choice of Φ works
with a good probability.
In the next subsection we shall give an overview of our sublinear-time results. As the problem
has received little attention in the community of theoretical computer science, some of our results
are the first and preliminary along the combinatorial approach and require mild assumptions on
the possible phases of the coordinates of x. Those assumptions are automatically satisfied when the
possible phases, as commonly seen in applications (see, e.g., [21]), belong to a set P ⊆ S1 which is
equidistant with a constant gap, that is, up to a rotation, P = {e2pii jm }j=0,...,m−1 for some constant
m. We leave the case of general complex signalsas an open problem. A major difficulty is that for
heavy hitters of large magnitude, a small error in the phase estimate could incur a lot of error in
the overall approximation.
1.1 Results
In this section we give an overview of the sublinear-time results which we have obtained for the
sparse recovery problem with phaseless measurements.
First, we treat the case of noiseless signals. Similar to the classical sparse recovery where O(k)
measurements suffices for noiseless signals by Prony’s method [24], it is known that O(k) phaseless
measurements also suffices for exact recovery (up to rotation) and the decoding algorithm runs
in time O(k log k) [2]. Their algorithm is based on a multi-phase traversal of a bipartite random
graph in a way such that all magnitudes and all phases are recovered by resolving multi-tons. We
prove a result with the same guarantee, but our algorithm takes a different route using more basic
tools and being less technically demanding. Apart from being significantly simpler, it also can be
modified so that it trades the decoding time with the failure probability; see Remark 1.
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Theorem 1 (noiseless signals). There exists a randomized construction of Φ ∈ Cm×n and a deter-
ministic decoding procedure R such that xˆ = R(Φ, |Φx|) satisfies that xˆ = eiθx for some θ ∈ [0, 2pi)
with probability at least 1− 1/ poly(k), where Φ has m = O(k) measurements and R runs in time
O(k log k).
The next results refer to approximately sparse signals and improve upon the previous ones with
various degrees. Our first result is the following, which improves upon [19] in terms of the error
guarantee and the decoding time. It requires a modest assumption on the pattern of the valid
phases of the heavy hitters as defined below, which is often satisfied in applications where the valid
phases lie in a set of equidistant points on S1. Throughout this paper we identify S1 with [0, 2pi)
and assume both the unoriented distance d(·, ·) and the oriented distance ~d(·, ·) on S1 are circular.
Definition 1 (η-distinctness). Let P = {p1, . . . , pm} be a finite set on S1. We say P is η-distinct
if the following conditions hold:
(i) d(pi, pj) ≥ η for all distinct i, j ∈ [m];
(ii) it holds for every pair of distinct i, j ∈ [m] that
max
`∈[m]
d(x` + xj − xi, P ) ∈ {0} ∪ [η, pi].
Intuitively, (i) means that the phases are at least η apart from each other, and (ii) means that
if we rotate the set P of the valid phases to another set P ′ such that some valid phase coincides
with another one (in the expression above xi is rotated to the position of xj), then either P = P
′
or there exists an additive gap of at least η around some phase. This precludes the case where P
is approximately, but not exactly, equidistant.
Definition 2 (head). Let x ∈ Cn. Define Hk(x) to be (a fixed choice of) the index set of the k
largest coordinates of x in magnitude, breaking ties arbitrarily.
Definition 3 (phase-compliant signals). Let x ∈ Cn. Let P ⊆ S1 be a set of possible phases. We
say that x is (k, P )-compliant if {i ∈ Hk(x) : arg xi} ⊆ P .
Theorem 2 (`∞/`2 with optimal measurements). There exists a randomized construction of
Φ ∈ Cm×n and a deterministic decoding procedure R such that for x ∈ Cn which is (O(k), P )-
compliant for some η-distinct P ⊂ S1, the recovered signal xˆ = R(Φ, |Φx|, P ) satisfies the `∞/`2
error guarantee with probability at least 0.6, and Φ has m = O((k/η) log n) rows and R runs in
time O(k/η + k poly(log n)).
It is clear that the lower bound for the traditional compressive sensing problem is also a lower
bound for the compressive phase retrieval problem, and it is known that the `∞/`2 compressive
sensing problem requires Ω(k log n) measurements [1]. Therefore the theorem above achieves the
optimal measurements for real signals (where one can take η = pi) up to a constant factor.
An immediate corollary of the `∞/`2 sparse recovery algorithm is an `2/`2 sparse recovery
algorithm, stated below, which improves upon [19] in approximation ratio (from a constant factor
to 1 + ) and decoding time but achieves only a constant failure probability instead of an on(1)
failure probability as in [19].
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Corollary 1 (`2/`2 with near-optimal measurements). There exists a randomized construction of
Φ ∈ Rm×n and a deterministic decoding procedure R such that for x ∈ Cn which is (O(k), P )-
compliant for some η-distinct P ⊂ S1, the recovered signal xˆ = R(Φ, |Φx|, P ) satisfies the `2/`2
error guarantee with probability at least 0.6, and Φ has m = O((k/min{η, }) log n) rows and R
runs in time O((k/min{η, }) poly(log n)).
It is also known that the classical compressive sensing problem with for-each `2/`2 error guaran-
tee and constant failure probability requires Ω((k/) log(n/k)) measurements [23], our result above
achieves up to a logarithmic factor the optimal number of measurements.
For the `2/`2 error guarantee with 1/ poly(n) failure probability, we shall increase the number
of measurements to O(k/2 · log n), as in the following theorem. This is an improvement on [19] in
terms of the approximation ratio, the failure probability and most importantly the decoding time.
We note that the best decoding time of the existing algorithms is O(k1+o(1) poly(log n)). However,
we restrict the set P of valid phases to an equidistant set with gap at least η, that is, up to a
rotation, P = {e2pii jm }j=0,...,m−1 for some m ≤ 2pi/η.
Theorem 3 (`2/`2 with low failure probability). There exists a randomized construction of Φ ∈
Rm×n and a deterministic decoding procedure R such that for each x ∈ Cn which is (O(k), P )-
compliant for some P ⊂ S1 that is equidistant with gap at least η, the recovered signal xˆ =
R(Φ, |Φx|, P ) satisfies the `2/`2 error guarantee with probability at least 1 − δ, and Φ has m =
O((min{η2, })−2k log(n/δ)) rows and R runs in time O((min{η2, })−2k poly(log(n/δ))).
We note that the number of measurements becomes O(−2k log n) when η is a constant and the
failure probability δ = 1/ poly(n), which is usually the case.
To conclude the section, we consider the for-all `1/`1 variant for real signals. It is known
that O(k log(n/k)) measurements suffices but the decoding algorithm is solving a combinatorial
optimization problem [9]. In this paper we focus on nonnegative signals, i.e. xi ≥ 0 for all i ∈ [n].
If the measurement matrix has nonnegative entries, the measurements would be the same as in
the traditional sparse recovery problem and some previous algorithms can be applied, e.g. [11, 10].
Both algorithms use optimal of measurements, however, the algorithm in [11] runs in superlinear
time and that in [10] requires a constraint that  cannot be as big as a constant. The following
result achieves a near-optimal number of measurements and a sublinear decoding time for k ≤ nα,
where α ∈ (0, 1) is an absolute constant.
Theorem 4 (Uniform `1/`1 for nonnegative signals). There exists a matrix Φ ∈ Rm×n and a
decoding algorithm R such that xˆ = R(Φ, |Φx|) satisfies the `1/`1 error guarantee when every entry
of x is non-negative. The matrix Φ has m = O(−1k log n(1/+ log logk n)) rows and the decoding
algorithm R runs in time O(poly(k, log n)).
2 Toolkit
Theorem 5 (Bernstein’s inequality, [7, p9]). Let X1, X2, . . . , Xn be i.i.d. random variables with
Xi − EXi ≤ K and σ2 =
∑n
i=1 EX2i − (EXi)2. Then
Pr
{
n∑
i=1
Xi − E
n∑
i=1
Xi ≥ λ
}
≤ exp
(
−
1
2λ
2
σ2 + 13Kλ
)
.
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Theorem 6 (Heavy hitters, [17]). There exist a randomized construction of a matrix Φ ∈ Rm×n
with m = O(k log n) and a deterministic algorithm R such that given y = |Φx| for x ∈ Cn, with
probability ≥ 1− 1/poly(n) the algorithm R returns in time O(k · poly(log n)) a set S of size O(k)
satisfying that Hk(x) ⊆ S.
We remark that the paper [17] does not consider complex signals but the extension to complex
signals is straightforward. The algorithm is not designed for the phaseless sparse recovery either,
the identification algorithm nevertheless works when the measurements are phaseless because it
only relies on the magnitudes of the bucket measurements; see Theorem 2 and Section B in [17].
Estimating the values of the candidate coordinates requires knowing the phases of the measurements
but our theorem above does not concern this part.
Theorem 7 ([8]). Let V be a set of n vertices. There exists an absolute constant cR such that
cRn log n uniform samples of pairs of distinct vertices in V induce a connected graph with probability
at least 1− 1/ poly(n).
Theorem 8 (Phase Prediction, [27]). Let V be a set of size n and pi : V → S1 be the phase function
of the elements in V . A query returns a random pair {u, v} ∈ V × V uniformly at random, along
with an estimate of the oriented distance ~d(pi(u), pi(v)), which could be incorrect with probability
1/3. There exists an absolute constant cSP such that cSPn log n queries suffice to find the relative
phase differences for all u ∈ V with probability 1− 1/poly(n) in time O(n2 log n).
We remark that the paper [27] concerns only the sign prediction for real signals, i.e., pi : S →
{−1, 1}, and can be straightforwardly generalized, with minimum changes, to the setting in the
theorem statement above. The runtime in [27] is O(n3 log n) since for each pair (u, v) it runs a sign
prediction algorithm in O(n log n) time to determine the sign difference between u and v (correct
with high probability) and enumerate all Θ(n2) pairs. This is unnecessary, as we can fix u and
enumerate v so we run the sign prediction algorithm just O(n) times.
The following lemmata will be crucial in the analysis of our algorithms.
Lemma 1. Suppose that x, y, n1, n2, n3 ∈ C such that |n1|, |n2|, |n3| ≤ min{|x|, |y|} for some
 ≤ 1/9. Denote by θ be the phase difference between x and y. Then given the norms
|x+ n1|, |y + n2|, |x+ y + n1 + n2 + n3|,
we can recover θ up to an additive error of c0
√
. Furthermore, if θ ∈ (c, pi − c) we can recover θ
up to an additive error of c.
Proof. If we know |x|, |y| and |x+ y|, it follows from the Law of Cosines that
cos(pi − θ) = |x|
2 + |y|2 − |x+ y|2
2|x| · |y| =
−<xy¯
|x| · |y| .
Let x′ = x + n1 and y′ = y + n2 then x + y + n1 + n2 + n3 = x′ + y′ + n3. Suppose the phase
difference between x′ and y′ is θ′, then we would pretend x′ + y′ + n3 to be x′ + y′ and obtain an
approximation θ′′ to θ′ as
cos(pi − θ′′) = |x
′|2 + |y′|2 − |x′ + y′ + n3|2
2|x′| · |y′| =
−<x′y −<x′n3 −<yn3 − |n3|2
|x′| · |y′| .
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Hence
| cos(pi − θ′′)− cos(pi − θ′)| ≤ |x
′||n3|+ |y′||n3|+ |n3|2
|x′| · |y′| ≤ + + 9
2 ≤ 3.
Similarly we have
cos(pi − θ′) = cos(pi − θ) · |x||x+ n1| ·
|y|
|y + n2| + ν, |ν| ≤ c1,
and thus
cos(pi − θ′)− cos(pi − θ) = cos θ
( |x|
|x+ n1| ·
|y|
|y + n2| − 1
)
+ ν.
Note that |x||x+n1| ,
|y|
|y+n2| ∈ [ 11+ , 11− ], it follows that
| cos(pi − θ′)− cos(pi − θ)| ≤ c2
and thus
| cos(pi − θ′′)− cos(pi − θ)| ≤ c3.
Therefore there exists c0 such that |θ− θ′| ≤ c0
√
; and furthermore, there exists c such that when
θ ∈ (c, pi − c), it holds that
|θ′′ − θ| ≤ c.
Lemma 2. Let x, y, n1, n3,  be as in Lemma 1. Suppose that arg y = arg x+θ for some θ ∈ (0, 2pi),
where addition is modulo 2pi. Given the norms
|x+ n1|, |y|, |x+ y + n1 + n3|, |x+ βy + n1 + n3| , β = e2ci,
we can recover θ up to an additive error of c, provided that θ ∈ (2c, pi− 2c)∪ (pi+ 2c, 2pi− 2c).
Proof. By Lemma 1, we can recover |θ| up to an additive error of c when |θ| ∈ (c, pi − c). To
determine the sign, we rotate y by angle 2c and test the angle between x and this rotated y again
by Lemma 1. Suppose that the angle between x and βy is φ and we have an estimate of |φ| up to
an additive error of c, provided that |φ| ∈ (c, pi − c), which means that |θ| ∈ (2c, pi − 2c). It
holds that
|φ| − |θ| =
{
−2c, θ > 0;
2c, θ < 0.
when |θ| ∈ (2c, pi − 2c). The left-hand side is approximated up to an additive error of 2c and
thus we can distinguish the two cases.
Lemma 3 (relative phase estimate). Let x, y, n1, n3,  be as in Lemma 1 and further assume that
c ≤ pi/9. Suppose that arg y = arg x+ θ for some θ ∈ (0, 2pi), where addition is modulo 2pi. Given
the norms
|x+ n1|, |y|, |x+ ei(2cj+pi2 `)y + n1 + n3|, j, ` = 0, 1
we can recover θ up to an additive error of c.
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Proof. From Lemma 2, we know that we can recover θ up to an additive error of c when θ ∈ I,
where I = (2c, pi−2c)∪ (pi+2c, 2pi−2c). We accept the estimate if the estimate is in the range
of I ′ := (3c, pi − 3c) ∪ (pi + 3c, 2pi− 3c).
Consider the phase difference between x and eipi/2y and suppose that arg(eipi/2y) = arg x + φ,
then we can recover φ up to an additive error of c for φ ∈ I, that is, for θ ∈ J := (pi/2+2c, 3pi/2−
2c)∪ (−pi/2 + 2c, pi/2− 2c), which is I rotated by pi/2. We accept the estimate when it is in the
range of J ′ := (pi/2 + 3c, 3pi/2− 3c) ∪ (−pi/2 + 3c, pi/2− 3c).
Note that I ′ ∪ J ′ covers the whole S1 when c < pi/8.
3 Noiseless Signals
We shall need the following theorem from [19], which shows that one can recover an exactly K-
sparse signal up to a global phase using O(K) measurements and in time O(K2). The runtime was
not claimed in [19] but is easy to analyse.
Theorem 9 ([19]). Let L be a 2K × 2K lower triangular matrix with each non-zero entry being
1, and A be the vertical concatenation of L and I2k×2k. Let F2K be the first 2K rows of a Discrete
Fourier Transform matrix. For x ∈ Cn such that ‖x‖0 ≤ K, given y = |AF2Kx|, we can recover x
up to a rotation in time O(K2).
We are now ready to prove Theorem 1, which we restate below.
Theorem 1 (noiseless signals). There exists a randomized construction of Φ ∈ Cm×n and a deter-
ministic decoding procedure R such that xˆ = R(Φ, |Φx|) satisfies that xˆ = eiθx for some θ ∈ [0, 2pi)
with probability at least 1− 1/ poly(k), where Φ has m = O(k) measurements and R runs in time
O(k log k).
Proof. Let B = k/(c log k) and h : [n] → [B] be an O(k)-wise independent hash function, where
c is a constant. We hash all n coordinates into B buckets using h. It is a typical application of
Chernoff bound that the buckets have small size (see Lemma 11), more specifically,
Pr
{∃j ∈ [B] : |h−1(j) ∩ supp(x)| > 5 log k} ≤ 1
poly(k)
.
In each bucket we run the algorithm of Theorem 9 with K = 5 log k. The number of measure-
ments used for each bucket is Θ(log k). For each j ∈ [B], we can find xh−1(j) up to a global phase,
so it remains to find the relative phases across different xh−1(j).
Let F1, . . . , Flog k be independent random 0/1 matrices of n columns, where F` has αcR2
` rows
for ` > d12 log ke + 1 and αcR2` log k rows otherwise, and α is a sufficiently large constant. Each
entry in F` equals to 1 with probability 2
−`, that is, E[(F`)i,j ] = 2−`. Our measurement matrix is
the vertical concatenation of F1, . . . , Flog k. The total number of measurements is
k
c log k
·Θ(log k) +
∑
`>d 1
2
log ke
αcR2
` +
∑
`≤d 1
2
log ke
αcR log k · 2` = O(k)
as desired. Next we show the correctness.
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We set supp(x) =
⋃B
j=1 supp(xh−1(j)) and compute ` such that 2
`−1 ≤ | supp(x)| ≤ 2`. Now,
consider the rows of F`. Denote the j-th row of F` by (F`)j . Define a row index set J to be
J = {j : |supp((F`)j) ∩ supp(x)| = 2} .
Observe that each j is contained in J with constant probability and we focus on the measurements
corresponds to the rows in J . From such a measurement we can obtain a random pair {u, v} ⊆
supp(x) and, moreover, (h(u), h(v)) is uniformly random on [B] × [B]. We also obtain |xu + xv|
and, because we also know |xu|, |xv|, we can infer the relative phase between xu, xv. The relative
phases we obtain are always correct since the signal is noiseless. Let M be the ordered set of such
pairs (u, v) along with the label that we obtain about the relative phase between u and v. We split
M into equal-sized sets of edges M1,M2, . . . , each of size cR`2`. In each Mj we run a depth-
first search to infer the relative phases. If the graph is connected, which happens with probability
1 − 2−`, we will find all the relative phases correctly. We take the pattern of relative phases that
appears most often. It follows from standard Chernoff bounds and our choice of parameters for F`
that the overall failure probability is at most 1/poly(k).
Remark 1. Note that if we hash to k1−α buckets, solve in each bucket and then combine the
buckets, we can obtain a failure probability at most exp(−kα) and a running time of O(k1+α).
This is a trade-off between decoding time and failure probability that the previous algorithms did
not achieve.
Remark 2. We show how to implement efficiently the routine which finds the set of rows of F
whose support intersect supp(x) at 2 coordinates. For ` > d12 log ke the expected number of rows
of F` containing an index i ∈ supp(x) is 2−`αcR2` = αcR. So the probability that there are more
than 2αcR2
` pairs (i, q) such that i ∈ supp(x) ∩ supp(F`)q is exp(−Ω(2`)) < 1/poly(k). A similar
result can be obtained for ` < 12 log k. Suppose that F` is stored using n lists of nonzero coordinates
in each column, we can afford to iterate over all such pairs (i, q), keep an array C[q] that holds
the cardinality of supp(x) ∩ supp((F`)q). At the end, we find the values of q with C[q] = 2. This
implementation makes the algorithm run in O(k log k) time.
4 `∞/`2 Algorithm
In this section, we set c to be the constant in Lemma 3 and  = min{η/(5c), pi/(9c)}. Let P ⊆ S1
be η-distinct and suppose that it contains the phases of all 1/(C˜k)-heavy hitters for some (large)
constant C˜.
We first describe our construction of the measurement matrix Φ and then present the analysis
and the recovery algorithm. Let R = cR log n for some constant cR to be determined. The overall
sensing matrix Φ is a layered one as
Φ =

ΦHH
ΦCS
ρ
Φ1
...
ΦR

.
Here
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Algorithm 1 Algorithm for the `∞/`2 phaseless sparse recovery. Assume that the elements in P
are sorted.
1: S ← the set returned by the algorithm in Theorem 6 with K = k
2: Run a Count-Sketch algorithm with K = Ck/ to obtain an approximation |xˆi| to |xi| for
all i ∈ S
3: L← |∑ni=1 ηigixi|
4: S′ ← {i ∈ S : |xˆi| ≥ L}
5: if L = 0 then
6: Run the algorithm for the noiseless case with sparsity C2k
7: else
8: for each r ∈ [R] do
9: bi ← hr(i) for all i ∈ S′
10: for each i ∈ S′ with distinct bi do
11: θ˜r,i ← estimate of phase difference between xi and 〈ρ, x〉 using Lemma 3
12: for each i ∈ S′ do
13: θ˜i ← medianr∈[R] θ˜r,i
14: Choose an arbitrary i0 ∈ S′
15: for each p ∈ P do
16: θ′i0 ← p
17: θ′i ← θ′i0 + θ˜i − θ˜i0 for all i ∈ S′ \ {i0}
18: if d(θ′i, P ) ≤ η/2 for all i ∈ S′ then
19: return xˆ supported on S′ with arg xˆi = θi
20: end if
21: end if
• ΦHH is the sensing matrix in Theorem 6 with K = k.
• ΦCS is the sensing matrix of Count-Sketch with K = Ck/.
• ρ is a row vector
ρ =
(
η1g1 η2g2 · · · ηngn
)
,
where ηi are i.i.d. Bernoulli variables with E ηi = 1/(C0k) and gi are i.i.d. N (0, 1) variables.
• Each Φr (r ∈ [R]) is a matrix of 4B rows defined as follows, where B = cBk/. Let hr : [n]→
[B] be a pairwise independent hash function and {σr,i}ni=1 be pairwise independent random
signs. Define a B × n hashing matrix Hr as
(Hr)j,i =
{
(1− ηi)σr,i, i ∈ h−1r (j);
0, otherwise.
The 4B rows of Φr are defined to be
ei(2c`1+
pi
2
`2)ρ+ (Hr)b,·, `1, `2 = 0, 1, b = 1, . . . , B.
We present the recovery algorithm in Algorithm 1, where we assume that the set P of valid
phases has been sorted. In the following we analyse the algorithm in four steps.
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Step 1 By Theorem 6, the set S has size O(k) and, with probability 1− 1/ poly(n), contains all
(1/k)-heavy hitters. The Count-Sketch (Theorem ??) guarantees that
||xi| − |xˆi||2 ≤ 
Ck
‖x−k‖22 (1)
for all i ∈ S with probability at least 1− 1/ poly(n).
Step 2 We shall see that L, calculated in Line 3, ‘approximates’ the desirable tail 1k‖x−k‖22.
First we upper bound L. Decompose x into real and imaginary parts as x = y+iz with y, z ∈ Rn
and consider L1 =
∑
i ηigiyi and L2 =
∑
i ηigizi. Note that L
2 = L21 + L
2
2.
Choosing C0 ≥ 200, we have
Pr {ηi = 0 for all i ∈ Hk(y) ∪Hk(z)} ≥ 0.99 (2)
Condition on this event below. Note that L1 ∼ N (0, |
∑
i ηiyi|22), and
Pr
L21 ≥ 2.2822
∣∣∣∣∣∑
i
ηiyi
∣∣∣∣∣
2
2
 ≤ 2Φ(−2.282) ≤ 0.0225.
On the other hand, E |∑i ηiyi|2 = ∑i(E ηi)y2i ≤ ‖y−k‖22/(C0k) thus
Pr

∣∣∣∣∣∑
i
ηiyi
∣∣∣∣∣
2
≥ 20
C0k
‖x−k‖22
 ≤ 0.05,
and hence
Pr
{
L21 ≥
105
C0k
‖y−k‖22
}
≤ 0.0725.
Similarly we have
Pr
{
L22 ≥
105
C0k
‖z−k‖22
}
≤ 0.0725.
Therefore, taking a union bound of both events above and noting that ‖y−k‖22 + ‖z−k‖22 ≤ ‖x−k‖22,
we have that
Pr
{
L2 ≥ 105
C0k
‖x−k‖22
}
≤ 0.145. (3)
We therefore obtained an upper bound of L. The next lemma lower bounds L.
Lemma 4. With probability at least 0.8, it holds that L2 ≥ 1C1k‖x−C2k‖22, where C1, C2 are absolute
constants.
Proof. Decompose x into real and imaginary parts as x = y + iz with y, z ∈ Rn. Consider L1 =∑
i ηigiyi and L2 =
∑
i ηigizi, which are both real. Note that L
2 = L21 + L
2
2.
First consider L1. We sort coordinates [n] \ Hk(y) by decreasing order of magnitude. Then,
we split the sorted coordinates into continuous blocks of size C ′2k and let Sj denote the j-th block.
Let δj be the indicator variable of the event that there exists i ∈ Sj such that ηi = 1, then δj ’s
are i.i.d. Bernoulli variables with E δj = 1 − (1 − 1/(C0k))C′2k ≥ 1 − exp(−C ′2/C0), which can be
10
made arbitrary small by choosing C ′2 big enough. It is a standard result in random walks (see, e.g.,
[16, p67]) that when E δj is small enough, with probability at least 0.95, every partial prefix of the
0/1 sequence (δ1, δ2, δ3, . . .) will have more 1s than 0s. Call this event E . In fact, one can directly
calculate that Pr(E) = 1− (1− p)2/p when p := E δj ≥ 1/2, and thus one can take C ′2 = d1.61C0e
such that Pr(E) ≥ 0.95.
Condition on E . We can then define an injective function pi from {j : δj = 0} to {j : δj = 1}.
Specifically, we define pi(j) = `, where δj is the k-th 0 in the sequence and ` is the k-th 1 in the
sequence. Clearly that pi is injective, pi(j) < j and δpi(j) = 1. It follows that∑
i∈[n]
ηi|yi|2 ≥
∑
j
δj‖Sj+1‖2∞ ≥
∑
j:δj=1
1
C ′2k
‖Sj+1‖22
≥ 1
2
∑
j:δj=1
1
C ′2k
‖Sj+1‖22 +
1
2
∑
j:δj=1
pi−1(j) exists
1
C ′2k
‖Spi−1(j)‖22
≥ 1
2
∑
j:δj=1
1
C ′2k
‖Sj+1‖22 +
1
2
∑
j:δj=0
1
C ′2k
‖Sj‖22
≥ 1
2C ′2k
‖y−C′2k‖22.
This implies that L1 =
∑
i ηigiyi with probability at least 0.95 will stochastically dominate a
gaussian variable N (0, 12C2k‖y−C2k‖22). Combining with the fact that Prg∼N (0,1){|g| ≤ 116} ≤ 0.05,
we see that
Pr
{
L21 ≥
1
162 · 2C ′2k
‖y−C′2k‖22
}
≥ 0.9.
Similarly for the imaginary part z and L2,
Pr
{
L22 ≥
1
162 · 2C ′2k
‖z−C′2k‖22
}
≥ 0.9.
Condition on that both events above happen. For notational convenience, let T1 = HC′2k(y) and
T2 = HC′2k(z), then
L2 = L21 + L
2
2 ≥
1
162 · 2C ′2k
(‖yT c1 ‖22 + ‖zT c2 ‖22)
≥ 1
162 · 2C ′2k
‖y(T1∪T2)c‖22 + ‖z(T1∪T2)c‖22)
=
1
162 · 2C ′2k
‖x(T1∪T2)c‖22
≥ 1
162 · 2C ′2k
‖x−2C′2k‖22.
Therefore, we can take C2 = 2C
′
2 above and C1 = 16
2C2.
Combining (2), (3) and Lemma 4 and taking C0 = 210, we conclude that with probability at
least 1− 0.365,
1
C1k
‖x−C2k‖22 ≤ L2 ≤
1
2k
‖x−k‖22. (4)
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Step 3 We now show that the trimmed set S′ is good in the sense that its elements are not too
small and it contains all (1/k)-heavy hitters. This is formalized in the following lemma.
Lemma 5. With probability at least 0.63, it holds that
(i) |xi|2 ≥ 12C1k‖x−C2k‖22 for all i ∈ S′; and
(ii) S′ contains all coordinates i such that |xi|2 ≥ 1k‖x−k‖22.
Proof. The events (1) and (4) happen simultaneously with probability at least 1−0.365−1/ poly(n) ≥
1− 0.37. Condition on both events. Let C =
√
2√
2−1C1, then
(i) for i ∈ S′, it holds that |xi| ≥ L− 1√Ck‖x−C2k‖2 ≥
1√
2C1k
‖x−C2k‖2;
(ii) if |xi|2 ≥ 1k‖x−k‖22, then |xˆi| ≥ 1√k‖x−k‖2 −
1√
Ck
‖x−k‖2 ≥ L.
Step 4 The rest of the algorithm is devoted to finding the relative phases among i ∈ S′. We have
from our construction the measurements∣∣∣∣∣∣ei(2c`1+pi2 `2)
n∑
i=1
ηigixi +
∑
i∈h−1r (j)
(1− ηi)σi,rxi
∣∣∣∣∣∣ , `1, `2 = 0, 1, j ∈ [B], r ∈ [R].
We note that Line 11 in the algorithm is valid because we have access to
|xˆi| ,
∣∣∣∣∣
n∑
i=1
ηigixi
∣∣∣∣∣ ,
∣∣∣∣∣∣xˆi + ei(2c`1+pi2 `2)
n∑
i=1
ηigixi +
∑
i′∈h−1r (hr(i))\S′
(1− ηi′)σi′,rxi′
∣∣∣∣∣∣ .
The analysis of this step directly leads to a proof of Theorem 2, which we show below.
Proof of Theorem 2. First we condition on the success of Lemma 5, which hold with probability at
least 1− 0.37.
Fix an i ∈ S′. For r ∈ [R], the probability that it is isolated from every other i′ ∈ S′ is 1CB .
Define the random variable
Z =
∑
i′∈h−1r (hr(i))\S′
(1− ηi′)σi′,rxi′ .
Observe that
Pr
{∣∣∣h−1r (hr(i)) ∩HC2k(x)∣∣∣ = 1} ≥ 1− C2CB
and that
E |Z|2 = 1
CBk
‖x−C2k‖22.
By Markov’s inequality, we have that |Z|2 ≤ 10CBk‖x−k‖22 with probability at least 0.1. Choose CB
such that 10CB ≤ 12C1 and
C2
CB
< 110 , then the assumptions on noise magnitude in Lemma 3 will be
satisfied for xi with probability at least 0.8.
Let θi be the (oriented) phase difference xi with
∑n
j=1 ηjgjxj . We can invoke Lemma 3 and
obtain an estimate θ˜r,i which satisfies |θ˜r,i − θi| ≤ c. This happens with probability at least 0.8 as
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demonstrated above. Taking the median over R = cR log n repetitions with an appropriate constant
cR, we see that θ˜i satisfies
|θ˜i − θi| ≤ c (5)
with probability at least 1− 1/n2. This allows for taking a union bound over all i ∈ S′. Therefore
(5) holds for all i ∈ S′ simultaneously with probability ≥ 1− 1/n.
Next, assume that it happens that (5) holds for all i ∈ S′. Consider the for-loop of Lines 15
to 20. It is clear that when θ′i0 is exactly the phase of xi0 , it will hold that θ
′
i is an accurate estimate
to the phase of xi up to an additive error of 2c < η/2. The if-clause in Line 18 will be true and
the algorithm will terminate with an xˆ. Since the phases of the entries are at least η apart, there
will be no ambiguity in rounding and the phases in xˆ are all correct, hence the error ‖x− xˆ‖2 only
depends on the magnitude errors, which is exactly (1), obtained from applying Count-Sketch.
When θ′i0 is not xi0 , by the rotational (k, η)-distinctness, {θ′i} will coincide with P exactly or the
if-clause will not be true. This shows the correctness.
Remove the conditioning at the beginning of the proof increases the overall failure probability
by an additive 1/n. The overall failure probability is therefore at most 0.37 + 1/n < 0.4.
Number of Measurements The submatrix ΦHH has O(k log n) rows, the submatrix ΦCS has
O((k/) log n) rows, each Φr for r ∈ [R] has O(k/) rows. Hence the total number of rows is
dominated by that of ΦCS and the R independent copies of Φr’s, that is, O((k/) log n+R(k/)) =
O((k/) log n) = O((k/η) log n).
Runtime Line 1 runs in time O(k poly(log n)), Line 2 in time O(|S| log n) = O(k log n), Line 4
in time O(k). The runtime before the if-branch of Line 5 is thus O(k poly(log n)).
For the if-branch of Line 5, the noiseless case runs in time O(k log k), the for-loop from Line 8
to 11 in time O(Rk log k) = O(k poly(log n)), the for-loop from Line 12 to 13 in time O(R|S′|) =
O(k log n), the for-loop from Line 15 to 20 in time O(k/η) since |P | = O(1/η), the if-clause in Line
18 can be verified in time O(k) if the elements in P are sorted in advance. Hence the total runtime
of the if-branch of Line 5 is O(k/η + k poly(log n)).
Therefore, the overall runtime is O(k/η + k poly(log n)).
5 `2/`2 with low failure probability for real signals
In this section, we assume that the valid phases are equidistant on S1 with a gap at least η for all
1/(C˜k)-heavy hitters of x, where C˜ is a (large) absolute constant.
5.1 Overview
Our algorithm resembles the real-signal algorithm in [19], but with a careful modification so that
it achieves a better decoding time. Similarly to the `∞/`2 case, we first find a set S of size O(k )
containing all k -heavy hitters, point-query every i ∈ S and then keep the largest O(k) coordinates.
As before, our goal is to find the relative phases among the coordinates in S. For the real-signal
algorithm in [19], phases degenerate to signs, and the goal becomes what is called a Sign Prediction
Problem, which is solved via a careful reduction to the stochastic block model on a graph of t
nodes with failure probability o(1). The failure probability has been improved to 1/poly(t) in [27],
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and this polynomially small failure probability, as we shall see later, will be critical in attaining an
O(k log n) measurement complexity while achieving an O(k poly(log n)) decoding time.
As said above, the previous algorithm in [19] essentially reduces the problem of inferring the
relative signs on set S to a sign prediction problem, which we now extend to complex signals as
the Phase Prediction Problem. In order for this type of reduction to work, the algorithm employed
a pruning procedure on S to obtain a subset T ⊆ S such that the following three conditions hold:
(a) finding the relative phases in T still gives the `2/`2 error guarantee; (b) for every i ∈ T , |xi|
is “large” enough; (c) sampling a pair from T is “fast” enough. We adopt the same pruning but
do not immediately reduce to the Phase Prediction Problem. Instead, we hash all n coordinates
to B = O( |T |log |T |) buckets and solve the Phase Prediction problem in each bucket separately using
O(log2 |T |) measurements. Invoking the Chernoff bound and the Bernstein’s inequality, we see that
the conditions (a), (b) and (c) will hold simultaneously in each bucket with high probability, which
allows for a union bound over all buckets. The low failure probability of the Phase Prediction
Problem also guarantees that the algorithm will succeed in all buckets. The remaining piece is to
combine the relative phases across buckets. However, we cannot run again the algorithm for the
Phase Prediction Problem directly on B buckets because it would not give a runtime linear in k.
Observe that we can afford an additional O(log |T |) factor in the number of measurements, it is
possible to obtain a time linear in k as follows. We create a graph on B vertices (corresponding to
the B buckets) with O(|T |) random edges, and thus the graph is connected except with probability
at least 1poly(|T |) . Each edge consists of O(log |T |) estimates of the relative phase between two
vertices (buckets), which drives the failure probability down to 1poly(|T |) . The algorithm for finding
the relative phases among buckets is now a simple Depth First Search, running in linear time of
the graph size. At the end we output xˆ supported on T with the relative phases found.
To recover the relative phases within and across buckets, we downsample the coordinates to
obtain a subsignal consisting of exactly two coordinates in T so that we can infer their relative
phases. We repeat this process for sufficiently many times so that we can recover the relative
phases among different pairs of coordinates in T and obtain a global picture of relative phases for all
coordinates in T . Therefore the downsampling rates have to be carefully chosen in order not to blow
up the number of measurements while achieving an overall failure probability of 1poly(n) . We also
note that our algorithm is non-adaptive and T is unknown before the execution, thus we concatenate
the sensing matrices of carefully chosen sizes for each possible value of dlog |T |e = 1, 2, . . . ,Θ(log k).
5.2 Algorithm and Sensing Matrix
We present the algorithm in Algorithm 2, and describe the sensing matrices of the subroutines
ComputeApprox, SignedEdgesPrediction and CombineBuckets below. We note that the
absolute constants involved in the algorithms can be determined constructively as we unfold our
analysis, though we do not attempt to optimize the constants in the analysis.
• ComputeApprox(x, t, S): The sensing matrix has C2k layers. The t-th layer has Θ(log n)
independent rows of the form (
δ1g1 δ2g2 · · · δngn
)
,
where gi are i.i.d. N (0, 1) variables and δi are i.i.d. Bernoulli random variables such that
Eδi = 1/(CLt), where CL is an absolute constant.
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Algorithm 2 An algorithm for the `2/`2 sparse recovery. The absolute constants C,C
′, C0, C2,
etc., are constructive from the analysis.
1: S˜ ← the set returned by the algorithm in Theorem 6 with K = Ck/
2: Estimate |xˆi| for all i ∈ S˜ using Count-Sketch with K = C ′k/
3: S ← index set of the largest C2k coordinates among {|xˆi|}i∈S˜
4: for t ∈ [C2k] do
5: Lt ← ComputeApprox(x, t)
6: end for
7: T ← Prune(x, S, {Lt})
8: B ← d |T |c log |T |e
9: l← dlog |T |e
10: ∆← d log k4 log |T |e logk(2δ )
11: for r ∈ [∆] do
12: Pick O(k)-wise independent hash function hr : [n]→ [B]
13: for j ∈ [B] do
14: Signsj ← RelPhasesInBucketr,l(xh−1r (j), h−1r (j) ∩ T )
15: end for
16: SignsB ← CombineBucketsr,l(|xˆ|, T, hr, {Lt})
17: Signsr ← relative phases on T inferred from {Signsj}j∈[B] and SignsB
18: end for
19: Keep the most frequent pattern among {Signsr}r∈[∆]
20: Output xˆT with the relative phases inferred
• RelPhasesInBucketsr,l: The sensing matrix has ρr,l independent rows, where the q-th row
is given by (
δq,1gq,1 δq,2σq,2 · · · δq,nσq,n
)
,
and
ρr,l = Θ
(
1
2η2
l2(log(C2k)− l + 2)4
)
.
In the above, {δq,i} are i.i.d. Bernoulli variables with E δq,i = η2Cbl(log(C2k)−l+2)2 for some
constant Cb large enough and {σq,i} are i.i.d. random signs, and the constant inside the
Θ-notation for ρr,l depends on Cb and the absolute constant csp in Theorem 8.
• CombineBucketsr,l: The sensing matrix has (Cnoise+Cphase)lQl rows, divided into Ql layers
of (Cnoise + Cphase)l rows each, where Cnoise and Cphase are absolute constants, and
Ql =
CQ
2η2
2l(log(C2k)− l + 2)4
for some absolute constant CQ .
For each q = 1, . . . , Ql we pick a random vector (δq,1, δq,2, . . . , δq,n) of i.i.d. Bernoulli coordi-
nates such that E δq,i = Θ(η22−l(log(C2k)− l + 2)−2). Each layer consists of two sublayers,
a noise estimation layer of Cnoisel rows and a relative phase estimation layer of Cphasel rows.
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Algorithm 3 Prune Algorithm, which, given a vector xˆ, a set S and a sequence of thresholds
{Lt}, outputs a pruned set T
1: function Prune(xˆ, S, {Lt})
2: {zi}i∈[|S|] ← {|xˆi|}i∈S
3: Sort all zi in decreasing order
4: Find maximum m ∈ [|S|] such that |zm|22 > C0(log(C2k)−l0+2)2Lm (where 2l0−1 < m ≤ 2l0)
5: T ← {i ∈ S : |xˆi| ≥ zm}
6: return T
7: end function
The j-th row (j = 1, . . . , Cnoisel) in the noise estimation layer is(
δq,1ξq,j,1gq,j,1 δq,2ξq,j,2gq,j,2 · · · δq,nξq,j,ngq,j,n
)
,
where {ξq,j,i} are i.i.d. Bernoulli variables such that E ξq,j,i = 1/2 and {gq,j,i} are i.i.d. standard
normal variables. The j-th row (j = 1, . . . , Cphasel) in the phase estimation layer is(
δq,1σq,j,1 δq,2σq,j,2 · · · δq,nσq,j,n
)
,
where {σq,j,i} are i.i.d. Bernoulli variables such that Eσq,j,i = 1/C ′′ for some absolute constant
C ′′.
Next we describe how the algorithms ComputeApprox, SignedEdgesPrediction, Com-
bineBuckets operate.
• ComputeApprox(x, t): Suppose that the measurements in the t-th layer are y1, . . . , yΘ(logn).
Return L = medianq y
2
q .
• RelPhasesInBucketr,l(z, T ): For notational convenience, let us drop the subscripts r in
this paragraph and call a q ∈ [ρl] good if |{i ∈ T : δq,i = 1}| = 2. For each good q, let
{u, v} = {i ∈ T : δq,i = 0} and run the Relative Phase Test (Lemma 1) to find an estimate
of the relative phase between zu and zv. Recall that P is equidistant with gap at least η, we
can correct the estimate up to an additive error of η/2, and therefore we obtain the relative
phase between zu and zv with probability at least 2/3. We split all good q’s into groups of size
cspldlog le, where csp is the constant from Theorem 8. For each such group, we build a graph,
called a working graph, on vertex set T with the edge set and labels defined by the pairs
recovered from the corresponding q’s in the group, and solve the Phase Prediction Problem
(Theorem 8) to find a pattern of relative phases on T . We then return the most frequent
pattern across all groups.
• CombineBucketsr,l(|xˆ|, T, hr, {Lt}): The pseudocode is presented in Algorithm 4. The
following is an intuitive description.
We call a q ∈ [Ql] good if |{i ∈ T : δq,i = 1}| = |hr({i ∈ T : δq,i = 1})| = 2, that is, there
are exactly two indices {uq, vq} in T which are subsampled and hashed to different buckets.
Retain the good q’s with distinct {uq, vq} pairs only. For each of the retained good q’s, we
first check whether the noise in the subsampled signal is too large (Lines 9 to 13). Each |wj |2
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Algorithm 4 CombineBuckets Algorithm. The absolute constants C0, C1, C2, C
′
1, C
′′
2 , C
′′, etc.,
are constructive from the analysis.
1: function CombineBucketsr,l(|xˆ|, T, hr, {Lt})
2: Qgood ← {q ∈ [Ql] : |{i ∈ T : δq,i = 1}| = |hr({i ∈ T : δq,i = 1})| = 2}
3: for each q in Qgood do
4: {uq, vq} ← {i ∈ T : δq,i = 1}
5: end for
6: Trim Qgood by removing the q’s with duplicate {uq, vq} pairs
7: GB ← empty graph on hr(T )
8: for each q in Qgood do
9: |w1|, . . . , |wCnoisel| ← measurements from the noise estimation layer
10: J ← {j ∈ [Cnoisel] : ξq,j,uq = ξq,j,vq = 0}
11: L′q ← medianj∈J |wj |2
12: Lthres ← C
′′η2
4C′1C0(log(C2k)−l+2)2L|T |
13: if L′q ≥ Lthres then
14: |z1|, . . . , |zCphasel| ← measurements from the phase estimation layer
15: Jgood ← {j ∈ [Cphasel] : σq,j,uq = σq,j,vq = 1}
16: for each j ∈ Jgood do
17: θj ← relative phase between xuq and xvq by applying Relative Phase Test
(Lemma 1) to |xˆuq |, |xˆvq | and |zj |
18: Round θj to the nearest phase in P
19: end for
20: Add an edge (hr(u), hr(v)) to GB with label being the most frequent {θj}j∈[Jgood]
21: end if
22: end for
23: SignB ← the relative phases among all j ∈ hr(T ) collected by a depth first search on GB
24: return SignB
25: end function
for j ∈ J is an estimate of the noise energy, and their median L′q is supposed to be a good
estimate. If L′q is bigger than some threshold Lthres, we reject that q; otherwise, we accept
the q and proceed to estimate the relative phase between xuq and xvq . For each measurement
from the phase estimation layer, we run the Relative Phase Test (Lemma 1) to find Cphasel
estimates of the relative phase between xuq and xvq , and keep the most frequent estimate
of the relative phase as the relative phase estimate between the bucket pair {hr(uq), hr(vq)}.
We build a graph GB on the vertex set hr(T ) with the edge set and labels defined by the
accepted {hr(uq), hr(vq)} pairs. By traversing GB with a depth first search, we can collect
the estimates of the relative phases among all j ∈ hr(T ), whenever GB is connected.
5.3 Analysis
We start with the total number of measurements and runtime.
Lemma 6. The total number of measurements is O(−2η−2k log n).
Proof. It is straightforward that the number of measurements for both the heavy hitter algorithm
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in Theorem 6 and CountSketch is O(−1k log(n/δ)). The number of measurements for Com-
puteApprox is O(k log n).
Since we need to stack the sensing matrices of RelSignsBucket and CombineBuckets for
l = 1, 2, . . . , log k, the total number of measurements for RelSignsBucket is upper bounded by
(up to a constant factor)
log(C2k)∑
l=1
d log k
4l
e logk n∑
r=1
2l
cl∑
j=1
1
2η2
l2(log(C2k)− l + 2)4
=
1
2η2
logk n
log(C2k)∑
l=1
2l
cl
⌈
log k
4l
⌉
l2(log(C2k)− l + 2)4
. 1
2η2
logk n
 ∑
l> 1
4
log k
2ll(log(C2k)− l + 2)4 +
∑
l≤ 1
4
log k
2l log k(log(C2k)− l + 2)4
 .
The first term in the bracket can be bounded as
∑
l> 1
4
log k
2ll(log(C2k)− l + 2)4 ≤
log(C2k3/4)+2∑
u=log 5+2
2log(C2k)−u+2(log(C2k)− u+ 2)u4
≤ 20k log(C2k)
∞∑
u=0
u4
2u
. k log k,
and the second term as ∑
l≤ 1
4
log k
2l log k(log(C2k)− l + 2)4 . k 14 log6 k.
It follows that the number of measurements needed for RelSignsBucket is O(−2k log n).
The total number of measurements for CombineBuckets are (constants are suppressed):
log k∑
l=1
(⌈
log k
4l
⌉
logk n
)(
1
2η2
2l(log(C2k)− l + 2)4 · l
)
≤ 1
2η2
logk n
 ∑
l≥ 1
4
log k
l2l(log(C2k)− l + 2)4 +
∑
l< 1
4
log k
2ll2(log(C2k)− l + 2)4

The two terms in the bracket can be bounded similarly as before, giving O(−2η−2k log n) mea-
surements for CombineBuckets in total.
Therefore, the total number of measurements used by the algorithm overall is O(−2η−2k log n),
as desired.
Lemma 7. The decoding time of the algorithm is O(−2k poly(log(n/δ))).
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Proof. In Algorithm 2, Line 1 takes O((k/) poly(log(n/δ)) times, Line 2 O((k/) log n) time and
Line 3 O(k/) time. Each call to routine ComputeApprox routine takes O(log n) time and thus
Lines 4–6 take O(k log n) time. The routine Prune takes O(|S| log |S|) = O(k log k) time owing to
sorting. Hence Lines 1–10 takes O((k/) poly(log(n/δ)) time in total.
Next we examine RelSignsInBuckets. We shall see later in the analysis (Lemma 11) that we
can discard the repetition r in which hashing results in some bucket having more than K2 log |T |
elements from T , where K2 is an absolute constant. We can compute hr(i) for all i ∈ T in
time O(|T |poly(log k)) using multi-point polynomial evaluation, and thus in time O(|T | + |B|) =
O(T ) count the number of elements of T in each bucket. Hence we may assume that each bucket
contains at most K2 log |T | elements from T in each call to RelSignsInBuckets, which will run
in O(ρr,l poly(log |T |)) = O( 12η2 poly(log k)) time. The total contribution of RelSignsInBuckets
to the recovery algorithm is thus
O
(
∆ ·B · 1
2η2
poly(log k)
)
= O
(
1
2η2
|T | poly
(
log
k
δ
))
.
In CombineBuckets (Algorithm 4), Lines 2–5 take time O( |T | poly(log k)), provided that the
sensing matrix is stored as n lists of nonzero entries in each column (cf. Remark 2). We can use
the phase estimation sublayer to determine whether δq,i = 0; note that we may lose a good row q
if σq,j,uq = 0 for all j ∈ [Cphasel], but this happens with 1/poly(|T |) probability and counts in the
failure probability of the algorithm. The trimming step in Line 6 can be implemented by ignoring
q if (uq, vq) has already been added to the graph GB, which will be stored using the adjacency
list representation. The body of the loop from Line 9 to Line 13 takes O(l) = O(log k) time, and
repeating |Qgood| = O( |T |2η2 poly(log k)) times takes O( 12η2 |T | poly(log k)) time in total. Since we
can stop adding new edges to GB after adding κ|T | edges, Line 23 runs in time O(|T |). The overall
runtime of a call to CombineBuckets is thus O( 1
2η2
|T |poly(log k)), and the total contribution
of CombineBuckets to the decoding time is
O
(
∆ · |T |
2η2
poly(log k)
)
= O
(
1
2η2
|T | poly
(
log
k
δ
))
.
Line 19 of Algorithm 2 runs in time O(∆ · |T | · (1/η)) = O((|T |/η) log(1/δ)). The total decoding
time follows immediately.
Now we start proving the correctness of Algorithm 2. First we have the following lemma for
Steps 1–3.
Lemma 8. With probability 1− δ/2, it holds that
(i) ||xˆi| − |xi||2 ≤ 2C2k‖x−C2k‖22 for all i ∈ [n]; and
(ii) ‖xS − x‖22 ≤ (1 + 0.9)‖x−k‖22.
Proof. Part (i) is the classical Count-Sketch guarantee (Theorem ??). Part (ii) is similar to the
proof of [23, Theorem 3.1] but we present the proof below for completeness.
Let H1 = (S˜ \ S) ∩Hk(x), H2 = (S˜c) ∩Hk(x) and I = S \Hk(x). It is clear that
‖xS − x‖22 = ‖x−k‖22 + ‖xH1‖22 + ‖xH2‖22 − ‖xI‖22. (6)
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Since each i ∈ H1 is displaced by i′ ∈ I, we have that
|xi| − δ ≤ |xˆi| ≤ |xˆi′ | ≤ |xi′ |+ δ, ∀i ∈ H1, i′ ∈ I,
where δ =
√

2C2k
‖x−C2k‖2 is the estimation error from Count-Sketch. Let a = maxi∈H1 |xi|,
b = mini∈I |xi|, then a ≤ b+ 2δ and
‖xH1‖22 − ‖xI‖22 ≤ ka2 − (C2 − 1)kb2
≤ k(b+ 2δ)2 − (C2 − 1)kb2
= −(C2 − 2)kb2 + (4kδ)b+ 4kδ2
≤ C2 + 2
C2 − 2kδ
2
≤  C2 + 2
2(C2 − 2)‖x−C2k‖
2
2
(7)
On the other hand, by the guarantee of Theorem 6, the set S˜ contains all 1Ck -heavy hitters and
thus
|xi|2 ≤ 
Ck
‖x−Ck/‖22, ∀i ∈ H2.
Hence
‖xH2‖22 ≤ |H2| ·

Ck
‖x−Ck/‖22 ≤

C
‖x−k‖22 (8)
By choosing C and C2 large enough, part (ii) follows immediately from (6), (7) and (8).
In the rest of the analysis we condition on the events in the preceding lemma. Recall that we
have access only to |xˆi| in our scenario.
Lemma 9 (ComputeApprox). With probability at least 1−1/ poly(n), the subroutine ComputeApprox(x, t)
returns a number L which satisfies 1C1t‖x−C2t‖22 ≤ L ≤ 1t ‖x−t‖22, where C1 and C2 are absolute con-
stants.
Proof. The argument is similar to the proof of (4) in Section 4. For instance, one can take CL = 110
and show that
Pr
{
1
19747t
‖x−353t‖22 ≤ L ≤
1
t
‖x−t‖22
}
≥ 0.55.
Repeating Θ(log n) times with a big enough constant in the Θ-notation, we can boost the success
probability of the event above to 1− 1/ poly(n).
Lemma 10. The subroutine Prune(x, S, {Lt}) returns a set T ⊆ S such that the following condi-
tions hold:
• ∀i ∈ T, |xi| ≥ C0(log(C2k)−l0+2)2L|T |, where l0 is such that 2l0−1 < |T | ≤ 2l0.
• ‖xT − x‖22 ≤ (1 + )‖x−k‖22.
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Proof. The first bullet is immediate by the design of the algorithm. For the second bullet first
observe that
‖xT − x‖22 = ‖xS\T ‖22 + ‖xSc‖22.
The second term is bounded in part (ii) of Lemma 8 that ‖xSc‖22 ≤ (1 + )‖x−k‖22.
For the first term, let lm be such that 2
lm−1 < m ≤ 2lm and Cm = (log(C2k) − lm + 2)2.
Suppose that the coordinates of x are sorted in decreasing order in magnitude. We have for
|T |+ 1 ≤ m ≤ log(C2k) that
|xˆm|2 ≤ 
C0Cm
Lm ≤ 
C0mCm
‖x−m‖22 ≤

C0mCm
(|xm+1|2 + · · ·+ |xC2k|2 + ‖x−C2k‖2).
thus by the guarantee of Count-Sketch,
|xm|2 ≤ 
C0mCm
(|xm+1|2 + · · ·+ |xC2k|2 + ‖x−C2k‖22) +

2C2k
‖x−C2k‖22.
One can inductively obtain that
‖xS\T ‖22 = |x|T |+1|2 + · · ·+ |xC2k|22
≤
 
C0(|T |+ 1)C|T |+1
log(C2k)∑
m=|T |+2
(
1 +

C0mCm
)
+

2C2k
log(C2k)∑
m=|T |+1
(
1 +

C0mCm
) ‖x−C2k‖22.
Observe that
log(C2k)∑
m=|T |+1
(
1 +

C0mCm
)
≤ exp
 
C0
log(C2k)∑
m=|T |+1
1
mCm

and
log(C2k)∑
m=|T |+1
1
mCm
≤ (2l0 −m) 1
2l0−1(log(C2k)− l0 + 2)2 +
log(C2k)∑
l=l0+1
2l
1
2l−1(log(C2k)− l + 2)2
≤ 2
log(C2k)∑
l=l0
1
(log(C2k)− l + 2)2
≤ 2
∑
i≥1
1
i2
≤ 4,
which implies that
‖xS\T ‖22 ≤  exp
(
e
8C0
+
e
2C2
)
‖x−C2k‖22.
Taking C0 and C2 big enough completes the proof.
The second part of the preceding lemma shows that if we can recover the phases of the coor-
dinates in T exactly, the `2/`2 error guarantee will be satisfied. Next we shall argue that we can
recover the phases of the coordinates in T exactly with probability at least 1− 1/poly(|T |) in each
loop from Lines 12 to 17 in Algorithm 2. Assume that |T | ≥ 2, since otherwise the algorithm is
trivially correct with any guess of phase of the only coordinate in T .
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Lemma 11. It holds that
Pr
{
K1 log |T | ≤ |T ∩ h−1r (j)| ≤ K2 log |T | for all j ∈ [B]
} ≥ 1− 1
20|T |4 .
Let T ′ = T ∪H(C2+1)|T |(x). It similarly holds that
Pr
{
K ′1 log |T | ≤ |T ′ ∩ h−1r (j)| ≤ K ′2 log |T | for all j ∈ [B]
} ≥ 1− 1
20|T |4 .
Furthermore,
Pr
{∥∥∥xh−1r (j)\T ′∥∥∥22 ≤ K3 log |T ||T | ∥∥x−C2|T |∥∥22 for all j ∈ [B]
}
≥ 1− 1
10|T |4 .
In the above, K1,K2,K3 are constants depending only on c and K
′
1,K
′
2 are constants depending
only on c and C2.
Proof. The first is a standard application of the Chernoff bound. We nonetheless present the proof
for completeness. For i ∈ [n] and j ∈ [B], let Xi,j be the indicator variable of the event h(i) = j.
Then EXi,j = c log |T ||T | and E
∑
i∈T Xi,j = c log |T |. Note that Xi,j are negatively associated, thus
Chernoff bound can be applied, which, with appropriate constants, yields that
Pr
{
K1 log |T | ≤ |T ∩ h−1(j)| ≤ K2 log |T |
}
= Pr
{
K1 log |T | ≤
∑
i∈T
Xi,j ≤ K2 log |T |
}
≥ 1
20|T |5 .
This allows us to take a union bound over all j ∈ [B].
The bound on |T ′ ∩ h−1r (j)| is similar, noting that now E
∑
i∈T ′ Xi,j = c
|T ′|
|T | log |T | ∈ [c(C2 +
1) log |T |, c(C2 + 2) log |T |] and one can choose K ′1 and K ′2 to be linear in C2.
Next we prove the last part of the lemma. We shall use Bernstein’s inequality (Theorem 5).
Fix j ∈ B and consider the random variables Zi,j , indexed by ([n] \ S) × [B], defined as Zi,j =
1{h(i)=j}|xi|2. It is easy to see that
|xi|2 ≤ 1|T |
∥∥x−C2|T |∥∥22 , ∀i /∈ T ′. (9)
Indeed, let T ′′ = H(C2+1)|T |(x) \HC2|T |(x), then
|T | · |x(C2+1)|T ||2 ≤ ‖xT ′′‖22 ≤ ‖x−C2|T |‖22,
whence (9) follows immediately.
In order to apply the Bernstein’s inequality, we need to bound the variance of
∑
i 6∈T ′ Zi,j , which
we can do as
E
∑
i 6∈T ′
Zi,j
2 −
E∑
i 6∈T ′
Zi,j
2 = ( 1|B| − 1|B|2
)∑
i 6∈T ′
|xi|4 ≤ 1|B| ·maxi 6∈T ′ |xi|
2 · ∥∥x(T ′)c∥∥22
≤ 1|B| · |T |
∥∥x−C2|T |∥∥42 ,
22
where the last inequality follows from (ii) in Lemma 10.
It then follows from the Bernstein’s inequality (Theorem 5) and appropriate choices of constants
that
Pr
{∑
i∈T c
Zi,j ≥ K3 log |T ||T |
∥∥x−C2|T |∥∥22
}
≤ 1
10|T |5 ,
which again allows for taking a union bound over all j ∈ [B].
We continue with the proof of the guarantees of ComputeApprox, RelPhasesInBucket
and CombineBuckets.
Lemma 12 (RelPhasesInBuckets). In Line 14 the invocation of RelPhasesInBucketsr,l
finds the relative phases of coordinates i ∈ h−1r (j) ∩ T with probability 1− 110|T |4 .
Proof. Assume that the events in the preceding lemma all happen. Let T ′ = T ∪H(C2+1)|T |(x) and
we call a q ∈ [ρr,l] super-good if |T ′ ∩ h−1r (j)| = 2.
A q ∈ [ρr,l] is good with probability at least(|T ∩ h−1r (j)|
2
)(

Cbl(log(C2k)− l + 2)2
)2(
1− 
Cbl(log(C2k)− l + 2)2
)|T∩h−1r (j)|−2
≥ exp
(
−K2
4Cb
)
K21
2
2C2b(log(C2k)− l + 2)4
.
Conditioned on the fact that q is good, it is super-good with probability(
1− 
Cbl(log(C2k)− l + 2)2
)|(H(C2+1)|T |\T )∩h−1r (j)| ≥ exp(− 
4Cb
(K ′2 −K1)
)
,
which can be made arbitrarily close to 1 by adjusting the constant Cb.
Since there are ρr,l rows, choosing an appropriate hidden constant in ρr,l, we can guarantee that
the expected number of good q is 4.68cspl
2. Hence by a Chernoff bound, with probability at least
1 − (0.1183)l2 ≥ 1 − 1
20|T |4 , there are cspl
2 measurements corresponding to good q’s, and most of
them are supergood. This implies that there are at least cspl
2
cspl log l
= llog l working graphs. Moreover,
the expected energy of noise in each good measurement equals (omitting the subscript q)
E
∣∣∣∣∣∣
∑
i∈h−1r (j)\T
δiσixi
∣∣∣∣∣∣
2
=
η2
Cbl(log(C2k)− l + 2)2
∥∥∥xh−1r (j)\T∥∥∥22
=
η2
Cbl(log(C2k)− l + 2)2
∥∥∥xh−1r (j)\T ′∥∥∥22
≤ η
2
Cbl(log(C2k)− l + 2)2
K3 log |T |
|T |
∥∥x−C2|T |∥∥22
≤ K3
Cb
η2 · 
(log(C2k)− l + 2)2 ·
1
|T |‖x−C2|T |‖
2
2
≤ K3C1C0
Cb
η2 · 
C0(log(C2k)− l + 2)2L|T |.
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We can choose an appropriate constant Cb that is big enough such that in each such measure-
ment the Relative Phase Test succeeds, by Markov’s inequality, with probability at least 23 . Along
with the guarantees of the Phase Prediction Problem, it follows that using every working graph we
can find the relative phases of the coordinates in h−1r (j) ∩ T with probability at least 1− 1l8.33 . By
a Chernoff bound, with probability at least 1 − ( 1
l8.33
)
l
log l = 1 − 1
28.33l
≥ 1 − 1
20|T |4 , at least half of
the working graphs predict the relative phases correctly.
The overall failure probability is at most 1
20|T |4 +
1
20|T |4 =
1
10|T |4 .
Lemma 13 (CombineBuckets). In Line 16 the subroutine CombineBucketsr,l finds the relative
phases between hr(T ) with probability at least 1− 110|T |4 .
Proof. We call a q ∈ [Ql] good, and call a good q accepted if L′q ≥ Lthres. We shall also define (i)
a notion called excellent q for the good q’s; and (ii) an event E0 regarding a low noise magnitude
in the Relative Phase Test for all accepted q’s. Then our argument goes as follows. Consider the
following events:
• E1: There are at least κ2l excellent q’s.
• E2: All excellent q’s will be accepted.
• E3(q): Given that q is accepted, its associated edge has the correct relative phase between
{uq, vq}.
• E4: GB is connected.
When E1 and E2 happen, there are at least κ2l edges in the graph GB. If E3(q) happens for all
accepted q’s, all edges in the graph have correct labels, and the algorithm would return a correct
answer whenever E4 happens. We claim that
Pr
{δq,i}
(E0) ≥ 1− 1
20|T |4 ; (10)
Pr
{δq,i}
(E1) ≥ 1− 1
40|T |4 ; (11)
Pr
{ξq,j,i},{gq,j,i}
(E2|E0) = 1; (12)
Pr
{σq,j,i}
(E3(q)|E0) ≥ 1− 1
120|T |6 for each accepted q. (13)
Since the pair {uq, vq} is uniformly random for a good q, it follows from Theorem 7 that
Pr
{δq,i}
(E4) ≥ 1− 1
60|T |4 .
Hence the overall failure probability, after taking a union bound, is at most 1
10|T |4 as desired.
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Below we prove our claims. A q ∈ [Ql] is good with probability
Pr
{
|h({i ∈ T : δq,i = 1})| = 2
∣∣∣|{i ∈ T : δq,i = 1}| = 2}Pr {|{i ∈ T : δq,i = 1}| = 2}
= Ω(1) · Ω
((|T |
2
)(

2l(log(C2k)− l + 2)2
)2)
= Ω
(
2
(log(C2k)− l + 2)4
)
.
Similarly to the proof of the preceding lemma, a good q is super-good with probability that can be
made arbitrarily close to 1.
For a good q, let {uq, vq} = {i ∈ T : δq,i = 1} and νq ∈ Rn be the noise vector defined as
(νq)i =
{
δq,ixi, i /∈ T ;
0, i ∈ T.
When q is supergood,
E
{δq,i}
‖νq‖22 '
η2
2l(log(C2k)− l + 2)2 ‖xT
′c‖22 ≤
η2
|T |(log(C2k)− l + 2)2 ‖x−C2|T |‖
2
2.
Recall that L|T | ≥ 1C1|T |‖x−C2|T |‖22. With an appropriate choice of the hidden constant (depending
on C0 and C1) in the subsampling rate E δq,i, it follows from Markov’s inequality that
Pr
{δq,i}
{
‖νq‖22 ≤
C ′′η2
4C ′1C ′3C0(log(C2k)− l + 2)2
L|T |
}
≥ 0.95. (14)
We call a q excellent if it is supergood and satisfies the event in (14). Unconditioning on goodness
and supergoodness, we know that each q is excellent with probability Ω(2/(log(C2k)− l+2)4), and
the expected number of excellent q’s among [Ql] is Ω(2
l). By an appropriate choice of the constant
CQ and a Chernoff bound, we see that with probability 1− 140·24l there exist κ2l excellent q’s that
correspond to different edges in the graph GB, where κ is the constant in Theorem 7. This proves
(11), which regards E1.
Next we consider E2. Note that Pr(j ∈ J) = 1/4, by a Chenorff bound and choosing Cnoise =
1320, we have that |J | ≥ 260 log |T | with probability at least 1− 1
40|T |6 . Taking a union bound over
all good q’s,
Pr {|J | ≥ 260 log |T | for all good q} ≥ 1− 1
40|T |4 . (15)
Recall that a good bucket is supergood with overwhelming probability. A similar argument to
the proof of (4) in Section 4 gives that (for instance, C ′1 = 316, C ′2 = 10, C ′3 = 3)
Pr
{
1
C ′1
‖(νq)−C′2‖22 ≤ |wj |2 ≤ C ′3‖νq‖22
}
≥ 0.7.
By a Chernoff bound and a union bound over all good q’s,
Pr
{
1
C ′1
‖(νq)−C′2‖22 ≤ L′q ≤ C ′3‖νq‖22 for all good q
∣∣∣∣ |J | ≥ 260 log |T | for all good q} ≥ 1− 140|T |4 .
(16)
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Define the event E0 as
E0 =
{
1
C ′1
‖(νq)−C′2‖22 ≤ L′q ≤ C ′3‖νq‖22 for all good q
}
,
then it follows from (15) and (16) that
Pr(E0) ≥ 1− 1
40|T |4 −
1
40|T |4 = 1−
1
20|T |4 ,
which proves (10).
In the rest of the proof we condition on E0. When q is excellent, we have that
L′q ≤ C ′3‖νq‖22 ≤ C ′3 ·
C ′′η2
4C ′1C ′3C0(log(C2k)− l + 2)2
L|T | =
C ′′η2
4C ′1C0(log(C2k)− l + 2)2
L|T |
and q will be accepted. This proves (12), which regards E2.
As the last step, we consider E3. Suppose that q is accepted, then we have
1
C ′1
‖(νq)−C′2‖22 ≤ L′q ≤
C ′′
C ′1
· η
2
4C0(log(C2k)− l + 2)2L|T |,
that is,
‖(νq)−C′2‖22 ≤ C ′′ ·
η2
4C0(log(C2k)− l + 2)2L|T |.
Consider now one of those accepted q’s and the associated Cphasel estimates from the phase
estimation layer. Define the following two conditions:
(P1) σq,j,uq = σq,j,vq = 1
(P2) σq,j,i = 0 for all i ∈ HC′2(vq)
Note that Pr(P1) = (
1
C′′ )
2 =: 2γ and Pr(P2) ≥ e−C′2/C′′ . Choosing C ′′ = 45 and Cphase ≥ 1159γ large
enough and by two Chernoff bounds, we conclude that, with probability at least 1− 1
120|T |4 , there
are at least γCphasel measurements satisfying (P1) and at least 0.7 fraction of them satisfy (P2).
We shall focus on the measurements satisfying (P1).
In each measurement that further satisfies (P2), the expected noise energy
E
{σq,j,i}
(∑
i/∈T
σq,j,iδq,ixi
)2
=
1
C ′′
‖(νq)−C′2‖22 ≤
η2
4C0(log(C2k)− l + 2)2L|T |.
By Markov’s inequality, we can guarantee that each Relative Phase Test fails with probability at
most 14 . Hence, by a standard Chernoff bound, at least
5
7 of those tests will give the correct answer,
and thus the majority of the γCphasel tests will give the correct answer, with probability at least
1− 1
120·26l , provided that Cphase ≥ 1292γ . This proves (13), which regards E3.
Combining Lemmata 11, 12 and 13, we see that each loop from Lines 12 to 17 in Algorithm 2
finds the relative phases among {xi}i∈T correctly with probability at least 1− 1√2e|T |4 . Since there are
∆ repetitions, we can recover the relative phases with probability at least 1− δ/2. Unconditioning
on the events in Lemma 8, we see that the failure probability is at most δ. The proof of Theorem 3
is now complete.
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6 Uniform `1/`1 for positive signals
For this section, we consider real, non-negative signals and define Hk,(x) to be Hk,(x) = {i ∈
[n] : xi >

k‖x−k‖1}. We first give the following lemma from [18], which mimics the Count-Min
structure.
Theorem 10 ([18]). There exists a randomized construction of a matrix Φ ∈ Rm×n with m =
O(k log nk ) rows, such that given y = |Φx| and a set I that contains every i ∈ Hk,(x), for x ∈ Rn+,
we can find a set S of size O(k ) that contains all i ∈ Hk,(x). The running time is O(|I| log n).
We now show how to use the above lemma with the technique of [20] to prove Theorem 4. For
i ∈ [n] we define first(i) ∈ [2d 12 logne] to be the number represented by the first d12 log ne bits of i,
and sec(i) ∈ [2logn−d 12 logne] be the number represented by the last log n− d12 log ne bits of i.
For every x ∈ Rn we form vectors x′ ∈ R2d
1
2 logne and x′′ ∈ R2logn−d
1
2 logne , such that
(x′)j =
∑
i∈[n]:first(i)=j
xi
and
(x′′)j =
∑
i∈[n]:sec(i)=j
xi.
We invoke Theorem 10 to recursively find sets S1, S2 of size O(k/) such that Hk,(x′) ⊆ S1 and
Hk,(x
′′) ⊆ S2. For every (i, j) ∈ S1 × S2 we form number c, the binary representation of which is
the concatenation of the binary representation of i and the binary representation of j. This gives
running time O(√n log n+k2 log n). As in [20], one can apply this technique recursively for a total
of O(k2 log n logk n)) time and O(k log n log logk n) measurements. One can imagine the recursion
tree as a binary tree of logk n nodes, each level of which needs uses O(k log n) measurements.
For the estimation part, we simply use the estimation for the existing `1/`1 algorithms, which
uses O(k/2 log n) measurements, see [11, 22, 10]. The measurement matrix is the adjacency matrix
of an unbalanced expander and thus has all non-negative entries, and so it applies to our case of
phaseless measurements with nonnegative x. This will give us a weak system as defined in [22, 10]
and the overall algorithm follows as in those papers. Note that although the overall algorithm is
iterative, the measurements for the residual signal is not taken directly but are calculated internally,
that is, suppose that xˆ is the signal recovered so far, the measurements for x − xˆ is not obtained
from Φ(x − xˆ), which we are unable to do since x − xˆ contains negative coordinates, but from
Φx−Φxˆ, where Φx = |Φx| is the measurements obtained at the beginning and Φxˆ can be calculated
internally. Therefore the overall algorithm continues to work in our setting. The total number of
measurements and runtime are straightforward.
7 Future Work
In this paper we obtained sublinear-time algorithms for different versions of the compressive phase
retrieval problem, using purely combinatorial techniques. Our results include the first algorithm for
the `∞/`2 problem, which has been discussed in the literature, and the first uniform scheme that
runs in sublinear-time with almost-optimal measurements, albeit in a restricted model. We suggest
future directions and open questions that may be of interest to the computer science community.
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• A natural question is to generalize our results to more general set of valid phases. The
difficulty lies in the fact that we can only estimate the phase up to an additive error of O(η)
using the Law of Cosines, and this would incur a large error if the corresponding heavy hitter
has a huge magnitude.
• Is it possible to obtain a uniform (“for-all”) `1/`1 scheme that runs in poly(k, log n) time and
uses O(k · poly(log n)) measurements?
• Is it possible to obtain a uniform guarantee for noiseless signals that runs in O˜(k) time and
uses O(k) measurements? Even something that is substantially less than O(k2) time would
be interesting.
• Another question is whether one can achieve almost optimal bounds using structured measure-
ments, one example being local correlation measurements as in [14]. This would pave the way
of tackling the more constrained problem of phase retrieval, where the sensing matrix is the
Discrete Fourier Matrix, a problem of great importance in engineering. There are numerous
directions and open problems in this direction; interested readers can refer to [15, 26].
References
[1] Khanh Do Ba, Piotr Indyk, Eric Price, and David P. Woodruff. Lower bounds for sparse
recovery. In Proceedings of the Twenty-First Annual ACM-SIAM Symposium on Discrete
Algorithms, SODA 2010, Austin, Texas, USA, January 17-19, 2010, pages 1190–1197, 2010.
[2] S. Cai, M. Bakshi, S. Jaggi, and M. Chen. Super: Sparse signals with unknown phases
efficiently recovered. In 2014 IEEE International Symposium on Information Theory, pages
2007–2011, June 2014.
[3] E. J. Cande`s, X. Li, and M. Soltanolkotabi. Phase retrieval via wirtinger flow: Theory and
algorithms. IEEE Transactions on Information Theory, 61(4):1985–2007, April 2015.
[4] Emmanuel J. Cande`s, Xiaodong Li, and Mahdi Soltanolkotabi. Phase retrieval from coded
diffraction patterns. Applied and Computational Harmonic Analysis, 39(2):277 – 299, 2015.
[5] Emmanuel J. Cande`s, Thomas Strohmer, and Vladislav Voroninski. Phaselift: Exact and stable
signal recovery from magnitude measurements via convex programming. Communications on
Pure and Applied Mathematics, 66(8):1241–1274, 2013.
[6] Moses Charikar, Kevin Chen, and Martin Farach-Colton. Finding frequent items in data
streams. Theoretical Computer Science, 312(1):3 – 15, 2004. Automata, Languages and Pro-
gramming.
[7] Devdatt Dubhashi and Alessandro Panconesi. Concentration of Measure for the Analysis of
Randomized Algorithms. Cambridge University Press, New York, NY, USA, 2009.
[8] Paul Erdo˝s and Alfre´d Re´nyi. On random graphs I. Publicationes Mathematicae (Debrecen),
6:290–297, 1959 1959.
[9] Bing Gao, Yang Wang, and Zhiqiang Xu. Stable signal recovery from phaseless measurements.
Journal of Fourier Analysis and Applications, 22(4):787–808, Aug 2016.
28
[10] Anna C. Gilbert, Yi Li, Ely Porat, and Martin J. Strauss. For-all sparse recovery in near-
optimal time. ACM Trans. Algorithms, 13(3):32:1–32:26, March 2017.
[11] P. Indyk and M. Ruzic. Near-optimal sparse recovery in the l1 norm. In 2008 49th Annual
IEEE Symposium on Foundations of Computer Science, pages 199–207, Oct 2008.
[12] Mark Iwen, Aditya Viswanathan, and Yang Wang. Robust sparse phase retrieval made easy.
Applied and Computational Harmonic Analysis, 42(1):135 – 142, 2017.
[13] Mark A. Iwen, Brian Preskitt, Rayan Saab, and Aditya Viswanathan. Phase retrieval from
local measurements: Improved robustness via eigenvector-based angular synchronization.
arXiv:1612.01182 [math.NA], 2016.
[14] Mark A. Iwen, Aditya Viswanathan, and Yang Wang. Fast phase retrieval from local correlation
measurements. SIAM Journal on Imaging Sciences, 9(4):1655–1688, 2016.
[15] Kishore Jaganathan, Yonina C Eldar, and Babak Hassibi. Phase retrieval: An overview of
recent developments. In Optical Compressive Imaging., pages 263–296. CRC Press, 2016.
[16] Samuel Karlin and Howard M. Taylor. A First Course in Stochastic Processes. Elsevier, 2nd
edition, 1975.
[17] Kasper Green Larsen, Jelani Nelson, Huy L Nguyeˆn, and Mikkel Thorup. Heavy hitters via
cluster-preserving clustering. In Foundations of Computer Science (FOCS), 2016 IEEE 57th
Annual Symposium on, pages 61–70. IEEE, 2016.
[18] Yi Li, Vasileios Nakos, and David P. Woodruff. On low-risk heavy hitters and sparse recovery
schemes. In Proceedings of RANDOM/APPROX, page to appear, 2018.
[19] Vasileios Nakos. Almost optimal phaseless compressed sensing with sublinear decoding time. In
2017 IEEE International Symposium on Information Theory, ISIT 2017, Aachen, Germany,
June 25-30, 2017, pages 1142–1146, 2017.
[20] Hung Q Ngo, Ely Porat, and Atri Rudra. Efficiently decodable error-correcting list disjunct
matrices and applications. In International Colloquium on Automata, Languages, and Pro-
gramming, pages 557–568. Springer, 2011.
[21] R. Pedarsani, D. Yin, K. Lee, and K. Ramchandran. Phasecode: Fast and efficient compres-
sive phase retrieval based on sparse-graph codes. IEEE Transactions on Information Theory,
63(6):3663–3691, June 2017.
[22] Ely Porat and Martin J. Strauss. Sublinear time, measurement-optimal, sparse recovery for all.
In Proceedings of the Twenty-third Annual ACM-SIAM Symposium on Discrete Algorithms,
SODA ’12, pages 1215–1227, Philadelphia, PA, USA, 2012. Society for Industrial and Applied
Mathematics.
[23] E. Price and D. P. Woodruff. (1 + )-approximate sparse recovery. In 2011 IEEE 52nd Annual
Symposium on Foundations of Computer Science, pages 295–304, Oct 2011.
29
[24] R. Prony. Essai e´xperimental et analytique: sur les lois de la dilatabilite´ de fluides e´lastique
et sur celles de la force expansive de la vapeur de l’alkool, a` diffe´rentes tempe´ratures. Journal
de l’E´cole Polytechnique Flore´al et Plairial, (22):24–76, 1795.
[25] Lawrence Rabiner and Biing-Hwang Juang. Fundamentals of Speech Recognition. Prentice-
Hall, Inc., Upper Saddle River, NJ, USA, 1993.
[26] Y. Shechtman, Y. C. Eldar, O. Cohen, H. N. Chapman, J. Miao, and M. Segev. Phase re-
trieval with application to optical imaging: A contemporary overview. IEEE Signal Processing
Magazine, 32(3):87–109, 2015.
[27] Charalampos E. Tsourakakis, Michael Mitzenmacher, Jarosaw B lasiok, Ben Lawson, Preetum
Nakkiran, and Vasileios Nakos. Predicting positive and negative links with noisy queries:
Theory & practice. arXiv:1709.07308 [cs.DS], 2017.
30
