Accurate estimates of surface roughness allow quantitative comparisons between planetary terrains. These comparisons enable us to improve our understanding of commonly occurring surface processes, and develop a more complete analysis of candidate landing and roving sites. A (secondary) science goal of the Mars Orbiter Laser Altimeter was to map surface roughness within the laser footprint using the backscatter pulse-widths of individual pulses at finer scales than can be derived from the elevation profiles. On arrival at the surface, these pulses are thought to have diverged to between 70 and 170 m, corresponding to surface roughness estimates at 35 and 70 m baselines respectively; however, the true baseline and relationship remains unknown. This work compares the Mars Orbiter Laser Altimeter pulse-widths to surface roughness estimates at various baselines from high-resolution digital terrain models at the final four candidate landing sites of Mars Science Laboratory. The objective was to determine the true baseline at which surface roughness can be estimated, and the relationship between the surface roughness and the pulse-widths, to improve the reliability of current global surface roughness estimates from pulse-width maps. The results seem to indicate that pulse-widths from individual shots are an unreliable indicator of surface roughness, and instead, the pulse-widths should be downsampled to indicate regional roughness, with the Slope-Corrected pulse-width dataset performing best. Where Rough Patches are spatially large compared to the footprint of the pulse, pulse-widths can be used as an indicator of surface roughness at baselines of 150-300 m; where these patches are spatially small, as observed at Mawrth Vallis, pulse-widths show no correlation to surface roughness. This suggests that a more complex relationship exists, with varying correlations observed, which appear to be dependent on the distribution of roughness across the sites.
Introduction
Accurate estimates of surface roughness allow for quantitative comparisons of surface descriptions leading to improved understanding of formation processes, improved identification of landing site hazards and calibration of radar returns, and more accurate estimates of aerodynamic roughness used in terrainatmosphere interactions within climate modelling (Heavens et al., 2008; Holt et al., 2008; Head, 1999, 2000; Plaut and Garneau, 1999; Shepard et al., 2001) . This makes it a useful tool for studying Mars, where quantitative characterisation of terrain can help us unlock the history of surface evolution after drawing comparisons with Earth analogues. Using estimates of aerodynamic roughness, such as that in Marticorena et al. (2006) , we can further our understanding of the surface conditions under which dust lifting occurs, which can lead to the formation of global dust storms that can grow from local storms within weeks, obscuring almost the entire surface of the planet (Fenton et al., 2007; Listowski et al., 2011) . Our aim is to study how the pulsewidth of laser altimeter backscatter shots from the surface of Mars can be used to estimate surface roughness globally at a smaller length-scales than can be derived from along-track topographic profiles alone (Neumann et al., 2003) . Theoretically derived global surface roughness maps have been produced and used since this pulse-width data was first collected, however a literature search shows that the actual relationship between these pulse-widths and 'ground-truth' has yet to be found. To date, there is no commonly accepted scientific definition of planetary surface roughness, referred to simply as surface roughness, and as a result many definitions exist (Shepard et al., 2001; Kreslavsky and Head, 2000; Rosenburg et al., 2011; Kreslavsky et al., 2013) . Here, it is defined as a measure of the vertical exaggerations across a horizontal plane or profile, at a defined baseline. It is important to understand that surface roughness is variable, and as such changes depending upon the length scale at which it is measured. This length scale is known as the baseline, and can range from centimetres to kilometres. The common methods of measuring planetary surface roughness are outlined in Shepard et al. (2001) , with the chosen method often dependent on the data type and the field. Kreslavsky et al. (2013) discuss the difficulties in choosing an intuitive, which allows a researcher to interpret and compare roughness, and stable measure of surface roughness, whereby anomalously high or low elevations or slopes across a plane or a profile can significantly affect the estimated surface roughness value for that plane or profile. The measure used here is the root-mean-square (RMS) height, as defined in Shepard et al. (2001) , which can be considered as unstable (Kreslavsky et al., 2013) . However, experience using ICESat pulse-widths over bare-earth terrains shows this method to perform best, compared to the interquartile range, which is considered to be more stable (Kreslavsky et al., 2013) .
Contents lists available at ScienceDirect
High-resolution images (0.25 m/pixel) and digital terrain models (DTMs) (1 m/pixel) from the High Resolution Imaging Science Experiment (HiRISE) provide unprecedented views of another planetary surface, albeit at the sacrifice of spatial coverage (McEwen et al., 2007 (McEwen et al., , 2010 . Therefore, surface roughness at fine-scales ( r 100 m) cannot be derived globally. An alternative is to employ the Mars Orbiter Laser Altimeter (MOLA) to measure surface roughness from topographic profiles with E300 m alongtrack shot spacing and large (E4 km at equator) inter-track spacing (Smith et al., 2001) . The primary science objective of MOLA was to produce a global elevation model that would be useful for planetary scientists to quantify topographic variation on Mars, and to quantitatively characterise the Martian landscape and the processes governing its formation and evolution (Smith et al., 1999) . A secondary science goal was to characterise the terrain at finer scales by recording the time-spread of the backscatter pulse, known as the pulse-width, from which surface characteristics from within the pulse-footprint can be derived (Smith et al., 2001) . Part of the reflected pulse is collected by the receiver telescope and triggers one of the four receiver channels (Smith et al., 2001) (Fig. 1) . Theoretically, the pulse-width of the received backscatter pulse, once corrected for instrumental and slope effects, can be used as an indicator of surface roughness within the footprint of the pulse, which was assumed to be 170 m (Smith et al., 2001) . This was thought to correspond to surface roughness estimates at 100 m baselines, however the footprint size was revised in Neumann et al. (2003) to 75 m in the production of the Slope-Corrected pulse-width Fig. 1 . (a) The MOLA instrument with an illustration of how a laser pulse diverges as it travels towards the surface of Mars before being reflected back towards the receiver telescope. (b) An example backscatter pulse over Earth desert terrain from the Shuttle Laser Altimeter (Garvin et al., 1998) . Full pulse profiles are not available for Mars, instead only the final pulse-widths are available, shown by the time spread of the data plotted in the hashed region. (c) A schematic of how different pulse divergences can affect the size of roughness elements for which we have information. Smaller pulse divergence may tell us about large rocks, whereas larger divergences may tell us more about surface slope. dataset, which is thought to indicate surface roughness at a baseline of approximately 35 m. Anderson et al. (2003) found that MOLA pulse-widths can be used to indicate surface properties at 100 m scale by comparing estimates from MOLA to ground truth data from the Mars Exploration Rovers. However, the pulse-width datasets have not been fully calibrated against surface roughness estimates from high-resolution terrain data, so the actual baseline at which the pulse-width datasets respond to surface roughness remains unknown (Neumann et al., 2003; Smith et al., 1999 Smith et al., , 2001 ). Pulsewidths within the Precision Experimental Data Record (PEDR) version L dataset were corrected for only along-track slope in Smith et al. (2001) to produce estimates of vertical roughness. Neumann et al. (2003) identified and removed poor data from the PEDR dataset, which included cloud affected and saturated shots, as well as those taken at off-nadir angles greater than 1.51. It was the early shots in the mission that were saturated, either digitally or electronically, and lead to under-or over-estimation of the pulsewidth (Neumann et al., 2003; Smith et al., 2001) . Neumann et al. (2003) also made additional across-track slope corrections to the pulse-width values using the 1 km MOLA gridded elevation dataset.
The work outlined here sets out to explore how MOLA pulsewidths compare to surface roughness estimates from high-resolution data to find the baseline, and best-fit relationship, at which they can reliably indicate roughness. In effect, this will calibrate the pulsewidths to 'ground-truth' data, which should produce a more reliable global map of fine-scale (r 100 m) surface roughness than we have at present, and at finer scales than derived from elevation profiles alone Head, 1999, 2000) . The final four candidate landing sites for Mars Science Laboratory (MSL) are used in this study, as they have the most extensive high-resolution stereoderived DTM coverage from the HiRISE camera (Golombek et al., 2012; McEwen et al., 2010) . HiRISE was used extensively to assess the scientific and engineering pros and cons of each candidate landing site, whereas elsewhere on Mars HiRISE DTM coverage is very sparse, with less than 1% of the surface covered (Golombek et al., 2012; McEwen et al., 2010) . The 1 m/pixel DTMs (http://hirise.lpl.arizona. edu/dtm/, last accessed: 12/19/2013) are used here as they can be used to estimate surface roughness at both the baseline estimates of 100 m (PEDR) and 35 m (Slope-Corrected) from the MOLA datasets used here. Fig. 1(c) shows a schematic diagram of how finding the correct pulse divergence and the baseline at which the MOLA datasets best respond is important, so that the size of the Rough Patches to which MOLA responds can be ascertained. An example backscatter pulse from the Shuttle Laser Altimeter over desert terrain is shown in Fig. 1(b) . This example is from an Earth orbiting Flight Model Prototype of the final MOLA instrument flown on board the NASA Shuttle in 1992. Full pulse profiles were not recorded on MOLA, instead only the final time-spread of the backscatter pulses are recorded, so a full echo profile analysis of the data is not possible.
Methods
HiRISE, High Resolution Stereo Camera (HRSC) and MOLA elevation data were downloaded from the Planetary Data System (PDS) collated into site specific Geographic Information System (GIS) projects. Orthorectified images and DTMs were provided from HiRISE and HRSC; for MOLA, PEDR elevation profiles and gridded data (1 km) were used. HiRISE data were downloaded from the online repository at the University of Arizona (http://hirise.lpl.arizona.edu), HRSC data were downloaded from NASAs Planetary Data System (PDS) (pds.nasa.gov), and MOLA data extracted from the MOLA PEDR (version L) (available from http://pds-geosciences.wustl.edu/mis sions/mgs/pedr.html) and gridded dataset available as part of the Integrated Software for Imagers and Spectrometers (ISIS) 3 core data download. Data coregistration was completed using a "hierarchical coregistration technique", as described in Kim and Muller (2009) , with the lowest resolution data, the MOLA elevation data, used as a basemap. This assumes that the MOLA dataset is correctly georeferenced. HRSC DTM elevation values were then compared to the MOLA PEDR and gridded data elevation values to ensure both vertical and horizontal accuracy of the HRSC datasets, with work by Gwinner et al. (2009 Gwinner et al. ( , 2010 suggesting that HRSC DTMs are co-registered to MOLA with a Root-Mean-Square-Error (RMSE) of 25 m.
Finally, the HiRISE orthorectified image and DTM data were coregistered by comparing the HRSC nadir image data (12.5 m/ pixel) to the orthorectified images from HiRISE (0.25 m/pixel). The HiRISE DTMs (1 m/pixel) were then coregistered to the correctly georeferenced HiRISE orthorectified images, and the HiRISE DTM values were compared to those from the HRSC DTM (50 m/pixel) elevation values. Correct co-registration of the HiRISE datasets is vital if the correct surface roughness values are to be extracted at MOLA pulse locations. The HiRISE DTMs were mosaicked into one dataset for each site, using a mean elevation where DTMs overlap, unless the elevations differed significantly, in which the overlap regions were ignored.
The DTMs were checked for quality by producing slope maps (at 1 m baseline) from the mosaicked data. Doing so highlights mosaicking errors, as well as errors from the DTM production process, such as pits, spikes, patchwork effects, and linear features which are not present in the imagery. Small mosaicking errors were observed in regions and masked out of the study, however, these errors did not occur near MOLA data and so would not have affected the study and were too small to be clearly mapped in Fig. 2 .
Surface roughness maps were produced at different baselines for each location ranging from 10 to 600 m, which were chosen to cover baselines much smaller and larger than the theoretical estimates of surface roughness baselines (Smith et al., 2001; Neumann et al., 2003) . Surface roughness was calculated for all pixels using all the elevation values within a circular window, which had a diameter equal to the baseline at which surface roughness was to be measured. Surface roughness is measured using the root-mean-square (RMS) height, defined in Shepard et al. (2001) as
where n is the number of points sampled, zðx i Þ is the elevation at point x i , and z is the mean z for all the sample points within the window. The DTM data was not detrended before surface roughness was calculated, as the pulse-widths had been corrected for along-track slopes on the order of 600 m, or bidirectional slopes from the 1 km gridded MOLA dataset, significantly larger than the theoretical footprint scale slopes (35-100 m) (Neumann et al., 2003; Smith et al., 1999 Smith et al., , 2001 . Data from both the PEDR and the Slope-Corrected datasets were then extracted within a region of interest for each site, and mapped with the other datasets and the surface roughness maps. From the PEDR, the received optical pulse-width was used as the pulse-width value, which has been corrected for filter characteristics and threshold settings to give an estimate of the roughness of the surface within the footprint of the pulse. A further investigation, using this dataset, was conducted using the shots that triggered receiver channel 1, considered to be the most reliable dataset, and known here as the Trigger 1 dataset (Smith et al., 1999 ). Surface roughness values were then extracted from each map at the centre of each MOLA pulse location, as given in each of the pulse-width datasets. These pulse-width values were then plotted against the extracted surface roughness values for each baseline separately. The R-squared values of a linear line-ofbest-fit were calculated with pulse-width on RMS height, and the best correlating baseline was found by selecting the plot with the highest R-squared value. This was carried out for each pulse-width dataset, surface roughness method, and region separately.
Laser Altimeter pulse-width theory
The width of a received backscatter pulse, s r , which is theoretically derived in Gardner (1982) , is given as
where s t are the effects due to terrain, s l is the width of the outgoing pulse (3.5 ns), and s f is the response of the instrument (8.5 ns on channel 1), and s b is the effect due to beam divergence, which is negligible (Neumann et al., 2003) . The terrain effects can be further expanded, as in Neumann et al. (2003) , to estimate the effects of slope and deviations from this slope:
where s m is due to the deviation from the slope within the footprint, R m is the one-way laser range, c is the speed of light, γ is the RMS divergence angle, and θ is the surface slope.
No further corrections are made to the pulse-widths within the datasets in this work, which compares the pulse-widths derived within the three datasets outlined in Section 2 to surface roughness derived from the HiRISE DTMs. Thus we are effectively comparing s t to the height variability within the footprint of the pulse, albeit with the Slope-Corrected dataset removing the effect of long baseline slopes. For this reason, the DTM data is not detrended to remove the effect of background slope.
Results
Plots showing the best correlated plots from each region using the PEDR, Trigger 1, and Slope-Corrected pulse-widths plotted against the RMS height are shown in Figs. 3, 4 , and 5 respectively. All the results discussed here are significant at the 95% confidence level.
Of all the sites, Eberswalde Crater consistently showed the highest R-squared values for each of the three pulse-width datasets. The Slope-Corrected pulse-width dataset revealed the highest R-squared values, as expected. The slope of the line-ofbest-fit for the Slope-Corrected pulse-widths is similar to those observed when the PEDR pulse-widths are used. For Eberswalde Crater, the R-squared values were not improved when using the Trigger 1 pulse-widths, compared to the other pulse-width datasets, as shown in Table 1 . The highest R-squared value of 0.6 using the Slope-Corrected pulse-widths suggests that MOLA pulsewidths may not be reliable enough to be used in the selection of landing and roving sites.
Gale Crater reveals the next highest R-squared values, when averaged across the three pulse-width datasets. Here, the highest correlations occur at larger baselines than typically observed at Eberswalde Crater, with the highest R-squared value occurrence using the PEDR pulse-widths. It is, however, clear that this dataset contains many erroneous data points, which have been removed in the Slope-Corrected dataset. This is particularly evident in Fig. 3 , which shows a string of erroneous points occurring at 51 ns at varying surface roughness values, shown in the box in Fig. 3 ; these data occur in a single orbit. It happens that this string of poor data sits close to the line-of-best-fit in the PEDR pulse-width plot, and thus improves the R-squared value compared to the SlopeCorrected plot. Gale Crater has the most number of points removed, of the 1571 points present in the PEDR dataset, only 1271 and 433 points are present in the Trigger 1 and SlopeCorrected datasets respectively. The fact that less than a third of the PEDR data points remain in the Slope-Corrected dataset suggests that despite presenting the lower R-squared value, the Slope-Corrected dataset is the most reliable. The highest correlation baseline for the Slope-Corrected pulse-width plot is 300 m, twice that found at Eberswalde Crater.
Holden Crater presents the largest change in R-squared values when comparing across the three MOLA pulse-width datasets. A very low R-squared value was found in the PEDR pulse-width plot despite there appearing to be a clear relationship of points around the line-of-best-fit in Fig. 3 . This result is caused by a group of poor quality data that exists between pulse-widths of 50-150 ns, and 0-5 m surface roughness values. These data are not present in the Trigger 1 or Slope-Corrected pulse-width datasets, and as a result the R-squared value is significantly improved. This finding suggests that the identification of poor data is very important in improving the correlation between surface roughness and MOLA pulse-widths. The slope of the best-fit line is similar to that found at Eberswalde Crater, which shows consistency within the dataset; these sites also reflect similar geological formation processes: impact craters which have then potentially been modified within a fluvial-lacustrine environment. The line-of-best-fit for the results from Gale Crater cannot be directly compared due to the different best correlation baselines.
At Mawrth Vallis, all pulse-width datasets showed very low R-squared values. As the R-squared values are so low the baselines, at which the best correlations occur, should be ignored. To explore why these low R-squared values only occur here, histograms of surface roughness and pulse-width distributions are shown in Fig. 6 .
The distribution of surface roughness at 150 m (Fig. 6 ) is split into two distinct distributions: Eberswalde Crater and Gale Crater have similar distributions, as do Holden Crater and Mawrth Vallis. Holden Crater and Mawrth Vallis have similar distributions of surface roughness, which suggests that it is not the distribution of surface roughness which is the cause of the poor results observed at Mawrth Vallis. However, these sites do not share the same distribution of pulse-widths. Eberswalde Crater and Gale Crater show similar distributions for both surface roughness and pulsewidths. The distribution for Holden Crater decreases quickly after the peak, but has a long tail, which is expected given the lower frequency of very rough terrain shown in the surface roughness distribution. The distribution of pulse-widths at Mawrth Vallis, on the other hand, initially drops off slowly, but has a shorter tail, suggesting that very less rough terrain is detected. This result suggests that it is the detection of rough features, rather than the distribution of surface roughness, which causes the low R-squared value. To explore this finding further, maps of surface roughness and very rough terrain are shown in Fig. 7 . Fig. 7 shows only the spatial coverage of rough terrain, known as Rough Patches, considered here to have surface roughness values larger than 4 m at 150 m baselines. The 150 m baseline was chosen as it was the most commonly occurring baseline for two of the three sites which showed some correlation between surface roughness and MOLA pulse-widths, and it allows for direct comparisons between the spatial distribution and the extent of Rough Patches. A surface roughness value of 4 m was chosen as the threshold after reviewing the surface roughness distribution in Fig. 6 , as the approximate point where all regions begin their longtailed distributions. A visual inspection of the Rough Patches shows Eberswalde Crater and Gale Crater to have spatially large Rough Patches, which cover a significant proportion of the terrain. Here, large outcrops of rough terrain are interspersed with smoother terrain, which itself has some small outcrops of rough terrain associated with small impact craters and channel morphology; at Holden Crater the Rough Patches appear to be smaller, but follow a similar pattern. Mawrth Vallis shows a distinctly different pattern, whereby the typical Rough Patches typically appear to be much smaller. Larger patches of Rough Terrain are inhomogeneous and contain regions of smoother terrain within their boundary,to produce a spotty effect. Craters present in this terrain appear to be similar to those observed elsewhere, but are associated with some of the roughest features, unlike the other sites where channel morphology and extensive slopes appear to be roughest.
Discussion
For the first time, we have employed Geographical Information System (GIS) technology to do a detailed inter-comparison between spaceborne Laser Altimeter pulse-width data and highresolution DTM data. The results suggest that the Slope-Corrected pulse-width dataset from Neumann et al. (2003) provides the best estimates of surface roughness, where surface roughness is measured using the RMS height. This dataset produced the highest observed R-squared values over Eberswalde Crater and Holden Crater, whereas at Gale crater the highest value is observed using the PEDR pulse-width dataset. Pulse-widths over Mawrth Vallis showed very low R-squared values for all pulse-width datasets and surface roughness baselines.
The removal of known poor data from the PEDR dataset in the production of the Slope-Corrected pulse-width dataset is the likely cause of the improved R-squared values over Eberswalde Crater and Holden Crater, where it is most pronounced at Holden Crater. Here, there is a significant collection of poor data at low surface roughness values and high pulse-widths using the PEDR pulsewidth dataset, which are not present in the Trigger 1 and SlopeCorrected datasets. These poor data could be results from early in the mission, whereby the received shots saturated the receiver (Neumann et al., 2003; Smith et al., 2001) . As a result, the R-squared values over this region using Trigger 1 and SlopeCorrected datasets are 0.46 and 0.47 respectively, compared to 0.06 using the PEDR data. The appearance of the Holden Crater Trigger 1 and Slope-Corrected pulse-width results also suggests that the generic removal of Triggers 2,3, and 4 data is not a reliable method of improving observed R-squared values, as doing so removes data at higher pulse-width and roughness values, which is considered to be good in the Slope-Corrected dataset. In addition, as the number of points in the Trigger 1 and SlopeCorrected pulse-width datasets is similar over Holden Crater, this shows that the same data are not being removed, hence poor data remains in the Trigger 1 dataset over this region.
At Gale Crater, the PEDR pulse-width dataset produces the highest R-squared values, which is attributed to a significant amount of poor data positioned close to the line-of-best-fit. Again, these poor data, especially those highlighted in the box in Fig. 3 , could be attributed to saturated shots, hence not being present in the Slope-Corrected data (Neumann et al., 2003; Smith et al., 2001) . The removal of this poor data in the Slope-Corrected dataset actually produces a lower R-squared value due to the lower density of data in and around the line-of-best-fit. Despite this, the Slope-Corrected dataset is considered to be the most reliable pulse-width source, as approximately 2=3 of the PEDR data over this region is considered to be poor by Neumann et al. (2003) . Unlike over the Holden Crater site, using only the Trigger 1 data does not improve results; instead, many of the poor data points remain, shown by the large difference in the number of shots between the different datasets over this region in Table 1 .
Using the Trigger 1 pulse-widths at Eberswalde Crater does not change the observed R-squared value compared to the PEDR pulse-widths, instead there is a change of baseline at which the best correlation occurs (Table 1) . The fact that the number of shots using the Trigger 1 data over this region is smaller than the SlopeCorrected data shows that using this data only removes many shots considered to be of good quality in the Neumann et al. (2003) work. Again, the Slope-Corrected dataset is therefore assumed to be the most reliable of the three pulse-width datasets, as it removes data known to be poor, rather than the generic removal of many good data, as observed at Holden Crater, and has the highest observed R-squared value of the four sites.
So why do the results at Mawrth Vallis not follow similar patterns? The Mawrth Vallis plots in Figs. 3-5 show no correlation between MOLA pulse-widths and surface roughness, for each of the three pulse-width datasets used here. It is thought that the nature of Rough Patches within the terrain has an effect on the ability to discern roughness from the MOLA pulse-widths. At the previous three sites the extent of the Rough Patches appears to be large and continuous, therefore there is a higher probability for the MOLA footprints overlapping only rough or only smooth terrain than at Mawrth Vallis, where the smaller extent and the spotted appearance of the Rough Patches mean there is a higher probability that individual footprints will overlap both rough and smooth terrains. The nature of the echo pulses over Mawrth Vallis is therefore expected to be complex, which could lead to incorrect measurement of pulse-widths, given the on board calculated threshold for the pulse-width start and stop timing systems and the filtering system employed on MOLA, which matches the shots to one of the four channels: smooth, moderate, rough, and clouds (Smith et al., 2001) . Overall, the instrument has poor overall sensitivity to surface roughness estimates from HiRISE DTMs where there is an observed correlation. This could be due to the low intensity of reflected light due to scattering of light in the atmosphere and from the surface across a pulse footprint as large as those observed here.
All this suggests that estimates of surface roughness from single shots cannot be used as an estimate of surface roughness. Instead, a downsampling of data to produce estimates of regional roughness using an average of shots should be used, as in Abshire et al. (2000) and Neumann et al. (2003) . Furthermore, the sensitivity of the instrument may be limited to indicate whether a region is rough, moderate or smooth. Anderson et al. (2003) found their predictions of the MER landing sites to be true using MOLA pulse-width data, however these sites were smoother than those considered here due to the engineering constraints of the rovers.
As a common baseline has not been found here, it remains unknown whether the surface roughness is estimated at 150 or 300 m baselines. The pulse-width dataset considered to be most reliable here, the Slope-Corrected dataset from Neumann et al. (2003) , produces the best correlations over the Eberswalde Crater and Holden Crater sites at the same 150 m baseline, but is this similarity due to the sites sharing similar morphology? By chance? Or are these examples of sites where the method "works"? This requires further investigation and as these terrains are not representative of the wide variety of terrains on Mars, the follow-up work explores MOLA pulse-widths over much rougher terrain. It is expected that a wider distribution of roughness could improve the observed R-squared values when MOLA pulse-widths are compared to surface roughness, and may help find a definitive baseline at which MOLA pulse-widths respond to surface roughness globally, rather than for individual terrains. Additionally, it improves the probability of the pulse-footprints overlapping only rough or only smooth terrain, removing the problem that could be causing the lack of observed correlation at Mawrth Vallis.
Conclusions
The principal conclusion to be drawn from this work is that individual MOLA pulse-width data cannot be used reliably to infer surface characteristics at pulse footprint scales for the selection of landing and roving sites. Instead, the work confirms that pulsewidth data should be downsampled to give regional indications of roughness, by averaging over several shots, as observed in Abshire et al. (2000) and Neumann et al. (2003) . The most reliable results were derived from the Slope-Corrected MOLA pulse-width dataset, primarily due to the removal of poor quality data, as well improved slope correction techniques applied to this dataset.
The observed correlations appear to be dependent on the nature of the rough terrain across the sites. Where the rough terrain is large in extent, there is a correlation between pulsewidth and surface roughness, whereas where the rough terrain is spatially small and not uniform, there is no observed correlation. However, the work has been unable to find a common baseline at which the best correlations are observed, with best correlation baselines occurring at 150 to 300 m. With the highest R-squared value is 0.6, observed at Eberswalde Crater, there is a large scope for error even at sites where there appears to be a good correlation, and, as this is observed at 150 m baselines, this represents only a minor improvement in the understanding of global surface roughness compared to the along-track elevation profiles produced in Head (2000, 2002) .
