Using recent advances in higher-order Fourier analysis, we prove an extension of this theorem, showing that the result holds for k-term progressions for general k and further for all systems of integer linear forms of finite complexity. We also obtain a similar convergence result for the maximum densities of sets free of solutions to systems of linear equations. These results rely on a regularity method for functions on finite cyclic groups that we frame in terms of periodic nilsequences, using in particular some regularity results of Szegedy (relying on his joint work with Camarena) and equidistribution results of Green and Tao.
Introduction
This paper is concerned with the occurrence of linear configurations in subsets of finite cyclic groups. By a linear configuration in a set A ⊆ Z N we mean a tuple of elements of A that solve a given homogeneous system of linear equations with integer coefficients.
Such configurations can also be described as images (ϕ 1 (n), ϕ 2 (n), . . . , ϕ t (n)) ∈ A t of elements n ∈ Z central example is the system of forms 3AP := (n 1 , n 1 +n 2 , n 1 +2n 2 ) determining 3-term arithmetic progressions. These are solutions to the equation x − 2y + z = 0, and it is a classical result of Roth [20] that for any α > 0 and N ≥ N 0 (α), any set A ⊆ Z N of density at least α contains a non-trivial 3-term progression (i.e. one with n 2 = 0).
Combined with a short averaging argument of Varnavides [29] , this in fact implies that
, where c(α) > 0 for non-zero α. Moreover, Croot [4] proved that the best possible lower bound behaves nicely for prime moduli N, answering a question of Green. Then m 3AP (α, N) converges as N → ∞ through the primes.
Croot also showed that m 3AP (α, N) can fail to converge if N is allowed to tend to ∞ over the odd numbers [4, Theorem 2] . This failure comes from integers sharing some fixed factor, so it is natural to address it by restricting N to the primes.
A central tool in Croot's proof was the classical Fourier transform, and his argument can be viewed as an instance of what is now often referred to as the regularity method in arithmetic combinatorics. Various Fourier-analytic versions of this method, consisting roughly in using the dominant Fourier coefficients of an additive set to obtain information on the set's additive structure, have been applied successfully to numerous other combinatorial problems; see for instance [20, 1, 7] and also [25, Chapter 4] . In the last decade, the scope of this method has been considerably widened by the development of a generalization of Fourier analysis known as higher-order Fourier analysis, yielding several notable applications [8, 27] . This paper aims to contribute to this process and illustrate further the applicability of the theory, in connection with Theorem 1.2. Indeed, it is natural to ask whether the result holds more generally for k-term progressions with k ≥ 3, a prospect also raised by Green. While the classical Fourier-analytic regularity 1 More generally, one sees easily that S Φ (A) = |A t ∩ Im Φ|/|Im Φ|, where Φ denotes the homomorphism method as used by Croot is known not to be helpful for this question, we show here that the higher-order theory does yield the desired generalization. To this end, in particular we shall adapt parts of the work of Green and Tao [8] and combine this with results of Szegedy [24] . The generalization of Theorem 1.2 to longer progressions is then a special case of the following result. Then m Φ (α, N) converges as N → ∞ through primes.
The pairwise linear-independence assumption ensures that the configurations have finite complexity in the sense of [9] . We make some further remarks on this assumption in Appendix D.
In addition to the minimum number of configurations in sets of a given density, another central quantity of interest in this area is the maximum density of a set containing no configurations whatsoever. On the other hand, the limit d F is of interest mainly for families F consisting only of non-invariant forms. Indeed, even if one weakens the definition of Φ-free sets to allow them to contain certain trivial configurations, such as constant vectors, it follows from Szemerédi's theorem that d F = 0 whenever F contains an invariant form. By contrast, for families F consisting only of non-invariant forms it is easy to see that d F > 0 (see Lemma 8.5), though not much is known concerning the exact value of this constant. It would be interesting to understand this quantity in general; see [22] for some results of Schoen in this direction.
Let us now briefly describe the combinatorial ideas underlying the above theorems.
Croot's proof of Theorem 1.2 consisted essentially in showing that, given an arbitrary set in Z p , there exists a set in Z q having roughly the same solution measure for the system of forms corresponding to 3-term progressions, provided p and q are sufficiently large primes with q ≫ p. We shall follow the same broad strategy for Theorem 1.3, and will combine this with a so-called arithmetic removal lemma to obtain Theorem 1.5. To state the main result underpinning this strategy, we use the following definition. Definition 1.6 (Size of forms). We say that a system Φ = (ϕ 1 , . . . , ϕ t ) of linear forms Our main combinatorial result can now be stated as follows.
Theorem 1.7 (Periodic transference).
Let L ≥ 1 be an integer and let δ ∈ (0, 1). Then for any primes p, q ≥ N 0 (δ, L) and any set A ⊆ Z p , there is a set B ⊆ Z q such that, for any system Φ of linear forms of size at most L, any two of which are linearly independent, one has
Note that in particular the densities |A|/p and |B|/q of the sets are very close. This theorem will actually be a simple consequence of the following functional version, where we write S Φ (f : Z N ) to emphasize the domain of a function f .
Theorem 1.8 (Periodic transference, functional version).
Let L ≥ 1 be an integer and let δ ∈ (0, 1). Then for any primes p, q ≥ N 0 (δ, L) and any
such that, for any system Φ of linear forms of size at most L, any two of which are linearly independent, one has
In fact, both of these results hold for p and q positive integers as long as these do not have small prime factors, so the restriction of N to prime moduli in our main applications can be relaxed somewhat; this is discussed in Section 8.
To establish Theorem 1.8, we shall use results of Green and Tao [8] and Szegedy [24] in higher-order Fourier analysis. We shall in fact develop variants of some of these results for periodic nilsequences. One of the novelties in this setting lies in that certain periodic polynomial orbits on nilmanifolds equidistribute in a particularly nice way; this is the content of Proposition 5.2. We defer discussion of this to the relevant sections, however, once the appropriate terminology has been introduced.
The paper has the following outline. Section 2 provides background on uniformity norms, nilmanifolds, and polynomial sequences. In Section 3 we record an inverse theorem for the U d norm for functions on finite cyclic groups, in terms of periodic nilsequences, which follows from the main results of Szegedy in [24] , and we state a corresponding regularity lemma for such functions. In Sections 4 and 5 we develop variants for the periodic setting of the irrational regularity lemmas and counting lemmas of Green and Tao [8] . With these in hand, we shall then need to construct a polynomial nilsequence with prescribed period and equidistribution properties; the construction is presented in Section 6. In Section 7 the transference result is proved and the combinatorial applications above are finally given in Section 8. We make some closing remarks in Section 9.
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Background notions
2.1. Gowers uniformity norms. One of the main tools used in this paper is an arithmetic regularity lemma, which decomposes an arbitrary bounded function on Z N as a sum of a structured part and some error terms. The sense in which one of these terms constitutes an error is that it is small in a particular uniformity norm. These norms can be defined as follows.
Definition 2.1 (Uniformity norms). Let G be a finite abelian group, let d be a positive integer, and let f : G → C be a function. We define
where C is the complex-conjugation operator, |ε| = ε 1 + · · · + ε d , and
These norms were introduced by Gowers [5] . Their role in arithmetic combinatorics is by now well described in several sources; see for example [9, 25] . Here we restrict the discussion to the following standard facts. First, these norms are nested:
Second, they can be used to control solution measures, in the following sense.
Theorem 2.2. For any integer L ≥ 1 there are integers s = s(L) and C L such that if Φ is any system of integer linear forms of size at most L, any two of which are linearly independent, and N is a positive integer with no prime factors less than C L , then
This result is tied to a family of results known in this area as generalized von
Neumann theorems. The proof of this version is essentially contained in [9] and the result is also discussed in [26] . We note also the simple bound
provided N is prime to at least one coefficient of each form in Φ.
2.2.
Nilmanifolds and polynomial sequences. This paper depends heavily on the work of Green and Tao [8, 10] on the quantitative behaviour of polynomial nilsequences.
In this subsection we review the basic notation and concepts involved, so as to set this paper in a workable context, but we omit several details, for which we refer the reader to [8, 10] .
Definition 2.3 (Filtrations)
. Let G be a group. We call a sequence
Definition 2.4 (Nilmanifolds). If G is a connected, simply-connected nilpotent Lie group and Γ is a discrete, cocompact subgroup, we call G/Γ a nilmanifold. If G • is a filtration on G of degree at most s, and the G i are closed and connected with the
nilmanifold of degree at most s. We define the total dimension of such a nilmanifold to be the quantity
Throughout the paper we shall write m for the dimension of G and m i for the dimension of G i , whenever it is obvious from the context to which groups we are referring.
We also need the notion of a Mal'cev basis for a filtered nilmanifold (G/Γ, G • ). This notion was introduced in [18] , and it is defined and discussed in Appendix A here. For now we note only a few salient facts. Such a basis provides a real-coordinate system on G that is consistent with Γ and G • , by means of the associated Mal'cev coordinate map In this paper a filtered nilmanifold will always come with a Mal'cev basis, but the basis may sometimes not be specified explicitly when it is clear from the context.
We also need the notion of a subnilmanifold. Recall that a rational number is said to have height M if it equals a/b with a, b coprime and max(|a|, |b|) = M. Recall also that a subgroup G ′ of G is said to be a rational subgroup if Γ ∩ G ′ is a cocompact subgroup of G ′ [10] . We say that such a subgroup G ′ is M-rational, or has complexity at most M in G (relative to X ), if the Lie algebra g ′ of G ′ is generated by linear combinations of the elements of X with rational coefficients of height at most M.
Definition 2.6 (Subnilmanifolds). Given a filtered nilmanifold (G/Γ, G • , X ) of degree at most s, a subnilmanifold of G/Γ of complexity at most M is a filtered nilmanifold
• being a rational subgroup of G i of complexity at most M, where Γ ′ = G ′ ∩ Γ, and where each element of the Mal'cev basis X ′ is a linear combination of elements of X with rational coefficients of height at most M.
Definition 2.7 (Polynomial sequences). Given a filtration G • of degree at most s on a group G, we define poly(Z, G • ) to consist of all maps g : Z → G such that
where ∂ h is the difference operator given by ∂ h g(n) := g(n + h)g(n) −1 . We call any such map g a polynomial sequence, or simply a polynomial.
A very useful and non-trivial fact about poly(Z, G • ) is that it forms a group under pointwise multiplication. This is referred to as the Lazard-Leibman theorem in [8] ; see that paper and [15, 16] for further details and references. We shall generally use this fact without mention. One also has quite a tangible description of polynomials via the following lemma.
Lemma 2.8 (Taylor expansion). Let g ∈ poly(Z, G • ), where G • has degree at most s.
Then there are unique Taylor coefficients g i ∈ G i such that
s for all n ∈ Z, and, conversely, every such expression represents a polynomial sequence g ∈ poly(Z, G • ). Moreover, if H is a subgroup of G and g is H-valued then we have g i ∈ H for each i. Proof. Except for the final claim, this is contained in [8, Lemma A.1]; we also give a proof of a slight generalization in Appendix C. Note that the g i may be found inductively
, from which the final claim is clear.
Definition 2.9 (Nilsequences). We call a function f : Z → C a (polynomial ) nilsequence of degree at most s and complexity at most M if there is a nilmanifold (G/Γ, G • , X ) of degree at most s and complexity at most M, together with a polynomial g ∈ poly(Z, G • ) and a Lipschitz function
The Lipschitz norm is defined here in terms of a metric
The metric structure on G/Γ comes from a metric d G = d X on G, defined to be the largest right-invariant metric on G for which the distance from x to the identity is at most ψ(x) ∞ , i.e. is bounded by its largest coordinate in absolute value. The distance
Finally, we need a definition for our periodic setting.
Definition 2.10. Let (G/Γ, G • ) be a filtered nilmanifold, and let N be a positive integer. We say a sequence g ∈ poly(Z,
for all n ∈ Z. Occasionally we may drop the mention of the period and Γ, and simply refer to a polynomial as being periodic. We say a nilsequence F (g(n)Γ) (or an orbit
A periodic inverse theorem
In recent years it has been a central objective in higher-order Fourier analysis to obtain a general result for the U d norms known as an inverse theorem. Roughly speaking, in one of its most useful forms this result should characterize a function on [N] := {1, 2, . . . , N} having non-trivial U d norm as one having non-trivial correlation with some d − 1 step nilsequence of bounded complexity. Such a result was finally established by
Green, Tao and Ziegler in [11] . An alternative approach to this inverse theorem was given by Szegedy in [24] , using the theory of nilspaces developed by Camarena and Szegedy in [2] , itself inspired by fundamental work of Host and Kra [13] . The main results in [24] yield an inverse theorem for functions on a finite cyclic group, involving periodic nilsequences, which is crucial for this paper. (However, see §9.1 for an update concerning these matters.) To state the inverse theorem we use the following notion.
Definition 3.1. Let p 1 (N) denote the smallest prime factor of a positive integer N (with p 1 (1) := 1). We say an infinite set N of positive integers has characteristic 0 if
We say a sequence of finite abelian groups (A i ) i∈N of increasing size has characteristic 0 if {|A i | : i ∈ N} has characteristic 0.
Remark 3.2. It is clear that N has characteristic 0 if and only if for any integer n > 1, only finitely many N in N are divisible by n. Thus a sequence (A i ) i∈N of characteristic 0 as above forms a group-family of characteristic 0 in the sense of [24] .
The version of the inverse theorem that we shall use is the following. 
This theorem follows from (the proof of) [24, Theorem 10] . (Note that from the proof of the latter theorem in [24] one indeed gets that the polynomial underlying the nilsequence h is N-periodic mod Γ).
By the same arguments as in [8, Section 2], using in particular that the sum or product of two N-periodic nilsequences is again an N-periodic nilsequence, we may deduce the following arithmetic regularity lemma.
Theorem 3.4 (Periodic, non-irrational arithmetic regularity lemma).
Let N ⊆ N be a set of characteristic 0, let s ≥ 1 be an integer, let ǫ > 0, and let F : R + → R + be a growth function. There exists M > 0 such that for any N ∈ N and any function f :
is an N-periodic nilsequence of degree at most s and complexity at most M,
, and
This regularity lemma essentially allows us to reduce the study of S Φ (f ) to that of
, this being useful since we have more structural information about f nil . Much as noted in [8] , however, it turns out that we shall need stronger information still on f nil : we shall require the orbit underlying the nilsequence to be highly irrational, a quantitative property which guarantees that certain higher-dimensional variants of the orbit are equidistributed. We develop the tools we need for this in the next section.
Irrationality and the periodic counting lemma
Using the regularity lemma, from a function f on Z N we obtain a nilsequence
In [10] , Green and Tao developed powerful machinery to understand polynomial orbits quantitatively, and especially when such orbits are equidistributed. This machinery was built upon in [8] , where a notion of irrationality was introduced that is useful for dealing with solution measures across linear forms. In particular, if a polynomial sequence g is
is very close to a certain integral involving F that is essentially independent of g. A generalization of this is what is called a counting lemma
in [8] . We shall use a slight weakening of this notion of irrationality. Before we define this formally, which will take some preparation, we state the corresponding counting lemma by way of motivation. For this we use the following notation: given a sequence g : Z → G and a system Φ = (ϕ 1 , . . . , ϕ t ) of linear forms ϕ i :
, and we write 
Here, as in [8] , g(0) ∆ denotes the element (g(0), . . . , g(0)) ∈ G t , and the integral is with respect to the normalized Haar measure on the coset g(0) 
and is Z-valued on Γ i . We say that such a character is non-trivial if it is non-constant.
Remark 4.3. Note that G
▽ i is contained in G i by the filtration property, and is a normal subgroup of G since each G j is. Observe that for the lower central series filtration, these concepts are only interesting for i = 1, as for this filtration we have
. Note also that 1st-level characters are precisely the (lifts of) horizontal characters in the sense of [10] . In [8] ith-level characters are called i-horizontal characters.
We next recall the notion of complexity for ith-level characters, which is defined in terms of Mal'cev bases (see Appendix A for the definition of these and their corresponding coordinate maps). Given a nilmanifold (G/Γ, G • , X ), we write ψ i for the restriction of the Mal'cev coordinate map ψ : G → R m to the ith-level part of G, that is ψ i : G i → R r i is ψ composed with the projection to coordinates indexed between m − m i + 1 and m − m i+1 , where, as usual, m = dim G and m i = dim G i , and
The following lemma describing ith-level characters using this map is straightforward to verify.
Lemma 4.4 (Frequency vector).
With the notation above, any ith-level character ξ i :
Definition 4.5 (Complexity). We define the complexity of an ith-level character ξ i (relative to X ) to be |k 1 | + · · · + |k r i | for the corresponding k ∈ Z r i .
We can now recall the definition of (A, N)-irrationality from [8] . 
The main definition of this section, then, is the following variant.
. In other words, a polynomial is A-irrational if and only if it is (A, N)-irrational for some N.
Thus, requiring g to be irrational amounts to requiring the Mal'cev coordinates of each of its Taylor coefficients not to satisfy any linear equation (mod 1) with small integer coefficients. This variant is relevant in particular for periodic polynomials, as we shall now see by finally deducing our periodic counting lemma rather simply from the counting lemma of Green and Tao. 
Now, by assumption the polynomial g given to us is (A, kN)-irrational for all large enough integers k, and so
D , the left-hand side of (3) is
the last equality being a consequence of the periodicity assumption on (g(n)Γ). Letting k tend to infinity in (3), we then obtain (2).
5 Although it may seem strange to talk about sequences that are both periodic and irrational, note that we only use these terms in the quantitative sense; a polynomial sequence can indeed be A-irrational and N -periodic mod Γ as long as N is sufficiently large in terms of A.
A factorization theorem and a strengthened regularity lemma
Given the relevance of Theorem 4.1 to solution measures of nilsequences, we now aim to strengthen our regularity lemma by adding the property of irrationality to the structured part. A similarly strengthened regularity lemma, in which the structured part takes the form of a so-called virtual nilsequence, was [8, Theorem 1.2], one of the main results of that paper. In this section we show that in the periodic setting, when the period is prime, or more generally when it belongs to a given set of characteristic 0, we can do away with this notion of virtual nilsequences, obtaining the following result.
Theorem 5.1 (Periodic regularity lemma with irrational nilsequence 6 ).
Let N ⊆ N be a set of characteristic 0, let s ≥ 1 be an integer, let ǫ > 0, and let The key to this strengthening of the regularity lemma is the following equidistribution result for prime-periodic orbits, which should be compared to [8, Lemma 2.10].
Proposition 5.2 (Factorization of periodic polynomials).
Let (G/Γ, G • , X ) be a filtered nilmanifold of degree at most s and complexity at most M 0 , and let F be a growth function. Let g ∈ poly(Z, G • ) satisfy g(0) = id G and g(qZ) ⊆ Γ,
there is a factorization g = g ′ γ with the following properties.
In particular, if g is q-periodic mod Γ then we have g = ε g ′ γ, where ε = {g(0)} is a constant, g ′ and γ have the above properties and furthermore g ′ is q-periodic mod Γ ′ .
The most important feature of this result, relative to [8, Lemma 2.10], is that the equidistribution (or irrationality) of the orbit automatically takes place on a connected subnilmanifold of G/Γ, rather than what is essentially several connected components.
We remark upon some other interesting features at the end of this section, turning now instead to the proof. Much as in [8, Section 2] , this will build up the factorization in stages. We begin with some simple lemmas.
Lemma 5.3. Let g ∈ poly(Z, G • ) and let q ∈ Z. Define h ∈ poly(Z, G • ) by h(n) = g(qn)
Proof. This follows from the proof of [8, Lemma A.8] , consisting of many applications of (applications of) the Baker-Campbell-Hausdorff formula.
Proof. Set h(n) = g(qn)
. This is Γ-valued by assumption, and so its Taylor expansion Proof. By definition of A-irrationality, there is some i ∈ [s] for which there is a nontrivial ith-level character ξ i : G i → R with ξ i (g i ) ∈ Z. Let k ∈ Z r , r := m i − m i+1 , be the frequency vector for ξ i given by Lemma 4.4, so that 
lcm(q i , hcf(k))Z = hcf(k)q i Z, since hcf(k) ≤ A and q has no prime factors less than A by assumption. Thus ξ i (g i ) ∈ hcf(k) Z, and so there is some vector t ∈ Z r such that
(ii) f sml 2 ≤ ǫ, and
as well as the other properties in that theorem. We then apply Proposition 5.2 with another growth function
and satisfies ε g ′ (n)Γ = g(n)Γ.
The nilsequence of the conclusion then consists of the function F :
by [10, Lemmas A.5 and
, which has complexity at most O M 1 (1), and the polynomial g ′ . Since
we see that the nilsequence f nil has complexity M ≤ C(M 1 ) relative to these data, for some growth function C. We thus pick
irrational. In order to ensure part (iii) of the conclusion, it suffices to pick F 0 so that
, and we are done. Remark 5.7. We are mainly interested in periodic polynomials in this paper, but it is interesting to note the wider applicability of Proposition 5.2. Indeed, subject to the normalizing condition g(0) = id G , the assumption g(qZ) ⊆ Γ is strictly weaker than qperiodicity mod Γ: consider for example a sequence g n h n where g, h are qth roots mod Γ. Furthermore, among the polynomials g satisfying g(0) = id G , those with g(qZ) ⊆ Γ form a subgroup of poly(Z, G • ), whereas those that are q-periodic mod Γ do not. Note also that the factorization theorem as stated above applies to finite products of periodic polynomials with trivial constant term, even if they have different periods.
Constructing a periodic, irrational polynomial
Thanks to the regularity and counting lemmas, understanding a discrete average across some system of linear forms Φ is essentially reduced to considering integrals of the form G Φ /Γ Φ F for Lipschitz functions F and bounded-complexity nilmanifolds G/Γ.
We now work in the converse direction: given such an integral, and some large period q, we want to approximate the integral by a discrete average involving some appropriate q-periodic orbit. More precisely, we want to find a sequence g ∈ poly(Z, G • ) that is q-periodic mod Γ and has its orbits g Φ equidistributed in G Φ /Γ Φ . To this end, in view of the counting lemma, we shall find a highly irrational g.
Proposition 6.1 (Existence of a periodic, irrational polynomial).
Let (G/Γ, G • , X ) be a filtered nilmanifold of degree at most s and dimension m. Then for any integer q ≥ (2A) m with p 1 (q) ≥ A there exists g ∈ poly(Z, G • ) that is q-periodic mod Γ and A-irrational.
Our proof of this proposition occupies the remainder of this section. The main difficulty behind the result is that q-periodicity is in general not straightforwardly characterized in terms of Taylor coefficients, the objects central to the notion of irrationality.
However, there are some instructive cases in which q-periodicity is easily related to these coefficients. For instance, if g(n) = g n 1 is linear, then q-periodicity simply corresponds to g 1 being a qth root mod Γ, and it is not hard to construct an irrational qth root. For general filtrations, however, it is impossible for linear polynomials to be irrational, since for these polynomials any Taylor coefficient g i with i ≥ 2 is trivial. Another case is when the group is abelian; for example a polynomial g(n) = a 0 + a 1 n + a 2 n 2 + · · · + a s n s over R is q-periodic mod Z for a prime q > s if and only if a i is a qth root mod Z for each i ≥ 1, i.e. a i ∈ Z/q. 7 In general, however, each Taylor coefficient g i being a qth root is not sufficient for g to be q-periodic; it is not hard to construct examples of this using real 4 × 4 upper-unitriangular matrices.
In both cases above, what yields the simple characterization of periodicity is the ambient commutativity, which fails in the general setting. Taking heed of this, our proof builds up the desired polynomial sequence iteratively, starting in the degree 1 setting of G 1 /G 2 , and working at stage i essentially with G i /G i+1 , thus benefiting from commutativity at various points of the construction.
The irrationality input will come from the following lemma. (Recall the notation
be a nilmanifold of degree at most s and let i ∈ [s]. Let A > 0 and let q ≥ (2A) r i be an integer with p 1 (q) ≥ A. Then, for any h ∈ G i , there exists w ∈ G i that is a qth root mod Γ i such that the product hw is A-irrational (in G i ).
Proof. For any γ ∈ Γ i , there is a w ∈ G i for which w q = γ, namely w = exp( 1 q log γ).
We shall thus focus on picking γ instead of w. Now, hw is A-irrational if and only if 7 Also, as explained in [8, Appendix A], irrationality in this example consists in a s not being a rational with small denominator.
ξ(hw) / ∈ Z for any non-trivial ith-level character ξ of complexity at most A, that is iff ξ(h q γ) / ∈ qZ, which will certainly be the case, by Lemma 4.4, if
where the a k are some real numbers coming from the ξ(h q ), and r := r i . All we need to do, then, is pick an integer vector t ∈ Z r such that k · t = a k mod q for any such k, after which we simply set γ := ψ −1 i (t). But we can do this by a simple counting argument: for any k ∈ Z r with hcf(k, q) = 1, there are precisely q r−1 solutions t ∈ [q] r to k · t = a k mod q. Since there are at most (A + 1) r − 1 vectors k to be considered, provided q r ≥ (A + 1) r q r−1 and q only has prime factors bigger than A, there will be some t ∈ [q] r such that k · t = a k mod q for any k with 0 < |k| ≤ A.
Remark 6.3. The element hw produced above is actually irrational in a stronger sense than the lemma suggests: it satisfies ξ(hw) / ∈ Z even if ξ is not required to vanish on the groups [G j , G i−j ] (as ith-level characters in general are).
We shall also require the following lemma on the Taylor coefficients of a polynomial with restricted derivatives.
Lemma 6.4 (Taylor coefficients of differentiated polynomials). Let g ∈ poly(Z, G • )
where G • has degree at most s. If ∂ h i · · · ∂ h 1 g(n) ∈ G i+1 for all i ≥ 0 and h 1 , . . . , h i , n ∈ Z, then we have g i ∈ G i+1 for each Taylor coefficient g i of g.
Proof. This follows essentially from the fact that Lemma 2.8 remains valid under the weaker assumption that G • is a prefiltration 8 rather than a filtration, as recorded in Appendix C. Indeed, the assumption on g ensures that it lies in poly(Z, G +1
• ), where G +1 • is the prefiltration (G i+1 ) i≥0 of degree at most s − 1. Thus we can write
for some g i ∈ G i+1 by Lemma C.1. The result now follows by the uniqueness of Taylor coefficients.
We can now prove the main result of this section, following essentially the abovementioned iterative process.
Proof of Proposition 6.1. At stage i of the proof we obtain a polynomial g ∈ poly(Z, G • ) such that g(n + q) −1 g(n) ∈ Γ · G i+1 for all n ∈ Z and such that the first i + 1 Taylor coefficients of g are A-irrational. We shall then be done after stage s.
For i = 0 we set g(n) = id G for all n; this trivially satisfies the required properties since there are no non-trivial 0th level characters. Suppose, then, that we have a polynomial g ∈ poly(Z, G • ) such that n → g(n + q) −1 g(n) takes values in Γ · G i and such that g 0 , g 1 , . . . , g i−1 are A-irrational; we shall use this to produce a new polynomial g withg(n + q) −1g (n) ∈ Γ · G i+1 for all n and withg j being A-irrational for j = 0, 1, . . . , i. We may suppose that g(n) = g
; this is a polynomial map, and by assumption it is Γ · G i -valued. By Lemma 2.8 we can
which we take to be the Taylor coefficients of a polynomial γ ∈ poly(Z, G • ). Thus we may factorize
whereh ∈ poly(Z, G • ) is G i -valued. We shall attempt to cancel out the contribution of this G i -valued parth, and for this we need some information about its Taylor coefficients.
First we haveh j ∈ G i for all j, by Lemma 2.8. Then, looking at (4) mod G i+1 and using the centrality of G i mod G i+1 we have
and so We are now almost ready to produce our new polynomial: it will beg(n) := g(n)ℓ(n)w ( n i ) for some G i -valued polynomial ℓ ∈ poly(Z, G • ) and some qth root w ∈ G i that we shall specify shortly. In fact we shall pick ℓ to be essentially an integral of (the inverse of)h: it will satisfy
We can obtain such an ℓ by picking its Taylor coefficients ℓ 1 , . . . , ℓ i inductively to satisfy the system
This yields coefficients ℓ j ∈ G i since eachh j lies in G i . Since G i is central mod G i+1 , (5) is easily seen to hold using the identity
for all n as desired provided w ∈ G i is a qth root mod Γ i . But we also needg 0 , . . . ,g i to be A-irrational. To this end, note that for each j < i the Taylor coefficientg j is automatically A-irrational since it is congruent to g j mod G i , and so we need only considerg i . Now, mod G i+1 we haveg i = ℓ i w; we thus pick w ∈ G i to be a qth root mod Γ i for which ℓ i w is A-irrational, as we may by Lemma 6.2, and the proof is complete.
Transference: moving from Z N to Z M
We now have all the tools required to prove Theorem 1.8, the result lying at the heart of the combinatorial applications in this paper. We shall in fact prove the following mild generalization.
Theorem 7.1 (Periodic transference 9 ).
Let N ⊆ N be a set of characteristic 0, let L ≥ 1 be an integer and let δ ∈ (0, 1).
Then for any N ∈ N and M ∈ N with p 1 (N), 
Proof. Let ǫ > 0 and F : R + → R + be a growth function, both to be specified in terms of δ and L later, and let s = s(L) be as given by Theorem 2.2. Assuming p 1 (N) > O s,ǫ,F ,N (1), we apply Theorem 5.1 to f to obtain a decomposition f = f nil + f sml + f unf and an integer Q = O ǫ,L,F ,N (1) such that
, where (g(n)Γ) is an N-periodic polynomial orbit on some nilmanifold (G/Γ, G • , X ) of degree at most s and complexity at most Q, g ∈ 
The parameter ǫ will play no further role, so let us fix already ǫ = δ/3L.
We now deal with S Φ (f nil ) using the periodic counting lemma, Theorem 4.1. The
Lipschitz function we use is
note that this has F ⊗t Lip(X t ) ≤ C Q,L by Lemma A.4. Applying the counting lemma to this function, with parameter
We can choose F with sufficiently fast growth in terms of δ and L to then have
We now transfer to the group Z M . Let A = A(Q ′ ) be large enough so that the error term in Theorem 4.1 is at most δ/3, and let h ∈ poly(Z, G • ) be the M-periodic, Airrational polynomial given by Proposition 6.1, noting that we may assume h(0) = g(0);
is large enough we can find this. Theorem 4.1 then gives us
Applications
We are now ready to establish Theorems 1.3 and 1.5. We begin with the former, which we restate now in the stronger form that was mentioned in the introduction. In the version below, the primality restriction on N is replaced with the weaker requirement that N belong to a set of characteristic 0 (recall Definition 3.1). 
This follows easily from [25, Exercise 11.1.17]; one can prove it by picking the set A randomly, letting each element x ∈ Z N lie in A with probability f (x) independently.
Proof of Theorem 8.1. Suppose Φ has size at most L, and fix any α ∈ [0, 1]. We first establish convergence for any fixed N (to some limit possibly dependent on N ).
Given such a set N , fix an arbitrary ǫ ∈ (0, 1). Let N 0 be the integer obtained by applying Theorem 7.1 with δ = ǫ/2(L + 1), and let s and C L be as given by Theorem
Arguing the same way with N and M interchanged, we obtain
Thus m Φ (α, N) N ∈N is a Cauchy sequence.
Now if N
′ is another set of characteristic 0, then noting that N ∪ N ′ is also of characteristic 0, we deduce that the limit of (m Φ (α, N)) for N ′ is equal to that for N .
We now turn to Theorem 1.5, which we shall establish in the following stronger form.
Theorem 8.3. Let F be a finite family of systems of integer linear forms, in each of which the forms are pairwise linearly independent. Then there is a number
We shall use the following result, known as an arithmetic removal lemma, which follows from the more general removal lemma of Král, Serra, and Vena [14] . 
The proof is a straightforward deduction, given in Appendix E.
Proof of Theorem 8.3. Let n be the cardinality of the given finite family F , and let L be a uniform upper bound on the sizes of the systems in F . As in the proof of Theorem 8.1, it suffices to establish convergence for any given N .
Having fixed N , let us fix an arbitrary ǫ > 0. Let δ ∈ (0, ǫ/2) be such that Theorem 8.4 holds for each Φ ∈ F , with initial parameter ǫ/2n. Now let C = C(ǫ, L) be such that Theorem 7.1 and Lemma 8.2 hold with main upper bound δ/2L, for any N, M ∈ N
To see this let α = d F (Z N ) and let A ⊆ Z N be F -free with |A| = αN. Then by
for every Φ ∈ F . Applying Lemma 8.2 to f ′ , we obtain a subset B ′ of Z M with
is as given by Theorem 2.2. As in the proof of Theorem 8.1, this then implies |α − |B ′ |/M| ≤ δ, and Theorem 2.2 also gives that
Now, by our choice of δ, Lemma 8.4 applied to each Φ ∈ F gives us an F -free We close this section with the following result mentioned in the introduction. 
Remarks
If we consider vector spaces over finite fields instead of cyclic groups then the analogue of Theorem 1.8 is a more exact statement telling us that for any n and m ≥ n we can transfer a function on F n to one on F m having equal solution-measures for any Φ. In contrast with Theorem 1.8, however, the latter result is rather trivial due to the fact that F n can be embedded as a subgroup of F m . This indicates that the finite-field viewpoint is less useful here than it is for several other well-known problems in additive combinatorics, the non-triviality of Theorem 1.8 being more strongly related to the cyclic group setting, in which there can be a complete lack of non-trivial subgroups.
The Then M Φ (α, N) converges as N → ∞ through primes.
These quantities are very natural from a combinatorial perspective, as they capture how structured a set of a given density can be. It would be interesting to know more about these limits in general.
It would also be interesting to identify 'limit objects' on which to study quantities such as m Φ (α) and d Φ directly, for a general system Φ of finite complexity. For systems Φ corresponding to a single linear equation, the circle group is already known to be a suitable limit object, in that m Φ (α) = m Φ (α, T) and
, where these quantities are defined naturally in terms of measurable subsets of T (see [3, 23] ). For more general systems, one possibility would be to have, for each value of s ∈ N, a single space X s on which d Φ can be studied directly for any system Φ of complexity 11 at most s (in particular we would have X 1 = T). One may expect to characterize such a space X s in terms of nilmanifolds of degree at most s.
Finally, let us note that one may obtain periodic analogues of the equidistribution results of [10] , namely [10, Theorems 1.16 & 1.19] , by similar considerations to those in this paper; we omit the details.
9.1. Update. Since the completion of this paper, Manners has released a preprint [19] the main result of which affords a simplification in several results of this paper. The preprint concerns the inverse theorems for the Gowers norms, mentioned in Section 3.
Of the known approaches to these theorems, in particular that of Green, Tao and Ziegler [11] , and that of Szegedy and Camarena-Szegedy [2, 24] , we adopted the latter's result (Theorem 3.3), as this ensured a particular periodicity property of the nilsequence in the theorem, a feature not present or needed in [11] but crucial for us. Manners showed, however, that one can deduce a periodic inverse theorem slightly stronger than In fact it is not hard to show (using [10, Lemma A.4] ) that the metrics
Lipschitz equivalent with constant depending on the rationality bound for X , but we do not need this fact here.
Proof. Write ψ : G → R m for the Mal'cev map on G corresponding to X , and ψ t : G t → R m×t for the one on G t corresponding to X t . Thought of as a matrix, it is easy to see
From this it is immediate that the metric d
for all x, y ∈ G t , which was the first claim.
The claim for G t /Γ t then follows immediately since, for any i ∈ [t],
Finally we relate this to the corresponding Lipschitz norms. Recall that
Lemma A.4. Let (G/Γ, G • , X ) be a filtered nilmanifold, let t be a positive integer, and let F : G/Γ → C be a function. Then, writing F ⊗t for the function (x 1 , . . . , x t ) →
Proof. By telescoping it is easy to see that
Dividing by d G t /Γ t (x, y) and applying Lemma A.3, the claim follows.
Appendix B. Factorizing non-irrational polynomials
In this appendix we show how to deduce the full factorization result, Proposition Lemma B.1 (Basic factorization). Let (G/Γ, G • , X ) be a nilmanifold of complexity at most M, and let g ∈ poly(Z, G • ) be such that g(0) = id G and g(qZ) ⊆ Γ for some integer q with p 1 (q) > A. Then at least one of the following statements holds.
Proof. Assume g is not A-irrational, with Taylor expansion g(n) = g (
where g i ∈ G i for each i. Lemma 5.5 then implies that, for some i ∈ [s], we have
∈ ker ξ i for some non-trivial ith-level character ξ i : G → R of complexity at most A, and γ i ∈ Γ i . As in [8] , we shall now consider the cases i > 1 and i = 1 separately.
where each g α is an iterated commutator of k 1 = k 1,α copies of g ′ i and k 2 = k 2,α copies of γ i , where k 1 , k 2 ≥ 1 and k 1 + k 2 ≥ 2, and where Q α are polynomials of degree ≤ k 1 + k 2 with no constant term. It follows from this and the group property that α g
is a G i+1 -valued polynomial sequence. We can then write
) is (by Lemma 2.8) andg >i is as well. This completes the case i > 1, since dim(ker(ξ i )) < dim(G i ).
For i = 1 we can just set G ′ 0 = G ′ 1 = ker(ξ 1 ) as the first two terms of our new filtration, since g 0 = id G , and our factorization is then
In both cases above, to obtain an appropriate Mal'cev basis for the new filtration, note that we can simply apply [10, Proposition A.10], ker ξ i being boundedly rational since ξ i has bounded complexity.
Recall that the complexity M 0 of a filtered nilmanifold is a common upper bound for the dimension, the degree, and the rationality of the Mal'cev basis. In particular 
(1) and strictly smaller total dimension than (G/Γ, G • ), and moreover g 1 (0) =
, then we are done; otherwise we apply Lemma B.1 again to g 1 . Carrying on this way, the process must stop after at most O M 0 (1) applications of Lemma B.1, by the initial bound on the total dimension of (G/Γ, G • ), and the full factorization follows. (Note that to be able to apply the lemma enough times, we need p 1 (q) greater than the final irrationality requirement we may end up with, which is F (M j ) = O F ,M 0 (1) for some M j as constructed above.)
For the final claim in the lemma, note that if g is q-periodic mod Γ then the first part of the lemma applied to the sequence {g(0)} −1 g [g(0)] −1 yields the claimed factorization
Appendix C. Polynomials with respect to prefiltrations
In this section we record some facts about polynomials with respect to prefiltrations.
By a prefiltration of degree at most s in a group G we here mean a sequence (G i ) of
The definition of poly(Z, G • ) extends to prefiltrations with no change, consisting of all the maps g :
Moreover, as with filtrations, this space forms a group, as follows immediately from [10, Proposition 6.5]. We also have the following version of Lemma 2.8.
Lemma C.1 (Taylor expansion for prefiltrations). Let g ∈ poly(Z, G • ), where G • is a prefiltration of degree at most s. Then there are unique coefficients g i ∈ G i such that
There are several ways to prove this; we follow a natural induction along the lines of Leibman [17, §4.7] that makes use of the following lemma.
Lemma C.2. Let g, h ∈ poly(Z, G • ) where G • is a prefiltration of degree at most s. If g(n) and h(n) agree for n = 0, 1, . . . , s then they agree for all n.
Proof. This follows immediately by induction by considering the polynomials ∂ 1 g, ∂ 1 h.
Proof of Lemma C.1. Let g 0 := g(0) ∈ G 0 . Suppose g 0 , . . . , g i have been found so that
for n = 0, . . . , i, and g(n)G i+1 = g 0 · · · g ( n i ) i G i+1 for all n ∈ Z; note that this holds for i = 0 since g ∈ poly(Z, G • ). We then define
so that g i+1 ∈ G i+1 . Then certainly g(n) = g 0 · · · g ( This proof provides a completely explicit extremal set A. As such, it is not obvious how to extend this result to systems of more than two forms, two of which are linearly dependent, or indeed to finite families of systems, one of which consists just of two dependent forms. To prove convergence in this setup, it seems that one would instead want a transference result for systems of two dependent forms, that would be compatible with the transference results we already have for systems of finite complexity. We shall now show that such a hypothetical transference result cannot be based on the uniformity norms-at least not in the usual way. Indeed we shall construct, given a system Φ of two dependent forms and any d > 1, a family of sets in Z p for which the solution measure S Φ is not controlled by the U d norm. 13 The sets we shall consider are essentially so-called
Nil d Bohr sets in Z p (see [12] ) and were already used to similar effects in [5] . Proof. We shall assume that p is large, and for notational convenience we restrict to positive k. 
and we are done.
The set A given by this proposition is thus virtually indistinguishable from the constant function α from the point of view of the U d uniformity norm, whereas S Φ (A) and S Φ (α) are not at all close.
Appendix E. The arithmetic removal lemma
In this last appendix we establish Theorem 8.4, which we restate here. We construct such a Λ in stages. First let f : Z t → Z t /Φ(Z D ) be the quotient map
x → x + Φ(Z D ). The target of this map, being finitely generated, is isomorphic to Z := Z k × Z N 1 × · · · × Z Nr for some integers k ≥ 0 and N j ∈ N; let g be a corresponding
isomorphism. Assume N is prime to each N j ; then N · Z = (NZ k ) ×Z N 1 ×· · ·×Z Nr . We claim that Λ := π • g • f satisfies the required relationship, where π denotes projection to Z k . Indeed, writing A ⊕ H = {a + H : a ∈ A} ⊆ G/H for a set A ⊆ G and a subgroup H ≤ G, we have
the second equality following from g being an isomorphism. Reducing mod NZ t gives the required relationship.
