Abstract. In an upcoming paper, Chang and Skoug used a generalized Brownian motion process to define a generalized analytic Feynman integral and a generalized analytic Fourier-Feynman transform. In this paper we establish several integration by parts formulas involving generalized Feynman integrals, generalized Fourier-Feynman transforms, and the first variation of functionals of the form x , . . . , αn, x ) where α, x denotes the PaleyWiener-Zygmund stochastic integral T 0 α(t)dx(t).
Introduction
In [11] 
(t)dx(t).
In this paper, we also study functionals of the form (1.1) but with x in a very general function space C a,b [0, T ] rather than in the Wiener space C 0 [0, T ]. The Wiener process used in [11] is free of drift and is stationary in time while the stochastic process used in this paper is nonstationary in time, is subject to a drift a(t), and can be used to explain the position of the Ornstein-Uhlenbeck process in an external force field [10] . It turns out, as noted in Remark 3.1 below, that including a drift term a(t) makes establishing various integration by parts formulas for Fourier-Feynman transforms very difficult.
By choosing a(t) = 0 and b(t) = t on [0, T ], the function space C a,b [0, T ] reduces to the Wiener space C 0 [0, T ], and so the results in [11] are immediate corollaries of the results in this paper. For related work see [3] , [4] , and [6] .
Definitions and preliminaries
In this section we list the appropriate preliminaries and definitions from [5] that are needed to establish our parts formulas in Sections 3, 4 and 5 below.
Let D = [0, T ] and let (Ω, B, P ) be a probability measure space. A real-valued stochastic process Y on (Ω, B, P ) and D is called a generalized Brownian motion process if Y (0, ω) = 0 almost everywhere and for 0 = t 0 < t 1 < · · · < t n ≤ T , the n-dimensional random vector (Y (t 1 , ω), · · · , Y (t n , ω)) is normally distributed with the density function A subset B of C a,b [0, T ] is said to be scale-invariant measurable [9] provided ρB is B(C a,b [0, T ])-measurable for all ρ > 0, and a scale-invariant measurable set N is said to be a scale-invariant null set provided µ(ρN ) = 0 for all ρ > 0. A property that holds except on a scale-invariant null set is said to hold scale-invariant almost everywhere (s-a.e.).
K( t, η) = (2π)
Let L 
where |a|(t) denotes the total variation of the function a on the interval
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for all x ∈ C a,b [0, T ] for which the limit exists; one can show that for
whenever the integral exists.
We are now ready to state the definition of the generalized analytic Feynman integral. Definition 2.1. Let C denote the complex numbers. Let C + = {λ ∈ C : Reλ > 0} andC + = {λ ∈ C : λ = 0 and Reλ ≥ 0}. Let F : C a,b [0, T ] −→ C be such that for each λ > 0, the function space integral
is defined to be the analytic function space integral of F over C a,b [0, T ] with parameter λ, and for λ ∈ C + we write
Let q = 0 be a real number and let F be a functional such that E an λ [F ] exists for all λ ∈ C + . If the following limit exists, we call it the generalized analytic Feynman integral of F with parameter q and we write (2.8)
where λ approaches −iq through values in C + .
Next (see [5] , [7] , [1] , [8] , and [6] ) we state the definition of the generalized analytic Fourier-Feynman transform (GFFT).
Definition 2.2. For
if it exists; i.e., for each ρ > 0,
if it exists.
We note that for 1 ≤ p ≤ 2, T q (p; F ) is only defined as s-a.e. We also note that if T q (p; F ) exists and if
Next we give the definition of the first variation of a functional F on C a,b [0, T ] followed by a very fundamental Cameron-Storvick type theorem [2] which was established in [5, Theorem 3.5] .
(if it exists) is called the first variation of F .
Throughout this paper, when working with δF (x|w), we will always require w to be an element of A where
Note that for F (x) of the form (1.1), δF (x|w) acts like a directional derivative in the direction of w.
The following notation is used throughout the paper:
√ λ is always chosen to have positive real part. 
In fact, for each λ ∈ C + , the above conclusions also hold for analytic function space integrals,
. We finish this section by stating a very fundamental integration formula for the function space
Note that B j > 0 for each j ∈ {1, 2, · · · , n}, while for each j, A j may be positive, negative or zero. Let f : R n → R be Lebesgue measurable, and let
in the sense that if either side exists, both sides exist and equality holds.
Integration by parts formulas on function space
Let n be a positive integer (fixed throughout this paper) and let {α 1 , · · · , α n } be an orthonormal set of functions from (L 
Lemma 3.2. Let p, m and F be as in Lemma
, and as a function of x, δR(·|w) ∈ B(1; m − 1). 
occurs, where A j and B j are given by equations (2.18) and (2.19) above. Clearly,
and so
Note that for λ ∈ C + , the case we consider throughout Section 3, Re(
These observations are critical to the development of the integration by parts formulas throughout Section 3.
In Sections 4 and 5 below we consider the case where λ = −iq ∈C + −C + . In this case,
, and so
Thus, in Sections 4 and 5 we will need to put additional restrictions on the functionals F and G in order to obtain the corresponding parts formulas involving Fourier-Feynman transforms.
Remark 3.2. Note that in the setting of [11] , a(t) = 0 and b(t) = t on [0, T ] and so A j = (α j , a ) = 0 and
where √ λ is chosen to have positive real part.
Proof. First define R(x) = F (x)G(x) and let
r(u 1 , · · · , u n ) = f (u 1 , · · · , u n )g(u 1 , · · · , u n ).
Then by Lemma 3.2, R ∈ B(1; m) and δR(·|w) ∈ B(1; m−1)
. Furthermore, all of the kth-order partial derivatives of r are continuous and in
In particular, since {α 1 
Next, using (3.8) and (3.9), we see that for ρ > 0 and h > 0,
But this implies that δR(ρx + ρhw|ρw), as a function of x, is µ-integrable for all ρ > 0 and h > 0. This can be seen by integrating the right-hand side of (3.10) term by term. For example, using (2.20), we see that for any l ∈ {1, · · · , n},
Thus, using (3.10) and (3.11), we obtain that for ρ > 0 and h > 0,
Next, using (3.8), (2.19), (3.3), and (3.4), we see that for all λ > 0,
But, as noted in Remark 3.1 above, for each λ ∈ C + , H(λ; u) is an element of C 0 (R n ), and so the integrand on the right-hand side of (3.12) is in L 1 (R n ). Hence,
] exists for all λ ∈ C + . A similar argument shows that the analytic function space integral E an λ x [F (x)G(x)] also exists for all λ ∈ C + . Equation (3.7) now follows from Theorem 2.1 above; in particular, from equation (2.17) with F (x) replaced with R(x).
The following two corollaries are special cases of Theorem 3.3. 
Proof. In Theorem 3.3, choose p = 2 and G(x) = F (x). 
(3.14)
Proof. Let p = 2 and G(x) = δF (x|w 1 ) in Theorem 3.3. 
Lemma 3.6. Let p, m and F be as in Lemma 3.1 above. Then for all
belongs to L 1 (R n ) and so equation (3.15) holds throughout C + .
Our next lemma follows from standard results for convolution products. The key is that for each (
Our next theorem follows immediately from Lemma 3.7. Proof. The fact that δT λ (F )(y|w) is an element of B(p ; m − 1) follows directly from Theorem 3.8 and Lemma 3.1. To establish equation (3.17) for λ > 0, simply calculate δT λ (F )(y|w) using equation (3.15), and then calculate T λ (δF (·|w))(y) using equations (3.1) and (2.9). Finally, equation (3.17) holds throughout C + by analytic continuation in λ.
In our next theorem we obtain an integration by parts formula involving T λ (F ) and T λ (G). 
(3.20)
Proof. Simply choose G = F in Theorem 3.11.
Corollary 3.13. Let m, z and w be as in Lemma 3.2. Let F ∈ B(2; m) be given by equation (1.1). Then for all
Proof. Simply choose p = 2 and G = F in Theorem 3.10.
Parts formulas involving T q (1; F ) and T q (1; G)
In this section we obtain various integration by parts formulas involving the analytic GFFTs T q (1; F ) and T q (1; G). In view of equation (3.6) above, we clearly need to impose additional restrictions on the functionals F and G than were needed throughout Section 3.
Fix q ∈ R − {0}. Then as λ → −iq through values in C + , c = Re( √ λ) → |q|/2 and |d| → |q|/2 where d = Im( √ λ). Next using equations (3.3) through (3.6) we see that for all λ ∈C + with c = Re
In addition,
denote the Fourier transform of f . 
exists as an element of B(∞; m) and for s-a.e. y ∈ C a,b [0, T ] is given by the formula
Proof. By (4.1) and (4.4) we know that f (·)H(−iq; ·) ∈ L 1 (R n ), and so its Fourier transform, F (f (·)H(−iq; ·))( ξ) exists and belongs to C 0 (R n ). Furthermore, by equations (4.6) and (3.4) and the fact that
By assumption (4.5), it follows that φ 0 (−iq; ξ) is an element of C 0 (R n ). Finally, by equations (2.11), (3.15), (3.16), (4.8) and the dominated convergence theorem (the use of which is justified by (4.2)), it follows that for s-a.e. y ∈
as desired. 
which, as a function of y, is an element of B(∞; m − 1).
Proof. The proof that each φ l (−iq; ·) belongs to C 0 (R n ) is the same as the proof in Theorem 4.1 above showing that φ 0 (−iq; ·) ∈ C 0 (R n ). Equation (4.12) then follows immediately using the definition of the first variation and equation (4.7).
Our next theorem gives a parts formula involving F and T q (1; G) . 
as a function of x, is an element of B(1; m − 1). In addition, we know that for each l ∈ {0, 1, · · · , n},
and
Hence, both of the following analytic Feynman integrals exist: Also, proceeding as in the proof of Theorem 3.3 above, it is easy to show that for ρ > 0 and h > 0,
Hence, by Theorem 2.1 above, the analytic Feynman integral
exists and equality (4.14) holds.
Choosing G = F in Theorem 4.3 we get the following integration by parts formula.
Corollary 4.4. Let q ∈ R − {0} be given and let F ∈ B(1; m) be as in Theorem
Next we obtain a parts formula involving T q (1; F ) and T q (1; G). 
Then for w(t)
(4.23)
In addition, for ρ > 0 and h > 0, We finish this section with some examples which shed light upon the necessity of conditions such as (4.4) and (4.5), and which also illustrate that the conclusions of Lemma 3.7 are not necessarily valid for λ ∈C + with Re(λ) = 0.
In our first example we define a functional F of the form (1.1) with n = 1, such that F is an element of
, and yet φ 0 (i; ·) given by (4.6) is not an element of C 0 (R). In fact, |φ 0 (i; ξ 1 )| = +∞ for all ξ 1 ∈ R. Let f : R → C be defined by the formula
We note that
It is easy to see that F ∈ B(p; m) for all p ∈ [1, +∞]. Next, using equation (3.4) with n = 1, λ = i, and
, we observe that
and hence
which is not an element of L p (R) for any p ∈ [1, +∞]. Then, using equation (4.6) with n = 1 and q = −1, equation (4.25) and equation (4.28), we see that
(4.31)
Hence, choosing ξ 1 = 0, and using the fact that A 1 is positive, we see that
which implies that φ 0 (i; ·) is not an element of C 0 (R). In fact, for each fixed ξ 1 ∈ R, we observe that We also note that f does not satisfy condition (4.4) above since by equation (4.26) (recall that q = −1 and so (
In our next example we exhibit a functional F of the form (1.1) that satisfies conditions (4.4) and (4.5) above. Furthermore, we are able to evaluate the integral in equation (4.6) and thus obtain a formula for φ 0 (i; ξ) which does not involve any integrals. , and for each j ∈ {1, · · · , n} let A j and B j be given by (2.18) and (2.19) respectively. We define f : R n → C by the formula
It is easy to show that F ∈ B(p; m) for all p ∈ [1, +∞]. Next, using equation (4.33), together with equation (3.4) with λ = i and
, it follows that
Next, using equations (4.6), (3.4) and (4.33) we obtain
Hence,
We also note that because of the factor exp{− 
is an element of C 0 (R n ) as was shown above. Hence, by Theorem 4.1, the L 1 analytic GFFT, T −1 (1; F ) exists as an element of B(∞; m) and for s-a.e. y ∈ C a,b [0, T ] is given by the formula
(4.41)
Parts formulas involving T q (2; F ) and T q (2; G)
Note that in our first theorem below we replace conditions (4.4) and (4.5) with condition (5.1). This condition is used to obtain a dominating function in order to apply the dominated convergence theorem. 
Proof. Using (4.1) we first note that
Hence, by (5.1) with k = 0,
To show that T q (2; F ) exists and is given by equation (5.3) it suffices to show that for each ρ > 0, 
