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Abstract
This paper develops a unified finite-time theory for the OLS estimation of possibly
unstable and even slightly explosive VAR models under linear restrictions, with the ap-
plicable region ρpAq ď 1` c{T , where ρpAq is the spectral radius of the transition matrix
A in the VAR(1) representation, T is the time horizon and c ą 0 is a universal constant.
This linear restriction framework encompasses various existing models in the literature
such as banded/network VAR models. We show that the restrictions reduce the error
bounds through not only the reduced dimensionality but also a scale factor that resem-
bles the asymptotic covariance matrix of the estimator in the classical fixed dimensional
setup; as long as the model is correctly specified, this scale factor is decreasing in the
number of restrictions. Our analysis reveals that the phase transition from slow and fast
error rate regimes is determined by the smallest singular value of A, a measure of the
least excitable mode of the system. The minimax lower bounds are also derived across
different regimes. The developed finite-time theory not only bridges the theoretical gap
between stable and unstable regimes, but precisely characterizes the effect of the restric-
tions and its interplay with other model parameters. Simulations support our theoretical
results in small and large samples.
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1 Introduction
The vector autoregressive (VAR) model (Sims, 1980) is arguably the most fundamental model
for multivariate time series (Lu¨tkepohl, 2005; Tsay, 2013). Applications of the VAR model
and its variants can be found in almost any field that involves learning temporal dependencies:
economics and finance (Wu and Xia, 2016), energy forecasting (Dowell and Pinson, 2016), psy-
chopathology (Bringmann et al., 2013), neuroscience (Gorrostieta et al., 2012) and reinforce-
ment learning (Recht, 2018), etc.
Let us consider the VAR model of order one (i.e., VAR(1) model) in the following form:
Xt`1 “ AXt ` ηt, (1.1)
where Xt P Rd is the observed time series, A P Rdˆd is the unknown transition matrix, and
ηt P Rd is the innovation. In modern applications, the dimension d is often relatively large.
However, since the number of unknown parameters increases as d2, leading to problems such
as over-parametrization, this model cannot provide reliable estimates and forecasts without
further restrictions (Stock and Watson, 2001). This challenge has led to an active literature
on large VAR models (e.g., Davis et al., 2015; Han et al., 2015; Basu and Michailidis, 2015;
Guo et al., 2016; Zhu et al., 2017, just to name a few) which commonly has the following
features:
(i) A particular sparsity or structural assumption is imposed on the transition matrix: e.g.,
exact sparsity, banded or certain network structures.
(ii) There has been an almost exclusive focus on stable processes, i.e., when the spectral
radius ρpAq ă 1, or often even more stringently, the spectral norm ‖A‖2 ă 1. However,
the analysis of stable processes typically cannot be carried over to unstable processes.
We aim to study large VAR models from a more general viewpoint, without restricting our
attention to a particular structure or the stable case. Specifically, this paper provides a novel
non-asymptotic (finite-time) analysis of the ordinary least squares (OLS) estimator for possibly
unstable and even slightly explosive VAR models, under linear restrictions in the form of
CvecpA1q “ µ, (1.2)
where C is a predetermined restriction matrix, µ is a known constant vector, and A1 is the
transpose of A; often, we may simply use µ “ 0.
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Figure 1: Example of transition matrix A (left panel) and controllability Gramian ΓT “řT´1
s“0 A
spA1qs with T “ 120 (right panel) for a VAR(1) model with group structure. Column
and row numbers of the matrices are shown on horizontal and vertical axes, respectively. For
illustration, all diagonal entries of A are set to 0.3, the number of groups is 3, and ρpAq “ 0.8.
Firstly, (1.2) encompasses the two most popular types of direct parameter restrictions for
large VAR models: zero and equality restrictions. For example, Guo et al. (2016) proposed the
banded VAR model, where the nonzero entries of A are assumed to form a narrow band along
the main diagonal, as long as the d components ofXt are arranged properly (e.g., by geographic
locations). The motivation is that, in practice, it is often sufficient to collect information from
“neighbors.” We note that the same reasoning can be applied to general structures of the
transition matrix. Indeed, the zero-nonzero pattern of A can be determined according to
any practically motivated graph with d vertices, meaning that the adjacency matrix can be
case-specific, not necessarily banded.
It is also popular to impose equality restrictions on A: e.g., to analyze users’ time se-
ries data from large social networks, the network VAR model of Zhu et al. (2017) imposes
that all diagonal entries of A are equal, and so are all nonzero off-diagonal entries, while the
zero-nonzero pattern of A is known. Note that the model proposed by Zhu et al. (2017) is
essentially low dimensional as the number of unknown parameters is a fixed small number.
Moreover, in some applications (e.g., temperature, air pollution level, sales, web traffic data),
the d components of Xt may be naturally divided into K groups (e.g., by geographic regions,
industries, webpage categories). Then certain group-level homogeneity assumptions may be
imposed upon coefficients within the same group. For instance, one may consider a group
structure such that the current value of any component of Xt is directly affected by (1) its
own lagged value and (2) the lagged values of the K group-level averages; see Figure 1 for
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an illustration. Undoubtedly, the choice of the structural assumptions should depend on the
specific application. However, without being confined to any particular case, this paper offers
a unified view of VAR models under arbitrary linear restrictions.
Secondly, our error analysis sheds new light on the behavior of linearly restricted OLS
estimators beyond the stable regime. This is made possible by adopting the non-asymptotic,
non-mixing approach of Simchowitz et al. (2018). Through a novel generalization of Mendel-
son’s (2014) small-ball method to time-dependent data, they provided a sharp analysis of the
estimation error ‖ pA ´ A‖2 for the unrestricted model in (1.1) under ρpAq ď 1, where pA is
the OLS estimator. Their approach is particularly attractive because: (1) it is applicable to
both stable and unstable cases, whereas in asymptotic theory these two cases would require
substantially different techniques, and such methodological unification is uncommon; and (2)
in contrast to existing non-asymptotic approaches, it can well capture the fundamental trait
that the estimation will be more accurate as ρpAq Ñ 1. Typically, to derive non-asymptotic
properties of dependent data, mixing properties need to be invoked; see, e.g., Yu (1994),
Goldenshluger and Zeevi (2001) and Kuznetsov and Mohri (2017). However, the mixing-time
argument unavoidably suffers from degradation of error bounds as ρpAq Ñ 1, or more precisely,
as the mixing time grows.
The approach of Simchowitz et al. (2018) rests upon a careful analysis of the finite-time
controllability Gramian ΓT “
řT´1
s“0 A
spA1qs. Loosely speaking, ΓT is the finite-time counter-
part of varpXtq in the classical asymptotic theory: Suppose that tηtu are independent with
mean zero and variance Id. In asymptotic theory, a stable process tXtu is usually assumed
to start at t “ ´8, which implies that varpXtq “ limTÑ8 ΓT ă 8 if and only if ρpAq ă 1.
In contrast, a key assumption in finite-time theory is that the initial value X0 is fixed, which
implies varpXtq “ Γt. As a result, regardless of the stability of tXtu, the finite-time proper-
ties of the process can always be analyzed via the controllability Gramians; see Section 3.2.
Generally speaking, over a finite time horizon, ΓT determines how much the innovations will
excite the system and, consequently, how easy the estimation will be.
Our analysis of the restricted model inherits the aforementioned advantages. More funda-
mentally, this paper is distinguished from Simchowitz et al. (2018) in the following aspects:
(i) Our theoretical derivations are complicated by the linear restrictions in (1.2), and our
analysis reveals how the restrictions may affect the estimation error through both the
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explicit rate function and a scale factor, as well as how the number of restrictions may
affect the point at which the phase transition from slow to fast error rates occurs.
(ii) In analyzing the transition from slow to fast rate regimes, we do not impose additional
conditions on A, such as the assumption in the above paper that A is a scaled orthogonal
or diagonalizable matrix.
(iii) We expand the applicable region from ρpAq ď 1 to ρpAq ď 1 ` c{T , where c ą 0 is a
universal constant, so that slightly explosive processes are also included.
(iv) The estimation error of pA in the Frobenius norm is studied in this paper. Thus, our
results are new even for the unrestricted model.
The remainder of this paper is organized as follows. Section 2 gives general upper bounds
of the estimation error for multivariate stochastic regression models under linear restrictions.
Section 3 is devoted to the linearly restricted VAR model, where we verify the regularity
conditions in Section 2 and conduct a detailed upper bound analysis across different stability
regimes. To understand the sharpness of our results, we provide the minimax lower bounds
for the linearly restricted VAR model in Section 4. Our finite-time results are corroborated
by the simulation studies in Section 5. Section 6 concludes with a discussion. All technical
details are relegated to the appendix.
Throughout this paper, we denote by ‖¨‖ the Euclidean norm and by Sd´1 “ tω P Rd :
‖ω‖ “ 1u the unit sphere in Rd. For a real matrix A “ paijq, we let λmaxpAq and λminpAq (or
σmaxpAq and σminpAq) be its largest and smallest eigenvalues (or singular values), respectively;
additionally, we let ρpAq “ |λmaxpAq|, ‖A‖2 “ sup‖ω‖“1‖Aω‖ and ‖A‖F “ p
ř
i,j a
2
ijq1{2 be
the spectral radius, spectral norm and Frobenius norm of A, respectively. For x P R, let
txu “ maxtk P Z : k ď xu and rxs “ mintk P Z : k ě xu, where Z is the set of integers. For
any real symmetric matrices A and B, we write A ą 0 (or A ľ 0) if A is positive definite
(or positive semidefinite), and A ą B (or A ľ B) if B ´ A ą 0 (or B ´ A ľ 0). For any
quantities X and Y , we write X Á Y if there exists a universal constant c ą 0 independent of
pT, d,m,R, k, σ, δq, whose meaning will become clear later, such that X ě cY .
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2 Linearly Restricted Stochastic Regression
2.1 Problem Formulation
We first formulate our estimation problem for a more general class of models: multivariate
stochastic regression. Specifically, consider a sequence of time-dependent covariate-response
pairs tpXt, YtquTt“1 following
Yt “ A˚Xt ` ηt, (2.1)
where Yt, ηt P Rn, Xt P Rd, and A˚ P Rnˆd. In particular, (2.1) becomes the VAR(1) model
when Yt “ Xt`1.
Let β˚ “ vecpA1˚q P RN , where N “ nd. Then the parameter space of a linearly restricted
model can be defined as
L “ tβ P RN : Cβ “ µu,
where C is a known pN ´ mq ˆ N matrix of rank N ´ m, representing N ´ m independent
restrictions, and µ P RN´m is a known constant vector which can often simply be set to zero
in practice. Let C` be an mˆN complement of C such that Cfull “ pC1`, C1q1 is invertible, and
let C´1
full
“ pR,R`q, where R is an N ˆm matrix. Additionally, define γ “ R`µ. Then, it holds
Cγ “ CR`µ “ µ. Note that if Cβ “ µ, then β “ C´1fullCfullβ “ RC`β ` R`Cβ “ Rθ ` γ, where
θ “ C`β. Conversely, for any θ P Rm, if β “ Rθ` γ, then Cβ “ CRθ` Cγ “ µ. Thus, we have
L “ tRθ ` γ : θ P Rmu,
i.e., the linear space spanned by columns of the restriction matrix R, shifted by the constant
vector γ. This immediately implies that, given pR, γq, there exists a unique unrestricted
parameter θ˚ P Rm such that β˚ “ Rθ˚ ` γ. Note that γ “ 0 if and only if µ “ 0. Moreover,
the unrestricted model corresponds to the special case where R “ IN and γ “ 0.
The following examples illustrate how the linear restrictions can be encoded via pR, γq (or
pC, µq). In both examples, without loss of generality, we set µ “ γ “ 0:
Example 1 (Zero restriction). Suppose that the i-th entry of β˚ is restricted to zero:
β˚i “ 0. This restriction may be encoded in R by setting its i-th row to zero. Alternatively,
we may set a row of C to p0, . . . , 0, 1, 0, . . . , 0q P RN , where the i-th entry is one.
Example 2 (Equality restriction). Consider restricting the i-th and j-th elements of β˚
to be equal: β˚i ´ β˚j “ 0. Suppose that the value of β˚i “ β˚j is θ˚k, the k-th entry of
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θ˚. Then this restriction may be encoded in R by setting its i-th and j-th rows both to
p0, . . . , 0, 1, 0, . . . , 0q P Rm, where the k-th entry is one. Alternatively, we may set a row of C
to the 1 ˆ N vector cpi, jq whose ℓ-th element is defined as rcpi, jqsℓ “ 1pℓ “ iq ´ 1pℓ “ jq,
where 1p¨q is the indicator function.
Define T ˆ n matrices Y “ pY1, . . . , YT q1 and E “ pη1, . . . , ηT q1, and T ˆ d matrix X “
pX1, . . . , XT q1. Then (2.1) has the matrix form Y “ XA1˚ ` E. Furthermore, let y “ vecpY q,
η “ vecpEq, Z “ pInbXqR, and ry “ y´pInbXqγ. By vectorization and reparameterization,
we can write the linearly restricted model in the vector form:
ry “ pIn bXqpβ˚ ´ γq ` η “ Zθ˚ ` η.
As a result, the OLS estimator of β˚ for the restricted model can be defined as
pβ “ Rpθ ` γ, where pθ “ argmin
θPRm
‖ry ´ Zθ‖2. (2.2)
Notice that Z P RnTˆm. To ensure the feasibility of (2.2), we need nT ě m. However, we do
not require that Z has full rank, since the pseudoinverse of Z can be adopted; see the proof
of Theorem 1 in the appendix. In addition, let R “ pR1
1
, . . . , R1nq1 and γ “ pγ11, . . . , γ1nq1, where
Ri are dˆm matrices and γi are dˆ 1 vectors. Then, A˚ “ pIn b θ1˚q rR `G, where
rR “ pR1, . . . , Rnq1 P Rmnˆd and G “ pγ1, . . . , γnq1 P Rnˆd.
Therefore, we can obtain the OLS estimator of A by pA “ pIn b pθ1q rR `G.
2.2 General Upper Bounds Analysis
In this subsection, we study the upper bound of the estimation error for the general model in
Section 2.1. The result will be applied in Section 3 to linearly restricted VAR models, where
all regularity conditions in this subsection will be verified.
A key technical ingredient is the following block martingale small ball (BMSB) condition
introduced in Simchowitz et al. (2018). As a generalization of Mendelson’s (2014) small-ball
method to time-dependent data, this condition can be viewed as a non-asymptotic stability
assumption for controlling the lower tail behavior of the Gram matrix X 1X (or Z 1Z in our
context) for linear time series models.
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Definition 1 (Block Martingale Small Ball Condition). (i) For a real-valued time series
tXt, t “ 1, 2, . . . u adapted to the filtration tFtu, we say that tXtu satisfies the pk, ν, αq-BMSB
condition if there exist an integer k ě 1 and constants ν ą 0 and α P p0, 1q such that for every
integer s ě 0,
k´1
kÿ
t“1
Pp|Xs`t| ě ν | Fsq ě α
with probability one. (ii) For a time series tXt, t “ 1, 2, . . . u taking values in Rd, we say that
tXtu satisfies the pk,Γsb, αq-BMSB condition if there exists 0 ă Γsb P Rdˆd such that, for every
ω P Sd´1, the real-valued time series tω1Xt, t “ 1, 2, . . . u satisfies the pk,
?
w1Γsbw, αq-BMSB
condition.
As will be shown in Section 3, it is desirable that the block size k is as large as possible
(e.g., k may grow with T ), since choosing a larger k will allow us to sharpen the error bound.
The magnitude of the small ball probability α is unimportant for our analysis as long as it
exists. The constant ν may be viewed as a tail thresholding value scaled by the (average)
variance of tXtu within a block of size k.
Let Γsb and Γ be dˆ d positive definite matrices, and denote
ΓR “ R1pIn b ΓsbqR and ΓR “ R1pIn b ΓqR. (2.3)
In our proof of the estimation error bound, properly rescaled matrices ΓR and ΓR will serve
as lower and upper bounds of the Gram matrix Z 1Z, respectively, and the covering numbers
derived from them will give rise to the quantity log detpΓRΓ´1R q in Theorem 1 below.
Moreover, for model (2.1), we define the filtration as
Ft “ σtη1, . . . , ηt´1, X1, . . . , Xtu,
so that Xt P Ft; note that this definition of tFtu is in line with Definition 1. The regularity
conditions that underlie our upper bound analysis are listed as follows:
Assumption 1. The covariates process tXtuTt“1 satisfies the pk,Γsb, αq-BMSB condition.
Assumption 2. For any δ P p0, 1q, there exists ΓR defined as in (2.3) such that PpZ 1Z ł
TΓRq ď δ, where Z “ pIn bXqR, and ΓR is dependent on δ.
Assumption 3. For every integer t ě 1, ηt | Ft is mean-zero and σ2-sub-Gaussian.
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The following theorem presents the general upper bound for multivariate stochastic regres-
sion models under linear restrictions, which will be applied to the VAR model later. Notice
that ‖pβ ´ β˚‖ “ ‖ pA ´ A˚‖F .
Theorem 1. Let tpXt, YtquTt“1 be generated by the linearly restricted stochastic regression
model. Fix δ P p0, 1q. Suppose that Assumptions 1–3 hold, 0 ă Γsb ĺ Γ, and
T ě 9k
α2
"
m log
27
α
` 1
2
log detpΓRΓ´1R q ` log n` log
1
δ
*
. (2.4)
Then, with probability at least 1´ 3δ, we have
‖pβ ´ β˚‖ ď 9σ
α
„
λmaxpRΓ´1R R1q
T
"
12m log
14
α
` 9 log detpΓRΓ´1R q ` 6 log
1
δ
*1{2
.
Note that the above result is new even for the unrestricted model (i.e., when R “ IN).
For linearly restricted VAR models, we will specify the matrices ΓR and ΓR in Section 3.2. In
particular, ΓR will depend on the block size k through Γsb; see (2.3) and Assumption 1. A
crucial step in our analysis will be to derive an existence condition for k satisfying (2.4). As
will be detailed in Section 3.3, choosing the largest possible k will lead to the best possible
upper bound. In addition, notice that the ambient dimension d of Xt is not directly involved
in Theorem 1. Essentially its role is played by the effective model size m.
By a method similar to that for the above theorem, we can obtain an analogous upper
bound for pA´ A˚ in the spectral norm:
Proposition 1. Let tpXt, YtquTt“1 be generated by the linearly restricted stochastic regression
model. Fix δ P p0, 1q. Then, under the conditions of Theorem 1, with probability at least 1´3δ,
we have
‖ pA´ A˚‖2 ď 9σ
α
«
λmax
`řn
i“1RiΓ
´1
R R
1
i
˘
T
"
12m log
14
α
` 9 log detpΓRΓ´1R q ` 6 log
1
δ
*ff1{2
.
3 Linearly Restricted VAR Models
3.1 Representative Examples
We begin this section by illustrating how the linearly restricted stochastic regression formu-
lation can be used to study VAR models. Four representative examples will be discussed:
VAR(p) model, banded VAR model, network VAR model, and pure unit root process.
10
Let us consider model (2.1) with Yt “ Xt`1 P Rd, i.e., tXtuT`1t“1 generated by
Xt`1 “ A˚Xt ` ηt, (3.1)
subject to β˚ “ Rθ˚ ` γ, where β˚ “ vecpA1˚q P Rd2 , θ˚ P Rm, R “ pR11, . . . , R1dq1 P Rd2ˆm, and
γ “ pγ1
1
, . . . , γ1dq1 P Rd2 , with Ri and γi being dˆm matrices and dˆ 1 vectors, respectively.
Example 1 (VAR(p) model). Interestingly, VAR models of order p ă 8 can be viewed as
linearly restricted VAR(1) models. Consider the VAR(p) model
Zt`1 “ A˚1Zt ` A˚2Zt´1 ` ¨ ¨ ¨ ` A˚pZt´p`1 ` εt, (3.2)
where Zt, εt P Rd0 , and A˚i P Rd0ˆd0 for i “ 1, . . . , p. Denote Xt “ pZ 1t, Z 1t´1, . . . , Z 1t´p`1q1 P Rd,
ηt “ pε1t, 0, . . . , 0q1 P Rd, and
A˚ “
¨˚
˚˚˚˚
˚˝
A˚1 ¨ ¨ ¨ A˚p´1 A˚p
Id0 ¨ ¨ ¨ 0 0
...
. . .
...
...
0 ¨ ¨ ¨ Id0 0
‹˛‹‹‹‹‹‚P R
dˆd, (3.3)
where d “ d0p. As a result, (3.2) can be written exactly as the VAR(1) model in (3.1). As
shown in (3.3), all entries in the last d ´ d0 rows of the transition matrix A˚ are restricted
to either zero or one. The restriction β˚i “ 1 can be encoded in pC, µq in the same way as
Example 1 in Section 2.1 but with the i-th entry of µ set to one. Therefore, either with or
without restrictions, the VAR(p) model can be studied by the same method as that for a
linearly restricted VAR(1) model. Note that the special structure of the innovation ηt (i.e.,
some entries of ηt are fixed at zero) will not pose extra difficulties.
In the following examples, we consider VAR(1) models with various structures for A˚ “
pa˚ijqdˆd, and set γ “ 0 so that the restrictions are in the form of Rθ “ 0:
Example 2 (Banded VAR model). Guo et al. (2016) proposed the VAR model with the
following zero restrictions:
a˚ij “ 0, |i´ j| ą k0, (3.4)
where the integer 1 ď k0 ď tpd ´ 1q{2u is called the bandwidth parameter. Let b˚i P Rd be
the transpose of the i-th row of A˚. Hence, β˚ “ pb1˚1, . . . , b1˚dq1. Note that the restrictions
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are imposed on each b˚i separately. As a result, the b˚i’s are determined by non-overlapping
subsets of entries in θ˚; that is, we can write b˚i “ Rpiqϑ˚i, where Rpiq P Rdˆmi , ϑ˚i P Rmi ,
θ˚ “ pϑ1˚1, . . . , ϑ1˚dq1 P Rm, and m “
řd
i“1mi. In this case, R is a block diagonal matrix:
R “
¨˚
˚˝˚ Rp1q 0. . .
0 Rpdq
‹˛‹‹‚P Rd2ˆm, (3.5)
and (3.4) can be encoded in R as follows: (1) mi “ k0` i and Rpiq “ pImi , 0q1 if 1 ď i ď k0` 1;
(2) mi “ 2k0 ` 1 and Rpiq “ p0miˆpi´k0´1q, Imi , 0miˆpd´i´k0qq1 if k0 ` 1 ă i ă d ´ k0; and (3)
mi “ k0 ` 1` d´ i and Rpiq “ p0, Imiq1 if d´ k0 ď i ď d.
Example 3 (Network VAR model). Consider the network model in Zhu et al. (2017). Let
us drop the individual effect and the intercept to ease the notations. This model assumes that
all diagonal entries of A˚ are equal: a˚ii “ θ˚1 for 1 ď i ď d. For the off-diagonal entries,
the zero-nonzero pattern is known and completely determined by the social network: a˚ij ‰ 0
if and only if individual i follows individual j. Moreover, all nonzero off-diagonal entries are
assumed to be equal: a˚ij “ θ˚2 if a˚ij ‰ 0, for 1 ď i ‰ j ď d. Note that this model is
very parsimonious, with only m “ 2, while the network size d can be extremely large. To
incorporate the above restrictions, we may define the d2 ˆ 2 matrix R as follows: the i-th row
of R is p1, 0q if β˚i corresponds to a diagonal entry of A˚, p0, 1q if β˚i corresponds to a nonzero
off-diagonal entry of A˚, and p0, 0q if β˚i corresponds to a zero off-diagonal entry of A˚.
Example 4 (Pure unit root process). Another simple but important case is A˚ “ ρId,
where ρ P R. Then, for the smallest true model, we have m “ 1 and the corresponding
restrictions are a˚11 “ ¨ ¨ ¨ “ a˚dd and a˚ij “ 0 for 1 ď i ‰ j ď d. These can be imposed
by setting R “ pe11, . . . , e1dq1 P Rd2 , where ei is the d ˆ 1 vector with all elements zero except
the i-th being one. Note that when ρ “ 1, the underlying model becomes the pure unit root
process, a classic example of unstable VAR processes (Hamilton, 1994). In particular, the
problem of testing A˚ “ Id, i.e., unit root testing in panel data, has been extensively studied
in the asymptotic time series literature; see, e.g., Chang (2004) for the low dimensional case
and Zhang et al. (2018) for the high dimensional setup. Note that Zhang et al. (2018) focused
on asymptotic distributions of the largest eigenvalues of the sample covariance matrix of the
pure unit root process under the assumption that limT,dÑ8 d{T “ 0, which does not involve
parameter estimation and hence cannot be directly compared to this paper.
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The stochastic regression formulation in Section 2 can also incorporate exogenous inputs
(e.g., individual effects (Zhu et al., 2017) or observable factors (Zhou et al., 2018)), either time-
dependent or not, leading to the class of VARX models (see, e.g., Wilms et al., 2017). Since
VARX models can be analyzed similarly to pure VAR models, we do not pursue the details in
this paper.
3.2 Verification of Regularity Conditions in Theorem 1
This subsection aims to establish the regularity conditions in Theorem 1, i.e., Assumptions
1–3 and condition (2.4), for linearly restricted VAR models. In light of the generalisability to
VAR(p) models via the VAR(1) representation, we will restrict our attention to the VAR(1)
model from now on.
Following the notations in Section 2, we have Y “ pX2, . . . , XT`1q1, Z “ pId b XqR, and
A˚ “ pId b θ1˚q rR ` G, where rR “ pR1, . . . , Rdq1 and G “ pγ1, . . . , γdq1. In addition, tXtu is
adapted to the filtration
Ft “ σtη1, . . . , ηt´1u.
As will be shown in Lemma 1 below, Assumptions 1–3 hold under the following condition:
Assumption 4. (i) The process tXtu in (3.1) starts at t “ 0 with X0 “ 0; (ii) the innovations
tηtu are independent and Np0, σ2Idq.
Assumption 4 paves the way for unified analyses of stable, unstable and slightly explosive
VAR processes via the finite-time controllability Gramian (Simchowitz et al., 2018):
Γt “
t´1ÿ
s“0
As˚pA1˚qs. (3.6)
Remark 1. Under Assumption 4(i), it holds
Xt “ ηt´1 ` A˚ηt´2 ` ¨ ¨ ¨ ` At´1˚ η0 ` At˚X0 “
t´1ÿ
s“0
As˚ηt´s´1, t ě 1,
which, combined with Assumption 4(ii), yields
varpXtq “ EpXtX 1tq “ σ2Γt. (3.7)
Hence, the finite-time controllability Gramian Γt is exactly varpXtq when the variance σ2 of
ηt is one. It is a partial sum of the geometric sequence tAs˚pA1˚qsu due to the autoregressive
structure. Roughly speaking, larger A˚ means more persistent impact of ηt.
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Remark 2. The variance function (3.7) highlights a subtle but critical difference between
Assumption 4(i) and the setup in asymptotic theory where a stable process tXtu is typically
assumed to start at t “ ´8. Under the latter assumption, model (3.1) has the infinite-order
moving average representation
Xt “
8ÿ
s“0
As˚ηt´s´1, t P Z,
which implies that
varpXtq “ σ2
8ÿ
s“0
As˚pA1˚qs “ σ2 lim
tÑ8
Γt ă 8 if and only if ρpA˚q ă 1,
as opposed to (3.7). Whether ρpA˚q ă 1 (i.e., stability of tXtu) holds has a fundamental
impact on the asymptotic properties; e.g., for the fixed dimensional unstable VAR(1) process,
it is well known that the convergence rate of the OLS estimator pβ is T instead of T 1{2, and
the limiting distribution is no longer normal (Hamilton, 1994). In contrast, under Assumption
4(i), we can characterize varpXtq via the finite-time controllability Gramian Γt regardless of
the stability of tXtu. It is also due to the non-asymptotic nature of the analysis that, rather
than always analyzing the properties as t Ñ 8, it suffices to focus on Γt with finite t. More
specifically, the condition that X0 “ 0 allows us to establish high probability upper bounds
for Z 1Z without assuming stability; see Lemma 1(ii) below.
Note that the normality of ηt is imposed in order to ensure the BMSB condition for tXtu,
i.e., Assumption 1; see Lemma 1(i) below. Thus, the sub-Gaussianity of ηt (i.e., Assumption
3) is automatically satisfied.
Lemma 1. Let tXtuT`1t“1 be generated by the linearly restricted VAR model. Under Assumption
4, we have the following results:
(i) (cf., Proposition 3.1, Simchowitz et al., 2018) for any 1 ď k ď tT {2u, tXtuTt“1 satisfies
the p2k,Γsb, 3{20q-BMSB condition, where Γsb “ σ2Γk; and
(ii) for any δ P p0, 1q, it holds PpZ 1Z ł TΓRq ď δ, where ΓR is defined as in (2.3) with n “ d
and Γ “ σ2mΓT {δ.
By Lemma 1, for the VAR model, the matrices ΓR and ΓR in Theorem 1 are
ΓR “ σ2mR1pId b ΓT qR{δ and ΓR “ σ2R1pId b ΓkqR,
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where 1 ď k ď tT {2u. It can be seen that ΓR and ΓR, which essentially act as upper and lower
bounds of Z 1Z, are both related to the controllability Gramian Γt, and 0 ă Id ĺ Γk ĺ ΓT .
Then, by a simple calculation, the quantity log detpΓRΓ´1R q in Theorem 1 becomes
m logpm{δq ` κRpT, kq,
where
κRpT, kq “ log det
”
R1pId b ΓT qR tR1pId b ΓkqRu´1
ı
. (3.8)
As a result, condition (2.4) in Theorem 1 can be written as
T Á k
!
m log
m
δ
` κRpT, kq ` log d
)
. (3.9)
Note that κRpT, kq is monotonically decreasing in k.
Nevertheless, due to the dependence of κRpT, kq on k, we still need to verify that there
exists a k satisfying (3.9). This boils down to deriving an explicit upper bound for κRpT, kq.
In what follows, we will derive an upper bound for κRpT, kq that holds for any restriction
matrix R, and will show that the upper bound corresponding to stable processes is smaller
than that for unstable processes. Moreover, we will relax the assumption of ρpA˚q ď 1 in
Simchowitz et al. (2018) to
ρpA˚q ď 1` c{T,
where c ą 0 is a universal constant. That is, we even allow slightly explosive VAR processes.
Before deriving the upper bounds on κRpT, kq, it is worth pointing out that ΓT will have
different grow rate depending on whether ρpA˚q ă 1 or not. On the one hand, if ρpA˚q ă 1,
then it holds ΓT ĺ Γ8 “ limTÑ8 ΓT ă 8, and therefore
κRpT, kq ď κRpT, 1q ď κRp8, 1q, (3.10)
where the first inequality follows from the fact that κRpT, kq is monotonically decreasing in k;
see (3.8). This suggests that we can derive an upper bound on κRpT, kq free of both k and T .
On the other hand, if ρpA˚q ě 1, then Γ8 no longer exists. In such cases, we need to
carefully control the growth rate of ΓT in κRpT, kq as T increases. To do so, we consider the
Jordan decomposition:
A˚ “ SJS´1, (3.11)
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where J has L blocks with sizes 1 ď b1, . . . , bL ď d, and both J and S are d ˆ d complex
matrices. Let bmax “ max1ďℓďL bℓ, and denote the condition number of S by condpSq “
tλmaxpS˚Sq{λminpS˚Squ1{2 , where S˚ is the conjugate transpose of S.
Proposition 2. For any A˚ P Rdˆd, we have the following results:
(i) If ρpA˚q ď 1` c{T for a fixed c ą 0, then
κRpT, 1q À m tlog condpSq ` log d` bmax log T u .
(ii) In particular, if ρpA˚q ă 1 and σmaxpA˚q ď C for a fixed C ą 0, then
κRpT, 1q À m.
Remark 3. Note that Proposition 2(i) includes the case of ρpA˚q ă 1. Although the bound
in Proposition 2(i) is less sharp than that in (ii), no assumption on σmaxpA˚q is made.
By Proposition 2 and the fact that κRpT, kq ď κRpT, 1q, we obtain the following sufficient
conditions for (3.9) (and hence for condition (2.4) in Theorem 1):
k À
$’’&’’%
T
m rlogtmd condpSq{δu ` bmax log T s , if ρpA˚q ď 1` c{T,
T
m logpm{δq ` log d, if ρpA˚q ă 1 and σmaxpA˚q ď C.
(3.12)
Observe that the feasible region for k is slightly larger when ρpA˚q ă 1, provided that
σmaxpA˚q ď C. This will make a difference when we try to use the largest possible k to
sharpen the error bound; see Theorem 3 in the next subsection.
3.3 Analysis of Upper Bounds in VAR Model
We are now ready to give a detailed analysis of the upper bound on ‖pβ ´ β˚‖ for the linearly
restricted VAR model. Analogous results for ‖ pA ´ A˚‖2 can be obtained from Proposition 1,
which we omit here.
In the sequel, we will always separate the results for ρpA˚q ă 1 from those for ρpA˚q ď
1` c{T , as the former case usually admits sharper bounds. Denote
ΓR,k “ R tR1pId b ΓkqRu´1R1. (3.13)
The next theorem follows from Theorem 1, Lemma 1 and Proposition 2.
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Theorem 2. Let tXtuT`1t“1 be generated by the linearly restricted VAR model. Fix δ P p0, 1q.
For any 1 ď k ď tT {2u satisfying (3.12), under Assumption 4, we have the following results:
(i) If ρpA˚q ď 1` c{T for a fixed c ą 0, then, with probability at least 1´ 3δ, we have
‖pβ ´ β˚‖ À ˆλmaxpΓR,kqm rlog tmd condpSq{δu ` bmax log T s
T
˙1{2
. (3.14)
(ii) In particular, if ρpA˚q ă 1 and σmaxpA˚q ď C for a fixed C ą 0, then, with probability at
least 1´ 3δ, we have
‖pβ ´ β˚‖ À "λmaxpΓR,kqm logpm{δq
T
*1{2
. (3.15)
To gain an intuitive understanding of the scale factor λmaxpΓR,kq in Theorem 2, we may
consider the asymptotic distribution of pβ under the assumption that ρpA˚q ă 1 in a fixed
dimensional setup (i.e., d,m and A˚ are fixed):
T 1{2ppβ ´ β˚q Ñ N`0, RtR1pId b Γ8qRu´1R1looooooooooooomooooooooooooon
ΓR,8
˘
(3.16)
in distribution as T Ñ 8 (Lu¨tkepohl, 2005), where Γ8 “ limkÑ8 Γk. The strength of our
approach is signified by the preservation of the factor λmaxpΓR,kq in the error bounds. This
key advantage is not enjoyed by the non-asymptotic methods in Basu and Michailidis (2015)
and Faradonbeh et al. (2018). Specifically, these two papers bound X 1X and X 1E separately
(or Z 1Z and Z 1η in our context; see the proof of Theorem 1), which would not only break
down ΓR,k, but also cause degradation of the error bound as ρpA˚q Ñ 1 due to the inevitable
involvement of the condition number of X 1X in the error bound. In contrast, similarly to
Simchowitz et al. (2018), we bound Z 1Z and Z 1η simultaneously through the Moore-Penrose
pseudoinverse Z: (in particular, Z: “ pZ 1Zq´1Z 1 if Z 1Z ą 0). This perfectly retains the
dependence of the error bound on the matrix ΓR,k which resembles the limiting covariance
matrix of the estimator for fixed dimensional, stable VAR processes.
Remark 4. Note that for (3.14) in Theorem 2, bmax “ 1 if A˚ is a diagonalizable matrix.
In particular, if A˚ “ ρId, then we have bmax “ 1, condpSq “ 1, and Γk “ γkpρqId, where
γkpρq “
řk´1
s“0 ρ
2s, and hence λmaxpΓR,kq reduces to
λmaxpΓR,kq “ γ´1k pρqλmaxtRpR1Rq´1R1u “ γ´1k pρqλmaxtpR1Rq´1R1Ru “ γ´1k pρq, (3.17)
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where the first equality follows from the fact that, for any matrices A P RNˆm and B P RmˆN ,
AB and BA have the same nonzero eigenvalues (Theorem 1.3.20, Horn and Johnson, 1985).
Remark 5. The linear restrictions affect the error bounds through both the scale factor
λmaxpΓR,kq and the explicit rate function of m and T . To further illustrate this, suppose that
β˚ “ Rθ˚ ` γ “ Rp1qRp2qθ˚ ` γ,
where Rp1q P Rd2ˆ rm has rank rm, and Rp2q P R rmˆm has rank m, with rm ě m ` 1. Then
Lp1q “ tRp1qθ ` γ : θ P R rmu Ě L “ tRθ ` γ : θ P Rmu. If the estimation is conducted on
the larger parameter space Lp1q, then the scale factor in the corresponding error bound will
become λmaxpΓRp1q,kq. By an argument similar to that in Lu¨tkepohl (2005, p. 199), we can
show that ΓR,k ĺ ΓRp1q,k, and then
λmaxpΓR,kq ď λmaxpΓRp1q,kq. (3.18)
Therefore, if fewer restrictions are imposed, while the effective model size will increase from
m to rm, the scale factor will also increase from λmaxpΓR,kq to λmaxpΓRp1q,kq, both leading to
deterioration of the error bound.
By (3.17), in the special case of A˚ “ ρId, (3.18) becomes an equality since λmaxpΓR,kq
is independent of R. However, the equality in (3.18) generally does not hold even for di-
agonal matrices A˚. For example, if A˚ “ diagpρ1, ρ2q P R2ˆ2, where |ρ1| ą |ρ2|, then
Γk “ diagtγkpρ1q, γkpρ2qu. Let R “ p1, 0, 0, 0q1 “ Rp1qRp2q, where Rp1q “ pI2, 0q1 P R4ˆ2
and Rp2q “ p1, 0q1. Consequently, the inequality in (3.18) is strict:
λmaxpΓR,kq “ γ´1k pρ1q ă γ´1k pρ2q “ λmaxpΓRp1q,kq.
Remark 6. Similar to the asymptotic result in (3.16), the error bounds in Theorem 2 are not
affected by the variance σ2 of ηt at all. Indeed, the scaling effect of σ
2 on ηt is canceled out by
that on Xt due to the autoregressive structure.
By a method similar to that for (3.17) and the fact that Γk ľ Id, it can be shown that
λmaxpΓR,kq ď λmaxtRpR1Rq´1R1u “ λmaxtpR1Rq´1R1Ru “ 1. (3.19)
As a result, Theorem 2 with k “ 1 directly yields the following asymptotic convergence rates:
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Corollary 1. Under the conditions of Theorem 2, the following results hold:
(i) If ρpA˚q ď 1` c{T for a fixed c ą 0, then
‖pβ ´ β˚‖ “ Op
#ˆ
m rlog tmd condpSqu ` bmax log T s
T
˙1{2+
.
(ii) In particular, if ρpA˚q ă 1 and σmaxpA˚q ď C for a fixed C ą 0, then
‖pβ ´ β˚‖ “ Op
#ˆ
m logm
T
˙1{2+
.
Remark 7. Comparing the above results with Corollary 2.2 in Simchowitz et al. (2018), one
may notice that our results are quite different from theirs: firstly, our results are not limited
to the case of ρpA˚q ă 1; secondly, we formally adopt the convergence in probability as the
asymptotic mode.
As the scale factor λmaxpΓR,kq is monotonically decreasing in k, choosing k “ 1 is sub-
optimal. In the following theorem, the rates in Theorem 2 will be sharpened by choosing the
largest k satisfying (3.12); note that the maximal k increases as T increases. The magnitude
of λmaxpΓR,kq will be captured via σminpA˚q, a measure of the least excitable mode of the
underlying dynamics.
Theorem 3. Fix δ P p0, 1q, and suppose that the conditions of Theorem 2 hold.
(i) If ρpA˚q ď 1` c{T for a fixed c ą 0, then we have the following results:
When
σminpA˚q ď 1´ c1m rlog tmd condpSq{δu ` bmax log T s
T
, (A1)
where c1 ą 0 is fixed, with probability at least 1´ 3δ, we have
‖pβ ´ β˚‖ À ˆt1´ σ2minpA˚qum rlog tmd condpSq{δu ` bmax log T s
T
˙1{2
; (S1)
and when the inequality in (A1) holds in the reverse direction, with probability at least
1´ 3δ, we have
‖pβ ´ β˚‖ À m rlog tmd condpSq{δu ` bmax log T s
T
. (F1)
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(ii) In particular, if ρpA˚q ă 1 and σmaxpA˚q ď C for a fixed C ą 0, then we have the
following results:
When
σminpA˚q ď 1´ c2tm logpm{δq ` log du
T
, (A2)
where c2 ą 0 is fixed, with probability at least 1´ 3δ, we have
‖pβ ´ β˚‖ À „t1 ´ σ2minpA˚qum logpm{δq
T
1{2
; (S2)
and when the inequality in (A2) holds in the reverse direction, with probability at least
1´ 3δ, we have
‖pβ ´ β˚‖ À m logpm{δq
T
. (F2)
Theorem 3 reveals an interesting phenomenon of phase transition from slow to fast error
rate regimes; i.e., from about Opam{T q as in (S1) and (S2) to about Opm{T q as in (F1)
and (F2). It is worth noting that the point at which the transition occurs mainly depends
on σminpA˚q instead of ρpA˚q; see (A1) and (A2). Indeed, the conditions on ρpA˚q merely
determine whether the logarithmic factors bmax log T and logtd condpSqu will appear in the
numerators of the error bounds (compare (S1) to (F1), or (S2) to (F2)), and this difference is
caused by the different feasibility regions for k in (3.12). Moreover, it can be seen from (A1)
and (A2) that the transition point is affected by the restrictions through the effective model
size m; see the second experiment in Section 5 for a numerical verification of the transition
point.
In addition, Theorem 3 suggests that within slow rate regimes, the estimation error is
smaller when the process is more excitable, since 1 ´ σ2
min
pA˚q in (S1) and (S2) decreases as
σminpA˚q increases; this will be verified by the first experiment in Section 5.
Remark 8. Since σminpA˚q ď ρpA˚q holds in general, the upper bound conditions (A1) and
(A2) for σminpA˚q may be mild provided that ρpA˚q is not too large. However, the fast rate
regimes require the opposite of (A1) or (A2), which cannot be directly inferred from the
magnitude of ρpA˚q.
Remark 9. Consider the implications of Theorem 3 when A˚ “ ρId for ρ P R. Note that
m is not necessarily one since overparameterization is possible. By ρpA˚q “ σminpA˚q “ |ρ|,
condpSq “ 1, and bmax “ 1, we can summarize the results as follows:
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(a) If |ρ| ď 1´Otpm logm` log dq{T u, then ‖pβ´β˚‖ À Otap1´ ρ2qm logm{T u, with high
probability (w.h.p.); see (S2).
(b) If 1 ´ Otpm logm ` log dq{T u ď |ρ| ă 1, then ‖pβ ´ β˚‖ À OpT´1m logmq, w.h.p.; see
(F2).
(c) If 1 ď |ρ| ď 1`Op1{T q, then ‖pβ ´ β˚‖ À OtT´1m logpmdT qu, w.h.p.; see (F1).
In fact, due to the simple form of A˚, these results can be directly derived from Theorem 2
together with Remark 4 by choosing the largest k satisfying (3.12). Note that the simula-
tion studies in Section 5 suggest that the above upper bounds match the actual rates up to
logarithmic factors; see also Remark 10 and Figure 2 in the next section.
4 Analysis of Lower Bounds
In this section, to understand the sharpness of the upper bounds in Theorem 3, we provide
minimax lower bounds for the OLS estimation of the linearly restricted VAR model.
For any θ P Rm, let β “ Rθ ` γ, and then the corresponding coefficient matrix is Apθq “
pId b θ1q rR ` G, where R, γ, rR and G are defined as in Section 3.1. Since β is completely
determined by θ, it is more convenient to index the probability law of the restricted VAR
model by the unrestricted parameter θ. Thus, we denote by P
pT q
θ the distribution of the
sample pX1, . . . , XT`1q on pX T`1,FT`1q, where X “ Rd and FT`1 “ σtη1, . . . , ηT u.
For a fixed ρ¯ ą 0, we consider the subspace of θ such that the spectral radius of Apθq is
bounded above by ρ¯, i.e.,
Θpρ¯q “ tθ P Rm : ρtApθqu ď ρ¯u.
Then, the corresponding linearly restricted subspace of β is Lpρ¯q “ tRθ ` γ : θ P Θpρ¯qu. The
minimax rate of estimation over β P Lpρ¯q, i.e., θ P Θpρ¯q, is provided as follows.
Theorem 4. Suppose that tXtuT`1t“1 follow the VAR model Xt`1 “ AXt ` ηt, with linear
restrictions defined as in Section 3, and Assumption 4 holds. Fix δ P p0, 1{4q and ρ¯ ą 0. Let
γT pρ¯q “
řT´1
s“0 ρ¯
2s. Then, for any ǫ P p0, ρ¯{4s, we have
infpβ supθPΘpρ¯qP
pT q
θ
!
‖pβ ´ β‖ ě ǫ) ě δ,
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where the infimum is taken over all estimators of β subject to β P tRθ ` γ : θ P Rmu, for any
T such that
TγT pρ¯q À m` logp1{δq
ǫ2
.
By Theorem 4, we can obtain the following minimax rates of estimation across different
ranges of ρ¯:
Corollary 2. For the linearly restricted VAR model in Theorem 4, the minimax rates of
estimation over β P Lpρ¯q are given as follows:
(i)
ap1´ ρ¯2qm{T , if ρ¯ P p0,a1´ 1{T q;
(ii) T´1
?
m, if ρ¯ P ra1´ 1{T , 1` c{T s for a fixed c ą 0; and
(iii) ρ¯´T
apρ¯2 ´ 1qm{T , if ρ¯ P p1` c{T,8q.
Although the transition points in Corollary 2 depend on ρpA˚q instead of σminpA˚q, we
may still compare the above lower bounds with the upper bounds in Theorem 3. For (i), since
σminpA˚q ď ρpA˚q ă
a
1´ 1{T ă 1, we may expect that condition (A2) will often hold, which
leads to the upper bound Opam logm{T q by Theorem 3. Thus, the lower and upper bounds
match up to the factor of logm. For (ii), however, the corresponding upper bound may fall
into either slow or fast rate regimes of Theorem 3, depending on the magnitude of σminpA˚q.
That is, when ρpA˚q ě
a
1´ 1{T , although the lower bound enters the fast rate regime in (ii),
the upper bound may still fall into the slow rate regime of Theorem 3 if σminpA˚q is relatively
small. As shown by our first experiment in Section 5, the transition from slow to fast error
rates actually depends on σminpA˚q instead of ρpA˚q. This also suggests that the results in
Theorem 3 are sharp in the sense that they correctly capture the transition behavior.
Remark 10. For the special case of A˚ “ ρId, in view of Remark 9 and Corollary 2, a more
straightforward comparison of the upper and lower bounds can be made:
Range of ρ Lower bound Upper bound
p0, 1´O tpm logm` log dq{T us Ωtap1´ ρ2qm{T u Otap1´ ρ2qm logm{T u
r1´Otpm logm` log dq{T u,a1´ 1{T q Ωtap1´ ρ2qm{T u OpT´1m logmq
ra1´ 1{T , 1q ΩpT´1?mq OpT´1m logmq
r1, 1`Op1{T qs ΩpT´1?mq OtT´1m logpmdT qu
p1`Op1{T q,8q Ωpρ´Tapρ2 ´ 1qm{T q ´
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See also Figure 2 for an illustration of the theoretical bounds and the actual rates suggested
by simulations in Section 5. Specifically, the simulation results in Section 5 show that for ρ
fixed at a level well below one, the error scales as Otap1´ ρ2qm{T u; moreover, the actual
error rate is shown to be m{T for ρ ranging from 1 ´ Otpm logm ` log dq{T u to 1 ` Op1{T q
and even faster for ρ fixed at a level slightly above one.
|| β^
−
β *|
|
ρ
1 − O[mlog(m) + log(d)] / T 1 − 1 T 1 1 + O(1 T)
O (1 − ρ2)mlog(m) T
Omlog(m) T
Omlog(mdT) T
O(m T)Ω (1 − ρ2)m T
Ω( m T)
Ωρ−T (ρ2 − 1)m T
Figure 2: Illustration of theoretical upper (black lines) and lower (blue lines) bounds and
actual rates (red lines) suggested by simulation results in Section 5 for A˚ “ ρId.
5 Simulation Experiments
This section contains three simulation experiments for verifying our theoretical results for
the linearly restricted VAR model in (3.1), including examinations of (i) the estimation error
bounds derived in Sections 3 and 4, (ii) the transition from slow to fast rate regimes, and (iii)
the impact of the ambient dimension d on the estimation performance.
We consider the following three data generating processes (DGPs) with tηtu drawn inde-
pendently from Np0, Idq:
• DGP1 (banded structure via zero restrictions): a˚ij “ 0 if |i ´ j| ą k0, where 1 ď k0 ď
tpd´ 1q{2u is the bandwidth parameter; see Example 2 in Section 3.1. As a result, if all
restrictions are imposed, the size of the model is m “ d` p2d´ 1qk0 ´ k20.
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• DGP2 (group structure via equality restrictions): The index set V “ t1, . . . , du of the
coordinates of Xt is partitioned into K groups of size b “ d{K as V “
ŤK
k“1 Gk, where
Gk “ tpk ´ 1qb` 1, . . . , kbu, k “ 1, . . . , K.
In each row of A˚, the off-diagonal entries a˚ij with j belonging to the same group
are assumed to be equal: i.e., for any 1 ď k ď K and 1 ď i ď d, all elements of
ta˚ij , j P Gk, j ‰ iu are equal; see Figure 1 in Section 1. Thus, m “ pK ` 1qd if all these
restrictions are imposed, since there are pK ` 1q free parameters in each row of A.
• DGP3 (simple homogeneous structure): A˚ “ ρId, where ρ P R. Note that the smallest
true model, which has size m “ 1, results from imposing zero restrictions on all off-
diagonal entries of A˚ and equality restrictions on all diagonal entries; see Example 4 in
Section 3.1.
Throughout our experiments, the ℓ2 estimation error ‖pβ ´ β˚‖ is calculated by averaging
over 1000 replications. In addition, except for DGP3, the nonzero entries of A˚ are generated
independently from Ur´1, 1s and then rescaled such that ρpA˚q is equal to a certain value.
The first experiment aims to verify the result (see (S1) and (S2)) in Theorem 3 that the
restricted estimator attains an error rate of about
a
m{T (up to logarithmic factors) under
conditions on σminpA˚q (i.e., (A1) or (A2)), and a faster rate when the opposite of either
condition is true. Moreover, we will verify the implication of Theorem 2 (see Remark 5) that
adding more restrictions may improve the estimation performance through both the explicit
rate
a
m{T and the reduction in the scale factor λmaxpΓR,kq which may be regarded as a fixed
dimensional property; that is, fixing
a
m{T , increasing m may still reduce the estimation error
due to the effect of R.
For this experiment, we consider DGP1–DGP3 with d “ 24 and ρpA˚q “ 0.2, 0.8 or 1.
Specifically, we generate data from (1) DGP1 with the bandwidth parameter k0 “ 1, (2)
DGP2 with the number of blocks K “ 2, and (3) DGP3. For DGP1 and DGP3, we fit
possibly overparameterized banded VAR models with k0 “ 1, 5 or 7 such that m “ 70, 156 or
304, respectively. For DGP2, we fit the corresponding model with K “ 2, 8 or 12 such that
m “ 72, 120 or 312, respectively. Note that for DGP1 and DGP2, we have σminpA˚q ď 0.1
when the randomly generated matrix A˚ is scaled such that ρpA˚q “ 1. However, for DGP3,
it holds that σminpA˚q “ ρpA˚q. The ℓ2 estimation error ‖pβ ´ β˚‖ is plotted against am{T
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Figure 3: Plots of ‖pβ ´ β˚‖ against am{T for three data generating processes with ρpA˚q “ 0.2, 0.8 or 1 and different m. DGP1 and
DGP3 were fitted as banded VAR models with different k0, and DGP2 was fitted as grouped VAR models with different K.
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in Figure 3, where we consider sample sizes T such that
a
m{T P t0.15, 0.35, 0.55, 0.75, 0.95u.
Our main findings are summarized as follows:
(i) When ρpA˚q “ 0.2, for all DGPs, the three lines corresponding to different m coincide
completely with each other and scale perfectly linearly with
a
m{T . This suggests that
the actual error rate is
a
m{T when σminpA˚q satisfies condition (A2) in Theorem 3: i.e.,
the upper bound in (S2) differs from the actual rate by a factor of logm.
(ii) When ρpA˚q “ 0.8 or 1 for DGP1 and DGP2, although ‖pβ ´ β˚‖ is still proportional
to
a
m{T when ρpA˚q and m are both fixed, the three lines corresponding to the same
ρpA˚q but different m do not coincide: when ρpA˚q is fixed, the slope increases as m
increases. In addition, this variation in slope is greater when ρpA˚q is larger. Note that
for DGP1 and DGP2, σminpA˚q is very small. As finding (i) above already suggests
that the actual error rate may be
a
m{T (instead of am logm{T ) for small σminpA˚q,
this extra variation in slope associated with m may in part be explained by the scale
factor λmaxpΓR,kq that appears in the error bound in Theorem 2: as noted in Remark 5,
imposing more restrictions (i.e., decreasing m) may reduce the estimation error through
the restriction matrix R in addition to the explicit rate function of m and T . However,
since ‖pβ ´ β˚‖ actually depends on the spectrum of ΓR,k, whereas its largest eigenvalue
merely acts as an upper bound, the effect of R on the estimation error may vary across
different ρpA˚q. Specifically, when ρpA˚q is relatively small, e.g., ρpA˚q “ 0.2, we will
have more control over the spectrum of A˚ and hence that of ΓR,k, and consequently the
variation in slope due to the effect of R will be relatively small.
(iii) Unlike our observations for DGP1 and DGP2 in (ii), for DGP3, even when ρpA˚q is as
large as 0.8, the three lines corresponding to different m still completely coincide with
each other in the right panel of Figure 3. Interestingly, this is consistent with the fact
that λmaxpΓR,kq is independent of R when A˚ “ ρId; see (3.17) and Remark 5.
(iv) For DGP3 with ρpA˚q “ 1, in sharp contrast to all other cases, the error rate is faster
than
a
m{T , possibly a quadratic function ofam{T as indicated by Figure 3. This well
matches the conclusion in Theorem 3 that when σminpA˚q “ 1, the error rate falls into
the fast rate regime.
(v) As shown in Figure 3, when m and T are both fixed, ‖pβ ´ β˚‖ always gets smaller as
ρpA˚q gets larger. Moreover, for all cases with σminpA˚q ă 1 and a given m, the slopes
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Figure 4: Error rates for DGP3 when ρ is fixed or approaching one at different rates. Left
panel: plot of ‖pβ ´ β˚‖ against ap1´ ρ2q{T , fixing m “ 70. Right panel: plot of ‖pβ ´ β˚‖
against m{T when ρ “ 0.99, 1´pm logm` log dq{T, 1`1{T or 1.01 and m “ 1 or 70. The case
of pm, ρq “ p70, 1.01q is omitted since the process becomes so explosive that the computation
is numerically infeasible.
of lines in Figure 3 decrease as ρpA˚q increases. This finding can also be explained by
Theorem 3, since the error bounds in (S1) and (S2) are proportional to
a
1´ σ2
min
pA˚q
and, due to our rescaling of A˚, σminpA˚q is larger when ρpA˚q is.
In the second experiment, we focus on DGP3 to further investigate the error rates in
different regimes as well as the phase transition points. We set d “ 24 and consider m “
1, 70, 156 or 304, where m “ 1 results from fitting the smallest true model, and m “ 70, 156 or
304 corresponds to fitting a banded VAR model with k0 “ 1, 3 or 7, respectively. The results
are displayed in Figures 4 and 5, where we have the following findings:
(i) Combining the results from the first experiment and the left panel of Figure 4, we may
conclude that ‖pβ ´ β˚‖ scales as Opap1´ ρ2qm{T q when ρ is fixed at a level well below
one.
(ii) Figure 5 suggests that when ρ “ 1 the actual error rate may be m{T . Specifically, when
m is fixed, the left panel shows that T‖pβ ´ β˚‖ maintains stable for T P r100, 20000s,
whereas ‖pβ ´ β˚‖ multiplied by ?T or T { logpT q appears to diminish as T tends to
infinity. When T is fixed, the right panel shows that ‖pβ ´ β˚‖{m becomes constant for
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Figure 5: Error rates for DGP3 when ρ “ 1. Left panel: plot of ‖pβ ´ β˚‖ multiplied by
T {8, T { logpdT q or ?T against T , fixing m “ 70. Right panel: plot of ‖pβ ´ β˚‖ divided by
m,m logpdmq or 8?m against m, fixing T “ 400.
m sufficiently large. Comparing our theoretical results for ρ “ 1 in Remark 10 to the
apparent rate m{T , for a fixed d, our upper bound is larger by a factor of logpmT q, and
our lower bound is smaller by a factor of
?
m.
(iii) The right panel of Figure 4 suggests that the regime of rate m{T is reached as early
as ρ “ 1 ´ Otpm logm ` log dq{T u. Moreover, the rate is still m{T even as the process
becomes slightly explosive with ρ “ 1 ` Op1{T q. This lends support to the transition
point as well as the boundary of the fast rate regime suggested by Theorem 3(i); see
Remarks 9 and 10. In contrast, when ρ is fixed at 0.99, the rate appears to be
a
m{T ,
similarly to our findings in the first experiment. On the other hand, when ρ is fixed at a
level slightly above one, the rate becomes even faster than m{T , which is consistent with
the fact that the corresponding lower bound in Remark 10 diminishes at a rate faster
than ρT as T increases.
The goal of the third experiment is to check if the dimension d will directly affect the
estimation error. We generate data from DGP3 with ρ “ 0.2, 0.8 or 1, T “ 100 or 500 and
d P r25, 500s. For the estimation, we consider m “ 1 or 20, where m “ 1 corresponds to the
smallest true model, and m “ 20 corresponds to a model subject to (1) a˚11 “ ¨ ¨ ¨ “ a˚dd and
(2) the restriction that all but m ´ 1 of the off-diagonal entries of A˚ are zero. To generate
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Figure 6: Plots of ‖pβ ´ β˚‖ against d for DGP3 with T “ 100 (left panel) and 500 (right
panel), when ρ “ 0.2, 0.8 or 1 and m “ 1 or 20.
the pattern in (2), we sample the m ´ 1 positions uniformly without replacement from all
off-diagonal positions of A˚.
Figure 6 shows that the estimation error maintains constant across the entire range of d
for all cases except pT,m, ρq “ p100, 20, 1q with d ď 75; see the left panel. Note that the error
bound in Theorem 3 contains both the factors log d and m{T for ρ “ 1. Therefore, when m{T
is relatively large, the effect of d may be more significant. The above exception might also
be explained by the indirect effect of R on λmaxpΓR,kq in Theorem 2. Note that as m is fixed
at 20, different d corresponds to different R. As a result, when d is smaller, the spectrum of
ΓR,k may be more sensitive to R. However, as d becomes sufficiently large, the restrictions
will become so sparse compared to the ambient dimension d that the spectrum of ΓR,k will
eventually be stable, and hence the impact of d will eventually be negligible.
6 Conclusion and Discussion
In this paper, we have developed a unified non-asymptotic theory for the OLS estimation
of linearly restricted VAR models. The unification is twofold: (i) our method is applicable
to stable, unstable and even slightly explosive processes; (ii) our framework includes various
existing models as special cases and allows more general, practically motivated restriction
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structures as well. In addition to a careful analysis of the phase transition of the estimation
error rate, we have shown that the improvement of the estimation performance due to the
restrictions is characterized by both the effective model size and a factor that mimics the
asymptotic covariance matrix of the estimator in fixed dimensions, reflecting an interesting
connection between asymptotic and non-asymptotic theory. Our simulation results provide
support to the sharpness of the error bounds and enable a better understanding of the actual
phase transition behavior.
The BMSB condition is the premise that allows us to avoid the stability assumption as
well as to preserve the precise impact of the restrictions on the error bounds. However, we
have relied on the normality of the process (and hence that of the innovations) to guarantee
this condition. Due to the autoregressive structure, relaxation of this condition is a non-trivial
problem that deserves future investigation, and a related direction is robust M-estimation
(Zhou et al., 2018) of VAR models. In addition, one may consider the recovery of unknown
restriction patterns by methods such as information criteria or regularization, e.g., the fussed
lasso (Ke et al., 2015). Beyond the direct parameter restrictions considered in this paper, it is
worth developing similar non-asymptotic theory for possibly unstable low rank VAR models
(Ahn and Reinsel, 1988; Negahban and Wainwright, 2011). Moreover, for unstable VAR mod-
els, it is important to investigate cointegration structures (Onatski and Wang, 2018), and the
corresponding non-asymptotic theory would be useful for high dimensional inference. Finally,
note that Chen and Wu (2018) recently developed concentration inequalities for empirical pro-
cesses of univariate linear time series with short- or long-range dependencies, and their method
also avoids mixing conditions. It could be interesting to explore the relationship between the
method of this paper and the theoretical framework in Chen and Wu (2018).
Appendix A: Proofs of Theorem 1 and Proposition 1
A.1 Three Technical Lemmas
The proofs of Theorem 1 and Proposition 1 rely on three technical lemmas: Lemmas A.1–A.3,
which contain key results on covering and discretization, a poinwise lower bound of X 1X , and
a multivariate concentration bound for dependent data, respectively. We state them first and
relegate their proofs to Section A.4.
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The following notations will be used throughout our proofs: For any integer d ě 1 and
matrix 0 ă Γ P Rdˆd, let ‖Γ1{2p¨q‖ be the ellipsoidal vector norm associated to Γ, i.e., the
mapping from ω P Rd to pω1Γωq1{2 P p0,8q. In addition, we denote the corresponding unit
ball (ellipsoid) by SΓ “ tω P Rd : ‖Γ1{2ω‖ “ 1u. For any set S, we denote its cardinality,
complement and volume by |S|, Sc and volpSq, respectively.
Lemma A.1. Suppose that Z P RTˆm and 0 ă Γmin ĺ Γmax P Rmˆm. Let T be a 1{4-net of
SΓmin in the norm ‖Γ
1{2
maxp¨q‖. Then, the following holds:
(i) If Γmin{2 ł Z 1Z ĺ Γmax, then infωPT ω1Z 1Zω ă 1.
(ii) If T is a minimal 1{4-net, then log |T | ď m log 9` p1{2q log detpΓmaxΓ´1minq.
(iii) If Γmin ĺ Z
1Z ĺ Γmax, then for any ν P RT , we have
sup
ωPSm´1
ω1Z 1ν
‖Zω‖
“ sup
ωPSΓmin
ω1Z 1ν
‖Zω‖
ď 2max
ωPT
ω1Z 1ν
‖Zω‖
.
Lemma A.2. Suppose that the process tXtuTt“1 taking values in Rd satisfies the pk,Γsb, αq-
BMSB condition. Let X “ pX1, . . . , XT q1. Then, for any ω P Rd, we have
P
ˆ
ω1X 1Xω ď α
2ktT {ku
8
ω1Γsbω
˙
ď exp
ˆ
´α
2tT {ku
8
˙
.
Lemma A.3. Let tFt, t “ 1, 2, . . . u be a filtration. Suppose that txt, t “ 1, 2, . . . u and tηt, t “
1, 2, . . . u are processes taking values in Rn, and for each integer t ě 1, xt is Ft-measurable, ηt
is Ft`1-measurable, and ηt | Ft is mean-zero and σ2-sub-Gaussian. Then, for any constants
β´, β`, γ ą 0, we have
P
$’&’%
řT
t“1 x
1
tηt´řT
t“1‖xt‖
2
¯1{2 ě γ, Tÿ
t“1
‖xt‖
2 P rβ´, β`s
,/./- ď β`β´ exp
ˆ
´ γ
2
6σ2
˙
. (A.1)
A.2 Proof of Theorem 1
Define the mˆm matrices
Γmax “ TΓR, Γmin “ α
2ktT {ku
8
ΓR, Γmin “ Γmin{2, (A.2)
where ΓR “ R1pIn b ΓqR and ΓR “ R1pIn b ΓsbqR. Since R has full column rank, ΓR and ΓR
are both positive definite matrices. Thus, 0 ă Γmin ă Γmin ĺ Γmax.
Consider the singular value decomposition Z “ UDV 1, where U P RnTˆm, D,V P Rmˆm,
and U 1U “ Im “ V 1V. Let Z: be the Moore-Penrose pseudoinverse of Z, i.e., Z: “ VD´U 1,
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where the diagonal matrix D´ is defined by taking the reciprocal of each non-zero diagonal
entry of D; in particular, Z: “ pZ 1Zq´1Z 1 if Z 1Z ą 0. Then, we have pθ ´ θ˚ “ Z:η. As a
result, pβ ´ β˚ “ Rppθ ´ θ˚q “ RZ:η “ RVD´U 1η.
Furthermore, since Γmin ą 0, it holds on the event tZ 1Z ľ Γminu that
‖pβ ´ β˚‖ ď ‖RVD´‖2‖U 1η‖ “ “λmaxtRpZ 1Zq´1R1u‰1{2 ‖U 1η‖ ď  λmaxpRΓ´1minR1q(1{2 ‖U 1η‖.
(A.3)
Note that (A.3) exploits the self-cancellation effect inside the pseudoinverse Z:: the bound
would not be as sharp if R, Z 1Z and Zη were bounded separately.
By (A.3) and Assumption 2, i.e., PpZ 1Z ł Γmaxq ď δ, for any K ą 0, we have
P
”
‖pβ ´ β˚‖ ě K  λmaxpRΓ´1minR1q(1{2ı
ď P
”
‖pβ ´ β˚‖ ě K  λmaxpRΓ´1minR1q(1{2 , Z 1Z ĺ Γmaxı` δ
ď P
”
‖pβ ´ β˚‖ ě K  λmaxpRΓ´1minR1q(1{2 , Γmin ĺ Z 1Z ĺ Γmaxı
` P pΓmin ł Z 1Z ĺ Γmaxq ` δ
ď P p‖U 1η‖ ě K, Γmin ĺ Z 1Z ĺ Γmaxq ` P pΓmin ł Z 1Z ĺ Γmaxq ` δ. (A.4)
Notice that condition (2.4) implies k ď T {10, so that
ktT {ku ě T ´ k ě p9{10qT. (A.5)
As a result,  
λmaxpRΓ´1minR1q
(1{2 ď 9
2α
"
λmaxpRΓ´1R R1q
T
*1{2
. (A.6)
In view of (A.4) and (A.6), to prove this theorem, it remains to show that Z 1Z is bounded
below and ‖U 1η‖ is bounded above, with high probability. Specifically, we will prove that
P pΓmin ł Z 1Z ĺ Γmaxq ď δ (A.7)
if condition (2.4) of the theorem holds, and
P p‖U 1η‖ ě K, Γmin ĺ Z 1Z ĺ Γmaxq ď δ (A.8)
if we choose
K “ 2σ  12m logp14{αq ` 9 log detpΓRΓ´1R q ` 6 logp1{δq(1{2 .
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Proof of (A.7): Let T be a minimal 1{4-net of SΓmin in the norm ‖Γ1{2maxp¨q‖. By Lemma
A.1(i), we have
P pΓmin{2 ł Z 1Z ĺ Γmaxq ď P
´
inf
ωPT
ω1Z 1Zω ă 1
¯
ď |T | sup
ωPSΓmin
P pω1Z 1Zω ă 1q . (A.9)
By Lemma A.1(ii) and (A.5), we have
log |T | ď m log 9` p1{2q log detpΓmaxΓ´1minq
“ m log 9` p1{2qm log 8T
ktT {kuα2 ` p1{2q log detpΓRΓ
´1
R q
ď m logp27{αq ` p1{2q log detpΓRΓ´1R q. (A.10)
Note that Z 1Z “ R1pIn b X 1XqR “
řn
i“1R
1
iX
1XRi, where each Ri is a d ˆ m block in
R “ pR1
1
, . . . , R1nq1. Likewise, Γmin “ p1{8qα2ktT {ku
řn
i“1R
1
iΓsbRi. By a change of variables
and Lemma A.2, we have
sup
ωPSΓmin
P pω1Z 1Zω ă 1q “ sup
ωPRm
P pω1Z 1Zω ă ω1Γminωq
“ sup
ωPRm
P
˜
nÿ
i“1
ω1R1iX
1XRiω ă α
2ktT {ku
8
nÿ
i“1
ω1R1iΓsbRiω
¸
ď
nÿ
i“1
sup
ωPRm
P
ˆ
ω1R1iX
1XRiω ă α
2ktT {ku
8
ω1R1iΓsbRiω
˙
ď n exp
ˆ
´α
2tT {ku
8
˙
ď n exp
ˆ
´α
2T
9k
˙
,
where we used (A.5) again in the last inequality. This, together with (A.9) and (A.10), yields
P pΓmin{2 ł Z 1Z ĺ Γmaxq ď exp
"
m log
27
α
` 1
2
log detpΓRΓ´1R q ` log n´
α2T
9k
*
ď δ,
as long as condition (2.4) of the theorem holds.
Proof of (A.8): Recall that Z “ UDV 1 and U 1U “ Im. Thus, on the event tΓmin ĺ Z 1Z ĺ
Γmaxu, we have
‖U 1η‖ “ sup
ωPRmzt0u
ω1U 1η
‖ω‖
“ sup
ωPRmzt0u
ω1Γ
´1{2
min
VDU 1η
‖DV 1Γ´1{2
min
ω‖
“ sup
ωPRmzt0u
ω1Γ
´1{2
min
Z 1η
‖ZΓ´1{2
min
ω‖
“ sup
ωPSΓmin
ω1Z 1η
‖Zω‖
,
where the second equality uses the fact that DV 1Γ´1{2
min
is nonsingular if Z 1Z ľ Γmin ą 0. Then
it follows from Lemma A.1(iii) that, on the event tΓmin ĺ Z 1Z ĺ Γmaxu, we have
‖U 1η‖ ď 2max
ωPT
ω1Z 1η
‖Zω‖
,
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where T is a 1{4-net of Γmin in the norm ‖Γ1{2maxp¨q‖. Therefore,
P p‖U 1η‖ ě K, Γmin ĺ Z 1Z ĺ Γmaxq
ď P
ˆ
max
ωPT
ω1Z 1η
‖Zω‖
ě K{2, Γmin ĺ Z 1Z ĺ Γmax
˙
ď |T | sup
ωPSΓmin
P
ˆ
ω1Z 1η
‖Zω‖
ě K{2, Γ
min
ĺ Z 1Z ĺ Γmax
˙
“ |T | sup
ωPSm´1
P
˜
ω1Γ
´1{2
min
Z 1η
‖ZΓ´1{2
min
ω‖
ě K{2, Id ĺ Γ´1{2min Z 1ZΓ´1{2min ĺ Γ´1{2min ΓmaxΓ´1{2min
¸
ď |T | sup
ωPSm´1
P
#
ω1Γ
´1{2
min
Z 1η
‖ZΓ´1{2
min
ω‖
ě K{2, 1 ď ‖ZΓ´1{2
min
ω‖2 ď λmaxpΓ´1{2min ΓmaxΓ´1{2min q
+
. (A.11)
Similarly to (A.10), we can show that
log |T | ď m log 9` p1{2q log detpΓmaxΓ´1minq ď m logp38{αq ` p1{2q log detpΓRΓ´1R q. (A.12)
Now it remains to derive a pointwise upper bound on the probability in (A.11) for any
fixed ω P Sm´1. Let ηi,t be the ith element of ηt, and denote
ηpiq “ pηi,1, . . . , ηi,T q1.
Note that η “ pη1p1q, . . . , η1pnqq1. Fixing ω P Sm´1, define xt “ px1,t, . . . , xn,tq1, where xi,t “
X 1tRiΓ
´1{2
min
ω, and denote
xpiq “ pxi,1, . . . , xi,T q1 “ XRiΓ´1{2min ω.
Then, we have ω1Γ
´1{2
min
Z 1 “ ω1Γ´1{2
min
R1pIn bX 1q “ px1p1q, . . . , x1pnqq1. As a result,
ω1Γ
´1{2
min
Z 1η “
nÿ
i“1
x1piqηpiq “
nÿ
i“1
Tÿ
t“1
xi,tηi,t “
Tÿ
t“1
x1tηt
and
‖ZΓ´1{2
min
ω‖2 “
nÿ
i“1
‖xpiq‖
2 “
Tÿ
t“1
‖xt‖
2.
Applying Lemma A.3 to txtu and tηtu, with β´ “ 1 and β` “ λmaxpΓ´1{2min ΓmaxΓ´1{2min q, we have
P
#
ω1Γ
´1{2
min
Z 1η
‖ZΓ´1{2
min
ω‖
ě K{2, 1 ď ‖ZΓ´1{2
min
ω‖2 ď λmaxpΓ´1{2min ΓmaxΓ´1{2min q
+
“ P
$’&’%
řT
t“1 x
1
tηt´řT
t“1‖xt‖
2
¯1{2 ě K{2, Tÿ
t“1
‖xt‖
2 P rβ´, β`s
,/./- ď β`β´ expp´ K
2
24σ2
q. (A.13)
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Moreover, by a method similar to that for (A.12), we can show that
β`
β´
ď detpΓ´1{2
min
ΓmaxΓ
´1{2
min
q “ detpΓmaxΓ´1minq ď exp
"
m log
9
2α
` log detpΓRΓ´1R q
*
. (A.14)
Combining (A.11)–(A.14), we have
P p‖U 1η‖ ě K, Γ
min
ĺ Z 1Z ĺ Γmaxq ď exp
„
2m log
14
α
` 3
2
log detpΓRΓ´1R q ´
K2
24σ2

ď δ,
if we choose K as mentioned below (A.8). This completes the proof of this theorem.
A.3 Proof of Proposition 1
Define the matrices Γmax,Γmin and Γmin as in (A.2), and consider the singular value decompo-
sition of Z as in the proof of Theorem 1. Note that
pA ´ A˚ “ tIn b ppθ ´ θ˚q1u rR “ tIn b pZ:ηq1u rR “ pIn b η1UqpIn bD´V 1q rR.
Since Γmin ą 0, it holds on the event tZ 1Z ľ Γminu that
‖ pA´ A˚‖2 ď ‖pIn bD´V 1q rR‖2‖U 1η‖ “ ´λmaxr rR1tIn b pZ 1Zq´1u rRs¯1{2 ‖U 1η‖
ď
”
λmaxt rR1pIn b Γ´1minq rRuı1{2 ‖U 1η‖.
Consequently, by a method similar to that for (A.4), under Assumption 2, we can show that
P
ˆ
‖ pA´ A˚‖2 ě K ”λmaxt rR1pIn b Γ´1minq rRuı1{2˙
ď P p‖U 1η‖ ě K, Γmin ĺ Z 1Z ĺ Γmaxq ` P pΓmin ł Z 1Z ĺ Γmaxq ` δ
for any K ą 0. Moreover, similarly to (A.6), we have
”
λmaxt rR1pIn b Γ´1minq rRuı1{2 ď 92α
«
λmaxt rR1pIn b Γ´1R q rRu
T
ff1{2
“ 9
2α
#
λmax
`řn
i“1RiΓ
´1
R R
1
i
˘
T
+1{2
.
Then, along the same lines of the arguments for Theorem 1, we accomplish the proof of this
proposition.
A.4 Proofs of Lemmas A.1–A.3
The covering and discretization results in Lemma A.1 are modified from Lemmas 4.1, D.1 and
D.2 in Simchowitz et al. (2018). For clarity, we rewrite the proofs of Lemma A.1(i)–(ii) to
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correct any typographical error in their proofs, and present our own proof of Lemma A.1(iii).
Lemma A.2 follows directly from Proposition 2.5 in the above paper, and Lemma A.3 is a
multivariate generalization of Lemma 4.2(b) therein.
Specifically, Lemma A.2 establishes a pointwise lower bound on X 1X via the BMSB con-
dition, which will be strengthened into a union bound in the proof of Theorem 1 via Lemma
A.1(i). Lemma A.3 gives a concentration bound on
řT
t“1 x
1
tηt{p
řT
t“1‖xt‖
2q1{2. Note that it is
crucial to bound this self-normalized process as a whole, instead of bounding the numeratorřT
t“1 x
1
tηt and the denominator p
řT
t“1‖xt‖
2q1{2 separately; otherwise, the bound would degrade
for slower-mixing processes.
Proof of Lemma A.1. Note that claim (i) will be used to cover Sm´1 in terms of Γmin and Γmax
for deriving the union upper bound on Z 1Z in the proof of Theorem 1. The corresponding
covering number is given in claim (ii), which is larger when Γmax is farther away from Γmin as
measured by log detpΓmaxΓ´1minq. Claim (iii) is a discretization result for ω1Zν{‖Z 1ω‖.
To prove (i), it is equivalent to show that
E “ t inf
ωPT
ω1Z 1Zω ě 1u X tZ 1Z ĺ Γmaxu Ď tZ 1Z ľ Γmin{2u. (A.15)
Since T is a 1{4-net of SΓmin in the norm ‖Γ1{2maxp¨q‖, on the event E , we have
1{4 ě sup
ωPSΓmin
inf
υPT
‖Γ1{2
max
pω ´ υq‖ ě sup
ωPSΓmin
inf
υPT
‖Zpω ´ υq‖
ě sup
ωPSΓmin
inf
υPT
p‖Zυ‖´ ‖Zω‖q “ inf
ωPT
‖Zω‖´ inf
ωPSΓmin
‖Zω‖
ě 1´ inf
ωPSΓmin
‖Zω‖,
where the second and last inequalities are due to Z 1Z ĺ Γmax and infωPT ω
1Z 1Zω ě 1, respec-
tively. As a result,
3{4 ď inf
ωPSΓmin
‖Zω‖ “ inf
ωPSm´1
‖ZΓ´1{2
min
ω‖ “
!
λminpΓ´1{2min Z 1ZΓ´1{2min q
)1{2
.
Therefore, Z 1Z ľ p9{16qΓmin ľ Γmin{2, i.e., (A.15) holds.
The proof of claim (ii) is basically the same as that in Simchowitz et al. (2018), except
for some minor corrections. Note that |T | is equal to the covering number of the shell of the
ellipsoid E “ tω P Rm : ω1Γ´1{2max ΓminΓ´1{2max ω ď 1u in the Euclidean norm. Let B “ tx P Rm :
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‖x‖ ď 1u be the unit ball in Rm, and denote by ` the Minkowski sum. If T is a minimal ǫ-net
of SΓmin in the norm ‖Γ
1{2
maxp¨q‖, then it follows from a standard volumetric argument that
|T | ď voltE ` pǫ{2qBu
vol tpǫ{2qBu ď
vol tp1` ǫ{2qEu
vol tpǫ{2qBu “
p1` ǫ{2qmvolpEq
pǫ{2qmvolpBq
“ p1` ǫ{2q
m
pǫ{2qm
!
detpΓ´1{2max ΓminΓ´1{2max q
)1{2
“ p2{ǫ` 1qm  detpΓ´1
min
Γmaxq
(1{2
.
Taking ǫ “ 1{4 yields the result in (ii).
Finally, we prove (iii). First note that since Γmin ą 0, we have
sup
ωPSm´1
ω1Z 1ν
‖Zω‖
“ sup
ωPRmzt0u
ω1Z 1ν
‖Zω‖
“ sup
ωPRmzt0u
ω1Γ
´1{2
min
Z 1ν
‖ZΓ´1{2
min
ω‖
“ sup
ωPSΓmin
ω1Z 1ν
‖Zω‖
.
For a fixed ν P RT , define φ : Rmzt0u Ñ R by
φpωq “ ω
1Z 1ν
‖Zω‖
.
To prove (iii), we will show that for any ω P SΓmin , there exist ω0 P T and u P Rdzt0u such that
φpωq ď φpω0q ` p1{2qφpuq. (A.16)
Let
u “ ω
‖Zω‖
´ ω0
‖Zω0‖
.
Then, u ‰ 0 as long as ω ‰ ω0, and we have
φpωq ´ φpω0q “ u1Z 1ν “ ‖Zu‖φpuq.
Therefore, to prove (A.16), it suffices to show that
‖Zu‖ ď 1{2. (A.17)
Note that
Zu “ Zpω ´ ω0q
‖Zω‖
` Zω0
‖Zω0‖
‖Zω‖´ ‖Zω0‖
‖Zω‖
.
As a result,
‖Zu‖ ď 2‖Zpω ´ ω0q‖
‖Zω‖
ď 2‖Zpω ´ ω0q‖
infωPSΓmin‖Zω‖
. (A.18)
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Since 0 ă Γmin ĺ Z
1Z, we have
inf
ωPSΓmin
‖Zω‖ “ inf
ωPSm´1
‖ZΓ´1{2
min
ω‖ “
!
λminpΓ´1{2min Z 1ZΓ´1{2min q
)1{2
ě 1.
Moreover, since Z 1Z ĺ Γmax and T is a 1{4-net of SΓmin in ‖Γ1{2maxp¨q‖, there is ω0 P T such that
‖Zpω ´ ω0q‖ ď ‖Γ1{2maxpω ´ ω0q‖ ď 1{4.
Combining the results above with (A.18), we have (A.17), and hence (A.16). Taking the
supremum with respect to ω P SΓmin on both sides of (A.16), we have
sup
ωPSΓmin
ω1Z 1ν
‖Zω‖
ď max
ω0PT
ω1
0
Z 1ν
‖Zω0‖
` 1
2
sup
uPRdzt0u
u1Z 1ν
‖Zu‖
“ max
ωPT
ω1Z 1ν
‖Zω‖
` 1
2
sup
ωPSΓmin
ω1Z 1ν
‖Zω‖
,
which yields the inequality in (iii).
Proof of Lemma A.2. This lemma directly follows from Proposition 2.5 of Simchowitz et al.
(2018), and hence we omit the proof here.
Proof of Lemma A.3. Along the lines of the proof of Lemma 4.2 in Simchowitz et al. (2018),
we can show that the left-hand side of (A.1) is bounded above by logrβ`{β´s expt´γ2{p6σ2qu.
Then (A.1) follows from the fact that logrxs ă logp1` xq ď x for x ą 0.
Appendix B: Proofs of Lemma 1 and Proposition 2
B.1 Proof of Lemma 1
Claim (i) follows directly from the result for the unrestricted VAR model in Proposition 3.1
of Simchowitz et al. (2018), where the normality assumption for tηtu is invoked in the proof.
For claim (ii), notice that ΓR “ pσ2m{δqR1pId b ΓT qR, and
EpZ 1Zq “ R1tId b EpX 1XquR ď σ2TR1pId b ΓT qR,
which is due to the fact that EpX 1Xq “ σ2řTt“1 Γt ĺ σ2TΓT . Then, (ii) follows from the
Markov inequality:
PpZ 1Z ł TΓRq “ P
“
λmaxtpTΓRq´1{2Z 1ZpTΓRq´1{2u ě 1
‰
ď E “λmaxtpTΓRq´1{2Z 1ZpTΓRq´1{2u‰
ď tr  pTΓRq´1{2EpZ 1ZqpTΓRq´1{2(
ď trtpδ{mqImu “ δ.
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Note that the proportional relationship between ΓR and m results from the step of upper
bounding λmaxp¨q by trp¨q.
B.2 Proof of Proposition 2
Note that Lemma B.1 below will be used for the proof of Proposition 2(i).
Lemma B.1. (Lemma A.5, Simchowitz et al., 2018) Let A ľ 0 be a dˆ d complex Hermitian
matrix. Then A ĺ dDiagpAq, where DiagpAq is the diagonal matrix whose diagonal entries are
those of A.
Now we give the proof of Proposition 2. We first prove claim (i). By the Jordan normal
form in (3.11), we have
ΓT “ S
T´1ÿ
s“0
JsS´1pS´1q˚pJ˚qsS˚ ĺ σ´1
min
pSqS
T´1ÿ
s“0
JspJ˚qsS˚. (B.1)
For ℓ “ 1, . . . , L, let Jℓ be the ℓ-th block of J with size bℓ and diagonal entries λℓ. Then the
ℓ-th block of the block diagonal matrix
řT´1
s“0 J
spJ˚qs P Rdˆd is Bℓ “
řT´1
s“0 J
s
ℓ pJ˚ℓ qs P Rbℓˆbℓ .
By Lemma B.1, we have
T´1ÿ
s“0
JspJ˚qs ĺ dDiag
#
T´1ÿ
s“0
JspJ˚qs
+
“ d
¨˚
˚˝˚ DiagpB1q . . .
DiagpBLq
‹˛‹‹‚. (B.2)
For any matrix B, let the pi, jq-th entry of B be pBqij . Note that the pi, jq-th entry of Jsℓ is
pJsℓ qij “
$’&’%
`
s
j´i
˘
λ
s´pj´iq
ℓ , if 1 ď i ď j ď pi` sq ^ bℓ
0, otherwise
,
where x^ y “ minpx, yq, and `0
0
˘ “ 1. Then the i-th diagonal entry of Bℓ is
pBℓqii “
T´1ÿ
s“0
bℓÿ
j“1
pJsℓ q2ij “
T´1ÿ
s“0
pi`sq^bℓÿ
j“i
"ˆ
s
j ´ i
˙
|λℓ|s´pj´iq
*2
. (B.3)
Since |λℓ| ď ρpA˚q ď 1` c{T for c ą 0, we have
|λℓ|2ts´pj´iqu ď
´
1` c
T
¯2T
.
Note that p1` c{T q2T monotonically increases to expp2cq as T Ñ8, which implies that there
exists a constant C ą 0 free of T such that |λℓ|2ts´pj´iqu is uniformly bounded above by C.
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Moreover, note that
`
s
j´i
˘
in (B.3) is uniformly bounded above by T bℓ´1, since j ´ i ď bℓ ´ 1
and s ă T . As a result, for all 1 ď i ď bℓ and 1 ď ℓ ď L, we have
pBℓqii ď CbℓT 2bℓ´1,
which, in conjunction with (B.2), implies that
T´1ÿ
s“0
JspJ˚qs ĺ CdbmaxT 2bmax´1Id, (B.4)
where bmax “ max1ďℓďL bℓ. Combining (B.1) and (B.4), we have
ΓT ĺ CdbmaxT
2bmax´1σ´1
min
pSqSS˚ ĺ CdbmaxT 2bmax´1σ´1minpSqσmaxpSqId.
Note that σ´1
min
pSqσmaxpSq “ condpSq. Therefore,
κRpT, 1q “ log
“
det tR1pId b ΓT qRu dettpR1Rq´1u
‰
ď log “det  CdbmaxT 2bmax´1 condpSqR1R( dettpR1Rq´1u‰
“ m logtCdbmaxT 2bmax´1 condpSqu
ď C1m tlog condpSq ` log d` bmax log T u ,
for some universal constant C1 ą 0 free of A˚, where the last inequality uses the fact that
log bmax ď bmax log T . Thus, claim (i) is proved.
Now we prove claim (ii). When ρpA˚q ă 1, we have
κRp8, 1q “ log
“
det tR1pId b Γ8qRu dettpR1Rq´1u
‰
, (B.5)
where Γ8 “
ř8
s“0A
s
˚pA1˚qs ă 8. Since ρpA˚q “ limsÑ8‖As˚‖1{s2 , for any ǫ ą 0, there exists a
positive integer T0 such that ‖As˚‖
1{s
2
ă ρpA˚q ` ǫ for all s ě T0. Taking ǫ “ t1´ ρpA˚qu{2, we
have ρpA˚q ` ǫ ă 1. Then, it follows that
λmaxpΓ8q ď
8ÿ
s“0
λmaxtAs˚pA1˚qsu “
8ÿ
s“0
‖As˚‖
2
2 ď
T0´1ÿ
s“0
‖A˚‖
2s
2 `
8ÿ
s“T0
"
1´ ρpA˚q
2
*2s
ď λ¯,
where λ¯ ą 0 is a constant dependent on ‖A˚‖2 ď C and ρpA˚q ă 1, but free of d. This,
together with (3.10) and (B.5), implies that
κRpT, 1q ď κRp8, 1q ď log
“
detpλ¯R1Rq dettpR1Rq´1u‰ “ log detpλ¯Imq “ m log λ¯,
i.e., claim (ii) of Proposition 2 holds.
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Appendix C: Proofs of Theorems 2–3 and Corollary 1
C.1 Proof of Theorem 2
By Lemma 1, Theorem 1 and the discussion on the existence of k in Section 3.2, there exists
a universal constant C ą 0 such that
P
#
‖pβ ´ β˚‖ ą C ˆλmax ”R tR1pId b ΓkqRu´1R1ı m logpm{δq ` κRpT, kq
T
˙1{2+
ď 3δ.
Since κRpT, kq ď κRpT, 1q, replacing κRpT, kq by the upper bounds in Proposition 2, we finish
the proof of this theorem.
C.2 Proof of Corollary 1
By Theorem 2(ii) and (3.19), it is straightforward to see that
P
#ˆ
T
m logm
˙1{2
‖pβ ´ β˚‖ ąM
+
ď 3 exp  ´pcM2 ´ 1q logm(Ñ 0
as M Ñ 8, where c ą 0 is a fixed universal constant, and claim (ii) follows. Claim (i) can be
verified similarly.
C.3 Proof of Theorem 3
We will prove claim (i) of Theorem 3 only, and claim (ii) can be proved by a method similar
to that for (i).
First, by an argument similar to that in Lu¨tkepohl (2005, p. 199), we can show that
R tR1pId b ΓkqRu´1R1 ĺ Id b Γ´1k .
In addition, note that
λminpΓkq ě
k´1ÿ
s“0
λmintAs˚pA1˚qsu “
k´1ÿ
s“0
σs
min
pA˚A1˚q ě
k´1ÿ
s“0
σ2s
min
pA˚q.
As a result,
λmax
”
R tR1pId b ΓkqRu´1R1
ı
ď λmaxpΓ´1k q “
1
λminpΓkq ď
1řk´1
s“0 σ
2s
min
pA˚q
. (C.1)
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Now we prove the (slow) rate in (S1) under condition (A1). By the existence condition of
k in (3.12), we can choose
k “ C1T
m rlogtmd condpSq{δu ` bmax log T s , (C.2)
where C1 ą 0 is a universal constant. Then, (A1) can be written as
σminpA˚q ď 1´ rc1{k, (C.3)
where rc1 “ c1C1 ą 0. Since
1řk´1
s“0 σ
2s
min
pA˚q
“ 1´ σ
2
min
pA˚q
1´ σ2k
min
pA˚q ,
by Theorem 2(i) and (C.1), to prove the rate for ‖pβ´β˚‖ in (S1), it suffices to show that there
exists a universal constant c0 P p0, 1q such that
1´ σ2k
min
pA˚q ě c0. (C.4)
Moreover, by (C.3), we can show that (C.4) is satisfied if
´ 2k logp1´ rc1{kq ě ´ logp1´ c0q. (C.5)
Note that the function fpkq “ ´2k logp1 ´ rc1{kq monotonically deceases to 2rc1 as k Ñ 8.
Thus, by choosing c0 such that ´ logp1 ´ c0q “ 2rc1, i.e., c0 “ 1 ´ expp´2rc1q P p0, 1q, we
accomplish the proof of (S1).
Next we prove the (fast) rate in (F1) when the opposite of (A1) is true, i.e., when
σminpA˚q ě 1´ c1m rlog tmd condpSq{δu ` bmax log T s
T
. (C.6)
Again, we choose k in (C.2), and then (C.6) becomes
σminpA˚q ě 1´ rc1{k,
where rc1 is defined as in (C.3). Thus,
k´1ÿ
s“0
σ2s
min
pA˚q ě
k´1ÿ
s“0
p1´ rc1{kq2s ě kp1´ rc1{kq2k. (C.7)
In view of Theorem 2(ii), (C.1), (C.2) and (C.7), to prove the rate for ‖pβ´β˚‖ in (F1), we
only need to show that there exists a universal constant rc0 P p0, 1q such that
p1´ rc1{kq2k ě rc0. (C.8)
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By the choice of k in (C.2), we have k ą rc1. Hence, there exists ǫ ą 0 such that k ě rc1 ` ǫ.
Moreover, notice that the function gpkq “ p1´ rc1{kq2k is monotonically increasing in k. As a
result, by choosing rc0 “ gprc1 ` ǫq, we complete the proof of (F1).
Appendix D: Proofs of Theorem 4 and Corollary 2
D.1 Two Technical Lemmas and Their Proofs
The proof of Theorem 4 is based upon Lemmas D.1 and D.2 below. Here we denote by
KLpQ,Pq the Kullback-Leibler divergence between two probability measures P and Q on the
same measurable space.
Lemma D.1. Fix δ P p0, 1{2q, ǫ ą 0 and R P RNˆm. Suppose that N is a finite subset of Rm
such that ‖Rpθ1 ´ θ2q‖ ě 2ǫ, @θ1 ‰ θ2 P N . If
infpθ supθPN P
pT q
θ
!
‖Rppθ ´ θq‖ ě ǫ) ď δ, (D.1)
where the infimum is taken over all estimators of θ which are FT`1-measurable, then
inf
θ0PN
sup
θPN ztθ0u
KLpPpT qθ ,PpT qθ0 q ě p1´ 2δq log
|N | ´ 1
2δ
.
Proof of Lemma D.1. For any FT`1-measurable estimator pθ, let Eθ “ t‖Rppθ´ θq‖ ă ǫu for θ P
N . Since N is a 2ǫ-packing of Rm, the events Eθ’s with θ P N are pairwise disjoint in FT`1. By
(D.1), there exists a pθ such that supθPN PpT qθ pE cθq ď δ ă 1{2, i.e., infθPN PpT qθ pEθq ě 1´ δ ą 1{2.
Applying Birge´’s inequality (Boucheron et al., 2013, Theorem 4.21) and an argument similar
to that for Lemma F.1 in Simchowitz et al. (2018), we can readily prove that for any θ0 P N ,
sup
θPN ztθ0u
KLpPpT qθ ,PpT qθ0 q ě p1´ 2δq log
p1´ δqp|N | ´ 1q
δ
ě p1´ 2δq log |N | ´ 1
2δ
.
Taking the infimum over θ0 P N , we accomplish the proof of this lemma.
Lemma D.2. For the linearly restricted VAR model, under the conditions of Theorem 4, for
any θ, θ0 P Rm, we have
KLpPpT qθ ,PpT qθ0 q “
1
2
pθ ´ θ0q1ΓR,T pθqpθ ´ θ0q,
where ΓR,T pθq “
řd
i“1R
1
i
řT
t“1 ΓtpθqRi “ R1tId b
řT
t“1 ΓtpθquR.
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Proof of Lemma D.2. Without loss of generality, we assume that γ “ 0, so that β “ Rθ.
Let Xi,t be the i-th entry of Xt, and denote Zi,t “ R1iXt. For any θ P Rm, under PpT qθ we
have Xi,t`1 | Ft „ Npθ1Zi,t, σ2q, where 0 ď t ď T and F0 “ H. Hence, the log-likelihood of
pX1, . . . , XT`1q under PpT qθ is
log
Tź
t“0
dź
i“1
1?
2πσ
exp
"
´pXi,t`1 ´ θ
1Zi,tq2
2σ2
*
“ ´pT`1qd logp
?
2πσq´ 1
2σ2
Tÿ
t“0
dÿ
i“1
pXi,t`1´θ1Zi,tq2.
As a result,
KLpPpT qθ ,PpT qθ0 q “ EPpT q
θ
˜
log
dP
pT q
θ
dP
pT q
θ0
¸
“ 1
2
Tÿ
t“0
dÿ
i“1
E
P
pT q
θ
“tηi,t ` pθ ´ θ0q1Zi,tu2 ´ η2i,t‰
“ 1
2
pθ ´ θ0q1
Tÿ
t“1
dÿ
i“1
E
P
pT q
θ
pZi,tZ 1i,tqpθ ´ θ0q
“ 1
2
pθ ´ θ0q1ΓR,T pθqpθ ´ θ0q,
where the last equality because of E
P
pT q
θ
pZi,tZ 1i,tq “ R1iΓtpθqRi. The proof is complete.
D.2 Proof of Theorem 4
Without loss of generality, we assume that γ “ 0, so that β “ Rθ. Define the ellipsoid E “
tθ P Rm : ‖Rθ‖ ď ρ¯u “ tpR1Rq´1{2ω : ω P Bp0, ρ¯qu, where Bp0, rq denotes the Euclidean ball
in Rm with center zero and radius r. Since ρtApθqu ď ‖Apθq‖F “
´řd
i“1‖Riθ‖
2
¯1{2
“ ‖Rθ‖,
we have E Ď Θpρ¯q.
For any ǫ P p0, ρ¯{4s, let N1 be a maximal 2ǫ-packing of Bp0, 4ǫq in Rm, and define N “
tpR1Rq´1{2ω : ω P N1u. Then, N is a 2ǫ-packing of E in the norm ‖pR1Rq1{2p¨q‖. As a result,
2ǫ ď ‖Rpθ´ θ0q‖ ď 8ǫ for all θ ‰ θ0 P N . In addition, by a standard volumetric argument, we
have |N | “ |N1| ě 2m. By Lemma D.1, for any δ P p0, 1{2q, this theorem holds if
inf
θ0PN
sup
θPN ztθ0u
KLpPpT qθ ,PpT qθ0 q ă p1´ 2δq log
|N | ´ 1
2δ
. (D.2)
Since
řT
t“1 Γtpθq ĺ TΓT pθq for any θ P Rm, and
sup
θPΘpρ¯q
λmaxtΓT pθqu ď
T´1ÿ
s“0
λmaxrAspθqtA1pθquss ď
T´1ÿ
s“0
ρ¯2s “ γT pρ¯q,
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it follows from Lemma D.2 that
max
θ,θ0PN
KLpPpT qθ ,PpT qθ0 q ď
1
2
max
θ,θ0PN
pθ ´ θ0q1ΓR,T pθqpθ ´ θ0q
ď T
2
max
θ,θ0PN
pθ ´ θ0q1R1tId b ΓT pθquRpθ ´ θ0q
ď T
2
max
θ,θ0PN
‖Rpθ ´ θ0q‖2 sup
θPΘpρ¯q
λmaxtΓT pθqu
ď 32ǫ2TγT pρ¯q
As a result, a sufficient condition for (D.2) is
TγT pρ¯q ă p1´ 2δq
32ǫ2
log
2m
4δ
. (D.3)
In particular, for any δ P p0, 1{4q, we can show that there exists a universal constant c ą 0 such
that the right-hand side of (D.3) is bounded below by ctm` logp1{δqu{ǫ2, i.e., the conclusion
of this theorem follows.
D.3 Proof of Corollary 2
Under the conditions of Theorem 4, we have
infpβ supθPΘpρ¯qP
pT q
θ
«
‖pβ ´ β‖ ě C "m` logp1{δq
TγT pρ¯q
*1{2ff
ě δ,
where C ą 0 is fixed. It then suffices to derive lower bounds of 1{γT pρ¯q for ρ¯ P p0,8q.
First, suppose that ρ¯ P p0, 1q. Then we have γT pρ¯q “
řT´1
s“0 ρ¯
2s “ p1 ´ ρ¯2T q{p1 ´ ρ¯2q ă
T ^ p1´ ρ¯2q´1, where x^ y “ minpx, yq, and therefore
1
γT pρ¯q ą
$’&’%1´ ρ¯
2, if ρ¯ P p0, p1´ 1{T q1{2q
1{T, if ρ¯ P rp1´ 1{T q1{2, 1q
. (D.4)
Next, suppose that ρ¯ P r1, 1` c{T s for a fixed c ą 0. Then
γT pρ¯q
T
“ 1
T
T´1ÿ
s“0
ρ¯2s ď 1
T
T´1ÿ
s“0
p1` c{T q2s ď p1` c{T q2T .
Since p1` c{T q2T monotonically increases to expp2cq as T Ñ 8, there exists a constant C1 ą 0
free of T such that γT pρ¯q{T is uniformly bounded above by C1, i.e.,
1
γT pρ¯q ě
1
C1
T´1 if ρ¯ P r1, 1` c{T s. (D.5)
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Moreover, for any ρ¯ P p1,8q, we have
1
γT pρ¯q “
ρ¯2 ´ 1
ρ¯2T ´ 1 ą
ρ¯2 ´ 1
ρ¯2T
. (D.6)
Combining (D.4)–(D.6), we have
"
m
TγT pρ¯q
*1{2
ě
$’’’’’&’’’’’%
tp1´ ρ¯2qm{T u1{2 , if ρ¯ P p0, p1´ 1{T q1{2q
m1{2{T, if ρ¯ P rp1´ 1{T q1{2, 1` c{T s
ρ¯´T tpρ¯2 ´ 1qm{T u1{2 , if ρ¯ P p1` c{T,8q
,
and this completes the proof of Corollary 2.
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