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室で使用しているデータでは，30,000 文書で約 100,000 種類の単語が出現する
が，1 文書では約 300 種類の単語しか出現せず，非零要素の割合は全体で約 0.3%
である．このように Bag of words 形式を用いた文書群のクラスタリングには一
般に大規模な行列を用いるが，先述の通り要素の大半が 0となる疎行列である． 








疎行列圧縮実装の実行環境に OpenCL(Open Computer Language)を選択し




GPGPU(General Purpose GPU)と呼ぶ．OpenCL はベンダーにとらわれないあ
らゆる環境での開発が可能となっている． 
  
圧縮形式には COO (Coordinate)形式，CRS (Compressed Sparse Row)形式，
BSS (Branchless Segment Scan）形式の 3 つを採用した．COO は疎行列内の
非零要素が位置する座標を 3 種類の配列を用いて格納するものである．CRS は
COO における 3 種類の配列のうちひとつをさらに圧縮処理したもので，COO
の発展版と位置づけられる．BSS は CRS からさらに格納情報を増やし，効率の
よい並列処理演算を可能にしたものである．しかし BSS はこれまで GPU 上で
の実装はされていない．これは BSS を利用した計算に一部並列化できない部分
が存在した為と考えられる．著者は BSS での格納情報を既存のものからさらに
もうひとつ加えることで GPU 上での BSS の実装を行った． 
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文書で約 100,000 種類の単語が出現するが，1 文書では約 300 種類の単語しか出現せず，
非零要素の割合は全体で約 0.3%である．このように Bag of words 形式を用いた文書群の解
析には一般に大規模な行列を用いるが，先述の通り要素の大半が 0 となる疎行列である． 











技法への適用である．Bag of words 形式から得られる疎行列は膨大なサイズだが，圧縮処
理を施すことでメモリ使用量の削減と計算速度の向上を見込める． 本論文では 2 種類の疎
行列圧縮形式の評価を行った．評価には疎行列ベクトル積に必要な計算時間を用いる．疎
行列ベクトル積は各形式で圧縮した状態から同サイズのベクトルを掛け合わせた際の計算
であり，その計算時間を評価対象とした（疎行列を A とし，与えるベクトルを x とすると，
y = Ax となる計算結果 y を求める時間）．疎行列ベクトル積に用いる疎行列は，各種行列計




















外の一般的な演算に用いるGPGPU(General Purpose computing on GPU)が生まれた．
GPUでのプログラミングをGPUコンピューティングと呼ぶ． 
GPU製品を取り扱うNVIDIA [2] 社は自社で提供しているGPGPUの開発環境として， 
































































2.2.3.2 OpenCL C言語 
カーネルはOpenCL C言語によって記述される．OpenCL C言語は標準のC言語から拡張















































































































COO 形式での圧縮を図 3.1 に示す．value 配列，row 配列，column 配列をそれぞれ非零
要素の数だけ確保する． 非零要素を value 配列に格納し，row 配列にその非零要素が位置

























: [1 , 2 , 3 , 4 , 5 , 6 , 7 , 8] 
: [0 , 0 , 1 , 1 , 2 , 0 , 2 , 3] 
: [0 , 1 , 1 , 2 , 2 , 3 , 3 , 3] 
value    
column  
row   
 
1 0 0 0










図 3.1：COO 圧縮形式 
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3.2 CRS・CCS(Compressed Row・Column Storage )形式 
COO 形式から行方向に圧縮したものが CRS 形式である．（列方向に圧縮したものが CCS
形式）図 3.2 に CRS 形式での圧縮形式を示す．3.1 節の COO 形式を見るとわかるように
row 配列に同じ数字が連続しており増加分は 1 になっている．この row 配列の圧縮の仕方
として，最初に row 配列の先頭となる row[ 0 ] の要素を 0 とおく．この先は row[ i ]と   
row[ i + 1 ]の差分が i 行目に存在する非零要素の個数となるように row 配列に格納してい
く．図 3.2 の場合，0 行目には非零要素が 1 つの為，row [ 1 ] の要素を row[ 0 ] = 0 との
差分をとり 1 とおく．1 行目には 2 つの非零要素が存在する為，row[ 2 ] には row [ 1 ] と
の差分が 2 となる 3 を格納する．  













3.3 BSS（Branchless Segment Scan）形式 
CRS 形式から並列処理用に拡張したものが BSS 形式である [7] ．拡張された部分は， 
CRS での row 配列が行毎の非零要素数を格納するのに対し，BSS では出現した非零要素の
配列（即ち value 配列）を一定の長さで分割する．この分割された非零要素の集合をセグ
メントと呼び，その長さは自由に設定できる． 
BSS では value 配列と column 配列の他に MFLAG 配列と JFSTART 配列を作成する．
MFLAG 配列を構成する要素は value 配列における，各行の非零の先頭要素と，セグメン
ト毎に区切られた先頭要素のポインタである． JFSTART 配列にはMFLAG 配列における，
セグメントによって区切られた先頭要素のポインタを格納している．  
図 3.3 は 8×8 行列をセグメント長を 6 として分割した様子を示す．value 及び column 配
列は COO，CRS と同様である．セグメント区切りの先頭要素は図 3.3 の青くなっている数
value     
column  
row   
: [1 , 2 , 3 , 4 , 5 , 6 , 7 , 8] 
: [0 , 0 , 1 , 1 , 2 , 0 , 2 , 3] 
: [0 , 1 , 3 , 5 , 8] 
 
1 0 0 0










図 3.2：CRS 圧縮形式 
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字が該当し，11，31，44，62，68 がそれにあたる．それに加え行の先頭要素は図 3.3 の赤
くなっている数字が該当し，22，41，55，61，72，86 がそれにあたる．非零要素なのでこ
れらの値は全て value 配列に格納にされており，図 3.3 において value 配列の値で青・赤く




や CRS よりも劣る．しかし新たに作成した MFLAG 配列及び JFSTART 配列を活かした効


































疎行列ベクトル積の具体的な形だが，N ×M 行列 A が与えられたとき，A を圧縮した形
から列ベクトル x を左から掛けた際に列ベクトル y を出力する形をとる．この問題設定か
ら疎行列の圧縮には列方向での圧縮が適していると考え，これから紹介する圧縮形式は全
て列方向で圧縮したものである．この章での疎行列ベクトル積では，ベクトル x の全て要
















4.2 COO 形式での実装 
4.2.1 COO 形式での疎行列ベクトル積 
COOでの圧縮を施した形から行列ベクトル積を演算する際のC言語でのコードをリスト
4.1 に示す．リスト 4.2 のコードはリスト 4.1 を並列化した場合のものである．左側におい
て最外のループ回数は非零要素数（リスト 4.1 では NNZ）となっている．これを各ワーク
アイテム（以後 WI）に分配するために非零要素数を 
非零要素数 = WI 数 × 各 WI で計算する非零要素数 
に分解する．各 WI が持つ global_id を，リスト 4.2 の 1 行目で取得する p 値に対応させ
ることで並列計算させる．2 行目のループはひとつの WI の行う計算を意味している．ひと
つの WI で行うループ回数はリスト 4.2 2 行目の Segment 数である． 
リスト 4.2 の 5 行目で WI それぞれが負担した計算結果をグローバルメモリ(temp 配列)
に書き込み，これを一次結果としている．7 行目以降は一次結果を行毎に足し合わせ，最終







図 4.2 に COO での行数 8 の行列を 5WI で計算した際の流れを示す．非零要素数が 30 か
つ WI が 5 つの為，各 WI で 6 つの要素の計算を担当することになる(非零要素数 = WI ×
各 WI で計算する非零要素数) ．ベクトルを掛けた時の temp(一次結果)の出力が図 4.2 ②
である（リスト 4.2 1~6 行目）． 8 行の行列を 5 つの WI で計算を行っている為，temp の
領域に 8 × 5 = 40 の領域を必要とする． 
図 4.2 ② から ③ の部分が temp の足し込みを行ったところである．WI 数を 8 とした
場合，1 つの行の足し込みを 1 つの WI が担当する．① から ② において各 WI で算出し




















4.2.2 COO 形式から計算する際の問題点 
COO 形式での疎行列ベクトル積には問題点が 2 点挙げられる． 
(１) 足し込みを行なう必要がある 
１つの行を構成する要素が複数の WI に跨っている場合に，計算結果を足し合わせる必要
がある．（図 4.2 の②から③に渡る部分で示されている） OpenCL で実行する場合は，WI
毎にベクトル積を計算する図 4.2 ① から ② に渡る各 WI でベクトル積をとるカーネルと，
図 4.2 ② から ③に渡る一次結果を足し合わせるカーネルの 2 つ用意する必要がある．（2
つのカーネルはそれぞれリストの 1~6 行目と 7~10 行目を担当させるものである） 
1 つめのカーネルから計算結果 y を出力しない理由はメモリアクセスにある．OpenCL に
おけるグローバルメモリでは 2.2.3.3 節で述べた緩和されたメモリアクセスを採用しており，
WI 間の重複したデータアクセスによりデータの信頼性が保証されない．つまり 1 つの行の
非零要素が分割され複数の WI に跨る場合，十分にデータ領域を確保しなければ複数の WI
がグローバルメモリの同じ領域にアクセスする為，グローバルメモリでアクセスの衝突が
起きてしまう．この為カーネルを 2 つに分ける必要がある． 
さらにカーネルが 1 つめから 2 つめへ移行する際にデータに保証を持たすため同期処理
を設ける必要がある． OpenCL にはこのような同期処理を行う場合には１つめのカーネル
の終了を待ちその後 2 つめのカーネルへ移行する方法と，同期処理コマンドを設ける方法
の 2 つがある．前者は１つめのカーネルの WI 全てが終了しなければならないが，同期処理
コマンドをカーネルの間に挿入する方法は 1 つめのカーネルが実行中にもかかわらず，デ
ータの信頼性が保証されたタイミングで 2 つめのカーネルの実行が開始できる．それでも，
いずれにしてもカーネルを 2 つ動作させることで一定の時間が必要となり，カーネル 1 つ
の実行と比較し劣っている． 
( 2 ) 一次結果を保存しておく領域を確保する必要がある． 
図 4.2 ② では 1 つ目のカーネルで出した計算結果の情報を保持しておくためには WI 数
×行の長さの領域を確保する必要があり，メモリ容量の小さい GPU にとっては大規模な疎
行列での演算は難しい．図 4.2 では WI 数 5，行数 8 の為 40 の領域を必要としているが，
実際に値を格納している部分は 11 と非常に無駄が多い． 
 次節以降で説明する CRS での疎行列ベクトル積の並列化は COO での問題点( 1 ) ，( 2 )









4.3 CRS 形式での実装 
CRSでの圧縮を施した形から行列ベクトル積を演算する際のコードをリスト 4.3に示す．
CRS 形式で並列化した際のメリットは格納した値の行毎の要素数が分かることにある．並
列数は行数（リスト 4.3 における ROW の値）とした場合，i 番目 WI の計算負荷は row 配





リスト 4.3：CRS 形式での疎行列ベクトル積 
 
図 4.3 は 8×8 行列を CRS 形式で圧縮した際の疎行列ベクトル積である．行数が 8 で，8
個の WI がそれぞれ取得するグローバル ID の行を担当している．COO とは異なり 1 つの
カーネルで実行できるため領域を保存する必要も同期処理を行う必要もない． 
一方で CRS から並列的に疎行列ベクトル積を実行する場合に起こる問題が WI の計算量
のばらつきである．行番号 0 における非零要素数が 2 個に対し，行番号 5 の非零要素数は 8






図 4.3：CRS 形式での疎行列ベクトル積 
 
4.4 BSS での実装 
BSS 圧縮を施した形から行列ベクトル積を演算する際のコードをリスト 4.4，4.5 に示す． 
COO と同様に一次結果を取得する部分がリスト 4.4 に当たる．COO においては一次結果に
WI 数×行数の領域を必要としたが，BSS では MFLAG 配列の要素数のみ領域を確保するだ
けとなる．以降で MFLAG や JFSTART から得られる情報を用いて足し込みを行い，足し
込み部分においても並列化が行われている．リスト 4.5 は一次結果を得た後に足し込みを行
っていくコードの一部分となっているのだが，この部分において PRESENT 配列によって
（PRESENT 配列は MFLAG，JFSTART から派生するデータ配列）漸化式が使われてお
り WI 間の処理が独立でない為に並列化できない．これを OpenCL で実装する際には 1 つ
の WI で計算を担うことになり，処理速度が大幅に低下する．足し込み部分には分岐文を多
用することで実行することも可能だが，分岐を多用することは GPU 演算において大きく効
率を下げることにつながる．これは GPU が SIMD(Single Instruction Multiple Data) で
ある為である．GPU では PE はプログラム内で分岐文を用いる場合に個別に判断する力を
20 
 










OpenCL 上での BSS の疎行列ベクトル積を試みた．足し込み部分の並列的な実行に使用す
る配列として新たに CRSFLAG 配列を作成する．MFLAG には各行の先頭要素とセグメン
トの区切りの先頭要素のポインタが格納され，JFSTART は MFLAG 中のセグメントの区
切り場所を格納している．CRSFLAG は MFLAG の中で行先頭の区切りがどこに位置して
いるかを格納した配列で，一次結果で出力した値がそれぞれどの行の部分積になっている
かを示している．リスト 4.6 は CRSFLAG を用いた足し込みであり，WI 数は最大で行の数
だけ取ることができる． 
図 4.4 は BSS での行数 8，WI 数 5 の疎行列ベクトル積の計算の流れを示している．①か
ら②への計算の際に各WIが担当した非零要素とベクトルとの積を出力している（VALSS）．
MFLAG，JFSTART を用いることで，図 4.2 で示す COO とは異なり WI 毎に指定された
領域だけ出力するだけでよい．特に WI2 では入力値 13,14,15,16,17,18 から VALSS が
27,48,18 の 3 つを取っている．この入力値内に異なる行の要素が 3 つ存在することを
MFLAG から判断している為である．COO では領域を 40 必要としたが，BSS では確保す
る領域数を 11 としている（これは MFLAG 配列の長さでもあり，最大でも WI 数＋行数と
なる）．各 WI で出力した VALSS を繋ぎ合わせたものが１つめのカーネルの出力となる． 
図 4.4 ② から ③ が VALSS から足し込みを行ったことを示す．VALSS の値がそれぞれ
どの行の部分積となるかを CRSFLAG によって判断している． 
CRSFLAG を用いることで BSS は COO と同様に各並列での計算と足し込みの 2 度のカ
ーネル呼び出しで実行される．さらに MFLAG，JFSTART を用いることで COO よりもメ
モリ使用量が大きく改善され，CRSFLAG を用いることで計算過程に一切の分岐文も存在
しない． 




















































CRS 形式と BSS 形式で圧縮し，OpenCL を用いて各圧縮状態での疎行列ベクトル積に掛




表として CRS 形式と BSS 形式を用いている． 
 
5.1 実行環境 
・NVIDIA Quadro4000 [A] 
・最大並列数 256 
・プロセッサクロック 950MHz 




5.2  計測時間について 
疎行列ベクトル積を実行する際の流れは以下の通り． 
(1) ホスト上で疎行列ファイルを読み込み，圧縮処理を行う． 
(2) 圧縮した疎行列とベクトルをメモリオブジェクトとして GPU 上に組み込む． 




























   = 一行当たりの非零要素数の相加平均 
   = 一行当たりの非零要素数の標準偏差 
とした場合に 












5.4 CRS・BSS 最適化 
計測する時間の内訳には， 
(1) 要素と要素を掛け合わせる実行部分 
(2) 格納情報を読みだすメモリアクセスの時間  
(3) WI の切り替え時間 
以上の 3 つが大きな割合を占めることが考えられる．(3)について解説する．使用する GPU




能数 256 を超えた場合，ある WI が処理を終えると，与えられる global_id の若い順に待機
している WI がカーネルの実行を開始する．WI 数の増加は計算量に影響はないが，WI の
切り替え時に一定の時間を必要とするため不必要に WI を大きくすることは避けるべきで
ある．  
CRS では 1 つの WI に対して何行の計算を担当させるかが計算量の配分になる．表 5.1
に示すサンプル疎行列の行数は 83,384である．今回用いるGPUの最大並列数が256の為，
WI 数は未使用な PE も WI 切り替え時間も発生しない 256 が適切な WI 数と考えられる．
このことから 1 つの WI に担当させる行数は 326 ( = 83,384 / 256)となる． 
BSS では 2 つのカーネルそれぞれで WI 数を調節できる．1 つめのカーネルは一次結果を
出力する際の WI 数であり，疎行列の非零要素数に対しセグメント長を変更することで可能
となる．WI 数が適切な数である 256 をとるために，サンプル疎行列の非零要素数が
3,046,907 なのでセグメント長は 11902 ( = 3,046,907/ 256 )を選択する．2 つ目のカーネル
は CRS と同様に足し込みを担当させる行数によるものなので 1 つの WI に 326 行の足し込
みを担当させる． 
図 5.1，5.2 に表 5.1 に示すサンプル疎行列を BSS 形式で計算した性能を示す．縦軸が
GFLOPS（浮動小数点演算を一秒間に何回行うかを示す単位）の為，縦軸が大きい程高速
である．まず図 5.1 から読み取れるのは WI 数が 1~64 にかけて高速になっており，WI が
倍になると速度もおよそ倍になっている． 
また図 5.2 において WI が 304,691 を取るとき最も遅い理由は WI が多すぎるために WI
切り替え時間が大幅に掛かってしまうからと考えられる． 
問題は図 5.1，5.2 において WI 数が 64 以降の速度がほぼ一定である点である．使用する
GPU の最大並列数が 256 の為，WI 数が 256 まで速度は向上すると考えられる．原因はグ
ローバルメモリに対して各 WI からのアクセスが集中してしまい，グローバルメモリからの








名前 サイズ（N*M) NNZ（非零要素数） 分散指標




































表 5.2 は BSS，CRS の疎行列ベクトル積を OpenCL で実行する際の違いである．今回の
実験では CRS でも同様に WI 数 64 以降での性能向上を確認出来なかった．これを理由に，




表 5.2：BSS，CRS の疎行列ベクトル積の違い 
 
5.5.1 テストデータでの実験 
ある 1 行のみ非零要素が 1000 個含まれており，他の行には非零要素が 1 つだけ含まれる
1000×1000 行列をテストデータとして使用した．この疎行列における分散指標は非常に大
きいものとなる． 
結果を図 5.3 に記す．CRS と比べ BSS は約 4 倍高速だった．CRS ではある 1 つの WI
が 1000 個の非零要素を含む行の計算をしている為に，非零要素を 1000 個含む行の計算を
している WI の計算時間がそのまま全体の計算時間となり，大幅に速度が低下する．一方で










図 5.4，5.5 はサンプル疎行列を用いた，CRS と BSS での計算結果を示す散布図である．
グラフ中に散布されたデータが疎行列を表しており，横軸は非零要素数で縦軸は GFLOPS
を示す． 
CRS と BSS で共通する点は非零要素数が小さい疎行列で速度が遅い．これは全体の処理
時間に対して計算時間よりもメモリアクセスの時間に割かれる時間の比率が大きい為であ
る． 特に GFLOPS の算出に非零要素数が含まれている為，この傾向は顕著に表れている．
また明確な違いはグラフ上では表れないが，非零要素数が小さい疎行列に対しては CRS が




散指標の小さい疎行列を示す．図 5.5 で示す BSS での結果を分散指標で色分けした場合は
青と赤が入り混じっているのに対し，図 5.4 で示す CRS での結果は分散指標が大きい赤の
疎行列の速度が遅くなっている．CRS では各 WI での処理量の均等化が出来ない為ボトル
ネックになる WI が発生してしまう為に分散指標の大きい赤の疎行列の速度が遅い一方で，
BSS では各 WI での処理が均等化された為にボトルネックとなる WI がなく，分散指標の
大きさに依らず青と赤が入り混じった結果になっている．  
特に CRS と BSS では非零要素数が大きい疎行列で顕著に異なっている．図 5.6 は非零要
素数が 2,000,000 以上の疎行列を分散指標の昇順に並べたものである．BSS での速度がお




が小さい疎行列では 0.8GFLOPS を越え BSS よりも速い疎行列が存在することに対して，
























図 5.4 CRS での実行 
 
 

























今回は OpenCL での実装を行ったが，著者が OpenCL アーキテクチャを完全に理解した
とは言い難く，予想しない結果が出力されることが多々あった．特にメモリアクセスの面
から GPU の性能を使いこなすことはできず，実験した際の WI 数は 64 に留まった．与え
られたGPUの資源を最大限生かしWI数を 256まで増やした際の速度の向上を目指すには
OpenCL と GPU のハードウェアレベルでの理解が前提と言える． 




















 今回の研究を通じ OpenCL や疎行列圧縮を始め多くの技術・知識に触れることが出来ま
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Ａ 64 並列以降の高速化に向けて 
A.1  64 並列以降に起きるメモリアクセスの問題点 
図 5.4，5.5，5.6 は全て 64WI での結果である．使用した GPU の最大並列数は 256 だが，
どの疎行列に対しても 64WI と 256WI での実行結果に顕著な差異が見られなかった為であ
る（図 5.1，5.2）．これは全ての WI がグローバルメモリに対して読み込み・書き込みを行
う為に発生する遅延が原因であると考えられる． 
 
A.2  改良案 
メモリアクセスによる遅延に対する改良案として，グローバルメモリに対して書き込み
する WI 数を減らした上で，計算を行う WI 数は最大並列数の 256 となるプログラムを新た
に作成し実験を行った． 
図 A.1 は CRS 形式での計算を改良したプログラムの流れである．本論文中での CRS 形
式で計算するプログラムでは 1 つの WI が 1 つの行を計算しグローバルメモリに書き込み
を行っているが，新たに実装したプログラムは 1 つの行の計算を複数の WI で計算する． 
新たに実装したプログラムでは，まず複数の WI でワークグループを形成する．ワークグ
ループ内の各 WI によって 1 つの行を分割して計算を行い，ワークグループ内の WI のみア
クセスできるローカルメモリに計算結果を書き込む．同期処理を行った後，ワークグルー
プ内の1つのWIが代表してローカルメモリに格納した計算結果をグローバルメモリに書き
込む．仮にワークグループサイズを 4 とした場合，1 つの行の計算を 4 つの WI が担当する
ことで計算時間がおよそ 4 分の 1 となり，グローバルメモリに対して書き込みを行う WI
数は 256 / 4 = 64 となる．64WI より大きい WI 数ではメモリアクセスによる遅延が発生し















図 A.1 改良案での実行の流れ 
 
A.3  改良案による実行結果  
図 A.2 は 2048×2048 密行列を CRS 形式に格納して行列ベクトル積を計算した結果であ
る．グラフ左側の並列数 64～256 は本論文中で用いたプログラムでの結果であり，64～256
並列数の間であまり差は見られない．グラフ右側の 2～16 分割で示しているのが新しいプ
ログラムでの実行となり，全て最大並列数となる 256 個の PE を用いて計算している．2 分
割は 1つの行の計算を 2つのWIで行っている．4分割では 1つの行の計算を 4つのWIで，















図 A.2  改良案による計算結果 
 
