Introduction
When someone close to you describes what a great experience they had last weekend, you might catch yourself smiling along with them, while you would similarly share their expression of sadness if they told you about something dreadful that had happened. These are examples of emotional mimicry, which is the tendency to imitate emotions signaled by nonverbal behaviors, such as facial expressions (i.e. facial mimicry), postures, or vocalizations (screams, laughter, or similar) of an interaction partner (Hess, Philippot, & Blairy, 1999) . Mimicry is time-locked, typically occurring within a second (Dimberg & Thunberg, 1998) , and the emotional expression of the mimicker depends on that of the expresser (Hess & Fischer, 2014) . Mimicry is assumed to be an automatic process, occurring independently of the interaction partner, or the relationship between expresser (mimickee) and perceiver (mimicker). One explanation for this mimicry process, which has been applied to a range of social behaviors, has been referred to as Behavior Matching (Chartrand & Bargh, 1999) or the Matched-Motor Hypothesis (Hess & Fischer, 2013) . This account argues that the activation of motor areas in the brain is caused by what observers perceive. Applying this view to the mimicry of emotions, the context and kind of emotion expressed should not influence mimicry, and so all emotions should be mimicked to the same extent across all contexts.
However, previous studies have found differences in the extent to which we mimic others' emotions depending on attitudes, liking, or group membership (see Hess & Fischer, 2013 for an overview). In particular, facial displays of negative emotions have been shown to be mimicked more when expressed by the perceiver's ingroup compared to outgroup expressions (Bourgeois & Hess, 2008; van der Schalk et al., 2011a) , suggesting that emotional mimicry not only depends on what we objectively see but also on the impact and meaning of what we see. In other words, a frown is not just a frown, but may signal hostile intentions. This has been proposed in the Emotion Mimicry in Context view (Hess & Fischer, 2013) , which argues that emotional mimicry is different from behavioral mimicry, because there is no one-to-one relation between specific nonverbal displays and emotions. Thus, the inference andby implicationthe mimicry of emotions depends on the relationship, context, and meaning of the nonverbal signal. In this view, displays of emotions are considered intrinsically meaningful because they provide information about the expresser's dispositions and intentions (Hess, Blairy, & Kleck, 2000; Knutson, 1996) . The core assumption is that we only mimic emotional displays that are affiliative, that is, implying connection or approach, and thus require no or minimal social costs.
We aimed to replicate one of the studies that have provided support for this view, because the results are crucial for the explanation of emotional mimicry. Across two studies, van der Schalk, Fischer, et al. (2011) found that facial anger and fear displays were mimicked to a greater extent when displayed by an ingroup (Caucasian) member than an outgroup (non-Caucasian) member, demonstrating enhanced ingroup mimicry. In the current study, we replicated Study 2 of van der Schalk, Fischer, et al. (2011) , because only small effect sizes were found and because this provides a rigorous test of the two alternative explanations of emotional mimicry, that is, whether emotional mimicry is a matched-motor response or if it is influenced by meaning and context. We aim to further test these explanations by extending the study by (1) including nonverbal emotional vocalizations (e.g. laughter) and (2) including all negative emotions that were previously studied in a group context, that is, anger, fear, and sadness, in addition to happiness. More mimicry of ingroup emotional displays compared to outgroup displays and the occurrence of "mimicry" in response to nonverbal emotional vocalizations would be interpreted as evidence for the Emotion Mimicry in Context view. If no such differences will be found, this would lend support to the Matched-Motor Hypothesis, because context such as group membership and the different emotions should not influence mimicry behavior according to the Matched-Motor Hypothesis.
Facial displays versus vocalizations
Some research supporting the contextual view of emotional mimicry has examined emotional mimicry across communicative channels. Nonverbal emotional vocalizations, that is, human vocal sounds that do not involve words, can be interpreted as expressions of emotions, such as screams, laughter, or sighs (Laukka et al., 2013) . More specifically, such emotional vocalizations have been shown to lead to emotion-congruent facial expressions (Hawk, Fischer, & van Kleef, 2012) , suggesting emotional mimicry across channels. Participants were either asked to reproduce emotional vocalizations or to merely listen to them. Even when merely listening to nonverbal emotional vocalizations, individuals facially expressed the corresponding emotion. Hearing someone laugh made individuals smile, while hearing someone cry led participants to produce sad facial displays. In a similar vein, facial, face-voice combinations and bodily expressions of emotions have been shown to all result in similar, emotion-congruent facial muscle activity (Magnée, Stekelenburg, Kemner, & de Gelder, 2007) . These findings indicate that individuals react to an emotional display by showing the same emotional display across channels, rather than merely imitating it, as could be argued to be the case for facial emotional mimicry. Further evidence for cross-modal mimicry comes from neuroscientific research; a functional Magnetic Resonance Imaging (MRI) study by Warren and colleagues (2006) , for example, showed that during the perception of affective nonverbal vocalizations, the same premotor regions were active that are used in the production of facial emotional displays. Moreover, suppressing sensorimotor cortices through the use of TMS has been found to disrupt participants' ability to discriminate between nonverbal affect vocalizations (Banissy et al., 2010) . Summarizing, these findings suggest that some of the same brain areas are involved in processing emotional cues independent of the modality of the expressed emotion, which implies that observers may "mimic" the meaning of the signal, rather than its objective features.
Specific emotions
One core assumption of the Emotion Mimicry in Context view is that emotional displays are only mimicked to the extent that they are seen as affiliative, because the mimicry of non-affiliative or hostile intentions would not serve the general function of mimicry to smoothen social interactions (e.g. Hatfield, Cacioppo, & Rapson, 1994) . Happiness displays are generally seen as signaling affiliative intentions (Hess et al., 2000) and are thus almost always mimicked, independently of group membership (Bourgeois & Hess, 2008; van der Schalk, Fischer, et al., 2011) . Smiling simply comes at very low social costs. The affiliative signal of negative emotions may, however, vary with context. Previous studies have found that sadness displays are only mimicked if the mimicker feels a high level of intimacy or similarity with the expresser, as shown by Bourgeois and Hess (2008) . In their study, sadness was only mimicked when the participant and the model considered themselves most similar, which, in this case, meant that they shared both parts of identity that were manipulated (ethnic group membership and being a basketball player or a non-basketball player). When displaying sadness, expressers signal a need for support. Mimicking sadness displays could thus be socially costly, especially in the case of strangers, as mimicry would signal the willingness to support the expresser (Bavelas, Black, Lemery, & Mullett, 1986 ). In the same vein, fear can be seen as affiliative because it signals submissiveness, which, when displayed by an outgroup member can induce dominant behavior (Tiedens & Fragale, 2003) . Indeed, fear has been shown to be mimicked more by ingroup members (van der Schalk, Fischer, et al, 2011) , presumably because it is less costly to show a submissive signal to ingroup than outgroup members.
Anger on the other hand, is a non-affiliative emotional signal, and has also been shown to be mimicked to a greater extent when displayed by an ingroup member (van der Schalk, Fischer, et al., 2011) . This may be explained by the fact that the anger (usually operationalized by merely a frown) is perceived as not directed at the observer, but as a way of sharing something with the observer. This would explain why individuals mimic ingroup anger more than outgroup anger. In short, including happiness and three negative emotions, which have previously been studied, will allow us to further investigate if and to what extent emotional meaning influences mimicry behavior.
Hypotheses
In the current study, we tested the following hypotheses. First, mimicry of facial displays of happiness will occur for both ingroup and outgroup members, whereas we expect that the facial displays of the three negative emotions will be mimicked to a greater extent when displayed by ingroup members, which would lend support to the Emotion Mimicry in Context view. Second, facial emotional displays as a response to the nonverbal emotional vocalizations will be interpreted as evidence for the Emotion Mimicry in Context view, whereas the absence of such differences will be seen as support for the Matched-Motor Hypothesis. Emotional displays as a response to nonverbal emotional vocalizations would indicate that participants respond to the meaning of the emotion, therefore supporting the Emotion Mimicry in Context view, while the absence of such a cross-modality mimicry response would indicate that facial mimicry might indeed be due to a matched-motor response.
Finally, as was done in Study 2 of van der Schalk, Fischer, et al. (2011) , we included measures of self-reported emotions after each stimulus block to measure emotional contagion. The results of van der Schalk and colleagues suggested that emotional contagion did not parallel emotional mimicry, as emotional contagion was neither affected by emotion meaning nor by group membership. van der Schalk and colleagues argued that this finding might suggest that facial behavior is a more automatic response than self-reports, which may leave more room for deliberate interpretation. Importantly, these findings contradict the core assumptions of emotional contagion theory, namely that mimicry mediates subjective emotional convergence through afferent feedback (Hatfield et al., 1994) .
Method

Apparatus and materials
Stimuli Facial emotional displays. Video clips of happiness, anger, fear, and sadness displayed by Northern European (ingroup) and Mediterranean (outgroup) models were used as stimulus material. All clips were taken from the well-validated Amsterdam Dynamic Facial Expression Set (ADFES; van der Schalk, Hawk, Fischer, & Doosje, 2011) . Videos of 16 different models were used. Participants saw the videos of eight members of their ingroup and eight members of their outgroup, expressing all four emotional displays. All clips were approximately 4 s long, starting with a neutral expression, and reaching the apex of the emotional display after approximately 1 s. The stimulus set was balanced for ethnicity, gender, and emotion, resulting in 64 stimuli. Participants saw all videos, which were presented in blocks based on the specific emotion and group membership, so that all anger displays of ingroup members were presented in one block, for instance. The presentation of emotion by group membership blocks was randomized per participant, resulting in eight blocks, each consisting of eight stimuli.
Nonverbal emotional vocalizations. Nonverbal vocalizations of the same four emotions (anger, fear, happiness, and sadness) of either eight Dutch or eight Namibian individuals were presented to each participant (Dutch: Sauter, Crasborn, & Haun, 2010; Namibian: Sauter, Eisner, Ekman, & Scott, 2010) . We used the nonverbal emotional vocalizations of Namibian individuals, as there is currently no validated stimulus material of Moroccan producers available. Furthermore, Sauter (2013) found that listeners were not able to accurately infer the ethnic origin of nonverbal emotional vocalizations, and so the Namibian stimuli could reasonably be used as a different ethnic outgroup. All participants heard each stimulus once. The entire stimulus set was normalized for peak amplitude and digitized at 41 kHz. The stimulus set was balanced for ethnicity, gender, and emotion, resulting in a total of 64 stimuli. The stimuli were presented in blocks of emotion by group membership, resulting in eight auditory blocks, which were presented in a random order.
Measures
Identification. An adapted version of the overlap of self ingroup and outgroup (OSIO) questionnaire was included (Aron, Aron, & Smollan, 1992; Schubert & Otten, 2002) . As in the study of van der Schalk, Fischer, et al. (2011) , participants indicated how much overlap they perceived between themselves and the groups "native Dutch" (OSIOingroup) and "immigrants" (OSIO-outgroup) on a scale from 1 ("no overlap") to 7 ("complete inclusion"). We used this questionnaire to exclude participants who saw too much overlap and thus for whom the distinction between ingroup and outgroup would not apply (see section on "Exclusion criteria").
FaceReader. To determine the expressed emotions of the participants, we used FaceReader 6.0 (Noldus, 2014) , an automated facial coding software package. After finding the participant's face in the video, FaceReader creates an active appearance model of the face (Cootes & Taylor, 2004) , which is then used to compute scores for the intensity of facial action units (AUs) (i.e. facial muscle movements) on a scale from 0 to 1 (Lewinski, Den Uyl, & Butler, 2014) . FaceReader reports these variables at each time point of the video, and these data can then be averaged to determine the participant's reaction to a stimulus within a given time window. As FaceReader uses a model-based approach, its performance is largely unaffected by factors such as lighting, facial orientation, and background variation (Van Kuilenburg, Wiering, & den Uyl, 2005) . This makes FaceReader a good tool for the current study, as no calibration is needed, thus reducing the risk that participants notice being filmed.
The software has been validated using the ADFES stimulus set with an 88% basic emotion accuracy score, which was highest for happiness (96%) and lowest for anger (76%) and had an accuracy of 91% for Dutch faces and 86% for faces of Turkish/ Moroccan origin (Lewinski et al., 2014) . FaceReader also allows for the classification of AUs separately, and AU1 (inner brow raise), AU2 (outer brow raise), AU4 (brow lowerer), AU5 (upper lid raise), AU6 (cheek raise), AU9 (nose wrinkle), AU15 (lip corner depressor), and AU25 (lips part) have been found to be the best classifiers, whereas reasonable classifiers were AU12 (lip corner puller), AU14 (dimpler), AU17 (chin raiser), and AU26 (jaw drop).
The specific AUs were recorded and used in our analysis. AUs are facial AUs, that is, facial muscle movements, with some AUs or the combination of AUs being characteristic for an emotion (e.g. Duclos et al., 1989; Friesen & Ekman, 1983 ). AU4, for example, describes the lowering and drawing together of the brows, which requires the activity of the corrugator supercilii, is typically present in anger displays, whereas AU12, describing the pulling up of the lip corners, which involves the zygomaticus major, is a typical AU used in happiness displays (Hess & Blairy, 2001 ). For the current study, we used the following AUs as they are characteristic of the emotions included here: AU4 (anger), AU5 (fear), both AU6 and AU12 (happiness), and AU15 (sadness). If participants express the same facial action as the model, this would be interpreted as mimicry (in the case of the facial stimuli) and a convergent emotional display (in the case of vocal stimuli).
Self-reported emotions. Following van der Schalk, Fischer, et al. (2011), we used an adapted version of the discrete emotion scale (DES; Izard, Dougherty, Bloxom, & Kotsch, 1974) to measure self-reported emotions. We used the same items as van der Schalk and colleagues, but additionally included the three sadness items of the DES. Specific emotions are measured with different items per emotion category (Dutch terms in brackets); happiness is measured with the items "amused (geamuseerd)," "happy (blij)," "cheerful (vrolijk);" anger items are "angry (boos)," "irritated (geïrriteerd)," and "mad (kwaad)"; fear is measured with the items "anxious (bezord)," "fearful (angstig)," and "nervous (zenuwachtig);" sadness with "sad (verdrietig)," "worried (ongerust)," and "down (teneergeslagen)"; and finally "aversion (afkeer)" and "contempt (minachting)." Participants indicated to which extent they felt each of these emotions on a scale from 1 ("not at all") to 5 ("very intense"). In the van der Schalk, Fischer, et al. study (2011; Study 2) , reliabilities of the emotion categories ranged from α = .87 to α = .93.
Interpersonal Reactivity Index (IRI). To create a break between the main study and the extension study, we used the IRI questionnaire, which measures cognitive and emotional components of empathy and was developed by Davis (1980) . The IRI is made up of four subscales, two of which measure cognitive components of empathy, namely perspective taking (PT) and fantasy, while the other two components measure emotional components of empathy, namely empathic concern (EC) and personal distress (PD). Previous research has shown that emotional mimicry can be influenced by emotional empathy, that is, people who are emotionally empathetic mimic others' emotions to a greater extent (e.g. Sonnby-Borgström, 2002) , and that emotional mimicry can induce PT (Stel & Vonk, 2009 ). We thus decided to include the items of these three subscales (EC, PD, PT) in the current study. We thus used 21 items of the scale, which are answered on a fivepoint Likert scale ranging from 1 ("Does not describe me well") to 5 ("Describes me well"). We conducted an exploratory analysis to examine the relation between the IRI and mimicry.
Procedure
After signing the informed consent, participants were seated in front of a computer, where the experiment was administered individually. The study was presented as a study on the recognition of emotional expressions of native Dutch models compared with immigrant models, so that the ethnicity of the models would become salient. Each participant was presented with the video clips (and emotional vocalizations), which were presented consecutively with an intertrial period between stimuli of 1 s within each stimulus block. All participants were first presented with the facial emotion part and then with the nonverbal emotional vocalization of the same emotion. This was to ensure that the replication part of the current study on facial expressions was not influenced by possible previous mimicry to the nonverbal emotional vocalizations.
After each stimulus block, participants were asked to indicate the intensity of the emotions they felt at that moment. Between the main and extension study, they were asked to fill in a questionnaire, the IRI. Next, participants heard the vocalization of each emotion in eight stimulus blocks. Just as in the first part of the study, participants were asked to indicate the intensity of their presently felt emotions on a scale from 1 to 5 after each stimulus block.
Having completed both parts of the study, participants were asked to fill in some additional questionnaires, including the OSIO and questions regarding their demographics. During the stimulus presentations, participants' faces were filmed by the computer's webcam, without them being aware of it. The recordings were used for the FaceReader software to determine the participants' facial emotions as a response to the models' emotional expressions. The facial expressions of the participants were coded per stimulus block lasting from first stimulus onset until last stimulus offset within each block. Lastly, participants were debriefed and asked for consent for the filmed material to be used for further analysis.
Exit interview
In order to make sure that participants were unaware of the goal of the study, we asked them about their assumptions regarding the goals and the nature of the study. More specifically, we excluded participants if they explicitly referred to "mimicry," or "my facial expressions," because the awareness that the focus is on their own faces may contribute to the regulation of their facial expression. Further, participants were asked to indicate where they and their parents were born to make sure that they were indeed Dutch.
Sample and design
Sixty students (see section on "Power analysis") were recruited at the University of Amsterdam to participate in the study for either one participant point or €10 compensation. They were all presented with the same emotional stimuli (Within Subjects (WS): emotion: anger, fear, happiness, sadness) expressed by both ingroup and outgroup members (WS: group membership: ingroup, outgroup).
Exclusion criteria
Participants' data were excluded on the following grounds. First, only Dutch students who identified with the Dutch identity could participate. This was operationalized as (1) both their parents having been born in the Netherlands, and (2) their scores on the OSIO toward the Dutch being higher than 3.5. Second, participants who showed awareness of the aim of the study were excluded. Participants who explicitly referred to "mimicry," their own "facial expressions," or "being filmed" were assumed to be aware of the true nature of the study and were therefore excluded.
Power analysis
A power analysis for a within-subjects MANOVA was conducted using the G*power software (Faul, Erdfelder, Lang, & Buchner, 2007) . The analysis suggested that a sample size of 53 is needed for a power of 0.95, when using the following values: α = 0.05, f = 0.21 (based on the overall interaction of Study 2 of van der Schalk, Fischer, et al., 2011) , and a correlation among repeated measures of 0.2, which is the lowest average correlation we expect to find among measures. We planned to analyze the data using a mixed-model approach, which has not been used in previous studies; therefore, we employed the within-subjects MANOVA design as an approximate measure to determine how many participants we needed to recruit for sufficient power.
As we planned to exclude participants (see section on "Exclusion criteria") on a number of different criteria, we aimed to test 60 people to ensure a sufficiently large final sample. Given the possibility of technical issues regarding the use of FaceReader (e.g. videos of the participants not being readable by FaceReader) as an additional factor for losing data, we believed that a sample size of 60 was justifiable.
Results
Participants
Eighty-one students 1 of the University of Amsterdam were recruited (60 female, 22 male; mean, M Age = 21.78; standard deviation, SD = 2.41), who participated for €10 or participant credit. The data of 15 participants could not be used due to our exclusion criteria or because of technical reasons. We excluded five participants because they suspected that they were being filmed or guessed the aim of the study correctly; we excluded two participants as their parents were not Dutch; the videos of four participants could not be used due to technical errors; one participant did not give approval to use their videos for analysis and one participant had a lower score on the ingroup score of the OSIO than 3.5. The data of 67 participants were used for analysis.
Preregistered analysis
Social category
As expected, participants reported a larger amount of overlap between themselves and the group of Dutch individuals (M = 5.72, SD = .97) than with the group of immigrants (M = 2.76, SD = 1.21), t(66) = 16.00, p < .001. As mentioned earlier, participants' ingroup score showed that one individual reported a smaller overlap than 3.5 with the ingroup and was therefore excluded from analysis.
Self-reported emotions
Facial study To test whether the Emotion conditions elicited convergent emotions, we conducted 4 (Emotion) by 2 (Group membership) repeated measures ANOVAs per emotion measure. We used Bonferroni adjusted alpha levels of .0125 per test (.05/4). Table 1 reports all means (M) and SDs.
For the anger measure ("boos"), the main effect of Emotion was significant, F(1.41, 93.29) = 505.75, p < .001, η 2 p = .94, as was the main effect of Group membership, F(1, 66) = 10.28, p = .002, η 2 p = .135, and the interaction, F(1.51, 99.46) = 4.51, p = .001, η 2 p = .12. To disentangle the significant interaction term, we ran planned contrasts, which revealed that in the anger condition, participants reported significantly more anger (M = 4.14, SD = .69) than in the other three conditions (M = 1.07, SD = .12), F(1, 66) = 1297.27, p < .001, η 2 p = .91. Moreover, participants reported being significantly more angry after seeing angry ingroup members (M = 4.39, SD = .78) than after seeing angry outgroup members (M = 3.90, SD = 1.29), F(1, 66) = 1297.27, p < .001, η 2 p = .91. For the fear measure ("angst"), the main effect of Emotion was significant, F(2.07, 136.44) = 423.40, p < .001, η 2 p = .903. The main effect of Group membership was not significant, F(1, 66) = .85, p = .36, η 2 p = .013, nor was the interaction effect, F(2.37, 156.29) = 2.68, p = .03, η 2 p = .013. For the happiness measure ("blij"), the main effect of Emotion was significant, F(1, 66) = 755.00, p < .001, η 2 p = .972. Self-reported happiness levels were higher in the happiness condition (M = 4.39, SD = .58) than in the anger (M = 1.00, SD = .00), fear (M = 1.00, SD = .00), and sadness conditions (M = 1.00, SD = .00). Neither the main effect of Group membership, F(1, 66) = .38, p = .54, η 2 p = .001, nor the interaction effect, F(1, 66) = .13, p = .54, η 2 p = .006, was significant. For the sadness measure ("verdrietig"), the main effect of Emotion was significant, F (1.96, 129.35) = 606.15, p < .001, η 2 p = .86. Sadness was reported to be higher in the sadness condition (M = 4.26, SD = .63) than in the anger (M = 1.18, SD = .31), fear (M = 1.28, SD = .46), and happiness condition (M = 1.01, SD = .09). The interaction effect was not significant, F(2.01, 132.96) = 2.01, p = .05, η 2 p = .043, nor was the main effect of Group membership, F(1, 66) = .38, p = .54, η 2 p = .034.
Vocalization study
To test whether the emotion vocalizations elicited convergent emotions, we conducted 4 (Emotion) by 2 (Group membership) repeated measures ANOVAs per emotion measure. Again, Bonferroni adjusted alpha levels of .0125 per test were used (.05/4). Table 2 reports all M and SDs. For the anger measure ("boos"), the main effect of Emotion was significant, F(1.69, 111.60) = 229.90, p < .001, η 2 p = .86, as was the main effect of Group membership, F(1, 66) = 132.09, p < .001, η 2 p = .67, and the interaction, F(1.95, 128.52) = 144.57, p < .001, η 2 p = .77. To disentangle the significant interaction term, we ran planned contrasts, which revealed that in the anger condition, participants reported significantly more anger (M = 2.76, SD = .59) than in the other three conditions (M = 1.07, SD = .14), F(1, 66) = 556.95, p < .001, η 2 p = .83. Moreover, participants reported being significantly more angry after hearing angry ingroup members (M = 3.87, SD = .89) than angry outgroup members (M = 1.66, SD = .64), F(1, 66) = 321.69, p < .001, η 2 p = .80. For the fear measure ("angst"), we found a significant main effect of Emotion, F(1.94, 128.01) = 219.48, p < .001, η 2 p = .837. The main effect of Group membership was not significant, F(1, 66) = 4.90, p = .03, η 2 p = .069. The interaction effect was significant, F (2.18, 143.68) = 51.34, p < .001, η 2 p = .517. To disentangle the significant interaction term, we ran planned contrasts, which revealed that participants reported significantly more fear in the fear condition (M = 3.81, SD = .83) than in the other three conditions (M = 1.35, SD = .32), F(1, 66) = 551.15, p < .001, η 2 p = .536. Moreover, participants reported being significantly more fearful after hearing fearful ingroup members (M = 4.51, SD = .68) than after hearing fearful outgroup members (M = 3.10, SD = 1.34), F(1, 66) = 76.27, p < .001, η 2 p = .79. For the happiness measure ("blij"), the main effect of Emotion was significant, F(1.36, 90.08) = 384.22, p < .001, η 2 p = .928. Planned contrasts showed that happiness was reported to be higher in the happiness condition (M = 4.12, SD = .79) than in the anger (M = 1.03, SD = .15), fear (M = 1.11, SD = .36), and sadness condition (M = 1.01, SD = .09). The main effect of Group membership was not significant, F(1, 66) = 4.90, p = .03, η 2 p = .069, nor was the interaction effect, F(2.07, 136.32) = 1.12, p = .20, η 2 p = .024. For the sadness measure ("verdrietig"), the main effect of Emotion was significant, F (1.38, 91.02) = 386.24, p < .001, η 2 p = .927, as was the main effect of Group membership, F(1, 66) = 32.31, p < .001, η 2 p = .329, and the interaction, F(1.51, 99.38) = 9.69, p < .001, η 2 p = .226. To disentangle the significant interaction term, we ran planned contrasts, which revealed that participants reported significantly more sadness in the sad condition (M = 4.02, SD = .80) than in the other three conditions (M = 1.08, SD = .15), F(1, 66) = 999.18, p < .001, η 2 p = .87. Moreover, participants in the sadness condition reported being significantly more sad after hearing sad ingroup members (M = 4.46, SD = .77) than sad outgroup members (M = 3.58, SD = 1.26), F(1, 66) = 28.80, p < .001, η 2 p = .304.
Facial mimicry
It is important to note that FaceReader only analyses faces when they are frontal, when they are completely "in frame," and when they are not obscured (e.g. by manipulating the hands in front of the face). The output from FaceReader consists of continuous intensity ratings of different AUs for each frame (25 ms). The facial displays of the models lasted 3-4 s, and we measured the onset of an expression in the participant within the whole time frame of stimulus duration. All outputs were intensity scores times frequency of occurrence. We defined mimicry index as FaceReader's output for the specific AUs per Emotion condition. Higher scores imply a higher degree of emotional mimicry. Following van der Schalk and colleagues (2011a), we examined AU4 for anger, AU5 for fear, AU6 and AU12 for happiness, and in addition, AU15 for sadness. Only the blocks of which 70% of the frames could be analyzed by FaceReader were used for analyses. This implies that there are complete data for 58 of the participants in the facial mimicry study and for 54 participants in the vocalization study. With respect to the current videos, we also noticed that some AUs (e.g. AU7, AU20) appeared to be problematic and incorrectly recognized by Face Reader (FR), due to light flashes of the camera, or participants' face touching. Fortunately, this was not the case for the core AUs that were tested here. We analyzed the effects of Emotion and Group membership on each overall emotion AU score separately, as our hypotheses differed per emotion. We could not use a multilevel approach in our analyses, because the data were too skewed due to the large number of zeros (no occurrence of an AU in a given condition). Since we did not aim to test differences between models, but rather to test overall mimicry across all models displaying a specific emotion, this did not pose a problem in our view. Following the procedure by van der Schalk and colleagues (2011a), we used AU4 for anger, AU5 for fear, both AU6 and AU12 for happiness, and AU15 for sadness. Per AU score, we first conducted a 4 (WS: Emotion: anger, fear, happiness, sadness) by 2 (WS: Group membership: ingroup vs. outgroup) repeated measures ANOVA, and then used planned contrasts to examine the effects of Emotion and Group membership on mimicry of each emotion separately. When necessary, Greenhouse Geiser correction was applied. Bonferroni adjusted alpha levels of .01 per test (.05/5) were used. The first planned contrasts compared the relevant Emotion condition with the other Emotion conditions. For example, for the fear AU score, we first contrasted the fear condition to the anger, sadness, and happiness conditions. The second contrast compared the ingroup and outgroup conditions on the fear AU score. M and SDs can be found in Table 3 .
Facial study Anger. The 4 by 2 repeated measures ANOVA on AU4 score yielded no significant main effect of Emotion, F(1.88, 107.18) = 2.14, p = .04, η 2 p = .056. We also found no significant main effect of Group membership, F(1, 57) = 1.66, p = .20, η 2 p = .028, nor an interaction effect, F(2.03, 115.52) = 1.07, p = .21, η 2 p = .027.
Fear. The 4 by 2 mixed ANOVA on the AU5 score showed no significant effects of Emotion, F(2.62, 149.46) = .86, p = .39, η 2 p = .017, Group membership, F(1, 57) = .11, p = .74, η 2 p = .002, or the interaction, F(3, 171) = .32, p = .81, η 2 p = .006. Happiness. The 4 by 2 mixed ANOVA on the AU6 scores showed a significant main effect of Emotion, F(2.23, 127.33) = 3.70, p = .006, η 2 p = .08. The planned contrast comparison showed that AU6 was expressed more frequently in the happiness condition than in the anger, fear, or sadness condition, F(1, 57) = 7.22, p = .01, η 2 p = .02. No significant main effect of Group membership was found, F(1, 57) = 4.92, p = .03, η 2 p = .08. The interaction effect was not significant either, F(2.45, 139.43) = .76, p = .41, η 2 p = .016. The 4 by 2 mixed ANOVA conducted on AU12 scores showed a significant main effect of Emotion, F(2.28, 130.21) = 7.64, p < .001, η 2 p = .15. The planned contrast showed that AU12 was expressed more frequently in the happiness condition than in the other three conditions (M = 6.45, SD = 8.45), F(1, 57) = 18.27, p < .001, η 2 p = .05. The main effect of Group membership was not significant, F(1, 57) = 1.15, p = .29, η 2 p = .001, nor was the interaction effect, F(3, 171) = 2.52, p = .07, η 2 p = .04.
Sadness. The 4 by 2 mixed ANOVA conducted on the AU15 scores showed no significant effects for Emotion, F(2.50, 142.50) = .06, p = .96, η 2 p = .001, Group membership, F(1, 57) = 1.69, p = .20, η 2 p = .029, or the interaction, F(2.44, 139.26) = .68, p = .45, η 2 p = .015.
Vocalization study
For the analysis of FaceReader output in response to the vocalizations, we followed exactly the same procedure as for the facial stimuli. Mimicry was operationalized in the same way as in the facial study (AU4 for anger, AU5 for fear, AU6 and AU12 for happiness, and AU15 for sadness). Table 4 reports all M and SDs. Anger. We conducted a 4 by 2 repeated measures ANOVA on AU4 and found no significant effects for Emotion, F(2.34, 123.99) = 1.13, p = .24, η 2 p = .027, Group membership, F(1, 53) = .24, p = .62, η 2 p = .005, or the interaction, F(2.67, 141.73) = .10, p = .94, η 2 p = .002.
Fear. The 4 by 2 mixed ANOVA on AU5 yielded no significant effects for Emotion, F (1.09, 57.89) = .40, p = .31, η 2 p = .02, Group membership, F(1, 53) = 2.04, p = .16, η 2 p = .034, or the interaction, F(1.11, 58.77) = .48, p = .26, η 2 p = .024.
Happiness. The 4 by 2 mixed ANOVA on AU6 scores showed no significant main effect of Emotion, F(2.01, 106.21) = 1.31, p = .15, η 2 p = .036, but we found a significant main effect of Group membership, F(1, 53) = 7.82, p = .007, η 2 p = .129, with ingroup-vocalizations eliciting more AU6 responses (M = 2.14, SD = 3.88) than outgroup-vocalizations (M = 1.54, SD = 3.33). The interaction was not significant, F(3, 159) = .10, p = .96, η 2 p = .002. The 4 by 2 mixed ANOVA conducted on AU12 scores showed no significant effects of Emotion, F(2.48, 131.22) = .05, p = .97, η 2 p = .001, Group membership, F(1, 53) = .06, p = .98, η 2 p = .055, or the interaction, F(3, 159) = .93, p = .43, η 2 p = .015.
Sadness. The 4 by 2 mixed ANOVA on the AU15 scores showed no main effect of Emotion, F(3, 159) = 1.33, p = .27, η 2 p = .025, no significant effect for Group membership, F(1, 53) = 3.07, p = .09, η 2 p = .055, nor a significant interaction, F(2.64, 140.16) = .70, p = .49, η 2 p = .015.
Interpersonal Reactivity Index
We also examined whether the IRI was correlated with the Facial mimicry scores of the different AUs in both the facial and vocal study. The correlations and p-values can be found in Table 5 . We only found a significant difference between the mimicry of AU15 within the sadness condition and the overall IRI score (r = .287, p = .03) and the Emotional Contagion subscale (r = .268, p = .04). All other correlations were nonsignificant. The mean frequency of AU scores per participant in the corresponding emotion (e.g. AU4 in the anger Emotion condition) was used as the mimicry score per AU.
Exploratory analyses
FACS data
In the original study (Study 2; van der Schalk, Fischer, et al., 2011) , data were manually coded with the Facial Action Coding System (FACS). To compare the performance of FaceReader with manually FACS-coded result, we decided to code a subset of the sample (the facial study of 39 participants) using FACS. We coded the AUs that were included in the original study, that is, AU4 (anger), AU5 (fear), AU6 and AU12 (both for happiness). We then ran the same analyses as was done in our analyses of the FaceReader data of the facial study, using Bonferroni adjusted alpha levels of .0125 per test (.05/4).
Anger
The 4 by 2 repeated measures ANOVA on the AU4 score yielded a significant main effect of Emotion, F(2.27, 86.28) = 11.25, p < .001, η 2 p = .281. AU4 was expressed more frequently in the anger condition (M = .25, SD = .29) than in the fear (M = .09, SD = .20), happiness (M = .03, SD = .08), and sadness condition (M = .16, SD = .07). We did not find a significant main effect of Group membership, F(1, 38) = 2.17, p = .15, η 2 p = .054, or an interaction effect, F(2.02, 76.94) = .26, p = .67, η 2 p = .010.
Fear
The 4 by 2 mixed ANOVA on the AU5 score showed a significant effect of Emotion condition, F(1.10, 41.77) = 3.58, p = .003, η 2 p = .204. AU5 was expressed more frequently in the fear condition (M = .07, SD = .14), than in the anger (M = .01, SD = .03), happiness (M = .00, SD = .00), and sadness condition (M = .00, SD = .00). Neither the main effect of Group membership, F(1, 38) = 1.13, p = .29, η 2 p = .029, nor the interaction effect, F(1.09, 41.40) = .26, p = .27, η 2 p = .032, was significant.
Happiness
The 4 by 2 mixed ANOVA on the AU6 scores showed no significant effects; neither of Emotion, F(1.43, 54.43) = .64, p = .27, η 2 p = .034; nor of Group membership, F(1, 38) = .55, p = .46, η 2 p = .014; or the interaction effect, F(1.43, 54.21) = .10, p = .64, η 2 p = .005. The 4 by 2 mixed ANOVA conducted on AU12 scores showed a significant main effect of Emotion, F(1.22, 46.17) = 11.17, p < .001, η 2 p = .421. AU12 was expressed more in the happiness condition (M = .29, SD = .27) than in the anger (M = .04, SD = .11), fear (M = .04, SD = .11), and sadness condition (M = .02, SD = .07). The main effect of Group membership was not significant, F(1, 38) = .10, p = .75, η 2 p = .003, nor was the interaction effect, F(1.91, 72.62) = 1.01, p = .21, η 2 p = .04. In short, in contrast with most findings reported by FaceReader, the FACS coding results show that the emotional mimicry effect was not only present for happiness but also for anger and fear, replicating the mimicry results of van der Schalk, Fischer, et al. (2011) and other studies (see Hess & Fischer, 2013) . The effect of group membership was not replicated, however, similar to the results of the FaceReader data.
Discussion
This study aimed to replicate the effect of group membership on the mimicry of negative emotions (van der Schalk, Fischer, et al., 2011, Study 2) , and to test the Contextual Model of Emotional Mimicry by extending these findings to facial reactions to emotional vocalizations. We will first discuss the findings with respect to the facial stimuli, as this was the main aim of this replication study.
We found hardly any facial mimicry effects of emotion on the basis of the FaceReader data: participants only smiled more (cheek raising as well as lip corner puller) when watching smiling faces. However, they did not frown more when watching angry faces, raise their eyelids more when watching fearful faces, or show more lip corner depressor movements when watching sad faces. This pattern of results does not replicate the original findings by van der Schalk, Fischer, et al. (2011) , who found that participants mimicked anger, fear, and happiness (sadness was not included in that study). In addition, we did not find any effect of group membership, whereas van der Schalk et al. found that facial mimicry was more pronounced for ingroup than outgroup faces, in the case of anger and very marginally in the case of fear (p = .09). It should be mentioned that the effect for anger in van der Schalk, Fischer, et al. (2011) was also quite small (t(147) = 2.29, p = .01).
Our results with emotional self-reports do replicate part of the original findings: similar to van der Schalk, Fischer, et al. (2011) , we found emotional contagion effects, such that when watching angry, fearful, happy, or sad faces, participants reported more of the feelings they watched than any of the other feelings (e.g. participants reported feeling more fear when they had seen a fearful face than when they had seen an angry, sad, or happy face). In line with van der Schalk, Fischer, et al. (2011) , we also did not find an effect of group membership on emotional contagion, with the exception of the response to an angry face, where we found that participants frowned more to ingroup than outgroup faces.
With respect to the vocalization study, we found a similar pattern of results. There were no convergent facial responses upon hearing emotional vocalizations of anger, fear, or sadness, even not for happiness. In addition, we did not find any interactions with group membership of the individual who produced the vocalizations. With respect to emotion self-reports, like van der Schalk, Fischer, et al. (2011) , we found emotional contagion effects for all emotions. Thus, participants reported to feel more angry, happy, afraid, and sad, after hearing matching sounds. Interestingly, however, we also found effects of group for angry, fearful, and sad sounds, in line with the hypothesis. In other words, participants reported to feel more anger in response to ingroup anger vocalizations, fear in response to ingroup fearful vocalizations, and sadness in response to sad ingroup vocalizations in contrast with similar sounds of the outgroup.
In conclusion, the most important results of van der Schalk, Fischer, et al. (2011) were not replicated, that is, no support was found for more emotional mimicry of ingroup compared to outgroup faces. This means that the Contextual Model of Emotional Mimicry is not supported. Our results do not yield support for the Matched-Motor Hypothesis either, however, because in order for this model to be supported, we would have had to find facial mimicry of emotions in the facial study.
There are several explanations for this lack of replication. A number of differences in methodology and design may have contributed to differences in results. First of all, although we used the same task, cover story, and stimuli, and a similar sample of students, there were some differences with van der Schalk, Fischer, et al (2011) . Specifically, van der Schalk and colleagues used a complete between-subjects design, whereas we used a complete within-subjects design. This means that our participants were presented with all stimuli, and they thus had the possibility to compare faces from ingroup and outgroup. Given that the study was presented as a study on the recognition of emotional expressions of native Dutch versus immigrant models, we would expect that the ethnicity of the models would become more salient if the participants would indeed see the different faces. Thus, if anything a within-subjects design may have enhanced rather than diminished differences in mimicry of ingroup and outgroup faces. We therefore do not think that this can explain our lack of group membership effects.
Another difference is that van der Schalk and colleagues FACS coded participants' faces, whereas we used automated coding software, FaceReader. In order to rule out this possibility as an explanation for the failure to replicate van der Schalk's results, we therefore coded a subset of the data using FACS. Exploratory analyses revealed stronger effects of emotional mimicry for anger (AU4) and fear (AU5) in the facial mimicry resulting from FACS coding. This could suggest that FaceReader was not sensitive enough to capture all facial actions that were visible on the face, especially the frown (AU4) and the upper eyelid raiser (AU5).
Another explanation may be the involvement of the participants. Facial mimicry is an automatic process, but it does require engagement in the task. In order to emotionally mimic, participants have to take the task seriously, attend to the stimuli, and they should be motivated to try to detect emotions in the faces they watch. It could be that participants in the current study were less motivated than in the previous studies. Because we used a complete within-subjects design, the task was much longer than in the original study, which could have reduced engagement in the task and made participants more bored and less attentive. This is supported by the fact that whereas we found a mimicry effect of laughter in the facial study, we did not find this effect anymore in the vocalization study. This complete absence of mimicry in response to vocalizations also contradicts previous findings from our lab (Hawk et al., 2012) . Because the vocalization study was always presented after the facial study, this may suggest that participants were even more bored or unmotivated by the end of the study, although they did report emotions in both the facial and vocalization study that were in line with the hypothesis and suggest emotional contagion.
In sum, we do not think that the lack of replication can be explained by differences in tasks, stimuli, or sample. Because ingroup effects of facial mimicry have been found in other studies as well (e.g. Bourgeois & Hess, 2008) , we suggest that the most likely explanation is the difference in design, and the consequences for participants' attention and engagement. In addition, we should also note that the effect of group membership reported by van der Schalk, Fischer, et al. (2011) was a small effect, and thus may have been further diminished by this difference in design. More generally, such an explanation would be in line with the general assumption of the Contextual Model of Emotional Mimicry (Hess & Fischer, 2013 , 2014 , which posits that it is less likely that people mimic emotions if they do not know and are not interested in why the other person is expressing an emotion, which is the case when they merely watch a stranger on a video. Although this was also the case for the original study of van der Schalk, Fischer, et al. (2011) , the alleged lesser engagement of the participants in the present study may have added to this effect. New research in which participants' motivation to decode others' emotions is better operationalized, would shed new light on the social context effect of emotional mimicry and contagion. Note 1. Based on our G*power analysis, which indicated that we needed 53 participants (see section on "Power analysis"), we initially recruited and tested 60 participants. Because we could only use the data of 40 individuals in the first sample for the facial mimicry study and the data of 37 individuals for the vocalization study, we decided to run the study a second time, testing 22 additional participants.
