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ENGINEERING AND NCSA 
Imagi ne. If the great American engineer/inventor 
Charles F. Kettering were alive, he would probably be 
pleased to see many applications of his philosophy 
represented in today's technological innovations. 
Wouldn't he be fascinated-especially if he could visit 
NCSA's virtual environment-to see what contemporary 
electronics can do? 
Few tangible materials are needed for "Modeling a 
Virtual Space with CFD: A Conference Room 
without Drafts" (see page 4) utilizing NCSA's 
CAVE (Cave Automatic Virtual Environment). 
And "Bui lding a Better Computer Chip" (page 8) 
within NCSA's CM-5 would be a wonder for 
Kettering. Throughout the Exploratorium (page 10) 
or the MetaCenter Web exhibit (page 12), he 
could witness further engineering/science mar-
"Engineering is a combi-
nation of brains and 
materials-the more 
brains, the less material." 
-charles F. Kettering 
(1876-1958) 
vels provided via HPCC. Touring NCSA's machine room and discovering the hardware's 
capabilities would amaze him (see page 14). Exploring within the I-WAY, lmmersaDesk, and 
other amazing inventions described in the Special Report (beginning on page 20) might 
possibly occupy many "Ketterings" of coming generations. 
Industrial partners' activities (beginning on page 26), innovative teaching, and other 
departures in the Education and Outreach Group (see page 30)-including the kickoff of 
the Ameritech Electronic Community for Champaign-Urbana, and the possibility of making 
secure financial transactions on the Web (page 36)-are just a few innovations mentioned 
in this issue that were not around as recently as 10 years ago. You may find more as you page 
through this issue. 
access gets a decidedly new look with this issue to complement the launching of NCSA's 
new logo (page 43)-both of which reflect the Center's major redefinition for meeting the 
scientific and technological challenges of the next decade. 
-Fran Bond, Editor 
Charles F. Kettering one of the most acclaimed engineers of his generation, 
invented the first electric drive cash register; electric starting, lighting, and igni-
tion systems for automobiles; and independent electric generators for home use. 
Antiknock gasoline and a family of refrigerant compounds were among his other 
major discoveries. Late in life, Kettering established foundations for studying 
plant photosynthesis (The C. F. Kettering Foundation for the Study of Chlorophyll 
and Photosynthesis, Antioch College, OH) and cancer (The Sloan-Kettering 
Institute for Cancer Research, NY). 
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The next time you sit through a meeting 
shivering or gasping breaths of stagnant 
air, think of Ping-Pong balls. 
Imagine your room filled with these small spheres 
riding along on the currents of air, swooping down 
along the walls, or swirling about the vortices of whirlpools. Watch 
them as they collide and are propelled along paths that become 
more chaotic with each brief encounter. In their restless motion, you 
wi ll find a distraction from your discomfort as well as a glimpse of 
its causes. 
In NCSA's virtual environment CAVE (Cave Automatic Virtual 
Environment), researchers are making Ping-Pong ball-like spheres 
circulate about a 30 model of a conference room. They do so not 
for entertainment but as part of a project to eliminate drafts, dead 
air pockets-€ven annoying hums. Their goal is to produce soft-
ware that engineers and designers can use to diagnose circulation 
problems as well as to remedy and prevent them. Eventually, they 
will have a tool for designing conference rooms that are ideal from 
the start. 
"Architects and consultants don't have access to this technology," 
says Wi lliam ("Tilt'') Thompkins, assistant director of research for 
Mechatronics at United Technologies Research Center (UTRC), 
which is funding the flow modeling portion of the project. "We want 
to be able to quickly custom-design conference and auditorium 
areas in which both physical comfort and acoustics are important," 
he explains. 
NCSA industrial partner UTRC has good reasons to care about 
comfort. As owners of Carrier Corporation, one of the world's largest 
manufacturers of commercial and residential heating, ventilating, 
and cooling systems, it wants to be able to offer these capabilities 
to its customers. Discovering the tools for making a difference-
quickly-led them to NCSA. 
"NCSA has a major thrust in computational analysis and visu-
alization," says Thompkins. ''What I'm doing with this project is 
exploring how far we can push both of those technologies and how 
well we can integrate them. This project is a one-of-a-kind effort 
to find out how far these disparate technologies can be combined 
and integrated." 
By simulating the path air 
follows as it circulates 
through a conference room, 
NCSA researchers are help· 
ing UTRC engineers design 
more effective heating and 
cooling systems. Colored 
sp_heres in this sequence of 
images indicate the 
temperatures 
and paths of 
air as particles 
injected at the vent 
descend along the 
walls (top), flow beneath the table 
(middle), and circulate through the 
room (bottom). (Courtesy of Danesh 
Tafti , NCSA research scientist; imag· 
ing by Derek Storr, NCSA student 
research assistant) 
RESEARCH 
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VISUALIZING AIR FLOW 
The conference room project began in 1994, inspired by a fun-
damental advancement in one of the technologies that Thompkins 
is helping push and integrate: fluid dynamics. Fluid dynamics can 
be used to explain how sand 
explains Tafti. "But then, a smooth flow will develop instabilities 
that rapidly transition into turbulence. Turbulent flow is random 
and chaotic." 
spreads on the ocean floor and 
how air flows over the wings of 
a jet. For heating and cooling 
systems, engineers rely on fluid 
dynamics to predict how air 
will flow through vents and 
Within a span of only a few millimeters, small, random fluc-
tuations in a flow can spawn large 
vortices of turbulence. Think of 
IDLEST: A VERSATILE CODE FOR FLOW FIELDS 
what happens to smoke from a ciga-
rette. It trails smoothly upwards for 
a little while, then suddenly bends 
and swirls in snakelike writhing. 
Speed and accuracy are not the only attributes sought in computing 
codes. Another is versatility. IDLEST (Incompressible Direct and Large 
_ Eddy Simulation of Turbulence) has all three. 
around a conference 
room. The equations 
that govern this 
phenomenon have 
been known for 
,.. _ ~' Danesh Tafti's work on the basic physics of turbulent flow 
tl' [ .. '<~~i~.~.'''·:·: fields convinc~d hi~ of the need for .a fluid dyna.~ics code that 
c ~ : ' could be eastly adJusted for the vanety of condtttons he and 
) . f others would want to study. Most research codes are highly 
specific to an application and must be painstakingly modified 
To predict precisely air's tortuous 
path, engineers would have to resolve 
a flow on a computational grid with 
zones fine enough to capture the 
minute fluctuations. For the UTRC 
conference room, that would mean 
solving the partial differential equa-
tions that govern fluid flow (ca lled 
the Navier-Stokes equations) at poten-
tially billions of grid points-an 
undertaking that is computationally 
prohibitive. 
decades, but because 
they are computationally 
massive, they are rarely 
fully solved. Instead, 
engineers employ 
computational codes 
that simplify effects. These 
simplifications are the reasons 
that comfortable conference 
rooms remain elusive. 
United Technologies initi-
ated the conference room pro-
ject after learning of a new 
computing code at NCSA called 
IDLEST that could predict flows 
more accurately without over-
whelming the company's com-
putational resources. IDLEST 
(Incompressible Direct and 
Large Eddy Simulation of Tur-
bulence) was developed by 
NCSA Research Scientist 
Danesh Tafti, team leader of 
the Center's Computational 
Fluid Dynamics Group and an 
adjunct assistant professor in the 
UIUC Department of Mechan-
ical and Industrial Engineering, 
for simulating a variety of fluid 
flow fields. (See sidebar.) 
Though few of us notice 
air's movement unless it whips 
up into a wind or subsides into 
stillness, its flow follows com-
plex paths. The complexity 
stems from a phenomenon 
called turbulence. 
"Up to a certain point, flow 
is ordered and predictable," 
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to apply in different flow fields. IDLEST. however. offers the capa-
bility of different finite-difference approximations. boundary conditions. 
and solution techniques. It performs up to 8 billion FLOPS and can 
accommodate up to 24 million zones on NCSA's CM-5. 
"Before. when I switched from one flow situation to another, it took 
two to three months of development ... says Tafti. "Today. I can change a 
few switches and do it the next day. To change the switches takes 15 to 20 
minutes if you know what you are doing. To compile on the CM-5 takes 
one to two hours. With this code. you can do a lot of things without a lot 
of effort." 
IDLEST's versatility and performance convinced S. Balachandar to 
abandon the code he and UIUC graduate student Lizheng Zhang had been 
developing in favor of Tafti's code. Balachandar. assistant professor of 
fluid mechanics in the UIUC Department of Theoretical and Applied 
Mechanics. and Zhang are collaborating with Tafti and Najjar in incorpo-
rating the code into heat transfer models-particularly those of refrigera-
tion units. Balachandar and Zhang analyze the swirls and eddys that form 
as air flows across the bumpy louvers inside condensers and evaporators. 
Their goal is to improve the performance of heat transfer equipment. par-
ticularly refrigeration units. as industry pushes for smaller appliances 
that can be shipped to foreign markets more economically. 
"We have the capability to examine very simple geometries very 
accurately, .. says Balachandar. '·Danesh's code helped us to look at prob-
lems in the middle: that is. Danesh helped us look at slightly more com-
plicated problems without a loss in accuracy." Balachandar·s work is 
sponsored by a consortium of members of the Air Conditioning and Refrig-
eration Center. UIUC College of Engineering. 
Though IDLEST was structured to optimize the CM-5 architecture. 
Tafti is modifying the code to run on NCSA's SGI POWER CHALLENGEarray 
and CONVEX Exemplar in keeping with the CFD Group's role in assisting 
academic and industrial users to transition to new architectures. The 
group evaluates programming paradigms and compiler options on their 
research codes . They also maintain NCSA's third-party CFD application 
packages. which they make available on NCSA machines for academic 
and industrial users. Packages like FLUENT. FIDAP. CFDS-FLOW3D, and 
Flow Science FLOW3D are available on the SGI POWER CHALLENGE. 
Instead, for most complex flows, 
engineers and designers rely on com-
puting codes that average the effects 
of turbulence on momentum, mass, 
and heat transfer, then lump these 
length- and time-dependent scales 
into one variable (a process called 
Reynolds stress averaging). Tafti likens 
the effect to taking all the frames of 
a motion picture and superimposing 
them to obtain a single frame that 
encapsulates the entire movie. Aver-
aging may simplify computations, but 
it reduces their accuracy and precludes 
much of the important flow physics. 
This is true especially when flows are 
predominantly turbulent-as in con-
ference rooms where air is blown into 
the room and must negotiate among 
numerous people, chairs, and tables 
with the flow patterns constantly 
evolving. 
The approach Tafti is adapting in 
IDLEST falls between the two extremes. 
Called a large eddy simulation, IDLEST 
solves the Navier-Stokes equations but 
without the degree of detail that will 
deadlock a computer system. Large 
eddy simulations, as the name implies, 
resolve the large, energy-containing 
scales in a flow field and filter out the 
smaller scales. Because the activity 
on small scales influences the flow, 
Tafti and ,his colleague Fady Najjar, NSF Division of Advanced 
Scientific Computing Postdoctoral Fellow, model the effects of the 
small scales on the system. Preserving the effects of the smaller scales 
without adding computational complexity, power, and cost is the 
essence of large eddy simulations. 
"We eliminate the small scales, but then we model their effect 
on the large scales by using information from the large, or resolved, 
scales," says Tafti. 
Even with its trimmed down approach to calculating flows, IDLEST 
still puts out a lot of data. For the conference room simulation, the 
data output by IDLEST involves thousands of frames, each contain-
ing about 80 megabytes of data. Some of these data are saved for 
visual postprocessing. 
Here's where the Ping-Pong balls come in. 
COLOR CODING FLOW COMPLEXITIES 
One of the ways Tafti is representing the flow dynamics is by 
seeding the flow field with massless particles-the Ping-Pong balls. 
These particles trace f low patterns in the conference room and can 
be color coded for temperature. "This gives us an effective way of 
eliminating much of the complexity associated with dealing with 
large datasets, yet we get a very good indication of how the air 
circulates in the room," says Tafti. "Our final aim is to be able to 
visualize the particle motion superimposed on the time-dependent 
turbulent flow field in the CAVE on the fly. The CAVE provides an 
excellent immersive environment to visualize three-dimensional 
flow fields." 
Doug Britton, UIUC undergraduate in computer science, and 
Derek Storr, UIUC senior in industrial design, receive from Tafti the 
dimensions of the conference room, the placement of vents and fur-
niture, and data on the location of the particles as well as their tem-
peratures. Using a graphics interface program, Britton transforms this 
raw data into a format that can be viewed on Silicon Graphics' work-
stations or in the CAVE. For presentations, the images are enhanced 
to more realistically depict a conference room. Storr uses Wavefront 
to make the table appear wooden and the walls screened. In both 
instances, the results are stunning. 
The simulation begins with the Ping-Pong ball-like particles 
aligned along the vents on both sides of the room. The particles 
begin a slow descent, with each line closely mirroring the other. 
Though their movement is slow, the particles (when color coded for 
temperature) rapidly change from purple to red, indicating a rise in 
temperature as they encounter the warm air from the room. The par-
ticles cascade downwards as most dive under the simulated chairs 
and begin swooping up towards the stream of air coming from the 
other side of the room. As two air streams from either side of the room 
collide, the particles scatter and ricochet chaotically. As time passes, 
some particles come under the influence of the exhaust vents and 
are drawn out of the room. 
From this brief simulation, Tafti can draw several conclusions 
about the design of the room and the arrangement of the vents and 
furniture (all of which seem good). His goal, however, is to stream-
line the process so designers can experiment with different heating 
and cooling scenarios. He and his colleagues also are working on 
making the CAVE interface more interactive. 
Colored spheres, showing the temperatures and 
paths of air as particles, are dispersed 
throughout the conference room. 
"We will use the stored data-
base from the simu lation to ca l-
culate trajectories of particles 
injected in the CAVE at arbitrary 
locations and times," says Tafti. 
"Later, we will move from represent-
ing the flow fie ld with particles to 
actually modeling the fie ld." 
USING SOUND TO ELIMINATE NOISE 
Whi le Tafti's group is improving air circulation, another research 
group at NCSA is tackling noise in conference rooms. In September, 
the Audio Development Group [see access, Summer 1994, page 12; 
Fall1994, page 14] began exploring a new way of eliminating clatter 
from air ducts. Rather than suppressing or muffling noise, they are 
injecting other sounds into the room to cancel it. 
To cancel a sound, the researchers first mechanically listen to a 
room and identify those frequencies associated with undesirable 
sounds. Once these frequencies have been isolated, they then gen-
erate signals of equal frequency but opposite phase and project them 
into the room. 
"By adding another sound . .. it's like having so many air mole-
cules coming at you. You want to send exactly the same number of 
air molecules back in the same direction so they meet dead on, and 
you don't hear anything. That's cancellation," says Robin Bargar, a 
composer who directs the audio group that is part of NCSA's Virtual 
Environment Group. 
Ideally, cancellation is done at every place in the room for every 
listener. Instead, microphones are put in several places in the room 
to get an acoustical overview of the room. A generalized signal is 
then fed back into the room to cancel the bothersome noise. 
So far, the Audio Development Group has simulated multiple 
sources of sounds in the CAVE with independent localization of each 
source without re lying on headphones-a first in a virtual environ-
ment. Next, they wi ll move from simulated cues for distance and 
direction to numerically modeled cues. A long-range goal is to com-
pute the characteristics of the room and model how sounds rever-
berate in the space-for example, wood versus marble. 
As with the circu lation model, the sound model will yield inter-
active software that can identify problems before rooms are built. 
Thompkins (UTRC) wants to put engineers, architects, and building 
designers in the CAVE and show them why a design will not work. 
"There are no obvious reasons why noise 
and drafts have to be tolerated," says Thomp-
kins, who predicts UTRC will use this technol-
ogy to design heating and cooling systems in 
three years. 
In a few meeting rooms, some lucky 
people won't be seeing Ping-Pong balls. 
Holly Korab is a science writer in the 
Publications Group. 
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MAKING A COMPUTER CHIP IS, IN MANY WAYS, LIKE TAKING A PHOTOGRAPH. AND ONE OF THE 
CHALLENGES IN CREATING THE NEXT GENERATION OF CHIPS LIES IN SHARPENING THE IMAGES. 
For the past six years, Andy Neureuther, an electrical engineer-
ing and computer science professor at the University of California, 
Berkeley, and his graduate students have been working on TEMPEST, 
a computer program that examines how light bounces through 
quartz, around chrome, and onto silicon. The stormy acronym 
stands for an ungainly mouthful-lime-domain _Electromagnetic 
Massively Earallei.Evaluation of ~cattering from Iopography- but 
the program's calculations have aided engineers at such companies 
as AT&T, IBM, and Motorola in designing computer chips and other 
integrated circuits. 
To understand what bouncing light has to do with circuit design, 
you need to know how integrated circuits are usually made: the neg-
ative image of the circuit-called the mask-is laid out in chrome 
on a plate of quartz glass. Like projecting a slide, a beam of light 
shines through the mask and projects an image of the circuit onto 
a silicon wafer. The light exposes a photosensitive coating on the 
wafer, which is then washed away in the exposed areas. The remain-
ing coating serves as a pattern for etching the circuit into the silicon. 
In practice, however, the process is not black and white. Look 
at any shadow: the edges are not sharp. Light leaks from bright 
regions into the dark. This fuzziness of the image limits how small 
one can make integrated circuits. Try to make them smaller, and the 
shadows blur into a hazy gray that is useless. 
If someone figures out how to create a sharper picture of the 
circuit, that immediately opens the door to faster computer chips 
and memory chips as well as hard disks that hold more data. That's 
what a technique called "phase-shifted masks" is designed to do. The 
phase-shift in the masks adjusts light waves so that the blur into the 
dark region between two features cancels each other out giving true 
dark regions. Consider two neighboring holes in the chrome mask. 
Because light travels slower in glass than in air, creating a trench in 
one of the holes causes the light waves to exit this hole with less 
phase delay than the other. 
Light waves consist of oscillating magnetic and electric fields. 
Choose the thicknesses just right-so the path length is one half of 
By Kenneth Chang 
8 
a wavelength of the light-and the light waves from one hole will 
be exactly 180 degrees out of phase with waves out of the other 
hole. When one light wave's electric field is up, the other is down. 
When the blur contributions meet in the middle region, they add 
up to zero. The result is a darker region to separate the features. 
Of course, it's not quite that simple in the real world. The Berkeley 
group first turned to the gigaflop calculating speed of the CM-2 and 
then to NCSA's CM-5 that they use now. They solve in detail how 
light moves in and about the phase-shifted masks. Back in 1989, 
"parallel computers were the only game in town for complex typo-
graphies and inhomogeneous materials," eureuther says. Happily, 
the problem-solving Maxwell 's equations on a grid representing 
the mask-also maps into neat, separate parts, which take full 
advantage of the parallel processing abilities of the Connection 
Machine. 
"What TEMPEST does is allow you to look at the non ideal phys-
ical condition," Neureuther says. The light leaving the bottom of 
the trench and entering the air travels faster than light still inside the 
glass sidewalls. As a result, the light that ideally propagates vertically 
begins to diverge with light near the edges of the trench curving 
back toward the glass sidewalls of the trench. Some of this light does 
not make it out of the trench, which makes the trench region not 
quite as bright as the light from an opening in the chrome that has 
not been etched. 
TEMPEST allows researchers to investigate technology solutions 
for overcoming these effects in the space of a few minutes on a 
CM-rather than the months needed for experiments. Once they 
find something promising, then they can test it out for real. " It defi-
nitely does not replace experiments," Neureuther says. " It's just more 
cost-effective." That could prove a pretty picture both for chip mak-
ers and chip users-which, in today's world, is almost everyone. 
Kenneth Chang, formerly a research programmer at NCSA, graduated 
in june from the Science Writing Program at the University of California, 
Santa Cruz, and is currently working on the Los Angeles Times. 
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A CRITICAL PROBLEM IN MAKING INTEGRATED CIRCUITS is reflective notching in which the wafer typography reflects 
light into unexposed areas. This light may cause notching if it concentrates light in dark features that results in line· 
width narrowing; hence, the name reflective notching. An example is the narrowing of a transistor gate line over a 
recessed active area. The recessed active area forms a bowl in the silicon dioxide. This bowl, when covered with poly· 
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silicon, acts as a mirror and causes the light to be reflected into the top of the gate as shown. The photoactive compound, which is a measure of 
electric field intensity, is minimum at approximately 0.7)lm. This will result in a notch in the photoresist after development. 
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US(R ~RI(HDLY SCI(H(( AND (H61H((RIH6 
Using the new Internet tool he and some graduate students created, 
UIUC Electrical and Computer Engineering Associate Professor Umberto Ravaioli can share 
computational science programs with students, researchers, and companies on the 
World Wide Web-without ever releasing the code. 
By Christopher Adasiewicz 
Illustration By Loren Kirkwood 
Ravaioli's system, the Computational Exploratorium, takes advantage of the interactive 
power and versatility of NCSA Mosaic and the Web. Visitors to the Exploratorium hyper-
link to one of the available applications, input relevant data, and watch calculations and 
visualizations unfold in real time. Behind the scenes, the Exploratorium transparently links 
the user to whatever machines are necessary to run the program. 
Because the Exploratorium runs the actual code, not a simulation, users can manipulate 
the program's variables to create "an endless variety of results-just as you cou ld if you 
had the code on your machine," Ravaioli says. 
Popular with industrial users The idea is catching on. Hundreds of users access the 
Exploratorium daily; some of these users include research scientists from General Motors, 
Ford, and Caterpillar Inc., an NCSA industrial partner. 
Automobile researchers are particularly interested in code that simulates end-milling 
processes. Instead of requesting the actual code, downloading it, compi ling it, and-
inevitably-fixing errors, these researchers can audition the programs via Exploratorium 
without any hassle. 
Simplicity in usage "Trying to compile someone else's code is a mess. Every machine 
is a bit different," says Sridhar lyer, former UIUC graduate student working with Ravaioli. 
"The Exploratorium fixes that problem because the code never leaves the programmer's 
workstation. If the program bombs, it's not your worry-it's not on your machine," lyer 
adds. "More importantly, it's very easy for the developer to go back and fix problems 
because there's only one copy of the software to worry about, not hundreds distributed 
over the globe." 
"We are building some-
thing equivalent to the 
computer version of the 
conference call. Not only 
can you share comments 
and graphics, you can 
share computational 
science across 
the Internet." 
Students are benefiting from the system as well. "Before the Exploratorium, we spent more time teaching students how 
to use the computer systems than how to solve the problems they were using the systems for," Ravaioli says. "With the 
Exploratorium, students see results without extensive training in programming. It makes science a little more friendly." 
And the Exploratorium makes running a variety of applications easier: "The Exploratorium is a unified front-end for 
different simulations," lyer says. 
Developed with NSF funds In fact, the system was originally designed for educational use as part of an NSF-funded 
project in Curriculum Development in Computational Science and Engineering. NCSA Director Larry Smarr and UIUC 
Dean of the College of Engineering William Schowalter are the co-principal investigators. 
In fall1994, Ravaioli introduced the Exploratorium in his Electrical and Computer Engineering 439 course, Advanced 
Theory of Semiconductors and Semiconductor Devices. Ravaioli and his team demonstrated the system at the Super-
computing '94 conference in Washington, DC. The exhibit links to the home page of UIUC's National Center for Com-
putational Electronics. (See the URL below.) 
Sharing across the 'Net Because many research groups worldwide already maintain a presence on the Web, Ravaioli 
predicts that use of the Exploratorium will spread rapidly. "This goes beyond education; we're talking also about remote 
collaboration," says Ravaioli. "We're building something equivalent to the computer version of a conference call. Not 
only can you share comments and graphics, you can share computational science across the Internet." 
Christopher Adasiewicz, former student intern in the NCSA Director's Office, recently graduated in journalism from UIUC. 
In the fall he will enroll in the master's program at the Annen berg School for Communication, University of Pennsylvania . 
•••• 
Exploratorium: http://viz1.ceg .uiuc .edu 
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M E T A 
"I am all but speechless," 
wrote Web surfer Margaret 
Lashua. "What a terrific 
Web site. After three hours, 
I am just coming up for air 
[and lunch]. This is my 
nomination-no question 
about it-for Best Web Site 
of 1995." 
By Christopher Adasiewicz 
c E N T E R 
SCIENCE HIGHLIGHTS ON THE WEB 
Lashua's email message to Cornell 
Theory Center's Dan Dwyer praised the 
newest collaborative project among the five 
SF supercomputing centers: an online 
repository of articles highlighting the cen-
ters' research. Accessible via the World 
Wide Web, SF Computational Science 
Highlights is a growing collection of more 
than 130 technical papers, complete with 
images, animations, and sounds. 
In just five months, an estimated 5,000 
to 6,000 people have visited Computational 
Science Highlights and its eclectic offerings: 
blood flow in the human heart, behaviors 
of cancer genes vital to the design of new 
drugs, the Shoemaker-Levy 9 comet's impact 
on Jupiter, the discovery of the first planet 
known to exist outside of our solar system, 
ad infinitum. Users can browse the reposi-
tory's hyperlinks or search the database by 
keyword. 
The holdings feature work done at all 
five NSF centers: NCSA, Cornell Theory 
Center, National Center for Atmospheric 
Research, Pittsburgh Supercomputing Cen-
ter, and San Diego Supercomputer Center. 
Of the 130 articles online, close to 100 are 
from NCSA, according to CSA Multimedia 
Technology Associate Cordelia Geiken, who 
with UIUC undergraduate programmer 
Doug Fein helped transfer the contents of 
NCSA's Digital Information System to the 
repository. (See page 44.) 
Geiken and Fein were part of the 
MetaCenter team that developed the repos-
itory concept, database searching, Web 
publishing software, and download proto-
cols. Visual Research Programmer Jason Ng 
•••• 
(Software Development Group) and Science 
Writer Holly Korab also assisted in the 
project from NCSA. Much of the project's 
coordination was carried out via the Meta-
Center's videoteleconferencing facilities. 
Individuality in collaboration 
What makes Computational Science 
Highlights unique-and made it challenging 
to develop, according to Geiken-is the way 
in which it preserves the balance between 
the five centers' individuality and similarity. 
Although visitors to the repository can access 
papers from any of the five centers from a 
unified interface, each center maintains its 
collection with its own look and feel. 
"We were interested in looking at ways 
to distribute the project results in such a way 
that each center could maintain control and 
responsibility of a single system," says Dwyer, 
project leader for Cornell 's Online Informa-
tion Systems Group. 
"On one hand, we decided early on that 
it would be impractical to force each center 
to maintain the same design-it would be 
almost the same thing as trying to get every-
one to agree on religion!" Geiken laughs. 
"On the other hand, each article needs to 
contain a set of key elements for the soft-
ware to search." The challenge in developing 
the software for the system was not only in 
designing search engines, but in developing 
ways to coordinate downloads from each 
of the five centers. 
Participants in the repository project 
agreed that the experience serves as a good 
demonstration of how the MetaCenter can 
collaborate. "Because we didn't have a 
continued on page 47 
http://www.ncsa.uiuc.edu.edu/SCMS/Metascience/Home/welcome.html 
http://www. tc. cornell. edu/Research/Metascience/ 
http://www. ucar. edu/METASCI/Welcome/welcome. html 
http:/ /pscinfo. psc. edu/Meta Center/MetaScie nee/we I come. htm I 
http://www .sdsc. edu/MetaScience/welcome. html 
NCSA's CONVEX C3 
AIDS COSMOLOGICAL RESEARCH 
Jeremiah Ostrlker, renowned thtontlcal 
astrophysicist at Princeton University and 
NCSA Grand Challenge rauan:her, COIUIIIorad 
a paper that was published I'ICIIdly In ,._ 
(Aprll14, 1995; page 274 ff.). 
"Testing Cosmogonlc Models with Gmlta· 
tlonal Lensing" Is the tHie of the paper by 
Joachim Wambsganss (Astropllyalblllches 
lnstltut Potsdam), Renyue Ctn, Oltrlker, and 
Edwin L. Turner (Princeton University Oilier· 
vatory). The authors state that "gravitational 
lensing provldn a powerful Independent test 
of cosmogonlc modal . " They found the con· 
ventl•l tools of galaxy density aM velocity 
Information to be lea reliable than gmlll· 
tlonallenslng for fundlmentallludla of maa 
evolution and distribution. 
Huge, nonlinear computer lmulatf011 run· 
nlng on NCSA'I CONVEX C3I8G (C3) tasted the 
l'lltan:lters' cosmogonlc model. Their tlndiRgs 
ruled out the un of the standanl Caamlc Back· 
ground Explorer (COlE) model and It 
constlnt without modifications tile 
predicted pranlence of "wide 
lmaga" was not to lit lounll. 
"The large memory of the CS Ito 
the science," ays NCSA Dlrlctor Llny Slllrr. 
"becaun one needed to get 111111 IIIOIIb 
chunk of the ulllvarse lmullted IIIII era · 
ltatlonallanslng statistics could conslrafn the 
model .... The 4GB CONVEX C3 Is a unique 
national re ourca because H Is • of the 
largest shared memory machines In the Cen· 
tars' program. H ha 32 tlma tilt memory of 
a large worbtatlon, and H wu 1111ntlal for 
solving the cosmological model. [The C3J 
one of the workhonn of the GC3." 
Ottrlbr Is Principal Investigator of 1111 GC3, 
Grand Challenge COAlOiogy Consortium, that 
I funded through a HYe-year HPCC Program 
Grand Challenge grant of $3.2 million I• 
-· Spring 1914, pqt14; Spring 1115, 1111113). 
ByFr~nlontl 
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0 • • • • NCSA INSTALLS 
CRAY SUPERSERVER 6400 
In late April, Cray Research Inc. and NCSA announced an 
evaluation agreement that led to the installation of a CRAY 
SUPERSERVER 6400 (CS6400) system at the Center. The CS6400 
data server is the newest enhancement to NCSA's computational 
resources for the national research community. 
According to NCSA Director Larry Smarr, the Center is respond-
ing to a national need among U.S. businesses for new types of HPC 
applications. "We see NCSA as a vital commercial application 
testbed for U.S. businesses to use in prototyping solutions that can 
be transferred to their own computing environments," Smarr says. 
"The CS6400 will enable NCSA to continue to provide a leader-
ship role in scalable client-server solutions for business applica-
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tions. We hope to 
have further discus-
sions with Cray 
Research regarding 
the possibility of 
team efforts with 
NCSA in this area." 
"The CS6400 has 
already captured 
commercial cus-
tomers in the insur-
ance, travel and 
tourism, financial 
services, general 
manufacturing, and 
managed health 
care industries. [It] 
wi II be applied to 
very large databases in the multiple terabytes range," states Robert 
Ewald, Cray Research president and chief operating officer. "We 
are pleased to bring our business computing expertise to NCSA 
and look forward to working with NCSA on this critically impor-
tant initiative." 
NCSA is building a network of business partners, hardware 
and software vendors, and academic researchers to make scalable 
applications available that tap the powerful resources of super-
computers and data servers like the CS6400 system. NCSA will 
use the CS6400 data server for a variety of applications including 
geographical information systems (GIS), intelligent algorithms, and 
parallel structured queries on large databases. 
GIS provides environmental and demographic data for use in 
business, education, and commerce. "The CS6400 is ideal for this 
type of application because it can easily handle high data trans-
fer rates and processing while managing heavy storage burdens," 
Smarr adds. 
In addition, the CS6400 will be used to augment traditional 
methods of data analysis with techniques developed in the artifi-
cial intelligence community, including machine learning and genetic 
algorithms. "These techniques are referred to as intelligent algo-
rithms," Smarr says. "Our goal is to discover, within very large 
quantities of data, patterns that are of interest to the user." 
Although the goal of fully automating the process of knowl-
edge discovery has yet to be realized, numerou~ algorithms have 
been developed with which exploratory work can begin using 
real-world datasets on today's HPC architectures. NCSA believes 
there are major opportunities to work with companies who wish 
to explore these techniques on their own data. 
NCSA will be exploring leading-edge parallel database prod-
ucts-such as those provided by Oracle Corp., lnformix, and 
Sybase Inc.-to the multigigabyte databases being generated by 
NCSA's industrial partners. The parallel architecture of the CS6400 
data server, along with parallel database technology, will enable 
decision support systems and other query-intensive applications 
to help businesses find new competitive advantages within their 
databases. 
The CS6400 system at NCSA has 10 SuperSPARC Plus micro-
processors, 1 gigabyte of central memory, and 40 gigabytes of 
online storage. It runs the Solaris 2.4 operating environment, 
which has been parallelized. The system is connected to NCSA's 
research environment via HIPPI, FOOl, and Ethernet. 
0 · · · · POWER CHALLENGE ARRAY 
IMPRESSING RESEARCHERS 
By Ginny Hudak-David and John Towns 
"SGI's cluster strategy will be important for the long term," 
said SGI's Brian Totty in an early April meeting with NCSA 
scientists and researchers. The Performance Engineering tech-
nical staff member spent a day at NCSA along with SGI's Horst 
Simon, research market development manager of SGI's Advanced 
Systems Division. NCSA's SGI cluster-called a POWER 
CHALLENGEarray-offers users networked servers with high-speed 
interconnects, an enhanced operating system and optimization 
features, and support utilities and libraries. NCSA's array is 
already impressing researchers. 
The POWER CHALLE GE series is designed by Silicon 
Graphics Inc. headquartered in Mountain View, CA. SGI is a 
leading manufacturer of high-performance visua l computing 
systems. MIPS Technologies, Inc., an SGI subsidiary, designs 
leading RISC microprocessor technologies that are used in 
the POWER CHALLENGE series hardware. 
HIGH-PERFORMANCE STRATEGIES 
SGI is relatively new to high-performance computing, but it 
is enthusiastic about its contributions to this arena. The company 
is committed to a cost-effective, short-term scalability path. The 
solid performance of its individual systems combined with the 
price-for-perfor-mance ratio make the systems attractive to buy-
ers. Because the systems can be reconfigured readily, SGI's Totty 
says arrays can be "supercomputers at night and workstations or 
servers by day." 
ICSA's SGI POWER CHAWIGEarray 
\ 
NCSA's high-performance strategy is to reduce the cost-
performance ratio in supercomputing by using shared-memory, 
microprocessor-based technology. One path to realizing this 
strategy depends on Silicon Graphics-technology. The Center has 
a long-standing relationship with Silicon Graphics. In 1989, the 
company was instrumental in the development of the Renaissance 
Experimental Laboratory that houses many of the more than 85 
SGI workstations at the Center. 
HARDWARE INSTALLED 
In April 1994, SGI shipped a 32-processor CHALLENGE 
machine to NCSA. Dubbed Loki by the time it hit the machine 
room floor, NCSA's CHALLENGE system is a symmetric multi-
processor system based on the 32-bit MIPS R4400 microproces-
sor. It runs SGI's IRIX 5.3 operating system. 
When the 16-processor POWER CHALLENGE arrived in 
October 1994, Loki was reduced to 12 processors. The POWER 
CHALLENGE, called Odin, is also a symmetric multiprocessor 
system, but the chip is the 64-bit MIPS R8000 microprocessor. 
Each processor has a theoretical peak speed of 300 megaflops, 
giving the system a total peak speed of 4.6 gigaflops. The POWER 
CHALLENGE is binary compatible with 32-bit SCI workstations, 
and it runs IRIX 6.0 (the 64-bit extension of IRIX 5.3). 
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international consortia of academic, corporate, and government institutions that operate 
a scalable microprocessor-based supercomputing system from a specific vendor. Alliances 
are currently in place for SGI and CONVEX systems. Member institutions further the under· 
standing and use of a vendor's hardware and computing environment by sharing informa· 
tion and resources and collaborating on projects. 
John Towns, team leader for HPCJMosaic consulting and software support, is coordi· 
nating the Alliance Programs. Towns is the chair of NCSA's Computer Policy committee 
that recommends policy for the Center's high-performance production systems. 
BENEFITS The sum of the parts Is often said to be greater than the whole. The Alliance 
programs are designed to be synergistic. In working groups cooperating on common problems, 
staff can gain far more expertise than they could working alone or in competition-and they avoid duplication of effort. 
NCSA is in the process of establishing working groups in applications development, user support, training, documentation, 
and the integration of technical environments. For example, working groups will (1) collaborate to port applications 
and to develop and optimize software for new architectures, (2) offer training programs developed at one site to Alliance 
members or at other Alliance locations, and (3) develop systemwide benchmarking and distributed queuing systems 
for various system configurations. 
Member Institutions commit to participating in working groups based on interest and needs. Opportunities for 
scientific collaboration are expected to develop from these working groups as well as collaborative ventures with 
vendors. One benefit of membership is access to a spectrum of hardware for scalable, portable applications develop· 
ment and prototyping. Other details of membership are under discussion. (The most current information Is available at 
the URL below.) 
JOINING UP Becoming a member of an Alliance program requires that an institution have a similar version of the sys· 
tem that forms the program's foundation. Members of the NCSA·SGI Power Grid Alliance must work on an SGI CHALLENGE, 
POWER CHAWNGE, or SGI cluster. Members of the NCSA·CONVEXJHP Exemplar Alliance need an Exemplar or an HP cluster. 
Costs for participating are still under discussion, but institutions joining this year have no membership fee. 
Prospective members of a program must submit a brief proposal. Review criteria include the relevance of the proposal 
to the Alliance mission, the intrinsic merit of new projects, and the level of commitment made by the institution. 
FOR MORE INFORMATION http://WWW.ncsa.uluc.edu/Generai/US/AIIIances 
By Ginny Hudak-Davld and John Towns 
"The R8000 RISC processor is the most powerful CPU in any 
microprocessor-based supercomputer," said Forest Baskett, senior 
vice president of research and development and chief technology 
officer of Silicon Graphics, in a press release last year announcing 
NCSA's purchase. "The 64-bit computing environment of the 
POWER CHALLENGE ensures that NCSA will not outgrow the 
addressing capabilities of the system." 
Odin and Loki were opened to friendly users in December 
1994. Loki serves as the front-end to the system. Users attack 
Grand Challenge-class problems with the POWER CHALLENGE 
system [see access, Spring 1995, page 14]. More than 250 users 
have accounts on the system. 
In March 1995, the Center added four 8-processor POWER 
CHALLENGE systems to the machine room floor. Together with 
Loki and Odin, all the SGI "boxes" combine to form the NCSA 
POWER CHALLENGEarray, creating a tightly coupled set of sys-
tems with single user logins and a single allocation process. A 
HIPPI (high-performance parallel interface) connection is used to 
provide cost-effective, high-performance communication 
between the POWER CHALLENGE systems (named Thor, Freya, 
Magna, and Si f) . The resulting array has a peak performance rat-
ing of over 14 billion floating point operations per second (Gflops) 
and offers 8 gigabytes of memory. 
NCSA processes batch jobs on the array with the job manager 
lsbatch. Built on top of the Load Sharing Facility (LSF) by Platform 
Computing, lsbatch has been a useful addition to the array envi-
ronment. The Network File System (NFS) cross-mounts file systems 
to provide shared file systems. Ultimately, NCSA hopes to queue 
jobs from SGI workstations at the Center. 
Silicon Graphics is also donating four POWER Onyx graph-
ics supercomputers to the Center- two at NCSA and two at UIC's 
EVL. Linked to the POWER CHALLENGEarray, these additional 
systems will be part of the NII!VVall that will premiere at Super-
computing '95. (See page 23 .) 
A SATISFIED USER 
One of the earliest users of NCSA's POWER CHALLENGE 
system is Hsinchun Chen, a faculty member in the University of 
Arizona's Department of Management Information Systems. Part 
of the NSF/ARPNNASA Digital Library Initiative (DLI) [see access, 
Spring 1995, page 6], Chen is working on a concept space approach 
to the information retrieval vocabulary problem. Online, networked 
information retrieval is hampered by information overload, scattered 
data, and different vocabularies (ones that change over time, over 
domains, and with individuals). 
Concept space is defined as a network of terms and weighted 
associations that represents the concepts and their semantic rela-
tionships contained within underlying documents in a database. 
More simply put, developing a concept space is akin to a human 
generating a thesaurus of domain-specific terms (except that the 
concept space approach is algorithmic and computational). 
With the system-
generated concept 
space, a user is 
prompted with asso-
ciations that he might 
not have considered 
and thus can discover 
more information to 
satisfy the queries. 
Chen's 
objective is to 
understand cross-
domain term association patterns 
and whether conjoined automatic 
thesauri across different domains 
can help researchers bridge 
vocabulary differences. Concept 
space is generated from a large-
scale, domain-specific document 
collection (e.g., a database of 
abstracts, fu 11-text articles, prod-
uct descriptions) using object 
filtering, automatic indexing, 
and cluster analysis techniques. 
Professor 
Hsinchun 
Chen at the 
University 
of Arizona, who utilizes 
NCSA's POWER CHALLENGE 
in his research on informa· 
tion retrieval vocabulary, 
presented his findings at the 
first annual meeting of the 
Digital Library Initiative held 
at the Beckman Institute. 
Once a concept space is created, a searcher can then perform 
associative, concept-based retrieval based on the terms and their 
strengths of associations. 
In a recent NSF National Col laboratory project generating worm 
and fly concept spaces for molecular biologists, Chen used a doc-
ument collection of abstracts, conference proceedings, newsletters, 
and scanned reference books covering a 10-year period. The 4- and 
6-megabyte concept spaces he developed for the worm and fly 
communities were used to assist in cross-domain information 
retrieval (e.g., fly biologists used fly terms to retrieve worm docu-
ments). Initially, when he ran his C programs on a DEC Alpha 2100 
system, the concept space generation process took 1.5 hours. On 
the 512-node CM-5, the runs got down to 25 minutes. On the NCSA 
16-node POWER CHALLENGE, he was able to produce the same 
concept space in approximately 20 minutes. 
Chen is happy with those results. At an April1995 DLI meeting 
held at the UIUC, he reported that his techniques are extremely 
robust and promising for solving the vocabulary problem in large-
scale, networked information access in Internet and digital libraries. 
"The POWER CHALLENGE is the only way I can do my research," 
he declared. 
WHAT'S AHEAD? 
Chen can now do in one day on the POWER CHALLENGE 
what he formerly did in one month on a high-end UNIX work-
station . He recently completed a computer engineering concept 
space generation experiment (funded by NSF/ARPNNASA DLI) 
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that initially took 23 hours on NCSA's 16-node POWER CHALLENGE 
to generate a computer concept space of 400 megabytes-270,000 
computer engineering terms and 20 million weighted relation-
ships. Compared to the INSPEC computer engineering thesaurus 
generated by human professionals (by about 40 subject experts 
and indexers over a period of 25 years), the automatic concept 
space appears to be more precise and contains richer associa-
tions. Reducing the time is paramount, and Chen is looking to 
NCSA's POWER CHALLENGEarray to make the improvements 
possible. 
NCSA continues to push the limits of technology in the areas 
of high-performance computing as well as information serving, 
retrieval, and analysis. For SCI, the future holds continued improve-
ments in the array environment and the next generation RlOOOO 
processor. 
Ginny Hudak-David coordinates and edits NCSA's user guides and is 
a member of the Publications Group. john Towns leads NCSA's National 
Consulting Office and is a researcher in relativity. 
0 .... NCSA CHOOSES 84-PROCESSOR 
CONVEX EXEMPLAR SYSTEM 
In late March, CONVEX Computer Corporation announced 
a contract with NCSA for the purchase of a 64-CPU Exemplar 
Scalable Parallel Processor (SPP) system. 
"The CONVEX Exemplar is leading the market base toward a 
new architecture of supercomputing, " says NCSA Director Larry 
Smarr. "It combines the practical scalability of clustering large-
memory multiprocessors with the programming advantages of a 
global shared memory. This creates a new kind of parallel system 
that is easy-to-program, feels like a workstation, and scales in 
performance as it scales in size. The Exemplar will host Grand 
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Challenges of academic researchers, while producing a rich set 
of third party applications for industrial users." 
"The Exemplar represents the future of high-performance 
computing-binary compatibility with the desktop in a scalable 
system," says Steven Wallach, Convex senior vice-president of 
technology. "Scalable means that the system performance increases 
as the system size increases, all the way from the desktop to a 
system with hundreds of CPUs-as you buy upgrades in CPUs, 
you get the power you pay for. Only Convex is delivering that 
capability for high-performance systems. " 
Based on Hewlett-Packard's (HP's) industry-leading PA-RISC 
technology, the Exemplar provides supercomputing performance 
with desktop compatibility at workstation price-performance 
levels. Compatible with the HP-UX operating system, the Exemplar 
series provides the capability to run the thousands of applications 
that are available for HP workstations. The product famil y is 
available directly from Convex and from HP, where the Exemplar 
is sold as an extension of the company's line of PA-RISC-based 
UNIX workstations. 
NCSA'S SYSTEM 
The Exemplar installation at NCSA will be completed by late 
1995. The system will be configured with 8 gigabytes of memory 
and 160 gigabytes of disk space. Currently, the 32-processor sys-
tem has 4 gigabytes of memory and 88 gigabytes of disk storage. 
The Center is one of three sites worldwide running a HP 7200-
series processor system now. 
Convex also announced that NCSA will upgrade the Center's 
UniTree mass storage system from a CONVEX C220 to a CONVEX 
C3800 system. The upgraded system will have over 200 giga-
bytes of high-performance disk and unlimited helical scan stor-
age using a combination of Ampex DD-2 and Metrum tape. 
Users of NCSA's advanced computing environment can move 
data into and out of 
the U n iTree system 
from any of several 
dozen systems 
using NCSA's 800 
megabits per sec-
ond (Mbps) HIPPI 
networks and from 
hundreds of systems 
using 100 Mbps 
FDDI networks. 
The installation 
at NCSA is one of 
more than 90 CONVEX DataSeries systems installed worldwide. The 
CONVEX DataSeries allows organizations to efficiently manage 
storage and retrieval of the vast amounts of data created by research 
or applications such as complex decision support searches, 3D 
seismic processing, automobile crash analysis, and molecular 
modeling .. 
A MAJOR USER GROUP 
Since April, researchers in NCSA's Condensed Matter Theory 
Group have been putting NCSA's CONVEX Exemplar through 
the hoops. The group, led by NCSA 
Research Scientist and UIUC Physics 
Professor David Ceperley, has 
been one of the major users of the 
machine's productive capacity 
performing quantum Monte Carlo 
simulations of many-particle systems. 
Much of the research 
group's work has 
focused on electron 
correlation in a vari-
ety of situations. For 
the first time, the NCSA 
group has been able 
to calculate the struc-
tures and properties of 
covalent clusters like 
carbon, silicon, and 
nitrogen solid much 
more accurately than 
previously. Eventually, 
this may possibly lead 
to much more predici-
tive theories of the 
structures of atoms 
making up molecules, 
surfaces, and solids and 
to a deeper understand-
ing of these systems. 
Ceperley and his col-
Steve Wallach (vice-president and 
cofounder of CONVEX Computer 
Corp.) met with NCSA and UIUC 
researchers on a recent visit to 
mark the Exemplar's Installation. 
In a speech to NCSA staff, he 
predicted that by the year 2000 
high-performance workstations 
will be as powerful as super· 
computers were two to three 
years ago due to current 
advances In chip technology. 
leagues are also trying to develop methods for electrons in strong 
magnetic fields such as those related to the quantum Hall effect. 
The Monte Carlo equations central to quantum mechanical 
systems are nearly ideal for the CONVEX Exemplar. They use little 
memory, but they are computationally very intensive and are 
innately parallel. As such, they can be run independently or spread 
across several processors. This latter criterion is enabling the NCSA 
researchers to test the Exemplar now as a single node; later, when 
the remainder of the hardware and software is installed, as a 
hypernode. 
So far, Ceperley's group has been running the Exemplar as 
independent scalar workstations, testing it for classes of errors 
such as memory management. In preparation for its implemen-
tation as a full parallel architecture later this year, they are devel-
oping a message passing interface (MPI)-based parallel algorithm 
so that their quantum codes will run on the Exemplar and be 
portable to other major parallel machines. 
The group is looking forward to exploiting the full capacity 
of the Exemplar. In the meantime, they are pleased with the 
machine's performance. Particularly significant has been the ease 
with which it enables them to transport codes from workstations 
to a high-performance computing environment because of the 
compatiblity of the compilers. 
"It only took us a few days to get production runs on the 
Exemplar compared with several months on other machines such 
as the CM-5," says Ceperley. "When the whole system is up and 
running, we will be able to use the machine efficiently in any 
configuration-whether as single workstations, as a computa-
tional unit, or as one big parallel node." 
Holly Korab contributed to this article. 
Bobbl Hazard 
(vice-president 
and general 
manager of 
the Business 
Systenm Division at Cray Research Inc.) 
spoke to the Commercial Applications 
Workshop [see access, Spring 1995, 
page 4] about CHI's advanced technol· 
ogy base for business applications and 
Its CS6400 system. Joint sponsors of 
the workshop Included the UIUC College 
of Commerce and Business Adminlstra· 
tion, SGI, CONVEX, Thinking Machines 
Corp. , and NCSA. 
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George Francis, UIUC profes· 
sor of mathematics and long· 
term user of NCSA's vtsuallza· 
tion environment, tours "The 
Snail" In the CAVE. This 
Miiblus·based geometrical 
shape can be time-varied in 
many dimensions via NCSA's 
virtual environment to fully 
explore post-Euclidean geom· 
etry (see access, Summer 
1994, page 14). 
Next generation 
of Internet to 
debut 
A certain imbalance exists between computing and network-
ing. Most of us expect that the computer we work on today will be 
outdated within a couple of years by a faster model, but such is 
not true for networks. This inequity stems for the most part from 
the greater ease with which one can unpack a computer and place 
it on a desk rather than upgrade an infrastructure. etworks-
those webs of cables and fibers-are expensive to install, and you 
cannot take them with you. Though computing enjoys a steady 
advance, networks lurch forward less predictably and not always 
in concert with computing. 
Years ago, this imbalance did not warrant much attention as 
researchers labored away on isolated workstations or on local area 
networks. As the future of computing becomes embedded in 
distributed computing over great distances, the disparity becomes 
more pronounced. Researchers or research institutions without 
high-speed network connections may be left behind. 
By Holly Korab 
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I·WAY SPECIFICATIONS 
• Network: IP (1483)/AAL5/ATM with direct ATM potential. 
For bandwidth, OS3 (45 Mbps) is required but OC-3 (155 Mbps) 
preferred; key sites will have OC-12 (622 Mbps) capabilities. 
Though some elements of the gigabit testbeds will be reused, 
I-WAY will most likely be assembled from vBNS, ESnet, 
ATDnet, AAinet, and NASA ACTS satellite with some of the 
CASA testbed. Will include permanent virtual paths with SVC 
(switch virtual circuits) or PVC (permanent virtual circuits) 
at the edge. 
• Site configuration: I-WAY will connect directly to an ATM 
switch that will lead to a site's I-WAY resources. Some sites 
will have a router leading to I-WAY resources connected by 
other technologies. 
• /·PDP machines: UNIX box-SPARC5 or better-with ATM 
connection, Ethernet, Kerberized login, SNMP capability, AFS, 
and will run Solaris 2.5. 
• System monitoring tools: Netspec, tr, ping, netperf, 
ttcp/nttcp, PSC tool (WPing), topdump, snmp daemon, and 
PNL. 
THE REAL NEWS AT SC '95 
So when a project comes along that promises a breakthrough in networkin& it generates 
the kind of anticipation usually reserved for the release of the latest supercomputer. Just 
such a project will debut at Supercomputing (SC) '95. Called Information Wide Area Year, 
or I-WAY, it will link dozens of the nation's fastest HPCC centers and advanced visualization 
environments across 11 different networks at speeds fast enough for them to operate almost 
as if they were assembled in one room. Scientists will finally glimpse the potential of distrib-
uted computing. 
I-WAY will demonstrate this potential through 60 cutting-edge applications displayed 
in three different virtual environments: one CAVE, two lmmersaDesks, and an Nil/Wall 
(see sidebar, page 23). It will test the networking technology that its participants believe 
will be the foundation for the next generation of Internet. 
Rick Stevens, cofounder of the project who is also director of the Mathematics and 
Computer Science Division at Argonne National Laboratory (ANL), says this project is 
research community-based. "Just as [NCSA] Mosaic and other Internet tools influenced a 
broader range of users than scientists, this project is not just about science. We're assembling 
a network built on different technologies. We've got networking, we've got supercomputers, 
and we've got state-of-the-art virtual environments. We know each of these is important. 
What the scientific community does not know is how we can connect these to support 
scientific applications." 
To Stevens and to the I-WAY's other primary force-Tom DeFanti , associate director of 
the Virtual Environments Group at NCSA and director of the Electronic Visualization Labo-
ratory at UIC-the new network is both an experiment in networking and, well , a social 
movement. They proudly point out that I-WAY is a community effort of networking, and 
computing experts signed on without any guarantees of funding or that the technology 
would work. The project now embraces all five NSF supercomputing centers as well as 
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nearly 40 other research and governmental organizations and 20 
service providers. 
"Cooperation on this scale hasn't been tried before," says 
Stevens. "I-WAY is an experiment-technically, sociologically, and 
culturally. We are getting people who grew up on the Internet to 
work with carriers, and we have to see how we can keep the cooper-
ation going." 
Whether a social movement or a leap in technology, I-WAY is 
a definite happening. This year, the biggest story at SC '95 will take 
place largely behind the scenes. 
I·WAY IS YOUR·WAY 
I-WAY actually got its start two years ago as DeFanti and Stevens 
were trying to dream up a showstopping idea for Supercomputing 
'95. DeFanti had recently been named the conference's informa-
tion architect, and he wanted to shake up people's ideas of what 
networks could do just as supercomputers and virtual environ-
ments were expanding people's perceptions of computing and 
imaging. 
DeFanti, Stevens, and NCSA had set up a supercomputer and 
virtual environment at previous Supercomputing and SIGGRAPH 
conferences using local area networks. For Supercomputing '95, 
however, they wanted to leave the computers at home and tap into 
them from the conference floor. They already intended to expand 
the virtua l reality displays, but they reasoned it would pack even 
greater punch if it offer2d a glimpse of the kinds of applications 
possible if researchers could draw upon resources almost anywhere 
in the country. 
The plan was not to build a network but to integrate existing 
high-bandwidth networks with telephone systems. The challenge 
would be to overcome their varying bandwidths, protocols, and 
routing and switching technology by implementing a universal 
standard. 
The actual design of the I-WAY began in April at a two-and-a-
half day workshop held at ANL. During the first two days, partici-
pants outlined their specifications for the network based on existing 
and potential networking technology at the different sites. On the 
third day, team leaders presented their system design to vendors 
from the telecommunications industry to entice donations of con-
nections or equipment. The selling card they offered vendors was 
an economical means of testing the software and protocols that 
they also believed likely would be the foundation of the next-
generation Internet. The plan is to have I-WAY operational by 
Supercomputing '95 then run it for at least another year to gather 
performance data, depending on the availability of funding. 
WHAT I·WAY WILL LOOK LIKE 
The system they designed established minimum requirements 
for the wide-area network while accommodating unique setups 
within institutions. 
To help standardize the I-WAY, the key sites in the network-
those donating computing ·or visualization time on their computers-
will install a point-of-presence (I-POP) computer set up as their 
gateway to the I-WAY. The I-POP machines will be configured 
CAVES, IMMERSADESKS, AND Nil/WALLS 
Visitors to Supercomputing '95 will see a virtual reality 
extravaganza. Sixty different National and Grand Challenge 
computing applications (designated as Global Information 
Infrastructure Testbed, or Gil, applications)-from a simulation 
of a human cadaver to ocean currents in the Sea of Japan to a 
tour of a living cell-will run over the I-WAY and be displayed 
in the following virtual environments. 
• The CAVE (Cave Automatic Virtual Environment) will be back. 
In this 10 x 10 x 9-foot room, you don stereoscopic glasses and 
traipse through 3D simulations of data as if you had climbed 
through a computer screen. You can examine the image from 
above, below, or inside out. To get a 3D effect, the computer 
proiects stereoscopic images in rapid, alternating succession 
while it controls the lenses in the viewing glasses in synchro· 
nization with the images being flashed on the screen. The 
undetectably fast shuttering produces the stereo vision. A 
tracking device attached to the goggles communicates the 
position of your head to the computer, which continually updates 
the simulation to reflect your new perspective. 
• A new addition will be the lmmersaDesk. This scaled-down 
version of the CAVE will bring 3D virtual environment technol· 
ogy into the office-at a fraction of the cost. About the size of 
a large drafting table, the lmmersaDesk is portable yet large 
enough to fill your field of vision while seated in front of it. 
Images are viewed through the same lightweight stereoscopic 
glasses used in the CAVE. 
• Another new virtual reality environment will be the Nil/Wall. 
This large-screen, 3D stereo proiection display is big enough 
to escort an entire audience into virtual reality. As with the 
lmmersaDesk, images appear on only one plane and images 
are tracked for one person. Its size exceeds that of the CAVE, 
and all its walls are flattened into one large screen. Unlike the 
CAVE, however, its quadrants may be used singly or together 
because each quadrant is operated by separate SGI reality 
engines. The Nil/Wall is being codeveloped by the University 
of Minnesota and the University of Illinois. 
Because all three environments use a desktop simulator 
software package that runs on any SGI plaHorm, proiects 
designed for any of these virtual environments can be displayed 
in the others. 
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uniformly and possess a standard software operating environment-
called 1-Soft-to overcome issues of heterogeneity, scale, perfor-
mance, and security. 1-POPs with their 1-Soft will not only simplify 
interactions with the network, but also provide an easy means for 
institutions to disconnect from the highway should it misbehave. 
Institutions without I-POP machines must funnel their data through 
a key site. 
In charge of building the software library so that all these com-
puters can speak a common language is lan Foster, A L scientist 
in the Mathematics and Computer Science Division. His group is 
creating software libraries that will treat distributed computers as 
single virtual machines while accommodating each project's unique 
requirements and resources (bandwidth, latency, nodes, memory, 
software, and so on). That will be tricky, says Foster, but more 
challenging is conditioning researchers to think in terms of distrib-
uted computing. 
"We have to expand people's horizons to get them thinking 
about how applications can exploit supercomputers and other 
resources distributed across the country. People have experience 
running applications on single machines but not on several machines 
connected by high-speed ATM networks," he says. 
The software group will design four different visualization 
setups to function as virtual machines: a single supercomputer to 
a single virtual reality display; a single supercomputer to multiple 
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NCSA Virtual Reality Specialist 
Carlos Ricci views "Cathedral" 
on NCSA's lmmersaDesk at the 
Virtual Environment Laboratory, 
Beckman Institute. Dave 
Swoboda, EVIJIUC, is the image 
maker of "Cathedral," which is 
designed to explore a variety 
of spatial configurations. 
VR (virtual reality) environments; multiple VR environments; 
and multiple supercomputers to multiple VR environments. A 
fifth setup will be an accelerated Web that will operate indepen-
dently of I-WAY. 
One of the biggest what if questions for I-WAY is whether 
Asynchronous Transfer Mode (ATM), the emerging national 
standard for telecommunications networks, will be the best 
choice for the next generation Internet. ATM is the great elec-
tronic hope of the telecommunications industry because it 
carries voice, data, and video over a single I i ne and can be 
easily scaled to accommodate faster networks. ATM also oper-
ates on both local- and wide-area networks enabling the two 
media to operate more seamlessly than they do now-offering 
much the same advantages as computers that scale from the 
desktop to the supercomputer. ATM is fundamentally different 
from the protocols used today because it is partially optimized 
for voice. Can the most widely used of existing protocols-
Internet Protocol-work over this telephony-based protocol? 
Will programmers be able to shrink the latency inherent in all 
protocols to at least 30 milliseconds so that the interactive VR 
applications being run across I-WAY will feel normal-that is, 
as if they are being run by supercomputers across the hall 
rather than across the continent? 
THE RIGHT TIME FOR A NEW INTERNET 
In May, a few people got the first chance to test these ATM 
networks. A prototype of the I-WAY system was up and running 
between CSA and the San Diego Supercomputer Center over 
which ran simulations of Einstein 's gravitational waves and the 
evolving universe. The two centers are linked via the vBNS (very 
high speed backbone network service), the new 155 megabits per 
second (Mbps), ATM-based line that went into operation in April 
(see related story, page 42 ). The prototype provided vital network 
statistics and performance benchmarks. 
In August, the rest of the network is scheduled to be connected. 
In December, I-WAY will be extended to the door of the San Diego 
Convention Center for the conference's run from December 3 to 8. 
Inside the convention center, the I-WAY will yield to WAVE, 
an experimental high-speed local area network, to carry the Gil 
applications. WAVE will be constructed at SC '95 solely for these 
projects. Almost everything else will be hooked into SCi net, the 
onsite production network developed for SC '91. A few laptop 
computers will use the wireless local area network being demon-
strated at the conference. 
One of the largest obstacles to the success of I-WAY may not 
be in the actual networking but in scheduling network bandwidth, 
diverse machines, and display devices. Potential scheduling con-
flicts will grow more acute as the conference draws near, and 
researchers often will be working through the night. 
These problems, and other uncertainties surrounding this 
experiment, are all part of life at the edge of high technology. 
Says DeFanti , in what is becoming a mantra for the I-WAY net-
workers: "We will learn most from what doesn't work. We' re 
pushing the technology. That's 
what we are supposed to do." 
Holly Korab is a science writer 
in the Publications Group. 
Adjusting the head-tracking device, 
Alan Craig (team leader of NCSA's 
Information Technology Group) pre· 
pares to enter the "Cathedral" via 
the CAVE. Craig is reflected in the 
overhead mirror that helps "fold" 
the optics and obtain stereo visual 
effects in NCSA's virtual environmental facilities. 
At the outset of 
a CAVE setup, 
Rachael Brady 
(research programmer 
in NCSA's Biomedical 
Imaging Group) uses 
the hand-tracking 
device to make adjust· 
ments while some 
functional magnetic 
resonance imaging 
data are being transported into 
NCSA's virtual environment. 
On a recent visit to NCSA's 
CAVE, astronaut Joe Tanner, 
(third from left), UIUC alum· 
nus, observes some applica· 
tlons In hyperbolic geometry. 
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Two NEW PARTNERS FOR NCSA 
TRIBUNE COMPANY 
The Tribune Company has joined NCSA's Industrial Partners 
Program. The 24-month agreement adds Tribune to a group of industry 
leaders (see below) partnering with NCSA to help increase U.S. 
industrial competitiveness. 
Based in Chicago, Tribune is a leading information and enter-
tainment company with businesses in 13 of the nation's largest 
metropolitan markets. The company's print and broadcast media 
can reach more than 50% of U.S. households daily. The 
company's publishing business includes six daily newspa-
pers and also provides editorial and advertising services 
to client newspapers and electronic media. Its broadcasting 
and entertainment business operates eight independent 
television stations and six radio stations; produces and 
syndicates TV and radio programming; and owns the 
Chicago Cubs, a major league baseball team. The Tribune 
Co.'s new media/education segment pub-
lishes books and information in 
print and digital formats . 
"This agreement is a signifi-
cant development, because it 
adds one of the world's leading 
information companies to NCSA's 
industrial program," says NCSA 
Director Larry Smarr. "Tribune is a 
pioneer in effectively managing large vol-
umes of content for multimedia. NCSA will 
help them apply many of the evolving high-
performance computing and information tech-
nologies to their expanding online, Internet, and 
other new strategies." 
"We are pleased to be joining 
NCSA," says David D. Hiller, senior 
vice-president of development for the Tribune Co. "NCSA has exten-
sive experience in applying leading-edge computing, networking, 
visualization, software, and information technologies to corporate 
applications. Their technology tools and knowledge are important 
in helping us realize our media priorities." 
"Tribune is a high-profile information company," says John 
Stevenson, NCSA's corporate officer and head of the Industrial 
Partners Program. "The company has an impressive competitive 
position in many metropolitan markets as a resu lt of its commitment 
to maximize its technology-based capabilities. NCSA, U IUC, and 
the Tribune Co. will all benefit from this partnership." 
Other NCSA industrial partners are AT&T, Caterpillar, Dow Chemical , Eastman 
Kodak Co. , Eli Lilly & Co. , FMC, J.P. Morgan, Motorola Inc. , Phillips Petro· 
leum Co. , Schlumberger, and United Technologies. 
Illustration By John Havlik 
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AMERICAN AIRliNES 
In early June, NCSA announced that American Airlines joined 
the Center's Industrial Partners Program. 
The 12-month agreement was initiated by SABRE Computer 
Services (SCS), a division of American Airlines and part of AMR Corp.'s 
The SABRE Group. The agreement adds American Airlines and The 
SABRE Group to an accomplished group of corporations (see below) 
working as partners with NCSA. 
The SABRE Group was formed in 1993 to combine AMR's 
information technology businesses under common management. 
American's SABRE computerized reservations system (CRS) is the 
world's largest privately owned, real-time computer network. SABRE 
has served as a model for the rest of the CRS industry. In addition 
to SABRE Computer Services, The SABRE Group includes SABRE 
Travel Information Network, SABRE Decision Technologies, 
and AMR Training & Consulting Group. 
American Airlines, 
one of the world's 
largest scheduled passenger air-
lines, is a subsidiary of Dallas/Fort Worth-based AMR Corp. 
American serves more than 170 cities throughout the 
United States, Canada, the Caribbean, Mexico, Europe, 
Japan, and Latin America. 
"We are excited about adding a world-
leading information technology and air trans-
portation company to NCSA's Industrial 
Partners Program/' says NCSA Director 
Larry Smarr. "Through SABRE, American 
has been a leader in effectively manag-
ing large volumes of transportation data. 
NCSA will help them apply many of the 
evolving leading-edge high-performance 
computing and information technologies to 
their data management strategies." 
"The SABRE Group and American Airlines are pleased to be 
joining the highly successful industrial technology transfer program 
at NCSA/' says Terry Jones, president, SABRE Computer Services. 
"We believe NCSA will give us a competing edge by helping us 
apply the rapidly emerging supercomputing, networking, and visuali-
zation tools to our own rapidly expanding information technology 
base." 
"AMR's commitment to maximize its technology-based, infor-
mation capabilities is impressive," says John Stevenson, NCSA's 
corporate officer and head of the Industrial Partners Program. " I am 
equally impressed with AMR's corporate commitment to enhance 
its competitive position in all of their markets worldwide. NCSA, the 
University of Illinois, and AMR will benefit from this partnership." 
MoToRoLA WINS NCSA's 6RAND 
[HALLEN6E AWARD 
Motorola Inc. won the 1995 Industrial Grand Challenge Award 
at the Seventh Annual Executive Meeting of CSA's Industrial 
Partners in April1995. The award recognizes Motorola for its use of 
leading-edge computing and advanced visualization technologies 
in the modeling and simulation of a new type of digital cellu lar 
telephone system using Code Division Multiple Access (COMA). 
The 1995 award specifically recognized the efforts of Gerald 
Labedz and his Motorola Advanced Cellular Products Group, Arlington 
Heights, IL. Their work involved simulation of both the cellular 
radio and system performance and was carried out using NCSA's 
parallel computing and support capabilities. During 1994, Thinking 
Machine's massively parallel Connection Machine Model 5 (CM-5) 
and NCSA support staff were used extensively to determine COMA 
radio receiver's response to complex radio propagation environments 
found in a COMA cellular system design. The work is being continued 
on another of NCSA's parallel supercomputers, the SGI POWER 
CHALLENGE. 
WORKING WITH NCSA 
Motorola is using NCSA to help study both abstract, idealized 
systems and detailed physical models of actual cities in which 
COMA systems are to be deployed to a level of detail considered 
impossible on even the best engineering workstations available. The 
simulations allow Motorola to gain valuable operational experience 
with the new COMA systems. Effects that can only be observed in 
large-scale deployments can be observed using high-performance 
computing and visualization technologies, allowing Motorola to 
offer its customers a cellular network at a higher level of quality than 
previously. 
Digital cellular radio technology transforms, or encodes, the 
human voice into digital bits of information transmitted to a receiver 
for decoding, or translation, into the human voice. COMA is a digital 
coding technique that makes highly efficient use of the radio spec-
trum to provide significant capacity increases for operators and 
enhanced call quality for their customers. 
USING NCSA'S RESOURCES 
"By using NCSA's facilities, we were able to build a complicated 
computer simulation of an entire COMA cellular system and then 
predict exactly what that system would be like in the real world," 
Labedz says. "By having the computational capability to deal with 
Gerry Labedz 
and Maria 
Martinez, 
Motorola 
Advanced 
Cellular Products Group, 
accept 1995 Grand Challenge 
Awards from NCSA Director 
large cities and thousands of 
cellular users, we can deliver 
to our customers a quality 
Larry Smarr (center). product in a shorter time." 
According to Tony Hennen, 
corporate vice-president and general manager of Motorola's 
Advanced Cellular Products Group, "One of the reasons for estab-
lishing our relationship with NCSA and the University of Illinois 
in 1988 was to gain early access to high-performance computing 
technologies and knowledge. NCSA's leadership in massively 
parallel computing has helped enable Motorola to gain a leader-
ship position in taking the COMA digital standard from promise 
to reality." 
AN ONGOING EFFORT 
"Earning the Grand Challenge Award began seven years ago 
when Motorola made the commitment to invest in high-performance 
computing and simulation technology transfer and then joined 
NCSA," says John Stevenson, NCSA's corporate officer and head 
of the Industrial Partners Program. "The company's commitment, 
combined with the personal initiative and drive of Gerry Labedz 
and his team, led to this significant achievement." 
In 1992 NCSA established the Grand Challenge Award to 
recognize corporations that accomplish competitive breakthrough 
applications as a result of their NCSA partnerships. Previous 
winners were Lilly (1992), Caterpillar (1993), and FMC (1994). 
Part of NCSA's mission is to help improve the competitiveness 
of American industry. 
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Partner 
executives 
and NCSA 
staff con-
vene at the 
Beckman Institute to discuss 
advancements In HPCC and 
their relationship to business 
strategies at the Seventh 
Annual Meeting of NCSA's 
Industrial Partners. 
Industrial partner representa-
tives who attended the Seventh 
Annual Executive Meeting were 
able to (reading clockwise from 
center left) meet with NCSA 
research scientists like Struc-
tural Engineering Team Leader 
Fouad Ahmad, observe NCSA· 
produced software like that 
demonstrated by Melissa Kelly, 
and experience NCSA's Virtual 
Environment Laboratory, Includ-
ing the lmmersaDesk. 
Members of the Minority 
Engineering Program of Indiana-
polis, Information Component 
Systems, sponsored by Ell Lilly 
and Company, recently toured 
NCSA and the UIUC campus. 
Students pictured here in front 
of NCSA's CM-5 saw many 
demonstrations, including the 
CAVE, NCSA Mosaic/Internet, 
and NCSA·developed educa· 
tional software such as Fractal 
Microscope, and they got 
hands-on training in using 
varied software. Their visit was 
coordinated by NCSA's Industrial 
Partners Program in coniunc· 
tion with the NCSA Education 
and Outreach Program. 
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H E 
By Paulette Sancken 
Illustrations By Loren Kirkwood 
It seems impossible to discuss comput-
ers these days without the Internet entering 
the conversation. We seem to expect every 
business-from Fortune 500 companies to 
the local diner-to set up shop on the infor-
mation superhighway. Hackers and novices 
alike surf, or explore, the Internet for hours 
on end. 
Such boundless enthusiasm for data has 
long been present in the education field. 
Until recently, knowledge was passed along 
in the classroom through traditional meth-
ods. We are just beginning to realize that 
computers and the Internet have opened 
limitless teaching resources. 
There are obstacles to overcome, how-
ever. First, schools need to have the hard-
ware and the ability to connect to the Inter-
net. This requires funding, evaluating usage, 
and educating administrators about the ben-
efits (as well as the inevitability and viabil-
ity) of having their teachers and students 
computer- and Internet-literate. 
Second, teachers need to know how to 
use a computer, how to network, what type 
of materials they may find, how to access 
that information easily and quickly, and the 
best ways to encourage their students to 
use computers. 
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L E A R 
ESTABLISHING THE WEB 
Challenges to advancing technology in 
the classroom are being addressed and over-
come by NCSA's Education and Outreach 
Group's (E&O) technical staff. John Ziebarth 
heads this group effort [see access, Spring 
1995, page 22]. 
Sandy Levin, NCSA education specialist 
with a Ph.D. in Education focusing on 
instructional technology, is teaching two of 
the three sections of Curriculum and Instruc-
tion 399, Information Technologies in the 
K-12 Classroom. This class, as part of the 
Networking Infrastructure for Education (NIE) 
program funded by NSF's Education and 
Human Resources (EHR) Division, is the first 
NCSA has offered as a model for training the 
trainer. (See the URL on page 33 for a class 
description.) 
Levin is defining the curriculum that 
addresses how teachers can go back to their 
schools and train their colleagues. Teachers 
also learn about networking in the class-
room, dial-up, email, Mac TCP/IP connec-
tions, SLIP, NCSA Mosaic, HTML, setting up 
HTTP servers, and wiring their schools. 
"All this network exploration will turn up 
many useful resources for our teachers. 
They'll come away with their own [Mosaic] 
'hot lists' for use in their classrooms/' explains 
Levin. "This class not only enables teachers 
to learn and work the network, it also gives 
them access to invaluable information 
directly related to their specific field of 
instruction." 
N I N G 
Levin's other full-time job is project 
coordinator for Illinois Education Link, also 
known as EduLinK-12. This pilot project taps 
the expertise of UIUC faculty to help teach-
ers find, select, and use Internet resources. 
Three Illinois schools have been targeted to 
participate in the first year of the network-
based project. (See page 34.) 
Online collaboration can take many 
forms, says Levin, including: 
• Middle-school and college students talk-
ing together about science or mathematics 
• College students observing middle-school 
classes via desktop videos 
• Teachers " looking in" on college courses 
• Downloading software simulations and 
programs 
• Bringing scientific instrument data to 
classrooms 
• Linking rural and urban classes through 
shared projects 
By the end of the pi lot project, proto-
types-or models-wi II be identified that 
demonstrate what can be accomplished at 
varying types of schools with different lev-
els of available funding. 
R E v 0 
MASTERING THE WEB 
Melissa Kelly graduated from the Uni-
versity of Idaho, majoring in mathematics. 
She comes from Seattle, where she taught 
CAD/CAM and designed training curricula 
at Boeing for seven years. As NCSA confer-
ence and workshop coordinator, Kelly is 
redesigning and restructuring the curriculum 
for education workshops held at NCSA. This 
summer Central Illinois school teachers will 
benefit from Internet workshops, where they 
will learn various tools and be able to inte-
grate them into their curricula. In the fall 
the workshop audience will expand to 
include school administrators from the 
Regional Office of Education in Champaign 
and Ford counties. They will learn how to 
use the Internet, discuss how it could affect 
the way their teachers teach, how to get 
their schools online, and learn the basics of 
how to plan for network technology in their 
districts' schools. During this time, they will 
also collaborate with members of their com-
munities to educate and inform them of the 
benefits of technology in the classroom. 
Kelly also heads up a new program, Life 
Long Learners. Aimed at retired citizens, 
it is evolving from a concept that students 
would rather read history from the Web than 
from a book. In a series of workshops, the 
Life Long Learners will have the opportunity 
to place their versions of history, as it relates 
to their lives, on the Web. 
"My goal for all these workshops is 
that everyone who attends wi II have the 
L u 
' 
I 
confidence to use the information in some 
aspect of their lives," stresses Kelly. 
0 
Kelly also teaches at the workshops, pre-
senting such topics as NCSA Mosaic demon-
strations; integrating the 'Net into the K-12 
curriculum; coding Web documents using 
HTML; using email; and showing how 
scientific simulations are done. 
INTEGRATING THE WEB 
Umesh Thakkar received his undergraduate 
degree in computer science and his Ph.D. in 
instructional design from Ohio State Univer-
sity, where he got his training in interactive 
learning. He is coordinating two programs: 
the Resource for Science Education Program 
(RSE) and Education Affiliates Program (EA), 
both funded by the EHR. These programs will 
lead E&O's efforts in building a foundation for 
interdisciplinary curricula in computational 
science and education for grades K-12. 
This summer, RSE program participants 
will be K-12 educators working in a variety 
of disciplines ranging from the sciences to 
the humanities. The RSE program will pro-
vide them an opportunity to draw on NCSA's 
staff and computing resources to compile 
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innovative, technology-enhanced 
learning materials. These materials 
are to be used in the design and 
development of curriculum 
resources that are consistent with 
emerging national standards in 
mathematics and science educa-
tion. "Participants will be able to 
form collaborations and mentor-
ships with NCSA scientists, thus 
bridging the gap between the 
scientist's laboratory and the 
teacher's classroom," states Thakkar. 
The EA program facilitates out-
reach to K-12 institutions to learn 
how an H PCC center, such as 
NCSA, can work with other orga-
nizations to support teachers and 
schools. As a part of this effort, 
David Curtis is establishing con-
tacts w ith several Illinois science 
museums. 
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& from Eastern Illinois University), first 
became involved in this Internet 
pi lot project over a year ago when 
he was an assistant to Illinois' Lt. 
Governor Bob Kustra. In his capac-
ity as adviser on Internet and tech-
nical issues relating to the state, he 
became familiar with the state's 
educational needs. Project funding 
from the UIUC President's Office 
enabled Sheehan to join NCSA and 
devote full-time energies to ILM. 
ILM is a World Wide Web-based 
educational resource that provides 
several types of information for 
educators: 
• Database of educational uses of 
technology at all instructional lev-
els in Illinois 
During production of this Alaina Kanfer, Umesh Thakkar, and Melissa Kelly (left to right); David 
• Educational resource list of indi-
viduals involved in Illinois educa-
tion (i ncludes names, phone num-
bers, and email addresses) 
issue of access, Curtis joined E&O Curtis, Scott Lathrop, Sandy Levin, and Jerry Sheehan were not available. • Calendar of events of interest to 
as creative director, Materials 
Development. Among other responsibilities, 
he wi ll be co llaborating with Thakkar and 
contributing to the RSE program by develop-
ing Web-based interactive applications to 
K-12 and college learning environments, as 
well as informal science settings, particularly 
in museums. More details about Curtis and 
his activities will appear in a future issue 
of access. 
In the RSE/EAprograms, Thakkar will be 
working with other NCSA and UIUC staff 
to study several learning and instructional 
issues that wil l improve the understanding 
of science education practice and theory, 
specifically related to the usage of the World 
Wide Web. For instance, how are teachers 
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integrating the Web in classroom curricula? 
How do teachers and students make sense 
of all the visualizations? What types of dif-
ferences between experts and novices 
address the distributed learning framework? 
Thakkar is also exploring and reviewing 
materials on K-12 experimental education 
and virtual environments. He is interested 
in how learners create and give meaning to 
high-end representations (or visualizations) 
in a virtual environment and how such 
experiences could be transferred to other 
school activities. 
UTILIZING THE WEB 
The common thread linking all these 
programs and activities is the Illinois Learning 
Mosaic (ILM) project. Each class and con-
ference will precipitate new data, Mosaic 
hot lists, and better ways to encounter infor-
mation. These will be added to the ILM, 
making it a central resource for teachers. 
The newest member of E&O, Jerry 
Sheehan (with degrees in political science 
the education community 
• Guide to Internet resources available to 
educators (categorized by academic 
subjects) 
• Other resources identified by the educa-
tion community 
"We've come to realize that we need to 
think outside of the K-12 box. This infor-
mation is valuable to education as a whole 
... it has a seamless nature," says Sheehan. 
To access Illinois Learning Mosaic, 
browse the URL as shown on page 33. 
BUSINESS ON THE WEB 
As children get a head start on tapping 
into the Internet, it's vital that the community 
and local and state government also become 
comfortable in cyberspace and learn the 
benefits of electronic communications and 
information access. Community networking 
outreach is Alaina Kanfer's prime concern. 
Kanfer, who earned a Ph.D. in social science 
from the University of California, Irvine, 
specializes in social network analysis-how 
to best integrate human networks with com-
puter technology. 
The first model for community network-
ing came in the form of Champaign County 
etwork (CCNet ) when it was officially 
incorporated as a not-for-profit subsidiary 
of the Champaign County Chamber of 
Commerce in late 1993. CCNet's goal is to 
facilitate access to high-speed communica-
tions for business, education, government, 
agribusiness, health care, and home users, 
and to identify potential applications in each 
of these areas. 
The CC et Web exhibit, seen via the 
URL below, was created as a tool to get 
the community interested and involved in 
becoming the first model fully integrated 
community on the 'Net. Its success is reflected 
by its recent partnership with Ameritech. 
Because of CCNet's many significant advances 
in computers and information processing 
(see page 35) and through the hard work of 
many community leaders and UIUC person-
nel, Ameritech became interested in using 
Champaign-Urbana to introduce and test 
two powerful new services. The Ameritech 
Home Professional Package is a home and 
office communication system that integrates 
communications and computer functions 
over a single telephone line; the other ser-
vice is a high-speed Internet Access Service 
in Champaign County. The latter service is 
based on ISO (Integrated Services Digital 
Network) technology. 
CCNet is just the beginning of the group's 
community outreach endeavors. "We can 
learn from CCNet, using the experience to 
outline strategies that other communities 
may use or adapt as a networking model," 
says Kanfer. "We will continue to study the 
long-range effects of the Internet on individ-
uals, businesses, and organizations. Expect 
to see community leaders adopting email 
and file transfers as part of their everyday 
communications with one another and 
greater sharing of information, especially 
map-based information. There wi ll be new 
forums for job postings and recruitment. The 
impact [on the community] is potentially 
enormous, and new uses will be coming 
forward on a regular basis." 
EXTENDING THE WEB 
While Kanfer is handling the applica-
tions side of community outreach, Scott 
Lathrop is taking up the issues of network 
technology in order to deploy applications 
in friendly, easy to use ways. 
Lathrop, who holds a mathematics 
degree from the University of Rochester 
and a masters in computer science from 
UIUC, has been on NCSA's staff since 1986. 
Along with UIUC Professor Roy Campbell 
(Department of Computer Science), he is 
the project coordinator for the Networking 
Infrastructure for Educators (NIE) program, 
funded by EHR. The NIE grant provides a 
testbed for deploying a variety of high-speed 
network technologies in rural and suburban 
environments [see access, Spring 1995, page 
24]. NCSA will evaluate the impact of infra-
structure needs on networking, teacher 
enhancement, and curriculum change and 
will provide ongoing support for each of 
these activities. "Our main push right now 
is getting all the schools connected [to the 
Internet]. We are working with the State 
Board of Education on the statewide net-
work issues that will make this possible," 
explains Lathrop. 
Lathrop has also been instrumental in 
the initial stages of the ILM and CCNet. His 
most recent Internet encounter was assist-
ing Jerry Sheehan to establish a Web site for 
the State of Illinois. The exhibit was unveiled 
in Springfield, the state capitol, in late April. 
(See page 41.) 
IT'S A WIRED WORLD 
There's no turning back from a world 
that's getting wired. NCSA's Education and 
Outreach Group is focused on making this 
evolution smooth and speedy for educators, 
students, and the public. 
Paulette Sancken is a public information 
specialist in the Publications Croup. 
•••• 
CCNet: http://www. pra irienet .org/SiliconPra irie 
Education 399 class description: http://www.ncsa .uiuc.edu/Edu/nie/ci399 
Illinois Learning Mosaic: http://www.ncsa .uiuc.edu/Edu/ILM/ILMHome.html 
RSE Summer Program: http:// www.ncsa.uiuc.edu/Edu/RSE/RSESummer.html 
State of Il linois: http://www.state .il.us 
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By Mabel Thurmon 
With funding ($139,900) from the Illinois Board 
of Higher Education and the University of Illinois, 
NCSA, UIUC, and UIC are working as a team to 
il •• ...~:J perfect the Illinois Education Link (EduLinK-12) 
.J.... . Th . I . II b h 
Ed .J••.J L • K proJect. e1r goa 1s a out w ere to u •• .~ 1 n 12 go on the information superhighway," 
says Carolyn Dahl, project administrator of EduLinK-12 and a 
department head of UIUC's Office of Continuing Education and 
Public Service. "We are working to link university faculty and 
students with teachers and their classes to identify network-based 
curriculum resources." 
Two main resources are Illinois Learning Mosaic (see pages 32 
and 41) and Internet resources in mathematics, science, and tech-
nology education. The team uses various methods to train teachers 
from three targeted state schools: Mahomet Junior and Senior High 
Schools, Mahomet; Lincoln School, Springfield; and jackson Language 
Academy, Chicago. The essential methods include documentation, 
one-on-one mentoring, and classroom instruction. 
Professors from the College of Education at the U IC campus 
are working with eight teachers at the jackson Language Academy. 
Sandy Levin, project coordinator of EduLinK-12 and NCSA educa-
tion specialist, teaches a class entitled "Information Technologies 
in the K-12 Classroom" at UIUC's College of Education. 
Forty-five teachers participated in Levin's class during spring 
semester 1995. Computer skills among the trainees varied widely. 
Levin teaches her classes using video teleconferencing. With 
"CU-See me," participants see and talk to each other via video. Levin 
has also started to train her class in how to collect curriculum resources 
through a site on the World Wide Web. An EduLinK-12 Home Page 
was created by Steven jai Vasaune, NCSA network information 
specialist (E&O). By using the Web site, teachers can directly ask 
for assistance and find specific resources on the Internet. Vasaune 
says the Web site "is only a skeleton" that will provide more infor-
mation soon. 
According to Levin, the first stage of the project is training. "Train-
ing will help these teachers to train other teachers and their students 
how to find the curriculum resources they need by using the Internet," 
she says. 
Some teachers have begun using the information learned in Levin's 
class. Before Levin's spring course ended, Karen Thompson, a district 
technology trainer at Springfield, had started teaching teachers at 
Lincoln School to use the Internet to establish their own Web pages. 
She also taught them how to find resources for their teaching pro-
grams. "The training session was really helpful," Thompson says . 
•••• 
EdulinK: http://www .conted . ceps . uiuc. edu/edul ink/ 
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"It is essential that we continue the EduLinK- 12 project to help teachers 
provide student access to techniques of knowledge acquisition that 
are important to the educational process." 
"The project is currently funded for only one year [September 
1994 to August 1995]," says Dahl, "but we are working toward 
extension." Levin hopes that through EduLinK- 12, CSA, UIUC, 
and UIC will help the community schools build a network so that 
they can enter the electronic learning age. 
Mabel Thurmon is a freelance writer. 
CCNET IS FINALIST FOR Nil AWARD 
Champaign County Network (CCNet) was selected as a finalist for the 
first annual National Information Infrastructure (Nil) Awards, which rec-
ognize outstanding achievement using the information superhighway. 
CCNet was one of 36 finalists from more than 500 entries. Finalists 
were named in six categories: arts and entertainment, business, commu-
nity, education, government, and health. The CCNet Project was selected 
in the community category, demonstrating how the Nil can strengthen 
community ties and improve communication and information resources 
at the local level. Finalists range from the Centers for Disease Control 
to the Rolling Stones· Voodoo Lounge World Tour Website. 
"Two years ago we were challenged to take advantage of the resources 
available in this community, namely NCSA's experience with developing 
NCSA Mosaic software and the emerging information superhighway," 
says CCNet Chair Lee O'Neill (Busey Bank). "Although there are projects 
going on in other communities. Champaign County is working to be the 
first fully integrated community with a variety of connectivity solutions for 
different types of businesses, organizations, and individuals." 
CCNet was evaluated through the Nil Awards' "Virtual Judging System." 
which links more than 130 judges and enables them to share comments 
and submit ballots independent of time and location, developed by Price 
Waterhouse. Access Media, and Lotus Development Corp. CCNet will join 
other entries as part of a World Wide Web site and database designed to 
provide examples of how individuals. community groups, and businesses 
can use and benefit from the Nil. 
The Nil Awards are sponsored by more than 70 industry, community. 
and government organizations. Six winners will be named in Washington. 
DC. on July 12. 1995. Corporate sponsors of the Nil Awards are AT&T. 
Alcatel. Bell South Business Systems. Fujitsu America. Hewlett Packard, 
IBM, Intel, Lotus Development Corp .. Price Waterhouse. Sun Microsys-
tems. Texas Instruments. U.S. West/lnterprise Networking Services, and 
the U.S. Postal Service. 
CCNET I AMERITECH JOIN IN 'NET TESTBED 
By Alaina Kanter 
Champaign County Network (CCNet) and Ameritech announced 
a partnership in mid-March that will bring new Internet services 
from Ameritech to Champaign County residents and businesses. 
Through the partnership, Ameritech will release a series of new 
products that are designed for the Internet using the Champaign-
Urbana area as their test market. The first of these products, the 
Ameritech Home Professional Package, features an ISDN (Integrated 
Services Digital Network)128 Kbp/s (kilobits per second) line, software 
specially designed for home professionals and small businesses, and 
Motorola hardware. Internet access through Ameritech is an optional 
feature, which is also available through plain old telephone service 
(POTS) in Champaign-Urbana. Initially, the package will be offered 
to CC et members and is expected to be offered to the general public 
in earl y summer after beta testing is completed. The beta research 
is being conducted jointly by NCSA's Education and Outreach Group 
(E&O) coordinated by Alaina Kanfer and Ameritech 's Human 
Factors Group. 
In April , the partnership was described and the Ameritech ser-
vices were demonstrated to a gathering of nearly 1,500 citizens of 
Champaign County at the 40th Semiannual Busey Bank Economic 
Seminar by Ed Scharlau, chairman of Busey's board. In "Reflections 
on the Past, Preparing for the Future," Scharlau recalled the October 
1993 seminar in which he introduced CCNet to his audience [see 
access, Spring 1994, page 37] and went on to applaud the successes 
of CCNet since its formation (see sidebar). 
In announcing CCNet's latest success-the Ameritech partner-
ship--Scharlau shared the podium with Douglas Whitely, president 
of Ameritech Illinois. Whitely explained that this project combines 
the best of Champaign County with the best of Ameritech to form 
a "model electronic community." A year ago Larry Smarr and CCNet 
Chair Lee O 'Neill (Busey Bank) visited Whitely in Chicago and 
challenged him to dedicate Ameritech's resources to building the 
testbed in Champaign County. Conventional wisdom of the telecom-
munications industry is to introduce new products into large mar-
kets; Whitely explained that the growth of CCNet caused him to 
buck the trend and choose Champaign County for Ameritech's test 
market. 
After Scharlau's seminar, members of the community were 
invited to visit the CCNet/Ameritech Electronic Community exhibit 
room, with stations featuring demonstrations of the new products 
and CCNet-developed applications of high-speed networking and 
the Internet. Throughout the day, the room was filled with interested 
business people, parents, government officials, and others. 
CCNet is a collaboration of the Champaign County Chamber 
of Commerce, NCSA, and other UIUC units to build a testbed com-
munity for high-speed networking and their applications in Cham-
paign County. CCNet began in April1993 after NCSA Director 
Larry Smarr challenged 
the chamber to take 
advantage of NCSA's 
unique resources and 
steer the county onto 
the information super-
highway [see access, 
Spring 1993, page 30]. 
CCNet continues 
working with Ameritech 
to identify networking 
solutions in other com-
munity sectors including 
large business, education, 
health care, libraries, 
and government. In 
addition, CCNet remains 
committed to the testbed 
philosophy and hopes 
to enter into similar 
partnerships with other 
vendors in the future. 
Alaina Kanfer works 
with community network-
CC ET Rl RUIIT 
• Urbana fru IJIII'Iry INIIIJUIII~ ..,.,_. 
lllelnlernel vlllltigiHpeH CCIIel 
COIIMICtloll [ ..., flll1 
pageZ4) 
• CCIIet a artily 
ing outreach in NCSA's Education and Outreach Group. 
•••• 
CCNet: 
http://www.prairienet.org/SiliconPrairie/info_hwy.htmi#CCNetlnfo 
Champaign County: 
http://www. pra irienet. org/Si I icon Prairie 
Ameritech: 
http://www.ameritech.com 
Press release: 
http://www.ameritech .com/news/releases/mar_1 995/ccnet. html 
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DIGITAL [OMMERCE 
Exchanging digital representations of 
money on computer networks is not a new 
idea. Once currency is in the banking sys-
tem, it flies around in a numerical rather 
than physical form. (Business would move 
very slowly if a wad of bills had to move 
from one place to another for every debit 
and credit.) So the big question is: when will 
the exchanges between consumers, mer-
chants, and banks be augmented--or even 
replaced-by electronic equivalents of 
credit cards, checkbooks, and cash? That 
time is now (or at least "real soon now"). 
A glance at business trade publications 
shows the business world is convinced that 
the Internet-and the World W ide Web in 
particular-constitutes the New Frontier of 
marketplaces. Billboards are popping up 
on the information superhighway in the 
form of WWW home pages that advertise 
products, and the rush is on to deploy tech-
nologies for buying and selling goods and 
services directly on the network. What has 
taken the home page shopping network so 
long to arrive? 
A LITTLE HISTORY 
Throughout its explosive growth in the 
1980s, the Internet remained a primarily 
noncommercial medium. Many commer-
cial, for-profit enterprises got connected to 
the network, but they did not use it to directly 
advertise or sell products. In the 1990s, 
however, the nature of the Internet started 
to shift. Corporations discovered that this 
young, growing medium could offer new 
opportunities in commerce and marketing; 
simultaneously, the U.S. government began 
shifting funding of the Internet to the private 
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sector. Business and government alike thought 
digital commerce could be a way to make 
the information superhighway pay for itself. 
The Web, which relies on the Internet for 
connectivity, is ideally suited for a role in 
commerce because it is a versatile commu-
nication system with easy-to-use interfaces. 
Businesses find it easy to establish an infor-
mation service because setting up shop is 
as simple as setting up a home page. 
What is holding back this transition? Until 
recently, the main obstacles to wide-scale 
commerce on the Internet were: 
1. Internet users were too few-and their 
demographics too narrow-for a viable 
market 
2. The Internet was too difficult for novice 
consumers to use 
By Adam Cain and Robert McGrath 
Illustrations By John Havlik 
Technical Illustration 
By Marshall Greenberg 
3. There was no secure, standard way to 
make or receive payments 
The advent of the World Wide Web and 
NCSA Mosaic effectively removed the first 
two obstacles. Mosaic makes browsing the 
Internet so easy that it's fun, helping intro-
duce millions of new users to the Internet. 
However, the third obstacle remains: secu-
rity and digital payment technologies are 
not widely used on the Web. 
Researchers in NCSA's Software Develop-
ment Group and Computing and Commu-
nications Group are investigating and 
implementing new technologies that employ 
cryptography to make the Web more secure, 
protect privacy, and authenticate Web com-
munications. NCSA is also working to deploy 
novel systems that use these cryptographic 
mechanisms to pave the way for electronic 
payment on the WWW. 
ON THE 
DIGITAL COMMERCE ON THE WEB 
As scores of computer and software 
technology firms team up with banking 
powers in the hopes of providing the mech-
anism of choice for electronic commerce 
[1], a confusing array of digital payment 
schemes are popping up. Because each 
proprietary system usually claims to provide 
the solution for digital commerce on the 
Web, making sense of these offerings is no 
easy task. While digital payment systems 
have different security features or system 
requirements, they generally follow a simi-
lar form. Figure 1, page 39, displays the 
common components of emerging WWW 
payment schemes. 
To use the system, a customer runs a 
separate payment tool program alongside 
a Web browser like NCSA Mosaic. This 
payment program gives the customer an 
easy-to-use interface (e.g., for confirming 
payments or finding out his/her balance). 
The customer uses Mosaic to explore the 
Web pages of an online shop, which can 
involve viewing product catalogs or trying 
out online demos. If the customer decides to 
buy a certain item, the purchasing process 
usually begins with a click on a "buy me" 
hyperlink that launches a purchase server 
on the merchant's computer. 
The merchant's server conducts the 
transaction by communicating with the cus-
tomer's payment tool-often using a differ-
ent communication link than the one used 
by the Web browser and server. A third 
party may also be involved in the payment 
protocol for transaction approval or account 
management. This third party plays the role 
of the bank or it may link the payment to 
WEB 
the conventional banking system. When 
the payment process is fina l ized, the cus-
tomer receives either the information goods 
or a receipt confirming the purchase. This 
information is sent back to Mosaic for dis-
play to the customer. To satisfy security 
needs, the communications between the 
agents involved in the transaction may be 
encrypted and/or digital ly signed. [5] 
TYPES OF DIGITAL COMMERCE SYSTEMS 
Payment methods for today's digital 
commerce schemes break down into three 
categories. [2] 
Secure credit card schemes use existing 
credit cards and clearance systems to make 
payments. Some additional security mech-
anisms are needed to transfer credit card 
information between customer and mer-
chant because the information on the Inter-
net can be eavesdropped. 
Credit/debit systems use customer and 
merchant accounts that are managed by a 
third party, such as a bank. When a trans-
action takes place, the customer's account 
is debited, and the merchant's account is 
credited. If the customer's balance can be 
less than zero, s;he has a virtual credit card. 
If the customer's balance must be positive, 
then s/he has a virtual debit card. In either 
case, deposits and withdrawals are made 
periodically to and from the accounts. A 
variant of this system can be used to let the 
customer write digital"cheques." [2] 
Digital cash systems let a customer pay 
for goods and services with digital tokens, 
perhaps called "cyberdollars." These tokens 
may represent real money, in which case 
they are purchased from or deposited to 
conventional banking 
systems. Alternatively, 
tokens may not be 
directly inter-
changeable with 
conventional cur-
rency. In that case, they are a "virtual cur-
rency," whose value is not measured in 
dollars or francs or yen. Like regu lar cur-
rency, the va lue stems from the abi lity to 
obtain goods and services using these 
tokens. The way to obtain cyberdollars is to 
sell something and accept cyberdollars as 
payment. The cyberdol lars could then be 
used to buy things on the network, creat-
ing a digital economy. 
These schemes are interesting because 
they permit untraceable payments-the 
equivalent of cash transactions. [3] O nce a 
merchant receives cyberdol lars from a cus-
tomer, the merchant may deposit or spend 
those cyberdol lars without the money being 
traceable to the customer who supplied 
them. (For a description of add itiona l 
requirements for a digital currency system, 
see reference 9, page 39.) 
EVALUATING SYSTEMS 
It is useful to compare these digital pay-
ment systems by cons idering security, 
privacy, transaction cost, and deployment 
issues. 
Security 
What sorts of cryptographic mecha-
nisms are used to guard against fraud or 
errors? For instance, are digital signatures 
used to authenticate the customer? Can 
the customer authenticate the merchant? 
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(After all, virtual storefronts could easily be 
established with the sole purpose of obtain-
ing customer financial information for nefar-
ious purposes.) 
Privacy 
Who knows what about the parties 
involved in the transaction? Does the bank 
know how a customer is spending his money? 
Does the merchant know the identity of the 
customer? Or only that the customer's pay-
ment is valid? [3] 
Transaction cost 
What is the "cut" of a transaction that is 
taken by the provider of the payment system? 
A flat fee? A percentage of the transaction 
amount? For buying and selling information 
resources on the network to be viable, trans-
action costs should be kept extremely small, 
perhaps less than one cent per transaction. [4] 
Deployment issues 
Is the system usable today? What require-
ments must be fulfilled by customers and 
merchants to use the system? Does the client 
or server need to use special software, or will 
standard network applications suffice? Is 
the payment system sufficiently scalable 
for long-term use? 
SAMPLE PAYMENT SYSTEMS 
Consider the following examples of 
digital payment systems. 
Conventional credit cards 
Purchasing products on the Web is done 
today using HTML forms that send credit 
card information unencrypted over the 
Internet. Security is sadly lacking in this 
scheme. A customer's credit card number 
may be captured by snoopers on interme-
diate computers and then used for subse-
quent purchases. Because client authenti-
cation via digital signatures is not in place, 
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anyone can use stolen credit card numbers 
to purchase goods. The transaction cost for 
this type of payment system is relatively high 
($0.25-$0.50 per transaction). [4] Conven-
tional credit card information passing unen-
crypted over the networks is obviously a 
short-term solution for jump-starting Web 
digital commerce. 
S-HTTP transactions using 
traditional credit cards 
Enterprise Integration Technologies of 
Palo Alto, CA, has defined the Secure 
HyperText Transfer Protocol (S-HTIP), which 
is a proposed extension to the protocol used 
to communicate between Web clients and 
servers. [6] S-HTIP may be used to crypto-
graphically protect messages exchanged 
over the Web to guard against the capture 
of credit card numbers. Authentication (using 
digital signatures) by both the customer and 
the merchant can provide additional protec-
tion against fraud. Because this scheme still 
uses conventional credit cards, it lacks privacy 
(the card issuer can compile a profile of the 
customer's spending habits). As with conven-
tional card use, this process also has a fairly 
high transaction cost. Nonetheless, this type 
of payment system is readily available now. 
NetBill 
Carnegie Mellon University's NetBill 
system uses real money in a credit/debit 
scheme designed for payments with low 
transaction costs. [7] Customers and mer-
chants have accounts maintained by the 
NetBill server and linked to conventional 
financial institutions. A separate Money Tool 
program runs alongside Mosaic on the cus-
tomer's computer and provides a graphical 
interface for managing the customer's 
account. If a Web page with items for sale 
accepts payment via NetBill, the customer 
clicks on a hyperlink to start the purchase 
process. A ProductServer program on the 
merchant's machine communicates with 
MoneyTool software, and MoneyTool 
prompts the customer to confirm or reject 
the payment. The merchant's ProductServer 
also communicates with the NetBill server 
to process the actual payment. 
NetBill's payment protocol makes exten-
sive use of cryptographic mechanisms to 
provide authentication of the customer and 
the merchant, as well as nonrepudiation of 
the payment by either party. The protocol 
solves the familiar problem of whether pay-
ment should take place before or after 
delivery by having the merchant deliver the 
product in an encrypted form before receiv-
ing payment. Once the payment is processed 
by the NetBill server, the customer receives 
the decryption key and can access the goods. 
All relevant information is logged by the 
NetBill server (including decryption keys), 
so vendor fraud is easily detected and 
counteracted. 
NCSA is collaborating with CMU's Net-
Bill developers, and the system is expected 
to be in trial phase this summer. 
DigiCash's "ecash" system 
DigiCash BV of the Netherlands [8] has 
implemented a novel system for untraceable 
electronic payment transactions. Using a 
technique of "blind signatures," digital 
tokens can be withdrawn from a customer's 
account and then electronically exchanged 
for goods and services. These tokens rep-
resent different quantities of cyberbucks. 
This currency is completely virtual-there 
is no way of exchanging dollars for cyber-
bucks or vice versa. 
Similar to the NetBill system, customers 
use an "ecash" Wallet program along with a 
Web browser. This provides a convenient 
interface for displaying account information, 
transferring cyberbucks between customers' 
bank accounts and their virtual wallets, and 
confirming or rejecting payment requests. 
DigiCash's ecash system entered a test 
phase in early 1995 with a total of 1,000,000 
cyberbucks put into circulation worldwide. 
Each ecash user received an initial alloca-
tion of 100 cyberbucks by signing on with 
the system. The accounts are managed by 
DigiCash's own banking service. 
QUESTIONS TO PONDER 
As more and more economic and 
social activity is conducted online, what 
will this mean for society and the economy? 
The prognosis is far from clear. Digital 
commerce occurs with blinding speed, 
unrestrained by boundaries or distance-
often beyond human comprehension 
and regulation. Will the digital economy 
be wildly volatile, full of lightning surges 
and panics of worldwide proportions? Can 
nation-states, as we know them, exist with-
out a monopoly on money? If not, then 
what sort of governments, laws, and 
public institutions will come to exist? 
Digital commerce may help make new 
virtual communities economically viable. 
Just as small towns and regions are held 
together by cultural ties and supported by 
local economic activity, online communities 
will form that will be supported by digital 
economics. 
In the end, though, commerce is not 
culture, and digital communications are cold 
and impersonal. A home page is no substi-
tute for a home or a hometown. If digital 
commerce does not offer support for a 
decent way of life, what good is it? 
, ~Common Form of WWW Digital Payment Schemes 
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CHICAGO MOSAIC 
The City of Chicago officially joined the Web in early April when Mayor 
Richard Daley unveiled Chicago Mosaic-a rich online resource that provides 
lively visitor commentary as well as city services-based information designed 
primarily for Chicago residents. With this service, Chicago becomes the first 
large city government on the Web. 
Send "Daley Mail" to the mayor (read his welcoming message and bio first). 
Research services in any neighborhood by checking the directory of city depart-
ments or the community policing pages. Before you visit, learn about Chicago 
architecture, neighborhoods, museums, shopping, sports, and food ("deep-
dish pizza may be one of Chicago's most important contributions to twentieth 
century culture"). 
Anyone can "visit" Chicago by opening the URL listed on page 41. Chicago 
residents without a computer can travel to one of seven libraries across the city 
to view the information. 
A joint project of NCSA, the University of Illinois, and units of Chicago city 
government, Chicago Mosaic is designed to "create an accessible, interactive, 
and intelligent information infrastructure to improve both the quality and 
quantity of communication among individual citizens, community groups, and 
units of government throughout the City of Chicago." 
Corporate partners of Chicago Mosaic are Ameritech Corp., Compaq Com-
puter Corp, Motorola Inc., SPRY Inc., Sun Microsystems Inc., and Tele-Commu-
nications Inc. NCSA User Services' Information Technology Projects team 
worked with city employees on setting up the server and developing the files. 
ILLINOIS LEGISLATURE DEMONSTRATION 
The atten-
dance at CSA's 
Springfield 
demonstration of 
Mosaic in mid-
April rounded out 
to an impressive 
500, according 
to Education and 
Outreach 
Associate 
Director John 
Ziebarth. Leg-
islators, their 
staff, agency 
heads, and 
other state officials flowed nonstop through the exhibit, which fea-
tured hands-on demos of NCSA Mosaic software. 
Lt. Governor Bob Kustra opened the day-long presentation with 
a press conference, crediting CSA for its role in the emerging 
ational Information Infrastructure (N il). Staff from several NCSA 
groups planned the day-long events in Springfield. 
ILLINOIS LEARNING MOSAIC 
Illinois Learning Mosaic, or ILM, is an online resource for Ill inois 
educators and users of the Illinois education system (read: parents 
and students). Developed as a prototype information system for the 
state's Education Technology Summit last year, ILM's Web pages 
offer the Illinois education database as well as Internet educational 
resources and exhibits. A calendar of events offers timely informa-
tion about up-coming seminars and courses for students and teach-
ers alike. 
The project, which is developed and maintained by NCSA's 
Education and Outreach Group in cooperation with Illinois Lt. 
Governor Bob Kustra's office, recently received two years of fund-
ing from the University of Illinois President's Office. The display has 
been exhibited around the state and in Washington, DC (see page 
30). Staff are in discussions with possible collaborators to extend 
the resource to other states. Stay tuned! 
MORE NCSA MOSAIC AWARDS 
PC MAGAZINE 
CSA's WWW site was included on the list of 100 "hot sites" 
compiled by PC Magazine (April11, 1995). The list was broken down 
into five areas: government; business, commerce, shopping; education, 
fun, fringe activities; search tools, indexes; and computing. NCSA 
shared space on the computing list with 26 other organizations, 
mostly commercial. 
Commented author Don Willmott: "Stop off at the site where 
the Mosaic browser was born . This is a good page for late-breaking 
Web news." 
COMPUTERWORLD SMITHSONIAN AWARD 
NCSA Mosaic is a finalist for a 1995 Computerworld Smithsonian 
Award. The awards honor the use of technology for positive change 
in society. Chair of leading information technology companies made 
the nominations in nine categories based on innovation. Mosaic, 
nominated in the media, arts, and entertainment category, is among 
268 nominees worldwide. Winners join the Smithsonian's perma-
nent collection. 
Last year's wi nners 
were col lected on 
a CD-ROM. 
Larry Jackson, 
NCSA Mosaic 
technical manager, 
noted in the Com-
puterworld ques-
tionnaire used to 
evaluate the nomi-
nees that "user 
acceptance of 
[Mosaic's] inherently natura l 
interface was immediate 
and to a degree without 
precedent in the computer 
industry." 
An independent panel 
of three judges selected five 
finalists and a winner in each 
category. Finalists were 
announced in Apri l and an 
awards dinner was held in 
June at Washington, DC. 
•••• 
Chicago Mosaic: http://www.ci.chi.il.us 
Illinois Learning Mosaic: 
http://WWw.ncsa.uiuc.edu/Edu/ILMHome.html 
NCSA Home Page: 
http://Www.ncsa.uiuc.edu/Generai/NCSAHome.html 
State of Illinois: http://Www.state.il.us 
Fourth International World Wide Web Conference '95 
Boston, MA, December 11-14, 1995: 
http://riwww.osf.org:8001/ri/announcements/WWW_Conf_ upcoming.html 
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CENTER 
ACTIVITIES 
NCSA/MCiuNK SCIENTIST WITH COMDEX VIA vBNS 
NCSA and MCI Communications Corporation used the country's most 
sophisticated new computer network to link an NCSA research scientist 
with participants at the COMDEX conference in Atlanta, April 24. 
vBNS, or very high speed backbone network service, is an experimental 
broad bandwidth network that will connect NSF's supercomputing centers. 
It will serve as a national testbed for investigating the performance of the 
nation's emerging asynchronous transfer mode (ATM) infrastructure. 
During the opening program at COMDEX, NCSA Senior Research 
Scientist and UIUC Professor of Biophysics Eric jakobsson used the vBNS 
network to send color images from NCSA to MCI 's CEO Bert Roberts on 
the showroom floor in Atlanta. 
jakobsson, a national leader in molecular biophysics, interacted in 
real time with the COMDEX audience and 
explained his work via vBNS. This demon-
stration showed that vBNS will enable 
researchers from around the country to work 
together simultaneously on different aspects 
of complex problems and instantly commu-
nicate their results. 
"The vBNS presents an excellent oppor-
tunity for distributed systems research. The 
scale of the vBNS is as significant as the 
network technology itself," states Charlie 
Catlett, NCSA associate director of Comput-
ing and Communications (C&C). "The vBNS 
forms the world's largest, most diverse set 
of high-performance computers at speeds 
commensurate with local area networks. 
This resulting national metacomputer will be used by thousands of computational scientists 
presently researching Grand and National Challenges at the NSF-funded HPCC centers." 
At the leading edge of networking technology, the vBNS's OC-3 lines' peak rate is 155 
megabits per second (Mbps)-nearly four times the 45 megabit rate of the NSF NET Back-
bone's T3 connection. By early 1996, NSF expects vBNS to operate at OC-12 622 Mbps. 
The vBNS employs ATM technology. ATM can be scaled between different physical 
media; therefore, upgrades in network links require simple changes in the interface cards 
of routers. ATM technology offers a more seamless integration of networks and carries 
both video and voice data on the same line. Another advantage of vBNS is that it uses off-
the-shelf components. 
"This was not a custom-built job," Randy Butler, technical program manager of C&C's 
Networking Development Group explains. "The vBNS is composed of all off-the-shelf com-
ponents. You can buy the routers, switches, and other technology right from vendors. We 
didn't have to build any hardware or protocols." 
The high-speed link between the supercomputing centers will have four commercially 
owned network access points: Hayward, CA; Chicago, IL; Pennsauken, NJ; and Washington, 
DC. These sites will serve as points of connectivity to other networks. Service providers, such 
as MCINet, may buy access to these four sites. 
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At NCSA, Biophysicist Eric 
Jakobsson Interacts via vBNS-
experimental broad bandwidth 
technology-with COMDEX 
attendees in Atlanta. Crew 
members who made It possible 
(see Inset) Include Brian Mattlin 
of Aniforms (left) and Jonathan 
Smith of DeiiB Communications 
(right). Other crew, not pictured, 
were Evan Kane of Evan Kane, 
Peter Ghoffrani of MCI, and 
Robin Shealy of the Illinois 
State Water Survey. 
NCSA REPOSITIONS FOR THE NEXT DECADE: NEW LOGO 
NCSA is pleased to announce a modified logo that represents 
the natural development of our Center. As the title of the recent 
ationa l Research Council's study of the HPCC Program implies, 
the government is "Evolving the HPCC Initiative to Support the 
Nation's Information Infrastructure." Emphasis is on evolvinr 
CSA is becoming a national focal point for the fusion of HPCC 
technologies with the emerging Nil. 
This evolution is in keeping with the original vision of a distrib-
uted computational system to support basic research outlined in 
the 1981 NSF study "Prospectus for Computational Physics" : 
"We propose a distributed computational physics system in 
which a number of computational facilities are tied together on an 
information network. The principal node of the network will contain a 
supercomputer providing the greatest possible capability. The other 
nodes will contain medium-scale computers to provide capacity, 
advanced graphics devices for an effective man-machine interface . . 
.. The central facility will also play a major role in developing soft-
ware and software standards, the design and expansion of the sys-
tem, and system management and resources allocation." 
This prescient statement was made before either the widespread 
use of personal computers or the creation of the NSF net. NCSA 
grew out of this vision-always starting the design of its national 
architecture from the remote user's desktop computer. Software 
development to tie the researcher's computer to others on the 
emerging Internet began immediately with the creation of NCSA 
Telnet. More recently, NCSA Mosaic has added a much higher level 
of functionality. Finall y, the victory of the microprocessor on the 
desktop is now sweeping upward through the computational pyramid 
so that NCSA's supercomputers and WWW information servers are 
themselves constructed from networks of microprocessors-identi -
ca l to those in users' computers. 
ational supercomputer centers are emerging, as the 1981 NSF 
report envisioned, as "principa l nodes" seamlessly embedded in the 
II. To better represent this connectedness, NCSA is altering its logo 
to include the "globeS" from the NCSA Mosaic interface. (Further 
details are spelled out in the sidebar.) 
In the com ing decade, NCSA is committed to maintaining and 
strengthening its leadership position through both its HPCC activities, 
with emphasis on the Grand Challenges, and its II activities, with 
emphasis on the National Challenges. In fact, the Nil is intimately 
linked to HPCC; that is, HPCC technologies enable the Nil. For 
example: 
• NCSA's Web server is a network of Hewlett-Packard work-
stations that acts as a parallel supercomputer (with a peak speed of 
By Larry Smarr, Director of NCSA 
2.4 Gflops). This "supercom-
puter" handles 4 million 
connections per week from 
remote users throughout the 
world. 
• For a few weeks in 
March, the largest national 
user of NCSA's SCI Power 
Challenge was Hsinchun 
Chen of the University of 
Arizona, a participant in the 
University of Illinois' Digital 
Library testbed [see page 17] . 
He was creating a new kind 
of index to 400,000 abstracts 
of papers in the INSPEC data-
base by creating a co-occur-
rence matrix to find out w hat 
terms typically appeared 
near other terms in a large 
body of literature in a certain 
discipline. This approach is 
impossible without supercom-
puters and yields a very dif-
ferent sort of indexing from 
The stylized "S" with the small 
spheres at each end represents 
the network connecting remote 
client computers to NCSA's scalable 
supercomputer servers used for 
computation and Information pro· 
cessing. The "globe" at the center 
of the "S" represents the global 
connectedness of the Web. The "S" 
also represents NCSA's ongoing 
commitment to providing access 
to the greatest capability of 
supercomputers to the nation's 
researchers. NCSA expects to 
reach a teraflop before the end 
of this decade. 
the traditional keyword, or Dewey, classification system. 
• Roy Campbell, Dan Reed, and Andrew Chien of the UIUC 
Department of Computer Science and their students have worked 
with NCSA to create a research prototype Video Enhanced Mosaic 
and modified Web browser that allows for digital video streams to be 
sent from Web repositories to browsers. NCSA is investigating 
modifying its SCI Challenge paral lel supercomputer from a "front 
end" for computationa l scientists to a multimedia database server 
that can handle large numbers of digital video segments to support 
large scientific databases. 
• Dan Reed has also done exhaustive performance analysis of 
150 million connections to NCSA's WWW server. He has categorized 
continued on page 46 
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NCSA MEDIA RESOURCES ONLINE 
By Cordelia Baron Geiken 
44 
NCSA's Digital Information System (DIS) is the culmination of several years' work by the 
Media Technology Resources Group. DIS began as a database archive of photographic 
prints, slides, and videos of visualization projects processed through NCSA's Media 
Production Suite. This collection quickly grew into an in-depth online repository of multi-
media information using CSA's Mosaic browser. 
The inspiration for this project began with the need to more effectively 
handle and process requests for many of NCSA's 5,000 education and outreach 
products. DIS will soon become a fully functional repository for virtually all 
audiovisual projects produced at CSA, and it will allow easy access and 
retrieval of graphics, movies, and textual information via CSA Mosaic or any 
other Web browser. 
An extensive amount of information is already available to the global 
audience through the DIS. It may be accessed through the CSA Home Page, 
under Multimedia Exhibits, or at the URL below. As of April1995, there are 
over 1,100 still images online. 
Users of this online archive can efficiently search, pinpoint specific informa-
tion, and view images. They can send CSA a formal request for an image via 
electronic mail. (Soon online orders will be processed directly through the Media 
Technology Resources Group using Web-formatted forms.) 
NCSA's online archiving continues to grow. For example, the DIS is incor-
porated into the National Science Foundation's MetaCenter Science Highlights 
Repository (see story and URLs, page 12). In the future, the group hopes to 
include all 2,100 slides from NCSA's collection in the DIS. At least another 20 
digitized videos will be added to the DIS by the end of September 1995. 
•• • • • 
The Media Technology Resources 
Group is looking to improve the DIS and 
solicits comments and feedback from users. 
The developers, Cordelia Baron Geiken 
and Douglas Fein, may be contacted by 
email at cgeiken@ncsa.uiuc.edu and/or 
dfein@ncsa.uiuc edu (Internet). 
Cordelia Baron Geiken is a multimedia 
technology associate in NCSA's Media 
Technology Resources Croup . 
DIS: http://Www.ncsa.uiuc.edu/SCMS/Diglib/text/overview.html 
USER SERVICES REORGANIZATION 
CREATES NEW TEAMS 
As a significant step toward unifying the 
II and HPC efforts of the Center, the sup-
port staffs of the National Consulting Office 
and the Software Development Group's 
Mosaic Technical Support Team have 
merged. The new group, known as the 
HPC/Mosaic Consulting and Technical 
Support Team, is led by John Towns, who 
reports directly to Lex Lane, associate direc-
tor for NCSA User Services. 
The HPC/Mosaic Consulting and Tech-
nica l Support Team includes the following: 
Staff- Jim Ferguson, Susan Goode, Roy 
Heimbach, Kurt Hirchert, Susan John, Mitch 
Kutzko, Terry Mclaren, Beth Richardson, 
John Shalf, and John Towns; Graduate 
students- Ben Johnson, ina Mishra, Jeff 
Thompson, and Paul Walker; Undergraduate 
students- Andrew Drapp, Jason Marshall , 
Mike Ringenberg, Scott Schlegel, Caine 
Schneider, and Peter Zurich. 
A second merger between User Services 
and the Software Development Group has 
formed the Information Technology Projects 
Team, which will transfer new technology 
to a vari ety of new users and communities. 
Alan Craig leads this group and reports to 
Lane. Staff members in this group include 
Frank Baker, Colleen Bushell , Doug Fein, 
Jennie File, and Janus Wehmer. 
Collaborative projects will include Web 
server use, information design, and the use 
of the software 
t:: 
Q; interfaces such ! as forms and g 
~ 
& search engines. The team is 
charged to 
"jump-start" 
technology 
transfer. 
Emphasis 
will be 
placed on 
trainin g, with the goal of collaborators 
taking on full responsibility for further 
deve lopment and maintenance of their 
online information. 
Jim Ferguson has assumed the respon-
sibilities of training coordinator, previously 
held by Alan Craig. 
Teams within User Services now 
include HPC/Mosaic Consu lting and Tech-
nical Support Uohn Towns, team leader); 
Information Technology Projects (Alan 
Craig, team leader); and Training Uim 
Ferguson, coordinator). 
by Lex Lane 
BROWN HEADS MARKETING 
COMMUNICATIONS GROUP 
To more strategically position itself in 
today's global information environment, 
CSA recently joined its documentation, 
marketing communications, media relations, 
internal communications, and online com-
munications activities into one area called 
the Marketing Communications Group. 
Maxine Brown, who currently works 
with the Electronic Visualization Labora-
tory at UIC, serves as associate director of 
the new group. Brown has worked in the 
fields of technical and professional com-
munications for almost 20 years and has 
been involved with NCSA since 1986. 
The Marketing 
Communications 
Group is respon-
sible for helping 
conceive, estab-
1 ish, and promote 
NCSA's image 
and identity 
as the Center 
undertakes a 
major redefinition 
for the next decade. 
The group's first task is to develop coor-
dinated print, video, and electronic materi-
als to promote NCSA's philosophies, prod-
ucts, and services to its users, affi I iates, 
industrial partners, strategic vendors, and 
funding agencies. 
In the coming months, Brown will be 
working closely with Deputy Director Jim 
Bottum, NCSA's associate directors, and 
Marketing Communications Group staff to 
develop an aggressive, comprehensive 
communications plan. 
By grouping its professional communi-
cations staff into a single department, NCSA 
hopes to faci I itate the development and 
dissemination of promotional information 
communicated to the public. 
NCSA NAMES NEW SECURITY 
COORDINATOR 
In June, Kenneth Rowe joined NCSA's 
Computing and Communications Group 
as security coordinator, a newly created 
position in which he wil l coordinate staff 
from several NCSA groups involved in 
security. His arrival punctuates the Center's 
commitment to strengthening electronic 
data security and privacy. 
Security has 
been a critical 
issue since 
CSA opened 
its doors. Its role 
has expanded 
greatly, largely 
due to the 
explosive 
growth of 
the Internet. 
"Clearly the system at CSA is already 
good, but my goal wi II be to expand and 
improve it, " says Rowe. "The tools available 
to crackers are becoming more sophisticated 
and powerful , too. " 
During the past year, NCSA's original 
emphasis on protecting data and transmis-
sions for users of its supercomputers was 
expanded into developing similar protec-
tions- particu larly for privacy of transmis-
sion-for NCSA Mosaic and users of the 
World Wide Web. As with the other NSF 
supercomputing centers, NCSA is in the 
delicate position of making its computer 
resources available to researchers world-
wide while safeguarding against those 
with mischievous or malevolent intent. 
Rowe comes to NCSA from the National 
Security Agency, where he was a senior 
computer scientist in its Information 
Systems Security organization. He received 
a B.S. degree in mathematics from Illinois 
State University in 1981 and an M.S. degree 
in computer science at the University of 
Maryland-Ba ltimore County in 1991. He is 
currently completing his Ph.D. dissertation, 
also in computer science, at Maryland. He 
has been involved in the U .S. Department 
of Defense's Software Reuse Initiative, the 
Ada9X Government Advisory Group, and 
the Security Engineering Capability Maturity 
Model effort. 
by Holly Korab 
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MILESTONES 
AWARDS 
Patty Kobel, secretary to NCSA's Education and Outreach Group (E&O), was one of 
22 nominees for U IUC Office Professional of the Year 1995. John Ziebarth, associate 
director for E&O, recommended Kobel for the award that honors "commitment to out-
standing office professionalism" on the part of UIUC employees classified as Secretary IVs 
and above. The Secretariat, the campuswide organization of office professionals, hosted 
the nominees at a luncheon in mid-April. 
Scott Lathrop, E&O head of network technology, was named Busey Bank Economist 
of the Year in April. Lathrop was recognized at the 40th Semiannual Busey Bank 
Seminar by Ed Scharlau, chairman of Busey's board, because he most accurately 
predicted Champaign County's economic status at the last seminar (fall1994). 
Producer Bill Poorman, graduate assistant in the Media Technology Resources Group, 
and coproducer Jamie Flaherty won a Regional Award from the Academy of Television 
Arts and Sciences for their documentary "Whatever Happened to Saturday Night?" The 
documentary explores the ways Americans have celebrated Saturday night from 1915 to 
the present and examines social and economic changes driving those developments. 
Poorman and Flaherty traveled to Los Angeles in March to receive the student Em my 
award. W ILL-TV, Champaign-Urbana's PBS outlet, aired the documentary three times in the 
early spring. "Whatever Happened to Saturday Night?" features CSA footage including 
portions of the "Visualization Study of the NSFNet" by Donna Cox and Robert Patterson. 
Both Poorman and Flaherty are master's degree candidates at the UIUC School of Jour-
nalism. Poorman is also pursuing a master's in business administration. In the fall , Poorman 
plans to begin his next film, which will deal with social issues of the burgeoning informa-
tion society. 
HONOR 
In the spring semester, Terry Finnegan, NCSA postdoctoral research fellow, was invited 
to serve on the Document Type Definition Committee for the International Consortium for 
Politica l and Socia l Research at the University of Michigan, Ann Arbor. 
NCSA REPOSITIONS FOR THE NEXT DECADE: NEW LOGO 
CON TI NU ED FR OM PAG E 43 
the bottlenecks in WWW server design involving 1/0, memory bandwidth, CPU, caching, 
etc. Reed visua lized this vast database (the history of some 50 variables) in NCSA's CAVE by 
plotting an ensemble of triads of data history. One can visually move through the ensemble 
and "blow up" an interesting triad and watch the evolution through the database of the 
history of connections. 
• NCSA held its first workshop on commercial and financial applications for its thirteen 
Industria l Partners. A popular new start for NCSA has emerged as data mining using intelli-
gent algorithms (neural nets, genetic algorithms, pattern recognition) on NCSA's large-memory 
Thinking Machines CM-5 and NCSA's scalable shared-memory supercomputers (SGI POWER 
CHALLENGEarray, CONVEX Exemplar, and CRAY SUPERSERVER CS6400). [See page14.] 
Advanced information visualization will be possible using interactive flythroughs with our 
CAVE, lmmersaDesk, and N IIM'all . [See page 21 .] 
• The Berkeley-Maryland-Illinois Millimeter Radio Telescope Array (BIMA) is an NSF-
funded Grand Challenge using the HPCC BLANCA testbed to connect radio dishes in California 
with "scalable computer lenses" at NCSA. BIMA generates a digital library of images which is, 
in turn, a data source for a NASA-funded grant to develop a software infrastructure that will 
enable access to Earth and space image databases for the public and K-12 schools. 
EDITOR'S NOTE: Larry Smarr was a member of both national study groups mentioned above. 
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Patty Kobel 
(left) was 
a nominee for UIUC Office 
Professional of the Year. 
Sue Lewis (below), long-term 
technical program manager of 
NCSA's System Services 
(C&C), recently assumed a 
managerial position at the 
UIUC Computing and Commu· 
nications Services Office. 
Mike Smith 
(far right), one 
of IICSA's first 
staff, recently 
became chief 
of infrastructure at the Beckman 
Institute. Beth McKown (Deputy 
Director's Office) cuts cake for 
Frank Baker, Bill Sherman, 
and Smith. 
Lex Lane, associate director for 
User Services, was chef (above 
right) while Mitch Kutzko, plat· 
form leader for XMosaic Con· 
suiting (left), waited tables 
when the directorial and admin· 
istrative staffs treated IICSA's 
support staff to a luncheon. 
METACENTER SCIENCE 
CONTINUE D FR OM PAGE 13 
centralized overseeing body, we developed 
the repository through a consensus process. 
Sometimes this was slow, but I think the 
repository project is an example of how 
well this kind of common-ground decision-
making can work," Dwyer says. 
Future outlook 
Funded by NSF for a year, the project 
was completed in fall 1994. The goal was 
to create a prototype repository and inves-
tigate the feasibility of developing and 
maintaining a WWW technical papers data-
base. Future work on the repository-which 
could include enhancing the software to 
support full-text searching and resolve per-
formance issues that could become a prob-
lem if the repository grows to contain more 
than 1,000 articles-is contingent on addi-
tional NSF funding. 
Informally, the centers have continued 
to add papers to the repository, according 
to Dwyer. In addition, many of the NSF 
MetaCenter Regional Alliances have 
expressed interest in downloading their 
articles to the repository. 
" I am really pleased at the repository's 
ability to convey some of the excitement 
of the NSF's computational science activi-
ties," says Lawrence Brandt, NSF program 
manager for the Division of Advanced 
Scientific Computing. "The ability to reach 
thousands of individuals directly on the 
Web is a big plus over our previous print 
publications." 
To access Computational Science 
Highlights via the World Wide Web, use 
any of the URLs on page 13. 
Christopher Adasiewicz, former student intern 
in the NCSA Director's Office, recently graduated 
in journalism from UIUC. In the fall he will enroll 
in the master's program at the Annenberg School 
for Communication, University of Pennsylvania. 
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BOOK 
REVIEW 
Law and tht lnttrntt 
By Holly Korab 
Despite all the worn analogies of the 
Internet as the new Wild West, the elec-
tronic frontier is not quite the lawless realm 
it's made out to be. 
Sometimes forgotten in the gritty details 
of the latest attack by a hacker or flurry of 
lewd Web pages is that there are laws that 
apply to the Internet. People are being pros-
ecuted based on these laws. 
To help you stay out of trouble is the 
book Cyberspace and the Law: Your Rights 
and Duties in the On-Line World by 
Edward A. Cavazos and Gavino Morin. 
Written by lawyers for non lawyers, this legal 
primer for cyberspace clarifies such sticky 
issues as free speech, privacy, and copy-
right. Basically, the laws governing this 
newest generation of communication tech-
nology are the same ones that apply to its 
predecessors-newspapers, teleph?nes, 
radios, and TV-but with a few tw1sts. 
Here are a few highlights: 
Privacy. The u.s. Constitution may not 
explicitly guarantee your right to privacy, 
but the authors say The Electronic Commu-
nications Privacy Act (PCA) does. Passed in 
1968 to cover wiretapping of telephones, 
PCA was broadened in 1986 to protect all 
digital electronic communication agains.t 
unauthorized interceptions, access, or dis-
closure. That means that under PCA, a 
hacker's tapping of a data line is illegal-
so may be a company's monitoring of 
employees' keystrokes. Someone eav~s~ 
dropping on your email also is comm1ttmg 
a no-no unless you have joined an Internet 
service and signed away part of your rights 
to the systems administrator. That person 
can snoop, but no one else. 
Business transactions. Before you buy 
or sell any gizmos over the Internet, the 
authors recommend a lesson in contract 
law. They guide you through its three fun-
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damental concepts-offer, acceptance, and 
consideration-and how those pertain to 
cyberspace. For most of us, their advice :an 
be summed up in one simple rule: Get 1t 
in writing, electronically or otherwise. 
Should you ever need to prove fraud, you 
will have to produce written and signed 
records of the transaction to substantiate 
your claim. Therefore, before you conduct 
commerce over the Internet, make sure you 
choose a technology that can electronically 
authenticate and sign documents. 
Copyright. If you have ever duplicated 
software or digital images without the 
owner's permission, you have violated U.S. 
copyright law. If you downloaded a maga-
zine article from an online service-with-
out approval-and emailed copies to your 
friends, you committed the same crime. The 
authors remind us that almost everything 
posted on an electronic bulletin board, an 
online service, or network is protected-
including email. Just because electronically 
duplicating material is easy does not make 
it legal. u.S. copyright law protects any 
form of original expression fixed in a tan-
gible form, even if no other steps ar~ ta~en 
to establish ownership. Fixing matenalm 
the electronic domain can be tricky, but 
we won't get into that. 
First Amendment and free speech. In 
what is likely the most important chapter 
in the book, the authors explain where lies 
the thin line separating your Constitutional 
right to speak freely and its potential for 
harming others. In general, most of your 
activities in cyberspace are protected under 
the First Amendment. But there are limits. 
You cannot threaten the president, publish 
U.S. intelligence information, or pass on 
illegally obtained materials, such as stolen 
passwords or copyright infringements .. 
Indecent photographs, chatter, or movie 
clips are protected, but obscene ones are 
not. (The authors devote an entire chapter 
to these distinctions.) Bet you didn't know 
this: the First Amendment applies only to 
actions by the government. Your systems 
operator can legally censor whatever i~ 
posted on his/her private forum, espeCially 
if it is pornographic. 
Crimes. As a last word, the authors 
remind you that it is possible to get into 
serious trouble in the comfort of your home 
or office from computing. Though laws 
specifically addressing computer crimes 
are few, that does not mean other laws do 
not apply. Remember this rule of thumb: if 
doing something is illega l without a com-
puter, it is probably illegal to do it with one. 
The book's extensive 76-page appen-
dix is loaded with useful information, 
including The Electronic Communications 
Privacy Act. (Published by The MIT Press, 
Cambridge, MA, copyright 1994. List price 
$19.95.) 
Holly Korab is a science writer in the Publi-
cations Group. 
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