In this paper, we examine the maximization of energy efficiency (EE) in next-generation multiuser MIMO-OFDM networks that vary dynamically over time-e.g., due to user mobility, fluctuations in the wireless medium, modulations in the users' load, etc. Contrary to the static/stationary regime, the system may evolve in an arbitrary manner, so users must adjust "on the fly," without being able to predict the state of the system in advance. To tackle these issues, we propose a simple and distributed online optimization policy that leads to no regret, i.e., it allows users to match (and typically outperform) even the best fixed transmit policy in hindsight, irrespective of how the system varies with time. Moreover, to account for the scarcity of perfect channel state information (CSI) in massive MIMO systems, we also study the algorithm's robustness in the presence of measurement errors and observation noise. Importantly, the proposed policy retains its no-regret properties under very mild assumptions on the error statistics: on average, it enjoys the same performance guarantees as in the noiseless deterministic case. Our analysis is supplemented by extensive numerical simulations, which show that, in realistic network environments, users track their individually optimum transmit profile even under rapidly changing channel conditions, achieving gains of up to 600% in energy efficiency over uniform power allocation policies.
I. INTRODUCTION
T HE WILDFIRE spread of Internet-enabled mobile devices and the exponential growth of bandwidth-hungry applications is putting existing wireless systems under enormous strain and is one of the driving forces behind the transition to fifth generation (5G) mobile networks [1] . The ICT industry is thus faced with a formidable mission: data rates must be increased significantly so as to meet the soaring demand for wireless broadband, but this task must be accomplished under an extremely tight energy budget. With this in mind, current design requirements for 5G systems target a dramatic decrease in energy-per-bit consumption of the order of 1, 000× or more [2] , [3] .
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A contending technology to achieve these design targets is the emerging massive MIMO (multiple-input and multipleoutput) paradigm. Coupled with the use of multiple carrier frequencies via orthogonal frequency division multiplexing (OFDM), massive MIMO "goes large" by employing inexpensive service antennas to focus energy into ever smaller regions of space [4] - [6] . As a result, very large MIMO arrays can greatly enhance the reliability of wireless connections and increase throughput and energy efficiency (EE) by a factor of 10× to 100× without requiring the deployment of expensive new air interfaces [1] , [6] . However, due to the massive complexity and variability of such systems, a crucial challenge that arises is that wireless users must also be capable of adapting to a dynamic spectrum landscape "on the fly", typically with minimal coordination and limited information at the device end.
An added challenge in the above considerations is that wireless users often do not have access to perfect CSI and co-channel interference (CCI) measurements, especially at the transmitter end -for instance, due to pilot contamination in massive MIMO systems [6] . In particular, if the system operates in the presence of uncertainty (imperfect CSI, observation noise, etc.), optimization techniques that rely on a greedy, "oneoff" calculation of optimal transmit characteristics (such as water-filling) are no longer suitable because stochastic fluctuations could lead the system to a suboptimal state [7] , [8] . On that account, our main objective in this paper will be to provide an adaptive transmit policy for energy efficiency maximization in dynamic MIMO-OFDM networks that are subject to uncertainty, feedback errors and/or other unpredictable changes in the wireless medium.
In the general context of MIMO-OFDM systems, the vast majority of works on energy efficiency maximization and energy-efficient power allocation have focused on two limit cases [9] . In the static regime [10] - [15] , the attributes of the wireless system under study (channel gains, user load, etc.) are assumed effectively static and the system's analysis revolves around techniques from the theory of non-cooperative games and optimization (continuous or discrete). At the other end of the spectrum, in the ergodic regime [12] , [16] , the wireless medium is assumed to evolve over a very fast time scale, typically following a sequence of independent and identically distributed (i.i.d.) random variables; consequently, the figure of merit in problems of this type is the ratio between the stochastic average of the users' rate and their power consumption. All these works study the trade-off between the Shannon achievable rate and power consumption either for a single user (via fractional programming) or multiple ones (using the theory of non-cooperative games). Finally, in the static channel regime, 0733-8716 © 2016 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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[17]- [22] consider a throughput model that depends on the connection's bit error rate (BER) and use tools from game theory to characterize the system's equilibrium states.
In this paper, we focus squarely on dynamic MIMO-OFDM systems that evolve arbitrarily over time (e.g. due to channel variability, fading, mobility, etc.), and we make no statistical hypotheses regarding the dynamics that govern the network's evolution (such as stationarity or ergodicity). As opposed to the stationary/ergodic regime discussed above, static solution concepts are no longer relevant because there is no underlying target state to attain (either static or in the mean); as such, no conclusions can be drawn from the existing literature on energy-efficient power allocation. Instead, users have to optimize their transmit characteristics on the fly, based only on locally available information of the past state of the system, and hoping to track (or at least emulate the performance of) the a posteriori optimum transmit policy.
The most widely used optimization criterion in this setting is that of regret minimization, a seminal notion which was first introduced by Hannan [23] and which has since given rise to a vigorous literature at the interface of machine learning, optimization, statistics, and game theory -for a comprehensive survey, see e.g. [24] - [26] . More precisely, in the language of game theory, a user's regret over a given time horizon is simply the difference between his average payoff (over the time horizon in question) and the payoff that he would have obtained if he had employed the best possible fixed action in hindsight. Accordingly, in our case, regret minimization corresponds to dynamic transmit policies that are asymptotically optimal in hindsight, irrespective of how the users' effective wireless medium evolves over time.
A regret-based approach was recently employed by the authors of [27] who studied the problem of power control in infrastructureless wireless networks and proposed an algorithm that minimizes the users' (internal) regret to attain the system's equilibrium. In a similar vein, [28] studied the transient phase of the Foschini-Miljanic (FM) power control algorithm in static environments and used the notion of swap regret [29] to propose alternative convergent power control schemes; even more recently, [30] showed that the FM dynamics lead to no regret, so they retain their optimality properties in dynamic environments. Finally, [31] and [32] used online optimization techniques and a methodology based on matrix exponential learning [7] , [8] , [33] , [34] to derive a no-regret adaptive transmit policy for power control and throughput maximization in cognitive radio networks respectively. However, the proposed policies drive wireless users to transmit at either full or minimum power (subject to their rate requirements), so they cannot be applied to minimize energy-per-bit consumption in dynamic MIMO-OFDM systems.
Summary of results and paper outline: In this paper, we formulate the maximization of energy efficiency in dynamic MIMO-OFDM systems as an online optimization problem, and we draw on Zinkevich's seminal online gradient ascent (OGA) methodology [35] to derive an adaptive transmit policy that leads to no regret. In particular, we show that the proposed algorithm guarantees an O(T −1/2 ) regret bound after T update epochs (transmission frames), and this bound tightens to O(log T /T ) if the users' channel gains always remain above a given level. Furthermore, to address the lack of perfect measurements and channel state information at the transmitter (CSIT), we show that the proposed algorithm retains these properties under very mild statistical hypotheses that are satisfied by the vast majority of error distributions. Specifically, as long as a) there is no systematic error in the measurement process; and b) the probability of a very high error z is not higher than O(1/z 2 ), the proposed policy leads to no regret and enjoys a mean bound of the same order as in the deterministic setting.
The performance of the proposed transmit policy is validated by means of extensive numerical simulations modeling a cellular orthogonal frequency-division multiple access (OFDMA) network with multiple base stations and mobile MIMO users under realistic wireless propagation, fading and mobility features. Our results show that the proposed policy represents a scalable and flexible method that allows users to attain very high energy efficiency levels, exhibiting gains of up to 600% over uniform/fixed power allocation policies and with surprisingly modest feedback requirements.
This paper greatly extends our recent conference paper [36] where we derived a continuous-time exponential learning method for energy efficiency maximization in dynamic single-input and single-output (SISO) systems. Compared to [36] , the current paper provides a bona fide learning algorithm for multiple-antenna systems, with discrete-time updates and performance guarantees, and with proven robustness in the presence of uncertainty and observation noise.
The rest of our paper is structured as follows: in Section II, we present our wireless system model and we formulate the problem of dynamic energy efficiency maximization as an online semidefinite program. In Section III, we derive our online learning policy, and we establish its no-regret properties and performance guarantees under both perfect and imperfect CSI. Finally, our theoretical analysis is supplemented by extensive numerical simulations in Section IV.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a wireless network consisting of several point-topoint connections u ∈ U = {1, . . . , U } (the system's users) that are established over a set of orthogonal subcarriers k ∈ K ≡ {1, . . . , K }. Each connection u ∈ U comprises a pair of communicating wireless multi-antenna devices with M u antennas at the transmitter and N u antennas at the receiver. Thus, if x u k ∈ C M u and y u k ∈ C N u denote the signals transmitted and received over connection u on subcarrier k, we obtain the familiar baseband signal model:
where H u u k ∈ C N u ×M u denotes the transfer matrix between the u -th transmitter and the u-th receiver over subcarrier k, while z u k is the ambient noise over the channel (including thermal and atmospheric effects, and modeled as a circularly symmetric Gaussian complex vector). With this in mind, the multi-user interference-plus-noise (MUI) at the intended receiver of the u-th connection will be:
so (1) may be written more simply as:
In the rest of this paper, we will focus on a specific connection u ∈ U and we will treat the MUI vector w k as an aggregate noise variable whose covariance depends on the wireless medium and the transmit characteristics of all other users. Accordingly, if we drop the user index u for notational convenience, the signal model (3) attains the more compact form:
Hence, assuming Gaussian input and single user decoding (SUD) at the receiver, the Shannon rate at the focal connection will be given by the well-known expression [37] : 1
∈ C M×M is the user's input signal covariance matrix over subcarrier k. 2 2) Q = diag(Q 1 , . . . , Q K ) is the power profile of the focal user over all subcarriers.
is the MUI covariance matrix of the focal connection (obviously, W k depends on all other users in the network). Remark: The Gaussian input and noise assumptions are fairly standard in the literature: in particular, Gaussian noise is known to be the worst additive noise distribution with respect to the Shannon achievable rate [38] while Gaussian input is optimal against a Gaussian environment [37] . Finally, regarding the decoding technique, SUD has the advantage of being simple, distributed and scalable because it does not require any coordination or signaling among the interfering users.
In view of all this, if we let
denote the effective channel matrix of the focal user over subcarrier k, the user's Shannon rate (7) can be written more concisely as:
where H = diag( H 1 , . . . , H K ) is the block-diagonal sum of the user's effective channel matrices over all subcarriers. Thus, following [11] - [14] , the user's energy efficiency will be given by:
1 For the sake of simplicity, constant multiplicative factors such as the bandwidth of the connection have been dropped in (5) ; these factors are reinstated in the numerical analysis of Section IV. 2 In the above, expectations are taken over the users' codebooks (assumed Gaussian).
where tr(Q) = k tr(Q k ) is the user's total transmit power while P c denotes the total power dissipated in all other circuit components of the transmitting device (mixer, frequency synthesizer, digital-to-analog converter, etc.). This efficiency function (which, formally, has units of bits/Joule) has been widely studied in the literature [12] , [19] , [39] and it captures the fundamental trade-off between higher spectral efficiency and increased battery life. Consequently, in the context of power-limited, energy-aware users, we obtain the maximization problem:
where
and P max denotes the user's maximum transmit power.
Of course, the user's energy efficiency function depends not only on the transmitter's signal covariance profile Q, but also on the transmit characteristics of all other users (via the effective channel matrices H k ). In particular, H collects all sources of noise and interference that cannot be controlled by the focal transmit/receive pair, so the user's energy efficiency objective may vary over time in an unpredictable way. On that account, since we wish to focus on dynamic networks that evolve in an arbitrary fashion, we will not be making any specific postulates regarding the behavior of other users in the network or the evolution of the user's actual channel matrix H.
The only generic assumptions that we will make regarding the effective channel matrices H are: (A1) H remains bounded in norm over the entire transmission horizon. 3 (A2) The variability of H within each transmission frame is sufficiently slow so that the Shannon mutual information (7) remains a relevant measure of the achievable transmission rate. With all this at hand, if H(t) is the user's effective channel matrix at time t, we obtain the online energy efficiency problem:
where, in obvious notation:
denotes the user's energy efficiency function at time t. Thus, given that the user cannot predict the state of the system ahead of time, we will focus on the following sequence of events: 1) At each update period n = 1, 2, . . . , the user selects a transmit power profile Q(n) ∈ Q.
2) The user's energy efficiency over the current period is determined by the effective channel matrix H(n) at the time of transmission. 3) At the end of the period, the user selects a new signal covariance profile Q(n + 1) seeking to maximize his a priori unknown objective function EE(Q; n + 1), and the process repeats. Of course, the key challenge in this dynamic framework is that the user does not know ahead of time the effective channel matrix H(n + 1) that determines his energy efficiency function at stage n + 1, so he must try to adapt to the changing network conditions "on the fly". To be sure, if the user had perfect foresight and knowledge of the evolution of H(n) in advance, the (fixed) power profile that maximizes the user's average energy efficiency over a given transmission horizon T would be the solution to the (offline) maximization problem:
Obviously however, this "oracle" solution cannot be computed without precognitive abilities, so we will focus on adaptive transmit policies Q(n) that approach the maximal value of (12) asymptotically, irrespective of the system's evolution over time.
To make this analysis precise, we follow [24] , [25] and we define the user's (cumulative) regret at time T as the cumulative difference between the user's achieved EE and the solution of the maximization problem (12), i.e. we let:
We then say that a dynamic transmit policy Q(n) leads to no regret if
independently of the evolution of the user's energy efficiency function. In this way, a no-regret policy Q(n) is asymptotically optimal in hindsight in that it provides an asymptotic solution to the average energy efficiency maximization problem (12), without requiring any oracle-like capabilities from the user. The definition of no-regret policies is crucial for the rest of our paper so some remarks are in order:
Remark 1: The seminal notion of regret was first introduced by Hannan [23] and it has since given rise to a vast corpus of research at the interface of optimization, statistics and machine learning-for a recent survey, see e.g. [24] , [25] . In particular, if the user's energy efficiency function does not vary with time (i.e. if the user's effective channels are static), standard arguments from the theory of online optimization [24] can be used to show that no-regret policies converge to the solution set arg max Q EE(Q) of the energy efficiency maximization problem (9) .
Of course, if the user had perfect foresight and could predict the future without error, his optimum transmit policy would be given by the dynamic oracle solution Q * (n) = arg max Q EE(Q; n), i.e. the policy that maximizes his energy efficiency at each instance in time (and not only on average). Unfortunately, as is well-known in the theory of online learning, it is not possible to consistently match this dynamic oracle, so Q * (n) does not provide an achievable theoretical target [24] , [26] . To better understand why, consider a simple example where the user's channel alternates between two values, H a and H b , with corresponding optimal power profiles Q * a and Q * b . In this context, the user first selects Q(n) at stage n and "Nature" subsequently determines the value of the channel (H a or H b ), again at stage n. Hence, at each iteration, an adversarial Nature (such as a jammer) could cause the user to underperform with respect to Q * (n) by at least m =
As a result, any adaptive learning policy that relies only on causal information (i.e. no look-ahead into the future) leads to positive regret against the dynamic oracle solution Q * (n).
This question can be analyzed by employing more sophisticated regret notions such as that of adaptive [42] or shifting [43] regret. However, since this would require the introduction of significant technical machinery that lies beyond the scope of the current work, we delegate this analysis to future work. For a numerical comparison with the dynamic oracle solution Q * (n) in realistic network conditions, we refer the reader to Sec. IV.
Remark 2: We should also note here that the no-regret property (14) is a "worst-case" guarantee that carries no assumptions on the evolution of the user's environment over time: the user's channels could evolve adversarially (e.g. if the user is subject to jamming), or not at all (in the static regime). As such, when the wireless medium is affected only by the behavior of other users in the network, a natural question that arises is whether the use of a no-regret policy by all users leads to an equilibrium of the underlying game. 4 We address this issue in more detail in Section IV.
Remark 3: Another important special case of the online energy efficiency maximization problem (11) is the fast-fading framework where the only variation in the system is due to the channels following a stationary ergodic process -the so-called ergodic regime [45] , [46] . In this case, assuming full causal knowledge of the channel statistics (but not the channels' actual realization at the time of transmission), 5 the maximization of the user's ergodic EE ratio leads to a stochastic variant of the problem (11) where the user's energy efficiency function is averaged over the channel statistics. By standard arguments from the theory of online optimization [24] , it can be shown that a policy that leads to no-regret also solves this averaged problem, so regret minimization is equivalent to ergodic energy efficiency maximization with causal knowledge of channel statistics at the transmitter.
III. ONLINE LEARNING
A first idea to achieve no regret in the online energy efficiency maximization problem (OEE) would be to calculate at each stage the power profile that maximizes energy efficiency based on the latest available information at the previous stage. However, as can be seen by a standard argument, this policy may lead to positive regret: for instance, when the user's channel alternates every other period between two values (say, H a and H b , with corresponding optimal power profiles Q * a and Q * b ), best-responding to the last observed state performs strictly worse than the fixed policy (Q * a + Q * b )/2 [24] . With this in mind, we propose in this section an adaptive power allocation policy based on Zinkevich's seminal OGA method [35] that utilizes all past information in a recursive way.
For simplicity, we first consider the case where the transmitter has access to perfect CSI and MUI measurements, and we derive an anytime O(T 1/2 ) bound for the user's regret. We then show that this bound can be tightened to O(log T ) if the user's effective channels always remain above a certain threshold and the algorithm's step-size is chosen accordingly. The robustness of these guarantees in the presence of noise and uncertainty is then discussed in Section III-C.
A. Energy Efficiency Maximization as a Concave Problem
The first difficulty in designing a no-regret policy for the online fractional program (OEE) is that the user's energy efficiency function is not concave. This is perhaps most easily seen in the SISO case, in which the user's energy efficiency objective is:
with p = ( p 1 , . . . , p K ) denoting the user's power allocation vector andg k being the effective channel gain of channel k. Clearly, the fractional objective (15) is not concave with respect to any p k ; however, EE(p) can be recast as a concave function by employing the so-called Charnes-Cooper transformation [47] for turning fractional programs into concave ones. 6 Specifically, if we set
we readily obtain EE(p) = x 0 k log(1 +g k x k /x 0 ), and this last function is concave because the summands x 0 log(1 + g k x k /x 0 ) are jointly concave in x 0 and x k . We may then drop the parameter x 0 by noticing that x 0 = 1 P c (1 − k x k ); by rewriting x as x = p/(P c + k p k ), solving for p and substituting in EE(p), we obtain a concave reformulation of (15) .
In a more general MIMO framework, this procedure amounts to the change of variables
where we have introduced the normalization constant (P c + P max )/P max in order to have tr(X) ≤ 1 for all Q ∈ Q (with 6 See also [12] for a similar use of the Charnes-Cooper transformation in the context of energy efficiency maximization. equality if and only if tr(Q) = P max ). Solving for Q yields
so, after substituting in (8), we obtain the objective
while the corresponding feasible region of (9) attains the form
Given that R(Q) is concave in Q, the function F(X, x) = P max P c +P max x · R(X/x) is jointly concave in X and x [48] , so u(X) will also be concave in X as the restriction of F(X, x) to the convex set P c P max x = P c + P max (1 − tr(X)). In this way, (OEE) boils down to the online concave maximization problem:
where, as before, the dependence on n = 1, 2 . . . , reflects the evolution of the user's effective channel matrices over time. In view of all this, we will first derive a no-regret transmit policy X(n) for the online concave problem (21), and we will then use the inverse transformation (18) to obtain a no-regret policy for (OEE).
B. Learning With Accurate Causal CSI
Building on Zinkevich's online gradient ascent method [35] , the core idea of our approach will be to track the gradient matrix V = ∇u of the user's (time-varying) utility function and then project back to the problem's feasible region when the user's power constraints are violated. To that end, some straightforward matrix calculus yields:
where Q is given by (18) and
The above expression shows that V can be calculated at the transmitter as a function of the connection's effective channel matrix H (which, in turn, can be estimated at the receiver and then fed back to the transmitter via a dedicated radio channel or as part of TDD downlink subframe). Moreover, since V is a bounded function of H and the channel matrices H(n) are assumed bounded, the induced sequence of gradient matrices V(n) ≡ ∇u(X(n); n) will also be bounded. We will therefore assume that there exists a constant V 0 > 0 such that
where V = tr(V † V) 1/2 denotes the (Frobenius) matrix norm of V. In view of the above, and assuming for the moment perfect knowledge of V(n) at the transmitter, we will consider the matrix-valued online gradient ascent scheme
where γ n > 0 is a nonincreasing step-size sequence and denotes the matrix projection map:
As we show in Appendix A, the matrix projection (Y) can be calculated by the simple expression:
where the tuple (y, U) diagonalizes Y (i.e. Y = U · diag(y) · U † ) and
with λ > 0 chosen so that i:y i ≥0 y i − λ + = 1. 7 The iterative process (OGA) will be the main focus of our paper, so we proceed with some remarks (see also Fig. 1 for a schematic representation and Alg. 1 for a pseudocode implementation). a) Properties: From a practical point of view, (OGA) has the following desirable attributes: (P1) Distributedness: users require the same information as in distributed water-filling [49] , [50] . (P2) Statelessness: users do not need to know the state of the system (e.g. the number of users in the network or its topology). (P3) Reinforcement: users tend to become more energyefficient based on their past observations. 7 Recall here that Y(n) is Hermitian (because V(n) is Hermitian for all n), so its eigenvalues are real. Just as in water-filling methods [49] , the Lagrange multiplier λ > 0 can then be calculated by sorting y and performing a line search for λ. (P4) Asynchronicity: there is no need for a global update timer or any signaling/coordination between users; in particular, any subset of users may be updating at any given instance. Regarding the algorithm's required feedback, we should note that each transmitter has the same information requirements as in distributed water-filling [8] , [31] , [49] , [50] . In particular, as pointed out in [8] , [50] , a given transmitter does not need to know the other users' channels or covariance matrices, except via the aggregate MUI covariance matrix W at the receiver. This matrix is simply the expectation of the aggregate signal W = E[yy † ] reaching the receiver, so it can calculate it and feed it back to its connected transmitters (e.g. by broadcasting or as part of the downlink TDD phase). As a result, to calculate H and V, a user only requires this aggregate (and, hence, stateless) information and the knowledge of his actual channel matrix H (which is then used to calculate the effective channel matrix H). b) Computational complexity: From a computational standpoint (which is crucial in massive MIMO systems), each iteration of Algorithm 1 requires a number of elementary binary operations which is polynomial (with a low degree) on the number of transmit/receive antennas and the number of subcarriers. Specifically, letting S = max{M, N } and recalling that H and Q consist of K diagonal blocks, the required matrix multiplication and inversion steps for A and V carry a complexity of O(K S ω ), with the complexity exponent ω being as low as 2.373 if fast Coppersmith-Winograd multiplication methods are employed [51] . As for the projection step X = (Y), Eqs. (26) and (27) show that it can also be carried out in O(K S ω ) operations: the diagonalization in (26) involves O(K S ω ) steps while (27) only requires O(K M) operations for calculating the projection to the simplex [52] .
With all this in mind, our main result for (OGA) is as follows: Theorem 1: Assume that (OGA) is run with a variable stepsize γ n such that γ n → 0 and nγ n → ∞. Then, the induced transmit policy Q(n) leads to no regret in the online energy efficiency maximization problem (OEE). Specifically, (OGA) enjoys the cumulative regret bound
or, using a step-size sequence of the form γ n = γ n −1/2 :
Proof: See Appendix B. The anytime bound (28) will be our core performance guarantee, so some remarks are in order: a) Fine-tuning γ n : Theorem 1 shows that taking γ n ∝ n −α for some α ∈ (0, 1) leads to a regret guarantee that is O(T ω ) with ω = max{α, 1 − α}. 8 As such, (29) captures the optimal asymptotic behavior of the bound (28) for step-size sequences of the form γ n = γ /n α . In fact, if V 0 can be estimated by the transmitter beforehand, the step-size parameter γ can be finetuned further so as to minimize the coefficient of T 1/2 in (29) . Doing just that gives γ = 1/V 0 , and provides the optimized bound:
By exploiting equations (22), (23) , and (24), we obtain the following expression for V 0 in terms of the system parameters:
(31) This expression reveals that the guarantee (30) is O(K √ M N), so the algorithm's overall regret is at most linear in the number of subcarriers and the number of transmit/receive antennas (assuming that M and N are of the same order). This guarantee is key for massive MIMO systems (where the number of transmit/receive antennas can grow fairly large) because it provides a worst-case estimate for the system's convergence. That said, (30) only becomes tight in adversarial environments (e.g. in the presence of jamming); in typical scenarios, the user's regret usually decays much faster and the system attains a stable, noregret state within a few iterations, even for large numbers of antennas per user -cf. the detailed discussion in Sec. IV.
b) The static case: If the user's effective channels remain constant over time and Q(n) is a no-regret policy, a straightforward concavity argument can be used to show that max n EE(Q(n)) converges to the solution of the (static) EE maximization problem (9), [24] , [53] . In this way, (OGA) can also be seen as a provably convergent low-cost algorithm for solving (9) ; furthermore, as we show in what follows, this convergence result continues to hold even in the presence of imperfect CSIT and measurement errors. c) Initialization: The agnostic initialization X(0) = 0 of Algorithm 1 means that the focal transmitter remains effectively silent during the first transmission frame (recall that Q ∝ X). As such, the first iteration of (OGA) can be seen as a "handshake" that allows the transmitter to estimate his effective wireless medium before starting the actual transmission of data frames. If the transmitter begins with a given belief regarding his effective channel conditions, the algorithm can be initialized more aggressively in a manner consistent with the user's initial 8 To see this, simply note that T n=1 n −α = O(T 1−α ) for large T and α ∈ (0, 1). expectations (setting for instance X = (K M) −1 I for uniform power allocation across subcarriers and antennas). In so doing, the regret bound (28) can be tightened further but this only makes a significant difference if the transmission horizon T is very short. Indeed, the influence of the initialization step is overtaken after only a few frames by the other users' behavior (which changes the effective channel) and becomes negligible as T grows large. d) Logarithmic regret under fair channel conditions: As stated, Theorem 1 provides a worst-case guarantee which holds without any further caveats on the evolution of the channels from one stage to the next (other than basic informationtheoretic hypotheses that allow the receiver to decode the transmitter's signal). As such, another important question that arises is whether we can achieve stronger performance guarantees under the additional hypothesis that channel conditions do not become too bad.
To quantify this, note first that the Shannon rate function R(Q) = log det(I + HQ H † ) is strongly concave in Q, and its strong concavity constant is an increasing function of the singular values of H. 9 Accordingly, since the user's energy efficiency function EE(Q) can be expressed as a perspective transformation R(Q) → x R(X/x), the same will also hold for the strong concavity constant of u(X) over X [33] , [48] . Thus, following [54] , if we assume that Hess(u(X; n)) ≤ −a I, (32) for some a > 0 and for all n = 1, 2, . . ., X ∈ X, we obtain the following stronger result: Proposition 1: Assume that (OGA) is run with the stepsize sequence γ n = γ /n for some γ ≥ a −1 . Then, the induced transmit policy Q(n) enjoys the logarithmic regret bound:
Proof: See Appendix B. Proposition 1 provides us with an important rule of thumb for choosing the step-size sequence of Algorithm 1. On the one hand, if the user expects that his effective channel can become arbitrarily bad (e.g. due to network congestion or deep fading events), the optimized bound (30) shows that the OGA algorithm should be run with a n −1/2 step-size that allows higher adaptability to strongly varying channels. Otherwise, if the user expects reasonable channel quality over the entire transmission horizon, the "softer" step-size γ n ∝ n −1 minimizes the danger of overcompensating for suboptimal transmit directions and allows the user to converge to a no-regret state faster.
C. Learning Under Uncertainty
A key assumption in our analysis so far is that the transmitter has access to perfect CSI and MUI measurements with which to calculate the gradient matrices V(n) at each stage. In practice however, factors such as pilot contamination, sparse feedback and imperfect channel sampling could have a deleterious effect 9 Recall here that a function f is strongly concave with constant c > 0 if Hess( f ) −cI.
on the algorithm's performance. Our goal in this section will thus be to analyze (OGA) in the presence of uncertainty and feedback imperfections.
To formalize this, we will assume that, at each stage n = 1, 2, . . . of the process, the transmitter observes a noisy estimatê V(n) of V(n) satisfying the statistical hypotheses: (H1) Unbiasedness:
(H1) (H2) Tame error tails:
for some B > 0 and for some β > 2. Both hypotheses are fairly mild from a practical point of view. First, the unbiasedness hypothesis (H1) simply amounts to asking that there is no systematic error in the user's measurements [8] , [55] - [60] . Secondly, Hypothesis (H2) is a bare-bones assumption on the probability of observing very high errors [8] , and it represents a significant relaxation of the common assumption used in communications and signal processing whereby errors are assumed to lie in a bounded uncertainty region [56] - [60] . In particular, Hypothesis (H2) is met by all common error distributions, including Gaussian/sub-Gaussian, uniform, exponential, and log-normal distributed errors [55] - [60] .
Remarkably, under these minimal hypotheses, we have: Theorem 2: Assume that (OGA) is run with noisy measure-mentsV(n) satisfying Hypotheses (H1) and (H2), and with a variable step-size sequence of the form γ n = γ /n α for some α ∈ (2/β, 1). Then, the induced transmit policy Q(n) leads to no regret (a.s.) and enjoys the mean regret bound
. Theorem 2 (proven in Appendix C) will be our main result in the context of dynamic energy efficiency maximization under imperfect CSI. A a few remarks are thus in order: a)
Step-sizes vs. large error probabilities: The requirement αβ > 2 of Theorem 2 indicates a trade-off between the probability of observing very large errors and achieving low regret (34) . Specifically, if the error distribution of Z(n) =V(n) − V(n) has very heavy tails (i.e. (H2) does not hold for β 2), Algorithm 1 must be bootstrapped with a step-size sequence γ n ∝ 1/n α for some α ≈ 1. In so doing however, the first term of (34) becomes almost linear, so the user might experience relatively high regret on average (due to the high probability of observing very large errors). On the other hand, if the tails of V(n) are lighter (for instance, the standard case of Gaussion errors exhibits, exponentially thin tails, so (H2) holds for all β), Algorithm 1 can be employed with a more adaptive step-size sequence that guarantees a lower regret bound.
In particular, if (H2) holds for some β > 4, (OGA) can be used with a step-size sequence of the form γ n = γ n −1/2 which achieves the optimal behavior of (34), viz.
Thus, if the mean square boundV 2 0 = sup n E[ V (n) 2 ] can be estimated ahead of time, 10 the step-size sequence γ n can be optimized further. More precisely, as in the deterministic case, the coefficient of T 1/2 in (35) is minimized when γ = 1/V 0 , so we obtain the optimized bound:
b) The estimation process: The no-regret properties of (OGA) under uncertainty rely on the availability of statistically unbiased measurementsV of V. In turn, given that users have perfect knowledge of their individual transmit covariance matrices, this requirement boils down to constructing an unbiased estimator of the matrix A = H † I + HQ H † −1 H. In our context, this can be accomplished via the statistical sampling process of [7] , [8] which provides an unbiased estimator of A with exponentially decaying error tails (i.e. (H2) holds for all β > 2). However, due to space limitations we will not address this question in more detail here. c) Fair channel conditions and noise: As before, the regret guarantee (34) can be tightened significantly if the user's effective channel conditions satisfy (32) . In that case, if (OGA) is run with a variable step-size sequence of the form γ n ∝ 1/n, we obtain the following stochastic analogue of Proposition 1: Proposition 2: With notation as in Theorem 2, assume that (OGA) is run with noisy measurements and a variable stepsize sequence γ n = γ /n for some γ ≥ a −1 with a. Then, the induced transmit policy Q(n) leads to no regret (a.s.) and enjoys the mean guarantee:
Proof: See Appendix C. As in the perfect CSI case, Proposition 2 provides a rule of thumb for achieving lower regret faster when the user's (effective) wireless medium is not too bad: as long as (32) holds for some a > 0, the user can achieve logarithmic regret, even with very noisy measurements.
IV. NUMERICAL RESULTS
In this section, we assess the performance of the OGA algorithm via numerical simulations. Even though we only present here a representative subset of these results, our conclusions apply to a wide range of wireless network parameters and specifications.
Our setup is as follows: we consider a cellular OFDMA wireless network occupying a 10 MHz band divided into 1024 subcarriers around a central frequency of f c = 2.5 GHz. Wireless signal propagation is modeled following the well-known COST Hata model [40] , [41] and the spectral noise density is taken to be −174 dBm/Hz at 20 • C (for a detailed overview of simulation parameters, see Table I ). Network coverage is provided by 19 hexagonal cells (each with a radius of 1 km) that form a honeycomb pattern spanning an urban area with wireless user density ρ = 500 users/km 2 . To minimize complexity, OFDM 10 Note here thatV 0 is guaranteed to be finite on account of Hypothesis (H2). subcarriers are allocated to wireless users in each cell following a simple randomized access scheme that assigns different users to disjoint subcarrier sets [61] .
We focus on a set of U = 15 transmitting users that are located in different cells (following a Poisson point process sampling) and share K = 8 common subcarriers. Each wireless transmitter is further assumed to have M = 4 transmit antennas, a maximum transmit power of P max = 40 dBm and circuit (nonradiative) power consumption of P c = 20 dBm. At the receiver end, we consider N = 8 receive antennas per connection and a receiver noise figure of 7 dB. Finally, communication occurs over a time-division duplexing (TDD) scheme with frame duration T f = 5 ms: transmission takes place during the uplink (UL) subframe while the receivers process the received signal and provide feedback during the downlink (DL) subframe; upon reception of the feedback, the users update their power profiles following Alg. 1 and the process repeats.
A. Static Channels
For benchmarking purposes, our first simulation scenario studied stationary users with static channel conditions (so the variability of a user's effective channel matrix is only due to the modulation of the interfering users' transmit characteristics). Each user is assumed to run the OGA algorithm with a variable step-size of the form γ n ∝ 1/ √ n and an agnostic initialization with initial transmit power P 0 = P max /2 = 26 dBm spread evenly across antennas and subcarriers. Our simulation results are presented in Fig. 2 where, to minimize graphical clutter, we only plot the relevant information for four users with diverse channel characteristics.
First, in Fig. 2(a) , we plot the users' transmit power under OGA. As can be seen, even though users change their power by several dBm, the algorithm quickly converges after an initial transient phase. Similarly, in Fig. 2(b) , we plot the users' transmit rate over all subcarriers (normalized by the bandwidth and thus measured in bps/Hz). We see here that users who reduce power by more than 10 dBm (Users 3 and 4) experience a commensurate drop in spectral efficiency (of the order of a few bps/Hz). On the other hand, users that decrease power only by a little achieve higher rates because the OGA algorithm leads to a more efficient allocation of power over subcarriers and antennas. Nonetheless, in all cases, we observe a dramatic increase in energy efficiency over the users' initial (uniform) power allocation policy, ranging from ≈ 200% to more than 600%. 11 In fact, as we see in Fig. 2(c) , after some slight oscillations during the first few iterations (the algorithm's transient phase), the system rapidly reaches a state where users have no incentive to change their individual power profiles (a Nash equilibrium in game-theoretic terms). This equilibration is consistent with the no-regret properties of the OGA algorithm: as predicted by Theorem 1 and shown in Fig. 2(d) , the users' regret quickly decays to zero.
B. Time-Varying Channels and Mobility
To account for dynamic network conditions, we also consider in Fig. 3 the case of mobile users whose channels vary with time due to Rayleigh fading, path loss fluctuations, etc. For simulation purposes, we used the extended typical urban (ETU) model for the users' environment and the extended pedestrian A (EPA) and extended vehicular A (EVA) models to simulate pedestrian (3-5 km/h) and vehicular (30-130 km/h) movement respectively [62] . For reference, the focal users' channel gains (tr(HH † )) have been plotted in Fig. 3(a) . Despite the channels' variability, Fig. 3(b) shows that the users attain a no-regret state in a few iterations, even under rapidly changing channel conditions (cf. the case of Users 2 and 4 with an average speed of 30 km/h and 130 km/h respectively).
For completeness, we also plot in Figs. 3(c) and 3(d) the achieved energy efficiency for a pedestrian and a vehicular user, and we compare it to a) the user's initial (uniform) power allocation policy; b) the (fixed) oracle solution of the offline maximization problem (12) , calculated with full knowledge of the future; and c) the (dynamic) optimum policy Q * (n) = arg max Q EE(Q; n) which represents the instantaneous optimum policy in terms of energy efficiency (and which is again calculated with perfect foresight and knowledge of the future). Remarkably, even under rapidly changing channel conditions, the users' achieved energy efficiency tracks its (evolving) maximum value remarkably well and consistently outperforms the fixed oracle solution (a fact which is consistent with the negative regret observed in Fig. 3(b) ).
An intuitive explanation for the adaptability of OGA is provided by Figs. 3(e) and 3(f) where we plot the transmit power of the dynamic optimum policy, the OGA scheme and the fixed oracle solution for the same users as in Figs. 3(c) and 3(d) . Even though the dynamic optimum policy Q * (n) may change significantly from one frame to the next, tr(Q * (n)) remains roughly constant (within a few dBm) over the entire transmission horizon. The OGA algorithm learns this power level in a few iterations and stays close to it throughout the transmission horizon. As a result, the users' achieved energy efficiency remains itself very close to its maximum value.
C. Robustness to Observation Noise and Scalability for Large Antenna Numbers
To assess the robustness of the OGA algorithm in the presence of observation noise and measurement errors, the simulation cycle above was repeated in Fig. 4 for the case where users only have access to noisy gradient observations as in Section III-C. Also, to study the algorithm's scalability in the massive MIMO regime (large number of antennas), we increased the number of transmit antennas to M = 8 and the Fig. 2 . Performance of the Algorithm 1 under static channel conditions. The system converges within a few iterations to an equilibrium state ( Fig. 2(c) ) where users experience no regret ( Fig. 2(d) ).
number of receive antennas to N = 128; other than that, we used the same network simulation parameters as in Fig. 2 . The intensity of the measurement noise was quantified via the relative error level of the estimatorV, i.e. its standard deviation over its mean (so a relative error level of η% means that the observed matrixV lies within η% of its true value). We then plotted the users' achieved energy efficiency under the OGA algorithm for noise levels η = 20% (moderate-to-high uncertainty) and η = 100% (very high uncertainty). As can be seen in Fig. 4 , the system's rate of equilibration is adversely affected by the intensity of the noise; however, the system still equilibrates within a few tens of iterations and the users exhibit a drastic increase in energy efficiency (of the order of 150% and more), even in the presence of very high uncertainty.
Furthermore, to study the performance of the proposed algorithm in the massive MIMO regime, we also plotted in Fig. 5 the number of iterations required for the system to equilibrate for different numbers of antennas at the transmitter and the receiver end (M and N respectively). Importantly, as can be seen in Fig. 5 , the OGA algorithm scales very well with the number of antennas and converges within a few iterations, even in the massive MIMO regime. Specifically, the algorithm requires around 10 iterations to converge for 8 × 92 MIMO systems and around 20 iterations for 16 × 128 systems.
D. The Cooperative Framework
As is well known in game theory, there is often a gap between unilaterally optimal solutions (such as Nash equilibria) and socially optimal ones (where the players' aggregate utility is maximized). As such, an important question that arises is the following: what is the gap (if any) between the unilateral framework presented above and a cooperative setting where users can coordinate their actions in order to maximize the system's overall energy efficiency?
To formalize this question, we consider below a system consisting of U wireless users that transmit to a common receiver (for simplicity, we assume that all users have similar circuit and maximum power characteristics as in the rest of this section).In this case, the system's achievable sum rate [37] , [49] is given by:
where, in obvious notation, Q u denotes the covariance matrix of the u-th user. Accordingly, the system's energy efficiency will be given by the ratio
leading to the maximization problem:
To solve this problem, we can use the analysis of Section III to derive a cooperative gradient ascent (CGA) scheme that has the same update structure as the unilateral OGA method but is instead adapted to the system-oriented problem (40) above.
Because the details of this construction would take us too far afield, we omit them; 12 we only note that the resulting CGA method is no longer distributed. Thanks to this cooperative method, we can assess the performance of the unilateral OGA algorithm in a cooperative framework and examine the gap between the two settings. 12 In brief, the CGA algorithm is constructed in three steps. We first use the Charnes-Cooper transformation to define a new set of variables Z = Z(Q) that map the problem (40) to an equivalent concave problem with objective function u sys (Z) and feasible region Z. The CGA recursion is then defined by replacing the gradient in (OGA) with ∇ Z u sys (Z) and then taking the closest point projection to Z.
Specifically, in Fig. 6 , we plot the system's overall energy efficiency for U = 5 users that employ the CGA and OGA schemes (in the cooperative and unilateral frameworks respectively). In the algorithm's end state, the system's energy efficiency when users do not cooperate lies fairly close to that of the cooperative framework (within 5%). On the other hand, cooperative users achieve substantially higher values of system-wide energy efficiency in the transient regime -but at the cost of signaling overhead between the users.
Remark 4: The (Gaussian) multiple access channel (MAC) model described above is a special case of the interference channel in which the receivers are colocated and cooperative. As opposed to the general interference channel (where the centralized sum-capacity and capacity region are not known), the capacity region of the MAC is well understood and its sum-capacity is a concave function of the users' input signal covariance matrices. On the other hand, due to nonconvexity issues that arise in the full interference channel, even the maximization of the users' achievable sum-rate under SUD is a very hard nonlinear problem in the general case. Therefore, when the figure of merit is the system's energy efficiency, the Charnes-Cooper transform (or other fractional programming methods) cannot be applied to compute the system's globally optimum transmit profile. In the recent paper [63] , the authors attempt to circumvent this difficulty by taking a convexified relaxation (i.e. a lower bound estimate) of this problem and propose an algorithm to achieve a solution thereof. However, because it is hard to quantify the performance gap between this relaxed solution and the problem's global optimum, the methodology of [63] does not readily yield an accurate comparison between the cooperative and non-cooperative regime for the full interference channel (especially beyond the case of static channels). A comprehensive analysis of these issues lies beyond the scope of our paper so we focus on the MAC case where convexity allows us to derive below a cooperative learning algorithm with guaranteed convergence/no-regret properties.
V. CONCLUSIONS AND PERSPECTIVES
In the context of multi-carrier MIMO systems where numerous interfering mobile users co-exist, the temporal variability of the system cannot be ignored when targeting highly energyefficient communications. To tackle this issue, we introduced an online optimization framework for the study of energy efficiency maximization in dynamically varying networks, and we proposed an adaptive transmit policy that allows users to attain a "no-regret" state. Importantly, the proposed policy is distributed, asynchronous, computationally simple, and it only requires minimal, strictly causal and (possibly) noisy feedback. Specifically, under very mild assumptions on the statistics of the error process, we showed that the users' average regret after T epochs decays as O(T −1/2 ), a bound which is further improved to O(log T /T ) if the users do not experience arbitrarily bad channel conditions. As a result, users are able to track their most efficient transmit power profile with modest feedback requirements, even under rapidly changing channel conditions (corresponding to highly mobile users): indeed, our simulations show that users could gain up to 600% in energy efficiency over fixed/uniform power allocation policies in realistic network environments.
An important theoretical question which arises is whether the system converges to an equilibrium state if all users employ a no-regret policy (our numerical simulations show that this indeed the case over a wide region of system parameters). Additionally, different throughput-per-power models accounting for the probability of outage can also be considered and would require a modification of the proposed transmit policy. We intend to explore these directions in future work.
APPENDIX TECHNICAL PROOFS
Throughout this appendix (and unless explicitly mentioned otherwise), all matrices are assumed Hermitian and of dimension D = K M. Additionally, the stage variable n will be written as a subscript instead of as an argument -i.e. we will write X n and u n (X) instead of X(n) and u(X; n) respectively. We do so in order to reduce the notational clutter caused by an overflow of parentheses; since we will not require a subcarrier index, there is no fear of ambiguity.
A. Matrix Projections
We first prove that the projection map (Y) is given by the explicit formula (26) . To that end, simply note that (Y) can be expressed equivalently as the solution to the maximization problem maximize tr(YX) − 1 2 X 2 , subject to X ∈ X.
However, if Y = U U † is a diagonalization of Y, the objective of (41) can be written as:
tr(YX) − 1 2 X 2 = tr( U † XU) − 1 2 tr(U † XUU † XU). (42) Thus, given that X ∈ X if and only if UXU † ∈ X, we readily get (Y) = U ( )U † , so it suffices to solve (41) for diagonal Y.
We first show that (Y) is itself diagonal if Y = diag(y) for some y ∈ R D . Indeed, we have:
with equality if and only if X is diagonal. As a result, if X is a solution of (41), the diagonal matrix X which coincides with X on the diagonal and has zero entries otherwise will also be a solution of (41); since (41) admits a unique solution, we conclude that (Y) must also be diagonal, as claimed. We are thus left to solve the maximization problem maximize j y j x j − 1 2 j x 2 j , subject to x j ≥ 0, j x j ≤ 1.
Writing λ j ≥ 0 and λ ≥ 0 for the Lagrange multipliers of the constraints x j ≥ 0 and j x j ≤ 1 respectively, the first-order Karush-Kuhn-Tucker (KKT) conditions for (44) become:
Thus, to obtain the first branch of (27) , simply note that if y j ≤ 0 but x j > 0, we will also have λ j = 0, so (45a) gives y j = x j + λ > 0, a contradiction. Likewise, if j:y j ≥0 y j ≤ 1, setting λ j = λ = 0 and x j = y j for all j such that y j ≥ 0 is obviously a solution of (45), so we obtain the second branch of (27) . Finally, to obtain the third branch of (27), note first that j:y j ≥0 x j = 1 if j:y j ≥0 y j ≥ 1; otherwise, we would have λ = 0 and (45a) would give y j = x j − λ j ≤ x j whenever y j ≥ 0, implying in turn that j:y j ≥0 y j ≤ j:y j ≥0 x j < 1, a contradiction. Accordingly, we are left to project the vector with components y + i = y i + to the unit simplex = {x ∈ R D : x j ≥ 0 and j x j = 1}; this projection simply gives x i = [y + i − λ] + with λ ≥ 0 such that i [y + i − λ] + = 1 [52] , so (26) follows.
