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A replicaçâo de base de dados t€iln coímo objectivo a cópia de dados e,lrfie bases de dados
disüibuídas numa rede de computadores. A replicação de dados é impoftante em várias
situações, desde a realizaçâo de cópias de segurang da informaçfo, ffi balmccmeirto dc oqga,
à disribuição da informação por vários locais, até à integração de sistemas heterogeneos. A
replicaçâo possibilita uma rliminuiçâo do üáfego de rede pors os ddos ficam disponíveis
localmente possibilitando tmbé,m o seu acesso no caso de indisponibilidade darede.
Esta dissertação baseia-se lrarer,lizqãrc. de um trabalho que consistiu no desenvolvimento de
nma aplicação genérica pam a replicação de bases de dados a disponibilizar sutro oINn soa?oe
soÍtware. A aplicaçâo dcseirvolvida possibilita a integraçâo de dados e'nüe vfoios siste'mas, oom
foco na integraçâo de dados heterogéneos! na fragmmtaçâo de dados e hbém na possibilidade
de adap@âo avfuias siftações.
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Synchro nization Packa ge for Datab as e Rep I ication
Abstract
Dah replication is a mechmism to Emchronize and integr*e data between distÍibuted
databases over a computer network. Data replication is an important tool in several situations,
such as the creation of backup Erst€ms, load balancing botween various nodes, disúibution of
inforrration beúrreen various locationq integration of heterogeireous systems. Replication
enahles arduction in network üaffic, beause dataremains availúle locally even in the event
of a temporry network failure.
'lhis thesis is based on the work carried out to dwelop an application for dúbase replic*ion
to be made accossible as op€,!r souÍce software. The application that was built allows for data
integratiou between various systems, with particúar focus on, amongst others, úe integratioo of
heterogeneous data, the fragmentation of data, repücation in cascadg dda format chmges
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Nos ultimos t€mpos t€,rn-se notado uma enonnc woluçâo no mundo dos sisternas de
informaçâo, consequentemente, tflrr-s€ acumulado cada vez mais informação em bases de
dados. Em muitas situações é necessário ÍecoÍrer à replicação de dados, pra que a informaçâo
pretendida esteja distibuída e disponível no local pretendido e à hom c€rta. Além do orcesso de
informação existente, ern algumas situações os dados têm diferentes origens, aume,ntando a
compleúdade quando se prete,nde garantir a consistê,ncia da informação replicada ente
diferentes locais.
A nível qresuial é cada vez mais imporrtmte o ÍBflmlo ao aÍnraz€,nfln€nto e mrílise de
dâdos, sendo este um auxiliar de elevada importÍincia para a tomada de decisões corr€ctas €
dentro do período Nos dias de hoje sâo utilizadas algumas aplicações distibúdas
tais como, comercio electrónico, contolo de produção e Daa Warehouses, de modo a an:rilir o
negócio de uma empr€sa Yárias €mpr€sss esffio divididas por diferentes locais fisicos, sendo
necessária a toca de infomaçâo eirüe eles. A re,pücaçâo de dados tem rrm pryel fimdanental
pea que as informações sejm trocadas €,ntre os difere,ntes locais, me$no internmentg entre
difaates secções, ou entre diferentes empr€sas pod€rá s6l imFortante a trocade informações.
O acuurulu de muita infonnação de elevada irrrport&rci4 trouxe a uecessidadp dâ criação d§
eópias de segurmça de modo a preservaÍ a informação pretendida. Desta forma é possível
Í€cuperaÍ os dados no caso de uma falha ou acidente num sistema de infoÍfuçâo. O uso da
replicação dÊ dados é imporhte pois permite a criação do vffias oópias de segurmça
1.2 - Objectivos
O tabalho elúomdo no foibito desta dissertação teur como objectivo principal o
desmvolvimsnts & uma aplicação parE I sincronização de replicas enüe bass de dsdo§
disüibúdas, onde é possível integrar dados de diferentes plataformas e diferentes gestores de
bases de dados.
Antes do desenvolvimento da rylicação prorprimente dita, formr estudadas e analisadas ouüas
aplicações aom funcionalidades idfoticas, de modo a pÍocuraÍ sluções que pudesscrn sa
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aplicadas no üabalho desenvolüdo e tflnbém oferecer alguma inovação relativanente ao que
enriste.
Um ilos újeclivos é a iliqlodihilizargão ile uü sistema ttê lli3tórictl, paÍa que a ryEcação
obtemha infomração sobrç as aetrralizações que ocorrem numa base dc dados. Prçtçndc-sç
tatnb€,tn que este sisterna de hisüorico esteja disponível pra oúras rylicações que nâo apenas a
desenvolüda no ânrbito desta dissertagão.
A integÍação eirtre vfias plúaformas e gestores de bases de dados é um objectivo que se
e$etendÊ dca*çr, eosslUlttsnAo a replicaçâo dÊ dsdos tnme platafonnas de qracterísicas
diferentes e também ente gesto(es de bases de dados difere,lrtes.
A implementaçâo de rmr mecmismo de publicação e subsoiçâo de dados é outro objectivo
proposúo, prcporcioümdo vrffios tipcs de replicaçõo de dados, ficando o utilisedorda aplicaçâs
responsável por escolher a situação que lhe é mais conrveniente.
Outro objectivo é a possibilidade de filtrar os dados de forma a adapae,m-se a várias
sifirações, coano por exemple, cbter sp€nas uma li*a dÊ sli€ntÊs dB locdidEds Evora on oüter
apenas o nome de uma pessoa e o respectivo número de telefone, de uma tabela onde oristam
mais campos. Pretende-se desta fo,nna melhorar a perfo,rrrance da rylicação e tembém wim a
rcplicaçfu dc dados demscessrários.
Po( fifi, prelende-se iÍisponibilizm a ryt-icação desenvolvid4 na crruruniilàdê sourceftrge dÉ
modo a ofçreçer uma nova solução para repliçação dç elados e tannbém pma 4iudm na dct-esção




2.1 - Conceitos Envolvidos
Para uma melhor percepçâo do habalho desenvolüdo no âmbito desta dissertação de
mestrado, é importante fazer uma introdução aos conceitos envohidos. A subsecção 2.1.1 faz
uma breve descrição do que é a replicação de dados. Os conceitos sobre fragmentação de dados
são descritos erÍr2.1.2. Os tipos de replicação são enumerados em 2.1.3, a forma como os dados
são replicados é descrita em 2.1.4 e os tipos de dados que são actualizados são descritos em
2.1.5.
2.1.1- Replicação - O que é?
A replicação de dados está associada a um sistema de base de dados disüibúdas numa rede de
computadores, onde a sua função é copiar dados enüê os vários nós disponíveis na rede [,2]. A
re,plicação deve ser tÍanspaÍente ptra o utilizador, ou sej4 o SGBD ou a aplicaçâo desenvolüda
deve ser o responsável por copiar os dados enüe os vtários sítios [2].
O aumento da disponibilidade dos dados é uma das principais características da replicação de
dados, pois é possível aceder a copias locais, evitando o acesso remoto aos dados, diminuindo
assim o táfego na rede e também a possibilidade da consulta dos dados caso a rede esteja
indisponível U,21. A probúilidade de colisão de dados é menor, dado que é possível aceder aos
mesmos dados em diferentes sítios, possibilitando um balanceamento de carga entre os vários
nós [2].
O elevado volume de dados poderá ser um problerna paÍa a replicação de dados enfre vifoios
nós, além de existir maior probabilidade de redundância de dados, a ópia entre vários nós
torna-se bastante lenta. [2]
Na replicação de dados é possível copiar dados enhe bases de dados homogéneas e
heterogéneas. Consideram-se base de dados homogéneas todas as que usâm o mesmo SGBD, ou
sej4 vão existir vários nós que têm o mesmo SGBD como referência. Nas bases de dados
heterogéneas são usados diferentes SGBDs quando se copiam dados elrüe os nóg sendo
necessário um mecanismo de tadução. [2]
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2.1.2 - f,'ragmentação
A fragme,ntação dos dados consiste na divisão de uma tabela e,m fragmurtos mais pequenos,
pwmitittdo reduzir os efeibs & rryU@, pois existsn metrss ffios a ÉÊrem
manipulados e também o espaço necessário é menor. Desta forma a fragmentação possibilita
mais disponibilidade dos dados, melhor perfommnce e mais confiança nos dados que são
replicadoe. [2]
Nas sutsecções 2.1.2.1 e 2.1.2.2 são tlescritos os dois tipos de fuagr,rreúaçao, torizontal e
verti cal respectiyam eote.
2.1.2.1 - Fragmentação Horizontal
A fragmentação horizontal diüde os dados de uma túela atavés daq suas liúas, ou sej4 é
obtido um submnjrmto dc tuplosde uma tabela. [2]
Figura 2.L: Exemplo de Fragme.ntaiao Horizontal.
Na Fignra 2.1 poúe-se vsificu run exqnplo de fragnrurt@o hurircntal, cmde os üdos S
divididospela coluna "Localidade" com o valor "Lisboa", ou sej4 todos os çlemsntos que são
de Lisboa fazemparte deste subconjunto.
2.1.2.2 - tr'ragmentação Vertical
Na fragmentação vertical o objectivo é dividir uma tabela em subconjuntos de menor
dimentr atrav€§ da divisão das çolunas de uma funrin& tabcla. [2]
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Figura 2.2: Exemplo de Fragmentação Vertical.
Como exemplo de replicação vertical pode-se verificar na Figura 2.2, que os dados a serem
diviüdos estão üvididos por üês colunas ("ID","Nome", "Morada"). Desta forrna existe uma
melhor performance no processamento dos dados pretendidos. [2]
2.1.3 - Tipos de Replicação
Existem viárias formas para a replicação de dados, eÍn2.1.2.L é descrita a replicação síncrona e
em 2.1.2.2 é descrita a replicação assíncrona. Nas subsecSes 2.L.2.3,2.L.2.4 e 2.1.2.5 são
e,nunciados a replicação unidireccional, replicação bidireccional e replicaçâo total, parcial e
incremental, que são subtipos da replicação síncrona e assíncrona.
2.1.2.1 - Replicação Síncrona
Numa replicação síncrona uma transacção local torna-se também em runa tansacção
disribúda, isto é, quando existe uma actualização local esta é logo e*'iada para vários destinos,
tudo dento da mesma tansacção. A transacção só termina quaÍldo os destinatários respondere,rr
à origem que enviou os dados. [3]
As fansacções numa replicação síncrona são caracterizadas por serem ACID (Atomicidade,
Consistência, Isolamento, Durabilidade), garantido segurança nas üansacções efectuadas [2,4].
A atomicidade gaÍatrte que runa üansacgão seja processada por completo, reconhecendo uma
falha quando a üansacção não é inteiramente completa [2]. A consistência é uma propriedade
quÊ gârant€ a integridade referencial numa ü'ansacção [2]. O isolamento garante que não
ocorrem alterações enquanto uÍna üansacção não tiver terminado, garantindo a confiança dos
dados [2]. A durabilidade permite recuperaÍ os dados de uma hansacção em caso de falha, pois
os dados são arrnazenados em tabelas audliares [2].
Ptra gaÍailtir que as traruacções sejau ACID existe urn protocolo deronúHdo ['wo-Phuse
CommiÍ (2PC), que tem a firnçâo dç efeotuar nma Íransaeçâo nos varios desthos pretenelidos.
Durante a fransacção 'm sisterna pode informar que esta fudo correcto ou que existiu urna falha.
Caso não exista alguma falha, a transacção é bern sucedid4 no caso de eústir pelo menos uma
falha a transac.ção não é efectuada. [2,4]
Este üpo de replicação poderá causü problernas de pert'onnalce ruüt sistern4 pois é
necessario que toclos os nós sejam achralizados para a eópia clos dados estm disponível para
posteriores acessos. [4]
2.1.2.2 - Replicação Assíncrona
A replicação assíncrona é caracteizadapela cópia dos dados enüe viários nós após o registo
serdado como concluído nabase de dados fante. Ao contrário da replicaçâo síncrona, neste tipo
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de replicação existe tolerância a falhas, podendo a fonte enviaÍ os dados paÍa um destino apenas
qurr&.elc estiver disponível. [3]
Afavés da replicação asslncrona é possivel t€r uma melhor perforrnance em relação à
replicaçãe síncron4 pois a replicaçâo só é efecfuada apos a fÍânsacf,ão estar çonclúda
localmente. No entanto, podern existir algumas inconsist&rcias, como o ataso no enüo de
dados e tambérn a maior probabilidade paraacolisão dos mesmos dados. [4]
Existem três tipos de replicação assíncrona: logo que possível, a pedido e em momentos
regulares. O tipo que mai*se dc uma ryli@ síncrona é o lo'go que possível, poi*
os dados são replicados assim que a taÍrsacção na fonte termine ou quando o sisteÍnâ o permitir.
Na replicação a pedido, os dados apenas são replicados qtrando existe um pedido dos mesmos.
Em momentos regularcsé possível defuiÍ um momento anis propício para sc e&çtrmr a copia
dos dados. [2]
2,1.2.3 - Replicação Unidireccional
A replicação unidireccional oa"Masíer-Slave" trata de enüar dados enfre uma base de dados
'dgiomiÍtdA "M€§úr€i" e trírias bmes de ffiaS denomiÍIfr[6 "Escrar-õ". A bse de ffio§
"Mestrs" é responúvel por receber todas as actualizações e pela propagação das mesmas
acmaluações pelas restantes bases de dados "Escravas". [2,4]
{l$
Figura 2.3: Replicação "Master-Slqve"
Nesta situaçfu, 6 bases de dados "Escravas" apenas recebem actualizações vindas de uma
bme dç dafus "M€6trÊl', que é rcsponmvcl pelo proccssarncnto de toda a informação. Estc tipo




2,1.2.4 - Replicação Bidireccional
A replicação bidireccional tambán coúecida por "Muhi-Master" permite a troca de dados
eatre várias bases de dados "Iv{esüe", ou sej4 não existe apenas uma base de dados a receber
actualizações. Ao contriírio da replicação unidireccional, estamos perante utn caso ern que cada
base de dados recebe acttaalaações, que são fiocadas entre vrârias bases de dados. [2]
Figura 2.4: Replicação "Multi-Master"
Este tipo de replicação torna-se bastante complexo quando eústem bastantes nós a replicr
dados entre si, principalmente quando se está presente de replicação síncron4 onde é preciso
eústir alta disponibilidade dos dados. [2]
2,1.2.5 - Replicação Total, Parcial e Incremental
Alán do que está descrito nos tópicos anteriores referentes aos tipos de replicação, existeur
ainda outros tipos que se podem conjugar com os anteriores.
A ruplicação total irnplica a copia total dos dados, ou sej4 uura lbnte t1e dados vai tratsuitir a
um destino todos os dados cle uma tabela. No ca-so de existir um grande volume dç dados será
normal um largo período até a replicação dar-se como conclúda. t3l
Na replicação parcial, os dados de uma tabela são divididos ern subconjuntos de menor
dimensão e depois enviados pâra o respecti-"o destino. Este tipo de replicação pode ser utilizado
quando é necessário copiar dados desde a última actualização, poÍ exemplo, um siste,ma esteve
inacessível durante um determinado períodq quando volta a estar acessível poderá receber
todos os dados desde a ultima actuatização. [3]
A rqllicação increurental surge quando existem alterações runn base de darJos e é necessário











Os dados ao serem replicados podern ser enviados pela fonte para vários destinos ou serem
p€didm pa'lo d*ino à fonE. Em 2.1.3.1 é dÊscrita a replic@ por envio e wr 2.1.3.2 a
replicação por pedido. No topico 2.L.3.3 são caracterizadas as túelas de histórico, que são um
bom auxiliar paÍa o contolo de actualizações.
2.1..3.1- Por Envio (Push Replication)
Os dados podem ser enviados para vários destinatrários sem que estes se teúam de preocupar
§om a ffitualizâçao dos Mos na fonte. A funtÊ é rcsponúvel pelo mntolo de dualiz$es,
que podern ser propagadas após uma ordenq incrementalmente ou entre determinados períodos.
A responsúilidade dos destinatrários é de apenas receber os dados, estando sempre à espera de
rnraatualiza@ vin&de uma fonte. [3]
2.1.3.2 - Por Pedido (Pull Replication)
Ao contário de uma replicação por envio, existe também a hipótese por pedido, ou sej4 o
dêstifo dos dados é responsóvet por fazer um pedido dos dados à font€. A veri{icação d€
actualizações fica a caÍgo do destinatario, QE deve fazer tun pedido à fonte numa hora
previamente determinada ou afiavés de uma ordem humana. [3]
2.1.3.3 - Tabelas de Histórico
As tabelas de histórico têm uma firnção muito importante na sincronização de dados, pois é
atravÊs dela que se obÊn mdo o tipo de ocorr&rcias. Por norm4 a tabelu de hi$rico cetÍb
associadas a urna ou mais tabelas que recebem actualizações. [3]
Atavés da analise às tabelas de histórico é possível informar a fonte ou destino dos dados se
êúÉúsr aÊfimlizaryões c quais as actuali@es quê üc{rÍreraür. A fonte doÉ ffios fica encarregue
de guardar juntamente com a tabela principal as respectivas tabelas de histórico. Em 4.1 está
presente um exemplo de um modelo de tabelas de histórico. [3]
2.1.5 - Dados Actualizados
Existem dois tipos de dados a serem replicados, as transacções que ocorrem numa determinada
bffi dÊ dâdos c a opcr@cs quc podcm ocoÍÍcr numa tab,cla. t3,41
Sempre que ocorre IIma ou mais actualirações numabase de tladog estas ficanr associadas a
runa ou mais transacções Estas transacções pode.n ser logo re,plic.adas para yifuios destinos, ou
então serem guardadas localmente. [4]
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Quando umatransacção t€rmina ficanr uma ou vrárias o,perações associadas a umatabela, estas
operações pod€m ser posteriormente repticadas para ouEos destinos. Ao replicar uma ou mais
operaç,ões, deve-se considerr a tabela afectad4 um registo ou até mesmo um atributo. Ou seja é
possível copiar todas as operações que ocôrr€mm numa tabela, un ou mais registos ou apenas
um afributo de um determinado registo. [3]
2.2 - Trabalho Relacionado
Nesta súsecção sito descritas algumas ferramentas para replicaçâo de bases de dadoq
disporúbilizadas por alguns dos SGBDs meis populares e tarnbém deseÍrvolvidâs por alguns
projectos orternos.
2.2.1- Slony-I
O SGBD PosSreSQL disponibiliza a fenmenta Slo,ny-I púa a replicação de dados, esta é
caracterizada por disponibilizar replicaçâo unidireccional e assíncrona E uma ferramenta que
firnciona à base de triggers e ainda possibilita a propagação de dados ern cascata [5]
O Slmy-I não coloca restrições na plataforma usada no €ntanto so replica dados homogéneos
e também não garante consistência nâs Eansâcções ente os diversos nós. É trma ferramenta
recomendada ptra casos em que é preciso fazer uma replica total ou parcial, como é o caso de
rmbackup de dados. [5]
2.2.2 - MySQL Replication
A ferrame,rta pra re, licação d€ dados pelo SGBD MySQL denomina-se po,r MySQL
Rqlicatio4 tal como o Slony-I apenas possibilita areplicaçâo unidireocional e assínorona [6]
Nesla ferramenla está disponível um sistema de replicação a pedido, não sendo suportado a
propagaçâo de dados €m çasÊata, ou sej4 eada destino vai e»rtrair os dados à fonte. Existc a
possibilidade de transformaçâo de üpos, no elúanlo, tal como no Slony-I só é possível replicar
dados homogéneos. [6]
2.2.3 - Oracle Replication
A ferrmenta disponibilizada pela Oracle apreselrb-se muito completa, possibiliando
replicação unidireccional e bidireccional e tambérr rrylicação síncrona e assíncrona Possibilita
ainda a integraçâo de dados com outros SGBDs c gaÍante a cnnsistência das nansacções
efectuadas. [4
Nâo c:dst€Nn restições de plataforma na fe'rrunena disponibilizada pela Oracle, odstindo
ainda apossibilidade de transformação de tipos. [fl
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2.2.4 - SQL Seruer Replication
SQL Server Replication é a ferrmrenta pra re,plica@ de base de dados desenvolüda pela
'Micsosoft. Bffite idêntica à furamm,ta fuenvolvi& peüa Orrc,l€, ode srirte Í€plicaçfu
unidireccional e bidireccional, rnas apenas é possível replicar dados assincronmeirte. [8]
Apesar de existir a possibilidade de re,plicar dados heterogéneos, apenas é possível usar esta
ftrramBrta na plmfurm lYindoms, poMo Íwüiryir o Éu lrso €m dguma siüüdffi. [8]
2.2.5 - Daffodil Replicator
Datrodil Replicator é um projecto open souroe que está disponível na comrmidade Sourpe
f.ugs- Esta ferramenta foid€s€avolvidfl na linguagern Javae é badaein&iners JDBC parfl I
interacção com as bases de dados. [9]
Esta ferramena possibilita a replicaçâo bidirrccional e replicação assíncrona, onde existe
aproxi@ a uma rcplica@ sírlcrofiE, ou sÊjq W ds É €xistiÍ reptiqm dnproma existE
uma aproximâção sendo possíve[ copiar dados assim que possível. [9]
Este projecto possibiüta ainda o seu uso e,m diferentes pltaformas e a integração com
diftrmtesSGBDs. [9]
2.2.6 - DB Replicator
O DB Replicator é oufo projecto disponÍvel na comunidade sourceforge, onde apresena
bas&ntes sÊmelleffiças «rm o projocto aÍrtedoflm€,of€ descrito. Nõo ryesemta resfiições de
plaÍaforma podendo aindaintegrar diferentes SGBDs. [0]
Esta ferramenta possibilita replicação bidireccional e replicação síncrona e t€,m a
p'rtlcularlme dc copir €frlrrqffi & tab,ela, w É exisúam nnm rcspdivo fuinaÉi,o.
u0I
2,2.7 - Tungsten Replicator
O Tungsten Replicator é uma ferramena open source, que permite a replicação de dados. Esta
aplica@ apÊnÊs pumie replica@ tmidiÍ€ecioml Ê ffiíffiom e é aompaúível com ss SGBtls
Oracle e MySQL. [26]
Esta ferramenta é caractÉÍi?,ada pela sua disponibiüdade, sendo tolerante a falhas que possam
rlccrrcr Ê eúéor Éa vaift@ dc Êonsisüêrrcia nasxre @" [261
l0
Esta aplicação ústém-se da utilização de triggers paÍa o Íegtsto de históricq utilizando
togfites disponibilizados directamente pelos proprios SGBDs. E ainda possível r€plicar dados





Neste c4ítulo são descriAs as ferrmre,ntas ut'üzadas paÍa o deseirvolvime,lrto do pacote de
sincrcnização de replicas de bases de dados. A escolha das ferramentas usadas neste projeto foi
uma fase importante, porque foi preciso fazer um estudo dos objectivos pretendidos e
posterio,rmente procuÍar as fe,rramentas que correspondessem ao que erapretendido.
Os seguintes tópicos fazr,m uma breve dÊscriçâo das ferrmentas utilizadas ao longo do
deseirvolvimento deste projecto.
3.1 - MySQL
O MySQL começou a ser desenvolüdo no inicio de 1994, por Michael Widenius e Darrid
AlrmaÍk e a primeira versão foi lançada em Janeiro de 1998. [6]
O MySQL é um SGBD bastante popular, que é destinado para sistemas com elevados níveis
de produção. É um sistema multi-pl*aform4 ou sej4 é suportado por vários sistemas
operativos, tais como, LinuL MAC OS X Windows, Gntre outros. Alé,m disso, são
disponibilizadas várias APIs, que faciütm a inkgraçâo com outas lingrragens de progamaçâo
(C, Jav4 PHP, Ruby, etc). Possibilita aind4 a criação de stored procedures e friggers. Nâo
necessita de muitos ÍEsursos de hrdwre e é facilmeirte matipulado. [6, I t]
Além das caracterísücas já referonciadas, outra das razões púa o uso deste SGBD, deve-se
ao facto de ser uÍn soÍhÃ/uÊ linre, com base na ücença GNU GPL e apresentar um bom
dasempenho e estúilidade. [6]
3.2 - PosgreSQL
O PostgreSQl coÍneçou a ser desenvolüdo no inicio do mo de 1986, nrmr projecto lid€rado
por Miúael Stonebraker. A primeira versão deste SGDB foi lançada em Junho de 1989, e no
decorrer do te,mpo é possível consüatar a sua evoluçâo a nível de novas funcionalidades e
tanbém das üversas desiguações que lhe form atribuídas ao longo do seu desenvolvimeirto.
Ítzl
As principais ctract€rísticas deste SGBD sâo: a facilidade de integração com ouüas
lingrragens de progrmração, integridade transaccional, o srryorte para vários sistemas
l3
op€rativos, a criaçãrc. de stored procedures e triggers e a integraçâo de v&ias linguagens
procedimeirtal, tais como, PUpgSQL, PUlavae PUTcl. [12]
O PostgreSQl é um software de acesso lfurg com base na licenga GNU BSD. U2I
3.2.1- PLlTcI
PUTcI é uma procedimsntal, que foi desenvolvida para o SGDB PosgreSQL,
smdo possível o desenvolvimento de fimções e triggers através da tinguagem Tcl. [21
3.3 - Java
Java nascgu num projecto iniciado em l99l por Jmes Gosling e Ptick Naughtom, em 1995
foi lançada a primcira vetrsão, onde o principal lema era "Write Once, Run Anywhere" (WORA).
Esta tecnologia é uma linguagem do programação orientada a objectog com suporte para vários
sisternas o'perativos. Ao conúário das linguagens convencionais, a linguage,m Jwaé compilada
püaum bytecode que é executado numamráquinavirhral (JVM). U3,14I
A tecnologia Java disponibitiza três plataformas distintas para o dese,nvolvime,lrto de
softrnrrg se,ndo elas, Java SE, Java EE e Java ME. Neste projccto foi utilizada a platafomra Java
EE, que herda todas as propriedades da pl*aforma Java SE e einda tern a capacidade pma o
desenvolvimento de softwae distribuído. [ 13, t4]
3.3.1 - Java Database Connectivity (JDBC)
JDBC é tmra API disponívelpraalinguagem de progrmação Jav4 que possibilita a ligação
enhe uma aplicação e urna base de dadoq o envio de instruções SQL e o processamento de
resultados. [5]
A ligação enüe uÍna rylicação e nrna base de dados é efectuada afiavés de um driver, quc
está dividido eNn quatro caúegorias [5]:
Tipo 1: É a ponte entre JBDC e ODBC, onde métodos JDBC são convertidos em
chamadas ODBC. Esb soluçâo so deve ser utilizada qumdo não erdste um outo tipo
de driver disponível. [5]
Tipo 2: Éumdrtver API-Nativo, que converte as chamadas JBDC ein chamadas da
API do SGBD que está a ser utilizado. [15]
Tipo 3: A ligação a um SGBD é feita afravés de um protocolo Middleware, que faz a
potrte exrtre a aplioação e o SGBD. [5]
Tipo 4: f! vm drtver de ligaçâo directa ao SGBD, ou seja, as chflnadas feias por














Tipo 4 Tlpo 3
Iipo 1 Tipo 2
Figtrra 3.1: Arquitectura JDBC. [5]
No desenvolvimento deste projecto foram utilizados dois drivers do tipo 4, um paÍa a
conexâo ao SGBD MySQL e outo ao SGBD PostgreSQl. Estes drivers são disponibiüzados
pelos próprios desenvolvedores dos referidos SGBDs. [16,18]
3.3.2 - Java Server Pages (JSP)
JSP é uma tecnologia Jav4 que facilita a criação de conteúdo l{eb dnâmíco e além disso é
possível ser executado em diferentes sistemas operativos. Esta tecnologia é constituída por
ódigo I{TML, que misturado com etiquetas especiais é possível chamar conteúdos Java.l22l
3.3.3 - Java API for XML Web Services (JAX-WS)
JAX-WS é uma API Java que é utilizada paÍa o desenvolvimento de Web Services. Esta API
fazparte do projecto GlassFiú e tem como objectivo facilitar o desenvolvimento de aplicações
Web [18]. Esta API define um contato WSDL para garantir a interoperabilidade eÍrtre
aplicações, através de chamadas de procedimentos Íemotas, ou sej4 invocar funções remotas
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Figura 3.2: Estrutura JAX-WS. [19]
3.4 r GlassFish
GlassFish é um servidor de aplicações desenvolüdo pela Sun, que foi anunciado em Junho
de 2005, sendo a primeira versão lançada em Maio de 2006. lnicialmente tiúa como objectivo
oferecer total suporte à plataforma Java EE, no entanto, até ao dia de hoje tern ündo a
apresentax novÍls firncionalidades. É um software disribuído liwemente através das licenças
GNU GPL e CDDL. [21]
As principais características do GlassFish, sâo: a alta performance, a compatibilidade com
frameworlu populares, o suporte pra AJA)Ç o suporte total para Java EE ê o supoÍte ptra
linguagens dinâmicas como Ruby ou Groovy. [21]
Este servidor de aplicações é uma boa referàrcia dentro da plataforma Java EE, permitindo o
desenvolvimento de aplieações em diferentes tecnologias, tais como, JSP, JSF, .Serylet, EJB,
JAX-WS, JAXB, ente outas. [20]
3.5 - NetBeans
O NetBeans é um IDE que possibilita a criação de aplicações de desktop, Web, empresariais
e móveis e ao mesmo tempo perrnite o uso das linguagens de programação, Jav4 PHP,
JavaScript, Ruby, CIC++, ente outras. Este IDE é distribuído gratuitamente e pode ser
executado em diferentes sistemas operativos. [23]
Através do NetBeans é possível desenvolveÍ aplicações bastante sólidas, pois são
disponibilizadas um grande conjunto de bibliotecas e documentação bem organizada. Além




No desenvolvimento deste projecto, o llso do NetBeans foi bastante importante, pois
facilitou a manipulação do servidor de aplicações GlassFish. A facilidade paÍa gemr os frcheiros




Descrição do Trabalho Reahzado
O presente capítulo faz a descrição de todo o rabalho desenvolvido para serem atingidos os
objectivos propostos. Os seguintes tópicos estão divididos pelas diferentes fases deste projecto.
Estes tópicos foram analisados e discutidos mtes de s€rem implementados, com base no
estudo do Estado da Arte, na leitrua de algrurs liwos e artigos sobre replicação de bases de
dados.
Este projecto consiste no desenvolvimento de uma aplicação para replicação de base de dados,
à qual foi dada o nome de 'PIP Database Replicatot''. O principal objectivo, e tal como o nome
indica, é a replicação de dados entre vários sistemas espalhados numa rede de computadores.
Estão impleme,lrtados mecanismos que faciliam a integração entre sistemas de difeÍe,ntes
plataformas, ou sej4 nâo eúste dependência a nível do sistema operativo utilizado. E também
possível a integração de dados heterogáreos, ou seja, é possível copiar dados enüe SGBDs
diferentes. Estâo, tanberu disponíveis viírias formas de replica os dados e de propagação de
dados, podendo escolher o utilizador aquilo que pretende.
Em 4.1 são descritas as tabelas de histórico que têm a função de auxiliar a aplicaçâo
des€,Êvolrrid,e; na s+rbsecção 4.2 sâo enumeradas as configurações disponíveis na rylicação e a
sua função. A comunicação enüe sistemas é detalhada em 4.3 e na subsecção 4.4 são descritos
os modelos de publicação e subscrição de dados. Na subsecção 4.5 é descrita a verificação de
actualizações; ern 4.6 são enuÍneradas as formas como os dados são propagados, a integração de
dados que foi desenvolüda na aplicação é descrita em 4.7 . A fragmentação horizontal e vertical
desenvolvida neste projecto é detalhada em 4.8, ern 4.9 onde são descritas as formas para
tansforrnação de dadosl a monitorização do sisterna é descrita em 4.10 e a interface paÍa o
utilizador é apresentada ern 4.11.
4.1 - Tabelas de Histórico
As tabelas de histórico tàn um papel bastante importante no funcionamento da aplicação
desenvofuida, pois é atraves delas que se obtem toda a informação sobre as winliza$es nruna
dada tabela. São duas tabelas que consútuern o histórico de uma tabela" a primeira regista a data
de actualização, a operaçãa rcahzada (INSERT, UPDATE or DELETE), o utilizador que
efectuou a operaçâo e a chave primríria da tabela actualizada. A segunda tabela de histórico,
l9
4penasguardainformaçãonocasodeumaoperaçâosernÍn UPDATE ouum DELETE ealánda
data de actualização, guarda os dados de todos os campos da tabela que foi actualizada.
Figura 4.1: Exemplo de uma tabelamais as respectivas tabelas de histórico.
Para o SGBD PostgreSQl, foi criado um trigger que chama um stored procedure para registar
a infomação neces*{ria nas tahelas de histórico, ou seja, seÍnprê que ocorre uma actualização
numa tabela é accionado vrn trigger que vai chamar am stored procedure. O trigger tem a
fuflção de actuar sempre que ocons uma operaçâo (âfSE'Rf, UPDÁTE oa DELETE). O storetl
procedure recebe a informação necessária pila ser guardada nas tabelas de histórico.
No SGBD MySQL, a acfinlwação de tabelas de histórico é baseada apenas em tês triggers,
cada un correspondente a una operação que possa ocorrer nruna tabela. Cada trigger é
responsável de inserir nas tabelas de histórico a informação referente à operação que ocorreu
numa dada tabela.
As tabelas de histórico podem ser criadas através do interface da aplicação, de uma forma
bastante simples. Para o SGBD PostgreSQl existe a excepçâo de que é preciso ter previarnente
instalado o stored procedure na base de dados a que pertence a tabela pretendida. Para o
correcto funcionamento da aplicação é importante que as tabelas a serem replicadas tenham
instalados as tabelas de histórico correspondentes,
4.2 - ConÍigurações
Em certos momentos é preciso indicar à aplicação certos parâmetros para a execuçâo de uma
deterrdnada tref4 por isso foi aiado no sistem4 a possibilidade do utilizador esaolher as
configurações da aplicação consoante o pretendido.
As configurações do sistema referem-se às configurações para a conexão aos SGBDs
disponíveis e tanrbéur a parâmetnrs pana um corÍecto frrncionamento da aplicaçãa. Pode-se
então verificar as seguintes configurações:
o Utilizador PostgreSQl: Nome do utilizador para conexÍÍo ao SGBD PostgreSQl.



















o Password PostgreSQL: Password de acesso ao SGBD PosgreSQL.
o Utilizador MySQL: Nome do utilizador para conexão ao SGBD PosgreSQL.
o My§QL Hostname'- Nome do anfiúiâo mais o porto paÍa conexão ao SGBD
MySQL.
o Password MySQL: Password de acesso ao SGBD MySQL.
. SGBD do Sistema: Indica o SGBD que tem a base de dados de sistema, que conterr
as informações paÍa a replicação de dados ou monitorização do sisterna
o Frequência para verificaçâo de subscrições: lndica o periodo de ternpo em que sa
verificam as actualizações nas subscrições submetidas.
o Frequência para verificação de publicações: Indica o período de tempo em que se
verificam as actualizaSes nas publicações submetidas.
o Tipo de Replicação: Refere como os dados devem ser replicados. de forma normal
ou em cascata.
r Holz parr replicações não insbntânees: Indica a hora em que se verificaú as
subscrições a seÍem replicadas de forma não instantânea.
o Tempo de Resposta: Refere o tempo máDdmo de resposta que ouüo sisteÍna tem
para responder.
o Número de Tentativas: Refere o número de tentativas para verificar a
disponibilidade de um sisterna.
Todas as configurações aqui descritas são guardadas nrun ficheiro encriptado, de modo a
garantrr, tanrbém algurna segurança. O utilizador da aplicação poderá manipular as
confrgurações aüavés do interface disponibilizado.
4.3 - Comunicação entre Sistemas
Uma das fases mais importantes do desenvolvimento deste projecto foi a forma como os
viirios sistemas disponíveis comunicavarn entre si. Foi então desenvolvido um Web Service, de
forma a ser possível a comunicação entre sistemas. Uma das razões paxa a escolha deste meio de
comunicação foi a facilidade de integração com diferentes plataformas. [25]
Os Web Services comunicam ente si através de mensagens )Cv[L, onde existe um ficheiro
WSDL, que é um especie de contrato onde são definidos os métodos que podem ser executados
poÍ uma aplicação remota. [25]
Para o desenvolvimento deste projecto e com o auxílio do IDE NetBeans e da API JAX-WS,
foi gerado um ficheiro WSDL, para permitir a comunicação entre os vários sistemas
disponíveis. No ficheiro WSDL da aplicação estão disponíveis os seguintes métodos:
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o Verifica Disponibilidade: Um sistema responde positivamente, caso tenha recebido
correctaÍnente uma mensagem. Este método serve para verificar se um sistema está ou
não disponível.
o Obtém Bases de Dados: Neste método a aplicação local informa a aplicação remota
quais as bases de dados que tern disponíveis.
r Obtém Tabelas: São devolvidas todas as tabelas de uma dada base de dados.
o Obtém Campos: São devolvidos todos os cÍrnpos de uma dada base de dados e uma
tabela.
o Nova §ubscrição: A aplicação remota informa que subscreveu urna nova tabela.
o Recebe Dados: Este método é responsável por receber os dados de replicação,
enviados poruma aplicação remota.
. Obtém Publicações: A lista de tabelas publicadas é disponível através deste metodo.
o Verifica Actualizações de uma Publicação: Através deste método, a aplicação
remota verifica se existem novas actualizações para uma dada bases de dados e uma
tabela.
. Obtém Dados de uma Publicação: A aplicação remota obtém os dados de uma
publicaçâo através deste método.
r Actualização de Subscriçâo bem Sucedida: Atavés deste método a aplicação local é
informada que uma subscrição foi replicada com sucesso.





Figura 4.2: Exenplo da comunicação "Cliente-Servidor".
E§tes métodos podem ser chamados através de um môdufo "cliente"disponive[ na aplicaçiio,
qraoodeexecutar-r#ralquer ur-dosmétodos desmitos antuioomente, tal como é exemptificado
na figura 4.2. O "servidor" responúvel pelo enüo dos dados, não tern informações sobre o
destino dos dados que envi4 o *cliente'" que recebe os dados é que deve ter a capacidade de





Para que a aplicação possa reconhecer as mráqúnas "vizinhas", que permitem e,lrüar e receber
dados, foi criada uma hbela de sistema onde são guardadas as infonnações necessárias para que
o siste,ma reconheça as maquinas que podem ex€rcer essa funcionalidade.
Figtrra 4.3: Tabela de sistemaparaidentificação de sistemas "vizinhos".
4.4 - Subscrição e Publicação de Dados
O ut'rlizador tem duas hipóteses para replicar os dados de uma base de dadog afravés de
subscrições ou publicações. ou seja, o sisterna é informado como deve enviar e receber os
dados.
Numa subscrição, o utilizador informa uma fonte de dados, quais as tabelas que pretende
copiar para o seu sistema. O sisterna que envia os dados regista na base de dados de sisterna que
eúste um novo destino paÍa replicar os dados de uma determinada tabela. O sistema que fez o
pedido de subscrição é ambém informado que existe uma replica de dados a ser recebida
Outra forma para copiar dados é através de publicações, onde uma fonte de dados pública as
túelas que pretende replicar. 0 sistema que pretenda obter uma pubticaçiio dwe informar quais
as publicações que pretende receber, de modo a obter uma ópia dos dados posteriomrente.
Além do que já foi mencionado, luna das grandes diferenças entre uma subscrigão e ulna
publicação é a forma como os dados são replicados. Numa subscrição a fonte envia os dados
paÍa ün destino (Repücação Enviada). Numa publicação o destino faz um pedido dos dados à
fonte (Replicação e Pedido).
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Numa subscrição ou publicação foi implementada a hipótese de fragmentaçÍlo horizontal e
vertical, ou sej4 o uülizador pode escolher como deseja que os dados sejam filrados. Para a
fragmantação ve,rtical deve-se definir a correspondàrcia de carnpos pretendida e para a
fragmentação horizontal deve-se adicionar os campos pretendidos e o respectivo valor, como se
pode constar na Figura 4.4.
Também é possível definir quem filra os dados, ou s6j4 quem fica encrregue da
Êagmentação horizontal e vertical deÍinida pelo utilizador. Esta opção possibilita ao utilizador
escolher o melhor paÍa o seu sistem4 eütando a sobrecarga quer da fonte ou do destino dos
dados.
Quando existem dependàrcias nas tabelas a se(em subscritas ou publicadas, existe a hipótese
d€, t#Ebérn, s,erem replicadas as dependêneias da tabela principal a ser replicada Isto é, caso
seja pedido o sistema vai também enviar os dados das tabelas "pai" que correspondem à tabela
pretendida.
Caso se trate de uma subscrição, é possível definir se a replicação é ou não instantánea. Caso
seja instantânea o sistema vai enviar os dados assim que possível, no caso de ser nâo
instantâneq o sistema envia os dados numa hora preüamente definida pelo utilizador.
Figura 4.5: Tabelas de Sisterna para Subscrições.
Na Figura 4.5, estão representadas as túelas de sisteÍna para guardarem os dados referentes às
zubscrições que possam existir. A tabela 'Remote Subscription" tem a informação das







































































"Sequence" define a ordern de envio de uma subscrição e "Last Change" contém a data do
ultimo volume de dados enviado. A tabela *Remote Horizontal" so é utilizada caso seja a fonte
dos dados a filtrar os dados a s€rem enviados. A tabela "Local Subscripüon" contéttt os dados
das subscrições a serem recebidas, pÍ!Ía que o sistema identifique a base de dados e a tabela que
vai receber os dados enviados pela fonte. *Local Horizontal" é a tabela utilizada para guardar os
dados caso seja o destino a Íiltar os dados. A tabela 'ol.ocal Subscription Matching" tata da









Fignra 4.6: Tabelas de Sisterna paÍaPublicações.
As informações sobre as publicações também estão guardadas numa tabela de sisterna como se
pode constar na Figura 4.6. A tabela 'Master hrblication" regista todas as tabelas que estão
publicadas numa fonte de dados. "Slave Publication" é a tabela que guarda as infomrações das
publicações que foram subscritas, sendo "Hosürame" o nome do anfitrião de onde vão ser
extaídos os dados e *I-ast Change" a data da última alteraçâo. Âs tabelas *Slave Publicaüon
Horizontal" e "Slave Publication Matchingl' tàn a mesma função das tabelas "Local
Subscription Horizontal" e "Local Subscription Matching", respectivamente.
4.5 - VeriÍicação de Actualizações
Um dos momelrtos importantes durante a execuçâo da aplicação é a percepção se existem ou
não actuatizações. Como foi referido no tópico anterior, quer as subscrições quer as publicações
têm um carnpo "Last Change", eüo refere a data da última actualização de cada subscrição ou
publicação.
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Figura 4. 7 : Fluxogram a pnÍa verifi cação de actualizações numa subscrição.
Pma as subscrições, a fonte de dados esta constantemente, num período de tempo defrnido
pelo utilizador, à procura de actualizações. Este procedirnento está representado na Figura 4.7,
aüavés de um fluxograma.
Nas publicações a verificação de actualizações envolve a comunicação entre a fonte e o
destino dos dados. O destino dos dados verifica para todas as publicações subscritas a daÍa da
última actualização. que será comunicado à fonte de dados. A fonte de dados verifica se existsm
actualizações, caso existam, estes serão enviados pam o destino.
4.6 - Propagação dos Dados
Como já foi referido no tópico 4.2, existem duas forrras de propagar os dados, uma mais
somum dflomfuada *Normal", onde uma forúe envia parz vririos destiuos e oura denominada





Figura 4.8: Esquema de uma propagação de dados "Normal"
Z6
Dados
Numa propagação de dados "Normal", a aplicação pode enüar o mesmo volume de dados
para vários destinos ao mesmo tempo. Esta opção é viável, no entanto, pode sobrecarregar a
fonte de dados caso sejam enviados muitos dados ao mesmo te;rrpo. Em caso de falha de
comunicaçÍio a fonte não enüar os dados para um destino, que apenas receberá os dados quando
estiver disponível.
Fignra 4.9: Esquema de uma propagaçãD de dados em "Cascatd'.
Numa propagação de dados srn "Cascata", como é ilustrado na Figura 4.9, a fonte de dados
enüa os dados para um destino, que fica encâÍTegue e enviar para outro destino e assim
sucessivamente. Caso um destino não esteja contactável, de modo a receber os dados, os dados
serão enüados para destino a seguir, quando todos os destinos tiverem recebido a cópia dos
dados, o ultimo destino a receber os dados vai tentar enviar novamente para os destinos que
tenham falhado durante o ciclo nonnal da propagaçâo em "Cascata".
A comunicação enüe uma fonte e um destino é feita aüavés do lleb Service descrito no tópico
4.3, caÃa destino para onde são enviados os dados tern de responder denúo do tempo definido
pelo utilizador. Em caso de falh4 a fonte insiste novamente até esgotar o número de tentativas
definidas pelo uülizador, se ainda assim o sistema nâo responder, este será dado como
incontactável. Os dados que são enviados entre os sisternas, sâo colocados dentro de urna lista
paÍa que possam ser enviados aüavés do Web Service.
Tudo o que estiá descrito neste tópico refere-se à propagação dos dados numa subscrição, no
caso de uma publicaçâo e como se trata de um sisterna de replicação a pedido, o destino dos
dados pede os dados à fonte. Este pedido é feito através do l{eb Semice implernentado, o
destino faz o pedido à fonte de dados enüando a üta da última acblalizaqão, caso existan







4.7 - Integração de Dados Heterogéneos
Desde o início do desenvolvimento deste projecto que foi planeada a integração de dados
heterogéneos, isto é, a cópia de dados enfie SGBDs diferentes, onde o objectivo é demonstrar
que é possível copim informação não só entre diferentes plataformas, mas também entre SGBDs
diferentes.
No tópico 4.4 pode verificaÍ-se nas túelas de sistema das subscrições e publicações um
campo denominado *Local Database Type" ou "Remote Database Type", que servem para
identiÍicar o tipo de base de dados com que o sistema estrí a lidar.
Como foi referido no capítulo 3, no desenvolvimento deste projecto foran utilizados os
SGBDs PostgreSQl e MySQL, onde é possível integrar dados entre eles. Na aplicaçâo, forarn
criados dois módulosr run para manipular o SGBD PostgreSQl e ouüo o SGBD MySQL, desta
forma é possível responder aos vários pedidos quando a aplicação está presente sobre um destes
tipos.
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Figura 4.10: Exemplo de reconhecimento do SGBD a ser usado
Para distinguir os dados PostgreSQl e MySQL, foi desenvolvido um módulo para
reconhecirnento da base de dados que esüí a ser utilizada, que ao reconhecer o tipo de base de
dados encamiúa os dados a serem manipúados paÍa o módulo do SGBD corresponde,nte.
Em suma, quando a aplicação recebe ou envia dados, estes são determinados nâo so pela base
de dados e tabel4 mas também pelo tipo (MySQL ou PostgreSQl), que determina o módrüo a






4.8 - Fragmentação Horizontal e Vertical
Tal como foi descrito en 2.1.2, a fragmentação horizontal e vertical üata de filtra os dados.
Neste projecto foi implementado runa solução para fragnentação horizontal e vertical.
Existem duas soluções implemeirtadas pra a fragmentação horizontal, urna qumdo é a fonte a
filtar os dados e outra quando é o destino a Íiltar os dados. Servem estas solu@s paÍa o
utilizador adaptar o sistema consoante as necessidades, ou sej4 pode definir a fonte como
responúvel da filtragem dos dados, caso nâo exista uma grande sobrecaga ou entâo enüaÍ
todos os dados para o destino, evitando perder tempo a filrar dados.
No caso dos dados serem filnados na fontg a aplicação reconhece quais os campos a s€r€xn
filtados e os respectivos valores. Quando a exfiacção dos dados é feita, a fonte ransmite ao
respectivo SGBD, os dados que pretende e a respectiva filragern. Na situaçâo em que o destino
filtra os dados, é verificado se existem filtragens a realizar. Caso existarn" o destino analisa os
dados recebidos e filfra-os consoante os campos e valores anteriormente definidos pelo
utilizador.
Numa fragmentação veúical, são seleccionadas as colunas que o uülizador definiu. Ao definir
as colunas pretendidas é ainda possivel defrnir uma corrsspondência de colunas entre a fonte e o
destino de dados. Este tipo de Íiltagem é feito apenas pelo destino dos dados, que ao receber
dados provenientes de uma fonte vai analisar e ordenar as colunas que o utilizador pretende
copiar.
A fragmentação horizontal e vertical pode ser deÍinidas através da submissão de novas
zub,serições ou publicações.
4.9 - Transformação de Dados
A transformaçâo de dados é outra funcíonalidade implementada no projecto desenvolüdo, que
tatade transfomrar os dados vindos de uma fonte num formato outipo adequado ao destino dos
dados. Existem duas formas para transformação de dados, afravés de uma tabela de conversão
ou de una firnçâo.
Uma abela de conversão é uma forma simples de transformar o valor de wn determinado
campo nouto valor pretendido por quem recebe um determinado volume de dados. Para a
aplicação ter o conhecimento de quais os dados a transformar, foi criada uma tabela de sistema
associada às subscrições e publicações, assim o utilizador infonna o sistema do que pretende





















Local Database TvpeRemote Database
Remote Table
Remote Database Type Local Value
Figura 4,ll: Tabela de Conversão associada, a uma subscrição.
Puaafiansformação de dados é tâmbém possível aplicar uma função para transformar o valor
de um determinado campo. Para este tipo de transformação estâo pré-defÍnidas algumas
firnções" que o utilizador pode escolher. As funções disponíveis na aplicação desenvolvid4 são:
o LowerCase: Converte todos os caracteres de uma string ern minúsculas.
. UpperCase: Converte todos os caÍacteres de uma string ern maiúsculas.
o Compact Re.mova os espaços 
".m hranco de uma sÜing (Exe,rnplo: "AA *BC" em
*AABC").
o FirstUpperCase: O primeiro carácter de uma string é convertido em maiúscula
o Clea[ Re,move os carac]tses aqreciais de uma.rtring (Exemplo: L ç, é).
o Trim: Remove os espaços iniciais de uma string, caso existan.
Tal como nas tabelas de conversão, paÍa informar o sistema qual a funçâo pretendida pra
fansfonnar o valor de um sampo, foi criada uma kbela de sistema como estii representado na
Íigr:ra 4.12. Ao informar qual o campo pretendido a função vai tansformar todos os valores
associados.
Figura 4.12:Tabela de transformaçâo através de frrnções associada a uma subscrição.
As transformações de dados mencionadas neste tópico sâo aplicadas na recepção dos dados e
























4.10 - Monitorização do Sistema
Para o controlo dos dados enüados ou recebidos e de erros que possam ocoÍÍer, foi oiado um
módulo para monitorizar o sistema. A função deste módulo é apenas vizualizar, em modo geral,
as ocorrências no siste,ma para ajudar o utilizador a tomar alguma decisâo caso seja neoessário.
Para a monitorizaçâo do sistema foram criadas tabelas de sisterna, onde sâo gurdadas as
informações sobre subscrições e publicações enviadas ou recebidas e também de erros que
possam surgir durante a execução da aplicação. Na Figura 4.13 podern-se verificar as tabelas de




















Figtrra 4.13: Tabelas de sistema para monitonzaçãD.
Sempre que ocorre um envio ou recepcionamento de dados, a aplicação regista a informação
necessiiria na tabela de sisterna correspondente à ocorrência. No caso de urrl eÍro, sempre que
ocorre urn eÍTo na aplicação ou na comunicação enüe sistetnas é registado na tabela de
monitorização correspondente.
4.ll - Interface para o Utilizador
Ao longo deste capíhrlo foram descritas várias características da aplicação desenvolüd4 no
entanto ainda não foi descrito a base do funcionarnento da aplicação. O interface desenvolvido






































Figura 4.14: Exemplo do interface da aplicação.
O interface permite ao utilizador geú as subscrigõeg gerir as publicagões, gerir as túelas de
uma deÉerntinada bascdc dados, gerir o grupo de sisternas, altera as definições e monitorização
do sistema.
Este interface pode ser executado através de qualquer Web Browser, niio existindo, tãnbáq
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Neste capítulo, são analisados os resultados obtidos após a finalização do projecto, bemr como
o seu funcionamento peranE casos reais. São descritas as mais-valias ou firncionalidades que o
projecto oferece, a facilidade de integração ente diferentes SGBDs, o peso do sistelna quando
tem dados para replicar, a tolerância a falhas e tambán serão demonstrados algrms testes
realizados.
O projecto dese,nvolvido no ârrbito desta dissertação de mestrado está disporúvel pma a
comunidade Open Source epode ser consrltado em, http://pipdbre,plicator.sourceforse.net/.
5.1 - Funcionalidades
Após o desenvolvimento do pÍojecto é possível analisar as funcionalidades disponíveis
corsoafte o que é pretendido pelo uülizador final. Todas as funcionalidades implementadas
foram preüamente analisadas, de modo a serem disponibilizadas segundo o p,rete,ndido numa
aplicação de replicação de base de dados.
O sistema de histórico é uma das funcionalidades base disponível, pois sern ele é impossível
verifrmas ogorrêficias numa determinada tabela. Além disso e possivel aproveitrro sistema de
histórico paÍa o uso em ouüas aplicações que manipulem Íls mesrnas bases de dados, pois as
túelas de histórico são c'riadas na mesma base de dados onde se enconüa a tabela principal.
A possibilidade de replicar dados ente bases de dados mestre é ouüa das funcionalidades que
se óestacam, pois assim é possível manter todas as bases de dados distribúdas rcfrralitz,úas
entre si.
As variadas formas de distribuiçâo dos dados sâo uma funcionalidade que se pode destacar,
pors o utilizador da aplicação podení escolher aquilo que lhe é mais conveniente consoante as
suas necessidades. O sistema oferece uma solução de Replicação Enviada, onde a fonte de
dados recebe subscrições dos destinos, paÍa depois enüar os dados paÍa os respectivos
rec€ptorss, esta distribuição podera ser realizada em cascata, caso seja prúendido pelo
utilizador. No sistema também está presente uma solução de Replicação a Pedido, onde a fonte
de dados pública as tabelas pretendidas e os receptores fazem um pedido dos dados publicados.
A fragmentaçâo horizontal e vertical é outra soluçâo apresentada ao utilizador, onde é possivel
fittraros dados pretendidos e adaptrí-los ao receptor dos respectivos dados.
-l ,i
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O Web Service desenvolvido possibilita a integração com outras aplicações que possam vir a
ser desenvolvidas, podendo o utilizador adaptar-se a uma solução mais conveniente para o seu
sistema.
Tabela 5. I : Funcionalidades da aplicação desenvolvida.
A Tabela 5.1 faz um resuÍno de todas as frrncionalidades disponíveiq com base no estudo
realizado no capítulo 2. Como se pode verificar, a aplicação disponibiliza quase todas as
frrncionalidades que outras aplicações podern ou nâo oferecer. Apesar de a aplicação não
disponibilizar repücaçâo síncron4 existe a possibilidade de copir dados logo que possível, de
forma a aproxinar-se o mitximo de uma replicação síncrona. Como não odste replicação
síncrona, não poderá tarnbérn eüsúr transacções distribuídas, no entanto uma üansacaão
ocorrida localmente poderá ser totalmente copiada e posteriormente enüada para outros
sistemas. Apesarde não sxistirnenhum módulo de 2PC directamente disponível na aplicação, o
sistema reconhece quando uma replica ocoffeu totalmente ou não. Caso não tenha ocorrido com
sucesso arcptica dos dados, o sistema enüar.á de novo todos os dados de modo a garantir que a
















Tabela 5.2: Comparação enfre aplicações
Na tabela 5.2 é fetta uma comparação de funcionalidades entre a aplicação desenvolüda nesta
dissertação e outras duas apücações open source mais representativas.
5.2 - Adaptação a diferentes SGBDs
Uma das características chave da aplicação desenvolüda é a facilidade de integração com
difereftes SGBDs. O utilizadoraperas tem de se preocupar ern escolher o que preteflde e como
usar.
Foi referido no Capítulo 3 que apenas os SGBDs MySQL e PostgreSQl es6o disponíveis
nesteprojecto, no entanto, seÉ f;ácil a integração de oufros SGBDs, desde que exish um driver
JDBC compatível pÍ!Ía a manipulação do SGBD pretendido. Depois será necessírio adaptar os
métodos desenvolüdos para a interacção com o SGBD.
Ao longo do Capítulo 4 foram descritas algumas abelas de sistern4 isto é, que são au:riliues
fu ryliczição para tomar uma decisão. Estas tabelas podem ser integradas nurna base de dados
MySQL ou PostgreSQl. O utilizador deve criar uma base de dados no SGBD prete,ndido,
instalar as túelas de sistema e depois informar na aplicação, qual o SGBD que tem a base de








Nos testes onde se pretende demonstrar a integração entre duas bases de dados, formr
consideradas as seguintes opções:
. (A) Simples: consiste a replicação total dos dados.
. (B) Fragmurtação Horizontal com filnagem na fonte
. (C) Fragmentação Horizontal com filtagem no destino
. (D) Fragmentação Vertical
. (E) Fragmentação Horizontal e Vertical com filtragem na fonte
o (F) Fragmentação Horizontal e Vertical com filtragern no destino
. (G) Dependências: consiste na replicação de uma tabela mais respectivas
dependências.
As opções estão identificadas por letras entre A e G de forma a identificar as opções nas
tabelas de resultados que estão descritas nesta subsecção. Na fragmentação horizontal são
filtrados 107o dos dados totaiq ou seja, se uma tabela tiver 10000 registos apenas vâo ser
re,plicados 1000 registos. Na fragmentação vertical foram filtradas três colunas de uma tabela de
cinco colunas. Na replicação com dependências é utilizada uma tabela que tem l0o/o de registos
de uma tabela "pai", ou seja vão ser replicados os l07o dos registos da tabela "filho" mais 10olo
dos registos da tabela "pai'. Os valores apresentados nas tabelas de resultrdos estilo em
segundos.
Figura 5. 1 : Tabelas utilizadas para nos testes realizados.
As tabelas rspresentadas na Figura 5.1 serviram do auxflio püa a real,r:ação dos testes. A
tabeta pri"cipal é a *Cinco" que tern a maioria dos dados a serem replicados; a tabela 'Cinco
Dep" tem dados que são dependentes da tabela o'Cinco"; por frm a tabela "Tres" apenas será












Paraarcalização destes testes foram utilizados os computadores pessoais PCI e PC2.
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106 16 16 67 11 11 22





Tabela 5.3: Resultados da integração entre duas BDs PostgreSQl.
A replicação de dados ente duas bases de dados PostgreSQl mostra um desempenho
esp€rado, consoante o aurnento do volume de dados mais tempo demora a replicação. Na
Íilnagem de dados, quando se tata de fragmentação horizontal o ternpo de execução é bastante
me,nor do que quando se copiam a totalidade de dados, não existindo diferenças relevantes na
distinção se é a fonte ou o destino quem filtra os dados. Na fragmentação vertical, apesar de
serem todos os dados copiados, apenas o tempo de execução é reduzido para quase metade do
que quando se repüca uma tabela inteira com cinco colunas. Na replicação de uma tabela com
dspendências os resultados es6o dentro do esperado.
VolumeDados A B C D E F G
5000 106 20 23 165 20 20 39
20000 657 81 8l 683 81 79 155
r00000
1645 1,87 183
3ss6 373 369 34t6 677 672 1615
Tabela 5.4: Resultados da integração ente uma BD PostgreSQl (fonte) e uma BD MySQL
(destino).
A integração enüe uma BD PostgreSQl e uma BD MySQL apresenta alguns resultados fora
do normal, nomeadanente quando se trata de fragmentação vertical, onde o tempo de execução
é quase sempÍe superior ao que se verifica durante uma replicação de dados total. Seria esperado
que na filragem de dados o tempo de execução fosse menor. Nos restantes testes realizados não
existsnerhum resultado considerado fora do normal.










20000 7s 73 190
r82 179 7Al
3s 1 362 1990100000
Tabela 5.5: Resultados da integração entre duas BDs MySQL.
39
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Entre duas bases de dados MySQL os resultados continuam dentro do norrnal, à excepção de
quando se trata de fragmentação vertical, onde os tempos obüdos continuarn a ser bastante
id&rticos àqueles que se verificam numa cópia total de dados.
Volume Dados A BCD EFG
20000
100000 2721 237 233 1500 ls8 t64 1666
Tabela 5.6: Resultados da integração enfre uma BD MySQL (fonte) e uma BD PostgreSQl
(destino).
Quando se ftata da integração enüe uma base de dados MySQL e uma base de dados
Fsst$eSQL, onde a base de dados PostgeSQL é a responsável por grurdar a copia dos dados,
os resultados obtidos retornam ao normal. Isto é, todos os resultados apresentados estiio dentro
















postg reSQL-> P ostg reSQL
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VolumedeDados
Figura 5.2: CráÍico coryuativo dos te,mpos ob'tidos numa replicação total.
Aüavés da interpretação das abelas apresentadas nesta subsecção e com auxílio do grrífico da
Eigura 5-| pode-se constataf, Que a integração de dados onde o SGBD PostgreSQl é o teceptor,
tern melhor desempeúo do que quando o SGBD MySQL é o receptor. Desde o inicio dos testes
realizados, que se verificaram sernpre diferenças entre os tempos obtidos, onde o SGBD
PostgreSQl apÍesenta sempre melhores resultados, quando é o receptor. Pode-se concluir, que
tanto o SGBD e PostgreSQl e MySQL não apresentan diferenças no processaÍnento dos dados
antes do envio para os vários destinos. No entanto, o SGBD MySQL apresenta piores tempos
em relagão ao SGBD PostgreSQl quando se trata de recepcionar dados.
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Figura 5.4: GníÍico comparativo dos tempos obtidos numa replicaçâo com fragmentação
vertical.
Taurbém na fragmentação vertical é possível verificar a redução de tempo do processanento
dos dadog apesar do volume de dados ser igual ao de uma replicação total, sendo que a
diferença está no número menoÍ de colunas. O SGBD MySQL mosfia novaÍnente problemas e
quando rata de filtrar os dados de modo a obter apenas três colunas das cinco enviadas, dernora












Figura 5.3: Cnáfico comparativo dos tempos obtidos numa replicação com fragmentação
horizontal e filtragem na fonte.
Como seria de esperaÍ, na fragmentação honzontal os tempos obtidos sâo menores ent
cornparação som uma replicação total, pois os dados são filrados diminuindo assim o volume
de dados. Nesta situação não existem grandes diferenças de desempeúo ente o SGBD
PostgreSQl e MySQL. Atraves da anrálise das tabelas 4presentadas, pode-se Anrbém constar
que não existem grandes diferenças na distinção de quem filta os dados, ou sej4 os tempos são






























Figura 5.5: Gnáfico comparativo dos ternpos obtidos numa replicação de uma tabela mais as
reqpectivas dqpendências.
Quando se trata da replicação de uma tabela mais as respectivas dependências de ouüa tabel4
o SGBD PostgÍeSQL. continua a ter melhor desernpenho do que o SGBD MySQL. Existe a
particularidade na situação em que o SGBD MySQL envia dados para o SGBD PostgreSQl,
onde se consta que o tempo de execução é maior do quando se envia entre duas bases de dados
PostgresQl e entre uma base de dados PostgreSQl e outra MySQL. Na outra situagão enr que
o SGBD PostgreSQl recebe dados, o tempo de execução é bastante meÍror, quer isto dizer que o




Conclusões e Trabalho Futuro
Esta dissertação teve como terna principal a replicação de bases de dadoq onde form
descritos algrrns conceiüos chave, bem como a apücação para a replicaçâo de dados que foi
desenvolvida. Neste capítulo é malisado o trúalho realizado e sâo descritas algumas melhorias
a sef,em impleinenadas ptra o correcto firncio,nmrento da rylicaçâo. No seguinte ponúo 6.1 sâo
apresentadas as conclusões após a redização deste projrcto e w,6.2 é úordado o trúalho
futuro a ser imple,mentado neste projecto.
6.1 - Conclusões
Ao longo desta dissertação form qresentados conceitos, ferrm€ntas e metodologias que
constihrem a aplicaçâo desenvolvid4 som o objetivo de repücar bases de dados distribuídas.
Nesüa subsecçÍto sâo descritos os objectivos atcurçados e tmbé,m as conclusões obtidas.
O objectivo principal, a replioação de dados ente vários sistemas foi alcançado, sendo
possível a üoca de informação enüe qualçer sistema A adâptabilidade foi ,,m dos aspectos a
t€r em contq ou sejq a apücaçâo desenvolúda pode adrytr-se a viffias situagões possíveis
quado se pretende replicar dados. O utilizador poderá orptar por obter todos os dados de uma só
vez, incrementalmenrc ou parcialmente, consoante a situação que mais desejar. Pode ainda
escolher como propagü os dados, de forma a contolar a carga de um sistema e permitir replicar
dados e,nüe tabelas com esqu@ras difere,ntes pemnitindo a teolinçfu de nmsformações de
modo a ser possível uma adaptagão à tabela que recebe os dados. Na sihmçâo €m que uÍna
tabela te,m dependências, ou seja, tem mformaçgo dp outras tabelas é possível
replicarjuntmeirte atabelaprincipal mais as respectivas de,pendências, gumtindo aintegridade
dos dados.
Alérn da repücação de dados proprimente ditl, foran implemenadas mais soluções púa
facilitar a integração de informação enfre os vffios sistemas. As túelas de histórico,
desenvolüdas neste projecto tênn um papel fimdmenal, pois é através delas que é possível a
verificação de actralizações numa determinada abela Desta formq a aplicação sabe qual os
dados que deve processaÍ para posterimmente serem enüados pra outros destinos. Além do
qu€ já foi descrito, as tabelas de histórico podem ser utilizadas por outas rylicações que
pretendm apeder ao histórico de uma tabela.
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O Web Serttice apreseirtado neste projecto possibilia a integração da aplicação desenvolüda
com ouhas aplicações que possam surgir, desde que seja utilizado o conüato WSDL
desenvolüdo. Além disso, a aplicaçâo dese,nvolüdanão depende daplatafmma em lN(,, ou seJq
poderá ser executada ern qualquer pldaform4 desde que odsta uma JVM e um servidor de
rylicações instalados.
Outro dos objectivos propostos que foi cumprido é aintegryão de dados S sêndo
possível replicu dados e,ntre diferentes SGBDs. No caso deste projecto apenas foram usados os
SGBDs MySQL e PostgreSQl, no e,ntanto, existe a possibilidade de integrar mais SGBDS com
a aplicação desenvolüda comple,mentando ainda mais a apücaçâo.
Ainda abordando a adapabilidade da aplicacrãrc, existe a possibilidade de enviar dados ou
pedir dados, isto é, o sistema pode emüar dados para vfoios destinos s€m que ningué,m faça um
pedido ou un destinatrário efectuar um pedido dos dados que pretende. Desta forma o úilizador
da aplicaçâo pode adrytá-la à situaçâo que lhe for mais conveniente.
Em determinadas situa@es pode ser necessário eÍi:ctuar uma filtragem de dados, de forma a
não serem copiados dados desnecessários, aumentândo assim o rendimento de "m sistem* A
fragnentação horizontal e vertical é de certa forma uma solução para filfr os dados, sendo
possível a selecçâo específica de determinadas colunas ou de urr determinado domínio de dados
de uma túela Como ficou provado no ponto 5.5, quando é aplicada fragmeúáçâo horizontal ou
vertical nrun determinado volume de dadog o te,mpo de execuçâo de uma rfulica é bastmte
menor em comparaçâo com uÍna cópiatotal de dados sem qualquer filtragem.
O módúo de monitorização disponível na apücaçâo tem um papel importante durante a
orectrçáo da apücação, informando o utilizador quando são efectuadas rfulicas e também
quando ocorre um eÍro. Desta forma o utilizador es6 bem auxiliado quamdo precisa de tomr
una decisão, de forma a melhorar o desempenho do sisErna ou então na ocorrência de um erro.
Após a rcalização dos testes na aplicaçâo, pode-se constatar que ao effirar uma copia total
dos dados o t€mpo de ocecuçâo é aúa vez maior à medida que o volurne de dados aum€nt4
chegando 4 um pooto em que poderá ser insustentiível para a aplicaçâo replicar rrm elevâdo
volume de dados. Assim e através dos resultados ob,tidoq a utilizaçâo desta aplicaç,ão deverá
focar mais na repücação incremental ou parcial de dados, evitando a replicação total de dados
de elevado volume.
Ainda em relação aos testes realizados, na comparação eNrtre os t€Nnpos obtidos eirüe as
filfagens na fonte ou destino dos dados, a difere,nça existente é mínima No entanto, quantas
mais replicações a fonte tiver de supo,rtar, maior é a complexidade e desta forma o rendimeirto
será menor, por isso ser.i aconselhável o destino dos dados filtar os dados de modo a não
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sobrecaregr a fonte. A propagação dos dados em cascata pode ffibém evim a sob,recrga dos
dados na fonte, distribuindo a responsabilidade de replicação pelos vários destinaairios.
Em geral os objectivos definidos püa este projecto, fo,ram alcançados, ryesa( de odstirem
algumas melhorias a sercm feitas, de forma a disponibilizar mais opções à aplicação e tambm
melhorar o desempenho em determinadas funcionalidades já disponíveis.
6.2 - Trabalho F'uturo
Ao longo do desenvolvime,nto desta dissertação e na fase de testes foram idsúificados algrms
aspestos a serem implementados ou melhomdos, dÊ foÍma a optimizâr a aplicação desenvolvida.
Desde a fase de testes reallzafuna aplioação houve a necessidade de serem exeutados tcstes
mais e!ffirstivos e variados, que acabaram por não se concretizar dwido à falta de recursos. Pra
que sejm detectados prováveis eÍros e aindamelhorar o desempenho da rylicaçâo dweriam ser
realizados mais testes não especificament€ com riln volume de dados variáveig mas focando-se
nas funcionalidades específicas da aplicaçâo, tais como, a integração de dados heterogeneos,
fragmentação ho,rizontal e vertical, üansformação de tipoq €,nüe outras. No decorrer desta
dissertação, apenas foi utilizada a plataforma Windows para a Íealiryão de EsEs, no entanto,
devem ser feitos noutras plataformas tais como Linux ou Mac OSx, de forma a poder ser
malisada a influência de uma plataforrra na sua orecuçâo, bein como Íerili?fi os reqlectivos
melhoramentos no caso de surgire,m erros.
Em couparação com outras 4licações de replicaçâo de bases de dados s€riaútil implementr
a firncionalidâde de copiar o esquema das túelas, ou seja, além de s€rem copiados os dados de
uma túela o seu esquema tmbém seria copiado. Como a fonte dos dados nem sempre coúece
os esquemas de tabelas odstentes no destino, no cÍrso dÊ não erdstiÍ o esqlrema da tabela
pr*endida seria útil copiar também o esquema garantindo que os dados seriam coÍrectaürqrt€
guardados.
Actualmente a ryücação apresentad4 replica dados eirtre máquinas, ideiúificando o Íec€,ptor
apenas como uma so máquina mas seria benéfico paÍa a aplicação enúar os dados pana un
gfupo de mráquinas e nâo para várias mráquinas soltas. fu *jq a aplicação deveria ÍecotrheceÍ
nnr determinado nírrrero d€ máquinas cüno uÍna so e aperus rerilizt um envio de dados,
witando mais envios de forma a nâo levar ao sobre carregamenúo do sistema Assim realizaria
m€nos enüoq ficando disponível para outras finções. O gropo de máquinas ficria responsável
por receber os dados e distribú-los pelas máquinas constituintes.
Na replicação total de dados com u elwado volume Í€púou-sê qre o pÍocessünento era
múto mais lento e que às vezes erdstiam problemas de memória nas máquinas onde foram
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realizados os testes, pois os dados antes de s€f,em e,nviados são processados na sua globalidade e
depois enviados. Para evitar problemas de memória seria benéfico diüdiÍ os dados os dados err
pucelas de menoÍ dimensão e envia-las sequencialmorte para os vários destinos, evitmdo assim
o maior desgaste na fonte dos dados.
A segtrança foi um assunto não abordado nesta dissertação e tmbán não foi imple,mentada
na aplicação desenvolvid4 no entanto, caso seja necessária a replicação de dados de elevada
imporfucia será necessrário criar mecanisrnos de segurança eviando a captagâo de dados
quando estes são replicados para outros destinos. Uma solução possível passa pela encriptação
dos dados na fonte e desencriphçâo no destino correcto.
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