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CHAPTER 1
PHASE TRANSITIONS IN
THE PSEUDOSPIN-ELECTRON MODEL
Ihor Stasyuk
Institute for Condensed Matter Physics
of the National Academy of Science of Ukraine
1 Svientsitskii Str., UA-79011 Lviv, Ukraine
E-mail: ista@icmp.lviv.ua
A review of the present state of investigations of the pseudospin-electron
model (PEM), which is used in the theory of strongly correlated elec-
tron systems, is given. The model is used to describe the systems with
the locally anharmonic elements of structure represented in the model by
pseudospins. The consideration is based on the dynamical mean field the-
ory approach and the generalized random phase approximation. Electron
spectrum and thermodynamics of the model are investigated; the cases
of the simplified model, the model with strong interaction and the two-
sublattice model are studied more in detail. The phase transitions into
other uniform or modulated states as well as superconducting phases are
described; the criteria of their realization are established. Based on this,
the description of structural and dielectric (ferroelectric type) instabili-
ties, phase separation and bistability phenomena is given. A comparison
is made with the thermodynamics of the Falicov-Kimball model (which
can be considered as a particular case of PEM). The possibility of ap-
plying the PEM to the analysis of thermodynamics of the real HTSC
systems is discussed. Attention is paid to the unsolved problems in the
study of PEM.
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1. Introduction
Much attention is paid in recent years to the investigation of systems with
strong electron correlations, such as crystalline compounds with the transi-
tion and rare-earth ions (transition metals, transition metal oxides, mixed
valent compounds, heavy fermion systems, high temperature superconduc-
tors, etc.). Their specific electronic, magnetic and conducting properties as
well as the presence of a variety of phase transitions and the phenomena
that are connected with this property are caused to a great extent by the
splitting and reconstruction of energy spectrum due to correlation effects.
The theory of such systems is based on the Hubbard model and on its gen-
eralizations, where the crucial idea is the one concerning the decisive role
of the strong short-range interaction of particles (electrons). At the pres-
ence of additional (i.e., vibrational) degrees of freedom, one can mention,
among others, the pseudospin-electron model (PEM). The model appeared
recently in connection with the investigation of the high-Tc superconduc-
tors. It was introduced to describe the contribution of locally-anharmonic
elements of the crystal structure to their electronic properties.
Electron system in PEM is described by the Hubbard Hamiltonian while
the anharmonic vibrational modes are treated using the pseudospin formal-
ism. The model Hamiltonian is as follows
H =
∑
i
[Uni,↑ni,↓+(gSzi −µ)(ni,↑+ni,↓)−hSzi −ΩSxi ]+
∑
i,j,σ
tija
+
i,σaj,σ. (1)
Here ai,σ, a
+
i,σ are electron annihilation and creation operators, ni,σ is an
electron occupation number; besides the electron correlation (U -term), the
single-site part includes the interaction with pseudospin (g-term) and the
energy of the tunnelling-like splitting of vibrational levels (Ω-term); the
field h describes the asymmetry of local potential. The electron transfer
(t-term) is included as well.
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The pseudospin-electron Hamiltonian (in form (1) with inclusion only
of the g-interaction) was used by Mu¨ller with the aim of describing the
anharmonic vibrations in the oxygen subsystem of the high-Tc supercon-
ducting crystals of the YBaCuO type.1 The YBa2Cu3O7−δ crystal is a
typical and most studied example of such objects. The unit cell contains,
besides two superconducting planes, the chain (at the δ ≪ 1 composition)
elements Cu1-O1, connected by Cu1-O4-Cu2 bridges with Cu2-O2 plains
through the apical oxygen ions O4. The vibrations of these ions along the
c-axis (perpendicularly to the plains) exhibit a strong anharmonicity. Much
evidence exists in support of this concept. One can mention the EXAFS
data,2,3 Raman scattering and dielectric measurements,4,5,6,7,8,9 local po-
laron phenomena,10,11 bistabilities in the normal phase region12 as well
as neutron scattering investigations13 or the results of the first principle
LAPW calculations.14 Despite a certain ambiguity in the data, the conclu-
sions were made about the existence of two different equilibrium positions
of the O4 ion. The local double-well picture as an approximate simplified
model was supported by the oxygen O4 vacancy effect on the positions of
apical ions observed in Ref. [15].
Moreover, a connection between positions of O4 ions and electron states
in Cu2-O2 plains plays an important role in YBa2Cu3O7−δ crystals. The
data given in Ref. [16] point to the existence of a significant correlation
between the occupancy of electron states of the Cu2 ion and the RO4−Cu2
distance as well as to the decrease of this distance at the transition from
the metallic orthorombic phase to the semiconducting one (that takes place
at δ > δ∗ = 0.55). These and other similar facts suggest the presence of a
large electron-vibrational coupling. In the pseudospin representation, when
the pseudospin variable Szi = ±1/2 defines the positions of O4 ions, it is
described by the gSzi niσ term.
Consideration based on the PEM was applied to the HTSC systems
starting from Refs. [1,17–20]. Hamiltonian similar to (1) was used by Hirsch
and Tang in the study of electron states in the framework of cluster cal-
culations. In the context of the idea concerning the effect of anharmonic-
ity on the superconducting transition temperature,17,18,19,21 the possible
connection between superconducting pairing and the lattice anharmonicity
was considered by Frick et al.22 (the quantum Monte-Carlo calculations).
In what follows, the investigations of the PEM were devoted to the analysis
of the electron spectrum,23 the pseudospin and collective dynamics,24,25
the charge and pseudospin pair correlations and the behaviour of dielectric
susceptibility.26
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In subsequent investigations, the main attention was paid to the ther-
modynamics of the model in special cases and simplifications: (i) a model
with the infinitely large correlation (U → ∞) when the double occupa-
tion of electron states on the site is excluded; (ii) simplified PEM with
U = 0 and Ω = 0; (iii) simplified model (U = 0) with the tunnelling-
like dynamics (Ω 6= 0); (iv) two-sublattice PEM for the layered structures
of the YBaCuO-type; (v) the cluster PEM of ferroelectric-superconductor
heterostructures.27,28
There was performed a study of phase transitions between the states
with different electron concentrations and with different orientations of
pseudospins (in the regime of the fixed chemical potential, µ = const),
and the phase separation effects at a given concentration of electrons
(n = const).29,30 The possibility of the appearance of a doubly modulated
(so-called chessboard) phase or an incommensurate phase (in the case of
weak coupling) was established;31,32,33 the superconducting instability in
PEM was analysed.34 In the case of two-sublattice PEM the structural in-
stabilities of the ferroelectric type as well as the bistability phenomena were
revealed and analysed.35,36,37,38 The study of the PEM thermodynamics
was performed mainly within the generalized random phase approximation
(GRPA).39 A method of dynamical mean field theory (DMFT) was used in
the case of simplified PEM,29 when the analytic formulation of the theory
is possible.
As was shown, the PEM also possesses an interesting collective dynam-
ics of pseudospins. The corresponding spectrum changes its form depending
on the electron concentration and temperature;24,25 the spectrum is dif-
ferent at high or small values of g and its shape also depends on the h and
Ω parameters. In Refs. [40–42], the contributions into Raman scattering
intensity, connected with the mentioned collective pseudospin excitations
(that correspond to the phonon-like vibrations of anharmonic subsystems in
the YBaCuO structures) and electron intraband and interband transitions,
were considered.
The PEM is closely related to the Falicov-Kimball (FK) model inten-
sively studied in recent years (see, for example, Ref. [43]), in which the
interaction between the localized and itinerant particles (electrons) is re-
sponsible for the similar phase transitions (between states with different
concentrations of particles and with/without spatial modulation). The sim-
plified version of PEM corresponds to the FK model in case there is no
tunnelling-like splitting in the PEM and when the localized and the mov-
ing particles in FK model have different chemical potentials (one can pass
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to FK model putting Szi = w1−1/2 and h = µ˜, where wi and µ˜ are occupa-
tion number and chemical potential of localized particles, respectively). The
regimes of thermodynamic averaging are usually different for both models
(a fixed concentration of the localized particles for FK model and a given
value of the field h for the PEM).
It should be mentioned that for the recent few years the PEM has found
application in describing the charge transfer in molecular and crystalline
systems with hydrogen bonds.44 The model is also very promising in inves-
tigating the thermodynamics of processes connected with ionic intercalation
in the layered structures (see Ref. [45]), where different separated positions
exist in the unit cell for the intercalate ion, and the hopping between them
is possible (intercalation of Li+ ions in the TiO2 matrix provides an exam-
ple of such a situation46). A specific version of PEM was recently used47 in
modelling the electronic properties and the field effect in the CuO2/SrTiO3
interfaces in HTSC/STO heterostructures.
This paper presents a review of the main results concerning the thermo-
dynamics and energy spectrum of the PEM in the above mentioned cases
and approximations. The case of the simplified PEM (U = 0; Ω = 0 or
Ω 6= 0) is considered more in detail. Dynamic properties of PEM are not
considered here. An attention is paid to the possible application of the
PEM to the description of inhomogeneous states, structural instabilities
and bistability phenomena as well as transitions into the phases with the
charge modulation in the high Tc superconductors and other systems to
which the model can be applied.
2. Thermodynamics of Simplified PEM in Dynamical Mean
Field Theory
The dynamical mean field theory approach proposed by Metzner and
Vollhardt48 for the Hubbard model (see also Ref. [49] and references
therein) is a nonperturbative scheme which is exact in the limit of the
infinite space dimension (d → ∞). The method is very successful in con-
sidering the systems with strong electron correlations and is used with ad-
vantage in solving a variety of problems and models. Within the framework
of DMFT, investigations of the single-particle spectrum and the thermo-
dynamics of the simplified PEM were performed for a strong coupling case
(g ≫ W , where W is the half-width of the initial electron band).29 The
Fourier-transform Gσ(ωn,k) of the electron Green’s function
Gσij(τ − τ ′) = −〈Taiσ(τ)a+jσ(τ ′)σ(β)〉0
/
〈σ(β)〉0, (2)
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(where T denotes the τ - ordering procedure) with the scattering matrix
σ(β) = T exp
−
∫ β
0
dτ
∑
ijσ
tija
+
iσ(τ)ajσ(τ)
 (3)
and the averaging with the single-site part H0 =
∑
i
Hi of the Hamiltonian
(1), is expressed as a series in terms of the electron hopping parameter tij .
The Larkin’s equation
Gσij(τ − τ ′) = Ξσij(τ − τ ′) + Ξσil(τ − τ ′′)tlmGσmj(τ ′′ − τ ′) (4)
separates the total irreducible (with respect to tij) part Ξ
σ; formally
Gσ(ωn,k) =
1
Ξ−1σ (ωn,k)− tk
. (5)
In the case of high dimensions (d→∞), when the hopping integral is scaled
(tij → tij/
√
d), only single-site contributions survive in the expression for
Ξσ:
50
Ξσij(τ − τ ′) = δijΞσ(τ − τ ′); Ξσ(ωn,k) = Ξσ(ωn). (6)
Such a site–diagonal function, as it was shown by Brandt and Mielsch,51
can be calculated by mapping the infinite–dimensional lattice problem on
the atomic model
e−βH → e−βHeff = e−βH0 (7)
×T exp
{
−
∫ β
0
dτ
∫ β
0
dτ ′
∑
σ
Jσ(τ − τ ′)a+σ (τ)aσ(τ ′)
}
with auxiliary Kadanoff–Baym field Jσ(τ − τ ′)52 which should be selfcon-
sistently determined from the condition that the same function Ξσ defines
the Green’s functions for lattice (5) and atomic limit
G(a)σ (ωn) =
1
Ξ−1σ (ωn)− Jσ(ωn)
. (8)
“Dynamical” mean field Jσ(τ − τ ′) (so-called coherent potential) de-
scribes the hopping (transfer) of electron from atom into environment at
the moment τ , and propagation in environment without stray into atom
until moment τ ′. The connection between this “dynamical” mean field of
atomic problem and Green’s function of the lattice can be obtained using
standard coherent potential approximation (CPA):49
Jσ(ωn) = Ξ
−1
σ (ωn)−G−1σ (ωn), (9)
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where
G(a)σ (ωn) = Gσ(ωn) =
∫ +∞
−∞
dt
ρ(t)
Ξ−1σ (ωn)− t
(10)
is a single-site Green’s function both for atomic limit and lattice. Here
summation over wave vector was changed by the integration with the
density of states (DOS) ρ(t) (the Gaussian one for the hypercubic lat-
tice ρ(ε) = 1
W
√
pi
e−ε
2/W 2 and semi-elliptic DOS for the Bethe lattice
ρ(ε) = 2piW 2
√
W 2 − ε2, see Ref. [49]).
In order to find expression for Green’s function in the atomic limit, one
can use the fact that the statistical operator of the single-site problem (7)
can be expressed in the form29
e−βHeff = P+e−βH+ + P−e−βH− (11)
because the atomic space of states splits into two independent subspaces.
As a result, the single–electron Green’s function is a sum of Green’s
functions in subspaces and is equal to
G(a)σ (ωn) =
〈P+〉
iωn + µ− Jσ(ωn)− g2
+
〈P−〉
iωn + µ− Jσ(ωn) + g2
. (12)
Here 〈. . .〉 is the statistical averaging with the effective Hamiltonian (7).
Partition functions in subspaces are
Z± = Sp e−βH± = e±
βh
2
−Q± (13)
= e±
βh
2
∏
σ
(
1 + e−β(µ∓
g
2
)
)∏
n
(
1− Jσ(ωn)
iωn + µ∓ g2
)
.
Pseudospin mean value is determined by the equation
〈Sz〉 = 1
2
Z+ − Z−
Z+ + Z−
=
1
2
tanh
1
2
(βh− (Q+[〈Sz〉]−Q−[〈Sz〉])) . (14)
Electron concentration mean value is determined by
〈n〉 = 1
β
∑
mσ
Gσ (ωm) (15)
and the functional of the grand canonical potential can be derived in the
standard way for DMFT
Φ
N
= Φ(a) −
1
β
∑
nσ
{
lnG(a)σ (ωn)−
1
N
∑
k
lnGσ(ωn,k)
}
, (16)
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where
Φ(a) = −
1
β
ln(Z+ + Z−) (17)
is a thermodynamic potential for atomic problem.
The solution of the above given set of equations and the calculation of
thermodynamic potential were performed for the case of semi-elliptic DOS.
The field Jσ(ωn) is determined by the simple cubic equation
Jσ(ωn) =
W 2
4
{ 〈P+〉
iωn + µ− Jσ(ωn)− g2
+
〈P−〉
iωn + µ− Jσ(ωn) + g2
}
. (18)
The solutions with ℑmJσ(ω) > 0 are considered; the condition ℑmJσ(ω)→
0 determines the band boundaries. Their dependence on coupling constant
at the fixed value of 〈Sz〉 is shown in Fig. 1. It can be seen that there exists
Fig. 1. Electron bands boundaries (semi–elliptic DOS, W = 0.4, 〈Sz〉 = 0.2).
a critical value of g ∼ 0.5W when a gap in spectrum appears and we have
an analogue of the Mott transition. In the case when the single-electron
Green’s function is calculated in Hubbard-I approximation (the scattering
processes via coherent potential are not taken into account, Jσ(ω) = 0 and
Ξσ(ωn) = 〈P+〉/(iωn + µ − g/2) + 〈P−〉/(iωn + µ + g/2)), the electron
subbands are always split and the gap in spectrum exists at any values
of g (see below). From this point of view, the Hubbard-I approximation is
insufficient; even in the case of strong coupling (g ≫ W ) it only qualitatively
describes the dependence of the subband half-widths on 〈Sz〉.26
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The expressions presented above allow us to investigate in the DMFT
approach the thermodynamics of the simplified PEM. It was done in
Ref. [26] in the µ = const and n = const regimes.
In the first case, the thermodynamically stable states are determined
from the minimum of the thermodynamic potential (16). Analysis of so-
lutions of CPA equations for Jσ(ωn) together with the equation (14) for
〈Sz〉 shows that in this regime the first order phase transitions with the
jumps of the pseudospin mean value and electron concentration can take
place. Such transitions are realized when the µ and h values correspond to
the split subbands in an electron spectrum (see the phase diagram (µ− h)
at T = 0 in Fig. 2). The field dependencies of 〈Sz〉 and grand canonical
(a) (b)
Fig. 2. Phase diagram (µ − h). Dashed and thin solid lines surround regions with
Sz = ± 1
2
, respectively. The lines of the first order phase transition are shown in bold.
a) g = 1, W = 0.2; b) g = 1, W = 0.7.
potential Φ in the region of the phase transition point are shown in Fig. 3.
Since the band structure is determined by the pseudospin mean value, the
change of the latter is accompanied by the corresponding reconstruction
of the electron spectrum. With the temperature increase the region of the
phase coexistence narrows. The corresponding phase diagram (Tc − h) is
shown in Fig. 4. One can see that with respect to the Ising model the phase
coexistence curve is shifted in the field and deviates from the vertical line.
Hence, the possibility of the first order phase transition with the tempera-
ture change exists in the pseudospin–electron model for the narrow range
of h values.
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(a) (b)
Fig. 3. Field dependencies of 〈Sz〉 (a) and grand canonical potential (b) for µ = const
regime when chemical potential is placed in the lower subband µ = −0.37 (W = 0.2,
g = 1, T = 0).
Fig. 4. Phase diagram (Tc − h): solid and dashed lines indicate the first order phase
transition line and boundaries of the phase stability region, respectively (g = 1,W = 0.2,
µ = −0.5)
When the electron concentration is fixed (regime n = const), the first
order phase transition transforms into the phase separation. The regions
appear where the derivative ∂µ/∂n is negative, Figs. 5 and 6. The corre-
sponding phase diagram (T −n) is built (Fig. 7, see also Ref. [26]) with the
use of the “Maxwell rule” which follows in this case from the replacement of
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the original free energy in its concavity region by the tangent line. The dia-
gram describes the separation to the states with the large and small electron
concentrations (and with the 〈Sz〉 ≈ −1/2 and 〈Sz〉 ≈ +1/2 pseudospin
averages at low temperatures, respectively).
Fig. 5. Dependence of the chemical potential µ and electron bands boundaries (dashed
lines) on the electron concentration n (T = 0.001, g = 1, W = 0.2, h = 0.1).
It should be noted that the problem of phase separation in strongly
correlated systems is not new (see Ref. [53] and references therein). It was
shown for Hubbard and t− J models54 that for some values of the param-
eters, the system separates into hole–rich and hole–poor regions with para-
magnetic and antiferromagnetic orders, respectively. In our case of PEM
without electron correlations, the system separates into regions with elec-
tron spectrum that contains both wide empty electron band and occupied
localized states (at n ∼ 0) and partially filled wide electron band and
empty localized states (at n ∼ 1), see Fig. 5; their weights are determined
by the electron concentration. Localized states of such a type (polarons)
result from the strong electron-pseudospin coupling (strong interaction of
electrons with the out of plane apical oxygen vibrations) in the case of
YBaCuO–type structures, and it can be supposed that the hopping be-
tween such polarons manifests itself in the carrier relaxation.55
For the first time the possibility of phase separation in PEM was men-
tioned in Ref. [56] where it was considered within GRPA in the limit of
strong correlation U → ∞ (see below, Sec. 4 ). Here it is obtained for the
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(a) (b)
Fig. 6. Dependence of the chemical potential µ (a) and the deviation of free energy from
linear dependence ∆F = F (n)− n
2
F (2)−`1− n
2
´
F (0) (b) on the electron concentration
n for different temperatures T (g = 1, W = 0.2, h = 0.1).
Fig. 7. Phase diagram (T − n) for phase separated state. Solid line: binodal, dashed
line: spinodal (g = 1, W = 0.2, h = 0.1).
opposite case of U = 0. As a whole, such a picture of phase transitions into
a new uniform phase is in agreement with the known results for the FK
model in the case of strong coupling (see Ref. [43]). But, as is evident from
the phase diagram obtained in Ref. [57] for this model, in the region of
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large but finite values of g the phase with double modulation can appear.
In order to detect instabilities associated with the wave vector k 6= 0 one
should calculate the susceptibility functions and analyse their temperature
and k- dependencies. Such an investigation was performed for PEM in the
framework of GRPA (see below, Secs. 3.1.2 and 3.2.2).
3. Simplified PEM in Generalized Random Phase
Approximation
A more complete investigation of the PEM was performed in the framework
of the generalized random phase approximation (GRPA). Such an approach
was formulated by Izyumov and Letfulov39 for the calculation of the pair
correlation functions and magnetic susceptibility of the Hubbard and t− J
models. It is based on the expansions in terms of electron transfer and
consists in the summation of the diagrams having a structure of sequences
of the electron loops (created by the electron Green’s functions) joined by
vertices of various types appearing due to short-range interactions.26,39
Thermodynamics of PEM was studied in the GRPA for U = 0, Ω = 0
(simplified model) in the cases of strong (g ≫ W ) and weak (g < W ) cou-
pling as well as in the limit of the infinitely large on-site electron repulsion
(U →∞). Let us first consider the results obtained for simplified model.
3.1. Strong Coupling Case; U = 0, Ω = 0
3.1.1. Thermodynamics of the Uniform State
First we consider the case of strong coupling. Here the single-site states
can be used as the basic ones and the formalism of electron annihilation
(creation) operators aiσ = biσP
+
i , a˜iσ = biσP
−
i (P
±
i = 1/2 ± Szi ) acting
at a site with certain pseudospin orientation was introduced.30 Using this
representation we can write the model Hamiltonian in the form
H = H0 +Hint ,
H0 =
∑
i
{ε(ni↑ + ni↓) + ε˜(n˜i↑ + n˜i↓)− hSzi } ,
Hint =
∑
ijσ
tij
(
a+iσajσ + a
+
iσa˜jσ + a˜
+
iσajσ + a˜
+
iσa˜jσ
)
. (19)
Here, ε = −µ+ g/2 and ε˜ = −µ− g/2 are the energies of single-site states.
Expansion of the calculated quantities in terms of electron transfer leads
to the infinite series of terms containing the averages of the T -products of
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the aiσ, a˜iσ operators. The evaluation of such averages is made using the
corresponding Wick’s theorem.30,58 The results are expressed in terms of
the products of nonperturbed Green’s functions and averages of a certain
number of the projection operators P±i which are calculated by means of
the semi-invariant expansion.30
Nonperturbed electron Green’s function is equal to
g(ωn) = 〈gi(ωn)〉; gi(ωn) = P
+
i
iωn − ε +
P−i
iωn − ε˜ . (20)
In the diagrammatic representation it has the meaning of the simplest ir-
reducible Larkin part in the series for the free single-electron Green’s func-
tion Gk(ωn). In the Hubbard-I type approximation (see previous section)
Gk(ωn) can be written as a sum of the following chain diagrams
++= . . . , (21)
or
Gk(ωn) =
[
g−1(ωn)− tk
]−1
, (22)
and its poles (after analytic continuation iωn → ω + iδ) determine the
electron spectrum
εI,II(tk) =
tk
2
− µ± 1
2
√
g2 + 4tk〈Sz〉g + t2k . (23)
The electron subbands are divided by a gap which tends to zero only at
g → 0.
There are used here (and below) the following diagrammatic notations:
=Szi , =gi(ωn), wavy line is the electron intersite hopping tij .
Semi-invariants are represented by ovals and contain the δ-symbols on the
site indices.
In the adopted approximation the diagrammatic series for the pseu-
dospin mean value can be presented in the form
〈Sz〉 = =
− −
+ _1
2!
... . (24)
In the spirit of the traditional mean field approach59 the renormalization
of the basic semi-invariant by the insertion of independent loop fragments
is taken into account in (24).
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The analytical expression for the loop is as follows:
=
2
N
∑
n,k
t2k
g−1(ωn)− tk
(
P+i
iωn − ε +
P−i
iωn − ε˜
)
= β(α1P
+
i + α2P
−
i ). (25)
Similarly, the diagrammatic series for the electron concentration mean value
is as follows:
〈ni〉= − + _12! −...
.
Σ+
α
α
α
,
(26)
where =ni, α =
1
iωn−εα ,
α =
〈Pαi 〉
iωn − εα , ε
α=(ε, ε˜),
Pαi =(P
+
i , P
−
i ).
The grand canonical potential Φ and pair correlation functions (〈Szi Szj 〉,
〈Szi nj〉, 〈ninj〉) are calculated according to self-consistent scheme of the
GRPA: in sequences of loop diagrams in the expressions for Φ and correla-
tors the connections between any two loops by more than one semi-invariant
are omitted. We have, respectively
∆Φ = + ...1_ + 13
_
2
−
.
− −
1
2! +...+
(27)
〈Szi Szj 〉 = = −
− Σ
β
α
α , β
βα
,
(28)
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α = Pαi , α =
α
α + . (29)
The first term in equation (28) takes into account a direct action of the
internal effective self-consistent field on pseudospins:
−= +
− ... .+ 1
2!
−
(30)
leading to the renormalization of the second-order semi-invariant due to
the inclusion of “single-tail” loop-like parts. Second term in equation (28)
describes an interaction between pseudospins which is mediated by electron
hopping. From (24) and (25), the equation for the pseudospin mean value
follows:
〈Sz〉 = 1
2
tanh
{
β
2
(h+ α2 − α1) + ln 1 + e
−βε
1 + e−βε˜
}
, (31)
where
α2 − α1 = 2
N
∑
k
tk
ε− ε˜
εI(tk)− εII(tk) [n(εII(tk))− n(εI(tk))] . (32)
The grand canonical potential in the considered approximation has the
form:
∆Φ = Φ− Φ
∣∣∣
t=0
= − 2
Nβ
∑
k
ln
(cosh β2 εI(tk))(cosh
β
2 εII(tk))
(cosh β2 ε)(cosh
β
2 ε˜)
+〈Sz〉(α2 − α1)− 1
β
ln cosh
{
β
2
(h+ α2 − α1) + ln 1 + e
−βε
1 + e−βε˜
}
+
1
β
ln cosh
{
β
2
h+ ln
1 + e−βε
1 + e−βε˜
}
.
With respect to the initial GRPA scheme,26,39 the action of the internal
effective self-consistent field on pseudospins is taken into account by includ-
ing the mean field type contributions into the expressions for all thermody-
namic quantities. The electron concentration and pseudospin mean values
as well as correlation functions are calculated consistently with the thermo-
dynamics functions. It can be checked explicitly30,31 using the relations
dΦ
d(−µ) = 〈n〉;
dΦ
d(−h) = 〈S
z〉; dS
z
d(−βh) = 〈S
zSz〉q=0 . (33)
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At high temperatures, equation (31) possesses only a uniform solution
〈Szi 〉 = 〈Sz〉. However, there exists a possibility of phase transition be-
tween different uniform phases with the different pseudospin mean values.
For the first time the possibility of such a transition, which leads to the
structural (dielectric) instability, was considered for the PEM in the limit
of the strong electron correlation (U → ∞) in Refs. [25,26] (this issue is
analysed below, see Sec. 4). A relatively complete description of this tran-
sition was also given in Ref. [60] for the PEM with a direct interaction
between pseudospins (in the tij = 0 limit).
Within the GRPA scheme presented here, the uniform-uniform phase
transition in the simplified PEM was analysed in Ref. [30]. The solutions of
the set of equations (33) which correspond to the absolute minimum values
of ∆Φ were determined and analysed. The calculations were numerically
performed for the square lattice with the nearest-neighbour hopping (d = 2
DOS with the bandwidth 2W). The obtained picture of the phase transition
in the µ = const and n = const regimes is very similar to the case of DMFT
approach. When the chemical potential is fixed, there exist jumps of the
pseudospin mean value and electron concentration on the phase transition
line (Fig. 8). The (h − µ) and (Tc − h) phase diagrams are nearly the
same by their shape as in the DMFT case despite the fact that electron
energy spectrum in GRPA is split at any values of g, see Fig. 9, 10. The
same conclusion can be made when we compare the (T −n) phase diagrams
obtained in the n = const regime; the corresponding phase separation areas
are shown in Fig. 11. The difference in positions of critical points in the (h,
T ) plane calculated in the DMFT and GRPA approaches is also small (see
Figs. 4 and 10b).
In figures discussed above, the case is presented when the chemical po-
tential is placed in the lower energy subband. If µ is placed in the upper
subband, the results are transformed according to the internal symmetry
of the Hamiltonian and the following replacements should be made
µ→ −µ, h→ 2g − h, n→ 2− n, Sz → −Sz. (34)
Summing up, we can conclude that the generalization of GRPA
scheme,30,31 which takes into account the mean-field loop-like contribu-
tions to the semi-invariant averages, makes it possible to calculate the ther-
modynamic functions and to investigate the first order phase transitions
between different uniform phases. At the transitions, there always remains
a gap (in the strong coupling case, g ≫W ) in the electron spectrum. With
the change of the mean value of the pseudospin a reconstruction of the elec-
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Fig. 8. Field dependence of 〈Sz〉 (W = 0.2, µ = −0.4, g = 1.0) for µ =const regime;
T = 0.01 and T = 0.
Fig. 9. Electron bands boundaries (t0 = 0.4, 〈Sz〉 = 0.2).
tron spectrum takes place, at which the widths of the electron subbands
change which results in the jump-like change of electron concentration (at
the given chemical potential µ, it corresponds to a charge transfer from /to
the electron reservoir).
The phase coexistence curve in the (h, T ) plane is tilted from the vertical
line; therefore, there is a possibility of the first order phase transition with
the temperature change (in the narrow interval of the field h values). It
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(a) (b)
Fig. 10. (a): (h−µ) phase diagram (T = 0, t0 = 0.2, g = 1). (b): (Tc−h) phase diagram
(g = 1, t0 = 0.2, µ = −0.5).
Fig. 11. (T − n) phase diagram (h = 0.1, tk=0 = 0.2, g = 1).
should be noted that the existence of the shifted and tilted coexistence curve
(as the result of the local pseudospin-electron interaction) was obtained for
the first time in Ref. [60] for a PEM with the direct interaction between
pseudospins. In the case considered here, such a direct interaction is not
included, but due to electron transfer there appears an indirect one (the
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latter is formed by the loop-like contributions Π q). The relative role of
the direct and indirect interactions between pseudospins is analysed more
in detail in Sec. 5, on the example of the two-sublattice PEM.
Herein below, considering the 〈SzSz〉 pair correlation function, we shall
look at the possibility of the spatially modulated charge (charge density
wave, CDW) and pseudospin orderings in the PEM with U = 0, Ω = 0 in
the strong coupling case.
3.1.2. The Chess-Board Phase
The analysis of the 〈SzSz〉q correlator temperature behaviour shows that
for certain values of model parameters, the high temperature phase may be
unstable with respect to fluctuations with q 6= 0.31 Solution of Eq. (28) for
pseudospin correlator has the form
〈SzSz〉q = 1/4− 〈S
z〉2
1 + Π
q
(14 − 〈Sz〉2)
, (35)
where Π q characterizes an interaction between pseudospins via electron
subsystem:
Π
q
=
∑
α,β
(−1)α+β
β
β
α
α , (36)
and its singularities
1 + Π
q
(
1
4
− 〈Sz〉2) = 0
give the instability points of uniform phase.
It follows from calculations31 that for some model parameter values,
the uniform phase becomes unstable with respect to fluctuations with q =
(pi, pi) (the chess-board phase).
To consider the thermodynamics of the chess-board phase analytically,
we take into account the modulation of the pseudospin and electron dis-
tribution, introducing two kinds of sites: 〈Sz1 〉 and n1 correspond to one
sublattice and 〈Sz2 〉 and n2 to the other one. In this case the single-electron
Green’s function for the l sublattice is equal to:
Gl(k, ωn) =
gl(ωn)
1− t2kg1(ωn)g2(ωn)
, (37)
where gl(ωn) (l = 1, 2) is the nonperturbated Green’s function for sublattice
l. The single-electron spectrum is determined from the equation
x4 − (g2/2+ t2k)x2 − gt2k(〈Sz1 〉+ 〈Sz2 〉)x+ g4/16− g2t2k〈Sz1 〉〈Sz2 〉 = 0 . (38)
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The roots ε1(tk) ≥ ε2(tk) ≥ ε3(tk) ≥ ε4(tk) of the equation (38) form four
subbands. The widths of subbands depend on the mean values of pseu-
dospins.
The branches ε1(tk), ε2(tk), on the one side , and ε3(tk), ε4(tk) on the
other side, form two pairs of bands which are always separated by a gap.
The equation for pseudospin mean values (31) can be now written in the
form:
〈Szl 〉 =
1
2
tanh
{
β
2
(h+αl2−αl1) + ln
1+e−βε
1+e−βε˜
}
, l = 1, 2 (39)
where expressions for the effective self-consistent fields are
αl2−αl1=
2
N
∑
k
t2k(ε− ε˜)
4∑
i=1
Alin[εi(tk)−µ], (40)
Ali=
εi(tk) + g〈Szl′〉
(εi(tk)−εj(tk))(εi(tk)−εp(tk))(εi(tk)−εm(tk)) , i 6= j, p,m, l 6= l
′.
Expression for the electron mean number follows from (33):
〈n1+n2〉= 2
N
∑
k
4∑
i=1
n[εi(tk)−µ] (41)
−2
[(〈P+1 〉+〈P+2 〉)n(ε˜) + (〈P−1 〉+〈P−2 〉)n(ε)],
and the grand canonical potential (27) can be written for the two-sublattice
case in the following analytic form:
∆Φ = − 2
Nβ
∑
k
ln
4∏
i=1
cosh
[
β
2 (εi(tk)−µ)
]
(cosh β2 ε)
2(cosh β2 ε˜)
2
+
∑
l=1,2
〈Szl 〉(αl2 − αl1)
+
∑
l=1,2
[
− 1
β
ln cosh
{
β
2
(h+αl2−αl1) + ln
1+e−βε
1+e−βε˜
}
+
1
β
ln cosh
{
β
2
h+ ln
1+e−βε
1+e−βε˜
}]
. (42)
As previously in the investigation of equilibrium conditions, we consider
two different thermodynamic regimes.
a) The µ = const regime.
The equilibrium is defined by the minimum condition of Φ (42). Numeri-
cal analysis of solutions of equations (39)-(41) which satisfy this criterion,
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was performed in Ref. [31]. The examples of the calculated field dependen-
cies of 〈Sz1−Sz2 〉 (the order parameter for the chess-board phase) and grand
canonical potential are presented in Fig. 12 for low temperatures (the case
g ≫ W is considered). It is seen from comparison of the Φ values for the
uniform and the chess-board phases that the modulated phase is thermody-
namically stable at intermediate values of the h field in the region between
points a and b. These points correspond to the first and second order phase
-0.32
-0.30
0.25 0.30
ba
h
Φ
0.25 0.30
-1
0
1
ba
〈S1〉-〈S2〉
h
Fig. 12. Field dependence of the grand canonical potential and order parameter (T =
0.005, µ = −0.36, W = 0.2, g = 1). Dotted and solid lines correspond to the uniform
and the chess-board phases, respectively. See the text for a whole description.
transitions, respectively. In the first case, the jump-like change of order pa-
rameter is accompanied by characteristically similar changes of the subband
widths and, as a result, by changes of the electron concentration.
The resulting phase diagram (h − µ) at low temperatures is shown in
Fig. 13. The chess-board phase exists as an intermediate phase between the
uniform phases with different 〈Sz〉 and n values. Transitions between the
uniform and modulated phases are of the first or second order and can be
realized in the case when µ is placed in ε2 or ε3 subbands or between them.
Transitions between different uniform phases (described in the previous
section), which are of the first order, take place when the chemical potential
is placed within the ε1, ε4 and partially within ε2, ε3 subbands.
The shape of the (T−h) phase diagram strongly depends on the µ value.
In the case when µ is placed in the ε3 subband, such a diagram is shown
in Fig. 14a. With the temperature increase, the first order phase transition
between the uniform and the chess-board phases transforms into the first
order phase transition between uniform phases and, finally, disappears in
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Fig. 13. (h−µ) phase diagram (T = 0.005,W = 0.2, g = 1). I: uniform phase, II: chess-
board phase. Dashed lines: first order phase transitions between the uniform phases with
different pseudospin mean values. Dotted lines: first order phase transitions between the
uniform and the chess-board phases. Solid lines: second order phase transitions.
the critical point θc. The diagram shows the possibility of the first order
phase transitions between uniform phases and either first or second order
ones between the uniform and the chess-board phases at the change of
temperature.
In the case when chemical potential lies between the ε1, ε2 and ε3, ε4
subbands, the transitions between phases I (uniform) and II (chess-board)
are of the second order; the corresponding (T − h) diagram is shown in
Fig. 14b.
b) The n = const regime.
In this regime, the equilibrium is defined by a minimum of the free energy
F = Φ+ µN . This condition forms a set of equations (39) and (41) for the
pseudospin mean values and chemical potential. The obtained dependencies
of F and µ on the electron concentration are presented in Fig. 15.
One can see the regions with dµ/dn ≤ 0 where the phase separation into
regions with different phases (the uniform and the chess-board phases in
this case) and with different electron concentrations and pseudospin mean
values take place.
Based on the obtained results, the phase diagram (n−h) was constructed
(Fig. 16). The phase separation into regions with the uniform and the chess-
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(a) (b)
Fig. 14. (a): Phase diagram (T −h) (µ = −0.36, W = 0.2, g = 1). I: uniform phase, II:
chess-board phase. Dashed lines: first order phase transitions between different uniform
phases (bistability). Dotted line: first order phase transitions between the uniform and
the chess-board phases. Solid lines: second order phase transitions. (b): Phase diagram
(T − h) (µ = −0.28, tk=0 = 0.2, g = 1).
0 1 2 3 4
-0.42
-0.39
-0.36
-0.33
n
µ
Fig. 15. Dependence of the chemical potential µ on the electron concentration n and
deviation of the free energy from linear dependence (T = 0.005, h = 0.28, W = 0.2,
g = 1). Dashed line: phase separation area. Dotted line: uniform phase. Solid line: chess-
board phase.
board phases takes place when the chemical potential is placed within the
subbands ε2, ε3. That agrees with the results obtained in the µ = const
case when within this area we had the first order phase transition between
the corresponding phases.
The phase separated and the chess-board phase regions narrow with
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Fig. 16. Phase diagram (n − h) (T = 0.005, W = 0.2, g = 1). I: uniform phase, II:
chess-board phase, PS: phase separation area.
the temperature increase, but thick solid lines in Fig. 16 approach faster
one another and, for high enough temperatures, we have only the phase
separation into the regions with uniform phases.
The fact of the existence of doubly-modulated (chess-board) phase in the
PEM as intermediate one between segregated phases (at low temperatures)
is similar to the results obtained in DMFT for the Falicov-Kimball model by
Freericks and Lemansky.61 Investigation of temperature Tc of instability of
the high-temperature phase of the FK model as a function of the ordering
wave vector (determined by the divergence of the relevant susceptibility)
showed that near half-filling (ρe = 0.5) the chess-board phase is stable,
while the segregated phase exists at the occupations near electron band
edges. The region of modulated phase narrows at the increase of g and
disappears at g → ∞.57 In this limit the thermodynamically stable states
were analyzed62 based on the calculations of the grand canonical potential
and the phase separation diagrams (where besides the spinodal lines the
lines of the first order transition temperatures were shown) were built; the
cases of different electron concentrations ρe were considered.
Nevertheless, one cannot claim the one-to-one correspondence. The cal-
culations of Freericks and Lemansky were performed in another thermody-
namic regime: the concentration of heavy particles ρi was fixed (that would
correspond to the given value of 〈Sz〉 for PEM). The closest to our case
are the results obtained by Brandt and Mielsch.63 They constructed the
(T − ρi) diagrams at the finite g values for the FK model. The obtained
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sequence of phases (segregated-modulated-segregated) when ρi increases
(from ρi = 0 up to ρi = 1) is the same as for PEM at the increase of the
field h.
3.2. Weak Coupling Case; U = 0
Now let us consider the case of weak coupling (g < W ). We can base on
the perturbation theory approach taking the mean field Hamiltonian as the
zero-order one.32 We use the approximation
gniS
z
i → gni〈Szi 〉+ g〈ni〉Szi − g〈ni〉〈Szi 〉 (43)
in this case, based on the arguments that for the simplified PEM with U = 0
the interaction constant g plays the role which is similar to that of U in the
Hubbard model, and at the decrease of g below the critical value (g ∼W )
the system should pass to the mean field regime of the Hartree-Fock type.
Having in mind the possibility that the system can be in the uniform
or modulated state, we shall consider, as above, two different cases. The
first one corresponds to the homogeneous pseudospin ordering and spa-
tially uniform mean distribution of electrons. The second one is the case of
modulation with doubling of the lattice period (chess-board phase).
3.2.1. Uniform Phase
The Hamiltonian of PEM in the mean-field approximation (MFA) reads
H = Hel +Hs + U, (44)
Hel =
∑
i,σ
(gη − µ)ni,σ +
∑
i,j,σ
ti,ja
+
i,σaj,σ ,
Hs =
∑
i
[(gn− h)Szi +ΩSxi ] , (45)
U = −g
∑
i
nη = −Ngnη.
The parameters 〈ni〉 = n and 〈Szi 〉 = η are determined from the set of
equations
n =
1
N
∑
kσ
(eβ(gη+tk−µ) + 1)−1 ≡ 1
N
∑
kσ
f(gη + tk), (46)
η =
h− gn
2λ
tanh(
βλ
2
) ; λ =
√
(gn− h)2 + Ω2.
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The grand canonical potential in the MFA is given by the expression
Φ
N
= − T
N
∑
k,σ
ln(1 + e
µ−t
k
−gη
T )− T ln(2 cosh βλ
2
)− gnη (47)
where λ =
√
(gn− h)2 +Ω2.
Similarly to the strong coupling case, we can distinguish the regimes
of the constant electron chemical potential µ = const (where the stable
states can be found from the minimum Φ condition) and the given electron
concentration n = const (when one should find the minimum of the free
energy F = µn+Φ).
a) Thermodynamics in the µ = const regime.
We consider at first the simplest case µ = 0, h = g. Here the solution η =
0, n = 1 of the set of equations (46) exists at any temperature and describes
a disordered phase. Furthermore, at low temperatures there appears a non-
zero solution η 6= 0, n 6= 1. A critical temperature Tc is determined from
the equation
1 +
g2
2Ω
tanh
βΩ
2
Π0 = 0, (48)
which in the case Ω→ 0 reduces to the form
1 +
β
4
g2Π0 = 0, (49)
Here
Π0 =
2
N
∑
k
f ′(tk) = 2
∫ W
−W
dtρ(t)f ′(t) . (50)
In the low temperature limit we have Tc =
g2
2 ρ(0) (when the DOS at
the Fermi level ρ(µ)
∣∣
µ=0
is finite). In the case Ω 6= 0 there exists such a
critical value Ωcr = g
2ρ(0) (Ωcr =
g2
2W for the rectangular DOS), above
which (at Ω > Ωcr) the phase transition to ordered phase disappears. This
is equivalent to the existence of a critical value of g: at given Ω the phase
transition is possible when g > gcr =
√
Ω
ρ(0) . In the case of the DOS with
logarithmic singularity, the critical temperature exists at any values of the
tunneling splitting parameter Ω and at Ωg ≫ gW we have an asymptotic
expresssion:
Tc ≈ 2eW exp(−ΩWpi
2
2g2
). (51)
The physical nature of the phase transition considered here at h = g, µ = 0
(the fixed µ regime) is as follows: the appearance of an ordered phase is
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connected with its stabilization due to the shift of the electron band down
to the low energy values under the effect of the internal field; this ensures
the corresponding gain in the electron energy (it should be mentioned that
the electron band spectrum in this case remains unsplit in the uniform
phase; only the shift of the band as a whole can take place).
This mechanism remains the main reason of the phase transition when
the initial electron band is not half-filled. In this case (when µ 6= 0) we
performed the investigation using the numerical calculations when the set
of equations (46) is solved and using the expression (47) for the grand
canonical potential Φ. The selection of solutions was carried out using the
condition of the absolute minimum of Φ.
As can be seen,32 below Tc the system undergoes the first order phase
transition with jumps of the mean values of the electron concentration
and pseudospin at the change of the field h; the phase transition point is
determined using the Maxwell rule. The similar transition takes place at the
change of the chemical potential at fixed h. The presence of the tunneling-
like splitting decreases the temperature of the phase transition at the fixed
values of µ and h.
The regions of coexistence of phases with different values of the electron
concentration and pseudospin are shown in the plane (µ, h) at Ω = 0 and
Ω 6= 0 in Figs. 17.
Phase transition lines in the plane (T, h) at different values of µ are
shown in Fig. 18. Such a line is vertical for the case µ = 0 only; for the
case µ 6= 0, the line is bent. This makes the first order phase transition
possible at the change of temperature (with the jumps of the parameters
η, n). The slopes of the phase equilibrium curves are opposite for µ > 0 and
µ < 0. The lines of the critical points are shown for the cases Ω = 0,Ω 6= 0;
the calculations are carried out using rectangular density of states. Similar
phase diagrams are obtained using direct momentum summation for square
lattice (Fig. 19). As in the case of rectangular DOS, the maximum Tc is
achieved at µ = 0 but the critical temperature line has a more pronounced
peak.
b) Thermodynamics in the n = const regime.
The values n1, n2 and η1, η2 between which the jumps of the electron
concentration and pseudospin mean value take place at the phase tran-
sitions in the µ = const case, correspond to the phases which coexist in
the phase transition points. In the regime n = const, there is a phase
separation on the phases with the above mentioned values of n and µ.
For example, at the parameter value Ω = 0, h = 0.7, T = 0.008, the
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(a) (b)
Fig. 17. (a): The ground state diagram (T = 0,Ω = 0). Regions with different n, η
values are separated by dashed lines and a solid line (the phase transition line); (1)
n = 0, η = −1/2; (2) n = 0, η = 1/2; (3) η = 1/2, n = 1 + µ
W
− g
2W
; (4) η = −1/2, n =
1 + µ
W
+ g
2W
; (5) n = 2, η = −1/2; (6) n = 2, η = 1/2. (b): The (h − µ) phase
diagram (T = 0.004,Ω = 0.12). Regions with different n, η values are separated by
dashed lines and a solid line (the phase transition line): (1) n ≈ 0, η ≈ 1
2
h√
h2+Ω2
; (2)
n ≈ 2, η ≈ 1
2
h−2g√
(h−2g)2+Ω2
.
Fig. 18. The critical temperature lines (dashed lines) and the phase transition lines
(solid lines) for Ω = 0 and Ω = 0.1 (the case of the rectangular DOS).
system is unstable with respect to the phase separation in the region
n1 = 1.149 < n < n2 = 1.645.
32
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Fig. 19. The critical temperature lines on the a) (h, T ) and b) (µ, T ) planes for Ω = 0
(direct momentum summation is used).
Phase separation regions are shown in Fig. 20 at different temperatures
(the calculations were carried out for square lattice using direct momentum
summation when solving the set of equations (46)). At the increase of tem-
perature the separation region narrows and at T > Tc it disappears. The
presence of the tunneling-like splitting leads to the decrease of the area of
phase separation region and to the lowering of Tc.
It can be noted that at weak coupling, when only uniform states are
considered, we have one phase separation region in the (h, n) plane while
in the strong coupling case (g ≫ W ) there exist two such regions at the
distance of order g along h axis; the modulated phase is placed between
Fig. 20. (n − h)–phase diagram in the cases a) Ω = 0; b) Ω = 0.1. Phase separation
regions for different temperatures are shown. a) 1: T = 0.008, 2: T = 0.08, 3: T = 0.0972;
b) 1: T = 0.008, 2: T = 0.075, 3: T = 0.0903.
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them31 (see also Sec. 3.1.2).
3.2.2. Phase with Double Modulation
Let us consider now the thermodynamics of the simplified PEM in the case
of doubly modulated phase. The possibility for such a phase was shown at
a strong coupling (g ≫W ); the necessary condition was the location of the
chemical potential between the split electron subbands. Now (at g < W ) the
band is unsplit and in such a situation there must be another mechanism
of stabilizing the lattice modulation.
At the double modulation the crystal can be divided into two sublattices
(α = 1, 2), and the parameters ηα = 〈Sziα〉, nα =
∑
σ
〈niασ〉 can be introduced
(i is an unit cell index). Similarly to the homogeneous phase, the mean field
approximation is used. The modulation leads to the splitting in the electron
spectrum due to difference between the internal field acting in sublattices
λkα = g
η1 + η2
2
+ (−1)α
√
(g
η1 − η2
2
)2 + t2k (52)
(the similar effect takes place in the FK model64). The initial band is
divided into two subbands separated by the gap ∆ = g|η1 − η2| (see Fig.
21).
band edges
T<T*cT>T
*
c
1/2g|η1-η2|
-1/2g|η1-η2|
-[(1/2g(η1-η2))
2+W2]1/2
[(1/2g(η1-η2))
2+W2]1/2
µ=0
-W
W
Fig. 21. The band edges for the cases T > T ∗c (homogeneous phase) and T < T
∗
c (the
double modulation case); µ = 0, h = g.
Contributions from both sublattices are present in the equation for the
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electron concentration in sublattices
nα =
1
N
∑
kσ
(
1 + cos 2φ
2
(eβ(λkα−µ) + 1)−1 +
1− cos 2φ
2
(eβ(λkβ−µ) + 1)−1),
(53)
where
cos 2φ =
−g η1−η22√
(g η1−η22 )
2 + t2k
can be obtained diagonalizing the mean-field two-sublattice Hamiltonian of
the model.32 Another equation which appears as a result of the averaging
of the operator Sziα has the form
ηα =
h− gnα
2λ˜α
tanh(
βλ˜α
2
). (54)
Here
λ˜α =
√
(gnα − h)2 +Ω2 . (55)
In the mean field approximation, the grand canonical potential for the
double modulation case has the form
2Φ
N
= − T
N
∑
k,σ
ln((1 + e−
λ
k1−µ
T )(1 + e−
λ
k2−µ
T ))
−T ln(4 cosh βλ˜1
2
cosh
βλ˜2
2
)− g(n1η1 + n2η2). (56)
The solution of the set of equations for the nα and ηα parameters
and the investigations of thermodynamically stable states were carried out
numerically.32 It was established that phase transitions from the uniform
to the low temperature modulated phase are of the second or first order.
This is illustrated in Fig. 22, where the phase transition lines at µ = 0 are
shown for Ω = 0 and Ω 6= 0 (here a direct momentum summation is used
in calculations); the tricritical points are also present here.
The difference δn = n1 − n2 (as well as the difference δη = η1 − η2)
can play a role of the order parameter for the modulated phase. Coming
from the equations for δn and δη we obtain the following condition of the
appearance of nonzero solutions
1 =
g
N
∑
kσ
1
tk
(
eβ(gη−tk−µ) + 1
)−1
×
[
βg
(h− gn)2
λ2
(
1
4
− 〈σz〉2
)
+ g〈σz〉Ω
2
λ3
]
. (57)
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Fig. 22. The phase transition lines (solid and dashed lines are the lines of the second
and of the first order phase transitions, respectively) from the uniform phase to the phase
with double modulation (1 : Ω = 0; 2 : Ω = 0.2).
Proceeding from this equation, we can find a critical temperature T ∗c as the
maximum temperature (among the set of temperatures which are obtained
for different h values) which fulfills this equation at a fixed value of the
chemical potential. This temperature is the point of the second order phase
transition to modulated phase at the corresponding value of the field h.
In the symmetric case, when µ = 0, h = g and in the high-temperature
phase n = 1, η = 0, the equation (57) reduces to the form
1 = −g
2
Ω
tanh
βΩ
2
1
N
∑
k
1
tk
f(tk). (58)
The critical temperatures T ∗c , obtained in the cases of rectangular DOS and
DOS with logarithmic singularity, are, respectively,
T ∗c ≈
eW
2
exp
(
−2ΩW
g2
)
(59)
and
T ∗c ≈ 2eW exp
(
−pi
√
ΩW
g
)
. (60)
In both cases, they are higher than the corresponding temperatures Tc for
transitions between uniform phases and remain finite at high Ω values.
It can be seen that T ∗c > Tc also at µ 6= 0, but for the µ values, which
are less than the certain (|µ| < µ0) value. The typical dependencies of T ∗c
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and Tc on µ are shown in Fig. 23 in the cases Ω = 0 and Ω 6= 0. One can
conclude that in the case of the electron band occupation close to the half-
filling, the transition to modulated phase should be realized. The transition
between two different uniform phases is possible only when µ is placed near
the band edges.
(a) (b)
Fig. 23. The dependence of the critical temperature on the chemical potential; a) Ω = 0
b) Ω = 0.1. Solid line refers to the case of the phase with double modulation, dashed
line refers to the transition into the homogeneous phase.
An existence of the first order phase transitions between uniform and
doubly modulated phases, shows the possibility of a separation into these
two phases. This takes place at certain values of the electron concentration.
The corresponding (n − h) diagrams are shown in Fig. 24. The borders of
the separation regions were obtained from the convexity condition of the
free energy defined as F/N = Φ/N + nµ. As temperature increases, the
separation area narrows, but in the middle of it there appears a region of
the chess-board phase existence. This is an additional feature which supple-
ments the picture of separation shown in Fig. 20. At high enough temper-
atures, only the second order phase transition into the doubly modulated
state remains and the phase separation region disappears.
3.2.3. Pair Correlation Function and Susceptibilities
The analysis of thermodynamically stable equilibrium states of the PEM in
the case of weak coupling can be supplemented by an investigation of tem-
perature and wave vector dependencies of the pseudospin, electron density
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h
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0,8
1,2
1,6 (b)
n
h
Fig. 24. (n−h) phase diagram, Ω = 0. Phase separation regions are shown for different
temperatures: a) T = 0.008, b) T = 0.08. Dashed lines denote the borders of the uniform
phase, thick solid lines denote the borders of the phase with doubly modulated lattice
period.
and mixed pair correlation function. The corresponding Green’s functions
were calculated in Ref. [33] within the GRPA scheme. The cases of isother-
mal response were considered, where the isothermal susceptibility
χT (q, ωn) =
∫ β
0
〈TτM(0)M(τ)〉qeiωnτdτ − β〈M〉2δ(ωn) (61)
is expressed in terms of the Matsubara Green’s function and the so-called
“isolated” response, which is described by means of the two-time Zubarev
Green’s function
χI(q, ω) ∼ 〈〈M |M〉〉qω. (62)
The dipole moment Mi of the unit cell was taken in the form: Mi =
deni + dsS
z
i ; here the electron contribution due to nonhomeopolarity of
occupancy of the electron orbitals was taken into account besides the pseu-
dospin contribution.
Such an expression for dipole moment comes from the form of trans-
verse component of polarization in the case of the YBaCuO structure. The
electron component corresponds to the charge transfer in a perpendicular
direction from/to the Cu2O2 layers (with the participation of the Cu-O
chains), while the pseudospin component is connected with the redistribu-
tion of the ionic charges when O4 ion moves from one equilibrium position
to another.26,65
Similarly to the above considered strong coupling case, the simple se-
quences of loop diagrams are taken into account in the diagrammatic rep-
resentation for Matsubara’s correlators. The connections between loops
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are accomplished by semi-invariants or by the boson (pseudospin) Green’s
functions. The contribution that corresponds to the separate link is (see
Ref. [33])
Σq(ω) =
1
2
sin2 ϑ[K0q(ωn) +K
0
q(−ωn)]〈σz〉0 −Mq(ωn). (63)
Here
K0q(ωn) =
1
iωn − λ ; Mq(ωn) = βb
′ cos2 ϑδ(ωn),
sinϑ = Ω/λ; 〈σz〉0 = b = 1
2
tanh
βλ
2
; b′ =
∂b
∂(βλ)
. (64)
The pseudospin Green’s function K0q(ωn) is constructed of operators of
the transverse pseudospin components acting in the rotated reference sys-
tem (K0q ∼ 〈Tσ+σ−〉; σzi = Szi cosϑ − Sxi sinϑ; σxi = Sxi cosϑ + Szi sinϑ)
and has a pole at λ (the pseudospin reversal energy). The semi-invariant
Mq(ωn), describing the correlation of longitudinal pseudospin components
(∼ T 〈σzσz〉c), is proportional to δ(ω). There is no such contribution
in Σq(ω) when the Green’s functions are calculated using the equation
of motion and the decoupling procedure for Zubarev’s functions. Thus,
the isothermal (χT ) and isolated (χI) susceptibilities do not coincide for
PEM.33 It should be mentioned that a similar result is also obtained in the
cases U →∞26 and tij → 0.25
In the GRPA scheme, the summation of loop sequences leads to the
expression for pseudospin correlator
〈TSzSz〉q,ω = − Σq(ω)
1− g2Σq(ω)Πq(ω) , (65)
where
Πq(ω) =
2
N
∑
k
n(tk)− n(tk−q)
ω + tk − tk−q (66)
is the standard electron loop contribution.
The condition 〈TSzSz〉q,ω=0 →∞ (which corresponds to divergence of
isothermal susceptibility χT ) indicates an instability with respect to tran-
sition into modulated (at q 6= 0) or another uniform (at q = 0) phase.
The thermodynamic parameter values, at which χT → ∞, determine the
spinodal points.
The equation
λ2 + g2 sin2 θλ〈σz〉0Πq + λ2g2βb′ cos2 θΠq = 0 (67)
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was solved together with equation (46) for the mean values η and n writ-
ten in MFA. The function Πq was calculated numerically by the direct
momentum summation for square lattice.
At fixed values of chemical potential, the critical point can be defined as
an upper point of spinodal (on the (T, h) plane) with the highest tempera-
ture depending on the wave vector q value. Fig. 25 shows the dependencies
of the critical temperature and the corresponding wave vector on the chemi-
cal potential in the case Ω = 0 (only positive values of the chemical potential
are shown; at h = g, the picture is symmetrical with respect to the point
µ = 0 which coincides with the centre of the energy band). We can see that
the case q = (pi, pi) is realized when |µ| . 0.25 at chosen parameter values,
which means that the system can pass into the phase with doubly mod-
ulated lattice period. The case q = 0 (transition into the uniform phase)
is realized when 0.85 . |µ| ≤ 1.25.a The system undergoes transition to
the incommensurate phase at intermediate values of the chemical poten-
tial. The presence of tunneling splitting narrows the interval of values of µ
at which the above mentioned transitions take place; at high enough values
of Ω, the transition into the chess-board phase occurs only.
Fig. 25. The dependence of the modulation wave vector q=(q,q) and the temperature of
absolute instability of high–temperature phase on the chemical potential, Ω = 0, g = 0.5.
The given results at Ω = 0 generally correspond to the picture of
phase transitions in the FK model obtained in DMFT in the case of weak
coupling.57,63,66 It was shown for FK model that at small values of n the
a1.25 =W + g/2; this value corresponds to the upper edge of the band when 〈Sz〉 = 1
2
.
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phase separation can be realized, while near half-filling of the band the
chess-board phase is preferable and, finally, at intermediate values of n the
appearance of phase with an incommensurate modulation is possible. The
transitions into one or another phase were observed by the divergences of
corresponding susceptibilities. It should be mentioned that such a proce-
dure did not enable the authors to reveal the thermodynamically stable
states in the regions where the instabilities of the both types (at q = 0 and
q = (pi/a, pi/a, ...)) are superimposed; this problem can be solved based on
the analysis of the behaviour of the grand canonical potential.
The GRPA scheme used here to investigate the PEM is advantageous
in interpreting the dielectric susceptibility divergences due to the explicit
dependence of the χT (q, 0) function on the wave vector. In the DMFT
approach at d → ∞ such a dependence enters only through the function
X(q) = 1d
d∑
j=1
cos qj that leads to some difficulties in considering the incom-
mensurate ordering. Besides, in Refs. [57, 63, 66] there was used a regime
of a fixed concentration of localized particles; in the PEM this corresponds
to the regime 〈Sz〉 = const. In this case, the authors came to a conclusion
that the transition to the chess-board phase at g < W is always continuous
and spinodals are the lines of phase transitions.61 In such a situation the
separation into the uniform and modulated phases would be impossible.
Contrary to that, by analysing the behaviour of the grand canonical poten-
tial we showed that the transition to the chess-board phase can be both of
the second order (the spinodals are the phase transition lines) and of the
first order (spinodals do not coincide with phase transition lines). Due to
the first order phase transition to the chess-board phase, the possibility of
the phase separation into the uniform and the chess-board phases in the
case of weak coupling was demonstrated. Such a possibility, as was shown
in Ref. [64], see also Sec. 3.1.2, exists in the case of large values of coupling
constant. It should be mentioned that in Ref. [61] only the possibility of
phase separation into different uniform phases was investigated.
Though the phase transitions in the PEM at weak coupling are similar
to the transitions revealed in this model in the case of strong interaction,
g ≫W ,30,31 the physical mechanisms of transitions are to a greater extent
distinct. In the case of strong coupling, the electron spectrum is always split
due to the one-site interaction. The mechanism which ensures the advantage
of the transition is connected with the different character of the electron
spectrum reconstruction in the subbands and with the corresponding redis-
tribution of the electron density of states. At weak coupling, a new phase,
November 18, 2018 21:48 WSPC/Trim Size: 9in x 6in for Review Volume stasyuk˙new
Phase Transitions in the Pseudospin-Electron Model 39
which appears at the transition between uniform phases, is stabilized due
to the shift of the electron band as a whole. The phase with a double mod-
ulation appears due to energy gain at the splitting of the initial band at the
Fermi level (the effect is similar to the Peierls instability at the interaction
with phonons). Besides that, the dependencies of the critical temperatures
on the coupling constant g are different in the both cases: Tc (or T
∗
c ) is
proportional to g2 at g ≪ W , while at g ≫ W the critical temperatures
decrease (∼ 1g ) when g increases (such a type of behaviour of T ∗c for the
FK model was obtained in Refs. [51, 63]).
3.3. Superconductivity in the PEM
Due to the presence of intrinsic dynamics, the PEM at Ω 6= 0 also possesses
an instability with respect to transition into superconducting (SC) state.
Under certain conditions the transition to SC state will compete with the
transition to modulated phase (CDW). Among others, close attention to
this problem for an electron system interacting with anharmonic structure
units was paid in Ref. [67]. It was shown that, when there is no electron
correlation, the transition temperature to CDW, Tp, is higher than that
to SC, Tc. The authors, however, considered only the case where the lo-
cal potential is symmetric and the electron filling is close to a half. The
question concerning the appearance of superconductivity for a wider range
of the model parameters and electron concentrations has not been exam-
ined. It was just the point of investigation performed in Ref. [34] within
the GRPA. To examine the possibility of the appearance of SC phase we
calculated the static susceptibility χSC in the superconducting channel.
Taking into account the diagrams which correspond to ladder approxima-
tion (with the parallel directions of lines of the fermion Green’s functions),
we obtained the Bethe-Salpeter equation for the superconducting vertex
part Γω1,ω2(k1,k2)
34
Γ = Γ0 + T
∑
k3,ω3
Γ0χ0Γ, (68)
where χ0ω1(k1) =
1
NG
0
k1
(ω1)G
0
−k1(−ω1); Γ0 = g2〈TSzSz〉k2−k1,ω1−ω2 is
given by the expression (65). The susceptibility
χSC =
1
N
∑
k,q
β∫
0
〈Tτa↓k(τ)a↑−k(τ)a+↑−qa+↓q〉eiωnτdτ (69)
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is connected with the vertex part Γ in the following way
1
T
χSC =
∑
ω,k
χ0ω(k) + T
∑
k1,k2,ω1,ω2
χ0ω1(k1)Γω1,ω2(k1,k2)χ
0
ω2(k2) . (70)
Both approximations, the ladder one for the Γω1,ω2(k1,k2) vertex con-
struction and the chain (GRPA) one for the construction of Γ0ω1,ω2(k1,k2),
were employed by analogy with what was done in the t − J model for
the SC description.68 The mentioned approximations correspond to the
known Migdal-Eliashberg (ME) one, which is usually used in considering
the electron-phonon systems, particularly in the Holstein model. Consid-
ering the phonon frequencies to be small in comparison with the trans-
fer integral,69 one gets results in qualitative agreement with the quantum
Monte Carlo simulations.22 Since the PEM is similar to the Holstein model,
and may be considered as a double-level approximation of the latter one, the
ME approximation is expected to be satisfactory in the limits of non-half
filling, low temperatures, and small Ω.
A way to find the SC transition temperature is to determine a temper-
ature, at which the susceptibility in the superconducting channel diverges.
It corresponds to the condition when the scattering matrix
Tω1ω2(k1,k2) = Tχ
0
ω1(k1)Γ
0
ω1ω2(k1,k2) (71)
has an eigenvalue which is equal to unity.69,70 In calculations performed in
Ref. [34], the approximation Γ0 ≈ −g2Σ, similar to the non-renormalized
ME approximation in the Holstein model,69 was used. This can be done
in the high-temperature phase, when the system has not still passed to the
CDW state. In such a case the unperturbed vertex part does not depend
on the wave vector and thus the unit eigenvalue of the matrix
T˜ω1ω2 = T
∑
k1
χ0ω2(k1)Γ
0
ω1ω2 (72)
should be found at first. Of all the temperatures within the (T, h) plane
which satisfy this condition, the highest one is chosen as the critical SC
transition temperature.
Numerical calculations performed in Ref. [34] show that the SC tran-
sition in the simplified PEM is possible (in the weak coupling case) at
the electron concentrations away from half-filling (when the chemical po-
tential is placed near the electron band edges) and outside the region of
the above described transitions with the modulation of the electron and
pseudospin density (see Fig. 26). Such a picture is similar to that obtained
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within the DMFT for the Holstein model69 (but, in the latter case, the
incommensurate phase does not appear at the intermediate values of µ).
This is also consistent with the results obtained by quantum Monte-Carlo
simulations.22,71 These papers just established that SC could appear at low
temperatures; the transition to incommensurate CDW was not studied.
Fig. 26. The temperature of the absolute instability of the high–temperature phase with
respect to the transitions to CDW (solid line) and SC (bold dashed line) as functions of
the chemical potential, for Ω = 0.2 and g = 0.5. Dotted line shows the temperature of
the transition to the phase with the modulation wave vector q = (pi, pi).
The estimates performed in Ref. [34] show that at W ≈ 0.5 eV and g ≈
0.25 eV, the maximum value of the SC transition temperature is T SCmax ≈
10− 40 K. This agrees with the conclusions obtained for PEM in Ref. [67],
where calculations were performed by analogy with the scheme used for the
Eliashberg equations in the limit of a weak electron-phonon interaction,
provided that the renormalization of the pseudospin excitation energy is
neglected. According to the estimations carried out in Ref. [72], if there
were no CDW, the SC transition temperature would be T SC ≈ 40 K at the
band filling close to a half.
The question of what occurs in the systems as the tunneling splitting
frequency grows further is also of great interest. It was shown in Ref. [32]
that, at µ = 0, the critical temperature of transition to the phase with
double lattice period modulation, TCDWc , decreases with the increase in
Ω according to the exponential law: TCDWc ∼ exp
(
−pi
√
ΩW
g
)
, see (60). It
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follows from the analysis of the behaviour of the T˜ω1ω2 matrix elements
34
that the SC transition temperature, T SCc , changes with Ω in a similar way.
In this case, for µ = 0, T SCc (Ω → ∞) ≈ TCDWc (Ω → ∞). As is seen
from Fig. 26, with the increase in |µ|, the CDW transition temperature
falls more rapidly than the SC one. Thus, for the non-zero values of the
chemical potential, provided that Ω is sufficiently large, the SC transition
temperature is expected to be higher than the CDW one, and there will
only be the transition to SC. However, as was noted above, to make the
correct analysis of the competition between these transitions, the renor-
malized Γ0 vertex should be used when solving Eq. (71) and determining
TSC. Moreover, when Ω values are sufficiently large, the applicability of the
approximation in deriving this equation turns out to be unjustified.
The mechanism that leads in the PEM to SC, which we have considered
here, as well as the traditional phonon one, does not result in high values
of Tc, and apparently it does not explain the HTSC phenomenon.
4. Thermodynamics of PEM at Finite U Values; the
U → ∞ Limit
The analysis similar to the one given above was performed in Refs. [24–
26,73–76] for the PEM with U 6= 0. The presence of the electron-electron
on-site interaction leads to some differences in the behaviour of the model
with respect to the case of FK model (even if Ω = 0). The consideration
was based on expansions in terms of electron transfer tij , as in the strong
coupling limit g ≫W .
The single-site Hamiltonian
Hi = Uni↑ni↓ − µ(ni↑ + ni↓) + g(ni↑ + ni↓)Szi − hSzi − ΩSxi (73)
that includes the U -term can be reduced to the diagonal form using the
rotation transformation |R〉 = α(ϕr)Rr |r〉,26,73 where |R〉 = |ni↑, ni↓, Szi 〉 is
the single-site basis of states
|1〉 = |0, 0, 1/2〉 |1˜〉 = |0, 0,−1/2〉
|2〉 = |1, 1, 1/2〉 |2˜〉 = |1, 1,−1/2〉
|3〉 = |0, 1, 1/2〉 |3˜〉 = |0, 1,−1/2〉
|4〉 = |1, 0, 1/2〉 |4˜〉 = |1, 0,−1/2〉, (74)
and
cosϕr =
nrg − h√
(nrg − h)2 +Ω2
. (75)
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In terms of Hubbard operators Xrs = |r〉〈s|, acting on the new basis, the
transformed Hamiltonian of the model is
H =
∑
ir
λrX
rr
i +
∑
ijσ
tija
+
iσajσ (76)
with
λrir˜ = Uδr,r + E0nr ±
1
2
√
(nrg − h)2 +Ω2
and
a+iσ =
∑
mn
AσmnX
mn
i , aiσ =
∑
mn
AσmnX
nm
i . (77)
Here n1 = 0, n2 = 2, n3 = n4 = 1 (nr˜ = nr); expressions for A
σ
mn are given
in Ref. [26].
The detailed consideration of single–electron spectrum of model (1) at
U 6= 0 was performed in Refs. [23, 74] in the Hubbard–I approximation.
The interaction with the anharmonic (pseudospin) mode splits the energy
levels of ordinary Hubbard model 0, E0 and 2E0 + U into sublevels λr,r˜.
As a result, each Hubbard single–electron band splits into four subbands.
In the independent subband approximation
εrs(q) = λr − λs + tq (Aσrs)2〈Xrr +Xss〉, (78)
where (rs) = (41), (4˜1˜), (4˜1), (41˜), (23), (2˜3˜), (2˜3), (23˜) for σ =↑ and
substitution 4 ↔ 3 should be done for σ =↓. The widths and statistical
weights of the subbands are determined by parameters Aσrs. The four lower
and four higher bands correspond to the hole and electron pair motion,
respectively. Their positions depend on the value of the asymmetry field h
(see Fig. 27, where the band edges as functions of h are shown at the fixed
value of µ).
Thermodynamics and dielectric properties of PEM with U 6= 0 were
studied in Refs. [26, 75]. Being interested in the problem of lattice insta-
bilities in high-Tc superconductors of YBaCuO - type we calculated the
transverse dielectric susceptibility (corresponding to the εzz component
for YBaCuO - structure), using, as above (see Sec. 3.2.3), the expression
Pi = dsS
z
i + deni for local dipole moment. We can respectively separate
ion, electron and mixed components in the total susceptibility
χ⊥(q, ωn) = d2Sχ
SS(q, ωn) + d
2
eχ
nn(q, ωn)
+ dSde
(
χSn(q, ωn) + χ
nS(q, ωn)
)
, (79)
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Fig. 27. Single-electron spectrum depending on h/g in the µ =const regime; U = 2.2,
g = 1, h = 0.7, Ω = 0.3, W = 0.2, µ = 0.5.
where χAA
′
= KAA
′
in the regime µ = const (when we fix the value of the
chemical potential and permit the charge redistribution between conducting
sheets Cu2O2 and other structural elements, having in mind an application
of the model to the YBaCuO-type crystals) and
χAA
′
= KAA
′ − K
AnKnA
′
Knn
(80)
in the regime n = const (when we fix the electron concentration n in the
conducting sheets Cu2O2).
26 Here KAA
′
(q, ωn) are Fourier–transforms of
semi–invariant Matsubara’s Green’s functions
KAA
′
lm (τ − τ ′) = 〈T A˜(τ)A˜′m(τ ′)〉c (81)
constructed of the operators Szi , ni.
In the case of zero hopping (tij = 0) the exact expressions for correlation
functions χss(ωn), χ
nn(ωn), χ
ns(ωn) can be easily obtained.
25
For n=const regime the main contribution into susceptibility is pro-
duced by the pseudospin subsystem. The susceptibility
Xss ∼= ds
r
vc
4∑
r=1
Ω2
[(nrg − h)2 +Ω2]3/2 〈X
r˜r˜ −Xrr〉 (82)
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as a function of h generally possesses three peaks. The maxima at h = 0,
g and 2g correspond to the points of possible dielectric instabilities (that
can appear due to the proximity of corresponding energy subbands). The
intensities of peaks are redistributed with the change of n; this is illustrated
in Fig. 28a for the case U/W ≫ 1 (Ω = 0.3g, 0 < n < 1), when only two
peaks are present; the first peak disappears at n → 1 and the second one
disappears at n→ 0. The effect remains the same at tij → 0.
(a) (b)
Fig. 28. (a): Dielectric susceptibility as a function of h/g at different electron concentra-
tions; U = 2.2, g = 1, h = 0.7, Ω = 0.3, W = 0.2, dS = 0.6. (b): Pseudospin component
of susceptibility χssα g vs h/g for Ω = 0 (ωn = 0, n = 0.9, T/g = 0.05).
In the µ =const regime there are three regions of h values (h < 0,
0 < h < g and h > g) with different field and temperature behaviour of
susceptibility (see Fig. 28b). This is a result of the difference in the direction
and value of the total effective field h−nig acting on the pseudospin at site
i when electron occupation on this site changes (ni = 0 or 1), which testifies
to a strong correlation between electron and pseudospin subsystem.
The behaviour of transverse dielectric susceptibility χss as a function
of the field h and temperature becomes more complicated when we take
into account the electron transfer. The calculations of components of sus-
ceptibility (79) were performed25,26 at tij 6= 0 in the particular case of no
tunneling splitting in anharmonic potential well (Ω = 0).
Green’s functions (81), constructed of the operators
niσ =
4∑
r=1
nr(X
rr
i +X
r˜r˜
i ), S
z
i =
1
2
4∑
r=1
nr(X
rr
i −X r˜r˜i ), (83)
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can be expressed in terms of functions
K
(pq)
lm (τ − τ ′) = 〈TXppl (τ)Xqqm (τ ′)σˆ(β)〉oc. (84)
The perturbation theory with respect to electron hopping term tij and
the corresponding diagrammatic technique for Hubbard operators58 were
used to calculate these functions. The diagrammatic series were summed
up in the GRPA, where the sequences of electron “loops” connected by
semiinvariants (similarly to the case of the simplified PEM, see Sec. 3.1.1)
or by vertices with the three fermion lines (such vertices appear only at
U 6= 0) are taken into account.
The Fourier transforms K(pr)(q, ωn) of functions (81) can be presented
in the form25,26
Kpp
′
(ωn,q) = β
{
b¯pp′(q) +
[
′Π(0,q)b¯(q)
]
pp′
+
[
b¯(q)Π′(0,q)
]
pp′
+
[
′Π(0,q)b¯(q)Π′(0,q)
]
pp′
}
δ (ωn) + Π
′′
pp′ (ωn,q) . (85)
The first term in the right hand side of (85) is the “full” semi–invariant of
the second order that satisfies the Dyson–type equation
b¯pq = b˜pq +
(
b˜Πb¯
)
pq
. (86)
Here b˜pq = 〈XppXqq〉0c is the second–order semi–invariant calculated in
mean–field approximation and the full “loop” contributions Π, Π′, ′Π, Π′′
are determined from the Bethe–Salpeter type equations
Π′′ = Π′′0 +Π
′′
0 Π
′ + ′Π0Π′′,
Π′ = Π′0 +Π
′
0Π
′ +Π0 Π′′,
′Π = ′Π0 + ′Π0 ′Π+Π0Π′′,
Π = Π0 +Π0
′Π+Π′0 Π . (87)
Zero–order polarization loops Π0, Π
′
0,
′Π0, Π′′0 are constructed of the
single–electron Green’s functions which are calculated in the Hubbard–
I approximation (corresponding to the summation of chain fragments of
diagrams).25,26 Loops Π′0,
′Π0, Π′′0 are determined only by intraband tran-
sitions whereas loop Π0 is determined by the interband transitions as well
Π0(mr, np) =
1
N
∑
k
tktk+q
n+ [εmr (k)]− n+ [εnp (k+ q)]
iωn + εmr (k)− εnp (k+ q) . (88)
where εmr(k) are determined in (78) and n+(λ) is Fermi distribution.
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Numerical calculations of the static dielectric susceptibility χ⊥(q, 0)
performed in Refs. [25, 75] along the (0, 0) ÷ (pi, pi) line in the 2D Bril-
loine zone, revealed that, similarly to the above considered case U = 0, the
essential feature of the model is the presence of divergences on the tem-
perature dependencies of functions χssn and χ
ss
µ (Fig. 29). They appear in
a certain range of the model parameter values. For h > 0 and h < g such
Fig. 29. Temperature dependence of χss at n = 0.95 and q = 0 (U → ∞, h/g = 1.05,
W/g = 0.2 ).
divergencies exist only at q = 0 (Γ–point) and can be treated as the mani-
festation of the dielectric type instabilities which appear in the pseudospin
subsystem (i.e., the system of anharmonic oscillators) under the influence
of the effective interactions. As in the case of a simplified model, it means
that the system can transform to another uniform phase. The corresponding
phase diagram T ∗ vs n is shown in Fig. 30(a), where the lines limiting the
stability region are plotted. For 0 < h < g, besides the dielectric instability
at Γ-point at n & 0, the instability at q = (pia ,
pi
a ) (M–point) with respect
to the charge ordering (double modulation) occurs (Fig. 30(b)). Such an in-
stability is realized when the electron band (that corresponds to the lower
Hubbard subband at U →∞) is nearly fully occupied.
The above mentioned divergences on the temperature dependencies and
an increase of the dielectric susceptibility which takes place in the vicinity
of h = 0 and h = g values (for U → ∞, n < 1) are connected, first of
all, with the polarization contributions Π0 from the electron transitions
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(a) (b)
Fig. 30. Dependence of the instability temperature T ∗ on the electron concentration
n in the cases h > g and 0 < h < g. (a) U → ∞, Ω = 0, n/g = 1.05 (dielectric
instability, q = 0). (b) U → ∞, Ω = 0, n/g = 0.95 (◦ ◦ ◦ – dielectric instability, q = 0;
∗ ∗ ∗– instability with respect to CDW ordering, q = (pi, pi); dashed line shows the MFA
results).
between hole subbands (4˜1˜) and (4˜1) (or (4˜1˜) and (41˜)). Just for h ∼ 0 and
h ∼ g these subbands come nearer to each other.
It should be noted that the results presented here for dielectric response
of PEM in the U →∞ limit were used in Ref. [25] in describing the dielec-
tric anomalies which have been observed in the high-Tc superconductors
of the YBaCuO type at an early stage of investigations. In particular, the
temperature dependence of χssn given in Fig. 29 was related to the one ob-
tained experimentally for YBa2Cu3O7−δ9 where the similar behaviour of
dielectric permittivity εc was found at the temperature near (and above)
the point of the superconducting phase transition.
An interesting feature of the model at large values of U is the possibility
of change of the electron concentration n under the influence of h. Such an
effect can take place in the µ=const regime; this becomes possible when the
chemical potential leaves (or enters) the energy subband24 (Figs. 27 and
31(a)). The change of n is accompanied by the corresponding change of the
pseudospin mean value (Fig. 31(b)). In the case of YBaCuO structure, this
means that if µ moves inside the subband with the change of e.g. external
electric field, then the electron concentration (average occupancy of states)
in Cu2O2 layers changes. This causes a redistribution of O4 ions in their
equilibrium positions. All this may correspond to the so-called electric-field
effect observed in HTSC compounds (see, for example, Ref. [77]).
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(a) (b)
Fig. 31. Mean electron concentration n (a) and pseudospin mean value (b) as a function
of h/g in the µ=const regime.
The obtained results show that in the U → ∞ limit the PEM also
exhibits a tendency to transform into another uniform or doubly modulated
phase at low temperatures. It resembles the behaviour of the FK model in
the strong coupling case.57 The plots in Fig. 30 are given without the effect
of phase separation. When the segregation on the regions with different n
values takes place, the corresponding uniform phases or both the uniform
and the modulated ones will coexist.
5. Two-Sublattice Pseudospin-Electron Model
Two-sublattice PEM35,36,37,38,76 appeared as a generalization of the usual
PEM with the aim of more realistic description of the anharmonic subsys-
tem of the apex oxygen ions in the YBaCaO type structures. In this case
the pseudospin energy in the internal field is of the form h
∑
i(S
z
i1 − Szi2)
that is the reflection of the mirror symmetry of the problem. Hamiltonian
of the model is of the form35
Hˆ = He +Hs + hl−s +Hs−s,
H = He +Hs +He−s +Hs−s, (89)
He = −µ
∑
n,s
(nsn1 + n
s
n2) + U
∑
n
(n↑n1n
↓
n1 + n
↑
n2n
↓
n2)
+
∑
ij
∑
sα
tija
+
isαajsα,
Hs = −h
∑
n
(Szn1 − Szn2)− Ω
∑
n
(Sxn1 + S
x
n2),
He−s = g
∑
n,s
(nsn1S
z
n1 − nsn2Szn2),
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Hs−s = −J
∑
n
Szn1S
z
n2 −
1
2
∑
n,n′
∑
α,β
Jαβnn′S
z
nαS
z
nβ.
Here, nsnα and S
z
nα are operators of the electron occupation number
(S =↑, ↓) and pseudospin, respectively, in the n-th unit cell (α=1,2 cor-
responds to the two apex oxygen O4 in the cell). Additionally to the term
He−s describing the interaction between electrons and pseudospins, the
direct interaction Hs−s between pseudospins is included; the JSzn1S
z
n2 in-
teraction within the one-cell clusters is separated. Hamiltonian (89) is in-
variant with respect to the particle-hole transformation: nsnα → 1 − nsnα,
h→ 2g − h, µ→ −µ− U .
Thermodynamics of the system described by Hamiltonian (89) without
a term related to the electron transfer was studied in Refs. [35, 36]. The
mean-field approximation combined with the exact treatment of interac-
tions within the one-cell clusters was used. For this purpose the single-
clusters basis of states |Ri〉 ≡ |n↑i1, n↓i1, n↑i2, n↓i2〉 ⊕ |Szi1, Szi2〉, which consist
of sixty-four state vectors, was introduced. In such a way the grand canon-
ical potential ΦMF and the mean values 〈Szα〉 and
∑
s
2∑
α=1
〈nsnα〉 = n were
calculated.35
Instead of the 〈Szα〉 parameters, we can use their linear combinations:
η = 〈Sz1 +Sz2〉 (the order parameter for the ordered ferroelectric-like phase)
and ξ = 〈Sz1 − Sz2 〉 (the parameter which is responsible for the in-phase
reorientation of both pseudospins in the unit cell). In the regime µ = const
we obtain the equations for η and ξ from the condition of the minimum of
the grand canonical potential ΦMF{
(∂ΦMF∂η )µ = 0,
(∂ΦMF∂ξ )µ = 0.
(90)
ΦMF =
1
4{(J11 + J12)η2 + (J11 − J12)ξ2} (91)
−T ln
[
2
{
eβ
J
4 coshβ (J11+J12)η2 + e
−β J
4 coshβ
(
h+ (J11−J12)ξ2
)}
+8eβµ
{
eβ
J
4 coshβ (J11+J12)η2 coshβ
g
2 + e
−β J
4 coshβ (h
+ (J11−J12)ξ2 − g2
)}
+8e2βµ
{
eβ
J
4 coshβ (J11+J12)η2
+e−β
J
4 coshβ
(
h+ (J11−J12)ξ2 − g
)}]
.
In the case n =const the condition of the minimum value of the free energy
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FMF = ΦMF + µn, supplemented by the equation for chemical potential
−∂ΦMF
∂µ
= n,
was used to determine the thermodynamically stable equilibrium states.
When the set of equations (90) has a non-zero solution for η and the
corresponding thermodynamic potential has a minimum, then our system
is in the polar (ferroelectric) phase. The obtained phase diagrams in the
µ =const case35,36 are shown in Fig. 32 (all parameters are normalized
here by J11 + J12 > 0). One can see that at
J11−J12
J11+J12
= −1 (the case of
pseudospin-pseudospin interaction between different sublattices only) the
phase transition into ferroelectric phase is of the second order. The presence
of the intra-sublattice interaction leads to the possibility of change of the
phase transition order and the appearance of tricritical points. An increase
of the J11−J12J11+J12 parameter causes the narrowing of the ferroelectric region;
its width is also proportional to J . At J = 0, J12 = 0 the model transforms
into the one-sublattice PEM; the ferroelectric phase disappears and we have
the first-order phase transition with zero value of the order parameter η and
a sharp change of parameter ξ = 〈Sz1 − Sz2〉.
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Fig. 32. (Tc−h) phase diagrams at different values of parameter J11−J12 in the regime
µ = const: a) J11−J12
J11+J12
= −1, b) J11−J12
J11+J12
= 0. Other parameters: J/(J11 + J12) = −1,
g/(J11+J12) = 1, µ/(J11+J12) = −1. The phase transitions can be of the second (solid
lines) or of the first order (dotted lines).
In the n=const regime, the region of h values at which the ferroelectric
phase exists becomes broader. The corresponding phase diagrams are shown
in Fig. 33 at different values of long range interaction Jαβ =
∑
n′ J
αβ
nn′ and
November 18, 2018 21:48 WSPC/Trim Size: 9in x 6in for Review Volume stasyuk˙new
52 I. Stasyuk
fixed concentration n = 0.4.
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Fig. 33. The h dependence of the temperature of ferroelectric phase transition Tc at
different values of parameter J11 − J12 in the regime n=const: a) (J11 − J12)/(J11 +
J12) = −1, b) (J11 − J12)/(J11 + J12) = 0. Other parameters: J/(J11 + J12) = 1,
g/(J11 + J12) = 1, n = 0.4. Solid lines and dashed lines represent the second order and
the first order phase transitions, respectively. The widely spaced dashed line corresponds
to a one-loop approximation. Dots represent a separation area.
For comparison, there are also shown the phase transition lines ob-
tained in the so-called one loop-approximation (in which the higher order
corrections to the MFA described by two-tailed diagrams36 are taken into
account). In the areas marked by points, the system is separated into two
regions with concentrations n1 and n2 (n1 < n < n2). Also, one can notice
that phase separation takes place near the border of stability region of two
phases (the ordered phase with nonzero polarization and the disordered
one). That is why the ordered phase spreads wider and extends up to the
edge of the separated area. Fig. 34 illustrates such a behaviour. Here the
dashed lines represent the region of ferroelectric type instabilities. These
lines would separate the ferroelectric phase if there were no phase separa-
tion. Figure 34(b) also shows that at a fixed value of asymmetry parameter
h at concentration n < 0.75 (at low temperature), the ordered phase is
possible only due to the phase separation.
Now, let us focus briefly on the effect of electron transfer. As above, we
restrict ourselves to the limit U → ∞. The case is considered, when the
chemical potential is placed in the region of energy subbands (α = 1, 2)
ε31α (k) = ε
41
α (k) = −(−1)α
g
2
+ tk〈X44α +X11α 〉0,
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Fig. 34. Phase (T − n) diagram in a mean field approximation. The phase separation
region is limited by solid lines. The dashed lines point to the region of ferroelectric
instabilities. Parameters: (J11−J12)/(J11+J12) = 1, J/(J11+J12) = g/(J11+J12) = 1;
a) h/(J11 + J12) = 1, b) h/(J11 + J12) = 1.35 .
ε3˜1˜α (k) = ε
4˜1˜
α (k) = (−1)α
g
2
+ tk〈X 4˜4˜α +X 1˜1˜α 〉0 (92)
separated by the gap equal to g. The Hubbard-I approximation in which
the expressions (92) are given here, was improved in Ref. [38] by the mean-
field corrections (being of the form of the loop-like inclusions) to the elec-
tron Green’s functions. Thus, renormalization of spectrum due to the shift
of subbands dependent on electron concentration was taken into account.
Besides, the mean values of Hubbard operators in (92) were determined
self-consistently; the free energy of the pseudospin-electron systems was
calculated in the above described GRPA approach. The pseudospin part of
the two-sublattice Hamiltonian was taken in the MFA.
Figure 35 illustrates the effect of electron subsystems on the shape of
the phase diagram. With respect to the standard Mitsui model (which cor-
responds to the g = 0 and tij = 0 limit), the phase boundary becomes
asymmetric and the region of the ferroelectric phase existence is shifted to
the higher values of h. As it has already been noted, at J12 = 0, ferroelectric
phase does not exist and only a discontinuous change of ξ on the transition
line takes place. Such a transition also remains in the case when J11 = 0
and only the indirect interaction via electron subsystem is present.
The changes in electron spectrum (see Refs. [37, 38]) are demonstrated
in Fig. 36(b). In the case shown in Fig. 36, when at n =const the sep-
aration into ferroelectric and nonpolar phases takes place, the η(n) and
µ(n) dependencies indicate that the ferroelectric phase appeared before the
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separation. This is also supported by the presence of concavity in the free
energy (dashed tangent lines in Fig. 36(c) link the points with concentration
values n1, n2 and n3, n4 on which the separation takes place). Hence, there
is a separation into paraelectric and ferroelectric phases at concentrations
n1 < n < n2 and n3 < n < n4. The pure ferroelectric phase exists in the
concentration range n2 < n < n3. The separation area in the (h, n) plane
changes its shape depending on the tij value. In general, the electron trans-
fer narrows the separation region.37 The reverse effect also takes place:
the electron spectrum is modified by a phase separation being sensitive to
concentration value.
One can relate the phase transitions and ferroelectric type instabilities
described by the herein considered two-sublattice PEM to the observed di-
electric and thermodynamic properties of the YBaCuO-type superconduct-
ing crystals. In some experiments, YBa2Cu3O7−δ was found to be both
pyroelectric and piezoelectric, implying the existence of macroscopic polar-
ization directed along the c-axis.78 The possibility of the existence of the
ferroelectric-like phase was not, nevertheless, unambiguously confirmed. In
the two- sublattice PEM the ordered polar phase is present in a rather re-
stricted region of the model parameter values, where the ground state is
degenerated; for example, its width along the h-axis is determined by the
interaction constant between the pseudospins (describing apical O4 ions)
within the unit cell cluster. In this connection, it should be mentioned
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Fig. 35. Dependence of temperature of the phase transition Tc on the parameter h at
different values of interaction parameters J11 and J12 in the regime µ = const = −g.
Thick lines correspond to the case tij/g = 0.2; thin lines correspond to the case tij = 0.
a) J11 = J12 = g/2, b) J11 = g, J12 = 0. c) J11 = J12 = 0, tij/g = 0.2. Phase transitions
are either of the second order (solid lines) or of the first order (dashed lines).
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Fig. 36. Dependence of the order parameter η (a), band spectrum (b), and free energy
(c) on electron concentration. The parameter values are: J11 = J12 = g/2, T/g = 0.1,
tij/g = 0.1, h/g = 0.5.
that presence of the oxygen vacancies in the chain element of structure at
δ > 1 effectively influences the value of field h.79 In its turn, instability
with respect to the polar phase appearance can show up only at a certain
nonstoichiometry (at certain values of parameter δ).
The phase separation in the two-sublattice case is also related to the real
structure of the YBa2Cu3O7−δ crystal. Besides the question of microscopic
nature of the so-called “stripe phases” there is a problem of the genesis of
structural inhomogeneities in a single crystal of the YBaCuO type observed
in the experiments using Raman spectroscopy6 and mesoscopic structural
investigations.80 The results obtained within the model approach show the
possibility of the Mitsui - type (due to both direct and indirect, via conduct-
ing electrons, interactions between anharmonic structure units) mechanism
of the mentioned instabilities.
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6. Conclusions
The present investigations of thermodynamics and energy spectrum of the
PEM show a variety of phases and phase transitions. Depending on the
thermodynamic equilibrium regimes, they manifest themselves as (i) transi-
tions between different uniform phases, or between uniform and modulated
phases, with the commensurate or incommensurate period of modulation
(in the µ=const regime) or as (ii) transitions into phase separated states
(in the n =const regime). The latter takes place when at µ =const, the
corresponding phase transition is of the first order. Such phase transitions
can be realized at the change of temperature T , field h, chemical potential
µ (in the case (i)) and other parameters of the model. The corresponding
phase diagrams are built in case of strong or weak coupling (g ≫ W and
g < W , respectively).
A microscopic reason for phase transitions in standard PEM (without a
direct pseudospin-pseudospin interaction) is related to the indirect effective
coupling between pseudospins arising due to electron transfer and possess-
ing a dynamic character. The form of such coupling depends on the electron
concentration, temperature and the model parameter values. Consequently,
the modulated phase appears at intermediate values of µ ( this corresponds
to the electron occupation near half-filling) both at strong and at weak
coupling. However, the formation mechanisms of the effective interaction
are different in these cases.
The two-sublattice PEM is a special case, close to the real HTSC systems
of the YBaCuO type. The phase transitions described here, connected with
the appearance of the ferroelectric state or with the jump-like change of
the mutual orientation of pseudospins in sublattices, can have a relation to
the segregation or bistability phenomena as well as to the development of
ferroelectric-type instabilities in the mentioned systems.
The analysis carried out in the weak coupling case elucidates the role
of the transverse field Ω (having a meaning of the tunneling-like splitting
parameter) in the obtained picture of phase transitions. As a whole, a topol-
ogy of the phase diagrams does not change at Ω 6= 0 in comparison with
the case Ω = 0. The critical temperatures (including TSC) decrease with Ω.
In the case of DOS with logarithmic singularity (at dimensionality d = 2)
a peculiar effect is revealed: the critical temperature remains finite at any
large values of Ω (tending to zero at Ω → ∞, exclusively). This is the dif-
ference with respect to the behaviour of the systems with direct interaction
(e.g., Ising model with transverse field). The important property is that at
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Ω 6= 0 the superconducting phase can appear in the PEM. Such a phase
competes with the modulated one and is stable at the electron occupancy
near the upper (or lower) edge of the electron band.
As is seen from the results obtained in DMFT for the simplified model,
the structure of electron spectrum of the PEM is different in cases g ≫W
and g < W : the split subbands due to interaction (even at U = 0) or a single
band, respectively. The similar spectrum is obtained in the approximations,
based on the Hubbard-I scheme (e.g. GRPA) in the first case or the Hartree-
Fock approach in the second one. As was shown by Zeyher, Kulic´, and
Gehlhoff,81,82,83 GRPA keeps in a systematic way all terms of the leading
order of a so-called 1/N expansion, where N is the local spin component
number on a lattice site. Though such approximations do not adequately
reproduce all the features of spectrum, the obtained phase diagrams are
in a good agreement with the ones constructed in DMFT. An interesting
feature of spectrum is that there exists a critical value of g: at g > gc a
gap appears (in the case of simplified PEM) and a metal-insulator type
transition takes place.
Pseudospin-electron model (PEM) can be considered as a generalization
of the Falicov-Kimball (FK) model to the case of different thermodynamic
equilibrium regimes as well as an extension of the latter model due to the
inclusion of the pseudospin dynamics and the Hubbard type correlations.
The PEM possesses a similar variety of phase transitions but there are
differences in the conditions of their realization and in the criteria of the
appearance of different phases. In the above considered cases such differ-
ences are discussed and a comparison with the results for the FK model is
made.
From the point of view of theoretical studies, the investigations of the
PEM are far from complete. Another interesting problem is connected with
the thermodynamics of the PEM with electron transfer at U 6= 0 and
Ω 6= 0. The investigations performed revealed only the existence of insta-
bilities connected with certain values of the wave vector q but the phase
diagrams determining the regions of existence of different phases have not
been built so far. The intermediate coupling case (g ∼ W ), that was not
adequately investigated even for the simplified PEM, calls for more detailed
consideration. An important point is to complete the study of the collec-
tive excitation spectrum (connected with pseudospin reorientation, electron
transitions and polaron effect) and the dynamic susceptibility. Among the
possible generalizations of the model, one can note an extension to the
cases with the asymmetric electron transfer (in the spirit of the asymmet-
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ric Hubbard model) and with pseudospin S > 1/2. They appear to be quite
promising in connection with investigations of the ionic transport based on
the lattice models as well as in the study of the ion intercalation processes
(see e.g. Ref. 84 for a recent development in this field).
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