Cohomological representations for real reductive groups by Nair, Arvind & Prasad, Dipendra
ar
X
iv
:1
90
4.
00
69
4v
2 
 [m
ath
.R
T]
  1
 M
ar 
20
20
COHOMOLOGICAL REPRESENTATIONS FOR REAL REDUCTIVE
GROUPS
ARVIND NAIR AND DIPENDRA PRASAD
ABSTRACT. For real reductive groups, we prove that a morphism of L-groups which
preserves regular unipotent elements respects cohomological A-parameters. This allows
us to give a complete understanding of cohomologicalA-parameters for all real classical
groups. Along the way we elucidate cohomological A-parameters for all real reductive
groups. We construct Langlands parameters of tempered cohomological representations
of all real reductive groups, and give a complete list of cohomological unitary repre-
sentations of GLn(R), a result which is due to B. Speh when the coefficient system is
trivial. The latter result is crucial for us as we go from cohomological representations
of GLn(R) to cohomological representations of classical groups. The paper ends with
a section where we prove that sum of the ranks of cohomology groups in an A-packet
on any real group (and any infinitesimal character) is independent of the A-packet under
consideration, and can be explicitly calculated. This result when summed over all pure
innerforms has a particularly nice form.
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1. INTRODUCTION
Let G be a connected reductive algebraic group over R, G = G(R) with g0 its Lie al-
gebra, and g = g0 ⊗R C. Let K be a maximal compact subgroup of G(R) with K0 the
connected component ofK containing the identity, k0 its Lie algebra, and k = k0⊗RC. For
any continuous representation π of G(R), let π also denote the associated (g, K)-module.
For such a (g, K)-module π, and a finite dimensional representation V of G, one is often
interested in the cohomology groups H i(g, K0, π ⊗ V ) = H i(g, k, π ⊗ V ). Irreducible
representations π of (g, K) for which there is a finite dimensional algebraic representation
V of G(C) withH i(g, k, π ⊗ V ) 6= 0 for some i are often called cohomological represen-
tations of G with coefficients in V ∨, the dual of V . Irreducible cohomological represen-
tations of G(R) which are unitary when restricted to their derived subgroup [G,G](R) are
among the most important representations of (g, K) for their role in the cohomology of
locally symmetric spaces, in particular Shimura varieties.
We recall that in [AJ] Adams and Johnson constructed packets of cohomological uni-
tary representations for real reductive groups as derived functor modules of Vogan and
Zuckerman [VZ] and these are now called Adams-Johnson packets. Only recently, in the
works of N. Arancibia, C. Moeglin and D. Renard [AMR], has it been proven that the
Adams-Johnson packets are Arthur packets for quasi-split classical groups. In this paper,
we will assume that this work of [AMR] is available for all real reductive groups which
may or may not be quasi-split. A consequence of this is that either all members of an A-
packet are cohomological, or none is, and even more, that the same continues to hold for
all innerforms of a group G overR, i.e.,A-parameters simultaneously give cohomological
representations on all innerforms, or on none.
The aim of this paper is to study irreducible unitary cohomological representations
from the point of view of Langlands parameters and Arthur parameters (abbreviated to L-
parameters and A-parameters). This study has been undertaken by several authors in the
past starting with the fundamental work of Vogan-Zuckerman [VZ] and Adams-Johnson
[AJ], and reformulated and exposed by several, among others by Arthur [Ar], Blasius-
Rogawski [BR], and very recently by Taibi [Ta]. Several of these works at various points
make assumptions on the group G, such as it having a discrete series representation or
being semisimple. This work makes no such assumption, and adds, even if rather mini-
mally, to clarifying the A-parameters associated to cohomological representations of real
reductive groups. To be more accurate, all these earlier works are very precise on the re-
striction of cohomologicalA-parameters φ : WR×SL2(C)→ LG to the index 2 subgroup
WC × SL2(C) of WR × SL2(C), but are not careful enough on the possible choices for
φ(j) where WR = C
× · 〈j〉. In our work below, we assume as known the restriction of
cohomological A-parameters to WC × SL2(C), so it is complementary to existing litera-
ture. Eventually, the essence of our work is that although for general parameters, there is
considerable difference between A-parameters WC × SL2(C) → LG, and A-parameters
WR× SL2(C)→ LG, for purposes of cohomological representations, there is none (up to
twisting representations of G(R) by a quadratic character). A simple example to keep in
mind for this difference between parameters forWC andWR is already for SL2(R) where
to define a unitary principal series, one must define a character of R× and not just one of
R+ which is what restriction toWC of the correspondingWR parameter will give, whereas
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for a discrete series representation of SL2(R), restriction to WC uniquely determines the
parameter forWR.
Since it is important to study representations of reductive groups G(R) whose centers
are not compact such as GLn(R), or Levi subgroups, and since cohomological repre-
sentations of a group such as GL1(R) = R
× are the non-unitary characters χn(t) =
tn, t ∈ R×, n ∈ Z, it will be important for us to slightly modify the definition of an
A-parameter to accommodate cohomological representations of G(R) which are unitary
when restricted to [G,G](R). We define anA-parameter φ :WR×SL2(C)→ LG to be one
which when projected from LG to LG/Ẑ is an A-parameter in the usual sense (where Ẑ is
the center of Ĝ). Since all A-parameters considered in this paper will have central char-
acter of an algebraic representation of G(C), we also demand that φ : WR × SL2(C) →
L
G→ LT where LT is the quotient of LG by the derived subgroup of Ĝ corresponds, un-
der the Langlands correspondence for tori, to a character of T (R) which is the restriction
to T (R) of an algebraic character of the torus T (C) which is the maximal torus in the
center of G(R).
In this paper we will abbreviate the notion of cohomological irreducible representa-
tions, which are unitary when restricted to their derived subgroup [G,G](R), to simply
cohomological representations, and their A-parameters as cohomological parameters, or
cohomological A-parameters. It is understood that we will never be interested in repre-
sentations which are not unitary when restricted to their derived subgroup [G,G](R) in
this paper. Also, by a reductive group G, we will always mean a connected reductive
algebraic group. Of course G(R) may be disconnected as a real Lie group.
Our immediate reason to study L- and A-parameters of cohomological representa-
tions was to understand a basic question about cohomological representations: how do
cohomological representations behave under functoriality for morphism of L-groups:
L
G1 → LG2? This natural question has not been paid much attention to since functo-
riality usually does not take cohomological representations of G1(R) to cohomological
representations of G2(R). For example, if we take the natural embedding of L-groups:
ι : GLn(C)×GLm(C) →֒ GLm+n(C),
one sees that the infinitesimal character of the trivial representation ofGLn(R)×GLm(R)
does not go to the infinitesimal character of a cohomological representation ofGLn+m(R)
(for any coefficient system) since the lifted representation— call it ι(1×1)—ofGLn+m(R)
in fact does not have the infinitesimal character of a finite dimensional representation of
GLn+m(R), let alone ι(1 × 1) being cohomological. The infinitesimal character of the
trivial representation of GLn(R)×GLm(R) is
(ν(n−1)/2, · · · , ν−(n−1)/2, ν(m−1)/2, · · · , ν−(m−1)/2),
which is not the infinitesimal character of a finite dimensional representation ofGLn+m(R)
which is of the form
(νµ1 , νµ2 , · · · , νµn+m) for µ1 > µ2 > · · · > µn+m,
with µi all integers, or all half-integers.
However, there is a nice and useful case where functoriality of L-groups: LG1 →
L
G2 takes cohomological A-packets on G1 to cohomological A-packets on G2 which has
guided this work.
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Here is the main theorem of this work, itself a simple remark once one understands
cohomological A-parameters.
Theorem 1. Let G1 and G2 be connected real reductive groups with G1 = G1(R) and
G2 = G2(R). Let
L
G1 = Ĝ1 · WR and LG2 = Ĝ2 · WR be the L-groups of G1 and G2
respectively. Let φ : LG1 → LG2 be a homomorphism of L-groups which takes a regular
unipotent element in Ĝ1 to a regular unipotent element in Ĝ2. Then φ takes cohomological
A-parameters ofG1 to cohomologicalA-parameters ofG2. Conversely, if φ :
L
G1 → LG2
has abelian kernel then for an A-parameter σ for G1 if φ(σ) is a cohomological A-
parameter for G2, σ itself is a cohomological A-parameter for G1.
Recall that every A-parameter has associated to it an L-parameter such that the corre-
spondingL-packet is contained in theA-packet. If we have a cohomologicalA-parameter,
then naturally all members of the associated L-packet consist of cohomological represen-
tations, and as a corollary of the above theorem, under a morphism φ : LG1 → LG2 of
L-groups which takes a regular unipotent element in Ĝ1 to a regular unipotent element in
Ĝ2, such a cohomological L-packet on G1(R) goes to an L-packet on G2(R) consisting
of cohomological representations. Conversely, as in the theorem, if φ : LG1 → LG2 has
abelian kernel then for an L-parameter σ for G1 if φ(σ) is a cohomological L-parameter
for G2, σ itself is a cohomological L-parameter for G1, where all the L-parameters in this
sentence are supposed to be underlying an A-parameter.
The condition on a homomorphism φ : LG1 → LG2 that it takes a regular unipotent
element in Ĝ1 to a regular unipotent element in Ĝ2 is met in particular for the following
embeddings of classical groups:
(1) Sp2n(C) ⊂ GL2n(C),
(2) SO2n+1(C) ⊂ GL2n+1(C)
(3) SO2n−1(C) ⊂ SO2n(C).
The condition on a homomorphism φ : LG1 → LG2 that it takes a regular unipotent
element in Ĝ1 to a regular unipotent element in Ĝ2 is also met for G1 = G(R), and G2 =
RC/RG(C) where RC/R denotes Weil restriction of scalars from C to R, and for which the
embedding of Ĝ1 in Ĝ2 is given by:
(4) Ĝ →֒ Ĝ× Ĝ.
This condition is not met for the embedding SO2n(C) ⊂ GL2n(C) since the principal
SL2(C) inside SO2n(C) corresponds to the representation Sym
2n−2(C+ C) + C.
Theorem 1 therefore has, as a consequence, the following result for cohomological A-
parameters for classical groups. Before we state this result, we recall that A-parameters
for classical groups can be treated as parameters for GLn(R) (or, GLn(C) for unitary
groups) which preserve either a quadratic form, or a symplectic form (or, are conjugate-
selfdual of parity (−1)p+q−1 for U(p, q)(R)).
Theorem 2. Let G be one of the classical groups Sp2n(R), or SO(p, q)(R) with p + q
odd. Their L-groups come equipped with a natural embedding in say SLm(C). An
A-parameter for G(R) is cohomological if and only if considered as a parameter with
values in SLm(C), it is a cohomological A-parameter for PGLm(R). Further, a coho-
mological parameter for PGLm(R) is automatically a parameter (hence cohomological)
for the symplectic group if m is odd. If m = 2n is even, a cohomological parameter for
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GL2n(R)/R
+ with values inGL2n(C) is either symplectic or orthogonal (as a representa-
tion ofWR×SL2(C)); in the first case, it is a parameter for SO(p, q)(R) for p+q = 2n+1,
and in the second case, it is a parameter for SO(p, q)(R) for p + q = 2n, the parity of p
determined by the determinant of the parameter.
If G = U(p, q), then an A-parameter for G(R) = U(p, q)(R) is cohomological if
and only if its restriction to WC is a cohomological A-parameter for G(R) = GLm(C),
m = p+ q.
Remark 1. Besides the embeddings of classical groups which go into determining coho-
mological parameters for classical groups in Theorem 2, here are the rest of embeddings
of simple groups (with the smaller group not SL2(C)) for which regular unipotent ele-
ments go to regular unipotent elements, cf. exercise 20 in Chapter IX of [Bo].
(5) F4(C) ⊂ E6(C),
(6) G2(C) ⊂ Spin7(C) ⊂ SO8(C),
(7) G2(C) ⊂ SO7(C) ⊂ SL7(C).
Theorem 1 is stated in the generality of all real reductive groups for which indeed
cohomological representations make good sense. However, under a homomorphism f :
G1 → G2 of real reductive groups, which is an isogeny when restricted to the derived
subgroup of G1 to the derived subgroup of G2, cohomological parameters for G1 and G2
are related in a simple way, allowing us to restrict ourselves to simply connected groups,
cf. Propositions 4 and 5 below. Thus the following theorem for simply connected groups
is adequate to understand cohomological parameters of all real reductive groups. Before
we come to the theorem, we need to make a definition.
Definition 1. (Self-associate parabolic) LetG be a real reductive group with LG = Ĝ⋊WR
its L-group withWR = C
× · 〈j〉. The L-group LG comes equipped with a maximal torus
T̂ and a Borel subgroup B̂, both invariant under WR. A standard parabolic P̂ in Ĝ (i.e,
containing B̂) will be called self-associate in LG if P̂ is conjugate by an element in Ĝ · j
to its opposite, i.e., to P̂−.
There is another related definition for the coefficient system V considered in this pa-
per, as these are the only coefficient systems for which there are cohomological unitary
representations by Proposition 6.12, Chapter II of [BW].
Definition 2. (Self-associate coefficient system) Let G be a real reductive group with θ, a
Cartan involution on G(R), extended to an algebraic automorphism of G(C), also denoted
as θ. A finite dimensional irreducible representation V of G(C) will be said to be self-
associate if V θ ∼= V .
Remark 2. If G is an absolutely simple group overR with a discrete series representation
for G(R), then all parabolics in Ĝ are self-associate, and all representations of G(C) are
self-associate. Thus the notion of self-associate, either for a parabolic in Ĝ, or for a
representation of G(C), is non-trivial only when G(R) does not have a discrete series
representation, thus is an innerform of a split group of typeAn, D2n+1, E6, or an outerform
ofD2n. For each of these groups, a self-associate parabolic in Ĝ is one which corresponds
to a subset S ⊂ ∆ of simple roots invariant under the non-trivial diagram involution; for
D4, it is the same involution which defines the outerform.
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Theorem 3. For a fixed coefficient system V (a finite dimensional irreducible represen-
tation of G(C)), there is an injective map from cohomological parameters of G(R) with
coefficients in V , where G is a simply connected group defined over R, to the set of con-
jugacy classes of self-associate parabolics in the dual group, which is a bijection if the
coefficient system is trivial. Cohomological parameters of G(R), where G is a simply
connected group, are uniquely determined by their restriction toWC × SL2(C).
Remark 3. One reason why the class of simply connected real groups G(R) is good
for cohomological purposes is that for these groups, G(R) and hence K is connected;
equivalently, G(R) has no characters of finite order. Our work however deals directly
with L-groups, and it being of adjoint kind is what will be important to us.
Although most of the cohomological representations are non-tempered, there are al-
ways tempered cohomological representations for any reductive group G(R), and their
parameters particularly simple to describe as the following theorem asserts.
Theorem 4. Let G be a connected reductive algebraic group defined overR. Then for any
fixed coefficient system V (a finite dimensional irreducible representation of G(C)), up to
twisting by a character of G(R) of order 2, there is at most one cohomological tempered
A-parameter σ for G(R). For the infinitesimal character of the trivial representation
of G(C), cohomological tempered A-parameter σ is given by the following commutative
diagramwhere the parameter σ1 : WR → SL2(C)×WR corresponds to the lowest discrete
series representationD2 of PGL2(R), and Λ : WR × SL2(C)→ LG restricted to SL2(C)
is the principal SL2(C) inside Ĝ commuting with the action ofWR on Ĝ. (The parameter
σ1 is the 2 dimensional irreducible representation ofWR given by Ind
WR
C×
(z/z¯)1/2.)
WR
σ //
σ1
&&▼
▼
▼
▼
▼
▼
▼
▼
▼▼
▼
L
G
SL2(C)×WR.
Λ
OO
The following theorem describes A-parameters of cohomological representations in
terms of much easier information on L-parameters of cohomological tempered represen-
tations, such as in the previous theorem for the trivial infinitesimal character.
Theorem 5. Let G be a connected reductive algebraic group defined over R. Then an
A-parameter Λ : SL2(C)×WR → LG is a cohomological A-parameter for the infinitesi-
mal character of a finite dimensional irreducible representation F of G(C) if and only if
T (Λ) : WR → LG is a cohomological tempered A-parameter for the infinitesimal char-
acter of the representation F of G(C) (described by Theorem 4 for trivial infinitesimal
character), where for an A-parameter Λ : WR × SL2(C) → LG, we define T (Λ) – the
tempered companion of the A-parameter Λ – by the following commutative diagram (the
parameter σ1 : WR → WR × SL2(C) corresponds to the lowest discrete series represen-
tationD2 of PGL2(R))
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WR
T (Λ)
//
σ1
&&▼
▼
▼
▼
▼
▼
▼▼
▼
▼
▼
L
G
WR × SL2(C).
Λ
OO
Remark 4. Observe that for an A-parameter Λ : WR×SL2(C)→ LG, its tempered com-
panion T (Λ), is defined much in the same spirit as in the case of p-adic groups where for a
p-adic field F withWeil groupWF , to anA-parameter, Λ : WF×SL2(C)×SL2(C)→ LG,
one constructs a tempered L-parameter ∆(Λ) : WF × SL2(C) → LG, using the diago-
nal map SL2(C)
∆→ SL2(C) × SL2(C). As is well-known, the ‘extra’ SL2(C) for p-adic
field arises to account for the Steinberg representation of PGL2(F ), but that’s not needed
for F = R, instead we can use the lowest discrete series of PGL2(R) for this purpose,
constructing the tempered parameter T (Λ) instead of ∆(Λ) for p-adic fields.
The analogy between T (Λ) and∆(Λ)motivates us to ask an analogue of a well-known
theorem of Moeglin regarding the possible tempered part of an A-packet for classical
groups over p-adic fields, which for archimedean field would say that for an A-parameter
Λ : SL2(C) ×WR → LG, tempered representations – if any – in this A-packet have L-
parameter given by T (Λ). Theorem 5 proves this in the affirmative for cohomological
A-packets. If G(R) is either a complex group, or is a unitary group U(p, q), all the Levi
subgroups L(R) are connected, and therefore infinitesimal character determines tempered
L-packets for these groups, and hence for these groups too this question has an affirmative
answer.
We now briefly describe the contents of the paper.
Section 2 fixes some notation used in the paper, and discusses some preliminaries
needed for this work. In particular, we recall how infinitesimal character of a (g, K)-
module can be read off from its Langlands parameter, and use that to prove existence and
uniqueness of A-parameters σ : C× × SL2(C) → Ĝ with infinitesimal character that of
a fixed finite dimensional representation of G(C), for which the image of σ lies inside a
Levi subgroup L̂ in Ĝ in which σ(SL2(C)) is a principal SL2(C).
In section 3, we discuss how a mapping of L-groups φ : LG1 → LG2 that takes a regular
unipotent element in Ĝ1 to a regular unipotent element in Ĝ2 takes a finite dimensional
representation of G1(C) naturally to a finite dimensional representation of G2(C) which
is how the coefficient systems are to be used in cohomological transfer of representations
from G1(R) to G2(R) throughout the paper.
In section 4, we discuss how cohomological representations and their parameters are
related for groups which differ only through their centers.
Cohomological A-parameters σ : C× × SL2(C) → Ĝ are defined in section 5 in
terms of the dual group alone, and we recall the fundamental theorem of Adams-Johnson
[AJ], parametrizing cohomological representations of G(R) via A-parameters σ : C× ×
SL2(C)→ Ĝ. As the theorem of Adams-Johnson plays an important role for us, we have
given a sketch of their argument based on the work of Vogan-Zuckerman [VZ].
Section 6 proves that cohomological A-parameters σ : C× × SL2(C) → Ĝ have at
most one extension toWR × SL2(C) if G is simply connected. For general real reductive
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groups G, we prove in Proposition 7 and Remark 9 that characters of G(R) of order 2 act
transitively on the set of extensions of σ from C× × SL2(C) toWR × SL2(C).
Section 7 proves existence of extension of a cohomological A-parameters σ : C× ×
SL2(C) → Ĝ to WR × SL2(C) for all reductive group. For a simply connected group
G, given a cohomological A-parameter σ : C× × SL2(C) → Ĝ, it has one and only one
extension toWR × SL2(C) (up to equivalence).
Given a complete understanding of cohomological parameters in section 6, and section
7, section 8 proves Theorem 1, section 9 proves Theorem 4, and section 10 proves Theo-
rem 5. It may be added that ‘existence’ theorem from section 7 plays no role in the proofs
here because all these theorems are about A-parameters! We would like to draw the at-
tention of the reader to Proposition 8 in section 7 which is about image of the element
(−1,−1) ∈ WC × SL2(C) under an A-parameter, which has motivated us in the section
to take a different isomorphism class of the groupWR × SL2(C).
Section 11 on complex groups recalls the well-known classification of cohomological
representations due to Enright although we believe our formulation of his results is more
precise. An important purpose of the section is to also discuss why the condition on self-
associate parabolic does not show up from the point of view of treating a complex group
as a real group.
Section 12 makes a minor observation relating one dimensional unitary characters of a
complex reductive group with one dimensional characters of it with values in R+. This
was used in section 11 to construct unitary characters on Levi subgroups L(C) from some
kind of modulus character on L(C).
The paper discusses in some detail the cohomological parameters of all classical groups,
beginning with GLn(R) where a well-known theorem due to Speh [Sp] describes all co-
homological representations with trivial coefficients. Since it was important for our point
of view to have a description of cohomological representations of GLn(R) for any coef-
ficient system, we have given a complete proof of this result in Theorem 12 of section
13.
In sections 14, and 15, we discuss cohomological parameters for general linear groups,
both real and complex, unitary groups, symplectic groups, and the orthogonal groups,
where odd and even orthogonal groups behave rather differently. In particular, there are
cohomological parameters of an even orthogonal group SO(p, q) with p+ q = 2n, whose
transfer to GL2n(R) is not cohomological. These turn out to be exactly those parameters
with values on O2n(C) which arise as functorial lifts from SO2n−1(C).
Section 16 again has a few explicit low dimensional example of groups with the L-
parameters of their cohomological parameters.
In section 17, we prove that the sum of dimensions of the (g, K)-cohomology groups
over representations in an A-packet on any real group (and any infinitesimal character) is
independent of theA-packet under consideration, which can be explicitly calculated. This
result could be useful to decide when certain members of an A-packet constitute the full
A-packet! This result when added over all pure innerforms has a particularly nice form.
2. NOTATION AND PRELIMINARIES
In this section we set some notation to be used in the paper, and recall some preliminary
material necessary for what we do in this paper.
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Recall that WR = C
× · 〈j〉 with j2 = −1, jzj−1 = z¯ for z ∈ C×. One has W ab
R
,
the maximal abelian quotient of WR, isomorphic to R
×, in which the map from WR to
R×, when restricted to C× ⊂ WR, is just the norm mapping from C× to R× (given by
z ∈ C× → zz¯ ∈ R×). Thus, characters WR → C× can be identified with characters of
R×, in particular, the character x→ |x| on R× is a character onWR which is denoted by
ν, and we let ν also denote its restriction to C× ⊂WR (ν(z) = zz¯); also, we will use ν to
denote the character of GLn(R), GLn(C) defined by ν(g) = ν(det g).
Let ωR denote the character of R
× of order 2. Since R× is a quotient ofWR, it defines
a character ofWR of order 2 which will also be denoted by ωR.
Note that the characters of R× are of the form ω
{0,1}
R
(t)|t|s where s ∈ C×. On the other
hand, characters of C× can be written as,
z → zµ · z¯ν = zµ−ν · (zz¯)ν , µ, ν ∈ C, µ− ν ∈ Z.
Any irreducible representation ofWR is of dimension ≤ 2. It is an important fact that
for an irreducible two dimensional representation σ ofWR,
σ ⊗ ωR ∼= σ.
Let σd be the 2 dimensional irreducible representation of WR given by Ind
WR
C×
(z/z¯)d/2
where (z/z¯)1/2 is the character z = reiθ → eiθ. The representation σd corresponds to the
discrete series representation πd+1, d ≥ 1, of GL2(R) with lowest weight d + 1 which
has trivial central character restricted to R+ ⊂ R×. The representations σd are self-dual
representations ofWR which are orthogonal if d is even, and symplectic if d is odd. Also,
det(σd) =
{
1 if d is odd,
ωR if d is even.
Every irreducible representation π of GLn(R) has an associated Langlands parameter
σπ which is an n-dimensional semi-simple representation ofWR. According to the local
Langlands correspondence for GLn(R) (due to Langlands for all real reductive groups),
the association π → σπ is a bijective correspondence between irreducible representations
of GLn(R) (continuous representations up to, say, infinitesimal equivalence, i.e., one in
which two continuous representations of GLn(R) are identified if their (g, K)-modules
are isomorphic) and n-dimensional semi-simple representations ofWR. For a character χ
of R×, we can twist a representation π of GLn(R) by χ, denoted by π ⊗ χ and defined
by (π ⊗ χ)(g) = π(g)χ(det g). The local Langlands correspondence for GLn(R) is
equivariant under this twisting, i.e., σπ⊗χ = σπ ⊗ χ. One often writes π ⊗ χ as π · χ.
For studying cohomological representations, the notion of an A-parameter is more rel-
evant. Recall that A-parameters for a general reductive group G over R, are admissible
homomorphisms ofWR × SL2(C) into the L-group LG = Ĝ ·WR of G. There is a natural
map from WR to WR × SL2(C) which when projected to SL2(C) is the homomorphism
into the group of diagonal matrices given by the character (ν1/2, ν−1/2). This gives a
natural map from A-parameters to L-parameters, which is known to be injective. The
associated L-packet is contained in the associated A-packet.
In fact given an L-packet on a group G(R) associated to the L-parameter underlying
an A-parameter, the associated A-packet is the minimal set X of representations of G(R)
containing that L-packet such that a weighted sum of representations inX defines a stable
distribution on G(R). This way of thinking about an A-packet on G(R) immediately
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suggests the notion of a relevant A-parameter for a given group G(R): an A-parameter
is relevant for a group G(R) if and only if the coresponding L-parameter is relevant for
G(R). For the case of GLn(R), or any complex group, A-packets have single elements,
and therefore for these groups, A-packets are the same as the underlying L-packet.
For cohomological representations ofGLn(R), a particular unitary representation called
the Speh representation — introduced and studied by Speh in [Sp] — plays a very im-
portant role. It is defined for a pair of integers (d,m), defining an irreducible unitary
representation πd[m] of GL2m(R) with A-parameter
σd ⊗ [m],
where [m] is the unique irreducible representation of SL2(C) of dimension m. One way
to define πd[m] is to say that it is the Langlands quotient representation for GL2m(R)
obtained from the essentially tempered representation
πd · ν(m−1)/2 × · · · × πd · ν−(m−1)/2,
of the Levi subgroup M = GL2(R) × · · · × GL2(R) (product of m factors), where πd
is the discrete series representation of GL2(R)/R
+ with lowest weight (d + 1), and of
Langlands parameter σd. The representations πd[m] with d ≥ m are cohomological, a
theorem due to Speh in [Sp] for d = m, for which we extend her argument in general in
Proposition 11.
We next review infinitesimal character which are associated both for (g, K)-modules
as well as for L- and A-parameters. Its importance for cohomological representations, in
particular for the present work, cannot be over-emphasized.
Recall that by the well-known Harish-Chandra homomorphism theorem, the center
Z(g) of the enveloping algebra U(g) of g is isomorphic to the Weyl group invariants in
the enveloping algebra of a maximal torus t inside g. This center Z(g) operates on any
irreducible (g, K)-module π by a character χπ, called the infinitesimal character of the
representation π. By the Harish-Chandra homomorphism theorem, we thus get a character
χπ : U(t)
W → C, an algebra homomorphism, which is equivalent to a linear form ℓπ :
t → C which is well-defined up to the action of W on t. If π is a finite dimensional
highest weight module of g of highest weight λ : t → C (for a fixed Borel subalgebra
b containing t), then the infinitesimal character of π is λ + ρ where ρ is half the sum of
positive roots for (b, t).
The infinitesimal character of π which is a linear form ℓπ : t → C, can also be consid-
ered as a linear map ℓˆπ : C → tˆ, where tˆ is the Lie algebra of the maximal torus in the
dual group associated to the real reductive group G(R).
There is also a notion of infinitesimal character associated to L- andA-parameters. The
basic reason being that all the representations in an L-packet, or an A-packet, have the
same infinitesimal character.
The infinitesimal character for an A-parameter is the same as the infinitesimal charac-
ter of the associated L-parameter, thus it is enough to review the notion of infinitesimal
character associated to L-parameters which we do now for an L-parameter σ : WR → LG.
The infinitesimal character of σ depends only on its restriction to C×. Assume without
loss of generality that σ(C×) ⊂ T̂(C), and σ|C× is given by:
σ(z) = zλz¯µ = (zz¯)(λ+µ)/2(z/z¯)(λ−µ)/2, where λ, µ ∈ X⋆(T̂)⊗C with λ−µ ∈ X⋆(T̂),
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where in more detail, one defines zλ ∈ T̂(C) for z ∈ C×, and λ ∈ X⋆(T̂) ⊗ C say for
λ = α⊗ a by
zα⊗a = α(za),
where za is meaningful for either z ∈ R>0, a an arbitrary complex number, or z arbitary,
and a an integer.
With this notation, one defines the infinitesimal parameter of σ to be χσ = λ ∈ X⋆(T̂)⊗
C. The importance of this definition stems from the following lemma for which we refer
to [Ta], Lemma 4.1.3, for which we offer a more direct proof.
Lemma 1. Suppose σπ : WR → LG is the L-parameter of an irreducible admissible
(g, K)-module π. If σπ restricted to C
× is given by
σπ(z) = z
λz¯µ, where λ, µ ∈ X⋆(T̂)⊗ C with λ− µ ∈ X⋆(T̂),
then the infinitesimal parameter of π is given by λ ∈ X⋆(T̂)⊗C = Hom[C, tˆ], where tˆ is
the Lie algebra of T̂.
Proof. Let’s begin by observing that the lemma is correct for essentially discrete series
representations of any reductive groupM since for an essentially discrete series represen-
tation of infinitesimal character λ + ρ, the associated parameter restricted to C× is given
by:
z −→ (z/z¯)λ+ρ.
(We will not ask why this is the parameter for discrete series as it is written in the Scrip-
tures [La]!) The lemma follows from this, since one goes from discrete series to tempered
by parabolic induction, and then from tempered to general representations by the Lang-
lands quotient theorem. For parameters, the way we have defined infinitesimal character,
it is as if nothing has happened in both the steps of going from a discrete series representa-
tion to a finite direct sum of tempered representations, and from a tempered representation
to a general representation: it is the same parameter being considered inside Ĝ instead of
M̂ under the natural inclusion of M̂ inside Ĝ. The same is true for infinitesimal charac-
ter under parabolic induction of (g, K)-modules: Ind
G(R)
P (π) has the same infinitesimal
character as a representation of G(R) as the representation π of the Levi subgroup M(R)
associated to the parabolic P , noting that both G(C) and M(C) share a common maxi-
mal torus T(C), and that for both the groups G(R) and M(R), infinitesimal character is a
homomorphism ℓ : t→ C on the Lie algebra t of T(C). 
As a practice on using infinitesimal characters, we prove the following lemma which
will come useful later.
Lemma 2. Let σ : C× × SL2(C) → Ĝ be an A-parameter with integral infinitesimal
character, i.e., with infinitesimal character of a finite dimensional representation of G(C).
If σ restricted to C× is given by
σ(z) = zλz¯µ, where λ, µ ∈ X⋆(T̂)⊗ C with λ− µ ∈ X⋆(T̂),
then
λ+ µ = 0,
equivalently, σ : C× × SL2(C)→ Ĝ factors through σ : (C×/R+)× SL2(C)→ Ĝ.
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Proof. The parameter σ : C× × SL2(C) → Ĝ can be assumed to take C× × C× into the
maximal torus T̂ in Ĝ used to define the dual group, where the second C× is the diagonal
torus in SL2(C) written as z =
(
z 0
0 z−1
)
.
We denote σ restricted to C× × C× as σ(z1, z2) = σ1(z1)σ2(z2) where σ2 : C× → T̂ is
an algebraic homomorphism σ2(z2) = z
α
2 for some α ∈ X⋆(T̂).
The homomorphism σ1 : C
× → T̂ has the form:
z −→ zλz¯µ = (zz¯)λz¯(µ−λ), λ, µ ∈ X⋆(T̂)⊗ C with λ− µ ∈ X⋆(T̂).
By the definition of an A-parameter, σ1 : C
× → T̂ is unitary, i.e., |σ1(z)| = 1, which
when applied to the definition of σ1(z) = z
λz¯µ, it follows that:
(1) λ+ µ ∈ √−1X⋆(T̂)⊗ R.
We calculate the infinitesimal character of the A-packet by using the L-packet under-
lying the A-packet. For this, consider the map
C× → C× × SL2(C) → Ĝ
z → z ×
(
(zz¯)1/2 0
0 (zz¯)−1/2
)
→ Ĝ,
which is
σ(z, (zz¯)1/2) = σ1(z)σ2((zz¯)
1/2) = zλz¯µ(zz¯)α/2.
Thus by Lemma 1, the infinitesimal character of the A-packet determined by σ is
(2) z → zλzα/2.
Since the infinitesimal character of the A-packet determined by σ is given to be integral,
we must have
(λ+ α/2) ∈ X⋆(T̂) + ρˇĜ,
in particular, since α ∈ X⋆(T̂),
(3) λ ∈ X⋆(T̂)⊗ R.
Since λ− µ ∈ X⋆(T̂), this together with (1) and (3) proves the lemma. 
This paper makes considerable use of the principal SL2(C) in a complex reductive
group H(C) (which usually arise as the dual group of a real reductive group). The prin-
cipal SL2(C) inside H(C) has the property that a non-trivial unipotent element in SL2(C)
goes to a regular unipotent element in H(C). Existence and uniqueness (up to conjugacy
by H(C)) of the principal SL2(C) is a basic property of these principal SL2(C) inside
H(C) (which may not inject SL2(C) inside H(C) but may have the central ±1 as the ker-
nel). The following proposition summarizes the properties of the principal SL2(C) that
we will need.
Proposition 1. Let LG = Ĝ ·Gal(C/R) be (the Galois form) of the L-group of a reductive
group G over R, which comes equipped with a pair (B̂, T̂) consisting of a Borel subgroup
B̂ containing a maximal torus T̂. Then there exists a homomorphism κ : SL2(C) ×
WR → LG which restricted to SL2(C) is a principal SL2(C) in Ĝ, and is the natural
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map from WR to Gal(C/R). Further, the homomorphism κ restricted to SL2(C) takes
the diagonal torus of SL2(C) into T̂, the group of upper triangular matrices in SL2(C) to
B̂, and the group of lower triangular matrices in SL2(C) to the opposite Borel B̂
−. This
fixes κ up to conjugation by T̂. Identifying the diagonal torus of SL2(C) with C
×, in
which the diagonal matrix in SL2(C) with entries (z, z
−1) goes to z ∈ C×, the resulting
homomorphism from C× → T̂ is the co-character 2ρˇ
Ĝ
, which is the sum of positive
coroots C× → Ĝ. One has ǫ = 2ρˇ
Ĝ
(−1), an element in the center of Ĝ, with ǫ2 = 1.
Further, let i =
(
0 1
−1 0
)
∈ SL2(C). Then ̟G = κ(i × j) ∈ LG which preserves
T̂, and takes B̂ to the opposite Borel subgroup B̂−, has the property that κ(i × j)2 =
κ(−1,−1) = ǫ.
Proof. All of this proposition is of course standard. We only comment that the assertion
on restriction of the principal SL2(C) to the diagonal torus, a homomorphism from C
× →
T̂, being the co-character 2ρˇ
Ĝ
(sum of positive coroots C× → Ĝ), is a reflection of the
well-known identity:
2〈ρG, α〉 = 〈α, α〉,
for all positive simple roots α in G.
For the fact that 2ρˇ
Ĝ
(−1) is an element ǫ in the center of Ĝ with ǫ2 = 1, we refer to
[GR], equation (65), from where we have also borrowed the notation ǫ for the element
2ρˇ
Ĝ
(−1) in the center of Ĝ. (The work [GR] uses this element for G!) 
Proposition 2. Let (Ĝ, B̂, T̂) be a triple consisting of a reductive group Ĝ, a Borel sub-
group B̂, and a maximal torus T̂ ⊂ B̂. Let σ : C×× SL2(C)→ Ĝ be an A-parameter with
integral infinitesimal character λ+ ρˇ
Ĝ
, with λ ∈ X⋆(T̂). Assume that σ(C×/R+) defines
a standard Levi subgroup L̂ in Ĝ, and a standard parabolic P̂ in Ĝ by the zero eigenspace of
the resulting action of S1 on the Lie algebra of Ĝ, and the positive eigenspaces. Assume
that the image of σ lies inside a standard Levi subgroup L̂ in Ĝ in which σ(SL2(C)) is
a principal SL2(C) with the diagonal subgroup of SL2(C) going into T̂, upper triangular
subgroup of SL2(C) going into B̂, and the lower triangular subgroup of SL2(C) going into
B̂
−. Then σ restricted to C× is χλ : C
× → T̂, given by
(1) χλ : z → (z/z¯)λ+ρˇĜ−ρˇL̂ ,
and σ restricted to the diagonal torus (z, z−1) in SL2(C), is given by
(2) z → z2ρˇL̂ .
Finally, σ : C×× SL2(C)→ Ĝ with its restriction to C× as given in (1) and its restriction
to the diagonal torus in SL2(C) as given in (2) above, and with SL2(C), a principal SL2(C)
inside L̂ exists if and only if
〈λ, α〉 = 1,
for all simple roots in L̂.
Proof. The restriction of σ to the diagonal of SL2(C) has the form given here because of
Proposition 1. By the calculation of infinitesimal character done in the equation (2) of
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Lemma 2, it is easy to see that for the co-character of C× given by z → (z/z¯)λ+ρˇĜ−ρˇL̂ ,
together with how the diagonal of SL2(C) goes inside Ĝ under σ, we have the infinitesimal
character λ+ ρˇ
Ĝ
for σ as desired.
The question is if there is another choice for σ|C× with all the properties required in
the Proposition? Suppose there was another choice with σ|C× : z → zλ′ z¯µ′ (with λ′, µ′ ∈
X⋆(T̂)) and for which the infinitesimal character by equation (2) of Lemma 2 would be:
λ′ + ρˇ
L̂
.
Since the infinitesimal character associated to the parameter σ : C× × SL2(C) → Ĝ is
λ+ ρˇ
Ĝ
, there must be an element w ∈ W , the Weyl group, such that,
w(λ+ ρˇ
Ĝ
) = λ′ + ρˇ
L̂
.
Since λ + ρˇ
Ĝ
is a regular co-character lying in a positive Weyl-chamber, and λ′ + ρˇ
L̂
too
belongs to the same Weyl chamber, the only option is that w = 1, and λ′ = λ+ ρˇ
Ĝ
− ρˇ
L̂
.
For the last assertion in the proposition on existence of σ, we note that since σ(SL2(C))
is a principal SL2(C) inside L̂, a Levi subgroup, σ(C
×) which is given by eq. (1) in the
statement of the proposition, must be contained in the center of this Levi subgroup L̂.
Therefore, we must have:
(3) 〈λ+ ρˇ
Ĝ
− ρˇ
L̂
, α〉 = 1, for all α simple in L̂.
But we already know that,
2〈ρˇ
Ĝ
, α〉 = 〈α, α〉,
as well as
2〈ρˇ
L̂
, α〉 = 〈α, α〉,
for all α simple in L̂, therefore (3) reduces to,
〈λ, α〉 = 1, for all α simple in L̂,
proving the final assertion of the Proposition.

Remark 5. It is a well-known observation, see Proposition 6.12, Chapter II of [BW],
that if G(R) is a real reductive group, V = Vλ is a highest weight module of G(C) of
highest weight λ for which there is an irreducible unitary representation π of G(R) with
nonzero cohomology with coefficients in V , then V θ ∼= V , where θ is a Cartan invo-
lution on G(R) extended to G(C) as an algebraic automorphism. The action of θ on
isomorphism classes of representations of G(C), V → V θ, depends only on the con-
jugacy class of θ under G(C), which only requires knowledge of θ as an element of
Out(G)(C) = Aut(G)(C)/G(C), which if the group G(R) is absolutely simple, corre-
sponds to just the diagram automorphisms corresponding to the group G(C), something
which can then be interpreted in terms of the dual group. In this interpretation, it is well-
known that the analogue of Cartan involution for Ĝ is the automorphism of Ĝ which is
conjugation by the element ι · j ∈ LG, where j is the non-trivial element in the Galois
group of C/R, and ι is the opposition involution, i.e., the involution taking (Ĝ, B̂, T̂) to
itself, and acting on T̂ by t → w0(t−1) where w0 is the longest element in the Weyl
group of T̂; see [BC], Lemma 1.3 for the group case of this involution. Therefore, λ for
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which V θλ
∼= Vλ can be re-interpreted in the language of dual groups, treating λ now as an
element of X⋆(T̂), to the equality:
ι · j(λ) = λ, equivalently λ(ι(j(t))) = λ(t), t ∈ T̂,
which, since ι(t) = w0(t
−1) for t ∈ T̂, can be re-written as,
(4) λ(w0(j(t))) = λ(t
−1), t ∈ T̂.
Observe that ̟G introduced in Proposition 1 is actually w0 · j in the sense that
̟Gt̟
−1
G
= w0(j(t)), t ∈ T̂.
Therefore, equation (4) becomes,
λ(̟Gt̟
−1
G
) = λ(t−1).
This equality is true for ρˇ
Ĝ
, and also for ρˇ
L̂
if L̂ is left invariant under ̟G, and therefore,
for χλ : C
× → T̂ introduced in equation (1) of Proposition 2,
̟G(χλ)̟
−1
G
= χ−1λ .
3. FUNCTORIALITY OF FINITE DIMENSIONAL REPRESENTATIONS
The condition on a homomorphism φ : LG1 → LG2 that it takes a regular unipotent
element in Ĝ1 to a regular unipotent element in Ĝ2 was suggested by the well-known
observation that the principal SL2(C) inside an L-group of a split group treated as an A-
parameter corresponds to the trivial representation of the group, therefore the condition
that φ : LG1 → LG2 takes a regular unipotent element in Ĝ1 to a regular unipotent element
in Ĝ2 implies that the trivial representation of G1(R) goes to the trivial representation of
G2(R).
In this section we check that once φ : LG1 → LG2 takes a regular unipotent element
in Ĝ1 to a regular unipotent element in Ĝ2, then L-parameters of finite dimensional ir-
reducible representations of G1(C) go to L-parameters of finite dimensional irreducible
representations of G2(C). This is essential for us if φ were to take a cohomological rep-
resentation of G1(R) to a cohomological representation of G2(R) since cohomological
representations have an underlying coefficient system, so the coefficient system needs to
be related too.
Let’s begin with a homomorphism of the triple φ : (Ĝ1, B̂1, T̂1) → (Ĝ2, B̂2, T̂2) that
takes a regular unipotent element in Ĝ1 to a regular unipotent element in Ĝ2. In particular,
φ gives rise to a mapping of co-character groups φ⋆ : X⋆(T̂1)→ X⋆(T̂2). Let ρˇG1 be half
the sum of positive coroots for (Ĝ1, B̂1, T̂1) which is an element inX⋆(T̂1), and similarly
let ρˇG2 be half the sum of positive coroots for (Ĝ2, B̂2, T̂2) which is an element inX⋆(T̂2).
Lemma 3. Let φ : (Ĝ1, B̂1, T̂1) → (Ĝ2, B̂2, T̂2) be a homomorphism that takes a regular
unipotent element in Ĝ1 to a regular unipotent element in Ĝ2. Then for the mapping of
co-character groups φ⋆ : X⋆(T̂1)→ X⋆(T̂2),
φ⋆(ρˇG1) = ρˇG2 .
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Proof. Observe that if Ĝ is the derived subgroup of Ĝ1, with T̂ = T̂1 ∩ Ĝ, and ι : T̂ →
T̂1 the natural inclusion, then for the corresponding homomorphism of the co-character
groups ι⋆ : X⋆(T̂)→ X⋆(T̂),
ι⋆(ρˇG) = ρˇG1 .
It suffices thus to prove the lemma assuming that Ĝ1 is a semi-simple group. Semi-
simplicity of Ĝ1 implies in particular that the homomorphism φ⋆ : X⋆(T̂1) → X⋆(T̂2) is
injective. Because of this injectivity, it suffices to prove the lemma in the special case of
Ĝ1 = SL2(C) mapping to Ĝ2 through a principal SL2(C). In this case, the lemma is a
consequence of Proposition 1 on noting that for SL2(C), 2ρˇ is the standard co-character
z → (z, z−1), which by Proposition 1 goes to 2ρˇG2 under the principal SL2(C) inside
Ĝ2. 
Finite dimensional irreducible representation of G1(C) with highest weight λ1 (treated
here as an element of X⋆(T̂1)) have L-parameters given by the map: WC = C
× → T̂1
which is z → zλ1+ρˇG1 . By lemma 3 we get the following.
Proposition 3. Let φ : (Ĝ1, B̂1, T̂1) → (Ĝ2, B̂2, T̂2) be a homomorphism that takes a
regular unipotent element in Ĝ1 to a regular unipotent element in Ĝ2. Then the homomor-
phism of the dual groups φ : Ĝ1 → Ĝ2 takes a finite dimensional irreducible representa-
tion of G1(C) with highest weight λ1 to the finite dimensional irreducible representation
of G2(C)with highest weight λ2 = φ⋆(λ1)where φ⋆ : X⋆(T̂1)→ X⋆(T̂2) is induced from
the mapping of tori T̂1
φ→ T̂2.
Example 1. For the mapping of the dual groups Sp2n(C) ⊂ GL2n(C), the corresponding
mapping between finite dimensional highest weight modules, takes irreducible highest
weight module Vλ1 of SO(n+ 1, n)(R) where
λ1 = {λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0},
to the irreducible highest weight module Vλ2 of GL2n(R):
λ2 = {λ1 ≥ λ2 ≥ · · · ≥ λn ≥ −λn ≥ · · · ≥ −λ1}.
Remark 6. Throughout the paper, when talking of φ : LG1 → LG2 taking cohomological
representations of G1(R) to cohomological representations of G2(R) we always mean
that their coefficient systems are irreducible representations of G1(C) and G2(C) which
are related as in Proposition 3.
4. DESIDERATA ON COHOMOLOGICAL REPRESENTATIONS
The aim of this section is to relate cohomological representations of real reductive
groups which differ only through their centers; a good example to keep in mind are the
groups GLn(R),PGLn(R), SLn(R) which differ only through their centers, and to assert
— what was already known to everyone — that for matters on cohomology, there is no
difference in using one’s favorite group in the isogeny class, which for our paper is semi-
simple simply connected group so as to use Theorem 3.
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Lemma 4. Let G, a real Lie group, be an almost direct product of Lie subgroups Gs
and Z, with Z a central subgroup of G, thus with Gs ∩ Z a finite central subgroup in
G. Similarly, let K0 be an almost direct product of K
0
s and K
0
Z where K0 is the con-
nected component of identity of K, a maximal compact subgroup of G, and K0s and K
0
Z
connected component of identity of maximal compacts insideGs and Z. Write the corre-
sponding Lie algebras as direct sum g = gs+ z and k = ks+ kz. Then for a representation
π of (g, K) on which z operates by the same scalar as it does on a finite dimensional
representation V of G,
H⋆(g, k, π ⊗ V ∨) ∼= H⋆(gs, ks, π ⊗ V ∨)⊗H⋆(z, kz,C),
and therefore since H0(z, kz,C) 6= 0,
H⋆(g, K0, π ⊗ V ∨) 6= 0 ⇐⇒ H⋆(gs, ks, π ⊗ V ∨) 6= 0.
Proof. The isomorphismH⋆(g, k, π ⊗ V ∨) ∼= H⋆(gs, ks, π ⊗ V ∨)⊗H⋆(z, kz,C) is a con-
sequence of Kunneth theorem, cf. [I, 1.3 of BW]. Non-vanishing of H0(z, kz,C), follows
from the definition of relative Lie algebra cohomology. 
Lemma 5. Let f : G1 → G2 be a homomorphism of Lie groups with finite kernel and
finite co-kernel. Assume that K1 and K2 are maximal compact subgroups of G1 and
G2 such that f(K1) ⊂ K2. Let K1,0 and K2,0 be their connected component of identity
with their complexified Lie algebras k1 and k2 respectively. Let π2 be a (g2, K2) module,
and V2 a finite dimensional representation of G2 with the same central and infinitesimal
characters as π2. Let π1 = f
⋆(π2) be the restriction of π2 via f , giving rise to a (g1, K1)
module and V1 = f
⋆(V2) the corresponding representation of G1. Then,
H⋆(g2, k2, π2 ⊗ V ∨2 ) ∼= H⋆(g1, k1, π1 ⊗ V ∨1 ).
Proof. Under the conditions on f : G1 → G2, we have an isomorphism of Lie algebras
g1 ∼= g2, and an isomorphism f : k1 → k2, and π2⊗V ∨2 is isomorphic to π1⊗V ∨1 so there
is nothing to be proved! 
Lemma 6. Let G be a real reductive group with Z its center. Then the action of the
adjoint group (G/Z)(R) on G(R) takes irreducible cohomological representations of G(R)
to irreducible cohomological representations of G(R).
Proof. LetK be a maximal compact subgroup of G(R), andKad a maximal compact sub-
group of (G/Z)(R) containing the image ofK under the natural map G(R)→ (G/Z)(R).
Note that the action of the adjoint group (G/Z)(R) on isomorphism classes of representa-
tions of G(R), which is through the group of connected components of the adjoint group
(G/Z)(R), can be realized through the action of Kad on G(R) since a maximal compact
subgroup intersects all connected components, and hence Kad surjects on the group of
connected components of the adjoint group (G/Z)(R). The proof now follows sinceKad
normalizes K0, and therefore takes cohomological representations of (g, k0) to cohomo-
logical representations of (g, k0). 
The previous three lemmas are combined to give the following proposition.
Proposition 4. Let f : G1 → G2 be a homomorphism of reductive algebraic groups
over R which we assume is an isogeny restricted to their derived subgroups. Then an
irreducible representation π2 of G2(R) is cohomological if and only if its restriction
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π1 = f
⋆(π2) to G1(R) is cohomological. Further, if π1 = f
⋆(π2) is a cohomological
representation of G1(R), any irreducible summand of π1 is cohomological too.
Proof. We only need to prove the assertion at the end that if π1 as in the proposition is
cohomological, any irreducible summand of π1 is cohomological too. Since f(G1(R)) is
a normal subgroup of G2(R), all the irreducible constituents of π1 are conjugate under the
action of G2(R)— this is the so-called Clifford theory. Now the proposition follows from
the previous lemma. 
The following proposition proves that the restriction problem has the natural answer
for L- and A-parameters. This proposition is originally in Langlands’s article [La], item
(iv) on page 23, section 3.
Proposition 5. Let f : G1 → G2 be a homomorphism of reductive algebraic groups
over R which we assume is an isogeny restricted to their derived subgroups. Then for an
irreducible representation π2 ofG2(R) its restriction π1 = f
⋆(π2) toG1(R) is a finite direct
sum of irreducible representations of G1(R) which all belong to one L-packet whose L-
and A–parameter is obtained from that of π2 through the homomorphism of L-groups:
f : LG2 → LG1.
Proof. It is easy to see that the restriction π1 = f
⋆(π2) of π2 to G1(R) is a finite direct sum
of irreducible representations ofG1(R). Next we note that the assertions in the proposition
hold when π2 is a discrete series representation in which case its restriction π1 = f
⋆(π2)
to G1(R) is a finite direct sum of irreducible discrete series representation, and all the
constituents of π1 are in the same L-packet, and the one dictated by the morphism of L-
groups: f : LG2 → LG1. This is clear since π1 is clearly a discrete series representation
of G1(R), and has an infinitesimal character, therefore by Lemma 13 on discrete series
representations for G1(R), π1, which clearly has a central character, is a finite sum of
discrete series representations of G1(R) belonging to one L-packet. Once the result is
there for discrete series, it is clear too for tempered representations, and then for general
representations it follows by Langlands quotient formalism, see section 4 of [AP] for
details.
The corresponding assertion on A-packets follows from the fact that the mapping of
real groups G1(R)→ G2(R) takes stable distributions on G2(R) to stable distributions on
G1(R), and conversely, if a distribution on G2(R) goes to a stable distribution on G1(R),
it must be already stable on G2(R). 
5. REVIEW OF ADAMS-JOHNSON PACKETS
In this section we review the work of Adams-Johnson [AJ] where they define what is
now called Adams-Johnson packets, as well as their A-parameters.
We begin by defining and analyzing certain A-parameters for general reductive groups
G over R with L-group LG = Ĝ ·WR. First, we try to understand possible A-parameters
restricted to the index 2 subgroupC××SL2(C) ofWR×SL2(C). The restriction of an A-
parameter σ to C× × SL2(C) can be assumed to map C× into the standard maximal torus
T̂ in Ĝ. By definition of anA-parameter, restriction of these toC× is unitary, and since the
A-parameters of interest are those with infinitesimal character that of a finite dimensional
algebraic representation of G(R), these are ‘integral’. This forces our A-parameters to be
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trivial on R+ ⊂ C× (as unitary characters of R+ are of the form a → ait which are very
non-integral; the integral ones correspond to a→ ad/2 for some integer d. A precise proof
is given in Lemma 2.)
By generalities about reductive groups, the centralizer of σ(C×/R+) in Ĝ is a Levi
subgroup L̂ in Ĝ which after conjugation in Ĝ we can assume is a standard Levi subgroup
in Ĝ. Since j inWR, acts as z → z−1 on C×/R+, it follows that σ(j) in LG interchanges
the positive and negative eigenspaces of S1 = σ(C×/R+) on the Lie algebra of Ĝ. Thus
L̂ is a part of opposite parabolic subgroups P̂+ and P̂− in Ĝ.
Later we will define σ(j) ∈ LG, but for the moment we only note that σ(j) normalizes
L̂, taking P̂+ to P̂−, and that it will fix the pinning in L̂ coming from the pinning in Ĝ.
Thus we can assume that there is a principal SL2(C) sitting inside L̂ which commutes
with σ(j). This gives the parameter restricted to C× × SL2(C).
We pause here to make a definition.
Definition 3. (Cohomological A-parameter for C× × SL2(C))
Let G be a real reductive group with LG its L-group, which comes equipped with a
fixed maximal torus T̂ as well as a Borel subgroup B̂ containing T̂. Observe that the coset
Ĝ · j ⊂ Ĝ ⋊WR contains elements which preserve T̂ and take B̂ to its opposite B̂−, for
example, one could take ω0 · j where ω0 is an element in the normalizer of T̂ in Ĝ which
represents the longest element in the Weyl group of (Ĝ, B̂, T̂). By choosing ω0 judiciously
as was done in Proposition 1 defining ω0 = κ(i) for i =
(
0 1
−1 0
)
∈ SL2(C), one can
ensure that for ̟G = ω0 · j, ̟2G = ǫ is a central element in Ĝ of order 2 introduced in
Proposition 1.
By a cohomological A-parameter for C× × SL2(C), we mean an A-parameter σ :
C× × SL2(C)→ LG with the following properties.
(1) The infinitesimal character of σ is that of a finite dimensional algebraic represen-
tation of G(C), in particular, σ is trivial on R+ ⊂ C×.
(2) The group σ(C×) is contained inside T̂, and the centralizer of σ(C×) ⊂ Ĝ is a
standard Levi subgroup L̂ of Ĝ of a parabolic P̂ which is self-associate, i.e., P̂ and
P̂
− are conjugate by ̟G = ω0 · j.
(3) The group σ(C×) is contained inside that part of T̂ on which̟G acts by t→ t−1.
(This was obtained at the very end of Remark 5.)
(4) The image of SL2(C) is contained inside L̂, and is a principal SL2(C) inside L̂.
The following fundamental theorem is due to Adams-Johnson, based on the work of
Vogan-Zuckerman. We give a sketch of how it follows from [VZ] and [AJ]. This has also
been reviewed in [Ar, AMR, Ta], but under restrictive assumptions on G. We note that
Adams-Johnson in [AJ] define packets of representations and prove endoscopic character
relations for suitable signed combinations of characters. They also (in Section 3 of [AJ])
discuss the WR × SL2(C)-parameters for these packets, but without details. Since one
of our aims is to clarify the issue of extension from C× × SL2(C) toWR × SL2(C) (and
we will show below that the extension, if it exists, is unique), we will only recall the
C× × SL2(C)-parameters of the Adams-Johnson packets in this sketch.
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Theorem 6. Cohomological representations of the real reductive group G(R) have A-
parameters whose restriction to C××SL2(C) are cohomologicalA-parameters for C××
SL2(C) as defined above.
Proof. As usual, G is a connected reductive group over R, G = G(R) has Lie algebra g0,
K is the maximal compact of G(R), and θ is the Cartan involution of g0 determined by
K. We also write θ for the extension to g, the action on duals etc. (The notation used in
the proof is slightly at variance with that elsewhere in the paper so as to be closer to the
literature, but this should cause no confusion.)
The classification of cohomological representations is based on the notion of θ-stable
parabolic subalgebras. Recall that a θ-stable parabolic subalgebra for g0 is a parabolic
subalgebra q of g such that
(1) θ(q) = q
(2) q ∩ q¯ = l is a Levi subalgebra of q.
The Levi subalgebra l is defined over R and defines a connected reductive subgroup L of
G with L(R) = StabG(R)(q) and Lie algebra l0 = l ∩ g0, and θ is a Cartan involution on
l0. The θ-stable parabolics for g0 are parametrized as follows. Fix a fundamental θ-stable
Cartan subalgebra tc0 in g0 and write t
c
0 = t0⊕a0 according to the action of θ. Let Φ(g, tc)
be the roots, which are real-valued on a0 + it0, and let g
α denote the α-root space. For
λ0 ∈ it∗0 define q = q(λ0) = l+ u where
l = l(λ0) = t
c ⊕
∑
{α∈Φ(g,tc):〈λ0,αˇ〉=0}
gα
and
u = u(λ0) =
∑
{α∈Φ(g,tc):〈λ0,αˇ〉>0}
gα.
Then q is θ-stable and every θ-stable subalgebra for g0 containing t
c is necessarily of this
form. Since any θ-stable q must contain a fundamental θ-stable Cartan, and all funda-
mental θ-stable Cartans are K-conjugate, we have a parametrization of all the θ-stable
parabolic subalgebras for g0.
We will now describe a mapping Σ from the set of θ-stable parabolic subalgebras for
g0 to the set of standard self-associate parabolic subgroups (as in Definition 1 of the
introduction) of the dual group Ĝ. For this we fix tc0 = a0 ⊕ t0 as above and a θ-stable
Borel b containing tc, which we may assume is given by b = q(λ0) for some λ0 ∈ it∗0
which is g-regular. (This is because t0 contains g-regular elements. Equivalently, we
can specify a θ-stable positive system in Φ(g, tc) and let b be the corresponding Borel
subalgebra, see e.g. p. 339 of [K] for the standard choice of such a positive system.)
Let Tc be the fundamental (i.e. maximally R-anisotropic) torus in G given by tc, and let
∆G ⊂ Φ(g, tc) = Φ(G,Tc) be the set of simple roots fixed by b. The dual group Ĝ comes
equipped with Borel and maximal torus T̂c and an isomorphism of based root data
(X⋆(Tc),∆G, X⋆(T
c), ∆ˇG) ∼= (X⋆(T̂c), ∆ˇĜ, X⋆(T̂c),∆Ĝ),
so that if q is b-standard then it determines a parabolicQ of Ĝ, standard with respect to the
Borel B in Ĝ fixed by∆
Ĝ
. The standard Levi of Q is L̂. We claim that Q is self-associate,
i.e. Q and its opposite Q− are conjugate under Ĝ · j. This follows from an observation in
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[BC], which we briefly recall. There are three involutions of the Dynkin diagram of gwith
respect to tc and b. The first is the opposition involution ι given by −ω0 on∆G. Complex
conjugation with respect to g0 acts on roots by α 7→ α¯ where α¯(x) = α(x¯) for x ∈ tc.
This induces an involution of Φ(g, tc) and hence a second involution γ of the diagram.
The third involution is θ, which acts on roots by (θα)(x) = α(θx) and preserves the
simple roots. By Proposition 1.5 of [BC], these three involutions of the Dynkin diagram
are related by
θ = ι ◦ γ.
Now a θ-stable q ⊃ b determines a θ-invariant subset of ∆G (namely, the set of simple
roots appearing in l), and the corresponding parabolic Q of Ĝ has the property that the
action of j followed by the opposition involution fixes the subset of simple roots appearing
in L̂. In other words, Q is self-associate in LG in our sense. We set Σ(q) = Q. Clearly
Σ gives a bijection between b-standard θ-stable q and B-standard self-associate Q. We
extend the mapping Σ to general θ-stable parabolics q as follows: First conjugate q by K
so that it contains tc0, hence is of the form q(λ0) for some λ0 ∈ it∗0. Since any two θ-stable
positive systems containing tc are related by an element of
W (G,Tc)θ = {w ∈ W (G,Tc) : wθ = θw on t∗c},
we see that q(wλ0) ⊃ b for a uniquew ∈ W (G,Tc)θ. We then define Σ(q) = Σ(q(wλ0)).
This defines a mapping
Σ :
{
θ-stable parabolic
subalgebras for g0
}
−→
{
standard self-associate
parabolics in Ĝ
}
.
The fibres of Σ are described as follows. Consider first the case Q = B, i.e. θ-stable
Borels. A general θ-stable Borel can be conjugated usingK to one containing tc, and the
θ-stable Borels containing tc are in bijection withW (G,Tc)θ so that
Σ−1(B)/K =W (G, T c)\W (G,Tc)θ
where we use thatW (G, T c) is the image ofW (K, T ) inW (G,Tc) (because Tc is funda-
mental). More generally, if q ⊃ b and Σ(q) = Q, and if q′ ∈ Σ−1(Q) then conjugating
byK we may assume tc ⊂ q′ and Σ−1(Q) is identified withW (G,Tc)θ/W (L,Tc)θ. Thus
the θ-stable parabolics mapping to Q, modulo the action ofK, are identified with
Σ−1(Q)/K = W (G, T c)\W (G,Tc)θ/W (L,Tc)θ
(This set is naturally identified with ker[H1(R, L) → H1(R,G)].) Note that if q = q(λ0)
and w ∈ W (G,Tc)θ then the Levi Lw of qw := q(wλ0) is an inner form of L (see Lemma
2.5 and remarks in Section 10 of [AJ]), so that L̂w = L̂.
We now discuss packets of representations, assuming for simplicity that G is simply
connected and the coefficient system is trivial. Then G(R) and K are connected and
for any θ-stable q = l + u, the Levi L(R) is connected. (This is because L(R) =
[L, L](R)Z(L)0(R) with [L, L] simply-connected (being the derived group of a Levi of
G over C) and Z(L)0 anisotropic over R. Alternatively, one can use the general fact that
the centralizer of a compact torus in a connected real Lie group is connected.) According
to Theorem 5.6 of [VZ], the unitary representations of G with cohomology are coho-
mologically induced modules of the form Aq for q running over K-conjugacy classes
of θ-stable parabolics. Now given q ⊃ b with q ∈ Σ−1(Q) and w ∈ W (G,Tc)θ, the
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representation Aqw associated with qw := q(wλ0) depends only on the double coset
W (G, T c)wW (L,Tc)θ. The Adams-Johnson packet associated with Q is defined to be
ΠQ := {Aqw : w ∈ W (G, T c)\W (G,Tc)θ/W (L,Tc)θ}.
On the other hand, a self-associate parabolic Q in Ĝ determines a natural C× × SL2(C)-
parameter by Proposition 2, for which the properties (1) (with respect to the trivial rep-
resentation), (2), and (4) in Definition 3 above are clear, and property (3) was proved
in Remark 5. This is the AWC = C
× × SL2(C)-parameter associated with the Adams-
Johnson packet ΠQ. (It is easy to see that C
× × SL2(C)-parameter defined in 3.3 of [AJ]
is equivalent to the one we associate here with Q.)
In the case of a general coefficient systemE coming from an irreducible representation
of G(C) with highest weight λ (continuing to assume that G is simply connected) we see
that by Theorem 5.6 of [VZ] any cohomological representation with coefficients in E∨ is
of the form Aq(λ) where q = l+ u has the property that E
∨/uE∨ is one-dimensional and
l acts by λ on it. Given q ⊃ b and w ∈ W (G,Tc)θ, the representation Aqw(wλ) depends
only on its double coset and the Adams-Johnson packet is defined to be
ΠQ = {Aqw(wλ) : w ∈ W (G, T c)\W (G,Tc)θ/W (L,Tc)θ}.
The condition on q translates to the condition on Q that it contains the parabolic of Ĝ
given by the co-character λ ∈ X⋆(T̂c), i.e. only such Q arise as Σ(q). For such Q one
has (following the recipe in Proposition 2) an C×× SL2(C)-parameter which satisfies (1)
with respect to the representation E and (2) to (4) in Definition 3.
Now we discuss the case of general G. For a standard self-associate Q in Ĝ (satisfying
the condition with respect to the coefficient system E), we have a cohomological C× ×
SL2(C)-parameter defined as in Proposition 2. On the other hand, there is a packet of
representations defined by Adams-Johnson as
ΠQ = {Aqw(πw) : w ∈ W (G, T c)\W (G,Tc)θ/W (L,Tc)θ}.
Here πw is a one-dimensional representation of Lw = Lw(R), which is no longer deter-
mined by the element wλ ∈ t∗c = X⋆(Tc) ⊗ R (because Lw need not be a connected
group). It is a nontrivial fact that wλ (as a character of T c) extends to a one-dimensional
representation of Lw (see Lemma 8.13 and p. 305 of [AJ]). This packet consists of rep-
resentations which are cohomological for (g, K), and the parameter determined by Q as
before is the associatedC××SL2(C) parameter. To get all cohomological representations
(in the sense of this paper, i.e. with non-vanishing (g, K0)-cohomology), we must allow
twisting of these representations by characters of K/K0 (cf. the desiderata in Section 4).
SinceK/K0 = G(R)/G(R)0 we can use twisting of parameters by cocycles valued in the
centre of Ĝ and use the natural surjective morphismH1(WR, Z(Ĝ))→ Homcts(G(R),C∗)
(see Section 4 and Remark 9 below). 
Remark 7. The parametrization of cohomological representations by θ-stable parabolic
subalgebras has redundancies, in the sense that it may happen that Aq1 and Aq2 are iso-
morphic even if Σ(q1) 6= Σ(q2) (so that, in particular, q1 and q2 are not K-conjugate).
For example, if G(R) has discrete series and q is such that L(R) is compact then Aq is a
discrete series representation, though Σ(q) need not be the Borel in Ĝ. On the other hand,
the same discrete series representation must appear as Ab′ for a suitable θ-stable Borel
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subalgebra b′ (e.g. by the results discussed in Section 9 on tempered cohomological rep-
resentations), for which Σ(b′) is the Borel in Ĝ. This allows (indeed, forces) different
Adams-Johnson packets to overlap.
Example 2. We give an example of an Adams-Johnson packet for the unitary group G =
U(A,B) with A + B = N . Let χ1 and χ2 be two distinct characters S
1 → C×. Let
m,n be two integers such that m + n = N = A + B. The unitary group U(A,B)
contains U(a1, b1) × U(a2, b2) with a1 + b1 = m and a2 + b2 = n if a1 + a2 = A and
b1+ b2 = B. Such products of unitary groups L = U(a1, b1)×U(a2, b2) are parametrized
as Lr = U(r,m− r)× U(A− r, B + r −m) by
S = {r ∈ Z|0 ≤ r ≤ min{A,m}, and r ≥ m−B}.
Define a character, call it λr, on Lr = U(r,m − r)× U(A − r, B + r −m) by χ1 ◦ det
on U(r,m − r) and by χ2 ◦ det on U(A − r, B + r − m). Then the set of Vogan-
Zuckerman representationsAqr(λr) forms an Adams-Johnson packet for the unitary group
G = U(A,B), where qr is a θ-stable parabolic subalgebra with Levi subgroup Lr =
U(r,m− r)× U(A− r, B + r −m) on which the character λr is defined. Note that the
set S parametrizes the set of double cosets:
WL\WG/WK = [Sm × Sn]\SN/[SA × SB],
since the double coset can be interpreted as the orbits of SN on pairs (X, Y ) whereX and
Y are subsets of {1, 2, · · · , N} of cardinalitym and A respectively, and an orbit of SN on
such pairs (X, Y ) is determined by r = |X ∩ Y |, giving the constraints on S above.
Example 3. A simple example which might help orient the reader in the proof of Theorem
6 is the following particular θ-stable parabolic for GL(2n,R). The Dynkin diagram of g
with respect to a fixed fundamental θ-stable Cartan and θ-stable Borel is the diagram
A2n−1, with θ acting by αi ↔ α2n−i for 1 ≤ i ≤ n. (In this case γ is trivial, as it is for
any (inner form of a) split group, and ι = θ.) The standard θ-stable parabolic subalgebra
q with Levi l containing exactly the simple roots {αi : i 6= n} has l ∼= gl(n,C) and
L = RC/RGL(n,C). (For explicit descriptions of these we refer to Example 1 on p. 586
of [KV].) The dual group is Ĝ = GL(2n,C), and for the standard choice of Borel, Q is
the (n, n) parabolic and L̂ = GL(n,C)×GL(n,C) is the (n, n) Levi. The representation
Aq is the Speh representation, which is cohomological for trivial coefficients, and the
parameter is σn⊗[n]. Similarly, one can write down θ-stable parabolic subalgebras giving
the cohomological parameters in the next example.
Example 4. As an example of the use of Theorem 6, let’s discuss cohomological parame-
ters forGLn(R), for which we will give a precise statement and another proof in Theorem
12 below. We will assume as in Theorem 12 that the cohomological representation π has
trivial central character on R+ ⊂ R×.
Any self-associate parabolic in GLn(R) is of the form
(nk, nk−1, · · · , n1, n0, n1, · · · , nk−1, nk).
By Theorem 6, for a parameter σ : WR × SL2(C) → GLn(C) to give rise to a cohomo-
logical representation ofGLn(R), the centralizer of C
× ⊂WR in the L-group ofGLn(R),
i.e.,GLn(C), is the Levi of a self-associate parabolic. Therefore, the n-dimensional vector
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space V which defines the standard representation ofGLn(C), decomposes as a represen-
tation space ofWR×SL2(C) as a sum of distinct eigenspaces for C× ⊂WR on which C×
operates as χd : z → (z/z¯)d/2, d an integer, and can be written as:
akχdk + ak−1χdk−1 + · · ·+ a1χd1 + a0 · 1 + a1χ−d1 + · · ·+ ak−1χ−dk−1 + akχ−dk .
The action of σ(j)must interchange the eigenspaces ofC× corresponding to χdi and χ−di ,
thus if V is a representation space ofWR × SL2(C), it must have the form:
akσdk + ak−1σdk−1 + · · ·+ a1σd1 + a0,
where ai now are to be treated as representations of SL2(C) for i > 0, and a0 is to be
treated as a representation of (WR/C
×)× SL2(C). Either by the definition of a cohomo-
logical parameter, or by consideration of infinitesimal characters, it is easy to see that ai
must be irreducible representations of SL2(C), proving the theorem.
6. COHOMOLOGICAL A-PARAMETERS: UNIQUENESS THEOREM
In this section we prove Theorem 3 according to which a cohomological A-parameter
σ : C× × SL2(C) → LG (as defined in the previous section) for G a simply connected
group has, up to isomorphism, a unique extension toWR×SL2(C)→ LG, and more gen-
erally, the extensions of σ toWR× SL2(C)→ LG are permuted transitively by characters
of G(R).
The following lemma will be useful to us later.
Lemma 7. Let φ : LG1 → LG2 be a morphism of L-groups of real reductive groups
which restricted to derived groups from [Ĝ1, Ĝ2] to [Ĝ2, Ĝ2] is an isogeny. Then for a
cohomological A-parameter σ : C× × SL2(C) → LG1, the A-parameter φ ◦ σ : C× ×
SL2(C)→ LG2 is cohomological. Conversely, if for an A-parameter σ : C××SL2(C)→
L
G1 with
(1) the infinitesimal character of σ is that of a finite dimensional representation of
G1(R), and
(2) the A-parameter φ ◦ σ : C× × SL2(C)→ LG2 is cohomological,
then σ : C× × SL2(C)→ LG1 is cohomological too.
Proof. Properties (2), (3) in the definition of cohomological representations are easily
checked. Property (1) dealing with infinitesimal character is a consequence of the rela-
tionship of infinitesimal character to parameters for which we refer to Lemma 4.1.3 of
Taibi [Ta]. 
Remark 8. It should be emphasized that in our definition of a cohomological parameter σ
for C×× SL2(C), we do not demand that σ comes from the restriction of an A-parameter
fromWR × SL2(C), although it will later turn out to be the case, see section 7.
An important issue that we analyze in this paper is: given a cohomologicalA-parameter
for C× × SL2(C) (so centralizer of C× is a self-associate Levi subgroup, and the SL2(C)
is the principal SL2(C) in this Levi subgroup),
(1) Is there an extension of the parameter from C× × SL2(C) toWR × SL2(C)?
(2) If there is an extension of the parameter fromC××SL2(C) toWR×SL2(C), what
are the different equivalence classes of the extension toWR × SL2(C)?
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We first take up the second issue. The following standard Lemma, cf. Serre [Se] I
§5.8(a), answers the question about possible lifts of an A-parameter from C× × SL2(C)
toWR×SL2(C). Note that an A-parameter σ : WR×SL2(C)→ LG with its restriction to
C× × SL2(C) given by σ0 : C× × SL2(C)→ LG gives rise to an action ofWR × SL2(C)
and C× × SL2(C) on Ĝ, for which we can consider cohomology sets which to emphasize
the role of σ and σ0, will be denoted asH
1
σ(WR×SL2(C), Ĝ) andH1σ0(C××SL2(C), Ĝ).
Lemma 8. For a fixed A-parameter σ : WR × SL2(C) → LG with its restriction to
C× × SL2(C) given by σ0 : C× × SL2(C) → LG, we have an exact sequence of pointed
sets, with j an injective map of sets, and where σ0 can be considered as the base-point of
the pointed set H1σ0(C
× × SL2(C), Ĝ)Gal(C/R):
1→ H1(Gal(C/R), Ĝσ0(C××SL2(C))) j→ H1σ(WR×SL2(C), Ĝ) res→ H1σ0(C××SL2(C), Ĝ)Gal(C/R).
In this lemma, Ĝσ0(C
××SL2(C)) is the center Z(L) of L. Here is the result where G being
simply connected comes useful.
Lemma 9. Let G be any reductive group with connected center, and let L be any Levi
subgroup in G. Then the center Z(L) of L is a connected algebraic group.
Proof. This must be a well-known result, but not finding any reference at the moment,
we make an argument using a better-known theorem that for a simply connected group,
the derived subgroups of Levi subgroups are simply connected which is Exercise 8.4.6.6
of Springer’s book [Spr]. For the proof of the lemma, it suffices to assume that G is an
adjoint group, therefore its dual group is simply connected on which this result we just
mentioned can be applied. Since dual groups of Levi subgroups are Levi subgroups of
dual group, this proves the assertion in the lemma, the details of which we leave to the
reader. 
The following proposition combined with Lemma 8 proves Theorem 3.
Proposition 6. Let L be a Levi subgroup of a self-associate parabolic standard P+ with
P− the opposite parabolic subgroup in LG = Ĝ⋊WR with Ĝ an adjoint semi-simple group.
Let w be an element in Ĝ · j which normalizes L and takes P+ to P−. The element w is
unique as a coset wL in Ĝ·j/L, and therefore has a canonical action on Z(L) independent
of the choice of w which is an automorphism of order 2 of Z(L) which we denote by w
itself, and the group of order 2 it generates as 〈w〉. Then,
H1(〈w〉, Z(L)) = 0.
Proof. If Ĝ · j has an element α0 which operates on the maximal torus T in Ĝ by t→ t−1,
then w can be taken to be α0. It follows that the action of w on Z(L) ⊂ T is by z → z−1.
By Lemma 9, Z(L) is connected, and therefore is a product of C× on which w acts by
z → z−1. Since H1(〈w〉,C×) = 0 if w acts by z → z−1 on C×, it follows that in this
case, H1(〈w〉, Z(L)) = 0.
Simple groups G over R not covered by the previous paragraph are the following.
(1) The innerforms of split groups An, E6, and Dn for n odd.
(2) The innerforms of quasi-split but not split groupsDn for n even.
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We first take the case (1) of innerforms of split groups An, E6, and Dn for n odd, thus
WR acting trivially on Ĝ which we assume is an adjoint simple group not containing −1
in its Weyl group.
It is known that a parabolic in Ĝ is self-associate if and only if it corresponds to a subset
S ⊂ ∆ of simple roots ∆ for a fixed maximal torus T̂ in Ĝ which is invariant under the
opposition involution (the unique Dynkin diagram involution in each of the cases that
we just mentioned, i.e., of the type An, Dn for n odd, and E6), to be denoted by ιĜ;
equivalently, for the longest element ω
Ĝ
in the Weyl group of (Ĝ, B̂, T̂), ω
Ĝ
(S) = −S.
The involution w in the Lemma can be taken to be ω
Ĝ
(which clearly normalizes L and
takes P+ to P−). It will be useful to note the property
ω
Ĝ
◦ ι
Ĝ
(t) = t−1, ∀t ∈ T̂.
For the Levi subgroupL(S) corresponding to a subset S ⊂ ∆ of simple roots, the center
of L(S), call it Z(L(S)), which is known to be connected by Lemma 9, and is equal to
{t ∈ T̂|α(t) = 1, ∀α ∈ S}which is nothing but∏Gm, product taken over simple roots in
∆− S. The set S and hence∆− S is invariant under ι
Ĝ
. Therefore Z(L(S)) is a product
of Gm, product indexed by the simple roots in ∆− S on which ιĜ operates as it operates
on ∆ − S. Thus Z(L(S)) is a product of some copies of C× × C× on which ι
Ĝ
operates
by permuting the two co-ordinates (z1, z2) → (z2, z1), and some copies of C× on which
ι
Ĝ
operates by identity. By the property recalled above: ω
Ĝ
◦ ι
Ĝ
(t) = t−1, ∀t ∈ T̂, the
action of ω
Ĝ
on Z(L(S)) is a product of some copies of C× × C× on which ω
Ĝ
operates
by (z1, z2) → (z−12 , z−11 ), and some copies of C× on which ωĜ operates by t → t−1. For
both the actions,H1(〈w〉,C× × C×) = 0 and H1(〈w〉,C×) = 0.
Now we take case (2): the innerforms of quasi-split but not split groupsDn for n even.
In this case the element w ∈ Ĝ · j which normalizes L and takes P+ to P− can be taken
to be ω
Ĝ
· j with ω
Ĝ
an element in Ĝ of order 2 which represents the element −1 in the
Weyl group (and j is the diagram involution). So we are in exactly the same situation as
in our analysis above for n odd to conclude once again that H1(〈w〉, Z(L)) = 0.
The proof of the proposition is therefore complete. 
Proposition 7. ForG a connected real reductive group, given a cohomologicalA-parameter
σ : C× × SL2(C) → LG the conjugacy classes of its extension to WR × SL2(C) has a
transitive action of H1(WR, Ẑ) where Ẑ is the center of Ĝ.
Proof. By Lemma 8, we know that the set of conjugacy classes of extensions of σ toWR×
SL2(C) is a principal homogeneous space forH
1(WR, Z(L̂))where L̂ is the Levi subgroup
of Ĝ naturally associated to the parameter σ. By Proposition 6, H1(WR, Z(L̂)/Ẑ) = 0
since Z(L̂)/Ẑ is the center of the Levi in the adjoint dual group Ĝ/Ẑ. We are now done by
the cohomology exact sequence corresponding to the short exact sequence ofWR groups:
1→ Ẑ→ Z(L̂)→ Z(L̂)/Ẑ→ 1.

Remark 9. By a theorem of Langlands in [La], the natural pairing:
H1(WR, Ẑ)×H1(WR, Ĝ)→ H1(WR, Ĝ)
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is the reflection on the dual group side of twisting representations of G(R) by characters
of G(R). Thus Proposition 7 asserts that for a general reductive group, cohomological
WR × SL2(C) parameters which are equal when restricted to C× × SL2(C) are twists of
each other by characters of G(R).
7. EXISTENCE THEOREM
In this section we prove that a cohomological parameter for C× × SL2(C) defined in
section 6, arises as the restriction of an A-parameter forWR × SL2(C).
For doing this, we find it convenient to modify the definition of an A-parameter, and
not use A-parameters using the groupWR×SL2(C), but instead use the following group:
WR ⋉ SL2(C) = [C
× × SL2(C)] · 〈j〉,
with j2 = (−1,−1)where the first−1 refers toC×, and the second−1 to SL2(C); further,
the action of j onC× is as it used to be, i.e., jzj−1 = z¯, but now j also operates on SL2(C)
by conjugation by the matrix
(
0 1
−1 0
)
.
The two groupsWR×SL2(C) andWR⋉SL2(C) are isomorphic (z ∈ C×, X ∈ SL2(C)):
WR × SL2(C) → WR ⋉ SL2(C)
(z,X) → (z,X)
(j, 1) → (1,
(
0 1
−1 0
)
) · j
Thus, A-parameters by using either of the two groupsWR× SL2(C), orWR⋉ SL2(C),
are canonically isomorphic, but our definition has slight advantage – see Proposition 8
below – because of which it has been introduced here. In the rest of this section, we will
use WR ⋉ SL2(C) to define A-parameters, but then revert back to the original definition
of an A-parameter.
Proposition 8. An A-parameter σ for C× × SL2(C) with values in Ĝ and which has
integral infinitesimal character – in particular, a cohomological parameter – sends the
element (−1,−1) ∈ C× × SL2(C) to the element ǫ = 2ρˆĜ(−1), a central element in
Z(Ĝ) introduced in Proposition 1, in particular to the trivial element in Ĝ if G is simply
connected.
Proof. The parameter σ : C× × SL2(C) → Ĝ can be assumed to take C× × C× into the
maximal torus T̂ in Ĝ used to define the dual group, where the second C× is the diagonal
torus in SL2(C) written as z =
(
z 0
0 z−1
)
.
We denote σ restricted to C× × C× as σ(z1, z2) = σ1(z1)σ2(z2) where σ2 : C× → T̂ is
an algebraic homomorphism σ2(z2) = z
α
2 for some α ∈ X⋆(T̂).
The homomorphism σ1 : C
× → T̂ has the form:
z −→ zλz¯µ = (zz¯)λz¯µ−λ, λ, µ ∈ X⋆(T̂)⊗ C with λ− µ ∈ X⋆(T̂).
By Lemma 2,
λ+ µ = 0.
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We calculate the infinitesimal character of the A-packet by using the L-packet under-
lying the A-packet. For this, consider the map
C× → C× × SL2(C) → Ĝ
z → z ×
(
(zz¯)1/2 0
0 (zz¯)−1/2
)
→ Ĝ,
which is
σ(z, (zz¯)1/2) = σ1(z)σ2((zz¯)
1/2) = zλz¯µ(zz¯)α/2.
Thus by Lemma 1, the infinitesimal character of the A-packet determined by σ is
z → zλzα/2.
Since the infinitesimal character of the A-packet determined by σ is given to be integral,
we must have
(λ+ α/2) ∈ X⋆(T̂) + ρˆĜ.
(If half the sum of positive roots for G is a weight for the maximal torus of G, such as
for simply connected groups G, then ρˆ
Ĝ
belongs toX⋆(T̂), and the coset spaceX⋆(T̂)+ ρˆĜ
reduces toX⋆(T̂).)
Returning to the calculation of σ(−1,−1), note that
σ(z1, z2) = σ1(z1)σ2(z2) = (z1z¯1)
λ(z¯1)
µ−λzα2 ,
hence,
σ(−1,−1) = (−1)µ−λ(−1)α = (−1)µ−λ+α,
with µ− λ and α in X⋆(T̂).
Since λ + µ = 0, and since by the integrality of the infinitesimal character, as noted
before, (λ+ α/2) ∈ X⋆(T̂) + ρˆĜ, we have:
µ− λ+ α = −2λ+ α = −2(λ+ α/2) + 2α ∈ 2X⋆(T̂) + 2ρˆĜ ⊂ X⋆(T̂).
Therefore,
(−1)µ−λ+α = (−1)2ρˆĜ = ǫ,
proving the proposition. 
Remark 10. If an A-parameter of a cohomological representation of GLn(R) is of the
form:
σ =
∑
d
σd ⊗ [md + 1]⊕ ω{0,1}R [a],
then it can be seen that the action of (−1, 1) ∈ C× × SL2(C) on the subspace of σ
corresponding to σd ⊗ [md + 1] is by 1 or −1 depending on the parity ofmd in the above
sum which can have both parities, whereas (−1,−1) ∈ C× × SL2(C) acts by the same
sign on all summands, i.e., is a scalar in conformity with the above proposition. In this
example, all the irreducible summands in the decomposition of σ as σ =
∑
d σd ⊗ [md +
1]⊕ω{0,1}
R
[a], are selfdual, and the fact that (−1,−1) ∈ C××SL2(C) acts by the same sign
on all summands is equivalent to say that all the summands are selfdual of the same parity
(orthogonal if n is odd and symplectic if n is even). This remark also proves an assertion
made in Theorem 2 that “a cohomological parameter for PGLn(R) is automatically a
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parameter (hence cohomological) for the symplectic group if n is odd, and is a parameter
for the odd orthogonal group or even orthogonal group depending on the parity of the
representation ofWR ⋉ SL2(C) if n is even”.
Let us first note the following lemma whose straightforward proof will be left to the
reader.
Lemma 10. Let N be a normal subgroup of a group G of index 2, with ι an element in
G but not in N with z = ι2 ∈ N . Suppose we are given a homomorphism λ : N → G1,
where G1 is any group, then for λ to extend to a homomorphism λ˜ : G → G1 taking ι to
an element ι′ ∈ G1, it is necessary and sufficient to have:
(1) (ι′)2 = λ(z).
(2) λ(ιnι−1) = ι′λ(n)ι′−1.
Theorem 7. For G, a connected reductive group over R, a cohomological parameter for
C× × SL2(C) with values in LG arises as the restriction of an A-parameter for WR ⋉
SL2(C) with values in
L
G.
Proof. By Proposition 1, there is an element ̟G = κ(i × j) = ω0 · j ∈ Ĝ · j which
operates on Ĝ taking B̂ to B̂− preserving all self-associate standard Levi subgroups L̂ of Ĝ
with ̟2
G
= ǫ, a central element in Ĝ, with ǫ2 = 1.
We will apply Lemma 10 to extend σ : C× × SL2(C) → LG to a homomorphism
σ˜ : WR ⋉ SL2(C) → LG with σ˜(j) = ̟G ∈ LG. Condition 1 of Lemma 10 will be
satisfied because of Proposition 8 and since ̟2
G
= ǫ. Suffices then to check condition 2
of Lemma 10 for N = C× × SL2(C) in which the condition on C× is clear because ̟G
operates on C× by z → z−1, and on SL2(C) it is part of Lemma 11 below. 
Lemma 11. Let (L,B,T) be a triple consisting of a reductive group L over C, a Borel
subgroup B, and a maximal torus T ⊂ B. Let φ be an involutive automorphism of (L,T)
which takes B to B−. Then there is a homomorphism ι : SL2(C)→ L which is a principal
SL2(C) inside L, left invariant by φ, on which φ operates by conjugation by
(
0 1
−1 0
)
.
Proof. The proof we offer is modeled on an argument of Kostant for constructing principal
SL2(C).
We will make an argument on the Lie algebra, constructing a Lie triple {H,X, Y } in
the Lie algebra of L with H belonging to the Lie algebra of T, X a regular nilpotent
element in the Lie algebra of the unipotent radical of B, and Y a regular nilpotent element
in the Lie algebra of the unipotent radical of the opposite Borel subgroup B−, and with:
[H,X ] = 2X, [H, Y ] = −2Y, [X, Y ] = H, and φ(X) = Y.
Such a Lie triple comes from an SL2(C) invariant under φ on which φ operates by conju-
gation by
(
0 1
−1 0
)
.
Since φ takes B to B−, there is an involution on the set S, again to be denoted by φ, of
the set simple roots of T in L, such that φ takes α root space to −φ(α) root space.
For each α ∈ S, let {Hα, Xα, Yα} with
[Hα, Xα] = 2Xα, [Hα, Yα] = −2Yα, [Xα, Yα] = Hα,
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be a Lie triple withXα, Yα belonging to α and −α root spaces. If φ(α) = −α, by scaling
Xα appropriately, one can assume that Yα = φ(Xα). On the other hand, if φ(α) = β 6= α,
we can assume that
φ(Xα) = Yβ, φ(Yα) = Xβ, φ(Hα) = −Hβ .
With these choices of {Hα, Xα, Yα} for all simple roots α ∈ S, define
XS =
∑
α∈S
tαXα,
YS = φ(XS) =
∑
α∈S
tφ(α)Yα
HS = [XS, YS]
where tα are certain complex numbers to be fixed later.
Let H =
∑
α∈S aαHα be the unique vector in the span of Hα, α ∈ S such that
[H,Xα] = 2Xα for all α ∈ S.
If we can construct {tα ∈ C×|α ∈ S} such thatH = HS = [XS, YS], then {HS, XS, YS}
will be a Lie triple invariant under φ. Observe that (because [Xα, Yβ] = 0 if α 6= β)
HS = [XS, YS] =
∑
α∈S
tαtφ(α)Hα,
therefore
HS = H =
∑
α∈S
aαHα,
if and only if we can choose {tα|α ∈ S} such that
aα = tαtφ(α),
for all α ∈ S. Clearly, this is so if and only if for any α with φ(α) 6= α, in the expression
for H =
∑
α∈S aαHα, aα = aφ(α). For proving this, observe that H =
∑
α∈S aαHα is
the unique vector in the span of Hα, α ∈ S such that [H,Xα] = 2Xα for all α ∈ S,
equivalently, [H, Yα] = −2Yα for all α ∈ S. Since φ(Yα) = Xφ(α) for all α ∈ S, by
applying φ to the system of equations: [H, Yα] = −2Yα, we find that [φ(H), Xα] =
−2Xα, and therefore by the uniqueness of H , φ(H) = −H . This combined with what
we noted earlier that φ(Hα) = −Hφ(α), proves that aα = aφ(α) if φ(α) 6= α allowing
us to construct {tα ∈ C×|α ∈ S} such that aα = tαtφ(α), completing the proof of the
lemma. 
8. PROOF OF THEOREM 1
In this section we give a proof of Theorem 1. We begin with some preliminary results.
Lemma 12. Let φ : H1 → H2 be a homomorphism of connected reductive groups over C
which takes a regular unipotent element in H1 to a regular unipotent element in H2. Then
φ induces a natural map among the following sets:
(1) The center of H1 to the center of H2.
(2) Borel subgroups in H1 to Borel subgroups in H2.
(3) Maximal tori in H1 to Maximal tori in H2.
(4) Levi subgroups in H1 to Levi subgroups in H2.
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(5) Parabolic subgroups in H1 to Parabolic subgroups in H2.
(6) The map from Levi subgroups in H1 to Levi subgroups in H2 in part 4 has the
property that it sends a regular unipotent element in a Levi subgroup in H1 to a
regular unipotent element in a Levi subgroup in H2.
(7) Conversely, if the image of a unipotent element, say u, in a Levi subgroup L in H1
is a regular unipotent element in the corresponding Levi subgroup in H2, then the
unipotent element u must be a regular unipotent element in L.
Proof. For part 1, observe that the center of H1 is nothing but the set of semisimple ele-
ments in H1 which centralize a regular unipotent element in H1. Therefore the conclusion
of part 1 is clear.
For part 2, note the well-known fact that a regular unipotent element lies in a unique
Borel subgroup, and conversely, each Borel subgroup contains a regular unipotent element
which is unique up to conjugacy in the Borel subgroup. Further, any two regular unipotent
elements in a reductive group are conjugate. Now the condition that φ takes a regular
unipotent element in H1 to a regular unipotent element in H2, implies that φ gives rise to
a natural map from the set of Borel subgroups in H1 to the set of Borel subgroups in H2,
proving part 2 of the lemma.
For part 3, given a maximal torus T1 in H1, the natural thing to do is to consider the
centralizer of φ(T1) in H2. For the centralizer of φ(T1) in H2 to be a torus, we need to
prove that φ(T1) contains a regular semi-simple element of H2. This is obvious using
Jacobson-Morozov theorem which allows one to embed a unipotent element in H1 inside
an SL2(C): the image of the diagonal torus in SL2(C) inside H1 has regular elements,
similarly, the image of this SL2(C) using φ has regular elements of H2 arising as the
image of the diagonal torus in SL2(C).
For the rest of the proof we assume that the groups H1 and H2 are adjoint groups. We
are allowed to do this because by part 1, the center of H1 goes to the center of H2, and the
assertions in the remaining parts of the lemma are invariant under taking quotient of the
groups by their centers.
Fix a maximal torus T1 in H1 contained in a Borel subgroup B1. Let T2 be the cen-
tralizer of φ(T1) in H2 which we know is a maximal torus, call it T2, in H2. By part 1,
φ(B1) is contained in a unique Borel subgroup B2 of H2. Since the sub-torus φ(T1) of B2
is contained in a maximal torus of B2 and also in a unique maximal torus of H2 which is
T2, therefore T2 ⊂ B2.
Let X⋆(T1) and X
⋆(T2) be character groups of T1 and T2 respectively. These come
equipped with an order because of the presence of the Borel subgroups B1 and B2. Fur-
ther, the mapping φ : T1 → T2 induces a homomorphism φ⋆ : X⋆(T2) → X⋆(T1)
which is order preserving, and has the important property that simple roots in X⋆(T2)
go surjectively onto the set of simple roots in X⋆(T1). This is a simple consequence of
considerations with the principal SL2 which we omit to elaborate. It follows that if S
is a set of simple roots in X⋆(T1) defining a parabolic PS = MSNS in H1 with MS the
connected centralizer of the torus T1,S = {t ∈ T1|α(t) = 1, ∀α ∈ S}, then the centralizer
of the image of T1,S under φ is the Levi subgroup corresponding to the simple roots for H2
which lie in the inverse image of S under the map φ⋆ : X⋆(T2)→ X⋆(T1), to be denoted
by (φ⋆)−1(S).
This proves parts 4 and 5 of the lemma.
32 ARVIND NAIR AND DIPENDRA PRASAD
Part 6 of the lemma, i.e., the assertion on regular unipotent element in a Levi subgroup
in H1 going to a regular unipotent element in the corresponding Levi subgroup in H2 is
a consequence of the fact noted above that φ⋆ : X⋆(T2) → X⋆(T1) takes simple roots
in X⋆(T2) surjectively onto the set of simple roots in X
⋆(T1). In the notation of Lie
algebras, ifXα are simple roots for H1, then the assertion in the previous line implies that
dφ(Xα) =
∑
Yβ, where the sum is over all simple roots in H2 which lie over α under the
map φ⋆ : X⋆(T2) → X⋆(T1). Therefore, dφ(
∑
α∈S Xα) =
∑
β∈(φ⋆)−1(S) Yβ, completing
the proof of the assertion on regular unipotent element in a Levi subgroup in H1 going to
a regular unipotent element in the corresponding Levi subgroup in H2.
Now we come to part 7 of the lemma which is a generality about homomorphisms
of reductive groups ϕ : M1 → M2 with abelian kernel: that a non-regular unipotent
element in M1 cannot go to a regular unipotent element in M2. To prove this, note that
a unipotent element in a reductive group is regular if and only if there is no non-central
semisimple element centralizing it. Thus if u is a non-regular unipotent element inM1, it
has a non central semisimple element s centralizing it. Clearly ϕM(s) centralizes ϕM(u)
with ϕM(s) non-central semisimple element inM2. 
We recall the statement of the theorem being proved here.
Theorem 8. Let G1 and G2 be connected real reductive groups with G1 = G1(R) and
G2 = G2(R). Let
L
G1 = Ĝ1 · WR and LG2 = Ĝ2 · WR be the L-groups of G1 and G2
respectively. Let φ : LG1 → LG2 be a homomorphism of L-groups which takes a regular
unipotent element in Ĝ1 to a regular unipotent element in Ĝ2. Then φ takes cohomological
A-parameters ofG1 to cohomologicalA-parameters ofG2. Conversely, if φ :
L
G1 → LG2
has abelian kernel then for an A-parameter σ for G1 if φ(σ) is a cohomological A-
parameter for G2, σ itself is a cohomological A-parameter for G1.
Proof. By part 1 of Lemma 12, the center of Ĝ1 goes to the center of Ĝ2, therefore φ
induces a map φ¯ on the adjoint groups.
L
G1
φ−−−→ LG2y y
L
G1/Z(Ĝ1)
φ¯−−−→ LG2/Z(Ĝ2).
By Propositions 4 and 5, to prove that a cohomological parameter σ for G1 goes to a
cohomological parameter for G2, we can as well work with these parameters with values
in the adjoint group of the L-group (which means considering the simply connected cover
of the derived of the groups G1 and G2). For the rest of the proof, we will assume that
G1 and G2 are simply connected real reductive groups allowing us to use Theorem 3. A
cohomological A-parameter for G1 restricted to WC × SL2(C) corresponds to a regular
unipotent element in the centralizer of the image of WC, a Levi subgroup in Ĝ. By the
hypothesis in the theorem, and Lemma 12, a regular unipotent element in a Levi subgroup
in Ĝ1 will go to a regular unipotent element in a Levi subgroup in Ĝ2. By Proposition 6,
such an A-parameter for WC × SL2(C) has a unique extension to WR × SL2(C), and
this is the case for both G1 and G2. Therefore if we are already given a cohomological
A-parameter σ for G1, φ(σ) must be a cohomological A-parameter for G2.
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We now prove the converse: if we have an A-parameter σ : WR × SL2(C) → LG1
for G1 with φ(σ), a cohomological A-parameter for G2, then we want to prove that σ is
cohomological. Once again Proposition 6 plays an important role in ensuring that φ(σ)
is cohomological after part 7 of Lemma 12 has proved that the restriction of φ(σ) to
WC × SL2(C) is cohomological. 
9. TEMPERED COHOMOLOGICAL REPRESENTATIONS
Among all cohomological representations, tempered representations are at the same
time most useful, and the simplest ones to consider. Tempered cohomological representa-
tions have been completely understood for a long time, for example if G(R) has a discrete
series representation, then a tempered cohomological representation for G(R) is a dis-
crete series representation. In general, tempered cohomological representations arise as
parabolic induction from (unitary) discrete series representations of a fundamental Levi
subgroup, i.e., the Levi subgroup of G(R) which arises as the centralizer of a maximal
split subtorus inside a fundamental torus in G(R). (A fundamental torus in G(R) is a
maximal torus in G(R) which contains a maximal compact torus of G(R); any two fun-
damental tori of G(R) are conjugate by G(R).) For example, if G(R) has a maximal torus
which is compact, then fundamental Levi is G(R) itself.
The aim of this section is to prove the following theorem (stated as Theorem 4 in the
introduction which we recall again here) describing the Langlands parameter of tempered
cohomological representations. Most of the following theorem is about tempered coho-
mological representations having the infinitesimal character of the trivial representation
where the theorem has a particularly elegant formulation.
Theorem 9. Let G be a connected reductive group defined over R. Then for any fixed
coefficient system V (a finite dimensional irreducible representation of G(C)), up to twist-
ing by characters of G(R) of order 2, there is at most one cohomological tempered A-
parameter σ for G(R). For the infinitesimal character of the trivial representation of
G(C), cohomological tempered A-parameter σ is given in the following commutative di-
agram where the parameter σ1 : WR →WR × SL2(C) corresponds to the lowest discrete
series representationD2 of PGL2(R), and Λ : WR × SL2(C)→ LG restricted to SL2(C)
is the principal SL2(C) inside Ĝ commuting with the action ofWR on Ĝ. (The parameter
σ1 is the 2 dimensional irreducible representation ofWR given by Ind
WR
C×
(z/z¯)1/2.)
WR
σ //
σ1
&&▼
▼
▼
▼
▼
▼
▼▼
▼
▼
▼
L
G
WR × SL2(C).
Λ
OO
Proof. By Theorem 1, by taking the simply connected cover of the derived subgroup
of a reductive algebraic group which at the level of L-groups corresponds to taking the
quotient of Ĝ by its center (thus taking regular unipotents in Ĝ to regular unipotents in
Ĝ/Ẑ), it suffices to prove this theorem for simply connected groups which is what we
assume in the rest of the proof. (One also needs to note that by Proposition 7 and Remark
9, cohomological A-parameters, with a given restriction on C× × SL2(C), are twists of
each other by characters of G(R), necessarily of finite order by infinitesimal character
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considerations, and then necessarily of order ≤ 2 since π0(G(R)) is well-known to be a
2-group.)
We consider the theorem as well-known for groups G(R) having a discrete series rep-
resentation whose L-parameter in general is described by the mapping of WC = C
× to
L
G, landing inside the standard torus T̂ inside Ĝ as,
z → (z/z¯)λ+ρG ,
where λ : T (R) → C× is a character on the fundamental torus T (R) (compact in this
case), considered as an element of X⋆(T̂), the co-character group of the dual torus. Since
the group G(R) has a discrete series, there is an element s0 in the connected component
j · Ĝ which operates on T̂ by −1, and which is of order 2 as an element of Aut(Ĝ); but
since G is simply connected, Ĝ is an adjoint group, so s20 = 1.
Sending j ∈ WR = C× ∪ C× · j to s0 extends the mapping C× → LG defined above
to WR → LG. The choice of σ(j) makes no difference to the equivalence class of the
parameter so defined in H1(WR, Ĝ), as follows from considerations in section 6 of this
paper, which in this case is simply because for the action of Z/2 on a complex torus T̂ by
t→ t−1, H1(Z/2, T̂) = 0. Thus for groups G(R) having a discrete series representation,
the L-parameter of tempered cohomological representations is as given by the theorem if
it is so when restricted to C×.
In our case, we are considering the infinitesimal character of the trivial representation
of G(R), so λ = 0, and the homomorphism from C× to T̂ given by:
z → (z/z¯)ρG ,
is the same as the one in the theorem via the principal SL2(C), is a consequence of Propo-
sition 1, so the theorem is proved for groups G(R) with a discrete series representation.
In the general case, our parameter σ : WR → LG factors through a minimal relevant
proper Levi subgroupM , whose dual Levi in G(R) is used to construct a principal series
representation of G(R) from a discrete series representation on the Levi subgroupM(R).
Observe that
σ1(j) =
(
0 1
−1 0
)
× j ∈ WR × SL2(C),
and, λ
(
0 1
−1 0
)
is the longest element — call it ω0 — in the Weyl group of Ĝ for
the standard maximal torus T̂ (where the image of the diagonal torus of SL2(C) lands).
Therefore, σ(j) = ω0 · j ∈ Ĝ · j.
Note that in general, T̂ ⋊ 〈ω0 · j〉 is the L-group of a fundamental torus in G(R), and
the maximal sub-torus of T̂ on which ω0 · j operates trivially is Ŝ, the dual of the maximal
split part S of the fundamental torus T of G(R).
Since Ŝ commutes with σ(j), ZLG(Ŝ) contains σ(j) as well as T̂, hence σ : WR → LG
factors through Z
Ĝ
(Ŝ) ·WR ⊂ LG. Clearly, ZĜ(Ŝ) ·WR is a Levi subgroup of a parabolic
in LG in which σ : WR → LG lands, and now defines a discrete parameter in the Levi
subgroup. (To say that we have a discrete parameter σ : WR → LM is the same as ZM̂(σ)
is central in M̂.)
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According to Borel-Wallach (see Theorem 5.1 of Chapter III of [BW]), tempered coho-
mological representations of G(R) appear inside a principal series representation of G(R)
induced from unitary discrete series representations of a fundamental parabolic, say P .
LetM(R) be a Levi subgroup of P (R) with (Langlands decomposition)M(R) = 0MA,
where
0M = ∩{ker|χ|, χ : M(R)→ R×}.
There are two possible subtleties in this theorem of Borel-Wallach.
(1) For the group 0M which can be disconnected, how are the discrete series repre-
sentations of 0M to be understood in terms of discrete series representations of its
connected component of identity 0M0?
(2) The induced representation being considered, say Ind
G(R)
P (πλ), may be reducible,
and the theorem of Borel-Wallach calculates the cohomology of the full induced
representation, without being more precise about individual components, or their
cohomology.
However, as the luck would have, neither of the two problems arise in our context
(fundamental parabolics of simply connected groups). Lemma 13 and Lemma 14 below
take care of the first subtlety above, where as Proposition 9 takes care of the second
subtlety.
Thus irreducible discrete series representations of M(R) = 0MA of an appropriate
infinitesimal character (dictated by the infinitesimal character of the induced representa-
tion which is that of a finite dimensional representation of G(R)) when considered as a
representation of P (R) and induced, give rise to all irreducible tempered cohomological
representations of G(R). This proves that there is a unique tempered packet of cohomo-
logical representations of G(R) of any given infinitesimal character. If the infinitesimal
character of the cohomological representation is that of the trivial representation of G(R),
then it must have our parameter σ : WR → LG since this has the correct infinitesimal
character, and is induced from a discrete series representation of a Levi subgroup of G(R)
as we discussed before. 
The following lemma is well-known, and is due to Harish-Chandra, see (1.4) of [KZ].
Lemma 13. Let G be a connected reductive algebraic group over R. Let G0(R) be the
connected component of identity of G(R). Let Z(R) be the center of G(R). Then any ir-
reducible representation π of G(R) which when restricted to [G,G](R) contains a discrete
series representation of [G,G](R), arises as
π = Ind
G(R)
Z(R)G0(R)
(π0),
where π0 is an irreducible representation of Z(R)G0(R) on which Z(R) acts via scalars.
Proof. Note that Z(R)G0(R) is a normal subgroup of G(R) with finite quotient. By Clif-
ford theory, it suffices to prove that the various conjugates of π0 under G(R)/(Z(R)G0(R))
are distinct. The essential result that we use about discrete series representations of a
connected Lie group G is that they are parametrized by regular characters of a compact-
modulo-center Cartan subgroup up to conjugacy inGwhich is the same thing, to consider
these Cartan subgroups up to conjugacy by a maximal compact subgroup ofGwhich con-
tains the compact part of the Cartan subgroup (giving rise to parametrization byWG/WK).
Thus it suffices to observe that:
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(1) The normaliser inG(R) of a compact-modulo-center Cartan subgroup insideZ(R)G0(R)
meets all the connected component of G(R) giving rise to elements inWG. This is
clear because any two compact-modulo-center Cartan subgroups insideZ(R)G0(R),
which exists since π contains a discrete series representation of [G,G](R), are con-
jugate by G0(R), on the other hand, we could conjugate them using G(R).
(2) Centralizer of any Cartan subgroup T in G is T itself, and the same is true about
the centralizer of T(R) in G(R), so the elements inWG constructed in (1) do not
belong to WK . (This last property is what requires us to have G connected: for
example, our lemma is not true for finite groups, because for them, the Cartan
subgroup would be the trivial subgroup centralized by all elements in the group!)
These are general facts about Cartan subgroups in any reductive group. 
The following lemma about the center of Levi subgroups seems quite specific to fun-
damental Levi subgroups inside a simply connected real group.
Lemma 14. Let G be a simply connected algebraic group over R,M a fundamental Levi
subgroup of G. Suppose ZM(R) is the center of M(R). Then ZM(R) ⊂ M0(R), the
connected component of identity (for the real topology) ofM(R).
Proof. The group M being a fundamental Levi subgroup of G is the centralizer of S,
the maximal split torus inside a fundamental torus T of G. Now we use a basic fact
about fundamental tori inside a simply connected real group: that a fundamental torus
is a product of copies of C× and S1. For a proof of this (well-known) fact we refer to
Kottwitz [Ko], Lemma 10.4 and the discussion following it. (We thank M. Borovoi for
this reference.)
It is a general fact about connected reductive groups that their centers are contained in
any maximal torus. It follows that ZM ⊂ T , in particular, ZM(R) ⊂ T (R) = (C×)a ×
(S)b. Since C× and S1 are connected in the real topology, it follows that ZM(R) ⊂
M0(R). 
The following proposition proves that tempered cohomological representations ob-
tained from a discrete series representation via parabolic induction are irreducible.
Proposition 9. Let G be a connected reductive algebraic group over R, and let P =
MAN be the Langlands decomposition of a parabolic subgroup in G(R) withMA a Levi
subgroup, and A ∼= Rd. Suppose π is a discrete series representation of M such that for
any w ∈ G(R) normalizing M (and not belonging to M), πw 6∼= π. Then the unitary
principal series representation Ind
G(R)
P (π × 1) is an irreducible representation of G(R). If
the principal series representation Ind
G(R)
P (π×1) has the infinitesimal character of a finite
dimensional representation of G(R), it is an irreducible representation of G(R).
Proof. This is a standard application of Harish-Chandra’s work on intertwining opera-
tors on the unitary principal series representation I(π) = Ind
G(R)
P (π × 1) which identifies
End(I(π)) as the group algebra C[R] where R (the R-group!) is a quotient of the sub-
group of the Weyl group of A which stabilizes π. If the principal series representation
Ind
G(R)
P (π × 1) has the infinitesimal character of a finite dimensional representation of
G(R) (regular infinitesimal character!), there is no element in the Weyl group of A which
stabilizes π, hence the unitary principal series representation Ind
G(R)
P (π× 1) must be irre-
ducible. 
COHOMOLOGICAL REPRESENTATIONS FOR REAL REDUCTIVE GROUPS 37
10. PROOF OF THEOREM 5
In this section we prove Theorem 5 from the introduction which is stated again for
readers’ convenience.
Theorem 10. Let G be a connected reductive group defined overR. Then anA-parameter
Λ : WR×SL2(C)→ LG is a cohomologicalA-parameter for the infinitesimal character of
a finite dimensional irreducible representation F of G(C) if and only if T (Λ) : WR → LG
is a cohomological tempered A-parameter for the infinitesimal character of the represen-
tation F of G(C) (described by Theorem 4 for the trivial infinitesimal character), where
for an A-parameter Λ : WR × SL2(C) → LG, we define T (Λ) – the tempered com-
panion of the A-parameter Λ – by the following commutative diagram (the parameter
σ1 : WR → WR × SL2(C) corresponds to the lowest discrete series representationD2 of
PGL2(R))
WR
T (Λ)
//
σ1
&&▼
▼
▼
▼
▼
▼▼
▼
▼
▼
▼
L
G
WR × SL2(C).
Λ
OO
Proof. By Theorem 1, by taking the simply connected cover of the derived subgroup
of a reductive algebraic group which at the level of L-groups corresponds to taking the
quotient of Ĝ by its center (thus taking regular unipotents in Ĝ to regular unipotents in
Ĝ/Ẑ), it suffices to prove this theorem for simply connected groups which is what we
assume in the rest of the proof.
The proof of this theorem for simply connected groups will depend on Theorem 3
according to which cohomological parameters of G(R), where G is a simply connected
group, are uniquely determined by their restriction toWC×SL2(C), and conversely, if G is
a simply connected group, a cohomological parameter onWC×SL2(C) extends uniquely
(up to eqivalence) to a parameter onWR × SL2(C).
The above uniqueness easily allows us to deduce that if Λ : WR × SL2(C) → LG
is a cohomological A-parameter, then so is the tempered parameter T (Λ) : WR → LG
because being a cohomological parameter is a condition that is checked on the parameter
restricted to C× × SL2(C).
Now we prove that if Λ : WR × SL2(C) → LG is an A-parameter such that T (Λ) :
WR → LG is cohomological, then so is Λ : WR × SL2(C) → LG. Again it is something
which needs to be checked restricted to C× × SL2(C), but which needs some work now.
Assume that Λ restricted to C× × C× lands inside the maximal torus T̂ in Ĝ used to
define the dual group, where the second C× is the diagonal torus in SL2(C) written as
z =
(
z 0
0 z−1
)
.
We denote Λ restricted to C××C× as Λ(z1, z2) = λ1(z1)λ2(z2) where λ2 : C× → T̂ is
an algebraic homomorphism λ2(z2) = z
α2
2 for some α2 ∈ X⋆(T̂), and the homomorphism
λ1 : C
× → T̂ has the form:
z −→ (z/z¯)α1 with 2α1 ∈ X⋆(T̂).
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Thus T (Λ) restricted to C× is given by
(2) z → (z/z¯)α1+α2/2,
which as T (Λ) is a cohomological tempered A-parameter for the infinitesimal character
of the representation F of G(C) of highest weight λ0 ∈ X⋆(T ) = X⋆(T̂), we must have:
(3) 2α1 + α2 = 2λ0 + 2ρˇĜ.
The cocharacter λ1 : C
× → T̂ defines a Levi subgroup assumed to be a standard
Levi subgroup after conjugacy, call it L̂ inside Ĝ, as the centralizer of λ1(C
×), in which
Λ restricted to SL2(C) lands. We need to prove the following two things to prove the
theorem:
(1) Λ(SL2(C)) is a principal SL2(C) inside L̂.
(2) α1 = λ0 + ρˇĜ − ρˇL̂,
Since the Levi subgroup L̂ ⊂ Ĝ is defined to be the centralizer of λ1(C×), we have
〈α1, β〉 = 0
for all simple roots β of L̂; here 〈−,−〉 denotes the canonical pairingX⋆(T̂)×X⋆(T̂)→
Z. From equation (3) above,
〈2α1 + α2, β〉 = 〈2λ0 + 2ρˇĜ, β〉,
the right hand side of which is strictly positive, therefore 〈α2, β〉 > 0 for all simple roots
β of L̂. By Lemma 15, Λ(SL2(C)) is a principal SL2(C) inside L̂. This implies that
α2 = 2ρˇL̂.
Now, (3) proves (2) to complete the proof of the theorem. 
Lemma 15. Suppose (L̂, B̂, T̂) be a complex reductive group together with a Borel sub-
group B̂ containing a maximal torus T̂. Suppose ι : SL2(C) → L̂ is a homomorphism
taking the diagonal torus of SL2(C) to T̂, and the group of upper triangular matrices in
SL2(C) to B̂. If α is the co-character in X⋆(T̂) so defined which has the property that
〈α, β〉 > 0 for all simple roots β in L̂, then ι : SL2(C)→ L̂ is a principal SL2(C) in L̂.
Proof. A principal SL2(C) can be defined either through regularity of the image of upper
triangular unipotent matrices, or through the image of diagonal matrices, see Proposition
7, §11, chapter VIII of [Bo]. The assumptions in the lemma implies that the image of the
diagonal torus inside SL2(C) under ι contains regular elements in T̂ ⊂ L̂. 
11. COMPLEX GROUPS
Complex groups G(C) where G is a reductive group over C can be treated as a real
group via restriction of scalars. In this section we discuss how the classification of coho-
mological representations of real reductive groups of earlier sections translates for G(C).
One of the issues that we discuss here is that unlike real groups where there is a re-
quirement of parabolics being “self-associate”, there is no such requirement for complex
groups. (Of course, one could also say that WC does not have the ‘symmetry’ forced by
j ∈ WR, but we want to argue via real groups!) Cohomological representations of com-
plex groups are rather well understood due to the work of Enright [En] which we recall at
the end of the section, making it more precise.
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For the formalism of L-groups, it is better to begin with a real reductive group G (de-
fined over R), whose complex points give rise to a fixed reductive group over C. There
are many choices of real reductive groups which give rise to the same group over C. For
example we could take a split group over R, or we could also take a compact group over
R.
Given an L-group LG = Ĝ ⋊WR, there is the notion of restriction of scalars of this
L-group, to be denoted as RC/R(
L
G) = (Ĝ× Ĝ)⋊WR where the action ofWR on Ĝ× Ĝ
is via Gal(C/R) = 〈σ〉 which operates as
σ(g1, g2) = (σg2, σg1), (g1, g2) ∈ Ĝ× Ĝ,
where σg1, σg2 denotes the action ofWR via Gal(C/R) = 〈σ〉 on Ĝ.
Let’s prove the following well-known lemma, a form of Shapiro’s lemma in this con-
text.
Lemma 16. The set of admissible homomorphisms fromWR to RC/R(
L
G) = (Ĝ× Ĝ)⋊
WR up to equivalence is in a natural bijective correspondence with the set of admissible
homomorphisms from WC = C
× to Ĝ up to equivalence; the natural bijection being just
the restriction fromWR toWC, and projecting from Ĝ× Ĝ to Ĝ by the first factor.
Proof. It suffices to give an ‘inverse’ to the restriction map, i.e., given a homomorphism
φ : C× → Ĝ, to construct an admissible homomorphism Φ : WR → RC/R(LG) =
(Ĝ× Ĝ)⋊WR whose restriction to C× (and projected to the first factor) is the map φ we
started with.
The map Φ is defined as
Φ : WR → (Ĝ× Ĝ)⋊WR
C
× → (φ(z), σφ(z¯))
j → (φ(−1), 1) · j,
and one checks easily that we have an admissible homomorphismΦ : WR → (Ĝ×Ĝ)⋊WR
that one wanted. 
Given Lemma 16, the set of admissible homomorphisms from WR to RC/R(
L
G) =
(Ĝ × Ĝ) ⋊WR has a structure which is independent of the real group G(R) one begins
with to define G(C).
Proposition 10. The set of conjugacy classes of self-associate parabolics in RC/R(
L
G) =
(Ĝ× Ĝ)⋊WR is in bijective correspondence with the set of all parabolics in Ĝ.
Proof. A parabolic in Ĝ × Ĝ is of the form P = P1 × P2. For this parabolic, we have
jP j = (σP2, σP1), and therefore if P has to be conjugate to its opposite by an element in
(Ĝ× Ĝ) · j, then σP2 must be a conjugate of P−1 and σP1 a conjugate of P−2 ; the second
condition is clearly a consequence of the first, and thus any parabolic P in Ĝ × Ĝ which
is conjugate to its opposite, can be written as P = P1 × (σP1)−, and conversely, such
parabolics are self-associate, proving the proposition. 
Recall that for a complex group G(C), the irreducible coefficient systems V for which
there are unitary representations with cohomology, are of the form V = Vλ⊗ V¯λ where Vλ
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is an algebraic highest weight module for G(C)with highest λ and V¯λ denotes its complex
conjugate representation.
We note that in Vλ, there is a highest weight vector vλ on which a fixed Borel subgroup
B(C) containing a fixed maximal torus T(C) acts by the character λ : B(C) → C×.
However, the stabilizer of the line 〈vλ〉 inside the projective space P(Vλ) could be bigger
than B; call the stabilizer Pλ ⊃ B. The parabolic group Pλ comes equipped with a
character Pλ → C× (by which Pλ operates on vλ). It is natural to call this character on
Pλ to be λ as λ restricted to T(C) determines the character on Pλ. If P is an parabolic
contained in Pλ, then λ restricts to give a character on P (C) too. Thus the character
λ : T(C) → C× defines a character on all P ⊂ Pλ, which we will denote by λP :
P (C)→ C×.
Here is the analogue of Theorem 3 for complex groups where there is no need to have
simply connectedness hypothesis unlike there. Also, since parameters for complex groups
are in bijective correspondence with irreducible admissible representations of the group,
we replace ‘parameters’ by ‘representations’ here. This theorem is proved in [En], see
also Theorem 7.2 in [Sc], although a knowledgeable reader may find our formulation
very different from those in these sources.
Theorem 11. LetG(C) be any connected reductive group overC, and V a fixed coefficient
system (a finite dimensional irreducible representation of G(C)) of the form V = Vλ⊗ V¯λ
where Vλ is an algebraic highest weight module with highest λ. Then there is a bijective
map between cohomological representations of G(C) with coefficients in V and the set
of parabolics in G(C) which contains Pλ. For a parabolic P ⊂ Pλ, with the modulus
function δP : P (C)→ R+, the associated unitary cohomological representation is
Ind
G(C)
P (C)[D(δP ) · λP (z/z¯)],
where D(δP ) is the unitary character on P constructed in the next section, and λP is the
character on P (C) constructed above. In particular, there is a non-tempered cohomolog-
ical representation if and only if λ is not regular.
12. A DUALITY OF CHARACTERS OF COMPLEX REDUCTIVE GROUPS
For C×, there are two natural characters z = reiθ → r, and z = reiθ → eiθ, and one
can construct a correspondence between topological characters of C× between the group
generated by these characters. This construction can be generalized first to complex tori,
and then to all connected complex reductive groups G(C) giving a bijection between
certain positive characters on G(C) and unitary characters on G(C). This construction
was used in the statement of Theorem 11.
First, for a complex torus T(C) = X⋆(T) ⊗ C×, with character group X⋆(T), and
co-character groupX⋆(T), note that any topological character χ on T(C) is of the form
t ∈ T(C) −→ tλ · tµ, λ, µ ∈ X⋆(T)⊗ C, (λ− µ) ∈ X⋆(T).
A characters χ : T(C)→ C× has the property that χ(T(C)) ⊂ R+ precisely when λ = µ
in the above defining property for the character χ. For such characters χ with λ = µ,
define another character D(χ) by
t ∈ T(C) −→ tλ/tλ, λ ∈ X⋆(T)⊗ C,
COHOMOLOGICAL REPRESENTATIONS FOR REAL REDUCTIVE GROUPS 41
where for the definition of D(χ) to be meaningful, we must have: 2λ ∈ X⋆(T). Positive
characters χ on T for whichD(χ) is meaningful, i.e., 2λ ∈ X⋆(T), will be called positive
algebraic characters on T.
The resulting association gives a bijective correspondence between positive algebraic
characters on T(C), and all unitary characters on T(C), denoted as
χ←→ D(χ).
Now, let G be a general complex reductive group with maximal toral quotient T. Any
topological homomorphism G(C) → C× factors through T(C) for which we can do the
previous construction to get a duality among certain positive algebraic characters on G(C)
and all unitary characters on G(C), which also will be denoted by
χ←→ D(χ).
13. COHOMOLOGICAL REPRESENTATIONS OF GLn(R)
In this section we give a complete classification of cohomological (unitary) represen-
tations of GLn(R), a result which is well known, and due to Speh [Sp] for trivial co-
efficients, although a precise reference for general coeficients is not easy to find in the
literature.
We will denote the uniquem-dimensional irreducible representation of SL2(C) by [m].
Observe that any finite dimensional semi-simple representation ofWR×SL2(C) is a direct
sum of tensor product of irreducible representations ofWR and SL2(C).
We note that finite dimensional algebraic representations of GLn(C) are the highest
weight modules of the form V = Vλ for an n-tuple of integers,
λ = {λ1 ≥ λ2 ≥ · · · ≥ λn}.
One knows that if there is a cohomological representation of GLn(R) which is unitary
when restricted to SLn(R), then λ is self-associate in the sense that λi + λn+1−i is inde-
pendent of i. Observe that this condition implies that
w(λ) = λ1 + λ2 + · · ·+ λn,
is a multiple of n if n is odd, and is a multiple of n/2 if n is even. The action of the central
subgroup R× ⊂ GLn(R) on Vλ is by scalars, given by:
t −→ tw(λ), for t ∈ R×.
We denote by ρn, half the sum of positive roots:
ρn = {(n− 1)/2 > (n− 3)/2 > · · · > −(n− 1)/2}.
Theorem 12. Cohomological A-parameters σ for GLn(R) (for the finite dimensional
coefficient system V ∨ = V ∨λ ) are, up to twist by a character ofW
ab
R
= R× by t→ |t|b for
b ∈ 1
2
Z, t ∈ R×, the representations ofWR × SL2(C) of the form,
σ =
∑
d
σd ⊗ [md + 1]⊕ ω{0,1}R [a],
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where d runs over a set of (distinct) positive integers and with md ≥ 0, such that the
infinitesimal character of σ is the same as that of V , i.e., there is some b ∈ 1
2
Z such that:∑
d (ν
d/2 + ν−d/2)(νmd/2 + ν(md−2)/2 + · · · ν−(md/2)) + (ν(a−1)/2 + · · ·+ ν−(a−1)/2))
= νb[νλ1+(n−1)/2 + νλ2+(n−3)/2 + · · ·+ νλn−(n−1)/2].
Proof. We will assume after twisting a cohomological representation π of GLn(R) by
an algebraic character of R× if n is odd, and by a character of the form t → |t|b for
b ∈ 1
2
Z, t ∈ R×, if n is even, that the representation π has trivial central character on
R+ ⊂ R×, and is unitary (since it was supposed to be unitary on the derived subgroup).
In the process of twisting, ifH⋆(g, K0, π⊗V ) is nonzero, so isH⋆(g, K0, (π⊗χ)⊗ (V ⊗
χ−1)). In our considerations below, we will allow the representation V ⊗ χ−1 as a valid
coefficient system, even if it is non-algebraic as a representation of GLn(R) (without
changing anything as a representation of SLn(R)). (Existence of such twistings was the
content of the 2nd paragraph of this section.)
Our proof will use the well-known fact (due to D. Vogan) that unitary representations
of GLn(R) are obtained using:
(1) Trivial representation and the sign character of GLk(R), k ≥ 1.
(2) Speh representations of GL2m(R) with A-parameter of the form σd ⊗ [m], d ≥
1, m ≥ 1.
(3) Twisting a representation of GLk(R) which appear in (1), (2) by a unitary char-
acter νiλ where i =
√−1, and λ ∈ R.
(4) Complementary series representations of GL2ℓ(R) of the form σν
d × σν−d with
0 < d < 1/2 where σ is an irreducible representation of GLℓ(R) which appears
in (1), (2), (3).
(5) Parabolic induction using representations of Levi subgroupswhich appear in (1), (2),
(3), (4) which are known to be irreducible.
If we now use the fact that we are only interested in integral and regular infinitesi-
mal character of the form (λ + ρ), it is easy to see that the only unitary cohomological
representations of GLn(R) are of the form given in the theorem.
It remains to prove that the representation π of GLn(R) with A-parameter,
σ =
∑
d
σd ⊗ [md]⊕ ω{0,1}R [a],
is indeed cohomological, a task which we do by an inductive process on number of sum-
mands in the decomposition of σ above as a sum of (distinct) irreducible representations
ofWR × SL2(C), using the following two ingredients:
(1) Speh representations with A-parameters σd⊗ [md] are cohomological (for certain
coefficient systems). This is proved in Proposition 11 below.
(2) A form of Shapiro’s lemma which calculates cohomology of an induced repre-
sentation in terms of the cohomology of the inducing representation. The precise
form of this result is given in Proposition 12 below.
Let d be the largest integer appearing in the expression for σ =
∑
d σd⊗[md]⊕ω{0,1}R [a].
Since σ has regular infinitesimal character, one notices that d ≥ md. To simplify notation,
we will write md as m, and let π1 be the irreducible representation of GL2m(R) with A-
parameter σd ⊗ [m].
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Clearly, the infinitesimal character of σd ⊗ [m] is:
d +m− 1
2
>
d+m− 3
2
> · · · > d−m+ 1
2
> −d +m− 1
2
> · · · > −d+m− 1
2
,
which is µ+ρ2m, the infinitesimal character of the finite dimensional representation F1 =
Fµ of GL2m(R) with highest weight µ (where ρ2m denotes half the sum of positive roots
for GL2m(R)) for
µ = (
d−m
2
,
d−m
2
, · · · , d−m
2︸ ︷︷ ︸
m times
,−d−m
2
, · · · ,−d−m
2︸ ︷︷ ︸
m times
).
Let π2 be the representation of GLk(R) for k = n − 2m, with parameter that of σ −
σd ⊗ [m], which by induction hypothesis, is a cohomological representation of GLk(R)
with coefficients in a finite dimensional irreducible representation F2 = Fλ, with λ =
(λ1, · · · , λk), with infinitesimal character λ+ ρk,
λ1 +
k − 1
2
> λ2 +
k − 3
2
> · · · > λk − k − 1
2
.
Since π = π1 × π2 (in the standard notation for parabolic induction in GLn(R)), the
infinitesimal character of π is the ‘sum’ of the infinitesimal characters of π1 and π2, which
being the infinitesimal character, Λ + ρk+2m, of a finite dimensional representation FΛ of
GLn(R), gives rise to the following inequalities (this is the place where we are using the
assumption on d being the largest integer d for which σd appears in σ):
d+m−1
2
> · · · > d−m+1
2
> λ1 +
k−1
2
> · · · > λk − k−12 > −d−m+12 > · · · > −d+m−12 .
To be able to apply Proposition 12, we need to re-organize Λ by the action of the Weyl
group of GLn(R): w · Λ = w(Λ + ρk+2m)− ρk+2m, so that w · Λ is:
(1) dominant for GL2m(R)×GLk(R),
(2) self-associate (so as to be able to contribute to cohomology) ofGL2m(R)×GLk(R).
This is done by finding an appropriate Kostant representative s ∈ W/WM whereM is
the standard Levi subgroupM = GL2m(R)×GLk(R).
The element s inW will be defined by:
s−1(i) = i for 1 ≤ i ≤ m
s−1(m+ k + i) = m+ i for 1 ≤ i ≤ m
s−1(m+ i) = 2m+ i for 1 ≤ i ≤ k.
For this choice of s, s(Λ + ρk+2m) equal to:
(d+m+1
2
, · · · , d−m+1
2︸ ︷︷ ︸
length m
,−d−m+1
2
, · · · ,−d+m+1
2︸ ︷︷ ︸
length m
, λ+ ρk).
Therefore,
s(Λ+ρk+2m)−ρk+2m = (d′ − k2 , d′ − k2 , · · · , d′ − k2︸ ︷︷ ︸
m times
,−d′ − k
2
,−d′ − k
2
, · · · ,−d′ − k
2︸ ︷︷ ︸
m times
, λ+m),
where d′ = d−m
2
, and the k-tuple of integers in λ+m is the k-tuple of integers in λ, each
added bym.
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Therefore,
Es(Λ+ρk+2m)−ρk+2m = [F1 ⊗ ν−k/2]⊠ [F2 ⊗ νm].
(As a check on the calculations, note that the central character of [F1 ⊗ ν−k/2] is ν−mk
whereas the central character of [F2 ⊗ νm] is νmk.)
We now calculate δ
1/2
P , a character on M, which is the square-root of the modulus
character δP of P restricted toM, and is the group analogue of ρG − ρM. Observe that
ρG − ρM = (k/2, k/2, · · · , k/2︸ ︷︷ ︸
2m times
,−m, · · · ,−m︸ ︷︷ ︸
k times
),
therefore
δ
1/2
P = ν
k/2 × νm,
a character onGL2m(R)×GLk(R)where ν denotes the character | det | on bothGL2m(R)
and GLk(R).
Thus,
(π1 ⊗ π2) · (δ1/2P )⊗ Es(Λ+ρ)−ρ ∼= (π1 ⊗ F1)⊠ (π2 ⊗ F2),
and now by the Kunneth theorem
H⋆(GL2m(R)×GLk(R), (π1⊗F1)⊠(π2⊗F2)) ∼= H⋆(GL2m(R), π1⊗F1)⊗H⋆(GLk(R), π2⊗F2),
proving that π1 × π2 is a cohomological representation of GLn(R). 
Proposition 11. The Speh representation πd[m] ofGL2m(R) with A-parameter σd⊗ [m],
d ≥ m is cohomological for the coefficient system V , a finite dimensional irreducible
representation of GL2m(R) with highest weight:
µ = (
d−m
2
,
d−m
2
, · · · , d−m
2︸ ︷︷ ︸
m times
,−d−m
2
, · · · ,−d−m
2︸ ︷︷ ︸
m times
).
(It may be noted that (d − m)/2 may be a half-integer, which we are allowing for the
highest weight of a representation of GL2m(R) as a coefficient system.)
Proof. The proof given here is a minor variant of that of Speh in [Sp] who proved this
proposition for d = m in which case the representation V is the trivial representation of
GL2m(R). The main result that we will use from her work is that the Speh representation
πd[m] of GL2m(R) with A-parameter σd ⊗ [m], d ≥ m contains theK0-type with highest
weight,
(d+ 1)e1 + (d+ 1)e2 + · · ·+ (d+ 1)em,
where ei is the standard basis to describe the root system ofK0 = SO2m(R).
As checked earlier, the Speh representation πd[m] of GL2m(R) has the same infinitesi-
mal character as the finite dimensional representation V ofGL2m(R) with highest weight:
µ = (
d−m
2
,
d−m
2
, · · · , d−m
2︸ ︷︷ ︸
m times
,−d−m
2
, · · · ,−d−m
2︸ ︷︷ ︸
m times
).
Therefore, by a standard result in Lie algebra cohomology:
H⋆(g, K0, πd[m]⊗ V ) ∼= HomK0(Λ⋆℘, πd[m]⊗ V ),
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where g = k + p is the Cartan decomposition for GL2m(R) (for the Lie algebra k0 of K0
with k = k0 ⊗ C).
It is a result of Speh that Λ⋆℘ contains theK0-type with highest weight,
(m+ 1)e1 + (m+ 1)e2 + · · ·+ (m+ 1)em;
in fact this is how she concludes that for d = m, H⋆(g, K0, πm[m]) is nonzero (for trivial
coefficients). We will prove that this K0-type appears also in πd[m] ⊗ V . There is a
choice of maximal torus T , Borel subgroup B of SO2m(R) sitting inside a maximal torus
T, Borel subgroup B ofGL2m(R) in which T with co-ordinates (t1, t2, · · · , tm) sits inside
GL2m(R) as 

t1
t2
∗
∗
t−12
t−11


·
It follows that the highest weight vector for GL2m(R) of weight
µ = (
d−m
2
,
d−m
2
, · · · , d−m
2︸ ︷︷ ︸
m times
,−d−m
2
, · · · ,−d−m
2︸ ︷︷ ︸
m times
),
remains a highest weight vector of SO2m(R) with weight
λ = ((d−m), (d−m), · · · , (d−m)︸ ︷︷ ︸
m times
).
Note that for any three irreducible representations Vλ1, Vλ2 , Vλ3 of a group such as K0,
Vλ1 ⊗ Vλ2 ⊗ Vλ3 contains a nonzero K0-invariant vector if and only if the contragredient
of one of them is contained in the tensor product of the other two, and in our case the
contragredient of a representation can be taken to be itself as it is conjugation of K on
K0, and all our modules are K-modules.
Now appealing to a well-known result that
Vλ1+λ2 ⊂ Vλ1 ⊗ Vλ2 ,
we find that
HomK0(Λ
⋆℘, πd[m]⊗ V ) 6= 0,
proving the proposition. 
The following is the Shapiro’s Lemma – a catch-all phrase – for cohomology of induced
representations in terms of that of the inducing representation. It is due to Delorme, and
Borel-Wallach, cf. Theorem 3.3 of Chapter III in [BW]. However, the statement here is
slightly different from theirs, which we explain. The theorem in [BW] starts by making a
few assumptions on the inducing representation and the coefficient system (presumably to
fix central characters), but we make none, allowing the theorem to say ‘0=0’ in the other
cases. The extra factor δ
1/2
P is not explicitly visible in their formulation, but is essential
as the reader would have noticed during the proof of Theorem 12. Also, we sum over
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WG instead of Kostant representatives, as other terms will anyway vanish. Of course, the
proof of Theorem 3.3 of Chapter III in [BW] actually gives this result.
Proposition 12. Let P = MN be a parabolic in a real reductive group G(R), π a rep-
resentation of M(R), Fλ a highest weight module for G(C), and Ind(π) the (normalized
parabolic) induction of π from P to G. Then
H⋆(G(R), Ind(π)⊗ Fλ) ∼=
∑
s∈WG
H⋆(M(R), π · (δ1/2P )⊗ Es(λ+ρ)−ρ),
where δ
1/2
P is the square-root of the modulus character of P restricted to M, and is the
group analogue of ρG− ρM; only those elements s ∈ WG are to be considered which have
the property that:
(1) s(λ+ ρ)− ρ is dominant with respect to M defining a highest weight module
Es(λ+ρ)−ρ forM(C),
(2) s(λ + ρ) − ρ defines a self-conjugate weight for M(C), so that it could be a
coefficient system for non-trivial cohomology.
For such s ∈ WG, elements ofH⋆(M(R), π⊗δ1/2P ⊗Es(λ+ρ)−ρ) contributes toH⋆(G(R), Ind(π)⊗
Fλ) after a shift in degree by ℓ(s), the length of s.
Remark 11. Note that for p-adic group, the Frobenius reciprocity gives
Exti
G(R)[V, Ind(π)]
∼= ExtiM(R)[VN, δ1/2P · π],
where VN is the un-normalized Jacquet functor. Given that there is no good theory of
Jacquet modules for real groups, the comparison of this result with Proposition 12 seems
instructive. It naturally suggests that Jacquet functors V → VN from representations of
real reductive groups to representations of Levi subgroups is not a functor of representa-
tions as in the case of p-adic groups, but rather VN is an object in the derived category of
representations ofM(R), constructed in a simple and explicit way, such that the following
form of the Frobenius reciprocity holds:
RHomG(R)[V, Ind(π)] ∼= RHomM(R)[VN, δ1/2P · π].
Remark 12. Observe also that if a representation π of GLn(R) is cohomological in
the sense that there is a finite dimensional algebraic representation V of GLn(R) with
H i(g, K0, π ⊗ V ) 6= 0 for some i, then so is the case for π ⊗ ωR, since as a (g, K0)
module, both π and π ⊗ ωR are the same.
Remark 13. Theorem 12 was proved by Speh in [Sp] for the trivial coefficient system.
Remark 14. As a well-known conclusion of Theorem 12, note that the highest weight λ
is regular, i.e., we have the strict inequalities,
λ = {λ1 > λ2 > · · · > λn},
if and only if the only cohomological representations for the coefficient system V = Vλ
are tempered, i.e., all the integers md are 0, i.e., the SL2(C) in the A-parameter acts
trivially.
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14. GLn(R),Up,q(R),GLn(C)
This section merely summarizes the cohomological parameters for the groupsGLn(R),
Up,q(R), GLn(C). We begin with the group GLn(C) which could be considered either as
a real reductive group, or as a complex reductive group. It is simpler to think of it as a
complex reductive group, allowing us to use WC and WC × SL2(C) instead of the more
complicatedWR andWR × SL2(C).
For GLn(C), cohomological representations with the infinitesimal character that of the
trivial representation are in bijective correspondence with standard parabolics inGLn(C),
thus with ordered partitions of n as (n1, n2, · · · , nk) with n = n1 + n2 + · · ·+ nk.
For the partition (n1, n2, · · · , nk) of n, the cohomological representation of GLn(C)
has the A-parameter given by (as representations of C× × SL2(C)):
∑
i
(z/z¯)di [ni],
where
d1 =
n− n1
2
d2 =
n− (2n1 + n2)
2
d3 =
n− (2n1 + 2n2 + n3)
2· = · · ·
· = · · ·
dk =
n− (2n1 + 2n2 + · · ·+ 2nk−1 + nk)
2
.
In particular, cohomological representations ofGLn(C) are induced from a unitary one
dimensional representation of a parabolic subgroup of GLn(C), a feature that this group
has in common with all other complex reductive groups (and such unitary induction are
irreducible for all complex groups).
Cohomological A-parameters of GLn(R) basechange to cohomological A-parameters
of GLn(C), the resulting map is one-to-one, and onto the set of self-conjugate partitions,
i.e., ordered partitions of n as n = n1 + n2 + · · ·+ nk, with
(n1, n2, · · · , nk) = (nk, nk−1, · · · , n1).
Given a self-conjugate (ordered) partition (n1, n2, · · · , nk) of n, cohomological repre-
sentation of GLn(C) corresponding to the representation
∑
i(z/z¯)
di [ni] of C
× × SL2(C)
(with di given as above) is self-dual with di = −dk+1−i. If k is even, there is the unique
representation ofWR×SL2(C)whose restriction toC××SL2(C) is
∑
i(z/z¯)
di [ni],which
is:
i=k/2∑
i=1
IndWRWC(z/z¯)
di ⊗ [ni] =
i=k/2∑
i=1
σdi ⊗ [ni].
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If k is odd, then d(k+1)/2 = 0, and there are two representations ofWR × SL2(C) whose
restriction to C× × SL2(C) is
∑
i(z/z¯)
di [ni], which are:
i=(k−1)/2∑
i=1
IndWRWC(z/z¯)
di ⊗ [ni] + ω{0,1}R [n(k+1)/2] =
i=(k−1)/2∑
i=1
σdi ⊗ [ni] + ω{0,1}R [n(k+1)/2].
We recall from [GGP] that parameters for U(p, q) are nothing but conjugate-selfdual
parameters forGLn(C) of parity 1 if p+q is odd and parity−1 if p+q is even. Since parity
of the conjugate-selfdual representation (z/z¯)di of WC = C
×, where 2di is an integer, is
(−1)2di−1, and since parity of the representation [n] of SL2(C) is (−1)n−1, the way di are
defined above, one sees that all the representations
∑
i(z/z¯)
di[ni] of C
× × SL2(C) (with
di given as above) are conjugate-selfdual of parity (−1)n−1 which makes them parameters
for U(p, q). We note this as a corollary, taking into account the condition of ‘relevance’.
Corollary 1. The basechange map from U(p, q) to GLn(C) gives an injective map from
cohomological parameters of U(p, q) to cohomological parameters of GLn(C) whose
image consists of those representations
∑
i(z/z¯)
di[ni] (ni > 0) of C
× × SL2(C) (with
n1 + · · ·+ nk = n, ni = nk+1−i, and di = −dk+1−i to ensure conjugate-selfduality) with
the ‘relevance’ condition:
|p− q| ≤ |{i|ni = 1}|.
15. SO(p, q)(R) WITH p + q EVEN
For the embedding SO2n(C) ⊂ GL2n(C) since the principal SL2(C) inside SO2n(C)
corresponds to the representation Sym2n−2(C+C) +C, or in our notation [2n− 1] + [1],
the condition of our Theorem 1 are not met, therefore Theorem 1 does not allow us to
determine cohomological parameters of SO(p, q)(R) with p+ q even. In this case, we use
Theorem 6 directly.
For sake of not dealing with forms of SO(p, q) with p + q = 8 each time, we exclude
this case from our consideration below.
Observe that if G = SO(2p, 2q) with 2|(p + q), then these groups have −1 in the
Weyl group, and have a discrete series representation. In these cases, all parabolics are
self-associate. The outerforms of these groups SO(4d − i, i) with i odd, do not have
discrete series, and for these groups, the associated L-group has only those parabolics as
self-associate which are invariant under diagram involution.
The situation for the group SO(4n+2) is opposite, i.e., self-associate parabolics in the
L-group of the split form are those which are invariant under the diagram involution, and
all parabolics are self-associate in the L-group of the non-split form of groups of the form
SO(4n+ 2).
We recall that Levi subgroups in groups of the form SO(V ) have the structure:
M = GL(V1)×GL(V2)× · · · ×GL(Vk)× SO(W ),
where
V = V1 + V2 + · · ·+ Vk +W + V ∨k + · · ·+ V ∨2 + V ∨1 ,
is a decomposition of the quadratic space in isotropic subspaces Vi and V
∨
i which are
in perfect pairing under the corresponding bilinear form, and all these are orthogonal to
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the non-degenerate quadratic subspace W . Such a Levi subgroup corresponds to a self-
associate parabolic (for the diagram involution) if and only if dim(W ) ≥ 2.
Proposition 13. Any cohomological A-parameter for G = SO(p, q)(R) for G an inner
form of a split group if p + q = 4n + 2, and an inner form of a non-split group if
p + q = 4n contains either the trivial representation of WR × SL2(C), or the character
ωC/R ofWR × SL2(C).
Proof. For the groups under consideration, self-associate parabolics have Levi subgroups
whose structure we just discussed, i.e., of the form
M = GL(V1)×GL(V2)× · · · ×GL(Vk)× SO(W ),
with dim(W ) ≥ 2.
Since SL2(C) (ofWR×SL2(C) = WR×SL2(C)) goes inside the Levi subgroup as the
principal SL2(C), in particular it does so in the factor SO(W )whereW is an even dimen-
sional quadratic space with dim(W ) ≥ 2. Since orthogonal representations of SL2(C) are
odd dimensional, the principal SL2(C) leaves invariant one dimensional subspace of W
on which WR must operate either trivially or by the sign character, completing the proof
of the proposition. 
For the following corollary, recall natural embedding of theL-groups LG1 = SO2n−1(C)×
WR ⊂ LG2 = O2n(C)×WR whereWR in LG1 goes toO(2n)(C) via the trivial map if the
normalized discriminant of the underlying quadratic space is trivial , and via (1, · · · , 1, ωR)
if the normalized discriminant is nontrivial.
Corollary 2. Any cohomological A-parameter for G = SO(p, q)(R) for G an inner form
of a split group if p+ q = 4n+2, and an inner form of a non-split group if p+ q = 4n, is
in the image of the natural embedding of the L-groups LG1 = SO2n−1(C)×WR ⊂ LG2 =
O2n(C)×WR. As a consequence, for a cohomologicalA-parameter σ for SO(p, q)(R) for
G an inner form of a split group if p+ q = 4n+2, and an inner form of a non-split group
if p + q = 4n, either σ or σ ⊗ ωR arises as the image of a cohomological parameter for
Sp2n−2(R) by the natural embedding of the L-groups
L
G1 = SO2n−1(C)×WR ⊂ LG2 =
O2n(C)×WR.
What about cohomological A-parameters of SO(p, q) for (p + q) = 2n, but not ac-
counted for by Corollary 2, i.e., those cohomological parameters of SO(p, q) for (p+q) =
2n, which do not come from the embedding of L-groups: LG1 = SO2n−1(C) ×WR ⊂
L
G2 = O2n(C)×WR? These are exactly those A-parameters σ which when restricted to
WR do not contain 1-dimensional representations ofWR. These are therefore of the form:
σ = σd1 ⊗ [n1] + σd2 ⊗ [n2] + · · ·+ σdk ⊗ [nk],
with σdi , the irreducible 2 dimensional representations ofWR which contain the character
(z/z¯)di/2 when restricted to C×, and [ni] denotes irreducible representations of SL2(C) of
dimension ni, and with the only constraint that the infinitesimal character of σ is that of
a finite dimensional representation of SO(2n). The following theorem discusses general
cohomological A-parameter for SO(p, q)(R) with p+ q = 2n.
Theorem 13. Any cohomological A-parameter σ for SO(p, q)(R) with p + q = 2n has
the following two mutually exclusive options:
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(1) Either the trivial representation or the character ωC/R of WR × SL2(C) is con-
tained in σ, in which case it appears as functorial lift for the embedding of L-
groups:
L
G1 = SO2n−1(C)×WR ⊂ LG2 = O2n(C)×WR.
(2) The lift of σ under the functorial map O2n(C) ⊂ GL2n(C) gives rise to a coho-
mological representation of GL2n(R) (and which has trivial central character or
non-trivial central character when restricted to SL2n(R) depending on whether n
is even or odd).
Proof. Since the principal SL2(C) inside SO2n(C) is Sym
2n−2(C+C) +C, the infinites-
imal character of the trivial representation of SO(p, 2n− p)(R) which is also ρG, half the
sum of positive roots, is:
νn−1 + νn−2 + · · ·+ 1 + 1 + · · ·+ ν−(n−2) + ν−(n−1).
Let V = Vλ be a finite dimensional irreducible algebraic representation of SO2n(C)
with highest weight λ of the form
λ = {λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0},
for an n-tuple of integers λi, and with infinitesimal character of the form:
(1) λ+ ρG = {λ1 + (n− 1) ≥ λ2 + (n− 2) ≥ · · · ≥ λn + 0 ≥ 0}.
Let a general A-parameter with values in O2n(C) be:
σ =
∑
i
σi ⊗ [mi + 1] + A[mj + 1] +BωC/R[mk + 1],
for integers A,B which are ≥ 0, and integers mj , mk ≥ 0, which are both even, with
infinitesimal character,
∑
i≥1
(νi/2+ν−i/2)⊗(νmi/2+· · ·+ν−mi/2)+A(νmj/2+· · ·+ν−mj/2)+B(νmk/2+· · ·+ν−mk/2).
If the characters above in the same as that appearing in (⋆1), then either:
(1) σ contains either the trivial representation or the character ωC/R ofWR × SL2(C)
in which case, since each σi has dimension 2, A+B must be 2.
(2) A = B = 0.
In case (1), because the infinitesimal character of the parameter with values inGL2n(C)
is not regular (because A + B = 2), the basechange of this parameter to GL2n(R) is not
cohomological.
In case (2), the infinitesimal character of the parameter with values in GL2n(C) is
regular, of the form:
{λ1+(n−1) > λ2+(n−2) > · · · > λn > −λn > −λn−1−1 > · · · ≥ −λ1− (n−1)},
with λn > 0, and corresponds to the infinitesimal character of the highest weight module
Vµ of GL2n(C) which has the infinitesimal character µ+ ρ2n where
ρ2n = {(2n− 1)/2 > (2n− 3)/2 > · · · > −(2n− 1)/2},
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with,
λ+ ρG = µ+ ρ2n.
Therefore, µ cannot be an integral weight, but rather half-integral weight with
(µ1, · · · , µn, µn+1, µn+2, · · · , µ2n) = (λ1−12 , · · · , λn−12 ,−λn+12 ,−λn−1+12 , · · · ,−λ1+12);
here, we observe that since λn > 0 and is integral,
λn − 12 ≥ −λn + 12 ,
so indeed µ is the highest weight of a finite dimensional representation of GL2n(R), and
as discussed earlier, the highest weight being half-integral is allowed in the coefficient
system for GL2n(R) by allowing coefficient system to be V ⊗ ν1/2 (which from SL2n(R)
point of view makes no difference). By theorems in section 8, A-parameters of GL2n(R)
with infinitesimal character that of a finite dimensional representation of GL2n(R) are
cohomological, so in case (2), the parameter σ with values in GL2n(C) gives rise to a
cohomological representation of GL2n(R).
We now calculate the central character in case (2), i.e., when A = B = 0. In this case,
we have,
σ =
∑
i
σi ⊗ [mi + 1],
with i + mi even for all i. The central character of the associated representation π of
GL2n(R) is contributed by det(σi) for which we recall:
det(σi) =
{
1 if i is odd,
ωR if i is even.
Since det(σi ⊗ [mi + 1]) = det(σi)mi+1, and since i +mi is even for all i, it follows
that
det(σ) =
∏
{i|mi even}
ωmi+1
R
=
∏
i
ωmi+1
R
= ωn
R
.
Therefore,
det(σ) =
{
1 if n is even,
ωR if n is odd,
proving the assertion in the theorem on central character of the corresponding representa-
tion of SLn(R).

Remark 15. Since a parameter σ : WR×SL2(C)→ O2n(C), has by definition, det(σ) =
1 or ωR depending on whether the quadratic form has (normalized) discriminant 1 or not
1, the above theorem recovers the conclusion of Corollary 2, that for certain quadratic
form in even number of variables as listed there, we cannot be in case (2), and there-
fore, all cohomological representations of such group haveA-parameter which come from
SO2n−1(C).
Example 5. Just to be sure, here is an example where we are forced to allow non-algebraic
coefficient system for GL2(R). Let D3 (resp. D−3) be the weight 3 holomorphic (resp.
anti-holomorphic) discrete series representation of SL2(R). There is a unique irreducible
representation π of GL2(R) whose central character restricted to R
+ ⊂ R× is trivial, and
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which restricted to SL2(R) is D3 + D−3. The Langlands parameter of π is σ2, and its
infinitesimal character is ν + ν−1. If V2 is the standard 2 dimensional representation of
GL2(R), one has:
H1(GL2(R), π ⊗ (V2 ⊗ ν−1/2)) 6= 0.
16. SOME EXPLICIT LOW RANK EXAMPLES
We give a few illustrative examples of cohomological representations beginning with
GLn(R) where L- and A-packets have singleton elements.
(1) GL2(R): there are two representations corresponding to self-conjugate partitions:
{1, 1} and {2}. Corresponding representations are trivial representation with pa-
rameter ν1/2 + ν−1/2, and discrete series D2 with parameter σ1.
(2) GL3(R): there are two representations corresponding to self-conjugate partitions:
{1, 1, 1} and {3}. Corresponding representations are trivial representation with
L-parameter ν + 1 + ν−1, and tempered representation 1 × D3 with parameter
1 + σ2.
(3) GL4(R): there are 4 representations corresponding to self-conjugate partitions:
{1, 1, 1, 1}, {1, 2, 1}, {2, 2}, {4}. Corresponding representations are the repre-
sentations with A-parameters [4], σ3 + [2], σ2 ⊗ [2], σ3 + σ1.
(4) GL5(R): there are 4 representations corresponding to self-conjugate partitions:
{1, 1, 1, 1, 1}, {1, 3, 1}, {2, 1, 2}, {5}. Corresponding representations are the rep-
resentations with A-parameters [5], σ4 + [3], σ3 ⊗ [2] + 1, σ4 + σ2 + 1.
Next, we give a few classical groups.
(1) Sp4(R)with L-group SO(5,C), thus the cohomologicalA-parameters correspond
to the list above for GL5(R) which are (after correcting for the sign character to
ensure we are in SO(5,C) and notO(5,C)) [5], σ4+ωR[3], σ3⊗[2]+1, σ4+σ2+1.
(2) SO(2, 3)(R) with L-group Sp(4,C), thus the cohomological A-parameters corre-
sponds the list above for GL4(R) consisting of [4], σ3 + [2], σ2 ⊗ [2], σ3 + σ1.
(These parameters are all symplectic.)
(3) U(2, 1), their cohomological parameters are cohomological parameters of repre-
sentations of GL3(C) (which are automatically conjugate-orthogonal). These are
representations ofWC×SL2(C) of the form: [3], z/z¯+z¯/z+1, 1+(z/z¯)1/2[2], 1+
(z/z¯)−1/2[2].
17. (g, K)-COHOMOLOGY
The paper has so far discussed representations with nonzero cohomology, or rather their
A-parameters, without paying much attention to what these cohomology groups actually
are. In this section we calculateH∗(g, K, π), or rather, we calculate the sum, over π in an
Adams-Johnson packet, of the dimension of the graded algebra H∗(g, K, π). This sum is
independent of the packet and we give a simple expression for it.
The following theorem may be known to experts, it was known to O. Taı¨bi in the equal-
rank case.
Theorem 14. Let G be the connected component of identity of the group of real points
G(R) of a connected reductive real algebraic group G, K ⊂ G a maximal compact sub-
group, and Gu the compact real form of G. Let V be a finite-dimensional algebraic
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representation of G(C). Then for an Adams-Johnson packet Π of (g, K)-cohomological
representations, the sum ∑
π∈Π
∑
i≥0
dimCH
i(g, K, π ⊗ V )
is independent of the packet, and equals∑
i
dimCH
i(g, K,C) =
∑
i
dimCH
i(Gu/K) = 2d
∣∣∣∣ W θGι(WK)
∣∣∣∣ ,
where d = rank(G) − rank(K) is the discrete series defect and ι(WK) is the image of
WK under the natural map toWG.
Proof. Let us first assume that G is semisimple and simply-connected and that the con-
nected group G = G(R) has discrete series. Let X̂G := G
u/K be the compact dual
symmetric space. Let T be a maximal torus with T = T(R) compact. In this case, using
the parametrization of Adams-Johnson packets recalled earlier (in the proof of Theorem
6), the identity we seek to prove is that for a standard parabolic Q in Ĝ and θ-stable par-
abolic subalgebra q ∈ Σ−1(Q) with Levi subalgebra l = q ∩ q¯ and associated subgroup
L ⊂ G, we have ∑
w∈W (G,T )\W (G,T)/W (L,T)
∑
i≥0
dimCH
i(X̂Lw) =
∑
i≥0
dimCH
i(X̂G).
Here Lw is given by qw, and X̂Lw denotes the compact dual symmetric space of Lw =
Lw(R) (which is also connected and has compact centre), and we have used the fact that
the graded vector spaces H∗(g, K,Aqw ⊗ V ) and H∗(X̂Lw) coincide up to a degree shift
(Theorem 3.3 of [VZ] for V = C and Theorem 5.5 of loc. cit. in general). It is a well-
known fact that
∑
i≥0 dimCH
i(X̂G) =
∣∣∣W (G,T)W (G,T )∣∣∣ because X̂G is an equal-rank compact
symmetric space (a special case of Theorem 16 below), and since the derived group of
Lw is also simply-connected and Lw has discrete series, we know the same for Lw, i.e.∑
i≥0 dimCH
i(X̂Lw) =
∣∣∣W (Lw,T)W (Lw,T )
∣∣∣. Since WK = W (G, T ) in this special case, what we
want to prove can be rewritten as∑
w∈W (G,T )\W (G,T)/W (L,T)
∣∣∣∣W (Lw,T)W (Lw, T )
∣∣∣∣ =
∣∣∣∣W (G,T)W (G, T )
∣∣∣∣ .
But now this follows directly by looking at the action ofW (L,T) onW (G, T )\W (G,T)
and using the facts that, as subgroups of W (G,T), W (Lw,T) = wW (L,T)w
−1 and
W (L, T ) =W (L,T) ∩W (G, T ).
For the general case we will use Theorem 16 below. Let K+ be the maximal compact
of G(R), so that K is its identity component, and let θ be the Cartan involution fixing
K+ pointwise. Let Tf be a θ-stable fundamental torus, i.e. a θ-stable maximal torus in
G which is maximally R-anisotropic. Write Tf = TA where T is R-anisotropic and A is
R-split. The involution θ acts onW (G,Tf) by w 7→ θwθ and the fixed locus is
W (G,Tf)
θ = {w ∈ W (G,Tf) : wθ = θw on Tf}.
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Let Q be a standard self-associate parabolic in Ĝ and q ∈ Σ−1(Q) with Levi L. The
packet of (g, K+)-modules with cohomology is parametrized (cf. Theorem 6) by the
double cosets
W (L,Tf)
θ\W (G,Tf)θ/W (G, Tf)
where W (G, Tf) is the image of WK+ in the absolute Weyl group W (G,Tf). (Alter-
nately, because Tf is fundamental, W (G, Tf) is the subgroup of Weyl group elements
represented by an element of G(R).) The packet of (g, K)-cohomological representations
is given by twisting by characters of G(R)/G = K+/K, so that it is given by
W (L,Tf)
θ\W (G,Tf)θ/ι(WK)
where ι : WK+ → W (G,Tf). For w ∈ W (G,Tf)θ let Lw denote the Levi of qw. Using
the fact thatH∗(g, K,Aqw ⊗ V ) andH∗(lw, K ∩Lw,C) coincide up to a shift of grading,
and applying Theorem 16 with G replaced by Lw, the identity to be proved boils down to∑
w∈ι(WK)\W (G,Tf )θ/W (L,Tf )θ
∣∣∣∣W (Lw,Tf)θι(WK∩Lw)
∣∣∣∣ =
∣∣∣∣W (G,Tf)θι(WK)
∣∣∣∣
where the factor 2dimA = 2d appearing on both sides has been dropped. This follows
easily from the facts thatW (Lw,Tf)
θ = wW (L,Tf)
θw−1 and ιL(WK∩Lw) = W (L,Tf)∩
ι(WK) for w ∈ W (G,Tf)θ. This proves the theorem. 
Remark 16. The theorem of Vogan-Zuckerman that H∗(g, K,Aq ⊗ V ) ∼= H∗−r(l, K ∩
L,C) (i.e. Theorems 3.3 and 5.5 of [VZ]) seems to be usually stated for connected Lie
groups whenK is automatically connected. It is for this reason that in the above theorem
we have been constrained to consider only connected K (equivalently, connected G). An
assertion of the formH∗(g, K,Aq⊗V ) ∼= H∗−r(l, K∩L,C), forK any open subgroup of
a maximal compact subgroup of G(R), where C may have to be replaced by Cχ, a (finite
order) character χ of L, does not seem to be available.
Adding up contributions of compact symmetric spaces which are pure innerforms of
each other in the above theorem leads to the following elegant theorem.
Theorem 15. Let Gc, c ∈ H1(Gal(C/R),G(C)), be the set of pure innerforms of a
compact connected Lie group G with maximal compact subgroups Kc = Gc(R) ∩ G.
Then the following holds:∑
i,c
dimH i(G/Kc,C) =
∑
c
|WG|
|WKc|
= 2r,
where r is the rank of G.
Let Gc, c ∈ H1(Gal(C/R),G(C)), be the set of pure innerforms of a quasi-split real
Lie group G(R) with maximal compact subgroups Kc ⊂ Gc(R). Let θ be a Cartan
involution on G(C) preserving G(R) and a fundamental torus Tf (R) ⊂ G(R), hence
acting on the Weyl group of G(C) with respect to the torus Tf . Let Tf (R) = (R
×)a ×
(C×)b × (S)e (written uniquely in this form as for any real torus). Then for the natural
map ι : WKc → WG of Weyl groups,∑
c
∣∣∣∣ WGι(WKc)
∣∣∣∣ = |H1(Gal(C/R),Tf(C))| = 2e,
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and therefore by Theorem 16 below for Gu = G(C)θ, a maximal compact subgroup of
G(C): ∑
i,c
dimH i(Gu/Kc,C) = 2
a+b+e.
Proof. This theorem is essentially a simple consequence of the way real Lie groups are
classified in terms of Galois cohomologyH1(Gal(C/R),G(C)) which classifies pure in-
nerforms of a group G(R). We split our proof in the two cases separately although the
second case contains the first case.
(1) Case of pure innerforms of compact Lie groups, see Theorem 6, Chapter III, §4,
of [Se], according to which there is a natural identification
T[2]/WG ←→ H1(Gal(C/R),G(C)).
(2) Case of pure innerforms of a quasi-split reductive group G(R), where the analo-
gous result is due to Borovoi, Theorem 9 of [Boro], according to which there is a
surjective map
H1(Gal(C/R),Tf(C))→ H1(Gal(C/R),G(C)),
the fibers of which are exactly the orbits ofWG(C)(R) acting naturally onH
1(Gal(C/R),Tf(C)),
where the Weyl group is defined using the fundamental maximal torus Tf . (It
may be noted that for the Cartan involution θ on G(R) which normalizes Tf(R),
W θG(C) =WG(C)(R).)
We first take up the case of pure innerforms of a compact Lie group, recalling the
explicit identification of T[2]/WG with H
1(Gal(C/R),G(C)) which is needed to prove
our theorem.
Fix T to be a maximal compact torus in G, a compact connected Lie group. Let G(C)
be a fixed complexification of G with complex conjugation denoted by g → g¯ such that
G = G(R) ⊂ G(C) is the subgroup of fixed points of this complex conjugation. Thus
g → g¯ is the Cartan involution on G(C). We will have occasions to use the well-known
observation that ifH ⊂ G(C) is any real Lie subgroup invariant under a Cartan involution
on G(C), in this case g → g¯, then the restriction of the Cartan involution on G(C) to H
is a Cartan involution on H , in particular,H ∩G is a maximal compact subgroup of H .
For any c ∈ T[2], define a real form Gc ⊂ G(C) by,
Gc = {g ∈ G(C)|g¯ = c−1gc}.
The subgroupGc ofG(C), is the real points of a pure innerform ofGwhich by abuse of
notation will also be denoted byGc. The groupGc is invariant under complex conjugation
by g → g¯ which is a Cartan involution on Gc with maximal compact
Kc = Gc ∩G,
with T ⊂ Kc.
The mapping c → Gc thus constructed from T[2] to pure innerforms of G is a surjec-
tion, and for c1, c2 ∈ T[2], Gc1 is the same pure innerform as Gc2 if and only if c1 and c2
are inWG orbit of each other.
Clearly,
WKc = NKc(T )/T = {w ∈ WG|cwc−1 = w} = {w ∈ WG|w(c) = c},
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therefore, the stabilizer of c ∈ T[2] in WG is exactly WKc , proving the theorem in this
case:
2r = |T[2]| =
∑
c
|WG|
|WKc|
.
We next proceed to the case of quasi-split groupG(R) containing the fundamental torus
Tf(R) using the theorem of Borovoi recalled earlier instead of that of Serre. The situation
of the quasi-split group G(R) can be summarized in the following diagram where τ is the
complex conjugation on G(C) for the real structure given by G(R), and θ is the Cartan
involution onG(C)with fixed pointsGθ = Gu such thatGu∩G(R) is a maximal compact
subgroup of G(R). The involutions τ and θ commute, and both being anti-holomorphic,
τ ◦θ = θ ◦ τ is a holomorphic involution, and in fact an algebraic automorphism ofG(C).
G(C)
τ
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
θ
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
G(R)
θ=τθ ❙❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
Gu.
τ=τθ
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
K = G(R) ∩Gu
Since Gal(C/R) = Z/2, a cocycle in H1(Gal(C/R),Tf(C)) is determined by an
element c ∈ Tf (C) with cc¯ = 1, so in what follows, when we talk of a cocycle in
H1(Gal(C/R),Tf(C)), we just mean an element of Tf(C); similarly forH
1(Gal(C/R),M(C))
for any algebraic groupM over R.
Just as in case 1 of pure innerforms of a compact group, for c ∈ H1(Gal(C/R),Tf(C))
represented by an element c ∈ Tf (C) (with cc¯ = 1), defines a real form Gc ⊂ G(C) by,
Gc = {g ∈ G(C)|g¯ = c−1gc},
where the complex conjugation g¯ = τ(g) used is the one which defines the quasi-split
group G(R). If T ⊂ Tf (R) is the maximal compact connected subgroup of Tf (R), then
it is easy to see that the mapping H1(Gal(C/R),T(C)) → H1(Gal(C/R),Tf(C)) is
surjective, and therefore we may assume that c ∈ T[2], in particular, θ(c) = c.
The subgroup Gc of G(C) is the real points of a pure innerform of G. Since θ, τ
commute, it follows that Gc is invariant under the involution g → θ(g) which is a Cartan
involution on Gc with maximal compact
Kc = Gc(R) ∩Gθ(C).
The situation of the group Gc(R) can be summarized in the following diagram where
τc(g) = cτ(g)c
−1 is the complex conjugation on G(C) for the real structure given by
Gc(R), and θ is the Cartan involution on G(C) with fixed points G
u. The involutions
τc and θ commute, and both being anti-holomorphic, τc ◦ θ = θ ◦ τc is a holomorphic
involution, and in fact an algebraic automorphism of G(C).
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G(C)
τc
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥
θ
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙
Gc(R)
θ=τcθ ❚❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
Gu.
τc=τcθ❦❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
Kc = Gc(R) ∩Gu
By the theorem of Borovoi mentioned earlier, themapping c→ Gc fromH1(Gal(C/R),Tf(C))
to the set of pure innerforms of G is a surjection, and for c1, c2 ∈ H1(Gal(C/R),Tf(C)),
Gc1 is the same pure innerform as Gc2 if and only if c1 and c2 are in W
θ
G orbit of each
other. Thus to prove the theorem for the quasi-split group G(R), it suffices to prove that
for an element c ∈ H1(Gal(C/R),Tf(C)), the subgroup
{w ∈ W θG|w(c) = c},
is nothing but ι(WKc), where WKc is the Weyl group of the maximal compact subgroup
Kc = G
u ∩Gc(R) of Gc(R), and ι :WKc →WG is the natural map of Weyl groups.
Observe that the action of n ∈ NG(C)(Tf)(C) on an element c ∈ H1(Gal(C/R),Tf(C))
is by c → n−1cn¯, and therefore, the element n ∈ NG(C)(Tf )(C) acts trivially on c ∈
H1(Gal(C/R),Tf(C)) if and only if there exists t ∈ Tf (C) such that:
n−1cn¯ = tct¯−1,
which can be rewritten as:
nt = c−1(nt)c,
therefore by the definition of Gc(R), nt ∈ Gc(R), hence n is represented by an element
of ι(WKc) (using the well-known result that the normalizer of a fundamental torus Tf(R)
in any reductive group such as Gc(R) is represented by an element in the unique compact
subgroup ofGc(R) containing the maximal compact subgroup ofTf(R)). Conversely, the
same computation shows that any element in ι(WKc) fixes c ∈ H1(Gal(C/R),Tf(C)),
proving one of the equalities in the theorem in this case:∑
c
∣∣∣∣ WGι(WKc)
∣∣∣∣ = |H1(Gal(C/R),Tf(C))| = 2e.
Finally, we note that by Theorem 16 below,∑
i
dimH i(Gu/Kc,C) =
∑
i
dimH i(g, Kc,C) = 2
a+b · ∣∣W θG/ι(WKc)∣∣ ,
completing the proof of the theorem. 
Remark 17. If M ⊃ T is a Levi subgroup in the compact Lie group G in case 1 of
Theorem 15, then for each c ∈ T[2], Mc = M(C) ∩ Gc is a real pure innerform of
M which is invariant under complex conjugation of G(C) with respect to G which is a
Cartan involution on Mc with maximal compact KMc = Mc ∩ G, and with Weyl group
of KMc (note that all the (real) Levi groups, and their maximal compact contain T, in
particular c, and are invariant under the Cartan involution):
WKMc =WMc(C) ∩WKc .
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Thus we get a set of pure innerforms Md of M inside a fixed pure innerform of G
parametrized by the double cosets d ∈ WM\WG/WKc . Note that for any parabolic sub-
group P of G(C) containing T, P ∩ P¯ = M, a Levi subgroup of P . This follows from
applying complex conjugation to
tXαt
−1 = α(t)Xα,
and noting that t¯ = t for t ∈ T, and since T is compact, α(t) = α(t−1).
In this way from a fixed algebraic character λ : M(C) → C× (determined by the
infinitesimal character considerations) whose restriction to T is necessarily unitary (as T
is compact), we get unitary characters of Md whose cohomological induction to (g, Kc)
gives rise to the corresponding Adams-Johnson packet parametrized by the double cosets
d ∈ WM\WG/WKc .
In case 2 of Theorem 15 too exactly the same considerations work to give rise to (stan-
dard) Levi subgroups Md of parabolic Lie algebras qd = md + nd parametrized by the
double cosets d ∈ W θM\W θG/WKc together with unitary characters λd : Md → C× such
that Aqd(λd) is the full Adams-Johnson packet.
Remark 18. As is well-known, in the theory of real reductive groups G(R), there are
three Weyl groups which play an essential role in many questions, as is the case in this
section. There is the “absolute Weyl group”, WG of G(C), and then for a maximal torus
T ⊂ G defined over R, there is WG,T(R) = [NG(C)(T(C))/T(C)](R), and finally there
is the subgroup of WG,T(R) which is represented by elements of NG(R)(T(R)) (which
appears in this work asWKc).
The following theorem calculates the sum of dimensions of cohomology groups of
compact symmetric spaces. We cannot imagine it has not been known, but we have cer-
tainly not found any reference to it. (Of course, when θ is an inner automorphism of G,
i.e., the equal-rank case, this is very well-known.)
Theorem 16. Let G be a compact connected Lie group, θ an automorphism of G of order
2, and K a subgroup of finite index of Gθ, the fixed point subgroup of G. Let T be a
maximal torus in K with centralizer ZG(T ) = S and d = dim(S) − dim(T ). Then,
WG = NG(S)/S carries an action of θ such that forWK = NK(T )/T , there is a natural
map ι : WK →W θG (which may not be injective), such that∑
i
dimH i(G/K,C) =
∑
i
dimH i(g,K,C) = 2d · ∣∣W θG/ι(WK)∣∣ .
Proof. As is well-known, H i(G/K,C) ∼= H i(g,K,C), proving the first equality in the
assertion of the theorem. We will calculate
∑
i dimH
i(G/K,C) using the Lefschetz fixed
point formula as in the classic proof of A. Weil used for compact connected Lie group
modulo a maximal torus.
The involution θ gives a self-map on X = G/K. The decomposition g = k + p (into
the θ-eigenspaces on the complexified Lie algebra g of G) and the formulaH i(g,K,C) =
HomK(∧ip,C) shows that the action θ onH∗(X,C) is the identity in even degrees and−1
in odd degrees, so that the Lefschetz number of θ is the sum
∑
i dimCH
i(X,C) we want
to compute. For any t ∈ T , the self-map θt ofX given by θt(gK) := θ(tgK) = tθ(gK) is
homotopic to θ and hence has the same Lefschetz number as θ.
COHOMOLOGICAL REPRESENTATIONS FOR REAL REDUCTIVE GROUPS 59
Choose t ∈ T so that 〈t〉 = T , i.e. t generates T topologically. Let F = XT be
the fixed-point locus of T or, equivalently, the fixed-point locus of multiplication by t on
X = G/K. We claim that the fixed point set of θt is F θ. For this, observe first that if
θt(gK) = gK, i.e., x = g−1tθ(g) ∈ K, then xθ(x) = g−1t2g also belongs to K, and thus
g−1T g ⊂ K, i.e., gK ∈ (G/K)T = F , therefore gK ∈ (G/K)T which being θt invariant,
belongs to F θ.
We need to understand F θ, for which we begin by understanding F = XT . Clearly
an x = gK ∈ G/K is T invariant, if and only if g−1T g ⊂ K, which then is a maximal
torus inK, and hence by conjugacy of maximal tori inK, we have: g−1T g = kT k−1, i.e.,
gk ∈ NG(T ). Thus,
F = XT = [NG(T ) · K]/K = NG(T )/NK(T ).
Next, observe that S = ZG(T ) ⊂ NG(T ), and further, NG(T ) ⊂ NG(ZG(T )) =
NG(S), thus NG(T ) is that subgroup of NG(S) which under conjugation takes the sub-
group T into itself. Since T is the connected component of identity of Sθ, it follows
that NG(T ) = S · W θG . More precisely, NG(T ) is the subgroup of NG(S) which is in-
verse image of W θG under the quotient map: NG(S) → WG . Further, there is a canonical
ι : WK → WG landing insideW θG which however is not an injection if and only if ZK(T )
is strictly larger than T , an option only for disconnected K.
Therefore,
F = XT = NG(T )/NK(T ).
We now need to calculate the fixed points of θ on F which we have realized as a
quotient of two groups. However, in general, fixed points on quotients of two groups
tends to be a difficult question, but it is easy enough in this case. For this we first observe
the following lemms.
Lemma 17. Suppose E is a set with a fixed point free action of a groupA, and a commut-
ing action of an involutive automorphism θ on E and on A. Assume that B is the quotient
of E by A with the quotient map π : E → B. Assume that H1(〈θ〉, A) = 1. Then Aθ has
a fixed point free action on Eθ with quotient Bθ. In particular, if Eθ is a finite set, then
|Eθ| = |Aθ| · |Bθ|.
Proof. The main step is to prove that the induced map from Eθ to Bθ is surjective. Sup-
pose π(e) ∈ Bθ. Therefore, by the θ-invariance of the map π : E → B,
θ(e) = a · e,
for some a ∈ A. Since θ2 = 1, and since A operates on E without fixed points, a · θ(a) =
1. Therefore as H1(〈θ〉, A) = 1, a = α−1 · θ(α) for some α ∈ A. Now it is easy to
see that θ(α) · e is θ invariant, proving that the induced map from Eθ to Bθ is surjective,
whose fibers are easily seen to be Aθ. 
This lemmawill be applied, in the notation of the present theorem toE = NG(T )/NK(T ),
and A = S/T with A operating on E by natural multiplication on the left (the action is
easily seen to be fixed point free), and θ = θt. First of all, since θ operates on the compact
torus S/T by t→ t−1, H1(〈θ〉, S/T ) = 1, and |(S/T )θ| = 2d. By the previous lemma,
|[NG(T )/NK(T )]θ| = 2d · |[NG(T )/{S ·NK(T )}]θ|.
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We know that the action of θ on NG(T )/{S · NK(T )} is trivial. Now, note the exact
sequence:
1→ NK(T )
S ∩NK(T ) =
S ·NK(T )
S
→ NG(T )
S
→ NG(T )
S ·NK(T ) → 1,
therefore, ∣∣∣∣ NG(T )S ·NK(T )
∣∣∣∣ = |W θG/ι(WK)|.
Thus we find that F θ is a finite set of cardinality
2d · ∣∣W θG/ι(WK)∣∣ .
To conclude the proof of the theorem, we must prove that the Lefschetz number of the
diffeomorphism θt on X = G/K at each of its fixed points has the same sign, in our case
positive.
Let ω0 be an isolated fixed point of the action of θt on X = G/K discussed above. We
will translate the fixed point ω0 to identity using the diffeomorphisms Lg : G/K → G/K
defined by Lg(xK) = gxK. Thus, consider the diffeomorphism Lω−1
0
◦ θt ◦ Lω0 on G/K:
Lω−1
0
◦ θt ◦ Lω0 : xK → ω−10 tθ(ω0)θ(x)K.
Since ω0 is a fixed point of the action of θt on G/K,
ω−10 tθ(ω0) = k0 ∈ K.
Therefore, the diffeomorphism Lω−1
0
◦ θt ◦ Lω0 on G/K is the descent to G/K of the
automorphism
g → k0θ(g)k−10 ,
of G.
The Lefschetz number of the diffeomorphism θt of X = G/K at ω0 is the same as the
Lefschetz number of the diffeomorphism Lω−1
0
◦ θt ◦ Lω0 of X = G/K (taking identity
element to the identity element) at the identity element, which is what we will calculate
now.
The automorphism ϕω0 = Lω−1
0
◦ θt ◦ Lω0 : g → k0θ(g)k−10 of G preserves p which
can be treated as the tangent space of G/K at the identity element of G/K. Since k0 ∈ K
belongs to a compact group, p decomposes as a sum of eigenspaces for the action of k0,
p = p1 + p−1 +
∑
α
(pα + pα¯),
where α ∈ S1 with α 6= ±1, and α¯ is the complex conjugate of α appearing with the
same multiplicity as α (since the action of K, in particular of k0, is on a real vector space
underlying p). Further, since θ operates by −1 on p, and the automorphism ϕω0 : g →
k0θ(g)k
−1
0 has isolated fixed point at the identity element of G/K, p−1 = 0. Using again
that θ operates by −1 on p, it follows that for the action of (1− ϕω0) on p,
det(1− ϕω0) = 2e ·
∏
α6=±1
(1 + α)(1 + α) > 0,
(where e is the dimension of p1) completing the proof of the theorem. 
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Remark 19. The cohomology of compact symmetric spaces G/K (in the notation of
Theorem 16) is very well known and well studied when the rank of the group G is the
same as that of K, such as in Borel’s thesis. However, precise results on cohomology of a
compact symmetric space G/K in the unequal rank case seem less considered. Here is the
result for G = Un that we have been able to locate (still very classic). Presumably there
are similar precise results on cohomology of other compact symmetric spaces G/K in the
unequal rank case, we do not know.
Proposition 14. (1) H∗([Un×Un]/∆(Un),C) ∼= H∗(Un,C) ∼= Λ(e1, e3, · · · , e2n−1),
where Λ(e1, e3, · · · , e2n−1) denotes the exterior algebra on odd degree generators
e2i−1.
(2) H∗(gℓ2n+1(C), SO2n+1,C)
∼= H∗(U2n+1/SO2n+1,C) ∼= Λ(e1, e5, · · · , e4n+1),
(3) H∗(gℓ2n(C), SO2n,C)
∼= H∗(U2n/SO2n,C) ∼= Λ(e1, e5, · · · , e4n−3) ⊗ ∆(e2n),
where ∆(e2n) represents the two dimensional algebra generated by e2n in degree
2n, the so-called Euler class.
(4) H∗(gℓ2n(C),O2n,C)
∼= H∗(U2n/O2n,C) ∼= Λ(e1, e5, · · · , e4n−3).
(5) H∗(gℓ2n(C), Sp2n,C)
∼= H∗(U2n/Sp2n,C) ∼= Λ(e1, e5, · · · , e4n−3).
Proof. The first part onGLn(C), i.e.,H
∗(Un,C) ∼= Λ(e1, e3, · · · , e2n−1), is a well-known
computation on cohomology of compact Lie groups. For the cohomology ofUn/SOn, and
U2n/Sp2n, we refer to [MT, III.6]. To deduce (4) from (3) note that the Euler class e2n is
the nth Chern class of the tautological bundle on U2n/SO2n and the action of O2n/SO2n
on it reverses the orientation of the tautological bundle, so that it acts by −1 on e2n. 
Remark 20. Theorem 16 and Proposition 14 suggest that (in the notation of Theorem
16) the cohomology of G/K carries an action of an exterior algebra of dimension d =
dim(S)− dim(T ), not necessarily generated in degree one.
Example 6. The assertion of Theorem 14 can be checked directly in the case of G =
GL(N), for either of the pairs (g, K) = (gl(n,C),On) or (g, K0) = (gl(n,C), SOn),
using the classical facts summarized in Proposition 14.
The θ-stable parabolic subalgebras for gl(N,R) modulo K-conjugacy are in bijection
with self-dual ordered partitions ofN (cf. Examples 3 and 4). The partition (nd, . . . , n1, n0, n1, . . . , nd)
with n0 +
∑
i≥1 2ni = N gives a θ-stable parabolic subalgebra q with Levi
L ∼= GL(n0,R)×
∏
i≥1
GL(ni,C).
The cohomologyH∗(g, K,Aq) is, up to a degree shift,
H∗(l, K ∩ L,C) = H∗(gl(n0,R),On0,C)⊗
⊗
i≥1
H∗(gl(ni,C),Uni,C).
As was noted in Remark 16, Theorem 3.3 of [VZ] assumes that G and K are connected,
so we cannot appeal to it here. However, we can use it for (g, K0) and then simply take
K-invariants to get this equality, since L meets every component of G, so that K/K0 =
K ∩ L/K0 ∩ L.
By the previous proposition the n0-term is an exterior algebra on ⌊n0/2⌋ generators
(there is one generator for each odd integer ≤ n0). The ni-term is an exterior algebra on
ni generators (there is one generator for each odd integer≤ 2ni). Since n0 andN have the
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same parity we see that for any self-dual ordered partitionH∗(l, K ∩ L,C) is an exterior
algebra on ⌊N/2⌋ generators. (The precise degrees of the generators depend on the parti-
tion.) Thus
∑
i≥0 dimCH
i(l, K ∩ L,C) = 2⌊N/2⌋ is independent of the chosen partition.
Since the A-packets for GL(N,R) are singletons, this gives a version of Theorem 14 for
GL(N) for (g, K)-cohomology.
Now consider (g, K0)-cohomology. For q associated with (nd, . . . , n0, · · · , nd) the
cohomologyH∗(g, K0, Aq) is, up to a degree shift, H
∗(l, K0 ∩ L,C) (in this case we are
in the situation of Theorem 3.3. of [VZ]), and this is given by
H∗(l, K ∩ L,C) = H∗(gl(n0,R), SOn0 ,C)⊗
⊗
i≥1
H∗(gl(ni,C),Uni,C).
Since n0 and N have the same parity the case of odd N is exactly the same as before, i.e.
H∗(l, K0 ∩ L,C) is an exterior algebra on ⌊N/2⌋ generators for any L, so let us assume
from now that N is even. Since n0 is even, by the previous proposition the n0-factor
is an exterior algebra on n0/2 generators in odd degrees, plus one more generator, the
Euler class e2n0 in degree n0. So H
∗(l, K0 ∩ L,C) is an exterior algebra on N/2 + 1
generators. If n0 = 0 it is an exterior algebra on N/2 generators by the proposition, but
we must now take into account the fact that the A-packet is no longer a singleton. Indeed,
the restriction to (g, K0) of the Aq for GL(N,R) corresponding to the partition has two
summands, both of which are cohomological for (g, K0) and constitute the packet (cf.
Propositions 4 and 5). Summing the contribution from these two representations gives
2N/2 + 2N/2 = 2(N/2)+1, so that we arrive at the conclusion of Theorem 14.
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