Previous research [11] refers to pupil size as a passive information channel that provides insight into the affective state of the viewer but defies any voluntary control. However, since physiological arousal is influenced by various cognitive processes, we assume that pupil behavior can be brought under control by strategies of emotional regulation and cognitive processing. In the present paper we provide a methodological approach for examining the potentials and limits of active control of pupil dilation. Based on [3], we developed methods applying graphical feedback on systematic pupil diameter changes to utilize mechanisms of operant conditioning to gradually enable voluntary control over pupil size. Calculation models are introduced to carefully disentangle task relevant and irrelevant pupil dynamics. Based on mean values, single measuring and interpolation, we conceived computational rules to validate pupil data in real-time and determine criteria for artefact rejection. Extensive research based on the depicted methodology may shed further light on learning achievements related to emotional control and will reveal the potential of pupil-based input channels for the future development of affective Human-Computer Interfaces.
INTRODUCTION
Emotions are an inherent part of our lives; modern research [e.g. 9] unanimously stresses their considerable influence on human cognition and behavior. Accordingly, utilization of emotional responses becomes more prevalent even in the traditionally rational concept of man-machine interaction. Several studies raised various physiological measures to provide the computer system with information of the user's affective state, including galvanic skin responses [1] or heart rate [4] . Size and responsiveness of the human pupil may constitute an additional input channel for affective HCI; previous studies [e.g. 6; 11] suggest that the associated dynamics are related to both, cognitive and affective information processing.
Albeit variations in pupil size have been considered early to make up a possible input channel in HCI [7] , extensive research efforts did not happen. The vast majority of studies [e.g. 11] refer to pupil dynamics as a passive information channel providing insight into affective experiences but defying any voluntary control. [5] reported pupil dilations up to 20% due to cognitive load, such as solving arithmetic problems; the magnitude of dilation appears to be proportional to task difficulty [8] . [11] find larger expansions during both, emotionally negative and positive stimuli compared to neutral conditions. In particularly they report an onset of pupil dilation at about 400 ms and a gradual increase up to 2 or 3 seconds after stimulus onset. [3] indicate that pupil behavior can be influenced intentionally by strategies of emotional regulation or cognitive processing. They find pupil size changes of about 20 % due to self-induced positive or negative emotions. However, they also report large variability between subjects in the general ability as well as huge variations in magnitude of the effect. We assume the true potential of pupil size-based mechanisms in HCI to be considered only when certain aspects of iteration and training are taken into account. Therefore signal processing has to provide learners with feedback that distinguishes precisely between intended and uncorrelated fluctuations and enables individual improvement in performance.
The present paper depicts methodical approaches to evaluate the potential and limits of pupil dilation in HCI. The aim is to train users while providing feedback on pupil size changes. For this purpose three algorithms compensating in real-time for taskunrelated samples and carefully smoothing the validated data for optimized usability are presented and compared. The proposed feedback scheme is conceived to display the functional separation between ordinary and strategy-based variations in pupil size and thus should facilitate training to control pupil dilation. First empirical results are exemplarily depicted. Succeeding investigations have to examine the question of how usable pupil control may become. reflexive constrictions, spontaneous fluctuations and especially eye blinks still pose a problem in pupil recordings; specifically, when considering real-time feedback. During blinks, eyelid impacts cause the eye tracker signal to be lost and zero-values in the pupil diameter are recorded. Furthermore, the lid gradually covers the pupil, resulting in distorted values and thus preventing reliable measurement during affective computing. Hence, pupil size information which is fed back to a user should contain intended size changes but be cleaned from physiological fluctuations. [10] conducted post-hoc analysis after auditory emotional stimulation and judged sudden increases or decreases of 0.75 mm within a 20 ms interval (recorded with a 50 Hz eyetracking system) as artifacts. At a later stage they applied stricter criteria and rejected samples that include changes of at least 0.375 mm during the same period [11] . Subsections 2.2 to 2.4 depict three different algorithms to validate the transferred data. The search for an appropriate criterion that covers task-relevant variations and distinguishes them from invalid values constitutes the primary focus of the procedures. Of course, an elaboration of the best possible method is an iterative process and still ongoing.
Apparatus
To evaluate the algorithms we recorded pupil sizes with the SMI iView X TM Hi-Speed 1250 [13] featuring a sampling rate of 500 Hz. The experimental monitor had a refresh rate of approximately 30 Hz. This latter fact defines both, the basic conditions and the restrictions of our data filtering methods.
Mean Value Approach
To compensate unrelated contractions and re-dilations we continuously averaged over a window of twelve measurements adding up to a 400 ms interval at a 30 Hz sampling rate. Any value is compared to the preceding window and classified as valid while it meets the predetermined criterion of 0.375 mm [11] . In such a case the new value is kept in the data and part of the upcoming averaging procedure whereas the oldest measurement in the mean drops out. If the current value exceeds the predefined boundary it is rejected and the twelfth is used as a replacement. The columns in Figure 1 illustrate the course of pupil size variations during a 15 second baseline computation (extract of 12 seconds depicted). The average-based computation (left) rejects blink-related data; however, due to little up-to-date information within the averaging process (illustrated in the current mean curve), signal changes at about 0.5 and 8.3 seconds are lost and valid data is rejected.
Single Value Approach
Considering the difficulties outlined above, we applied stricter criteria for the valid range of values in a second filtering concept and moved away from the averaging procedure by trying a sample-to-sample approach. [2] studied the correlation between amplitude and peak velocity of pupil constriction to the light reflex in normal subjects. The results showed a mean amplitude of 1.92 mm (SD: 0.39) and an average peak velocity of 5.65 mm/sec (SD: 1.17).
For the current implementation the reported peak velocity is used as a limit for detecting (un-)valid measurements. Converting the specifications to our sampling rate of 30 Hz leads to an allowable sample-to-sample change of 0.1883 mm. If the distance between two values exceeds this range then the latest measurement is substituted by the last valid value. The middle column of Figure 1 shows the application of the single value procedure; blink artifacts are rejected and, in contrast to the first method, a valid pupil contraction at the outset is detected. Still, the dynamics subsequent to the first blink are rejected as well. Due to the stricter criterion, variations are sorted out at an earlier stage compared to the mean value computation. 
Interpolation Approach
The interpolation method builds upon the criterion of the single value implementation and combines it with the idea of linear interpolation. It is activated when eyelid movements (zero-values) are detected. The algorithm marks the starting point of a blink for the interpolation ( ). For interpolation, three prior values are considered; size-differences are calculated and compared to the criterion of 0.19 mm as the highest permitted value. The number of comparisons is adjustable; after studying various raw data-signals, we decided to have five comparisons executed. The latest valid value is consulted. Simultaneously, the incoming data to the right of the zero-value is monitored. Once a measurement greater than zero appears in the dataset, the value is taken as indication of the endpoint of interpolation. Again, the following three data points are pairwise compared according to the second criterion until the earliest valid value is found. This defines the end-point ( ). Interpolation is then performed according to the following equation:
. Execution of this algorithm leads to an eligible delay. If a predefined time lag is exceeded, the last valid value (interpolation starting point ( ) will be repeated. In contrast to the aforementioned approaches, the interpolation algorithm detects the complete valid dynamics in the exemplary dataset (Figure 1 , right column).
Discussion of Filtering Methods
Problems using the mean value approach become particularly apparent during rapid pupil size variations: due to little up-to-date information within the averaging procedure, changes of mean values do not sufficiently meet the real dynamics and further variations on a new expansion-level remain unobserved until another decline in pupil diameter. Consulting fewer values in the averaging process or applying weighted means may be used to counteract these tendencies. It is debatable, whether the criterion of 0.375 mm that originally relied on a sample-to-sample comparison in a 20 ms interval, is suitable for a time period of 400 ms which allows much more variance between the included values. It would therefore be reasonable to reduce the averaging time interval or augment the boundary of 0.375 mm. Additional criteria is also needed to prevent the algorithm from including extreme measurement during eye blinks; distorted mean values due to such information lower the average and repeatedly led to the auto removal of complete datasets.
Calculation procedures on the basis of the single value algorithm may lead to a similar loss of data, given that computation starts with a zero-value -however, a quite unlikely case. Nevertheless, the interval right after the blink is cut off. This behavior can be considered a fundamental weakness of such a single value approach, since it reacts not only to sudden changes, indicating a blink, but also to other probably valid increases or decreases in the dataset. In case of a steep rise, of two to three seconds as outlined by [11] , there is a risk that once the algorithm has detected two values exceeding the criterion, it may lose complete track of the rising movement and continuously repeat the last valid value, thereby distorting the reported feedback of pupil size. The rejection of valid dynamics within the exemplary data record demands further examinations of the current selection criterion. The interpolation approach bypasses this issue. But in contrast to the previous algorithms, the computation entails a short delay of the output data stream. However, with regard to the temporal dynamics of pupil size variations during affective processing [11] , this might be negotiable.
TRAINING VOLUNTARY PUPIL SIZE CHANGES 3.1 Conception of Training Sessions
A 15-seconds calibration procedure while looking on a light grey background precedes every task. The acquired pupil sizes are averaged and depicted as a black circle (Figure 2) . A grey colored ring depicts the standard deviation of the baseline. These variations should primarily depict task-unrelated physiological fluctuations and serve as a reference to evaluate own efforts in voluntary pupil expansion/contraction during the specific tasks. Real-time feedback according to the single value approach (section 2.3) is provided in shape of a red circle. Pre-tests showed that constantly received feedback on the basis of untreated values leads to shaky expansion movements that are difficult to handle. As a consequence the last two forwarded values are averaged to smooth the feedback dynamics and ensure increased usability. 
Initial Results
Figure 3 depicts first efforts of a subject to voluntary control variations in pupil size during a 30 seconds processing time. Pupil dynamics are pictured relative to individually determined baseline calculations (15 seconds) preceding every task. Continuous feedback was provided according to the descriptions in section 3.1. Baseline mean is set to zero on the y-axis; the dotted lines illustrate limits of the standard deviation. Calculations are based on the single value algorithm (section 2.3).
Compared to a neutral baseline, utilizing emotional associations (here: the imagination of negative autobiographical memories) leads to a gradual increase of pupil size variations (3 A) during the first 15 seconds, similar to findings in [11] . By contrast, selfinduced relaxation is associated with a linear 15-second decline below variations of the neutral condition (3 B).
CONCLUSION
The depicted empirical findings tend in the same direction as reported by [3] . However, they should be considered carefully, since suitable measures for relevant pupil dilations in HCI (e.g. latency, maximum, mean) still need to be specified and evaluated. Longer-term studies may then reveal the true potential of voluntary controlled pupil size variations in HCI. Likewise, the proposed filter algorithms need further testing and elaboration.
They are yet to be compared and further examined, particularly under extreme conditions, e.g. when prolonged eyes-closed periods contaminate the data sample or subjects blink rapidly and several times in succession. 
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