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NOMENCLATURE 
Symbols: 
2 A, area (m ) 
Av, molar availability (J / mol) 
Av, availability rate (J / min) 
C, concentration (mol / L) 
c, velocity of light (cm / s) 
Con, controlled variable 
Cp, molar heat capacity (J / mol K) 
djS/dt, rate of entropy generation (J / min K) 
(F), feed 
f, derivative (dY / dX) 
h, time increment length (min) 
K, controller gain 
k, rate constant (1/mln) 
LW, lost work rate (J / min) 
M, mass (g) 
(M), manipulated variable 
m, moles (mol) 
Man, manipulated variable 
P, pressure (atm) 
Q, heat flow rate (J / min) 
R, gas constant (J / mol K) 
(r), reactor number 
S, molar entropy (J / mol K) 
S, entropy (J / K) 
SP, set point value 
T, temperature (K) 
t, time (min) 
Tg, temperature, surroundings (K) 
vl 
U, overall heat transfer coefficient (J / m^K t) 
U, internal energy (J) 
V, absolute volume (m ) 
W, mass flow rate (g / min) 
w, molar flow rate (mol / min) 
Wj^ , ideal work rate (J / min) 
Wg, shaft work rate (J / min) 
X, Independent variable 
X, mole fraction (mol / mol) 
Y, dependent variable 
AH, molar enthalpy change (J / mol) 
AH, enthalpy change rate (J / min) 
AS, molar entropy change (J / mol K) 
V, stoichiometric coeffiecient ratio 
extent of reaction 
p, density (g/L) 
<T, Stefan's constant (cal / cm^K^ 
Ti, efficiency 
T, residence time, (min) 
TQ, derivative time (min) 
T|, integral time (mln"^) 
4>, availability (J) 
Subscripts: 
0, reference state 
A, species A 
a, ambient 
B, species B 
C, consumed 
f, formation 
fs, flow stream 
I, species 
in, inlet 
k, reaction 
mix, mixture 
n, time step 
out, outlet 
r, reaction 
SP, set point 
ss, steady state 
T, temperature 
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CHAPTER I. INTRODUCTION 
With the advent of the International Space Station and the interest in spend­
ing extended periods of time in space, the need for new life support system technol­
ogy and ideas has arisen. This new generation of environmental control and life 
support systems (ECLSS) is still very much in its childhood. Much of the technology 
utilized in such systems has been around for decades, but studies of systems inte­
grating these technologies have just recently been conducted. 
The main duty of an ECLSS is to provide a stable, safe environment for the 
crew members. The temperature and humidity in the cabin must be maintained at 
levels that are both comfortable for the crew, and that will not interfere with the per­
formance of equipment on board. The pressure in the cabin must be kept at a safe 
level, and the partial pressures of the component gases of the cabin air must be 
carefully controlled for the crew's safety. The oxygen consumed by the crew must 
be replenished, and the carbon dioxide and water produced during respiration must 
be removed. Any trace contaminants produced in the craft must be kept beneath 
certain limits. Urine and solid wastes must be collected and stored safely or treated. 
Wash water must be purified and recycled. The cabin must be a safe and hygienic 
environment. 
Life support systems in the past have been open systems. This means that 
material is exchanged between the system and its sun-oundings. The food, water, 
and oxygen necessary to sustain the crew for the duration of the mission are carried 
on board; and the metabolic waste products, empty gas canisters, and discarded 
packaging are either stored on board and camed back to earth for further process­
ing or vented to space. These reservoirs represent the sun-oundings of the open 
system. The volume occupied by these supplies and wastes has been one of the 
main constraints in limiting the duration of manned space missions. Also, the 
weight of these materials may pose a problem at the time of lift-off. 
The new generation of ECLSS are closed or partially-closed systems. In a 
closed system, there is no exchange of mass with the surroundings. The advantage 
of this type of system is that the waste products can be processed or recycled to 
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replenish what is consumed within the system. This reduces the need for large sup­
plies of oxygen, food, and water. This greatly reduces the constraint on mission du­
ration by minimizing the storage space needed. The space occupied by the proc­
essing equipment is small when compared to what would be needed to hold all of 
the supplies necessary to sustain a crew for a year or more. 
Figure 1 shows the different elements of a closed ECLSS. The crew can be 
modeled as having four functions which are affected by diet, activity, and micro-
gravity. The life support system is split into three subsystems. The main responsi­
bility of the air recovery system is the conversion of carbon dioxide into oxygen. 
The water recovery system is responsible for all water treatment in the system. Air 
and temperature control are responsible for maintaining the cabin temperature and 
humidity and for trace contaminant removal. A plant chamber is included in this 
model to provide food and oxygen and to consume some carbon dioxide and water. 
A provision is included for the treatment of solid waste to provide solids for plant 
production and water recovery. Energy to mn the equipment in the system is pro­
vided by a solar cell. A process control system interfaces with the life support sys­
tem to insure that its operation keeps up with the changing needs and inputs of the 
crew. This element is critical for keeping conditions in the craft safe for habitation. 
The focus of this research has been on characterizing the thermodynamics of 
the air recovery system (ARS). Many different technologies have already been de­
veloped to perform the different processing steps involved in meeting the system's 
goals. The tools necessary to characterize such a complex system run the gamut of 
chemical engineering methods; issues of reaction engineering, thermodynamics, 
process control, and heat and mass transfer all arise. The functions of the ARS and 
a description of the technologies involved are detailed in Chapter VI. 
A primary goal of this research has been to develop a computer-based model 
of the ARS to study the effects of different variables on the thermodynamic behavior 
of the system. The modeling techniques employed are discussed in Chapter III. 
The variables include crew activity level, combinations of processing technology, 
and process control implementations. 
The crew provides a dynamic element to this system. Throughout the day 
3 
MICROGRAVITY 
ACTIVITY 
DIET INFORMATION 
CREW LSS PLANTS 
CO, 
CO 
HEAT 
TRACE 
SOLIDS CONTAM­
INANTS 
WATER 
HEAT 
ENVIRONMENT 
SOLID 
WASTE 
PRODUCTION 
PROCESS CONTROL 
GAS 
TRANSFER 
WATER 
BIOMASS 
PRODUCTION 
SOLID WASTE 
TREATMENT 
AIR 
RECOVERY 
SYSTEM 
WATER 
RECOVERY 
SYSTEM 
THERMO­
REGULATION LIQUID TRANSFER 
CARDIO­
RESPIRATORY 
FOOD 
PROCESSING 
TEMPERATURE 
CONTROL 
AIR CONTROL 
OPERATIONS 
ACTIVITIES CONVERSION 
ENERGY 
STORAGE 
Rgure 1. Schematic for closed environmental control and life support system 
(ECLSS). 
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the crew performs at different levels of activity- from sleeping to vigorous exercise. 
The effect of exercise on metabolism and respiration has been studied and is fairly 
well-documented. A simplified model of metabolism is used here to keep the num­
ber of chemical species in the system to a minimum. The technologies for the ARS 
have been described in detail. Those which lend themselves to thennodynamic 
analysis have been modeled in this work 
There are many different types of process controllers available, such as pro­
portional, integral, differential, and combinations thereof. Chapter IV provides an il­
lustration of the effects of different control scenarios on a simple series reactor sys­
tem. Proportional control has then been implemented in the ARS to study the 
behavior of the system with and without controllers. The adequacy of proportional 
control for the ARS is discussed in Chapter Vlll. 
In space travel, not only is it important to limit volume and mass for lift-off, it 
is critical to use energy wisely. The quantity and quality of available energy is lim­
ited by the capabilities of the solar cells and energy storage space. The perform­
ance of energy-consuming components is usually evaluated using an analysis 
based on the first law of themnodynamics: however, there are other methods of 
evaluating energetic performance. Along with the parameters listed above, special 
attention has been paid to the loss in available energy, or "lost work", within the sys­
tem. Examination of the contributions to lost work within a system gives a much 
more accurate indication of a system's perfomiance and helps point to areas where 
this perfomnance may be improved. A detailed discussion of second-law analysis 
techniques and applications follows in Chapter II. A comparison of such analyses 
for an ammonia plant is included in Chapter V to illustrate these methods. 
The majority of this research is focused on investigating which variables af­
fect lost work. A systematic approach has been taken to address these issues for 
the ARS. Rrst, studies of the system at steady state are addressed for different lev­
els of crew activity and for different processing technologies. Next, the system is 
studied under dynamic conditions for short time periods for varied levels of activity. 
Available energy comparisons are made for dynamic and steady state simulations 
for the different processing technologies. Rnally, control is implemented in the 
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system, and comparisons are made for both the dynamic and steady state cases, 
with and without control, for short time periods. Effects of the control system on the 
distribution of lost wori< in a processing system under these conditions are ad­
dressed. 
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CHAPTER II. THERMODYNAMIC ANALYSIS 
All processes are subject to the laws of thermodynamics. The comparison of 
processes by analysis of their thermodynamic characteristics is a widely used tool in 
process design and optimization. Some thermodynamic properties, such as pres­
sure, temperature, and volume, are easily measured and can be used to extract 
other themnodynamic properties, such as internal energy, enthalpy, and entropy. 
These properties define the state of a system. A process is a series of events which 
bring a system to a state different from its initial state. The interactions between the 
system and its sun-oundings that occur during the process are usually the parame­
ters examined when attempting to optimize a process. These interactions include 
the exchange of mass, heat, work, and entropy [1, p. 4]. 
These interactions are examined in detail in this work for the ARS. They are 
also examined for the series reactor system and the ammonia plant in Chapters IV 
and V. This chapter begins with the conservation equations for mass and energy. 
Equations for specific cases for heat and work interactions are included. Entropy ac­
count equations are also presented. Next, the concepts of lost work and available 
energy are defined and linked to the conservation and account equations. Finally, 
an overview of applications of availability analysis is presented. 
Conservation Equations 
As mentioned in Chapter I, systems may be open or closed. The ARS as a 
whole is considered to be a closed system. The processing equipment and reser­
voirs comprising the ARS are considered to be open systems, as mass flows across 
the boundaries. The conservation equations for open systems are presented here. 
The equations for closed systems can be obtained from these by simply setting any 
mass flows across the system boundaries equal to zero. 
Mass 
The first Interaction to examine for an open system is the exchange of mass 
with its surroundings. During a non-nuclear process, mass can neither be created 
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nor destroyed. However, mass may accumulate within or be removed from the sys­
tem. It is important to account for such changes in the total mass of a system. For 
an open system 
where M is the total mass within the boundaries of the system, and W is the mass 
flow rate. 
Balance equations can also be written for each chemical species in a system, 
since it is important to account for changes not only in total mass, but in chemical 
composition as well. For species i in a system with k chemical reactions 
where mj denotes the total moles of species i in the system, Xj is the mole fraction of 
species i, w is the total molar flow rate, is the stoichiometric coefficient for spe­
cies i in reaction k, and d4,/dt is the change in the extent of reaction k with time. 
The reaction rate is dependent on the temperature, such as when the reaction is 
assumed to be of the Antienius type [2]. This couples the mole balance equations 
to the energy balance equations which are derived in the next section. For this 
treatment of the ARS, temperature changes are small enough that the effects of 
temperature variations on reaction rates are considered negligible. 
For a steady flow system, there is no accumulation of mass in the system. 
The left-hand side of equation (2.2) drops out, resulting in 
dM/dt = Z,„W. -in in out out (2.1) 
dm/dt = Ij^ XjW.^ - + ^k i^kdydt (2.2) 
(2.3) 
For the ARS, equations like this are used to determine 
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Energy 
The next interactions to examine for a system are the exchange of heat and 
work with the sun-oundings. These are the interactions most commonly used to 
evaluate the thermodynamic perfomnance of a system. The main goals in optimiz­
ing a process like a turbine are to maximize the work extracted and to minimize the 
heat generated by friction. The main goals in optimizing a refrigerator are to maxi­
mize the heat rejected to the sun'oundings and to minimize the electricity input to 
the system. Both of these processes involve the conversion of energy from one 
form to another. This principle is at the heart of the first law of thermodynamics. 
The first law is a formal statement of the principle of conservation of energy. 
Just as mass cannot be created or destroyed in non-nuclear processes, neither can 
energy [3, p. 22]. The total energy of a system and its surroundings remains con­
stant, though energy may be exchanged between the system and surroundings and 
converted into different forms. A system has an inherent intemal energy due to its 
mass. It may have kinetic energy if it is in motion relative to its surroundings, and it 
has potential energy in the presence of a gravitational field. The system may also 
exchange heat and wori< with its suroundings. The sum of all these energies and 
exchanges must remain constant from the initial to the final state of a process. 
For the ARS, it is assumed that the changes in kinetic and potential energy 
are negligible for all processes. The intemal energy of the system here is character­
ized by enthalpy, and the following expression for a steady flow process results: 
AH = Q - Wg (2.4) 
where AH is the difference in total enthalpy of the final and initial states, Q is nega­
tive for heat transfer from the system to the surroundings, and is positive for 
shaft work done by the system on the sun-oundings [3, p. 29]. AH accounts for 
changes in the intemal energy of the material entering and leaving the system and 
any P-V wori< done by the material entering and leaving the system [3, p. 33]. 
For a constant-pressure process, the change in enthalpy associated with a 
change in temperature may be quantified using heat capacity. The integral of the 
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heat capacity from the initial to the final temperature of the system is equal to AH-j. 
[3, p. 48]. Empirical temperature-dependent heat capacity expressions have been 
determined for most chemical species. The expressions used in this work are of the 
general forni 
= (2.5) 
where Cp^, Cp^^, Cp^ are constants, and T is absolute temperature [4, 5, 6]. Integra­
tion with respect to temperature results in 
- T,„)  ^  ^ ,2.6) 
There is also a change in the enthalpy of a system associated with chemical 
reaction. For reactions occumng at 298 K and 1 atm, this change is expressed as 
= (2.7) 
where H j^ is the enthalpy of formation of species i at the reference state, usually 
given as 298 K and 1 atm [3, p. 124]. For reactions occumng at different tempera­
tures, an adjustment in is made using equation (2.5) for each species in the 
reaction. This yields 
+ CP3I(T  ^- T„) + CP,I(T^2 . J 2^2 ^   ^ J ,2_G, 
where T^. is the reaction temperature, and TQ is 298 K, the reference temperature. 
For non-ideal systems, there are also effects on enthalpy due to changes in 
pressure, volume, and molar composition. However for these studies, ideal mix­
tures of ideal gases and liquids are assumed, so these effects are neglected. 
The systems in the ARS are multicomponent ones, many having chemical re­
actions. The change in the total enthalpy of the system can be obtained by sum­
ming equation (2.8) over all reactions. This equation is written on a per-mole basis 
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and, therefore, must be scaled using molar flow rates. Equation (2.3) can be 
summed over all species and converted into an energy balance to give 
2.2:,{H„ + • T„) + - V)/2 ^  - V)/3 d?^dt 
= - i^^ inWnHin (2-9) 
Just as equation (2.7) is adjusted for reaction temperatures different from TQ, so 
may be the inlet and outlet stream enthalpies. Substituting these expressions for 
'^ out '^ in recognizing that equation (2.9) represents the change in total en­
thalpy for the process, AH, yields 
- T„) + C^(tJ • T/)/2 ^....) 
- + Cp3i(T.„ - Tq) + Cp,.(T.„2. T/)/2 +...) (2.10) 
where is the temperature of a stream leaving the system, and is the tem­
perature of a stream entering the system. Note that the heats of formation will can­
cel each other in a steady flow process, except for the moles of species participating 
in reactions. 
Combining equations (2.10) and (2.4) gives the energy balance equation 
used for the ARS: 
Q - Ws = - T„)Cp,.(T J - V)/2 
^pai^ in * "^0^ ^pbi^ in "''"oV2+—} (2.11) 
Heat and Work 
Equation (2.11) is used to solve for various quantities within the ARS. Molar 
flow rates are specified using equation (2.3). For a given process, is always 
known. This leaves Q, W^, and as unknown values to be detemriined using 
equation (2.11) in combination with some other equations or given infomnation. 
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In this treatment of the ARS, all shaft work is considered to be electrical work. 
This is introduced to or removed from the system with some specified efficiency. 
For the isothermal compression of an ideal gas, is related to the change in pres­
sure by 
where w is the molar flow rate assuming no accumulation of mass or reaction in the 
system, and are the inlet and outlet pressures, and t] is the efficiency [3, p. 
66]. For pumps with incompressible liquids, is given by 
where W is the mass flow rate, and p is the density of the liquid, assumed constant 
[7, p. 301], 
For other processes in the ARS, electrical requirements or outputs are deter­
mined from information given in technical papers about the technologies modeled. 
The values for are always available to use in solving for other variables in the 
energy balance equation. 
Operating conditions are specified for all the systems modeled in the ARS. 
These specifications are the guidelines which determine the heating and cooling re­
quirements for the system. Heat is supplied by an electrical source at a given effi­
ciency, and cooling water is supplied by a refrigeration system. These systems are 
described in detail in Chapter VI. Using the specified inlet and outlet temperatures 
and shaft work, the heating and cooling requirements for each process may be de­
termined from equation (2.11). The mass of cooling water to meet the cooling re­
quirements can be determined by solving for w in equation (2.11) written for water 
with specified inlet and outlet temperatures. 
The model of the ARS tracks the behavior of the system in response to 
changing loads on the system. The system is not always operating at the specified 
operating conditions. Even with a process control system, offset and response 
Ws = -wRToln(P,,/Pi,)/n (2.12) 
Ws = -W(Pout-Pin)/p^ (2.13) 
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times allow the system to operate outside the specified guidelines for periods of 
time. Equation (2.11) can be used along with the specified shaft work and specified 
heating or cooling loads to detemnine the outlet temperatures. 
For heat exchangers, the exchange of heat is dependent on temperature and 
the properties of the exchanger by the relation 
Q = UAAT (2.14) 
where U is the overall heat-transfer coefficient, A is the heat exchanger area, and 
AT is an appropriate mean temperature difference [8]. In this treatment, the tem­
perature difference between the hot and cold streams is small enough that the dif­
ference in the arithmetic mean temperatures of the hot and cold streams may be 
used. Equation (2.14) may be substituted into equation (2.11) for Q, and the outlet 
stream temperatures can be determined. This gives a more realistic representation 
of the heat exchanger than using a fixed value for Q. For simplicity, equation (2.14) 
is applied only for selected components in the ARS. These applications are detailed 
in Chapter VIII. 
Entropy 
The final interaction to examine for a system is the exchange of entropy with 
its sun-oundings. The impalpable nature of entropy has often caused the entropy 
interaction to be neglected as a source of useful information about the performance 
of a system. This interaction is the focus of the availability analysis techniques de­
scribed in the next section. 
The first law of thermodynamics states that energy is conserved in a process, 
with no restrictions on the process direction. The second law imposes the restric­
tions needed to have processes behave as witnessed in nature [3, p. 138]. This law 
is stated in many different ways. The Kelvin-Planck and Clausius statements pro­
vide two basic premises of the second law [7, p. 248]. Mathematically, the second 
law is stated as 
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^Stotal^ O (2-15) 
This statement, that the entropy of a system plus its surroundings can never de­
crease, is true for any process that can occur in nature [3, p. 156]. 
The entropy account equations are quite similar to the energy balances de­
rived previously for steady flow systems. The material flowing in and out of a sys­
tem has an inherent entropy due to its composition. There is also entropy associ­
ated with heat flowing into or out of the system [3, p. 549]. Written as a sum over all 
species and flow streams for a steady flow system, 
i^^ out i^"outSout - ^WnSln " CVT, > 0 (2.16) 
where T^ is the temperature of the surroundings, assumed to remain constant for a 
given process. 
To eliminate the inequality, the rate of entropy generation is introduced. 
Equation (2.16) becomes 
d.S/dt = S.X.,,.x.w. - ZX. XjW. S._ - Q/T. (2.17) { I out 1 out out I in 1 in in s ^ ' 
where djS/dt is always positive and is equal to zero for reversible processes. 
The entropy of a flow stream is dependent on temperature, pressure, and 
molar composition. The entropy of a stream at the reference temperature and pres­
sure is simply the sum of the entropies of fomnation of all chemical species in the 
stream. For flow streams at temperatures and pressures different from the reference 
state, the entropy is obtained by assuming this flow stream undergoes an unspeci­
fied reversible process. This process takes the flow stream from the reference state 
to the desired temperature and pressure. Smith and Van Ness outline this proce­
dure [3, pp. 151-153]. The final result is 
was,3 = wZiX.{Cp i^ln(T/T„) ^ - T„) + Cp^fT^ - V)/2 +...} - wRln{P/P„) (2.18) 
14 
where T and P are the desired temperature and pressure. 
The pressure of the system is also involved in determining the entropy attrib­
uted to a mixture of chemical species. For a mixture of ideal gases, each species is 
assumed to undergo an unspecified isothermal process taking it from its partial 
pressure to the total pressure of the mixture. This procedure is also outlined by 
Smith and Van Ness [3, p. 301]. The final result gives the entropy of mixing as 
S r « x  = ( 2 . 1 9 )  
Combining all of these contributions gives the entropy of the flow stream: 
S = Z,{S„ + CpJnfT/R,) + CP,|(T - T„) + - T/)/2 +... - Rln(X|)} 
- Rln(P/PQ) (2.20) 
Note that the entropies of formation will cancel for all moles of species not partici­
pating in reactions, just as for the enthalpy of reaction in equation (2.10). Substitut­
ing this expression in equation (2.17) for S^^^^ and S-^ gives 
djS/dt = ^pai'"^ouAo^ ^pbi^^out " "''o^ •*" •" " 
- + Cp3,ln(T.„/ro) + Cp i^(Ti„ - T(,) + ... - Rln(Xi)} 
- 2;ou,"o.tRI"<Pou/Po) 2:, ARIn(P.„/P„) - cyr^ (2.21) 
A modification of this expression is used to perform the availability analysis for the 
ARS. 
Availability Analysis 
Study of the availability analysis techniques presented by different authors 
tends to be confusing due to the wide variety of nomenclature used. Availability 
analysis is often called "second-law analysis", because the method simultaneously 
invokes the first and second laws of thermodynamics [1, p. 111]. The focus of such 
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analyses Is to quantify the changes In a particular property of a system undergoing 
a process. This property is synonymously known as exergy, availability, available 
energy, essergy, utilizable energy, work potential, available work, or convertible en­
ergy [9]. 
For this study, the property of Interest Is the loss of availability, or, the lost 
work. Lost work is first derived and then shown to be equivalent to the loss of avail­
ability. These temris are used interchangeably here. The relationship of this prop­
erty to entropy generation due to irreversibilities Is shown. 
Lost Work 
The term "lost work" implies that some of the work produced during a process 
is not being harnessed or utilized. This stems from the idea that there Is a maxi­
mum amount of work that can be accomplished by a process, or there is a minimum 
amount of required work imparted to accomplish a process. This work Is the "Ideal 
work". It Is the work resulting when a process is carried out completely reversibly. 
The details of the process are irrelevant in this analysis: It Is a hypothetical process, 
devised only to determine the ideal work associated with a given change of state [3, 
pp. 549-550]. 
The Ideal work is obtained by combining the first and second laws of thermo­
dynamics. Equation (2.16) is written In general terms for a reversible process. 
Solving for Q yields 
Q = TgAS (2.22) 
Substituting this Into equation (2.4) and rearranging gives 
= (2.23) 
where is the ideal work of the reversible process. 
Since real processes are not reversible, some of the ideal work is degraded 
as a result of Irreversibilities. This is the lost work, defined as 
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(2.24) 
where is considered to be the "useful work" produced during the process. Equa­
tions (2.4) and (2.23) are substituted into this expression, and the enthalpies cancel 
leaving 
If AS is expanded as a sum of entropies over all flow streams and species, 
and if equation (2.25) is divided through by T^, the resulting expression is equivalent 
to equation (2.17). Lost work is directly proportional to the entropy generation in a 
steady flow process. The expression that is used in this treatment for evaluating 
lost work for all processes is 
Lost work Is the commodity selected here to quantify the effects of irreversi­
bilities in systems. Since it is defined as a type of work, it is probably recognized as 
something more tangible than entropy. This viewpoint should aid the reader in un­
derstanding what role irreversibilities play in systems. 
Availability 
As mentioned earlier in this chapter, the terms "lost work" and "loss of avail­
ability" are used interchangeably. However, availability has not yet been defined 
here. The fact that this type of thennodynamic investigation is called "availability 
analysis" suggests that availability is a widely used thermodynamic property. The 
majority of work in this area is based directly on evaluating the change in availability 
for a process, not directly on the ideas of lost work and entropy generation. 
LW = TgAS - Q (2.25) 
LW = + Cp3iln(T„/r„) h- - T„) + ... - RlnCx^)} 
- Ts2:i2;i„x,w JS„ + Cp,,ln(T,„/T„) + - T„) + ... - Rln(x.)} 
• ^ T3Si„w^„Rln(P,„/Po) - Q (2.26) 
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Availability for a system where kinetic and potential energy effects are ne­
glected is written as 
Av = (H-Ho).TQ(S-SO) (2.27) 
where the subscript 0 represents the dead state. The dead state is a state in which 
the system is in thermal and mechanical equilibrium with the environment, so that 
no spontaneous changes in either the system or the surroundings can occur [10]. 
The dead state in this work is selected to be the reference state of 298 K and 1 atm. 
The availability of a system at the dead state equals zero. 
The change in availability for a steady flow process can be written by sub­
tracting the availabilities of the streams leaving and entering the system. Having se­
lected the dead state as the reference state, HQ and SQ equal the formation values 
Hj and Sj. Having defined AVQ = 0, equation (2.27) is the appropriate expression for 
the change in availability from the dead state to a desired state. Any change in 
availability can be written as 
AAv = AH - TaS (2.28) 
Substituting equation (2.4) gives 
AAV = Q - WG - TAS (2.29) 
The availability of a flow stream may either be converted into useful work or 
destroyed by in-eversibilities in a process. This implies that the availability of an in-e-
versible process must decrease, unless work is added to the system in an amount 
that exceeds the availability destroyed. Comparing equations (2.29) and (2,25) 
gives the result 
AAv = -(Wg + LW) (2.30) 
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Useful work has been defined by from equation (2.24). This leaves LW as the 
availability destroyed by irreversibilities. Since LW must be positive, AAv is nega­
tive for a process producing useful work. This is in agreement with the above stipu­
lation. Therefore, lost work and loss of availability are the same. 
The equivalence of lost work and loss of availability has just been shown to 
be true. Also exergy, availability, and the like are alleged to be the same property. 
However, it is difficult to compare the works of different researchers in this field. 
The next section presents a brief overview of some of the work done in the area of 
availability analysis. An example of the difficulty of comparing different authors' re­
sults is included. 
Applications of Availability Analysis 
The idea of evaluating the perfonnance of a system by making use of the 
second law of thermodynamics is not a topic that is stressed in chemical engineer­
ing thermodynamics courses. Mention of such techniques is minimal in three of the 
standard undergraduate thermodynamics textbooks. Balzhiser et al. devotes one 
section to the topic [7, pp. 136-141], and Sandler only makes mention of it in an 
end-of-the-chapter problem [11]. Smith and Van Ness devote an entire chapter to 
the subject of thermodynamic analysis, but this appears late in the text [3, pp. 548-
568]. However, detailed discussion of availability analysis has been included in the 
recently released third edition of Thermodynamics and Its Applications [12]. This is 
an indication of the growing awareness about second-law methods and their useful­
ness as a tool for finding ways to improve processes. 
Availability analysis is far more prevalent in the field of mechanical engineer­
ing. Many texts, joumals, and symposia have been devoted to this subject area in 
recent years. Notably, the Second Law of Themnodynamics Workshop sponsored 
by the U.S. Department of Energy in 1979 was the catalyst for much of the progress 
in this area [9]. The idea of availability itself was conceived independently by both 
Maxwell and Gibbs in the late 1800's [13]. It has taken nearly a century to achieve 
wide recognition as a valuable tool for process optimization. The advantage of 
these methods lies in their abil'ity to locate and quantify the irreversibilities 
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present in any process [12]. 
Second-law analyses have been performed on a variety of systems. Hessel-
mann developed a computer program to optimize a heat exchanger network based 
on minimizing exergy losses and operational cost [14]. Moody introduces applica­
tions of second-law analysis to nuclear reactor and containment technology [15]. 
Wall examines exergy flows in two industrial processes: a pulp and paper mill and 
steel plant and rolling mill [16]. 
Such principles have also been applied to the production of chemicals. Cre-
mer perfonned the availability analysis for an ammonia plant [17]. This analysis is 
discussed in detail in Chapter V. The remainder of this chapter presents an exam­
ple of the difficulties in comparing the results of different authors' analyses of the 
same chemical production plant. 
Ravindranath and Thiyagarajan did an available energy analysis for a sulfuric 
acid plant [18]. The basis for the authors' analysis is a one-hundred tons per day 
double-contact double-absorption sulfuric acid plant. This plant is comprised of 
seven sections which have been grouped into five blocks for analysis purposes. 
Data and formulas for computing availability for the different chemical species in the 
process are given. The flow rate, temperature, pressure, and composition of most 
of the streams in the system are given, along with their computed availability. 
Power inputs and losses in availability associated with heat losses and streams exit­
ing the system are tabulated. 
As a first step, the enthalpy balances on the blocks and the overall system 
are tabulated. No source for enthalpic data is given. The net useful efficiencies are 
computed for later comparison to the second law effectiveness. This comparison 
illustrates the utility of availability analysis in pointing out the tme losses and inevita­
ble consumptions of availability within the plant. 
Next, the results of the availability analysis are given. An available energy 
flow diagram is given to illustrate where in the system the most significant amounts 
of available energy are. This type of diagram is commonly used for simple systems. 
For larger, more complex systems, such as an ammonia plant or life support sys­
tem, such diagrams would be almost too detailed for appreciation. The 
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effectiveness and percentages of availability lost and consumed are tabulated for 
various components of each block and for the system as a whole. The methods 
used to determine these results are not well-defined. These results are used to 
identify areas for improvement in the plant. 
To determine how the availability computations are done, the given data are 
used to attempt to generate their results. No fonnula consistent throughout the 
blocks has been determined. Since the methods behind the availability results, the 
source of the enthalpic data, and properties of some of the streams in the plant are 
not available, the prospect of replicating these results and using them in a compari­
son of different methods of second-law analysis is poor. Such analysis would have 
little meaning without the understanding of where the authors' results came from. 
Other authors have done similar analysis for the sulfuric acid plant. Szargut 
et al. repeated Ravindranath and Thiyagarajan's calculations using a different refer­
ence state [19, pp. 251 -257]. The source of their enthalpies is given, but data for 
some of the streams in the system is missing. Kotas takes a different approach to 
the analysis [20]. His calculational methods are more detailed in the text, but sev­
eral of the results are left to be obtained by the reader as an exercise. He does not 
address the issue of efficiency and effectiveness. 
The differences in evaluational methods of the three sets of authors refer­
enced above illustrates one of the difficulties commonly encountered in this field. 
The various missing information in all three papers makes it very difficult to compare 
their results. These inconsistencies, along with the wide variety of nomenclatures in 
this area, are likely to be the cause of the slow spread and acceptance of second-
law analysis methods. 
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CHAPTER III. PROCESS DYNAMICS AND CONTROL 
To complement the presentation of the thermodynamic methods in Chapter 
II, this chapter provides general infomnation about the modeling methods employed 
in this research. This completes the background information needed to understand 
the genesis of the results discussed In the following chapters. First, the techniques 
for dynamic modeling used in this work are discussed. To conclude, some basic in-
fonnation about process control systems is given as background for Chapters IV 
and VIII. 
Process Dynamics 
The essence of a dynamic process is that its variables are dependent on 
time. Differential equations in time are used to describe such processes. To model 
such a process, it is usually necessary to solve coupled sets of such differential 
equations, which is usually a complicated, time-consuming endeavor. The coupling 
in such sets of equations is often not only in time but with other system variables, 
such as temperature or composition. There are several methods available for solv­
ing such sets of coupled equations and many different ways to model the behavior 
of systems. For a large, complex system like the ARS, the method selected should 
be well-organized and easy to follow because of the numerous variables and inter­
actions in the system. 
The first choice might be to develop a computer program which can do the 
necessary repetitive calculations very rapidly and accurately. There are many sub­
routines available for solving differential equations which could be called from a 
FORTRAN program. However, the ARS has so many components which interact 
with each other that such a program would be quite complicated and probably diffi­
cult to follow. 
There are also many software packages availcible for simulating typical unit 
operations, both as single units and as integrated into complex systems. Such 
packages often have the advantage of being linked to a physical property database 
which can provide more accurate estimates of thermodynamic properties, such as 
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enthalpy, entropy, and heat capacity. However with packages such as ASPEN, it is 
cumbersome to efficiently observe the behavior of the system over a period of time, 
and it is not possible to alter all of the computations done by the simulator. Also, 
separate subroutines would have to be written to compute the lost work. 
Another altemative is to use spreadsheets. This is probably the most practi­
cal method for such a large, complicated system. Spreadsheets have become a 
useful tool for engineers because they are adaptable to different types of problems 
and easy to use [21]. Among their advantages are the organized format, the ability 
to produce graphs easily, and the ease in changing parameters or fomnulas without 
having to continually recompile, as with a FORTRAN program. Sowa outlines a 
simple procedure for doing trial-and-en-or flash calculations [22]. This is one type of 
repetitive calculation that a spreadsheet naturally lends itself to do. 
Julian discusses the utility of spreadsheets for numerically solving a set of si­
multaneous differential equations which did not converge after hours of computation 
time using analytical methods [23]. Numerical methods are valuable tools in ap­
proximately solving differential equations. There are many different methods avail­
able, each having advantages and disadvantages. The simplest and least accurate 
of the methods is Euler's method. The Taylor and Runge-Kutta methods are more 
accurate, but they are more complicated and difficult to implement for systems of 
equations [24, p. 9-25]. 
Numerical methods allow a set of time-dependent differential equations to be 
approximated at a series of unifonn time increments. Between these points, the so­
lution is obtained by interpolation. Euler's method makes use of the approximation 
Y(X,,i) = Y(X,) + hf(X^,Y(X^)) (3.1) 
where Y is a function of the variable X, h is the length of the time increment, and f is 
the derivative of the function. The subscript n denotes the time step. The value of f 
is obtained from 
nX,,Y(X^))={Y(X^^,)-Y(X^)}/h (3.2) 
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The initial value of Y must be known to proceed [24, p. 9-11]. 
The accuracy of such a method for approximating the dynamic behavior of a 
system is dependent on the length of the time increment. If the increment is suffi­
ciently small, the behavior can be approximated almost exactly: for larger incre­
ments, the approximation is less accurate. In this work, a FORTRAN subroutine im­
plementing Euler's method is used to determine an appropriate time increment. 
Euler's method is used not only because it is easily implemented, but because it is 
adequate for the time scale of the variations present in this work. Euler's method 
has been adapted to a spreadsheet to create the model. 
To alleviate some of the complexities in solving sets of coupled equations, 
different assumptions can be made. One such assumption is that the process is at 
a steady state at any given moment in time. This means, in part, that mass flows in 
and out of the system are at the same rate, as in a steady flow system. This elimi­
nates any mass flow time-dependency, greatly simplifying some of the computa­
tions. Equations like (2.3), (2.11), and (2.26) can then be used to characterize the 
mass, energy, and lost wori< for a system at any given time. 
The assumption of a continuous series of steady states is not only reason­
able, but for the purpose of modeling the behavior of a complex system like the 
ARS, this simplification saves computing time. This advantage outweighs the inac­
curacies inherent to such an assumption, because the system is large and the inter­
actions between the ARS subsystems are complex. The assumption of continuous 
steady states is also often used for simpler systems to approximate their behavior. 
Spreadsheets offer an appreciable flexibility for process modeling. System 
parameters, such as temperatures, compositions, extents of reaction, efficiencies, 
residence times, and flow rates, can be altered simply by changing the values in a 
single cell or a fomiula in a column or row. A single spreadsheet can be used to do 
a wide range of simulations. For a system as complex as the ARS, this is a distinct 
advantage. 
More detailed infonnation about the individual spreadsheets used in this work 
is given in later chapters along with the descriptions of the different processes which 
are modeled. 
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Process Control 
Process control is a natural extension of process dynamics. Its objective is 
to implement some measures within a system that keep different parameters at a 
desired level when there are changes in the loads on the system. This is an impor­
tant measure in many systems for issues of safety and productivity. It is especially 
important in life support systems where the air and water quality must be maintained 
within certain limits. To meet these criteria, the processing equipment must be able 
to keep up with the changing respiratory and energetic requirements of the crew. 
The starting point for developing process control systems is the characteriza­
tion of the dynamic behavior of the system of interest. These dynamic equations 
give the relationships between the different variables in the system. There are dif­
ferent types of variables in a controlled system. A controlled variable is one in 
which the value is to be maintained at a desired level, or set point. A manipulated 
variable is one with values that change according to some specified relationship 
when the value of the controlled variable deviates from the set point. An input vari­
able, or load, is one with changes that are the cause of the deviations in the con­
trolled variable from the set point. 
There are several process control strategies that may be implemented. The 
simplest and most commonly used are feedback controllers. More sophisticated 
control strategies include feedforward, supervisory, multivariable, and adaptive con­
trol [25, p. vii]. These strategies generally provide better control, but they are more 
difficult to implement. For this wori<, feedback control is primarily used in the mod­
els because it is easily implemented, and the focus of this work is not to design an 
optimal process control system but to study thermodynamic behavior. The effect of 
control on thermodynamic behavior is seen just as easily with proportional control 
as with more sophisticated control systems. 
Within the realm of feedback control there are also many strategies. These 
strategies dictate the type of relationship used to change the manipulated variable. 
The three most common are proportional, integral, and derivative. These are often 
used in combination, as each has disadvantages. 
The simplest of the three strategies is proportional control. The relationship 
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for the manipulated variable is 
Man(t) = Mangg + K(SP - Con(t)) (3.3) 
where Man is the manipulated variable, K is the gain. Con is the controlled variable, 
SP is the set point value of Con, and Man^^ is the steady state value of the manipu­
lated variable. The quantity (SP - Con(t)) is the error signal. The value of K dictates 
the sensitivity of the controller to deviations from the set point. One of the disadvan­
tages of proportional control is the offset present when the system reaches a new 
steady state. 
Integral control, also called reset or floating control, has the manipulated vari­
able proportional to the integral of the error signal over time. The proportionality 
constant TJ is adjustable. The advantage of integral control is that it eliminates off­
set. Its disadvantage is called "reset wind-up", which occurs when the controller en­
counters a sustained en-or, and the manipulated variable eventually saturates be­
cause the integral becomes quite large [25, p. 189]. 
Derivative control, also called anticipatory control, anticipates the future be­
havior of the error signal by considering its rate of change [25, p. 190]. This type of 
control has the manipulated variable proportional to the derivative of the en-or signal 
by Xp, which is also adjustable. Derivative control helps to stabilize the controlled 
process. However, this type of control is ineffective when the error signal is con­
stant, and for that reason it is always used in combination with proportional or inte­
gral control. 
Most of the control systems used in this work are proportional because of 
their simple nature. Again, the focus of this work is not to design an optimal process 
control system but to study thermodynamic behavior. Illustrations of the thermody­
namic behavior of a series reactor system with different control systems are pre­
sented in the next chapter. 
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CHAPTER IV. EXAMPLE ONE: MODELING AND COMPARISON OF CONTROL 
SYSTEMS FOR THREE REACTORS IN SERIES 
Developing a dynamic model for a complex system can be an ovenvhelming 
task. In order to illustrate how the modeling techniques developed in the last chap­
ter can be applied, this chapter provides a simple example. This presentation 
should aid the reader in understanding how Euler's method is adapted to a spread­
sheet and how this method is used to model a dynamic system. These ideas are 
the groundwork for later chapters. 
The series reactor system is far less complex than the ARS, but it can be 
used to help answer some of the questions addressed in this work. This system is 
used to demonstrate the effects of different control schemes on system behavior. 
Because the series reactor system has only one controller, its behavior is easily in­
vestigated for many different control schemes. This system is also used to address 
the issue of the effect of process control on lost work. Because there is far less 
equipment in the series reactor system than in the ARS, analysis of this system is 
much simpler, but it still provides information about the trends of interest. 
To begin, a description of the series reactor system is presented. This in­
cludes details about the spreadsheet models used for the simulations. To conclude, 
a discussion of the simulations and general trends is presented. 
System description 
This work is an extension of an example used by Luyben throughout his text 
[26]. The system consists of three tank reactors in series. They are perfectly mixed 
and have equal hold-up volumes. The reaction has first-order kinetics with liquid re-
actant A forming liquid product B. The reaction is assumed to be of the Antienius 
type. The density throughout the system is assumed constant, and the reaction 
mixture is assumed to be an ideal solution. The reactors operate isothermally and 
with steady mass flow rates. The reactor volumes, flow rates, rate constants, and 
initial concentrations are given. 
The system is designed so that the outlet stream of the first reactor is the 
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inlet stream of the second reactor, and so forth. The equations governing the reac­
tions are of the form 
dC^(r)/dt = (C^(r-I) - C^(r))/T - l<C^(r) = C'^ (r) (4.1) 
is the concentration of reactant A. T is the residence time, which is the ratio of 
the reactor volume to the flow rate. For this example all three reactors operate at 
the same temperature, so the respective rate constants are equal, denoted by k. 
The symbol r denotes the reactor number. This equation may also be written in 
terms of the product concentration, Cg. 
For r=1, the value C^(r-1) indicates the concentration of species A entering 
the first reactor, C^(0). This concentration is specified for all times, leaving Cy^(1) as 
the only unknown variable in this equation. It is easily solved for analytically. The 
solution for C^(1) can be substituted into the equation for r=2 to obtain C^(2). A 
similar procedure will give the solution for C^(3). 
Rather than solving analytically, Euler's method may be used giving expres­
sions of the form 
(4.2) 
where the subscript n denotes the time step. C'^ (r)^ is the time derivative in equa­
tion (4.1). To do these computations on a spreadsheet, a column Is designated for 
each of the r+1 concentrations, and there are n+1 rows, one for each time step in­
cluding the initial conditions. In the spreadsheet, time is counted by 
(4.3) 
For this model, a time increment of h = 3 s is selected, and the simulations are for a 
45 minute period. 
For this system, it is of interest to regulate the composition of the final outlet 
stream. This guards against any major changes in this composition caused by 
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changes in the feed concentration. To insure that the quality of the product remains 
within an acceptable range, a control system is integrated. Figure 2 illustrates this 
integrated system. Feedback control is used. The concentration of species A or B 
leaving the third reactor is measured. In response to the signal from this controller, 
a stream of additional A is fed to the first reactor. 
CA(M) 
Error 
Tank Tank Tank 
Feedback 
Controller 
Figure 2. Controlled series tank reactor system. 
For this control system, C^CS) or Cg(3) is the controlled variable, CA(I\/I) is the 
manipulated variable, and C^CF) is the input variable. The relationship goveming 
C^IM) may take different forms. For this study, proportional and integral control are 
used. For proportional control with C^CS) as the controlled variable 
= CA(M)3s KA(CA(3)sp • C;^{3)„) (4.4) 
where is the gain for control based on CA(3), and is the set point value. 
For proportional control with Cg(3) as the controlled variable 
= Ca(M),3 + Kb(Cb(3)sp • Cb(3)„) (4.S) 
where Kg is the gain for control based on Cg(3). For proportional-integral control 
with Cf^{3) as the controlled variable 
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= C^(M)ss • K;^{C^(3)sp - C^(3)„ 1/T,Z„.,h(C^(3)sp - C^(3)„)) (4.6) 
The results of the simulations for each of these control schemes for ranges of gains 
are presented in the next section. 
To fully study the behavior of this system, thermodynamic analysis is neces­
sary. Since the reaction is for completely general species and all reactors are as­
sumed to operate isothermally at the same temperature, the thermodynamic proper­
ties for the species are chosen arbitrarily. The reaction is assumed to be 
exothermic and to have a negative AS. The pressure throughout the system is as­
sumed to remain constant, and pressure drops through the system are assumed to 
have a negligible effect on lost work. 
With these assumptions, there is no need to specify heat capacities for the 
species, and the energy balance for each reactor is simply 
Q(r) = AH^(CB(r)-CB(r-1))F (4.7) 
where AH^. is the enthalpy of reaction per mole of B formed, and F is the flow rate. 
In order to guarantee isothemnal conditions in each reactor, cooling in the amount of 
Q(r) is required. The provisions for this are not of interest in this study and are un­
specified. The only stipulation is that the reactor temperature is higher than the sur­
roundings temperature, TQ. 
Though ideal solutions and negligible pressure effects are assumed, the lost 
wori< equations are not as simple as the energy balance equations. The composi­
tion of the contents of the reactors changes from inlet to outlet, and this affects the 
entropy. The lost work equations take the form 
LW(r) = TQ{AS^(CB(r) - CeCr-l)) - RC^(r)ln(x^(r)) - RCB(r)ln(1-x^(r)) 
+ RC^(r-1 )ln(x^(r-1)) + RCeCr-l )ln(1 -x^(r-1 ))}F - Q(r) (4.8) 
where AS^. is the entropy of reaction per mole of B formed. 
These thermodynamic equations are written for each reactor at each time 
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step. The concentrations throughout the system and the cooling requirement and 
lost work for each reactor are simulated over time for various inlet concentrations, 
C^(F). The results of these simulations follow. 
This section focuses on the general trends observed from the series of simu­
lations completed. Specific information about the system is documented in Table 1. 
These parameters are used in all of the simulations. The initial conditions given 
here are considered to be the steady-state conditions and set point values. 
Table 1. Characteristics and initial conditions for the series reactor system. 
Parameter Value Units 
Results 
V 
F 
1.0 
0.5 
2.0 T mm 
k 
AH 
AS 
Ca(F)O 
Ca(M)O 
Ca(0)O 
Cb(0)O 
CA(1)n 
Cr(1), 
' '0 
B '^^ 0 
0.5 
-10.0 
-10.0 
0.4 
0.4 
0.8 
0.0 
0.4 
0.7 
0.4 
0.2 
0.6 
0.1 
l/min 
kJ/mol 
J/morK 
mol/ft^ 
mol/ft^ 
mol/ft^ 
mol/ft^ 
mol/ft^ 
mol/ft^ 
mol/ft^ 
mol/ft^ 
mol/ft^ 
mol/ft^ 
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To begin discussion, the effects of feed composition on the outlet concentra­
tions are investigated. Simulations cover a range of C^(F) from 0.2 to 0.8 mol/ft^, 
from halving to doubling the steady-state feed concentration. Deviation in the outlet 
concentrations from the steady-state values in Table 1 and the effect of feed con­
centration on heat removal requirements and lost work are of most interest. To in­
vestigate the effect of process control for each of these cases, various proportional 
controllers are implemented. 
Figure 3 shows the results for proportional control with Cy^(3) as the con­
trolled variable. Equation (4.4) describes this controller. For all cases, the offset in 
C^(3) changes lineariy with feed concentration. Note that the steady-state feed 
concentration 0.4 mol/ft always gives zero offset. For increased gain, the offset 
decreases. These trends are also tme for proportional control with Cg(3) as the 
controlled variable. 
0 O 
i  
9 
a  
IM 
0 .06  
0 .04 -
0 . 0 2 -
0 . 0 0 -
n -0.02 
>0 .04  
C- (F) (mol/cu.ft.) A 
Figure 3. Effect of feed concentration on offset in outlet concentration, C^, for 
different proportional controller gains, K^. 
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Figure 4 shows the effect of feed concentration and controller gain on the cu­
mulative lost work. The same linear behavior as for the offset is observed. In­
creased gain brings the lost work closer to the steady-state values for all cases. 
The same trends occur for the required heat removal. Because lost work and heat 
removal exhibit the same behavior as the offset for different feed concentrations, it 
is assumed that these parameters are most affected by changes in concentration in 
the system. This assumption agrees with equations (4.7) and (4.8), where the vari­
ables are concentrations or functions of concentration. 
7x10® 
6x10® 
C 
•H 
8 
^ S 35x10 
§ 
4x10® 
3x10® I I 
0 . 2  0 .4  0 .6  0 .8  
C_(P) (mol/cu.ft.) 
A 
Figure 4. Effect of feed concentration on cumulative lost work for different 
proportional controller gains, K^. 
From the observation that increased controller gain brings the system closer 
to steady-state behavior, one might assume that an infinitely large controller gain 
would bring the system all the way back to steady-state values. However, this is not 
true. Figure 5 shows the effect of controller gain on the controlled variable's offset 
from the steady-state value for a doubling of the feed concentration. The offset 
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Figure 5. Effect of controller gain on offset in the outlet concentration, C^. 
decreases rapidly at first, but the rate of decrease diminishes quickly. From the 
range of gains shown here, it is impossible to determine if the offset will asymptoti­
cally approach zero. However by looking at the behavior of the system over a pe­
riod of time, this point becomes moot. 
Figure 6 shows the behavior of the system over a period of 45 minutes with a 
step change doubling the feed concentration at t = 5 min. Though the offset in 
C^(3) decreases with increased gain as shown in Figure 5, the system oscillates on 
the way to its steady state. For larger gains, this behavior becomes more extreme, 
encroaching on the realm of instability. This is not desirable. 
By examining other characteristics of the system for this simulation, guide­
lines for detemnining a maximum acceptable gain may be determined. Rgure 7 
shows the behavior of the manipulated variable overtime. With no control this is, as 
expected, set at the value given in Table 1. For = 20 and = 40 the value dips 
below zero. This would indicate a negative concentration of species A, which is 
physically impossible. For this reason, a gain less than = 20 is necessary. 
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Figure 6. Beiiavior of outlet concentration, C^, over time for a step change 
in feed concentration, for different proportional controller gains, K^. 
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Figure 7. Behavior of manipulated variable, C^(M), overtime for different gains, K, 
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A set of simulations with Cg(3) as the controlled variable for the sanrie step 
change in feed concentration yields similar results. Figure 8 shows that the offset in 
the controlled variable also decreases with increased gain, but the oscillations are at 
a lower frequency than for C^(3). Examination of the manipulated variable's behav­
ior indicates that negative concentrations will occur for Kg=3, so this value is not ac­
ceptable. 
PQ 0.8 
Tune (mm) 
Figure 8. Behavior of outlet concentration, Cg, over time for different controller 
gains, Kg. 
The trends for required heat removal and lost wori< for this system are shown 
in Figure 9. These behaviors are similar to the behavior of Cg(3). The discontinuity 
in the lost work at the point of the step change is a computational artifact. 
Because the system with control based on Cg(3) exhibits less extreme oscil­
latory behavior than with control based on C^(3), one might assume that the former 
is a better control system. To fairiy evaluate this assumption, some common de­
nominator is required. Here, the deviation in C^(3) from the steady-state value 
given in Table 1 is used. Rgure 10 shows the behavior of C^(3) for a range of Kg. 
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Rgure 9. Required heat removal and lost work over time for different controller 
gains, Kg. 
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Figure 10. Outlet concentration, C^, over time for different controller gains, Kg. 
Kg = 2 is the best choice, since Kg = 3 has been eliminated because it yields un-
physical results. Using Figure 5, the value of K^ that yields the same offset in C^(3) 
as for Kg = 2 is determined. Simulations for these control systems are compared to 
determine which is better-behaved. 
Figure 11 shows the behavior of C^(3). The offset is the same for both con­
trollers, the result that the controller parameters are selected to yield. K^ reaches 
its steady-state value approximately 25 minutes into the simulation. Kg is not quite 
at steady state by the end of the simulation. Kg has a significantly larger spike in 
concentration than K^ and exhibits more extreme oscillations. K '^s behavior is 
more stable, so this system would be preferred. 
Rgure 12 shows the behavior of Cg(3). In this case, K^ does not oscillate at 
all and is more stable than Kg. Note that though the control parameters are not 
selected to match the deviation from the steady-state value for this variable, these 
values do match. 
The matched steady-state values and lesser oscillations for K^ are also the 
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Figure 11. Behavior of outlet concentration, C^(3), over time for different controlled 
variables. 
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Rgure 12. Behavior of outlet concentration, Cg(3), overtime for different controlled 
variables. 
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case for the manipulated variable, the required heat removal, and the lost work. 
Control based on C^(3) is more stable than control based on Cg(3). By this criterion 
the fonner is a better control system, contrary to the assumption made above. 
To summarize, the main disadvantage of proportional control systems is off­
set. Though offset is reduced by increasing the controller gain, this induces oscilla­
tory behavior within the system, which may lead to instabilities. A compromise must 
be made to select the best proportional controller. To avoid both of these draw­
backs, integral control may be implemented instead. 
Integral control is implemented for the series reactor system for the same 
step change as the above simulations. The equation dictating the controller's be­
havior is a revised version of equation (4.6). Only the steady-state value of the ma­
nipulated variable and the summation term appear on the right-hand side. 
Simulations cover a range of t|. Figure 13 shows the behavior of C^(3) with 
integral control based on the accumulated offset in C^(3). Because of the inverse 
relationship, the time taken to reach steady state decreases as decreases. For all 
of the values of shown here, the system eventually reaches a steady state with 
zero offset, given adequate time. For values of Xj less than 1.2, the system be­
comes unstable. 
The behavior of the lost wori< for this system is shown in Figure 14. Again, 
the lost work exhibits similar behavior to the outlet concentration. Also, the value for 
lost wori< reaches a steady-state value equal to the value corresponding with the 
condition of no offset, given adequate time. 
As a final investigation, proportional-integral (P-l) control is implemented. 
Equation (4.6) dictates the controller's behavior. For the simulations, K^= 14. Rg-
ure 15 shows the behavior of C^(3) for a range of t,. P-l control combines the ef­
fects of proportional and integral controllers. The oscillatory behavior of proportional 
control is still apparent, but the integral aspect eliminates offset. The proportional 
aspect helps to speed the return of the system to steady state [25, p. 188]. 
In conclusion, integral and P-l control have distinct advantages over propor­
tional control. Derivative control also could be implemented in the system to inves­
tigate its benefits. The effect of a control system on lost work is similar to its effect 
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Rgure 13. Behavior of outlet concentration, C^(3), over time for different integral 
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Rgure 14. Lost work over time for different integral times, x,. 
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Figure 15. Behavior of outlet concentration, C^(3), over time for different integral 
times, = 14. 
on the control variables, as lost work for this simple system is dependent only on 
concentration. Control helps to bring the lost work back to the initial steady-state 
values. The results of these studies should be bome in mind when the dynamic 
simulations for the ARS are discussed in later chapters. 
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CHAPTER V. EXAMPLE TWO: AVAILABILITY ANALYSIS OF A SYNTHESIS 
GAS AND AMMONIA PLANT 
The main focus of this chapter is to reinforce the idea presented in Chapter II: 
lost availability and lost work are equivalent quantities. This is accomplished by ex­
amining the results of an availability analysis on a synthesis gas and ammonia plant 
by Cremer, published in 1980 [17]. These results are compared to values computed 
using formulas presented in this work, based on the published description and oper­
ating conditions of the plant. Through the comparison, the significance of material 
and energy balances in accurately describing a system should become apparent. 
Also, the difficulty in comparing such results for different author's studies of the 
same system becomes evident, as for the sulfuric acid plant mentioned in Chapter 
II. 
To begin, a description of the ammonia plant analyzed is presented. This in­
cludes details of the computational methods used by the author and used in this 
wori<. Also, revisions in the author's operating conditions due to discrepancies in 
mass and energy balances are outlined. To conclude, results of the comparisons 
are discussed. 
System Description 
The importance of ammonia as an industrial product was propagated by sev­
eral discoveries. The principle of population stated in 1798 by T.J. Malthus warns 
that eventually the worid population would outgrow the food supply. In 1840, Justus 
von Leibig discovered the importance of "fixed" nitrogen in plant nutrition. These 
realizations initiated the frenzy to find a means of synthesizing ammonia from at­
mospheric nitrogen, since its demand would eventually exceed the natural supply 
[27, p. 2]. 
Many scientists accepted this challenge, and the processes for ammonia 
synthesis today are numerous. Several of the eariiest processes for the production 
of ammonia and ammonium salts are documented in Manuals of Chemical 
Technology-VII, published in 1916 [28]. More modem catalytic methods are 
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presented in Catalytic Ammonia Synthesis, published In 1991 [27]. New develop­
ments in this field continue today. 
Because ammonia is such an important industrial product, complete charac­
terization of the processes involved in its production are useful in optimizing produc­
tion. This characterization includes a study of availability losses. Cremer's focus is 
on such an analysis, not on discussing the specific problems encountered in pro­
duction. Other authors have also addressed this issue. 
Szargut replicates Cremer's results with several revisions in the operating 
conditions and the plant layout. Further thermodynamic details are included in the 
system, such as mechanical losses, which Cremer omits for simplicity. Szargut 
uses a slightly different calculational method, as outlined in his text [19, pp. 257-
264]. His approach is more sophisticated and more complicated, but it gives a more 
accurate description of what occurs in an industrial situation. 
As this chapter is intended to show that lost wori< and lost availability are the 
same, not to provide a scrutinizing analysis of the losses in an ammonia plant, the 
comparisons here are made to Cremer's work. Figure 16 shows the layout of the 
plant. The upper part is the synthesis gas plant, which converts methane, water va­
por, and air into synthesis gas. The product of interest is hydrogen. The lower part 
of Figure 16 is the ammonia plant itself, where nitrogen and hydrogen combine to 
fonn ammonia. 
The data given are for a plant producing 1000 tons of ammonia per day. The 
plant is assumed to operate at steady state. Cremer defines availability for a flow 
stream by equation (2.27). Availability consumption is defined by 
= Tq(S - So/r) (5.1) 
where T is the temperature of the heat flow stream, and the summation is over all 
heat flow streams. 
To begin analysis of the ammonia plant, mass balances for each of the sys­
tem components using Cremer's tabulated flow rates have been completed using 
equation (2.3). Adjustments in several of the flow rates have been made, as some 
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Rgure 16. Synthesis gas and ammonia plant flowsheet. 
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of the mass flows using Cremer's data are not in balance. The revised flow rates 
are given in Table 2. 
Enthalpies and entropies are computed for each stream using the same ther­
modynamic reference as Cremer [17]. Cremer's reference for the thermodynamic 
properties for liquid ammonia is unavailable, so his given values for the enthalpies 
and entropies of the pure ammonia streams (11, 43, and 44) are used. These val­
ues, along with power requirements given by Cremer, have been used in equation 
(2.11) to perfonm an energy balance on each of the units. 
Like the mass balances, many of the energy balances are not accurate. Ad­
justments in stream temperatures or power requirements have been made to rem­
edy this, often times simply to assure that all processes are exothemnic, not endo-
thermic, requiring energy from an outside source. The pressure, temperature, 
enthalpy, and entropy for each stream are also given in Table 2. 
There are discrepancies in many of the enthalpy and entropy values. Some 
of these discrepancies are due to the adjustments in flow rates and temperatures 
made to rectify the mass and energy balance problems. Others are most likely 
caused by differences in reference state and formation values. These discrepan­
cies are particulariy evident for the entropies. It is unclear how Cremer computes 
values for S. 
The properties of some of the heat exchange streams have not been tabu­
lated by Cremer, though some guidelines for the operation of these units are given. 
These guidelines are used to specify the temperature for these streams, and energy 
balances are used to solve for the unknown flow rates. These are given at the end 
of Table 2. Also, the intermediate conditions for the stream exchanging heat with 
exi, ex2, ex3, ex4, ex5, and ex6 have been tabulated as a, b, c, d, and e. 
The values in Table 2 are used to compute the lost work for each block using 
equation (2.26). These results are compared to Cremer's values for Av^ in the next 
section. 
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Table 2. Revised flow stream characteristics. 
stream P(atm) TftO flow rate fmol/s) HfMW^ S(M\N/K) 
1 1.086 293 CH^ 170.0 -12.757 -0.0139 
0.987 293 total 1790.0 -0.260 0.0078 
^2 1388.4 
CM 
O
 383.8 
Ar 17.8 
3 0.987 359 total 1960.0 -145.418 0.0114 
•^2 1388.4 
CM 
o
 43.8 
Ar 17.8 
COg 170.0 
HgO 340.0 
4 31.582 823 HgO 1516.8 -337.967 -0.0557 
5 0.987 293 CH. 4 362.4 -27.195 -0.0294 
6 0.987 293 total 477.9 -0.069 0.0021 
^2 371.6 
CM 
O 100.4 
Ar 5.9 
7 0.987 293 HgO 1053.5 -301.465 -0.1734 
0.987 293 total 333.9 
COg 327.2 
HgO 6.7 
-130.435 0.0008 
0.987 298 HgO 3.0 -0.857 -0.0005 
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Table 2. (continued) 
stream P(atm) TfK) flow rate (mol/s) HfMW) S(MW/K) 
10 226.992 293 total 108.7 
5.6 
5.9 
35.2 
10.0 
'2 
Ar 
CH, 
^^2 
NH, 52.0 
-5.040 -0.0118 
11 226.992 265 NHg 680.0 -47.390 0.0635 
12 1.036 299 same as 2 0.052 0.0082 
13 1.017 523 same as 2 11.978 0.0382 
14 0.987 1331 same as 3 -79.983 0.0980 
15 0.987 1247 same as 3 -86.076 0.0932 
16 0.947 353 same as 3 -145.784 0.0111 
17 32.568 423 CH^ 362.4 -25.150 -0.0342 
18 31.582 566 CH^ 362.4 -22.279 -0.0283 
19 31.582 744 total 18792 
CH^ 362.4 
HgO 1516.8 
-360.287 -0.0752 
20 29.608 1038 total 2403.2 
CH^ 100.4 
CO 131.0 
COg 131.0 
HgO 1123.8 
-281.146 0.0156 
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Table 2. (continued) 
stream P(atm^ T(K^ flow rate (mol/s^ H(MW^ smvj/K) 
20 
(cont.) 
21 29.608 1038 
917.0 
same as 20 -281.146 0.0156 
22 33.555 473 same as 6 2.474 -0.0051 
23 32.568 593 same as 6 4.214 -0.0017 
24 29.608 813 same as 6 7.483 0.0033 
25 28.621 1263 total 2981.5 -273.757 0.0624 
26 28.226 607 
27 27.634 673 
N, 371.6 
Ar 5.9 
CO 231.4 
COg 131.0 
HgO 1224.2 
^^2 1017.4 
same as 25 
total 2981.5 
CM 
Z
 371.6 
Ar 5.9 
CO 70.4 
COg 292.0 
HgO 1063.2 
"2 1178.4 
-343.374 -0.0145 
-342.925 -0.0099 
28 27.436 473 same as 27 -362.973 -0.0450 
29 25.660 303 total 1523.7 
Ng 371.6 
-3.138 -0.0345 
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Table 2. (continued) 
stream P^atm) T^K) flow rate (mol/s) H(MW) SfMW/K^ 
29 Ar 5.9 
(cont.) CH^ 35.2 
H2O 3.0 
"2 1108.0 
30 226.992 303 total 1520.7 -2.413 -0.0620 
^2 371.6 
Ar 5.9 
CH. 4 35.2 
^^2 1108.0 
31 226.992 295 total 5543.1 -25.787 -0.2409 
^2 1263.8 
Ar 138.6 
CH4 293.8 
"2 3774.8 
NH3 72.1 
32 246.731 313 same as 31 -22.862 -0.2351 
33 246.731 459 same as 31 1.293 -0.1718 
34 226.992 687 total 4811.1 2.303 -0.1417 
^2 897.8 
Ar 138.6 
CH4 293.8 
"2 2676.8 
NH3 804.1 
35 226.992 503 same as 34 -27.768 -0.1926 
36 226.992 345 setmeas34 -51.975 -0.2503 
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Table 2. (continued) 
stream Pfatm) T(K) flow rate (mol/s) HfMW^ S(MW/K) 
37 226.992 303 same as 34 -58.168 -0.2694 
38 226.992 303 total 4488.1 
N„ 897.8 
138.6 
^2 
Ar 
CH, A 
^2 
NH. 
293.8 
2676.8 
481.1 
-43.400 -0.2284 
39 226.992 269 same as 38 -47.958 -0.2443 
40 226.992 253 same as 38 -50.088 -0.2525 
41 226.992 253 total 4131.1 
No 897.8 
138.6 
^2 
Ar 
CH, 
^2 
NH, 
293.8 
2676.8 
124.1 
-33.145 -0.2071 
42 226.992 293 total 4022.4 
No 892.2 
132.7 
'2 
Ar 
CH, 
^2 
NH, 
258.6 
2666.8 
72.1 
-23.256 -0.1791 
43 226.992 303 
44 226.992 253 
NHg 323.0 
NH, 357.0 
-21.559 0.0332 
-25.831 0.0299 
0.956 546 same as 3 -133.736 0.0381 
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Table 2. (continued) 
stream P(atm) T(K) flow rate (mol/s) SfMW/K) 
0.958 591 same as 3 -130.853 0.0431 
0.959 620 same as 3 -128.982 0.0462 
0.967 790 same as 3 -117.805 0.0620 
0.969 839 same as 3 -114.519 0.0660 
w4in 1.000 420 HgO 1848.0 -439.147 -0.0602 
w40Lrt 1.000 590 HgO 1848.0 -427.974 -0.0379 
w6in 1.000 639 H2O 1783.0 -409.716 -0.0314 
w60Lrt 1.000 1047 HgO 1783.0 -381.282 0.0029 
w7in 1.000 407 HgO 2795.0 -665.445 -0.0941 
w7out 1.000 1063 HgO 2795.0 -595.842 0.0063 
w8in 1.000 273 HgO 386.0 -111.038 -0.0656 
w8out 1.000 473 HgO 386.0 -91.011 -0.0110 
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Results 
As a first step in comparing Cremer's results to the results obtained using 
the computational methods given in this work, an attempt is made to replicate 
Cremer's results for availability using the flow rates, enthalpies, and entropies which 
he has tabulated. Though the formulas Cremer included in his work are quite simi­
lar to the ones used here, it does not appear that he consistently used these formu­
las. Computations are first done using his formulas and data. For several of the 
blocks, this did not yield his given results for consumed availability. In the case 
of unit co2, for instance, Cremer disregards the sign of the entropy term to amve at 
a positive consumed availability. 
Next, computations are done using Cremer's data and the lost work fonnulas. 
For some of the blocks, these fomiulas do yield Cremer's results, as do Cremer's 
equations. For these cases, the lost work and consumed availability equations are 
identical. For other blocks, Cremer's results are replicated where his fomnulas do 
not yield his results. This suggests that Cremer does not consistently use his own 
formulas. This makes some of Cremer's results questionable. 
However for several of the blocks, neither the lost work nor consumed avail­
ability equations give Cremer's results. For some of these situations, some neces­
sary data are missing from Cremer's work, such as for some of the heat exchang­
ers. Other situations remain unexplained. Table 3 summarizes these results. 
The next step in the analysis is to examine the lost work calculations done 
using the data in Table 2. These are compared to Cremer's values for consumed 
availability as both a straight value and as a percentage of the total consumed avail­
ability. These comparisons are shown in Table 4. 
To examine the system as a whole, the total lost work is shown to be larger 
than the total consumed availability. This is reasonable, as most of the adjustments 
in flow rates are increases. The largest discrepancies in the percentage of the total 
are for ex2, ex9, and ex10. These are all well over 100% in error. Ex2 and ex9 
involve both an increase in mass flow and a temperature drop, and exi 0 involves an 
increase in mass flow. Table 3 shows that the methods used to calculate Av^ for 
ex2, ex9, and exi 0 are undetennined. 
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Table 3. Availability equations used to obtain Cremer's results. 
Unit Cremer Equation Unknown 
r2.26) 
col X X 
co2 X 
C03 X 
C04 X 
co5 X 
co6 X X 
exi X 
ex2 X 
ex3 X 
ex4 X 
ex5 X 
ex6 X 
ex7 X 
ex8 X 
ex9 X 
exIO X 
ex11 X 
exi 2 X 
exi 3 X X 
refl X 
ref2 X X 
con X 
sepi X 
sep2 X X 
sep3 X X 
syn X X 
mixl X X 
mix2 X X 
mix3 X X 
pipel X X 
pipe2 X X 
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Table 4. Lost work versus availability, unit by unit. 
Unit Power Q LW %tot LW AVQ 
fMWt 
%Total (Mm fKWI (MWi 
col 0.313 -0.688 0.100 0.046 4.46 2.98 
C02 0.366 -0.042 0.105 0.048 0.63 0.42 
co3 5.070 -3025.209 1.594 0.731 1.86 1.24 
C04 7.510 -4966.201 2.805 1.287 3.83 2.56 
co5 15.370 -15502.442 7.153 3.280 9.02 6.02 
co6 2.930 -4.267 1.728 0.793 1.14 0.76 
exi -122.076 1.004 0.461 2.46 1.64 
ex2 -11.248 0.270 0.124 0.04 0.03 
ex3 -131.982 0.228 0.104 0.42 0.28 
ex4 -4.263 1.947 0.894 2.50 1.67 
ex5 -16.484 0.333 0.153 0.29 0.19 
ex6 -9.106 2.093 0.960 3.51 2.34 
ex7 -14.760 7.044 3.231 7.03 4.69 
ex8 -21.631 5.842 2.679 5.67 3.78 
ex9 -51.533 1.725 0.791 0.16 0.11 
exIO -30071.594 14.916 6.841 3.35 2.24 
ex11 -6193.695 0.490 0.225 0.55 0.37 
exi 2 0.291 -0.471 0.086 0.039 1.73 1.15 
exi 3 4.770 -6899.103 4.467 2.049 2.91 1.94 
refl -62.179 49.108 22.523 48.90 32.64 
ref2 -93.889 13.044 5.982 13.09 8.74 
con 0.450 -0.786 1.370 0.629 1.04 0.69 
sepi -72065.236 23.752 10.894 16.37 10.93 
sep2 -6790.757 28.916 13.262 0.00 0.00 
sep3 -8888.674 31.313 14.362 0.00 0.00 
syn 1.011 -0.894 8.959 4.109 6.51 4.35 
mixl -41.153 2.649 1.215 2.39 1.60 
4+18=19 
mix2 -117.860 0.189 0.086 3.48 2.32 
30+42=31 
mix3 0.000 0.119 0.055 0.13 0.09 
43+44=11 
pipel -6093.263 4.684 2.148 4.69 3.13 
14->15 
pipe2 0.000 0.000 0.000 1.65 1.10 
20->21 
Total 38.081 -161201.486 218.033 149.81 
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The most closely matched values are for ex7, ex8, refl, ref2, mix3, and pipe1. Ex7 
and ex8 involve mass flow increases, but the exchange stream flow rates are se­
lected to match these increases. The other results, except for refl, are cases where 
both the lost work and Cremer's equations yield his results. 
The distribution of lost work between the halves of the plant changes drasti­
cally. Cremer found 80.7% of the availability consumption to be in the synthesis gas 
portion. Here, 54.1% is attributed to that section, and 45.9% is attributed to the am­
monia plant. The main source for this increase are sepi and sep2. Cremer 
assumes that no availability is consumed in these units, because there is no pres­
sure drop through them. Lost work in these units is solely attributed to changes in 
the composition of the processing streams. Cremer neglects such entropic contri­
butions in his results. This may be another reason that Cremer's entropy values 
disagree with the ones given in Table 2. 
The lost work categorized by equipment type is summarized in Figure 17. 
Where Cremer's main contributor to availability consumption is reactors, for lost 
wori< separators dominate, with reactors close behind. Heat exchange is of compa­
rable percentage, followed by compressors at less than half of Cremer's contribu­
tion. For both, mixing makes the smallest contribution. 
In summary, it is apparent that it is not a simple task to replicate the results of 
another author, even using his given data and formulas. In light of this, one is hard-
pressed to conclude that lost wori< and consumed availability are identical quanti­
ties. Examining the formulas used to compute these quantities should prove that 
this is true, regardless of the numerical proof an author may give. Also, several of 
the blocks did yield comparable lost work and consumed availability values. It is 
unlikely that every data point or thought process is documented in the publication of 
the results of a study. This is unfortunate, but something that will likely remain a 
point of contention indefinitely. 
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Rgure 17. Distribution of losses by equipment type. 
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CHAPTER VI. THE AIR REVITALIZATION SYSTEM 
The ARS modeled in this work is a complex system based on some of the 
technologies currently used for regenerable life support systems. The main objec­
tives of this chapter are to describe the duties of each of the subsystems, to give the 
desired operating conditions for the equipment modeled here, and to describe the 
fate of species flowing through the system. Some of the other technologies used in 
this area are also mentioned. 
Figure 18 is a flowsheet of the ARS as modeled. The desired temperatures 
and pressures for the individual flow streams are given with the detailed discussion 
of each subsystem in the subsequent sections. We begin discussion with a descrip­
tion of the metabolic function of the crew, the element for which the ARS is in place. 
Descriptions of the ARS subsystems follow. 
The Crew 
The metabolic activity of humans is very complicated and is dependent on 
many variables. Completing even a simple mass balance on a human is quite com­
plex considering that people consume varied diets; waste products are excreted 
through respiration, perspiration, urination, and defecation; cells continuously die 
and are replaced; the body stores water, fat, and other nutrients; and there is con­
tinuous growth. The energy derived from food is utilized for grov/th, maintenance, 
and activity. Activity level plays an important role in dictating the metabolic activity 
of the body. The body preferentially utilizes the energy sources that most efficiently 
meet its energetic requirements. 
Metabolic behavior cannot yet be fully predicted. A model incorporating all of 
the cun-ent knowledge of human metabolism would be extremely complicated and 
would be only an approximation of what actually happens in the body. Because the 
focus of this work is on the behavior of the ARS, a highly simplified model of me­
tabolism is used. This model presen/es the important features of respiration, since 
air quality is of interest. Urination is included to close the mass balances. Perspira­
tion is included because most of the water lost in this way is evaporated into the 
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Figure 18. Flow sheet for the air revitalization system. 
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cabin air. 
In order to keep the model simple, as few species as possible are included. 
The air in the cabin consists of nitrogen, oxygen, water vapor, and carbon dioxide. 
The crew consumes only one type each of carbohydrate, fat, and protein. A fixed 
amount of alanine and palmitic acid are consumed, and glucose consumption varies 
with activity level. The combustion equations follow. 
Carbohydrate: CgH^jgOg + eOg -~> SCOg + 6 HgO (6.1) 
Protein: 2C3H7NO2 + 60^ —> CH^NgO + SCOg + SHgO (6.2) 
Fat: C^gH3202 + 2302~->16C02 + 16H20 (6.3) 
In the model, the level of activity is specified by a respiration rate, the rate of 
oxygen consumption. The maximum level of activity an average person can per-
fomn is assumed to be 15-times the resting level. Each level of activity has a con-e-
sponding respiratory quotient, Rq. This is defined as the ratio of carbon dioxide pro­
duced to oxygen consumed, and it ranges from 0.8 at rest to 1.0 for maximum 
activity. All activity in the model is assumed to be under aerobic metabolic condi­
tions. Using these bounds for Rq, the combustion equations, and the diet restric­
tions above, carbohydrate consumption is derived as a function of respiration rate. 
For a person at rest, the basal metabolic rate is defined as follows [29]. 250 
mUmin (STP) of oxygen are consumed, 200 mUmin (STP) each of carbon dioxide 
and water vapor are produced. The diet necessary to meet these specifications is 
5.21 g/hr glucose, 4.13 g/hr palmitic acid, and 3.68 g/hr alanine, which yields the 
basal Rq of 0.8. 
This diet produces 1.24 g/hr of urea. Urine is specified as a 0.0003 M solu­
tion of urea in water. Urine is produced at the same rate regardless of activity since 
urea is derived from the combustion of protein, which is assumed to be consumed 
at a fixed rate. Perspiration is specified as pure water vapor and is produced at a 
rate proportional to the respiration rate. Drinking water is supplied to the crew at the 
rate necessary to match the rates of perspiration and urine production. 
All of the energy derived from the metabolism of food is manifested in the 
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cabin as sensible heat. This heat is simply calculated using the heats of fomiation 
of the food-stuffs and waste products given in the combustion equations. The basal 
metabolic rate is approximately 300 J/hr. This sensible heat must be removed from 
the cabin air to maintain the cabin temperature. The specifications for the cabin are 
presented next. 
Cabin 
For the model, the cabin houses one crew member and its volume is 
2100 ft . This volume is roughly one-fourth the volume of the test chamber used in 
NASA's Early Human Testing program, which houses four crew members. The 
ideal partial pressures for the component gases in the cabin and the initial quantities 
needed to meet these specifications are given in Table 5. 
Table 5. Initial composition of the cabin air. 
Species Partial Pressure (mm Ha) Mass (o) 
COg 3 419.80 
HgO 25 1431.12 
O2 159 16181.18 
Ng 573 51024.14 
The total pressure in the cabin is assumed to remain constant at 1 atm. 
Though the quantities of gas in the cabin change continuously due to imbalances in 
the mass flows in and out of the cabin, the associated pressure changes are small 
enough to be neglected because of the cabin's large size relative to the flow rates. 
The partial pressures given in Table 5 are to be maintained for the safety and com­
fort of the crew. A partial pressure for oxygen below 143 mm Hg is too low for nor­
mal respiration to occur, and values which are too high may lead to hyperoxy. Car­
bon dioxide levels should be kept below 1 % to avoid problems such as increased 
respiration and heart rate, increased blood flow to the brain, hearing losses, mental 
depression, headache, dizziness, nausea, impaired vision, and unconsciousness. 
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The cabin temperature should be maintained between 292 and 300 K, and the 
relative humidity should be kept between 25 and 70% for comfort [30, p. 92]. 
The crew serves as the primary disturbance to the cabin's conditions. Car­
bon dioxide, water vapor, and urine produced by the crew must be removed, the 
oxygen consumed by the crew must be replenished, and heat generated by the 
crew must be removed. The mass balances on the cabin for a single time incre­
ment (7.5 s) are completed in two steps. First, the exchange of material with the 
crew is taken into account. Food and drinking water are consumed by the crew, 
and respiration takes place instantaneously. Oxygen and waste products are ex­
changed with the hold-up volume of the cabin. In the second step, mass is ex­
changed with the components sun-ounding the cabin, as shown in Figure 18. Air 
flows out of the cabin in stream A at a rate nominally based on the basal metabolic 
carbon dioxide production rate. Oxygen is supplied to the cabin from electrolysis in 
stream N. Purified air is returned to the cabin in stream E. 
Urine leaves the cabin for processing in stream U. Water and urea are 
cleanly separated in an electrically heated evaporator. Urea is stored, and the 
water, stream W, is condensed and recycled as drinking water. This process occurs 
in 7.5 s. With this provision, only perspired water must be resupplied from an exter­
nal source. Some of this water can be obtained from elsewhere in the system. 
The energy balances on the cabin are also completed in two steps. First, the 
heat generated by the crew is assumed to be absorbed by the contents of the cabin 
after the first step in the mass balance. This is manifested as a temperature in­
crease. Then, an energy balance is completed using the flow streams in the second 
part of the mass balance and a stream of cooling water. The cooling water flow rate 
is nominally based on the basal metabolic rate of heat generation and maintenance 
of the cabin temperature at 298 K. The desired flow stream conditions are given in 
Table 6. 
Carbon Dioxide Separation 
The air leaving the cabin in stream A undergoes several processing steps. 
The first of these steps is the removal of carbon dioxide. For short-term missions 
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Table 6. Flow streams associated with the cabin. 
Stream Species Temperature (K) Pressure (atm) 
A COg. H20(g), O2, N2 298 1.000 
E COg. H20(g), ©2. N2 298 1.010 
N 02 298 6.145 
U urea, H20(l) 298 1.000 
W H20(g) 373 1.000 
Food glucose, alanine, palmitic 
acid 
298 1.000 
Drink H20(I) 298 1.000 
with non-regenerable systems, this is done using canisters of lithium hydroxide 
which selectively adsorb COg from air. For a regenerable system, the separated 
COg is recovered and further processed. The Early Human Testing Program sys­
tem employs a 4-bed molecular sieve separation unit. Two of the beds are zeolite 
molecular sieves that trap COg, and the alternate beds are desiccant beds that re­
move water vapor that is trapped in the zeolite. This unit operates in a cycle. While 
one pair of beds is adsorbing, the other pair is desorbing simply by being exposed 
to a space vacuum [30, pp. 182-183]. Adsorption on a molecular sieve is easily re­
versible, unlike on lithium hydroxide. 
A more interesting alternative technology which has been considered for CO^ 
separation is modeled in this work. The electrochemical depolarized carbon dioxide 
concentrator (EDC) operates like a fuel cell. Air and hydrogen are fed to the cell, 
and, through the following series of electrochemical reactions, carbon dioxide is 
separated, and water, electrical energy, and heat are generated [31, pp. 3-4]. 
Cathode: 1/2 02 + H20 + 2e ~>2 0H 
COg + 2 OH" ~> HgO + COg*^ 
(6.4) 
(6.5) 
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Anode: Hg + 2 OH* —> 2 HgO + 2 e' (6.6) 
CO '^^  + HgO ~> 2 OH" + COg (6.7) 
As shown in Figure 18, air is pumped from the cabin into the EDC in stream 
A. Hydrogen is fed to the EDC from the hydrogen reservoir in stream B, based 
nominally on the amount of COg in stream A. Separated COg and excess Hg collect 
at the anode and leave the EDC in stream C. The separation efficiency in this 
model is 48%. This is the maximum efficiency based on the restraints of the second 
law for this particular flow rate. Each flow rate has a different maximum efficiency 
yielding a positive value for lost work. Water produced by the EDC leaves as liquid 
and is sent to the water reservoir in stream X. The purified air stream, stream D, is 
further processed before retuming to the cabin. 
The residence time of the EDC is modeled as 7.5 s. Wydeven estimates that 
10% of the electricity required for the entire ARS can be obtained from the EDC. In 
the model, the electricity production for the EDC is specified by a linear relationship 
with COg separation, assuming that 10% of the electricity required for electrolysis 
comes from the EDC, with the system operating at the level necessary to maintain 
the cabin conditions with a resting crew. Heat removal is nominally based on 
achieving an outlet temperature of 300 K. Stream specifications are given in Table 
7. 
Table 7. Flow streams associated with the EDC. 
Stream Species Temperature (Kl Pressure (atm) 
A COg, H20(g), Og, Ng 298 1.010 
B H2 298 1.010 
C COg, Hg 300 1.000 
D COg, H20(g), Og, Ng 300 1.000 
X HgOd) 300 1.000 
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Humidity Control 
Maintenance of the humidity level in the cabin is important for the comfort of 
the crew and for the operation of much of the equipment on board. The 4-bed mo­
lecular sieve system mentioned in the previous section also functions as a humidity 
controller, as water is adsorbed by the zeolite and desiccant beds. Since this tech­
nology is not employed in the modeled system, a condenser is instead used. Figure 
18 shows that the purified air stream is pumped from the EDC to the condenser. 
The air is cooled to 298 K, and water is condensed isothennally until the cooling ca­
pacity is depleted. The cooling water flow rate is nominally based on the water pro­
duction of the crew at rest. The air returning to the cabin in stream E has the water 
content necessary to offset the water respired and perspired by the crew. Con­
densed water in stream F flows to the water reservoir. This process occurs instan­
taneously. Specifications are given in Table 8. 
Table 8. Flow streams associated with the humidity controller. 
Stream Species Temoerature (K) Pressure (atm) 
D COg. H20(g), Og, Ng 300 1.020 
E COg, H20(g), Og, Ng 298 1.010 
F HgOCI) 298 1.010 
Carbon Dioxide Reduction 
Several different technologies are available to convert carbon dioxide into 
more desirable products. The two most popular schemes, Sabatier and Bosch, both 
involve catalytic reactors where COg is reduced in the presence of hydrogen. Both 
of these are modeled. Another available technology is COg electrolysis, where COg 
and HgO react to fonri Og, Hg, and CO. The CO is sent to a catalytic reactor where 
it forms solid carbon and COg. The COg is recycled to the electrolysis unit. Since 
COg is converted and is fomried, the need for a separate reduction system is ob­
viated. There are problems with this system that have impaired its acceptance as a 
viable option for space travel [30, pp. 198-200]. 
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Sabatier 
The most well-developed system is the Sabatier process. This reactor is 
used in the Early Human Testing program ARS. The reactants are pressurized and 
flow over a catalyst bed of 20 wt-% ruthenium supported on alumina. The reaction 
is self-sustaining at temperatures above 450 K, so feed pre-heating is only neces­
sary if the reactor temperature is below this. Above 866 K, the reverse reaction will 
occur. The reaction is 
COg + 4 Hg ~> CH^ + 2 HgO + heat (6.8) 
The single-pass conversion for this reaction is about 98%. Water is condensed and 
consumed by the crew or used to produce oxygen. Methane is vented to space, 
decomposed to recover hydrogen, or bumed as a fuel. The heat generated by reac­
tion is removed to keep the reactor temperature stable [31, pp. 5-6]. 
In the model, stream C is pumped from the EDC to a feed pre-heater. Also, 
a stoichiometric amount of hydrogen is pumped to the feed pre-heater from the hy­
drogen reservoir in stream G. Since stream C contains hydrogen also, it is guaran­
teed to be the excess reactant. Heat is supplied from an electrical source based 
nominally on what is necessary to achieve the threshold temperature of 450 K for a 
resting crew. 
The heated feed stream, stream H, is sent to the reactor. The residence time 
is 15 s. The conversion is 95%. No pressure drop is assumed. Heat is removed to 
maintain the reactor temperature at 700 K. The cooling water flow rate is based 
nominally on the requirement for a crew at rest. 
The product stream, stream I, is fed to a condenser. Here, all of the water is 
removed in stream K and sent to the water reservoir. The waste stream, stream L, 
is vented to space. The flow rate of cooling water is nominally based on what is 
necessary to cool stream I to its saturation temperature, condense ail of the product 
water, and cool the vent stream to 298 K, for a resting crew. Specifications for the 
Sabatier system as modeled are given in Table 9. The flow diagram for Sabatier is 
shown in Figure 19. 
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Table 9. Flow streams associated with the Sabatier reaction system. 
Stream Species Temoerature (K) Pressure fatm) 
C COg. 300 1.33 
G H2 298 1.33 
H COg. Hg 450 1.23 
1 COg, Hg, CH^, H20(g) 700 1.23 
K HgOCO Tsat 1.01 
V COg. Hg, CH4 298 1.00 
pump 
pump feed 
preheat 
condenser 
Sabatier 
reactor 
Rgure 19. Flow diagram for Sabatier system. 
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Bosch 
The second widely-used carbon dioxide reduction method is the Bosch proc­
ess. Because the Sabatier system requires less energy and weighs less than the 
Bosch system (500 kg for Sabatier, versus 1840 kg for Bosch), Sabatier is the 
choice for the Intemational Space Station and is more technologically mature. The 
Bosch system does have some advantages. No gases need to be vented over­
board, and the process can be operated for 100% conversion efficiency [30, pp. 
193-195]. 
The reactants are heated to 922 K, compressed to 1.293 atm, and flow 
through a bed of activated steel wool. The Bosch reaction is 
CO2 + 2 H2 —> C + 2 HgO + heat (6.9) 
For stoichiometric reactant proportions, the single-pass conversion is less than 
10%. Complete conversion can be obtained if the reactor is run with complete recy­
cle. Solid carbon collects on the catalyst bed, so this bed is periodically replaced. 
Water vapor is condensed and used for the crew or electrolysis. The heat gener­
ated by the reaction is removed by a cooling system to keep the temperature in the 
reactor stable [31, pp. 6-7]. 
The Bosch system is modeled as shown in Figure 18. Stream C from the 
EDC is pumped to a feed pre-heater. A stoichiometric amount of hydrogen is also 
pumped to the feed pre-heater from the hydrogen resen/oir. Heat is electrically sup­
plied at a rate nominally based on what is required to heat the reactants to 922 K for 
a resting crew. The feed stream, stream H, is introduced to the reactor. 
The single-pass conversion is 10%. For computational ease, the reactor is 
mn with 99% recycle. The residence time is 15 s. There is no pressure drop across 
the reactor. Heat is removed from the reactor by a cooling water stream whose flow 
rate is nominally based on what is necessary to keep the reactor isothermal with a 
resting crew. Solid carbon is assumed to be continuously removed from the reactor 
in stream I. Product water and unreacted species exit the reactor in stream J. 
Stream J flows to a condenser where all of the water is removed. Coolant is 
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nominally supplied to the condenser at a rate appropriate to cool ail products to the 
saturation temperature of stream J and to condense all of the water for the load of a 
resting crew. The condensed water is pumped to the water reservoir, and the re­
maining gases are split with 99% recycling in stream L and 1 % vented to space in 
stream V. 
The recycle stream is pumped to a heater and compressed to the reactor 
pressure. Heat is electrically supplied, nominally based on the energy necessary to 
heat the recycle stream from the saturation temperature to the reactor temperature. 
It takes 7.5 s for materials exiting in stream J to be recycled to the reactor in stream 
L. Specifications for the Bosch reactor are given in Table 10. 
Table 10. Flow streams associated with the Bosch reaction system. 
Stream Soecies Temoerature fK) Pressure (atm) 
C COg, H2 300 1.373 
G Hg 298 1.373 
H COg, H2 922 1.273 
L COg, H2 922 1.273 
1 C 922 1.000 
J COg, Hg, HgOCg) 922 1.273 
K HgOll) 285 1.000 
V CO,, H- 285 1.000 
Oxygen Generation 
Most of the technology available for oxygen generation involves the electroly­
sis of water. This is a simple, well-known process and many different types of elec­
trolysis cells exist. For an ARS, electrolysis not only offers the benefit of producing 
oxygen to replenish what is consumed by the crew, but hydrogen is also produced 
for use in the Sabatier or Bosch systems. The two most common electrolysis sys­
tems are static feed water electrolysis (SFWE) and solid polymer electrolysis (SPE). 
SFWE has been recommended for the Intemational Space station [31, p. 9]. The 
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Early Human Testing program and this model both employ the SPE system. 
The SPE system uses a solid polymer electrolyte, a membrane of perfluori-
nated sulfonic acid polymer about 3 mm thick. Electrodes are on either side of the 
membrane, and the overall reaction is 
2 HgO + electricity -~> 2 Hg + Og (6.10) 
Hydrogen collects on the feed side of the membrane, and oxygen permeates the 
membrane and is collected on the other side [30, pp. 203-204]. 
The model is based on operating conditions given by Wydeven [31, p. 27]. 
The flow diagram is shown in Figure 18. Water flows in stream M from the water 
reservoir to a feed pre-heater. The flow rate is based nominally on the amount of 
oxygen necessary to replenish the cabin air for a resting crew. This includes a large 
excess of water to account for the 3.4% conversion of the electrolysis cell. Heat is 
electrically supplied, based nominally on the amount necessary to achieve an inlet 
temperature of 338 K for the nominal flow rate. The heated water is pumped to the 
electrolysis cell. 
Electricity is supplied to the cell in an amount directly proportional to the 
water flow rate. A cooling stream removes heat generated in the cell. The coolant 
flow rate is based nominally on the water flow rate and an outlet temperature of 364 
K. Oxygen exits the anode-side of the cell in stream N and is cooled on its way to 
the cabin. The flow of cooling water is based nominally on the oxygen flow rate and 
achieving a temperature of 298 K. The excess liquid water and hydrogen gas in 
stream O are cooled and spontaneously separate. The hydrogen, stream Q, flows 
to the hydrogen reservoir, and the water, stream P, returns to the water reservoir. 
The coolant flow rate is based nominally on the flow rate of stream O and achieving 
a temperature of 298. The residence time of the electrolysis cell is 7.5 s. Specifica­
tions are given in Table 11. 
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Table 11. Flow streams associated with the electrolysis system. 
Stream Species Temperature (K) Pressure fatm) 
M H20(I) 338 7.797 
N O2 364 7.145 
0 H20(I), Hg 364 7.145 
P H20(I) 298 6.145 
Q 
^2 298 6.145 
Supporting Systems 
Nearly all of the equipment in the ARS is dependent on support from an ex-
temal system, whether it be compressors and pumps, or for heating, cooling, or 
electricity. Because these systems play such an important role in the model, their 
thermodynamic characterization is also of interest. 
Pumps 
All pumps or compressors in the system are electrically powered. Electricity 
is supplied as needed depending on the total flow rate through the pump and the 
desired pressure change. This is assumed so that the changing demands on the 
pumps are not a limiting factor in the performance of the rest of the system. The 
pumps are assumed to be 80% efficient. The required shaft wori< is determined 
from equations (2.12) and (2.13). The lost woric for these devices is simply the dif­
ference between the shaft work input and the work done by the pump. 
Heating 
All heat is supplied to the ARS from an electrical source as dictated by the 
demands of the system. This is assumed, as with the pumps, so that heat flow is 
not a limiting factor on the behavior of the rest of the ARS. Electricity is fed to an 
electrical element which dissipates the electrical energy as heat at a temperature of 
1000 K with 95% efficiency. This heat appears in the lost wortc expressions as Q. 
The excess electricity supplied to the elements is counted as lost woric. 
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Cooling 
Cooling water is supplied by a refrigeration system. The system employed 
here is a vapor-compression cycle, based on an example presented by Smith and 
Van Ness [3, pp. 276-283]. Figure 20 illustrates this system. 
9Q"F 
98.87 psi 98.87 psi 
expander n=.8 compressor 
?reon-12 psi 
cooling water 
evaporator 
condenser 
Figure 20. Vapor-compression cycle refrigeration system. 
Water leaves the refrigerator at 283 K, and all cooling streams are assumed 
to be retumed to the refrigerator at 298 K. This assumption simplifies the energy 
balance. The flow rate of Freon-12 is calculated based on the cooling water flow 
rate. This provision assures that the refrigerator can always supply the necessary 
amount of cooling water, so that this parameter is not a limiting factor on the behav­
ior of the ARS. 
An isothermally evaporating mixture of liquid and vapor Freon-12 exchanges 
heat with the cooling water stream in an evaporator. The liquid Freon-12 vaporizes. 
Next, this vapor is compressed and sent to a condenser. There, the Freon-12 is 
cooled isobarically to a liquid. The heat is removed by a stream of liquid water 
72 
which undergoes a 10-degree temperature increase. The source of this stream is 
unspecified in the system, and its flow rate is adjusted with the Freon-12 flow rate. 
Finally, the liquid Freon-12 undergoes an isenthalpic expansion which restores it to 
its initial state to complete the cycle. The lost work for this system is a sum of the 
lost work for the four steps in the cycle. 
Solar Cell 
All of the electricity needed by the ARS, except for the amount produced by 
the EDC, is provided by a solar cell. The thennodynamic characterization of this 
type of system is much different from that for other systems. The input to this sys­
tem is solar radiation, and the output is electricity. Parott provides a general dis­
cussion of the dissipations and in'eversibilties inherent to photovoltaic energy con­
verters [32]. This discussion is the basis for the analysis in the model. 
The derivation of the lost work equation for a solar cell is rigorous. Figure 21 
illustrates the system. The solar cell is a flat square sheet of negligible thickness 
that absortDs solar radiation on one face, radiates to and absorbs radiation from the 
surroundings on both faces, and exchanges heat with the surroundings on one 
edge. The sun, surroundings and solar cell ail radiate as black bodies and maintain 
their temperatures. 
The availability for a system is given by 
where U is intemal energy, p^ is the ambient pressure, and V is volume. For iso­
tropic blackbody radiation at temperature T the intemal energy is 
O = U - T S + P,V 
a a 
(6.11) 
U = 4a/c VT^ (6.12) 
where a is Stefan's constant, and c is the velocity of light. The entropy is 
S = 4/3*(U/T) (6.13) 
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Figure 21. Schematic for a solar cell in space. 
and the pressure is 
P = 1/3U/V (6.14) 
Using these equations for the solar cell with the appropriate geometric con­
siderations, considering contributions of energy incident from the sun, radiated to 
and incident from the sun-oundings, and heat losses to the surroundings, expres­
sions for the power produced by the cell, the cell's efficiency, and minimum lost 
work are obtained. These expressions have one undefined variable, the length of a 
side of the cell. The electrical demand of the ARS is known, and this is used with 
the power expression to select the appropriate length. This length is used in the 
expressions for lost work and heat loss. 
In the model, the length is selected to give power generation in excess of the 
demands of the ARS, so that when the demand changes for increased activity lev­
els, adequate power is sure to be supplied. The excess power is not stored and is 
assumed to be dissipated as heat. It Is added to the total lost work for the cell. 
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CHAPTER VII. THE NATURAL BEHAVIOR OF THE AIR REVITAUZATION 
SYSTEM 
This chapter highlights the behavior of the ARS for simulations for a series of 
different levels of crew activity. These studies document the behavior of the ARS 
without a process control system in place and are compared to simulations for a 
controlled ARS in the next chapter. Because the parameters in the system are nu­
merous, not all of their behaviors are presented here. Instead, the more unpredict­
able and interesting behaviors are documented. 
Simulations for three different respiratory scenarios with both the Bosch and 
Sabatier carbon dioxide reduction subsystems are discussed. Each of the simula­
tions covers a 10-minute time period with 7.5-second time increments. This may 
seem like a short period of time when the ARS is expected to function for months on 
end, but, for the situations examined here, this time period is adequate for predicting 
the long-temn behavior of the system. 
The first simulations are for a constant resting crew respiration rate. These 
provide the basal operating characteristics for the ARS. These values are tabulated 
and compared for Bosch and Sabatier. Also, the distribution of lost wori< within the 
system is tabulated for these simulations. 
The other simulations are for changes in crew respiration rate (Resp), so that 
the behavior of the ARS, particulariy the cabin conditions, may be observed under 
typical operating conditions. The first change in activity is from resting conditions 
(Resp = 1) to a moderate activity level (Resp = 3). The final simulations are for a 
change from Resp = 3 to Resp = 15, so that the system's behavior may be ob­
served for maximum crew activity. 
The Crew at Rest 
The behavior of the ARS for a resting crew is relatively uninteresting. Most of 
the parameters within the system remain at constant values. As the flow rates and 
heating and cooling rates for the system are selected to meet the requirements of a 
resting crew, as outlined in Chapter VI, this is to be expected. However, these 
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simulations contain a wealth of infomiation about the ARS. 
One of the characteristics of most interest, the distribution of lost wori<, is 
more easily obtained from the simple resting simulations than from those with 
changing levels of crew activity and more complicated behavior, though similar re­
sults are anticipated for those simulations. This infonnation, along with the basal 
mass flows and temperature distributions throughout the ARS, is used to compare 
the operation of the ARS incorporating the Sabatier and Bosch cariaon dioxide re­
duction subsystems. Again, the simple behavior of the ARS with a resting crew 
makes for easier comparison than the more complicated behavior of the situations 
of changing activity levels, where there is a coupling of the effects of changing tem­
peratures and mass flows which may amplify or mask the differences in behavior of 
the Sabatier and Bosch simulations. 
Table 12 shows the basal operating parameters for the ARS with the Saba­
tier subsystem in place. Table 13 shows the same for the ARS with the Bosch sub­
system in place. Most of the temperatures given match the temperatures specified 
in Chapter VI. For Sabatier and Bosch, the first eight tabulated values are in agree­
ment. These parameters are for the subsystems that lie upstream of the carbon di­
oxide reduction subsystem, and their behaviors are not influenced by Sabatier or 
Bosch. 
The water resen/oir level climbs at a faster rate for the ARS with Sabatier 
than for the ARS with Bosch, because slightly more water is produced by the Saba­
tier reactor. The hydrogen reservoir level drops for the ARS with Sabatier and rises 
for the ARS with Bosch because of the difference in the stoichiometry of the reduc­
tion reactions. Four moles of hydrogen are required for Sabatier, and only two 
moles are required for Bosch. The flow rate, electricity requirement, and tempera­
tures for the electrolysis subsystems are identical for both cases. 
The cooling requirement for the ARS with Sabatier is approximately 30% less 
than for the ARS with Bosch. This is mainly due to Bosch's higher reaction tem­
perature and the fact the Bosch reactor operates adiabatically, where the Sabatier 
reactor has a temperature increase from inlet to outlet. The electricity demand for 
the ARS with Sabatier is also approximately 30% less than for the ARS with Bosch. 
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Table 12. Basal operating conditions for the ARS with Sabatier.® 
Parameter Value 
Cabin air flow 80.721 g/min 
Cabin COg level 0.395 % 
Cabin HgO level 3.290 % 
Cabin 0^ level 20.921 % 
Cabin temperature 298 K 
EDC electricity production 615 J/min 
EDC temperature 300 K 
Humidity controller condensate 0.716 g/min 
Sabatier feed flow 0.468 g/min 
Sabatier feed temperature 400 K 
Methane production 0.136 g/min 
Sabtier outlet temperature 700 K 
Saturation temperature 357.9 K 
Sabatier condensed water 0.305 g/min 
Sabatier condenser temperature 298 K 
Water resen/oir 1000 g + 0.620 g/min 
Water reservoir temperature 298 K 
Electrolysis feed flow 16.536 g/min 
Electrolysis feed temperature 338 K 
Electrolysis electricity supply 15,500 J/min 
Electrolysis outlet temperature 364 K 
Oxygen cooler temperature 298 K 
Hydrogen cooler temperature 298 K 
Hydrogen reservoir 30 g - 0.031 g/min 
Hydrogen reservoir temperature 298 K 
Cooling requirement 3.10x10® J/min 
Freon flow 5.78 Ib/min 
Electricity demand 1.05x10® J/min 
® Values given here are either supplied by NASA studies [29,30,31] or stipulated by the author. 
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Table 13. Basal operating conditions for the ARS with Bosch.' 
Parameter Value 
Cabin air flow rate 
Cabin COg level 
Cabin HgO level 
Cabin level 
Cabin temperature 
EDC electricity production 
EDC temperature 
Humidity controller condensate 
Bosch feed flow 
Bosch feed temperature 
Carbon production 
Bosch outlet temperature 
Saturation temperature 
Bosch condensed water 
Bosch condenser temperature 
Bosch recycle flow 
Bosch recycle temperature 
Water reservoir 
Water reservoir temperature 
Electrolysis feed flow 
Electrolysis feed temperature 
Electrolysis electricity supply 
Electrolysis outlet temperature 
Oxygen cooler temperature 
Hydrogen cooler temperature 
Hydrogen reservoir 
Hydrogen reservoir temperature 
Cooling requirement 
Freon flow 
Electricity demand 
80.721 g/min 
0.395 % 
3.290 % 
20.921 % 
298 K 
615 J/min 
300 K 
0.716 g/min 
0.433 g/min 
922 K 
0.098 g/min 
921 K 
300.3 K 
0.295 g/min 
298 K 
3.943 g/min 
922 K 
1000 g + 0.609 g/min 
298 K 
16.536 g/min 
338 K 
15,500 J/min 
364 K 
298 K 
298 K 
30 g + 0.004 g/min 
298 K 
4.45 X 10® J/min 
8.3 Ib/min 
1.51 X 10® J/min 
Values given here are either supplied by NASA studies [29,30,31] or stipulated by the author. 
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Most of this difference is attributed to Bosch's higher operating temperature. 
Though the ARS with Sabatier suffers a net loss of hydrogen, more water is 
produced and less cooling and electricity are required to operate the system. These 
criteria make the ARS with Sabatier a more favorable choice for cariDon dioxide re­
duction than the ARS with Bosch. Hydrogen could be recovered from methane if 
necessary, but the cost of this operation in terms of cooling and electricity has not 
been determined. It is possible that the added expense could put the ARS with Sa­
batier and with Bosch on equal terms. Another factor to consider is the total lost 
wori< for both systems. 
Table 14 gives the distribution of lost work for the ARS with Sabatier. The 
grand total is split into three parts including the refrigeration system and solar cell as 
separate entities, because their contributions are much larger than for the remaining 
subsystems of the ARS. The solar cell contributes more than 84% of the total lost 
wori<. This large number is not surprising as the solar cell is a fairiy poor converter 
of high availability sunlight with an efficiency of approximately 24%. Also, as this 
system is designed to produce a fixed amount of electricity regardless of the de­
mands of the ARS, any electricity produced in excess of the demand is considered 
lost work as well. For a resting crew, the excess electricity accounts for 21% of the 
lost wori< of the solar cell. 
The refrigeration system contributes more than 14% of the total lost work for 
the system. This amount, along with the solar cell contribution, dwarfs the contribu­
tions made by the ARS subsystems themselves. This distribution indicates that the 
supporting systems are likely candidates for redesign to minimize their lost wori^ . 
Unfortunately, not much can be done to improve the operation of the solar cell, 
aside from providing a means of storing excess electricity for later use. The refrig­
eration system may hold more hope, though no formal investigation of improve­
ments has been conducted at this point. 
The distribution of lost work among the ARS subsystems is a bit more evenly 
spread. The greatest contributions are for the humidity controller and electrolysis 
subsystems. The largest single contributor is the humidity controller condenser. 
Though the condensation of water has a large negative entropy change, the change 
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Table 14. Lost work distribution for ARS with Sabatier. 
Comoonent Value U/min) Percent total (%) 
Cabin 3553.36 8.051 
Urine evaporator 5417.02 12.274 
Urine condenser 787.25 1.784 
Total urine processing 6204.27 14.058 
Pump A 17.41 0.039 
Pump B 0.07 0.000 
EDC 1479.63 3.352 
Total EDC 1497.11 3.391 
Pump D 34.49 0.078 
Humidity controller 15722.40 35.623 
Total humidity controller 15756.89 35.701 
Pump C 1.97 0.004 
Pump G 6.30 0.014 
Sabatier feed heater 531.17 1.204 
Sabatier reactor 874.56 1.982 
Sabatier condenser 318.74 0.722 
Pump K 0.00 0.000 
Total Sabatier 1732.74 3.926 
Pump M 32.23 0.073 
Electrolysis feed heater 7047.81 15.969 
Electrolysis unit 7704.66 17.457 
Oxygen cooler 9.84 0.022 
Hvdroaen cooler 596.38 1.351 
Total electrolysis 15390.92 34.872 
Total ARS subsystems 44000.00 1.602 
Refrigeration 389000.00 14.123 
Solar cell 2321000.00 84.274 
Grand total 2754000.00 
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in the humidity of the air after condensation has a greater influence on the lost work. 
For electrolysis, the large influx of electricity to the electrolysis unit along with the 
energy required to heat the liquid water feed 40 K rapidly add to the lost work. 
The urine processing subsystem makes the next largest contribution, mainly 
from the energy required to evaporate all of the water in the urine. The cabin is 
close behind, followed by the EDC and Sabatier subsystems. The EDC's produc­
tion of electricity which is used elsewhere in the system provides some savings of 
lost work. 
Table 15 shows the results for the ARS with Bosch. The distribution for the 
grand total lost work is similar to the distribution for the ARS with Sabatier, with the 
solar cell and refrigeration system contributing most of the lost wori<. The lost work 
for the solar cell is slightly less for the ARS with Bosch than with Sabatier, as the 
electricity demand is higher. The lost work for the refrigeration system is larger for 
the ARS with Bosch than with Sabatier because of its increased cooling require­
ment. This shifts the distribution for the total lost wori< for the ARS with Bosch to 
more than 78% for the solar cell and more than 19% for the refrigeration system, 
versus 84% for the solar cell and 14% for refrigeration for the ARS with Sabatier. 
The total lost wori< for the ARS with Sabatier is approximately 4.7% less than for the 
ARS with Bosch. 
The distribution of lost work for the ARS subsystems for the ARS with Bosch 
is different than for the ARS with Sabatier, as shown in Figure 21. Again, the contri­
butions of the humidity controller and electrolysis subsystems are the largest. The 
Bosch subsystem makes the next largest contribution of more than 25%. This is a 
much more significant contribution than made by the Sabatier subsystem. The re­
cycle heater contributes the most with electricity input to heat the recycle stream. 
The product condenser also makes a sizable contribution as all water is removed 
from the product stream shifting the mole fractions. 
The next largest contribution is from the urine processing subsystem, fol­
lowed by the cabin's contribution. The net amounts are neariy identical for the ARS 
with Bosch and with Sabatier. The least contribution is by the EDC subsystem. 
Because the Bosch subsystem contributes more than 8-tlmes the lost work 
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Table 15. Lost work distribution for ARS with Bosch 
Comoonent Value fJ/min) Percent total f%) 
Cabin 3553.96 6.245 
Urine evaporator 5417.02 9.519 
Urine condenser 787.25 1.383 
Total urine processing 6204.27 10.902 
Pump A 17.41 0.031 
Pump B 0.07 0.000 
EDC 1478.92 2.599 
Total EDC 1496.40 2.630 
Pump D 34.49 0.061 
Humiditv controller 15723.71 27.631 
Total humidity controller 15758.20 27.692 
Pump 0 2.19 0.004 
Pump G 3.50 0.006 
Bosch feed heater 476.21 0.837 
Bosch reactor 973.86 1.711 
Bosch condenser 6255.06 10.992 
Pump K 0.00 0.000 
Pump L 86.37 0.152 
Bosch recvcle heater 6700.38 11.775 
Total Bosch 14497.57 25.477 
Pump M 32.23 0.057 
Electrolysis feed heater 7047.72 12.385 
Electrolysis unit 7708.16 13.546 
Oxygen cooler 9.85 0.017 
Hvdroaen cooler 596.99 1.049 
Total electrolysis 15394.95 27.054 
Total ARS subsystems 57000.00 1.968 
Refrigeration 559000.00 19.339 
Solar Cell 2275000.00 78.693 
Grand total 2891000.00 
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Rgure 21. Lost work distributions for the ARS with Sabatier and with Bosch. 
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contributed by the Sabatier subsystem, Sabatier is the favored subsystem on the 
basis of minimal lost work. The amounts of lost work for the other subsystems for 
both cases are all within 5 J/min of each other. Though the solar cell for the ARS 
with Sabatier has more lost work, the grand total is still higher for the ARS with 
Bosch, again indicating the favorability of the ARS with Sabatier. 
Varied Crew Activity 
The effects of changing crew activity levels can be demonstrated as air from 
the cabin makes its way though the ARS. The contributions of temperatures, mole 
fractions, and mass flows to the equations governing the system manifest these 
changes in a variety of ways. Values may change at a constant rate over time, rise 
or fall to a new steady state, or remain unaffected depending on the intricate inter­
actions within the ARS. 
A complete discussion of the effects of a single change in activity level 
quickly becomes tedious and predictable. Therefore, only a few parameters are 
quantitatively discussed in this chapter. Graphs tracking the behavior of the system 
for varied crew activity are included in Chapter VIII, where they are more effectively 
used to illustrate the benefits and consequences of a process control system. 
The parameters of primary interest for the ARS are the cabin conditions and 
the total lost wori<. These results are presented quantitatively. Many of the other 
parameters remain unchanged for different levels of crew activity, because many of 
the mass and energy flows do not change. A qualitative discussion of these pa­
rameters follows. 
Table 16 provides a qualitative description of the behavior of the ARS with 
the Sabatier carbon dioxide reduction subsystem, for a change in crew activity level. 
The crew is at rest for the first 2 minutes of the simulation, and over the third minute 
undergoes a steady increase in respiration rate, reaching a final value of Resp = 3. 
The remainder of the simulation is for this level of activity. Table 16 describes the 
behavior of the system parameters relative to the basal values In Table 12. 
For this simulation, three of the parameters listed in Table 16 are fixed. In 
addition, all of the heating and cooling water flow rates are fixed. The fixed cabin air 
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Table 16. Summary of the behavior of the ARS with Sabatier for Resp = 1 to 
Resp = 3. 
Parameter Behavior 
Cabin air flow rate fixed 
Cabin COg level increases 
Cabin HgO level increases 
Cabin Og level decreases 
Cabin temperature increases 
EDC electricity production step increase 
EDC temperature increases 
Humidity controller condensate decreases 
Sabatier feed flow step increase 
Sabatier feed temperature step decrease, then increases 
Methane production step increase 
Sabatier outlet temperature step increases, then increases 
Saturation temperature step increase 
Sabatier condensed water step increase 
Sabatier condenser temperature step increase, then increases 
Water reservoir increases 
Water reservoir temperature increases 
Electrolysis feed flow fixed 
Electrolysis feed temperature increases 
Electrolysis electricity supply steady 
Electrolysis outlet temperature increases 
Oxygen cooler temperature increases 
Hydrogen cooler temperature increases 
Hydrogen reservoir decreases 
Hydrogen reservoir temperature increases 
Cooling requirement fixed 
Freon flow steady 
Electricity demand step decrease, then decreases 
Total lost work step increase, then increases 
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flow rate causes the depletion of oxygen and the build-up of carbon dioxide and 
water in the cabin and an increase in the cabin temperature. The increased level of 
carbon dioxide allows for slightly more electricity production by the EDC, but the 
flow of hydrogen to the EDC is fixed, and hydrogen quickly becomes the limiting re-
actant. This is why there is a step change and not a continuous increase in electric­
ity production. The EDC outlet temperature increases with the cabin temperature. 
The amount of water condensed by the humidity controller decreases as the EDC 
temperature climbs, since the cooling water flow rate is fixed and more cooling is 
required to achieve the outlet temperature of 298 K. 
The Sabatier feed flow rate increases stepwise for the same reason as the 
EDC electricity production. The amount of hydrogen fed to Sabatier is always in 
stoichiometric proportion to the carbon dioxide separated by the EDC, eliminating 
any chance of hydrogen being the limiting reactant in the Sabatier reactor. The 
methane production rate, saturation temperature, and water condensation rate ex­
hibit a step change because of the step change in feed. The feed temperature de­
creases stepwise as the feed flow rate increases to its new value with fixed heating, 
then it climbs as the EDC outlet temperature increases. The Sabatier outlet and 
condenser temperatures increase stepwise with increased reaction and then in­
crease with the feed temperature. 
The water reservoir level increases more slowly than the basal case as less 
water is collected from the humidity controller, though more water is collected from 
both the EDC and Sabatier. The electrolysis feed flow rate is fixed, steadying the 
amount of oxygen and hydrogen replenishing the cabin and hydrogen reservoirs 
and the amount of electricity needed for electrolysis. The electrolysis feed tempera­
ture, outlet temperature, oxygen and hydrogen cooler temperatures, and water res­
ervoir temperature all increase at the same rate due to the rises in the Sabatier con­
denser temperature and EDC outlet temperature. The hydrogen reservoir level 
decreases more rapidly than the basal case because of the increased demand for 
hydrogen for the Sabatier reactor. The hydrogen reservoir temperature increases 
slightly with the electrolysis temperature. 
The cooling requirement is fixed, as stated above. The electricity demand on 
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the system decreases because of the increased production by the EDC and with 
changing demands on pumps within the system. The total lost work increases as 
the net effect of the many temperature, flow rate, and concentration changes within 
the system. 
The behavior of the system for different variations in crew activity can be 
similarly documented. Generally the trends are the same, but the behaviors are 
more exaggerated. Therefore, they are not discussed in detail here but can be seen 
in the next chapter. 
The behavior of the ARS with the Bosch carbon dioxide reduction subsystem 
is similar to that of the ARS with Sabatier for the other subsystems. Because the 
Bosch subsystem has a recycle reactor, it exhibits a cyclical behavior. This serves 
to amplify the effects of varied crew activity within the Bosch subsystem, which can 
rapidly lead to unstable behavior. For this reason, the recycle heating rate has been 
made adjustable, eliminating these effects. There is still some oscillatory behavior 
as the system heads toward a stable steady state, which is amplified for more ex­
treme changes in crew activity. This has a strong influence on the electricity de­
mand, refrigeration requirements, and total lost work for the system. 
As a final point of discussion, the effects of crew activity on the cabin condi­
tions and the total lost work for the ARS are included. These are the quantities of 
most interest, since the duty of the ARS is to maintain the cabin conditions, and 
since lost work is the quantity of most interest in this work. The rates of change in 
the cabin conditions provide valuable information to aid in the design of the process 
control systems discussed in the next chapter. 
The rates of change in the concentrations of carbon dioxide, water, and oxy­
gen and in the cabin temperature have been determined for the ARS with both the 
Sabatier and with the Bosch subsystems. As the cabin is upstream of these sub­
systems, the rates of change are similar. Table 17 gives the results for the ARS 
with Sabatier. 
The final values for the total lost work for each of the simulations are given in 
Table 18. For both simulations with Resp = 1, the total lost work Is a steady value. 
For the simulations with Resp = 3, the total lost work increases steadily over time. 
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Table 17. Rates of change in the cabin for the ARS with Sabatier. 
Parameter ResD = 1 ResD = 3 ResD = 15 
% COg — +0.00090 % +0.006 % 
% H2O — +0.00432 % +0.025 % 
%02 — -0.00185% -0.012% 
Temperature — +0.09344 K/min +0.651 K/min 
Table 18. Total lost work values for the ARS with Bosch and with Sabatier. 
Subsvstem Conditions Total lost work fJ/min) 
Sabatier Resp = 1 2.754 X 10® 
Resp = 3 2.759 X 10® 
Resp = 15 2.786 X 10® 
Bosch Resp = 1 2.889 X 10® 
Resp = 3 2.895x10® 
Resp = 15 2.921 X 10® 
For the simulations with Resp = 15, the total lost work decreases slightly overtime. 
Because the total lost work is the sum of the lost work for all of the subsystems and 
because each of these behaves differently with changes in mass flows, tempera­
tures, and compositions, it is difficult to pinpoint the specific cause for these trends. 
Though this summary is far from containing every detail of the natural behav­
ior of the ARS, it does provide enough information to answer many of the questions 
of interest in this work. From the data given for the basal parameters for the ARS 
with Sabatier and with Bosch, as well as from the lost work distributions for both 
systems, the Sabatier carbon dioxide reduction system is preferred because of its 
lower total lost work, cooling, and electricity requirements. The lost work distribu­
tions for the two systems provide information about the areas of this system where 
most dissipation occurs. The summary of the behavior of the system for varied 
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crew activity is useful in obtaining some insights about how the different subsystems 
interact with each other and respond to changes in activity level. More detailed 
study of these interactions is made in the next chapter with the addition of a process 
control system. 
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CHAPTER VIII. THE CONTROLLED BEHAVIOR OF THE AIR REVITALIZATION 
SYSTEM 
Since the objective of the ARS is to maintain the conditions in the cabin for all 
levels of crew activity, a process control system is necessary. Though the excur­
sions in temperature and air quality given in Chapter VII are not extremely large, 
these excursions would accumulate over time, creating a hazardous situation for the 
crew. Not only are provisions necessary to account for changes in the cabin, but 
the other subsystems are affected by the changing crew activity levels and require 
control provisions as well. 
This chapter highlights the behavior of the ARS with process control in effect. 
First, the control schemes implemented in this work are described. Next, the results 
of these simulations for the three levels of crew activity described in Chapter VII are 
compared for the controlled and uncontrolled cases. Finally, the effects of the proc­
ess control systems on lost work production are summarized. 
The Process Control Systems 
Because of the interconnected nature of the ARS, designing a process con­
trol system is fairiy complicated. Since the cabin conditions are of most interest, 
control provisions to regulate the cabin are first put into place. Having made these 
adjustments, it becomes evident that adjustments throughout the remainder of the 
ARS are necessary to keep the subsystems functioning within acceptable limits. 
Several controllers are necessary to keep the system operating in a stable 
fashion. As a first attempt, simple proportional feedback controllers are imple­
mented to control the system. In many instances this type of control is not ade­
quate, due to the coupled nature of the system. Since the uncontrolled behavior of 
the system has been modeled, a feedforward approach may be used for most of the 
controllers. 
The controller equations for the ARS with Sabatier are given in Table 19. 
The concentration of carbon dioxide in the cabin is controlled by making two adjust­
ments. By adjusting the flow rate of air from the cabin based on the deviation in the 
mole fraction of COg of the previous time increment, more COg can be removed 
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Table 19. Controller equations for the ARS with Sabatier. 
Parameter (time increment) 
Cabin airflow rate, A(n+1) 
EDC Hg feed rate, B(n+1) 
Electrolysis feed rate, M(n+1) 
Cabin cooling rate (n+1) 
EDC reactor cooling rate (n+1) 
Humidity controller cooling rate (n+1) 
Sabatier feed heating rate (n) 
Sabatier reactor cooling rate (n) 
Sabatier condenser cooling rate (n) 
Electrolysis feed heating rate (n) 
Electrolysis unit cooling rate (n) 
Oxygen cooling rate (n) 
Hydrogen cooling rate (n) 
Formula 
10.0901 + 5 X 10®(xA(,Q2(n)' 0039478) 
0.002789 + 7000(xA^Q2(") * -0039478) 
2.067 - 4 x 10®(xAQ2(n) - .2092095) 
-134.37-IX 10Vcabin(")-298) 
-220.95 - 22.1(A(n) -10.0901) 
-32.87 - 3 X 10®(xAH2O(") " -032897) 
22.74 + 553(H(n) - .058557) 
-137.17 - 1250(H(n) - .058557) 
-151.39 - 23700(G(n) - .008923) 
347.88+ 150(M(n)-2.067) 
-601.31 -150(M(n)-2.067) 
-4.0776 - 2.86(M(n) - 2.067) 
-562.74 - 393(M(n) - 2.067) 
from the cabin. This adjustment must be coupled with an adjustment to the EDC re­
actor where the CO^ is separated. The flow rate of hydrogen to the EDC is ad­
justed in proportion to the deviation in the mole fraction of CO2 of the previous time 
increment. This gain is adjusted to insure that adequate hydrogen for the separa­
tion is always present. These two adjustments are the most influential on the rest of 
the ARS, as the flow rate of air from the cabin dictates the flow through the rest of 
the system, provided that the carbon dioxide separation is maintained. 
The cabin oxygen level is controlled by adjusting the amount of water fed to 
electrolysis based on the deviation in the cabin Og mole fraction of the previous time 
increment. The cabin humidity is controlled by adjusting the coolant flow rate to the 
humidity controller based on the deviation of the mole fraction of water in the cabin 
air for the previous time increment. Because the outlet temperature is fixed, the 
cooling capacity dictates the amount of water condensed. Rnal adjustments for the 
gain on this controller are dependent on the perfonnance of the cabin and EDC 
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temperature controllers. The cabin temperature is controlled by adjusting the cabin 
cooling rate based on the deviation of the cabin temperature for the previous time 
increment. The EDC temperature is controlled based on the deviation of the cabin 
air flow rate for the previous time increment. Because the flow rate through the 
EDC changes much more rapidly than the temperature, a feedback controller 
based on changes in EDC temperature is not effective. 
To somewhat simplify the system's behavior, in the model the flow rate of hy­
drogen to the carbon dioxide reduction subsystem is assumed to be directly propor­
tional to the mass of 00^ separated by the EDC. This insures that COg is always 
the limiting reactant. This flow rate is used to control both the Sabatier feed tem­
perature and reactor temperature. The Sabatier condenser temperature is con­
trolled based on the deviation of the hydrogen feed rate, since this is more directly 
proportional to the feed rate of CO^, which is the limiting reactant and dictates the 
amount of water produced. 
The controllers for the electrolysis subsystem are based on the deviation of 
the electrolysis feed flow rate for the same time increment. If the values for the pre­
vious time increment are used, the temperatures rapidly increase and cannot be re­
covered. Feedback control based on the temperatures only is not adequate be­
cause of the cycling of water from the water reservoir, through electrolysis, and back 
to the reservoir. 
The control of the ARS with Bosch is slightly more complicated due to the re­
cycle reactor. The same type of problems encountered in controlling the electrolysis 
subsystem are present for the Bosch subsystem, but they are more exaggerated. 
Because of the large changes in temperature through the Bosch subsystem and the 
recycle time, any deviation from the desired value for the reactor outlet temperature, 
condenser temperature, or recycle temperature quickly manifests itself in the other 
parts of the Bosch cycle, where the deviation continues to become more extreme. 
This rapidly leads to unstable behavior and dangerously high temperatures. Sev­
eral measures have been taken to combat this problem. 
Table 20 summarizes the controller equations for the ARS with Bosch. 
These equations are for a slightly modified ARS. For this version, the EDC has 
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Table 20. Controller equations for the ARS with Bosch. 
Parameter (time Increment) 
Cabin air flow rate, A(n+1) 
EDC feed rate, B(n+1) 
Electrolysis feed rate, M(n+1) 
Cabin cooling rate {n+1) 
EDC cooling rate (n+1) 
Humidity controller cooling rate (n+1) 
Bosch feed heating rate (n) 
Bosch reactor cooling rate (n+2) 
Bosch condenser cooling rate (n) 
Bosch recycle heating rate (n+1) 
Electrolysis feed heating rate (n+1) 
Electrolysis unit cooling rate (n+1) 
Oxygen cooling rate (n) 
Hydrogen cooling rate (n) 
Formula 
10.0901 + 27 X 10®(XA^q2(") " -0039478) 
.002789 + 7000(xAj.Q2(n) - -0039478) 
2.067 - 4.6 x 10®(xAQ2(n) - .2092095) 
-134.37 - 4 x10V j^,Jn)-298) 
-12.34-0.35(A(n)-10.0901) 
-32.87 - 3.98 x 10®(xAh2o(") ' -032897) 
105.99 + 1409(H(n) - .0741868) 
-2.39AT(n+2) - 2 x 10^(H(n) - .0741724) 
-1342.53 - 2800(L(n) - .492901) 
3.65AT(n)L(n) 
347.88 - 3(J^20^n) - 298) 
-601-31-2(T^„^,,,,,,(n)-338) 
-4.0776 - 3.1 (M(n)-2.067) 
-562.74 - 400(M(n) - 2.067) 
water vapor produced instead of liquid water. This vapor travels in stream C with 
the separated CO^ and excess H2, and therefore makes up part of the feed to the 
Bosch subsystem. The outlet temperature for the EDC remains the same, but the 
energy requirements are different to account for the water's different phase. 
An acceptable control system for Bosch was not developed for the previous 
case where the EDC produces liquid water. The Bosch subsystem is very sensitive 
to changes in temperature and flow rate, and it is difficult to predict the effect of dif­
ferent manipulations on the system. Since a working control system for Bosch with 
water vapor in the feed had previously been developed, an exhaustive effort to 
detemnine a control system for Bosch with liquid water produced by the EDC was 
not made. The results presented in this chapter are for the ARS with Bosch with the 
EDC producing water vapor. These results should not be compared to those for the 
ARS with Seibatier, which have the EDC producing liquid water. 
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Many of the controllers for the ARS with Bosch are similar to those for the 
ARS with Sabatier. The measured variables for the cabin air flow rate and tempera­
ture, EDC Hg flow rate and temperature, humidity controller cooling flow rate, elec­
trolysis feed flow rate, and oxygen and hydrogen cooling rates are the same, al­
though some of the controller gains are different. The electrolysis feed heating rate 
and electrolysis unit cooling rate are controlled using temperatures rather than flow 
rates as the measured variable. Both types of controllers are suitable for controlling 
the electrolysis feed and outlet temperatures, which shows that the control systems 
selected here may be only one of many viable options. 
The controllers for the Bosch subsystem are significantly different than for the 
Sabatier subsystem. One provision made to combat the problem of runaway tem­
peratures is to assume that the reactor and recycle heat exchangers are tempera­
ture dependent. Where the heat exchangers in the rest of the system cany a fixed 
load of heating or cooling capacity regardless of the stream temperatures, these 
exchangers obey equation (2.14), where heating or cooling capacity is dependent 
on the exchanger inlet and outlet temperatures. This provision aids in reducing the 
effects of a large change in temperature by allowing for more heat removal. 
The temperature dependent heat exchangers do aid in stabilizing the themnal 
behavior of the Bosch subsystem, but do not completely eliminate problems. The 
second provision made here further modifies the recycle heating rate. This rate not 
only depends on the inlet and outlet temperatures, but it is also directly proportional 
to the recycle flow rate. This measure significantly stabilizes the behavior of the 
Bosch subsystem. Any one of the three heat exchangers within the recycle loop 
could have been modified in this fashion to alleviate these problems. 
The information given in this section about the equations governing the con­
trol systems employed for the ARS provides the necessary background for a mean­
ingful discussion about the effects of these controllers on the behavior of the ARS. 
The next sections detail the effects of control on the ARS with both Bosch and Sa­
batier and the effects of control on lost work production. 
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The Controlled ARS 
The ARS is a complex system with many inten'elated entropy-producing sub­
systems. The addition of process control systems increases the complexity. This 
analysis focuses on maintaining conditions in the cabin. A complete set of graphs 
detailing the behavior of the ARS with Sabatier for one of the changes in crew activ­
ity is included as an appendix if more information about the influence of the control 
systems on the behavior of the complete ARS is of interest. 
Because the control systems for the cabin for the ARS with both Sabatier and 
Bosch are quite similar, their resultant behaviors follow the same trends. To avoid 
redundancy, the results for the ARS with Sabatier are included here. The question 
of primary interest is whether a single set of controller parameters is adequate for all 
crew activity level changes. To answer this, the cabin air composition and tempera­
ture have been compared for the controlled and uncontrolled cases for the three 
crew activity level cases presented in Chapter VII. The first case is for a steady 
resting crew respiration rate. Figure 22 shows the respiratory profile for the other 
cases. 
For the resting crew, the cabin conditions change negligibly, as shown in Ta­
ble 17. Therefore the control system is not required to take any con-ective action to 
stabilize the cabin conditions. Figures 23, 24, 25, and 26 present the cabin condi­
tions on an expanded scale to show the effect of the control system. The controllers 
act to eliminate the changes shown in Table 17 and to also bring the values to the 
desired setpoints. In Figure 26 particulariy, oscillatory behavior similar to that seen 
for the controllers for the series reactor system in Chapter IV is seen. 
For the other respiratory profiles there Is considerably more change in con­
centrations and temperatures for the uncontrolled cases. The control system acts to 
bring the cabin conditions back to near the desired setpoint. Rgures 27 and 28 il­
lustrate this behavior for the cabin COg level. The other conditions behave similariy. 
Though the control system appears to be adequate for each of the respiratory pro­
files shown here, there are varying levels of controller offset. Table 21 summarizes 
the offset for each of the cabin conditions and respiratory profiles. The larger the 
respiration rate, the greater the offset. This result is reasonable, since the controller 
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Rgure 22. Respiratory profiles for second and third levels of crew activity. 
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Table 21. Offset from the setpoint value of the cabin conditions for different levels 
of crew activity. 
Parameter ResD =1 ResD=1~>3 ResD = 3~>15 
%C0, 1.36x10"® -4 5.04 X 10 3.50 X 10'^ 
%H,0 -1.28X 10'® 2.42 X 10'^ 1.81 X 10"^ 
%0, 4.98x10"^ -1.11 xlO"^ -7.75 X 10"^ 
Temperature (K) -6.33x10'^ 3.79 X 10'^ 2.60 X 10'^ 
must account for larger changes in cabin temperature and air composition. 
Effect of Controllers on Lost Work 
One of the most significant questions to be answered by this work is what ef­
fect process control has on lost work. Because the conditions in the cabin must re­
main within certain limits for the crew's safety and comfort, a control system is nec­
essary. How this changes the lost work for the ARS is a relevant question. The two 
points focused on here are whether the lost work increases or decreases with proc­
ess control implemented and whether the control system changes the distribution of 
lost work significantly. These issues are addressed for the ARS with both Sabatier 
and with Bosch, for the three respiratory profiles. 
To address the effect of control on the magnitude and distribution of lost 
wori<, comparison of the integrated lost work values for each of the subsystems for 
the uncontrolled and controlled cases are made. The percent changes for all of the 
cases are given in Table 22. For the resting respiration rate cases for the ARS with 
both Sabatier and with Bosch, the percentage change from the uncontrolled value 
for each of the subsystems is less than 0.5%. Since the cabin conditions remain 
nearly constant for this situation, the control system has little work to do, and there­
fore the lost work is not expected to change significantly. 
For the second respiratory profile, the lost work for each of the subsystems 
changes significantly. For both Bosch and Sabatier the lost work for the solar cell 
decreases as more electricity is needed to supply the ARS, leaving less unused 
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Table 22. Percent change In integral lost work from uncontrolled to controlled case. 
Simulation 
Resp = 1 
Resp = 1 ->3 
Resp = 3->15 
Subsystem 
Sabatier 
7o chanae in lost work 
Bosch 
% chanae in lost work 
Cabin 0.487 0.484 
Urine processing 0.000 0.000 
EDC 0.084 0.034 
Humidity controller 0.110 0.108 
Reduction 0.058 0.098 
Electrolysis 0.053 0.004 
Refrigeration 0.146 0.097 
Solar cell -0.006 -0.009 
Total lost work 0.018 0.021 
Cabin 41.758 38.413 
Urine processing 0.000 0.000 
EDC 181.459 106.465 
Humidity controller 170.938 197.021 
Reduction 195.588 188.967 
Electrolysis 161.112 99.775 
Refrigeration 141.653 150.742 
Solar cell -6.379 -13.577 
Total lost work 16.835 32.245 
Cabin 77.877 70.546 
Urine processing 0.000 0.000 
EDC 1392.740 882.024 
Humidity controller 1264.243 1450.583 
Reduction 1511.797 1456.477 
Electrolysis 1235.793 756.250 
Refrigeration 1088.502 1162.826 
Solar cell -49.006 -104.568 
Total lost work 128.387 247.511 
electricity. The lost work for the urine processing subsystem remains the same be­
cause the amount of urine produced in this model is fixed for all levels of crew activ­
ity. The least increase in lost work is for the cabin. The lost wori< for the other sub­
systems at least doubles. This is not unreasonable since the respiration rate of the 
crew is 3-times resting, which more than triples the carbon dioxide production rate. 
This affects the cabin air flow rate, which influences the flow rates through the rest 
of the ARS. 
For the third respiratory profile, the solar cell lost work again decreases. For 
the ARS with Bosch, this decrease is more than 100% because the electricity de­
mand exceeds the amount that the solar cell can supply. A larger cell would be 
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necessary to meet the needs for the ARS with Bosch for maximum activity. The 
least increase in lost work is again for the cabin. The increases for the other sub­
systems have a wider range here than for the second respiratory profile. The in­
creases range from 7 to 15-times the uncontrolled values. Several factors affect 
lost work, so it is difficult to identify the exact cause for each of the increases. 
The effect of control on the distribution of lost work through the ARS subsys­
tems is most easily seen using pie charts. For the case of a resting crew, since the 
lost work changed negligibly from the uncontrolled to the controlled cases, the distri­
bution of lost work remains virtually the same. Figures 29, 30, 31, and 32 each 
compare the distributions for the other cases. For the second respiratory profile, the 
changes in the percent distribution range from 0.02% to 7.48% for the ARS with 
Bosch and from 0.73% to 7.28% for the ARS with Sabatier. The largest change in 
percentage for both cases is for the urine processing subsystem, where the total 
lost wori< remains the same. For the third respiratory profile, the changes in the per­
cent distribution range from 0.01 % to 24.88% for the ARS with Bosch and from 
1.98% to 31.36% for the ARS with Sabatier. The largest change in percentage for 
both cases here is for the cabin. 
From these studies it is evident that the process control system acts to in­
crease the lost work for the ARS. The magnitude of the increase is dependent on 
the crew's activity level and would decrease only if the crew expired. It is also evi­
dent that the control system affects the distribution of lost work in the ARS. The 
changes in the distribution are more pronounced for higher levels of crew activity. 
This emphasizes that the ARS is a complex system with many interacting entropy-
producing processes that are difficult to describe. 
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CHAPTER IX. SUMMARY AND CONCLUSIONS 
Summary 
The main focus of this research was to characterize the thermodynamic be­
havior of an air revitalization system (ARS), paying special attention to the quantity, 
distribution, and the effects of certain parameters on the themriodynamic lost work of 
the system. To address these issues, a computer-based dynamic model of the ARS 
was developed, and several simulations were completed. To aid in the quest for in­
formation about lost work, some supporting examples were also investigated. 
These examples were included to gain insight because of their simple nature when 
compared to the ARS. 
Because lost work is a relatively new and unfamiliar concept, the first task 
was to define lost work and to show its relationship to lost availability, which is more 
commonly seen in the literature on second-law analysis. The derivation of the lost 
work and availability equations in Chapter II proved that these quantities are equiva­
lent. Further insight was sought by comparing the results of the methods used in 
this wori< to those of other authors. The first comparison was for the results of an 
availability analysis for a sulfuric acid plant. This comparison was inconclusive, as it 
was not possible to discern what calculations the authors did to amve at their re­
sults. The second comparison was for the results of an availability analysis of a 
synthesis gas and ammonia plant, presented in Chapter V. This comparison was a 
bit more promising, as it was clear how the author amved at most of his results. 
Many discrepancies arose however, since many of the author's material and energy 
balances were incorrect. These studies indicated the difficulty in replicating and in­
terpreting the results of other authors in this relatively new area of research. 
Lost wori< production may be used as an optimization criterion for a system, 
as it is a measure of the system's potential to do useful woric. Its magnitude and 
distribution are primarily dependent on mass flows, temperatures, pressures, and 
the distributions of chemical species. Within a dynamic system, all of these pa­
rameters may be changing over time, changing the rate and distribution of lost work 
production. To minimize lost work, an understanding of the effects of the variables 
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on which lost work is dependent is necessary. Often, more than one optimization 
criterion is used in system design. Process control systems are frequently used to 
stabilize the behavior of a system influenced by changing loads. The effect of proc­
ess control systems on lost work production was one of this work's major points of 
interest. 
Because an ARS is a complex system with many interrelated entropy-
producing processes, this question was first addressed using the example of three 
reactors in series, presented in Chapter IV. For this simple example with one con­
troller, it was shown that process control tends to influence lost work production in 
the same manner that it influences the control variables, in this case mass flow 
rates. Process control acts to return mass flows to the steady state values. Lost 
work also tends to retum to the steady state values since it is strongly dependent on 
mass flow. 
The influence of process control systems on the ARS is much more complex. 
Several controllers are necessary to maintain the cabin and operating conditions for 
the subsystems that comprise the ARS. These controllers were selected based on 
knowledge of the natural behavior of the ARS in response to changes in crew activ­
ity level. 
Changes in the respiration rate of the crew are the primary cause of perturi^ a-
tions within the ARS. Analysis of the effects of activity level on the lost wori< pro­
duction was another of the points of interest in this work. Simulations were com­
pleted for three levels of crew activity. An increase in activity increases the 
respiration rate of the crew, in turn increasing the load on the ARS. From a resting 
crew to one at maximum activity, the rate of lost work production rose but not in an 
easily predictable manner, as it did for the series reactor system in Chapter IV. 
To address the question about the influence of process control on the ARS, 
simulations were completed for the three aforementioned levels of crew activity in­
cluding a process control system. The results of these simulations were compared 
to study the changes in the magnitude and distribution of lost work. For the resting 
crew, there was little change in the magnitude or distribution of lost work. With con­
tinued increase in crew activity, the percentage change in lost work from the 
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uncontrolled to the controlled case increased. The change in the distribution of lost 
work was also more extreme. 
The question of whether a single control system would be adequate to main­
tain the cabin conditions at all levels of crew activity was also addressed. The con­
trol system perfomned quite well, but as predictable with a proportional controller, for 
larger disturbances caused by higher levels of crew activity there was a greater 
amount of offset. The offsets for this control system were within an acceptable 
range, and the behavior of the system remained stable. 
Crew activity level and process control systems are only two of the many in­
fluences on the behavior of the ARS. The ARS is comprised of several subsystems, 
and there are many technologies available to accomplish the various subsystem 
tasks. To investigate the potential influence of technology on the performance of 
the ARS, two different cartDon dioxide reduction subsystems were simulated. The 
Sabatier subsystem, which produces methane, was found to consume less energy 
and to produce far less lost work than the carbon-producing Bosch subsystem. One 
disadvantage of Sabatier is that it requires a supply of hydrogen, but its energetic 
savings outweigh this drawback, since hydrogen could be recovered from methane. 
The cost of this operation has not yet been determined. 
Among the methods employed to simulate the behavior of the ARS were 
commercial mathematics packages and spreadsheets. Euler's method was used to 
approximate the dynamic behavior of the ARS. Because the ARS is a large and 
highly interactive closed system, using spreadsheets greatly simplifies keeping track 
of all of the parameters within the system at all times, as well as in tracking down 
en-ors. 
The results presented here should not be taken to accurately indicate the ac­
tual quantities of lost work production for air revitalization systems currently in use. 
The equipment has been modeled simply, in the presence of many chemical spe­
cies and a high degree of interaction between subsystems. The trends and magni­
tudes of the lost work distribution presented here are indicative of the behavior of 
the actual systems. 
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Conclusions 
The general conclusions of this work are: 
• Lost work, or unavailability, may be computed for dynamic, closed, interact­
ing chemical processes with several chemical species. 
• Control systems appear to increase lost work production in such systems 
and represent a thermodynamic cost. 
• Lost work calculations may provide another design tool for comparing tech­
nologies. 
Conclusions specific to the ARS include; 
• Major lost work production in the ARS is contributed by the solar cell, 
which converts high availability sunlight into electricity, and by the refrig­
eration system, which provides cooling water to the entire ARS. 
• The Sabatier cariDon dioxide reduction subsystem requires less heating 
and cooling, and contributes less lost wori<than the Bosch subsystem. 
• Increased crew activity increases lost work production in the ARS, but not 
proportionately. 
• Process control in the ARS increases lost wori< production, particulariy for 
high levels of crew activity. 
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APPENDIX. SYSTEM BEHAVIOR FOR THE ARS WITH SABATIER FOR 
MODERATE ACTIVITY 
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