Abstract. In this paper we consider second order parabolic partial differential equations subject to the Dirichlet boundary condition on smooth domains. We establish weighted L q -maximal regularity in weighted Triebel-Lizorkin spaces for such parabolic problems with inhomogeneous boundary data. The weights that we consider are power weights in time and space, and yield flexibility in the optimal regularity of the initial-boundary data, allow to avoid compatibility conditions at the boundary and provide a smoothing effect. In particular, we can treat rough inhomogeneous boundary data.
Introduction
This paper is a continuation of [31] , where the boundedness of the H ∞ -calculus for the Dirichlet realizations of second order elliptic operators in weighted Triebel-Lizorkin spaces was established. Since the work [25] the H ∞ -calculus has become an extremely powerful tool in the theory of PDEs (see the monographs [13, 43] and references therein). For this paper the interest lies in the fact that the H ∞ -calculus can be used to obtain L q -maximal regularity. But the H ∞ -calculus can also be used for many other things (see [24, 48] ). Maximal regularity is an important tool in the theory of nonlinear PDEs. Maximal regularity means that there is an isomorphism between the data and the solution of the problem in suitable function spaces. Having established maximal regularity for the linearized problem, the nonlinear problem can be treated with tools as the contraction principle and the implicit function theorem. Let us mention [5, 11] for approaches in spaces of continuous functions, [1, 35] for approaches in Hölder spaces and [2, 4, 9, 10, 16, 42, 43] for approaches in L p -spaces (with p ∈ (1, ∞)).
In order to describe the specific maximal regularity result that is obtained in this paper, let us consider the heat equation γ ; in both cases one can take ¿ = L p (∂O). For these choices we speak of L q,µ -L p,γ -maximal regularity and L q,µ -F s p,r,γ -maximal regularity, respectively. There actually is an overlap between case (i) and (ii), see (4) below.
In the L q,µ -¾-maximal regularity approach to (1) one is looking for solutions u in the maximal regularity space
where the boundary condition u |∂O = g has to be interpreted as Tr ∂O u = g. The problem The L q,µ -L p,γ -maximal regularity problem for (1) was recently solved in [34] . In the special case f = 0, u 0 = 0 and q = p, µ = 0, one gets the following result. 
Note that δ ∈ (0, 1) can be taken arbitrarily close to 0 by taking γ arbitrarily close to 2p − 1, whereas δ ∈ ( Earlier works on the (weighted) L q -L p -maximal regularity problem for parabolic initialboundary value problems with inhomogeneous date include [12, 29, 28, 36, 47] , where [28] (q = p, µ = γ = 0) and [47] (p ≤ q, µ = γ = 0) are on scalar-valued 2nd order problems with Dirichlet and Neumann boundary conditions and where [12] (µ = γ = 0), [36] (q = p, µ ∈ [0, q − 1), γ = 0) and [29] (µ ∈ (−1, q − 1), γ ∈ (−1, p − 1)) are on higher order operators with Lopatinskii-Shapiro boundary conditions in a Banach space-valued stetting (generalizing finite dimensional systems).
The contribution of Theorem 1.1 is the treatment of the case γ ∈ (p − 1, 2p − 1). The restriction γ ∈ (−1, p − 1) for the spatial weight w ∂O γ in [29] is a restriction of harmonic analytic nature. Indeed, (−1, p−1) is the Muckenhoupt A p -range for w ∂O γ : given p ∈ (1, ∞) and γ ∈ , it holds that 
As a consequence of this Littlewood-Paley decomposition and (3),
The main difficulty in [34] in the non-A p range (p − 1, 2p − 1) is that these standard tools are no longer available. One way to avoid these difficulties is to work in the weighted Triebel-Lizorkin spaces
The advantage of the scale of weighted Triebel-Lizorkin spaces is the strong harmonic analytic nature of these function spaces, leading to the availability of many powerful tools (see e.g. [8, 6, 7, 19, 20, 21, 22, 31, 38, 37, 39, 46] ). In particular, there is a Mikhlin-Hörmander Fourier multiplier theorem. That Mikhlin-Hörmander Fourier multiplier theorem which was used in [31] on the boundedness of the H ∞ -calculus for the Dirichlet realizations of second order elliptic operators in weighted Triebel-Lizorkin spaces, serving as a basis for the present paper.
The main result of this paper, Theorem 4.5, provides a solution to the L q,µ -F s p,r,γ -maximal regularity problem for second order parabolic problems subject to inhomogeneous Dirichlet boundary conditions. For purposes of exposition, without loosing the main innovative part of the present paper, let us state Theorem 4.5 (also see Remark 4.6) for the special case of the heat equation (1) with f = 0, u 0 = 0 and q = p, µ = 0. 
2p can take any value in (0, 1) by choosing γ and s appropriately. In fact, given δ ∈ (0, 1) and γ ∈ (−1, ∞), choosing s = 2δ
Playing around with the weight parameter γ and the smoothness parameter s, sharp Sobolev embedding for Triebel-Lizorkin spaces from [37] and an elementary embedding of Triebel-Lizorkin spaces into Sobolev spaces yield the following self-improvement in the setting of the above theorem (see Corollary 4.10 and Remark 4.11). 
The crucial feature of the Sobolev embedding from [37] ,
on which the self-improvement (6) is based is the invariance of the sharp space of boundary data (5) under this embedding:
The embedding (7) follows directly from the elementary embedding
. The spaces (6) and (7) are spaces of function that are smooth in the spatial variable, which can be seen by Sobolev embedding. The varying weight parameter γ + (k − s)p in k can be seen as a way to measure the allowed blow-up of the spatial derivatives. Introducing the function spaces
where ℓ ∈ , p ∈ (1, ∞) and γ ∈ (−1, ∞), this feature is emphasized by the trivial observation that the space (7) is continuously embedded into
which can be viewed as the space of all u ∈ C(J; 
The idea to use scales of weighted Triebel-Lizorkin spaces to obtain smoothing in a (weighted) L p -setting also turn out to be useful in [32] on the heat equation with multiplicative Dirichlet boundary noise.
Organization of the paper. The paper is organized as follows. Section 2 is devoted to the necessary preliminaries, Section 3 characterizes the spatial trace space of the maximal regularity space and Section 4 provides a solution to the L q,µ -F s p,r,γ -maximal regularity problem for second order parabolic problems with inhomogeneous Dirichlet boundary conditions.
Notations and conventions. All vector spaces are over the field of complex scalars ¼. 
For p ∈ (1, ∞) we denote by A p = A p ( d ) the class of all Muckenhoupt A p -weights, which are all the locally integrable weights for which the
The relevant weights for this paper are the power weights of the form
For the important model problem case
γ . Furthermore, in connection with the pairing (10), for p ∈ (1, ∞) we have
2.2. UMD spaces and L q -maximal regularity. The general references for this subsection are [23, 24, 27] . The UMD property of Banach spaces is defined through the unconditionality of martingale differences, which is a primarily probabilistic notion. A deep result due to Bourgain and Burkholder gives a pure analytic characterization in terms of the Hilbert transform: a Banach space X has the UMD property if and only if it is of class HT , i.e. the Hilbert transform H has a bounded extension H X to L p ( ; X) for any/some p ∈ (1, ∞). A Banach space with the UMD property is called a UMD Banach space. Some facts:
• Every Hilbert space is a UMD space;
• UMD spaces are reflexives.
• Closed subspaces and quotients of UMD spaces are again UMD spaces.
In particular, weighted Besov and Triebel-Lizorkin spaces (see Section 2.3) are UMD spaces in the reflexive range.
Let A be a closed linear operator on a Banach space X. For q ∈ (1, ∞) and v ∈ A q ( ) we say that A enjoys the property of
In the specific case of the power weight v = v µ with q ∈ (−1,
Note that L q (v, )-maximal regularity and L q (v, + )-maximal regularity can also be formulated in terms of evolution equations. For instance, A enjoys the property of L q (v, + )-maximal regularity if and only if, for each f ∈ L q (v, + ), there exists a unique solution
A way to approach L q -maximal regularity is through the Dore-Venni operator sum theorem (see [14, 44] ). Using [34, Proposition 2.7] in combination with the easy connection between the H ∞ -calculus and bounded imaginary powers to do so, we obtain the following proposition. As the H ∞ -calculus will be used as a black box, we do not give the definition here but the reader refer to [31, Section 2]. Proposition 2.1. Let X be a UMD space, q ∈ (1, ∞) and v ∈ A q ( ). If A be a closed linear operator on a Banach space X with 0 ∈ ρ(A) that has a bounded H ∞ -calculus of angle
2.3. Function spaces. The general references for this subsection are [3, 6, 34, 37, 40] .
Let X be a Banach space. The space of X-valued tempered distributions 
X) (which can be seen through the pairing (10)). So, in this case, we can the Sobolev space
Using the pairing, we find that
) is the Bessel potential operator given by
Equipped with the norm
If X is a UMD space, then we have
In the reverse direction we have that if
which can be constructed in the following way: given ϕ 0 ∈ S( d ) with
Observe that (14) suppφ 0 ⊂ {ξ : |ξ| ≤ B} and suppφ n ⊂ {ξ : 2 n−1 A ≤ |ξ| ≤ 2 n B}, n ≥ 1.
We furthermore put Φ(
where O M ( d ; X) stands for the space of all X-valued slowly increasing smooth func- 
equipped with the norm
. The H-spaces are related to the F-spaces as follows. In the scalar-valued case X = ¼, we have
In the vector-valued case, this identity is valid if and only if X is isomorphic to a Hilbert space. For general Banach spaces X we still have (see [37, Proposition 3.12] )
and (see [34, (7 [26] .
The following special case of the sharp Sobolev embedding from [37] is a crucial ingredient for this paper:
where O is a C ∞ -domain in d with a compact boundary. From [46] and a retraction-coretraction argument using for instance Rychkov's extension operator [45] 
w j ∈ A ∞ , s j ∈ for j ∈ {0, 1}, θ ∈ (0, 1),
, w = w 
by simply replacing the standard isotropic scaling δ λ (x) = λx in the definition by the (a, b)-anisotropic scaling 
where
A Trace Theorem
Theorem 3.1.
then taking the trace with respect to ∂O gives a retraction
Before we give the proof of Theorem 3.1, we start with some preparatory lemma's. 
, under the natural identifications. By [31, Lemma 4.19] , (22) [
as a consequence of the Sobolev embedding (19) . By a combination of the elementary embedding (17) and the Sobolev embedding [34, Corollary 3.4],
. Putting together (22) , (23), (24), we obtain
is dense in each of these two spaces, the inclusion is dense. Dualizing finally gives the desired inclusion. 
Proof. By Sobolev embedding (19) we have w γ ) ). Therefore, we may without loss of generality assume that s ≥ 0; so s + = s and γ + = γ.
By (21),
. Combining this with (26), (27) and Lemma 3.2, we find
From a combination of [34, Theorem 3.18] , (20) and (13) it follows that
where we used that η(1− (26), (29) and (30) and using that ρσ = s+ρ, we arrive at the desired inclusion.
, which is in turn equivalent to w γ−(s+θρ)p ∈ A p . (13)), the desired inclusion follows.
Proof. By Sobolev embedding (19) we have
W 1 q ( , v; F s p,∞ ( d + , w γ )) ∩ L q ( , v; F s+ρ p,∞ ( d + , w γ )) ֒→ W 1 q ( , v; H −θρ p ( n + , w γ−(s+θρ)p )) ∩ L q ( , v; H (1−θ)ρ p ( n + , w γ−(s+θρ)p )). Since W 1 q ( , v; H −θρ p ( n + , w γ−(s+θρ)p )) ∩ L q ( , v; H (1−θ)ρ p ( n + , w γ−(s+θρ)p )). ֒→ [W 1 q ( , v; H −θρ p ( n + , w γ−(s+θρ)p )), L q ( , v; H (1−θ)ρ p ( n + , w γ−(s+θρ)p ))] θ = H 1−θ q ( , v; L p ( d + , w γ−(s+θρ)p ))
Proof of Theorem 3.1. By localization and rectification it suffices to treat the case
It will be convenient to write
As s < 
Let s + , γ + , σ, δ and η be as in Lemma 25 . Observing that (σ+ (25) ֒→ that acts a coretraction for tr 
O) for |α| ≤ 1. We will impose an ellipticity condition and certain smoothness conditions on the coefficients, which we describe below.
The ellipticity condition reads as follows: (E) There exists a constant κ > 0, called the constant of ellipticity, such that for all
In order to formulate the smoothness condition on the coefficient, let p, r ∈ (1, ∞), γ ∈ (−1, ∞) and s ∈ . (S) s p,r,γ There exist κ > σ s,p,γ and ϑ ∈ (0, 1) such that: 
defines an isomorphism of Banach spaces. In particular, the mapping in (33) 
defines a bounded right-inverse for the mapping in (33) .
As a consequence of the above theorem we obtain the following corresponding result, Theorem 4.5, on time intervals J = (0, T ) with T ∈ (0, ∞] in the case of the power weight v = v µ (with µ ∈ (−1, q − 1) ), where we need to take initial values into account.
For the initial data we need to introduce the space [31] ), from which the desired result follows by an extension and restriction argument.
Concerning the compatibility condition in the space of initial-boundary data IB 
Now we can state the main result for the initial value problem with inhomogeneous boundary condition. Let λ 0 and A be as in the prof of Theorem 4.2. Then, as 0 ∈ (λ 0 + A) and λ 0 + A has a bounded H ∞ -calculus with angle ω H ∞ (λ 0 + A) < π 2 , −(λ 0 + A) is the generator of an exponentially stable C 0 -semigroup (see [15] ). We can now proceed as in [34, Theorem 7.16] .
Injectivity of u → (u ′ + (λ + A( · , D))u, Tr ∂O u, u(0)) follows the fact that −(λ 0 + A) is the generator of a C 0 -semigroup. So it remains to be shown that it has a bounded right-inverse, i.e. there is a bounded solution operator to the associated parabolic initial-boundary value problem. Using Lemma for all µ ∈ (−1, ∞). Combining this with the microscopic improvement in the Sobolev embedding (19) , we obtain the obtain the first inclusion to be proved. The second inclusion follows immediately from the elementary embedding (17) .
