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Abstract
We develop adaptive θ -methods for solving the Black–Scholes PDE for American options. By adding a small, continuous term,
the Black–Scholes PDE becomes an advection–diffusion-reaction equation on a fixed spatial domain. Standard implementation of
θ -methods would require a Newton-type iterative procedure at each time step thereby increasing the computational complexity of
the methods. Our linearly implicit approach avoids such complications. We establish a general framework under which θ -methods
satisfy a discrete version of the positivity constraint characteristic of American options, and numerically demonstrate the sensitivity
of the constraint. The positivity results are established for the single-asset and independent two-asset models. In addition, we have
incorporated and analyzed an adaptive time-step control strategy to increase the computational efficiency. Numerical experiments
are presented for one- and two-asset American options, using adaptive exponential splitting for two-asset problems. The approach
is compared with an iterative solution of the two-asset problem in terms of computational efficiency.
c© 2007 Elsevier B.V. All rights reserved.
MSC: 65L05; 65M05
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1. Introduction
The pricing of an American option is complicated since at each time we have to determine not only the option
value but also whether or not it should be exercised [15,18]. This makes the valuation of an American option a free-
boundary problem. Typically at each time there is a particular value of the asset, which marks the boundary between
two regions: at one side one should hold the option and at the other side one should exercise it. Assuming that investors
act optimally, the value of an American option cannot fall below the value that would be obtained if it were exercised
early.
Recent years have seen the development of several approaches for the valuation of American options (see,
for example, [1,5,7,8,12,22,23]). In particular, various penalty method approaches were discussed in [3,16,24]
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for solving the Black–Scholes equation [4,14]. Well-known θ -methods, whose members include the Backward
Euler and Crank–Nicolson methods, have also been implemented as time-stepping procedures for pricing financial
derivatives. The literature contains many documented instances which show that the Crank–Nicolson method is prone
to producing spurious oscillations while the Backward Euler method maintains strong stability properties (see, for
example, [20,25,26]).
In this paper, we analyze the general family of θ -methods associated with the penalty approach for the numerical
solution of the Black–Scholes models for one- and two-asset American option problems. By treating the nonlinear
penalty term explicitly, we avoid the necessity of solving a system of nonlinear equations at each time step. However,
this approach entails a step size constraint to maintain positivity. We establish this step size constraint for all of
the θ -methods implemented in this linearly implicit manner. In addition, a modification of the adaptive time-step
control strategy developed in [13] is incorporated to further enhance efficiency. Two-asset American option problems
are solved through locally one-dimensional (LOD) splitting and also in an iterative manner using the bi-conjugate
gradient method, Bi-CGSTAB [19]. We have compared their computational efficiencies using a modification of the
adaptive time-step procedure used in the single-asset problem.
2. Methods
2.1. Single-asset options
The Black–Scholes model for American put problems take the form of moving-boundary problems. Letting S be
the price of an asset A at time t , the American early exercise constraint leads to the following model for the value
P(S, t) of an American put option to sell the asset A.
∂P
∂t
+ 1
2
σ 2S2
∂2P
∂S2
+ r S ∂P
∂S
− r P = 0, S > S(t), 0 ≤ t < T (2.1)
P(S, T ) = max(E − S, 0), S ≥ 0,
∂P
∂S
(S, t) = −1,
P(S(t), t) = E − S(t),
lim
S→∞ P(S, t) = 0,
S(T ) = E,
P(S, t) = E − S, 0 ≤ S < S(t),
where S(t) represents the free (and moving) boundary. The parameters σ, r , and E represent the volatility of the
underlying asset, the interest rate, and the exercise price of the option, respectively. Note that, since early exercise is
permitted, the value P of the option must satisfy [21]
P(S, t) ≥ max(E − S, 0), S ≥ 0, 0 ≤ t ≤ T . (2.2)
2.1.1. Penalty method
In the case of the American put option (2.1) which involves an unknown boundary, we approximate the model by
adding a penalty term yielding a nonlinear partial differential equation on a fixed domain as in [16]. Specifically, with
0 <   1 a small regularization parameter, we consider the initial-boundary value problem
∂V
∂t
+ 1
2
σ 2S2
∂2V
∂S2
+ r S ∂V
∂S
− rV + CV +  − q(S) = 0, S ∈ [0, S∞], t ∈ [0, T ), (2.3)
V(S, T ) = max(E − S, 0),
V(0, t) = E,
V(S∞, t) = 0,
where C ≥ r E is a positive constant and q(S) = E − S.
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Nielsen et al. [16] motivated the choice of the penalty term
C
V +  − q .
Essentially, it is of order  in regions where V(S, t) q(S), and hence the Black–Scholes equation is approximately
satisfied. When V approaches q this term is approximately equal to C assuring that the early exercise constraint
is not violated. Thus the penalty term is chosen so that the solution stays above the payoff function as the solution
approaches expiry. Moreover, far from the barrier, q(S) = E − S, the penalty term is chosen small enough so that the
PDE still resembles the Black–Scholes equation very closely.
2.1.2. Numerical methods for single-asset problems
Following discretization on the domain [0, S∞] × [0, T ], an implicit algorithm applied to (2.3) will result in a
system of nonlinear algebraic equations. For example, using the well-known θ -method with second-order central
differencing applied to the diffusion operator and upwind differencing of the transport term to avoid oscillations due
to spatial discretization, result in
V n+1j − V nj
1t
+ 1
2
σ 2S2j
[
θ
δ2SV
n+1
j
1S2
+ (1− θ)δ
2
SV
n
j
1S2
]
+ r S j
[
θ
1SV
n+1
j
1S
+ (1− θ)1SV
n
j
1S
]
− r [θV n+1j + (1− θ)V nj ] + θ
C
V n+1j +  − q(S j )
+ (1− θ) C
V nj +  − q(S j )
= 0, (2.4)
where δ2SV
n
j = V nj+1−2V nj +V nj−1 and1SV nj = V nj+1−V nj . Consequently, the nonlinear penalty term gives rise to a
nonlinear system of equations whose solution is typically found by a modified Newton method. We develop a linearly
implicit approach for θ -methods by treating the penalty term explicitly in (2.4), that is, by replacing V nj by V
n+1
j in
that term. The corresponding linearly implicit scheme then has the form
V n+1j − V nj
1t
+ 1
2
σ 2S2j
[
θ
δ2SV
n+1
j
1S2
+ (1− θ)δ
2
SV
n
j
1S2
]
+ r S j
[
θ
1SV
n+1
j
1S
+ (1− θ)1SV
n
j
1S
]
−r [θV n+1j + (1− θ)V nj ] +
C
V n+1j +  − q(S j )
= 0, (2.5)
which does not require a nonlinear iterative solver. When implemented in this manner, all the linearly implicit θ -
methods are accurate of O(1t,1S). Note that the scheme corresponding to θ = 1 is explicit, however, it suffers
a severe time-step restriction due to a stability constraint. This scheme along with the linearly implicit scheme
corresponding to θ = 0 was analyzed in [16]. Recalling that the value V of the option must satisfy
V (S, t) ≥ max(E − S, 0), S ≥ 0, 0 ≤ t ≤ T, (2.6)
we establish conditions which guarantee that our linearly implicit schemes satisfy a discrete version of (2.6), namely,
V nj ≥ max(E − S j , 0), j = 0, . . . ,M + 1, n = N + 1, . . . , 0. (2.7)
We first observe that scheme (2.5) can be rearranged as
[1+ (1− θ)D j ]V nj = θL jV n+1j−1 + [1− θD j ]V n+1j + θR jV n+1j+1 + (1− θ)L jV nj−1
+ (1− θ)R jV nj+1 +
C1t
V n+1j +  − q j
, (2.8)
where α = 1t
21S2
, β = 1t
1S and
L(S) = ασ 2S2
D(S) = 2ασ 2S2 + βr S + r1t
R(S) = ασ 2S2 + βr S.
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To simplify matters further, we let u j = V nj − q j so that (2.8) becomes
[1+ (1− θ)D j ]unj = θL jun+1j−1 + [1− θD j ]un+1j + θR jun+1j+1 + (1− θ)L junj−1
+ (1− θ)R junj+1 +
C1t
un+1j + 
− r E1t. (2.9)
Defining un = min j unj and letting k be an index such that unk = un , it then follows from (2.9) that
[1+ (1− θ)Dk]un ≥ θLkun+1k−1 + [1− θDk]un+1k + θRkun+1k+1 + (1− θ)Lkun
+ (1− θ)Rkun + C1t
un+1k + 
− r E1t, (2.10)
or
[1+ (1− θ)r1t]un ≥ [(θLkun+1k−1 + [1− θDk]un+1k + θRkun+1k+1
− r E1t)(un+1k + )+ C1t]/[un+1k + ]. (2.11)
By defining
F(u−, u, u+, S) = [θL(S)u− + (1− θD(S))u + θR(S)u+ − r E1t](u + )+ C1t,
inequality (2.11) becomes
[1+ (1− θ)r1t]un ≥ F(u
n+1
k−1, u
n+1
k , u
n+1
k+1, Sk)
un+1k + 
. (2.12)
With this formalization we now prove a preliminary result regarding the increasing nature of the function F .
Lemma 1. For all u−, u, u+, S ≥ 0, the partial derivatives ∂F∂u− and ∂F∂u+ are nonnegative. Moreover ∂F∂u ≥ 0 if, in
addition,
1t ≤ (1S)
2
θ(σ 2S2∞ + r S∞1S + r(1S)2)+ r E (1S)2
≡ 1tmax. (2.13)
Proof. It readily follows that
∂F
∂u−
= θL(S)(u + ) ≥ 0, ∂F
∂u+
= θR(S)(u + ) ≥ 0,
for all S, u, r ≥ 0. Now
∂F
∂u
= θL(S)u− + (1− θD(S))(2u + )+ θR(S)u+ − r E1t
= θ [L(S)u− + θR(S)u+] +
[
1−1t
(
θ
(
σ 2S2
(1S)2
+ r S
1S
+ r
)
+ r E
2u + 
)]
(2u + ).
Consequently, ∂F
∂u ≥ 0 for all u−, u, u+, S ≥ 0 if
1t ≤ (1S)
2
θ(σ 2S2 + r S1S + r(1S)2)+ r E(1S)22u+
,
which is satisfied provided 1t meets the constraint (2.13). M
Theorem 2. For all C ≥ r E, S∞ ≥ E, and all 1t satisfying (2.13), the approximate values {V nj } generated by the
scheme (2.5) satisfy (2.7).
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Proof. By definition, V N+1j = max(E − S j , 0), j = 0, . . . ,M + 1 and so (2.7) holds for n = N + 1. Moreover,
V n0 = E = max(E − S0, 0)
V nM+1 = 0 = max(E − SM+1, 0)
for n = N + 1, . . . , 0 provided that S∞ ≥ E . Now we prove that if (2.7) holds for n+ 1 then it is also valid for n, that
is, we wish to show that
V nj ≥ max(q j , 0), ∀ j, n.
We do this in two steps; first we show that V nj ≥ q j ∀ j , and then show that V nj ≥ 0 ∀ j . If V n+1j ≥ q j ∀ j , then
un+1j = V n+1j − q j ≥ 0 ∀ j . Hence
F(un+1k−1, u
n+1
k , u
n+1
k+1, Sk) ≥ F(0, 0, 0, Sk)
= C1t − r E1t
= 1t (C − r E) ≥ 0,
provided C ≥ r E and (2.13) holds. Consequently from (2.12) unj ≥ 0 ∀ j , or equivalently, V nj ≥ q j ∀ j . Next we show
that V nj ≥ 0 ∀ j . Define V n = min j (V nj ) and let k be an index such that V nk = V n . Substituting j = k in (2.8) results
in
[1+ (1− θ)Dk]V n ≥ θLkV n+1 + [1− θDk]V n+1
+ θRkV n+1 + (1− θ)RkV n + (1− θ)LkV n + C1t
V n+1k +  − qk
,
or
[1+ (1− θ)r1t]V n ≥ [1− θr1t]V n+1 + C1t
V n+1k +  − qk
provided (2.13) is satisfied. Since V n+1j ≥ max(q j , 0) ∀ j , it follows that
[1+ (1− θ)r1t]V n ≥ [1− θr1t]V n+1 ≥ 0
provided (2.13) holds. Consequently, V nj ≥ 0 ∀ j . M
Well-known θ -methods include the Forward Euler (θ = 1), the Crank–Nicolson (θ = 12 ), and the Backward Euler
(θ = 0) methods. Clearly the time-step constraint (2.13) becomes increasingly restrictive as θ increases from 0 to
1. Interestingly, for θ = 12 , inequality (2.13) describing the time-step constraint is in agreement with findings in the
literature for avoiding spurious oscillations in the Crank–Nicolson method (see, for example, [9,11,17,24,26]). For
example, using the parameter values r = 0.1, σ = 0.2, E = 1, and S∞ = 2, Figs. 2.1 and 2.2 display the sensitivity
of the time-step constraint (2.13) as a function of θ and  for fixed 1S; these figures show that the increasing severity
of the constraint on the time step as 1S → 0 for 0 < θ ≤ 1. Figs. 2.3 and 2.4 display the sensitivity of the time-step
constraint (2.13) as a function of θ and 1S for fixed ; these figures show the time-step constraint is proportional to
1S2 as 1S → 0 for 0 < θ ≤ 1. Consequently, the Backward Euler method corresponding to θ = 0 will be used in
the numerical simulations for one-asset problems and for developing methods for two-asset problems.
2.2. Two-asset options
The two-dimensional form of the Black–Scholes equation is
∂P
∂t
+ 1
2
σ 21 S
2
1
∂2P
∂S21
+ 1
2
σ 22 S
2
2
∂2P
∂S22
+ 1
2
ρσ1σ2S1S2
∂2P
∂S1∂S2
+ (r − D1)S1 ∂P
∂S1
+ (r − D2)S2 ∂P
∂S2
− r P = 0, S1, S2 ≥ 0, t ∈ [0, T ). (2.14)
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Fig. 2.1. 1S = 0.1.
Fig. 2.2. 1S = 0.01.
Fig. 2.3.  = 0.01.
Here P is the value of the option, S1 and S2 are the underlying assets, ρ is the correlation between the two assets,
σ1 and σ2 are the volatilities of the assets, D1 and D2 are the dividend yields, and r is the risk free interest rate. The
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Fig. 2.4.  = 0.001.
intrinsic value of payoff functions at expiry of the two-asset options has the form
φ (S1, S2) = max(E − α1S1 − α2S2, 0),
where E and α1 and α2 are given positive constants. Similar to the single-asset American style options, the value of a
two-asset American option must satisfy the positivity constraint
P(S1, S2, t) ≥ φ (S1, S2) . (2.15)
2.2.1. Penalty method
We use x and y, instead of the more conventional notation S1 and S2, to represent the asset prices.
The penalty formulation of the American put problem with two underlying assets is given by
∂P
∂t
+ 1
2
σ 21 x
2 ∂
2P
∂x2
+ 1
2
σ 22 y
2 ∂
2P
∂y2
+ 1
2
ρσ1σ2xy
∂2P
∂x∂y
+ (r − D1)x ∂P
∂x
+ (r − D2)y ∂P
∂y
− r P + C
P +  − q = 0, x, y ≥ 0, t ∈ [0, T ), (2.16)
P(x, y, T ) = φ(x, y), x, y ≥ 0, (2.17)
P(x, 0, t) = g1(x, t), x ≥ 0, t ∈ [0, T ], (2.18)
P(0, y, t) = g2(y, t), y ≥ 0, t ∈ [0, T ], (2.19)
lim
y→∞ P(x, y, t) = G1(x, t), x ≥ 0, t ∈ [0, T ], (2.20)
lim
x→∞ P(x, y, t) = G2(y, t), y ≥ 0, t ∈ [0, T ], (2.21)
where
q(x, y) = E − (α1x + α2y), (2.22)
φ(x, y) = max(q(x, y), 0), (2.23)
where, as in the single-asset case, 0 <   1 is a small parameter and C ≥ r E is a positive constant. The penalty
term
C
P +  − q
is of order  in regions where P(x, y, t) q(x, y), and hence the Black–Scholes equation for the two-asset problem
is approximately satisfied.
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2.2.2. Numerical methods for two-asset problems
We will consider two different cases. One when the assets x and y are independent, that is, ρ = 0 and there is
no mixed derivative term in the Black–Scholes equation. The second case is of correlated assets x and y. In this
case the Black–Scholes model has the mixed derivative term ∂
2P
∂x∂y . A method of lines (MOL) technique is used to
approximate the solution of the PDE (2.16). With x∞ = y∞, we first superimpose a uniform M + 2× M + 2 grid on
[0, x∞] × [0, y∞] using step size h in both x- and y-directions of the spatial domain and replace the space derivatives
in (2.16) by the following analogs of the one-dimensional finite difference approximations:
∂2P(x, y, t)
∂x2
≈ P(x + h, y, t)− 2P(x, y, t)+ P(x − h, y, t)
h2
,
∂2P(x, y, t)
∂y2
≈ P(x, y + h, t)− 2P(x, y, t)+ P(x, y − h, t)
h2
,
∂2P(x, y, t)
∂x∂y
≈ P(x + h, y, t)− P(x + h, y − h, t)− P(x, y, t)+ P(x, y − h, t)
h2
,
∂P(x, y, t)
∂x
≈ P(x + h, y, t)− P(x, y, t)
h
,
∂P(x, y, t)
∂y
≈ P(x, y + h, t)− P(x, y, t)
h
.
Applying these difference approximations to all M2 interior grid points we obtain the following approximating system
of nonlinear ordinary differential equations
dP
dt
= AP+ f(t,P), P(T ) = φ, (2.24)
where P = [P1,1(t), . . . , PM,1(t), P1,2(t), . . . , PM,2(t), . . . , P1,M (t), . . . , PM,M (t)]T is the M2-dimensional vector
of unknown approximations to P , that is Pi, j (t) ≈ P(ih, jh, t), i, j = 1, . . . ,M . The M2 × M2 matrix A is a
five-banded matrix when the underlying assets are independent, and is six-banded when they are correlated. f is the
M2-dimensional vector consisting of the sum of the nonlinear source term r Pi, j − CPi, j+−qi, j and the time-dependent
boundary conditions, and φ = [φ1,1, . . . , φM,1, . . . , φ1,M , . . . , φM,M ]T is the vector of the final conditions. Also note
that we are treating the entire reaction term explicitly unlike the treatment in the single-asset case. The exact solution
of the final value problem (2.24) is given by
P(t −1t) = e−1t AP(t)−
∫ 1t
0
e−(1t−s)Af(t − s,P(t − s))ds. (2.25)
We can construct a numerical method from (2.25) by replacing the integral by its first-order approximation∫ 1t
0
e−(1t−s)Af(t − s,P(t − s))ds = 1te−1t Af(t,P(t))+ O(1t2)
giving
P(t −1t) = e−1t A(P(t)−1tf(t,P(t)))+ O(1t2). (2.26)
The exponential e−1t A may, then, be replaced by the [0/1] Pade´ approximant giving the Backward Euler method
given by
(I +1t A)P(t −1t) = P(t)−1tf(t,P(t)). (2.27)
However, this approach involves solving a system of M2 equations whose coefficient matrix is sparse having at most
6 nonzero entries per row. To obtain better computational efficiency, we use exponential splitting (see also [2,6,10]) to
solve this two-dimensional problem in a locally one-dimensional (LOD) manner. We now discuss the implementation
of this technique for the cases of independent and correlated underlying assets.
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2.2.3. Independent underlying asset
Throughout this section we assume that ρ = 0. Denoting
αxi =
σ 21 x
2
i
2h2
, α
y
j =
σ 22 y
2
j
2h2
, βxi =
(r − D1) xi
h
, β
y
j =
(r − D2) y j
h
, ,
γ xi = −αxi , γ yj = −αyj , δxi = 2αxi + βxi , δyj = 2αyj + β yj ,
ηxi = −(αxi + βxi ), ηyj = −(αyj + β yj ), ψi, j = δxi + δyj , i, j = 1, . . . ,M,
and defining the M × M tridiagonal matrices
Ψi =

ψ1,i η
x
1 0 . . . . . . . . . 0
γ x2 ψ2,i η
x
2 0 . . . . . . 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . 0
...
. . .
. . .
. . .
. . . 0
0 . . . . . . 0 γ xM−1 ψM−1,i η
x
M−1
0 . . . . . . . . . 0 γ xM ψM,i

,
and diagonal matrices Bi = diag(γ yi ), i = 2, . . . ,M , Ci = diag(ηyi ), i = 1, . . . ,M − 1, the matrix A in this case is
given by
A =

Ψ1 C1 O . . . . . . . . . O
B2 Ψ2 C2 O . . . . . . O
O
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . O
...
. . .
. . .
. . .
. . . O
O . . . . . . O BM−1 ΨM−1 CM−1
O . . . . . . . . . O BM ΨM

.
The exponential splitting is achieved by splitting the matrix A into two matrices A1 and A2, such that A = A1 + A2
and where, in general, A1A2 6= A2A1. Matrix A1 contains the components from the x-direction and is tridiagonal.
Every M th element of the off-diagonals is zero so that matrix A1 can be treated as a block diagonal matrix where
each block on the main diagonal is an M × M tridiagonal matrix. The matrix A2 contains the components from the
y-direction and is block tridiagonal where each nonzero block is an M × M diagonal matrix. Explicitly, with the
M × M tridiagonal matrix
 =

δx1 η
x
1 0 . . . . . . . . . 0
γ x2 δ
x
2 η
x
2 0 . . . . . . 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . 0
...
. . .
. . .
. . .
. . . 0
0 . . . . . . 0 γ xM−1 δ
x
M−1 η
x
M−1
0 . . . . . . . . . 0 γ xM δ
x
M

,
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and diagonal matrices ∆i = diag(δyi ), i = 1, . . . ,M ,
A1 =

 O O . . . . . . . . . O
O  O O . . . . . . O
O
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . O
...
. . .
. . .
. . .
. . . O
O . . . . . . O O  O
O . . . . . . . . . O O 

,
and
A2 =

∆1 C1 O . . . . . . . . . O
B2 ∆2 C2 O . . . . . . O
O
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . O
...
. . .
. . .
. . .
. . . O
O . . . . . . O BM−1 ∆M−1 CM−1
O . . . . . . . . . O BM ∆M

.
Eq. (2.26) becomes
P(t −1t) = e−1t (A1+A2)(P(t)−1tf(t,P(t)))
which can then be approximated by
P(t −1t) = e−1t A2e−1t A1(P(t)−1tf(t,P(t))) (2.28)
incurring an error O
(
1t2
)
. Each of the exponentials in (2.28) is now replaced by [0/1] Pade´ approximant to obtain
the Backward Euler method given by the following equation
P(t −1t) = (I +1t A2)−1(I +1t A1)−1(P(t)−1tf(t,P(t)))
or
(I +1t A1)(I +1t A2)P(t −1t) = P(t)−1tf(t,P(t)). (2.29)
Introducing an intermediate vector
P∗ = (I +1t A2)P(t −1t),
the totally implicit scheme (2.29) can be split into two steps
(I +1t A1)P∗ = P(t)−1tf(t,P(t)) (2.30)
(I +1t A2)P(t −1t) = P∗. (2.31)
This two-step procedure can be implemented without solving an M2 × M2 system at each time step. The matrices
A1 and A2 can be written as a tensor product of M × M tridiagonal matrices so that scheme (2.30) and (2.31) can be
implemented by applying two sequences of tridiagonal solvers at each time step. Eq. (2.30) is first solved by applying
a sequence of tridiagonal solvers. Then Eq. (2.31) is solved, after necessary reordering of the components, by calling
a second sequence of tridiagonal solvers.
We close this section by proving that the splitting scheme (2.30) and (2.31) satisfies a discrete version of the
early exercise constraint (2.15) under conditions similar to the single-asset problem. In fact the conditions below are
exactly what would have surfaced if the entire reaction term, not just the penalty term, had been treated explicitly in
the linearly implicit Backward Euler method corresponding to θ = 0.
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Theorem 3. Assume that ρ = 0 and that C ≥ r E. Then the approximate option values generated by the linearly
implicit splitting scheme (2.30) and (2.31) satisfy
Pni, j ≥ max(q(xi , y j ), 0), i, j = 0, . . . ,M + 1, n = N + 1, . . . , 0, (2.32)
provided
1t ≤ 
r(E + ) ≡ 1tmax. (2.33)
Proof. The i th equation in the mth diagonal block of system (2.30) has the form
1tγ xi P
∗
i−1,m + (1+1tδxi )P∗i,m +1tηxi P∗i+1,m = (1− r1t)Pn+1i,m +
C1t
Pn+1i,m +  − qi,m
. (2.34)
The difference u∗i,m = P∗i,m − qi,m satisfies the equation
(1+1tδxi )u∗i,m = (1− r1t)un+1i,m −1tγ xi u∗i−1,m −1tηxi u∗i+1,m
+ (1− r1t)qi,m −1tγ xi qi−1,m − (1+1tδxi )qi,m −1tηxi qi+1,m +
C1t
un+1i,m + 
.
Since
qi−1,m = qi,m + α1h, qi+1,m = qi,m − α1h,
this simplifies to
(1+1tδxi )u∗i,m = (1− r1t)un+1i,m −1tγ xi u∗i−1,m −1tηxi u∗i+1,m
−1t (γ xi + δxi + ηxi + r)qi,m − α1h1t (γ xi − ηxi )+
C1t
un+1i,m + 
.
Defining
u∗ = min
1≤i≤M u
∗
i,m,
it follows that
(1+1tδxkm )u∗ ≥ (1− r1t)un+1km ,m −1tγ xkmu∗ −1tηxkmu∗
−1t (γ xkm + δxkm + ηxkm + r)qkm ,m − α1h1t (γ xkm − ηxkm )+
C1t
un+1km ,m + 
,
where km is an index such that u∗km ,m = u∗. Since γ xkm + δxkm + ηxkm = 0 and γ xkm − ηxkm =
(r−D1)xkm
h ,
u∗ ≥ (1− r1t)un+1km ,m − r1tqkm ,m − α11t (r − D1)xkm +
C1t
un+1km ,m + 
.
Similarly, after reordering, the j th equation in the mth diagonal block of system (2.31) has the form
1tγ ymP
n
m, j−1 + (1+1tδym)Pnm, j + τηymPnm, j+1 = P∗m, j .
The difference unm, j = Pnm, j − qm, j satisfies the equation
(1+1tδym)unm, j = u∗m, j −1tγ ymunm, j−1 −1tηymunm, j+1 −1t (γ ym + δym + ηym)qm, j − α2h1t (γ ym − ηym)
= u∗m, j −1tγ ymunm, j−1 −1tηymunm, j+1 − α21t (r − D2)ym .
Defining
un = min
1≤ j≤M u
n
m, j ,
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it follows that
un ≥ u∗m,l − α21t (r − D2)ym, (2.35)
where l is an index such that unm,l = un ; in particular, inequality (2.35) is valid when m = l or
un ≥ u∗l,l − α21t (r − D2)yl . (2.36)
Since u∗l,l ≥ u∗kl ,l ,
un ≥ u∗kl ,l − α21t (r − D2)yl
≥ (1− r1t)un+1kl ,l − r1tqkl ,l − α11t (r − D1)xkl +
C1t
un+1kl ,l + 
− α21t (r − D2)yl
= (1− r1t)un+1kl ,l − r1t E +
C1t
un+1kl ,l + 
+ α11t D1xkl + α21t D2yl
≥ (1− r1t)un+1kl ,l − r1t E +
C1t
un+1kl ,l + 
.
Letting
G(u) = (1− r1t)u(u + )+ 1tC − r1t E(u + ),
under the given hypotheses, it follows that
G(0) = 1t(C − r E) ≥ 0
G ′(u) = 2(1− r1t)u +  −1t (E + ) ≥ 0, u ≥ 0,
and the theorem follows similar to the analysis of the single-asset problem. M
2.2.4. Correlated assets
Now we assume that the two underlying assets x and y are correlated with a nonzero correlation coefficient ρ.
Letting
ξi, j = ρσ1σ2xi y j
h2
, λi, j = γ yj − ξi, j , νi, j = δxi + δyj + ξi, j , (2.37)
µi, j = ηxi − ξi, j , i, j = 1, . . . ,M, (2.38)
and defining the M × M matrices
3i =

ν1,i µ1,i 0 . . . . . . . . . 0
γ x2 ν2,i µ2,i 0 . . . . . . 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . 0
0 . . . . . . 0 γ xM−1 νM−1,i µM−1,i
0 . . . . . . . . . 0 γ xM νM,i

, i = 1, . . . ,M,
Wi =

λ1,i ξ1,i 0 . . . . . . . . . 0
0 λ2,i ξ2,i 0 . . . . . . 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . 0
0 . . . . . . . . . 0 λM−1,i ξM−1,i
0 . . . . . . . . . 0 0 λM,i

, i = 2, . . . ,M,
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the matrix A in this case is given by
A =

31 C1 O . . . . . . . . . O
W2 32 C2 O . . . . . . O
O
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . O
...
. . .
. . .
. . .
. . . O
O . . . . . . O WM−1 3M−1 CM−1
O . . . . . . . . . O WM 3M

.
The matrix A is now split into three matrices A1, A2, A3, such that A = A1 + A2 + A3 and where, in general,
A1, A2, and A3 do not commute with each other. The matrices A1 and A3, like the independent assets case, contain
the components from the x-and y-directions respectively. (The matrices A1 and A3 in this case are the same as the
matrices A1 and A2, respectively, of the independent assets case.) The matrix A2 contains the components from the
mixed derivative term ∂
2P
∂x∂y and is a block two-banded lower triangular. Each nonzero block, in the matrix A2, is an
M × M bidiagonal upper triangular matrix. The matrix A2 is
A2 =

41 O O . . . . . . . . . O
−42 42 O . . . . . . . . . O
O
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . . O
...
. . .
. . .
. . .
. . . O
O . . . . . . O −4M−1 4M−1 O
O . . . . . . . . . O −4M 4M

,
where
4i =

ξ1,i −ξ1,i 0 . . . . . . . . . 0
0 ξ2,i −ξ2,i 0 . . . . . . 0
0
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . .
. . . 0
0 . . . . . . . . . 0 ξM−1,i −ξM−1,i
0 . . . . . . . . . 0 0 ξM,i

.
Eq. (2.26) now becomes
P(t −1t) = e−1t (A1+A2+A3)(P(t)−1tf(t,P(t)))
which can be approximated by
P(t −1t) = e−1t A3e−1t A2e−1t A1(P(t)−1tf(t,P(t))) (2.39)
incurring an error of O
(
1t2
)
. Replacing each of the exponentials in Eq. (2.39) by its [0/1]Pade´ approximant, we
obtain the Backward Euler Scheme given by
P(t −1t) = (I +1t A3)−1(I +1t A2)−1(I +1t A1)−1(P(t)−1tf(t,P(t)))
or
(I +1t A1)(I +1t A2)(I +1t A3)P(t −1t) = P(t)−1tf(t,P(t)). (2.40)
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Introducing the intermediate vectors
P∗ = (I +1t A2)(I +1t A3)P(t −1t)
P∗∗ = (I +1t A3)P(t −1t),
we obtain the following split form of the linearly implicit scheme (2.40)
(I +1t A1)P∗ = P(t)−1tf(t,P(t)) (2.41)
(I +1t A2)P∗∗ = P∗ (2.42)
(I +1t A3)P(t −1t) = P∗∗. (2.43)
In this three-step procedure, first we solve Eq. (2.41) for P∗ by calling a sequence of tridiagonal solvers. In the
second step Eq. (2.42) is solved for P∗∗ by applying a sequence of linear solvers consisting of backward substitutions
only. Finally Eq. (2.43) is solved for P, after necessary reordering of the components, by calling another sequence of
tridiagonal solvers.
Presently, we have not established an analog of Theorem 3 for correlated assets. However, in our simulation results,
the positivity constraint (2.38) was satisfied using the same parameter values as in the independent case.
3. Numerical results
We consider the numerical simulation of (2.3) corresponding to several values of  with r = 0.1, σ = 0.2, E = 1,
T = 1, S∞ = 2, and 1S = 10−3. The adaptive time-step procedure given in [13] has been incorporated with the
constraint that the maximum allowable time step does not exceed the bound (2.13). The norm used in all the following
calculations is ‖V ‖ =
√
1s
∑M
i=1 V 2i . Given V N+1 = [V N+11 , . . . , V N+1M ]T , a tolerance δ, and an initial time step
τN = 1t , for n = N , . . . , 0 the algorithm proceeds as follows:
• (i) Given V n+1 and τn , compute V n using (2.5).
• (ii) If ‖V n − V n+1‖ < δ, then accept V n and choose the new time step
τn−1 = min
(
τn
δ
‖V n − V n+1‖ ,1tmax
)
.
Otherwise replace τn by
τn
2 and return to (i).
Figs. 3.1 and 3.2 involve the use of  = 10−2. Using the adaptive algorithm with tolerance δ = 10−3, the time
evolution of the value of the option is displayed in Fig. 3.1, while Fig. 3.2 contains the time-stepping profile. Table 3.1
contains simulation results using several different values of δ and . For all values of δ and  used, the values produced
by the adaptive scheme satisfied the constraint (2.7). ERROR is the norm of the difference between the reference
solution to (2.1), generated by the implicit front-fixing method of [16] on a fine mesh, and the linearly implicit adaptive
Backward Euler method at time t = 0. STEPS is the total number of steps used, while ACCEPT is the number of
accepted steps. Note that the requested tolerance was achieved in each case with no rejected steps. Of course as 
decreases the constraint (2.13), which here is 1t ≤ r E , causes the algorithm to function in an almost fixed-step
mode. As noted in [16] for a fixed-step implementation, we observe that for our adaptive time-step implementation
the estimated option values provided by the penalty scheme converge towards the reference solution as  → 0.
Now we will apply the penalty method developed in the previous section on a two-asset American put option
having the following parameter values
r = 0.1,
σ1 = 0.2, σ2 = 0.3,
α1 = 0.6, α2 = 0.4,
D1 = 0.05, D2 = 0.01,
E = 1.0, T = 1.0.
(3.1)
The correlation parameter ρ is zero in the independent case, and nonzero in the correlated case. Since we are
considering put options, the contract becomes worthless as the price of either of the assets tends to infinity, so the
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Fig. 3.1. American option: Adaptive scheme with tolerance δ = 10−3.
Fig. 3.2. American option: Adaptive scheme profile with tolerance δ = 10−3.
Table 3.1
Simulation results

δ 10−1 10−2 10−3 10−4
10−2 ERROR 2.62× 10−2 6.40× 10−3 1.00× 10−3 1.16× 10−4
STEPS 7 12 101 1001
ACCEPT 7 12 101 1001
10−3 ERROR 2.62× 10−2 6.40× 10−3 1.00× 10−3 1.16× 10−4
STEPS 43 25 102 1001
ACCEPT 43 25 102 1001
10−4 ERROR 2.63× 10−2 6.40× 10−3 1.00× 10−3 1.16× 10−4
STEPS 406 219 174 1002
ACCEPT 406 219 174 1002
boundaries G1 and G2 in (2.20) and (2.21) are identical to zero, i.e.
G1(x, t) = 0, x ≥ 0, t ∈ [0, T ]
G2(y, t) = 0, y ≥ 0, t ∈ [0, T ].
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Fig. 3.3. Independent assets.
The boundary conditions g1 and g2 in (2.18) and (2.19) are the solutions of the associated single-asset American put
problems
∂g1
∂t
+ 1
2
σ 21 x
2 ∂
2g1
∂x2
+ (r − D1)x ∂g1
∂x
− rg1 = 0, for x >−x , t ∈ [0, T ],
g1(x, T ) = max(E − α1x, 0) for x ≥ 0,
∂g1
∂x
(
−
x , t) = −α1,
g1(
−
x , t) = E − α1 −x ,
lim
x→∞ g1(x, t) = 0,
−
x (T ) = E
α1
,
g1(x, t) = E − α1x for 0 ≤ x ≤ −x ,
and a similar problem for g2. Here
−
x represents the free (and moving) boundary. We apply the penalty method for
single-asset problems derived in Section 2.1 to compute approximate solutions to g1 and g2. In order to perform
simulations, we must choose an upper limit for the solution domain that is a cutoff value such that the option price is
zero if the asset price is higher than that value. For our set of model parameters we have used x∞ = y∞ = 4.0. In
order to see whether the numerical solutions satisfy the early exercise constraint we compute
φ = min
i, j,n
(Pi, j (tn)−max
i, j
(qi, j , 0))
for all our numerical solutions.
We performed a series of numerical experiments with our scheme. The scheme satisfies the early exercise constraint
under the conditions given in Theorem 2.3. Also, as we are solving the problem in a locally one-dimensional manner,
our method gives better computational efficiency than the method proposed in [16]. Plots of the numerical solution
of the American Put problem with the parameter values given in (3.1) for both the independent and correlated assets
cases, are given in Figs. 3.3 and 3.4. The solutions are computed at time t = 0 with  = 10−2, x∞ = 4, y∞ = 4, h =
1t = 10−1; for the correlated case, ρ = 0.5.
Using MATLAB 6.0, Table 3.2 contains CPU time comparisons of two implementations of the linearly implicit
scheme on independent and correlated two-asset problems. One implementation of (2.27) is iterative in which we solve
the M2×M2 linear system of algebraic equations with the stable bi-conjugate gradient method Bi-CGSTAB [19] using
the modified incomplete LU factorization, MILU, as the preconditioner. The other implementation is direct in which
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Fig. 3.4. Correlated assets.
Table 3.2
Two-asset simulation results
CPU time
ρ = 0 ρ = 0.5
h 1t  Without splitting With splitting Without splitting With splitting
0.1 0.1 0.01 1.67 1.12 3.21 1.58
0.05 0.1 0.01 83.12 4.40 126.96 6.12
0.1 0.01 0.001 6.23 10.90 7.76 15.18
0.05 0.01 0.001 103.49 50.51 146.22 59.54
Table 3.3
Adaptive results
CPU time
ρ = 0 ρ = 0.5
h 1t  Without splitting With splitting Adaptive splitting Without splitting With splitting Adaptive splitting
0.1 0.01 0.01 6.98 10.68 2.90 7.74 15.59 4.18
0.05 0.01 0.01 101.38 42.57 16.11 145.31 59.73 22.46
we solve the sequence of M ×M tridiagonal linear systems arising from the splitting approach using Crout reduction.
When comparing the performance of the methods, it should be noted that with another programming language the
CPU times would be very different due, for example, to more efficient solution of banded systems. Consequently, all
CPU timings should be considered merely as rough indications. The time-step sizes used in Table 3.2 are the largest
possible to satisfy the early exercise constraint in the independent assets case. Using 1t = 0.01, Table 3.3 contains
CPU time comparison on the same problems in Table 3.2 where  = 0.01. Also included in Table 3.3 are the CPU
times for the adaptive time-stepping algorithm for the splitting approach in the two-asset problems where the initial
time step is τN = 1t = 0.01. The norm used for step size control was the analog of that in the one-dimensional case,
namely, ‖P‖ =
√
h
∑M
i=1
∑M
j=1 P2i, j . Instead of using 100 time steps in each case, with h = 0.1 the adaptive method
completed the integration in 22 steps, and with h = 0.05, it was completed in 30 steps while achieving comparable
numerical results as in the fixed time-step implementations for both values of h. In a parallel computing environment,
the CPU times would be greatly reduced using adaptive LOD splitting (direct) methods due to the concurrent solution
of the many tridiagonal systems.
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4. Conclusions
We considered the numerical solutions of single- and two-asset American option problems. The moving boundaries
of the American style options are avoided by introducing a continuous penalty term in the Black–Scholes equation.
The problem is then solved on a fixed domain. In the single-asset problem, we implemented the θ -methods in a
linearly implicit manner by treating the penalty term explicitly and thus avoided the need to iterate. We determined
the conditions on the θ -methods necessary to satisfy the early exercise constraint. In addition, the efficiency of the
Backward Euler scheme is enhanced by implementing a time adaptive strategy. The two-asset problem is handled in
a locally one-dimensional manner using exponential splitting, confirming the potential for increased computational
efficiency.
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