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ADJOINING AN ORDER UNIT TO A STRICTLY CONVEX
SPACE
ANIL KUMAR KARN
Abstract. In this paper, we provide an order theoretic characterization of
strictly convex spaces among normed linear spaces. This leads to a new ex-
ample of absolute order unit spaces.
1. Introduction
A normed linear space is said to be strictly convex, if the line segment joining
any two points on its unit sphere does not meet the unit sphere except for its
extremities. The class of strictly convex spaces include ℓp-spaces as well as Lp-
spaces for 1 < p <∞. It is an important class of normed linear spaces and enjoys
many geometric properties. A detailed study on this topic can be found in several
books, see, for example [1] as a good source of information.
In this paper, we explore strict convexity from an order theoretic point of view.
This is done by adjoining an order unit. Let (V0, ‖ · ‖0) be a real normed linear
space. It is a folklore that an order unit can be adjoined to it resulting in an order
unit space. The following construction has been adopted from [2] and is apparently
due to M. M. Day. Consider V = V0 × R and define
V + = {(v, α) : ‖v‖0 ≤ α}.
Then (V, V +) becomes a real ordered space such that V + is proper, generating and
Archimedean. Also, e = (0, 1) ∈ V + is an order unit for V so that (V, e) becomes
an order unit space. The corresponding order unit norm is given by
‖(v, α)‖ = ‖v‖0 + |α|
for all (v, α) ∈ V . Thus V0, identified with {(v, 0) : v ∈ V0}, can be identified as a
closed subspace of V . Further, V is complete if and only if V0 is so.
In this paper, we describe the notion of an absolute value on V which arises
naturally from the definition of V +. We prove that the absolute value satisfies all
the conditions to confirm V as an absolutely ordered space provided V0 is strictly
convex. Further, for each t, 1 ≤ t ≤ ∞, we introduce a norm on V so that V
becomes an absolute order smooth t-normed space. For t = ∞, V becomes an
absolute order unit space and for t = 1, V becomes an absolutely base normed
space. We present the abstract forms in these two cases.
The purpose of this paper is two-fold. On the one hand, it provides an order
theoretic characterization of strictly convex spaces among normed linear spaces.
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On the other hand, it provides a new class of examples for absolutely order smooth
t-normed spaces, 1 ≤ t ≤ ∞, including absolute order unit spaces.
In Section 2, we consider the properties of an absolute value on V which naturally
arises out of the definition of V +. Further, we prove that it is necessary as well as
sufficient that V0 must be strictly convex in order to V be an absolutely ordered
space.
In Section 3, for each t, 1 ≤ t ≤ ∞, we consider a norm on V , again naturally
arising from the constructions, so that V becomes an absolutely order smooth t-
normed space. For t =∞, we get the space turns out to be an absolute order unit
space. This is a new example of absolute order unit spaces. We further show that
for t = 1, it becomes an absolutely base normed space.
In Section 4, we obtain abstract characterizations of the cases t =∞ and t = 1.
2. The order structure
In this section, we continue with an arbitrarily fixed real normed linear space
V0 and the corresponding real ordered space (V, V
+) where V = V0 ×R and V
+ =
{(v, α) : ‖v‖0 ≤ α}. We also keep the order unit e = (0, 1) ∈ V
+. These notations
are fixed throughout the paper, unless stated otherwise.
The following observation is going to be handy throughout the paper.
(1) (v, α) ∈ V + if and only if ‖v‖0 ≤ α;
(2) (v, α) ∈ −V + if and only if ‖v‖0 ≤ −α; and
(3) (v, α) /∈ V + ∪ −V + if and only if |α| < ‖v‖0.
Based on this observation, we propose the following notion:
Definition 2.1. For (v, α) ∈ V , we define
|(v, α)| =


(v, α), if(v, α) ∈ V +
−(v, α), if(v, α) ∈ −V +(
α
‖v‖0
v, ‖v‖0
)
, if(v, α) /∈ V + ∪ −V +.
Then | · | is called an absolute value in V .
Let us recall the following term introduced in [5]. (See also, [4].)
Definition 2.2. [5, Definition 3.4] Let (U,U+) be a real ordered vector space and
let | · | : U → U+ satisfy the following conditions:
(1) |v| = v if v ∈ U+;
(2) |v| ± v ∈ U+ for all v ∈ U ;
(3) |kv| = |k||v| for all v ∈ U and k ∈ R;
(4) If u, v, w ∈ U with |u− v| = u+ v and |u−w| = u+w, then |u− |v±w|| =
u+ |v ± w|;
(5) If u, v and w ∈ U with |u−v| = u+v and 0 ≤ w ≤ v, then |u−w| = u+w.
Then (U,U+, | · |) is called an absolutely ordered space.
In this section, we show that (V, V +, | · |) is an absolutely ordered space under a
required condition.
Proposition 2.3. For (v, α) ∈ V and k ∈ R, we have
(a) |(v, α)| = (v, α) if (v, α) ∈ V +;
(b) |(v, α)| ± (v, α) ∈ V +; and
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(c) |k(v, α)| = |k||(v, α)|.
Proof. Verification of (a) is straight forward. Further, (b) and (c) also may be
verified easily if (v, α) ∈ V + ∪−V +. So we assume that (v, α) /∈ V + ∪−V +. Then
|α| < ‖v‖0 and |(v, α)| =
(
α
‖v‖0
v, ‖v‖0
)
. Thus
|(v, α)| + (v, α) =
(
(α+ ‖v‖0)
‖v‖0
v, ‖v‖0 + α
)
and
|(v, α)| − (v, α) =
(
(α− ‖v‖0)
‖v‖0
v, ‖v‖0 − α
)
.
Since ∥∥∥∥ (α+ ‖v‖0)‖v‖0 v
∥∥∥∥
0
= ‖v‖0 + α
and ∥∥∥∥ (α− ‖v‖0)‖v‖0 v
∥∥∥∥
0
= ‖v‖0 − α,
we again get that |(v, α)| ± (v, α) ∈ V +. Next,
|k(v, α)| =
(
(kα)
‖kv‖0
(kv), ‖kv‖0
)
= |k|
(
α
‖v‖0
v, ‖v‖0
)
= |k||(v, α).
Thus (b) and (c) also hold in all the three cases. 
To prove the other conditions, we need to recall the following notion from [5].
Definition 2.4. For (u, α), (v, β) ∈ V , we say that (u, α) is orthogonal to (v, β)
(we write, (u, α) ⊥ (v, β)), if |(u, α)− (v, β)| = (u, α) + (v, β).
Remark 2.5. (i) (u, α) ⊥ 0 for all (u, α) ∈ V +.
(ii) If (u, α) ⊥ (v, β), then by Proposition 2.3(b), we have (u, α), (v, β) ∈ V +.
(iii) If (u, α) ⊥ e, then (u, α) = 0.
Proposition 2.6. Let (u, α) ⊥ (v, β) with (u, α), (v, β) ∈ V + \ {0}. Then α =
‖u‖0 > 0, β = ‖v‖0 > 0 and
u
‖u‖0
= − v‖v‖0 . Conversely, let u ∈ V0 with ‖u‖0 = 1.
Then (αu, α) ⊥ (−βu, β) for all α, β ∈ R+.
Proof. First, we assume that (u, α) ⊥ (v, β) with (u, α), (v, β) ∈ V +\{0}. As α = 0
forces ‖u‖0 = 0 for (u, α) ∈ V
+, we must have α > 0. For the same reason, we
have β > 0 as well. Further, if (u, α) − (v, β) ∈ V +, then as (u, α) ⊥ (v, β), we
have (u, α) + (v, β) = |(u, α) − (v, β)|. But then, by Proposition 2.3(a), we shall
get (v, β) = 0 so that (u, α)− (v, β) /∈ V +. In the same way, we can also show that
(u, α)− (v, β) /∈ −V +. Therefore, |α− β| < ‖u− v‖0 and it follows that
|(u, α)− (v, β)| =
(
(α − β)
‖u− v‖0
(u− v), ‖u− v‖0
)
.
Since (u, α) + (v, β) = |(u, α) − (v, β)|, we deduce that u + v = (α−β)‖u−v‖0 (u − v)
and α + β = ‖u − v‖0. Thus αv + βu = 0 so that α‖v‖0 = β‖u‖0. Also, as
α+ β = ‖u− v‖0, we further have
α+ β =
∥∥∥∥u+ βαu
∥∥∥∥
0
=
(α+ β)
α
‖u‖0
so that ‖u‖0 = α and consequently, ‖v‖0 = β.
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Conversely, assume that u ∈ V0 with ‖u‖0 = 1 and let α, β ∈ R
+. For definite-
ness, we let α ≥ β > 0 as α = 0 and β = 0 are trivial cases. Since
α+ β > α− β = |α− β|,
we have
|(αu, α)− (−βu, β)| = ((α− β)u, α+ β) = (αu, α) − (−βu, β).
Thus (αu, α) ⊥ (−βu, β). 
Corollary 2.7. Let (u, α), (v, β), (w, γ) ∈ V + \{0} be such that (u, α) ⊥ (v, β) and
(u, α) ⊥ (w, γ). Then (u, α) ⊥ |(v, β)± (w, γ)|.
Proof. By Proposition 2.6, we have α = ‖u‖0 > 0, β = ‖v‖0 > 0, γ = ‖w‖0 > 0
and − u‖u‖0 =
v
‖v‖0
= w‖w‖0 . Thus (v, β) ± (w, γ) = (β ± γ)
(
− u‖u‖0 , 1
)
so that
|(v, β)± (w, γ)| = |(β±γ)|
(
− u‖u‖0 , 1
)
. Now again applying Proposition 2.6, we get
(u, α) ⊥ |(v, β)± (w, γ)|. 
We consider a special kind of orthogonal pair.
Definition 2.8. Let (0, 0) ≤ (u, α) ≤ (0, 1). We say that (u, α) is an order pro-
jection, if (u, α) ⊥ (−u, 1− α). The set of all order projections in V is denoted by
OP (V ).
We know the complete description of OP (V ).
Proposition 2.9. OP (V ) =
{(
u, 12
)
: ‖u‖0 =
1
2
}
∪ {0, e}.
Proof. Let (u, α) ∈ OP (V ). Then |(2u, 2α− 1)| = (0, 1).
Case 1. Let ‖u‖0 ≤ α −
1
2 . Then (0, 1) = (2u, 2α− 1) so that u = 0 and α = 1.
Thus (u, α) = e.
Case 2. Let ‖u‖0 ≤
1
2 −α. Then (0, 1) = (−2u, 1− 2α) so that u = 0 and α = 0.
Thus (u, α) = (0, 0).
Case 3.
∣∣ 1
2 − α
∣∣ < ‖u‖0. Then (0, 1) = ( (2α−1)u‖u‖0 , 2‖u‖0
)
so that (2α−1)u‖u‖0 = 0
and 2‖u‖0 = 1. thus ‖u‖0 =
1
2 = α.
The converse part is a routine verification. 
Corollary 2.10. Let (u, α), (v, β) ∈ V + \ {0}. Then (u, α) ⊥ (v, β) if and only
if there exists a unique p ∈ OP (V ) \ {0} and λ, µ > 0 such that (u, α) = λp and
(v, β) = µ(e − p).
Proof. By Proposition 2.6, we have α = ‖u‖0 > 0, β = ‖v‖0 > 0 and
u
‖u‖0
= − v‖v‖0 .
We put u0 =
u
2‖u‖0
, p =
(
u0,
1
2
)
, λ = 2α and µ = 2β. Then p ∈ OP (V ) and we have
(u, α) = λp and (v, β) = µ(e − p). The converse directly follows from Proposition
2.6. 
Remark 2.11. Let (v, α) ∈ V . Then there exists unique p ∈ OP (V ) such that
(v, α) = (α+ ‖v‖0)p+ (α− ‖v‖0)(e − p)
in the following sense: When v 6= 0, we have p =
(
v
2‖v‖0
, 12
)
and when v = 0, we
have p = e. [The v = 0 case may appear undecided, if we notice that as e = p+(e−p)
for all p ∈ OP (V ) and as v = 0, any p ∈ OP (V ) works. But then, as the end form
is the same, we formally consider the said form for definiteness.]
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Further, if (v, α) ∈ V +, then α+ ‖v‖0 ≥ α− ‖v‖0 ≥ 0.
In general, for any (v, α), we have
|(v, α)| = |(α+ ‖v‖0)|p+ |(α − ‖v‖0)|(e − p).
Theorem 2.12. V0 is strictly convex if and only of the following condition hold:
for (u, α), (v, β), (w, γ) ∈ V + \ {0} with (u, α) ⊥ (v, β) and (w, γ) ≤ (v, β), we have
(u, α) ⊥ (w, γ).
Proof. First let V0 be strictly convex. Assume that (u, α), (v, β), (w, γ) ∈ V
+ \ {0}
such that (u, α) ⊥ (v, β) and (w, γ) ≤ (v, β). Then by Proposition 2.6, we have
α = ‖u‖0 > 0, β = ‖v‖0 > 0 and
u
‖u‖0
= − v‖v‖0 . We show that (w, γ) = λ(v, β)
for some λ > 0. Since (w, γ) ≤ (v, β), w = 0 forces γ = 0 as (v, ‖v‖0 − γ) ∈ V
+.
But then (w, γ) = (0, 0), contradicting the assumption. Thus w 6= 0. Now, by
Remark 2.11, (w, γ) = (γ + ‖w‖0)p+ (γ − ‖w‖0)(e− p) where p =
(
w
2‖w‖0
, 12
)
. Let
f ∈ V ∗0 with ‖f‖
∗
0 = 1 be such that f(v) = −‖v‖0. Define g : V → R given by
g(x, k) = f(x) + k for all x ∈ V0 and k ∈ R. Then g is linear with g(e) = 1. If
(x, k) ∈ V +, then
k ≥ ‖x‖0 ≥ |f(x)| ≥ −f(x)
so that g(x, k) = f(x)+k ≥ 0. Thus g is a positive liear functional on V . (In fact, g
is a state of V .) Also, by construction, g(v, β) = 0. Now as (0, 0) ≤ (w, γ) ≤ (v, β),
we deduce that g(w, γ) = 0. Thus
γ = −f(w) ≤ ‖w‖0 ≤ γ
so that γ = ‖w‖0. In the same way, we can show that β − γ = ‖v − w‖0. Thus
‖w‖0 + ‖v −w‖0 = ‖v‖0. If v = w, then β = γ and we can choose λ = 1. If v 6= w,
then as ‖ · ‖0 is strictly convex, we must have
w
|w‖0
= v|v‖0 . Now choosing λ =
‖w‖0
|v‖0
,
we get (w, γ) = λ(v, β). Hence (u, α) ⊥ (w, γ) by Proposition 2.6.
Next, assume that V0 is not strictly convex. Then we can find x, y ∈ V0, x 6= y
with ‖x‖0 = 1 = ‖y‖0 and 0 < k < 1 such that ‖kx + (1 − k)y‖0 = 1. Put
u = kx+(1−k)y. Then (u, 1), (−u, 1) ∈ V + and (u, 1) ⊥ (−u, 1). Also (kx, k) ∈ V +
with (kx, k) ≤ (u, 1). In fact, we have (u − kx, 1 − k) = (1 − k)(y, 1) ∈ V +.
Now, if (kx, k) ⊥ (−u, 1), then by Proposition 2.6, x = u so that x = y. Thus
(kx, k) 6⊥ (−u, 1). 
Now Proposition 2.3, Corollary 2.7 and Theorem 2.12 assimilate into the follow-
ing:
Theorem 2.13. Let V0 be a real normed linear space. Consider V = V0 × R and
put V + = {(v, α) : ‖v‖0 ≤ α}. Then (V, V
+) becomes a real ordered space. For
(v, α) ∈ V , we define
|(v, α)| =


(v, α), if(v, α) ∈ V +
−(v, α), if(v, α) ∈ −V +(
α
‖v‖0
v, ‖v‖0
)
, if(v, α) /∈ V + ∪ −V +.
Then (V, V +, | · |) is an absolutely ordered space if and only if V0 is strictly convex.
Remark 2.14. We abbreviate (V, V +, | · |) by V
(·)
0 for a reason which will be clear
in the next section. Similarly, V + is denoted by V
(·)+
0 .
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3. Norm structures
We recall the following notion defined in [5]. First, let us recall that in a normed
ordered linear space (U,U+, ‖ · ‖), a pair of positive elements u, v ∈ U+ is said to
be absolutely t-orthogonal (we write, u ⊥at v), 1 ≤ k ≤ ∞, if for 0 ≤ u1 ≤ u and
0 ≤ v1 ≤ v we have
‖u1 + kv1‖ =
{
(‖u1‖
t + ‖kv1‖
t)
1
t if 1 ≤ t <∞,
max (‖u1‖, ‖kv1‖) if t =∞
for all k ∈ R (that is, u1 is t-orthogonal to v1 (we write,u1 ⊥t v1)).
Definition 3.1. Let (U,U+, | · |) be an absolutely ordered space and let ‖ · ‖ be a
norm on V . Then (U,U+, | · |, ‖ · ‖) is said to be an absolute order smooth t-normed
space, for 1 ≤ t ≤ ∞, if it satisfies the following conditions:
(O.t.1): For u ≤ v ≤ w in U , we have
‖v‖ =
{
(‖u‖t + ‖w‖t)
1
t if 1 ≤ t <∞,
max (‖u‖, ‖w‖) if t =∞;
(O. ⊥t .1): if u, v ∈ U
+ with u ⊥ v, then u ⊥at v; and
(O. ⊥t .2): if u, v ∈ U
+ with u ⊥at v, then u ⊥ v.
An absolute order smooth∞-normed space (U,U+, |·|, ‖·‖) is said to be an absolute
order unit space, if there exists a order unit e ∈ U+ for U which determine ‖ · ‖ as
an order unit norm.
By Remark 2.11, every element (v, α) ∈ V
(·)
0 has a finite (spectral?) decomposi-
tion
(v, α) = (α+ ‖v‖0)p+ (α− ‖v‖0)(e − p).
We use this to propose the following:
Definition 3.2. Let 1 ≤ t ≤ ∞. For (v, α) ∈ V
(·)
0 , we define
‖(v, α)‖t :=
{
(|α+ ‖v‖|t + |α− ‖v‖|t)
1
t , if 1 ≤ t <∞;
max (|α+ ‖v‖|, |α− ‖v‖|) , if t =∞.
Remark 3.3. Let 1 ≤ t ≤ ∞. A simple use of Minkowski inequality yields that
‖ · ‖t is a norm on V
(·)
0 . Also, by Remark 2.11, we have ‖|(v, α)|‖t = ‖|(v, α)|‖t for
all (v, α) ∈ V . Further, it is routine to check that (V
(·)
0 , ‖ · ‖t) is a Banach space if
and only if so is (V0, ‖ · ‖0).
Theorem 3.4. Let V0 be a strictly convex real normed linear space. Then for
1 ≤ t ≤ ∞, (V
(·)
0 , ‖ · ‖t) is an absolute order smooth t-normed space.
Proof. By Theorem 2.13, V
(·)
0 is an absolutely ordered space. Let 1 ≤ t ≤ ∞. We
prove the theorem in several steps divided in cases.
Step I: ‖ · ‖t satisfies the condition (O.t.1).
Let (u, α) ≤ (v, β) ≤ (w, γ). Then (v − u, β − α), (w − v, γ − β) ∈ V
(·)+
0 so
that ‖v − u‖0 ≤ β − α and ‖w − v‖0 ≤ γ − β. Thus |‖v‖0 − ‖u‖0| ≤ β − α and
|‖w‖0 − ‖v‖0| ≤ γ − β. Now, it follows that
α− ‖u‖0 ≤ β − ‖v‖0 ≤ γ − ‖w‖0
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and
α+ ‖u‖0 ≤ β + ‖v‖0 ≤ γ + ‖w‖0.
Thus
|β − ‖v‖0| ≤ max{|α− ‖u‖0|, |γ − ‖w‖0|}
and
|β + ‖v‖0| ≤ max{|α+ ‖u‖0|, |γ + ‖w‖0|}.
Case 1. 1 ≤ t <∞.
In this case,
‖(v, β)‖tt = |β + ‖v‖0|
t + |β − ‖v‖0|
t
≤ max{|α+ ‖u‖0|
t, |γ + ‖w‖0|
t}+max{|α− ‖u‖0|
t, |γ − ‖w‖0|
t}
≤ |α+ ‖u‖0|
t + |γ + ‖w‖0|
t + |α− ‖u‖0|
t + |γ − ‖w‖0|
t
= ‖(u, α)‖tt + ‖(w, γ)‖
t
t.
Case 2. t =∞.
In this case,
‖(v, β)‖∞ = max{|β + ‖v‖0|, |β − ‖v‖0|}
≤ max{|α+ ‖u‖0|, |γ + ‖w‖0|, |α− ‖u‖0|, |γ − ‖w‖0|
t}
≤ max{|α+ ‖u‖0|, |α− ‖u‖0|}+max{|γ + ‖w‖0|, |γ − ‖w‖0|}
= ‖(u, α)‖∞ + ‖(w, γ)‖∞.
This proves Step I in all the cases.
Step II. For (u, α), (v, β) ∈ V
(·)+
0 , (u, α) ⊥ (v, β) implies (u, α) ⊥
a
t (v, β) for
1 ≤ t ≤ ∞.
As (0, 0) ⊥at (w, γ) for all (w, γ) ∈ V
(·)+
0 and all t, we assume that (u, α) 6= (0, 0)
and (v, β) 6= (0, 0). As (u, α) ⊥ (v, β), by Corollary 2.10, we have (u, α) = 2α(u0,
1
2 )
and (v, β) = 2β(−u0,
1
2 ) where u0 =
u
2‖u‖0
. Let (0, 0) ≤ (u1, α1) ≤ (u, α) and
(0, 0) ≤ (v1, β1) ≤ (v, β). Then as in the proof of Proposition 2.12, we have
(u1, α1) = 2α2(u0,
1
2 ) and (v1, β1) = 2β1(−u0,
1
2 ). Thus in order to prove that
(u, α) ⊥at (v, β), it suffices to prove that (u0,
1
2 ) ⊥t (−u0,
1
2 ) for 1 ≤ t ≤ ∞.
Case 1. 1 ≤ t <∞.
Let k ∈ R. Then by definition
‖(u0,
1
2
) + k(−u0,
1
2
)‖tt = 1 + |k|
t = ‖(u0,
1
2
)‖t + ‖k(−u0,
1
2
)‖tt.
Thus (u0,
1
2 ) ⊥t (−u0,
1
2 ) so that (u, α) ⊥
a
t (v, β) for 1 ≤ t <∞.
Case 2. t =∞.
In this case, by definition, we have ‖(u0,
1
2 )‖∞ = 1 = ‖(−u0,
1
2 )‖∞ and ‖(u0,
1
2 )+
(−u0,
1
2 )‖∞ = 1. Thus by [3, Theorem 3.3], we have (u0,
1
2 ) ⊥∞ (−u0,
1
2 ) so that
(u, α) ⊥a∞ (v, β). This completes Step II.
Step III. For (u, α), (v, β) ∈ V
(·)+
0 , (u, α) ⊥
a
t (v, β) implies (u, α) ⊥ (v, β) for
1 ≤ t ≤ ∞.
Let (u, α), (v, β) ∈ V
(·)+
0 with (u, α) ⊥
a
t (v, β). Without any loss of generality,
we assume that (u, α) 6= (0, 0) and (v, β) 6= (0, 0). Again, as λ(u, α) ⊥at µ(v, β) for
any λ, µ ≥ 0, we further assume that α + ‖u‖0 = 1 = β + ‖v‖0. First of all, we
show that u 6= 0 and v 6= 0.
Assume, to the contrary that u = 0. Then α = 1 so that (0, 1) ⊥at (v, β) whence
(0, 1) ⊥t (v, β).
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Case 1. t = 1.
In this case,
‖(0, 1) + k(v, β)‖1 = ‖(0, 1)‖1 + ‖k(v, β)‖1.
As α+ ‖v‖0 = 1, by the definition of ‖ · ‖1, we get
|1 + k|+ |1 + kβ − k‖v‖0| = 2 + |k|+ |k(β − ‖v‖0)|
for all k ∈ R. But then, for k = −1, we get
|1− β + ‖v‖0| = 3 + |β − ‖v‖0|
≥ |2 + |1− β + ‖v‖0|
which is absurd.
Case 2. 1 < t <∞.
In this case, ‖(0, 1) + k(v, β)‖tt = ‖(0, 1)‖
t
t + k‖(v, β)‖
t
t for all k ∈ R. Thus as
above, for k = 1, we get
2t + (1 + β − ‖v‖0)
t = 2 + 1 + (β − ‖v‖0)
t
≤ 2t + (1 + β − ‖v‖0)
t
as β − |v‖0 ≥ 0 and t > 1. But then 2
t = 2 which is impossible as t > 1.
Case 3. t =∞.
In this case, ‖(0, 1)‖∞ = 1 = β + ‖v‖0 = |(v, β)‖∞ as β + |v‖0 ≥ β − |v‖0 ≥ 0.
Thus by [3, Theorem 3.3], we have ‖(0, 1)+ (v, β)‖∞ = 1 so that 1 + β + ‖v‖0 = 1.
But then β = 0 = ‖v‖0 so that (v, β) = (0, 0) which contradicts the assumption.
Hence, in all the cases, u 6= 0. Similarly we can show that v 6= 0. The same set
of arguments also yield that ‖u‖0 = α =
1
2 = ‖v‖ − 0 = β. In fact, if α > ‖u‖0,
then (0, 0) ≤ (0, α − ‖u‖0) ≤ (u, α) so that (0, α − ‖u‖0) ⊥t (v, β) which leads to
an impossibility. Now, it follows that ‖(u, α)‖t = α + ‖u‖0 = 1 and ‖(v, β)‖t =
β + ‖v‖0 = 1.
Next, we show that (u, α) ⊥ (v, β).
Case 4. 1 ≤ t <∞.
As (u, α) ⊥t (v, β), we get
2‖u− v|t0 = ‖(u− v, 0)‖
t
t = ‖(u, α)‖
t
t + |(v, β)‖
t
t = 2
so that ‖u−v‖0 = 1 = ‖u‖0+‖v‖0. Since ‖·‖0 is strictly convex on V0, we conclude
that u = −v. Thus by Proposition 2.6, (u, α) ⊥ (v, β).
Case 5. t =∞.
As As (u, α) ⊥∞ (v, β), by [3, Theorem 3.3], we get that
1 + ‖u+ v‖0 = ‖(u+ v, 1)‖∞ = ‖(u, α) + (v, β)‖∞ = 1.
Thus u + v = 0 so that by Proposition 2.6, (u, α) ⊥ (v, β). This completes the
proof. 
Definition 3.5. The absolute order smooth t-normed space (V
(·)
0 , ‖ · ‖t) is abbrevi-
ated as V
(t)
0 for 1 ≤ t ≤ ∞.
It is worth to note that
‖(v, α)‖∞ := max{|α+ ‖v‖0|, |α− ‖v‖0|} = ‖v‖0 + |α|
for all (v, α) ∈ V so that the next result is immediate.
Theorem 3.6. Let V0 be a strictly convex real normed linear space. Then V
(∞)
0 is
an absolute order unit space.
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Definition 3.7. An absolute order smooth 1-normed space (U,U+, | · |, ‖ · ‖) is
said to be an absolutely base normed space, if there exists a base B for U+ which
determine ‖ · ‖ as a base norm on U . It is denoted by (U,B, | · |).
Theorem 3.8. Let V0 be a strictly convex real normed linear space. Then V
(1)
0 is
an absolutely base normed space.
Proof. First, let us note that
‖(v, α)‖1 := |α+ ‖v‖0|+ |α− ‖v‖0| = max (‖v‖0, |α|)
for all (v, α) ∈ V
(·)
0 . Now, we put
B = {(v, 1) : ‖v‖0 ≤ 1}.
Then B is a convex set in V
(·)+
0 with ‖(v, 1)‖1 = 1 for all (v, 1) ∈ B. Also, for
(v, α) ∈ V
(·)+
0 , we have ‖v‖0 ≤ α. If (v, α) 6= (0, 0), then α > 0 and we have
‖α−1v‖0 ≤ 1. Thus (α
−1v, 1) ∈ B and (v, α) = α(α−1v, 1). It follows that B is a
base for V
(·)+
0 .
Next, we show that B determines ‖ · ‖1 as a base norm on V
(·)
0 . Let (v, α) ∈
V \{0}. If (v, α) ∈ V
(·)+
0 \{0}, then as (v, α) = α(α
−1v, 1) is a unique representation,
we get
‖(v, α)‖B = α = ‖(v, α)‖1
for α ≥ ‖v‖0. A similar proof works for (v, α) ∈ −V
(·)+
0 \ {0}. Let us now as-
sume that (v, α) /∈ V
(·)+
0 ∪ −V
(·)+
0 . Then |α| < ‖v‖0 and we have |(v, α)| =
(α‖v‖−10 v, ‖v‖0). Note that
(∗) (v, α) =
(
‖v‖0 + α
2
)
(‖v‖−10 v, 1)−
(
‖v‖0 − α
2
)
(−‖v‖−10 v, 1)
where (‖v‖−10 v, 1), (−‖v‖
−1
0 v, 1) ∈ B and(
‖v‖0 + α
2
)
+
(
‖v‖0 − α
2
)
= ‖v‖0.
Now, let b1, b2 ∈ B and k, l > 0 with k+ l ≤ ‖v‖0 be such that (v, α) = kb1− lb2 ∈
(k + l)co(B ∪ −B). Then b1 = (v1, 1) and b2 = (v2, 1) for some v1, v2 ∈ V0 with
‖v1‖0 ≤ 1 and ‖v2‖0 ≤ 1. Thus v = kv1 − lv2 and α = k − l. It follows that
‖v‖0 ≤ k‖v1‖0 + l‖v2‖0 ≤ k + l ≤ k + l ≤ ‖v‖0
so that k + l = ‖v‖ and ‖v1‖0 = 1 = ‖v2‖0. Since V0 is strictly convex, we further
conclude that v1 = −v2 = ‖v‖
−1
0 v. Thus (∗) is the unique representation of the
form (v, α) = kb1 − lb2 ∈ (k + l)co(B ∪ −B) with k + l ≤ ‖v‖0. Therefore,
‖(v, α)‖B = ‖v‖0 = ‖(v, α)‖1.
Hence B determines ‖ · ‖1 as a base norm on V
(·)
0 and consequently, V
(1)
0 is an
absolutely base normed space. 
4. Intrinsic forms
In this section, we present abstract characterizations of V
(∞)
0 and V
(1)
0 .
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4.1. Absolute order unit spaces. In this part, we describe of V
(∞)
0 abstractly.
Definition 4.1. An absolute order unit space (V, V +, | · |, e) is said to be tracial,
if there exists a (strictly positive) state τ ∈ S(V ) such that
(1) ‖v‖ = ‖v − τ(v)e‖ + |τ(v)| for all v ∈ V ; and
(2) ‖v − τ(v)e‖ ≤ τ(v) for all v ∈ V +.
First we show that V + has the following form:
Proposition 4.2.
V + = {v ∈ V : ‖v − τ(v)e‖ ≤ τ}
= {v + αe : τ(v) = 0 and ‖v‖ ≤ α}.
Proof. If v ∈ V +, then by definition of a tracial absolute order unit space, we have
‖v − τ(v)e‖ ≤ τ(v). Conversely, assume that v ∈ V such that ‖v − τ(v)e‖ ≤ τ(v).
Let f ∈ S(V ). Then
|f(v)− τ(v)| = |f(v − τ(v)e)| ≤ ‖v − τ(v)e‖ ≤ τ(v)
so that f(v) ≥ 0 for all f ∈ S(V ). Thus v ∈ V +. 
Orthogonal pairs have the following form:
Proposition 4.3. Let u, v ∈ V +\{0} be such that u ⊥ v. Then there exists a unique
w ∈ V with τ(w) = 0 and ‖w‖ = 1 such that u = ‖u‖2 (e + w) and v =
‖v‖
2 (e− w).
Proof. Since u, v ∈ V +, we have ‖u‖ ≤ τ(u) and ‖v‖ ≤ τ(v). Without any loss
of generality, we assume that ‖u‖ = 1 = ‖v‖. Then ‖u − τ(u)e‖ + τ(u) = 1 and
‖v − τ(v)e‖ + τ(v) = 1. Thus τ(u) ≥ 12 and τ(u) ≥
1
2 so that τ(u + v) ≥ 1. Since
u ⊥ v, by [5, Proposition ], we have u ⊥∞ v. Thus by [4, Theorem 3], we have
‖u+ v‖ = 1 so that ‖u+ v− τ(u+ v)e‖+ τ(u+ v) = 1. It follows that u = −v and
that τ(u) = 12 = τ(v) = ‖u‖ = ‖v‖. Hence u =
1
2 (e + w) and v =
1
2 (e − w). Here
w = 2(u− τ(u)e) so that τ(w) = 0. 
Proposition 4.4. Let v ∈ V be such that v /∈ V +∪−V +. Assume that v = αv0+βe
for some v0 ∈ V with τ(v0) = 0 and ‖v0‖ = 1 and α, β ∈ R with α ≥ 0. Then
|v| = βv0 + αe.
Proof. Since v /∈ V + ∪−V +, we have |β| < α. Also then v+, v− ∈ V + \ {0}. Since
v+ ⊥ v−, by Proposition 4.3, we get some u0 ∈ V with τ(u0) = 0 and ‖u0‖ = 1
such that v+ = ‖v
+‖
2 (e+ u0) and v
− = ‖v
−‖
2 (e− u0). Thus
v = v+ − v− =
(
‖v+‖+ ‖v−‖
2
)
u0 +
(
‖v+‖ − ‖v−‖
2
)
e
and
|v| = v+ + v− =
(
‖v+‖ − ‖v−‖
2
)
u0 +
(
‖v+‖+ ‖v−‖
2
)
e.
Since v = αv0 + βe, we get β = τ(v) =
‖v+‖−‖v−‖
2 . Thus αv0 =
(
‖v+‖+‖v−‖
2
)
u0
and consequently, α = |α| = ‖v
+‖+‖v−‖
2 so that u0 = v0. Hence |v| = βv0 + αe. 
Remark 4.5. If u ∈ V with τ(u) = 0, then |u| = ‖u‖e.
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Theorem 4.6. Let V be a tracial absolute order unit space. Then V0 := {v ∈
V : τ(v) = 0} = {v − τ(v)e : v ∈ V } is a strictly convex subspace of V and V is
isomorphic to V
(∞)
0 as an absolute order unit space.
Proof. Assume to the contrary that there are u, v ∈ V0 with ‖u‖ = 1 = ‖v‖ and
u 6= v, and 0 < α < 1 such that ‖αu+(1−α)v‖ = 1. Put u0 = e+(αu+(1−α)v),
v0 = e − (αu + (1 − α)v) and w = α(e + u). Then u0, v0, w ∈ V
+ \ {0}. Now
u0 + v0 = 2e and u0 − v0 = 2(αu + (1 − α)v) ∈ V0 so that by Remark 4.5, we
have |u0 − v0| = ‖2(αu + (1 − α)v)‖e = 2e. Thus u0 ⊥ v0. Further, we have
u0 − w = (1 − α)(e + v) ∈ V
+ \ {0} so that w ⊥ v0. But then by Proposition 4.3,
we have u = αu + (1 − α)v whence u = v contradicting the assumption. Thus V0
must be strictly convex.
Now, we define χ : V → V
(∞)
0 given by χ(v) = (v − τ(v)e, τ(v)) for all v ∈ V . It
follows from Propositions 4.2 and 4.4 that χ is the required isomorphism. 
4.2. Absolutely base normed spaces. Now, we describe V
(1)
0 abstractly.
Definition 4.7. Let (V,B, | · |) be an absolutely base normed space. Then there
exists a unique strictly positive e ∈ V ∗ with ‖e‖ = 1 such that e(v) = ‖v‖ if and
only if v ∈ V +. In particular, B = {v ∈ V + : e(v) = 1} [6, Lemma 9.3 and
Proposition 9.4].
We say that V is tracial, if there exists b0 ∈ B such that
(a) ‖v‖ = max{‖v − e(v)b0‖, |e(v)|}; and
(b) K := {b ∈ B : ‖b− b0‖ = 1} = Ext(B), the set of all extreme point of B.
Remark 4.8. V + = {v ∈ V : ‖v − e(v)b0‖ ≤ e(v)} = {v ∈ V : ‖v‖ = e(v)}.
The following result will be used in the sequel. Though it is a folklore, it is
apparently not available in the present form. We give a quick proof for the sake of
completeness.
Lemma 4.9. Let U be a base normed space. Then for u, v ∈ U+, we have u ⊥1 v
if ‖u− v‖ = ‖u‖+ ‖v‖.
Proof. As U is a base normed space, ‖ · ‖ is additive on U+. Thus ‖u + λv‖ =
‖u‖+ ‖λv‖ for all λ ∈ R+. Now, assume that ‖u − v‖ = ‖u‖ + ‖v‖. Let λ ∈ R+.
First assume that λ ≤ 1. Then
‖u‖+ |v‖ = ‖u− v‖
= ‖(u− λv)− (1− λ)v‖
≤ ‖u− λv‖ + (1− λ)‖v|
so that
‖u‖+ ‖λv‖ ≤ ‖u− λv‖ ≤ ‖u‖+ ‖λv‖.
Now, for λ > 1 we again get
‖u− λv‖ = λ‖λ−1u− v‖
= λ(‖λ−1u‖+ ‖v‖)
= ‖u‖+ ‖λv‖.
Thus u ⊥1 v. 
Now we prove some properties of K.
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Proposition 4.10. Let V be a tracial absolutely base normed space.
(1) If k ∈ K and if 0 ≤ v ≤ k, then v = λk for some λ ∈ R+.
(2) Let u, v ∈ V + \ {0}. Then u ⊥ v if and only if there is a u0 ∈ v with
‖u0‖ = 1 and e(u) = 0 such that u = ‖u‖(u0 + b0) and v = ‖v‖(−u0 + b0).
(3) Let b ∈ B with b 6= b0. Then there exist k1, k2 ∈ K with k1 ⊥ k2 and
α ∈ [0, 1] such that b = αk1 + (1− α)k2.
Proof. (1). Let 0 ≤ v ≤ k for some k ∈ K. Then k = u0 + b0 for some u0 ∈ V with
‖u0‖ = 1 and e(u0). Now, put w = k − v. Then v, w ∈ V
+. If v = 0 or v = k,
the result holds trivially, so we assume that v 6= 0 and w 6= 0. Then there exist
b, b′ ∈ B such that v = ‖v‖b and w = ‖w‖b′. Since V is a base normed space, we
have 1 = ‖k‖ = ‖v‖ + ‖w‖. Thus k = v + w = ‖v‖b + ‖w‖b′ is a proper convex
combination in B. As k ∈ Ext(B), we conclude that b = k = b′. Thus v = ‖v‖k.
(2). Without any loss of generality, we may assume that ‖u‖ = ‖v‖, that is,
u, v ∈ B. First, assume that u ⊥ v. Then u ⊥a1 v so that, in particular, u ⊥1 v.
Thus ‖u− v‖ = 2. Since V is tracial, we have ‖u− b0‖ ≤ ‖u‖ = 1 and ‖v − b0‖ ≤
‖v‖ = 1. Now, as
2 = ‖u− v‖ ≤ ‖u− b0‖+ ‖v − b0‖ ≤ 2
we have ‖u − b0‖ = 1 = ‖v − b0‖. Put w = (b0 − v) + b0 and k =
1
2 (u − v) + b0.
Then u, v, w, k ∈ K. Now, we note that k = 12 (u + w) so that u = k = w for
k ∈ Ext(B). It follows that u + v = 2b0. Thus for u0 = u − b0, we deduce that
‖u0‖ = 1, e(u0) = 0 and we have u = u0 + b0 and v = −u0 + b0.
Conversely, assume that u = u0 + b0 and v = −u0 + b0 for some u0 ∈ v with
‖u0‖ = 1 and e(u) = 0. We show that u ⊥
a
1 v. For this let 0 ≤ u1 ≤ u and
0 ≤ v1 ≤ v. Then by (1), we have u1 = ‖u1‖u and v1 = ‖v1‖v. Thus u1 ⊥1 v1 if
u ⊥ v. In other words, u ⊥a1 v whenever u ⊥1 v. Again , by Lemma 4.9, it suffices
to show that ‖u− v‖ = 2. By construction, it is evident for u − v = 2u0. Finally,
as V is an absolutely order smooth 1-normed space, we conclude that u ⊥ v.
(3). Put k1 =
(b−b0)
‖b−b0‖
+ b0, k2 =
(b0−b)
‖b−b0‖
+ b0 and α =
1+‖b−b0‖
2 . Then k1, k2 ∈ K,
α ∈ [0, 1] and we have b = αk1 + (1− α)k2. Also, by (2), we have k1 ⊥ k2. 
Theorem 4.11. Let V be a tracial absolutely base normed space. Put V0 = {v ∈
V : e(v) = 0} = {v − e(v)b0 : v ∈ V }. Then V0 is a strictly convex subspace of V
and V is isomorphic to V
(1)
0 as absolutely base normed space.
Proof. Let u0, u1 ∈ V0 be such that u0 6= u1 and ‖u0‖ = 1 = ‖u1‖ and assume to the
contrary that ‖uα‖ = 1 where uα = αu1+(1−α)u0 for 0 < α < 1. Put k0 = u0+b0,
k1 = u1 + b0 and kα = uα + b0. Then, by construction, k0, k1, kα ∈ K and we have
kα = αk1 + (1 − α)k0. Since K = Ext(B), we deduce that k0 = k1 = kα. This
leads to a contradiction u0 = u1. Thus V0 must be strictly convex. Now it follows
that V
(1)
0 is an absolutely base normed space.
We define χ : V → V
(1)
0 given by χ(v) = (v − e(v)b0, e(v)) for each v ∈ V .
Then χ is a bijective, bi-positive, isometric, linear map. Further, χ(b0) = (0, 1).
We show that χ(|v|) = |χ(v)| for all v ∈ V . It is evident if v ∈ V + ∪ −V +.
Now let v /∈ V + ∪ −V +. For simplicity, we assume that ‖v‖ = 1. Note that
v+, v− ∈ V + \ {0}. By Proposition 4.10(2), we can find v0 ∈ V0 with ‖u0‖ = 1 such
that v+ = ‖v+‖(u0 + b0) and v
− = ‖v−‖(−u0 + b0). Thus
v = (‖v+‖+ ‖v−‖)u0 + (‖v
+‖ − ‖v−‖)b0 = u0 + (‖v
+‖ − ‖v−‖)b0
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and
|v| = (‖v+‖ − ‖v−‖)u0 + (‖v
+‖+ ‖v−‖)b0 = (‖v
+‖ − ‖v−‖)u0 + b0.
Hence
|χ(v)| = |(u0, (‖v
+‖ − ‖v−‖))| = ((‖v+‖ − ‖v−‖)u0, 1) = χ(|v|).
This completes the proof. 
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