In the present note we suggest an affinization of a theorem by Kostrikin et.al. about the decomposition of some complex simple Lie algebras G into the algebraic sum of pairwise orthogonal Cartan subalgebras. We point out that the untwisted affine Kac-Moody algebras of types A p m −1 (p prime, m ≥ 1), B r , C 2 m , D r , G 2 , E 7 , E 8 can be decomposed into the algebraic sum of pairwise orthogonal Heisenberg subalgebras. The A p m −1 and G 2 cases are discussed in great detail. Some possible applications of such decompositions are also discussed.
Introduction
In the early eighties A. I. Kostrikin, I. A. Kostrikin and V. A. Ufnarovskii proved a theorem [1] , see also [2] and [3] , that the complex Lie algebras G of types A p m −1 (p prime, m ≥ 1), B r , C 2 m , D r , G 2 , E 7 , E 8 can be decomposed into the algebraic sum of Cartan subalgebras, pairwise orthogonal with respect to the Killing form; i.e.
with Tr (H i H j ) = 0 for i = j,
where h is the Coxeter number of G. The fact that the number of Cartan subalgebras in the above decomposition (1) is h + 1 accords with the well-known observation that for all semisimple algebras h + 1 = dim G/r, r = rank G.
Here we show that this theorem can be extended to many of the corresponding affine Lie algebrasĜ, in the sense that the latter may be decomposed into the algebraic sum of pairwise orthogonal Heisenberg subalgebras. Those subalgebras are in fact the affinization of the Cartan subalgebras in the corresponding decomposition of the finite-dimensional algebras G. The problem of extending the results to the affine case consists in identifying the gradations of the Kac-Moody algebraĜ which respect the decomposition (1) .
The integral gradations of an affine Kac-Moody algebraĜ are provided by the grading operators [4] 
where (s 0 , s 1 , · · · , s r ) is a vector of non negative, relatively prime integers, λ Given a finite-dimensional complex simple Lie algebra G with decomposition (1), we look for a gradation such that the corresponding affine Kac-Moody algebraĜ can be written asĜ
where each subspaceĤ i is a Heisenberg subalgebra ofĜ with generators being eigenvectors of the corresponding grading operator Q. In addition, under the restriction ofĜ to G, the elements ofĤ i become those of H i . For the case of the homogeneous gradation it is quite trivial to make the extension of the decomposition (1) with the orthogonality property (2) to the affine case. In this case s 0 = 1 and s a = 0 for a = 1, 2 · · · , r, and so Q = d. This gradation is insensitive to the structure of the root system of G and [2] (see also [5] ) the algebra A p−1 was decomposed as in (1) using some special properties of the defining representation. Consider the p × p matrices
where x i , i = 0, 1, 2 . . . p − 1 are arbitrary non vanishing constants, ω is the p-th root of unit (ω = exp(2πi/p), ω p = 1), and so
The subspaces in (1) are defined as
and the Coxeter number h of A p−1 equals p. The subspaces (8) are obviously abelian. However, the linear independency and orthogonality of them requires p to be a prime number. Using (7) one observes that
where here, and below, the symbol ∼ means the two quantities are proportional (the proportionality constant being ω dependent). Therefore, if for given l and l ′ one has lk = l ′ k + mp, with m integer, then
, if p is prime, either k or (l − l ′ ) will have to have p in its expansion as a product of primes. But this can not happen since they can be at most (p − 1). Therefore the subspaces (8) are linearly independent for p prime. As for the orthogonality, consider
That does not vanish for l = l ′ only if k+k ′ = mp and lk+l ′ k ′ = np, with m and n integers, and so for (l−l ′ )k = (n−ml ′ )p, which is impossible for p prime. Now to extend the consideration to the affine case, we have to select a gradation which respects the decomposition written above. As we have already said, the homogenous gradation fits our needs. However, in this particular case the principal gradation also does, and we find it more interesting and important for applications (see comments at the end of this section on an additional gradation for A 2 ).
In fact the homogeneous and principal gradations are the only integer gradations which respect the decomposition above. In order to see that, one observes that the elements D l g are linear combinations of the step operators for simple roots E αa , a = 1, 2, . . . , p − 1, and E −ψ where ψ is the highest root. Now when we affinize the algebra we will need to find integers n a and n b such that E , where we used the fact that all s a 's are equal and have set s a ≡ s for any a. So we have to have s = 0 (homogeneous) or s = s 0 (principal).
We then consider the principal gradation and define the following generators of the affine Kac-Moody algebraŝl(p,C):
with k = 1, 2, . . . , p − 1; and alsô
with l = 0, 1, 2, . . . , p − 1. Here we have denoted ω k ≡ exp(2πik/p), and α i , i = 0, 1, 2, . . . , p − 1 are the simple roots ofŝl(p,C) with α 0 = −ψ; ψ ≡ is the maximal root ofŝl(p,C). The elements 
i.e.
[Q pr. ,Ĥ
We then define the subspaces in (5) aŝ
Each one of these subspaces constitutes a Heisenberg subalgebra ofŝl(p,C). The first one,Ĥ 0 , is a homogeneous Heisenberg subalgebra and the others,Ĥ l+1 , are principal ones. The proof that this is indeed so, can be obtained by realizing the Kac-Moody algebra (16) in the following way.
Introduce the bracket 
with i, j = 1, 2, . . . p; a = 1, 2, . . . p − 1 and k = 1, 2, . . . p − a − 1. The negative root step operators are obtained from the positives ones by transposing the matrices and inverting the power of z, i.e.
with a = 1, 2, . . . p − 1 and g given in (6) (g(z) p = z1l), we can then write the generators (10)-(15) aŝ
with l = 0, 1, . . . p − 1 and k = 1, 2, . . . p − 1. The orthogonality of the subspaces (20) is shown by using the same arguments as the ones given above in the finite dimensional case, but now using the bilinear form
Using (21) one obtains
which constitute a set of p + 1 orthogonal Heisenberg subalgebras. We now comment on a connection between the decomposition above and a special basis for the affine Kac-Moody algebras. Such a basis [6, 7] is a generalization of the basis constructed by Kostant [8] for finite dimesional simple Lie algebras. Consider the principal gradation of an affine Kac-Moody algebraĜ
with n ∈ Z Z and [Q pr. ,
and Q pr. being the grading operator (3) corresponding to all s i 's equal to 1. Let H ⊂Ĝ be a principal Heisenberg subalgebra with generators E M ∈Ĝ M , where M are the exponents ofĜ, and satisfying
These exponents have a period equal to the Coxeter number h of the finite simple Lie algebra G (of whichĜ is the affinization of), i.e. they have the form M = m a +nh where n is an integer and m a , a = 1, 2, . . . r are the exponents of G [7] . In particular, unity is always an exponent and it follows that E 1 is a linear combination of the simple root step operators E 
We point out that for the affine algebrasŝl(p,C) with p prime, the complement F is in fact an algebraic sum of p Heisenberg subalgebras, with p − 1 of them being principal and 1 being homogeneous. In addition, the role played byĤ can be replaced by any one of these p − 1 principal Heisenberg subalgebras, withĤ being now part of the new complement F .
To establish this fact we show that by choosing one the principal Heisenberg subalgebrasĤ l+1 in (20) to play the role ofĤ as above, then the basis elements of the remaining Heisenberg subalgebras ad-diagonalizeĤ.
Using (21) and (24) one gets
where l ′ is the integer such that (j(l
where l ′′ is the integer such that k(l
is a multiple of p, and (again
Notice that in (33) l ′′ can not be equal to l or l ′ , since if it is equal, let us say, to l then either k or (l ′′ − l ′ ) would have to have p in its expansion as a product of primes, and that is not allowed. We point out that the term δ n,0 C 1l in the expression ofĤ
given by (24), was not important in obtaining (26) or the orthogonality property. However it was crucial in establishing (34).
Therefore the elements of the p + 1 Heisenberg subalgebras (20) ad-diagonalize any one of the p principal Heisenberg subalgebrasĤ l+1 , l = 0, 1, . . . p − 1. They therefore constitute a basis for the complement F discussed above. Notice however that the basis elements F a n for a fixed a are not all in the same Heisenberg subalgebra. In addition, the results of brackets between elements of two given Heisenberg subalgebras do not belong necessarily to a fixed third Heisenberg subalgebra, in other words the decomposition is not multiplicative orthogonal in the sense of ref. [3] .
We end this section by making a comment on a fine grading of A 2 [5] . It is a Z Z 3 × Z Z 3 gradation where the generators have the following gradings: D = (1, 0),
,and (D 2 g) 2 = (1, 1), with D and g being the 3 × 3 matrices defined in (6) . The addition of the gradings is given by the sum mod 3. The operator with grade (0, 0) is the identity matrix, which is not part of the algebra A 2 (one has to extend to gl(3) to incorporate it). Since this gradation respects the decomposotion (1) for A 2 one can elevate it to the corresponding affine algebra. One can just attach an integer index n to the generators (eigenvalue of the derivation d, see (16)) and get a gradation Z Z 3 × Z Z 3 × Z Z of the Kac-Moody algebra A (1) 2 . Such a gradation is not of the type (3). However, the decomposition in terms of Heisenberg subalgebras (5) we get in this case is the same as the one we would get with the homogeneous gradation. 
Therefore for the complex Lie algebra A p m −1 with p prime and m > 1 we introduce the following subspaces
where D and g are the p × p matrices defined in (6) , and L ≡ (l 1 , l 2 , . . . l m ), with l i = 0, 1, 2, . . . , p − 1 . In addition the k i 's are not all allowed to have the value zero.
Notice that there are p m possible vectors L and that the dimension of H 0 and H a is p m − 1. Therefore we have (p m − 1)(p m + 1) generators in those subspaces, which is the dimension of A p m −1 . Each one the above subspaces is obviously abelian. For p being a prime number those generators are linearly independent and constitute a basis for A p m −1 . The proof for that and the orthogonality property is very similar for the case m = 1, given in the previous section, and for more details we refer to [2] .
In order to extend the above decomposition to the corresponding affine KacMoody algebra we have to find a gradation which respects the decomposition in terms of (36). We now show that the only two allowed gradations are given by 
where we have denoted the integers s a in (3) as the components of the vector s ≡ (s 0 , s 1 , . . . , s p m −1 ). To show that, it is better to express the elements of the subspaces (36) in terms of step operators. The elements of H 0 are diagonal and therefore are linear combinations of the Cartan subalgebra generators only. Therefore, under (3), they will be sensitive to the d term only. Consequently, when affinizing the algebra what one has to do is to make sure all Cartan subalgebras generators appearing in the expansion of the affinized version of a given element of H 0 have the same d-eigenvalue. Therefore H 0 does not impose any restrictions on the possible gradations.
As for the elements of H L we can write, using (7), (D
When expanding such an element in the Chevalley basis, the step operator content is determined by the term (g
, since the other one just dictates which linear combination of these step operators it corresponds to. Therefore in order to determine the gradings respecting the decomposition (36), one has to consider only the g part of those elements only.
Consider the quantity 1l ⊗ 1l ⊗ . . . ⊗ 1l ⊗ g, which, written in terms of p m × p m matrices, has the form
where g is the matrix given in (6) . Using the matrices for step operators in the defining representation of A p m −1 , given in (22) (excluding the z terms), one concludes that the above element contains in its expansion all the step operators for simple roots E αa , except those corresponding to a = kp, with k = 1, 2, . . . p m−1 − 1. When affinizing such an element we will need to find integers n a and n b such that E na αa and E n b α b have the same grade under the grading operator (3). Using arguments similar to those of the previous section (see paragraph before eq. (10)) one then concludes that the gradings respecting the decomposition (36) are such that s a = s b for all a and b which are not multiples of p.
From (38), (6) and (22) one observes that 1l ⊗ 1l ⊗ . . . ⊗ 1l ⊗ g also contains in its expansion step operators corresponding to the lowest root of each block, namely
Therefore we have to find integers n andn such that E 
The case p = 2 with m = 2 may lead to other possibilities, but one can check that due to the symmetries of the A 3 Dynkin diagram they do not lead to gradings inequivalent to those given in (37). Consider now the quantity
where again g is the matrix given in (6) , but now to simplify we take all x i 's equal to unity. Using (22) one observes that such an element contains in its expansion all step operators for simple roots not appering in (38), namely E α kp with k = 1, 2, . . . p m−1 − 1. Therefore we need to find integers n k and nk such that E n k α kp and E nk αk p have the same grade under the grading operator (3). Using the same arguments as above one concludes that all s kp 's (k = 1, 2, . . . p m−1 − 1) must be equal. One observes that the step operator for the lowest root of A p m −1 also appears in (40). Therefore we need integers n k and n ψ such that E Therefore, if we use the homogeneous gradation s hom of (37), the subspaces (36) will give rise to p m + 1 homogeneous Heisenberg subalgebras. On the other hand if we use the gradation s p , the subspace H 0 will lead to a homogeneous Heisenberg subalgebra, and the subspaces H L to p m Heisenberg subalgebras associated to the grading s p .
The process of writing the elements of the subspaces (36) in the Chevalley basis is quite involved. However, there are some general patterns which are useful. As we commented in the paragraph before (38), the step operator content of those elements is determined by the terms g
These, when written in terms of p m × p m matrices, will be made of blocks which are powers of the p × p matrix g introduced in (6) . Using (22) one can check that such a structure implies the step operators appearing in the expasion of a given element of the subspaces H L in (36) can be arranged in sets of p step operators such that the corresponding roots add up to zero. Below we discuss the cases A p m −1 with m = 2 and p = 2, 3.
The case A 3
We denote the three simple roots of A 3 as α a , a = 1, 2, 3, such that 2α 1 · α 2 /α 
The corresponding results for the homogeneous gradation can be easily obtained from those for s p . The generators for the affine subspace H 0 in (36) are obviously H n a , a = 1, 2, 3. The commutativity of the subspaces H L and their pairwise orthogonality condition impose very rigid constraints on the allowed combinations of step operators. Now it is a quite simple algebraic task to convince oneself that the remaining 4 affine subspaces H L arê
The corresponding grading operator is (see (3))
and the generators are split into odd and even eigenvalues, i.e. introducing the subspaceŝ 
The corresponding grading operator (3) is then
The affine subspace H 0 in (36) is again generated by H n a , a = 1, 2, . . . , 8, and the generators of the 9 affine subspaces H L are linear combinations of the following sets of step operatorŝ
, E n α 4 +α 5 +α 6 +α 7 +α 8 
Conclusion
In the present paper we studied the decomposability problem of the affine Lie algebras into the algebraic sum of pairwise orthogonal Heisenberg subalgebras. In particular, the Kostrikin-Kostrikin-Ufnarovskii theorem about the orthogonal decomposition of some complex simple Lie algebras can be extended to the case of the corresponding affine Lie algebras endowed with the homogeneous gradation. However, the most interesting situation arises when other gradations also respect such a rigid decomposition, and we investigated this possibility in detail by the examples of the Lie algebras of type A (1) r and G (1) 2 . Unfortunately, as in the finite-dimensional case, the consideration itself crucially depends on an explicit realization of the algebras in question, and is performed separately for various types of them. So, it is very interesting to find an uniform formulation for all algebras which admit the orthogonal (and multiplicative) decomposition.
An interesting issue stimulated by the existence of such decompositions concerns the representation theory of these special affine Kac-Moody algebras. As is well known, the Heisenberg subalgebra is the algebra of oscillators in quantum field theory. So, one could conjecture that representations for these algebras could be constructed introducing a set of oscillators for each Heisenberg subalgebra in the decomposition. These oscillators however could not be independent since the Heisenberg subalgebras do not commute among themselves. Their commutation relations, like the ones we calculated in the case of A p−1 and G 2 , could give hints on how to relate those oscillators. These considerations could be related to previous attempts to use division algebras, Jordan algebras, dependent fermions etc, in the construction of representations of Kac-Moody algebras, see e.g. [9] .
We suspect that the orthogonal decomposition presented in section 2 is relevant for studying the completeness problem of the set of the soliton solutions to the affine Toda theories obtained in the framework of the technique discovered in [10] , especially for their nonabelian versions discussed in [11] . Moreover, the orthogonal decomposition being closely related to the finest gradation of the algebras, could be relevant for a construction of some multidimensional integrable nonlinear systems in the framework of the Lie group algebraic approach [12] . It would be also interesting to study the analogue of this decomposition for the algebras of diffeomorphisms groups, as e.g. the continuous limit of the A r algebra in the cyclotomic basis to that of the area preserving diffeomorphisms on a two dimensional manifold. That could be relevant for some problems related to an affinization of the membrane manifolds in the context of continuous limits of the gauge theories, 3-d gravity, etc.
