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RE´GRESSION ET ANALYSE GE´OME´TRIQUE DES DONNE´ES :
RE´FLEXIONS ET SUGGESTIONS
Henry ROUANET 1, Fre´de´ric LEBARON 2, Viviane LE HAY 3,
Werner ACKERMANN 4, Brigitte LE ROUX 5
re´sume´ – Les donne´es multivarie´es sont souvent traite´es par les me´thodes de re´gression d’une
part, l’Analyse Ge´ome´trique des Donne´es (acp, ac...) d’autre part. Nous nous proposons de mon-
trer sur des exemples, a` partir de la communaute´ des structures mathe´matiques, comment on peut
inte´grer les me´thodes de re´gression dans l’analyse ge´ome´trique, et visualiser les effets de struc-
ture. Il n’y a pas lieu d’opposer des me´thodes statistiques qui seraient par essence « explicatives »
a` d’autres qui seraient par essence « descriptives ».
mots cle´s – Effet de structure, Re´gression, Analyse Ge´ome´trique des Donne´es, Descriptif
versus explicatif.
summary – Regression and Geometric Data Analysis : Reflections and Suggestions
Multivariate data are often treated with regression methods on one hand, Geometric Data Analysis
methods (pca, ca...) on the other hand. We intend to show, thanks to the mathematical structures
common to the two methods, illustrated by examples, how one can integrate regression methods in
geometric analysis. Geometric analysis allows a visualization of structural effects. There is no
ground to oppose « explanatory » and « descriptive » statistical methods.
keywords – Structural effects, Regression, Geometric Data Analysis, Descriptive versus
explanatory.
1. INTRODUCTION
Les donne´es multivarie´es sont souvent traite´es par les me´thodes de re´gression d’une
part, les me´thodes d’Analyse Ge´ome´trique des Donne´es (acp, ac...) d’autre part.
Nous nous proposons de montrer, a` partir de la communaute´ de structures mathe´ma-
tiques, comment les me´thodes de re´gression peuvent eˆtre inte´gre´es dans l’analyse
ge´ome´trique.
Le plan de l’article est le suivant : Effet de structure et re´gression (§2.) ; repre´sen-
tations gome´triques, exemple « Ouvrier » (§3.) ; re´gression line´aire et acp, Dossier
« Biscuits » (§4.) ; commentaires finaux (§5.).
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2. EFFET DE STRUCTURE ET RE´GRESSION
2.1. Le « paradoxe des lyce´es »
L’exemple construit du « paradoxe des lyce´es » [Rouanet, 1978] nous servira de
situation de mise en train. Dans un de´bat te´le´vise´ sur « les filles et l’e´ducation »,
on commente les re´sultats au bac des e´le`ves de la ville de Kingborn l’anne´e passe´e
(nombre de re´ussites et d’e´checs) (Tableau 1).
+(re´ussite) −(e´chec)
Garc¸ons 24 36 60
Filles 36 24 60
Tableau 1. Paradoxe des lyce´es : tableau de base.
Les taux de succe`s sont 24/60 = 40% pour les garc¸ons, et 36/60 = 60% pour
les filles, soit une diffe´rence de 20% en faveur des filles. Les filles re´ussissent donc
mieux que les garc¸ons a` Kingborn. Mais un participant signale qu’a` Kingborn il y a
deux lyce´es (Rome´o et Juliette) et pre´sente les re´sultats pour chacun d’eux (Tableau
2). Au lyce´e Rome´o, les taux de succe`s sont de 30% pour les garc¸ons, de 10% pour
les filles ; au lyce´e Juliette, les taux sont de 90% pour les garc¸ons, de 70% pour les
filles. Ainsi, dans chacun des deux lyce´es, on a une diffe´rence de 20% en faveur des
garc¸ons. Les garc¸ons re´ussissent donc mieux que les filles a` Kingborn !
Rome´o
+ −
Garc¸ons 15 35 50
Filles 1 9 10
Juliette
+ −
Garc¸ons 9 1 10
Filles 35 15 50
Tableau 2. Paradoxe des lyce´es. Effectifs dans les deux lyce´es.
Stupeur : les deux conclusions sont oppose´es. Comment cela est-il possible ? Il
n’y a pas d’erreur dans les chiffres. En additionnant les deux tableaux case par case,
on retrouve bien le tableau de base. Dans ces conditions, lequel des deux effets est
l’« effet vrai » du sexe sur la re´ussite ? Et pour commencer, y a-t-il un « effet vrai » ?
2.2. Effet de structure
L’exemple des lyce´es illustre le cas paradoxal du phe´nome`ne appele´ classiquement ef-
fet de structure. L’effet du facteur6 Sexe sur la Re´ussite n’est pas le meˆme selon qu’on
le conside`re au niveau global, ou conditionnellement au facteur Lyce´e, parce que les
facteurs Sexe et Lyce´e sont corre´le´s (Rome´o est en gros un « lyce´e de garc¸ons »,
Juliette un « lyce´e de filles ») ; avec des facteurs non–corre´le´s (orthogonaux), l’effet
conditionnel serait e´gal a` l’effet global.
6Dans ce texte, nous entendons par facteur (par analogie avec des facteurs d’un plan
d’expe´rience), une variable inde´pendante code´e en un nombre fini de modalite´s, a` distinguer d’une
variable principale (variable factorielle) issue d’une analyse ge´ome´trique.
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L’effet de structure pre´sente un caracte`re d’ubiquite´ dans les donne´es d’obser-
vation, et se rencontre de`s l’examen de tableaux croise´s a` plusieurs variables [Novi,
1998]. Il est familier aux de´mographes et aux e´conomistes ; les commentaires de
Simiand et de Halbwachs, rappele´s par Desrosie`res [1982], sont ce´le`bres, avec la
fameuse parabole du renne et du chameau. Eliminer l’effet de structure revient a`
raconter comment vivrait un chameau si, restant chameau, il e´tait transporte´ dans
les re´gions polaires (et mutatis mutandis pour le renne)7.
Notre propos sera non pas d’e´liminer les effets de structure mais de les analyser8.
Lorsqu’on passe de l’effet global («main effect ») d’un facteur sur une variable a` un
effet conditionnellement a` d’autres facteurs, on peut avoir accentuation de l’effet,
avec a` la limite e´mergence de l’effet ; atte´nuation, avec a` la limite disparition de
l’effet ; stabilite´ de l’effet (effet conditionnel e´gal a` l’effet global) ; renversement de
l’effet (changement de signe), comme dans le cas paradoxal des lyce´es.
Nous illustrerons les divers cas sur plusieurs exemples artificiels inspire´s du pa-
radoxe des lyce´es (avec des valeurs nume´riques le´ge`rement modifie´es pour faciliter
les calculs) ; il nous suffira de prendre deux facteurs a` deux modalite´s : A (qu’on
appellera encore facteur Lyce´e), de modalite´s a (Rome´o) et a′ (Juliette), et B (qu’on
appellera encore facteur Sexe), de modalite´s b (garc¸on) et b′ (fille), avec le tableau
croise´ des effectifs suivant (Tableau 3) :
b (Garc¸ons) b′ (Filles)
a (Rome´o) 40 10 50
a′ (Juliette) 10 40 50
50 50 100
Tableau 3. Effet de structure. Tableau croise´ des effectifs.
Le croisement A×B est marginalement e´quilibre´ (meˆme nombre d’e´le`ves dans
les deux lyce´es, et autant de garc¸ons que de filles), mais il est non–orthogonal. Le
coefficient de corre´lation r (point–te´trachorique) entre A et B vaut 0.6, son carre´
Φ2 (carre´ moyen de contingence) vaut .36. Conside´rons maintenant une variable
de re´ussite y code´e en deux modalite´s (succe`s +, e´chec −). En prenant le facteur
Sexe B comme facteur d’inte´reˆt, on conside´rera l’effet global (note´ B), diffe´rence
des fre´quences de succe`s globales entre Garc¸ons et Filles, et l’effet conditionnel,
note´ B/A, diffe´rence des fre´quences de succe`s conditionnellement au facteur A. Les
exemples construits ci–apre`s illustrent les situations remarquables suivantes : Ren-
versement, Disparition, Stabilite´, Emergence. Pour centrer l’e´tude sur l’effet de struc-
ture, les exemples pre´sentent les deux proprie´te´s suivantes. D’abord, dans chaque
situation, la fre´quence ge´ne´rale de succe`s est toujours .50. Ensuite, on a e´galite´ de
7De nos jours, on se demanderait a` coup suˆr quel serait le salaire d’une femme si restant femme,
elle avait un aˆge, niveau de qualification, secteur, grade, etc. e´gaux a` ceux des hommes.
8La de´marche suivie ici pour e´tudier l’effet de structure pourra eˆtre rapproche´e de celle qu’on
trouve dans les articles consacre´s aux comparaisons des ine´galite´s dans la Revue Franc¸aise de
Sociologie, avec notamment Combessie [1984], Barbut [1984], Gre´my [1984], Pre´vot [1985], Merllie´
[1985], Vallet [1988], ainsi que dans le nume´ro spe´cial de Mathe´matiques et Sciences humaines [93,
1986].
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l’effet de B pour a (diffe´rence des fre´quences de succe`s entre garc¸ons et filles dans
le lyce´e a) et de l’effet de B pour a′ (diffe´rence des fre´quences de succe`s dans le
lyce´e a′) ; en pareil cas, l’effet conditionnel B/A est de´fini sans ambigu¨ıte´ comme la
valeur commune9 des deux effets pour a et a′. Dans ce qui suit, nous de´taillerons la
situation Renversement, et nous donnerons simplement les re´sultats pour les trois
situations Stabilite´, Disparition, E´mergence.
2.3. Situation Renversement (« Reversal »)
Le Tableau 4 illustre la situation Renversement :
+ −
ab 12 28 40
ab′ 1 9 10
a′b 9 1 10
a′b′ 28 12 40
50 50 100 Fre´quence ge´ne´rale de + : 50/100=.50
b 21 29 50 Fre´quence de + pour b : 21/50 = .42
b′ 29 21 50 Fre´quence de + pour b′ : 29/50 = .58
Tableau 4. Renversement : Effectifs de base et effectifs pour B.
On en de´duit l’effet global du facteur B : .42− .58 = −.16
Conclusion : Globalement, les filles re´ussissent mieux que les garc¸ons.
Examinons maintenant les fre´quences de re´ussite pour b (garc¸ons) et pour b′
(filles) conditionnellement a` la modalite´ a (Rome´o) et a` la modalite´ a′ (Juliette) du









Tableau 5. Renversement. Fre´quences de succe`s pour b et b′ conditionnellement a` a et condition-
nellement a` a′, et effets conditionnels B/a : .30− .10 = +.20 et B/a′ = .90− .70 = +.20.
Les deux effets du facteur B (Sexe) conditionnellement au lyce´e a et au lyce´e
a′ sont e´gaux ; leur valeur commune est par de´finition l’effet du facteur B (Sexe)
conditionnellement au facteur A (Lyce´es), note´ B/A. On a donc Effet B/A = +.20.
Conclusion : Conditionnellement au facteur Lyce´e, les garc¸ons re´ussissent mieux que
les filles. L’effet conditionnel est de signe oppose´ a` l’effet global : renversement !
9Lorsque les effets conditionnels sont ine´gaux, l’effet de B conditionnellement a` A est de´fini
comme une certaine moyenne des effets conditionnels, ainsi que nous l’illustrerons sur l’exemple
« Ouvrier » au §3.4. L’homoge´ne´ite´ des effets conditionnels est souvent appele´e « absence d’inter-
action ». L’effet de structure n’a rien a` voir avec l’effet d’interaction : dans tous les exemples de
ce §2. qui illustrent l’effet de structure, l’effet d’interaction est nul.
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2.4. Re´gressions simple et multiple
Les effets globaux et conditionnels s’e´tudient classiquement par les proce´dures de
re´gression. Le mode`le–cadre d’une re´gression est de´fini par un ensemble de variables,
par le statut de variable a` pre´dire (on dit aussi « variable de´pendante ») donne´
a` l’une des variables, par celui de variables pre´dictrices (on dit aussi « variables
inde´pendantes ») donne´ aux autres variables10, ainsi que par la fonction de lien
entre les deux types de variables : line´aire (variables nume´riques, e´ventuellement
apre`s codage), logistique (variables cate´gorise´es), etc.
Pour la discussion, nous conside´rerons une variable a` pre´dire y (notation consa-
cre´e : « la variable y de la re´gression »), et nous envisagerons d’une part la re´gression
line´aire simple de y sur une variable, d’autre part la re´gression de y sur deux va-
riables. Les formules de base de la re´gression line´aire sont rappele´es au §2.7. (p. 21).
Dans nos exemples, chacun des deux facteurs (Lyce´e et Sexe) est a` deux modalite´s.
En prenant comme variables pre´dictrices, code´es en (1, 0), la variable xa indicatrice
du lyce´e Rome´o, et la variable xb indicatrice de Garc¸on (autrement dit en prenant
comme modalite´s de re´fe´rence Juliette et Fille), les deux re´gressions line´aires per-
tinentes pour l’e´tude de l’effet du facteur B sur la variable de´pendante Re´ussite y
(elle aussi code´e en 1 et 0) sont les suivantes :
— Re´gression simple y˜b de y sur la variable xb (Sexe) : y˜
b = uxb + u0.
Le coefficient u correspond a` l’effet global du facteur B (Sexe).
— Re´gression multiple y˜a+b de y sur xa et xb
11 : y˜a+b = uaxa + ubxb + u0.
Les coefficients de re´gression partiels ua et ub correspondent respectivement
aux effets conditionnels A/B (effet de A conditionnellement a` B) et B/A (effet
de B conditionnellement a` A). Le coefficient R2, carre´ de la corre´lation multiple
R (corre´lation entre y et y˜a+b), exprime la qualite´ de l’ajustement de la variable
de´pendante y par la re´gression multiple.
Dans la situation de renversement, on a les e´quations suivantes12 :
— Re´gression simple sur xb : y˜
b = −0.16xb + 0.58.
La valeur 0.58 est la valeur pre´dite de y pour fille. Le coefficient de re´gression
simple −0.16 est l’effet global du facteur Sexe. (Par ailleurs, on a la re´gression simple
10Variable de´pendante, variables inde´pendantes : ces appellations, ainsi que celle d’effet, renvoient
a` la me´thodologie expe´rimentale, dans laquelle les variables inde´pendantes sont les variables sous
controˆle direct de l’expe´rimentateur ; transporte´es aux donne´es d’observation, ces appellations sont
me´taphoriques. Leur inte´reˆt est pre´cise´ment d’eˆtre des marqueurs de l’alle´geance de la me´thodologie
statistique des donne´es d’observation vis-a`-vis de la me´thodologie expe´rimentale, alle´geance bien
analyse´e par Passeron [1991, p. 129], qui parfois, il faut le dire, confine a` l’hyper-expe´rimentalisme.
Dans maintes recherches e´conome´triques, on trouve des traces de la me´thodologie expe´rimentale,
toutes les fois que sont privile´gie´es des variables « sur lesquelles on pourrait agir » ; ainsi, pour
de´terminer les facteurs de la variation du taux de choˆmage dans diffe´rents pays, on se tourne vers
des variables sur lesquelles la politique e´conomique, la le´gislation ou les acteurs sociaux nationaux
peuvent agir, comme des indicateurs de flexibilite´ du marche´ du travail ou des variables re´sumant
les « chocs macroe´conomiques ». Exemple : Fitoussi & al. [2000, p. 47-49].
11L’indice « a+ b » a pour but de souligner la proprie´te´ additive de la re´gression multiple.
12Dans cet exemple, la variable y, ainsi que les variables xa et xb ont meˆme variance (a` savoir
1/4), donc les coefficients de re´gression simples sont e´gaux aux coefficients de corre´lation, et les
coefficients de re´gression partiels e´gaux aux coefficients re´duits (les « beta-weights »).
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sur xa : −0.48xa + 0.74 , d’ou` l’effet global du facteur Lyce´e : −0.48).
— Re´gression multiple sur xa et xb : y˜
a+b = −0.60xa + 0.20xb + 0.70.
Le coefficient −0.60 est l’effet A/B, valeur commune de A/b = .30−.90 et A/b′ =
.10− .70 ; la valeur 0.70 est la valeur pre´dite de y pour (Juliette, Fille). Le coefficient
de re´gression partiel +0.20 est l’effet du facteur Sexe conditionnellement au facteur
Lyce´e : cf. Tableau 5 (p. 16). On passe donc de −0.16 a` +0.20 : renversement de
l’effet.
En termes de proportion de variance prise en compte (cf. §2.7.), on passe pour
le facteur Sexe de (0.16)2 = 0.0256 (re´gression simple) a` R2 = (−0.60)× (−0.48) +
(+0.20)× (−0.16) = 0.288− 0.032 = 0.25613.
2.5. Autres situations remarquables
Les trois autres situations remarquables e´voque´es plus haut (disparition, stabilite´
et e´mergence) sont rapidement pre´sente´es ci–apre`s. Pour chacune d’entre elles, nous
indiquons simplement l’effet global et l’effet conditionnel du facteur B, les deux
e´quations de re´gression (simple et multiple), et la conclusion. Le Tableau 6 pre´sente






















Tableau 6. Trois situations remarquables : effectifs de base.
2.5.1. Disparition de l’effet (« Vanishing ») (Tableau 6a)
• Effet global du facteur B (Sexe) : (8 + 8)/(40 + 10)− (2 + 32)/(10 + 40) = −0.36.
Globalement, les filles re´ussissent mieux que les garc¸ons.
• Effet conditionnel : B/a = (8/40 − 2/10) = 0, B/a′ = (8/10 − 32/40) = 0, d’ou`
B/A = 0. Conditionnellement au Lyce´e, garc¸ons et filles re´ussissent aussi bien.
Conclusion : il y a effet global mais il n’y a pas d’effet conditionnel : disparition.
• Re´gression simple : y˜b = −0.36xb + 0.68.
• Re´gression multiple : y˜a+b = −0.60xa + 0xb + 0.80, avec R
2 = 0.360.
13La de´composition de R2 est additive (on a un terme pour chaque variable inde´pendante) ;
mais elle n’est pas monotone : le deuxie`me terme est ici ne´gatif (ce qui correspond au renversement
de l’effet). Le premier terme de la somme (ici .288 > R2 = .256) ne saurait eˆtre regarde´ comme
un « R2 partiel » exprimant la proportion de variance prise en compte par le facteur Lyce´e, pas
plus que le second terme −0.032 ne saurait eˆtre regarde´ comme un « R2 partiel » exprimant la
proportion de variance prise en compte par le seul facteur Sexe.
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2.5.2. Stabilite´ de l’effet (« Steady ») (Tableau 6b)
• Effet global du facteur B (Sexe) : −0.60. Globalement, les filles re´ussissent mieux
que les garc¸ons.
• Effet conditionnel : −0.60. Conditionnellement, les filles re´ussissent mieux que les
garc¸ons.
Conclusion : l’effet conditionnel est e´gal a` l’effet global : stabilite´.
• Re´gression simple : y˜b = −0.60xb + 0.80.
• Re´gression multiple : y˜a+b = 0xa − 0.60xb + 0.80, avec R
2 = 0.360.
2.5.3. Emergence de l’effet (Tableau 6c)
• Effet global du facteurs B (Sexe) : 0. Globalement, les filles re´ussissent aussi bien
que les garc¸ons.
• Effet conditionnel : +0.30. Conditionnellement, les garc¸ons re´ussissent mieux que
les filles.
Conclusion : il n’y a pas d’effet global mais il y a un effet conditionnel : e´mergence.
• Re´gression simple : y˜b = 0xb + 0.50.
• Re´gression multiple : y˜a+b = −0.50xa + 0.30xb + 0.60, avec R
2 = 0.160.
2.6. Pre´diction et sche´ma explicatif
A` ce point, quelques premie`res re´flexions.
2.6.1. Pre´diction
L’essence de la re´gression est la pre´diction : a` partir de ce qu’on connaˆıt (les variables
pre´dictrices), on cherche a` se prononcer sur ce qu’on voudrait connaˆıtre (la variable a`
pre´dire y). On peut chercher a` pre´dire la re´ussite d’un e´le`ve d’abord a` partir du sexe,
puis en ajoutant le lyce´e, puis le milieu socio-e´conomique de la famille, etc. Dans
la seule perspective de la pre´diction, d’une part la liste des variables pre´dictrices
du mode`le–cadre n’est pas limitative, et les liaisons e´ventuelles entre ces variables
(quasi-coline´arite´s, etc.) sont peu geˆnantes ; d’autre part, ce qui importe c’est la
variable pre´dite y˜ « en extension », c’est-a`-dire de´finie par l’ensemble des valeurs
pre´dites, avec bien suˆr la valeur du coefficient multiple R (ou de son carre´ R2), qui
en tant qu’indice de qualite´ de l’ajustement, se doit d’eˆtre aussi e´leve´ que possible14.
Toujours dans cette seule perspective, l’ide´e de regarder un effet conditionnel comme
un « effet vrai, toutes choses e´gales par ailleurs », ne trouve gue`re sa place.
14Cf. Riandey [1991] : « Quel institut affirmerait l’absence de demande latente pour le type
d’estimation suivant : proportion d’intentions de vote pour le candidat X, de la part des femmes
de 18 a` 25 ans, actives, titulaires du bac, re´sidant dans les agglome´rations d’au moins 200000
habitants ? »
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2.6.2. Sche´ma explicatif
La re´gression met en jeu un sche´ma explicatif de`s lors qu’on donne a` la variable
a` pre´dire le statut de « variable a` expliquer », et aux variables pre´dictrices celui
de « variables explicatives »15. Dans cette perspective, on cherchera a` expliquer la
re´ussite des e´le`ves a` partir de plusieurs variables explicatives, disons le Sexe (variable
d’inte´reˆt) et de diverses variables d’environnement : Lyce´es, etc. Intuitivement, on
cherche les « poids relatifs » qui reviennent aux diverses variables dans le sche´ma
explicatif, et le coefficient de re´gression d’une variable explicative est interpre´te´ selon
la phrase´ologie de l’« effet vrai, toutes choses e´gales par ailleurs » – c’est–a`–dire de
fait, conditionnellement aux autres variables retenues dans le mode`le–cadre
(cf. p. 17). Les deux cas de pre´dilection pour cette phrase´ologie sont la situation
Disparition et la situation Stabilite´.
Dans la situation Disparition, on dira : « Il n’y a pas d’effet vrai du facteur
Sexe » ; l’effet global « les filles re´ussissent mieux que les garc¸ons » n’est qu’« appa-
rent », car il est « explique´ » par les facteurs d’environnement (Lyce´e, etc.)16.
Dans la situation Stabilite´, la meilleure re´ussite des filles sera re´pute´e « effet
vrai » : l’effet subsiste quand on tient compte de l’environnement (Lyce´e, etc.).
La situation Emergence semble beaucoup moins pre´sente dans les discussions
me´thodologiques. Dans la logique pre´ce´dente on devrait conclure encore a` un « effet
vrai », mais ne correspondant pas a` un « effet apparent ».
Enfin, la situation Renversement – ou` l’effet vrai s’oppose a` l’effet apparent –
attire ge´ne´ralement l’attention par son caracte`re paradoxal (cf. par exemple [Vallet,
Caille, 1995]).
Dans la perspective explicative, outre le R2, la spe´cification des variables rete-
nues dans le mode`le–cadre, avec leurs liaisons e´ventuelles (quasi–coline´arite´s, etc.),
et la de´finition « en compre´hension » de la variable pre´dite (c’est–a`–dire son expres-
sion en fonction des variables pre´dictrices) deviennent cruciales. Le cas d’e´mergence
dans lequel « il y a un effet vrai sans avoir d’effet apparent »17 pose de fac¸on aigu¨e
15Il est clair que la proce´dure statistique de re´gression est en soi neutre vis–a`–vis de la notion
de sche´ma explicatif. On peut re´gresser la longueur d’une barre de me´tal sur la tempe´rature –
renvoyant au sche´ma explicatif de la dilatation – mais aussi bien re´gresser la tempe´rature sur la
longueur de la barre (simple perspective pre´dictive). Parler de « variable a` expliquer, variables
explicatives » revient a` dissyme´triser la proble´matique, donc a` poser, ne serait ce que de facto, un
sche´ma explicatif.
16Exemple psychome´trique. Dans une e´cole maternelle (avec des enfants d’aˆges diffe´rents), une
taˆche est mieux re´ussie par les enfants les plus grands ; l’effet de la taille disparaˆıt quand on
tient compte de l’aˆge ; on dira que « le facteur aˆge explique l’effet (apparent) de la taille sur la
performance ». Exemple sociologique (cf. la controverse autour du mythe de la « bell curve » :
[Fischer & al., 1998]) ; on trouve un « main effect » de la variable « ethnic differences » sur le
QI ; et lorsqu’on re´gresse le QI sur les deux variables « ethnic differences » et « environment »,
le coefficient de re´gression de « ethnic differences » vient apre`s « environment » ; c’est donc que
le facteur « environment » explique (au moins en partie) les variations dues au facteur « ethnic
differences ».
17En psychome´trie, une variable e´mergente est appele´e « variable supprimante de Horst ». Selon
Faverge [1966, tome 2, p. 204] : « Le second test permet d’e´liminer du premier une partie qui n’est
pas valide » (pour la pre´diction de la variable y). Pour un exemple de quasi–e´mergence, cf. infra
l’exemple des biscuits.
re´gression et analyse ge´ome´trique des donne´es 21
le proble`me du choix des variables explicatives. Pour qu’on puisse trouver un effet
e´mergent, il faut e´videmment que la variable correspondante fasse partie du mode`le–
cadre de la re´gression ; si le choix des variables a e´te´ guide´ par l’existence d’effets
globaux importants, on risque de laisser de coˆte´ une telle variable. Dans les applica-
tions, pour pouvoir qualifier un effet conditionnel d’« effet vrai, toutes choses e´gales
par ailleurs », il faut se sentir bien assure´ que le sche´ma explicatif dans lequel a e´te´
inscrite la proce´dure de re´gression contient bien toutes les variables pertinentes ! Ces
difficulte´s sont bien connues des spe´cialistes18.
L’usage de la re´gression en sciences sociales, meˆme s’il remonte a` une loin-
taine e´poque, est aujourd’hui devenu massif et calque´ sur son usage en e´conome´trie
(« mode`le e´conome´trique » en vient a` de´signer tout mode`le de re´gression meˆme
sans lien avec l’e´conomie). Dans la haˆte de trouver les « effets vrais », on en vient
a` oublier les effets globaux, qui pourtant donnent une information, sans doute im-
parfaite, mais plus suˆre que les effets conditionnels, qui de´pendent de fac¸on cruciale
du mode`le-cadre19.
Les re´flexions pre´ce´dentes invitent a` une de´marche plus prudente ; elles sugge`rent
de toujours calculer les effets globaux et de les comparer aux effets conditionnels,
c’est-a`-dire d’examiner les effets de structure. Nous allons voir maintenant comment
ces comparaisons peuvent eˆtre rendues tout a` fait intuitives, graˆce a` la repre´sentation
ge´ome´trique des effets (§3.).
2.7. Annexe. Rappel des formules de base de la re´gression line´aire
2.7.1. Variables re´duites
Soient z, za et zb des variables re´duites ; ra et rb les coefficients de corre´lation de z
avec za et zb respectivement, et r le coefficient de corre´lation entre za et zb. On a :
• Re´gression simple de z sur zb : z˜ = rbzb.
• Re´gression multiple de z sur za et zb : z˜
a+b = βaza+βbzb, avec βa = (ra−rrb)/(1−r
2)
et βb = (rb − rra)/(1− r
2) . Qualite´ de l’ajustement R2 = βara + βbrb.
2.7.2. Cas ge´ne´ral
E´tant donne´es les variables y, xa et xb d’e´carts-types respectifs σ, σa et σb :
• Re´gression simple y˜ = uxb + u0 avec u = (σ/σb)rb et u0 = y − uxb.
• Re´gression multiple : y˜a+b = uaxa + ubxb + u0, avec ua = (σ/σa)βa, ub = (σ/σb)βb
et u0 = y − uaxa − ubxb.
Le rapport Effet conditionnel / Effet global est u/ub = βb/rb
20.
18Nous parlerions de « pie`ges de la re´gression ». . . si la notion de « pie`ge statistique » faisait
partie de notre bagage intellectuel ! Relisons plutoˆt les pages magistrales de Malinvaud [1981,
p. 236-237] sur les erreurs de spe´cification et les quasi–coline´arite´s ; on songe a` la pense´e de Pascal :
« L’omission d’un principe me`ne a` l’erreur ! »
19Par exemple, dans Fitoussi & al. (op. cit., p. 48), on lit que le coefficient de ∆ec (variation
du degre´ de coordination entre employeurs) passe de 2.22 dans l’e´quation de base a` −2.40 dans
l’e´quation augmente´e de la variation du choˆmage (variable estime´e par une autre e´quation).
20Dans l’exemple du renversement on a r = +0.6 ; ra = −0.48, rb = −0.16 ; σ = σa = σb = 0.5.
22 h. rouanet, f. lebaron, v. le hay, w. ackermann, b. le roux
3. REPRE´SENTATIONS GE´OME´TRIQUES
Dans cette partie, nous illustrons, sur les exemples pre´ce´dents, puis sur l’exemple
« Ouvrier », des repre´sentations ge´ome´triques de la re´gression, pour deux variables
pre´dictrices nume´riques, en liaison avec l’Analyse en Composantes Principales (acp) ;
puis nous proposons une me´thode ge´ne´rale.
3.1. Repre´sentation ge´ome´trique pour deux variables pre´dictrices
Cette repre´sentation est classique : voir par exemple Kendall et Stuart [1973, Vol. 3,
p. 340] ; sa justification est que dans la formalisation line´aire l’espace des variables
centre´es admet la covariance pour produit scalaire et l’e´cart-type pour norme [Roua-
net, Le Roux, 1993, p. 59]. Deux variantes sont utilise´es : celle des variables centre´es,
et celle des variables re´duites ; ci–apre`s nous de´taillons cette dernie`re21.
Trac¸ons un cercle de centre O et de rayon unite´ (cercle des corre´lations), et
repre´sentons d’abord les deux variables re´duites za et zb associe´es aux variables
pre´dictrices xa et xb par deux rayons du cercle, et d’angle θ tel que cos
2 θ = Φ2 =
0.36, soit donc Φ = 0.6, d’ou` θ = 53◦16 (Figure 1). D’ou` l’axe A « Lyce´e » avec les
deux points A (Rome´o) et A′ (Juliette), et l’axe B « Sexe » avec les deux points B
(Garc¸on) et B′ (Fille). L’axe A⊥ perpendiculaire a` B est la « ligne de de´marcation »


















Figure 1. Cercle des corre´lations et variables de base za et zb (θ = 53
◦16).
La variable re´duite z associe´e a` la variable a` pre´dire (Re´ussite) correspond a`
un vecteur dont l’extre´mite´ est sur la sphe`re de rayon unite´, et qui se projette
orthogonalement dans le plan selon le point M a` l’inte´rieur du cercle de rayon unite´.
D’ou` la construction illustre´e pour le cas « Renversement » par la Figure 2, p. 23.
21Dans l’exemple fictif des Lyce´es, les deux repre´sentations sont indistinguables du fait que les
variables ont toutes meˆme moyenne (1/2) et meˆme e´cart–type (1/2).
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On construit sur l’axe A le point Ma de coordonne´e −0.48 (effet global du facteur
A), et sur l’axe B le point Mb de coordonne´e −0.16 (effet global du facteur B). Le
point M repre´sentant la variable Re´ussite est l’intersection de la perpendiculaire a`
A mene´e par Ma et de la perpendiculaire a` B mene´e par Mb ; les deux effets globaux
(−0.48, −0.16) sont les deux coordonne´es droites du point M. Par ailleurs, projetons
le point M d’une part sur l’axe A paralle`lement a` l’axe B, d’ou` le point M′a ; d’autre
part sur l’axe B paralle`lement a` A, d’ou` le point M′b ; on obtient les deux effets

















Figure 2. Situation Renversement. Effet global B = −0.16 (point Mb), effet conditionnel B/A =
+0.20 (point M′b), de signes oppose´s (avec effet global A (point Ma) et effet A/B (point M
′
a)).
Autrement dit : l’effet global du facteur B s’obtient en projetant le point M sur
l’axe B orthogonalement – d’ou` −0.16, du coˆte´ de B′ (filles) – et l’effet conditionnel,
en projetant le point M sur l’axe B paralle`lement a` l’axe A – d’ou` +0.20, du coˆte´ de









OMb = (+0.20)/(−0.16) = −1.25.
Le coefficient R2 = .256 est e´gal au produit des coordonne´es obliques par les
coordonne´es droites22 ; sa racine carre´e R = .506 (coefficient de corre´lation multiple)
est le rapport de la longueur OM au rayon du cercle (comme on peut le ve´rifier
graphiquement). Plus le point M est e´loigne´ du point-origine O, meilleure est la
qualite´ de l’ajustement par la re´gression multiple.
Proprie´te´ d’orthogonalite´ (cf. Figure 3 p. 24). Construisons l’axe B⊥ orthogonal a`
A, d’ou` les points B⊥ et M⊥ projections orthogonales respectives des points B et M










22Le cercle de rayon unite´ est le lieu des points dont la somme des produits des coordonne´es
obliques et droites est infe´rieur ou e´gal a` 1.

















Figure 3. Situation Renversement : proprie´te´ d’orthogonalite´.
3.2. La « rose des vents » des effets
En proce´dant de meˆme pour les autres situations remarquables, on obtient leurs
repre´sentations ge´ome´triques, soit en termes du facteur B : Disparition de l’effet
(Figure 4), Stabilite´ (Figure 5), E´mergence (Figure 6, p. 25).





OMb = effet conditionnel/effet global est le meˆme pour tous les
points M d’un rayon du cercle, seule varie la qualite´ de l’ajustement. En parcourant
(dans le sens des aiguilles d’une montre) le cercle a` partir du cas–limite d’e´mergence
(point E sur la droite A⊥) (Figure 7, p. 26), on obtient trois zones successives23.
On a d’abord une zone d’accentuation (rapport des effets supe´rieur a` 1) ; puis en
passant par le cas interme´diaire de stabilite´ (rapport e´gal a` 1 pour le point B′),
on a une zone d’atte´nuation (rapport infe´rieur a` 1 ; effets de meˆme signe) ; puis,
traversant le cas–limite de disparition (rapport nul pour le point A), on a une zone
de renversement (rapport ne´gatif). Et syme´triquement de l’autre coˆte´ de la ligne
A⊥. D’ou` la « rose des vents » des effets pour le facteur B.
En proce´dant de meˆme pour le facteur A, on obtient la « double rose des vents »
pour les deux effets A et B avec les divers cas (Figure 8, p. 26) : double accentuation ;
double atte´nuation ; accentuation pour un facteur et renversement pour l’autre (zone
paradoxale en gris).
3.2.1. Effet de structure et corre´lation des variables de base
L’e´tude a e´te´ mene´e jusqu’ici pour la meˆme valeur de Φ, a` savoir 0.6. Or l’effet de
structure est d’autant plus marque´ que la liaison entre les facteurs A et B est forte.
Les Figures 9 et 10 (p. 27) illustrent deux cas proches des cas extreˆmes.
23On retrouvera ces zones en e´tudiant pour r (ou Φ) fixe´ (ici 0.6) la variation de la fonction
βb/rb = (1− rra/rb)/(1− r
2) selon les valeurs du rapport ra/rb .
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Figure 4. Situation Disparition. Effet B = −0.36 (point Mb) ; effet B/A = 0 (point M
′
b = O)












Figure 5. Situation Stabilite´. Effet B = −0.6 = effet B/A (point M).



















– Quasi-orthogonalite´ (le « bon cas ») ; Φ est proche de 0, θ proche d’un angle
droit : d’une part les deux zones de double accentuation et de double atte´nuation
sont pre´dominantes, et la zone paradoxale re´duite ; d’autre part l’accentuation et
l’atte´nuation sont faibles.
– Quasi-coline´arite´ (le « mauvais cas ») ; Φ est proche de 1, θ proche de 0 : la
zone de double accentuation et la zone de double atte´nuation sont re´duites ; les zones
paradoxales sont pre´dominantes.
26 h. rouanet, f. lebaron, v. le hay, w. ackermann, b. le roux
















Figure 7. Rose des vents pour l’effet du facteur B



















A et B ACC.




Figure 8. Rose des vents pour les effets de A et B
3.3. Re´gression et Analyse en Composantes Principales (ACP)
3.3.1. Analyse en Composantes principales
Sur les donne´es « Lyce´es », on peut proce´der a` une acp standard des deux variables
pre´dictrices (indicatrices de Rome´o et de Garc¸on) prises comme variables actives. Le
premier axe (λ1 = 1.6) oppose ab (« garc¸ons dans lyce´e de garc¸ons ») a` a
′b′ (« filles
dans lyce´e de filles ») ; le deuxie`me axe (λ2 = 0.4) oppose a
′b (« garc¸ons dans lyce´e
de filles ») a` ab′ (« filles dans lyce´e de garc¸ons »). Cette interpre´tation apparaˆıt
a` l’e´vidence sur le nuage des individus : cf. Figure 11, p. 28, a` comparer avec la
Figure 2, p. 23, (avec les variables principales en pointille´s gris). La premie`re variable
principale est en somme une variable de « concordance » Sexe-Lyce´e, la deuxie`me
une variable de « discordance » Sexe-Lyce´e.
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3.3.2. Variables supple´mentaires et re´gressions sur les variables principales
Si l’on met en variable supple´mentaire la variable de´pendante y (Re´ussite), les deux
coordonne´es principales de y sont (en acp standard) les coefficients de corre´lation
de y avec chacune des variables principales.
Pour la situation de Renversement (cf. Figure 2, p. 23), les coordonne´es princi-
pales du point M (variable y re´duite) sont (+0.358;−0.358). La qualite´ de repre´sen-
tation de la variable y est R2 = .256, carre´ de la corre´lation multiple R = .506
(longueur du segment OM comme dit plus haut). Les coordonne´es principales du
point M sont aussi les coefficients de re´gression de la variable de´pendante re´duite y
sur les variables principales re´duites24. En termes d’effets, on peut donc interpre´ter
24Le premier axe est donc un axe global de re´ussite opposant les filles (qui re´ussissent mieux










Figure 11. Situation Renversement. Nuage des individus : point moyen global de Succe`s (+) ; point
moyen de Succe`s chez les garc¸ons (b+) ; point moyen de Succe`s chez les filles (b′+).
les effets de chacune des variables principales sur la variable y comme suit : –
effet de la premie`re variable principale (concordance) : meilleures re´ussites des
« filles dans lyce´e de filles » que des « garc¸ons dans lyce´e de garc¸ons » ; – effet de la
deuxie`me variable principale (discordance) : meilleures re´ussites des « garc¸ons dans
lyce´e de filles » que des « filles dans lyce´e de garc¸ons ».
Ces e´nonce´s constituent la traduction du phe´nome`ne de renversement en termes
d’analyse ge´ome´trique. Remarquons que puisque les variables principales sont non-
corre´le´es (et partant non soumises a` l’effet de structure), l’« effet »(tout court) d’une
variable principale sur la variable de´pendante est aussi bien l’effet global que l’effet
conditionnellement aux autres variables principales (« effet vrai » ?)
3.3.3. Re´gressions sur les variables initiales









OM′b), comme dit plus haut (cf. Figure 2,
p. 23) ; d’ou` la comparaison des effets global et conditionnel (rapports de vecteurs),
conduisant aux conclusions d’accentuation pour A, de renversement pour B.
3.4. Exemple « Ouvrier »
3.4.1. Les donne´es
Comme premie`re application a` des donne´es re´elles (tre`s simplifie´es), nous prendrons
l’exemple «Ouvrier », emprunte´ a` la recherche classique de Michelat & Simon (1971).
Nous prendrons comme variables pre´dictrices dichotomise´es la Profession A (a Ou-
vrierO, a′ Non–Ouvrier NO) et l’Origine B (b Pe`re Ouvrier PO, b′ Pe`re Non–Ouvrier
PNO), et comme variable a` pre´dire C dichotomise´e le sentiment d’Appartenance a`
la classe ouvrie`re (c Oui, c′ Non) ; les effectifs de base (reconstitue´s d’apre`s Gre´my,
1979) sont donne´s par le Tableau 7.
que les garc¸ons, avec un taux de re´ussite de 58%) et le lyce´e Juliette (qui est meilleur que le lyce´e
Rome´o, avec un taux de re´ussite de 74%) d’une part, aux garc¸ons et au lyce´e Rome´o d’autre part.
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Appartenance
Oui Non
O PO a b 84 74 158
PNO a b′ 51 58 109
NO PO a′ b 33 84 117
PNO a′ b′ 45 281 326
213 497 710
Tableau 7. Exemple « Ouvrier » : donne´es de base.
3.4.2. Effets globaux et conditionnels
Comme dans l’exemple des Lyce´es, a` partir des donne´es de base on de´rive (voir Ta-
bleau 8) : d’une part les effectifs du croisement (non orthogonal) Profession×Origine,
avec le coefficient Φ = .3258 ; d’autre part, les fre´quences des Oui conditionnelle-
ment aux quatre cate´gories de´finies par le croisement A×B (Exemple, pour ab :
84/158 = .5316), ainsi que les fre´quences selon les cate´gories A et B (Exemple,




= .5056) ; enfin la fre´quence ge´ne´rale (moyenne ponde´re´e des
fre´quences) fc = 213/710 = 0.30. On en de´duit les effets globaux et conditionnels




Profession A O a 158 109 267

















Tableau 8. Effectifs du croisement Profession×Origine ; fre´quences de a et b, fre´quences du Senti-
ment d’appartenance et coefficients de corre´lations de Appartenance avec Profession et Origine.
• Effets lie´s a` la Profession
Effet global de la profession : A = .5056− .1761 = +0.3295.
Effet de la profession pour l’origine PO : A/b = .5316− .2821 = +0.2495.
Effet de la profession pour PNO : A/b′ = .4679− .1380 = +0.3299.
Les effets A/b et A/b′ sont tous deux positifs, mais diffe´rents25. On de´finira l’effet
de la Profession conditionnellement a` l’Origine comme la moyenne des deux effets,
ponde´re´e selon la ponde´ration harmonique26. On obtient ainsi A/B = +0.2936. D’ou`
le rapport des effets Conditionnel/Global : A/B
A
= +.2936/.3295 = +0.89.
Conclusion : faible atte´nuation.
• Effets lie´s a` l’Origine
Effet global de l’origine : B = .4255− .2207 = +0.2048.
Effet de l’origine pour O : Effet B/a = .5316− .4679 = +0.0637.
Effet de l’origine pour NO : Effet B/a′ = .2821− .1380 = +0.1441.
25La diffe´rence des deux effets de´finit l’effet d’interaction entre A et B : .2495− .3299 = −.0804.










= 81.69. Avec les poids e´le´mentaires 158 + 117 = 275 et 109 + 326 = 435, on trouverait
0.2988 au lieu de 0.2936. De meˆme pour le calcul de B/A.
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La moyenne ponde´re´e selon la ponde´ration harmonique de´finit l’effet de l’Ori-
gine conditionnellement a` la Profession B/A = +0.1097. D’ou` le rapport Condition-
nel/Global : B/A
B
= .1097/.2048 = +0.54.
Conclusion : forte atte´nuation.
3.4.3. Re´gressions
Ici encore, on retrouve les effets globaux et conditionnels en proce´dant aux re´gressions
sur les variables indicatrices.
Re´gressions simples y˜a = 0.3295 δa + 0.1761 ; y˜b = 0.2048 δb + 0.2207.
Re´gression multiple y˜a+b = 0.2936 δa + 0.1097 δb + 0.138
Coefficient R2 = .1335 (voir §2.7., p.21) ; d’ou` R = .365.
3.4.4. Repre´sentations ge´ome´triques
La repre´sentation des variables initiales (indicatrices) et celle des variables re´duites
sont ici distinctes ; nous de´taillerons la premie`re, afin de souligner les invariants
affins. Dans l’une et l’autre repre´sentations, on construit les axes A (Profession) et
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Figure 12. Exemple « Ouvrier », mode`le syme´trique. Re´gression simple sur A : Ma (+0.3295) ;





des Effets Conditionnel/Global : A/BA = 0.89,
B/A
B = 0.54.
Pour repre´senter les variables indicatrices, on construit les points A (O) et A′




= .4844), et les points









OB), le point M (Appartenance) a pour coordonne´es orthogonales
les coefficients de re´gression simples (0.3295, 0.2048), d’ou` les points Ma et Mb, et
pour coordonne´es obliques les coefficients de re´gression partiels (0.2936, 0.1097), d’ou`
les points M′a, M
′
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Pour repre´senter les Variables re´duites, on construirait le point ayant pour co-
ordonne´es orthogonales les coefficients de corre´lation ra = 0.3483 et rb = 0.2177, et
pour coordonne´es obliques les coefficients de re´gression partiels re´duits (les « beta–
weights ») 0.3103 (= 0.2936
√
.3761(1−.3761)
0.3(1−0.3) ) et 0.1166 (= 0.1097
√
.3873(1−.3873)
0.3(1−0.3) ) ; les





3.4.5. Mode`le syme´trique et mode`le hie´rarchique
D’un simple point de vue pre´dictif, rien n’empeˆche de re´sumer les analyses de
re´gression effectue´es par les deux effets conditionnels (avec la « double atte´nuation
des effets »), l’effet conditionnel de la Profession e´tant en gros le triple de l’effet
de l’Origine. Mais ce re´sume´, base´ sur un mode`le syme´trique faisant jouer des roˆles
syme´triques aux deux variables Profession et Origine, ne renvoie a` aucun sche´ma
explicatif ; il serait peu sense´ de dire que l’« effet vrai » de la profession est 0.29 et
celui de l’origine 0.11 « toutes choses e´gales par ailleurs ».
Un autre re´sume´ des analyses, plus proche d’un sche´ma explicatif, est celui du
mode`le hie´rarchique,qui consiste a` prendre les deux effets suivants :
• Effet global de la Profession : 0.3295 (comme pre´ce´demment).
• Effet re´siduel de l’Origine par rapport a` la Profession : cet effet est e´gal a`
l’effet conditionnel B/A = 0.1097 du mode`le syme´trique ; mais conceptuellement,
c’est l’effet de la variable re´siduelle de la re´gression de l’Origine sur la Profession.
En effet, si l’on re´gresse δb sur δa, et qu’on conside`re la variable re´siduelle δ
⊥
b , la
variable y˜a+b peut s’exprimer comme la re´gresse´e sur δa + δ
⊥
b :
y˜a+b = 0.3295 δa + 0.1097 δ
⊥
b + 0.138
(cf. proprie´te´ d’orthogonalite´ : le coefficient de δa est le coefficient de re´gression
simple, celui de δ⊥b est le coefficient de re´gression partiel). Le mode`le hie´rarchique
peut e´galement eˆtre repre´sente´ ge´ome´triquement, en construisant le vecteur corres-
pondant a` la variable re´siduelle δ⊥b ; la projection M
′
b sur B paralle`lement a` A est
remplace´e par la projection orthogonale sur B⊥ toujours paralle`lement a` A (cf. Fi-















3.5. Me´thode ge´ne´rale propose´e
3.5.1. Re´gression comple`te et ACP
Soit, dans un mode`le–cadre de re´gression, un ensemble de variables nume´riques
(en nombre quelconque) susceptibles de servir de variables inde´pendantes, sur les-
quelles on proce`de a` une acp, par exemple une acp standard27. Mettre une variable
27L’ACP standard (ou des corre´lations) va avec la repre´sentation des variables re´duites, l’ACP
simple (ou des covariances), avec celle des variables quelconques.




























Figure 13. Exemple « Ouvrier », mode`le hie´rarchique. Re´gression simple sur A : Ma ; re´gression
re´siduelle par rapport a` A : M⊥b .
de´pendante y en variable supple´mentaire, c’est proce´der a` la re´gression comple`te de
y sur l’espace des variables inde´pendantes (variables actives de l’acp). La qualite´
de repre´sentation de la variable y sur les variables actives n’est autre que le carre´
du coefficient de corre´lation multiple (R2) de la re´gression de y sur toutes les va-
riables inde´pendantes. En conside´rant un sous-espace principal (par exemple un plan
principal), on obtiendra une repre´sentation principale de cette re´gression comple`te.
En outre, chaque coordonne´e principale de y peut s’interpre´ter comme l’effet de la
variable principale correspondante sur la variable de´pendante y : effet global mais
aussi bien effet conditionnellement aux autres variables principales28.
3.5.2. Re´gressions sur les variables initiales
Re´gressions simples. On peut repre´senter la re´gression d’une variable de´pendante
sur une des variables inde´pendantes initiales, dans un plan principal approprie´ ; tout
en notant que, du fait que la projection principale ne conserve pas l’orthogonalite´
(dans le cas de plus de deux variables inde´pendantes), la re´gression simple ne se lira
pas, en ge´ne´ral, comme une projection orthogonale.
Re´gression multiple. La repre´sentation ge´ome´trique se ge´ne´ralise a` toute re´gression
d’une variable de´pendante sur une partie des variables inde´pendantes. En construi-
sant les variables re´gresse´es dans un plan principal approprie´, on pourra comparer
28Dans le rude langage e´voque´ plus haut, on pourrait donc dire que l’effet d’une variable prin-
cipale est un « effet vrai, toutes choses e´gales par ailleurs ». Cette remarque ne devrait-elle pas
interpeller ceux qui voient dans la re´gression le moyen d’atteindre les « effets vrais », et leur
sugge´rer d’e´tendre le privile`ge des « effets vrais » aux variables principales issues d’une analyse
ge´ome´trique ?
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effets conditionnels et effets globaux, c’est-a`-dire e´tudier ge´ome´triquement les effets
de structure. Toute projection conservant les rapports, chaque rapport effet condi-
tionnel /effet global s’interpre`te directement en projection.
3.5.3. Re´gression sur variables re´siduelles
Dans la re´gression multiple d’une variable de´pendante y sur un ensemble de variables
inde´pendantes, on peut distinguer une variable inde´pendante particulie`re x0 avec son
coefficient de re´gression partiel ux0 ; par ailleurs, on peut re´gresser la variable x0 sur
les autres variables inde´pendantes, d’ou` la variable re´siduelle x′′ de cette re´gression.
Si on re´gresse la variable de´pendante y sur cette variable re´siduelle, le coefficient
de re´gression (simple) de y sur x′′ est e´gal a` ux0 (cf. proprie´te´ d’orthogonalite´).
Les re´gressions sur les variables re´siduelles peuvent, elles aussi, eˆtre repre´sente´es
ge´ome´triquement dans les sous-espaces principaux.
4. DOSSIER BISCUITS
Dans cette partie, nous appliquons la me´thode propose´e aux donne´es d’une recherche
dans le domaine de la nutrition, portant sur la perception du caracte`re sucre´ d’ali-
ments29.
4.1. Les donne´es
Pour 39 biscuits du commerce, on dispose, pour chaque biscuit, de sa teneur (pour-
centage en poids) en Sucre, Gras, Eau, Amidon, Prote´ine et Fibres, ainsi que de
l’e´valuation du Sucre, par 102 sujets, sur une e´chelle de 1 (tre`s peu sucre´) a` 9
(tre`s sucre´). Les donne´es de base du Dossier Biscuits se pre´sentent ainsi sous la
forme d’un tableau 39× 7 (Tableau 9, p. 34) ; les 39 biscuits sont de´crits selon le
Sucre perc¸u (moyenne des e´valuations des sujets)30, et selon les 6 teneurs. Nous
prendrons le Sucre perc¸u comme variable de´pendante, et les 6 variables de teneur
comme variables inde´pendantes. Le Tableau 10 (p. 34) donne, pour les 7 variables,
les coefficients de corre´lation deux a` deux.
4.2. Analyse en composantes principales
Nous avons proce´de´ a` une acp standard (acp des corre´lations) en prenant les
six teneurs comme variables actives, avec la variable Sucre perc¸u re´duite (SucP)
en variable supple´mentaire (on dit aussi illustrative). Trois valeurs propres sont
supe´rieures a` 1 : λ1 = 2.488, λ2 = 1.397 et λ3 = 1.102. Les coordonne´es principales
sont donne´es dans le Tableau 11, p. 35.
29Abdallah, Chabert, Le Roux, Louis-Sylvestre [1998]. Nous renvoyons a` cet article pour une
discussion sur le sche´ma physiologique explicatif de la perception du sucre, et le roˆle de la teneur
en gras et en eau dans cette perception.
30Sans chercher ici a` discuter du bien-fonde´ de la proce´dure de moyennage entre sujets, disons
simplement que tous les sujets ont utilise´ l’e´tendue de l’e´chelle propose´e de 1 a` 9.
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n◦ Sucre Suc Gra Eau Ami Pro Fib Valeurs pre´dites
perc¸u SP1 SP2 SP3
4 7.75 51.5 2.1 16.2 23.2 3.7 3.3 6.8 6.1 6.3
22 7.17 50.8 4.4 20.2 13.1 4.7 6.8 6.7 6.2 6.7
7 7.05 44.8 29.3 1.4 11.3 5.4 7.8 6.3 7.2 7.1
35 6.91 40.7 31.4 .5 13.9 7.5 6.0 5.9 7.0 6.9
25 6.85 30.9 20.0 14.2 18.3 4.2 12.4 5.1 5.3 5.8
1 6.84 56.5 2.6 15.0 18.6 4.5 2.8 7.2 6.6 6.8
34 6.81 49.6 8.1 13.7 13.7 4.5 10.4 6.6 6.3 6.5
17 6.70 46.0 27.8 4.0 10.0 6.7 5.5 6.4 7.2 7.3
15 6.62 41.7 16.3 5.6 21.0 5.4 10.0 6.0 6.1 6.0
39 6.54 39.0 34.0 1.5 19.0 4.5 2.0 5.8 7.0 7.0
8 6.52 43.0 13.2 14.5 17.5 4.1 7.7 6.1 6.0 6.4
3 6.51 41.3 17.0 16.6 15.8 3.6 5.7 6.0 6.1 6.6
18 6.46 47.1 12.9 10.8 19.7 3.7 5.8 6.4 6.4 6.5
12 6.46 54.0 7.0 9.4 23.1 4.0 2.5 7.0 6.7 6.6
32 6.44 27.2 19.3 2.0 41.9 4.7 4.9 4.8 4.9 4.7
33 6.43 37.5 26.4 2.3 20.9 6.7 6.2 5.7 6.3 6.3
26 6.22 56.0 1.1 8.2 21.2 5.8 7.7 7.2 6.5 6.3
5 6.05 58.4 4.0 3.5 24.5 7.5 2.1 7.3 6.9 6.5
2 5.99 40.0 20.0 .9 33.0 4.7 1.4 5.9 6.2 5.9
16 5.95 37.0 17.0 14.0 17.1 7.0 7.9 5.6 5.7 6.1
27 5.93 43.6 2.4 18.1 24.0 2.2 9.7 6.2 5.4 5.7
30 5.93 23.5 22.9 2.5 35.2 6.6 9.3 4.6 4.8 4.7
21 5.85 29.2 25.4 2.0 27.1 6.7 9.6 5.0 5.5 5.4
14 5.82 27.5 25.0 1.8 32.5 6.5 6.7 4.9 5.3 5.2
37 5.78 30.7 37.7 1.5 23.1 4.4 2.6 5.1 6.4 6.5
36 5.71 35.8 20.7 1.2 31.6 6.0 4.7 5.5 5.8 5.6
20 5.61 25.0 18.0 1.0 44.3 8.0 3.7 4.7 4.6 4.4
19 5.18 44.1 8.3 2.0 36.6 6.3 2.7 6.2 5.8 5.4
11 4.88 57.5 6.0 7.7 17.8 8.5 2.5 7.3 6.9 6.8
13 4.77 31.0 16.6 2.5 36.4 6.8 6.7 5.2 5.1 4.9
44 4.77 43.0 17.7 1.8 24.5 6.4 6.6 6.1 6.3 6.1
40 4.68 26.9 18.7 4.6 36.0 6.0 7.8 4.8 4.9 4.8
29 4.67 21.5 28.5 1.4 39.4 5.5 3.7 4.4 5.0 4.9
45 3.99 19.2 11.3 1.9 53.1 8.5 6.0 4.2 3.7 3.4
31 3.93 27.4 11.9 1.4 45.3 7.5 6.5 4.9 4.5 4.1
28 2.74 7.2 13.3 29.0 37.9 8.9 3.7 3.2 2.7 3.8
41 2.45 23.4 4.5 5.5 50.4 10.1 6.1 4.5 3.6 3.4
10 1.70 9.1 3.0 3.6 67.7 10.4 6.2 3.4 2.2 1.8
9 1.31 3.1 18.7 3.5 61.5 8.2 5.0 2.9 2.6 2.6
Moy 5.59 36.5 16.0 6.9 28.7 6.1 5.9 5.59 5.59 5.59
Tableau 9. Biscuits. Donne´es de base : Sucre perc¸u et 6 variables de composition (variables de base
en pourcentages) ; les biscuits sont ordonne´s selon les valeurs de´croissantes du sucre perc¸u. Valeurs
pre´dites du Sucre Perc¸u(SP) pour le Mode`le I (SP1), le Mode`le II (SP2) et le Mode`le III (SP3).
SucP Suc Gra Eau Ami Pro Fib
Sucre Perc¸u 1.000
Sucre .744 1.000
Gras .154 −.298 1.000
Eau .141 .186 −.495 1.000
Amidon −.843 −.789 −.151 −.324 1.000
Prote´ines −.731 −.528 −.058 −.311 .608 1.000
Fibres .116 −.110 .004 .165 −.150 −.108 1.000
Tableau 10. Biscuits. Corre´lations entre les 6 variables de composition et Sucre perc¸u.
La Figure 14 (p. 35) repre´sente les six variables actives et la variable supple´men-
taire, avec le cercle des corre´lations. La premie`re variable principale est corre´le´e avec
le Sucre ; le premier axe oppose des biscuits tre`s sucre´s (a` gauche) a` des biscuits peu
sucre´s (a` droite). Le deuxie`me axe oppose des biscuits peu gras a` forte teneur en
eau a` des biscuits tre`s gras.
Le carre´ de la corre´lation multiple (R2) entre la variable supple´mentaire SucP et
les 6 variables principales est e´gal a` .832 ; le carre´ de la corre´lation multiple entre
SucP et les deux premie`res variables principales vaut .823 (somme des carre´s des
corre´lations simples : (.807)2+(.414)2) ; la racine carre´e est .907 (longueur du vecteur
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y1 y2 y3
Sucre -.849 -.080 −.374
Gras .235 −.896 .216
Eau −.555 .630 .213
Amidon .880 .347 −.047
Prote´ines .779 .254 −.097
Fibres −.143 .076 .927
SucP −.807 −.414 .004
Tableau 11. Biscuits. Coefficients de re´gression des 6 variables re´duites sur les variables principales
re´duites (cf. repre´sentation principale dans le plan 1-2).

















Figure 14. Biscuits. Plan principal 1-2 : cercle des corre´lations de l’acp standard des 6 variables
de teneur, et Sucre Perc¸u en supple´mentaire (vecteur en gras).
Sucre perc¸u). Nous prendrons donc ce plan pour repre´senter ge´ome´triquement les
re´gressions et e´tudier les effets de structure.
4.3. Re´gressions
Plusieurs re´gressions ont e´te´ effectue´es sur les variables re´duites. Les coefficients de
re´gression se trouvent dans le Tableau 12 (p. 36).
4.3.1. Re´gression comple`te et acp
Le carre´ de la corre´lation multiple est R2 = .83231. La valeur .832 fournit une limite
supe´rieure pour la qualite´ des pre´dictions des diverses re´gressions ulte´rieures. Si
l’on prend les 6 variables inde´pendantes, on a inde´termination des 6 coefficients de
31On retrouve la valeur obtenue dans l’ACP puisque mettre une variable en supple´mentaire en
prenant toutes les variables principales e´quivaut a` une re´gression comple`te.
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re´gression, du fait que les 6 teneurs sont lie´es par une relation line´aire (coline´arite´)32.
Si l’on e´carte la variable Fibres, on n’a plus coline´arite´ (stricte), et on trouve les 5
coefficients reproduits dans le Tableau 12 (p. 36) c’est-a`-dire la pre´diction :
SP5 = −0.062 Sucre −0.150 Gras −0.295 Eau −0.763 Amidon −0.406 Prote´ines
A` partir des coefficients de re´gression des variables sur la premie`re variable princi-
pale, on retrouve la premie`re coordonne´e principale de SucP : (−0.062)×(−0.849)+
. . .+(−0.406)× (+0.779) = −0.807. (Et de meˆme pour la deuxie`me variable princi-
pale)33. Nous ne tenterons pas d’interpre´ter les coefficients de la re´gression comple`te
(cf. commentaire ulte´rieur sur la quasi–coline´arite´) ; notons simplement la valeur
infime du coefficient de la variable Sucre.
Sucre Gras Eau Amidon Prote´ines Fibres R2 coef.
Re´gression −0.062 −0.150 −0.295 −0.763 −0.406 //
Comple`te R2 = .832
Re´gressions +0.744 +0.154 +0.141 −0.843 −0.738 +0.116
[.553] [.024] [.020] [.711] [.543] [.013]
simples Suc1 Gra1 Eau1 Ami1 Pro1 Fib1
Re´gression +0.867 +0.412
double R2 = .708
Suc+Gra Suc2 Gra2
Re´gression +0.856 +0.530 +0.244
triple R2 = .753
Suc+Gra+Eau Suc3 Gra3 Eau3
Tableau 12. Biscuits. Coefficients des diverses re´gressions. Pour les re´gressions simples, on a in-
dique´ entre crochets les carre´s des coefficients de corre´lation. Exemple (0.744)2 = .553 (qualite´ de
repre´sentation pour le Mode`le I).
4.3.2. Re´gressions simples
La question est ici : « Dans quelle mesure peut-on pre´dire le Sucre perc¸u a` partir
de chacune des teneurs prises se´pare´ment ? » Les 6 coefficients de re´gression simples
sont reproduits dans le Tableau 12. On a ainsi : Suc1= 0.744 Sucre ; Gra1 = +0.154
Gras, etc. Les 6 vecteurs correspondants ont e´te´ trace´s sur la Figure 15 (p. 37).
Les re´gressions qui suivent visent a` valider des sche´mas explicatifs du physiolo-
giste, lie´s a` l’existence de re´cepteurs sensoriels pour le sucre, le gras et l’eau.
4.3.3. Re´gression simple sur la teneur en Sucre (Mode`le I)
Question : « Dans quelle mesure peut-on pre´dire le Sucre perc¸u a` partir de la seule
teneur en Sucre ? »
32La variable re´gresse´e sur les 6 variables inde´pendantes est parfaitement de´finie « en extension »,
c’est-a`-dire par l’ensemble des valeurs pre´dites, mais elle est inde´termine´e « en compre´hension »,
c’est-a`-dire qu’on ne peut pas de´terminer de manie`re unique les coefficients de re´gression, autrement
dit « les parts qui reviennent » a` chacune de ces variables inde´pendantes.
33En ajoutant vectoriellement ces composantes, on pourrait effectuer une construction
ge´ome´trique de la re´gression comple`te, comme pour les re´gressions multiples pre´sente´es ci-apre`s.
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Cette re´gression, qu’on notera Suc1, n’est autre que la re´gression simple de SucP
sur Sucre de´ja` effectue´e (Figure 15) ; on a donc : Suc1= 0.744 Sucre. La qualite´
de l’ajustement de cette re´gression est (0.744)2 = .553 ; valeur assez e´loigne´e de
R2 = .832. La simple teneur en Sucre est insuffisante pour pre´dire le Sucre perc¸u ;
ce qui motive les mode`les qui suivent.






















Figure 15. Plan principal 1-2. Re´gressions simples (en pointille´s) du Sucre perc¸u sur chacune des 6
variables de teneur (re´duites). Exemple : Suc1 = 0.744 Sucre, qualite´ de l’ajustement (.744)2 = .553.
4.3.4. Re´gression double sur les teneurs en Sucre et en Gras (Mode`le II)
Question : «Dans quelle mesure peut-on pre´dire le Sucre perc¸u a` partir de la teneur
en Sucre et de la teneur en Gras ? »
En notant cette re´gression double SP2, on trouve : SP2 = 0.867 Sucre + 0.412
Gras (=Suc2 + Gras2). D’ou` R2 = 0.867 × 0.744 + 0.412 × 0.154 = 0.708 (somme
des produits des coefficients de re´gression partiels par les corre´lations). On est encore
loin de .832. La repre´sentation ge´ome´trique des mode`les I et II est donne´e d’une part
dans le plan (Sucre, Gras) – avec conservation des angles droits par la re´gression
simple, Figure 16 (p. 38) –, d’autre part en projection principale sur le plan 1-2
(Figure 17, p. 38).
Dans l’un et l’autre cas, on observe les rapports des effets conditionnel/global
(0.867/0.744 pour Sucre, 0.412/0.154 pour Gras),qui sont des invariants affins (comme
dit plus haut).
4.3.5. Re´gression triple sur les teneurs en Sucre, Gras et Eau
Question : « Dans quelle mesure peut-on pre´dire le Sucre perc¸u a` partir des trois
teneurs en Sucre, en Gras et en Eau ? »
On trouve : SP3 = 0.856 Sucre + 0.530 Gras + 0.244 Eau (= Suc3 + Gra3 +
Eau3). D’ou` R2 = 0.753. Voir Figure 18 (p. 39).
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Suc2 = 0.867 Sucre
Gras2= 0.412 Gras
(cos θ = −0.298)
Figure 16. Plan (Sucre, Gras). Mode`le I (Suc1= 0.744 Sucre) et Mode`le II : Re´gression du Sucre
Perc¸u sur Sucre + Gras (SP2 = 0.867 Sucre + 0.412 Gras, R2=.708)

















Suc2 = 0.867 Sucre
Gras2= 0.412 Gras
Figure 17. Plan principal 1-2. Mode`le II : re´gression du Sucre Perc¸u sur Sucre + Gras (SP2 =
0.867 Sucre + 0.412 Gras ; R2=.708).
4.4. Effets de structure
4.4.1. Principaux re´sultats
La comparaison des coefficients de re´gression partiels avec les coefficients de re´gression
simple illustre les effets de structure. Pour le Sucre, les coefficients passent de 0.744
(mode`le I) a` 0.867 (mode`le II) puis 0.856 (mode`le III), donc accentuation sensible
puis a` peu pre`s stabilite´ (voir Tableau 12 p. 36). Pour la variable Gras, les coeffi-
cients sont : +0.154 (pre´diction de Sucre perc¸u a` partir de Gras seulement), +0.412
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Suc3 = 0.856 Sucre
Gras3= 0.530 Gras
Eau3 = 0.244 Eau
Figure 18. Plan principal 1-2. Mode`le III : Re´gression du Sucre Perc¸u sur Sucre+Gras+Eau
(SP3=0.856 Sucre + 0.530 Gras + 0.244 Eau ; R2 = .753).
(Mode`le II), +0.530 (Mode`le III). On a donc deux accentuations successives. Pour la
re´gression double, le rapport des effets conditionnel/global vaut 0.412/0.154 = 2.7 ;




Pour pre´dire le Sucre perc¸u a` partir de Sucre et Gras, on peut d’abord re´gresser la
variable Gras sur la variable Sucre.
G˜ras = −0.298 Sucre
D’ou` la de´composition orthogonale de la variable Gras :
Gras = −0.298 Sucre + Gras⊥
ou` Gras⊥ de´signe la variable re´siduelle de Gras par rapport a` Sucre. En substituant
cette expression de Gras dans la re´gression du mode`le II, on obtient la re´gression de
Sucre Perc¸u sur Sucre + Gras⊥ (Mode`le hie´rarchique IIbis).
SP2 = 0.867 Sucre + 0.412 (−0.298 Sucre + Gras⊥)
SP2 = 0.744 Sucre + 0.412Gras⊥
On retrouve le coefficient du Sucre du Mode`le I (0.744) et le coefficient partiel
de Gras du Mode`le II (0.412).Ge´ome´triquement (Figure 19 p. 40), on construit
le vecteur repre´sentant la variable re´siduelle Gras⊥ puis les composantes Suc1 =
0.744 Sucre et 0.412 Gras⊥. Le point SP2 est invariant, le vecteur correspondant est
exprime´ par rapport a` la base orthogonale (Sucre, Gras⊥).
34Rappelons que ces rapports sont des invariants affins, donc seraient les meˆmes si les re´gressions
e´taient effectue´es sur les variables initiales.
40 h. rouanet, f. lebaron, v. le hay, w. ackermann, b. le roux



















SP2 = 0.744 Sucre + 0.412 Gras ⊥
Suc1 = 0.744 Sucre
Gras⊥= Gras − (−0.298 Sucre)
Figure 19. Mode`le hie´rarchique IIbis. Re´gression du Sucre Perc¸u sur Sucre + Gras ⊥ : 0.744 Sucre
+ 0.412 Gras ⊥. Coefficient R2=.708.






















SP2 = 0.744 Sucre + 0.412 Gras ⊥
Suc1 = 0.744 Sucre
Gras ⊥= Gras+ 0.298 Sucre
Eau ⊥= Eau −0.180 Sucre + 0.483 Gras ⊥
SP3
Figure 20. Mode`le hie´rarchique IIIbis. Re´gression du Sucre Perc¸u sur Sucre + Gras ⊥ + Eau ⊥ :
0.744 Sucre + 0.412 Gras ⊥ + 0.244 Eau ⊥. Coefficient R2=.753.
4.5.2. Mode`le IIIbis
Re´gressons maintenant la variable Eau sur Sucre + Gras :
E˜au = +0.042 Sucre− 0.604Gras = +0.042 Sucre− 0.604 (−0.298 Sucre + Gras⊥)
E˜au = +0.180 Sucre− 0.483Gras⊥
D’ou` la de´composition orthogonale de la variable Eau en E˜au et Eau⊥ :
Eau = +0.180 Sucre− 0.483Gras⊥ + Eau⊥
D’ou` en substituant, dans le mode`le III :
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SP3=0.856 Sucre + 0.530Gras + 0.244Eau=0.744 Sucre + 0.412Gras⊥+ 0.244Eau⊥
On retrouve le coefficient du Sucre du Mode`le I, le coefficient partiel de Gras du
mode`le II et le coefficient partiel de l’eau du mode`le III. Voir Figure 20 (p. 40).
4.5.3. Commentaire sur la quasi–coline´arite´
Le choix des trois mode`les examine´s, a` partir du mode`le–cadre des six variables
de composition, a e´te´ guide´ par le sche´ma explicatif du spe´cialiste concernant la
perception du caracte`re sucre´, sche´ma centre´ d’abord sur la teneur en sucre, puis
sur le roˆle du gras, enfin sur celui de l’eau. Les re´sultats corroborent la principale
hypothe`se physiologique : « Le gras renforce la perception du sucre ».
Faute d’un tel guide, on aurait pu, a` partir des 6 variables de composition,
proce´der a` toutes sortes de re´gressions, depuis les re´gressions simples jusqu’a` la
re´gression comple`te de´ja` commente´e. On aurait alors trouve´ que dans la plupart
des re´gressions, c’est l’amidon qui joue un roˆle pre´dominant, et en conse´quence e´te´
tente´ de conclure que c’est l’amidon qui re´git la perception du sucre. En re´alite´
la variable Amidon n’a aucune valeur explicative et se trouve, dans l’ensemble des
biscuits e´tudie´s, en quasi–coline´arite´ avec le Sucre. Ce qui appelle des commentaires
analogues a` ceux (de´ja` e´voque´s) de Malinvaud dans le contexte e´conomique.



































Figure 21. Re´gression des 39 biscuits (individus), mode`les I et II ; les fle`ches vont du Mode`le I vers
le Mode`le II. Exemple : Pour le biscuit 10, le sucre perc¸u est surestime´ par les deux mode`les (point
10 a` droite de la premie`re bissectrice) ; la surestimation est tre`s forte pour le Mode`le I.
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4.5.4. Diagrammes individuels
Nous avons centre´ l’article sur les repre´sentations dans l’espace des variables, avec
une seule bre`ve allusion a` l’espace des individus (Figure 11, p. 28) ; mais une
repre´sentation ge´ome´trique ne saurait eˆtre comple`te sans l’examen des donne´es indi-
viduelles, appelant tout naturellement pour l’interpre´tation le langage des « groupes

















































































Figure 22. Repre´sentation des 39 biscuits dans le plan principal 1-2 ; l’e´cart entre le sucre perc¸u et
la valeur pre´dite par la re´gression (mode`le I : Figure du haut, mode`le II : Figure du bas) est figure´
par un trait plein lorsque l’e´cart est positif et par un trait pointille´ lorsque l’e´cart est ne´gatif (la
longueur de l’e´cart est e´gale a` la moitie´ de celle de la Figure 21).
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Le Roux, Perrineau, Rouanet [2000]. Cette remarque vaut tout autant pour la
re´gression que pour l’ACP. Les Figures 21 et 22 visent a` e´voquer l’inte´reˆt de telles
repre´sentations.
• Re´gression. Dans la Figure 21 (p. 41), on a repre´sente´ l’ensemble des 39 bis-
cuits (individus) avec les pre´dictions individuelles du Mode`le I et du Mode`le II. Le
graphique montre, pour chaque biscuit, l’ame´lioration apporte´e quand on passe du
Mode`le I au Mode`le II.
•ACP. Dans la Figure 22 (p. 42), on a repre´sente´ le nuage des 39 biscuits dans
le plan principal, en figurant pour chaque biscuit l’e´cart du Mode`le I et celui du
Mode`le II. On constate notamment que pour les biscuits gras (partie infe´rieure du
diagramme), le Mode`le I tend a` sous–estimer le Sucre perc¸u, alors que le Mode`le II,
globalement meilleur, tend a` le surestimer.
5. CONCLUSIONS
Esquissons quelques conclusions qui se de´gagent de cette e´tude.
1) Il est possible de conjuguer les proce´dures de re´gression avec les me´thodes d’Ana-
lyse Ge´ome´trique des Donne´es, en allant plus loin que la technique classique des
e´le´ments supple´mentaires, et en repre´sentant ge´ome´triquement les effets condition-
nels aussi bien que les effets globaux des variables de la re´gression. L’utilisation
conjointe de la re´gression line´aire et de l’acp est directe, du fait de l’identite´ de struc-
ture (espace line´aire de variables). Plus ge´ne´ralement, on peut inte´grer la re´gression
line´aire sur variables indicatrices, et meˆme la re´gression logistique, dans l’Analyse
des Correspondances Multiples (acm)35. Nous nous proposons de de´velopper ces
extensions dans un travail ulte´rieur.
2) Souvent sur un meˆme ensemble de variables, on proce`de a` diverses re´gressions (cf.
dossier Biscuits). En construisant un mode`le ge´ome´trique des donne´es a` partir d’un
ensemble de variables assez ample pour couvrir les divers mode`les de re´gressions, on
pourra e´tudier ge´ome´triquement en projection principale chacune des re´gressions,
ce qui permettra de s’assurer imme´diatement, pour commencer, qu’il y a bien,
pour chaque variable de´pendante, une « variance a` expliquer » (coefficient R2 assez
e´leve´)36, et pour chaque mode`le, d’examiner les effets de structure (effets condition-
nels/globaux).
3) Les individus – a` la diffe´rence des variables – sont porteurs de toute l’information.
Une analyse ge´ome´trique n’est comple`te que si elle comporte le nuage des individus,
de meˆme qu’une analyse de re´gression n’est comple`te que si elle comporte l’examen
des e´carts individuels des valeurs obbserves aux valeurs pre´dites par le mode`le. Dans
l’analyse du dossier Biscuits, nous avons effectue´ des repre´sentations qui inte`grent
les deux me´thodes au niveau individuel.
35Le cas de deux variables dichotomiques (comme dans l’« exemple des lyce´es ») peut clairement
se formuler aussi bien en termes d’acm ou d’acp.
36
« If you want to explain something, you must have something to explain ! » (aphorisme attribue´
a` J.W. Tukey).
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4) Lorsqu’on adopte une rhe´torique explicative en statistique (« variables explica-
tives », etc.), on voit mal pourquoi le privile`ge des « effets toutes choses e´gales par
ailleurs » accorde´ aux variables d’une re´gression ne serait pas e´tendu aux variables
principales d’une analyse ge´ome´trique. La re´gression n’a pas le monopole de l’« ex-
plication »37 !
5) Le rappel «Corre´lation n’est pas causalite´ » est une constante de la me´thodologie
statistique (voir par exemple [Boudon, 1967]). N’opposons pas des me´thodes statis-
tiques qui seraient (en quelque sorte par essence) « explicatives », a` d’autres qui
seraient voue´es (toujours par essence) a` eˆtre seulement « descriptives » ou « ex-
ploratoires ». Lorsque pour examiner un sche´ma explicatif (physique, biologique,
sociologique...), on utilise des me´thodes statistiques, le plus sage peut-eˆtre est de
laisser la rhe´torique explicative hors de la statistique, et de s’en tenir au principe :
« La statistique n’explique rien – mais elle fournit des e´le´ments potentiels d’expli-
cation » [Lebart & al., 1995, p. 209].
Remerciements : Ce texte reprend un expose´ fait en Mars 2002 au Se´minaire organise´
par Bruno Cautre`s et Jean Chiche dans le cadre du dea de sciences politiques dirige´ par
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