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Abstract
The increasing use of deep neural networks (DNNs) has motivated a parallel en-
deavor: the design of adversaries that profit from successful misclassifications.
However, not all adversarial examples are crafted for malicious purposes. For
example, real world systems often contain physical, temporal, and sampling vari-
ability across instrumentation. Adversarial examples in the wild may inadvertently
prove deleterious for accurate predictive modeling. Conversely, naturally occurring
covariance of image features may serve didactic purposes. Here, we studied the
stability of deep learning representations for neuroimaging classification across
didactic and adversarial conditions characteristic of MRI acquisition variability.
We show that representational similarity and performance vary according to the
frequency of adversarial examples in the input space.
1 Introduction
Deep neural networks (DNNs) have transformed computational analysis across a variety of domains
from robotic control devices (Abolghasemi 2019) to genomics (Zou et al. 2019) to neuroimaging
(Douglas et al. 2013). Despite their success, DNNs can be susceptible to adversarial examples,
or examples that are only slightly different from correctly classified examples and drawn from
the same distribution (Goodfellow et al. 2015). Interestingly, adversarial examples that produce
misclassifications in one network will often succeed at producing errors across a range of neural
network architectures (Szegedy et al. 2014).
In some cases adversarial examples are crafted with the intention of deceiving a classifier, potentially
posing threats to security and privacy. However, naturally occurring variation such as sunlight
damage or graffiti modification can fool traffic signs classifiers (Evtimov et al. 2017). In some cases,
adversarial examples are so similar to the original examples that they are imperceivable to the human
eye (e.g., Deng et al. 2009). This is often the case when a small amount of bounded noise is applied
over the entire input (Tomsett et al. 2018). This suggests that the human visual system may in some
way learn the noise more effectively, or be less vulnerable to adversarial perturbations.
Within the field of neuroimaging, however, the goal is often not only to predict accurately but also
to interpret which aspects of the image gave rise to a prediction (Kriegeskorte and Douglas 2019).
For example, visualization of hidden layer representations has provided insight into the functional
response patterns in the human visual processing stream (Khaligh-Razavi et al 2014), and saliency
maps may provide critical information for interpreting a diagnosis. However, many of these relevance
algorithms can be numerically unstable under certain circumstances, and their performance on clinical
neuroimaging data remains unclear. Appreciating how adversarial examples not only alter model
performance but also effect representations and interpretations is an area in need of further research.
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Stochastic rounding, teacher noise, and stochastic shakes introduce noise at varying stages of the
training process that can sometimes improve classifier performance (e.g., Gastaldi 2017). However,
noise - carefully crafted or otherwise - can also promote mislabeling. We therefore approached the
present study free from hypotheses.
1.1 Related work
Visualizing what a neural network has learned poses many challenges. Multiple techniques for
evaluating support features have recently been developed to provide insight into otherwise black
box classifiers. Salience maps may be computed by simply observing output sensitivity to localized
input perturbations (Zeiler and Fergus 2014). Here, we study relevance maps calculated using LIME
(Ribeiro et al. 2016), and layer-wise relevance propagation (LRP) (Bach et al. 2015), recently applied
to neural network decisions in MRI-based classification of Alzheimer’s disease (Böhle et al. 2019).
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Bounded noise is the most studied form of linear adversarial perturbation, and Rician noise is the55
most artefact found in the MR scanning environment. To create an adversarial example image, X, we56
corrupted the original image, X, with bounded Rician noise, that varied according to the fractional57
variance of the image intensity, , according to:58
59
X˜ = X +  ✏RX (1)
To create didactic examples, we added a small image in a non-brain region to instruct the classifier.60
In this case, we chose to use a small image of a panda, placed in the upper left or right corner of the61
axial image according to the class label.62
3 Representations, saliency maps, and performance63
We found that an 8 layer CCN model trained without dropout performed best on our original data,64
achieving levels comparable to the ADHD200 machine learning contest. This model was therefore65
used for the remainder of testing. Unsurprisingly, the CNN operating on fully didactic data classified66
with nearly perfect accuracy. However, a surprising result was that both the LIME and LRP methods67
assigned a significant amount of relevance to brain regions, and therefore did not appear to operate68
on the didactic signal alone (Figure 1).69
Figure 2: Performance of the 8 layer CNN over Rician noise. When noise was added to all images,
accuracy varied only slightly, with mean and variance shown for lambda ranging from 0 to 0.2.
Accuracy varied according a u-curve shape as the percentage of adversarial (rician) images varied,
shown for lambda = 0.2
The addition of Rician noise (up to = 0.2) to the entire set of data exemplars appeared to have little70
effect on the classifier performance. This prompted us to vary the percentage of images that were71
corrupted, as would be expected if data acquisition took place at different instrumentation sites72
(Figure 2).73
4 Conclusions74
The addition of bounded Rician noise did not appear to effect CNN classifier performance, perhaps75
because the algorithm learned the effects of noise. Developing a taxonomy of adversarial examples76
that are both crafted and naturally occurring may help determine optimal or improved methods for77
credit assignment across classifier architectures. The representational similarity, salience maps, and78
classifier performance varied with the frequency of adversarial examples according to a “u-curve”79
shape. Using didactic examples may prove useful in appreciating saliency maps in certain research80
domains.81
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Figure 1: (Top) Adversarial exemplars X˜ were created with the addition of noise found commonly
in the MR setting. (Middle) Didactic examples were created by placing an image (a panda) in a
location that varied according to the class label. The image was added to the top right non-brain
region for ADHD subjects and top left for TD. (Lower from left to right) Accuracy across different
CNN models using original data; acc racy when percentage of noise exemplars varies, shown for
Rician noise λ=0.15 ; Loss over training epochs when all exemplars were didactic.
2 Deep Learning with Adversarial and Didactic Examples
We used axial slices derived from T1-weighted structural MRI data. We randomly selected a subset of
subjects from the ADHD200 an UCLA TRECC data sets. In total, there were 1000 scans included.
Of these, 500 subjects were diagnosed with ADHD, while the re aining 500 subjects were typically
developing (TD) a olescents. From these images, we extracted am gdala and caudate slices based
on the Harvard Oxford probability atlas. Based on previous work, these subcortical structures are
expected to carry di gnostic information (Douglas et al. 2018; Hoogman et al. 2017). We found that
an 8 layer CNN model trained with stochastic gradient descent achieved levels comparable to the
ADHD200 machine learning contest. This model was therefore used for the remainder of the study.
Bounded noise is the most studied form of linear adversarial perturbation. To create an adversarial
image, X˜ , we corrupted the original image, X, with bounded noise , common in the MR setting, that
2
followed either a Rician R, Chi-squared X , or Gaussian distribution G, that varied according to the
fractional variance λ of the image intensity. To create didactic examples, we added a small image in
a non-brain region to instruct the classifier. In this case, we chose to use a small image of a panda,
placed in the upper left or right corner of the axial image according to the class label (Figure 1).
3 Relevance Structural Similarity Analysis
Structural similarity is a non-negative index that compares contrast (c), luminance (l), and structural
similarity (s) between images (Zhou et al. 2004). Here, we performed relevance structural similarity
analysis (RSSA) by extending this method to compare relevance heat maps (r) for images X and their
corrupted counter part X˜ as:
RSSA(X˜r, Xr) = [l(X˜r, Xr) · c(X˜r, Xr) · s(X˜r, Xr)] (1)
The addition of noise (up to λ = 0.2) to the entire set of data exemplars appeared to have little effect
on the classifier performance (Figure 1). This prompted us to vary the percentage of images that
were corrupted, as would be expected if data acquisition took place at different instrumentation sites.
Classifier performance across adversarial exemplar frequency, and group wise RSSA maps are shown
in Figure 2. In the didactic case, both LIME and LRP assigned a significant amount of relevance to
brain regions, suggesting that the prediction did not operate on the didactic signal alone.
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Figure 2: Relevance Structural Similarity Analysis (RSSA) results. (Top Left) RSS across Rician
noise levels. (Top Middle, Right) RSSA matrix across each noise type compared to original data.
(Bottom) RSSA maps for LIME and LRP for Rician noise and didactic examples.
4 Conclusions
Explainable deep learning is crucial for medical applications where results may inform treatment
and triage. Few studies have examined the extent to which data augmentation techniques alter
credit assignment. Classifier performance varied with the frequency of adversarial augmentation
according to a ‘w-curve’, and RSSA revealed LRP to be more stable than LIME. Positive and negative
controls are ubiquitiously appled in biology for benchmarking purposes. Similarly, a ground truth
for explainable deep learning is imperative. Harnessing didactic examples may prove useful for
validating deep learning explanations.
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