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ABSTRACT
Virtual reality headsets have been in a great demand in the
past years due to the immersive experience it can now pro-
vide to the users. An immersive experience of high quality,
however, requires a high bandwidth connection. The latest
generation of these headsets support wireless connectivity
and rely on a battery to power the headset. With advance-
ments in 5G technology, soon these headsets would be able to
connect to the network directly. To provide a similar immer-
sive and uninterrupted experience to the users, the headsets
would need to take into account the intermittent behavior
of the wireless channel.
In this paper we model the streaming of 3600 videos on
a VR headset using a wireless channel. We model both the
intermittent behavior of the wireless channel as well as the
prediction of the head position of the user. The MDP based
streaming algorithm we present, guarantees a high Quality
of Experience (QoE) for the headset users while ensuring
that the resource usage is minimised.
CCS CONCEPTS
•Human-centered computing→ User models; Virtual
reality.
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1 INTRODUCTION
VR headsets have gained tremendous popularity in the last
few years and this interest is expected to increase even fur-
ther in the near future. The potential applications of this
technology range from education [3], museum tours [15],
medical training industry [18] to gaming industry [4]. We
are primarily interested in the use of VR headsets to stream
3600 videos commonly used due to the powerful immersive
experience it provides to the users [5]. 5G networks would be
able to provide high network bandwidth which is required
to operate these headsets. The primary focus of this paper is
therefore to analyze and improve streaming of 3600 videos
on VR headsets particularly when the network conditions
are unreliable.
AVR headset requires a high reliability and robustness against
the fluctuations of the channel quality since the latency re-
quirements are between 6 - 15 ms. A latency higher than 15
ms not only degrades the viewing quality, it also leads to
issues like motion sickness [9]. These bandwidth and latency
requirements are already stretching our abilities to provide
network services. Moreover, due to the increasing popular-
ity, big companies like Facebook and Youtube have invested
heavily in VR streaming. Therefore, we expect to see even
more increase in the usage by regular users as VR headsets
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Figure 1: Oculus rift
integrate into everyday use. This increase in the number of
users will put even more stress on the network.
Current capabilities of wireless communication under 4G do
not support enough bandwidth to be able to handle wireless
streaming on VR headsets. Therefore, the streaming services
are dependent on a wired Ethernet connection. The same
cable is used to supply the power to the headset (see Figure 1.
However, with the growth of 5G wireless standards, it will be
possible to provide the services without a wired connection.
Wireless transmission is desired for two main reasons:
• Being connected to a wire results in a degraded im-
mersive experience as it limits the free movement.
• The wires can also be dangerous as one can easily trip
on them as their vision is completely occupied by the
headsets.
Streaming completely wireless comes with a couple of chal-
lenges. First, wireless communication is less reliable. That
is, 5G has more intermittent behavior due to shadowing etc.
Secondly, in the absence of any cable, the headset would
have to be powered by a battery. Therefore, the consumption
of battery power, which is linked to the number of times
wireless antenna is used, has to be minimal. To tackle these
challenges, we need to maintain a buffer of the correct tiles
by pre-fetching when the wireless channel quality is good.
When the channel quality is bad, this buffer can mitigate the
impact and maintain the high standards of QoE of the users.
In normal videos, when video needs to be buffered, the com-
plete view of the video is downloaded in the best possible
resolution permitted by the available bandwidth. Therefore,
the buffer length is simply the length of video in the buffer
which can be played back. However, in 3600 videos only the
portion of the video that is in the view of the user is transmit-
ted. This portion of the video is called the Field of View (FoV)
and accounts for less than 15% of the total video (see figure
2). Such transmission reduces the bandwidth requirements
which makes the high quality FoV transmission possible.
The buffering mechanism for 3600 videos is therefore much
more challenging than for a simple video. Not only do we
need to account for the network interruptions, we also need
Figure 2: The FoV of a user, see [19] for more details.
to take into account the user head movements to build a
useful buffer. Additionally, if the user head moves in an unan-
ticipated direction, the buffer needs to be rebuilt. Since the
device is supported by a battery and a wireless network con-
nection, we need to ensure that both these resources are used
reasonably.
Providing such an immersive experience comes with a lot of
challenges. Since the video outside the FOV is transmitted
in the lowest quality, there is a risk that if the user moves
outside the anticipated FoV, a low quality fallback video is
displayed. Many papers have tried to optimize the different
components of streaming 3600 videos. [17] aims to minimize
the average transmission rate by addressing the trade-off be-
tween creating projections at the VR headsets versus doing
it at the edge node. [22] look at a similar trade off with delay
constraints by utilizing computation and buffering resources
at the VR device. [20] optimize the buffer use by storing
video in multiple bit rates.
A few papers have analysed the transmission of 3600 videos
on the headset. [8] use linear regression to predict and down-
load the FoV of the user up to two seconds and download tiles
of this predicted FoV. [12] implement a methodology where
the tiles in the FoV of user and streamed at the highest possi-
ble quality and a lowest for tiles outside this view with buffer
length limited to two seconds. [10] maintain an additional
low quality buffer of the whole 3600 video to avoid scenario
in which nothing is shown to the user. [16] investigate a
multi-tier approach of streaming on VR headsets, where the
impact of bad network conditions are mitigated by falling
back on a wifi connection. All the studies use simulations to
analyze the performance and comparison with other strate-
gies. While simulation studies may have some advantages,
performing them is a very time consuming exercise. On the
other hand, models are able to provide a precise table of
download decisions the headset must take encompassing all
the system scenarios. Moreover, models also guarantee that
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the long run cost of performing the task would be minimal.
In this paper, we use the patterns of head movement of the
user and the information about the interesting parts of the
video to build the buffer which has FoV in the highest quality.
We model this as a Markov Decision Process (MDP) which
helps us decide which parts of the video should be buffered.
For example, if enough high quality tiles are not available for
the upcoming video segment, the headsets attempts to use
as much bandwidth that it is permitted to use in the given
channel quality. However, if the upcoming segments of FoV
are available in high quality, tiles are downloaded only if the
channel quality is very good, as downloading in such con-
ditions uses fewer resources. More precisely, downloading
decisions are taken to build a buffer in a way such that the
trade-off between high QoE and resource usage is optimized.
We show how the buffering mechanism translates to MDP
parameters. The MDP approach leads to a downloading pol-
icy that ensures a proper trade-off between QoE and resource
usage.
Our contribution is therefore:
• We show that a higher quality of FoV can be achieved
using our approach at a lower expected cost.
• The mechanism allows the flexibility to model differ-
ent video types and users to accurately measure and
optimize the cost and QoE of each user.
• Unlike simulations, using the MDP model, the buffer
decisions can be computed in a few minutes.
We start with an overview of streaming of videos in Section
2 where we provide the required details of streaming process
on VR headsets. We discuss the modelling assumptions in
Section 3. This is followed by an overview of MDP formu-
lation of the problem in Section 4 where we show how we
model the primary features of VR streaming of 3600 videos.
In the Sections 5 - 7 we evaluate the performance of this
buffering approach by comparing it with other common ap-
proaches.
2 VIDEO STREAMING ON VR
3600 videos are divided into small tiles which can be down-
loaded separately and then stitched together after the trans-
mission. Since only the FoV tiles are primarily required, those
tiles are rendered in the highest resolution possible. The tiles
outside the FoV are transmitted at the lowest resolution as a
fall back mechanism. Therefore, any buffering mechanism
needs to predict and account for the FoV of the user to build
an appropriate buffer. However, if the user makes an unantic-
ipated movement, this buffer is rendered useless and needs
to be rebuilt.
Figure 3: 3600 video viewing direction from [13]
Video is transmitted in short segments of a fraction of sec-
ond. That is, if a normal video is buffered, the transmission
is done to add short segments of the video to build the buffer.
Similarly, in 3600 videos, the video is segmented in short
segments in time. Therefore, when a tile is downloaded a
short segment of that portion of video is downloaded. In this
paper we assume that the segments are half a second long.
Buffering mechanism is case of 3600 videos is challenging,
because we need to predict the FoV of the user. If incorrect
tiles are downloaded, it leads to higher costs without any
improvement to QoE. When buffering we have two types of
information available about the user interest namely short
predictions and long predictions.
Short term prediction
At any point in time, we have access to the head position of
the user and the angular momentum of their head in three
independent directions (see figure 3). Using this informa-
tion, it is possible to predict the head position in the next
one or two seconds with very high accuracy. [14] show that
accurate predictions are possible upto half or one seconds
with accuracy of more than 92%. More methods exist for
such predictions. For example, [11] describe a gravitational
predictor and use of AI-techniques to predict the interesting
part of the video. [7] use supervised learning to predict the
eye position.
In our paper, we assume these predictions are represented
as three-dimensional distribution function and are known
beforehand. That is, 𝑃 (𝜃𝑟 , 𝜃𝑝 , 𝜃𝑦) is the probability that the
head moves by 𝜃𝑟 , 𝜃𝑝 and 𝜃𝑦 in the roll, pitch and yaw (see
figure 3). Note that these predictions are user dependent and
are only accurate for one or two seconds. Therefore, we can
only use them to build the buffer of the first few segments.
Long term prediction
If we observe different users over same video segments, there
is a lot of overlap in their viewing patterns. That is, different
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Figure 4: Heatmap of user’s FoV pattern from [8]
users find similar areas of the videos interesting and their
FoV is in that general direction. [21] provide a data-set of
head movements of viewers watching 3600 videos. [2] ana-
lyze the traces of viewing data of more than 150 users and
conclude that the viewer’s focus follows a similar patter over
all users using the data shared in [1]. [6] use traces of head
movement of users from 19 VR videos to predict the future
FoV position of the user using deep learning.
Note: For each segment, the tiles have a given probability
of being in the FoV. These probabilities define the sequence
in which these tiles are downloaded. Therefore, to know
the status of a future segment in the buffer, we only need
to know the number of tiles downloaded in the buffer for
that segment. When a user moves the head, this probability
distribution changes which makes only a fraction of tiles in
the buffer useful.
3 MODELLING ASSUMPTIONS
In the following sections, we will model the buffering process
as a discrete-time Markov decision process. That is, time is
divided into slots of a fraction of a second and the decisions
to buffer are taking at the beginning of a slot. We assume
that the channel quality is a Markov process, described by
probability transition matrix 𝑃𝐶𝑄 . It is assumed that the chan-
nel quality remains constant during a single video segment.
The aim is to perform buffer operations at the beginning of
these slots when the channel quality is good, such that the
FoV is available for future segments in a high quality. The
algorithm optimizes a weighted average of QoE and resource
usage.
We will make the following assumptions:
• The whole 3600 video is always available in the lowest
quality. We do not consider this transmission as a part
of our problem as it doesn’t require much bandwidth.
• Tiles of the best quality are transmitted to improve the
quality of the FoV. Our focus is only on the transmis-
sion of these high quality tiles.
Figure 5: Buffer divided into short term and long term buffer
• The user behaviour is known from the beginning, i.e.,
the distribution of the navigation pattern 𝑃 (𝜃𝑟 , 𝜃𝑝 , 𝜃𝑦)
is known.
We divide the buffer into two parts (see figure 5)
• Short-term buffer which is limited to the first two seg-
ments
• Long-term buffer which comprises of all the segments
after the short term buffer.
The head movements only influence the first two segments
and are always given the higher priority. Moreover, we en-
force that for long-term buffer segments, no more than 𝑀
tiles are downloaded for each segment. This is done to en-
sure that too many tiles are not downloaded using long term
predictions as they are not user specific.
4 MDP FORMULATION FOR BUFFERING
MECHANISM
A Markov decision process has four major components: the
state space, the probability transitionmatrix, the action space
and the reward function. To capture the buffering mech-
anism, we need to define the condition of the buffer and
channel in the form of a state. This state should include the
information of the number of tiles in the buffer, the time left
in the current segment being played as well the condition of
the channel quality. Let us denote the state space as S, the
current slot number is denoted by 𝑘 and that the system is
in state 𝑠1 at the starting of this slot.
At the beginning of each slot, a buffer decision can be made
out of all possible actions denoted by action set A. The va-
lidity of these actions depends on the state of the system.
Let us assume that the action chosen is denoted by 𝑎 at the
beginning of slot 𝑘 .
The system transitions between states as new tiles are down-
loaded and channel quality changes. This transition is also
dependent on the action 𝑎 chosen at the beginning of the
slot. The matrix 𝑃 (𝑠2 |𝑠1, 𝑎) defines the probability that the
system enters state 𝑠2, given that it was in state 𝑠1 and the
action 𝑎 was performed.
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The system is rewarded for being in any given state, where
the states which ensure that the QoE is good have a higher
reward. This influences the decision of the buffering process
to move the system closer to the high reward states. This
reward function is defined as 𝑅(𝑎, 𝑠1), that is, 𝑅(𝑎, 𝑠1) is the
amount of reward received if an action 𝑎 is chosen if the
system is in state 𝑠1. Precisely, it is a weighted sum of the
quality of the predicted FoV defined by 𝑠1 and the direct cost
of performing the action 𝑎.
As the system transitions between these states and takes
actions, it collects rewards. Therefore, using for any given
state, we can define the expected utility for each state of a
given policy 𝜋 as:
𝑉 𝜋 (𝑠) = 𝑅(𝜋 (𝑠), 𝑠) +
∑
𝑠′
𝛾𝑃𝜋 (𝑠 ′, 𝑠)𝑉 𝜋 (𝑠 ′)
Therefore, using the framework of the Markov decision pro-
cesses, we want to arrive at the set of actions which would
lead to the maximum expected total reward of the system.
This is because these set of actions will influence the system
to move to states with higher reward which are representa-
tive of high QoE and low expected cost. Such a set of action
space is called the optimal policy. We will use 𝜋∗ to define
such an optimal policy where
𝜋∗ (𝑠) = 𝑎∗ (1)
for each state 𝑠 it gives you the optimal action 𝑎∗.
State Space. The state space is defined by
S = {(𝑛1, 𝑛2, 𝐿, 𝑁 , 𝑅,𝐶𝑄)
0 ≤ 𝑛1 ≤ 𝑇, 0 ≤ 𝑛2 ≤ 𝑇, 0 ≤ 𝐿 ≤ 𝐿𝑚𝑎𝑥 ,
0 ≤ 𝑁 ≤ 𝑀, 1 ≤ 𝑅 ≤ 𝑄, 0 ≤ 𝐶𝑄 ≤ 𝐶𝑄𝑚𝑎𝑥 }, (2)
where 𝑛1 is the number of tiles in the first buffer segment,
𝑛2 is the number of tiles in the second buffer segment, 𝐿 is
the number of long-term segments which have already been
downloaded and 𝑁 is the number of tiles in the current long
term segment which needs more tiles. 𝑅 is the number of
slots left in the current video segment being played at the
headset and𝐶𝑄 is the channel quality during the slot. At the
end of the video segment in the headset, the tiles in the first
buffer segment are used to build the FoV of the user.
Action space. The action space defines all the buffer actions
that can be taken when the system is in a given state. We
define actions using a tuple (𝑏𝑠, 𝑛), where 𝑏𝑠 is the buffer
segment in which the tiles are downloaded and 𝑛 is the
number of tiles downloaded. For the short term buffer, 𝑏𝑠 = 1
or 2, while for long term buffer, 𝑏𝑠 = 3. That is
A = {(0, 0)} ∪ {(𝑏𝑠, 𝑛) : 𝑏𝑠 = 1, . . . 3, 𝑛 = 1, . . .𝑇 } (3)
All the actions may not be valid in a given state. For example,
if the channel quality 𝐶𝑄 = 0, no tiles can be downloaded.
Therefore, any action (𝑏𝑠, 0) with 𝑏𝑠 > 0 is not valid.
Notation List
𝑠1, 𝑠2, 𝑠 used to denote states
S the state space
𝑎 used to denote actions
A the action space
𝑛1, 𝑛2
used to denote the number of tiles in
segment one and two
𝑇
maximum number of tiles that can be
downloaded in a segment
𝐶𝑄 the channel quality
𝐶𝑄𝑚𝑎𝑥 highest channel quality state possible
𝑃𝐶𝑄
probability transition matrix of channel
quality
𝑁
number of tiles in the current long-term
buffer segment
𝑀
maximum number of tiles that can be
downloaded in any long-term segment
𝑅
remaining number of slots in the current
video segment
𝑄 length of each video segment
𝐿
number of long-term segments
downloaded in buffer
𝐿𝑚𝑎𝑥
maximum number of long-term segments
that can be downloaded in buffer
(𝑏𝑠, 𝑛) action which means 𝑛 tiles are download insegment 𝑏𝑠
𝑅(𝑎, 𝑠) reward gained by taking an action 𝑎 instate 𝑠
𝑃 (𝑠2 |𝑎, 𝑠1)
probability that their is a state change to 𝑠2
given that action 𝑎 is taken while system is
in state 𝑠1
Probability transition matrix. The system transitions between
different states based on the following factors
• the action chosen in the previous slot: for instance,
if more tiles are downloaded in the second segment,
system would transition to a state with higher 𝑛2.
• user head movements: for instance, if the user moves
their head a few degrees more than anticipated, some
of the tiles in the buffer would become useless. That
is, out of 𝑛1 and 𝑛2 tiles in the buffer, only a fraction
of them would be useful. Therefore, the system would
move to a state with smaller 𝑛1 and 𝑛2 depending on
the magnitude of movement.
• channel quality: the channel quality, alone, is assumed
to follow a Markov process. This transition is deter-
mined by the probability transition matrix 𝑃𝐶𝑄 .
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• remaining time in the current segment of the video:
when the current segment of headset is over, the first
segment of the buffer is used to create the FoV of the
user. Which means that in the next slot, 𝑛1 is replaced
by 𝑛2 and 𝑛2 is replaced by𝑀 or 𝑁 depending on the
state of long term buffer segments.
Reward function. In a given state 𝑠 , if action 𝑎 is chosen, it
would lead to an award of 𝑅(𝑎, 𝑠). This reward is a weighted
sum of two quantities:
• Cost of downloading: downloading tiles in a channel
state incurs a cost which increases as the channel qual-
ity degrades. Therefore, algorithm is penalized higher
if tiles are downloaded in a worse channel quality.
• FoV quality: a state defines the quality of the predicted
FoVs. Therefore, the algorithm is penalised if the buffer
of the predicted FoVs is not good. Moreover, the first
buffer segment is prioritized over the second buffer
segment which has a higher priority over long term
segments. Therefore, the penalty for FoV unavailability
decreases with higher segment number.
By choosing such penalties/rewards we are able to priori-
tise the tiles in the short-term segments. Moreover, they
are downloaded when the channel quality is good to avoid
possible future higher costs.
Policy iteration. Policy iteration consists of two sequential
phases, policy evaluation and policy improvement. In policy
evaluation, we start with a random policy 𝜋 and evaluate
the policy using the Belmann equation.
After the end of policy evaluation, we check if a better
action is available for each state. The final improved policy
is the optimal policy 𝜋∗ which optimises a weighted sum of
costs and QoE.
Result: A stable policy
𝜋 (𝑠) ∈ A and 𝑉 (𝑠) ∈ U[0, 100] arbitrarily for all 𝑠 ∈ S
while Δ > 𝜃 do
Δ← 0
foreach 𝑠 ∈ S do
𝑡 ← 𝑉 (𝑠)
𝑉 (𝑠) ←∑
𝑠′ 𝑝 (𝑠 ′ |𝑠, 𝜋 (𝑠))
(
𝑟 (𝑠, 𝜋 (𝑠), 𝑠 ′) + 𝛾𝑉 (𝑠 ′)
)
Δ←𝑚𝑎𝑥 (Δ, |𝑡 −𝑉 (𝑠) |)
end
end
Algorithm 1: Policy evaluation
5 ALGORITHM PARAMETERS
To view the parameters and the exact code, have a look at
the github repository1.
Result: Optimal policy
policy-stable← False
while policy-stable ≠ True do
policy-stable← True
foreach 𝑠 ∈ S do
𝑡 ← 𝜋 (𝑠)
𝜋 (𝑠) ←
arg max𝑎
∑
𝑠′ 𝑝 (𝑠 ′ |𝑠, 𝑎)
(
𝑟 (𝑠, 𝑎, 𝑠 ′) + 𝛾𝑉 (𝑠 ′)
)
if 𝑡 ≠ 𝜋 (𝑠) then policy-stable← False ;
end
end
Algorithm 2: Policy improvement
FoV tile distribution. Downloading more tiles improves the
quality of FoV, however, the quality improvement is much
higher when there are few tiles in the buffer. Therefore, we
assume that the cumulative probability distribution of the
utility of tiles is like cumulative exponential distribution.
Head movements. In compliance with the studies about track-
ing the head-movements of users, we assume that with about
0.95 probability, our predictions of FoV are accurate. With
probability about 0.05, the FoV is uniformly distributed over
the whole range of possible angular movements.
Channel quality. The authors of [16] use 5G traces tomeasure
the performance of a multi-tier approach of streaming on VR
headsets. These traces suggest that using 3 states for channel
quality would be enough to measure the performance of
the buffering policy. The model can however support any
general channel quality matrix.
Long term predictions. Our model requires only the parame-
ter𝑀 to be defined for long term predictions. A high values
of𝑀 may result in wastage of resources, while using a very
small value defeats the purpose of using long term predic-
tions. We use𝑀 = 80% of the maximum number of tiles we
need to complete a FoV.
6 PERFORMANCE MEASURES
We compute two main performance measures:
• FoV quality: as high quality tiles are downloaded, the
quality of FoV improves. This measure measures the
quality of the FoV by looking at the buffer at the end
of the video segment begin played on the headset.
FoV quality = 1
𝐾
𝐾∑
𝑘=1
𝐹 (𝑠𝑘 .𝑛1
segment ends at slot 𝑘) (4)
where 𝑠𝑘 is the state of the system at the end of slot 𝑘
and 𝐹 () is the FoV tile distribution defined in section
5 and 𝐾 is the length of the simulation.
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Figure 6: Scatter plot of QoE vs cost
• Cost of streaming: Downloading tiles in different chan-
nel conditions comes at a different cost. The idea is to
improve the FoV quality at the least additional cost.
This measure captures the cost of streaming using any
policy.
Cost = 1
𝐾
𝐾∑
𝑘=1
Number of tiles(𝜋 (𝑠𝑘 )) ∗𝐶𝑜𝑠𝑡 (𝑠𝑘 .𝐶𝑄) (5)
where 𝜋 is the streaming policy which gives us the
chosen actions. In case of predictive buffering, we use
the optimal policy obtained by policy iteration defined
in section 4. 𝑠𝑘 the state of the system at the end of
slot 𝑘 and 𝐶𝑜𝑠𝑡 () is the cost of downloading a single
tile in a given channel quality.
To numerically analyze the performance, we compare three
streaming policies1
• No-buffering: In this methodology, the headset does
not plan any buffer segments. While the current seg-
ment is played out, the tiles are downloaded for just
the upcoming segment. This strategy is the greedy
approach which does not consider the variation in the
channel quality and the cost of downloading in a bad
channel state.
• Predictive-buffering: this is the approach which uses
the optimal MDP policy that optimizes the weighted
sum of resource usage and QoE. Both short-term and
long-term segments are maintained in the buffer with
short-term segments receiving a higher priority over
long-term segments.
• Short-term buffering: In this methodology, only a short-
term buffer is maintained. That is, only the head move-
ment statistics are utilized to download the tiles. This
approach is basically previous approach (predictive
1The code is available at https://github.com/saxe405/buffer
Figure 7: Change in QoE with channel unreliability
Figure 8: Change in cost with channel unreliability
buffering) with 𝐿𝑚𝑎𝑥 = 0 as no tiles are downloaded
for long-term segments.
7 NUMERICAL RESULTS
In this section, we briefly discuss the performance of the
three streaming policies described in the previous section.
• In Figure 6, we show scatter plot of resource usage
and quality of FOV. Since there is no caching mech-
anism in place for ’no-buffering’ scenario, we have a
single point. However, for ’short-term buffering’ and
’predictive-buffering’, we can have different weights
for cost of downloading and FOV quality. Therefore,
we have multiple points for these scenarios, each de-
fined by a different relative weight of cost of down-
loading and FOV quality. There is an improvement of
about 10% in quality just by using the short term pre-
dictions. Since more high quality tiles are downloaded
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to maintain a buffer, this improvement is possible at an
additional cost. Further, by using both long term and
short term predictions, the quality of FoV is further
improved without a noticeable increase in the average
cost.
• In Figure 7 and 8 we illustrate the change in quality
of FOV and resource usage as the network becomes
increasingly unreliable. We can observe that the im-
provement in the FOV quality by using long term pre-
dictions happens at no additional long run cost. This
is because the long term buffer tiles are downloaded
only when the cost of networking is very low and the
short term buffer tiles have already been downloaded.
8 FUTUREWORK
We are performing experiments to measure the head move-
ments of the users. This data-set will be used to classify users
into different categories. Further, the transmission quality
can also depend on the type of the video being viewed. We
will work on including different user types and video types
in our model.
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