As a bridge between the physical and cyber world, the Internet of Things (IoT) senses and collects a large amount of user data through different types of devices connected to it. As a general information filtering technology, the recommender systems can help to associate information with each other in the IoT and to recommend personalized services for users. However, in practical applications, the collected data is uncertain due to noise, sensor errors, transmission errors, etc., which in turn affects system performance. In order to solve the data uncertainty problem in the IoT-based recommender systems, we propose a new recommender framework with item dithering. In this framework, the list of recommendations generated by the recommender algorithm is stored in a newly opened storage space for the entire session of the interaction between the user and the system. When the user interacts with the system, the list is pushed to the user after being shaken. Based on the proposed framework, we designed IDither, an item-based dithering and recommendation algorithm to shake out irrelevant items through predetermined indicators, thereby retaining the items required by the user and recommending them to the user. Experiment evaluations on real datasets show that IDither is an effective solution for handling uncertainty in the IoT-based recommender systems. We also found that IDither can be viewed as a list updating tool to increase diversity and novelty.
I. INTRODUCTION
As an emerging paradigm, the Internet of Things (IoT) can be seen as the result of the convergence of the three main visions, which are Things, Internet and Semantic [1] . In IoT, various types of devices senses and collects various information in the physical world, such as sound, light, heat, location, etc., through possible network access. After the processing of information technology, this information has laid a solid foundation for people to enjoy various services. As a core information filtering technology, the recommender systems can help establish the associations between everything and will become a key technology for IoT solutions [2] . Directory technology can solve problems when there are fewer objects The associate editor coordinating the review of this manuscript and approving it for publication was Honghao Gao .
connected in the IoT [3] . As the object grows exponentially, search engines become a necessary information retrieval tool [4] . However, search engines only work if the user knows exactly what he/she is looking for. In real life, users often encounter unclear purposes. At this time, if the user searches through a vague keyword, he/she will become confused when faced up with so many choices. In this situation, it is necessary to have a smart tool that automatically helps him/her match the relevant results. The recommender systems are equivalent to the role of this smart tool. In fact, we have all experienced the recommendation process and enjoyed the convenience. To give a simple example, we often ask the advice of friends around us when we go shopping or eating. This advice is actually a recommendation.
We are leaving the Information Age and entering the Recommendation Age [5] . The recommender systems are widely VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ X. Liu et al.: Towards Recommendation in IoT: Uncertainty Perspective used in practical business systems, including Amazon [6] , Google [7] , [8] , and Netflix [9] . There are many benefits to applying recommender frameworks in platforms, such as increasing the click-through rate (CTR), promoting sales, and ensuring user loyalty. As the most popular video site in the world, YouTube once claimed that the CTR from their recommendation module performs at 207% compared to the popularity-based modules [10] . Content-based filtering [11] and collaborative filtering [12] are two basic approaches in recommender systems. Content-based filtering primarily utilizes similarities between content attributes to recommend new items whereas collaborative filtering is based on the inherent social phenomenon that people tend to accept the suggestions of trusted friends or people who have similar preferences. Content-based filtering has difficulties while content features are missing or hard to be extracted, while the disadvantages of collaborative filtering is the cold start and data sparsity problems. Therefore, hybrid solutions have been proposed in various academic works [13] . Other recommender approaches include knowledge-based recommendation [14] and group recommendation [15] . Trust [16] , [17] and social [18] , [19] information is also considered for enhancing recommendation. By applying the recommendation technology to the IoT domain, services in the physical world can be moved to the network platform in a timely manner and pushed to related users in real time. The recommender systems play a huge role in the fields of smart city, smart home, and events monitoring [20] . With the help of recommendation technology, users who are not familiar with the configuration of the IoT platform can be effectively configured according to the results of similar users. At the same time, through the application and device recommendation in the IoT platform, the user's retrieval time is saved. For the health monitoring field, the recommender systems can recommend the user's diet and fitness habits to the target user by matching the user group with similar health status. Starting from personalized shopping, when users shop in large shopping malls, the recommender systems can recommend nearby products in time for users. Of course, this may require the help of indoor positioning and other technologies.
As we all know, Cold start and data sparsity are two main challenges in traditional recommender systems. In the coldstart problem, new items enter the system, and no user has visited or rated on them, and they are less likely to be recommended under traditional collaborative filtering algorithm. The data sparsity problem can lead to unsatisfactory recommendations. Users with fewer activities make it hard for the system to capture their true preferences, and items which have been rarely accessed are also less likely to be recommended. Besides, unexpected behavior, incorrect labeling and invalid data, can also leads to dissatisfied recommendation. These challenges have become more serious in the IoT environment. This is because the data collected by sensors in the IoT has great uncertainty. Here we give a formal definition of data uncertainty in Iot-based recommender systems, which is the data loss or offset caused by environmental noise, sensor errors and transmission errors as shown in Fig. 1 . Recommendations in the IoT environment are highly dependent on contextual information, including the user's location, status, mood, whether they are alone, and so on. Subtle differences in perception of contextual information can lead to completely different recommendations. Therefore, we cannot fully adopt the theories and methods of the traditional recommender systems when dealing with the recommendations in the IoT domain. Other issues including privacy [21] , security [22] , trust [23] , and delay [24] are also a concern for recommendations in the IoT. Those issues are beyond the scope of this paper. We are concerned with solutions to existing data uncertainty issues in the IoT environment.
To improve system performance, traditional methods are either to run very large models with a large number of parameters or to include more data to ensure recommendation accuracy, which is a time consuming and labor-intensive process. The purpose of our framework is to guarantee the performance of recommender algorithms while faced up with data uncertainty in IoT domain. We handle the uncertainties in IoT with dither-based framework. The importance of dithering in recommender systems is described in [25] . Under our proposed dithering algorithm, the items which are less similar to the target user will have a chance of being recommended which reduce the influence of data uncertainty. Moreover, the novelty and diversity will be improved by applying our algorithm in each interaction between the user and the system. The contributions of our paper are threefold.
1) The data uncertainty problem in IoT-based recommender systems are defined and studied. The data uncertainty is caused by environmental noise, sensor errors and transmission errors, etc. We show how this uncertainty affects the performance of the recommender systems. 2) A dither-based framework for handling the data uncertainty in IoT is proposed. We show the function of each component in our proposed framework and provide with complete workflow. 3) We design IDither, an item-based dithering and recommendation algorithm to shake out irrelevant items through predetermined indicators and to recommend the useful item to the target user. The effectiveness of our proposed framework and algorithm are explained through off-line experiments on real datasets. This paper is organized as follows. Section II reviews related work. The data uncertainty problem in IoT-based recommender systems is studied in Section III. The proposed framework with ditherig is presented in Section IV. Section V shows the item-based dithering and recommendation algorithm. Experiments and result analysis are conducted in Section VI. Section VII concludes this paper.
II. RELATED WORKS
The recommender techniques in IoT have received widespread attention from scholars, such as food recommendation [26] , personalized shopping [27] , and configuration recommendation [28] . In order to improve the accuracy of recommendation in IoT, the authors of [29] have fused the social relationships between users and the associations between objects when conducting object recommendation, and have conducted experiments in the smart home environment. Different features of the services in the IoT, such as fixed or mobile, scalable or non-scalable, portable or nonportable, have been studied in [30] when making service recommendations. The authors of [31] have studied the matching scheme between registered services and users' requirements in IoT marketplace. A multi-agent recommendation algorithm to solve the object recommendation problem in the IoT environment have been proposed in [32] from a distributed perspective. Similarly, from the perspective of big data system architecture, the authors of [33] have proposed a rule-based recommendation algorithm to model the device usage patterns and to make recommendation accordantly in the IoT. Although researchers have done a lot of work on recommender systems in the field of IoT, none of these researches have taken into account the data uncertainty problem. The recommendation algorithms they proposed assume that the data is idealized. We know that in real life, this assumption is often untrue due to environment noise, sensor errors and transmission errors, etc.
We study the recommendation technology in the IoT from the perspective of data uncertainty. There are two types of uncertainties in Bayesian modeling, aleatoric uncertainty and epistemic uncertainty. For computer vision tasks, modeling and combining these two types of uncertainties have achieved good performance [34] . In traditional recommender systems, the uncertainty problem has been studied by finding the balance between exploration and exploitation, which is called the EE problem [35] . The basic approach uses an -greedy algorithm. For better exploration, upper confidence bounds [36] and Monte Carlo dropout [37] have been proposed. Recent work has defined three types of uncertainties in recommender systems for the CTR prediction task: data uncertainty, measurement uncertainty and model uncertainty [38] . In response to the considerable decision uncertainty of human beings, the authors of [39] have studied the impact of human uncertainty in traditional recommender systems. The authors of [40] have proposed a ranking with prediction uncertainty approach for personalized product ranking problem. However, we mainly study the data uncertainty problem that have been ignored by most academic works on recommender systems in the IoT domain.
Few academic works have focused on dithering techniques. Dunning championed dithering in several of his presentations and proposed a simple implementation approach, which generates a score that is the log of the initial rank of each result and combined it with normally distributed random noise [41] . The larger the random noise, the more likely the results that are deeply buried can be more lifted onto the former pages. However, the proposed approach only shows the simple dithering result on the final recommendation list, and no performance comparison with existing recommender algorithms was performed. In our work, we treat dithering as a generic model in IoT-based recommender systems and propose item-based dithering and recommendation algorithm (IDither) which shake out irrelevant items through predetermined indicators and to recommender useful item to the target user. Additionally, we design the overall dithering framework and conduct a large number of comparative experiments with existing recommender algorithms.
III. PROBLEM DEFINITION
Uncertainty is always in the form of a probability distribution in information science, and Shannon entropy is one way to measure it. For example, the uncertainty is smaller if the fair coin lands heads up compared to the fair die landing on face 1. Uncertainty exists in every area that the outcome is uncertain. The uncertainty problem in IoT-based recommender systems in caused by the environment noise, sensor errors, transmission errors, etc. We classify the data uncertainty problem in the IoT environment into three categories, data noise, sensor errors and transmission errors. All of them will affect the possibility that the user accepts or rejects the recommendation. In this section, we clearly define these three categories. 
A. DATA NOISE
Training data is very important in building a recommendation model, and changing the training dataset will change the experiment results, even in the same model. In a matrix factorization model, the rating noise will lead to computational inaccuracy for latent factors. Fig. 2 shows the influence of noise on a cosine similarity-based model. Assume that we have many items in two-dimensional space, and we want to calculate the cosine similarity between targets t 1 and t 2 . The true similarity between the targets is decided by the included angle θ, and a smaller θ means that the targets have greater similarity. Without the data noise, the calculated angle is the red θ. When data noise from a Gaussian distribution is added, the target will likely move to the green position. Then, the included angle is changed to the green θ, and the included angle will vary in [θ 1 , θ 2 ].
B. SENSOR ERRORS
When the data noise accumulates to a certain amount, it will affect the recommendation result. The loss of features caused by sensor errors is a very serious problem. In the IoT-based recommender systems, the loss of a certain feature, especially the context-related features, will make the recommendation result completely different. In terms of recipe recommendations, the system provides suitable recipe for current users based on the user's diet over the past few days, similar neighbor's dietary preferences, and the type of food available in the refrigerator. In general, such a recommendation would be satisfactory. If one of the sensors in the refrigerator loses the feature of the expiration date of the food, the previous recommendation will be re-evaluated. Or, the blood sugar and blood pressure indicators of the user have increased significantly in recent days, but the health sensor has lost these features, and it is obviously inappropriate to continue to recommend meat related recipes to the user. The impact of the loss of features is shown in Fig. 3 . Due to the loss of the thirddimensional feature, the calculated angle is changed from θ + to θ. These factors will finally affect the recommendation list.
C. TRANSMISSION ERRORS
In addition to data noise and sensor errors, transmission errors is also a consideration in Iot-based recommender systems. Fig. 4 shows the influence of transmission errors. We map the changes in transmission errors to the scaling of dimensions on the data. The real included angle is θ without transmission errors. When adding the errors, it causes an increment of t 2 , then t 2 stretches to t + 2 , and the included angle is changed to θ + . This change causes the angle to change correspondingly and ultimately affects changes in the recommendation list.
IV. SYSTEM FRAMEWORK
In this section, we design the dither-based framework to handle the uncertainties in the IoT-based recommender systems. It includes four components. We first give an overview of the framework, then the details of each component are described in each subsection.
A. OVERVIEW
We treat dithering as a model of interaction between the user and the system. The difference between traditional recommender system frameworks and our proposed dithering framework can be seen in Fig. 5 . There are three core components in traditional recommender system frameworks: Data Library, Recommender Engine and User Feedback. The new framework adds the Dithering Module, which means that the recommendation list, generated by the recommender engine, will be modified by the dithering module, and then be provided to the user.
The purpose of dithering is to change the recommendation list in order to reduce the influence of data uncertainty in IoT-based recommender systems. The basic principle behind dithering is that the initial ranking list generated by the recommender algorithm is not good. Thus, we can improve it by fixing the list. The detailed dithering module is shown in Fig. 6 . The framework works as follows. First, the system (e.g., sensors) collects the user's data to build a preference model, then the feasible recommender algorithm (e.g., item similarity-based recommendation) is used to calculate the ranking score of those items which meet the user's preference, and the ranking score of each item will be modified through dithering module. Items with top-n higher scores are saved to temporary storage, and the top-k items are presented to the user in the form of a recommendation list. At the next step, the user responds with a predefined domain operation (e.g., clicking), and then the ranking list will be slightly changed when the user interacting with the system again. This will intentionally include a list of items which have not been recommended before or reorganize the items that are lower on the list. The difference from the original list depends on the dithering algorithm and its parameters.
B. DATA LIBRARY
Main libraries in this model including user behaviors library, user attributes library and item attributes library. The user behaviors library records the interactions between the user and the system, such as the usage history and clicks history. It reflects the dynamic preferences of the user on the items. The user attributes library usually exists in the form of a static profile, and it will not change often. We consider this as the user's long-term interest. The item attributes library stores the features of all items in the system and can be used for matching the preferences of the user. The data in the data library can be structured or unstructured, and unstructured data usually need to be preprocessed before using.
In many applications, social relations among users are very useful for item recommendation. Social network data can be considered as one type of user behaviors library. Similar to the user-item rating matrix, there are trust score matrices between users, users are more likely to accept recommendations from trusted friends. In addition to the aforementioned data which exists in the system, cross-domain data, which comes from other platforms, can also be used for recommendations as it is another important part of the data source.
C. RECOMMENDER ENGINE
When the data is ready, the recommender engine works on it and makes predictions about the preferences of the user. Preference models and recommender algorithms are two core components of the recommender engine. There are many kinds of preference models, and the choice among them depends on the specific applications. One simple preference model is the vector space model (VSM), which express the user's preference with a list of keywords. The recommender algorithms part contains a series of algorithms such as content-based recommendation, collaborative filtering and hybrid recommendation. It works as a bridge between the user VOLUME 8, 2020 and an item, which matches the most related items from item attributes library according to the user's preference model. The prediction models in the recommender systems include score prediction and top-k prediction.
The content-based recommendation algorithm calculates the similarity between items and recommends the most similar items to the user. The collaborative filtering algorithm computes the similarity between users and recommends the items which are preferred by the most similar users. In many practical applications, a hybrid recommender algorithm is adopted to improve the performance of the system. The output of the recommender algorithm is a top-n ranking list. Finally, the top-k items in the ranking list will be provided to the user. The length of the recommendation list depends on the design of the system interface.
D. DITHERING MODULE
Three functions are included in the dithering module: ranking creation, temporary storage and dithering operation. A ranking list is generated by the recommender algorithm, which chooses the top-n related items, and the final recommendation list is the top-k results, which combines both the influence of the initial ranking list and the dithering algorithm. Temporary storage is necessary for storing the temporary middle outputs for later dithering.
The dithering algorithm in the system model can be divided into explicit dithering and implicit dithering. Explicit dithering is easy to implement and understand. The basic concept of this mechanism is that dithering is directly applied to the original recommendation list. For example, the system recommends 10 relevant items to the user by the content-based filtering algorithm. For the purpose of dithering, 10 more items will be saved as an extra list. Then, dithering is applied on this extra list and 10 items will be recommended to the user after dithering. The extra lists will not change during the dithering period, and thus, we treat this as explicit dithering.
Differently, implicit dithering is not applied directly to the ranking list. Instead, it is applied to the middle stage which generates the list. Its application depends on the specific recommender algorithm. For example, collaborative filtering can be used for implicit dithering. First, the system will compute the top-k most similar users to target the user based on the history behaviors in the system. Then, the items, which are preferred by those users, are combined to generate the final recommendation list. In our paper, we propose to use explicit dithering to solve the data uncertainty problem.
E. USER FEEDBACK
The user's actions on the recommendation list are recorded as feedback for improving both the dithering module and the recommender engine. There are two kinds of feedback: explicit feedback and implicit feedback. Explicit feedback is the feedback that shows the user's attitude towards a service, ratings and comments are examples of this type of feedback. In some situations, explicit feedback is hard to acquire. The system can judge the attitude of the user through the user's interactions with the service, such as clicks and scrolls. User feedback provides useful information to the system. It can help the system in discovering problems and improving the quality of service.
V. ITEM-BASED DITHERING AND RECOMMENDATION
Under our proposed dithering framework, we design the itembased dithering and recommendation algorithm (IDither). A description of the IDither application is provided, and the core idea behind the algorithm is presented.
A. DESCRIPTION
Assume that we have a recommendation list to be presented to a user, then the user has three possible actions on the list.
1) The list meets the user's demand perfectly, and the user creates many feedbacks on this list (e.g., clicks). 2) The list is good, and a few actions are made on this list.
3) The list is truly poor such that no action is made.
Consider situation 1 where the user visits most of the items on the recommendation list. We consider that the system had high-quality data and chose the correct model. Additionally, the model parameters were set reasonably. However, if the user visits the list again, the same list may not satisfy the user. It is very likely that the user would expect new items after a long period of interaction with the same list. The system should provide fresh recommendations to the user to increase user stickiness. In reality, the perfect recommendation list is hard to generate. Aiming at situation 2, we can see that the recommender algorithm works, but is not good enough. This may be caused by data uncertainty. Many methods can be used to improve the efficiency of recommender systems, such as training the model again or updating the recommender algorithm. As to situation 3, the model predicted the user's preferences poorly, and the data uncertainty in the system is serious.
Many business systems will choose to deploy the recommender algorithm again to acquire good performance, but it is a quite complicated, time-consuming and financially consuming process. Intuitively, without modifying the recommender algorithm, we can expand the length of the recommendation list by recommending more items, then it would be more likely that this list would be preferred by the user and the impact of data uncertainty would be reduced. However, the length is limited in most recommender system environments. Alternatively, we can store the extra list and use it to replace part of the original list, which is the core idea of our paper. Then, the original problem turns into two new problems, one is the storage of the extra list, and the other is the dithering method. The storage problem can be solved with temporary space. Then, we focus our attention on dithering. That is, how can the items in the extra list be reorganized to the original list and replace some items that have already been recommended. Next, we formalize the dithering method and make a more in-depth analysis of the item-based dithering and recommendation (IDither). 
B. FORMALIZATION
There are two parts in dithering mechanism, ranking creation and ranking aggregation. The ranking creation procedure has three steps:
Step 1: Generate the top-n recommendation list from the designed algorithm.
Step 2: Select the top-k items from the list and recommend to the user. Step 3: Save the remaining n−k items to a temporary storage space. Then, we formalize the ranking aggregation procedure. After the ranking creation procedure, we have two lists, the recommendation list and the extra list. The aggregation through dithering is formalized as Equation 1.
where Rs is the final ranking score, α is the parameter that adjusts the influence of both lists during aggregation, R(l) is a function that computes the ranking score, D(l) is a function that computes the dithering score of both the original list and the extra list. Parameter α ∈ [0, 1], in the extreme case, when α = 1, then no dithering is added into the original list. The list completely depends on dithering under the condition while α = 0. The value of parameter α depends on the application. Parameter l is the list that needs to be dithered. The final ranking score is influenced by the initial ranking and dithering algorithm. The operation on the initial list is usually simple, for example, apply the log function on the order of each item.
C. ALGORITHM
In this section, we design the item-based dithering and recommendation algorithm. The ranking creation comes from the similarity computation. We propose to integrates both content-based similarity and item-based collaborative similarity. Jaccard similarity is used for the content-based similarity calculation, which is shown in Equation 2.
Sim jac = A 11 A 10 + A 01 + A 11 (2) where A 11 is the feature that both have, A 10 and A 01 is the feature set that exists in only one side. Item-based collaborative similarity is represented by the cosine similarity shown in Equation 3 .
where N (i), N (j) is the user set that visited item i, j. Then, the final item similarity is calculated by Equation 4 .
where γ is a weight parameter, and the value depends on the specific application scenario. The final similarity method takes both content and collaborative features into consideration.
Next, we design the ranking aggregation part in IDither. Calculating the dithering score is formalized in Equation 5 . The technique is quite simple, which takes the result list and generates a score that is the log of the initial rank of each result combined with normally distributed random noise, then sorts the results according to that score.
where R s is the final score after dithering, L is the original top-k recommendation list, L is the extra stored list, β is the parameter that controls the size of dithering. Consistent with the dithering model, the final IDither model is shown in Equation 6 and Equation 7 .
where Sim item () is defined in Equation 4 . N L+L (0, β) is the normal distribution with mean 0 and variance β. Parameter β controls the size of the distribution. Now we describe the list generation and integration parts clearly and design the algorithm in Algorithm 1 and Algorithm 2. In Algorithm 1, an empty list Rank is first initialized. Then, aiming at all the items in the item space that the user has never visited, it computes both the Jaccard similarity and cosine similarity between them and the items that have been visited by the user. Finally, the top-n most similar items are added to Rank. In Algorithm 2, first, we compute the length of the rank. If it is less than the length of the recommended list, then there is no item for dithering. If it equals the length of the recommended list, there will be two situations. One is that there are no items in the temporary storage space, so the recommended list will not change anymore. This is due to either the original recommended list being exactly equal to the length of the final recommended list or the dithering items in the temporary storage space have been used. The other situation is that there are still items in temporary storage space waiting for dithering. Thus, for each item in the ranking list, the system computes the final score according to Equation 1. Considering the items in the 6: if n == k then 7: if Temps == null then 8: Recommend = Rank; 9: TempStorage = null; 10: else 11: for each item ∈ Rank do 12: Rs[item] = α * log(Rank.index(item) + 1) + (1 − α) * N (0, β); 13: end for 14: for each item ∈ Temps do 15 : for each item ∈ Temps do 20: if item ∈ TempStorage then 21: TempStorage.pop(item); 22: end if 23: end for 24: end if 25: else 26: Recommend[0 : k] = Rank[0 : k]; 27: TempStorage = Rank[k : n]; 28: end if 29: end if 30: return Recommend, TempStorage; temporary storage space, the ranking score is also calculated. After the calculation, the top-k items are recommended. Then, the items that have not been dithered into the recommendation list remain stored in the temporary storage space, and some items in the temporary storage space may have a chance to be dithered into the recommendation list. Finally, if it is the first time the dithering system is run, the top-k items in the original list will be directly recommended, and the remaining items will be saved in the temporary storage space.
Algorithm 1 Item Similarity-Based Recommender
Rs[item] = α * log(Temps.index(item) + k + 1) + (1 − α) * N (0,
VI. EXPERIMENTAL EVALUATION
In this section, we present the experimental evaluations including the case study and the performance result. For performance metrics, precision, recall, diversity, popularity and coverage are provided. Since the IoT is still relatively new, it is hard to find large-scale data for our experiments. We set up a testing environment by using the Movielens 100K dataset [42] .
A. CASE STUDY
We put aside the recommender algorithm and first explain the effect of basic dithering through a simple case. The computation of the dithering score is shown in Equation 8 .
We randomly select a user id and recommend 10 movies to this user. For convenience, we assign a number (the original ranking order) to each movie. We set different values for both parameters α and β and observe the difference between the final recommendation list and the original list. The dithering results are shown in Table 1 .
The first row of the table means that no dithering was applied to the recommendation list. We know that the final recommendation list was changed considerably with a small value of parameter α. The increase in parameter β also influenced the final recommendation list, which is reasonable when the weight of the dithering part is large, and the final recommendation is mainly influenced by dithering. When the value of α is set to 0.5, which means the original ranking has equal importance with dithering. The value of parameter β also influences the final list, and a large value creates a large influence. In the case of a large parameter α, the list did not change much, even with large β. It is reasonable that a large α will reduce the influence of dithering.
Next, we conduct a similar case study on item-based dithering and recommendation algorithm (IDither). IDither is different from the aforementioned dithering algorithm, and the dithering works both on the original recommendation list and the extra storage list and then influences the final recommendation list. First, one user id is randomly selected (the selected id was 38 in our experiment), and 20 movies are recommended to this user. Half of the list is recommended directly to the target user, and the other half is saved in a temporary storage space. Then, the dithering method introduced in Algorithm 2 is applied. The original recommendation list is generated from Algorithm 1 with the value of γ is set as 0.2, the list is shown in Table 2 . The dithering result with different parameter values is shown in Table 3 .
First, we set the value of parameter α to 0.1 and observed the change in the final recommendation list while parameter β had three different values: 1.1, 2.0 and 5.0. From the second row of the table, we can see that the movies in the list were different from the original recommendation list, only 7 movies were retained, and the other 3 movies were replaced by new movies (marked as star). Additionally, the positions of the movies changed. Because α was very small, the final recommendation list was greatly influenced by dithering. With the increase in β, the number of new movies in the list increased, and the positions of the movies in the original list also changed. From the third row of the table, we can see that half of the movies in the original recommendation list were replaced.
Then, we set the value of parameter α to 0.5 and observed the change in the final recommendation list while parameter β had three different values: 1.1, 2.0 and 5.0. From the fifth row of the table, we can see that only one new movie was replaced compared to the original recommendation list. Due to the increase in α, the weight of dithering decreased, and fewer movies were replaced. When the value of parameter α was the same, the increase in parameter β added more movies to the list, which can be seen in the following two rows of the table.
Finally, we set the value of parameter α to 0.9 and observed the change in the final recommendation list while parameter β had three different values: 1.1, 20.0 and 50.0. From the last three rows of the table, we can see that even fewer movies were replaced. This is because the weight of the dithering was very small. However, we still found that the positions of the movies were different due to the influence of dithering. When we substantially increased the value of parameter β, we improved the influence of dithering, which can be seen in the last row of the table.
B. PERFORMANCE RESULT
Here, we use the same MovieLens 100K dataset as in case study stage. We evaluate the performance of IDither from 5 aspects: precision, recall, coverage, popularity and diversity. The metrics of precision and recall are frequently used indicators in most off-line experiments. To measure the advantages and disadvantages of the model comprehensively, we added more metrics while conducting the performance comparison. The definitions of those metrics are shown from Equation 9 to Equation 13 .
where U is the whole user set, R(u) is the item set that be recommended to user u, T (u) is the item set that user u truly visited in the testing data, I is whole item set, N (i) is the user set that visited item i, S(i, j) is the similarity calculation between item i and j, the definition of similarity comes from Equation 4. We average the diversity of all users to get the overall diversity. When evaluating the ability of a system to correctly predict a user's preference, precision is undisputedly the most popular measure. Precision is also used for measuring the quality of an information retrieval task in general. It is computed as the fraction of hits, which is the number of correctly recommended items for a user. Recall is the ratio of hits to the theoretical maximum number of its testing set size. Coverage shows the ability to discover the long tail for a system. If every item was recommended, then the coverage is 100%.
Obviously, it is reasonable to measure coverage only in conjunction with the precision metric, as otherwise, the random recommender algorithm would be an acceptable strategy. In most systems, we hope that the items that are recommended are not so popular, because popularity would reduce novelty. People have a wide range of interests. If the recommendation list is diverse and covers most of the user's interest points, it will increase the probability of the user accessing the list. Diversity describes the dissimilarity between items.
Here, we clearly analyze the performance of IDither compared with the traditional recommendation framework. Figure 7 shows how parameter α affects the IDither result from the previously defined metrics. It can be seen from this figure that the precision of our algorithm increases as α increases, and when the value of α approaches 0.95, the precision reaches a maximum. When the value of α is very small, our algorithm is greatly affected by the dithering, and purely considering the result of dithering will result in low performance. When α gradually increases to a certain extent, the effect of the dithering is gradually reflected, which can be seen from the downward trend of the curve. The impact of our algorithm on the recall rate is similar. However, the impact of dithering on popularity, coverage, and diversity is different from other indicators. The performance of these three indicators gradually decreases as α increases. In particular, the coverage rate is a large decline. This is because as α increases, the algorithm is less affected by random factors, which reduces the diversity of recommended items and reduces the coverage of recommended results.
Next, we analyze the effect of parameter β. We set the value of α to 0.95 and observe the changes in the metrics. The results are shown in Figure 8 . As we can see from the previous two subfigures, the performance is not stable but is generally acceptable. Because we model the data uncertainty with a normal distribution, it is reasonable that sometimes the output of the distribution is not satisfactory. From the remaining three subfigures, we see that IDither performs better in all three metrics. From the comparison result of Table 4 , we arrive at the conclusion that IDither can truly improve the performance of recommender systems and its ability is affected by the weight of the dithering model.
VII. CONCLUSION
In this paper, we proposed a new dither-based framework for handling the data uncertainty in IoT-based recommender systems. Under our framework, we designed a item-based dithering and recommendation algorithm to reduce the influence of data uncertainty. Unlike the existing feedback and online learning model, IDither does not require the system to rerun the models but extra storage for items. Our IDither model, where modifying the final recommendation each time user interacts with the system, acts as a real-time updater for lists, and we argue that dithering is applicable to a wide range of information filtering systems that aim to improve the user experience. We defined data uncertainty in IoTbased recommender systems, with which we showed that dithering is necessary for improving recommendation performance. We provided algorithms and case studies in our dither-based framework, and we empirically validated the effectiveness of IDither algorithm on a testing environment for movie recommendation. This work is the beginning of the dither-based framework in IoT domain. However, there are still many research issues that remain to be considered, such as the dithering algorithm under distributed computing environment.
