ABSTRACT Citation recommendation is an interesting and significant research area as it solves the information overload in academia by automatically suggesting relevant references for a research paper. Recently, with the rapid proliferation of information technology, research papers are rapidly published in various conferences and journals. This makes citation recommendation a highly important and challenging discipline. In this paper, we propose a novel citation recommendation method that uses only easily obtained citation relations as source data. The rationale underlying this method is that, if two citing papers are significantly co-occurring with the same citing paper(s), they should be similar to some extent. Based on the above rationale, an association mining technique is employed to obtain the paper representation of each citing paper from the citation context. Then, these paper representations are pairwise compared to compute similarities between the citing papers for collaborative filtering. We evaluate our proposed method through two relevant real-world data sets. Our experimental results demonstrate that the proposed method significantly outperforms the baseline method in terms of precision, recall, and F1, as well as mean average precision and mean reciprocal rank, which are metrics related to the rank information in the recommendation list.
I. INTRODUCTION
Recommender Systems (RSs), which aim to suggest items of potential interest for solving information overload, have attracted growing amounts of attention [1] , [2] . They have been successfully applied in many fields such as e-commerce [3] , movies [4] , music [5] , e-learning [6] , mobile service [7] , and so on [8] . In recent years, with the rapid proliferation of information technology, more and more research papers are published and shared in many free digital databases or personal websites. To a high extent, this phenomenon contributes to information overload in research and academia. Consequently, some researchers accordingly apply recommendation techniques to solve the problem of academic information overload [9] .
Generally, in order to help readers understand a research paper well, the author needs to cite relevant and important previous work as references for the paper. As described by Sun et al. [10] , relevant papers were found by researchers in the print age through library catalogs. Subsequently, literature search engines were developed specially (such as Google Scholar) or integrated into various websites of online digital libraries (such as ACM Portal, IEEE Xplore, Elsevier, etc.) to retrieve relevant papers in diverse research areas. Keyword-based query is one commonly used technique for information retrieval. But whether search results meet researchers' needs depends on keywords used by them to a great extent. Moreover, the search results are the same for the same search keywords whereas researchers' needs are different. To this end, citation recommendation aims to suggest relevant papers as references for satisfying researchers' personalized citation requirements.
Collaborative Filtering (CF) is a classical recommendation method and has been exploited by researchers in the area of academic recommendation to recommend citations [11] .
In the method, citing papers and cited papers are regarded as users and items in e-commerce. Similar citing papers (users) are likely to cite the same cited papers (items). Citing papers with common cited papers are considered to be similar. The similarities between citing papers are computed based on their common cited papers. As shown in Fig. 1(a) , citing papers i1 and i2 cited the same paper j2 simultaneously, so they are similar to some extent. In this paper, we consider that two citing papers are similar if they are co-occurring with the same citing papers. As shown in Fig. 1(b) , there is no common paper cited by citing papers i1 and i4. However, i1, i2, and i3 cited the same paper j1 simultaneously, i4, i2, and i3 cited the same paper j2 simultaneously. That means i1 and i4 are co-occurring with the same papers i2 and i3 so they are similar to some extent. Furthermore, we propose a citation Context-based Collaborative Filtering method called CCF for citation recommendation. Using citation context, an association mining technique is employed to determine co-occurred citing papers. Each citing paper is represented by other citing papers. Then, pairwise paper representations are compared to compute similarities between citing papers. Finally, the citations of citing papers similar to a target paper are used to predict the target's citations. Our experiments on two real-world datasets demonstrate the effectiveness of the proposed method. The rest of the paper is organized as follows. Section II reviews related work on citation recommendation. Section III introduces the design detail of our proposed method. Section IV describes the experimental setup and elaborates our results in detail. Section V concludes the paper.
II. RELATED WORK
In academia, there exist various kinds of entities, such as researchers, authors, papers, readers, reviewers, venues, etc. Different academic recommendation problems always involve in one or several entities, such as venue recommendation (venue and researchers) [12] , collaboration recommendation (researchers) [13] , [14] , scientific article recommendation (papers and researchers) [15] , reviewer recommendation (reviewers and papers) [16] . In this section, we review some related works on citation recommendation. There are two classes of recommendation tasks in this area: global citation recommendation for a manuscript and local citation recommendation for specific content of a manuscript (e.g., a word, a phrase, a sentence, etc).
A. LOCAL CITATION RECOMMENDATION
Local citation recommendation aims to recommend citations for specific context such as a word of each place where a citation should be made in a paper, which is also called context-aware citation recommendation. Tang and Zhang [17] proposed a two-layer restricted Boltzmann machine model for modeling article contents and citation relationships. After obtaining topic representation of a citation context and learned model parameters, they calculated the probability of each paper being the reference paper for the citation context and then recommend top N ranked papers. He et al. [18] proposed a context-aware citation recommendation method. Given a query manuscript and citation context, they presented a probabilistic model to measure the relevance between articles as well as the relevance between citation context and articles. He et al. [19] extended their work in the context of lacking a bibliography of the target manuscript by utilizing 4 different models such as language model to find citation contexts. Lu et al. [20] proposed to recommend citations using a translation model that defines the probability of translating one word in one language into a word in another language. They assumed that the languages used in citation contexts and in article's content are different. They therefore translated one word in context to one word in citation. Huang et al. [21] also proposed to exploit a translation model for citation recommendation. They regarded an article as new 'words' in another language and directly estimated the probability of citing an article given a citation context. Tang et al. [22] proposed a cross-language context-aware citation recommendation method. This method introduced a joint embedding model to recommend English citations for a given context of the place where a citation was made in a Chinese article.
B. GLOBAL CITATION RECOMMENDATION
Global citation recommendation aims to recommend a list of citations for a given query article. McNee et al. [11] proposed to use the citation web between papers to create the raring matrix and then to apply the traditional collaborative filtering method to recommend citations. Gori and Pucci [23] proposed a random walk-based citation recommendation method. They built a citation graph based on citation relations between papers and then employed a random walk algorithm (PageRank) in a citation graph to compute a preference score of target on each reference for citation ranking. Strohman et al. [24] proposed to take paper content and author information into their evaluation model and to use bibliography similarity and Katz measurement to rank candidate citations. Nallapati et al. [25] proposed to jointly model the text and the citation relationship under a framework of topic model using two models. The first model generates the presence or absence of a citation represented by a Bernoulli random variable. The second model models a citation as a multinomial sampling process of the target document. Bethard and Jurafsky [26] proposed a retrieval model for literature search. They incorporated a wide variety of features (e.g., author impact, author citation habits, citation count, and publication age) and learn weights of these features to predict unknown citation by training the model. Meng et al. [27] proposed a unified graph-based model with random walk. They incorporated various types of information (e.g., content, authorship, citation and collaboration network) into the model to provide personal global citation recommendation. Ren et al. [28] proposed a cluster-based citation recommendation framework in the context of heterogenous bibliographic networks. They assumed that citations tend to be softly clustered into interest groups based on multiple types of relationship in the network, and then predict each query's citations based on related groups. Liu et al. [29] proposed to employ the pseudo relevance feedback (PRF) algorithm to find seed papers given a target query. They located important seed nodes such authors, citations, topics, and venues related to seed papers on a heterogeneous bibliographic graph, and then employed random walk to compute papers' rankings after extracting various meta paths.
Most of these works [24] - [29] extract some information (e.g., keywords, authors, venues, topics, etc.) from papers' content to build associations among various objects (e.g., papers, authors, venues) for citation recommendation. Different from them, in this work, we propose a global recommendation method which does not use papers' content information. In addition, unlike some works [23] , [27] , [29] which employ graph model-based methods, we utilize neighbor-based collaborative filtering technique to predict citation preference. McNee et al. [11] also applied collaborative filtering in citation recommendation, but we exploit citation context rather than only citation relation matrix to find similar neighbors. Experimental results have verified the effectiveness of proposed method.
III. DESIGN OF CCF
In citation relation matrix C, if a paper i cited a paper j, C i,j = 1; on the contrary, C i,j = 0. This matrix can be viewed as a binary rating matrix. Here, we call the value of C i,j citation score. Whether a paper j should be recommended to a paper i as reference, depends on the predicted citation score of i on j. In this section, we present a citation context-based citation recommendation method for suggesting relevant papers as references of another paper. Our proposed method mainly includes the following several steps, as shown in Fig. 2 . First, based on citation context, the associations between citing papers are mined to transform citation relation matrix into association matrix between citing papers, i.e., building each citing paper's representation with other citing papers. Then, these paper representations are compared to calculate pairwise papers' similarity for determining neighbor papers. Next, the citation scores of neighbor papers are used to predict citation scores of a target on relevant papers. Finally, these scores are ranked and top-N papers are recommended to the target. We illustrate the detail of each step in the following subsections.
A. CITING PAPER REPRESENTATION
In this section, we introduce how to obtain citing paper representation based on the citation context. In citation relation, there are two roles of papers: citing papers which cited other papers and cited papers which are cited by other papers. In order to obtain citing paper representation, the original double-role relation matrix is transformed into a single-role (only citing papers) association matrix by computing the most significant co-occurrences. We consider two citing papers to be co-occurred if they cited the same cited paper/papers. Let's take the following example for the purpose of illustration. Table 1 shows the citation relations between citing papers i 1 , i 2 , i 3 , i 4 , i 5 and cited papers j 1 , j 2 . Here, for simplicity, we consider two citing papers to be significantly co-occurred if at least one cited paper was cited by them simultaneously. In addition, a binary value of 1 or 0 is used for stating whether two citing papers are co-occurred or not. Table 2 shows the paper vectors describing the five citing VOLUME 3, 2015 papers calculated in this manner. Citing papers i 2 and i 3 are described by the same paper vectors, therefore they are highly related. Actually, significant co-occurrences of two citing papers depend on the their citation context. Therefore, we calculate a significance score based on contingency tables commonly-used in statistical theory. Table 3 shows the contingency table for two citing papers paper i1 and paper i2 , which cited N 11 papers simultaneously. Additionally, paper i1 cited N 12 papers which were not cited by paper i2 , paper i2 cited N 21 papers which were not cited by paper i1 , and N 22 papers were not cited by them at all. The χ 2 test was then used to measure the association between the two citing papers, as shown in Equation 1. Based on the contingency table, the χ 2 test sums the squared z-scores for each cell in the contingency table and is correlated to the expected frequencies. Based on the cumulative distribution function of χ 2 as shown in Equation 2, a larger value of χ 2 generates a larger value of association possibility prob. The larger the value of prob is, the more significant the co-occurrence between two citing papers is. We use a threshold ts to determine whether the co-occurrence is significant or not. For two citing papers, if prob is larger than ts, they are regarded to be significantly co-occurred, and vice versa. In the obtained association matrix, there are only binary values (1 for significant co-occurrence and 0 for others). Each row of association matrix represents a citing paper and they are used for similarity calculation.
where
As stated above, N 11 , N 12 , N 21 , and N 22 are the number of corresponding papers.
where v is the freedom degree and equals 1 for the contingency table here, (·) is the Gamma function, x is the value of χ 2 computed using Equation 1.
B. SIMILARITY CALCULATION
The traditional collaborative filtering method calculates similarities between citing papers based on the original citation relation matrix, where each citing paper is represented by other cited papers. In this work, based on the obtained association matrix, we compute the cosine similarity of paper vectors as the similarity for pairwise citing papers using Equation 3 .
where V i1 and V i2 are the paper vectors of citing papers i1 and i2.
C. SCORE PREDICTION AND RECOMMENDATION
We predict the citation scoreŜcore i 0 ,j of target citing paper i 0 on a paper j by averaging the scores of neighbor papers of i 0 while each score is weighted by the corresponding similarity sim i 0 ,i , see Equation 4 .
where i is one of neighbor citing papers of i 0 .
IV. EXPERIMENTS A. DATASET
We utilized two datasets provided by the 2003 KDD Cup [30] in our experiments: the HEP-PH (high energy physics phenomenology) and the HEP-TH (high energy physics theory). These datasets were extracted from the e-print arXiv.org website and include 421578 citation relations between 34546 papers as well as 352807 citation relations between 27770 papers, respectively. We removed papers which cited less than 20 papers or which were cited by less than 5 papers. The distributions of the preprocessed datasets are shown in Table 4 . Like most datasets in the area of recommender systems, citation relations in the two datasets are very sparse (0.9971 for HEP-PH and 0.9960 for HEP-TH), i.e., data sparsity. The sparsity indicates the ratio of the difference between numbers of all possible relations and existing citation relations to the number of all possible relations. 
B. EXPERIMENTAL SETUP
To evaluate the quality of recommendations, we divided each dataset randomly into a training set and a test set using the following procedure. For each citing paper, we randomly select cited papers into the test set at the ratio of 20%. We employed three commonly used evaluation metrics in our experiments: a) Precision, is the ration of the number of cited papers in the top-N recommendation list to the length of the same list; b) Recall, is the ratio of the number of cited papers in the top-N recommendation list to the total number of all cited articles; c) F1, is a harmonic mean of precision and recall.
where P is the set of all papers and OUT (P) is the set of citing papers. R(p) is the list of papers recommended to citing paper p, and T (p) is the set of papers selected into the test set for p. In order to demonstrate the effectiveness of our proposed method, we compared the recommendation results of the following methods.
• Baseline: method, which regards citation relation matrix as rating matrix and generates top-N citation recommendations for a target paper. Similar neighbor papers are obtained by comparing cited papers of each neighbor with those of the target to compute their similarities.
• CCF: This is our proposed method.
C. PERFORMANCE COMPARISON
In this section, we compare the proposed method with Baseline method in terms of the citation recommendation performance. Fig. 3 shows the comparison results of Baseline and CCF (when ts equals 0.4) on HEP-PH dataset. As can be seen from this figure, CCF achieves much larger values of precision, recall, and F1 than Baseline for different top-N recommendations. In particular, CCF significantly obtains high improvement (about 10% in precision, 16% in recall, and 10% in F1), when N is larger than 4. In addition, we compare experimental results of Baseline and CCF on HEP-TH dataset, as shown in Fig. 4 . From this figure, we can also see that, as the value of N is increasing, CCF always achieves large values of precision, recall, and F1 than Baseline. These experimental results on the two datasets demonstrate that, our proposed CCF significantly outperforms Baseline in terms of the three evaluation metrics. Furthermore, this indicates that similarity calculation based on citation context is able to help generate more accurate recommendations.
D. PARAMETER STUDY
As aforementioned, the function of the threshold ts is to determine whether two citing papers are co-occurred or not. If their association degree is beyond ts, they are considered to be co-occurred, and vice versa. Obviously, similarity between papers can be influenced by ts. In this section, in order to understand the impact of ts on recommendation quality, we compare the experimental results of CCF for different values of ts on the two datasets. Fig. 5 shows the comparison results of CCF on HEP-PH when ts is equal to 0.1, 0.2, 0.3, 0.4, and 0.5, respectively. From this figure, we can see that, as the value of ts is increasing, CCF achieves larger values of precision, recall, and F1. When ts is equal to 0.1 (i.e., the smallest value), the result is the worst. When ts is equal to 0.5 (i.e., the largest value), the result is the best. This is due to the fact that, the larger value of ts generates more accurate estimation of co-occurrence between two papers. Subsequently, these accurate co-occurrences are able to help accurately calculate similarities between papers. The comparisons of CCF for different values of ts on HEP-TH have also been made as shown in Fig. 6 , and the experimental results demonstrate the same variation trend of precision, recall, and F1 of CCF as the value of ts increases. Note that only a enough large value of ts can generate better recommendation quality. Actually, when ts is equal to 0.1 or 0.2, CCF does not outperform Baseline, and when ts is larger than 0.2, CCF begins to perform better than Baseline. Therefore, a suitable value of ts is extremely important. This is why we discuss the impact of ts on recommendation quality of CCF here.
E. COMPARISON RESULTS ON OTHER METRICS
In addition to the three commonly used metrics stated in the above section, we also evaluate two other metrics: Mean Average Precision (MAP) and Mean Reciprocal Rank (MRR). Unlike previous three metrics which evaluate the ability to return overall cited papers, these two metrics take the rank information of relevant cited papers in the recommendation list into consideration. They are defined as follows:
where I denotes the set of citing papers, n i is the number of relevant cited papers in the recommendation list of citing paper i, N is the length of recommendation list, P(R ik ) represents the precision of retrieved results from the top result until paper k is reached, rank(i) represents the rank of the first relevant cited paper in the recommendation list of citing paper i. In this section, we compare the proposed method with Baseline method in terms of these two metrics related to rank information. Fig. 7 demonstrates the comparison results of Baseline and CCF (when ts equals 0.4) on HEP-PH dataset. As can be seen from this figure, CCF achieves the almost same values of MAP and MRR to Baseline when N is less than 6, and CCF achieves the larger values of MAP and MRR than Baseline when N is larger than 6. With the value of N increases, their differences of both MAP and MRR are becoming larger and larger. In addition, we also compare the experimental results of Baseline and CCF on HEP-TH dataset, as shown in Fig. 8 . We can see from this figure that, when N is less than 13, MAP and MRR of CCF are the almost same to those of Baseline, and when N is larger than 13, CCF achieves the larger values of MAP and MRR than Baseline. These results on the two datasets demonstrate our proposed CCF method performs better than Baseline method in terms of MAP and MRR. This also indicates that relevant citations appear earlier in recommendation list (i.e., the set of top-N recommended papers) generated by CCF when compared to Baseline.
V. CONCLUSION
In this paper, we have proposed a citation recommendation method (CCF) for recommending relevant papers as references of a target paper. Different from traditional collaborative filtering applied in citation recommendation, CCF computes similarities between citing papers by comparing pairwise paper representations which are obtained from citation context. The rationale underlying this similarity calculation is that, citing papers are considered to be similar if they are co-occurred with the same citing papers. Experimental results on two real-world datasets demonstrate that CCF outperforms Baseline method in terms of precision, recall, F1, MAP, and MRR. This indicates that the similarity calculation based on co-occurrence relation generates more accurate neighbor citing papers. In addition, our proposed method does not include content and other social relations such as co-authorship. We hope to include such information to improve citation recommendation in future work.
