The recursive method for computing the generalized LM -inverse of a constant rectangular matrix augmented by a column vector is proposed in [16, 17] . The corresponding algorithm for the sequential determination of the generalized LM -inverse is established in the present paper. We prove that the introduced algorithm for computing the generalized LM inverse and the algorithm for the computation of the weighted Moore-Penrose inverse developed by Wang in [23] are equivalent algorithms. Both of the algorithms are implemented in the present paper using the package MATHEMATICA. Several rational test matrices and randomly generated constant matrices are tested and the CPU time is compared and discussed.
Introduction
As usual, let C be the set of complex numbers, C m×n be the set of m × n complex matrices, and C m×n r = {X ∈ C m×n : rank(X) = r}. For any matrix A ∈ C m×n and positive definite matrices M and N of the orders m and n respectively, consider the following equations in X, where * denotes conjugate and transpose:
(1)
The matrix X satisfying equations (1), (2), (3M ) and (4N ) is called the weighted Moore-Penrose inverse of A, and it is denoted by X = A
There is a lot of extensions of the partitioning method. Wang in [23] generalized Greville's method to the weighted Moore-Penrose inverse. Also, the results in [23] are proved by using a new technique. Udwadia and Kalaba developed the recursive relations for the different types of generalized inverses [21, 22] . Finally, the Greville's recursive principle is generalized to various subsets of outer inverses and extended to the set of the one-variable rational and polynomial matrices in [15] .
The algorithm for the computation of the Moore-Penrose inverse of the one-variable polynomial and/or rational matrix, based on the Greville's partitioning algorithm, was introduced in [13] . The extension of results from [13] to the set of the two-variable rational and polynomial matrices is introduced in the paper [10] . The Wang's partitioning method from [23] , aimed in the computation of the weighted Moore-Penrose inverse, is extended to the set of the one-variable rational and polynomial matrices in the paper [14] . Also the efficient algorithm for computing the weighted Moore-Penrose inverse, appropriate for the polynomial matrices where only a few polynomial coefficients are nonzero, is established in [9] .
In the paper [6] the authors derived a formula for the computation of the Moore-Penrose inverse of M * M and obtained sufficient conditions for its nonnegativity, where M = [A | a].
On the other side, there are a few articles which are interested in with computation of the generalized LM -inverse. The definition of the LM -inverse and the recursive algorithm of the Greville's type (for a matrix augmented by a column vector) are given in [16, 17] . The recursive relations in [16, 17] are proved by direct verification of the four conditions of the generalized LM -inverse. Also, these formulae are particularized to obtain recursive relations for the generalized L-inverse of a general matrix augmented by a column [17] . The recursive relations for the determination of the generalized Moore-Penrose M -inverse are derived in [18] . Separate relations for the situations when the rectangular matrix is augmented by a row vector and when such a matrix is augmented by a column vector are considered in [18] . The alternative proof for the determination of the generalized Moore-Penrose M -inverse of a matrix through the direct verification of the four properties of the Moore-Penrose M -inverse are presented in [11] .
It is not difficult to verify that the conditions which characterize the generalized LM -inverse are equivalent with the corresponding equations characterizing the weighted Moore-Penrose inverse. Moreover, the matrix norms minimization used in (3) and (4) in the article [16] also characterizes the weighted Moore-Penrose inverse. Therefore, the generalized LM -inverse and the weighted Moore-Penrose inverse are identical. In the present paper we compare the corresponding algorithms. It is realistic to predict that algorithm for computing the weighted Moore-Penrose inverse from [23] and the algorithm for the computation of the generalized LM -inverse, introduced in the present paper and based on the results from [16, 17] are the same. Verification of this prediction is the main result of the present paper. Therefore, the present paper is continuation of the papers [9, 13, 14, 16, 17] .
The structure of the present paper is as follows. In the second section we restate the representation of the generalized LM -inverse from [16, 17] as well as the representation and algorithm for computing the weighted Moore-Penrose from [23] . We also introduce an effective algorithm for construction of the generalized LM -inverse directly using its representation proposed in [16, 17] . In the third section we provide a proof that two algorithms from the second section are equivalent. Implementation of both algorithms and a few illustrative examples are presented.
Preliminaries and motivation
The recursive determination of the weighted Moore-Penrose inverse A † M,N is established in [23] . Let A ∈ C m×n and A k be the submatrix of A consisting of its first k columns. For k = 2, . . . , n the matrix A k is partitioned as
where a k is the k-th column of A.
Chen [23] ). Let A ∈ C m×n and A k be the submatrix of A consisting of its first k columns. For k = 2, . . . , n the matrix A k is partitioned as in (2.1), and the matrix N k ∈ C k×k is the leading principal submatrix of N , and N k is partitioned as
Let the matrices X k−1 and X k be defined by
where 
X 1 = 0. 6: end if 7: for k = 2 to n do 8:
if c k = 0, then 11:
Step 16,
12:
else 13:
end if 16 :
Also, the next auxiliary Algorithm 2.2, required in Algorithm 2.1 is stated in [23] . Require:
n kk ∈ C k×k be the leading principal submatrix of p.d. matrix N .
The definition of the generalized LM -inverse is given in [16] , and it is based on the usage of the linear equation Ax = b, where A is an m × n matrix, b is an m-vector and x is an n-vector. The matrix A † LM is such that the vector x, uniquely given by x = A † LM b, minimizes both of the following two vector norms (conditions (3) and (4) from [16] )
, where L is an m × m symmetric positive-definite matrix and M is an n × n symmetric positive-definite matrix.
The recursive formulae for determining the generalized LM -inverse A † L,M of any given matrix A are introduced in [16, 17] , and they are restated here for the sake of completeness. Theorem 2.2 (F.E. Udwadia, P. Phohomsiri [16, 17] ). The generalized LM -inverse of any given matrix
m×n is determined using the following recursive relations:
where A is an m × (n − 1) matrix, a is a column vector of m components,
Note that L is a symmetric positive definite m × m matrix, and
where M is a symmetric positive-definite n×n matrix, M is a symmetric positive-definite (n−1)×(n−1) matrix, m is a column vector of n − 1 components, andm is a scalar.
Theorem 2.2 assumes in B = [A | a]
that the matrix B is obtained augmenting the matrix A by an appropriate column vector a. In the rest of the paper we assume that B = [A | a] is just the partitioning (2.1): B = A k , A = A k−1 , a = a k . Moreover, it is clear that the following notations immediately follows from Algorithm 2.1:
Also, we use the following denotation for the matrix M defined in (2.9):
Finally, the vector d corresponding to the first k columns of A is denoted by d k .
According to the above Theorem 2.2 we introduce the next algorithm.
Algorithm 2.3 Computing the LM -inverse A †
LM using the representation from [16] . Require: Let A ∈ C m×n , L and M be p.d. matrices of order m and n respectively.
Step 17 12:
end if 17:
It is clear from restated definitions that the generalized LM -inverse is just the weighted MoorePenrose inverse. Therefore, Algorithm 2.3 and algorithms 2.1, 2.2 together produce identical resultthe weighted Moore-Penrose inverse of the given m × n matrix. In the next section we compare the described algorithms.
Comparison of algorithms
Theorem 3.1. Algorithm 2.3 is equivalent to algorithms 2.1 and 2.2.
Proof. In order to ensure unambiguous, during the proof we assume that the symbol W in a superscript denotes terms from the Wang's algorithm; similarly we use the convention that U , as a superscript, denotes terms from the Udwadia's algorithm, elsewhere it is necessary. Since the LM -inverse is just the weighted Moore-Penrose inverse, we conclude that the matrix M in Algorithm 2.1 is just the matrix L in Algorithm 2.3 and the matrix N in Algorithm 2.1 is analogous with the matrix M in Algorithm 2.3. Therefore, it is not necessarily to mark the matrices L, M, N and A by appropriate superscript.
We prove the theorem by verifying the equivalence of the outputs from the corresponding algorithmic steps of mentioned algorithms. The proof proceeds by the mathematical induction.
The proof for the case k = 1 in view of Step 3 in both algorithms is trivial. Assume that the statement is valid for the first k − 1 columns, i.e.
Now we verify the inductive step. Wang used the matrix X k in the form
while Udwadia observed two cases, as in (2.8).
If we denote with
then the equalities in (2.8) become
Let us show that the output of Step 9 from Algorithm 2.1 is the same as the output of Step 8 from Algorithm 2.3:
Now we show that Step 11 from Algorithm 2.1 and Step 11 from Algorithm 2.3 are equivalent. As it is stated above c
In a similar way it can be verified that Step 14 from Algorithm 2.1 is equivalent to Step 15 from Algorithm 2.3. In the case c W k = 0 we can start from the statement in Step 15 from Algorithm 2.3.
From
Step 9 of Algorithm 2.3 and the inductive hypothesis the following holds
so that we derive the following:
Since N k−1 is the symmetric positive definite applying equality (4N ) together with (3.11) the following holds
and later
Moreover, we have
First we show that p
Also, from the above equality, we have
Finally, the last term of the sum in the left hand side of (3.15), is equal to p * N k−1 p − p * l k , and it is also equal to zero:
Continuing the transformation for q T M k q we have
Now we are able to continue the rest of our proof. According to the equality
Step 15 from Algorithm 2.3 produces the result
which is identical to the output (b * k ) W , derived in Step 14 from Algorithm 2.1.
According to
Step 16 of Algorithm 2.1 and Step 17 of Algorithm 2.3, the generalized LM -inverse and the weighted Moore-Penrose inverse of the first k columns of A are identical:
Finally, for the case k = n, it immediately follows that A † L,M = A † M,N , which means that the outputs from both algorithms are identical.
Examples
In order to compare the algorithms from the second section it is necessary to use the precise implementation of the corresponding algorithms. Details concerning the implementation of the partitioning algorithm corresponding to the weighted Moore-Penrose inverse can be found in [14] . In order to compare the mentioned algorithms we developed a MATHEMATICA code for the implementation of Algorithm 2.3. We later tested results on different types of matrices. Since the language MATHEMATICA admits symbolic manipulation with data, developed implementations are immediately applicable to the rational and polynomial matrices. Example 4.1. Consider the test matrix A 11×10 from [25] , in the case a = 1 3 4 1 1 3 4 6 2 1 3 4 6 2 2 3 4 5 3 2 3 4 5 3 3 4 5 6 4 3 4 5 6 4 4 5 6 7 6 4 5 6 7 6 6 6 7 7 8 6 6 7 7 8 1 2 3 4 1 3 4 1 1 3 4 6 2 1 2 4 6 2 2 3 4 5 3 1 3 4 5 3 3 4 5 6 4 2 3 5 6 4 4 5 6 7 6 3 4 6 7 6 6 6 7 7 8 4 
and randomly generated symmetric positive definite matrices L 10×10 and M 11×11 : 
The Moore-Penrose inverse can be generated in the case L = M = αI, M = N = βI [16] , and it is equal to [25] and L (resp. M ) and M (resp. N ) as the identity matrices of the appropriate dimensions. Both of the considered algorithms produce the following Moore-Penrose inverse: there are arranged results obtained on the set of randomly generated test matrices A m×n and randomly generated symmetric positive definite matrices L m×m (resp. M m×m ) and M n×n (resp. N n×n ): Table 1 . The comparison in the efficiency on the set of randomly generated test matrices According to the above Table 1 results it is evident that Algorithm 2.3 produces negligibly better performances with respect to Algorithm 2.1 for all test cases. This fact is in accordance with the verified equivalence between the algorithms.
Example 4.2. Consider the one variable test matrix
A =                    x 1 0 0 0 0 0 0 0 0 0 0 x 2 x 1 0 0 0 0 0 0 0 0 0 x 3 x 2 x 1 0 0 0 0 0 0 0 0 x 4 x 3 x 2 x 1 0 0 0 0 0 0 0 x 5 x 4 x 3 x 2 x 1 0 0 0 0 0 0 x 6 x 5 x 4 x 3 x 2 x 1 0 0 0 0 0 x 7 x 6 x 5 x 4 x 3 x 2 x 1 0 0 0 0 x 8 x 7 x 6 x 5 x 4 x 3 x 2 x 1 0 0 0 x 9 x 8 x 7 x 6 x 5 x 4 x 3 x 2 x 1 0 0 x 10 x 9 x 8 x 7 x 6 x 5 x 4 x 3 x 2 x 1 0 x 11 x 10 x 9 x 8 x 7 x 6 x 5 x 4 x 3 x 2 x 1 x 12 x 11 x 10 x 9 x 8 x 7 x 6 x 5 x 4 x 3 x 2 x                    proposed inA † =                     x x 2 +1−x 1 x 2 +1 x x 2 +1                     .m × n degree Algorithm 2.1 A † M N Algorithm 2.3 A † LM
Conclusions
Our primary idea is to show that the computational method for the generalized LM -inverse from [16, 17] and the algorithms for the computation of the weighted Moore-Penrose inverse from [23] are equivalent. The effective algorithm for the computation of the generalized LM -inverse is introduced here. Equivalence of the considered algorithms is proved in the third section by verifying the equivalence of outputs generated by corresponding algorithmic steps. This paper not only compares the corresponding algorithms but also compares the performance of two approaches of finding the Moore-Penrose inverse. In order to compare the efficiency of corresponding algorithms we developed their implementations in the programming language MATHEMATICA.
Appendix
Several auxiliary procedures implemented in MATHEMATICA are described at the beginning. Implementation of Algorithm 2.1 is obtained by slightly adopting the MATHEMATICA code described in [14] . 
