Stochastic flows and Kunita's limit theorem by Chipana Mollinedo, David Alexander, 1985-
Universidade Estadual de Campinas
INSTITUTO DE MATEMA´TICA, ESTATI´STICA E COMPUTAC¸A˜O CIENTI´FICA
Departamento de Matema´tica
Dissertac¸a˜o de Mestrado
Fluxos Estoca´sticos
e Teorema do Limite de Kunita
por
David Alexander Chipana Mollinedo
Mestrado em Matema´tica - Campinas - SP
Orientador: Prof. Dr. Pedro Jose Catuogno
Este trabalho contou com apoio financeiro da CAPES.
i
              FICHA CATALOGRÁFICA ELABORADA PELA
            BIBLIOTECA DO IMECC DA UNICAMP
           Bibliotecária: Maria Fabiana Bezerra Müller – CRB8 / 6162
Chipana Mollinedo, David Alexander
C443f Fluxos estocásticos e teorema do limite de Kunita/David Alexander
Chipana Mollinedo-- Campinas, [S.P. : s.n.], 2011. 
Orientador : Pedro Jose Catuogno
Dissertação  (mestrado)  -  Universidade  Estadual  de  Campinas, 
Instituto de Matemática, Estatística e Computação Científica.
1.Fluxo estocástico.  2.Movimentos brownianos.  3.Semimartingala
(Matemática).  I.  Catuogno,  Pedro  Jose.  II.  Universidade  Estadual  de 
Campinas. Instituto de  Matemática, Estatística e Computação Científica. 
III. Título.
Título em inglês: Stochastic flows and Kunita's limit theorem
Palavras-chave em inglês (Keywords): 1.Stochastic flow. 2.Brownian movements. 
3.Semimartingales (Mathematics).
Área de concentração: Matemática
Titulação: Mestre em Matemática
Banca examinadora: Prof. Dr. Pedro Jose Catuogno (IMECC – UNICAMP)
Prof. Dr. Paulo Regis Caron Ruffino (IMECC – UNICAMP)
Prof. Dr. Osvaldo Germano do Rocio (UEM)
Data da defesa: 14/03/2011
Programa de Pós-Graduação: Mestrado em Matemática
ii
iii
Agradecimentos
Agradec¸o a Deus por ter me iluminado neste caminho, por ter possibilitado mais esta
conquista e, principalmente por colocar em minha vida pessoas especiais que colaboraram
cada qual a sua maneira na realizac¸a˜o deste trabalho, em especial ao Prof. Dr. Pedro Jose´
Catuogno pela credibilidade depositada em mim, dedicac¸a˜o, pacieˆncia, e pela sugesto˜es
dadas durante o desenvolvimento deste trabalho.
A` minha famı´lia, por todo apoio e carinho, pelo exemplo de amor, determinac¸a˜o,
perseveranc¸a, por sempre acreditarem em mim, apoiarem em meus projetos.
A` Capes, pelo apoio financeiro sem o qual na˜o haveria condic¸o˜es de executa´-lo.
Aos funciona´rios da Secretaria de Po´s Graduac¸a˜o do IMECC-UNICAMP pela gen-
tileza e atenc¸a˜o diariamente prestados.
A` todos meus professores de Po´s Graduac¸a˜o por suas imensas contribuic¸o˜es em minha
formac¸a˜o.
A meus amigos do predinho, pela ajuda intelectual e emocional durante a realizac¸a˜o
deste trabalho.
iv
A meus pais V ictoriano Chipana e Isabel
Mollinedo, com todo o amor e carinho.
v
Resumo
Neste trabalho estamos interessados em estudar o teorema limite para fluxos estoca´s-
ticos. Apresentamos a teoria de semimartingales de H. Kunita e algumas noc¸o˜es relativas
a fluxos de aplicac¸o˜es mensura´veis. O Teorema do Limite de Kunita afirma que: con-
siderando certas condic¸o˜es sobre as caracter´ısticas locais (me´dia e covariaˆncia infinitesi-
mal) do fluxo estoca´stico Φεt (ε > 0) gerado pelo semimartingale X
ε
t no sentido que
dΦεt(x) = X
ε(Φεt(x), dt),
enta˜o a famı´lia de leis associada a` famı´lia de processos {(Φεt , Xεt )}ε>0 visto como fluxo
estoca´stico convergem fracamente quando ε→ 0. Ale´m disso, se Xεt converge fortemente
(quando ε→ 0) enta˜o Φεt tambe´m converge fortemente.
vi
Abstract
In this work we are interested in studying the limit theorem for stochastic flows. We
present the theory of semimartingales given by H. Kunita and some notions related to
flow of measurable applications. Kunita’s limit theorem states that : considering certain
conditions on the local characteristics (mean and covariance infinitesimal) of stochastic
flow Φεt (ε > 0) generated by semimartingale X
ε
t in the sense that
dΦεt(x) = x
ε(Φεt(x), dt),
then the family of laws associated with the family of processes {(Φεt , XεT )}ε>0 viewed as
stochastic flow converge weakly as ε → 0. Also, if Xεt converges strongly (when ε → 0)
then Φεt also converges strongly.
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Introduc¸a˜o
No presente trabalho apresentaremos noc¸o˜es fundamentais referentes a fluxos estoca´s-
ticos de aplicac¸o˜es mensura´veis. Para ter uma ide´ia disto, vamos a considerar uma
equac¸a˜o diferencial ordinaria sobre Rd, a qual esta dada por,
dx
dt
= f(x, t),
onde f(x, t) e´ cont´ınua em (x, t) e Lipschitz cont´ınua em x. Agora denotemos a` soluc¸a˜o
da equac¸a˜o de acima por Φs,t(x) com condic¸a˜o inicial x(s) = x. A Teoria cla´ssica de
equac¸o˜es diferenciais ordina´rias (EDO) prova que
(a) Φs,t(x) e´ cont´ınua em s, t, x,
(b) Φt,u(Φs,t(x)) = Φs,u(x) para qualquer s, t, u e qualquer x,
(c) Φs,s(x) = x para qualquer s,
(d) A aplicac¸a˜o Φs,t : Rd → Rd e´ um homeomorfismo para qualquer s, t.
A aplicac¸a˜o Φs,t com as propriedades de acima e´ chamada de fluxo de homeomorfismos.
Agora um fluxo estoca´stico de homeomorfismos e´ um campo aleato´rio Φs,t(x) que assume
valores em Rd, onde 0 ≤ s ≤ t ≤ T , x ∈ Rd e o qual esta´ definido num espac¸o de
probabilidade (Ω,F,P) tal que, para quase todo ω as propriedades (a)− (d) se cumprem.
Em particular, se Φti,ti+1 , i = 0, 1..., n− 1 sa˜o independentes para qualquer 0 ≤ t0 < t1 <
... < tn ≤ T , enta˜o Φs,t e´ chamado de fluxo Browniano. Observamos tambe´m que as
soluc¸o˜es das equac¸o˜es diferenciais estoca´sticas de Itoˆ sa˜o fluxos Brownianos. Por uma
equac¸a˜o diferencial estoca´stica de Itoˆ entendemos
dx(t) =
r∑
k=1
Fk(k, t)dBk(t) + F0(x, t)dt, (1)
onde F0(x, t), F1(x, t), ..., Fr(x, t) sa˜o cont´ınuas em (x, t) e Lipschitz cont´ınuas em x, e
(B1(t), ..., Br(t)) e´ um movimento Browniano ”standard”. Se Φs,t(x, ω) e´ soluc¸a˜o da
1
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equac¸a˜o com a condic¸a˜o inicial x(s) = x, considerando uma modificac¸a˜o conveniente
sobre as condic¸o˜es temos um fluxo Browniano.
O trabalho esta´ direcionado a estudar o teorema do limite de Kunita o qual afirma que
de acordo com certas condic¸o˜es ((A2)k e (A3)k das pa´ginas 62−63) sobre as caracter´ısticas
locais (me´dia e covariaˆncia infinitesimal) do fluxo estoca´stico Φεt (ε > 0) gerado pelo
semimartingale Xεt no sentido que
dΦεt(x) = X
ε(Φεt(x), dt),
enta˜o a lei do par (Φεt , X
ε
t ), vista como fluxo estoca´stico converge fracamente quando
ε → 0. Ale´m disso, se Xεt converge fortemente (quando ε → 0) enta˜o Φεt tambe´m
converge fortemente.
Para o desenvolvimento do resultado anterior (resultado principal) dividimos este tra-
balho em quatro cap´ıtulos que em seguida passaremos a explicar. No primeiro cap´ıtulo,
desenvolvemos os preliminares necessa´rios, onde discutimos sobre os crite´rios de Kol-
mogorov assim como algumas noc¸o˜es de convergeˆncia. No cap´ıtulo 2, caracterizamos
fluxos Brownianos atrave´s de suas caracter´ısticas locais:
b(x, t) = lim
h→0
1
h
E[Φt,t+h(x)− x],
a(x, y, t) = lim
h→0
1
h
E[(Φt,t+h(x)− x)(Φt,t+h(y)− y)∗],
onde ∗ e´ a transposta do vetor coluna. Aqui b(x, t), a(x, y, t) sa˜o chamados a me´dia
e covariaˆncia infinitesimal respectivamente. Por outra lado, tambe´m estudamos fluxos
Brownianos de homeomorfismos e mostramos que se as caracter´ısticas locais de um fluxo
estoca´stico satisfazem certas condic¸o˜es de Lipschitz enta˜o esse fluxo e´ chamado fluxo de
homeomorfismos. Por u´ltimo, mostraremos que se as caracter´ısticas locais de um fluxo
cumprem certas condic¸o˜es de diferenciabilidade enta˜o dito fluxo e´ um fluxo de difeomor-
fismo. No cap´ıtulo 3, estudamos as semimartingales cont´ınuas com paraˆmetros espaciais
e desenvolvemos o ca´lculo estoca´stico referente a eles. Aqui tambe´m consideramos as
equac¸o˜es diferenciais estoca´sticas baseadas sobre semimartingales cont´ınuas X(x, t) que
tomam valores em C = C(Rd,Rd), dadas por
dx(t) = X(x(t), dt),
e mostraremos que esta equac¸a˜o tem soluc¸a˜o u´nica, sempre que suas caracter´ısticas lo-
cais sejam Lipschitz cont´ınuas. Ale´m disso, provamos que dita soluc¸a˜o define um fluxo
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3estoca´stico. Por u´ltimo, no cap´ıtulo 4 desenvolvemos o resultado central deste trabalho
referente ao teorema limite de H. Kunita para fluxos fluxos estoca´sticos. Esta convergeˆn-
cia esta´ no sentido de que considerando certas condic¸o˜es sobre as caracter´ısticas locais
do fluxo estoca´stico enta˜o conseguimos a convergeˆncia da lei de probabilidade associada
ao fluxo.
Cap´ıtulo 1
Preliminares
Neste cap´ıtulo estudaremos as noc¸o˜es de ca´lculo estoca´stico necessa´rios para o desen-
volvimento dos resultados principais deste trabalho. Para mais detalhes ver H. Kunita
[2], P. Catuogno [11] e P. Billingsley [10].
1.1 Processos Estoca´sticos e Tipos de Convergeˆncia
Iniciamos esta sec¸a˜o lembrando as definic¸o˜es que consideramos ao longo do trabalho
sem especificar.
Definic¸a˜o 1.1. Chamaremos de espac¸o de probabilidade a´ tripla (Ω,F,P) onde Ω e´ um
conjunto, F e´ uma σ-a´lgebra de subconjuntos de Ω e P e´ uma medida para F tal que
P(Ω) = 1. Os elementos de F sa˜o chamados de eventos.
Definic¸a˜o 1.2. Uma colec¸a˜o de varia´veis aleato´rias Xt, t ∈ T com valores num espac¸o
me´trico S separa´vel e completo onde T e´ o conjunto tempo e´ chamado de processo es-
toca´stico com espac¸o de estado S. Agora, se T e´ um intervalo, dizemos que Xt e´ processo
estoca´stico com paraˆmetro cont´ınuo.
Lembremos tambe´m, que dentro dos processos estoca´sticos usuais temos os movimen-
tos Brownianos, martingales e os processos de Markov os quais utilizaremos no desen-
volvimento do trabalho.
Considere uma sequ¨eˆncia X1, X2, ..., X de varia´veis aleato´rias. Introduzimos treˆs tipos
de convergeˆncia.
(a) {Xn} converge quase certamente se para quase todo ω, {Xn(ω)} converge a X(ω).
4
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(b) Seja p ≥ 1. Denotemos por Lp o espac¸o de todas as varia´veis aleato´rias Y tais que
E[|Y |p] <∞, e definimos a Lp-norma por ‖Y ‖p = E[|Y |p]
1
p . Se X1, X2, ..., X ∈ Lp e
lim
n→∞
‖Xn −X‖p = 0,
enta˜o dizemos que {Xn} converge a X em Lp.
(c) Dizemos que {Xn} converge a X em probabilidade se para qualquer ε > 0
lim
n→∞
P(|Xn −X| > ε) = 0.
Consideramos P e Pn, n = 1, 2, ..., uma sequ¨eˆncia de probabilidades sobre o espac¸o
mensura´vel (S,B(S)).
Definic¸a˜o 1.3. A sequ¨eˆncia {Pn} converge fracamente a P se para qualquer func¸a˜o con-
t´ınua limitada f sobre S,
lim
n→∞
∫
fdPn =
∫
fdP
Definic¸a˜o 1.4. Seja X : Ω → S uma varia´vel aleato´ria. A lei de probabilidade PX e´
definida por
PX(B) = P(X ∈ B), para qualquer B ∈ B(S).
Dizemos que uma sequ¨eˆncia {Xn} de varia´veis aleato´rias que assumem valores em S
converge fracamente se a correspondente sequ¨eˆncia de leis associadas a ditas varia´veis
aleato´rias converge fracamente.
A seguir apresentamos algumas propriedades ba´sicas respeito da convergeˆncia fraca.
Para as provas dos teoremas que enunciaremos a seguir ver [10] (paginas 5 ate´ 40).
Teorema 1.5. Seja {Pn : n = 1, 2, ...,P} a sequ¨eˆncia de probabilidades sobre (S,B(S)).
As seguintes afirmac¸o˜es sa˜o equivalentes.
(i) {Pn} converge fracamente a P.
(ii) lim supn→∞ Pn(F ) ≤ P(F ) se verifica para qualquer subconjunto fechado F de S.
(iii) lim infn→∞ Pn(G) ≥ P(G) se verifica para qualquer subconjunto aberto G de S.
Definic¸a˜o 1.6. A famı´lia {Pλ : λ ∈ Λ} de probabilidades sobre (S,B(S)) e´ dita relativa-
mente compacta se qualquer subconjunto de {Pλ : λ ∈ Λ} conte´m uma subsequ¨eˆncia que
converge fracamente.
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Um crite´rio u´til para a compacidade relativa das medidas e´ a tightness.
Definic¸a˜o 1.7. Uma famı´lia {Pλ : λ ∈ Λ} de probabilidades e´ tight se para qualquer
ε > 0 existe um subconjunto compacto Kε de S tal que Pλ(Kε) > 1 − ε se cumpre para
todo λ ∈ Λ.
Teorema 1.8. A famı´lia de probabilidades {Pλ : λ ∈ Λ} sobre (S,B(S)) e´ relativamente
compacta se e somente se e´ tight.
1.2 Crite´rio de Continuidade de Kolmogorov para
Campos Aleato´rios
Comec¸amos esta sec¸a˜o definindo a noc¸a˜o de campo aleato´rio.
Definic¸a˜o 1.9. Seja D um domı´nio em Rd. Uma colec¸a˜o de varia´veis aleato´rias X(x)
que tomam valores em S com x ∈ D e´ chamada de campo aleato´rio com paraˆmetro D.
Definic¸a˜o 1.10. Sejam {X(x) : x ∈ D} e Y = {Y (x) : x ∈ D} campos aleato´rios.
Dizemos que Y e´ uma modificac¸a˜o de X se P(X(x) = Y (x)) = 1 para todo x ∈ D.
De maneira ana´loga, definimos campos aleato´rios mensura´veis e campos aleato´rios
cont´ınuos. Agora introduzimos o crite´rio de Kolmogorov para campos aleato´rios para
obter uma modificac¸a˜o de um campo aleato´rio cont´ınuo.
Teorema 1.11. Seja X(x), x ∈ D um campo aleato´rio com valores num espac¸o de
Banach B onde D e´ um domı´nio em Rd. Assumimos que existem constantes positivas γ,
C e αi, i = 1, 2, ..., d com
∑d
i=1 α
−1
i < 1 satisfazendo
E[‖X(x)−X(y)‖γ] ≤ C
( d∑
i=1
|xi − yi|αi
)
para cada x, y ∈ D, (1.1)
onde ‖ ‖ e´ a norma do espac¸o de Banach e x = (x1, ..., xd), y = (y1, ..., yd). Enta˜o X(x)
tem modificac¸a˜o cont´ınua X˜(x).
Sejam βi, i ∈ {1, ..., d} nu´meros positivos arbitra´rios menores que αi(α0− d)/α0γ, i ∈
{1, ..., d} respectivamente, onde α0 e´ definido por α−10 d =
∑d
i=1 α
−1
i . Enta˜o para qualquer
hipercubo I contido em D, existe uma varia´vel aleato´ria positiva K(ω) com E[Kγ] < ∞
tal que
‖X˜(x, ω)− X˜(y, ω)‖ ≤ K(ω)
( d∑
i=1
|xi − yi|βi
)
para cada x, y ∈ I, (1.2)
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se cumpre para quase todo ω. Ademais se temos E[‖X(x0)‖γ] <∞ para algum x0, enta˜o
E
[
sup
x∈K
‖X˜(x)‖γ
]
<∞ (1.3)
se verifica para qualquer subconjunto compacto K ∈ D.
Antes de fazer a prova desse teorema precisamos de algumas desigualdades com re-
speito a mo´dulos de continuidade de uma func¸a˜o que assume valores num espac¸o de
Banach definido sobre o hipercubo I = [0, 1]d.
Consideramos a seguinte notac¸a˜o: seja q ∈ N com q > 1, enta˜o qualquer x ∈ [0, 1]
tem uma representac¸a˜o q-adica
∑∞
k=1 akq
−k onde 0 ≤ ak < q, ak ∈ N, k = 1, 2, .... Agora,
denotamos por xN a` soma parcial finita
∑N
k=1 akq
−k da expansa˜o q-adica. Se x = xN se
verifica para algum N , x e´ chamado um racional q-adico. Seja q = (q1, ..., qd) um vetor
de inteiros maiores que um. Enta˜o um ponto x = (x1, ..., xd) ∈ I e´ chamado racional
q-adico se cada xi e´ um racional qi-adico. O conjunto de todos os racionais q-adicos x de
comprimento N , isto e´, xi = xiN para qualquer i = 1, ..., d e´ denotado por ∆N . O nu´mero
de elementos de ∆N e´ ao mais
∏d
i=1 q
N
i . Assim pondo ∆ =
⋃
N ∆N , vemos que ele e´
um subconjunto denso enumera´vel de I. Da´ı se β = (β1, ..., βd) e´ um vetor de nu´meros
positivos tais que βi
βj
=
log qj
log qi
se cumpre para qualquer i, j = 1, ..., d, enta˜o se verifica
qβ11 = ... = q
βd
d = δ.
Seja f : ∆ −→ B. Definimos para cada inteiro positivo N o modulo de continuidade
∆N(f) e o modulo de continuidade β = (β1, ..., βd)-Ho¨lder ∆
β
N(f) por
∆N(f) = max
x,y∈∆N ,|xi−yi|≤q−Ni ,i=1,...,d
‖f(x)− f(y)‖,
∆βN(f) = δ
N∆N(f) = ∆N(f)/(q
−N
i )
βi .
Lema 1.12. A desigualdade
‖f(x)− f(y)‖ ≤ 4|q|
( ∞∑
N=1
∆βN(f)
)(
max
i
|xi − yi|
)
se cumpre para qualquer aplicac¸a˜o f : ∆ −→ B, onde |q| = ∑di=1 qi.
Demonstrac¸a˜o. Basta mostrar o caso quando
∑∞
N=1 ∆
β
N(f) <∞. Para cada x = (x1, ..., xd) ∈
I denotemos por xN = (x1N , ..., xdN) o racional q-adico associado de comprimentoN . Agora
definindo a func¸a˜o gN por gN(x) = f(xN), obtemos que
‖gN+1(x)− gN(x)‖ ≤ |q|∆N+1(f),
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para cada x ∈ I. Assim, tem-se
∞∑
N=1
‖gN+1(x)− gN(x)‖ ≤ |q|
∞∑
N=1
∆N+1(f) ≤ |q|
∞∑
N=1
∆βN+1(f) <∞.
Enta˜o {gN} converge uniformemente em I. Denotemos por g(x) a func¸a˜o limite. Desta
maneira, temos que f(x) = g(x) para qualquer x ∈ ∆.
Agora, no que segue mostramos o lema para a func¸a˜o g. Sejam x, y ∈ ∆ quaisquer.
Existe k ≥ 0 tal que δ−(k+1) ≤ maxi |xi− yi|βi ≤ δ−k desde que δ > 1. Assim, resulta que
‖g(x)− gk+1(x)‖ ≤ |q|
∞∑
N=k+1
∆βN+1(f) ≤ |q|δ−(k+1)
∞∑
N=k+1
∆βN(f) <∞
≤ |q|
( ∞∑
N=1
∆βN(f) <∞
)(
max
i
|xi − yi|βi
)
.
Como |xi − yi| ≤ δ−k/βi = q−ki para i = 1, ..., d, temos
‖gk+1(x)− gk+1(y)‖ ≤ 2|q|∆k+1(f) ≤ 2|q|δ−(k+1)∆βk+1(f)
≤ 2|q|
( ∞∑
N=1
∆βN(f) <∞
)(
max
i
|xi − yi|βi
)
.
Portanto obtemos
‖g(x)− g(y)‖ ≤ ‖g(x)− gk+1(x)‖+ ‖gk+1(x)− gk+1(y)‖+ ‖gk+1(y)− g(y)‖
≤ 4|q|
( ∞∑
N=1
∆βN(f) <∞
)(
max
i
|xi − yi|βi
)
.
Deste modo conclu´ımos a prova.
Lema 1.13. Suponha que X(x) satisfaz (1.1). Se β1, ..., βd satisfazem βj < αj(γ +∑d
i=1 β
−1
i )
−1, j = 1, ..., d, enta˜o resulta
E
[∣∣∣ ∞∑
N=1
∆βN(X)
∣∣∣γ] <∞.
Demonstrac¸a˜o. Inicialmente consideramos o caso γ < 1. Para a, b ∈ R+ sabemos que
(a+ b)γ < aγ + bγ. Assim temos
E
[∣∣∣ ∞∑
N=1
∆βN(X)
∣∣∣γ] ≤ ∞∑
N=1
E[∆βN(X)
γ].
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Agora, observamos que
∆βN(X)
γ ≤
∑
‖X(x)−X(y)‖γδNγ,
onde o somato´rio e´ considerado para todo x, y ∈ ∆N tal que |xi − yi| ≤ q−Ni , i = 1, ..., d.
Ademais, observemos que a soma e´ menor ou igual que 2d(
∏d
i=1 q
N
i ). Portanto
E[∆βN(X)
γ] ≤ 2d
( d∏
i=1
qNi
)
maxE[‖X(x)−X(y)‖γ]δNγ.
Devido a (1.1), a desigualdade anterior e´ limitada por
2d
( d∏
i=1
qNi
)
C
( d∑
j=1
q
−Nαj
j
)
δNγ ≤ 2dC
{ d∑
j=1
δN(
∑d
i=1 β
−1
i −αjβ−1j +γ)
}
.
Desta maneira temos que
E
[∣∣∣ ∞∑
N=1
∆βN(X)
∣∣∣γ] ≤ C ′ d∑
j=1
∞∑
N=1
δN(
∑d
i=1 β
−1
i −αjβ−1j +γ),
onde C ′ = 2dC. Da´ı deduz-se que a soma e´ finita se e somente se
∑d
i=1 β
−1
i −αjβ−1j +γ < 0.
Para o caso γ > 1, observamos que
E
[∣∣∣ ∞∑
N=1
∆βN(X)
∣∣∣γ]1/γ ≤∑
N
E[∆βN(X)]
1/γ
≤ (C ′)1/γ
d∑
j=1
∞∑
N=1
(δ1/γ)N(
∑d
i=1 β
−1
i −αjβ−1j +γ).
Portanto, a expressa˜o anterior e´ finita se e somente se
∑d
i=1 β
−1
i −αjβ−1j + γ < 0. Assim
completamos a prova.
Podemos agora demonstrar o teorema inicial desta sec¸a˜o.
Demonstrac¸a˜o. (Teorema 1.11) Sejam βi, i = 1, ..., d nu´meros arbitra´rios menores que
αi(α0−d)/α0γ, respectivamente, e ε > 0 tal que βi < αi(α0−d)×{α0γ(1+α−10 dε)}−1 se
cumpre todo i. Assim podemos escolher β′1, ..., β
′
d de modo que β
′
i ≥ βi, β
′
i
β′j
=
log q′j
log q′i
para
alguns inteiros positivos q′1, ..., q
′
d maiores que 1 e com β
′
1, ..., β
′
d verificando
αi(α0 − d)
α0γ(1 + ε)
< β′i <
αi(α0 − d)
α0γ(1 + α
−1
0 dε)
.
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Portanto β′1, ..., β
′
d satisfaz a condic¸a˜o do Lema 1.13. De fato, basta observar que
αj
γ +
∑
i
1
β′i
≥ αj
γ +
∑
i
α0γ(1+ε)
αi(α0−d)
=
αj(α0 − d)
γ(α0 + dε)
> β′j.
Consequ¨entemente
∑∞
N=1 ∆
β′
N (X) <∞ se cumpre a.s. pelo Lema 1.13. Agora se β′i ≥ βi.
Enta˜o
‖X(x)−X(y)‖ ≤ 4|q′|
( ∞∑
N=1
∆β
′
N (X)
)( d∑
i=1
|xi − yi|βi
)
,
onde q′ = (q′1, ..., q
′
d). Portanto X(x), x ∈ ∆ tem uma extensa˜o cont´ınua X˜(x), x ∈ I
β-Ho¨lder. Observamos que X˜(x) e X(x) com x ∈ I sa˜o cont´ınuas em probabilidade e
que P(X(x) = X˜(x)) = 1 se cumpre para qualquer x ∈ ∆. Enta˜o resulta que a mesma
propriedade se verifica para todo x ∈ I. Assim X˜(x) e´ uma modificac¸a˜o cont´ınua de
X(x) a qual satisfaz a desigualdade (1.2).
Por u´ltimo observamos que o domı´nio D e´ coberto por um nu´mero enumera´vel de
hipercubos em D. Daqui que X(x), x ∈ D tem modificac¸a˜o cont´ınua. Agora a propriedade
(1.3) resulta imediatamente de (1.2) pois a varia´vel aleato´ria K(ω) em (1.2) cumpre que
E[Kγ] <∞.
1.3 Convergeˆncia Fraca de Campos Aleato´rios Con-
t´ınuos
Seja {Xn(x) : x ∈ I} uma sequ¨eˆncia de campos aleato´rios cont´ınuos com valores em
um espac¸o me´trico S separa´vel e completo, onde I e´ um hipercubo em Rd. Definimos dois
tipos de lei e discutimos suas convergeˆncias fracas. A primeira e´ a convergeˆncia fraca de
campos aleato´rios e a outra e´ a convergeˆncia fraca de distribuic¸o˜es finito dimensionais.
Seja W = C(I, S) o conjunto de todas as aplicac¸o˜es cont´ınuas de I em S. Denotemos
seus elementos por X e sua projec¸a˜o em x ∈ I por X(x). Introduzimos a me´trica
d(X, Y ) = sup
x∈I
d(X(x), Y (y))
onde d e´ a me´trica sobre S. Vemos que W e´ um espac¸o separa´vel e completo. A lei do
campo aleato´rio cont´ınuo X e´
PX(A) = P({ω : X(·, ω) ∈ A}), A ∈ B(W ),
onde B(W ) e´ a σ-algebra de Borel de W .
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As distribuic¸o˜es finito dimensionais do campo aleato´rio X, {Px1,...,xk} sa˜o definidos do
seguinte modo: para x1, ...xk ∈ I a lei de (X(x1), ..., X(xk)) e´ dado por
Px1,...,xk(A) = P({ω : (X(x1), ..., X(xk)) ∈ A}), A ∈ F(Sk).
Definic¸a˜o 1.14. Seja {Xn} uma sequ¨eˆncia de campos aleato´rios cont´ınuos com valores
em S, e Pn a lei de Xn no espac¸o (W,B(W )). Dizemos que a sequ¨eˆncia {Xn} converge
fracamente sempre que {Pn} converge fracamente. De maneira similar dizemos que {Xn}
e´ tight se {Pn} e´ tight.
Da definic¸a˜o acima, observamos que se {Xn} converge fracamente, enta˜o a distribuic¸a˜o
finito dimensional {Pnx1,...,xk} converge fracamente para quaisquer x1, ..., xk. Em seguida
enunciamos um resultado necessa´rio para a tightness de medidas.
Teorema 1.15. A sequ¨eˆncia {Xn} converge fracamente se e somente se as seguintes
duas condic¸o˜es sa˜o satisfeitas.
(a) A sequ¨eˆncia e´ tight.
(b) A sequ¨eˆncia de distribuic¸o˜es finito dimensionais {Pnx1,...,xk} converge fracamente
para quaisquer x1, ..., xk ∈ Rd onde k ∈ N.
Demonstrac¸a˜o. (⇒) Como W e´ um espac¸o me´trico completo e separa´vel enta˜o cada
medida de probabilidade e´ tight. Assim se cumpre (i). Agora observamos que as dis-
tribuic¸o˜es finito dimensionais {Pnx1,...,xk} podem ser vistas como Pnpi−1x1,...,xk onde pix1,...,xk :
W → Sk e´ a aplicac¸a˜o projec¸a˜o e´ definida por pix1,...,xk(X) = (X(x1), ..., X(xk)), as quais
sa˜o claramente continuas. Assim como Pn ⇒ P enta˜o para toda func¸a˜o f cont´ınua e
limitada temos ∫
S
fdPn −→
∫
S
fdP.
Da´ı, considerando a continuidade de pix1,...,xk observamos que∫
S
fdPnpi−1x1,...,xk =
∫
W
f(pix1,...,xk)dP
n −→
∫
W
f(pix1,...,xk)dP =
∫
S
fdPpi−1x1,...,xk .
Portanto Pnpi−1x1,...,xk ⇒ Ppi−1x1,...,xk , como quer´ıamos.
(⇐) Sejam x1, ..., xk ∈ Rd quaisquer. Dado que a sequ¨eˆncia {Pn} e´ tight resulta que
ela e´ relativamente compacta, enta˜o cada subsequ¨eˆncia Pn′ de Pn conte´m ademais uma
subsequ¨eˆncia Pn′′ que converge fracamente para alguma medida medida de probabili-
dade Q. Assim Pn′′pi−1x1,...,xk ⇒ Qpi−1x1,...,xk pela continuidade de pix1,...,xk . Agora, como
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{Pnpi−1x1,...,xk} converge fracamente, existe uma medida de probabilidade Px1,...,xk sobre Sk
tal que Pnpi−1x1,...,xk ⇒ Px1,...,xk . Da´ı, deduz-se que Qpi−1x1,...,xk = Px1,...,xk e como os cilindros
formam uma classe determinante (isto e´, uma famı´lia de conjuntos de W tais que quais-
quer duas medidas de probabilidades sobre W coincidem sobre dita famı´lia) a medida de
probabilidade Q e´ u´nica. Portanto, pela arbitrariedade da subsequ¨eˆncia Pn′ resulta que
Pn ⇒ P.
Para verificar a tightness das medidas {Pn} temos que encontrar para qualquer ε > 0
um subconjunto compacto K de W satisfazendo Pn(K) > 1− ε para todo n. Para isso,
precisamos de alguma caracterizac¸a˜o dos subconjuntos compactos de W . O seguinte
teorema e´ uma consequ¨eˆncia direta do teorema de Ascoli-Arzela.
Teorema 1.16. Um subconjunto K de W = C(I : S) e´ relativamente compacto se e so´
se as seguintes propriedades sa˜o verificadas.
(i) Para cada x ∈ I. existe um subconjunto compacto Γx de S tal que X(x) ∈ Γx
(ii) O conjunto K e´ equicontinuo, isto e´, para qualquer ε > 0 existe δ > 0 tal que
sup|x−y|<δ d(X(x), X(y)) < ε se verifica para todo X em K.
1.4 Crite´rio de Kolmogorov para Tightness
Nesta sec¸a˜o provamos o crite´rio de Kolmogorov para Tightness de uma sequ¨eˆncia de
campos aleato´rios cont´ınuos que assumem valores em um espac¸o de Banach.
Teorema 1.17. Seja {Xn(x) : x ∈ I} uma sequ¨eˆncia de campos aleato´rios cont´ınuos com
valores num espac¸o S Banach. Assumimos que para cada N existem constantes positivas
γ, C e α1, ..., αd com
∑d
i=1 α
−1
i < 1 tais que para todo n ∈ N,
E[‖Xn(x)−Xn(y)‖γN ] ≤ C
( d∑
i
|xi − yi|αi
)
para cada x, y ∈ I,
E[‖Xn(x)‖γN ] ≤ C , para cada x ∈ I.
Enta˜o {Xn} e´ tight com respeito a` topologia fraca de W = C(I, S).
Demonstrac¸a˜o. Sejam os vetores q = (q1, ..., qd) ∈ Nd com qi > 1, i = 1, ..., d, e β =
(β1, ..., βd) ∈ Rd com βi > 0, i = 1, ..., d tais que βiβj =
log qj
log qi
e
∑
k β
−1
k − αjβ−1j + γ < 0
se cumpre para qualquer i e j. A existeˆncia de q e β e´ mostrada na prova do Teorema
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1.11. Sejam M ∈ N e ∆βM(Xn) o modulo de continuidade β-Ho¨lder de Xn(x). Enta˜o
pelos Lemas 1.12 e 1.13 resulta que
‖Xn(x)−Xn(y)‖ ≤ 4|q|
( ∞∑
M=1
∆βM(Xn)
)( d∑
i=1
|xi − yi|βi
)
e
sup
n
E
[∣∣∣ ∞∑
M=1
∆βM(Xn)
∣∣∣γ] <∞.
Utilizando a desigualdade de Chebyschev, temos que para qualquer ε > 0 existe a > 0
tal que
P
( ∞∑
M=1
∆βM(Xn) > a
)
<
ε
2
, P(‖Xn(0)‖ > a) < ε
2
. (1.4)
Seja Pn, n = 1, 2, ... as lei de Xn. Consideramos o subconjunto K de W definido por
K =
{
X :
∞∑
M=1
∆βM(Xn) ≤ a e ‖X(0)‖ ≤ a
}
.
Resulta que Pn(K) > 1 − ε se verifica para qualquer n devido a (1.4). Ale´m disso, o
conjunto K e´ relativamente compacto em W respeito da topologia fraca. Na verdade,
dado que
‖X(x)‖ ≤ ‖X(x)‖+ ‖X(x)−X(0)‖ ≤ a+ 4a|q|
( d∑
i=1
|xi|βi
)
se cumpre para qualquer X ∈ K. Desta maneira a propriedade (a) do Teorema 1.16 e´
verificada. Agora, do fato que
‖X(x)−X(y)‖ ≤ 4a|q|
( d∑
i=1
|xi − yi|βi
)
temos que K e´ equicontinuo. Portanto pelos Teoremas 1.16 e 1.1.4 obtemos o resultado.
Cap´ıtulo 2
Fluxos Brownianos
Este cap´ıtulo tem quatro sec¸o˜es nos quais desenvolveremos aspectos relacionados a
fluxos estoca´sticos de aplicac¸o˜es mensura´veis. Para uma abordagem mais abrangente que
desenvolve estas ide´ias ver H. Kunita [2], P. Baxendale [9], Le Jan [14] e T. E. Harris
[13].
Na primeira sec¸a˜o consideramos fluxos estoca´sticos de aplicac¸o˜es mensura´veis, em
particular fluxos Brownianos os quais sa˜o cont´ınuas com respeito a` varia´vel t e ale´m
disso, teˆm incrementos independentes. A seguir descrevemos o movimento de N-pontos
do fluxo Browniano, o qual mostraremos que e´ um processo de Markov. Na sec¸a˜o 2.2,
introduzimos a noc¸a˜o de caracter´ısticas locais de um fluxo Browniano, e mostraremos
que ditas caracter´ısticas locais determinam completamente o gerador infinitesimal do
processo de N-pontos associado ao fluxo. Na sec¸a˜o 2.3, estudamos os fluxos estoca´sticos
de homeomorfismos. Por u´ltimo, na sec¸a˜o 2.4 realizamos o estudo dos fluxos estoca´sticos
de difeomorfismos, os quais prove´m de fluxos Brownianos com algumas hipo´teses de
diferenciabilidade sobre suas caracter´ısticas locais.
2.1 Fluxos Estoca´sticos e Processo de N-pontos
Seja (Ω,F,P) um espac¸o de probabilidade, e T > 0 fixo. Para 0 ≤ s ≤ t ≤ T , x ∈ Rd,
seja Φs,t(x, ω) um campo aleato´rio que toma valores em Rd tal que para s, t fixos, s ≤ t,
Φs,t(·, ω) : Rd → Rd e´ uma aplicac¸a˜o mensura´vel.
Definic¸a˜o 2.1. Um campo Φ = {Φs,t : Rd × Ω −→ Rd : 0 ≤ s ≤ t ≤ T} e´ chamado
de fluxo estoca´stico de aplicac¸o˜es mensura´veis se existe um conjunto N de Ω de medida
nula tal que para qualquer ω ∈ N c verifica:
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(i) Φs, t(·, ω) : Rd −→ Rd e´ mensura´vel.
(ii) Φs, t(x, ·) e´ cont´ınua em probabilidade com respeito a (s, t, x).
(iii) Φs, s(ω) = Id, para todo s.
(iv) Φs, u(ω) = Φt, u(ω) ◦ Φs, t(ω) para cada s < t < u.
De agora em diante consideraremos fluxo estoca´stico como um fluxo estoca´stico de
aplicac¸o˜es mensura´veis.
Definic¸a˜o 2.2. Sejam {0 ≤ t0 < t1 < ... < tn ≤ T}, xi ∈ Rd, 0 ≤ i ≤ n − 1 arbi-
tra´rios. Um processo Φs,t e´ chamado de fluxo estoca´stico com incrementos independentes
se Φti,ti+1(xi), para i = 0, 1, ..., n− 1 sa˜o varia´veis aleato´rias independentes para qualquer
{ti, xi}. Ale´m disso, se Φs,t(x, ω) e´ cont´ınua com respeito a t em quase todo ponto para
cada s, x, enta˜o Φs,t e´ dito fluxo Browniano.
A seguir apresentamos alguns exemplos de fluxos estoca´sticos.
Exemplo 2.3. Sejam {Bt}t uma famı´lia de movimentos Brownianos em R e seja Φs,t :
Ω× R→ R o campo aleato´rio definido por
Φs,t(x) = Bt −Bs + x.
Enta˜o vemos claramente que:
• Φs, t(x, ·) e´ cont´ınua em probabilidade respeito de (s, t, x).
• Φs,s(x, ω) = x, para todo ω e s.
• Φs,u(x, ω) = Bu −Bt +Bt −Bs + x = Φt,u ◦ Φs,t(x, ω), para todo ω e s < t < u.
Portanto da Definic¸a˜o 2.1 Φ = {Φs,t} e´ um fluxo estoca´stico.
Exemplo 2.4. Consideramos a aplicac¸a˜o de valor inicial Φs,t : Ω× R2 → R2 dada por
Φs,t(x, y) = e
(t−s)A(x, y)t + e(t−s)A
∫ t
s
(−e(u−s)A)(17, 42)tdWu,
onde A e´ uma matriz real de ordem 2×2 e Wu e´ um movimento Browniano 2-dimensional.
Se verifica facilmente que Φ = {Φs,t} satisfaz as propriedades da Definic¸a˜o 2.1. Portanto
Φ e´ um fluxo estoca´stico.
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Agora estudamos o movimento de N-pontos de um fluxo estoca´stico com incrementos
independentes.
Definic¸a˜o 2.5. Seja Φs,t um fluxo estoca´stico com incrementos independentes e seja
x(N) = (x1, ..., xN) ∈ RNd onde xi ∈ Rd. Escrevemos Φs,t(x(N)) = (Φs,t(x1), ...,Φs,t(xN)).
Assim para cada s, x(N), fixos, Φs,t(x
(N)) e´ um processo que toma valores em o espac¸o
RNd. Dito processo e´ chamado movimento de N-pontos do fluxo Φs,t.
Da definic¸a˜o acima observemos que Φs,t(x
(N)) tem a propriedade de Markov com
respeito a Fs,t = σ(Φu,v(x) : s ≤ u ≤ v ≤ t , x ∈ Rd), com probabilidade de transic¸a˜o
P(N)s,t
(
x(N), E
)
= P
(
Φs,t
(
x(N)
) ∈ E) .
De fato, basta ver que E
[
f
(
Φs,u
(
x(N)
)) ∣∣Fs,t] = T (N)t,u (f (Φs,t (x(N)))), onde f : RNd → R
e´ Borel limitada e
T
(N)
t,u
(
f
(
x(N)
))
=
∫
f
(
y(N)
)
P(N)s,t
(
x(N), dy(N)
)
.
Notemos que devido a` propriedade de que Φs,u = Φt,u ◦Φs,t, junto com a propriedade de
incrementos independentes de Φs,t, obtemos que Φt,u e´ independente de Fs,t. Resulta que
T (N)s,u f = T
(N)
t,u ◦ T (N)s,t f.
Com efeito,
T
(N)
t,u ◦ T (N)s,t f
(
x(N)
)
= E
[
T
(N)
s,t f
(
Φt,u
(
x(N)
))]
= E
[
T
(N)
s,t (f ◦ Φt,u)
(
x(N)
)]
= E
[
E
[
f ◦ Φt,u
(
Φs,t
(
x(N)
)) ]]
= E
[
E
[
f ◦ Φt,u
(
y(N)
) ]∣∣∣
y(N)=Φs,t(x(N))
]
= E
[
E
[
f
(
Φs,u
(
x(N)
)) ∣∣Fs,t]]
= E
[
f
(
Φs,u
(
x(N)
)) ]
= T (N)s,u f
(
x(N)
)
.
2.2 Me´dia e Covariaˆncia Infinitesimal. Gerador do
movimento de N-pontos
Ao longo desta sec¸a˜o, com o objetivo de obter os geradores infinitesimais da famı´lia
de semigrupos T
(N)
s,t , apresentamos as caracter´ısticas locais de um fluxo Browniano.
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Para comec¸ar, supomos as seguintes condic¸o˜es, as quais definem a` me´dia e covariaˆncia
infinitesimal, assim como algumas propriedades referentes a estas.
Condic¸a˜o I. Φs,t(x, ·) e´ quadrado integra´vel e os seguintes limites existem:
(i) b(x, t) = lim
h→0
1
h
E[Φt,t+h(x)− x],
(ii) a(x, y, t) = lim
h→0
1
h
E[(Φt,t+h(x)− x)(Φt,t+h(y)− y)∗],
onde x∗ e´ a transposta do vetor x ∈ Rd. O par (a, b) e´ chamado de caracter´ısticas
locais do fluxo Φs,t . Observe claramente que a matriz a(x, y, t) = (aij(x, y, t)) cumpre as
seguintes condic¸o˜es:
• Simetria: (aij(x, y, t)) = (aji(y, x, t))
• Definida na˜o-negativa: ∑i,j,p,q aij(xp, xq, t)ξipξjq ≥ 0 para quaisquer (x1, ..., xN) e
ξp = (ξ
1
p , ..., ξ
d
p), p = 1, 2, ..., N .
Condic¸a˜o II. Existe K > 0, independente de s, t, x tal que
(i) |E[Φt,t+h(x)− x]| ≤ K(1 + |x|)(t− s)
(ii) |E [(Φs,t(x)− x) (Φs,t(y)− y)∗] | ≤ K(1 + |x|)(1 + |y|)(t− s).
Das condic¸o˜es dadas acima se obte´m facilmente que:
|b(x, t)| ≤ K(1 + |x|),
|a(x, y, t)| ≤ K(1 + |x|)(1 + |y|).
Veremos mais para frente que o par (a, b) determina a lei do fluxo Browniano. E´
por isso que mostramos que o gerador infinitesimal do processo de difusa˜o de N -pontos
(Φs,t(x1), ...,Φs,t(xN)), t ∈ [s, T ] e´ completamente caracterizado pela me´dia e covariaˆncia
infinitesimal. Para fazer isto precisamos dos seguintes lemas referentes a propriedades de
semimartingales dos processos estoca´sticos Φs,t, t ∈ [s, T ].
Antes de enunciar o lema, definimos Ms,t(x) como segue:
Ms,t(x) = Φs,t(x)− x−
∫ t
s
b(Φs,r(x), r)dr.
Lema 2.6. Para cada s, t, Ms,t(x) e´ uma L
2-martingale cont´ınua e
〈M is,t(x), M js,t(y)〉 =
∫ t
s
aij(Φs,r(x), Φs,r(y), r)dr,
onde 〈·, ·〉 representa a notac¸a˜o para o processo de variac¸a˜o quadra´tica.
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Demonstrac¸a˜o. Para s < t definimos
ms,t(x) = E[Φs,t(x)].
Enta˜o
∂
∂t
ms,t(x) = lim
h→0
1
h
(ms,t+h(x)−ms,t(x))
= lim
h→0
1
h
(E[Φt,t+h(Φs,t(x))]− E[Φs,t(x)])
= lim
h→0
1
h
(E[mt,t+h(Φs,t(x))− Φs,t(x)]).
Agora devido a` condic¸a˜o (II) temos que
1
h
|mt,t+h(Φs,t(x))− Φs,t(x)| ≤ K(1 + |Φs,t(x)|).
Da´ı como K(1 + |Φs,t(x)|) e´ integra´vel, obtemos que,
∂
∂t
ms,t(x) = E[b(Φs,t(x), t)].
Portanto,
ms,t(x)− x =
∫ t
s
E[b(Φs,r(x), r)]dr.
Assim,
E[Ms,t(x)] = 0.
Da definic¸a˜o de Ms,t, temos que para s < t < u,
Ms,u(x) = Ms,t(x) +Mt,u(Φs,t(x)).
Calculando a esperanc¸a condicional, resulta que
E[Ms,u(x)|Fs,t] = Ms,t(x) + E[Mt,u(y)]y=Φs,t(x) = Ms,t(x).
Assim, Ms,t e´ martingale, e portanto se prova nossa primeira afirmac¸a˜o.
Para estabelecer a segunda afirmaca˜o definimos,
Vs,t(x, y) = E[Ms,t(x)(Ms,t(y))∗].
Enta˜o
Vs,t+h(x, y)− Vs,t(x, y) = E[(Ms,t+h(x)−Ms,t(x))(Ms,t+h(y)−Ms,t(y))∗].
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Portanto
1
h
[Vs,t+h(x, y)− Vs,t(x, y)] = 1
h
E[Mt,t+h(Φs,t(x))(Mt,t+h(Φs,t(x)))∗]
=
1
h
E[Vt,t+h(Φs,t(x),Φs,t(y))].
Desta forma, fazendo h→ 0 na equac¸a˜o de acima obtemos
∂
∂t
Vs,t(x, y) = E[a(Φs, t(x),Φs, t(y), t)].
Assim
Vs,t(x, y) =
∫ t
s
E[a(Φs,r(x),Φs,r(y), r)]dr.
Pondo
Ns,t(x, y) = Ms,t(x)Ms,t(y)
∗ −
∫ t
s
a(Φs,r(x),Φs,r(y), r)dr
resulta que
E[Ns,t(x, y)] = 0.
Tambe´m, para s < t < u temos
Ns,u(x, y) = Ns,t(x, y) +Nt,u(Φs,t(x),Φs,t(y))
+Ms,t(x)Mt,u(Φs,t(y)) +Ms,t(y)Mt,u(Φs,t(x).
Portanto
E[Ns,u(x, y)|Fs,t] = Ns,t(x, y).
Ou seja, Ns,t(x, y) e´ um martingale. Assim obtemos o resultado procurado.
A seguir provaremos que o gerador infinitesimal de T
(N)
s,t e´ dado por um operador
el´ıptico de segundo ordem. Assim, para cada N ∈ N definimos operador diferencial
linear de segundo ordem sobre RNd com paraˆmetro t ∈ [0, T ] como
L
(N)
t f
(
x(N)
)
=
1
2
d∑
i,j=1
N∑
k,l
aij(xk, xl, t)
∂2f
∂xik∂x
j
l
(
x(N)
)
+
d∑
i=1
N∑
k=1
bi(xk, t)
∂f
∂xik
(
x(N)
)
,
onde xk ∈ Rd, k = 1, ..., N, xk = (x1k, ..., xdk) e f e´ uma func¸a˜o de classe C2 sobre RNd.
Aqui L
(N)
t e´ o gerador infinitesimal do processo de N -pontos Φs,t(x
(N)).
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Teorema 2.7. Seja f uma func¸a˜o de classe C2 sobre RNd tal que f e suas derivadas se
desenvolvem polinoˆmialmente. Enta˜o se cumpre para qualquer s, t, x(N),
T
(N)
s,t f
(
x(N)
)− f (x(N)) = ∫ t
s
T (N)s,r L
(N)
r f
(
x(N)
)
dr
Em particular
lim
h→0
1
h
(T
(N)
t,t+hf − f) = L(N)t f.
Demonstrac¸a˜o. A prova esta´ essencialmente baseada na fo´rmula de Itoˆ. Assim, pelo lema
2.6 temos que para (s, x) fixos, Φs,t(x) e´ um semimartingale cont´ınua com a seguinte
decomposic¸a˜o,
Φs,t(x) = x+Ms,t(x) +
∫ t
s
b(Φs,r(x), r)dr.
Agora, aplicando a fo´rmula de Itoˆ a` func¸a˜o f temos que
f(Φs,t(x
(N)))− f(x(N)) = f(Φs,t(x1), ...,Φs,t(xN))− f(x1, ..., xN)
=
∑
i,k
∫ t
s
∂2f
∂xik
dM is,r(xk) +
∑
i,k
∫ t
s
∂f
∂xik
bi(Φs,r(xk), r)dr
+
1
2
∑
i,j,k,l
∫ t
s
∂2f
∂xik∂x
j
k
d〈M is,r(xk), M js,r(xl)〉.
Desta maneira reduzindo termos na expressa˜o anterior obtemos,
f(Φs,t(x
(N)))− f(x(N))−
∫ t
s
L(N)r f(Φs,r(x
(N)))dr
=
∑
k,i
∫ t
s
∂f
∂xik
(Φs,r(x
(N)))dM is,r(xk).
Se Φs,t tem momentos finitos de todas as ordens (ver pro´ximo lema) e aplicando esperanc¸a
a` expressa˜o acima temos,
T
(N)
s,t f
(
x(N)
)− f (x(N))− ∫ t
s
T (N)s,r L
(N)
r f
(
x(N)
)
dr = 0,
o que prova o teorema.
O seguinte lema e´ um resultado que nos mostra Lp-estimativas do fluxo Φs,t.
Lema 2.8. O fluxo Φ = {Φs,t(x)} tem momentos finitos de qualquer ordem. Ale´m disso,
para qualquer p real e  > 0, existe uma constante positiva C = C(p, ) tal que
E[(+ |Φs,t(x)|2)p] ≤ C(+ |x|2)p,
para qualquer s, t, x.
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Demonstrac¸a˜o. Para a prova basta considerar as aplicac¸o˜es g(x) = +|x|2 e f(x) = g(x)p,
e o operador el´ıptico Lr = L
(1)
r . Assim, aplicando a fo´rmula de Itoˆ para o processo de
1-ponto resulta
Lrf = 2p g(x)
p−1∑
i
bi(x, t)xi + p g(x)
p−1∑
i
aii(x, x, t)
+ 2p(p− 1) g(x)p−2
∑
i,j
aij(x, x, t)xixj.
Da´ı usando a condic¸a˜o (II) obtemos que |Lrf(x)| ≤ C ′f(x) onde a constante C ′ e´ inde-
pendente de x, r. A seguir definimos o tempo de parada
τn = τn(x, s) =
{
inf{t > s : |Φs,t(x)| ≥ n}
∞ , se o conjunto de acima e´ vazio
Denotando o processo parado Φs,t∧τn por Φ˜s,t obtemos que
f(Φ˜s,t(x))−
∫ t
s
Lrf(Φ˜s,r(x))dr
e´ um martingale. Portanto
E[f(Φ˜s,t(x))] = f(x) +
∫ t
s
E[Lrf(Φ˜s,r(x))]dr
≤ f(x) + C ′
∫ t
s
E[f(Φ˜s,r(x))]dr.
Agora, usando a desigualdade de Gronwall tem-se
E[f(Φ˜s,t(x))] ≤ f(x)eC′(t−s).
Da´ı fazemos n→∞ e enta˜o
E[f(Φs,t(x))] ≤ f(x)eC′(t−s).
Portanto por definic¸a˜o de f temos
E[(+ |Φs,t(x)|2)p] ≤ C(+ |x|2)p,
como desejamos.
A prova do seguinte teorema sai do contexto do resultado principal e assim a omitire-
mos(uma prova deste teorema pode ser vista em [2], Teorema 4.2.5).
Teorema 2.9. Seja b(x, t) uma func¸a˜o cont´ınua limitada e a(x, y, t) uma matriz d × d
a qual e´ definida na˜o-negativa e sime´trica. Suponha que a e b sejam duas vezes diferen-
cia´veis e que suas derivadas sejam limitadas. Enta˜o existe um fluxo Browniano com
caracter´ısticas locais (a, b). Ale´m disso, dita lei e´ u´nica.
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2.3 Fluxos Brownianos de Homeomorfismos
Nesta sec¸a˜o estudaremos os fluxos Brownianos de homeomorfismos.
Definic¸a˜o 2.10. Seja Φ = {Φs,t : Rd × Ω −→ Rd : 0 ≤ s ≤ t ≤ T} um fluxo Browniano
de aplicac¸o˜es mensura´veis. Dizemos que Φ = {Φs,t} e´ um fluxo Browniano de homeo-
morfismos se existe um conjunto N de Ω de medida nula tal que para qualquer ω ∈ N c
verifica:
(i) Φs,t(x, ω) e´ cont´ınua em (s, t, x)
(ii) Φs,t(·, ω) : Rd → Rd e´ um homeomorfismo para qualquer s < t
Ale´m disso, se
(iii) Φs,t(·, ω) : Rd → Rd e´ um Ck-difeomorfismo para qualquer s < t
dizemos que Φ = {Φs,t} e´ um fluxo Browniano de Ck-difeomorfismos.
Em seguida afirmamos a condic¸a˜o de Lipschitz para as caracter´ısticas locais (a, b) de
um fluxo Browniano.
Condic¸a˜o III. Existe uma constante L tal que
|b(x, t)− b(y, t)| ≤ L|x− y|
|a(x, x, t)− 2a(x, y, t) + a(y, y, t)| ≤ L|x− y|2
A condic¸a˜o (III) confirma que um fluxo Browniano e´ um fluxo Browniano de homeomor-
fismos.
Teorema 2.11. Seja Φs,t um fluxo Browniano satisfazendo as condic¸o˜es (I), (II) da sec¸a˜o
anterior, e a condic¸a˜o (III). Enta˜o Φs,t e´ um fluxo Browniano de homeomorfismos.
A prova do teorema de acima e´ baseada em va´rias estimativas que iremos a obter nos
lemas seguintes. Assim para simplificar nossa escrita assumimos as condic¸o˜es (I), (II), (III).
Lema 2.12. Para qualquer p, existe uma constante positiva C = C(p) tal que para
qualquer  > 0, x, y ∈ Rd
E
[(
+ |Φs,t(x)− Φs,t(y)|2
)p] ≤ C (+ |x− y|2)p .
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Demonstrac¸a˜o. Definimos g(x, y) = + |x− y|2 e f(x, y) = g(x, y)p. Podemos escrever o
gerador infinitesimal do processo de 2-pontos L
(2)
t , como
L
(2)
t f(x, y) = 2pg(x, y)
p−1{
∑
i
(bi(x, t)− bi(y, t))(xi − yi)}
+ pg(x, y)p−2{
∑
i,j
(g(x, y)δi,j + 2(p− 1)(xi − yi)(xj − yj))
× (ai,j(x, x, t)− 2ai,j(x, y, t) + ai,j(y, y, t))}.
Pela condic¸a˜o (III), temos as seguintes estimativas,∣∣∑
i
(bi(x, t)− bi(y, t))(xi − yi)
∣∣ = |(b(x, t)− b(y, t))(x− y)|
≤ |(b(x, t)− b(y, t))||(x− y)|
≤ L|(x− y)|2
≤ L(+ |x− y|2)
= C1g(x, y),
onde C1 = L. Assim, tambe´m temos,∣∣∑
i,j
(g(x, y)δi,j + 2(p− 1)(xi − yi)(xj − yj))(ai,j(x, x, t)− 2ai,j(x, y, t) + ai,j(y, y, t))
∣∣
≤ (2(p− 1) + Lg(x, y))|x− y|2
≤ C2g(x, y)2,
onde C2 = (2p− 1)L. Substituindo as estimativas de acima, na expressa˜o obtida de L(2)t ,
teremos que existe uma constante C ′ = 2pC1 + pC2, tal que
L
(2)
t f(x, y) ≤ C ′f(x, y).
Aplicando a fo´rmula de Itoˆ, obtemos
E[f(Φs,t(x),Φs,t(y))] = f(x, y) +
∫ t
s
E[L(2)r f(Φs,r(x),Φs,r(y))]dr
≤ f(x, y) + C ′
∫ t
s
E[f(Φs,r(x),Φs,r(y))]dr.
Da´ı, pela desigualdade de Gronwall, temos
E[f(Φs,t(x),Φs,t(y))] ≤ f(x, y) eC′(t−s).
Cap´ıtulo 2 • Fluxos Brownianos 24
Deste modo, existe uma constante C = eC
′(t−s), tal que
E
[(
+ |Φs,t(x)− Φs,t(y)|2
)p] ≤ C (+ |x− y|2)p ,
como quer´ıamos.
Outra Lp-estimativa do fluxo Φs,t que nos ajudara´ a mostrar o Teorema 2.11 e´ o
seguinte.
Lema 2.13. Para qualquer inteiro positivo p existe uma constante C = C(p) tal que para
qualquer x0 ∈ Rd, temos
E
[|Φs,t(x0)− x0|2p] ≤ C|t− s|p(1 + |x0|)2p.
Demonstrac¸a˜o. Fixamos x0 ∈ Rd e definimos g(x) = |x − x0|2 e f(x) = g(x)p. Enta˜o
utilizando as condic¸o˜es (I), (II) da sec¸a˜o anterior, e a condic¸a˜o (III) achamos constantes
C1, C2 e C3 tais que
|Ltf(x)| ≤ C1f(x) + C2g(x)p− 12 (1 + |x0|) + C3g(x)p−1(1 + |x0|)2.
Pela fo´rmula de Itoˆ, temos
E[f(Φs,t(x0))] ≤ f(x0) + C1
∫ t
s
E[f(Φs,r(x0))]dr
+ C2(1 + |x0|)
∫ t
s
E[g(Φs,r(x0))p−
1
2 ]dr
+ C3(1 + |x0|2)
∫ t
s
E[g(Φs,r(x0))p−1]dr.
Assim, aplicando a desigualdade de Gronwall, conclu´ımos que existem constantes C4, C5
tais que
E[f(Φs,t(x0))] ≤ C4(1 + |x0|)
∫ t
s
E[g(Φs,r(x0))p−
1
2 ]dr
+ C5(1 + |x0|2)
∫ t
s
E[g(Φs,r(x0))p−1]dr. (2.1)
Para o caso p = 1
2
, 1, a estimativa desejada se cumpre como uma aplicac¸a˜o direta da
condic¸a˜o (II). Usando (2.1) a estimativa se cumpre quando p = 3
2
. Da´ı considerando os
casos acima e a u´ltima expressa˜o obtida obtemos o caso p = 2. Desta maneira continua-
mos o processo por induc¸a˜o e assim conclu´ımos o resultado para qualquer p.
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Antes de enunciar o pro´ximo lema, observe que por aplicac¸a˜o do lema acima temos:
se p e´ um inteiro positivo enta˜o existe uma constante positiva C = C(p) tal que para
quaisquer x0, y0 ∈ Rd
E
[|Φs,t(x0)− x0 − (Φs,t(y0)− y0)|2p] ≤ C|t− s|p|x0 − y0|2p. (2.2)
Para a prova basta considerar g(x, y) = |(x− x0)− (y − y0)|2, f(x, y) = g(x, y)p. Da´ı
L
(2)
t f ≤ C1f + C2gp−
1
2 |x0 − y0|+ C3gp−1|x0 − y0|2.
Prosseguindo como no lema anterior chegamos a (2.2).
Lema 2.14. Seja p um inteiro positivo. Enta˜o existe uma constante C = C(p) tal que
E
[|Φs,t(x)− Φs′,t′(x′)|2p] ≤ C {|x− x′|2p + (1 + |x|+ |x′|)2p(|t− t′|p + |s− s′|p)}
se cumpre para qualquer s ≤ t, s′ ≤ t′ e x, x′ ∈ Rd.
Demonstrac¸a˜o. Aqui apenas consideramos o caso quando s′ ≤ s ≤ t ≤ t′ pois os demais
casos sa˜o similares. Separamos o trabalho em treˆs etapas
(a) Temos em conta que s = s′ e x = x′. Ale´m disso faremos uso do Lema 2.13. Assim,
E
[|Φs,t(x)− Φs,t′(x)|2p] = E [|Φs,t(x)− Φt,t′(Φs,t(x))|2p]
=
∫
E[
[|y − Φt,t′(y)|2p]P (Φs,t(x) ∈ dy)
≤ C1|t− t′|p
∫
(1 + |y|)2pP (Φs,t(x) ∈ dy)
= C1|t− t′|p E(1 + |Φs,t(x)|)2p
≤ C2|t− t′|p(1 + |x|)2p.
(b) Agora, consideramos s = s′ e x 6= x′. Aplicando o Lema 2.12 teremos,
E
[|Φs,t(x)− Φs,t′(x′)|2p] = 22p{E [|Φs,t(x)− Φs,t′(x′)|2p]2p + E [|Φs,t′(x)− Φs,t′(x′)|2p]}
≤ C ′3{|t− t′|p(1 + |x|)2p + |x− x′|2p}.
Cap´ıtulo 2 • Fluxos Brownianos 26
(c) Por u´ltimo, utilizando as etapas anteriores temos que
E
[|Φs,t(x)− Φs′,t′(x′)|2p] = E [|Φs,t(x)− Φs,t′(Φs′,s(x′))|2p]
=
∫
E[
[|Φs,t(x)− Φs,t′(y)|2p]P (Φs′,s(x′) ∈ dy)
≤ C3
∫
{|t− t′|p(1 + |x|)2p + |x− y|2p}P (Φs′,s(x′) ∈ dy)
= C3{|t− t′|p(1 + |x|)2p + E|x+ |Φs′,s(x′)||2p}
≤ C3{|t− t′|p(1 + |x|)2p}+ C4|x− x′|2p + C5|s− s′|p(1 + |x′|)2p
≤ C6{(|t− t′|p + |s− s′|p)(1 + |x|+ |x′|)2p + |x+ x′|2p}.
Com ajuda do crite´rio de continuidade de Kolmogorov e com os lemas anteriores,
podemos concluir esta sec¸a˜o com a demonstrac¸a˜o do Teorema 2.11.
Demonstrac¸a˜o. (Teorema 2.11) Consideremos p > 2(d + 2). Enta˜o pelos Lemas 2.12,
2.13 e 2.14 temos que se cumpre
E
[|Φs,t(x)− Φs,t(y)|2p] ≤ C|x− y|2p
Assim, pelo Teorema 1.11 temos que Φs,t tem modificac¸a˜o cont´ınua. Portanto Φs,t(·, ω) : Rd →
Rd e´ uma aplicac¸a˜o cont´ınua para qualquer s < t q.t.p.. Agora, para o caso p-negativo,
no´s temos
E
[|Φs,t(x)− Φs,t(y)|2p] ≤ C|x− y|2p
e
E
[
1 + |Φs,t(x)|2p
] ≤ C(1 + |x|2p)
Mas estas duas u´ltimas desigualdades implicam que Φs,t(·, ω) e´ um homeomorfismo, como
quer´ıamos.
2.4 Fluxos Brownianos de Difeomorfismos
Nesta u´ltima sec¸a˜o estudamos fluxos Brownianos de difeomorfismos e veremos que
se as caracter´ısticas locais (a, b) de um fluxo Browniano sa˜o diferencia´veis e possuem
derivadas limitadas, enta˜o o fluxo se transforma num fluxo de difeomorfismos. Antes
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de comec¸ar, consideramos a seguinte notac¸a˜o, a qual sera´ u´til ao longo desta sec¸a˜o:
denotemos α = (α1, α2, ..., αd), onde αi ∈ N, i = 1, 2, ..., d, |α| = α1 + ...+ αd e
Dα = Dαx =
(
∂
∂x1
)α1
...
(
∂
∂xd
)αd
.
Teorema 2.15. Seja Φs,t um fluxo Browniano com caracter´ısticas locais (a, b) satis-
fazendo as condic¸o˜es (I) e (II) da sec¸a˜o (1.2), e a condic¸a˜o (III) da sec¸a˜o (1.3).
Suponha que ale´m disso que a(x, y, t) e b(x, t) sejam k-vezes continuamente diferen-
cia´veis em x e y, e que DαxD
β
ya(x, y, t), D
α
x b(x, t), |α| ≤ K, |β| ≤ K sejam limitadas.
Enta˜o Φs,t(·, w) : Rd → Rd e´ um difeomorfismo de classe Ck−1 para qualquer s < t a.s..
Provaremos o teorema no caso k = 2, pois para o caso maior que 2 a prova e´ similar.
A prova deste teorema esta´ baseada em va´rios lemas que enunciamos e demonstramos
em seguida.
Lema 2.16. Sejam y, y′ ∈ R− {0} e g : R4d → R definido por
g(x1, x2, x3, x4) =
1
y
(x1 − x2)− 1
y′
(x3 − x4).
Sejam p ∈ N e f = |g|2p. Enta˜o existem constantes Ci = Ci(p), i = 1, 2 tais que
|L(4)t f(x1, x2, x3, x4)| ≤ C1f(x1, x2, x3, x4)+C2(|x1−x3|+ |x2−x4|)2p(1+ |
1
y′
(x3−x4)|2p).
Demonstrac¸a˜o. Para simplificar nosso trabalho, consideramos o caso d = 1, e dado que
a varia´vel t esta fixada, enta˜o consideramos somente a(x, y) e b(x) em vez de a(x, y, t) e
b(x, t). Desta maneira observamos que
L
(4)
t f(x1, x2, x3, x4) = 2p
{1
y
(
b(x1)− b(x2)
)− 1
y′
(
b(x3)− b(x4)
)}∣∣g(x1, x2, x3, x4)∣∣2p−1
× sign g(x1, x2, x3, x4)
+ p(2p− 1)
[ 1
y2
{
a(x1, x1)− 2a(x1, x2) + a(x2, x2)
}
− 2
yy′
{
a(x1, x3)− a(x1, x4) + a(x2, x3)− a(x2, x4)
}
+
1
y′2
{
a(x3, x3)− 2a(x3, x4) + a(x4, x4)
}]∣∣g(x1, x2, x3, x4)∣∣2p−2
= I1 + I2. (2.3)
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Aplicando o Teorema do Valor Me´dio, temos que
1
2p
I1 =
{(∫ 1
0
b′(x1 + θ(x2 − x1))dθ
)1
y
(x1 − x2)−
(∫ 1
0
b′(x3 + θ(x4 − x3))dθ
) 1
y′
(x3 − x4)
}
× |g|2p−1sign g
=
(∫ 1
0
b′(x1 + θ(x2 − x1))dθ
)
|g|2p +
∫ 1
0
{
b′(x1 + θ(x2 − x1)))− b′(x3 + θ(x4 − x4))
}
dθ
× 1
y′
(x3 − x4)|g|2p−1sign g.
Novamente utilizando o teorema do valor me´dio, obtemos constantes positivas C3 e C4
que dependem de p, de modo que I1 fica limitado por
|I1| ≤ C3|g|2p + C4(|x1 − x3|+ |x2 − x4|)| 1
y′
(x3 − x4)||g|2p−1.
Assim, considerando a desigualdade ab ≤ aα
α
+ b
β
β
onde α, β ≥ 1 e 1
α
+ 1
β
= 1, conseguimos
a seguinte limitac¸a˜o para I1,
|I1| ≤ C5|g|2p + C6(|x1 − x3|+ |x2 − x4|)2p| 1
y′
(x3 − x4)|2p, (2.4)
onde C5, C6 sa˜o constantes positivas encontradas no procedimento anterior. Em seguida,
para limitar I2, observemos que,
a(xi, xk)− a(xi, xm) + a(xj, xk)− a(xj, xm)
=
∫ ∫
a′′(xi + θ(xj − xi), xk + τ(xm − xk))(xi − xj)(xk − xm) dθ dτ ,
onde a′′(x, y) = ∂
2
∂x∂y
a(x, y). Agora considerando
ξik(θ, τ) = a
′′(xi + θ(xj − xi), xk + τ(xm − xk)),
W1 =
1
y
(x1 − x2) ,W3 = 1
y′
(x3 − x4),
e usando o fato que
∫ ∫
ξ13(θ, τ)dθ dτ =
∫ ∫
ξ31(θ, τ)dθ dτ , resulta
I2
p(2p− 1) =
{∫ 1
0
∫ 1
0
(ξ11(θ, τ)W
2
1 − 2ξ13(θ, τ)W1W3 + ξ33(θ, τ)W 23 )dθ dτ
}
|g|2p−2
=
{∫ 1
0
∫ 1
0
(ξ11(θ, τ)dθ dτ
}
|g|2p
+
{∫ 1
0
∫ 1
0
(ξ11(θ, τ)− ξ13(θ, τ)− ξ31(θ, τ) + ξ33(θ, τ))dθ dτ
}
|g|2p−2|W3|2
+
{∫ 1
0
∫ 1
0
(2ξ11(θ, τ)− ξ13(θ, τ)− ξ31(θ, τ))dθ dτ
}
|g|2p−2gW3.
Cap´ıtulo 2 • Fluxos Brownianos 29
Assim, vemos que o primeiro termo da igualdade e´ limitado por C7|g|2p, onde C7 = C7(p)
e´ alguma constante positiva. Aplicando o Teorema de Valor Me´dio, observamos que o
segundo termo da igualdade e´ limitado por C8(|x1−x3|+|x2−x4|)|g|2p−1|W3|, para algum
C8 = C8(p) > 0. Portanto, a limitac¸a˜o de I2 fica da seguinte maneira
|I2| ≤ C7f + C8(|x1 − x3|+ |x2 − x4|)2|g|2p−2
+ C9(|x1 − x3|+ |x2 − x4|)|g|2p−1| 1
y′
(x3 − x4)|
≤ C10f + C11(|x1 − x3|+ |x2 − x4|)2p
+ C12(|x1 − x3|+ |x2 − x4|)2p| 1
y′
(x3 − x4)|2p. (2.5)
onde C9 = C9(p) > 0, C10 = C10(p) > 0, C11 = C11(p) > 0 e C12 = C12(p) > 0 sa˜o
constantes.
Agora, substituindo as estimativas (2.4), (2.5) em (2.3) obtemos a estimativa desejada.
Lema 2.17. Seja e um vetor unita´rio em Rd, y(6= 0) um nu´mero real. Ponhamos
ηs, t(x, y) =
1
y
(Φs, t(x+ ye)− Φs, t(x)).
Enta˜o para qualquer inteiro positivo p, existe uma constante C = C(p) tal que
E[|ηs, t(x, y)− ηs′, t′(x′, y′)|2p] ≤ C{|x− x′|2p + |y − y′|2p + (1 + |x|+ |x′|+ |y|+ |y′|)2p
× (|t− t′|p + |s− s′|p)}.
Demonstrac¸a˜o. Considerando a notac¸a˜o do Lema 2.16 observemos que
f(Φs, t(x+ ye),Φs, t(x),Φs′, t(x
′ + y′e),Φs′, t(x′)) = |ηs, t(x, y)− ηs′, t′(x′, y′)|2p
Para o que segue, dividimos a prova em duas etapas:
(1) Aqui consideramos t = t′, s′ < s. Assim aplicando a fo´rmula de Itoˆ para a func¸a˜o
f acima tem-se:
E[f(Φs, t(x+ ye),Φs, t(x),Φs′, t(x′ + y′e),Φs′, t(x′))]
= E [f (x+ ye, x,Φs′, s(x′ + y′e),Φs′, s(x′))]
+ E
[∫ t
s
L(4)r f(Φs, r(x+ ye),Φs′, r(x),Φs′, r(x
′ + y′e),Φs′, r(x′))dr
]
.
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Deste modo, pelo Lema 2.16, temos
E
[|ηs, t(x, y)− ηs′, t(x′, y′)|2p] ≤ E [|e− ηs′, s(x′, y′)|2p]
+ C1
∫ t
s
E
[|ηs, r(x, y)− ηs′, r(x′, y′)|2p] dr
+ C2
∫ t
s
E[|Φs, r(x+ ye)− Φs′, r(x′ + y′e)|
+ |Φs, r(x)− Φs′, r(x′)|2p(1 + ηs′, r(x′, y′)|)2p] dr .
Observamos que
ηs′, s(x
′, y′)− e = 1
y′
{Φs′, s(x′ + y′e)− Φs′, s(x′)− y′e},
e usando a equac¸a˜o (2.2) obtemos que o primeiro termo do lado direito da desigual-
dade acima cumpre
E[|ηs′, s(x′, y′)− e|2p] ≤ C|s− s′|p.
Agora vemos que o terceiro termo pode ser limitado por
C ′|x− x′|2p + |y − y′|2p + (1 + |x|+ |x′|+ |y|+ |y′|)2p|s− s′|p,
todo isto devido ao Lema 2.14 e a desigualdade de Schwarz. Uma vez feito isso,
basta aplicar a desigualdade de Gronwall para obter a estimativa desejada.
(2) Sejam s′ < s e t′ < t. Para obter a estimativa fazemos uso da propriedade de fluxo.
Assim
E
[|ηs, t(x, y)− ηs, t′(x, y)|2p]
=
∫
E
[
|1
y
(Φt′, t(z1)− Φt′, t(z2)− z1 + z2)|2p
]
× P(Φs, t′(x+ ye) ∈ dz1, Φs, t′(x) ∈ dz2)
≤ C|t− t′|p 1|y|2p
∫
|z1 − z2|2p P(Φs, t′(x+ ye) ∈ dz1, Φs, t′(x) ∈ dz2)
= C|t− t′|p 1|y|2p E
[|Φs, t′(x+ ye)− Φs, t′(x)|2p]
≤ C ′|t− t′|p.
Combinando as etapas (1) e (2) conseguimos a desigualdade requerida.
Dado que ja´ temos as ferramentas necessa´rias para poder desenvolver o teorema prin-
cipal desta sec¸a˜o, a seguir fazemos sua demonstrac¸a˜o.
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Demonstrac¸a˜o. (Teorema 2.15) Pelas propriedades observadas de ηs,t(x, y) no lema an-
terior e aplicando o Teorema 1.11, vemos que ηs,t(x, y), tem uma extensa˜o cont´ınua em
y = 0, isto e´,
lim
y→0
1
y
(Φs,t(x+ yei)− Φs,t(x))) = ∂
∂xi
Φs,t(x)
existe para todo s, t, x e para cada i = 1, 2, ..., d, onde ei = (0, ..., 0, 1, 0, ...0), e e´ cont´ınuo
em (s, t, x). Portanto Φs,t(x) e´ continuamente diferencia´vel. Afirmamos que Φs,t e´ um
difeomorfismo. De fato, como Φs,t e´ um homeomorfismo, basta mostrar que a matriz
Jacobiana ∂Φs,t(x) e´ na˜o-singular. Para isso, consideramos a aplicac¸a˜o Rd × Rd2 →
Rd × Rd2
(x, z1, ..., zd) 7→ (Φs,t(x), Φs,t(x)z1, ..., Φs,t(x)zd)
a qual se prova facilmente que e´ um fluxo Browniano pois para s < t < u
∂Φs,u(x) = ∂Φt,u (Φs,t(x)) ∂Φs,t(x),
de onde a propriedade de fluxo segue imediatamente. Portanto a aplicac¸a˜o acima define
um fluxo Browniano de homeomorfismo. Desta maneira ∂Φs,t(x) e´ 1-1 e da´ı e´ na˜o-
singular.
Cap´ıtulo 3
Fluxos Estoca´sticos e Equac¸o˜es
Diferenciais Estoca´sticas
Este cap´ıtulo esta dedicado ao estudo das relac¸o˜es entre fluxos estoca´sticos e equac¸o˜es
diferenciais estoca´sticas. As principais refereˆncias para este cap´ıtulo esta˜o em H. Ku-
nita [2] e Le Jan [14]. Este cap´ıtulo sera´ desenvolvido em cinco sec¸o˜es cujos conteu´dos
passaremos a explicar em forma breve. Na sec¸a˜o 3.1, estudamos fluxos estoca´sticos na˜o-
Brownianos. Ademais, considerando certas hipo´teses sobre as caracter´ısticas locais do
fluxo na˜o-Browniano (similar ao caso Browniano) estabelecemos propriedades de homeo-
morfismos e difeomorfismos para os fluxos. Na sec¸a˜o seguinte nos centramos em definic¸o˜es
tais como: semimartingales que tomam valores em C = C(Rd; Rd), assim como suas
caracter´ısticas locais. Logo na sec¸a˜o 3.3, definimos integrais estoca´sticas de processos
progressivamente mensura´veis com respeito a C-semimartingales, as quais sa˜o essencial-
mente uma generalizac¸a˜o das integrais estoca´sticas usuais. Por outro lado, dentro da
sec¸a˜o 3.4 introduzimos o conceito de soluc¸a˜o de uma equac¸a˜o diferencial estoca´stica, no
contexto de semimartingales. Ale´m disso, mostramos que a soluc¸a˜o de dita equac¸a˜o
diferencial estoca´stica define um fluxo estoca´stico. Finalmente, na sec¸a˜o 3.5 descreve-
mos a fo´rmula generalizada de Itoˆ, as integrais de Stratonovich e as equac¸o˜es diferenciais
estoca´sticas de Stratonovich.
3.1 Fluxos Estoca´sticos na˜o-Brownianos
Iniciamos esta sec¸a˜o definindo os espac¸os que tomaremos em conta ao longo desta
sec¸a˜o. Desta forma seja (Ω,F,P) um espac¸o de probabilidade. Considere um fluxo
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estoca´stico de aplicac¸o˜es mensura´veis Φs,t(x, ω) de modo que seja cont´ınua em t. Daqui,
denotemos por Ft a` filtrac¸a˜o natural cont´ınua pela direita, do fluxo, isto e´,
Ft =
⋂
>0
σ(Φu, v(·) : 0 ≤ u ≤ v ≤ t+ ) .
De maneira similar ao cap´ıtulo 1, consideramos treˆs condic¸o˜es sobre o fluxo.
Condic¸a˜o I. Φs, t(x, ·) e´ quadrado integra´vel e os seguintes limites existem:
(i) b(x, t, ω) = lim
h→0
1
h
E[Φt, t+h(x)− x|Ft](ω), quase certamente para cada t ∈ [0,∞).
(ii) a(x, y, t, ω) = lim
h→0
1
h
E[(Φt, t+h(x)−x)(Φt, t+h(y)−y)∗|Ft](ω), quase certamente para
cada t ∈ [0,∞).
Observamos que nas expresso˜es acima, a esperanc¸a condicional e´ calculada com respeito
a´ versa˜o da distribuic¸a˜o condicional regular. Tambe´m aqui assumimos que b(x, t, ω) e
a(x, y, t, ω) sa˜o ambos mensura´veis e progressivamente mensura´veis para cada x (respec-
tivamente x e y).
As caracter´ısticas locais do fluxo Φs, t sa˜o por definic¸a˜o o par (a, b).
Observac¸a˜o 3.1. Se Φs, t e´ um fluxo Browniano enta˜o Φt, t+h(x) independe de Ft e por-
tanto as caracter´ısticas locais b(x, t, ω) e a(x, y, t, ω) sa˜o determin´ısticas, e desta maneira
a e b coincidem com as caracter´ısticas locais do fluxo Browniano.
Em seguida enunciamos a segunda condic¸a˜o do fluxo Φs, t, a qual esta´ relacionada a
hipo´teses de crescimento linear.
Condic¸a˜o II. Existe uma constante positiva K (independente de ω) tal que
|E[Φs, t(x)− x|Fs]| ≤ K(1 + |x|)|t− s|,
E[(Φs, t(x)− x)(Φs, t(y)− y)∗|Fs)] ≤ K(1 + |x|)(1 + |y|)|t− s|.
Resulta das desigualdades anteriores que
|b(x, t, ω)| ≤ K(1 + |x|),
|a(x, y, t, ω)| ≤ K(1 + |x|)(1 + |y|).
A diante enunciamos um lema que exibe um L2-martingale associado ao fluxo, o qual
sera´ muito u´til mais para frente, na construc¸a˜o de uma famı´lia de semigrupos associado
ao processo de N -pontos.
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Lema 3.2. Para s, x fixos e t ≥ s, o processo
Ms, t(x) = Φs, t(x)− x−
∫ t
s
b(Φs, r(x), r)dr
e´ um L2-martingale e
〈M is, t(x), M js, t(y)〉 =
∫ t
s
aij(Φs, r(x),Φs, r(y), r)dr.
Demonstrac¸a˜o. Seja
ms, t(x) = E[Φs, t(x)|Fs](ω).
Para s < t < u, temos
E[Φs, u(x)|Ft] =
∫
Φs, u(x, ω
′)Pt(ω, dω′)
=
∫
Φt, u(Φs, t(x, ω
′), ω′)Pt(ω, dω′),
onde Pt(ω, dω′) e´ distribuic¸a˜o condicional regular dada por Ft (ver [6] pa´ginas 146−150).
Agora, fixado s, t, ω, e considerando a continuidade de Φs,t(x, ·) em probabilidade com
respeito a (s, t, x) temos que
Pt(ω, {ω′ : Φs, t(x, ω′) = Φs, t(x, ω)}) = 1,
para quase todo ω. Portanto resultara´
E[Φs, u(x)|Ft] =
∫
Φt, u(Φs, t(x, ω
′), ω′)Pt(ω, dω′)
=
∫
A
Φt, u(Φs, t(x, ω), ω)Pt(ω, dω′)
= E[Φt, u(Φs, t(x, ω), ω)|Ft]
= mt, u(Φs, t(x, ω), ω).
Agora
ms, u(x, ω) = E[mt, u(Φs, t(x))|Fs],
pois
ms, u(x, ω) = E[Φs, u(x)|Fs](ω)
= E[E[Φs, u(x)|Ft]|Fs](ω)
= E[mt, u(Φs, t(x, ω), ω)|Fs]
= E[mt, u(Φs, t(x))|Fs].
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Assim
1
h
[ms, t+h(x, ω)−ms, t(x, ω)] = 1
h
E[mt, t+h(Φs, t(x))− Φs, t(x)|Fs].
Deste modo fazendo h→ 0, e aplicando o Teorema de Fubini obtemos que
∂
∂t
ms, t(x, ω) = E[ b(Φs, t(x), t)|Fs].
Portanto
ms, t(x)− x = E
[∫ t
s
b(Φs, r(x), r) dr|Fs
]
.
Da´ı
E[Ms, t(x)|Fs] = 0. (3.1)
Logo observe que para s < t < u, tem-se
Ms, u(x) = Ms, t(x) +Ms, u(Φt, t(x)). (3.2)
Das equac¸o˜es (3.1) e (3.2) obtemos
E[Ms, u(x)|Ft] = E[Ms, t(x)|Ft] + E[Mt, u(Φs, t(x))|Ft]
= Ms, t(x) + E[Mt, u(y)|Ft]| y=Φs, t(x)
= Ms, t(x).
Assim Ms, t(x) e´ um martingale, como quer´ıamos.
Para provar a segunda afirmac¸a˜o basta considerar
Vs, t(x, y, ω) = E
[
Ms, t(x)Ms, t(y)
∗∣∣Fs](ω).
Agora observemos que
1
h
[Vs,t+h(x, y, ω)− Vs,t(x, y, ω)] = 1
h
E[Vt,t+h(Φs,t(x),Φs,t(y), ω)|Fs].
Assim, fazendo h→ 0 tem-se
∂
∂t
Vs, t(x, y, ω) = E[ a(Φs, t(x),Φs, t(y), t)|Fs].
Portanto
Vs, t(x, y, ω) = E
[ ∫ t
s
a(Φs, r(x),Φs, r(y), r) dr
∣∣Fs](ω).
Enta˜o, pondo
Ns,t(x, y, ω) = Ms,t(x)Ms,t(y)
∗ −
∫ t
s
a(Φs, r(x),Φs, r(y), r) dr,
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temos que
E[Ns,t(x, y)|Fs] = 0.
Para s < t < u, obte´m-se
Ns,u(x, y, ω) = Ns,t(x, y, ω) +Nt,u(Φs,t(x),Φs,t(y), ω)
+Ms,t(x)Mt,u(Φs,t(y)) +Ms,t(y)Mt,u(Φs,t(x)).
Portanto
E[Ns,u(x, y, ω)|Ft] = Ns,t(x, y, ω).
Mas isto implica que
Ms, t(x)Ms, t(y)
∗ −
∫ t
s
a(Φs, r(x),Φs, r(y), r) dr,
e´ um martingale. Da´ı
〈M is, t(x), M js, t(y)〉 =
∫ t
s
aij(Φs, r(x),Φs, r(y), r)dr,
como quer´ıamos.
Agora definimos um operador diferencial aleato´rio de segunda ordem que esta rela-
cionado com o processo de N -pontos associado ao fluxo estoca´stico. Assim seja x(N) =
(x1, ..., xN) ∈ RNd, onde xk ∈ Rd, k = 1, ..., N , e cada xk = (x1k, ..., xdk). Definimos o
operador aleato´rio L
(N)
t por
(L
(N)
t f)
(
x(N), ω
)
=
1
2
d∑
i,j=1
N∑
k,l=1
aij(xk, xl, t, ω)
∂2f
∂xik∂x
j
l
(
x(N)
)
+
d∑
i=1
N∑
k=1
bi(xk, t, ω)
∂f
∂xik
(
x(N)
)
.
Teorema 3.3. A famı´lia de processos {Φs,t(x)} tem momentos finitos de qualquer ordem
e se f e´ uma func¸a˜o de classe C2, e ale´m disso, se suas derivadas tem desenvolvimento
polinomial, enta˜o
f(Φs, t(x
(N)))−
∫ t
s
(L(N)r )f
(
Φs, r(x
(N))
)
dr,
e´ um martingale.
Demonstrac¸a˜o. Do lema anterior temos a seguinte decomposic¸a˜o do fluxo
Φs, t(x) = x+Ms, t(x) +
∫ t
s
b(Φs, r(x), r)dr , t ≥ s.
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Da´ı, aplicando a fo´rmula de Itoˆ para f resulta
f(Φs,t(x
(N)))− f(x(N))−
∫ t
s
L(N)r f(Φs,r(x
(N)))dr
=
∑
k,i
∫ t
s
∂f
∂xik
(Φs,r(x
(N)))dM is,r(xk).
Como Ms, t(x) e´ um martingale, temos que a integral com respeito ao dito martingale e´
tambe´m um martingale. Portanto tem-se que
f(Φs, t(x
(N)))−
∫ t
s
(L(N)r )f
(
Φs, r(x
(N))
)
dr,
e´ um martingale.
Com o objetivo de obter propriedades sobre fluxos de homeomorfismos enunciamos
condic¸o˜es de Lipschitz sobre as caracter´ısticas locais.
Condic¸a˜o III. Existe uma constante L (independente de (t, ω)) tal que
|b(x, t, ω)− b(y, t, ω)| ≤ L|x− y|,
|a(x, x, t, ω)− 2a(x, y, t, ω) + a(y, y, t, ω)| ≤ L|x− y|2.
Teorema 3.4. Seja Φs, t um fluxo estoca´stico cont´ınuo de aplicac¸o˜es mensura´veis satis-
fazendo as condic¸o˜es (I) ate´ (III) deste cap´ıtulo. Enta˜o Φs, t admite uma modificac¸a˜o
que e´ um fluxo estoca´stico de homeomorfismos.
Demonstrac¸a˜o. Primeiro consideramos as seguintes desigualdades as quais sa˜o conse-
qu¨eˆncias diretas da aplicac¸a˜o da fo´rmula de Itoˆ e da desigualdade de Gronwall:
(a) Para qualquer p e  > 0 existe uma constante C = C(p) > 0 tal que para qualquer
t, x
E
[(
+ |Φs, t(x)|2
)p |Fs] ≤ C (+ |x|2)p ,
quase certamente.
(b) Para p real e  > 0 existe C = C(p) tal que
E
[(
+ |Φs, t(x)− Φs, t(y)|2
)p |Fs] ≤ C (+ |x− y|2)p ,
se cumpre para todo t, x quase certamente.
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(c) Para qualquer inteiro positivo p existe C = C(p) tal que
E
[|Φs,t(x0)− x0|2p|Fs] ≤ C|t− s|p (1 + |x0|2)p ,
se cumpre para qualquer x0 ∈ Rd quase certamente.
Assim, utilizando as limitac¸o˜es (a),(b) e (c) demonstramos que
E
[|Φs,t(x)− Φs′,t′(x′)|2p] ≤ C {|x− x′|2p + (1 + |x|+ |x′|)2p(|t− t′|p + |s− s′|p)} .
Com efeito, basta considerar o caso quando s = s′, x = x′, t < t′. Da´ı que
E
[|Φs, t(x)− Φs, t′(x)|2p] = E [|Φs, t(x)− Φt, t′(Φs, t(x))|2p]
= E
{
[
∣∣Φs, t(x)− Φt, t′(Φs, t(x))|2p|Ft]}
= E
{
[
∣∣y − Φt, t′(y)|2p|Ft] | y=Φs, t(x)}
≤ E[C1|t− t′|p (1 + |Φs, t(x)|2)p)]
= C1|t− t′|p E[(1 + |Φs, t(x)|2)p]
≤ C1|t− t′|pC2(1 + |x|2)p
≤ C ′|t− t′|p(1 + |x| 2)p,
onde C ′ = C1C2. Daqui em diante, a demonstrac¸a˜o e´ ana´loga a` prova do Teorema
2.11.
Observac¸a˜o 3.5. Assumindo condic¸o˜es adequadas de diferenciabilidade e limitac¸a˜o sobre
as caracter´ısticas locais (a, b) de um fluxo podemos estabelecer propriedades de difeomor-
fismos de dito fluxo da mesma forma como feito no Cap´ıtulo 1.
3.2 Semimartingales a valores vetoriais
Nesta sec¸a˜o definimos e estudamos a noc¸a˜o referente de C-semimartingales onde C =
C(Rd,Rd), assim como a´s caracter´ısticas locais associadas a dito C-semimartingale. Todo
este estudo se faz com o objetivo de definir a integral estoca´stica com respeito a C-
semimartingales e portanto considerar equac¸o˜es diferenciais estoca´sticas.
Assim, para x ∈ Rd, t ∈ [ 0, T ] seja X(x, t, ω) um campo aleato´rio cont´ınuo que toma
valores no espac¸o euclidiano Rd tal que que para cada x, t e´ Ft-mensura´vel. Assumimos
que C e´ C(Rd,Rd) munido da topologia compacto uniforme.
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Definic¸a˜o 3.6. O processo X(x, t) e´ chamado um martingale com valores em C (C-
martingale) se para cada x ∈ Rd e´ um martingale. Agora, X(x, t) e´ chamado um martin-
gale com valores em Ck (Ck-martingale) se DαxX(x, t) e´ um C-martingale para qualquer
|α| ≤ k. Se X(x, t) e´ um campo aleato´rio cont´ınuo o qual admite a seguinte decomposic¸a˜o
X(x, t) = X(x, 0) + Y (x, t) + V (x, t),
onde Y (x, t) e´ um C-martingale, V (x, t) um processo de variac¸a˜o limitada para cada x e
Y (x, 0) = 0, V (x, 0) = 0, dizemos que X(x, t) e´ um semimartingale com valores em C.
Se Y (x, t) e´ um Ck-martingale e DαxV (x, t), |α| ≤ k e´ de variac¸a˜o limitada, dizemos que
X(x, t) e´ um Ck-semimartingale.
No que segue definimos as caracter´ısticas locais de um semimartingale que assume
valores em Rd. Assim, seja X(x, t) um semimartingale com valores em Rd tal que
X(x, t) = Y (x, t) + V (x, t),
onde para cada x, Y (x, t) e´ um martingale e V (x, t) um processo de variac¸a˜o limitada.
Assumimos que existe um processo β(x, t, ω) que assume valores vetoriais em Rd e um
processo α(x, y, t, ω) que toma valores nas matrizes de ordem d× d tais que β e α sejam
progressivamente mensura´veis respeito da filtrac¸a˜o {Ft} e que ademais verifiquem
V (x, t) =
∫ t
0
β(x, r) dr,
〈Y (x, t), Y (y, t)∗〉 =
∫ t
0
α(x, y, r) dr.
Enta˜o o par (α, β) e´ chamado de caracter´ısticas locais da semimartingale X(x, t).
Observac¸a˜o 3.7. Note que a definic¸a˜o acima, sobre as caracter´ısticas locais, na˜o e´
exatamente a mesma do fluxo descrito na sec¸a˜o inicial deste cap´ıtulo. Na verdade, se
Φs, t e´ o fluxo estoca´stico da sec¸a˜o anterior, enta˜o
Φs, t(x) = x+Ms, t(x) +
∫ t
s
b(Φs, r(x), r) dr.
Assim Φs, t(x) e´ um C-semimartingale, Ms, t(x) e´ a parte martingale e
∫ t
s
b(Φs, r(x), r) dr
e´ a parte de variac¸a˜o limitada. Neste caso temos que
β(x, t) = b(Φs, t(x), t)
α(x, y, t) = a(Φs, t(x),Φs, t(y), t).
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Assumimos daqui para frente que as caracter´ısticas locais α e β sa˜o integra´veis, isto
e´,
E
[∫ t
0
|α(x, y, t)| dr
]
<∞, E
[∫ t
0
|β(x, t)| dr
]
<∞.
Com estas hipo´teses Y e´ uma L2-martingale.
Proposic¸a˜o 3.8. Seja {X(x, t), x ∈ Rd} uma famı´lia de semimartingales cont´ınuos que
assumem valores em Rd com caracter´ısticas locais (α, β). Suponhamos que α e β sa˜o
Lipschitz cont´ınuos e que |α(0, 0, t)| e |β(0, t)| sa˜o limitadas, enta˜o X(x, t) tem uma
modificac¸a˜o cont´ınua como um C-semimartingale cont´ınuo. Ale´m disso, se α e β sa˜o
k-vezes diferencia´veis em cada x, y e existe K tal que
|DαxDβyα(x, y, t)| ≤ K, |Dβxβ(x, t)| ≤ K, |α| ≤ k, |β| ≤ k.
Enta˜o X(x, t) tem modificac¸a˜o cont´ınua como Ck−1-semimartingales.
Demonstrac¸a˜o. A prova deste teorema e´ essencialmente a aplicac¸a˜o da desigualdade de
Burkholder, mediante o qual obte´m-se facilmente que
E[|X(x, t)−X(x′, t′)|p] ≤ C(|t− t′| p2 + |x− x′|p).
Utilizando o teorema de Kolmogorov (crite´rio de continuidade de Kolmogorov para cam-
pos aleato´rios) obtemos a modificac¸a˜o cont´ınua de X(x, t) a qual e´ um C-semimartingale
(respectivamente Ck−1-semimartingale).
3.3 Integrais Estoca´sticas
Nesta sec¸a˜o definimos e estudamos integrais estoca´sticas de processos progressiva-
mente mensura´veis com respeito a C-semimartingales.
Seja Y (x, t) um C-martingale tal que sua caracter´ıstica local α(x, y, t, ω) seja inte-
gra´vel e cont´ınua em (x, y). Ale´m disso, consideramos a seguinte condic¸a˜o:
Condic¸a˜o IV. A caracter´ıstica local α verifica∫ t
0
sup
|x|,|y|≤K
|α(x, y, t, ω)| dt <∞ ,
para qualquer K e t.
Em seguida, seja ft(ω) um processo progressivamente mensura´vel que toma valores
em Rd, tal que ∫ t
0
|α(fs, fs, s)| ds <∞ , (3.3)
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quase certamente para cada t.
Para definir a integral estoca´stica
∫ t
0
Y (fr, dr), consideramos treˆs casos.
Caso a. ft cont´ınua em t. Assim dado N ∈ N consideramos o tempo de parada.
τN(ω) =

inf{t ∈ [0, T ] : sup0≤r≤t |Y (fr, t)| > N ou∫ t
0
sup0≤r≤s |α(fr, fr, s)| ds > N}
∞, se o conjunto de acima e´ vazio
Observamos que τN ↑ ∞ quando N ↑ ∞. Pondo YN(x, t) = Y (x, t, t ∧ τN) resulta
que YN(x, t) e´ um C-martingale com caracter´ıstica local αN(x, y, t) = α(x, y, t)IτN>t (na
verdade αN(x, y, t, ω) = α(x, y, t, ω)IτN>t(ω)). Considerando a partic¸a˜o ∆ = {0 = t0 <
t1 < ... < tn = T} do intervalo [0, T ], definimos para qualquer t ∈ [0, T ]
LN∆t (f) =
n−1∑
i=0
{YN(fti∧t, ti+1 ∧ t)− YN(fti∧t, ti ∧ t)}.
Desta maneira LN∆t (f) e´ uma L
2-martingale que assume valores em Rd. Com efeito,
fazendo t = tk, s = t, k > i obtemos
E[LN∆t (f)− LN∆s (f)|Fs] = E
[ n−1∑
i=0
{YN(fti , ti+1)− YN(fti , ti)}
−
i−1∑
l=0
{YN(ftl , tl+1)− YN(ftl , tl)}|Fs
]
= E
[ n−1∑
j=i
{YN(ftj , tj+1)− YN(ftj , tj)}|Fs
]
=
n−1∑
j=i
E[E[{YN(ftj , tj+1)− YN(ftj , tj)}|Ftj ]|Fs]
= 0.
Tambe´m observemos que
E[(LN∆t (f)− LN∆s (f))(LN∆t (f)− LN∆s (f))∗|Fs]
=
n−1∑
j=i
E[E[(YN(ftj , tj+1)− YN(ftj , tj))(YN(ftj , tj+1)− YN(ftj , tj))∗|Ftj ]|Fs]
=
n−1∑
j=i
E
[
E
[ ∫ tj+1
tj
αN(ftj , ftj , r) dr
∣∣Ftj]∣∣∣Fs]
= E
[ ∫ t
s
αN(f
∆
r , f
∆
r , r) dr
∣∣Fs],
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onde f∆r = ftk se tk ≤ r ≤ tk+1. Mas isto implica que
(LN∆t (f))
2 −
∫ t
0
αN(f
∆
r , f
∆
r , r) dr,
e´ um martingale. Portanto
〈LN∆t (f), LN∆t (f)∗〉 =
∫ t
0
αN(f
∆
r , f
∆
r , r) dr.
Em seguida, consideramos {∆n : n = 1, 2, ...} uma sequ¨eˆncia de partic¸o˜es do intervalo
[0, T ] tal que |∆n| → 0. Assim temos a sequ¨eˆncia de L2-martingales {LN∆nt (f), n =
1, 2, ...} tais que
〈LN∆nt (f), LN∆mt (f)∗〉 =
∫ t
0
αN(f
∆n
r , f
∆m
r , r) dr.
Enta˜o
〈(LN∆nt (f)− LN∆mt (f))(LN∆nt (f)− LN∆mt (f))∗〉
=
∫ t
0
[αN(f
∆n
r , f
∆n
r , r)− αN(f∆nr , f∆mr , r)
− αN(f∆mr , f∆nr , r) + αN(f∆mr , f∆mr , r)] dr
→ 0 quando m,n→∞,
quase certamente. Agora, de acordo com a condic¸a˜o (IV) vemos que a equac¸a˜o acima
tambe´m converge em L1. Isto nos permite definir:
lim
n→∞
LN∆nt (f) = L
N
t (f) =
∫ t
0
YN(fr, dr).
Enta˜o LNt (f) e´ um L
2-martingale. Logo se t < τM(≤ τN) e N > M obtemos que
LNt (f) =
∫ t
0
YN(fr, dr) =
∫ t
0
Y (fr, dr ∧ τN) =
∫ t
0
Y (fr, dr ∧ τM)
=
∫ t
0
YM(fr, dr)
= LMt (f).
Portanto definimos
Lt(f) = L
N
t (f) se t < τN .
Claramente Lt(f) e´ um martingale local cont´ınuo. Assim, fica definida a integral estoca´s-
tica quando ft e´ cont´ınua em t, e escrevemos
Lt(f) =
∫ t
0
Y (fs, ds).
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Caso b. ft e´ uma func¸a˜o progressivamente mensura´vel e limitada. Iniciamos pondo
fNt = N
∫ t
t− 1
N
fsds. Deste modo afirmamos que a sequ¨eˆncia {fNt } e´ um sequ¨eˆncia de
processos cont´ınuos e uniformemente limitados que convergem para ft quase certamente
com respeito da medida produto dt⊗ dP. De fato, basta considerar |ft| ≤ A, para algum
A > 0 e observar que,
|fNt | ≤ |N
∫ t
t− 1
N
fsds| ≤ N
∫ t
t− 1
N
|fs|ds ≤ A,
|fNt (x)− fNt (y)| ≤ N
∫ t
t− 1
N
|fs(x)− fs(y)| ds ≤ 2A.
Agora a convergeˆncia e´ consequ¨eˆncia direta da propriedade que
1
m(B)
∫
m(B)
fsds −→ ft,
onde m(B) representa a medida de Lebesgue do conjunto de Borel B. Pelo caso (a)
temos que Lt(f
N) =
∫ t
0
Y (fNs , ds). Desta maneira,
〈(Lt(fN)− Lt(fM))(Lt(fN)− Lt(fM))∗〉
=
∫ t
0
[α(fNν , f
N
ν , ν)− α(fNν , fMν , ν)
− α(fMν , fNν , ν) + α(fMν , fMν , ν)] dν
→ 0 quando m,n→∞,
quase certamente. Enta˜o a sequ¨eˆncia {Lt(fN);N = 1, 2, ...} converge uniformemente em
probabilidade para cada t. Assim definimos
Lt(f) = lim
N→∞
Lt(f
N) =
∫ t
0
Y (fr, dr),
como quer´ıamos.
Caso c. Como caso geral consideremos ft uma func¸a˜o so´ progressivamente mensura´vel.
Assim ponhamos fNt = (ft ∧ N) ∨ (−N). Daqui, observemos que a sequ¨eˆncia {fNt } e´
cont´ınua e uniformemente limitada. Ale´m disso, dita sequ¨eˆncia converge para ft. Desse
modo, como no caso (b) achamos uma sequ¨eˆncia {Lt(fN);N = 1, 2, ...} que converge
uniformemente em probabilidade em t. Portanto, definimos
Lt(f) = lim
N→∞
Lt(f
N) =
∫ t
0
Y (fr, dr),
como desejamos.
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Observac¸a˜o 3.9. A definic¸a˜o de integral estoca´stica
∫ t
0
Y (fr, dr) e´ uma generalizac¸a˜o
da integral estoca´stica usual no seguinte sentido: se Y (x, t) = xYt, onde Yt e´ uma L
2-
martingale enta˜o temos
∫ t
0
Y (fr, dr) =
∫ t
0
frdYr.
Proposic¸a˜o 3.10. Sejam ft e gt dois processos progressivamente mensura´veis satis-
fazendo (3.3). Enta˜o〈∫ t
0
Y (fr, dr),
∫ t
0
Y (gr, dr)
〉
=
∫ t
0
α(fs, gs, s) ds.
Demonstrac¸a˜o. Com efeito, temos que mostrar
〈Lt(f), Lt(g)〉 =
∫ t
0
α(fs, gs, s) ds.
Agora denotando por h = fN e H = gN podemos considerar sem perda de generalidade
que f e g possuam saltos em comum, isto e´, que existe um partic¸a˜o ∆ = {0 = t0 < t1 <
... < tn = T} de [0, T ] tal que ft = ftk , gt = gtk para t ∈ [tk, tk+1). Agora, lembremos que
Lt(f) = lim
N→∞
Lt(f
N) =
∫ t
0
Y (fr, dr).
Mas se consideramos h = fN em vez de f teremos
Lt(h) = L
M
t (h) = lim
n→∞
LM∆nt (h), se t < τM ,
onde M faz a func¸a˜o do N no caso (a). Assim, basta mostrar o resultado para uma certa
partic¸a˜o como acima e da´ı aplicar resultados de convergeˆncia. Desta maneira, dada a
partic¸a˜o ∆ e assumindo que s = ti, t = tk com k > i temos
E[(LM∆t (h)− LM∆s (h))(LM∆t (H)− LM∆s (H))∗|Fs]
= E
[( k−1∑
j=i
(
YM(htj , tj+1)− YM(htj , tj)
))( k−1∑
j=i
(
YM(Htj , tj+1)− YM(Htj , tj)
))∗∣∣∣Fs]
=
∑
i≤d<l<k
E[E[YM(htl , tl+1)− YM(htl , tl)|Ftl ](YM(Htd , td+1)− YM(Htd , td))∗|Fs]
+
∑
i≤d<l<k
E[(YM(htd , td+1)− YM(htd , td))E[(YM(Htl , tl+1)− YM(Htl , tl))∗|Ftl ]|Fs]
+
k−1∑
j=i
E[E[(YM(htj , tj+1)− YM(htj , tj))(YM(Htj , tj+1)− YM(Htj , tj))∗|Ftj ]|Fs]
=
n−1∑
j=i
E[E[(YM(htj , tj+1)− YM(htj , tj))(YM(Htj , tj+1)− YM(Htj , tj))∗|Ftj ]|Fs]
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=
n−1∑
j=i
E
[
E
[ ∫ tj+1
tj
αM(htj , Htj , r) dr|Ftj
]∣∣∣Fs]
= E
[ ∫ t
s
αM(h
∆
r , H
∆
r , r) dr
∣∣Fs],
onde h∆r = htk e H
∆
r = Htk , se tk ≤ r < tk+1. Da´ı resulta que
LM∆t (h)L
M∆
t (H)−
∫ t
0
αM(h
∆
r , H
∆
r , r) dr
e´ um martingale. Assim,
〈LM∆t (h), LM∆t (H)∗〉 =
∫ t
0
αM(h
∆
r , H
∆
r , r) .
Ou melhor,
〈LM∆t (fN), LM∆t (gN)∗〉 =
∫ t
0
αM((f
N
r )
∆, (HNr )
∆, r) .
Portanto
〈Lt(f), Lt(g)〉 =
∫ t
0
α(fs, gs, s) ds.
Notemos que se Y (x, t) e Z(x, t) sa˜o C-martingales cont´ınuos com caracter´ısticas
locais αY e αZ respectivamente satisfazendo a condic¸a˜o (IV) e se ft e gt sa˜o processos
progressivamente mensura´veis tais que
∫ t
0
|αY (fs, fs, s)| ds <∞,
∫ t
0
|αZ(gs, gs, s)| ds <∞
para todo t quase certamente, enta˜o as integrais
∫ t
0
Y (fr, dr) e
∫ t
0
Z(gr, dr) fazem sentido.
O interesse agora e´ calcular 〈∫ t
s
Y (fr, dr), (
∫ t
s
Z(gr, dr))
∗〉.
Lema 3.11. Existe um campo aleato´rio cont´ınuo αY Z(y, z, t, ω) o qual e´ mensura´vel e
cont´ınuo respeito de y, z tal que
〈Y (y, t), (Z(z, t))∗〉 =
∫ t
0
αY Z(y, z, r, ω)dr.
Ale´m disso,
|αY Zij (y, z)| ≤ αYii (y)
1
2αZjj(z)
1
2 , αYii (y) = α
Y
ii (y, y),
e
|αY Zij (y, z)− αY Zij (y′, z′)| ≤ αYii (y)
1
2{αZjj(z)− 2αZjj(z, z′) + αZjj(z′)}
1
2
+ αZjj(z
′)
1
2{αYii (y)− 2αYii (y, y′) + αYii (y′)}
1
2 .
Cap´ıtulo 3 • Fluxos Estoca´sticos e Equac¸o˜es Diferenciais Estoca´sticas 46
Demonstrac¸a˜o. Primeiro observemos que se y e z sa˜o fixos, enta˜o 〈Y (y, t), (Z(z, t))∗〉
tem func¸a˜o de densidade αY Z(y, z, t, ω) com respeito de t. Agora, pela propriedade de
Schwartz para variac¸a˜o quadra´tica conjunta temos
|〈Y i(y, t), Zj(z, t)〉 − 〈Y i(y, s), Zj(z, s)〉|
≤ (〈Y i(y, t)〉 − 〈Y i(y, s)〉) 12 (〈Zi(z, t)〉 − 〈Zi(z, s)〉) 12 .
Portanto obtemos∣∣∣∣ 1t− s
∫ t
s
αY Zij (y, z, r)dr
∣∣∣∣ ≤ 1t− s
(∫ t
s
αYii (y, y, r)dr
) 1
2
(∫ t
s
αZjj(z, z, r)dr
) 1
2
.
Assim fazendo t ↓ s resulta
|αY Zij (y, z, s)| ≤ αYii (y, y, s)
1
2αZjj(z, z, s)
1
2 ,
para todo y, z quase certamente. Mas como αYii (y) = α
Y
ii (y, y) enta˜o obtemos a primeira
desigualdade. Para mostrar a segunda desigualdade ponhamos
AY Zij (y, z, (s, t]) = 〈Y i(y, t), Zj(z, t)〉 − 〈Y i(y, s), Zj(z, s)〉, t > s.
Agora, por propriedade de variac¸a˜o quadra´tica conjunta tem-se
|AY Zij (y, z, (s, t])− AY Zij (y′, z′, (s, t])|
≤ AYii (y, y, (s, t])
1
2 (AZjj(z, z, (s, t])− 2AZjj(z, z′, (s, t]) + AZjj(z′, z′, (s, t]))
1
2
+ AZjj(z
′, z′, (s, t])
1
2 (AYii (y, y, (s, t])− 2AYii (y, y′, (s, t]) + AYii (y′, y′, (s, t]))
1
2 .
Fazendo o mesmo procedimento como na primeira desigualdade, obtemos o desejado.
No lema acima αY Z(y, z, t) e´ chamado a caracter´ıstica local conjunta de Y e Z.
Teorema 3.12. Sejam Y (x, t) e Z(x, t) dois C-martingales cont´ınuos com caracter´ısticas
locais αY e αZ respectivamente satisfazendo a condic¸a˜o (IV). Sejam tambe´m ft e gt pro-
cessos progressivamente mensura´veis tais que
∫ t
0
|αY (fs, fs, s)| ds <∞,
∫ t
0
|αZ(gs, gs, s)| ds <
∞ para todo t quase certamente. Enta˜o〈∫ t
s
Y (fr, dr), (
∫ t
s
Z(gr, dr))
∗
〉
=
∫ t
s
αY Z(fr, gr, r)dr.
Demonstrac¸a˜o. A prova deste teorema e´ ana´loga a` prova da Proposic¸a˜o 3.10. Basta
considerar o lema anterior (que nos indica simplesmente a variac¸a˜o quadra´tica conjunta
entre Y e Z ≈ variac¸a˜o quadra´tica conjunta entre Y e Y ) e ”mudar uma varia´vel Y ” por
Z na demonstrac¸a˜o de dita proposic¸a˜o.
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3.4 Construc¸a˜o de Fluxos Estoca´sticos por Equac¸o˜es
Diferenciais Estoca´sticas
Nesta sec¸a˜o introduzimos a noc¸a˜o de soluc¸a˜o de uma equac¸a˜o diferencial estoca´stica
e mostramos que essa soluc¸a˜o define um fluxo estoca´stico.
Seja
X(x, t) = Y (x, t) +
∫ t
0
β(x, r)dr,
um C-semimartingale cont´ınuo com caracter´ısticas locais α, β cont´ınuas com respeito a
x, y e que satisfazem a seguinte condic¸a˜o.
Condic¸a˜o V. Suponhamos que as caracter´ısticas locais verificam∫ t
0
sup
|x|, |y|≤K
|α(x, y, r, ω)| dr <∞,∫ t
0
sup
|x|≤K
|β(x, r)|dr <∞,
para qualquer K > 0 e qualquer t.
Em seguida, dado ft um processo progressivamente mensura´vel satisfazendo (3.3) e∫ t
0
|β(fr, r)|dr <∞, definimos∫ t
0
X(fr, dr) =
∫ t
0
β(fr, r)dr +
∫ t
0
Y (fr, dr).
Uma vez definida a integral estoca´stica podemos associar a ela uma equac¸a˜o diferencial
estoca´stica e desta maneira discutir sua soluc¸a˜o.
Definic¸a˜o 3.13. Um processo Φt cont´ınuo Ft-adaptado e que toma valores em Rd e´ dito
soluc¸a˜o da equac¸a˜o diferencial estoca´stica
dΦt = X(Φt, dt). (3.4)
com condic¸a˜o inicial x no tempo s (t ≥ s) se
Φt = x+
∫ t
s
X(Φr, dr),
para todo t ≥ s.
Para entender melhor a definic¸a˜o acima consideramos o seguinte exemplo.
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Exemplo 3.14. Consideremos (B1t , ..., B
r
t ) um movimento Browniano ”Standard”. Sejam
F0(x, t), F1(x, t), ..., Fr(x, t) func¸o˜es Lipschitz cont´ınuas em x, que assumem valores em
Rd. Definimos
X(x, t) =
∫ t
0
F0(x, s) ds+
r∑
k=1
∫ t
0
Fk(x, s) dB
k
s .
Claramente vemos que X(x, t) e´ um C-semimartingale. Ale´m disso, observamos que a
equac¸a˜o diferencial estoca´stica associada ao C-semimartingale X(x, t) reduz-se a
dΦt = X(Φt, dt) = d
(∫ t
0
X(Φs, ds)
)
= d
(∫ t
0
F0(Φs, s)ds+
r∑
k=1
∫ t
0
Fk(Φs, s) dB
k
s
)
= F0(Φt, t) dt+
r∑
k=1
Fk(Φt, t) dB
k
t .
Donde
V (x, t) =
∫ t
0
F0(x, s)ds, Y (x, t) =
r∑
k=1
∫ t
0
Fk(x, s) dB
k
s .
Abreviadamente, escrevemos EDE em vez de ”equac¸a˜o diferencial estoca´stica”.
Teorema 3.15. Suponhamos que as caracter´ısticas locais α, β do semimartingale X(x, t)
sejam Lipschitz e cont´ınuas e que possuam crescimento linear, enta˜o a EDE (3.4) tem
uma u´nica soluc¸a˜o para quaisquer x, s. Ale´m disso, se Φs, t e´ a soluc¸a˜o comec¸ando de x no
tempo s, enta˜o ela tem uma modificac¸a˜o o qual e´ um fluxo estoca´stico de homeomorfismos.
A prova do teorema anterior esta baseado no me´todo cla´ssico de aproximac¸o˜es su-
cessivas (ver [3], Teorema 2.4.3).
3.5 Fo´rmula Generalizada de Itoˆ, Integral de Strato-
novich e Equac¸o˜es Diferenciais Estoca´sticas de
Stratonovich
Esta u´ltima sec¸a˜o, descrevemos a fo´rmula generalizada de Itoˆ, definimos a integral
de Stratonovich e associadas a estas consideramos as equac¸o˜es diferenciais estoca´sticas
segundo H. Kunita. Assim, seja X(x, t) um campo aleato´rio 1-dimensional. Enta˜o ele e´
chamado um Ck-processo cont´ınuo se e´ k-vezes continuamente diferencia´vel em x a.s. e
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DαX(x, t) e´ cont´ınuo em (x, t) a.s. para |α| ≤ k. Do mesmo modo, X(x, t) e´ chamado
um Ck-martingale cont´ınuo se DαX(x, t) e´ um martingale para cada x, |α| ≤ k e e´
um Ck-processo de variac¸a˜o limitada se DαX(x, t) e´ um processo de variac¸a˜o limitada
para cada x e |α| ≤ k. Por u´ltimo, X(x, t) e´ dito um Ck-semimartingale cont´ınuo se
X(x, t) = Y (x, t) + V (x, t) onde Y (x, t) e´ um Ck-martingale cont´ınuo e V (x, t) e´ um
Ck-processo cont´ınuo de variac¸a˜o limitada.
Condic¸a˜o VII. As caracter´ısticas locais a(x, y, t) e b(x, t) sa˜o k-vezes continuamente
diferencia´veis em x e y (respectivamente x) e para |α|, |β| ≤ k e para qualquer K > 0
temos ∫ t
0
sup
|x|,|y|≤K
|DαxDαy a(x, y, r)| dr <∞ a.s.∫ t
0
sup
|x|≤K
|Dαx b(x, r)| dr <∞ a.s.
Vamos agora a apresentar uma regra de diferencial para a composic¸a˜o de dois pro-
cessos.
Teorema 3.16. (Fo´rmula Generalizada de Itoˆ I) Seja F (x, t) um C2-processo 1-dimensional
e um C1-semimartingale com caracter´ısticas locais satisfazendo a condic¸a˜o (VII) e Xt
um semimartingale cont´ınuo que toma valores em Rd. Enta˜o
F (Xt, t) = F (X0, 0) +
∫ t
0
F (Xr, dr) +
d∑
i=1
∫ t
0
∂
∂xi
F (Xr, r)dX
i
r
+
d∑
i=1
〈∫ t
0
∂
∂xi
F (Xr, dr), X
i
t
〉
+
1
2
d∑
i,j=1
∫ t
0
∂2
∂xi∂xj
F (Xr, r)d〈X ir, Xjr 〉. (3.5)
Demonstrac¸a˜o. Dada a partic¸a˜o ∆ = {0 = t0 < t1 < ... < tn = t}, temos
F (Xt, t)− F (X0, 0) =
n−1∑
k=0
{F (Xtk , tk+1)− F (Xtk , tk)}
+
n−1∑
k=0
{F (Xtk+1 , tk+1)− F (Xtk , tk+1)}
= I∆1 + I
∆
2 .
Por definic¸a˜o de integral estoca´stica resulta que
I∆1 −→
∫ t
0
F (Xr, dr) quando |∆| → 0.
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Pelo desenvolvimento de Taylor I∆2 pode-se escrever como
I∆2 =
n−1∑
k=0
d∑
i=1
{ ∂
∂xi
F (Xtk , tk+1)−
∂
∂xi
F (Xtk , tk)
}
(X itk+1 −X itk)
+
n−1∑
k=0
d∑
i=1
∂
∂xi
F (Xtk , tk)(X
i
tk+1
−X itk)
+
1
2
d∑
i,j=1
n−1∑
k=0
∂2
∂xi∂xj
F (ξk, tk+1)(X
i
tk+1
−X itk)(Xjtk+1 −Xjtk)
= J∆1 + J
∆
2 + J
∆
3 ,
onde |ξk −Xtk | ≤ |Xtk+1 −Xtk |. Agora, consideremos
L∆s =
n−1∑
k=0
{ ∂
∂xi
F (Xtk∧s, tk+1 ∧ s)−
∂
∂xi
F (Xtk∧s, tk ∧ s)
}
,
e
Ls =
∫ s
0
∂
∂xi
F (Xr, dr).
Enta˜o se observa que L∆s converge Ls uniformemente em s em probabilidade quando
|∆| → 0. Ale´m disso, veja que
n−1∑
k=0
(L∆tk+1 − L∆tk)(X itk+1 −X itk) −→ 〈L,X i〉t,
em probabilidade se |∆| → 0. De fato, sabemos que
n−1∑
k=0
(L∆tk+1 − L∆tk)(X itk+1 −X itk) = 〈L∆t , X it〉∆.
Como L∆t −→ Lt uniformemente em t em probabilidade quando |∆| → 0, temos
〈L∆t , X it〉∆ −→ 〈Lt, X it〉 = 〈L,X i〉t,
se |∆| → 0, como quer´ıamos. Assim, tem-se
J∆1 −→
d∑
i=1
〈∫ t
0
∂
∂xi
F (Xr, dr), X
i
t
〉
quando |∆| → 0.
Logo, por definic¸a˜o de integral
J∆2 −→
d∑
i=1
∫ t
0
∂
∂xi
F (Xr, r)dX
i
r quando |∆| → 0.
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Agora observe que se
J˜∆3 =
1
2
d∑
i,j=1
n−1∑
k=0
∂2
∂xi∂xj
F (Xtk , tk)(X
i
tk+1
−X itk)(Xjtk+1 −Xjtk), (3.6)
e pondo
A∆s =
n−1∑
k=0
∂2
∂xi∂xj
F (Xtk∧s, tk ∧ s)(X itk+1∧s −X itk∧s),
e
As =
∫ s
0
∂2
∂xi∂xj
F (Xr, r)dX
i
r,
temos A∆t −→ At quando |∆| → 0 em probabilidade. Deste modo afirmamos que: se
|∆| → 0 resulta 〈A∆t , Xjt 〉∆ −→ 〈At, Xjt 〉 em probabilidade. Com efeito, note que
〈A∆t , Xjt 〉∆ =
n−1∑
k=0
(A∆tk+1 − A∆tk)(Xjtk+1 −Xjtk), (3.7)
onde
A∆tk+1 − A∆tk =
n−1∑
k=0
∂2
∂xi∂xj
F (Xtk , tk)(X
i
tk+1
−X itk). (3.8)
Assim, substituindo (3.8) em (3.7) obtemos o somato´rio de (3.6) correspondente a` soma
respeito de k. Desta maneira obtemos
J˜∆3 =
1
2
d∑
i,j=1
〈A∆t , Xjt 〉∆ −→
1
2
d∑
i,j=1
〈
∫ t
0
∂2
∂xi∂xj
F (Xr, r)dX
i
r, X
j
t 〉
=
1
2
d∑
i,j=1
∫ t
0
∂2
∂xi∂xj
F (Xr, r)d〈X ir, Xjr 〉.
Agora, considerando
ξ∆ijk =
∂2
∂xi∂xj
F (ξk, tk+1)− ∂
2
∂xi∂xj
F (Xtk , tk),
resulta
sup
i,j,k
|ξ∆ijk| −→ 0 quando |∆| → 0,
pois |ξk −Xtk | ≤ |Xtk+1 −Xtk |. Ale´m disso, note que
|J∆3 − J˜∆3 | =
∣∣∣1
2
d∑
i,j=1
{ n−1∑
k=0
( ∂2
∂xi∂xj
F (ξk, tk+1)− ∂
2
∂xi∂xj
F (Xtk , tk)
)
× (X itk+1 −X itk)(Xjtk+1 −Xjtk)
}∣∣∣
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≤ 1
2
d∑
i,j=1
{(
sup
i,j,k
|ξ∆ijk|
)∣∣∣ n−1∑
k=0
(X itk+1 −X itk)(Xjtk+1 −Xjtk)
∣∣∣}
≤ 1
2
d∑
i,j=1
{
sup
i,j,k
|ξ∆ijk|
( n−1∑
k=0
(X itk+1 −X itk)2
) 1
2
( n−1∑
k=0
(Xjtk+1 −Xjtk)2
) 1
2
}
. (3.9)
Enta˜o, como
∑
k(X
l
tk+1
− X ltk)2 converge para 〈X ltk〉 em probabilidade quando |∆| → 0
(com 〈X ltk〉 < ∞) resulta que (3.9) converge a zero em probabilidade. Por outro lado,
veja que J∆3 pode ser escrito como:
J∆3 =
1
2
∑
i,j
{∑
k
∂2
∂xi∂xj
F (Xtk , tk)(X
i
tk+1
−X itk)(Xjtk+1 −Xjtk)
}
+
1
2
∑
i,j
{∑
k
( ∂2
∂xi∂xj
F (ξk, tk+1)− ∂
2
∂xi∂xj
F (Xtk , tk)
)(
X itk+1 −X itk
)(
Xjtk+1 −Xjtk
)}
.
Portanto temos que
J∆3 −→
1
2
∑
i,j
∫ t
0
∂2
∂xi∂xj
F (Xr, r)d〈X i, Xj〉r.
Assim fica mostrado o teorema.
Observac¸a˜o 3.17. Se F (x, t) e´ uma func¸a˜o determin´ıstica duas vezes continuamente
diferencia´vel em x e continuamente diferencia´vel em t, enta˜o〈∫ t
0
∂
∂xi
F (Xr, dr), X
i
t
〉
= 0, para i = 1, ..., d.
Portanto (3.5) se converte na fo´rmula de Itoˆ usual.
3.5.1 Integral de Stratonovich
Consideremos X(x, t) como sendo um C2-processo cont´ınuo e um C1-semimartingale
cont´ınuo. Assim tambe´m, seja ft um semimartingale cont´ınuo que toma valores em Rd.
A partir de aqui vamos a definir a integral de Stratonovich de ft respeito a X(x, t). Para
esse consideramos a partic¸a˜o ∆ = {0 = t0 < t1 < ... < tn = t}, e definimos
K∆t =
n−1∑
k=0
1
2
{(X(ftk+1 , tk+1)−X(ftk+1 , tk)) + (X(ftk , tk+1)−X(ftk , tk))}.
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Lema 3.18. Suponhamos que as caracter´ısticas locais de X e ∂
∂xi
X satisfac¸am a condic¸a˜o
(VII). Enta˜o lim|∆|→0K∆t existe e
lim
|∆|→0
K∆t =
∫ t
0
X(fr, dr) +
1
2
∑
j
〈∫ t
0
∂
∂xj
X(fr, dr), f
j
t
〉
.
Demonstrac¸a˜o. Escrevemos K∆t como segue
K∆t =
n−1∑
k=0
{X(ftk , tk+1)−X(ftk , tk)}
+
1
2
n−1∑
k=0
{(X(ftk+1 , tk+1)−X(ftk , tk+1))− (X(ftk+1 , tk)−X(ftk , tk))}
= L∆t +M
∆
t .
Enta˜o observemos que
L∆t −→
∫ t
0
X(fr, dr) quando |∆| → 0.
Agora, pelo desenvolvimento de Taylor
M∆t =
1
2
∑
j
∑
k
{ ∂
∂xj
X(ftk , tk+1)−
∂
∂xj
X(ftk , tk)
}
(f jtk+1 − f jtk)
+
1
4
∑
i,j,k
ξ∆ijk(f
i
tk+1
− f itk)(f jtk+1 − f jtk),
onde
ξ∆ijk =
∂2
∂xi∂xj
X(ηk, tk+1)− ∂
2
∂xi∂xj
X(ζk, tk),
com |ηk − ftk | ≤ |ftk+1 − ftk |, |ζk − ftk | ≤ |ftk+1 − ftk |. Assim observamos que
sup
k
|ξ∆ijk| −→ 0 quando |∆| → 0.
Portanto, vemos que o segundo termo da expressa˜o de M∆t (como no caso da fo´rmula
generalizada de Itoˆ I) converge para zero se |∆| → 0. Deste modo resulta
M∆t −→
1
2
d∑
j=1
〈
∫ t
0
∂
∂xj
X(fr, dr), f
j
t 〉.
Assim o lema e´ mostrado.
O limite de K∆t quando |∆| → 0 e´ chamado a integral de Stratonovich de ft respeito
de X(x, t), e e´ denotado por
∫ t
0
X(fr, ◦dr).
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Proposic¸a˜o 3.19. Seja X(x, t) um C2-processo cont´ınuo e um C1-semimartingale, e
assuma que as caracter´ısticas locais de X e ∂
∂xi
X satisfac¸am a condic¸a˜o (VII). Se ft e´
um semimartingale cont´ınuo que assume valores em Rd, enta˜o a integral de Stratonovich
esta´ bem definida e esta´ relacionada a` integral de Itoˆ por∫ t
0
X(fr, ◦dr) =
∫ t
0
X(fr, dr) +
1
2
d∑
j=1
〈
∫ t
0
∂
∂xj
X(fr, dr), f
j
t 〉.
Demonstrac¸a˜o. Basta aplicar lema de acima.
Para a integral de Stratonovich temos a seguinte fo´rmula de Itoˆ.
Teorema 3.20. (Fo´rmula generalizada de Itoˆ II) Seja F (x, t) um C3-processo cont´ınuo
e C2-semimartingale com caracter´ısticas locais (α, β). Suponhamos que estas caracter´ısti-
cas locais sejam duas vezes continuamente diferencia´veis e que suas derivadas satisfac¸am
a condic¸a˜o (VII). Assim se Xt e´ um semimartingale cont´ınuo, enta˜o temos
F (Xt, t)− F (X0, 0) =
∫ t
0
F (Xr, ◦dr) +
∑
j
∫ t
0
∂
∂xj
F (Xr, r) ◦ dXjr .
Seja X(x, t) um C2-processo cont´ınuo e um C1-semimartingale com caracter´ısticas
locais (a, b) satisfazendo a condic¸a˜o (VII). Dizemos que um semimartingale cont´ınuo
Φt que toma valores em Rd e´ chamado soluc¸a˜o da equac¸a˜o diferencial estoca´stica de
Stratonovich
dΦt = X(Φt, ◦dt), (3.10)
partindo de x no tempo s se satisfaz
Φt = x+
∫ t
s
X(Φr, ◦dr)
= x+
∫ t
s
X(Φr, dr) +
1
2
∑
j
〈∫ t
s
∂
∂xj
X(Φr, dr),Φ
j
t
〉
.
Para as EDE de Stratonovich temos o seguinte teorema de existeˆncia e unicidade.
Teorema 3.21. Seja X(x, t) um C2-processo cont´ınuo e um C1-semimartingale com
caracter´ısticas locais (a, b) os quais sa˜o continuamente diferencia´veis em x, y e suas
derivadas sa˜o limitadas. Suponha ademais que d(x, t) definido como
d i(x, t) =
∑
j
∂
∂xj
aij(x, y, t)|y=x,
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e´ Lipschitz cont´ınua. Enta˜o a equac¸a˜o diferencial estoca´stica de Stratonovich tem soluc¸a˜o
u´nica a qual define um fluxo de homeomorfismos. Ale´m disso se a, b, d sa˜o k-vezes conti-
nuamente diferencia´veis e suas derivadas sa˜o limitadas enta˜o a soluc¸a˜o define um fluxo
estoca´stico de Ck−1-difeomorfismos.
Cap´ıtulo 4
Teorema Limite para Fluxos
Estoca´sticos
As refereˆncias para este cap´ıtulo final esta˜o em H. Kunita [2], Ikeda-Watanabe [7] e
Kestern-Papanicolau [4]. Este cap´ıtulo final, esta´ dedicado ao estudo do Teorema Limite
de H. Kunita. Ele e´ dividido em sete sec¸o˜es as quais passamos a explicar brevemente. Na
sec¸a˜o 4.1, introduzimos a convergeˆncia fraca e forte de fluxos estoca´sticos. Em seguida
na sec¸a˜o 4.2 formulamos o Teorema Limite de Kunita o qual desenvolvemos nas sec¸o˜es
seguintes. Agora dentro da sec¸a˜o 4.3 estudamos a tightness dos processos de (N + M)-
pontos e na sec¸a˜o seguinte discutimos a convergeˆncia fraca dos processos de (N + M)-
pontos. Depois na sec¸a˜o 4.5 descrevemos a tightness de processos que assumem valores
em espac¸os de Sobolev. Logo dentro da sec¸a˜o 4.6 conclu´ımos a demonstrac¸a˜o do Teorema
Limite de Kunita. Por u´ltimo, na sec¸a˜o 4.7 discutimos sobre um teorema de aproximac¸a˜o
para a soluc¸a˜o de equac¸o˜es diferenciais estoca´sticas.
4.1 Convergeˆncia Fraca e Forte de Fluxos Estoca´sti-
cos
Sejam {Fεt}ε>0 uma famı´lia de filtrac¸o˜es e Xεt = Xε(x, t) uma famı´lia de C-semimar-
tingales cont´ınuos adaptados a Fεt com caracter´ısticas locais tendo propriedades ”boas”.
Agora considere Φεs, t o fluxo estoca´stico gerado por X
ε
t , isto e´,
dΦεs, t(x) = X
ε(Φεs, t(x), dt), s ≤ t
Φεs, s(x) = x.
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Escrevemos Φεt = Φ
ε
0, t(x) e dado que o objetivo desta sec¸a˜o e´ estudar a convergeˆncia
de (Φεt , X
ε
t ) como fluxos estoca´sticos introduzimos treˆs noc¸o˜es de convergeˆncia, especi-
ficamente nos referimos a` convergeˆncia fraca, convergeˆncia forte e a convergeˆncia de
processos de difusa˜o. Desses tipos de convergeˆncia a convergeˆncia fraca possui o papel
mais importante, por isso que estudamos esta convergeˆncia ao detalhe.
Antes de dar a definic¸a˜o das va´rias convergeˆncias, introduzimos alguns espac¸os de
func¸o˜es sobre os quais trabalharemos.
Sejam Cm = Cm(Rd;Rd), f ∈ Cm e N um inteiro positivo. Enta˜o
‖f‖m,N =
∑
|α|≤m
sup
|x|≤N
|Dαf(x)|, N = 1, 2, ...
define uma famı´lia de seminormas, e com esta famı´lia de seminormas Cm e´ um espac¸o
separa´vel e completo. Agora denotemos por Wm = C([0, T ], C
m) o conjunto de todas
as aplicac¸o˜es cont´ınuas de [0, T ] em Cm. Assim, para Φ, X ∈ Wm considere Φt, Xt seus
valores para t ∈ [0, T ]. Deste modo, definimos
|||Φ|||m,N = sup
t∈[0,T ]
‖Φt‖m,N , N = 1, 2, ...
uma famı´lia de seminormas que faz deWm um espac¸o separa´vel e completo. Consideramos
W 2m = Wm ×Wm e denotamos por B(W 2m) seu campo Borel topolo´gico.
Assumindo que as caracter´ısticas locais aε, bε do fluxo sa˜o (m+1)-vezes continuamente
diferencia´veis (respeito das varia´veis espaciais) e suas derivadas sejam limitadas, obtemos
em vista da observac¸a˜o 3.5 que (Φε· (·, ω), Xε· (·, ω)) ∈ W 2m quase certamente. Noutras
palavras (Φε· (·), Xε· (·)) e´ uma varia´vel aleato´ria que assume valores em W 2m. Assim,
definimos
P(ε)(A) = P({ω : (Φε· (ω), Xε· (ω)) ∈ A}), A ∈ B(W 2m).
Definic¸a˜o 4.1. Seja P(0) a medida de probabilidade sobre W 2m associada a (Φt, Xt). A
famı´lia (Φεt , X
ε
t ), ε > 0 diz-se que converge fracamente para (Φt, Xt) como fluxo estoca´s-
tico se a famı´lia {P(ε), ε > 0} converge para P(0) fracamente.
Denotamos por (ψt, Yt) o par formado pelo fluxo estoca´stico ψt gerado por Yt no
sentido que
dψt = Yt(ψt, dt).
Definic¸a˜o 4.2. Dizemos que (Φεt , X
ε
t ), ε > 0 converge fortemente para (Φt, Xt) como
fluxo estoca´stico se |||Φε−Φ|||m,N e |||Xε−X|||m,N convergem para zero em probabilidade
para qualquer N = 1, 2, ....
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Observac¸a˜o 4.3. Demonstraremos adiante que se (Φεt , X
ε
t ) converge fracamente para
(Φt, Xt), isto e´, P(ε) converge fracamente para a lei conjunta de (Φt, Xt), |||Xε−X|||m,N →
0 e algumas outras condic¸o˜es sa˜o satisfeitas enta˜o |||Φε−Φ|||m,N → 0 e portanto (Φεt , Xεt )
converge para (Φt, Xt) fortemente.
A seguir definimos a convergeˆncia do processo de (N +M)-pontos. Para cada r ∈ N
seja Vr = C([0, T ];Rrd).
Definic¸a˜o 4.4. Sejam x(N) = (x1, ..., xN) ∈ RNd e y(M) = (y1, ..., yM) ∈ RMd. A lei do
processo de (N +M)-pontos
(Φεt(x
(N)), Xεt (y
(M))) = (Φεt(x1), ...,Φ
ε
t(xN), X
ε
t (y1), ..., X
ε
t (yM)),
e´ a medida de probabilidade Q
(ε)
(x(N),y(M))
em (VN × VM ,B(VN × VM)), definida por
Q
(ε)
(x(N),y(M))
(A) = P({ω : (Φ·(x(N)), Xε· (y(M)))(ω) ∈ A}), A ∈ B(VN × VM).
Ale´m disso, se a lei de cada processo de (N + M)-pontos converge fracamente dizemos
que o fluxo converge como processo difusa˜o.
Notemos que se (Φεt , X
ε
t ) converge fracamente como fluxo estoca´stico, enta˜o a lei do
processo de (N + M)-pontos converge fracamente. Com efeito, seja f uma func¸a˜o real
cont´ınua e limitada sobre VN ×VM . Definimos uma func¸a˜o real g cont´ınua e limitada em
W 2m por
g(Φεt , X
ε
t ) = f(Φ
ε
t(x
(N)), Xεt (y
(M))),
onde x(N) ∈ RNd e y(M) ∈ RMd sa˜o fixos. Assim, por hipo´tese temos∫
W 2m
gdP(ε) −→
∫
W 2m
gdP(0).
Mas isto e´ equivalente a dizer∫
Ω
g(Φεt , X
ε
t )dP −→
∫
Ω
g(Φt, Xt)dP.
Por definic¸a˜o de g temos∫
Ω
f(Φεt(x
(N)), Xεt (y
(M)))dP −→
∫
Ω
f(Φt(x
(N)), Xt(y
(M)))dP.
Enta˜o ∫
VN×VM
fdQ
(ε)
(x(N),y(M))
−→
∫
VN×VM
fdQ
(0)
(x(N),y(M))
,
como desejamos.
A seguir apresentamos uma proposic¸a˜o que nos mostra a convergeˆncia fraca da famı´lia
{P(ε)}ε>0.
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Proposic¸a˜o 4.5. A famı´lia de leis {P(ε)}ε>0 sobre (W 2m,B(W 2m)) converge fracamente se
as seguintes dois condic¸o˜es sa˜o satisfeitas:
(i) {P(ε)}ε>0 e´ tight, isto e´, para qualquer δ > 0 existe um subconjunto compacto Kδ
de W 2m tal que P(ε)(Kδ) > 1− δ para qualquer ε > 0.
(ii) {Q(ε)
(x(N),y(M))
}ε>0 converge fracamente para quaisquer x(N), y(M),M,N = 1, 2, ....
Demonstrac¸a˜o. Seja {Y ε = (Φε, Xε)}ε>0 uma sequ¨eˆncia de varia´veis aleato´rias definidas
em W 2m. Enta˜o dita sequ¨eˆncia e´ tight, pois por (i) sua lei associada e´ tight. Por outra
parte, observemos que as distribuic¸o˜es finito dimensionais da sequ¨eˆncia dada, e´ a lei do
processo de (N + M)-pontos de Y ε. Com efeito, dado A ∈ B(R(N+M)d) = B(R(N)d) ×
B(R(M)d) e xi, yj ∈ Rd, i = 1, ..., N , j = 1, ...,M quaisquer, com N,M ∈ N, temos que
P(ε)x1,...,xN ,y1,...,yM (A) = P({ω : (Φε(x1), ...,Φε(xN), Xε(y1), ..., Xε(yM)) ∈ A})
= P({ω : (Φ(x(N)), Xε(y(M)))(ω) ∈ A})
= Q
(ε)
(x(N),y(M))
(A).
Assim, por (ii) a sequ¨eˆncia de distribuic¸o˜es finito dimensionais {P(ε)x1,...,xN ,y1,...,yM}ε>0 con-
verge fracamente para quaisquer xi, yj ∈ Rd, i = 1, ..., N , j = 1, ...,M . Portanto pelo
Teorema 1.15 obtemos que a famı´lia de leis {P(ε)}ε>0 converge fracamente.
Algumas vezes e´ conveniente considerar (Φεt , X
ε
t ) como sendo processos assumindo
valores em espac¸os de Sobolev. Para N ∈ N, BN e´ a bola de Rd com centro na origem e
raio N . Da´ı, para p ∈ N seja a func¸a˜o f : Rd → Rd tal que Dαf ∈ Lp(BN) para todo α
tal que |α| ≤ m. Assim introduzimos
‖f‖m,p,N =
( ∑
|α|≤m
∫
BN
|Dαf(x)|pdx
) 1
p
,
onde as derivadas sa˜o no sentido de distribuic¸o˜es. Deste modo definimos
H locm,p = {f : Rd → Rd : ‖f‖m,p,N <∞ para qualquer N}.
Assim a famı´lia de seminormas {‖ · ‖m,p,N , N = 1, 2, ...} faz de H locm,p um espac¸o separa´vel
e completo. Pondo Wm,p = C([0, T ];H
loc
m,p) definimos, para Φ ∈ Wm,p, uma famı´lia de
seminormas dadas por
|||Φ|||m,p,N = sup
t∈[0,T ]
‖Φt‖m,p,N , N = 1, 2, ...,
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o qual faz de Wm,p um espac¸o separa´vel e completo. Para o caso p =∞ escrevemos Wm
em vez de Wm∞.
Observamos que se W 2m,p = Wm,p ×Wm,p e supondo que p > d obtemos
W 2m+1,p ⊂ W 2m ⊂ W 2m,p ⊂ W 2m−1,
que e´ uma consequeˆncia direta do teorema da imersa˜o de Sobolev (ver [12]). Na verdade
temos que
H locm+1,p ⊂ Cm ⊂ H locm,p.
Definic¸a˜o 4.6. Seja 〈·, ·〉N a forma bilinear canoˆnica sobre H locm,p restrito a BN . Dizemos
que {Φn, n = 1, 2, ...} ⊂ Wm,p converge fracamente a Φ ∈ Wm,p se 〈Φnt , f〉N converge a
〈Φt, f〉N uniformemente em t para qualquer f ∈ (H locm,p)∗. O espac¸o Wm,p munido com a
topologia fraca e´ um espac¸o separa´vel e completo.
Observac¸a˜o 4.7. Seja A um subconjunto limitado de H locm,p, isto e´, para qualquer in-
teiro positivo N existe uma constante KN tal que supf∈A ‖f‖m,p,N ≤ KN . Enta˜o A e´
relativamente compacto em H locm,p com respeito a` topologia fraca.
Agora descrevemos um crite´rio de acordo com o qual a famı´lia de medidas {P(ε)}ε>0
e´ tight.
Proposic¸a˜o 4.8. Seja {P(ε)}ε>0 uma famı´lia de medidas de probabilidade sobre W 2m,p,
com 1 ≤ p <∞. Suponha que para qualquer inteiro positivo N existem nu´meros positivos
α, β e K tais que
(i) E(ε)[‖Φt‖αm,p,N + ‖Xt‖αm,p,N ] ≤ K,
(ii) E(ε)[‖Φt − Φs‖αm,p,N + ‖Xt −Xs‖αm,p,N ] ≤ K|t− s|1+β,
se cumpre para quaisquer t, s ∈ [0, T ] e para qualquer ε > 0. Enta˜o {P(ε)}ε>0 e´ tight em
W 2m,p com respeito a` topologia fraca.
Note que, se {P(ε)m }ε>0 e´ definido como uma famı´lia de medidas de probabilidade sobre
W 2m, enta˜o ele pode ser estendido a W
2
m,p da seguinte maneira: consideremos a classe de
conjuntos dados por
{A ∩W 2m : A ∈ B(W 2m,p)} = B(W 2m,p)
∣∣
W 2m
⊂ B(W 2m).
Da´ı definimos
P(ε)m,p(A) = P(ε)m (A ∩W 2m), A ∈ B(W 2m,p).
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De maneira ana´loga podemos estender P(ε)m a P(ε)m−1 sobre W 2m−1. Consequentemente,
podemos enunciar a seguinte proposic¸a˜o.
Proposic¸a˜o 4.9. Suponhamos que m > 1 e p > d. Enta˜o {P(ε)m−1}ε>0 e´ tight sobre W 2m−1
se {P(ε)m,p}ε>0 e´ tight em W 2m,p com respeito a´ topologia fraca.
Demonstrac¸a˜o. Pelo teorema de Kondraseev (ver [12], pa´gina 74) temos que qualquer
conjunto relativamente compacto em H locm,p com respeito a´ topologia fraca e´ imerso em
Cm−1 como um conjunto relativamente compacto. Assim, como {P(ε)m,p}ε>0 e´ tight resulta
que para todo η > 0 existe um compacto Aη ∈ B(W 2m,p) tal que P(Aη) > 1 − η. Agora
observamos que
P(ε)m,p(A) = P(ε)m (Aη ∩W 2m)
= P(ε)m−1((Aη ∩W 2m) ∩W 2m−1)
= P(ε)m−1(Aη ∩W 2m−1)
> 1− η.
Como Aη e´ relativamente compacto em W
2
m,p, resulta que Aη ∩W 2m−1 e´ tambe´m relativa-
mente compacto em W 2m−1. Portanto {P(ε)m−1}ε>0 e´ tight.
4.2 Teorema do Limite de Kunita
Na presente sec¸a˜o estabelecemos o Teorema do Limite para fluxos estoca´sticos. Assim
para cada ε > 0 seja Xε(x, t) um Ck−1-semimartingale cont´ınuo adaptado a Fεt tal que
Xε(x, 0) = 0. Sejam (aε(x, y, t), bε(x, t)) as carater´ısticas locais de Xε(x, t), e suponha-
mos que aε e bε sa˜o Lipschitz cont´ınuos, e aε e´ k-vezes continuamente diferencia´vel em
x, y, e bε e´ (k + 2)-vezes continuamente diferencia´vel em x. Tambe´m assumimos que
bε(x, t) e´ Fε0-mensura´vel. Deste modo podemos escrever X
ε(x, t) como
Xε(x, t) = Y ε(x, t) +
∫ t
0
bε(x, r)dr,
onde Y ε(x, t) e´ um Ck−1-martingale cont´ınuo. Em seguida considerando
Gεt = σ
(
Y ε(x, u), bε(x, u) : 0 ≤ u ≤ t, x ∈ Rd),
temos que Xε(x, t) e´ um Ck−1-semimartingale cont´ınuo e Gεt -adaptado.
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Agora introduzimos as seguintes quantidades:
b
ε
(x, t) = E[bε(x, t)], b˜ ε(x, t) = b ε(x, t)− b ε(x, t),
Aεij(x, y, t, s) = E
[ ∫ t
s
b˜ εi (x, r)dr
∣∣Gεs]bεi (y, t),
c εi (x, t, s) =
∑
j
∂
∂xj
Aεij(x, y, t, s)
∣∣
y=x
,
d εijk(x, y, t, s) = E
[ ∫ t
s
b˜ εi (x, r)dr
∣∣Gεs]aεjk(y, y, s).
No que segue introduzimos duas condic¸o˜es. A primeira condic¸a˜o esta´ relacionada com a
convergeˆncia e a segunda com momentos essencialmente necessa´rios para tightness.
Condic¸a˜o (A2)k. Existem func¸o˜es cont´ınuas a = (aij(x, y, t)), b = (b
i
(x, t)), c =
(c i(x, t)), A = (Aij(x, y, t)), os quais sa˜o k-vezes continuamente diferencia´veis em x, y
ou x, segundo como seja o caso, e ale´m disso, satisfazem as seguintes propriedades:
(1) E
[
sup
|x|≤K
∣∣∣E[ ∫ t
s
aεij(x, y, r)dr
∣∣Gεs]− ∫ t
s
aij(x, y, r)dr
∣∣∣]→ 0 quando ε→ 0,
(2) sup
|x|≤K
∣∣∣ ∫ t
s
b
ε
(x, r)dr −
∫ t
s
b(x, r)dr
∣∣∣→ 0 quando ε→ 0,
(3) E
[
sup
|x|≤K
∣∣∣E[ ∫ t
s
Dαx b˜
ε(x, r)dr
∣∣Gεs]∣∣∣]→ 0 para |α| ≤ k quando ε→ 0,
(4) E
[
sup
|x|≤K
∣∣∣E[ ∫ t
s
Aεij(x, y, t, r)dr
∣∣Gεs]− ∫ t
s
Aij(x, y, r)dr
∣∣∣]→ 0 quando ε→ 0,
(5) E
[
sup
|x|≤K
∣∣∣E[ ∫ t
s
c ε(x, t, r)dr
∣∣Gεs]− ∫ t
s
c(x, r)dr
∣∣∣]→ 0 quando ε→ 0.
Todas as convergeˆncias mencionadas sa˜o uniformes em t, s para qualquer K > 0.
Condic¸a˜o (A3)k. Para qualquer K > 0 existe constantes γ > 1 e L > 0 tal que para
quaisquer x, y, t, s
(6) E
[
sup
|x|≤K,|y|≤K
|DαxDβyaεij(x, y, t)|γ
] ≤ L ∀ε > 0, |α| ≤ k, |β| ≤ k,
(7) sup
|x|≤K
|Dαx b
ε
(x, t)| ≤ L para todo ε > 0, |α| ≤ k,
(8) E
[
sup
|x|≤K,|y|≤K
|DαxDβyAεij(x, y, t, s)|γ
] ≤ L ∀ε > 0, |α| ≤ k + 1, |β| ≤ k + 1,
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(9) E
[
sup
|x|≤K,|y|≤K
|DαxDβyd εijk(x, y, t, s)|γ
] ≤ L ∀ε > 0, |α| ≤ k + 2, |β| ≤ k.
Definic¸a˜o 4.10. Um processo X(x, t) cont´ınuo em t que assume valores em C, e´ dito um
C-movimento Browniano se para 0 ≤ t0 < t1 < ... < tn ≤ T tem-se que X0, Xti+1 −Xti,
i = 0, 1, ..., n− 1 sa˜o independentes.
Seja Φεt(x) = Φ
ε
0,t(x) o fluxo estoca´stico gerado por X
ε(x, t) e considere P(ε)m ,m ≤ k−1,
a lei de (Φεt , X
ε
t ) definido sobre W
2
m.
Teorema 4.11. Assumimos as condic¸o˜es (A2)k e (A3)k para algum k ≥ 2. Enta˜o
{P(ε)k−2}ε>0 converge fracamente a P(0) como fluxo estoca´stico. A medida limite P(0) satis-
faz as seguintes propriedades:
(a) X(x, t) e´ um Ck−1-movimento Browniano com caracter´ısticas locais (a+ a, b) onde
aij(x, y, t) = Aij(x, y, t) + Aji(y, x, t).
(b) Φt e´ um fluxo de C
k−1-difeomorfismos gerado por X(x, t) +
∫ t
0
c(x, r)dr.
Mais ainda, se Xεt converge fortemente enta˜o Φ
ε
t tambe´m converge fortemente.
A prova do teorema anterior sera´ feita nas sec¸o˜es seguintes. Na pro´xima sec¸a˜o
mostramos a tightness do processo de (N + M)-pontos atrave´s de uma condic¸a˜o adi-
cional (A4). Logo na sec¸a˜o 4.4, primeiro mostramos a convergeˆncia fraca do processo de
(N + M)-pontos assumindo a condic¸a˜o (A4), e em seguida sem considerar a condic¸a˜o
(A4) provamos o mesmo, mas no caso geral. Agora dentro da sec¸a˜o 4.5 demonstramos
a tightness de processos que assumem valores em espac¸os Sobolev. Por u´ltimo na sec¸a˜o
4.6 conclu´ımos com a prova do Teorema Limite.
4.3 Tightness do Processo de (N+M)-pontos
Sejam x(N) = (x1, ..., xN) ∈ RNd e y(M) = (y1, ..., yM) ∈ RMd. Considere o processo
de (N +M)-pontos (Φεt(x
(N)), Xεt (y
(M))), e como antes denotemos a lei do dito processo
por Q
(ε)
(x(N),y(M))
o qual e´ definido no espac¸o VN ×VM . Fixados x(N) e y(M) escrevemos Q(ε)
em vez de Q
(ε)
(x(N),y(M))
.
Mostraremos a tightness das leis {Q(ε)}ε>0 considerando a seguinte condic¸a˜o.
Condic¸a˜o (A4). Existe uma constante K > 0 tal que
aε(x, y, t, ω) = 0 se |x| ≥ K, |y| ≥ K,
bε(x, t, ω) = 0 se |x| ≥ K.
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Claramente vemos que Xε(x, t, ω) = 0 se |x| ≥ K; e o fluxo associado Φεt(x) satisfaz
|Φεt(x)| ≤ C(K) se |x| ≤ K (onde C(K) e´ uma constante que depende de K) devido a´
continuidade do fluxo, e Φεt(x) = x se |x| > K. Agora, seja γ = γ(K) uma constante
positiva como em (A3)k.
Com a finanlidade de mostrar a tightness do processo de (N +M)-pontos enunciamos
o seguinte lema.
Lema 4.12. Para qualquer p ∈ [2, 2γ] existe uma constante positiva C = C(p) tal que
E[|Xεt (x)−Xεs (x)|p] ≤ C|t− s|2−
2
p para todo ε > 0 e todo x.
Demonstrac¸a˜o. Para simplificar o trabalho consideramos o caso quando d = 1. Tam-
be´m consideramos Xεt , a
ε(t), etc. em vez de Xεt (x), a
ε(x, x, t), etc. para x fixo. Assim,
aplicando a fo´rmula de Itoˆ, para a func¸a˜o F (x, t) = |x− Y εs |p, temos que
|Y εt − Y εs |p = p
∫ t
s
|Y εt − Y εs |p−1 sgn (Y εr − Y εs )dY εr
+
1
2
p(p− 1)
∫ t
s
|Y εr − Y εs |p−2aε(r)dr.
Como o primeiro termo do lado direito e´ um martingale de me´dia zero, segue que
E[|Y εt − Y εs |p] =
p(p− 1)
2
E
[ ∫ t
s
|Y εr − Y εs |p−2aε(r)dr
]
Assim, aplicando a desigualdade de Ho¨lder, e a condic¸a˜o (A3)(6) resulta
E[|Y εt − Y εs |p] ≤
p(p− 1)
2
L
1
γ
∫ t
s
E
[|Y εr − Y εs |(p−2)( γγ−1 )] γ−1γ dr
≤ p(p− 1)
2
L
1
γ
∫ t
s
E
[|Y εr − Y εs |p] p−2p dr, (4.1)
onde a u´ltima desigualdade prove´m do fato de que (p− 2) γ
γ−1 < p. Agora para qualquer
a > 0 temos que a
p−2
p < 1 + a. Portanto
E[|Y εt − Y εs |p] ≤
p(p− 1)
2
L
1
γ
{∫ t
s
(1 + E
[|Y εr − Y εs |p]dr)}
=
p(p− 1)
2
L
1
γ
{
(t− s) +
∫ t
s
E[|Y εr − Y εs |p]dr
}
.
Da´ı, aplicando a desigualdade de Gronwall, obtemos
E[|Y εt − Y εs |p] ≤ c|t− s|,
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onde c = 1
2
p(p− 1)L 1γ exp{1
2
p(p− 1)L 1γ (t− s)} = C1(p) exp{C1(p)(t− s)}. Substituindo
o anterior em (4.1) temos
E[|Y εt − Y εs |p] ≤ c′|t− s|2−
2
p . (4.2)
Por outro lado, observemos que∣∣∣ ∫ t
s
bε(r)dr
∣∣∣p = p ∫ t
s
b
ε
(τ)
∣∣∣ ∫ τ
s
bε(r)dr
∣∣∣p−1 sign (τ)dτ
+ p(p− 1)
∫ t
s
b˜ ε(τ)
∫ τ
s
bε(σ)
∣∣∣ ∫ σ
s
bε(r)dr
∣∣∣p−2dσ
= Iε1 + I
ε
2 ,
onde sign(τ) = sign(
∫ τ
s
bε(r)dr). Desta maneira, pela desigualdade de Ho¨lder e pela
condic¸a˜o (A3)(7) tem-se
E[|Iε1 |] ≤ pL
∫ t
s
E
[∣∣∣ ∫ τ
s
bε(r)dr
∣∣∣p−1]dτ.
Novamente pela desigualdade de Ho¨lder e por (A3)(8) resulta
|E[Iε2 ]| ≤ p(p− 1)
∣∣∣ ∫ t
s
E
[
Aε(t, σ)
∣∣∣ ∫ σ
s
bε(r)dr
∣∣∣p−2]dσ∣∣∣
≤ p(p− 1)L 1γ
∫ t
s
E
[∣∣∣ ∫ τ
s
bε(r)dr
∣∣∣(p−1) γγ−1 ] γ−1γ dσ.
Deste modo, obtemos que
E
[∣∣∣ ∫ t
s
bε(r)dr
∣∣∣p] ≤ c{∫ t
s
(
E
[∣∣∣ ∫ σ
s
bε(r)dr
∣∣∣p−1]+ E[∣∣∣ ∫ σ
s
bε(r)dr
∣∣∣p] p−2p )dσ}.
Enta˜o
E
[∣∣∣ ∫ t
s
bε(r)dr
∣∣∣p] ≤ c′|t− s|2− 2p . (4.3)
Portanto juntando (4.2) e (4.3) obtemos a desigualdade procurada.
Novamente, considerando a condic¸a˜o (A4) enunciamos e demonstramos o seguinte
lema.
Lema 4.13. Para qualquer p > 3(2− 1
γ
) existe uma constante positiva C = C(p) tal que
E[|Φεt(x)− Φεs(x)|p] ≤ C|t− s|2−
1
γ (4.4)
para todo ε > 0 e todo x.
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Demonstrac¸a˜o. Simplificamos o trabalho fazendo o caso d = 1. Segundo a condic¸a˜o (A4)
a desigualdade (4.4) e´ obvio se |x| > K, pois Φεt(x) = x. Assim basta mostrar (4.4) para
o caso quando |x| ≤ K. Enta˜o suprimindo a varia´vel x de Φεt(x), temos
Φεt − Φεs =
∫ t
s
bε(Φεr, r)dr +
∫ t
s
Y ε(Φεr, dr)
=
∫ t
s
b
ε
(Φεr, r)dr +
∫ t
s
b˜ ε(Φεr, r)dr +
∫ t
s
Y ε(Φεr, dr).
Usando a fo´rmula de Itoˆ para a func¸a˜o F (x) = |x|p e escrevendo sign(r) = sign(Φεt −Φεs),
obtemos
|Φεt − Φεs|p = p
∫ t
s
b
ε
(Φεr, r)|Φεr − Φεs|p−1sign(r)dr
+ p
∫ t
s
b˜ ε(Φεr, r)|Φεr − Φεs|p−1sign(r)dr
+ p
∫ t
s
|Φεr − Φεs|p−1sign(r)Y ε(Φεr, dr)
+
1
2
p(p− 1)
∫ t
s
aε(Φεr,Φ
ε
r, r)|Φεr − Φεs|p−2dr
= Iε1 + I
ε
2 + I
ε
3 + I
ε
4 .
Dado que |x| ≤ K resulta que |Φεr| ≤ C (onde C = C(K) e´ uma constante que depende
de K), e por (A3)(7) obtemos
|E[Iε1 ]| ≤ pL
∫ t
s
E[|Φεr − Φεs|p−1]dr. (4.5)
Como Iε3 e´ um martingale temos que
E[Iε3 ] = 0. (4.6)
Ale´m disso, considerando (A3)(6) e a desigualdade de Ho¨lder temos
E[Iε4 ] ≤ C
∫ t
s
E[Φεr − Φεs|(p−2)
γ−1
γ ]dr. (4.7)
Para a limitac¸a˜o de Iε2 , aplicamos a fo´rmula de Itoˆ obtendo
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b˜ ε(Φεr, r)|Φεr − Φεs|p−1sign(r)
=
∫ r
s
{ ∂
∂x
bε(Φεσ, r)b
ε(Φεσ, σ) +
1
2
∂2
∂x2
b˜ ε(Φεσ, r)a
ε(Φεσ,Φ
ε
σ, σ)
}
×
|Φεσ − Φεs|p−1sign(σ)dσ
+ (p− 1)
∫ r
s
[
b˜ ε(Φεσ, r)b
ε(Φεσ, σ) +
∂
∂x
b˜ ε(Φεσ, r)a
ε(Φεσ,Φ
ε
σ, σ)
]
×
|Φεσ − Φεs|p−2dσ
+
1
2
(p− 1)(p− 2)
∫ t
s
b˜ ε(Φεσ, r)a
ε(Φεσ,Φ
ε
σ, σ)|Φεσ − Φεs|p−3sign(σ)dσ
+ uma martingale com me´dia zero.
Portanto
E[Iε2 ] = p
∫ t
s
E
[
(c ε(Φεσ, t, σ) +
1
2
∂2
∂x2
d ε(Φεσ,Φ
ε
σ, t, σ))|Φεσ − Φεs|p−1sign(σ)dσ
]
+ p(p− 1)
∫ t
s
E
[
{Aε(Φεσ,Φεσ, t, σ) +
∂
∂x
dε(Φεσ,Φ
ε
σ, t, σ)}|Φεσ − Φεs|p−2
]
dσ
+
1
2
p(p− 1)(p− 2)
∫ t
s
E
[
d ε(Φεσ,Φ
ε
σ, t, σ)|Φεσ − Φεs|p−3sign(σ)
]
dσ.
Pela desigualdade de Ho¨lder e usando as condic¸o˜es (A3)(8) e (A3)(9) resulta
|E[Iε2 ]| ≤ 2pL
1
γ
∫ t
s
E[|Φεσ − Φεs|(p−1)
γ
γ−1 ]
γ−1
γ dσ
+ 2p(p− 1)L 1γ
∫ t
s
E[|Φεσ − Φεs|(p−2)
γ
γ−1 ]
γ−1
γ dσ
+ p(p− 1)(p− 2)L 1γ
∫ t
s
E[|Φεσ − Φεs|(p−3)
γ
γ−1 ]
γ−1
γ dσ. (4.8)
Assim, somando as estimativas (4.5), (4.6), (4.7) e (4.8) obtemos
E[|Φεt − Φεs|p] ≤ pL
∫ t
s
E
[|Φεr − Φεs|p−1]dr
2pL
1
γ
∫ t
s
E
[|Φεr − Φεs|(p−1) γγ−1 ] γ−1γ dr
+ (C + 2p(p− 1)L 1γ )
∫ t
s
E
[|Φεr − Φεs|(p−2) γγ−1 ] γ−1γ dr
+ p(p− 1)(p− 2)L 1γ
∫ t
s
E
[|Φεr − Φεs|(p−3) γγ−1 ] γ−1γ dr.
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Tomando C ′ = max{pL,C + 2p(p− 1)L 1γ , p(p− 1)(p− 2)L 1γ } resulta
E[|Φεt − Φεs|p] ≤ C ′
∫ t
s
{
E
[|Φεr − Φεs|p−1]+ E[|Φεr − Φεs|(p−1) γγ−1 ] γ−1γ
+ E
[|Φεr − Φεs|(p−2) γγ−1 ] γ−1γ + E[|Φεr − Φεs|(p−3) γγ−1 ] γ−1γ }dr. (4.9)
Como |Φεt − Φεs| ≤ 2C(K), vemos de (4.9) que
E[|Φεt − Φεs|p] ≤ C1|t− s|, ∀ p > 3(2−
1
γ
).
Portanto substituindo a desigualdade anterior em (4.9) tem-se
E[|Φεt − Φεs|p] ≤ C ′
∫ t
s
{
C1|r − s|+ C2|r − s|
γ−1
γ + C3|r − s|
γ−1
γ + C4|r − s|
γ−1
γ
}
dr
(e tomando C = max{C1, C2, C3, C4})
≤ C ′C
∫ t
s
(|r − s|+ |r − s| γ−1γ )dr
≤ C|t− s|2− 1γ ,
como quer´ıamos.
A seguir, desenvolvemos o resultado principal desta sec¸a˜o.
Proposic¸a˜o 4.14. A famı´lia de medidas {Q(ε)
(x(N),y(M))
}ε>0 e´ tight para quaisquer x(N) e
y(M).
Demonstrac¸a˜o. Sabemos que a sequ¨eˆncia de varia´veis aleato´rias cuja lei e´ Q
(ε)
(x(N),y(M))
e´
dada por
(Φε· (x
(N)), Xε· (y
(M)))(ω) ∈ VN × VM .
Observamos que dita famı´lia verifica as hipo´teses do crite´rio de Kolmogorov para tight-
ness. Com efeito, basta ver que
E
[‖(Φεt(x(N)), Xεt (y(M)))− (Φεs(x(N)), Xεs (y(M)))‖p]
≤ C1(E
[‖Φεt(x(N))− Φεs(x(N))‖p]+ E[‖Xεt (y(M))−Xεs (y(M))‖p]).
Da´ı utilizamos a norma da soma para obter as expresso˜es dos Lemas 4.12 e 4.13, e desta
maneira obter as hipo´teses do crite´rio de Kolmogorov. Portanto a famı´lia {Q(ε)
(x(N),y(M))
}ε>0
e´ tight para quaisquer x(N) e y(M).
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4.4 Convergeˆncia Fraca do Processo de (N+M)-pontos
Sejam x(N) = (x1, ..., xN) ∈ RNd e y(M) = (y1, ..., yM) ∈ RMd e Q(ε)(x(N),y(M)) a lei de
(Φεt(x
(N)), Xεt (y
(M))) definido sobre VN×VM . Assim, nesta sec¸a˜o estudamos a convergeˆn-
cia fraca da famı´lia de probabilidades {Q(ε)
(x(N),y(M))
}ε>0.
Teorema 4.15. Assumamos as condic¸o˜es (A2)k, (A3)k para algum k ≥ 2, e (A4).
Enta˜o para cada x(N) e y(M) a famı´lia {Q(ε)
(x(N),y(M))
}ε>0 converge fracamente a` medida
de probabilidade Q
(0)
(x(N),y(M))
. Ademais seja P(0) = P(0)k−1 a medida de probabilidade sobre
W 2k−1 satisfazendo (a) e (b) do Teorema 4.11. Enta˜o a lei de (Φ
ε
t(x
(N)), Xεt (y
(M))) com
respeito de P(0) coincide com Q(0)
(x(N),y(M))
para quaisquer x(N), y(M).
A prova do teorema anterior sera´ desenvolvida atrave´s de diferentes lemas os quais
enunciaremos e mostraremos adiante. Sabemos, pela Proposic¸a˜o 4.14, que a famı´lia
{Q(ε)
(x(N),y(M))
}ε>0 e´ tight, assim ela e´ relativamente compacta. Portanto temos que se Q(0)
e´ ponto de acumulac¸a˜o de {Q(ε)}ε>0 quando ε → 0, enta˜o {Q(ε)} converge atrave´s de
uma subsequ¨eˆncia εn ↓ 0.
Com o objetivo de mostrar resultados que nos permitam obter a convergeˆncia fraca
do processo de (N + M)-pontos consideramos o seguinte: seja h uma func¸a˜o cont´ınua
limitada sobre R(N+M)ld onde l e´ um inteiro positivo, e para (Φ, X) ∈ VN × VM e para
0 ≤ s1 < ... < sl ≤ s, definimos
Ψ(Φ, X) = h(Φs1 , ...,Φsl , Xs1 , ..., Xsl).
Enta˜o claramente vemos que Ψ e´ uma func¸a˜o cont´ınua limitada sobre (Φ, X) ∈ VN ×VM .
Tambe´m definimos uma varia´vel aleato´ria Ψε como
Ψε(ω) = h
(
Φεs1(x
(N), ω), ...,Φεsl(x
(N), ω), Xεs1(y
(M), ω), ..., Xεsl(y
(M), ω)
)
.
Deste modo Ψε e´ uma func¸a˜o mensura´vel, pois h e´ cont´ınua, definido sobre o espac¸o de
probabilidade ba´sico (Ω,F,P). Assim temos que
E
[( ∫ t
s
f(Φεr, r)dr
)
Ψε
]
= EQ(ε)
[( ∫ t
s
f(Φr, r)dr
)
Ψ
]
para qualquer func¸a˜o f na qual a expressa˜o acima faz sentido (novamente suprimimos
(x(N), y(M)) de Q
(ε)
(x(N),y(M))
).
Para mostrar o Teorema 4.15 precisamos do seguinte lema sobre convergeˆncia.
Lema 4.16. Seja {gε(x, t, ω)}ε>0 a famı´lia de processos que assumem valores no espac¸o
C1 satisfazendo:
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(a) Para qualquer K > 0 existe γ > 1 e L > 0 tal que
E
[
sup
|x|≤K
|Dαgε(x, t)|γ] ≤ L, |α| ≤ 1.
(b) Existe uma func¸a˜o determin´ıstica g(x, t) tal que para qualquer K > 0
E
[
sup
|x|≤K
∣∣∣E[ ∫ t
s
gε(x, r)dr
∣∣Gεs]− ∫ t
s
g(x, r)dr
∣∣∣] −→ 0 quando ε→ 0.
Seja εn ↓ 0 uma sequ¨eˆncia tal que {Q(εn)(x(N),y(M))}ε>0 converge fracamente para Q
(0)
(x(N),y(M))
.
Enta˜o
E
[( ∫ t
s
gεn(Φεnr , r)dr
)
Ψεn
]
−→ EQ(0)
[( ∫ t
s
g(Φr, r)dr
)
Ψ
]
quando εn → 0,
onde Φεnr = Φ
εn
r (x
(N)).
Demonstrac¸a˜o. Pelo Lema 4.13 e aplicando o crite´rio de Kolmogorov para tightness re-
sulta que {Φεt}ε>0 e´ tight. Agora pelo teorema de Arzela-Ascoli temos que para qualquer
θ, η > 0 existe ζ > 0 tal que o conjunto
Aε(ζ, η) = {ω : sup
|t−s|≤ζ
|Φεt − Φεs| < η},
satisfaz
P(Aε(ζ, η)) > 1− θ.
Considerando (a) e utilizando o Teorema de Valor Me´dio obtemos que para qualquer
δ > 0 existe η > 0 tal que
E
[
sup
|x−y|<η
|x|≤K,|y|≤K
|gε(x, t)− gε(y, t)|
]
< δ.
Fixado η seja ∆ uma partic¸a˜o de [s, t] dado por ∆ = {s = t0 < t1 < ... < tn = t}, com
|∆| < ζ. Desta maneira aplicando as desigualdades anteriores, a desigualdade de Jensen,
desigualdade de Ho¨lder e o teorema de Fubini obtemos∣∣∣E[(gε(Φεr, r)dr − n−1∑
k=0
∫ tk+1
tk
gε(Φεtk , r)dr
)
Ψε
]∣∣∣
≤ E
[ n−1∑
k=0
(∫ tk+1
tk
|gε(Φεr, r)− gε(Φεtk , r)|dr
)
|Ψε| : Aε(ζ, η)
]
+ E
[ n−1∑
k=0
(∫ tk+1
tk
|gε(Φεr, r)− gε(Φεtk , r)|dr
)
|Ψε| : (Aε(ζ, η))c
]
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≤ E
[ n−1∑
k=0
(sup |gε(Φεr, r)− gε(Φεtk , r)|dr)‖Ψ‖ : Aε(ζ, η)
]
+ E
[ n−1∑
k=0
((
|gε(Φεr, r)− gε(Φεtk , r)|γdr
) 1
γ
(∫ tk+1
tk
‖Ψ‖ γγ−1dr
) γ−1
γ
)
: (Aε(ζ, η))c
]
≤ δ(t− s)‖Ψ‖+ 2L 1γ (t− s)‖Ψ‖θ γ−1γ .
Tambe´m observamos que∣∣∣E[( n−1∑
k=0
∫ tk+1
tk
gε(Φεtk , r)dr
)
Ψε
]
− EQ(0)
[( n−1∑
k=0
∫ tk+1
tk
g(Φtk , r)dr
)
Ψ
]∣∣∣
≤
∣∣∣ n−1∑
k=0
{
E
[(
E
[ ∫ tk+1
tk
gε(y, r)dr
∣∣Gεtk]∣∣∣y=Φεtk
)
Ψε]− E
[( ∫ tk+1
tk
g(Φεtk , r)dr
)
Ψε
]}∣∣∣
+
∣∣∣ n−1∑
k=0
{
E
[( ∫ tk+1
tk
gε(Φεtk , r)dr
)
Ψε
]
− EQ(0)
[( ∫ tk+1
tk
g(Φtk , r)dr
)
Ψ
]}∣∣∣
= Iε1 + I
ε
2 .
Por (b) resulta que Iε1 → 0 quando ε → 0, e Iε2 → 0 atrave´s de uma subsequ¨eˆncia pela
convergeˆncia fraca de Q() ao longo de dita subsequ¨eˆncia. Portanto vemos que
lim sup
εn→0
∣∣∣E[( ∫ t
s
gεn(Φεntk , r)dr
)
Ψεn
]
− EQ(0)
[( n−1∑
k=0
∫ tk+1
tk
g(Φtk , r)dr
)
Ψ
]∣∣∣
≤ lim sup
εn→0
(∣∣∣E[(gεn(Φεntk , r)dr − n−1∑
k=0
∫ tk+1
tk
gε(Φεtk , r)dr
)
Ψε
]∣∣∣
+
∣∣∣E[( n−1∑
k=0
∫ tk+1
tk
gε(Φεtk , r)dr
)
Ψε
]
− EQ(0)
[( n−1∑
k=0
∫ tk+1
tk
g(Φtk , r)dr
)
Ψ
]∣∣∣)
≤ δ(t− s)‖Ψ‖+ 2L 1γ (t− s)‖Ψ‖θ γ−1γ ,
donde pela arbitrariedade de δ e θ, fazendo δ → 0 e θ → 0, obtemos a afirmac¸a˜o do
lema.
Definic¸a˜o 4.17. se E[f εnΨεn ] −→ EQ(0) [fΨ] quando ε→ 0 enta˜o dizemos que f εn → f
fracamente.
Lema 4.18. Sejam
Mt(x) = Φt(x)−
∫ t
0
(b(Φr(x), r) + c(Φr(x), r))dr
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se x ∈ {x1, ..., xN}, e
Yt(y) = Xt(x)−
∫ t
0
b(y, r)dr
se y ∈ {y1, ..., yM}. Enta˜o Mt(x) e Yt(y) sa˜o L2-martingales com respeito a Q(0).
Demonstrac¸a˜o. Para facilitar o trabalho aqui consideramos unicamente o caso d = 1. Pela
tightness de {Q(ε)}ε>0 existe uma subsequ¨eˆncia εn ↓ 0 tal que Q(εn) → Q(0) fracamente.
Assim temos
E
[(
Φεnt −Φεns −
∫ t
s
b
εn
(Φεnr (x), r)dr−
∫ t
s
b˜ εn(Φεnr (x), r)dr−
∫ t
s
Y εn(Φεnr (x), dr)
)
Ψεn
]
= 0.
Enta˜o
E
[(
Φεnt − Φεns −
∫ t
s
b
εn
(Φεnr (x), r)dr −
∫ t
s
b˜ εn(Φεnr (x), r)dr
)
Ψεn
]
= 0,
pois como Ψεn e Fεns -mensura´vel resulta
E
[( ∫ t
s
Y εn(Φεnr (x), dr)
)
Ψεn
]
= E
[
E
[ ∫ t
s
Y εn(Φεnr (x), dr)
∣∣Fεns ]Ψεn] = 0.
Pelo Lema 4.13 se tera que Φεnt −Φεns → Φt−Φs fracamente. Logo, pela condic¸a˜o (A2)(2)
e o lema anterior obtemos que∫ t
s
b
εn
(Φεnr (x), r)dr −→
∫ t
s
b(Φr(x), r)dr fracamente.
Por outro lado, usando a fo´rmula de Itoˆ para a func¸a˜o f(x) =
∫ t
s
b˜ εn(x, r)dr tem-se∫ t
s
b˜ εn(Φεnr (x), r)dr =
∫ t
s
b˜ εn(Φεns (x), r)dr +
∫ t
s
dr
(∫ r
s
∂
∂x
b˜ εn(Φεnσ , r)˜b
εn(Φεnσ , σ)dσ
)
+
1
2
∫ t
s
dr
(∫ r
s
∂2
∂x2
b˜ εn(Φεnσ , r)a
εn(Φεnσ ,Φ
εn
σ , σ)dσ
)
+ um martingale.
= Iεn1 + I
εn
2 + I
εn
3 + I
εn
4 .
Como E[
∫ t
s
b˜ εn(z, r)dr|Gεs]z=Φεns → 0 temos que Iεn1 → 0 fracamente pelo Lema 4.16.
Tambe´m, usando (A2)(5), obtemos que
E[Iεn2 |Gεs] = E
[ ∫ t
s
c εn(Φεnσ (x), t, σ)dσ
∣∣Gεs]
−→
∫ t
s
c(Φr, r)dr,
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fracamente. Ale´m disso, dado que ∂
2
∂x2
d εn → 0, resulta que
E[Iεn3 |Gεs] = E
[ ∫ t
s
∂2
∂x2
dεn(Φεnσ ,Φ
εn
σ , t, σ)dσ
∣∣Gεs]→ 0
fracamente. Agora Iεn4 → 0 fracamente devido a que ele e´ um martingale. Deste jeito
E
[( ∫ t
s
b˜ εn(Φεnr , r)dr
)
Ψεn
]
→ EQ(0)
[( ∫ t
s
c(Φr, r)dr
)
Ψ
]
.
Portanto combinando os resultados obtidos, temos que
EQ(0)
[(
Φt − Φs −
∫ t
s
b(Φr, r)dr −
∫ t
s
c(Φr, r)dr
)
Ψ
]
= 0.
Mas isto e´ equivalente a dizer
EQ(0)
[(
Φt −
∫ t
0
(b(Φr, r) + c(Φr, r))dr
)
Ψ|Fs
]
= EQ(0)
[(
Φs −
∫ t
0
(b(Φr, r) + c(Φr, r))dr
)
Ψ
]
,
o qual indica que Mt(x) e´ um martingale respeito a Q
(0).
Em seguida mostramos que Yt(y) e´ um martingale. Com efeito, sabemos que
Xεnt −
∫ t
0
b
εn
(y, r)dr −
∫ t
0
b˜ εn(y, r)dr = Y εnt (y, r),
onde Y εnt e´ um martingale. Assim como Ψ
εn e´ Fεns -mensura´vel resulta
E
[(
Xεnt −Xεns −
∫ t
s
b
εn
(y, r)dr −
∫ t
s
b˜ εn(y, r)dr
)
Ψεn
]
= 0.
Pelo Lema 4.12 temos que Xεnt → Xt fracamente. De acordo com a condic¸a˜o (A2)(2) e
o Lema 4.16 obtemos ∫ t
s
b
εn
(y, r)dr −→
∫ t
s
b(y, r)dr fracamente.
Tambe´m pela condic¸a˜o (A2)(3) resulta que∫ t
s
b˜ εn(y, r)dr −→ 0 fracamente.
Portanto
EQ(0)
[(
Xt −Xs −
∫ t
s
b
εn
(y, r)dr
)
Ψ
]
= 0.
Mas isto nos diz que Yt(y) e´ um martingale.
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No lema seguinte calculamos as variac¸o˜es quadra´ticas dos martingales encontrados.
Lema 4.19. Com respeito a Q(0) temos
(i) 〈Mt(x),Mt(y)∗〉 =
∫ t
0
(a+ a)(Φr(x),Φr(y), r)dr,
(ii) 〈Mt(x), Yt(y)∗〉 =
∫ t
0
(a+ a)(Φr(x), y, r)dr,
(iii) 〈Yt(x), Yt(y)∗〉 =
∫ t
0
(a+ a)(x, y, r)dr.
Demonstrac¸a˜o. Consideramos somente o caso quando d = 1 e mostramos unicamente (i)
pois as provas de (ii), (iii) sa˜o ana´logas. Pela fo´rmula de Itoˆ para a func¸a˜o f(x, y) = xy
temos
Φεt(x)Φ
ε
t(y)− Φεs(x)Φεs(y) =
∫ t
s
Φεr(x)dΦ
ε
r(y) +
∫ t
s
Φεr(y)dΦ
ε
r(x)
+ 〈Φεt(x),Φεt(y)〉 (4.10)
Agora substituindo
Φεt(x) =
∫ t
0
b˜ε(Φεr(x), r)dr +
∫ t
0
b
ε
(Φεr(x), r)dr +
∫ t
0
Y ε(Φεr(x), r)dr,
na equac¸a˜o inicial, resultara´ aplicando a proposic¸a˜o 3.10 que
Φεt(x)Φ
ε
t(y)− Φεs(x)Φεs(y) =
∫ t
s
Φεr(x)b
ε
(Φεr(y), r)dr +
∫ t
s
Φεr(y)b
ε
(Φεr(x), r)dr
+
∫ t
s
Φεr(x)˜b
ε(Φεr(y), r)dr +
∫ t
s
Φεr(y)˜b
ε(Φεr(x), r)dr
+
∫ t
s
aε(Φεr(x),Φ
ε
r(x), r)dr + um martingale. (4.11)
Seja εn ↓ 0 a mesma sequ¨eˆncia como no Lema 4.18. Enta˜o aplicando as condic¸o˜es (A2)(1)
e (A3)(6), e usando o Lema 4.16 tem-se∫ t
s
aεεn(Φ
εn
r (x),Φ
εn
r (y), r)dr −→
∫ t
s
aε(Φr(x),Φr(y), r)dr fracamente.
Tambe´m pelo Lema 4.13 obtemos
Φεnt (x)Φ
εn
t (y)− Φεns (x)Φεns (y) −→ Φt(x)Φt(y)− Φs(x)Φs(y) fracamente.
Analogamente vemos que∫ t
s
Φεnr (x)b
εn
(Φεnr (y), r)dr −→ b(Φr(y), r)dr fracamente.
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Logo consideramos o terceiro termo do lado direito de (4.11). Por aplicac¸a˜o da fo´rmula
de Itoˆ para a func¸a˜o f(x, y) = xb˜εn(y) e pelo Teorema 3.12 obtemos
Φεnt (x)˜b
εn(Φεnr (y), r) = Φ
εn
s (x)˜b
εn(Φεns (y), r) +
∫ r
s
Φεnσ (x)
∂
∂x
b˜εn(Φεnσ (y), r)b
εn(Φεnσ (y), σ)dσ
+
∫ r
s
bεn(Φεnσ (x), σ)˜b
εn(Φεnσ (y), r)dσ
+
∫ r
s
∂
∂x
b˜εn(Φεnσ (y), r)a
εn(Φεnσ (x),Φ
εn
σ (y), σ)dσ
+
1
2
∫ r
s
Φεnσ (x)
∂2
∂x2
b˜εn(Φεnσ (y), r)a
εn(Φεnσ (y),Φ
εn
σ (y), σ)dσ
+ um martingale
= Iεn1 (r) + I
εn
2 (r) + I
εn
3 (r) + I
εn
4 (r) + I
εn
5 (r) + I
εn
6 (r).
Agora observamos que ∫ t
s
Iεn1 (r)dr = Φ
εn
s (x)
∫ t
s
b˜εn(Φεns (y), r)dr.
Enta˜o dado que Φεns e G
εn
s -mensura´vel temos que
E
[
Φεns (x)
∫ t
s
b˜εn(Φεns (y), r)dr
∣∣Gεns ]
= Φεns (x)E
[ ∫ t
s
b˜(z, r)dr
∣∣Gεns ]∣∣∣
z=Φεns (y)
−→ 0.
Portanto pelo Lema 4.16 resulta que Iεn1 → 0 fracamente. Tambe´m, devido a
E
[ ∫ t
s
Iεn2 (r)dr
∣∣Gεns ] = E[ ∫ t
s
Φεnσ (x)c
εn
σ (Φ
εn
σ (y), t, σ)dσ
∣∣Gεns ]
temos ∫ t
s
Iεn2 (r)dr −→
∫ t
s
Φr(x)c(Φr(y), r)dr fracamente.
De maneira similar, vemos que∫ t
s
Iεn3 (r)dr −→
∫ t
s
A(Φεnσ (x),Φ
εn
σ (y), σ)dσ fracamente,
e por sua vez ∫ t
s
Iεnk (r)dr −→ 0 fracamente para k = 4, 5, 6.
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Portanto somando as convergeˆncias anteriores e considerando (4.11) temos que
Φt(x)Φt(y)− Φs(x)Φt(y)−
∫ t
s
Φr(x)b(Φr(y), r)dr
−
∫ t
s
Φr(y)b(Φr(x), r)dr −
∫ t
s
a(Φr(x),Φr(y), r)dr
−
∫ t
s
Φr(x)c(Φr(y), r)dr −
∫ t
s
Φr(y)c(Φr(x), r)dr
−
∫ t
s
a(Φr(x),Φr(y), r)dr (4.12)
e´ um martingale respeito de Q(0), isto e´,
Φt(x)Φt(y)− Φs(x)Φt(y)−
∫ t
s
Φr(x)(b(Φr(y), r) + c(Φr(y), r))dr
−
∫ t
s
Φr(y)(b(Φr(x), r) + c(Φr(x), r))dr
−
∫ t
s
(a+ a)(Φr(x),Φr(y), r)dr
e´ um Q(0)-martingale. De outro lado, considerando (4.10) vemos claramente que
〈Φt(x),Φt(y)〉 = 〈Mt(x),Mt(y)〉.
Substituindo (4.10) em (4.12) obtemos que∫ t
s
Φr(x)dMr(y) +
∫ t
s
Φr(y)dMr(y)−
∫ t
s
(a+ a)(Φr(x),Φr(y), r)dr + 〈Mt(x),Mt(y)〉
e´ um Q(0)-martingale. Da´ı
〈Mt(x),Mt(y)∗〉 =
∫ t
s
(a+ a)(Φr(x),Φr(y), r)dr,
como quer´ıamos.
Em seguida, fazemos a prova do Teorema 4.15 tendo por hipo´tese a condic¸a˜o (A4).
Demonstrac¸a˜o. (Teorema 4.15 com a condic¸a˜o (A4)). Com efeito, sejam x
(N)
0 =
(x10 , ..., xN0) ∈ RNd, y(M)0 = (y10 , ..., yM0) ∈ RMd dois pontos fixos, e para x = (x1, ..., xN) ∈
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RNd e y = (y1, ..., yM) ∈ RMd definimos o seguinte operador diferencial
L
(N,M)
s,y
(M)
0
f(x, y) =
1
2
N∑
p,q=1
d∑
i,j=1
(a+ a)ij(xp, xq, s)
∂2
∂xip∂x
j
q
f(x, y)
+
∑
i,p
{b i(xp, s) + ci(xp, s)} ∂
∂xip
f(x, y)
+
1
2
∑
p,q
∑
i,j
(a+ a)ij(yp0 , yq0 , s)
∂2
∂yip∂y
j
q
f(x, y)
+
∑
i,p
b
i
(yp0 , s)
∂
∂yip
f(x, y)
+
1
2
∑
p,q
∑
i,j
(a+ a)ij(xp, yq0 , s)
∂2
∂xip∂y
j
q
f(x, y).
onde f e´ uma func¸a˜o real de classe C2. Aplicando a fo´rmula de Itoˆ para f que tem
derivadas limitadas, resultara´ usando os Lemas 4.18 e 4.19 que
f(Φt, Xt)−
∫ t
0
L
(N,M)
s,y
(M)
0
f(Φs, Xs)ds
e´ um martingale respeito de Q(0). Pela arbitrariedade da func¸a˜o f temos que Q(0) e´ a
soluc¸a˜o do problema martingale para L
(N,M)
s,y
(M)
0
e portanto ela e´ u´nica. Agora se mostra
que {Q(0)
(x
(N)
0 ,y
(M)
0 )
}
(x
(N)
0 ,y
(M)
0 )
e´ uma famı´lia de medidas consistente. Portanto existe uma
u´nica medida de probabilidade P(0) sobre W 2k−1 tal que a lei de (Φt(x
(N)
0 ), Xt(y
(M)
0 )) com
respeito a P(0) e´ Q(0)
(x
(N)
0 ,y
(M)
0 )
. Tambe´m observamos que o Lema 4.19 e´ satisfeito respeito
a P(0). Portanto do Lema 4.18 temos que
Xt(x) = Yt(x) +
∫ t
0
b(y, r)dr
e´ um movimento Browniano que toma valores em Ck−1 com caracter´ısticas locais (a+a, b)
(Lema 4.19).
Em seguida afirmamos que Φt e´ gerado por Xt(x)+
∫ t
0
c(x, r)dr. Com efeito, definimos
M˜t(x) =
∫ t
0
Y (Φs, ds).
Pelo Teorema 3.12 e o Lema 4.19 resulta
〈M˜t(x), M˜t(y)∗〉 =
∫ t
0
(a+ a)(Φr(x),Φr(y), r)dr
〈Mt(x), M˜t(y)∗〉 =
∫ t
0
(a+ a)(Φr(x),Φr(y), r)dr.
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Deste modo
〈Mt(x)− M˜t(x), (Mt(y)− M˜t(y))∗〉 = 0.
Mas isto implica que Mt(x) = M˜t(x). Ou seja ,
Φt(x)−
∫ t
0
(b(Φr(x), r) + c(Φr(x), r))dr =
∫ t
0
Y (Φr(x), dr).
Assim
Φt(x) =
∫ t
0
X(Φr(x), dr) +
∫ t
0
c(Φr(x), r)dr.
Portanto Φt(x) e´ gerado por Xt(x) +
∫ t
0
c(x, r)dr.
Prosseguimos mostrando o caso geral do Teorema 4.15.
Demonstrac¸a˜o. (Teorema 4.15 sem a condic¸a˜o (A4)). Seja P(0) a medida de probabili-
dade sobreW 2k−1 satisfazendo (a) e (b) do Teorema 4.11. Enta˜o a lei de (Φt(x
(N)
0 ), Xt(y
(M)
0 ))
respeito de P(0) e´ Q(0)
(x
(N)
0 ,y
(M)
0 )
. Afirmamos que Q(ε) → Q(0) fracamente quando ε→ 0. De
fato, isto se realizara´ em duas etapas:
Etapa 1. Aqui consideramos o processo truncado ΨK : Rd −→ R para K > 0 definido
por
ΨK(x) =
{
1 , se |x| ≤ K
2
0 , se |x| > K
e 0 ≤ ΨK ≤ 1, a qual consideramos como uma func¸a˜o diferencia´vel. PonhamosXε,K(x, t) =
Xε(x, t)ΨK(x). Assim,
Xε,K(x, t) = Y ε(x, t)ΨK(x) +
∫ t
0
bε(x, r)ΨK(x)dr.
Como
〈Y ε(x, t)ΨK(x), (Y ε(y, t)ΨK(y))∗〉 =
∫ t
0
aε(x, y, r)ΨK(x)ΨK(y)dr
resulta as caracter´ısticas locais de Xε,K sa˜o aε(x, y, t)ΨK(x)ΨK(y) e b
ε(x, t)ΨK(x) os
quais claramente satisfazem a condic¸a˜o (A4). Da´ı, seja Φε,Kt o fluxo gerado por X
ε,K no
sentido da integral de Itoˆ, e denotemos por Q(ε,K) a lei do processo de (N + M)-pontos
(Φε,Kt (x
(N)
0 ), X
ε,K
t (y
(M)
0 )). Enta˜o pelo Teorema 4.15 com a condic¸a˜o (A4) temos que
Q(ε,K) → Q(0,K) fracamente. Agora comparamos as medidas Q(0,K) e Q(0). Observamos
que se |x(N)0 | ≤ K2 e |y(M)0 | ≤ K2 e A ∈ B(VN × VM) enta˜o
Q(0)
(
A ∩
{
Φ : ‖Φ‖ ≤ K
2
})
= Q(0,K)
(
A ∩
{
Φ : ‖Φ‖ < K
2
})
, (4.13)
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onde ‖Φ‖ = supt ‖Φt‖.
Etapa 2. Para mostrar a convergeˆncia fraca de {Q(ε)}ε>0 basta provar que para qualquer
subconjunto fechado S de VN × VM se verifica
lim sup
ε→0
Q(ε)(S) ≤ Q(0)(S).
De fato, pela tightness de {Q(ε)}ε>0 temos que Q(εn) −→ Q(0) fracamente ao longo de uma
subsequ¨eˆncia εn ↓ 0. Assim para qualquer δ > 0, existe um K > 0 tal que Q(0)(GK) >
1− δ, onde GK = {Φ : ‖Φ‖ < K2 }. Enta˜o por (4.13)
Q(0,K)(GK) = Q
(0)(GK) > 1− δ.
Dado que Q(ε,K) → Q(0,K) fracamente, temos que
lim inf
ε→0
Q(ε,K)(GK) ≥ Q(0)(GK).
Utilizando a definic¸a˜o de lim inf resulta que existe ε0 > 0 tal que para qualquer ε < ε0,
temos Q(ε,K)(GK) > 1− 2δ. Portanto
Q(ε)(S) = Q(ε)(S ∩GK) +Q(ε)(S ∩GcK)
≤ Q(ε,K)(S ∩GK) +Q(ε,K)(GcK)
≤ Q(ε,K)(S ∩GK) + 2δ.
Consequentemente,
lim sup
ε→0
Q(ε)(S) ≤ lim sup
ε→0
Q(ε,K)(S ∩GK) + 2δ
≤ Q(0,K)(S ∩GK) + 2δ
≤ Q(0)(S) + 2δ.
Pela arbitrariedade de δ obtemos
lim sup
ε→0
Q(ε)(S) ≤ Q(0)(S),
como quer´ıamos.
4.5 Tightness de processos a valores em espac¸os de
Sobolev
Denotemos por P(ε)m,p a lei de (Φεt , Xεt ) sobre W 2m,p = (C([0, T ];H locm,p))2 para m ≤ k−1.
Nesta sec¸a˜o estudaremos a tightness de {P(ε)m,p}ε>0. Para o caso m = 0 consideramos o
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processo truncado (Φε,Kt , X
ε,K
t ) para algum K > 0, e denotamos a lei de dito processo
por P(ε,K)m,p . Agora, definimos uma func¸a˜o diferencia´vel Ψ˜K : Rd −→ Rd por
Ψ˜K(x) =
{
x , se |x| < K
2
0 , se |x| > K
Logo ponhamos X˜ε,Kt = Ψ˜K(X
ε,K
t ) e denotemos por P˜
(ε,K)
0,p a lei de (Φ
ε,K
t , X˜
ε,K
t ). Deste
modo, temos o seguinte resultado referente a` tightness de {P˜(ε,K)0,p }.
Lema 4.20. {P˜(ε,K)0,p }ε>0 e´ tight com respeito a` topologia fraca de W 20,p para qualquer
K > 0 e p > d ou p > 3(2− 1
γ
).
Demonstrac¸a˜o. Inicialmente vemos que pelo Lema 4.13 temos
E[|Φε,Kt (x)− Φε,Ks (x)|p] ≤ L|t− s|2−
1
γ para todo x ∈ Rd,
e
E[|Φε,Kt (x)|p] ≤ L para todo x ∈ Rd.
Assim, integrando as desigualdades de acima com respeito a` medida de Lebesgue (λ)
sobre a bola Bn = {x : |x| ≤ n} obtemos:∫
Bn
E[|Φε,Kt (x)− Φε,Ks (x)|p]dλ ≤
∫
Bn
L|t− s|2− 1γ dλ
e ∫
Bn
E[|Φε,Kt (x)|p]dλ ≤
∫
Bn
Ldλ.
Pelo Teorema de Fubini
E[
∫
Bn
|Φε,Kt (x)|pdλ] ≤ L vol(Bn)|t− s|2−
1
γ
E[
∫
Bn
|Φε,Kt (x)|pdλ] ≤ L vol(Bn).
Mas por definic¸a˜o de seminormas em H locm,p resulta
E[‖Φε,Kt − Φε,Ks ‖p0,p,n] ≤ L vol(Bn)|t− s|2−
1
γ ,
E[‖Φε,Kt ‖p0,p,n] ≤ L vol(Bn).
De maneira similar, usando o Lema 4.12, temos
E[‖X˜ε,Kt − X˜ε,Ks ‖p0,p,n] ≤ L vol(Bn)|t− s|2−
2
γ ,
E[‖X˜ε,Kt ‖p0,p,n] ≤ L vol(Bn).
Portanto, pela proposic¸a˜o 4.8 tem-se que {P˜(ε,K)0,p }ε>0 e´ tight respeito da topologia fraca.
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Consideremos a medida de probabilidade P(0,K)k−1 sobre o espac¸o W 2k−1 com caracter´ıs-
ticas locais a(x, y, t)ΨK(x)ΨK(y) e b(x, t)ΨK(x), onde ΨK : Rd −→ R e´ uma func¸a˜o
diferencia´vel definida por
ΨK(x) =
{
1 , se |x| ≤ K
2
0 , se |x| > K
e 0 ≤ ΨK ≤ 1. Para 0 ≤ t1 < t2 < ... < tN definimos
P˜(0,K)k−1 (Xt1 ∈ A1, ..., XtN ∈ AN ,Φt1 ∈ B1, ...,ΦtN ∈ BN)
= P(0,K)k−1 (Ψ˜K(Xt1) ∈ A1, ..., Ψ˜K(XtN ) ∈ AN ,Φt1 ∈ B1, ...,ΦtN ∈ BN).
Como vimos na primeira sec¸a˜o deste cap´ıtulo, a medida P˜(0,K)k−1 sobre W 2k−1 pode ser
estendida a uma medida P˜(0,K)0,p sobre W 20,p. O seguinte lema nos mostra a convergeˆncia
fraca de {P˜(ε,K)0,p }ε>0.
Lema 4.21. A famı´lia de medidas de probabilidades {P˜(ε,K)k−1 }ε>0 converge fracamente a
{P˜(0,K)0,p }ε>0 com respeito da topologia fraca de W 20,p.
Demonstrac¸a˜o. Fixamos N e tomamos t1 < t2 < ... < tN . Da convergeˆncia fraca do
processo de (N +M)-pontos temos
lim
ε→0
E(ε,K)k−1 [Φt1(x1)...ΦtN (xN)] = E
(0,K)
k−1 [Φt1(x1)...ΦtN (xN)], (4.14)
onde, Φti(xi) =
∏d
k=1 Φ
k
ti
(xi), i = 1, ..., N . Sejam η1(x), ..., ηN(x) ∈ Lq(Bn), onde 1p + 1q =
1. Assim multiplicando ambos lados de (4.14) e integrando sobre a bola Bn, obtemos
lim
ε→0
E(ε,K)k−1 [(Φt1 , η1)(Φt2 , η2)...(ΦtN , ηN)]
= E(0,K)k−1 [(Φt1 , η1)(Φt2 , η2)...(ΦtN , ηN)].
De maneira ana´loga se mostra que para α1, ..., αN > 0, β1, ..., βM > 0, ζ1, ...ζM ∈ Lq(Bn)
que
lim
ε→0
E(ε,K)k−1 [(Φt1 , η1)
α1 ...(ΦtN , ηN)
αN (Ψ˜K(Xt1), ζ1)
β1 , ..., (Ψ˜K(XtM ), ζM)
βM ]
= E(0,K)k−1 [(Φt1 , η1)
α1 ...(ΦtN , ηN)
αN (Ψ˜K(Xt1), ζ1)
β1 , ..., (Ψ˜K(XtM ), ζM)
βM ]
= E(0,K)k−1 [(Φt1 , η1)
α1 ...(ΦtN , ηN)
αN (Xt1 , ζ1)
β1 ...(XtM , ζM)
βM ].
Pela extensa˜o vista antes deste lema, observe que P˜(ε,K)k−1 pode ser substitu´ıdo por P˜
(ε,K)
0,p ,
etc. e portanto obtemos que P˜(ε,K)k−1 → P˜(0,K)0,p com respeito a topologia fraca, como
quer´ıamos.
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Proposic¸a˜o 4.22. {P(ε)0,p}ε>0 converge fracamente.
Demonstrac¸a˜o. Inicialmente comparamos P(0)0,p com P˜
(0,K)
0,p . Sejam A ∈ B(W 20,p) e |x| < K2 .
Enta˜o
P˜(0,K)0,p (A ∩ {Φ : |||Φ|||0,p,N <
K
2
}) = P(0)0,p(A ∩ {Φ : |||Φ|||0,p,N <
K
2
}). (4.15)
Para mostrar a convergeˆncia fraca de {P(ε)0,p}ε>0 basta mostrar que para qualquer fechado
S de W 20,p temos que
lim sup
ε→0
P(ε)0,p(S) ≤ P(0)0,p(S).
De fato se GK = {Φ : |||Φ|||0,p,N < K2 }, enta˜o para qualquer δ > 0 existe um K > 0 tal
que P(0)0,p(S) > 1− δ. Agora, devido a (4.15)
P˜(0,K)0,p (GK) = P
(0)
0,p(GK) > 1− δ.
Pelo Lema 4.21 P˜(ε,K)0,p → P˜(0,K)0,p fracamente. Assim lim inf P˜(0,K)0,p (GK) ≤ P˜(0,K)0,p (GK) =
P(0)0,p(GK). Por definic¸a˜o de lim inf existe um ε0 > 0 tal que para qualquer ε < ε0 temos
P˜(ε,K)0,p (GK) > 1− 2δ. Portanto temos que
P(ε)0,p(S) = P
(ε)
0,p(S ∩GK) + P(ε)0,p(S ∩GcK)
≤ P˜(ε,K)0,p (S ∩GK) + P˜(ε,K)0,p (GcK)
≤ P˜(ε,K)0,p (S ∩GK) + 2δ.
Desta forma obtemos que
lim sup
ε→0
P(ε)0,p(S) ≤ lim sup
ε→0
P˜(ε,K)0,p (S ∩GK) + 2δ
≤ P˜(0,K)0,p (S ∩GK) + 2δ
≤ P(0)0,p(S) + 2δ.
Daqui, se fazemos δ convergir para 0 (pois δ e´ arbitra´rio) temos
lim sup
ε→0
P(ε)0,p(S) ≤ P(0)0,p(S).
Portanto {P(ε)0,p}ε>0 converge fracamente.
Com a finalidade de mostrar o Teorema Limite de Kunita enunciamos e mostramos
o seguinte teorema.
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Teorema 4.23. Assumamos as condic¸o˜es (A2)k, (A3)k, k ≥ 2. Enta˜o {P(ε)k−2,p}ε>0 e´
tight com respeito a topologia fraca de W 2k−2,p.
Demonstrac¸a˜o. Consideremos o sistema de equac¸o˜es para DαΦεt , |α| ≤ k−2, e denotemos
DαΦεt =
α Φεt , e por sua vez consideremos Φ
ε
t = (
αΦεt , |α| ≤ k − 2),
dΦεt = X
ε(Φεt , dt)
dαΦεt =
d∑
i=1
∂
∂xi
Xε(Φεt , dt)(
αΦεt)
i, |α| = 1,
etc. Com notac¸a˜o de um vetor temos que
dΦεt = X
ε(Φεt, dt)
onde
Xε(x, t) =
(
Xε(x, t),
∑
i
∂
∂xi
Xε(x, t)xiβ, ...
)
, x = (x, xβ, ...).
Agora, observamos (por hipo´tese) que as coordenadas de (Φεt, X
ε
t) verificam as condic¸o˜es
(A2)2 e (A3)2. Portanto a lei de (Φ
ε
t, X
ε
t), ou seja, P
(ε)
0,p sobre W
(ε)
0,p tambe´m verifi-
cam (A2)2 e (A3)2. Desta maneira a famı´lia de probabilidades {P(ε)0,p}ε>0 e´ tight em
W
(ε)
0,p respeito a` topologia fraca, mas isto e´ equivalente a` tightness de {P(ε)k−2,p}ε>0, como
quer´ıamos.
Observac¸a˜o 4.24. De acordo com a Proposic¸a˜o 4.9 a famı´lia de medidas de probabili-
dades {P(ε)k−3}ε>0 e´ tight em W 2k−3.
4.6 Prova do Teorema Limite de Kunita
A convergeˆncia fraca de {P(ε)m }ε>0 para (m ≤ k−3) ja´ esta mostrada, como consequ¨eˆn-
cia direta da Proposic¸a˜o 4.5. Assim, so´ falta mostrar a convergeˆncia forte de Φεt tendo
como hipo´tese que Xεt converge fortemente para X
0
t . De fato, consideramos a equac¸a˜o
diferencial estoca´stica dado por
dΦ0t = X
0(Φ0t , dt) + c(Φ
0
t , t)dt, Φ
0
0 = x. (4.16)
Agora denotemos por Φ0t (x) a` soluc¸a˜o de (4.16). Tambe´m, para m ≤ k − 3 denotemos
por P˜(ε)m a lei de (Φεt , Xεt ,Φ0t , X0t ) definido sobre W 2m × W˜ 2m (onde W˜ 2m e´ o mesmo que
W 2m). Um elemento de W˜
2
m sera´ denotado como (Φ˜, X˜). Mostraremos que {P˜(ε)m }ε>0
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converge fracamente para algum P˜(0)m . Com efeito, dado que {P˜(ε)m }ε>0 e´ tight, seja P˜(0)m
um ponto limite qualquer de {P˜(ε)m }ε>0. Daqui resulta que P˜(0)m
∣∣
W 2m
= P(0)m . Agora, pela
primeira afirmac¸a˜o do teorema temos que Φt e´ gerado por Xt +
∫ t
0
c(x, r)dr. Tambe´m
que Xt = X˜t a.s. pois X
ε
t → X0t fortemente respeito a P˜(0)m . Enta˜o Φt = Φ˜t a.s. com
respeito a P˜(0)m pela unicidade da soluc¸a˜o, isto e´, que P˜(0)m tem suporte no conjunto diagonal
{(Φ, X, Φ˜, X˜) : Φ = Φ˜, X = X˜}. Em seguida, seja ρm a me´trica sobre W 2m, isto e´, para
(Φ,Ψ) ∈ C([0, T ];Cm)× C([0, T ];Cm)
ρm(Φ,Ψ) =
∑
N
1
2N
|||Φ−Ψ|||m,N
1 + |||Φ−Ψ|||m,N
a qual e´ uma func¸a˜o cont´ınua limitada sobre W 2m × W˜ 2m. Portanto resulta que
E[ρm(Φε,Φ0)] = E˜(ε)m [ρm(Φ, Φ˜)] −→ E(0)m [ρm(Φ, Φ˜)] = 0,
devido a que ρm(Φ, Φ˜) = 0 a.s.. Assim Φ
ε → Φ0 fortemente, como quer´ıamos.
4.7 Aproximac¸a˜o de Equac¸o˜es Diferenciais Estoca´s-
ticas
Seja vε(t, ω) = (vε1(t, ω), ..., v
ε
r(t, ω)) um processo estoca´stico cont´ınuo e diferencia´vel
por partes, r-dimensional tal que E[vεi (t)] = 0 para i = 1, ..., r. Agora sejam Fk(x, t), k =
0, 1, ..., r func¸o˜es cont´ınuas , C∞ com respeito a x e com derivadas limitadas. Considera-
mos a equac¸a˜o diferencial ordinaria estoca´stica
dx
dt
=
r∑
i=1
Fl(x, t)v
ε
l (t) + F0(x, t).
Denotemos por Φεs, t(x) sua soluc¸a˜o comec¸ando em x no tempo s.
Problema 4.25. Se {vεl (t)}ε>0 converge para um ”ruido branco”, ou mais precisamente
se Bε(t) =
∫ t
0
vε(s)ds converge para um movimento Browniano Bt = (B1(t), ..., Br(t))
fracamente ou fortemente, enta˜o Φεt(= Φ
ε
0,t) converge para um fluxo Browniano Φt fra-
camente ou fortemente, e o fluxo limite satisfaz a equac¸a˜o diferencial estoca´stica dada
por
dΦt =
r∑
l=1
Fl(Φt, t) ◦ dBl(t) + F0(Φt, t)dt. (4.17)
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Observe que a soluc¸a˜o do problema anterior na˜o e´ sempre afirmativa, pois em alguns
casos se apresenta um termo adicional no lado direito de (4.17) (um tal exemplo pode
ser achado em [8]). Assim, para dar uma soluc¸a˜o ao problema consideramos a seguinte
condic¸a˜o.
Condic¸a˜o A1. Seja Gεt = σ(v
ε(s) : 0 ≤ s ≤ t).
(a)
∫ t
s
|E[vεi (r)|Gεs]|dr −→ 0 uniformemente em s, t no sentido de L2.
(b) E[
∫ t
s
vεi (τ)dτ
∫ τ
s
vεi (σ)dσ|Gεs] −→
∫ t
s
vij(r)dr uniformemente em s, t, onde vij e´ uma
func¸a˜o mensura´vel determin´ıstica.
(c) Existem constantes γ > 1 e K > 0 tais que
E[|
∫ t
s
|E[vεi (r)|Gεs]|dr|γ|vεj (s)|γ] ≤ K.
Observac¸a˜o 4.26. Notemos que:
(i) (a) e (b) mostram que {Bεt (t) =
∫ t
0
vε(s)ds} converge a um martingale de me´dia
zero e com variac¸a˜o quadra´tica
∫ t
s
(vij(r)+vji(r))dr. Portanto o limite B(t) sera´ um
movimento Browniano com me´dia zero e covariaˆncia igual a` variac¸a˜o quadra´tica.
(ii) (c) assegura a tightness da lei (Bεt (t),Φ
ε
t(x)). Dado que v
ε(t) converge ao ruido
branco enta˜o seu momento diverge. A condic¸a˜o tambe´m (c) indica que a proporc¸a˜o
de divergeˆncia de vε(t) e convergeˆncia de
∫ t
s
|E[vε(r)|Gεs]|ds sa˜o equilibradas no
seguinte sentido: se o momento de vε(t) esta dado por O(ε2), enta˜o o momento de∫ t
s
|E[vε(r)|Gεs]|ds e´ O(1/ε2)
Agora enunciamos o resultado principal desta sec¸a˜o. Seja Wm = C([0, T ];C
m), V r =
C([0, T ];Rr) e denotemos por P(ε)m a lei de (Φε, Bε) definido sobre Wm × V r.
Teorema 4.27. Assumimos a condic¸a˜o (A1). Enta˜o {P(ε)m }ε>0 converge fracamente para
qualquer m ≥ 0. A medida limite P(0)m tem as seguintes propriedades:
(i) B(t) e´ um movimento Browniano r-dimensional com me´dia zero e covariaˆncia∫ t
s
(vij(r) + vji(r))dr.
(ii) Φt satisfaz
dΦt =
r∑
l=1
Fl(Φt, t) ◦ dBl(t) + F0(Φt, t)dt
+
∑
1≤l≤m≤r
Sl,m[Fl, Fm](Φt, t)dt,
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onde ◦dB indica a integral de Stratonovich e Sl,m = 12(vlm − vml),
[Fl, Fm]
k(x, t) =
d∑
i=1
F il (x, t)
∂
∂xi
F km(x, t)−
d∑
i=1
F im(x, t)
∂
∂xi
F kl (x, t).
Ale´m disso, se {Bε(t)} converge fortemente a B(t) enta˜o {Φεt} converge fortemente a Φt.
Antes de considerar a prova desse teorema, o ilustramos com alguns exemplos.
Exemplo 4.28. Aproximac¸a˜o poligonal do movimento Browniano.
Seja B(t) = (B1(t), ..., Br(t)) um movimento Browniano r-dimensional. Consideramos
vεl (t) =
1
ε
∆εkBl se εk ≤ t < ε(k + 1)
onde
∆εkBl = Bl(ε(k + 1))−Bl(εk).
Enta˜o
Bεl (t) =
∫ t
0
vεl (s)ds
e´ uma func¸a˜o poligonal de t e que converge a Bl(t) uniformemente em t quando ε → 0.
Pois enta˜o Bε(t)→ B(t) uniformemente em t quando ε→ 0.
Em seguida verificamos que se cumpre a condic¸a˜o (A1). De fato, devido a que vε(t)
e vε(s) sa˜o independentes se |t− s| > ε (por definic¸a˜o), resulta∣∣∣ ∫ t
s
|E[vεl (u)|Gεs]|du
∣∣∣ ≤ |∆εkBl| se εk ≤ t < ε(k + 1).
A variaˆncia de ∆εkBl e´ ε por ser Bl um movimento Browniano. Portanto var(∆
ε
kBl) con-
verge para zero. Desta forma (a) e´ satisfeito. Ale´m disso, observamos que var(vεj (s)) =
1
ε
.
Assim
E
[∣∣∣ ∫ t
s
|E[vεi (u)|Gεs]|du|2|vεj (u)
∣∣∣2] ≤ (3 ε2 · 3 1
ε2
)
1
2 = 3.
Enta˜o obtemos (c). Mais ainda, vemos que
E
[ ∫ t
s
vεi (τ)dτ
∫ τ
s
vεj (σ)dσ
∣∣∣Gεs] −→ ∫ t
s
δij
2
dr,
o qual verifica (b). Desta maneira Sl,m = 0. Portanto, o Teorema 4.27 e´ valido para
qualquer aproximac¸a˜o poligonal.
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Exemplo 4.29. Aproximac¸a˜o de Mollifiers(Malliavin).
Sejam B(t) = (B1(t), ..., Br(t)) um movimento Browniano r-dimensional e Φ uma func¸a˜o
C∞ na˜o-negativa cujo suporte esta contido em [0, 1] e
∫ 1
0
Φ(s)ds = 1. Consideremos
Φε(t) =
1
ε
Φ
( t
ε
)
, ε > 0
e
Bε(t) =
∫ ∞
0
Φε(s− t)B(s)ds =
∫ ∞
0
Φε(s)B(s+ t)ds.
Enta˜o
Bε(t) −→ B(t) uniformemente em t.
Definimos
vε(t) = −
∫ ∞
0
Φε(s− t)B(s)ds.
Deste modo ∫ t
s
|E[vε(u)|Gεs]|du =
∫ s+ε
s
|E[vε(u)|Gεs]|du,
desde que vε(u) e´ independente de Gεs se u > s+ ε. Ale´m disso
var(vε(u)) =
1
ε
∫ 1
0
Φ(s)2ds.
Portanto temos
var
(∫ s+ε
s
vε(u)du
)
≤ ε.
Assim, como no exemplo anterior, verificamos a condic¸a˜o (A1) (ou seja (a), (b) e (c)
onde para (b) temos vij =
1
2
δij).
Em seguida discutimos a prova do teorema de aproximac¸a˜o para equac¸o˜es diferenciais
estoca´sticas. Como sabemos
dΦεt
dt
=
r∑
i=1
Fl(Φ
ε
t , t)v
ε
l (t) + F0(Φ
ε
t , t).
Agora para provar o Teorema 4.27 precisamos do seguinte lema.
Lema 4.30. Assumimos a condic¸a˜o (A1). Enta˜o para func¸o˜es quaisquer f(x, t) e g(x, t)
sobre Rd × [0, T ]
E
[ ∫ t
s
f(x, τ)vεi (τ)dτ
∫ τ
s
g(y, σ)vεj (σ)dσ
∣∣Gεs]→ ∫ t
s
f(x, r)g(y, r)vij(r)dr
uniformemente sobre conjuntos compactos.
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Demonstrac¸a˜o. Sejam f(t) e g(t) func¸o˜es mensura´veis limitadas. Enta˜o∣∣∣E[ ∫ t
s
f(τ)vεi (τ)dτ
∫ τ
s
g(σ)vεj (σ)dσ
∣∣Gεs]∣∣∣ ≤ K‖f‖‖g‖|t− s|. (4.18)
Agora por (A1)(c) obtemos∣∣∣E[ ∫ t
s
(∫ t
σ
f(τ)E[vεi (τ)|Gεσ]dτ
)
g(σ)vεi (σ)dσ
∣∣Gεs]∣∣∣ ≤ K 1γ ‖f‖‖g‖|t− s|.
Segundo (4.18) basta provar o caso quando f(x, t) e g(x, t) sa˜o func¸o˜es escada de t. Assim
assumimos que
f(x, t) = f(x, ti), g(x, t) = g(x, ti) para ti ≤ t < ti+1.
Desta maneira
E
[ ∫ t
s
f(x, τ)vεi (τ)dτ
∫ τ
s
g(y, σ)vεj (σ)dσ
∣∣Gεs]
=
∑
k
f(x, tk)g(y, tk)E
[ ∫ tk+1
tk
vεi (τ)dτ
∫ τ
tk
vεj (σ)dσ
∣∣Gεs]
+
∑
k
f(x, tk)E
[ ∫ tk+1
tk
vεi (τ)dτ
∫ tk
s
g(y, σ)vεj (σ)dσ
∣∣Gεs]
= Iε1 + I
ε
2 .
Enta˜o
Iε1 −→
∑
k
f(x, tk)g(y, tk)
∫ tk+1
tk
vij(r)dr
=
∫ t
s
f(x, r)g(y, r)vij(r)dr,
quando ε→ 0. De maneira similar
Iε2 =
∑
k
f(x, tk)E
[
E
[ ∫ tk+1
tk
vεi (τ)dτ
∣∣Gεtk] ∫ tk
s
g(y, σ)vεj (σ)dσ
∣∣Gεs]
−→ 0,
quando ε→ 0. Portanto
E
[ ∫ tk+1
tk
vεi (τ)dτ
∣∣Gεtk] −→ 0 quando ε→ 0.
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Demonstrac¸a˜o. Prova do Teorema de Aproximac¸a˜o. De acordo com o teorema do
limite de Kunita temos que verificar as condic¸o˜es (A2)k e (A3)k. Assim, observamos que
bε(x, t) =
r∑
k=1
Fk(x, t)v
ε
k(t) + F0(x, t),
b
ε
(x, t) = F0(x, t), b˜
ε(x, t) =
r∑
k=1
Fk(x, t)v
ε
k(t),
Aεij(x, y, t, r) =
∑
k,l
E
[ ∫ t
r
F il (x, τ)v
ε
l (τ)dτ
∣∣Gεr]F jk (y, r)vεk(r).
Assim temos
E
[ ∫ t
s
Aεij(x, y, t, r)dr
∣∣Gεs] = ∑
k,l
E
[ ∫ t
s
dτF il (x, τ)v
ε
l (τ)
∫ τ
s
F jk (y, σ)v
ε
k(σ)dσ
∣∣Gεs]
−→
∑
k,l
∫ t
s
F il (x, r)F
j
k (y, r)vij(r)dr
quando ε → 0. Da mesma forma mostramos (A3)k. Agora, denotemos por P˜(ε)m a lei
de (Φεt , X
ε
t , B
ε
t ) definido sobre W
2
m × Vr. Enta˜o como fizemos anteriormente se mostra
que {P˜(ε)m }ε>0 converge fracamente a P˜(0)m . Portanto, pelo teorema 4.11 ((Φt, Xt, Bt), P˜(0)m )
satisfaz:
(i) Xt e´ um C-movimento Browniano com caracter´ısticas locais
aij(x, y, t) = F
i
l (x, t)F
j
k (y, t)vij(t)
onde vij = vij + vji, b(x, t) = F0(x, t).
(ii) Φr e´ gerado por Xt +
∫ t
0
c(x, r)dr, onde
cj(x, t) =
∑
l,k,i
∂
∂xi
F jl (x, t)F
i
k(x, t)vkl(t),
e B(t) e´ um movimento Browniano com me´dia zero e variaˆncia
∫ t
0
vij(r)dr. Note
que como em 4.19 se mostra que
〈Xt(x), Bk(t)〉 =
∑
k
∫ t
0
Fl(x, r)vlk(r)dr.
Em seguida consideramos
X˜t(x) =
r∑
k=1
∫ t
0
Fk(x, s)dBk(s) +
∫ t
0
F0(x, s)ds.
Cap´ıtulo 4 • Teorema Limite para Fluxos Estoca´sticos 90
Da´ı vemos que 〈Xt − X˜t〉 = 0 o que implica Xt = X˜t. Desta maneira
dΦt =
r∑
k=1
Fk(Φt, t)dBk(t) + c(Φt, t)dt
respeito de P(0)m . Considerando a mudanc¸a de Itoˆ para Stratonovich (no sentido da inte-
gral) temos∫ t
0
Fk(Φs(x), s) ◦ dBk(s) =
∫ t
0
Fk(Φs(x), s)dBk(s) +
1
2
∑
l,i
∫ t
0
∂
∂xi
Fk(Φs(x), s)×
F il (Φs(x), s)vk,l(s)ds.
Tambe´m observe que
cj(x, s)− 1
2
∑
k,l,i
∂
∂xi
F jk (x, s)F
i
l (x, s)vk,l(s)
=
1
2
∑
1≤k≤l≤r
(vkl(s)− vlk(s))[Fk, Fl]j(x, s).
Assim combinando os resultados de acima obtemos o resultado.
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