We investigate the effect of adding a single real (for various forcing notions adding reals) on cardinal invariants associated with the continuum. We show: (1) adding an eventually different or a localization real adjoins a Luzin set of size continuum and a mad family of size ω 1 ; (2) Laver and Mathias forcing collapse the dominating number to ω 1 , and thus two Laver or Mathias reals added iteratively always force CH; (3) Miller's rational perfect set forcing preserves the axiom M A(σ-centered).
Introduction
In [Ro] , Roitman proved that adding a Cohen real preserves the axiom M A(σ-centered). However, larger fragments of M A can fail in the extension. In fact, Woodin [Wo] , and (independently, but later) Cichoń and Pawlikowski [CP] showed that M A for random forcing fails after adjoining a Cohen real. The latter authors investigated as well the effect of adding a Cohen or a random real on cardinal invariants in Cichoń's diagram (see [CP] and [Pa 2] -these are cardinals associated with the ideals of meager and null sets on the real line as well as the unbounding and dominating numbers -see section 1 for definitions). Recently, Judah, Shelah and the present author did the same for Hechler forcing [BJS] . We continue this line of research for other forcing notions adding a single real -in particular for forcings involved in consistency proofs in Cichoń's diagram -; and the present work should be looked at as a companion piece to [BJS] .
After reviewing the forcing notions as well as the cardinal invariants we shall be considering in our work in section 1, we will show in 2.1. that many ccc forcing notions (including ω . Remember that an uncountable set of reals X ⊆ 2 ω is Luzin iff it has at most countable intersection with every meager set. -We shall then sketch how some changes in the argument prove that the forcings considered in 2.1. produce a maximal almost disjoint family of subsets of ω of size ω 1 (Theorem 2.3.).
Recall that A, B ⊆ ω are said to be almost disjoint (a. d. for short) iff |A ∩ B| < ω;
ω is an a. d. family iff the members of A are pairwise a. d.; and A is a mad family (maximal almost disjoint family) iff it is a. d. and maximal with this property. -We close section 2 with consequences of adding an eventually different (localization) real on the cardinals in Cichoń's diagram.
The third section is devoted to Laver and Mathias forcings (and their versions with ultrafilters). Recall that given reals f, g ∈ ω ω , f eventually dominates g iff ∀ ∞ n (f (n) > g(n)) (where ∀ ∞ n denotes for almost all n; similarly ∃ ∞ n stands for there exist infinitely many n). F ⊆ ω ω is a dominating family iff for all g ∈ ω ω there is f ∈ F eventually dominating g. We shall prove in 3.1. that Laver (Mathias) forcing adjoins a dominating family of size ω 1 . An immediate consequence of this is that two Laver (Mathias) reals added iteratively always force CH (Corollary 3.10). -Theorem 3.1. enables us to investigate the effect of adding a Laver real on the invariants in Cichoń's diagram under the assumption that M A(σ-centered) holds. Such an assumption (or slightly less) is necessary to ensure that no cardinals are collapsed. Our results which are expounded in 3.4. in fact yield an alternative argument for proving one of the consistency results concerning cardinals in Cichoń's diagram which was originally obtained by Bartoszyński, Judah and Shelah [BaJS] using a countable support iteration.
In section 4 we leave our combinatorial considerations for a while to deal with some descriptive set theory instead. Recall that a set of reals A note for the reader. We think of Theorems 2.1. and 3.1. (and, to a lesser extent, 5.1.) as the main results of this work.
Sections 2, 3 and 5 are independent of each other, and can be read without knowledge of the preceding sections (but not without some sophistication in forcing arguments).
[However, one argument in 5.6. is exactly similar to the corresponding argument in the proof of 3.4., and is therefore left out.] The results of section 4 heavily depend on the proof of Theorem 3.1. and the fact that Mathias forcing satisfies the requirements of 3.1.
(Corollary 3.10), but not on the remainder of section 3.
Notation. Our notation is fairly standard. We refer the reader to [Je 1] and [Ku] for set theory in general and forcing in particular.
Given a finite sequence σ (e.g. σ ∈ ω <ω ), we let lh(σ) := dom(σ) denote the length of σ; for ℓ ∈ lh(σ), σ↾ℓ is the restriction of σ to ℓ.ˆis used for concatenation of sequences; and is the empty sequence. Given a tree T ⊆ ω <ω , [T ] := {f ∈ ω ω ; ∀n (f ↾n ∈ T )} denotes the set of its branches.
A partial order (p.o. for short) is called σ-centered iff P = n∈ω P n where each P n is centered (i.e., given F ⊆ P n finite, there is q ∈ P so that for all p ∈ F (q ≤ p)); and P is σ-linked iff P = n∈ω P n where each P n is linked (i.e., given p, q ∈ P n , there is r ∈ P so that r ≤ p and r ≤ q). A σ-centered p.o. is σ-linked; and a σ-linked p.o. is ccc. An example for a σ-linked not σ-centered p.o. is random forcing, henceforth denoted by B.
Given a p.o. P ∈ V , we shall denote P-names by symbols likef ,T ,t, ... and their
... We confuse to some extent Boolean-valued models V P and forcing extensions V [G], where G is P-generic over V . For a sentence of the P-forcing language φ, [[φ] ] is the Boolean value of φ. The symbol ⋆ denotes iteration. -We say a forcing notion P is generated by a name for a real iff there is a P-nameȓ for an object in ω ω so that the complete Boolean algebra generated by the family {[[ȓ(i) = n]]; i, n ∈ ω} equals r.o.(P); we express this by saying P = Pȓ; and we usually denote this name by the same letter as the forcing notion (e.g., M for Mathias forcing, andm for the name of the Mathias-generic real).
Whenever we use Σ 1 n or Π 1 n we mean the boldface version.
Acknowledgment. I am very much indebted to Haim Judah for motivating me to work on the problems considered in this paper and for various discussions concerning the results.
1. Frontispiece -forcing notions and cardinal invariants 1.1. Forcing notions. We shall consider the following forcing notions.
-Eventually different reals forcing E [Mi 1, section 5]:
-Laver forcing LA [Je 2, part one, section 3]:
The ρ required to exist in the above definition is usually called the stem of T , stem(T ).
Furthermore, for ρ ∈ T we let succ T (ρ) := {n ∈ ω; ρˆ n ∈ T }, the set of successors of ρ in T , and T ρ := {σ ∈ T ; σ ⊆ ρ ∨ ρ ⊆ σ}. We say T ≤ 0 S iff T ≤ S and stem(T ) = stem(S).
Given a non-principal ultrafilter U of subsets of ω, we can define Mathias forcing with repect to U, M U , as well as Laver forcing with respect to U, LA U :
The order is the restriction of the Mathias order (Laver order, respectively).
A non-principal ultrafilter U over ω is called Ramsey iff for every partition A of ω so that A ∈ U for all A ∈ A, there exists B ∈ U so that for every A ∈ A, |B ∩ A| ≤ 1. We note that Mathias forcing M is equivalent (from the forcing-theoretic point of view) to the two-step iteration P (ω)/f in ⋆ MȖ, where (P (ω)/f in, ≤) is the (σ-closed) Boolean algebra of subsets of ω modulo the finite sets ordered by almost inclusion (i.e. for A and
finite) which generically adjoins a Ramsey ultrafilterȖ [Ma, 4.9.] . Also, several people have observed (see [Bl, or [JS 1, section 1]) that for Ramsey ultrafilters U, the forcings M U and LA U are equivalent.
-Miller forcing MI [Mi 2]:
We note that conditions T so that for all ρ ∈ T either ∃!n (ρˆ n ∈ T ) or ∃ ∞ n (ρˆ n ∈ T ) are dense in MI, and henceforth restrict our attention to such conditions. For such a condition T we let stem(T ) = the unique ρ ∈ T of minimal length so that ∃ ∞ n (ρˆ n ∈ T ); split(T ) = {ρ ∈ T ; ∃ ∞ n (ρˆ n ∈ T )}; and for ρ ∈ split(T ), succ T (ρ) = {σ ∈ split(T ); ρ ⊆ σ ∧ for no lh(ρ) < n < lh(σ) (σ↾n ∈ split(T ))}.
Cardinal invariants.
Given a σ-ideal I ⊆ P (2 ω ), we let add(I) := the least κ such that ∃F ∈ [I] κ ( F ∈ I);
cof (I) := the least κ such that ∃F ∈ [I] κ ∀A ∈ I ∃B ∈ F (A ⊆ B).
We also define
If M is the ideal of meager sets, and L is the ideal of null sets, then we can arrange these
(Here, the invariants grow larger, as one moves up and to the right in the diagram.) The dotted line says that add(M) = min{b, cov(M)} and cof (M) = max{d, unif (M)}. For the results which determine the shape of this diagram, we refer the reader to [Fr] . A survey on independence proofs showing that no other relations can be proved between these cardinals can be found in [BaJS] . We shall need the following characterization of the cardinal add(L), which is due to Bartoszyński [Ba] : call a function φ ∈ ([ω] <ω ) ω a slalom iff for all n ∈ ω (|φ(n)| ≤ n); let Φ be the set of all slaloms; then
In addition, we shall be interested in the following cardinals:
κ with the strong finite intersection property (i.e. given finitely many A i ∈ F , i < n, we have
a := the least κ so that there is a mad family of size κ;
κ so that all A ∈ F are mad and there is no mad B with ∀A ∈ F ∀B ∈ B ∃A ∈ A (B ⊆ * A).
Bell's Theorem says that 2 ω = p is equivalent to M A(σ-centered) [Be] . It is well-known
1.3. The forcings in 1.1. and the cardinals in 1.2. are far from being unrelated. In fact, some of the former were devised to yield consistency results concerning the latter using an iterated forcing construction. However, although it is well-known which value the cardinals will have after iterating one of the forcings, it has not yet been investigated
what their values are after adding just one real.
The theme -adding large Luzin sets and small mad families
In this section we show that many ccc forcing notions which have been considered in literature adjoin a Luzin set of size 2 ω and a mad family of size ω 1 .
Assume we have at most countable sets A ℓ , B ℓ , natural numbers n ℓ , relations
(ii) for all ℓ ∈ ω, if S ⊆ T ⊆ B ℓ are finite and a ∈ A ℓ , then aR ℓ T implies aR ℓ S;
(iii) for all ℓ ∈ ω, if S, T ⊆ B ℓ are finite, |T | ≤ n ℓ and (necessarily) S ⊆ T , then there is a ∈ A ℓ with ¬(aR ℓ S) and aR ℓ T ;
(iv) for all ℓ ∈ ω, given S ⊆ B ℓ of size ≤ n ℓ and k ∈ m ℓ , there is a ∈ C k,ℓ with aR ℓ S.
We define a forcing notion I associated with this situation as follows.
We call I an inflexible forcing. Note that I is σ-linked (two conditions with the same initial segment and sets of functions which agree long enough are compatible by (iv)). Also both eventually different reals forcing E and localization forcing L are inflexible (for both, let B ℓ = ω, ω = k∈ω C k any partition into infinitely many infinite pieces, and n ℓ = ℓ; for E,
2.1. Theorem. An inflexible forcing I adds a Luzin set of size 2 ω .
such a family is constructed like an a.d. family of size 2 ω ). We shall define a sequence f α ; α ∈ 2 ω of I-names for objects in ω ω .
Fix α ∈ 2 ω and m ∈ ω. Note that
This completes the definition of the sequence of names f α ; α < 2 ω .
Next letT be an I-name so that
This means that given s ∈ ω <ω we have an I-namet s so that
2 ). By almost-disjointness of the functions f α,m,j only finitely many α can be (m, s, n)-bad.
A is an at most countable subset of 2 ω . To finish the proof of Theorem 2.1. it suffices to show:
Proof of Claim. Suppose, by way of contradiction, that there are α ∈ 2 ω \ A and
if necessary, we may assume that (σ,
For m ′ > ℓ ≥ m we recursively choose i ℓ so that
Note that 2) is possible because α ∈ A (the other conditions can be trivially satisfied by choosing i ℓ large enough). Next, again by recursion on m ′ > ℓ ≥ m we extend τ to τ ℓ of
This is possible by (iii) and (iv) in the definition of inflexibility. But (
Since the following result is proved by a combination of the methods of the proof of 2.1. and the one of [BJS, Theorem 2.2.], we merely sketch the argument.
2.3.
Theorem. An inflexible forcing I adjoins a mad family of size ω 1 .
Proof. We start with an easy observation from [BJS, 2.2.] .
one-to-one and onto, r α ∈ ω ω is Cohen over N α and r α ; α < β ∈ N β . Define recursively sets C α for α < ω 1 . C n ; n ∈ ω is a partition of ω into countable pieces lying in N ω . For
As in the proof of 2.1., we let {f α,m,i ; α ∈ ω 1 ∧ m ∈ ω ∧ i ∈ n m } ⊆ i∈ω B i be a family of almost disjoint functions; and we define the sequence f α ; α ∈ ω 1 of I-names for functions from ω to ω as before. By Theorem 2.
(where i is the I-generic real), and thus we can find (still in V [i]) a strictly increasing
the requirements of 2.4. are satisfied. By ccc-ness of I, we may assume that φ ∈ V ; and, in fact, φ = id. Also note that we can suppose that h α ; ω ≤ α < ω 1 ∈ V .
We shall prove that the resulting family C α ; α < ω 1 is indeed mad.
For suppose not, and letC be an I-name so that
Letf be an I-name for the strictly increasing enumeration ofC. Similar to the proof of Theorem 2.1., let I m := {(σ n m , G n m ); n ∈ ω} be a maximal antichain of conditions deciding f (m). Next, for α < ω 1 , letk α be an I-name for a natural number so that
Only finitely many α can be (m, m ′ , Γ, N )-bad. Finally we choose α < ω 1 so that
Choose n ∈ ω arbitrarily, and let k ∈ ω be such that (σ
We reach a contradiction by showing:
Asf is an I-name for a strictly increasing
Using an argument similar to the final argument in the proof of Claim 2.2. (applying that α is not (m, m ′ , Γ, N )-bad where N is larger than the maximum of the n β and n
a contradiction (note thatf α (m) is forced to belong toC α , because a weaker condition forces it not to belong to anyC h α (ℓ) , ℓ < m, see 2.4.).
As the corresponding result in section 2 of [BJS] , Theorem 2.1. has consequences concerning the values of the invariants in Cichoń's diagram after adding a real via an inflexible forcing notion.
2.6. Corollary. (a) Let I ∈ V be inflexible; then V I |= "unif (M) = ω 1 and cov(M) = 2 ω ". Thus the invariants on the left-hand sice in Cichoń's diagram all equal ω 1 , whereas those on the right-hand side are equal to 2
(b) In particular, after adding an eventually different real e or a localization real ℓ,
We note that our definition of inflexible is general enough to provide us with the same results for the forcings adding an eventually different or a localization real below a given function g ∈ ω ω converging to infinity (in case of localization, this forcing has been considered by Pawlikowski, see [Pa 1, section 2] for details).
We close this section with some comments concerning the structure of inflexible forcing notions. We say a p.o. P has (κ, ω)-caliber iff for every A ⊆ P of size κ there is a countable B ⊆ A and a p ∈ P with ∀q ∈ B (p ≤ q). This notion is implicit in [Tr 2] (see also [Br 2, section 1]). Using an argument with almost disjoint functions as before we see that an inflexible forcing I does not have (2 ω , ω)-caliber. This suggests that we ask:
2.7. Question. Assume P is a ccc forcing notion generated by a name for a real of size κ, κ ≤ 2 ω , which does not have (κ, ω)-caliber. Does this imply that P adjoins a Luzin set of size κ?
We note that we cannot drop any of our hypotheses. We shall see non-ccc counterexamples in the next section; the algebra B κ adding κ random reals is a counterexample (it adds a
Sierpiński set [i.e. an uncountable set of reals which has at most countable intersection with every null set], but not a Luzin set, of size κ), which is not generated by a name for a real; finally the random algebra B itself is a counterexample having (2 ω , ω)-caliber.
Variation -adjoining small dominating families
This section is dedicated to the investigation of several proper forcing notions which add a dominating real like Mathias and Laver forcing.
We say a forcing notion P is Laver-like iff P = Pȓ whereȓ is a P-name for a dominating real and given p ∈ P there is a Laver tree
[we usually express this in a somewhat sloppy way by saying p(T ) = 0 where p(T ) = p(T stem(T ) )]. Note that all forcings adding a dominating real which we have encountered so far have this property. Following Judah and Shelah ([JS 1, 1.5.] and [JS 2, 1.9.]), for a Laver tree T , we say A ⊆ T is a front iff σ = τ in A implies σ ⊆ τ and for all f ∈ [T ] there is n ∈ ω so that f ↾n ∈ A. We say a Laver-like P has strong fusion iff given countably many open dense sets D n ⊆ P and p ∈ P, there is a Laver tree T so that p(T ) = 0 and for each n, {σ ∈ T ;
contains a front. Finally, a Laver-like P is closed under finite changes iff given p ∈ P, Laver trees T and
We call F a flexible forcing notion iff F is Laver-like, has strong fusion and is closed under finite changes.
3.1. Theorem. A flexible forcing F adds a dominating family of size ω 1 .
Proof. We start by creating names for dominating functions. Fix α ∈ ω 1 . We define the tree T α ⊆ ω <ω and the function ρ α : T α → α + 1 by recursion on the levels.
is a limit choose a strictly increasing sequence β n ; n ∈ ω such that ρ α (σ) = n∈ω β n , and let ∀n (ρ α (σˆ n ) = β n ).
This concludes the definition of T α and ρ α . It is immediate that T α has no infinite branches, and that ρ α is the canonical rank function witnessing this.
Next we recursively introduce a sequence ρ n α ; n ∈ ω of functions defined on subsets of ω <ω :
.) This concludes the definition of ρ n α ; n ∈ ω . Now it is easy to define an F-namef α for a function in ω ω as follows: p ∈ F decides the valuef α (n) iff there is σ ∈ ω <ω so that
and ρ n α (σ) = 0; in this case let m ∈ ω be minimal so that ρ n α (σ↾m) = 0; then we say
Proof of Claim. Letg be an F-name for a function from ω to ω. Let D n = {p ∈ F; p decidesg(n)}. Given p ∈ F, apply strong fusion to get a Laver tree T so that p ≥ p(T ) = 0 and for each n, {σ ∈ T ; p(T ) ∩ [[ȓ↾lh(σ) = σ]] ∈ D n } contains a front ( * ). For n ∈ ω we define a function rk n : T → ω 1 by recursion on the ordinals as follows:
It follows from ( * ) above that rk n is defined on all of T . Letα := sup{rk n ( ) + 1; n ∈ ω}.
Proof of Subclaim. Choose α ≥α and a condition q ≤ p(T ); without loss q is of the form q(S) for some Laver tree S ⊆ T . Let σ = stem(S). Let n be minimal so that either ρ n α (σ) = α or σ ∈ domρ n α . Extending σ if necessary, we can assume that the former case holds. We construct by recursion on the levels S ′ ⊆ S with stem(S ′ ) = σ so that for
(Note that q(S ′ ) = 0 by closure under finite changes.) We guarantee along the construction
(this clearly implies ( * * )).
To do the construction assume we have put τ ⊇ σ, τ ∈ S, into S ′ . We do not have
Put τˆ ℓ into S ′ iff τˆ ℓ ∈ S and ℓ > ℓ 3 . In all other cases ρ m α (τˆ ℓ ) > rk m (τˆ ℓ ) for almost all ℓ such that τˆ ℓ ∈ S; and we can put these into S ′ . Finally, we do not have to
This concludes the construction, the proof of the Subclaim, Claim, and Theorem.
We can now determine the effect of adding a Laver real on almost all invariants in
(c) Assume V |= GCH, let κ be regular uncountable, and assume P α ,Q α ; α < κ is an iterated forcing construction with finite supports so that − P α "Q α is σ-centered " and
Proof. (a) To show d = ω 1 , we will apply the previous Theorem. Laver forcing clearly is Laver-like and closed under finite changes, and strong fusion was proved by Judah and Shelah in [JS 2, 1.9.] . We repeat the argument here for completeness' sake.
Take a Laver tree T and D ⊆ LA open dense. For each σ ∈ T we define the rank of σ, ρ(σ), by recursion on the ordinals:
ρ(σ) = α ←→ for no β < α (ρ(σ) = β) and ∃ ∞ n (σˆ n ∈ T and ρ(σˆ n ) < α).
If ρ(σ) is undefined, we put ρ(σ) = ∞.
We claim that ρ(stem(T )) < ∞. Otherwise build a condition T ′ ≤ T recursively so
by definition of ρ, almost all successors of stem(T ) in T have rank ∞; put them into T ′ and proceed. In the end choose
Next, build T ′ ≤ 0 T recursively so that if σ ∈ T ′ and ρ(σ) > 0, then for all n ∈ ω with σˆ n ∈ T ′ , ρ(σˆ n ) < ρ(σ), and so that if σ ∈ T ′ , ρ(σ) = 0 and for all n < lh(σ) 
follows. T σ (Ā) is the unique Laver tree with stem(T σ ) = σ and if τ ⊇ σ and τ ∈ T σ then
Let I n ; n ∈ ω be a partition of ω into finite intervals so that max(I n ) + 1 = min(I n+1 ) and |I n | ≥ n 2 . The following is proved easily using the Laver property and the argument of [JMS, Lemma 3.1.] .
3.5. Lemma. Assume − LA "f ∈ 2 ω " andB = B σ ; σ ∈ ω <ω ∈ Q. Then there are
Proof. We construct A σ and φ σ by recursion on lh(σ).
⊲ σ = . Using a standard fusion argument for Laver forcing, find T ≤ 0 T (B) and φ so that
For τ ∈ T , let A τ = succ T (τ ) and φ τ = φ .
⊲ lh(σ) > 0. Either A σ and φ σ have been constructed already, or we proceed as before.
Next, following Goldstern, Repický, Shelah and Spinas [GRSS, section 1], forĀ,B ∈ Q we writeĀ ≤ * B iff ∀σ (A σ ⊆ * B σ ) and ∀ ∞ σ (A σ ⊆ B σ ). Then:
then there existsĀ α such that for all α < λ,Ā λ ≤ * Āα .
We now have what we need to show that both unif (L) and unif (M) equal 2 ω = κ after one Laver real over a model of M A(σ-centered). Assume λ < κ and f α ; α < λ is a sequence of LA-names for objects in 2 ω . Given T ∈ LA we shall produce S ≤ T and a set D ⊆ 2 ω which is a union of countably many closed measure zero sets so that
Without loss T = ω <ω . Using Lemmata 3.5. and 3.6. construct a ≤ * -decreasing sequence Ā α ; α ≤ λ of elements of Q and φ α σ ∈ n [2 I n ] n ; α < λ, σ ∈ ω <ω so that for all α < λ and σ ∈ ω <ω ,
By a recent result of Bartoszyński and Shelah [BS] , the additivity of the σ-ideal generated by the closed null sets equals add(M) and is thus ≥ p. Hence the assumptions on V imply that D is indeed contained in the union of countably many closed null sets. . Let G κ be P κ -generic over V , and
Supposef is an LA-name for an element of the Cantor space 2 ω . Given T ∈ LA we shall find S ≤ T and a Borel null set A ∈ V so that
Since V |= GCH, this is clearly sufficient.
Without loss, T = ω <ω . Fix n ∈ ω. FindĀ n = A n σ ; σ ∈ ω <ω ∈ Q and t n σ ∈ 2 n (σ ∈ ω <ω ) so that
for all σ ∈ ω <ω .Ā n and t n σ are easily constructed by recursion on lh(σ) (and we refer the reader to similar constructions in 3.5. and 5.2. in case of doubt). Unfix n and findĀ ∈ Q so thatĀ ≤ * Ān for all n ∈ ω (cf 3.6.). Using König's Lemma for ω-trees find x n σ ≥ n so that m < n implies t
Because P κ is a finite-support iteration of σ-centered p.o.'s, there are no reals random 
]). Thus there are measure-zero sets
is contained in a countable union of null sets in V ; call this union A; clearly A is null.
Working still in V find compact trees T n (n ∈ ω) so that A ⊆ 2 ω \ n [T n ]. We claim that
thus proving ( * ).
For suppose not. Find S ≤ T (Ā) and n ∈ ω so that S − LA "f ∈ [T n ]". Let
Clearly S ≤ T σ (Ā), and, throwing out finitely many sequences (and their extensions), if necessary, we may assume
This concludes the proof of Theorem 3.4.
We continue with some comments on 3.4.: by (c) it is consistent that cov(L) = ω 1 after one Laver real over a model for M A(σ-centered). However, we do not know whether this is always the case. We think, though, that the following question has a positive answer.
We shall comment on this again at the end of section 5. Concerning the cardinals which do not figure in Cichoń's diagram we get p = h = s = ω 1 after adding a Laver real. Closely related to Question 3.7. is:
Finally we do not know the answer to the following.
3.9. Question. Is a = ω 1 after one Laver real?
We conjecture the answer is yes; in fact, it is an open problem whether d < a is consistent at all. In the absence of CH (in the ground model), ♦ follows from a result of Shelah's [RS] .
Classically the consistency of unif
If CH holds, however, then LA and M can be shown to force ♦ by an argument similar to the one for Sacks forcing, due to Carlson and Laver [CL] .
For Mathias forcing we can show similar results as in Theorem 3.4.; more explicitly, after one Mathias real over a model for M A(σ-centered), unif (L) = unif (M) = 2 ω .
Questions 3.7., 3.8. and 3.9. are open for Mathias forcing as well.
All forcing notions generated by a name for a dominating real we have seen in sections 2 and 3 (as well as in [BJS] ) add an unbounded family of reals of size ω 1 . Accordingly we ask:
3.11. Question. Let P be a proper forcing notion generated by a name for a dominating
An earlier version of this paper contained the same question without the adjective "proper".
Since then Saharon Shelah has noted that a slight modification of the proofs in [SW] gives (non-proper) counterexamples.
Finally note that although both Theorem 2.1. and Theorem 3.1. say that adding a real can have strong combinatorial consequences and collapse many invariants, they are mutually exclusive (as can be seen from the effect on Cichoń's diagram): a Luzin set of size 2 ω entails that every dominating family has size 2 ω as well.
Entr'acte -Mathias-absoluteness and the projective Ramsey-property
We leave our combinatorial considerations for a while to deal with consequences of the main result of the last section (for Mathias forcing) to descriptive set theory.
A classical result of Silver's says that analytic (Σ 1 1 ) sets are Ramsey [Si] . Following Judah [Ju 2, section 2], given a universe of set theory V and a forcing notion P ∈ V , we say that V is Σ 1 n − P-absolute iff for every Σ 
which is a Π . By the previous Proposition, however, it is false for s = r, m , a contradiction.
In a sense the proof of 4.1. splits into two parts. the first is 4.3., the second, given below, is the argument showing that Σ So assume V [m] |= φ(m). Write M = P (ω)/f in ⋆ MȖ , whereȖ is the P (ω)/f inname for the generic Ramsey-ultrafilter (see 1.1.). Now note that given S ∈ P (ω)/f in
. To see this recall that by the previous Proposition,
(in the sense of V ), and only countably many maximal antichains of (
. Hence we can find T ⊆ * S which is almost included in one member of each of the antichains. In fact, we can now defineŪ :
U is a Ramsey ultrafilter in L[r][S][Ū] (by genericity there are no new reals in L[r][S][Ū]).
Let φ(x) = ∃y ψ(y, x), where ψ is Π By the previous paragraph and a density argument we can find S ∈ P (ω)/f in ∩ V so that Hence there is T ∈Ū so that 
Counterpoint -preserving MA(σ-centered)
The following result shows that Miller's rational perfect set forcing MI behaves rather differently from Laver and Mathias forcings.
5.1. Theorem. Miller forcing preserves the axiom M A(σ-centered); i.e. if κ is regular We start with setting up some notation which is close to the one in the latter work. The proof then will be broken up into a series of lemmata.
Following [GJS, 4.3.] we call a sequenceP = P σ ; σ ∈ ω <ω good iff each P σ ⊆ ω <ω is infinite, τ ∈ P σ implies σ ⊂ τ , and for σ ∈ ω n , if τ, τ ′ ∈ P σ and τ = τ ′ , then
With σ ∈ ω <ω and a goodP = P σ ; σ ∈ ω <ω we can associate a condition T σ = T σ (P ) ∈ MI as follows: let S be the smallest subset of ω <ω such that σ ∈ S and if τ ∈ S then P τ ⊆ S; T σ is the unique condition with S = split(T σ ); i.e., σ = stem(T σ ) and
we note that our relation " ≤ " corresponds to their " ≥ ", because our forcing-theoretic notation goes the other way round). Finally, given a MI-nameȂ for an infinite subset of ω, we say a goodP = P σ ; σ ∈ ω <ω isȂ-nice iff (♠) whenever σ ∈ ω <ω and τ ∈ P σ , then T τ (P ) decides the first lh(σ) + τ (lh(σ)) values ofȂ (more explicitly, there is m > lh(σ) and a τ = a ∈ [m] lh(σ)+τ (lh(σ)) so that
Lemma. Given a MI-nameȂ for an element of [ω]
ω , and a goodP = P σ ; σ ∈ ω <ω , there isQ = Q σ ; σ ∈ ω <ω ≤P which is good andȂ-nice.
Proof. By recursion on lh(σ) we construct Q σ and an auxiliaryQ σ .
⊲ σ = . We letQ = P , and for each τ ∈ P we find
⊲ lh(σ) ≥ 1. If σ ∈ Q σ↾n for any n < lh(σ) we proceed as in the previous case (and guarantee that Q σ ∩ Q σ↾n = ∅ for n < lh(σ)). Otherwise let m < lh(σ) be unique with σ ∈ Q σ↾m . In this case σ = stem(T ′ (τ )) (where the tree T ′ (τ ) was constructed as a subtree of a tree with stemτ ∈Q σ↾m when defining Q σ↾m ). We letQ σ = succ T ′ (τ ) (σ), and for
By replacing Q σ by a cofinite subset, if necessary, we can
This concludes the definition of the Q σ .Q ≤P as well as the goodness ofQ are immediate. It follows easily from the construction that
τ ∈Q σ is such that σ ⊂τ ⊆ τ , and thus the former condition indeed satisfies (♠).
Next, following again [GJS, section 4], forP = P σ ; σ ∈ ω <ω andQ = Q σ ; σ ∈ ω <ω good, we sayP ≈Q iff ∀σ (P σ = * Q σ ) and ∀ ∞ σ (P σ = Q σ ); and we writeP ≤ * Q iff there isP ′ ≈P so thatP ′ ≤Q. Then:
If P α ; α < λ as a ≤ * -decreasing sequence of good sequences, then there existsP λ such that for all α < λ,P λ ≤ * P α .
Now we have the main tools to be able to show the preservation of M A(σ-centered).
By Bell's Theorem (cf 1.2.) it suffices to show that V MI |= "p = κ". To do this let λ < κ, and assume that Ȃ α ; α < λ is a sequence of MI-names for infinite subsets of ω so that − MI " Ȃ α ; α < λ has the strong finite intersection property ".
We have to prove that, given T ∈ MI there are S ≤ T and a MI-nameȂ for a subset of
Without loss T = ω <ω . Let Γ α ; α < λ be an enumeration of the finite subsets of λ.
With each Γ α we can associate a MI-nameȂ Γ α for an infinite subset of ω so that
Using Lemmata 5.2. and 5.3. (b) we can construct a ≤ * -decreasing sequence P α ; α ≤ λ of good sequences so thatP α isȂ Γ α -nice for α < λ. Let S ′ := T (P λ ). We shall define the p.o. P for shooting a MI-name for a subset of ω through S ′ .
For σ ∈ split(S ′ ), we let pred(σ) be the predecessor of σ in split(S ′ ). ByȂ Γ α -niceness ofP α we have, for σ ∈ ω <ω and τ ∈ P α σ , a * α,τ ∈ 2 ≥lh(σ)+τ (lh(σ)) so that
(where, for a ∈ [ω] ≤ω , a * ∈ 2 ≤ω is the characteristic function of a -or of the restriction of a to lh(a * )). We say that σ ∈ split(S ′ ) is Γ α -happy iff T σ (P λ ) ≤ T σ (P α ). We note that for α < λ, by definition of ≤ * and the construction, almost all σ ∈ split(S ′ ) are Γ α -happy.
We define:
P is easily seen to be σ-centered.
5.4. Observation. Let G be P-generic over N ≺ H(χ), where λ ⊆ N , P ∈ N , and
Proof. (i) Use genericity and the fact that almost all σ ∈ split(S ′ ) are {α}-happy.
(ii) Fix σ ∈ split(S ′ ); given (Σ, (a * τ ; τ ∈ Σ), Γ) ∈ P with σ ∈ Σ, almost all τ ∈ P λ σ are Γ-happy and not yet in Σ. For such τ (with long enough τ (lh(σ))) we can find an extension with non-trivial intersection by construction. Thus genericity gives the desired result.
Next define S ≤ S ′ by recursion on its levels. Put into S. Assume σ ∈ S ∩ split(S ′ ). Then put τ ∈ P λ σ (as well as all τ ↾n) into S iff a τ ∩ [lh(a * σ ), lh(a * τ )) = ∅. By 5.4. (ii) S is indeed a Miller tree. LetȂ be the MI-name defined by S − MI "Ȃ = n∈ω so thatm↾n∈split(S) am ↾n ", wherem is the name for the generic real. It is easily seen that S − MI "|Ȃ| = ω".
Proof. Given T ≤ S and α < λ we have to find T ′ ≤ T and n ∈ ω so that
To do this simply let σ ∈ split(T ) be so long that for all τ ∈ split(T ) extending σ (i) of 5.4. is satisfied. Next let n = lh(a * pred(σ) ) and T ′ = T σ . T ′ and n are easily seen to satisfy (++).
Thus S satisfies (+), and we are done with Theorem 5.1.
When studying the effect of a Miller real on the cardinals in Cichoń's diagram we have to assume again M A(σ-centered) (or maybe something slightly weaker) to avoid the pathology of collapsing cardinals. Then we get: (
where V is arbitrary), we use the combinatorial characterization of this cardinal (see 1.2.). Let {f α ; α < ω 1 } ∈ V be a family of almost-disjoint functions from ω to ω (cf the proof of Theorem 2.1.!).
wherem is the MI-name for the generic, is a MI-name for a new real. Letφ be the
) and assume that
Let us say σ ∈ T is an n-th splitting node if σ ∈ split(T ) and for exactly n many predecessors τ ⊆ σ, τ ∈ split(T ). Now let T be so that: if σ is an n-th splitting node, then T σˆ m decidesφ(n) whenever σˆ m ∈ T . Fix σ ∈ split(T ), lh(σ) = n. Say α is σ-bad iff: for almost all ℓ with σˆ ℓ ∈ T for all τ ∈ T with τ ⊇ σˆ ℓ and which is an n-th splitting node and for (almost) all m with τˆ m ∈ T , the value forced toφ(n) contains f α (ℓ) [which is the value forced tof α (n) by T σˆ ℓ ]. At most n many α can be σ-bad. Let α be such that it is not σ-bad for any σ ∈ split(T ). Construct T ′ ≤ T as follows. stem(T ′ ) = stem(T ) =: σ; lh(σ) = n . Choose infinitely many ℓ ∈ ω so that σˆ ℓ ∈ T and there are τ ℓ ∈ T with τ ℓ ⊇ σˆ ℓ and which are n -th splitting nodes so that for some m ℓ ∈ ω with τ ℓˆ m ℓ ∈ T , the value forced toφ(n ) doesn't contain f α (ℓ). Letτ ℓ ∈ split(T ) extend τ ℓˆ m ℓ . We put allτ ℓ into T ′ . Repeat this procedure with eachτ ℓ in place of σ; etc. In the end we construct a condition T ′ ≤ T so that
This concludes the proof of part (a). (d) Let s n ; n ∈ ω enumerate the basic clopen sets of 2 ω . LetȎ be a MI-name for an open set. Clearly we can identifyȎ with a MI-namef for a strictly increasing function so that
We say a goodP = P σ ; σ ∈ ω <ω isȎ-soft iff (♥) there is a function f :
5.7. Lemma. Given MI-namesȎ andf as above and a goodP = P σ ; σ ∈ ω <ω , there isQ = Q σ ; σ ∈ ω <ω ≤P which is good andȎ-soft.
Proof. The proof is similar to the one of 5.2. -we proceed by recursion on lh(σ), and construct Q σ ,Q σ and f .
⊲ σ = . We letQ = P . Let f ( ) = . Fix τ ∈ P ; find T ′ (τ ) ≤ T τ (P ) and ℓ ∈ ω, ℓ ≥ 1, so that
and T ′ (τ ) decides the first ℓ values off ; say
and -unfixing τ -let Q = {stem((T ′ (τ )); τ ∈ P }.
⊲ lh(σ) ≥ 1. If σ ∈ Q σ↾n for any n < lh(σ) we proceed as above (letting f (σ) = and guaranteeing Q σ ∩ Q σ↾n = ∅ for n < lh(σ)). Otherwise let m < lh(σ) be unique with σ ∈ Q σ↾m . Then σ = stem(T ′ (τ )) (where σ↾m ⊂τ ⊆ σ andτ ∈Q σ↾m ). Note that f (σ) has been defined already.
and -unfixing τ -let Q σ = {stem(T ′ (τ )); τ ∈Q σ } (without loss disjoint from Q σ↾n for n ∈ lh(σ)).
ThenQ ≤P is easily seen to be good andȎ-soft.
We note that ifP ≤Q,P andQ are good, andQ isȎ-soft, thenP isȎ-soft as well, and this is witnessed by the same function f . IfP ≤ * Q ,P andQ good andQȎ-soft, then (I) -(III) in (♥) are satisfied (redefine the function f at finitely many places) and (IV) is satisfied for almost all σ, and for σ for which it does not hold, it is still satisfied for almost all τ ∈ P σ . We callP with these properties almostȎ-soft.
Fix x ∈ 2 ω . We define the rank function ρ x = ρP x on ω <ω (whereP is good and almost
Note that the statement "ρ x (σ) = ∞" is equivalent to the existence ofQ ≤P ,Q good,
latter is easily seen to be a Σ 1 1 -statement about x (with parametersP and f ); hence H σ = HP σ := {x; ρ x (σ) < ω 1 } is Π 1 1 and thus measurable.
5.8. Lemma. Let σ ∈ ω <ω ,P good and almostȎ-soft, and assume
Proof. We show by induction on α < ω 1 simultaneously for all τ ∈ split(T σ (P ))
The set on the right-hand side is easily seen to have measure ≤ µ, by induction.
Note that ifQ ≤P ,Q andP good andP almostȎ-soft, and ∀σ ∈ ω <ω (Q σ ⊆ * P σ ), then HQ σ ⊇ HP σ for all σ ∈ ω <ω . Let us say an almostȎ-soft goodP isȎ-maximal iff wheneverQ ≤ * P good and ∀σ ∈ ω <ω (Q σ ⊆ * P σ ), then ∀σ ∈ ω <ω (µ(HQ σ ) = µ(HP σ )).
5.9. Observation. Given an almostȎ-soft goodP , there isQ ≤ * P such that ∀σ ∈
Proof. IfP is almostȎ-soft good and notȎ-maximal, then we can findQ ≤ * P so that ∀σ ∈ ω <ω (Q σ ⊆ * P σ ) and τ ∈ ω <ω so that µ(HQ τ ) > µ(HP τ ). Thus if there were noQ ≤ * P with ∀σ ∈ ω <ω (Q σ ⊆ * P σ ) which isȎ-maximal, we could construct a sequence P α ; α < ω 1 so that α < β impliesP
Equipped with these lemmata (as well as Lemma 5.3.) we are ready for the proof that cov(L) = κ in the last model. Assume λ < κ and N α ; α < λ is a sequence of MI-names for null G δ 's. LetȖ α n , n ∈ ω, be MI-names for open sets so that
n ". Given T ∈ MI we shall produce S ≤ T and a MI-namex for an object in 2 ω so that
Without loss T = ω <ω . Let Ȏ α ; α < λ be an enumeration of MI-names for all finite unions of the namesȖ α n . Letf α , α < λ, be the names for the corresponding functions (i.e. − MI "Ȏ α = n sf α (n) "). Using Lemmata 5.7. and 5.3. construct a ≤ * -decreasing sequence P α ; α ≤ λ of good sequences so that for all α < λ,P α isȎ α -soft. ThenP λ is almostȎ α -soft for all α < λ. Making another construction of length λ, if necessary, using 5.9. and (essentially) 3.6. (at limit steps), we can assume thatP λ isȎ α -maximal for all α < λ. Let f α be the function witnessing this; and let H We define the p.o. Q for shooting a Miller tree through S ′ := T (P λ ) and producing a name for a real. Conditions of Q are of the form p = (
is finite and closed under predecessors in split(S ′ );
(ii)B σ = B σ,0 , ..., B σ,n σ −1 where B σ,i ∈ B;
(iii) i < j < n σ implies B σ,i ⊇ B σ,j ;
(iv) τ ∈ P σ ∩ Σ and τ (lh(σ)) ≥ i imply i < n σ − 1 and B τ,j ⊆ B σ,i for any j ∈ n τ ; (v) if τ ∈ Σ is a final node (i.e. P τ ∩ Σ = ∅), then n τ = 1;
5.10. Main Lemma. Q is ccc.
Going over to stronger conditions, if necessary, we can assume there are Σ, n σ (σ ∈ Σ) and B σ,i (σ ∈ Σ, i ∈ n σ ) so that Σ β = Σ, n σ = n β σ and B σ,i = B β σ,i for all β < ω 1 (using M A ω 1 for the latter -see [Tr 1, Lemma 5.1.]). We have to find β < γ so that, letting
> 0 for all σ ∈ Σ; then p β and p γ will be compatible. This is not trivial, for we may have
. Fix i < k, and suppose ∆ i−1 has been constructed (where
For suppose not. Fix g ∈ ω <ω increasing and find {τ n ; n ∈ ω} ⊆ P λ σ i so that
. LetP * ≤P λ be defined by
λ . This shows (**).
Without loss there is n so that n β = n for all β
n for all β ∈ Γ (by (**)), and µ(B \ H
2 (by (***)). Given β ∈ Γ, we have (by (IV) in (♥))
Note that n∈lh(f α(Γ β ) (τ )) s f α(Γ β ) (τ )(n) ⊆ H α(Γ β ) τ ; thus for {β, γ} ∈ [Γ] 2 , (ii) For σ ∈Ŝ and i ∈ ω setB σ,i := ∩{B p σ,i ; p ∈ G}. ThenB σ,i is a closed (and non-empty) set of reals, i < j impliesB σ,i ⊇B σ,j , τ ∈ P σ ∩Ŝ and τ (lh(σ)) ≥ i implŷ B τ,j ⊆B σ,i for any j, and for any f ∈ [S], we have | f ↾n∈ŜB f ↾n,0 | = 1 (and this is still true for any branch of S in any larger model; thus the family {B σ,0 ; σ ∈Ŝ} can be thought of as a MI-name for a real).
(iii) ∀β < λ ∃n ∈ ω ∀σ ∈Ŝ ∀ ∞ i ∈ ω (B σ,i ∩ H ({(β,n)}) σ = 0).
Proof. (i) Use genericity and the fact that given p, σ ∈ Σ p and i ∈ ω, we can find find q ≤ p, τ ∈ P σ with τ (lh(σ)) ≥ i and τ ∈ Σ q .
(ii) Using genericity and the fact that given p, B p σ,i we can find q ≤ p so that B q σ,i is closed, we get closedness. The rest is easy.
(iii) By genericity it suffices to show that given p, β < λ, there are n ∈ ω and q ≤ p with (β, n) ∈ Γ q . To see this we use an argument similar to the one in the proof of 5.10. Let Σ p = {σ i ; i ∈ k}. UsingȎ α(Γ p ) -maximality ofP λ , find n i (i ∈ k) so that
, where B i = B σ i ,n σ i −1 (this is (**) in 5.10.). Let n > max i∈k n i . We set Γ q = Γ p ∪ {(β, n)}. Fix i ∈ k. As in 5.10. 5.12. Claim. S − MI "∀α < λ (x ∈N α )", wherex is the MI-name given by 5.11. (ii).
Proof. Suppose, by way of contradiction, that for some β < λ and some T ≤ S,
Choose n ∈ ω so that for some p ∈ G, (β, n) ∈ Γ p . Clearly T − MI "x ∈Ȗ β n =Ȏ α ", where α = α({(β, n)}). Find k ∈ ω and T ′ ≤ T so that
Let τ ∈ split(T ′ ) so that lh(f α (τ )) ≥ k + 1. Then T ′ τ − MI "x ∈ s f α (τ )(k) ⊆ H α τ " (+). Choose q ≤ p, q ∈ G so that τ ∈ Σ q . Then H Thus S andx satisfy ( * ), and Theorem 5.6. is proved.
Theorems 5.1. and 5.6. say that the behaviour of Miller forcing is rather similar to that of Cohen forcing: both preserve M A(σ-centered) and both collapse add(L) to ω 1 (cf the first paragraph of the Introduction for Cohen forcing). It seems that any "reasonable" forcing notion generated by a name for an unbounded real does the latter (compare this to Question 3.11.).
We believe that a similar argument as the one in part (d) above should yield the same result for adding a Laver real (and thus positively answer Question 3.7.). The main problem is that when definingȎ-softness (♥) we cannot require something corresponding to condition (IV) for Laver forcing; and thus we do not know whether the p.o. Q will be ccc in the Laver case.
We also note that it seems to be a general state of affairs that "reasonable" p. Of course one may investigate other related forcings as well -our choice was motivated by selecting forcings which have some effect on cardinal invariants when iterated.
An example which leaves all cardinal invariants small (and just increases 2 ω ) is iterated Sacks forcing. This seemingly corresponds to a result of Carlson's and Laver's [CL] that Sacks forcing may preserve the full extent of M A.
