Simulation is a key tool for computer architecture research. In particular, cycle-accurate simulators are extremely important for microarchitecture exploration and detailed design decisions, but they are slow and, so, not suitable for simulating large-scale architectures, nor are they meant for this. Moreover, microarchitecture design decisions are irrelevant, or even misleading, for early processor design stages and high-level explorations. This allows one to raise the abstraction level of the simulated architecture, and also the application abstraction level, as it does not necessarily have to be represented as an instruction stream.
INTRODUCTION
Computer architecture research and design are mainly driven by computer simulation, as the execution of a workload on a complex processor microarchitecture can hardly be modeled analytically, and prototyping every design point is prohibitively expensive. However, computer architecture simulation is a slow task: the simulation of a reference benchmark on a detailed model may take several weeks or even months. This fact is worsened with the switch to multi-core processor designs. The overall throughput of the host chip (i.e., the machine on which the simulator runs) is increased with every new generation, but single-thread performance, which is key for simulation tools, does not dramatically improve due to power constraints. Also, the target-(i.e., simulated-) architecture models are increasingly complex, as they have to include a growing number of cores, and the performance improvement of the host cores does not keep up with that complexity progression.
Researchers are conscious of this problem and have been proposing techniques to reduce simulation time. As an example, previous works have used sampling [Perelman et al. 2003; Wunderlich et al. 2003 ] to statistically choose a representative portion of the application, and provide the same insights as a full application simulation but in a much shorter time. Other works [Miller et al. 2009; Chen et al. 2009; Mukherjee et al. 2000 ] opt for parallelizing simulation to reduce a single-simulation time by running it on multiple threads. This is convenient for design stages requiring to quickly evaluate a single or few design points. Contrarily, when many parameters must be explored, running many serial simulations in parallel provides better simulation throughput.
Such techniques to reduce simulation time are useful for cycle-accurate simulators [Martin et al. 2005; Wenisch et al. 2005] . These simulators are fundamental tools for computer architecture research in order to understand the workload stress on microarchitectural structures, but their time-consuming operation limits their usability to exploring multi-cores with a few tens of cores. In general, cycle-accurate simulators are not suitable for simulating large-scale architectures, nor are they actually meant to be used for this.
Early high-level design decisions, or evaluations of the cache hierarchy, off-chip memory, or interconnect may not need such cycle-level understanding of the architecture, as microarchitecture decisions in those cases may be irrelevant or even misleading. As it is widely suggested by the research community [Yi et al. 2006 ; Bose 2011] , this fact opens the door to raising the level of abstraction of the core model, as is done in previous works [Genbrugge et al. 2010] . Furthermore, it allows to raise the level of abstraction of the application, as it does not necessarily have to be represented as an instruction stream. Most existing simulation tools are tied to this level of application representation: execution-driven simulators need to work with the application instruction stream for functional emulation, as well as trace-driven simulators that model the core pipeline details.
The idea of variable-grain simulation detail is already present in the literature and, in fact, many existing simulators nowadays offer several levels of abstraction. Most of these range from microarchitectural pipeline modeling, e.g., in-order and out-of-order cores; to emulation, or functional simulation. In this paper, we categorize simulation levels of detail and introduce a precise definition of different application abstraction levels. In this effort, we focus on the more "abstract" end of the spectrum, which is necessary for simulating large-scale architectures and where, to date, comparatively little work has been done. Based on the proposed abstraction level categories, we introduce two very high-level simulation modes that are faster than emulation, and that actually provide more insight. These are complemented with two more detailed simulation modes that provide as low-level modeling as instruction-by-instruction simulation. To benefit from having all four abstraction modes in the same tool, we have implemented all of them in TaskSim, a large-scale many-core simulation framework.
First, to raise the abstraction level beyond the instruction stream representation, we leveraged the representation of parallel applications employed in high-level parallel programming models such as OpenMP, Cilk [Blumofe et al. 1995] , and new-generation task-based programming models such as OmpSs , Intel TBB [Reinders 2007] or IBM X10 [Charles et al. 2005] . In such models, the complexity of parallelism management operations, such as scheduling and synchronization, are hidden from the programmer and, thus, completely decoupled from the application's intrinsic functionality. The resulting abstraction level considers computation periods as single atomic operations of a certain duration, and employs synchronization events and other parallelism related operations to carry out accurate simulations for application scalability analysis. To add more detail to this abstraction level, we extended it with explicit memory transfers. This simple extension allows accurate simulation of multi-core architectures using scratchpad memories, based on the fact that the computation on processing elements working on such local memories is independent of external events. Additionally, an intermediate level of abstraction incorporates traditional techniques from trace memory simulation [Uhlig and Mudge 1997; Lee et al. 2010 ] to provide fast and accurate simulation of the memory system.
The different TaskSim abstraction levels are compared to the ones in existing computer architecture simulation tools in terms of simulation speed and level of detail. Also, we evaluate their utility and accuracy, and analyze their trade-offs between simulation speed and model detail. The purpose is not to promote any simulator, since they complement each other, as it happens in multi-stage simulation methodologies [Gonzalez et al. 2011] ; but to show the advantages of using very high levels of abstraction above the instruction level, and to show the benefits of having them together with low levels of detail in the same tool.
The contributions of this paper are fourfold.
-We present a definition of different application abstraction levels and a discussion on their usefulness for the simulation of multi-core architectures. Section 2 introduces the concepts involved in the different application abstraction levels based on the representation of parallel applications. -We describe the different architecture model abstractions implemented in TaskSim based on the previous definition of application abstraction levels. Section 3 explains the different architecture model abstractions in TaskSim and provides details on their implementation and use. -We characterize the different abstraction levels available in popular computer architecture research simulators in terms of simulation speed and simulation detail. Section 4 describes the different abstraction levels in Simplescalar [Austin et al. 2002] , Simics [Magnusson et al. 2002] (along with its timing module GEMS [Martin et al. 2005]) , and gem5 (which is the merge of M5 [Binkert et al. 2006] and GEMS); and presents an evaluation of their trade-offs between simulation speed and simulation detail along with the abstraction levels presented in this paper. -We evaluate the utility and accuracy of the different architecture model abstractions in TaskSim. Several experiments are shown in Section 6 to evaluate the different TaskSim model abstractions.
APPLICATION ABSTRACTION LEVELS
Historically, various high-level simulators [Mukherjee et al. 2000; Badia et al. 2003; Tikir et al. 2009 ] have used event-driven simulation to achieve early design decisions and high-level insights for architectures which cycle-accurate simulation was unfeasible. An example of this kind of high-level computer architecture simulators is Dimemas [Badia et al. 2003 ]. It models distributed-memory clusters with up to thousands of cores, and its main target is parallel application analysis. Dimemas simulations mainly focus on reflecting the impact of different cluster node configurations and interconnection qualities on MPI communications. As different processes in an MPI application execute on different nodes that do not interfere among each other, only MPI communication has to be modeled for a proper network contention simulation. Thus, Dimemas abstracts the application computation on a processor core, as computation periods of a certain duration, and then accounts for all MPI calls for the modeling of communications, synchronization and data transfers. Figure 1 (a) shows the timeline of an MPI application. The application is divided into computation and communication periods, both referred to as bursts. On the right of the timeline, a sample of a Dimemas trace is shown. The contents of a Dimemas trace follow the aforementioned application structure: computation bursts are expressed as CPU events, and there is a specific event for each MPI call (e.g., MPI send, MPI recv).
For the simulation of smaller systems like a multi-core chip or a shared-memory node, the Dimemas approach is not appropriate. Different threads in a shared-memory application make use of common resources to access the shared address space, although they execute on separate cores. In that case, the level of abstraction must be lowered to be capable of observing the internals of the computation in shared-memory applications, or between inter-process communications in MPI applications.
In order to represent computation at that shared-memory level, applications can be expressed as in high-level programming models such as OpenMP, Cilk [Blumofe et al. 1995] , and more recent task-level programming models such as OmpSs , Intel TBB [Reinders 2007] or IBM X10 [Charles et al. 2005] . In these models, the internals of the parallelism-related functionalities, including scheduling and synchronization, are hidden and just exposed to the programmer or compiler through an API that will be invoked at runtime. Therefore, the user just has to focus on coding the intrinsic application behavior and, in some cases, annotating the resulting sequential code, or, in others, calling the necessary routines for parallelism-related operations. This strategy ends up completely decoupling the intrinsic application behavior, which is independent of the sequentiality or parallelism of the actual implementation, from the parallelism-management code, which is, in fact, encapsulated in the associated runtime system software.
Figure 1(b) shows the timeline of a task-based parallel application, which could also be part of an MPI application, as it occurs in the Roadrunner supercomputer [Barker et al. 2008 ] and other systems featuring GPGPUs. As for Dimemas, computation bursts are expressed as single CPU events, and are interleaved with synchronization and other parallelism-management operations, and, additionally, explicit memory transfer operations (for distributed-memory multi-cores), which all determine the execution interleaving on different threads. Using this approach, different tasks can be assigned to different cores during simulation, as long as they maintain the synchronization semantics expressed in the trace. For instance, a new task cannot start executing on an available core until it has been created and scheduled. Similarly, a task cannot start until its input data set is available for access. In the example in Figure 1 (b), Core 1 creates and schedules tasks (gray phases), and cores from 2 to 4 execute those tasks (phases between dark gray) as they are being created by Core 1.
This level of abstraction is appropriate for quickly evaluating application scalability: whether an application can make use of an increasing number of cores; and memory bandwidth requirements: whether data is transferred fast enough to cores to avoid slowdowns. It is worth highlighting that, for accelerator-based systems where computation cores work on non-coherent scratchpad memories (e.g., GPUs, embedded), this abstraction level includes all information required for an accurate evaluation of the memory system. Since such accelerators only access data in their scratchpad memories, the computation is not affected by any other components in the system. This means that, as long as the accelerator core and scratchpad memory features remain unchanged, modifications to the rest of the memory system and the interconnection network will not affect the accelerator computation delay. Thus, modeling data transfers between off-chip memory, or last-level cache (if any), and scratchpad memories is sufficient for an accurate simulation.
However, for cache-based architectures this approach has, as is intended, some limitations in favor of simulation speed. The level of abstraction must be lowered to simulate cache-based architectures accurately, so the memory system is stressed with the memory accesses performed by the application. Figure 1 (c) shows a list of memory accesses corresponding to a specific chunk of computation. This kind of representation was widely used by trace memory simulation methods [Black et al. 1996; Uhlig and Mudge 1997] that benefited from trace reduction techniques (e.g., trace stripping [Puzak 1985; Wang and Baer 1990] ) to speed up simulation. More recently, some works [Lee et al. 2009; Lee et al. 2010] have proposed simulation techniques to accurately simulate the performance of in-order and out-of-order cores using memory access traces at this level of application abstraction.
Additionally, when it is necessary to explore microarchitectural issues concerning the core execution pipeline, or a more detailed understanding of the application execution is required, the simulated application needs to be represented at the instruction level. Figure 1 (d) shows a list of instructions pertaining to a computation burst. This is the lowest level of representation of an application, and it is the one used in executiondriven simulators, such as Simics or gem5, and in many trace-driven simulators, such as IBM's Turandot [Moudgill et al. 1999] . As previously mentioned, this representation level allows the understanding of detailed activity on the microarchitecture, but prevents the exploration of large-scale multi-cores due to its time-consuming operation.
ARCHITECTURE MODEL ABSTRACTIONS
The application abstraction levels shown in Figures 1(b) , 1(c) and 1(d) are employed to implement several architecture model abstractions in TaskSim. To work with such application abstraction levels, we found appropriate the use of event-driven simulation and the employment of traces for all levels, so functional emulation is not required at simulation time, and the application can be actually abstracted beyond the instruction stream level. This has some limitations, as having to manage potentially large trace files. Also, traces cannot capture timing-dependent behavior (e.g., varied I/O timing when modeling I/O components), and cannot capture wrong-path instructions for precisely simulating the effects of speculation on branch mispredictions.
Another drawback of trace-driven simulation is its limitation for appropriately simulating multithreaded applications, as the execution interleaving on different threads may vary across different architecture configurations, which is not possible to reproduce at simulation time if the application behavior was statically captured in traces. We employ the approach presented in a previous paper [Rico et al. 2011] to overcome this issue and be able to simulate the execution of multithreaded applications on the many-core architectures of interest (see Section 3.1 for more details on this method).
The use of traces also has some advantages over execution-driven simulation. For instance, trace-driven simulation provides more flexibility, due to supporting different ISAs without the need of recompilation. Also, it has much lower memory requirements because it does not need to manage application data; and allows working with available application traces, for which sources may not be accessible due to licensing issues. However, the main advantage for this work is the possibility to simulate at different application abstraction levels and also the capability of improving the already high simulation speed using event-driven simulation optimizations.
The different application abstraction levels allow the establishment of four architecture model abstractions as follows. The application abstraction level in Figure 1 (b) gives the basis for a mode that only accounts for computation bursts and synchronizations, referred to as burst; and to a second mode that extends burst with explicit memory transfers, referred to as inout. The abstraction level shown in Figure 1 (c) is employed in the mem mode of TaskSim for trace memory simulation; and, lastly, the application abstraction in Figure 1 (d) is used to provide the instr mode for instruction-level simulation.
The burst mode operates on a set of cores that just execute the computation bursts assigned to the associated threads, and carry out their synchronization through the parallelism-management operations in the trace. Therefore, simulation of the memory system and core pipeline is not necessary, so they are not even present on simulations in burst mode. However, for all other modes (inout, mem and instr), the cache hierarchy, network-on-chip and off-chip memory are simulated for a proper timing of memory accesses. More details on the implementation of these four architecture abstractions are given in the following sections.
Burst Mode
The burst mode implements a fairly simple event-driven core model. There is one trace for the main task, corresponding to the starting thread in the program, and then one trace for every other task executed in the application.
1 A task trace includes all computation bursts as CPU events, and the required synchronization events for a correct parallel execution. Since different tasks have separate traces, they can be individually scheduled to available cores. The parallel work scheduling can be done either fixed or dynamic. The difference is that fixed scheduling follows the same order as in the original run, while dynamic scheduling employs an external runtime system to re-execute scheduling for the simulated architecture, as is explained later. For fixed scheduling, as soon as a task is created and scheduled, any available core can start its execution. This mechanism is implemented using a semaphore-like strategy, i.e., signal and wait operations. After a task creation burst, a signal event unblocks the execution of the corresponding task, which is assigned to a core as soon as it becomes free.
The same signal-wait mechanism allows the simulation of thread synchronizations such as task wait (waiting for all previously-created tasks), wait on data (waiting for a producer task to generate a piece of data) and barriers.
The trace format for the burst mode using fixed scheduling includes the following event types.
-CPU indicates the beginning of a computation burst. It includes a computation type id and its duration in nanoseconds. -Signal/Wait is used for thread synchronization. It includes a semaphore id.
The core model using this trace format operates as follows. One of the simulated cores starts simulation by reading the first event in the main task trace. Computation-burst events are then processed by adding their duration to the current cycle value in the target architecture (a ratio can be applied to burst durations to simulate different core performance levels). The rest of the cores in the system start idle, and wait for tasks to be created and scheduled. Whenever a signal event for task creation is found in the main task, any idle core can start the corresponding task execution. The core taking the new task becomes active, and starts processing its events.
For simulations using dynamic scheduling, TaskSim adopts the approach presented in a previous work [Rico et al. 2011] . The simulator employs an interface to a runtime system that executes the parallelism-management operations for the application "running" on the simulated machine. In this case, the Signal and Wait event types are not necessary, and the trace includes, instead, the calls to the appropriate runtime system operations. When runtime call events are found in the trace, the runtime system is invoked to execute them, and perform the corresponding scheduling and synchronization operations. These operations are executed based on the state of the simulated machine, and task execution is simulated according to the decisions made by the integrated runtime system software. More information about this method can be found in the associated publication [Rico et al. 2011] .
Inout Mode
The inout mode builds on top of the burst mode to provide precise simulation of multicore architectures using scratchpad memories (non-coherent distributed shared memory systems). As previously mentioned, the execution of a core accessing a scratchpad memory is not affected by the features of other elements in the system. The access to a scratchpad memory is deterministic, and the core will only be delayed on eventual synchronizations with explicit memory transfers between the scratchpad memory and the cache hierarchy levels, or off-chip memory.
The trace format of the burst mode is enriched with specific events that indicate the initiation of explicit memory transfers (e.g., DMA), and the synchronization with their completion before bursts reading that data.
-DMA is used to initiate an explicit memory transfer (includes the data memory address, size and a tag id). -DMA wait is used to synchronize with previously initiated memory transfers (includes tag id).
The application simulation in inout mode works as in the burst mode but, when a DMA event is found, that core sends the proper commands to program the memory transfer in the corresponding DMA engine. The simulation of that memory transfer takes place in parallel with the processing of computation bursts. Then, on a DMA wait event, the core stalls until it receives acknowledgement of the completion of the corresponding memory transfer.
The core model in both burst and inout modes is intentionally simplistic. To avoid the slow detailed simulation of pipeline structures, the target core is assumed to feature the same characteristics as the underlying machine on the traced execution (or a relative performance using ratios for computation bursts). Despite this simplicity, the isolation of computation on cores with scratchpad memories results in accurate memory system and interconnection network evaluations that, for large target acceleratorbased architectures, complete in a few minutes, as is shown in Section 6.2.
Mem Mode
For appropriately stressing the cache hierarchy elements and off-chip memory on cachebased systems, the mem mode considers the memory accesses performed by the application. The burst mode is extended to add trace memory simulation to the computation bursts in the target application. For each computation burst, a trace of all corresponding memory accesses is captured and a link 2 to the resulting memory access trace is included in the associated CPU event. Then, at simulation time, when a CPU event is processed, the computation burst duration in the trace is ignored, and the corresponding memory access trace is simulated instead.
The trace formats of trace memory simulation works in the 80s and early 90s, included just the memory accesses, as the timing of the computation core was not considered, and only the cache and memory system was simulated. However, in order to model the core performance, the memory access trace also includes the number of non-memory instructions between memory accesses, thus leading to a trace format analogous to the one presented in a previous paper [Lee et al. 2010] . The records in the trace include the following information related to each memory access: -access type: Load or Store, -virtual memory address, -access size in bytes, -number of instructions since the previous memory instruction.
This information is employed in the core model to simulate the performance of an outof-order core by modeling the re-order buffer (ROB) structure; a technique introduced in a previous paper [Lee et al. 2009] , and referred to as ROB Occupancy Analysis. Using this method, the simulation runs as follows. When the simulated core reaches a CPU event, it starts processing the associated memory access trace referenced by the event record. It reads the first memory access in the trace, increases the cycle value by the number of previous instructions factored by a given CPI value, and generates the memory access that is sent to the first-level cache. Simulation keeps processing the following memory accesses in the trace in the same manner, allowing several concurrent memory accesses in flight. However, to avoid performance overestimations and account for resource hazards, simulation considers the limitation imposed by the ROB size. For every memory access, the associated number of previous instructions and the memory instruction itself, are stored in the ROB. Then, when the ROB is full, no more trace records are processed, and only the memory accesses in the ROB are allowed to be concurrently accessing the memory system. Then, when a memory access has completed, the corresponding ROB entries are freed, and if there is enough space, the next memory access in the trace is processed.
This technique assumes that all memory references are independent. However, for many applications, data dependencies may be the primary factor limiting memory-level parallelism. Memory access traces can then be enriched with data dependencies and only allow independent accesses to be sent in parallel. This extension would provide a closer approximation to instruction-level simulation, and, although it is not yet included in the results shown in this paper, it is expected to add some complexity to the tracing procedure, but hardly affect simulation time. The tracing tool must tag memory references and track the dependency chains while, during simulation, it just requires to check if the tag of the preceding dependency has completed.
This method is, in any case, faster than working at the instruction level, but we further speed up simulation by applying trace stripping [Puzak 1985; Wang and Baer 1990] to TaskSim memory access traces. This technique consists of simulating the memory access trace on a small direct-mapped filter cache, and only storing misses and the first store to every cache line (only required for the simulation of write-back caches). The resulting traces experience reductions in size of up to 98%, depending on the application, and will perform the same number of misses as the original trace on simulations of caches with a number of sets equal or larger to the number of sets of the filter cache. A limitation of this technique is that the cache line size of the simulated architecture must be the same that was used in the filtering process for the filter cache.
The results in later sections show that this architecture model abstraction provides a high simulation speed that is 18x faster than simulating at the instruction level.
Instr Mode
In order to simulate core activity more accurately on systems with caches, the instr mode extends the burst operation mode to allow the employment of instruction traces for computation bursts, similarly to the extension applied for the mem mode. The instruction flow is captured at tracing time using PIN [Luk et al. 2005 ], a dynamic binary instrumentation tool, and an instruction trace file is generated for every computation burst. Then, as for the mem mode, the CPU event format is extended to include an extra field for storing a reference to the corresponding instruction trace.
The core model in instruction mode operates exactly as in burst mode, but the duration of CPU events is ignored, and the corresponding instructions are simulated instead. There are many ways to encode an instruction trace but, in general, they require the inclusion of the following information for every instruction:
-operation code, which can be more or less generic depending on the target ISA and the detail of the core model (e.g., arithmetic rather than the specific instruction opcode); -input and output register lists; -memory address (and data size): for memory instructions; -next instruction: for branch instructions.
This mode allows a detailed core simulation. Obviously, the more accurate the core model, the longer the simulation takes to complete. In TaskSim, different instructionlevel core models can be used, and even switched from one to another at simulation time, as described in the next section. Table I shows a summary of the presented simulation modes. This includes their applicability to different architecture types or software domains and their usability for computer architecture studies. The burst mode allows to evaluate application scalability and, when it works integrated with a runtime system (as described in Section 3.1), it also provides a framework to perform runtime system evaluations, e.g., scheduling policies. On top of these features, the inout mode allows to evaluate the memory system and interconnection network designs, and it is accurate for scratchpad-based architectures. The mem mode provides support for the evaluation of the memory system and interconnection, as well as the inout mode, and also allows to analyze the design of the cache hierarchy components. On top of this, the instr mode additionally provides support for evaluating the microarchitecture of the core pipeline structures. Table I also shows an estimate of the simulation modes speed to give an idea of the simulation speed -detail trade-offs. Nevertheless, these trade-offs are more thoroughly evaluated in Section 4. It is worth mentioning that TaskSim allows to switch between different levels of abstraction for different computation bursts along a single simulation. This is very useful to quickly traverse initial phases of an application in burst/inout mode (similarly to fast forwarding in some sampling-based simulation methodologies), and then execute the computation bursts of interest (e.g., SimPoints [Perelman et al. 2003 ]) in mem or instr mode.
SIMULATION SPEED-DETAIL TRADE-OFF
Computer architecture simulators often provide several levels of abstraction with different simulation speeds and levels of detail. Having different abstraction levels is beneficial, not only due to having a faster (usually higher level) or more accurate simulation (usually lower level), but because each of them allows the researcher to reason about certain aspects of the design.
We have chosen three of the most popular computer architecture research simulation tools to analyze their trade-offs between simulation speed and simulation detail for their different levels of abstraction. The first is Simplescalar [Austin et al. 2002] . It became very popular during the early 2000s due to its execution-driven nature, and still nowadays is used for single-processor simulations, many of them being part of reliability studies. The second is Simics [Magnusson et al. 2002] , and its timingmodule GEMS [Martin et al. 2005] . Simics has been, and still is, largely used in academia for multi-core research even though its primary target is software development. It performs full-system simulation to run unmodified operating systems at a functional level, and provides an interface to incorporate modules for time accounting. One of the most popular timing modules is GEMS, which incorporates Ruby -a component to simulate multi-core and multi-chip memory systems including cache hierarchy, memory controllers, off-chip memory modules and interconnection network. GEMS also includes a detailed out-of-order processor model, referred to as Opal. The third studied simulator is gem5, which is the merge of M5 [Binkert et al. 2006] and GEMS. The gem5 simulator performs full-system simulation and is gaining popularity due to its open source nature (contrarily to the commercial licensing of Simics). It can also work in system-call emulation mode which, for simplicity, is the mode analyzed in this section. All three simulators are execution-driven, and thus rely on being provided with the executable binary files of the application. This leads them to work at the instruction level of abstraction (Figure 1(d) ), but they still provide several levels of model abstraction, ranging from the highest level being functional emulation, and, the lowest, the simulation of the core pipeline structures. All abstraction levels in Simplescalar, Simics+GEMS and gem5 are compared to the ones presented in this paper in terms of simulation speed and modeling detail. As a first observation, the instr level in TaskSim considers the instruction stream of the application as well, but mem, inout and burst benefit from a higher-level abstraction of the application representation to provide higher simulation speeds while still being insightful for different purposes. Table II includes the different abstraction levels and performance of the simulators considered in this study. The results were extracted from executions on an Intel Xeon running at 2.8GHz, with 512MB of L2 cache, 2GB of DRAM at 1333MT/s and running a 32-bit Linux distribution. For each application, simulations were repeated four times, and the fastest was taken for all abstraction levels in order to avoid interference due to operating system activity. All simulators were configured to simulate a single processor, which is the fastest configuration in all cases, since the addition of simulated cores usually leads to a superlinear degradation in simulated cycles per second. A set of scientific applications, listed in Table IV , were used for these experiments, all compiled with gcc, -O3 optimization level and cross-compiled for PISA (Simplescalar), SPARC (Simics), Alpha (gem5) and x86 (TaskSim). The x86 binaries were executed on the aforementioned system to generate traces for the different abstraction levels of TaskSim.
The different abstraction levels of Simplescalar in this study are sim-fast, which just performs functional simulation supported by system-call emulation; sim-cache, which just simulates the first-and second-level caches with immediate update and a fixed latency for L2 cache misses (off-chip memory accesses); and sim-outorder, which adds to sim-cache the simulation of an out-of-order processor pipeline. The three levels of abstraction correspond to the different binaries generated when compiling the Simplescalar distribution sources.
The highest abstraction level of Simics is its standalone execution (no timing modules, -fast option) for functional simulation. The second level is the incorporation of the GEMS Ruby module, set up for a MOESI CMP token configuration; and the lowest level is the addition of the Opal module. We could have also included an intermediate simulation setup including Opal but not Ruby. However, detailed modeling of processors' pipelines without a model for memory hierarchy does not, in our opinion, provide any additional insight because other simulators do not contain any similar level of abstraction.
As previously mentioned, gem5 is configured to run in system-call emulation mode, and to support the Alpha ISA. The different abstraction levels provide functional simulation (func: no flags are specified); the simulation of the cache system (cache: --caches --l2cache --timing); the addition to cache of an in-order processor pipeline model (inorder: --caches --l2cache --inorder); and the addition to cache of an out-of-orderprocessor pipeline model (ooo: --caches --l2cache --detailed). The TaskSim architecture model abstractions were discussed in depth in Section 3.
The second column in Table II shows the simulation speed of the different abstraction levels in kilo-instructions per second, and the third column shows the ratio of the simulation speed versus the fastest mode in the same simulator. The values shown are the average of all applications. As expected, as the level of abstraction is lowered, simulation gets slower. However, simulation speeds significantly vary between simulators due to their different simulation approaches: execution-vs. trace-driven, full-system vs. system-call emulation; and their different levels of modeling detail, e.g., Ruby, gem5 and TaskSim model the off-chip DRAM memory operation in detail, while Simplescalar applies just a fixed latency to L2 cache misses. The differences between the various functional modes of the execution-driven simulators are quite significant. The speed of functional emulation in Simics is noticeably boosted with respect to other levels of abstraction due to its software development target. Even though Simics simulates fullsystem, it is actually faster than sim-fast, whose model is much simpler. Contrarily, gem5 functional mode is much slower even in system-call emulation mode as, in this case, the target is architecture simulation.
The abstraction levels modeling the core pipeline details and memory system are the slowest in all simulators and their speed ranges from 14 KIPS for Ruby+Opal, which implements a very detailed model, to 1,062 KIPS for Simplescalar which, apart from being not so complex, also benefits from sitting on a simple memory system model. It is remarkable that the inorder model of gem5 is actually slower than the out-of-order model which, intuitively, should not be the case, since an out-of-order core model is more complex. This fact has been consistently found across different applications and different environment setups of gem5.
The forth column shows the ratio to the execution of the application on the host machine. It must be noticed that the comparison of simulation speed between different simulators does not match the comparison of their ratio to native execution. This is because different simulators employed binaries compiled for different architectures that required different numbers of executed instructions to complete.
It is worth highlighting that the TaskSim burst mode can be faster than native execution, as was found for the applications in this study, and is 128x faster than the fastest functional mode. This makes sense, as the speed of the burst mode depends on the number of events captured in the trace. In this case, the applications were compiled for task-parallel execution and simulated on a single processor, which is useful for the sake of comparison, but the burst mode is more interesting when simulating parallel systems, as is shown in the experiments in Section 6.1. The rest of the modes in TaskSim simulate the memory system, which slows down simulation in favor of simulation detail. The inout mode benefits from the aforementioned isolation of execution on accelerators to get a high simulation speed, only 25x slower than native execution, as only explicit memory transfers have to be simulated. Finally, the mem mode provides an 18x speedup compared to the instr mode. Among the rest of abstraction levels that only simulate the memory system, only sim-cache is faster, which, as previously mentioned, uses a simple model for caches and does not simulate the off-chip memory.
SIMULATION SETUP
In this section, we provide details about the simulation setup for the experiments that evaluate the levels of abstraction of TaskSim in Section 6, and review some of the features of the TaskSim simulation environment to better understand the results.
One of the aspects that ease the implementation of different architecture abstraction levels in TaskSim is modularity. TaskSim employs an in-house simulation infrastructure that allows the description of the target architecture as a set of modules and its connections. This functionality eases the independent modeling of different architecture components thanks to their strict modular encapsulation.
As previously mentioned, the core microarchitecture model in TaskSim is intentionally simplistic (as described in Section 3). Instead, the modeling effort is devoted to the memory system -cache hierarchy, scratchpad memories, and off-chip memory-and the interconnection network. To provide a sense of the level of modeling detail in the memory system and interconnection network, a list of the main configuration parameters is shown in Table III . The first level caches are core-private, but shared caches in higher levels of the hierarchy can be split into several banks that can be configured with two different data placement policies [Vega et al. 2010] : data replication, and data interleaving. The interconnection network topology depends on the target architecture model. The current TaskSim default network module models a customizable all-to-all interconnection with configurable link latency and bandwidth, and maximum number of outstanding transfers. Memory controllers and off-chip memory modules are modeled in a high level of detail to mimic the features of DDR2 and DDR3 DRAM DIMMs.
As it is common in simulators using discrete-event simulation, only the cycles where there is any kind of activity are simulated [Jefferson and Sowrizal 1982] . Thus, in TaskSim, idle cycles are skipped, and in cycles with activity, only the modules involved in that activity are actually executed.
Having this infrastructure, TaskSim allows to compose different architectures reusing a common set of modules. Figure 2 shows three examples of target architectures depicted in terms of modules and connections, which are employed in the experiments in Section 6. The first case, in Figure 2 , is an SMP configuration with three levels of cache, with a configurable number of cores, L3 cache banks, memory controllers and memory modules. This configuration is employed in Sections 6.1 and 6.3.
The example in Figure 2 is a model of the STI Cell/B.E. processor [Kahle et al. 2005] . In this configuration, the L1 and L2 caches are configured to mimic the ones available for the Cell/B.E. PPU, the interconnection network module was adapted to provide the same bandwidth and latency as the Element Interconnect Bus, the scratchpad memory (LM) modules were configured as Local Stores, and the DMA engine module was modified to work as the Memory Flow Controller.
The third example, in Figure 2 , is the SARC project architecture [Ramirez et al. 2010] . A two-level hierarchical network connects the computation cores in the system to a three-level cache hierarchy and a set of memory controllers giving access to off-chip memory. The several last-level cache (L3) banks are shared among all cores, and data is interleaved among them to provide maximum bandwidth. The L2 banks are distributed among different core groups (clusters) and their data placement policy can be configured to optimize either latency (data replication), or bandwidth (data interleaving). Each core has access both to a first-level cache (L1), and to a scratchpad memory (LM). To have deterministic quick access to data, applications may map a given address range to the LM, thus avoiding cache coherence issues. A mixed cache controller and DMA engine manages both memory structures (L1 and LM), and address translation. The STI Cell/B.E. and the SARC architecture configurations are employed in Section 6.2. For the experiments in the next sections, we use the set of scientific task-parallel applications listed in Table IV . The table includes the total number of spawned tasks, and the average task duration. The applications written in the OmpSs programming model are compiled with the Mercurium source-to-source compiler [mer 2011 ] to generate parallel code that employs the NANOS++ [nan 2011] runtime system as the underlying library managing parallelism. The OmpSs applications are instrumented to generate traces for the different abstraction levels of TaskSim following the methodology presented in a previous paper [Rico et al. 2011] . Simulations using these traces employ the dynamic scheduling approach described in Section 3.1.
The FFT3D application is also compiled with the Mercurium compiler, but to use the CellSs runtime system [Bellens et al. 2006] . In this case, the fixed scheduling approach, also described in Section 3.1, is the one employed for simulation.
EVALUATION

Application Scalability Evaluation using Burst
The experiments in this section show the validation of the burst mode for evaluating application scalability. Simulations are compared to real executions on a 16-core SMP Linux box with four quad-core Intel Xeon E7310 chips running at 1.6GHz, and 16GB of DDR2-667 memory. The applications are first run natively on the real system for different numbers of threads ranging from 1 to 16. Execution time is measured for the computation section, avoiding the initialization part of the application. The executions are repeated four times and the shortest is taken to avoid interference due to operating system activity. Then, the applications are run with instrumentation to generate traces for the burst mode. Using those traces, we perform simulations also ranging from 1 to 16 threads. Figures 3 and 3 show the scalability on the real machine and on the simulated platform. As can be seen, the scalability obtained from the simulator is close to the results on the real system. Figure 3 shows the absolute percentage error of the execution time of all applications and different numbers of threads. The difference in execution time between simulation and native execution is in all cases below 8%, and part of that is due to instrumentation overheads to generate the trace, which do not occur in native executions.
Furthermore, we show the projection of scalability for larger systems. Figure 3 shows the scalability of the evaluated applications for architecture configurations with larger numbers of cores up to 256. The dotted rectangle contains the numbers already shown in Figure 3 , in which the applications scale well. However, none of them scales beyond 32 processors. Simulation results show that performance is limited in those cases by the rate at which tasks are generated, a problem that has been also found in previous works [Rico et al. 2009 ]. Task-based applications following a master-worker scheme, have a master thread that generates tasks and a set of worker threads that execute them. If the task generation rate of the master thread is not fast enough to keep up with the workers task completion rate, workers will be idle waiting for tasks. The cores are then underutilized, and application performance does not scale. In this case, the effect starts occurring at 32 processors, and it is limiting performance for 64 and beyond. Our simulations show that, in order to scale beyond 32 and 64 cores, these applications would require to be tuned by enlarging the task granularity or adopting a parallel task generation scheme with several master threads.
As the experiments show, the burst mode is useful and accurate for scalability studies and application analysis. Furthermore, it allows to perform these explorations very fast. The simulations in this section were completed in a few minutes, as the actual simulation was, in all cases, even faster than native execution.
Accelerator-Based Architecture Evaluation using Inout
In this section we introduce a set of experiments using the inout mode of TaskSim. Figure 4 shows several timelines of a Fast Fourier Transform (FFT) 3D application. Figure 4(a) is the real execution on a Cell/B.E. processor. Periods in gray represent computation phases, and periods in black represent time spent waiting for data transfers to complete. The application first performs an FFT on the first dimension of a 3D matrix. FFT execution is computation-bound, so it is dominated by computation time (gray). After the first FFT, it performs a transposition. The matrix transposition execution is memory-bound, so it is dominated by waiting time (black). After the transposition, it performs another FFT but on the second dimension, followed by a second transposition, and, finally, another FFT on the third dimension. The five application stages are clearly identifiable in the timeline. The second transposition takes much longer than the first one, because data is accessed following a different pattern, which does not efficiently use the available off-chip memory bandwidth.
Figure 4(b) shows the timeline of the simulation in TaskSim using the inout mode with a Cell/B.E. configuration (Figure 2(b) ). As can be seen, the inout mode is able to Fig. 4 . Inout mode experiments on scratchpad-based architectures using an FFT 3D application: (a) execution on a real Cell/B.E., (b) simulation of a Cell/B.E. configuration, (c) simulation of a Cell/B.E. configuration using a 128-byte memory interleaving granularity, (d) simulation of a 256-core SARC architecture configuration using a 4KB interleaving granularity, and (e) simulation of a 256-core SARC architecture configuration using a 128-byte interleaving granularity. Light gray show computation periods and black shows periods waiting for data transfer completion.
closely reproduce the behavior of the real system. In Figure 4 (c), the same simulation takes place but the off-chip memory data-interleaving granularity is set to 128 bytes instead of the default 4 Kbytes in the real Cell/B.E. processor. The time to complete the second transposition is then greatly shortened, resulting in a delay similar to that of the first transposition. This is because, using a 128-byte interleaving scheme, several DIMMs are always accessed in parallel in both transpositions, thus achieving close to peak bandwidth efficiency, and getting a 30% reduction in total execution time.
In Figure 4 (d) and Figure 4 (e), the same simulations (4KB and 128B interleaving granularities respectively) are carried out using a 256-core configuration of the SARC architecture (Figure 2) excluding the L1 caches. Computation is now spread among many more units, thus reducing the total execution time from 137ms to 22ms. Also, there is much more pressure on the memory system due to more cores concurrently accessing data. Because of this high memory congestion, there is no significant difference between the time taken by both transpositions despite the different access patterns. However, the 4KB scheme still cannot make an efficient use of memory bandwidth. The 128B scheme achieves much higher efficiency, and thus leads to a 67% reduction in total execution time. This experiment shows that the problems suffered in small-scale architectures are not necessarily the same as those in large architectures. Also, the potential solutions do not have the same effect at different scales, so the detailed simulation of small architectures is not sufficient for the exploration of future large architecture designs.
The experiment also shows the potential of the inout mode to quickly obtain an understanding of the application behavior on different memory system and interconnection network configurations for scratchpad-memory-based architectures. It must be noticed that each 256-core simulation shown in this section required approximately three minutes to complete on an Intel Core2 T9400 running at 2.53GHz.
Memory System Evaluation using Mem
The following experiments show the error incurred by using trace memory simulation with stripped traces in the mem mode. We simulate the SMP architecture in Figure 2 in both mem and instr modes. The architecture is configured with 4 and 32 cores, and using two different interleaving granularities for main memory: 4KB and 128B. Figure 5 shows the percentage difference of the number of misses between the two modes using Cholesky. The number of misses is summed for all caches in the same level across the architecture. As is expected, the error in the L1 is small despite the use of stripped traces. However, for the L2 and L3 levels, the error is much higher, as the trace stripping algorithm does not account the effects on shared caches for parallel execution on multi-cores. In any case, the error is consistently below 17% for the different numbers of cores and hardware configurations.
For the sake of comparison, we also repeated the simulations in this section using non-stripped memory access traces. The maximum error in this case is 3%, thus showing the inaccuracy incurred when using trace stripping. That sets once again a trade-off between simulation speed and accuracy. On an Intel Xeon E7310 at 1.6GHz, simulations with full traces were 2x faster than instruction-level simulation, while the ones using stripped traces (with an 8KB filter cache) were around 20x faster, which is consistent with the results in Section 4.
CONCLUSIONS
In this paper we have analyzed the use of multiple levels of abstraction in computer architecture simulation tools as a base for simulating large-scale architectures. As part of this analysis, we have characterized the levels of abstraction in existing simulation environments. In simulators requiring target applications to be represented as an instruction stream, the highest level of abstraction is functional emulation, which has been shown to be more than 100x slower than native execution for the highly optimized Simics platform.
Also, we presented a definition of multiple application representations that are more abstract than an instruction stream, and several simulation modes implemented in TaskSim based on these representations. The two highest-level modes in TaskSim, burst and inout, have been shown faster than native execution and 25x slower, respectively, while being more insightful than functional simulation. The burst mode has been proven useful and accurate for scalability studies and application analysis, with an error below 8% compared to native execution. Also, we tested the utility and accuracy of the inout mode for architectures employing scratchpad memories. The inout mode has been validated against a real Cell/B.E. chip, showing close performance behavior, and it is capable of simulating up to 256-core configurations in less than three minutes. Finally, we revisit trace memory simulation techniques that are incorporated in TaskSim to provide an 18x speedup over instruction-level simulation with a maximum error of 17% on the simulation of the cache hierarchy and memory system.
