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18 ON THE CONDITION NUMBER THEORY OF THE EQUALITYCONSTRAINED INDEFINITE LEAST SQUARES PROBLEM
SHAOXIN WANG∗, HANYU LI† , AND HU YANG‡
Abstract. In this paper, within a unified framework of the condition number theory we present the explicit
expression of the projected condition number of the equality constrained indefinite least squares problem. By setting
specific norms and parameters, some widely used condition numbers, like the normwise, mixed and componentwise
condition numbers follow as its special cases. Considering practical applications and computation, some new compact
forms or upper bounds of the projected condition numbers are given to improve the computational efficiency. The
new compact forms are of particular interest in calculating the exact value of the 2-norm projected condition
numbers. When the equality constrained indefinite least squares problem degenerates into some specific least
squares problems, our results give some new findings on the condition number theory of these specific least squares
problems. Numerical experiments are given to illustrate our theoretical results.
Key words. the equality constrained indefinite least squares problem, condition number, Freche´t derivative,
Kronecker product, compact form.
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1. Introduction. The equality constrained indefinite least squares (EILS) problem can be
stated as follows
EILS : min
x∈Rn
(b−Ax)T J(b−Ax) subject to Bx = d,(1.1)
where A ∈ Rm×n is full column rank, B ∈ Rs×n, b ∈ Rm, d ∈ Rs, and J is a signature matrix
defined as J =
[
Ip 0
0 −Iq
]
with p + q = m. Herein, we let Rm×n and Rp stand for the sets of
m×n real matrices and p dimensional column real vectors, respectively. AT denotes the transpose
of A, and Is denotes the identity matrix of order s. By varying the constraints Bx = d and the
matrix J , we can get some specific least squares (LS) problems from (1.1). For example, if we
remove Bx = d, then the indefinite least squares (ILS) problem follows, which can be used to
solve the total least squares (TLS) problem [23] and H∞-smoothing [18]. If we set J = Im, then
the equality constrained least squares (ELS) problem follows, which can be applied to analyze
the large-scale structures in engineering [3]. Thus, the EILS problem and its special cases have
attracted many researchers to study its algorithms, error analysis, and perturbation theory (cf.
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[5, 6, 8, 30, 31, 32, 33, 36]). Our discussion is performed under the following assumptions given in
[6, 34]
rank(B) = s, and xT (AT JA)x > 0 for all nonzero x ∈ N (B),(1.2)
where N (B) denotes the null space of B. The first condition implies that the constraint equations
admit a solution. The second one, imposing the positive definiteness of AT JA on N (B), ensures
the EILS problem (1.1) has a unique solution. Assumption (1.2) also implies p ≥ n− s. Under the
assumption (1.2), the solution to the EILS problem satisfies the following augmented system

 0 0 B0 J A
BT AT 0



 λJr
x

 =

db
0

 ,(1.3)
where r = b − Ax and λ = −(BBT )−1BAT Jr is the vector of Lagrange multipliers. Detailed
discussion of the existence and uniqueness of the solution to the EILS problem is referred to [34].
To measure the sensitivity of solution to a small perturbation in the input data, Rice [35]
developed the general theory of condition number. Let φ : Rp → Rq be a continuous and Fre´chet
differentiable map defined on an open set Dom(φ). For x0 ∈ Dom(φ), x0 6= 0, such that φ(x0) 6= 0
and a small neighbourhood U(x0, ǫ) = {x ∈ Rp : ‖x− x0‖ ≤ ǫ} ∈ Dom(φ), according to [35] the
relative condition number of φ at x0 is given by
(1.4) κφ(x0) = lim
ǫ→0
sup
x∈U(x0,ǫ)
x 6=x0
‖φ(x) − φ(x0)‖‖x0‖
‖φ(x0)‖‖x− x0‖ =
‖Dφ(x0)‖‖x0‖
‖φ(x0)‖ ,
where ‖ · ‖ denotes a generic vector norm on Rp and Rq, and Dφ(x0) is the Fre´chet deriva-
tive of φ at x0. Since (1.4) may ignore the data structure or scaling in the data, Gohberg
and Koltracht [15] proposed the following mixed and componentwise condition numbers. Let
U0(x0, ǫ) = {x ∈ Rp : |xi − x0i| < ǫ|x0i|} and ǫ be small enough such that U0(x0, ǫ) ∈ Dom(φ).
Then the mixed condition number is defined as
(1.5) κmφ(x0) = lim
ǫ→0
sup
x∈U0(x0,ǫ)
x 6=x0
‖φ(x) − φ(x0)‖∞
‖φ(x0)‖∞d(x, x0)
=
‖|Dφ(x0)||x0|‖∞
‖φ(x0)‖∞ ,
and the componentwise condition number is given by
(1.6) κcφ(x0) = lim
ǫ→0
sup
x∈U0(x0,ǫ)
x 6=x0
d(φ(x), φ(x0))
d(x, x0)
=
∥∥∥∥ |Dφ(x0)||x0||φ(x0)|
∥∥∥∥
∞
,
where ‖x‖∞ = maxi=1,··· ,p |xi|, d(x, x0) is componentwise relative distance between vectors and
given by d(x, x0) = maxi=1,··· ,p |xi − x0i|/|x0i| with x0i 6= 0, and |x| is to take the absolute value
of elements in x. It should be noted that, from (1.5) and (1.6), the elements of φ(x0) and x0 are
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required to be nonzero. This may limit its applications. By redefining the componentwise relative
distance as
d(x, x0) = max
i=1,··· ,p
∣∣∣x‡0i∣∣∣ |xi − x0i|
with x‡0i =
{
1/x0i, x0i 6= 0;
1, x0i = 0.
, Xie et al. [42] proposed a modified version of the mixed and com-
ponentwise condition numbers. In their setting, the values of mixed and componentwise condition
numbers are always finite. From (1.6), we may bound the forward error by
(1.7) d (φ(x), φ(x0)) ≤ κcφ(x0)d(x, x0).
For illustration, we set the elements in x to be nonzero, then we may say that the forward error
is bounded by κcφ(x0) multiplied by the relative backward error. But, just from (1.7) we can
not tell d(φ(x), φ(x0)) gives relative or absolute forward error since the elements in φ(x0) may
equal zero. To remedy this drawback, we adopt a modified definition of condition number, the
projected condition number, which can be used to provide a unified framework of the condition
number theory and give more elaborate error analysis of the EILS problem. More researches
on the normwise, mixed, and componentwise condition numbers of LS problems can be found in
[1, 2, 9, 10, 14, 24, 25, 29, 44].
The condition number theory of the EILS problem has been studied in the literature. Bo-
janczyk et al. [6] gave an upper bound of the normwise condition number. Substituting the equality
constraints with LS constraints, Liu and Wang [31] and Wang [36] reconsidered its perturbation
theory and also gave some upper bounds. But the explicit expression of the normwise condition
number has not been given. Moreover, these upper bounds contain Kronecker product which may
make the computation expensive. In [29], the authors gave the explicit expressions of the mixed
and componentwise condition numbers, but these condition numbers can be infinite due to their
definitions. In this paper, with the projected condition number, we present a generic form of the
projected condition number for the EILS problem. The generic form has its generality in covering
the popular normwise, mixed and componentwise condition numbers as its special cases. Since the
generic form contains Kronecker product and is not applicable for practical use, we propose some
strategies to facilitate the computation of the projected condition number with respect to different
settings. Some numerical experiments are also given to illustrate our theoretical results.
The rest of the paper is organized as follows. Section 2 presents some notation and preliminar-
ies. In Section 3, we present the main results on the condition number theory of the EILS problem.
Section 4 contains some new results on the condition numbers of several specific LS problems. In
Section 5 we provide some numerical examples to illustrate the results given in Section 3. Finally,
we present the concluding remark of the whole paper.
2. Preliminaries. We first introduce some notation. For a vector b = [b1, · · · , bp]T ∈ Rp,
‖b‖2 =
√∑p
i=1 b
2
i , ‖b‖∞ = maxi=1:m{|bi|}, and ‖b‖1 =
∑m
i=1 |bi| with |bi| being the absolute value
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of bi. For vectors a ∈ Rp and b, we define the following entry-wise division between two vectors:
a
b
= diag(b‡)a,(2.1)
where diag(b‡) is a diagonal matrix with elements b‡1, · · · , b‡p on its diagonal. For a real number
c ∈ R, c‡ is defined as c‡ =
{
1/c, c 6= 0,
1, c = 0 .
It should be noted that
(
b‡
)‡
= b holds only in the
case that bi 6= 0 for i = 1, · · · , p.
For a matrix A ∈ Rm×n, ‖A‖2 is the spectral norm, ‖A‖F denotes its Frobenius norm, and
‖A‖max = maxi,j |aij |. Let A = [a1, · · · , an] with ai ∈ Rm, we use vec(·) operator to vectorize
matrix and vec(A) = [aT1 , · · · , aTn ]T ∈ Rmn. The Hadamard product of A = [aij ] and C = [cij ] ∈
R
m×n is defined as A ◦ C = [aijcij ] ∈ Rm×n [22, p. 298]. The Kronecker product between A and
B ∈ Rp×q is defined as A⊗ B = [aijB] ∈ Rmp×nq [16, p. 22], and we get the following results on
the relationships between vec(·) and Kronecker product from [22, Ch. 4].
vec(AXB) =
(
BT ⊗A) vec(X),(2.2)
Πmnvec(A) = vec(A
T ), Πpm(A⊗B)Πnq = (B ⊗A),(2.3)
(A⊗B)Πnq = (B ⊗A), when m = 1,(2.4)
where Πst ∈ Rst×st is a vec-permutation matrix and only depends on s and t [16, p. 32].
In order to define the projected condition number, we consider the following projection map
FL : Rp → Rk
x→ LTF(x),(2.5)
where L ∈ Rq×k with rank(L) = k, and F(x) ∈ Rq. L can be treated as a projection operator to
project F(x) onto a lower dimension space. The idea originates from [7] in estimating the error of
some elements in the solution of linear system, and has been applied to investigate the condition
numbers of the TLS problem [1, 11] and the ELS problem [28] with notation partial condition
number. Since the power of L is not just to give the condition number of partial elements in
the solution but also can be used to project the solution onto another lower dimension space [7],
the definition of projected condition number is given as follows, which is also used in [38] by the
authors.
Definition 2.1 (Projected condition number). Let F : Rp → Rq be a continuous map defined
on an open set Dom(F) ∈ Rp, the domain of definition of F , L ∈ Rq×k with rank(L) = k. Then
the projected condition number of F at x ∈ Dom(F) with respect to L is defined by
κLF(x) = lim
δ→0
sup
‖β◦∆x‖
µ
≤δ
‖ξL ◦ (FL(x+∆x)−FL(x))‖ν
‖χ ◦∆x‖µ
,(2.6)
where FL(·) is defined by (2.5), ξL ∈ Rk, χ ∈ Rp with χi 6= 0 , and ‖ · ‖µ and ‖ · ‖ν are two vector
norms defined on Rp and Rk, respectively.
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When the map F is Fre´chet differentiable at x, we get the following theorem and its proof can
be found in [38].
Theorem 2.2 ([38]). With Definition 2.1, when the map F is Fre´chet differentiable at x, the
projected condition number of F with respect to L is given by
κLF(x) =
∥∥ξL ◦ (LTDF(x)diag(χ‡))∥∥µν ,
where DF(x) is the Fre´chet derivative of F at x.
Remark 2.3. Actually, the parameters ξL and χ can be chosen as positive real numbers instead
of vectors. In this case the Hadamard product reduces to regular product between scalar and vector.
It has been shown in [38] that Definition 2.1 is the generalization of several popular condition
numbers. Let L = Iq . When µ = ν = 2, χ = 1/‖x‖2 with x 6= 0, and ξL = 1/‖F(x)‖2 with
F(x) 6= 0, the relative normwise condition number given in [35, 14] follows; when µ = ν =∞, χ =
[1/x1, · · · , 1/xp]T with xi 6= 0 and ξL = 1/‖F(x)‖∞ with F(x) 6= 0 (ξL = [1/F(x)1, · · · , 1/F(x)q]
with F(x)i 6= 0), Definition 2.1 reduces to the mixed (componentwise) condition number given
in [15]. In addition, when the parameters are nonzero, Definition 2.1 is equivalent to the partial
condition number [27, Definition 2.1] with ξL = ξ
‡
L and χ = χ
‡. Compared with [27, Definition 2.1],
the only difference is that Definition 2.1 allows the zero elements in x to be perturbed in any
sense, which does not hold in [27, 42]. At last, Theorem 2.2 gives the explicit expression of
the projected condition number and largely reduces the difficulty in calculating the value of the
projected condition number.
3. The condition number of the EILS problem. For the EILS problem, we define the
following map F from the data space (A,B, b, d) to the solution space x:
F : Rm×n × Rs×n × Rm × Rd → Rn
(A,B, b, d)→ x =M−1BTN−1d− PTM−1ATJb,(3.1)
where M = AT JA, N = BM−1BT , P = BTN−1BM−1 − In, and x is the unique solution to
the EILS problem. To measure the magnitude of perturbations in the data space, we define the
following product norm
‖(A,B, b, d)‖µ := ‖vec(A,B, b, d)‖η ,(3.2)
where ‖·‖η is any kind of vector norm, and with an abuse of notation we take vec(A,B, b, d) to
denote the vector [vec(A)T , vec(B)T , bT , dT ]T . One can easily verify that the following pairs of
norms satisfy (3.2): η = 2 and µ = F , η = ∞ and µ = max, which are typically used in error
analysis. Then, the projected condition number of the EILS problem is defined as follows.
Definition 3.1. Considering the map defined by (3.1), the projected condition number of the
EILS problem with respect to L ∈ Rn×k with rank(L) = k and the product norm (3.2) on the data
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space is defined as
κLF(A,B, b, d) = lim
δ→0
sup
‖ρ◦∆‖
µ
≤δ
‖ξL ◦ (FL(A+∆A,B +∆B, b +∆b, d+∆d)−FL(A,B, b, d))‖ν
‖ρ ◦∆‖µ
,
where FL(·) is defined by (2.5), ρ ◦ ∆ = (Φ ◦∆A,Ψ ◦∆B, β ◦∆b, ϑ ◦∆d), ξL ∈ Rk, Φ ∈ Rm×n,
Ψ ∈ Rs×n, β ∈ Rm, and ϑ ∈ Rs are parameters satisfying the requirement in Definition 2.1, that
is, the elements in (Φ,Ψ, β, ϑ) are nonzero.
As discussed in [29], the map F is continuously Fre´chet differentiable in the neighborhood of
(A,B, b, d), and the Fre´chet derivative of F at (A,B, b, d) with respect to (∆A,∆B,∆b,∆d) is
DF(A,B, b, d) ◦ (∆A,∆B,∆b,∆d) =M−1BTN−1(∆d−∆Bx)− PTM−1AT J(∆b−∆Ax)
−M−1P (∆BTλ+∆AT Jr).(3.3)
With (2.2), (2.3) and (2.4), DF(A,B, b, d) ◦ (∆A,∆B,∆b,∆d) can also be written as
DF(A,B, b, d) ◦ (∆A,∆B,∆b,∆d) = [xT ⊗ (PTM−1ATJ)− (M−1P )⊗ (Jr)T ] vec(∆A)
− [(M−1P )⊗ λT + xT ⊗ (M−1BTN−1)] vec(∆B)
− PTM−1AT J∆b+M−1BTN−1∆d.
By the Fre´chet differentiability of F and ‖ρ ◦∆‖µ = ‖vec(Φ,Ψ, β, ϑ)◦vec(A,B, b, d)‖η, the explicit
expression of the projected condition number of the EILS problem follows from Theorem 2.2.
Theorem 3.2. Under Definition 3.1 and the product norm (3.2), the explicit expression of
the projected condition number of the EILS problem (1.1) is given by
κLF(A,B, b, d) =
∥∥ξL ◦ (LTMFdiag(vec(Φ,Ψ, β, ϑ)‡))∥∥η,ν ,(3.4)
where
MF =
[
Γ, −Ω, −PTM−1ATJ, M−1BTN−1](3.5)
with Γ = xT ⊗ (PTM−1AT J)− (M−1P )⊗ (Jr)T , Ω = (M−1P )⊗ λT + xT ⊗ (M−1BTN−1), and
‖ · ‖η,ν being the matrix norm induced by the vector norms ‖ · ‖η and ‖ · ‖ν .
Theoretically speaking, Theorem 3.2 presents the generic form of the projected condition
number of the EILS problem. The flexible choice of norms and parameters makes it possible for
κLF(A,B, b, d) to cover the normwise, mixed and componentwise condition numbers as its special
cases. But for practical applications we need to specify the parameters and norms. Under the
specific setting, we further note that the generic form (3.4) contains Kronecker product which
may make it expensive to compute κLF(A,B, b, d) with its explicit expression. Thus, under some
specific setting of norms, to achieve an efficient computation of the projected condition number
makes up the main contents of the following sections.
Theorem 3.3 (2-norm). When η = ν = 2, µ = F , and the parameters Φ, Ψ, β, ϑ and ξL
are positive real numbers, the projected condition number (3.4) has the following two equivalent
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and compact forms
(3.6) κ2LF1(A,B, b, d) =
∥∥ξ2LLTMpaFMTpaFL∥∥ 122 ,
and
(3.7) κ2LF2(A,B, b, d) =
∥∥∥ξLLT [M−1PQ, γΨϑM−1BTN−1 + ϑΨγM−1PxλT ]∥∥∥
2
,
where
MpaFMTpaF =M−1PSPTM−1 +
1
Ψ2
M−1PxλTN−1BM−1 +
1
Ψ2
M−1BTN−1λxTPTM−1
+
(‖x‖22
Ψ2
+
1
ϑ2
)
M−1BTN−2BM−1,
Q =
[
ζ
ΦβA
T − βζΦxrT , ‖r‖2ζ In, β‖r‖2‖x‖2ζΦ Px, ‖λ‖2γ In, ϑ‖λ‖2‖x‖2γΨ Px
]
,
ζ2 = β2‖x‖22 + Φ2, γ2 = ϑ2‖x‖22 + Ψ2, S =
(
‖λ‖2
2
Ψ2 +
‖r‖2
2
Φ2
)
In +
(
‖x‖2
2
Φ2 +
1
β2
)
ATA − 1Φ2 xrTA −
1
Φ2A
T rxT , and Px = In − 1‖x‖2
2
xxT .
Proof. Under the hypothesis of Theorem 3.3, from Theorem 3.2 we get
κ2LF(A,B, b, d) =
∥∥∥ξLLT [ 1ΦΓ, − 1ΨΩ, − 1βPTM−1ATJ, 1ϑM−1BTN−1]∥∥∥
2
,(3.8)
where Γ = xT ⊗ (PTM−1ATJ)− (M−1P )⊗ (Jr)T and Ω = (M−1P )⊗ λT + xT ⊗ (M−1BTN−1).
By the fact that for any matrix X ∈ Rm×n, ‖X‖2 =
∥∥XXT∥∥1/2
2
, if we set
MpaF =
[
1
ΦΓ, − 1ΨΩ, − 1βPTM−1AT J, 1ϑM−1BTN−1
]
,
then (3.8) can be written as
κ2LF(A,B, b, d) =
∥∥ξLLTMpaF∥∥2
=
∥∥ξ2LLTMpaFMTpaFL∥∥ 122 .
It is easy to verify that M−1P = PTM−1, so with some algebra we get
ΓΓT =M−1P (‖x‖22ATA− xrTA+ ‖r‖22In −AT rxT )PTM−1,(3.9)
and
ΩΩT =‖λ‖22M−1PPTM−1 +M−1PxλTN−1BM−1 +M−1BTN−1λxTPTM−1
+ ‖x‖22M−1BTN−2BM−1.(3.10)
8 S.X. Wang, H.Y. Li, and H. Yang
With (3.9) and (3.10) we obtain
MpaFMTpaF =M−1PSPTM−1 +
1
Ψ2
M−1PxλTN−1BM−1 +
1
Ψ2
M−1BTN−1λxTPTM−1
+
(‖x‖22
Ψ2
+
1
ϑ2
)
M−1BTN−2BM−1,(3.11)
where S =
(
‖λ‖2
2
Ψ2 +
‖r‖2
2
Φ2
)
In +
(
‖x‖2
2
Φ2 +
1
β2
)
ATA− 1Φ2 xrTA− 1Φ2AT rxT . Furthermore, (3.11) can
also be written as
MpaFMTpaF =
[
M−1P 1ΨM
−1BTN−1
] [ S 1ΨxλT
1
Ψλx
T
(
‖x‖22 + Ψ
2
ϑ2
)
In
][
PTM−1
1
ΨN
−1BM−1
]
.
By block-wise Cholesky factorization, we get
[
S 1Ψxλ
T
1
Ψλx
T
(
‖x‖22 + Ψ
2
ϑ2
)
In
]
=
[
In
ϑ2
Ψϑ2‖x‖2
2
+Ψ3
xλT
0 In
]S − ϑ2‖λ‖22ϑ2Ψ2‖x‖22+Ψ4 xxT 0
0
(
‖x‖22 + Ψ
2
ϑ2
)
In


×
[
In 0
ϑ2
Ψϑ2‖x‖2
2
+Ψ3
λxT In
]
.(3.12)
Since
S − ϑ
2‖λ‖22
ϑ2Ψ2‖x‖22 +Ψ4
xxT =
(‖x‖22
Φ2
+
1
β2
)
ATA− 1
Φ2
xrTA− 1
Φ2
AT rxT +
(‖λ‖22
Ψ2
+
‖r‖22
Φ2
)
In
− ϑ
2‖λ‖22
ϑ2Ψ2‖x‖22 +Ψ4
xxT ,
we in a similar way obtain that
S −
ϑ2‖λ‖22
ϑ2Ψ2‖x‖22 +Ψ
4
xx
T =
[
AT − β
2
β2‖x‖2
2
+Φ2
xrT 1
Φ
In
]
×


(
‖x‖2
2
Φ2
+ 1
β2
)
In 0
0 ‖r‖22
(
In −
β2
β2‖x‖2
2
+Φ2
xxT
)
+
Φ
2‖λ‖2
2
Ψ2
(
In −
ϑ2
ϑ2‖x‖2
2
+Ψ2
xxT
)


×
[
A− β
2
β2‖x‖2
2
+Φ2
rxT
1
Φ
In
]
.(3.13)
From (3.13), we note that
In −
β2
β2‖x‖22 + Φ
2
xx
T =
1
β2‖x‖22 + Φ
2
(
Φ2In + β
2‖x‖22
(
I −
1
‖x‖22
xx
T
))
=
1
β2‖x‖22 + Φ
2
[
ΦIn β‖x‖2
(
I − 1
‖x‖2
2
xxT
)][ ΦIn
β‖x‖2
(
I − 1
‖x‖2
2
xxT
)] .
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Thus with some algebra we can factorize S −
ϑ2‖λ‖2
2
ϑ2Ψ2‖x‖2
2
+Ψ4
xxT as follows
S −
ϑ2‖λ‖22
ϑ2Ψ2‖x‖22 +Ψ
4
xx
T = QQT ,(3.14)
where
Q =
[
ζ
Φβ
AT − β
ζΦ
xrT ,
‖r‖2
ζ
In,
β‖r‖2‖x‖2
ζΦ
Px,
‖λ‖2
γ
In,
ϑ‖λ‖2‖x‖2
γΨ
Px
]
,
ζ2 = β2‖x‖22 + Φ
2, γ2 = ϑ2‖x‖22 + Ψ
2, and Px = In −
1
‖x‖2
2
xxT . Just substituting (3.14) into (3.12) and
repeating the process of deriving (3.14), we have
L
TMpaFM
T
paFL = L
TKKTL,(3.15)
where K =
[
M−1PQ, γ
Ψϑ
M−1BTN−1 + ϑ
Ψγ
M−1PxλT
]
. By (3.11) and (3.15), we complete the proof.
Remark 3.4. The explicit expression of the 2-norm projected condition number of the EILS
problem κ2LF(A,B, b, d) ( or (3.8)) is firstly established. But the main contribution of Theorem 3.3
is that it gives two equivalent but more compact forms of κ2LF(A,B, b, d). Note that both (3.6)
and (3.7) eliminate the Kronecker product, and the orders of matrices in (3.8), (3.6) and (3.7) are
k × (n + 1)(m + s), k × k, and k × (4n + m + s), respectively. Let k = n. When m, n and s
are comparable and large and the exact value of the projected condition number is needed, the
explicit computation of condition number with (3.8) becomes impossible due to its large order.
The superiority of (3.6) and (3.7) becomes apparent since they need much less storage space and
can be efficiently computed. One can easily find that (3.6) is even more compact than (3.7). A
numerical comparison of these three equivalent forms of the 2-norm projected condition number
will be given in Section 5.
Now we consider the projected condition number with η = ν =∞ and µ = max for the EILS
problem, from which the projected mixed and componentwise condition numbers follow directly.
Theorem 3.5 (∞-norm). When η = ν = ∞ and µ = max, the projected condition number
of the EILS problem (1.1) is given by
κ∞LF (A,B, b, d) =
∥∥ξL ◦ (LTMFdiag(vec(Φ,Ψ, β, ϑ)‡))∥∥∞
=
∥∥|ξL| ◦ (∣∣LTMF ∣∣ ∣∣vec(Φ,Ψ, β, ϑ)‡∣∣)∥∥∞ ,(3.16)
where MF is defined by (3.5). Particularly, if Φ = A‡, Ψ = B‡, β = b‡, ϑ = d‡, and
ξL = 1/‖LTx‖∞ and
(
LTx
)‡
sequentially, then the projected mixed and componentwise condition
numbers of the EILS problem follow correspondingly
κm∞LF (A,B, b, d) =
∥∥∥∣∣LTMF ∣∣ ∣∣∣vec (A‡, B‡, b‡, d‡)‡∣∣∣∥∥∥
∞
‖LTx‖∞
,(3.17)
κc∞LF (A,B, b, d) =
∥∥∥∥∥∥
∣∣LTMF ∣∣ ∣∣∣vec (A‡, B‡, b‡, d‡)‡∣∣∣
|LTx|
∥∥∥∥∥∥
∞
.(3.18)
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Proof. Letting η = ν =∞ in (3.4) gives the first part of (3.16). The second part of (3.16) can
be obtained by considering the proof of Lemma 2 in [9] and (2.1), which is straightforward, so we
omit it here.
Remark 3.6. Although Theorem 3.5 gives the explicit expressions of the projected mixed and
componentwise condition numbers, it is still difficult to compute the exact value of these condition
numbers due to the Kronecker product. Another important issue is that we can not find compact
forms of the projected mixed and componentwise condition numbers similar to Theorem 3.3. If we
look into the explicit expressions of the projected mixed and componentwise condition numbers,
we note that the main computational difficulty lies in the following term∣∣LTΓ∣∣ ∣∣vec(A‡)‡∣∣ = ∣∣LT (xT ⊗ (PTM−1AT J)− (M−1P )⊗ (Jr)T )∣∣ ∣∣vec(A‡)‡∣∣ .
By absolute value inequality and (2.2),
∣∣LTΓ∣∣ ∣∣vec(A‡)‡∣∣ may be bounded by∣∣LTΓ∣∣ ∣∣vec(A‡)‡∣∣ ≤ |LTPTM−1ATJ | ∣∣(A‡)‡∣∣ |x|+ |LTM−1P | ∣∣((AT )‡)‡∣∣ |Jr|.
With a similar treatment to
∣∣LTΩ∣∣ vec(|B|), if we set
MUbdmc =
∣∣LTM−1BTN−1∣∣ (∣∣(d‡)‡∣∣+ ∣∣(B‡)‡∣∣ |x|)+ ∣∣LTPTM−1ATJ∣∣ (∣∣(b‡)‡∣∣+ ∣∣(A‡)‡∣∣ |x|)
+
∣∣LTM−1P ∣∣ (∣∣((BT )‡)‡∣∣ |λ|+ ∣∣((AT )‡)‡∣∣ |Jr|) ,
then the projected mixed and componentwise condition numbers can be bounded by
κmU∞LF(A,B, b, d) =
∥∥MUbdmc ∥∥∞
‖LTx‖∞ , and κ
cU
∞LF(A,B, b, d) =
∥∥∥∥MUbdmc|LTx|
∥∥∥∥
∞
.
In our numerical experiments, we will show that these upper bounds are not only very tight but
also can be efficiently computed. Moreover, we need to point out that Li et al. [29] considered
the mixed and componentwise condition numbers of the ILS problem with LS constraints with the
definition given in [15], which makes their condition numbers can be infinite when x contains zero
element. The superiority of our projected mixed and componentwise condition numbers is that
it always give finite values and can be used to reflect the conditioning of certain elements in the
solution.
4. Some specific LS problems. Based on the results on the projected condition numbers
of the EILS problem, we present some interesting new findings on the condition number theory of
some specific LS problems.
4.1. The ILS problem. If we remove the equality constraints Bx = d, then the ILS problem
follows from (1.1)
(4.1) min
x∈Rn
(b−Ax)T J(b−Ax).
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Note that the condition number theory of ILS problem has been studied [29, 27, 12]. In this paper
we only present a new result on its 2-norm projected condition number.
Let B = 0 and d = 0. Then the Fre´chet derivative of F at (A, b) with respect to (∆A,∆b) can
be easily derived from (3.3) and
DF(A, b) ◦ (∆A,∆b) =M−1ATJ(∆b −∆Ax) +M−1∆AT Jr.(4.2)
From Theorems 3.3 and 3.5, the 2-norm projected condition number of the ILS problem can be
easily obtained.
Theorem 4.1. Let B = 0 and d = 0. When η = ν = 2, µ = F , and the parameters Φ, Ψ, β,
ϑ and ξL are positive real numbers, the 2-norm projected condition number of the ILS problem is
given by
κ2LFils(A, b) =
∥∥∥∥ξLLT
[
1
Φ
ΓJ ,
1
β
M−1AT J
]∥∥∥∥
2
,
where ΓJ = M
−1 ⊗ (Jr)T − xT ⊗ (M−1ATJ). Then, we also have the following two equivalent
expressions
κ2LFils1(A, b) =
∥∥∥∥∥ξ2LLTM−1
(
ζ2
Φ2β2
ATA+
‖r‖22
Φ2
In − 1
Φ2
(xrTA+AT rxT )
)
M−1L
∥∥∥∥∥
1
2
2
(4.3)
and
κ2LFils2(A, b) =
∥∥∥ξLLTM−1 [ ζΦβAT − βζΦxrT , ‖r‖2ζ In, β‖r‖2‖x‖2ζΦ Px]
∥∥∥
2
,(4.4)
where ζ2 = β2‖x‖22 +Φ2 and Px = In − 1‖x‖2
2
xxT .
Proof. Since B = 0, we get
λ = 0, P = −In, and Ω = 0.
Thus, κ2LFils(A, b), κ2LFils1(A, b) and κ2LFils2(A, b) follow from (3.8), (3.6) and (3.7), respectively.
Remark 4.2. The projected condition number of the ILS problem has been studied by Li and
Wang [27] with the notation partial condition number, and (4.3) has been given in [27, Theorem 3.2,
Equation (3.7)]. Like (4.4), a compact form [27, Theorem 3.2, Equation (3.8)] was also given. But,
we need to point out that (4.4) is still different from their Eqution (3.8). The orders of matrices
in (4.4) and (3.8) in [27, Theorem 3.2] are k × (2n + m) and k × (2m + n) respectively, so our
(4.4) is still more compact than (3.8) with the assumption that m > n. The explicit expressions of
the projected mixed and componentwise condition numbers and its upper bounds have been given
in [27]. Diao and Zhou [12] used the dual techniques to recover the explicit expressions of mixed
12 S.X. Wang, H.Y. Li, and H. Yang
and componentwise condition numbers of the ILS problem. Thus, considering the relationship
between the EILS and the ILS problems, we may say that the results given in [29, 27, 12] can be
treated as special cases of our work. Moreover, based on the relationship between the ILS and the
TLS problems [8], Li and Wang [27] also established the condition number of the TLS problem but
they did not give the compact forms, which were later given in [37]. More results on the condition
number theory of the TLS problem can be found in [1, 24, 25, 44].
4.2. The WLS problem. If we substitute the matrix J in (4.1) with a positive definite
matrix W ∈ Rm×m, then the weighted least squares (WLS) problem [4, Ch. 4] follows as
(4.5) min
x∈Rn
(b−Ax)TW (b−Ax).
The normwise condition number of the WLS problem has been studied in [40, 41, 43] with a slightly
different setting that the solution x to (4.5) is minimum in weighted N -norm [39], ‖x‖N =
√
xTNx
with N ∈ Rn×n being positive definite, and the derivation in [40, 41] heavily relies on the weighted
singular value decomposition (WSVD) [39].
Since the substitution of J does not change the Fre´chet differentiability of F , the Fre´chet
derivative of F at (A, b) with respect to (∆A,∆b) is given by
DF(A, b) ◦ (∆A,∆b) =(ATWA)−1ATW (∆b −∆Ax) + (ATWA)−1∆ATWr.(4.6)
Let B = 0 and d = 0. From Theorem 3.2, the generic form of the projected condition number for
the WLS problem can be easily obtained.
Theorem 4.3. Let B = 0 and d = 0. Substituting the matrix J in (1.1) with the matrix W
in (4.5) and from Theorem 3.2, the explicit expression of the projected condition number for the
WLS problem is given by
κLFwls(A, b) =
∥∥ξL ◦ (LT [ΓW , (ATWA)−1ATW ] diag (vec(Φ, β)‡))∥∥η,ν ,(4.7)
where ΓW = (A
TWA)−1⊗ (Wr)T −xT ⊗ (ATWA)−1ATW and ‖ · ‖η,ν is the matrix norm induced
by the vector norms ‖ · ‖η and ‖ · ‖ν.
Proof. The proof of Theorem 4.3 is similar to that of Theorem 4.1, which is omitted here.
It should be noted that the WLS problem (4.5) actually gives an weighted norm to measure
the residual in the data space. For practical applications, we introduce the following weighted
product norm on the data space
(4.8) ‖(A, b)‖WF := ‖vec(A, b)‖W⊗I ,
whereW⊗I =
[
In ⊗W
W
]
and ‖vec(A, b)‖W⊗I =
√
vec(A, b)TW⊗Ivec(A, b). With the weighted
product norm (4.8), we present the compact forms of the 2-norm projected condition number of
the WLS problem in the following theorem.
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Theorem 4.4. With the product norm defined by (4.8), if we set ν = 2 and the parameters Φ,
β and ξL are positive real numbers, then κLFwls(A, b) can be further simplified into the following
two equivalent forms
(4.9) κ2LFwls1(A, b) =
∥∥∥∥ξ2LLT
(‖r‖2W
Φ2
(ATWA)−2 +
(‖x‖2
Φ2
+
1
β2
)
(ATWA)−1
)
L
∥∥∥∥
1
2
2
,
and
(4.10) κ2LFwls2(A, b) =
∥∥∥ξLLT (ATWA)−1 [‖r‖WΦ In, ζΦβATW 12 ]
∥∥∥
2
,
where ‖r‖W = (rTWr)1/2, ζ2 = β2‖x‖22 +Φ2.
Proof. Under the hypothesis of Theorem 4.4, we get
κ2LFwls(A, b) =
∥∥∥ξL (LT [ 1ΦΓW , 1β (ATWA)−1ATW])∥∥∥
W⊗I ,2
.(4.11)
From [39] and [38], κ2LFwls(A, b) can also be written as
κ2LFwls(A, b) =
∥∥∥∥∥ξL
(
LT
[
1
ΦΓW ,
1
β (A
TWA)−1ATW
] [In ⊗W− 12
W−
1
2
])∥∥∥∥∥
2
,(4.12)
where W−
1
2 is the square root of W−1. Thus, let
(4.13) MpaFwls =
[
1
ΦΓW ,
1
β (A
TWA)−1ATW
] [In ⊗W− 12
W−
1
2
]
,
then
MpaFwlsMTpaFwls =
‖r‖2W
Φ2
(ATWA)−2 +
(‖x‖2
Φ2
+
1
β2
)
(ATWA)−1
− 1
Φ2
(
(ATWA)−1xrTWA(ATWA)−1 + (ATWA)−1ATWrxT (ATWA)−1
)
.
Since
(ATWA)−1ATWr = (ATWA)−1ATWb− x = 0,(4.14)
we get
MpaFwlsMTpaFwls =
‖r‖2W
Φ2
(ATWA)−2 +
(‖x‖2
Φ2
+
1
β2
)
(ATWA)−1.(4.15)
It easy to check that
MpaFwlsMTpaFwls = (ATWA)−1
[
‖r‖W
Φ In,
ζ
ΦβA
TW
1
2
] [ ‖r‖W
Φ In
ζ
ΦβW
1
2A
]
(ATWA)−1.(4.16)
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Therefore, κ2LFwls1(A, b) and κ2LFwls2(A, b) can be easily obtained with (4.15) and (4.16).
Remark 4.5. Different from [40, 41], our method does not rely on the WSVD in establishing
the explicit expression of the projected condition number for the WLS problem. In addition, when
L = In, (4.9) has been given in [43], but as far as we know (4.10) is a new result. Moreover, if
we compare Theorem 4.4 with Theorem 4.1, we note that (4.3) and (4.4) are more complicated
than (4.9) and (4.10), respectively. The reason is that W is positive definite and can be factorized
as W = W
1
2W
1
2 , so with the product norm (4.8) we get (4.14) in deriving (4.9), which does not
hold in establishing (4.3). This can be treated as an intrinsic distinction between the ILS problem
and the WLS problem. Note that when W reduces to Im, the LS problem follows from (4.5). The
explicit expressions of the projected condition numbers of the LS problem have been given in [27]
with the notation partial condition number, so we will not discuss the condition number theory of
the LS problem in the present paper.
By changing the norms and parameters, we can also get the projected mixed and component-
wise condition numbers and its upper bounds of the WLS problem from Theorem 4.3. The results
are summerized in the following theorem.
Theorem 4.6. When η = ν = ∞ and µ = max, the projected condition number of the WLS
problem is given by
κ∞LFwls(A, b) =
∥∥|ξL| ◦ (∣∣LT [ΓW , (ATWA)−1ATW ]∣∣ ∣∣vec(Φ, β)‡∣∣)∥∥∞ .
In particular, if we set Φ = A‡, β = b‡, and ξL = 1/‖LTx‖∞ and (LTx)‡ in turn, then the projected
mixed and componentwise condition numbers are given as follows
κm∞LFwls(A, b) =
∥∥∣∣LT [ΓW , (ATWA)−1ATW ]∣∣ ∣∣vec(A‡, b‡)‡∣∣∥∥∞
‖LTx‖∞ ,
κc∞LFwls(A, b) =
∥∥∥∥∥
∣∣LT [ΓW , (ATWA)−1ATW ]∣∣ ∣∣vec(A‡, b‡)‡∣∣
|LTx|
∥∥∥∥∥
∞
,
where ΓW = (A
TWA)−1⊗(Wr)T−xT⊗(ATWA)−1ATW . Similarly, we can also get its computable
upper bounds as follows
κmU∞LFwls(A, b) =
∥∥MUbdWmc∥∥∞
‖LTx‖∞ and κ
cU
∞LFwls(A, b) =
∥∥∥∥MUbdWmc|LTx|
∥∥∥∥
∞
,
where
MUbdWmc = |LT (ATWA)−1|
∣∣((AT )‡)‡∣∣ |Wr|+ |LT (ATWA)−1ATW | (∣∣(A‡)‡∣∣ |x|+ ∣∣(b‡)‡∣∣) .
The mixed and componentwise condition numbers of the WLS problem have been studied in [26].
Due to their definition, the condition numbers given in [26] can be infinite and can not be used to
give the conditioning of certain elements in the solution. Moreover, it can be easily checked that
when L = In, our projected mixed and componentwise condition numbers and its upper bounds
cover the results given in [26] as special cases.
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4.3. The ELS problem. When the signature matrix J in (1.1) is replaced by Im, the ELS
problem follows from (1.1)
(4.17) ELS : min
x∈Rn
‖b−Ax‖22 subject to Bx = d.
We can check that the assumption (1.2) degenerates to the following condition which guarantees
the ELS problem (4.17) to have a unique solution and can be found in [4],
(4.18) rank(B) = s, null(A) ∩ null(B) = {0}.
Analogous to (1.3), the solution of (4.17) also satisfies the following augmented system
 0 0 B0 I A
BT AT 0



λr
x

 =

db
0

 ,(4.19)
where λ = −(BBT )−1BAT r is the vector of Lagrange multipliers.
In the following discussion, we confine ourself to the ELS problem which is only different from
the EILS problem by the signature matrix J . To avoid introducing more notation, we adopt the
symbols used in Section 3, which should cause no confusion. Under the assumption (4.18) and
from [13], we get that the coefficient matrix of (4.19) is invertible, and its inverse is
 N−1 −N−1BM−1AT N−1BM−1−AM−1BTN−1 I +APTM−1AT −AM−1P
M−1BTN−1 −PTM−1AT M−1P

 ,
where M = ATA, N = BM−1BT and P = BTN−1BM−1 − I. So the solution to (4.17) is
(4.20) x =M−1BTN−1d− PTM−1AT b.
We should note that (4.20) seems to be different from the following widely used form (cf. [4, 13])
(4.21) x = B†Ad+ (A(In −B†B))†b,
where B†A = (In− (A(In −B†B))†A)B†, and B† is the Moore-Penrose inverse of B. With the def-
inition of Moore-Penrose inverse (cf. [39]), it can be checked that (4.20) and (4.21) are equivalent.
Thus in the following discussion we will not use the Moore-Penrose inverse.
The substitution of J with Im does not change the Fre´chet differentiability of F defined by
(3.1), the generic expression of the projected condition number for the ELS problem can be obtained
from Theorem 3.2.
Theorem 4.7. Let J = Im. Then, according to Theorem 3.2 the projected condition number
of the ELS problem (4.17) is given by
κLFels(A,B, b, d) =
∥∥ξL ◦ (LTMFdiag (vec(Φ,Ψ, β, ϑ)‡))∥∥η,ν ,(4.22)
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where
MF =
[
Γ, −Ω, −PTM−1AT , M−1BTN−1](4.23)
with Γ = xT ⊗ (PTM−1AT )− (M−1P )⊗ rT , Ω = (M−1P )⊗λT +xT ⊗ (M−1BTN−1), and ‖ · ‖η,ν
being the matrix norm induced by the vector norms ‖ · ‖η and ‖ · ‖ν .
Parallel to Theorem 3.3, we also get two simplified equivalent forms of the 2-norm projected
condition number for the ELS problem.
Theorem 4.8. When η = ν = 2, µ = F , and the parameters Φ, Ψ, β, ϑ and ξL are positive
real numbers, the projected condition number (4.22) has the following two equivalent forms
(4.24) κ2LFels1(A,B, b, d) =
∥∥LTMpaFMTpaFL∥∥ 122
ξL
,
and
(4.25) κ2LFels2(A,B, b, d) =
∥∥∥LT [M−1PQ, γΨϑM−1BTN−1 + ϑΨγM−1PxλT ]∥∥∥
2
ξL
,
where
MpaFMTpaF =M−1PSPTM−1 +
1
Ψ2
M−1PxλTN−1BM−1 +
1
Ψ2
M−1BTN−1λxTPTM−1
+
γ2
Ψ2ϑ2
M−1BTN−2BM−1,
Q =
[
ζ
ΦβA
T , ‖r‖2Φ In,
‖λ‖2
γ In,
ϑ‖λ‖2‖x‖2
γΨ Px
]
,
ζ2 = β2‖x‖22+Φ2, γ2 = ϑ2‖x‖22+Ψ2, S =
(
‖λ‖2
2
Ψ2 +
‖r‖2
2
Φ2
)
In+
ζ2
β2Φ2A
TA, and Px = In− 1‖x‖2
2
xxT .
Proof. The proof of Theorem 4.8 is similar to that of Theorem 3.3. The only difference is that
when J = Im, from (3.11) we get the following term
PTM−1AT r = PTM−1AT (b −Ax) = PTM−1AT b−M−1BTN−1d+ x = 0,(4.26)
which does not hold for the EILS problem. Since the rest of the proof is similar to that of Theorem
3.3, we omit it here.
Remark 4.9. The equality (4.26) makes (4.24) and (4.25) much simpler than (3.6) and (3.7),
respectively. The same phenomenon is also discussed in Remark 4.5. Moreover, we need to point
out that the condition numbers for the ELS problem have been extensively studied in [28] in a
concrete framework. Li and Wang [28] presented the explicit expressions of the projected normwise,
mixed and componentwise condition numbers for the ELS problem, but (4.25) was not obtained
there.
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5. Numerical experiments. In this part, the random EILS problems are used to illustrate
the utility of the proposed condition numbers. We construct the random EILS problem as follows.
The coefficient matrices A and B are given by
A = HD
[
Q2
Q1
]
and B =
[
K 0
] [Q1
Q2
]
,
where H is J-orthogonal, i.e., HTJH = J , and generated via the method given in [20]. D ∈ Rm×n
is diagonal matrix with decreasing diagonal values geometrically distributed between κA and 1.
Q =
[
Q1
Q2
]
is a random orthogonal matrix generated by the Matlab command gallery(qmult,n).
K is a lower triangular matrix and generated by QR factorization of random matrix with specified
condition number and preassigned singular value distribution. It is easy to check that the condition
number of H , κ(H) ≥ 1, and κ(XY ) ≤ κ(X)κ(Y ) holds for matrices X and Y . Therefore, we
can keep B having a specific condition number, and κ(A) in certain level of magnitude. Then,
we set the solution x ∈ Rn to be a random vector lying in the range space of QT2 , d = Bx, and
b = Ax+ r with r being a random vector of 2-norm ω, i.e., ‖r‖2 = ω. The vector of the Lagrange
multipliers −λ is given by equation (1.3). By our construction, the desired EILS problem follows,
and it is easy to check that the assumption (1.2) is always satisfied. All the numerical experiments
are performed in Matlab R2014a on a PC with Intel i5-6600M CPU 3.30 GHz and 4.00 GB RAM.
Example 5.1. In this example, we will show that by choosing different Ls the conditioning of
some particular linear transformations of the solution can be easily obtained, and give a comparison
of the normwise, mixed and componentwise condition numbers.
Let p = 20, q = 10, n = 20, s = 5, ω = 10−9, κ(A) ≤ 10 and κ(B) = 1. We set L1 = I20,
LT2 = [I3,0] ∈ R3×20 which means the first three elements in the solution are of interest, and LT3 ∈
R
1×20 with nonnegative elements and ‖L3‖1 = 1 which is a convex combination of the solution. For
reproducibility, we set the random number stream as t=RandStream(’mt19937ar’,’Seed’,2018).
Once the data is generated, we multiply the last three columns of A by 10−τ and the first three
rows of B by 10τ . To compare the error bounds given by different condition numbers, we give
random perturbations with a preassigned magnitude to the coefficients as follows
∆A = ǫ ∗ E ◦A, ∆B = ǫ ∗ F ◦B, ∆b = ǫ ∗ g ◦ b, and ∆d = ǫ ∗ h ◦ d,
where ǫ = 10−9 and the elements in E,F, g, h are generated from the uniform distribution on
interval [−1, 1]. The EILS problem and its perturbed version are solved by the GQR-Cholesky
method [6] which is simple but backward stable. A more efficient and complicated method can
be found in [33]. We also introduce the following notation to measure the normwise, mixed and
componentwise relative errors
r2 =
∥∥LT (xˆ− x)∥∥
2
‖LTx‖2
, rm∞ =
∥∥LT (xˆ− x)∥∥
∞
‖LTx‖∞
, rc∞ =
∥∥∥∥LT (xˆ− x)LTx
∥∥∥∥
∞
,
κbd2 = κ2LF2∆rF , κ
mbd
∞ = κ
m
∞LF∆rmax, and κ
cbd
∞ = κ
c
∞LF∆rmax
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with
∆rF =
‖(∆A,∆B,∆b,∆d)‖F
‖(A,B, b, d)‖F
and ∆rmax =
∥∥∥∥ (∆A,∆B,∆b,∆d)(A,B, b, d)
∥∥∥∥
max
.
The numerical results are reported in Table 5.1. From Table 5.1, we can find that by varying
r2 κ2LF2 κ
bd
2
rm∞ κ
m
∞LF κ
mbd
∞ r
c
∞ κ
c
∞LF κ
cbd
∞
τ = 0 L1 2.24e-09 1.09e03 1.28e-07 2.36e-09 40.8 2.35e-08 1.55e-08 618.73 3.55e-07
L2 2.65e-09 188.33 2.20e-08 3.43e-09 96.99 5.57e-08 3.61e-09 150.35 8.64e-08
L3 1.15e-09 19.39 2.27e-09 1.15e-09 34.61 1.99e-08 1.15e-09 34.61 1.99e-08
τ = 4 L1 4.91e-09 1.10e07 8.82e-04 6.67e-09 91.14 5.24e-08 3.89e-08 572.20 3.29e-07
L2 5.88e-09 7.79e05 6.23e-05 5.73e-09 86.69 4.98e-08 8.80e-09 135.54 7.79e-08
L3 4.53e-09 1.49e05 1.19e-05 4.53e-09 58.56 3.36e-08 4.53e-09 58.56 3.36e-08
Table 5.1
First order relative forward error bounds based on the projected condition numbers
the projection matrix L the conditioning of a linear transformation of the solution can be easily
obtained. When τ = 0, we note that all these three condition number based error bounds are very
tight in most cases. With respect to the normwise relative error, we can find that the first three
elements and the convex combination of the solution tend to be well conditioned for its smaller
condition numbers and tighter error bounds. When τ = 4 which means the coefficient matrices
are badly scaled, the normwise condition number based error bound can largely overestimate the
true error. Meanwhile, the error bounds based on mixed and componentwise condition numbers
are still very tight, which shows that these error bounds are less sensitive to the componentwise
perturbation and the scaling in the data. And in our example we also note that the scaling gives
very little influence on the projected mixed and componentwise condition numbers.
Example 5.2. Since the 2-norm projected condition number (3.8) contains Kronecker product
which makes computing the exact value of the condition number expensive, Theorem 3.3 presents
two compact forms of (3.8). In this example, we give a comparison of the running time for
computing the exact value of the 2-norm projected condition number via its three different forms.
The computation is carried out with a “naive” method, that is, we first formulate the matrices
in (3.6), (3.7) and (3.8) explicitly, and then compute its spectral norms with Matlab command
norm(*,2). The “naive” method is usually preferred by the practitioners from applied disciplines.
We keep the residual r with ‖r‖2 = 10−6, p/q = 2, κ(B) = 1, and κ(A) ≤ 10. The parameters
Φ, Ψ, β, ϑ and ξL are set to be 1s. We set the projection matrix L = In and use 100 replications for
each setting. Since the three different expressions give the same value of normwise condition num-
ber, we only report the mean of CPU time in second in Table 5.2. The numerical results show that
direct computation of κ2LF(A,B, b, d) is very time consuming compared with κ2LF1(A,B, b, d) and
κ2LF2(A,B, b, d). When we raise (m,n, s) to (960, 480, 320), the computation of κ2LF(A,B, b, d)
breaks down due to the lack of memory. But both κ2LF1(A,B, b, d) and κ2LF2(A,B, b, d) can still
be quickly computed. The main reason is that the Kronecker product enlarges the order of matrix,
and this leads to a heavy computational burden and needs large storage space. Since the compact
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(m,n, s) (240, 120, 80) (360, 180, 120) (480, 240, 160) (600, 300, 200) (960, 480, 320)
κ2LF (A,B, b, d) 0.6770 2.6279 6.8551 14.0333 *
κ2LF1(A,B, b, d) 0.0039 0.0091 0.0304 0.0571 0.1284
κ2LF2(A,B, b, d) 0.0089 0.0246 0.0522 0.1047 0.2072
Table 5.2
CPU time comparison of computing the exact value of 2-norm projected condition number via its three different
forms
forms κ2LF1(A,B, b, d) and κ2LF2(A,B, b, d) eliminate the Kronecker product, it require very little
storage space and can be efficiently computed. Moreover, we can also note that the computation of
κ2LF1(A,B, b, d) requires the least CPU time compared with the other two equivalent forms. This
coincides with our Remark 3.4 that the matrix in κ2LF1(A,B, b, d) has the smallest size. Thus we
may say that finding compact form of the 2-norm condition number of the EILS problem is one
possible way to improve the computational efficiency of calculating its exact value.
Example 5.3. Theorem 3.5 presents the explicit expressions of the projected mixed and com-
ponentwise condition numbers of the EILS problem. The Kronecker product in these expressions
also makes computing its exact values expensive. As we have claimed that it is hard to find its
equivalent and compact forms, we present upper bounds of the projected mixed and component-
wise condition numbers in Remark 3.6. In this example we will check the computational efficiency
and tightness of these upper bounds.
Firstly, we give a comparison of the running time for computing the projected mixed and
componentwise condition numbers and its upper bounds with its explicit expressions. In this case
we set L = In, ‖r‖2 = 10−7, p/q = 2, κ(B) = 1, and κ(A) ≤ 10. For different sizes of the random
EILS problems, we generate 100 independent data sets, and report the mean of the CPU time
in Table 5.3. Since the CPU time of computing the projected mixed condition number and its
(m,n, s) (240, 120, 80) (360, 180, 120) (480, 240, 160) (600, 300, 200)
κm∞LF (A,B, b, d) 0.2063 0.6919 1.7746 3.5572
κmU∞F (A,B, b, d) 0.0032 0.0092 0.0195 0.0555
Table 5.3
CPU time comparison of computing mixed condition number and its upper bound
upper bound is similar to that of projected componentwise condition number and its upper bound,
Table 5.3 only contains the CPU time comparison of the projected mixed condition number and
its upper bound. Table 5.3 shows that the upper bound of the projected mixed condition number
can be efficiently computed.
Then, to measure the tightness of the upper bounds we define the following ratios
rm =
κmU∞F (A,B, b, d)
κm∞LF(A,B, b, d)
, rc =
κcU∞F (A,B, b, d)
κc∞LF(A,B, b, d)
.
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The closer the ratios approach to 1, the tighter the upper bounds are. Here, we set L = In,
p = 300, q = 120, n = 210, s = 140 and ‖r‖2 = 10−4. The numerical results are summarized
in Table 5.4. From Table 5.4, we note that the upper bounds are nearly optimal when A is well
(κ(A), κ(B)) (≈ 10, 10) (≈ 106, 10) (≈ 10, 106) (≈ 106, 106)
rm
max 1.0000 1.2759 1.0000 1.2703
median 1.0000 1.2273 1.0000 1.2222
min 1.0000 1.1751 1.0000 1.1430
rm
max 1.0000 1.2769 1.0000 1.2913
median 1.0000 1.2373 1.0000 1.2295
min 1.0000 1.1665 1.0000 1.1725
Table 5.4
Ratios between projected mixed and componentwise condition numbers and its upper bounds
conditioned. When A is ill conditioned, the upper bounds are still very tight. Thus, according to
Tables 5.3 and 5.4, when the forward error is bounded by the projected mixed and componentwise
condition numbers multiplied by the backward error, it is preferable to use the upper bounds of
these condition numbers. This is because these upper bounds are not only very tight but also can
be efficiently computed.
Remark 5.4. Computing the exact value of the condition number with its explicit expression
is of much interest to the practitioners from applied disciplines. The numerical experiments show
the great computational efficiency of the new forms and upper bounds of the projected condition
numbers. It should be noted that the size of random EILS problem used in this paper is not very
large. For large EILS problem, computing the exact value of the projected condition numbers will
be expensive, and some easy computable estimates are preferred. As far as we know, the condition
number estimation methods can be divided into two branches. One is randomized method. For
example, Li and Wang [27] proposed to use probabilistic spectral norm estimator [21] to estimate
the 2-norm condition number, and small-sample condition estimation method [17] to estimate
the mixed and componentwise condition numbers of the ILS problem. These methods can be
easily adapted to estimate the projected condition numbers of the EILS problem. The other is
deterministic method. The classical power method [19, Ch. 15] can be used to estimate the 2-norm
projected condition number and the upper bounds of the projected mixed and componentwise
condition numbers. The corresponding algorithms can be easily derived similar to [37] and [11]
in estimating the condition numbers of the TLS problem. These condition number estimation
methods have been well developed and can be adapted to our settings without any technical
difficulty. Thus we give little attention to the condition estimation of the EILS problem in the
present paper.
6. Concluding remark. In this paper, with the projected condition number we give a unified
treatment of the condition numbers of the EILS problem. The main utility of the projected
condition number is that it can be easily used to give the conditioning of a linear transformation of
the solution. Moreover, the projected condition number of the EILS problem includes some widely
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used condition numbers, like normwise, mixed and componentwise condition numbers, as its special
cases. Considering practical applications and computation, we present the explicit expressions of
the 2-norm projected condition number, and the projected mixed and componentwise condition
numbers of the EILS problem. To reduce the computational burden in calculating the exact value
of the 2-norm projected condition number, we present two compact and equivalent forms. For the
projected mixed and componentwise condition numbers, we give some tight and easy computable
upper bounds. Numerical experiments are given to show that the new forms and upper bounds of
the projected condition numbers require less storage space and can be more efficiently computed
compared with its original forms.
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