In the past decade various attempts have been made to extend standard random effects models to the analysis of spatial observations. This extension is a source of theoretical dif culty due to the multidirectional dependence among nearest observations; much of the previous work was based on parametric assumptions about the random effects distribution. To avoid any restriction, we propose a conditional model for spatial binary responses, without assuming a parametric distribution for the random effects. The model parameters are estimated using the EM algorithm for nonparametric maximum likelihood estimation of a mixing distribution. To illustrate the proposed approach, the model is applied to a remote sensed image of the Nebrodi Mountains (Italy).
Introduction
Random effects models are frequently used to analyse complex data structures in the presence of signi cant sources of heterogeneity between subjects. A general class of such models has been made available for use in a wide variety of empirical applications, ranging from overdispersed to clustered observations, with particula r focus on modelling longitudinal responses. Parametric approaches exist for the analysis of spatial observations: see, among others, Clayton and Kaldor (1987) , Breslow and Clayton (1993) or Langford et al. (1999) for a discussion of Quasi-Likelihood models and Besag et al. (1991) , Knorr-Held and Besag (1998) or Cressie et al. (1999) for Bayesian methods combining normal random effects and Markov random elds to model respectively overdispersion and contextuality with respect to a speci ed neighbourhood.
These models are based on parametric assumptions about the random effects distribution; these assumptions are restrictive and can strongly affect the values of parameter estimates as rstly argued in the seminal paper of Heckman and Singer (1984) . A theoretically more appealing alternative can be found in Aitkin (1996 Aitkin ( , 1999 who discussed a semiparametric approach to modelling overdispersed or clustered data, without additional assumptions on the distribution of the random effects. However, Aitkin (1999) pointed out that this single level approach did not allow modelling of spatial association between neighbouring sites, suggesting further research was needed to extend the nonparametric maximum likelihood (in the following NPML) approach to spatial modelling. Very recently a rst answer to this question has been discussed by Biggeri et al. (2000) , who proposed combining unspeci c random effects and autoregressive terms to model individual heterogeneity and spatial associa tion, respectively.
Following this idea, we present a semiparametric approach which provides a useful tool to deal with spatially distributed binary responses within the class of heterogeneous autologistic models. The paper is organized as follows: section 2 presents the proposed model and discusses its links with standard autologistic models. Section 3 focuses on parameter estimation: model parameters are estimated using an extension of the EM algorithm for NPML estimation of a mixing distribution. Section 4 describes an application to a real dataset consisting of a remote sensed image from the Nebrodi mountains (Italy). Finally, in section 5 we give concluding remarks and outline a future research agenda.
The modelling approach
Assume that we are analysing a study area A which can be discretized into n contiguous square cells and that we know, for each site iˆ1; . . . ; n, the values assumed by a binary response variable Y i together with a vector of p covariates x iˆ… x i1 ; x i2 ; . . . ; x ip † T , where the superscript T denotes vector transpose. Binary data are often analysed through the logistic model; in this framework, the response variable is assumed to be Bernoulli distributed:
and the canonical parameter y iˆl ogit…p i † has an identity link to the linear predictor:
where p iˆP rfY iˆ1 g, a represents the overall intercept and b is a vector of p regression parameters.
Since observations are spatially distributed, we cannot assume independence among them: we need to introduce a formal structure to take into account the spatial association between responses recorded in neighbouring sites. Various attempts have been made to extend models for iid responses to spatially distributed responses, starting from the seminal paper by Besag (1974) who proposed a natural extension of the standard logistic model, the autologistic model, which can be formulated as follows. The response is assumed to be conditionally Bernoulli distributed:
with the canonical parameter y i now given by the linear predictor:
where p iˆP rfY iˆ1 jy j ; j 2 N…i †; x i g, and r is a parameter measuring spatial association with sites belonging to a suitably de ned neighbourhood of site i, denoted by N…i †. Given the dependence postulated by this model, no closed form is available for the resulting likelihood, since the normalizing constant can not be computed (Besag, 1974) . To solve this problem, Besag (1975) suggested estimating model parameters via a maximum pseudolikelihood procedure: the term pseudolikelihood indicates the use of the product of the conditional probabilities given in (2.2). In this way, we assume conditional independence and treat the autoregressive component as a covariate in the augmented systematic component of a simple logistic regression model for independent responses. Pseudolikelihood provides an approximation to the likelihood only if the responses are weakly correla ted; nevertheless, pseudolikelihood estimators share significant statistical properties with maximum likelihood estimators and can often be computed much more ef ciently (for a detailed review of this topic, see Guyon, 1995) . In general, failure of the model to t the data well could be due to various reasons: individual responses may be correlated or the model could be misspeci ed. A simple way of expressing these problems, which uni es these possibilities, is through omitted variables: we assume that some (say q) fundamental covariates were not considered in the model speci cation. If these additional variables were surveyed, they could be added in a new formulation of the model leading to updated values for parameter estimates.
In this case the linear predictor (2.3) can be rewritten as:
is the vector of q additional covariates and lˆ…l 1 ; l 2 ; . . . ; l q † T the corresponding vector of parameters. Unfortunately, the reality of geographical phenomena is different: variables that should be added to improve model t are often not known. Hence, we have no available information on the v i 's.
To solve this problem, we assume that we can model the in uence of omitted covariates through the addition of a set of unobserved variables u i , iˆ1; . . . ; n, each representing the conjoint effect of the components of v i . Following this approach, the linear predictor in (2.3) becomes:
It should be noted that we have imposed an additional model restriction, namely that u i appears additively in the model; this assumption can be easily relax ed by associa ting random parameters to some elements of the adopted covariates set. In the following we will refer to model (2.5) as REAM (Random Effects Autologistic Model). The values u i , iˆ1; . . . ; n, represent site-speci c features varying over the data set in an unknown way; they are usually considered, according to Kiefer and Wolfowitz (1956) , as drawn from n iid random variables U i with a common, unknown, density function g…¢ †.
In this way, the logistic model is extended to take into account the simultaneous presence of unknown sources of heterogeneity and of a spatial association structure, where the latter is modelled through a function of the values assumed by variables Y j in sites neighbouring the ith. The presence of a set of independent random effects will obviously affect the value of the autoregressive component parameter, which, in this case, accounts for spatial correla tion among both the primary responses and the random effects.
Treating the U i 's as nuisance parameters and integrating them out, the likelihood function can be expressed as:
where p iˆP rfY iˆ1 jy j , j 2 N…i †; x i ; U i g and U represents the support for G…U i †, the distribution function of U i . Contextuality can be speci ed following an alternative route, proposed by Langford et al. (1999) . There the spatial component of the model is de ned by the following expression:
where V ¤ j represents the effect of site j on all other sites, moderated by a measure of proximity z ij between each pair of areas. The V i can be straightforwa rdly estimated by building the corresponding weights matrix Z to be successively inserted in the linear predictor, under the constraint that the V j are independent zero-mean normal random variables with common variance s
But here we prefer to use the speci cation given in expression (2.5) to emphasize the natural link with the standard autologistic model; obviously, the sum r P j2N…i † y j could be replaced by the more general term r P j6i c ij y j , with c ij representing a measure of proximity between each pair of areas.
To approximate expression (2.6), which can not be evaluated analytically, we could use Gaussian quadrature with K points u k and corresponding probability masses p k : for each possible choice of K the values u k and p k are xed and tabulated. The Gaussian quadrature approximation is satisfactory if the distribution of random effects U i is Gaussian and as long as suf cient quadrature points are used. Important disadvantages of this approach are the possible inaccuracy of Gaussian quadrature and the required computational effort which increases exponentially with the dimension of the corresponding integral (for a discussion in a different framework see Crouch and Spiegelman, 1990) . Moreover, parametric speci cations of the mixing distribution can be overly restrictive. Heckman and Singer (1984) considered models for single spell duration times of unemployed workers and obtained quite different results depending on the parametric choice of the mixing distribution. Their results are corroborated by those obtained by Brannas and Rosenqvist (1994) who discussed mixed Poisson models for coffee purchase incidence and business travel frequency. Further references in economics can be found in Davies (1993) . A detailed discussion of this topic can be found in Lindsay and Lesperance (1995) .
The semiparametric approach
To avoid these problems, we can consider the semiparametric approach proposed by Aitkin (1996 Aitkin ( , 1999 : in this way we do not make distributiona l assumptions about the U i 's. The NPML estimation of a mixing distribution was introduced by Kiefer and Wolfovitz (1956) and developed by Laird (1978) and Lindsay (1983a Lindsay ( , 1983b , who showed that, under general conditions, the NPML estimate of a mixing distribution is a discrete distribution on a nite number of mass-points. We can now treat points u k and corresponding masses p k as unknown parameters, while the number of points K, that is also unknown, is considered as xed in each t and estimated through the analysis of change in model t or via formal model selection techniques such as AIC or the LRT statistic …x †. In the latter case, we should bear in mind that regularity conditions do not hold for ¡2 log…x † to have its usual asymptotic w 2 null distribution, since the null hypothesis lies on the boundary of the alternative hypothesis space.
The parameter u k represents the deviation of the kth component intercept from the overall intercept a and can be estimated by including in the model a factor with K levels, appropriately scaled to have mean zero. We can, therefore, follow the path described by Aitkin (1996 Aitkin ( , 1999 in the framework of overdispersed or clustered data. The loglikelihood function can be approximated by the following nite mixture of autologistic models:`… d †:
is the corresponding vector of regression parameters.
If we write:
This is an application of the pseudolikelihood approach in the context of empirical Bayesian inference (see Biggeri et al., 2000) . Proceeding as in Aitkin (1996 Aitkin ( , 1999 , we have:
represents the posterior probability that ith site comes from the kth component of the mixture. Differentiating the pseudolikelihood under the constraint
a standard result for ML in nite mixture models. Equating (3.4) to zero gives pseudolikelihood equations which are simple weighted sums of those for an ordinary autologistic model with weights w ik . Alternatively, solving these equations for a given set of weights and updating weights from the current parameter estimates is an EM algorithm (Dempster, Laird, Rubin, 1977) . The procedure stops when convergence according to a given criterion is reached. The initial estimates can be obtained through tting an ordinary autologistic model; starting values of u k and p k can be obtained from standard Gaussian quadrature tables.
However, it is worth noting that the identi ability, or unique characterization, of G…¢ † should be clearly established before we proceed to estimation and inference. Teicher (1963) pointed out that if X i jp i ¹ binomial…k; p i †, p i ¹ G…¢ †, then G…¢ † can be uniquely identi ed from the marginal density provided it has no more than …k ‡ 1 †=2 points of support; hence, no mixing distribution can be identi ed in mixtures of Bernoulli distributions. However, in the regression setting something changes. Follmann and Lambert (1991) gave simple bounds for the number of support points ensuring identi ability of G…¢ † in random effects models for binary responses. To explain, let us choose a generic individual vector, say the rth, x r , rˆ1; . . . ; n. De ne the set of all vectors, x i , iˆ1; . . . ; n; i 6 r, which agree with the rth except for only one co-ordinate, that corresponding to the sth covariate, sˆ1; . . . ; p:
S rsˆf x i : x ijˆxrj ; j 6 s; x i 6 x r ; i 6 rg We denote the number of distinct elements (covariate patterns) in each of these sets (indexed by the pair …r; s †) by N r;sˆ# fS r;s g, and the corresponding maximum value by Follmann and Lambert (1991) guarantees identi ability of a mixing distribution G with K points of support by bounding K by a function of this value:
Loosely stated, Theorem 2 of Follmann and Lambert (1991) says that binary distributions with covariate vectors that differ in only one co-ordinate, say the rst, are allocated to identifying both G and b 1 , while the remaining distributions are allocated to identifying the other components of b.
Example: Nebrodi's data
The proposed method has been applied to a dataset consisting of a remote sensed image from Landsat TM (Thematic Mapper) of the Nebrodi Mountains (Italy). The image covers a surface of 2:016 km 2 and is composed by 2240 …40 £ 56; vertical £ horizontal † pixels, each one representing a ground surface of 30 m £ 30 m.
The binary response variable considered here is land use: in particular, Y iˆ1 indicates farmed areas while Y iˆ0 , indicates non-farmed surfaces. The rst group is made up of lavic arboreous, arable crops, citrus fruit and other arboreous farming (in particular olives and almonds), while the latter represents pastures, woods, thin woods, spontaneous vegetation and other terrain. The remote sensed image is shown in Figure 1 ; black pixels correspond to the 702 farmed areas (i.e., with Y iˆ1 ), while white pixels correspond to the 1538 non-farmed surfaces …Y iˆ0 †.
The covariate set is composed of a number of soil characteristics: soil density, measured in grammes per cm 3 …SD †; horizon thickness, in centimeters (HT); mean yearly rainfall in centimeters (MYR); permeation capacity in saturation conditions, in millimeters per day (PC); digital terrain model, in meters (DTM). All variables consist of measurements recorded at the pixel level. The aim of the analysis was to determine if these soil characteristics substantially in uence corresponding land use.
To de ne a model for spatial regression analysis, we need to choose a neighbourhood structure and a formal approach to model edge effects. Here, we have chosen a neighbourhood system of rst order (tower case), considering as neighbours of a site indexed …h; l † the adjacent sites belonging to the same column or row, i.e., f…h ‡ 1; l †; …h ¡ 1; l †; …h; l ‡ 1 †; …h; l ¡ 1 †g.
The treatment of edge effect poses a dif cult problem: we de ne as an edge site a locality that is on the boundary of a regular lattice. For these sites we have no available information regarding those neighbours not belonging to the analysed lattice.
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To solve this problem, Gumpertz et al. (1997) considered lattices with a reduced dimension, so that information about all neighbours of each site i are known. We will refer to this possible solution as the reduced dataset method (referred to as the border method in Ripley, 1988) . For example, if we adopt a neighbourhood system of rst order and analyse our 40 £ 56 lattice, the reduced dataset becomes a 38 £ 54 lattice de ned by taking only the interior 38 rows and 54 columns.
Alternatively, Haining (1978) considered those sites outside of the analysed lattice which adjoin edge sites as not in uential and proposed that only sites belonging to the analysed lattice A should be included in the de nition of the linear predictor (and hence of the corresponding conditional probabilities). In other words, if l 6 2 A, l 2 N…i †, i 2 A, then y l is not considered in the autoregressive component for the ith site. By adopting this approach, we implicitly assume that the analysed data are a realization of a nite spatial process Y de ned only over the observation window A (this is usually referred to as the bounded case, see Haining, 1990 ). Hence, we will refer to this as the bounded dataset method. Further remedies for edge effects have been reviewed in Ripley (1988) and Stoyan et al. (1995) .
To compare results obtained using the proposed and standard approaches, we estimated three models for the Nebrodi data set: standard logistic, autologistic and random effects autologistic models. Note that using Theorem 2 of Follmann and Lambert (1991) , we found at most 45 sites with covariate vectors that differ in only one co-ordinate (that corresponding to DTM), guaranteeing that only nite mixtures with at most 6 atoms could be identi ed.
The K value was selected by bootstrapping the LRT statistic for different number of components as proposed by McLachlan (1987) . To illustra te this, let us suppose we wish 130 M Alfò and P Postiglione to test the null hypothesis H 0 : KˆK 1 versus the alternative hypothesis H 1 : KˆK 2 , K 1 < K 2 . A bootstrap sample is generated from the mixture density P K 1 kˆ1 f …y i jŷ y ik †p p k , following a procedure described below. Here,ŷ y ikˆyi …d d;û u k ;p p k †, and the terms within brackets represent MPL parameter estimates obtained under the null hypothesis from the original dataset. The value of ¡2 log…x † is computed for the bootstrap sample after tting mixture models for KˆK 1 and KˆK 2 . This process is repeated a number of times, B, and the replica ted values are used to assess the null distribution of ¡2 log…x †. In the present context, replicated samples had the same size (respectively 2240 and 2052) of the original datasets, while the number of replications was set equal to 1000. The choice of the number of components was done by comparing the observed value ¡2 log…x x † to the estimate of the ath quantile of the simulated null distribution …x x a †, where we assumed aˆ0:95 corresponding to a conventional 0.05 level test. The procedure used for simulating bootstrap samples is as follows: each of the 1000 autologistic random elds has been simulated using a Gibbs sampler based algorithm with conditional probabilities de ned in terms of parameter estimates obtained from the original dataset. Starting from an initial con guration the algorithm allocates pixels to each group on the basis of updated conditional probabilities; at each iteration of the simulation process we proceeded to update both P j2N…i † y j and w ik (for REAM models) until convergence is reached. The stopping criterion was de ned in terms of the total percentage of pixels being moved from one group to the other in two subsequent steps. Here, we reached stable results by choosing the value of 1% (i.e., 22 and 20 pixels for the two analysed cases).
As has often been noted, the provision of standard errors in nite mixture models could pose some problems. In fact, the EM algorithm does not automatically provide an estimate of the covariance matrix of the MPLE and, moreover, standard errors based on the observed information matrices are often too unstable to be recommended (for a detailed discussion of this topic, see McLachlan and Peel, 2000) . To solve this problem, we did t each of the discussed models to a bootstrap replication generated from the corresponding estimated mixture density P K 1 kˆ1 f …y i jŷ y ik †p p k (Kˆ1 for the logistic and autologistic models), following the procedure described above. This process was repeated Bˆ1000 times, obtaining B replicated values of MPL parameter estimates, d d b , bˆ1; . . . ; B. These values were then used to approximate the covariance matrix of parameter estimates by the sample covariance matrix:
For REAM models the MPL estimated d is taken to include the estimated probability massesp p k , kˆ1; . . . ; K. This approach has been used for all tted models, including the logistic and the autologistic ones; for the former, however, we did not use the Gibbs sampler algorithm since updated values of P j2N…i † y j were not required. A similar approach, though not based on nite mixture models, has been adopted by Baddeley and Turner (2000) to compute approximate standard errors for MPLE of a spatial point process.
Semiparametric modelling 131
Adopting the bounded dataset method to model edge effects, we estimated the models on the full 2240 observations. We observed a nearly constant sequence for the loglikelihood values which seemed to stabilize for K ¶ 3 even if a satisfa ctory solution is achieved for Kˆ2. With regards to the choice of the number of components, we obtained a LRT value of 21.823 when testing the null hypothesis H 0 : Kˆ1 versus the alternative H 1 : Kˆ2; this value is much greater than the corresponding estimate of …x x 0:95 †, 8.813, obtained from the simulated null distribution by bootstrapping the number of components. At the same time, we found a value of 0.993 for ¡2 log…x † when testing the null hypothesis H 0 : Kˆ2 versus the alternative H 1 : Kˆ3; this value should be compared with the corresponding 0.95 quantile of the simulated null distribution, which was equal to 7.667. Hence, we can conclude that Kˆ2 is the solution suggested by both empirical evaluation of change in model t and more formal bootstrapping of the number of components.
Results are shown in Table 1 . When adopting the reduced dataset method we estimated the models on 2052 observations; also in this case, log-likelihood values showed a nearly constant sequence, which seemed to stabilize for K ¶ 3 (again in this case Kˆ2 represents a satisfactory solution). For the choice of the number of components, we found a LRT value of 20.495 when testing the null hypothesis H 0 : Kˆ1 versus the alternative H 1 : Kˆ2; as in the previous case, this value is much greater than the corresponding estimate of 132 M Alfò and P Postiglione …x x 0:95 † from the simulated null distribution, equal to 9.516. At the same time, the value of 1.518 for ¡2 log…x † when testing the null hypothesis H 0 : Kˆ2 versus the alternative H 1 : Kˆ3 is lower than the corresponding 0.95 quantile of the simulated null distribution, which is equal to 7.376. As with the bounded dataset method, we can conclude that Kˆ2 is the solution suggested by both empirical evaluation of change in model t and more formal bootstrapping of the number of components. In both cases, the mixing distribution estimate has been scaled to have mean zero. Results are shown in Table 2 . In both cases, the decision to keep covariates parameters xed across sites has been based on the analysis of change in model t observed when introducing random parameters associated to each covariate.
In both approaches the NPML estimate of the mixing distribution is a two-point distribution, with u kˆ… ¡2:272; 1:616 † and p kˆ… 0:416; 0:584 † for the bounded dataset method and u kˆ… ¡2:226; 1:560 † and p kˆ… 0:412; 0:588 † if the reduced dataset method is used. Substantial changes were observed when moving from the logistic to the autologistic model; this is particularly true for the estimated effects of SD, HT and PC which are decreased in the autologistic model with respect to the logistic one. This fact could be due to the insertion of an explicit spatial component which tends to reduce the estimated effects of covariates with a strong spatial associa tion. The right distinction between real effects and spurious effects that are primarily due to spatial association Tables 1 and 2 , there is a close agreement between parameter estimates from the two different approaches, regardless which model is considered. This is not generally the case in spatial modelling; in this context it is probably due to the relevant size of the analysed lattice which causes only a relatively small information to be discarded by adopting the reduced dataset method. This nding is consistent with results obtained by Baddeley and Turner (2000) in a simulation work performed to assess the performance of approximate MPL procedures for a Strauss process. They noticed a relevant bias in parameter estimates when no method for handling edge effects is adopted; however, though the authors do not address this point explicitly, the bias seems to be decreasing with increasing size of the analysed grids. As a general recommendation, we can say that adopting the reduced dataset method in modelling edge effects is often completely satisfactory, since in this case the autoregressive component is rightly de ned, and no potentially relevant information is discarded. Additional research is however needed to give a more theoretical basis to this experience-driven knowledge.
In Table 3 , we show misclassi cation rates corresponding to the three tted models, respectively considering the bounded dataset and the reduced dataset method to take into account edge effects. We report only overall rates since we did not nd any relevant difference in misclassi cation rates by observed soil use.
Misclassi cation rates based on REAM are always much lower than those obtained using standard logistic and autologistic models, respectively. Misclassi cation rates have been estimated by cross-validation without conditioning on the total number of 1's. In particular, for the REAM we used the posterior probability de ned by the following expression:
and w …¡i † ik are the estimates obtained by tting a K components mixture model to the sample with the ith site omitted.
Discussion
The proposed semiparametric approach is quite appealing, as we can include in the model both heterogeneity sources and spatial effects, which are often present in geographical phenomena. It provides a potentially useful tool to deal with spatial heterogeneous processes. Note that the approach has been de ned using a set of random effects, but it can be straightforwardly generalized to random coef cient models, since the computational effort is only linear in the dimension of the random coef cient vector. Moreover, it can be generalized to neighbourhood systems of higher order, always bearing in mind the problem raised by the handling of edge effects.
Obviously, the proposed model is not free of some limitations: in particular, the parametric de nition of the spatial component we adopted could produce some restriction in the spatial association structure. Nevertheless, this single level approach is directly linked to the autologistic model and represents a natural extension of random effects models to the analysis of spatially distributed observations. Further, it includes as special cases random effects models for both clustered=overdispersed observations and longitudinal responses (in this last case the contiguity matrix is used to regress the actual outcome on the previous ones).
We used this modelling approach to analyse a dataset consisting of a remote sensed image from the Nebrodi Mountains (Italy): the EM algorithm for the Nebrodi data was very stable and converged rapidly (less than 2 minutes on a PC based architecture) in almost every analysed case. In order to avoid local maxima and to study the sensitivity of the resulting estimates to a different choice of the initial values, we adopted scaled versions of the starting values drawn from Gaussian quadrature formulas. As is often remarked (see Bö hning, 1999) , results obtained using the EM algorithm tend to be sensitive to the choice of starting values. In the present context, however, we did not observe any substantial change in the resulting estimates when scaling the starting values by a coef cient ranging from 0.2 to 4 (with 0.1 step). We did, however, observe a strong sensitivity to the choice of the threshold (say e) for the adopted stopping criterion; we de ned this criterion using the relative change in log-likelihood values recorded in two subsequent steps of the algorithm, and reached stable and satisfa ctory results for e µ 10 ¡5 . Choosing the optimal number of components in the estimated mixture represents a problem with no general solution: in the present context, we adopted the approach discussed in McLachlan (1987) and proceeded by bootstrapping Semiparametric modelling 135 the LRT statistic for different numbers of components. A theoretical motivation of this approach can be found in Feng and McCulloch (1996) . We estimated standard errors by means of the same parametric bootstrap procedure. All algorithms were programmed using S-plus code; in particular, parameter estimates of the underlying logistic regression model have been calculated using a modi cation of the S-plus glim function.
Finally, it is worth noting that the method has been presented in the context of modelling spatial binary observations, but it can straightforwardly be extended to more general problems, including the modelling of morbidity and mortality rates and the general framework of covariate adjusted disease mapping.
