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Introduction
Entre les scientifiques purs, chercheurs et universitaires, et l’habitant
de nos cite´s dans sa vie quotidienne, existe une cate´gorie de personnes
qui utilisent la science sous diverses formes et la relient a` la vie sociale.
Appelons ceux-ci les inge´nieurs, ce sont eux qui font que les trains circulent,
que les ponts tiennent, que les avions sont guide´s. Un tel inge´nieur posse`de
un savoir efficace, une the´orie pertinente qui permet de de´boucher effectivement
sur les actions a` entreprendre : conception, dimensionnement, ve´rification.
Que cette the´orie ne soit qu’une approximation, l’inge´nieur le sait, il
n’a pas pris en compte la structure fine de la matie`re et ses contro^les
ne sont que statistiques, mais il maı^trise les ordres de grandeurs et ne´glige
ce qui est ne´gligeable.
Y aurait-il des questions inde´cidables ? Notre inge´nieur aura tendance
a` conside´rer que ce sont la` des e´lucubrations purement spe´culatives sans
incidences sur la vie re´elle qu’il connaı^t et qui est bien de´crite par
les me´thodes qu’il utilise.
Il n’a raison qu’a` demi. De`s qu’on pense aux enjeux, a` l’inte´re^t ge´ne´ral
et a` celui de chacun, plusieurs lectures de la re´alite´ apparaissent. Ces
confe´rences sur l’inde´cidabilite´, peuvent le concerner par analogie entre
sa situation et celle des mathe´maticiens.
En effet, le plus souvent, le mathe´maticien reste installe´ dans son
cadre conceptuel habituel qui est aujourdhui celui de la the´orie des ensembles
et ne voit pas l’inte´re^t d’en sortir. Jean Dieudonne´ e´crit a` propos des
logiciens "Nous, les mathe´maticiens, comment voyons-nous leur travail ?
Eh bien, d’une part, ils explorent les possibilite´s de notre syste`me logique
celui avec lequel nous travaillons, Zermelo-Fraenkel, d’un autre co^te´ -
et cela nous inte´resse beaucoup moins - ils e´laborent et explorent des
quantite´s d’autres syste`mes logiques. Alors, quand on vient nous parler
de la logique du premier et du deuxie`me ordre, de fonctions re´cursives
et de mode`les, the´ories tre`s gentilles et tre`s belles qui ont obtenu des
re´sultats remarquables, nous, mathe´maticiens, nous ne voyons aucune objection
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a` ce qu’on s’en occupe, mais cela nous laisse entie`rement froids"1. Cette
attitude sereine semble e^tre une position pertinente. Cependant, lorsqu’un
mathe´maticien a rencontre´ dans la poursuite naturelle de ses recherches
un proble`me difficile, et que ce proble`me apre`s des tentatives infructueuses
de de´monstration et de re´futation s’ave`re inde´cidable, alors il est convaincu
qu’on ne peut laisser la logique de co^te´ avec ses fonctions re´cursives
et ses mode`les, il change de camp, s’inte´resse a` des syste`mes syntaxiques
ou se´mantiques diffe´rents (comme celui de l’analyse non standard qui trouve
maintenant des applications en me´canique, en physique et en calcul stochastique)
comme a` autant d’outils possibles.
De me^me l’inge´nieur ne peut me semble-t-il aujourdhui, ne pas se pre´occuper
du contexte de son activite´, des approches diffe´rentes, du caracte`re relatif
de sa mode´lisation favorite.
Quelques mots, en outre, doivent e^tre dits sur l’inte´re^t intrinse`que
du sujet. Ce que dit A.Shenitzer a` propos des e´tudiants en mathe´matiques
"Speaking of the deductive method, it is a sad reflexion on the intellectual
level of mathematical education that, unless he takes courses in logic,
the mathematics student may get his degree without having heard about Go¨del
or about his monumental discovery of the intrinsic limitations of deductive
method, a discovery widely regarded as one of the greatest intellectual
accomplishements of the 20th century"2 s’applique aussi bien a` l’e´le`ve-inge´-
nieur. C’est tout le proble`me de la vulgarisation qui se pose alors. La
logique mathe´matique est un domaine tre`s e´sote´rique. Que font les logiciens
? Je peux apporter un modeste te´moignage, je suis alle´ me promener par
la`-bas et je puis dire qu’ils font des choses difficiles mais passionnantes,
certainement pas anodines, des questions centrales sont aborde´es, les me´thodes
et les concepts sont forts et e´clairants, a` tel point qu’une certaine philosophie
de la repre´sentation paraı^t bien vaine a` co^te´. C’est d’ailleurs ce qui
explique que les logiciens re´pugnent a` vulgariser leurs travaux. Me^me
si leur de´marche est tre`s abstraite, ils ont le sentiment de tenir en main
du re´el bien plus que certains verbiages philosophiques et que les enjeux
1Penser les mathmatiques, Seuil 1982.
2“Teaching mathematics” in Mathematics tomorrow L.A. Steen , editor Springer 1981.
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des difficulte´s qu’ils surmontent apparaı^tront un jour ou l’autre.
La question de la vulgarisation se pose avec d’autant plus de force.
Je pense que les lecteurs trouveront de l’inte´re^t a` lire dans les expose´s
de Jean-Yves GIRARD et Alain LOUVEAU une sorte de philosophie vivante des
mathe´matiques qui est simplement la vision fraı^che de chercheurs de haut
niveau dans leur propre champ.
Nicolas Bouleau
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La formalisation des mathe´matiques
Nicolas Bouleau
Cette se´ance a pour but de vous pre´senter quelques notions introductives
vous permettant de suivre plus aise´ment les prochaines confe´rences.
Au cours de cet expose´ je n’ai pas l’intention de faire des mathe´matiques,
je ne ferai aucune de´monstration, mais simplement de parler sur les mathe´matiques.
Or, il y a beaucoup de fac¸ons d’envisager les mathe´matiques, en raison
des diffe´rentes e´coles de la philosophie des sciences, et e´galement des
sous-varie´te´s propres a` la philosophie des mathe´matiques (logicisme, formalisme,
intuitionnisme, platonisme, etc...). De`s lors il est bon que je vous pre´vienne
que ce que je vais dire a pluto^t tendance a` orienter les choses vers le
point de vue formaliste. Gardez seulement a` l’esprit que ce point de vue
est loin de mettre un point final a` la question Que sont les mathe´matiques?
I. Les mathe´matiques naturelles
Dans l’antiquite´ et jusque vers la fin du 18e sie`cle, les mathe´matiques
e´taient conside´re´es comme l’expression des lois de la nature. La chose
e´tait d’ailleurs si e´vidente que les auteurs n’abordent pas cette question
en elle-me^me mais pluto^t (comme Aristote ou Galile´e) la question de savoir
si tous les phe´nome`nes naturels rele`vent des mathe´matiques ou une partie
seulement. Le sens des symboles mathe´matiques e´tait unique et clair. Pascal
e´crira vers 1660 [qu’on ne puisse tout de´finir et tout prouver] "c’est
ce que la ge´ome´trie enseigne parfaitement. Elle ne de´finit aucune de ces
choses espace, temps, mouvement, nombre, e´galite´, ni les semblables qui
sont en grand nombre, parce que ces termes-la` de´signent si naturellement
les choses qu’ils signifient, a` ceux qui entendent la langue, que l’e´clair-
cissement qu’on voudrait faire apporterait plus d’obscurite´ que d’instruction.
Car il n’y a rien de plus faible que le discours de ceux qui veulent de´finir
ces mots primitifs". Ainsi, si Pascal conside`re qu’il est mauvais de chercher
a` de´finir les notions primitives des mathe´matiques, c’est simplement parce
qu’il estime que ces notions sont claires. Il n’envisage pas que le sens
de ces notions primitives puisse n’avoir que peu d’importance pour les
mathe´matiques elles-me^mes. Le premier penseur qui s’est rendu compte que
le fait que les mathe´matiques nous apprenaient quelque chose sur la nature
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faisait proble`me si on le rapprochait du caracte`re rigoureux du raisonnement
mathe´matique, est incontestablement Kant. La solution qu’il propose pour
re´soudre cette difficulte´ a` savoir l’introduction de la ce´le`bre cate´gorie
des jugements synthe´tiques a priori, nous apparaı^t aujourd’hui un peu comme
une clause ad hoc, mais c’est qu’il e´tait impossible d’imaginer a` cette
e´poque une mathe´matique qui ne soit pas naturelle. Depuis l’antiquite´
la ge´ome´trie e´tait la branche maı^tresse des mathe´matiques et c’est pre´cise´ment
dans le domaine de la ge´ome´trie que vont naı^tre de nouvelles ide´es qui
vont se de´velopper tout au long du 19e sie`cle et aboutir a` une modification
radicale de la conception des mathe´matiques. C’est seulement a` partir
du 19e sie`cle, que l’on trouve, en re´action a` ces nouvelles ide´es, des
mathe´maticiens partisans des mathe´matiques naturelles. Si Hermite e´crit
vers 1870 "Je crois que les nombres et les fonctions de l’Analyse ne sont
pas le produit arbitraire de notre esprit, je pense qu’ils existent en
dehors de nous avec le me^me caracte`re de ne´cessite´ que les choses de la
re´alite´ objective, et nous les rencontrons et les e´tudions comme les physiciens,
les chimistes et les zoologistes", c’est que ceci n’est plus comple`tement
e´vident. Que s’est-il produit ? L’apparition des ge´ome´tries non-euclidiennes.
II. Naissance du formalisme
Dans les Ele´ments d’Euclide (3e sie`cle avant J.C.) l’axiome des paralle`les
est ainsi formule´ "Si une ligne droite qui en rencontre deux autres forme
d’un me^me co^te´ avec les droites des angles internes dont la somme est moindre
que deux droits, les deux premie`res droites se rencontrent ou leurs prolonge-
ments du co^te´ ou` la somme est infe´rieure a` deux droits". Apre`s de nombreuses
tentatives souvent inge´nieuses durant des sie`cles pour de´montrer ce postulat
a` partir des autres axiomes, au de´but du 19e sie`cle quelques mathe´maticiens
(Bolyai, Gauss, Lobachevski) en e´taient arrive´s a` la conviction que les
autres axiomes ne tranchaient pas entre cette hypothe`se et son contraire
et certains d’entre eux affirmaient me^me qu’on pouvait a` partir d’autres
postulats et de´velopper tout un ensemble de conse´quences "Une e´trange ge´ome´trie,
tout a` fait diffe´rente de la no^tre, entie`rement cohe´rente en elle-me^me"
dira Gauss vers 1820-1830. Les ge´ome´tries non-euclidiennes e´taient ne´es,
on ne pouvait plus conside´rer la ge´ome´trie classique que comme une parmi
d’autres possibles et Riemann montrera en 1854 que certaines de ces diffe´rentes
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ge´ome´tries planes peuvent se repre´senter dans l’espace comme la ge´ome´trie
des ge´ode´siques d’une surface, de courbure totale positive ou ne´gative,
de´montrant ainsi par un raisonnement de the´orie des mode`les avant la lettre,
que ces nouvelles ge´ome´tries sont aussi fiables que l’ancienne.
Le de´veloppement de la ge´ome´trie va s’intensifier dans le courant du
19e sie`cle (Cayley, Plu¨cker, Klein et le programme d’Erlangen, Pash, etc...).
Progressivement e´merge l’ide´e que la validite´ des raisonnements ne tient
pas a` la clarte´ du sens des notions primitives mais aux relations alge´briques
qu’elles entretiennent les unes avec les autres. Cayley e´crira en 1859
"1) Le mot point peut signifier point et le mot droite peut signifier droite,
2) le mot point peut signifier droite et le mot droite signifier point.
Nous pouvons par une telle extension comprendre les the´ore`mes corre´latifs
sous un e´nonce´ commun. Nous allons dans la ge´ome´trie a` deux dimensions
inclure la ge´ome´trie sphe´rique, les mots plan, point et droite signifiant
a` cette fin surface sphe´rique, arc (d’un grand cercle) et point (c’est-a`-dire
paire de points oppose´s) de cette surface sphe´rique". On traitait dans
cet esprit d’un me^me coup un the´ore`me sur les coniques et le the´ore`me dual
obtenu par transformation par polaires re´ciproques.
Pash e´crira tre`s clairement en 1882 dans ses lec¸ons sur la ge´ome´trie
nouvelle "Il faut en effet, pour que la ge´ome´trie devienne une science
de´ductive, que la manie`re dont on tire les conse´quences soit partout inde´-
pendante du sens des concepts ge´ome´triques, comme elle doit l’e^tre des
figures, seuls sont a` prendre en conside´ration les rapports entre les concepts
ge´ome´triques pose´s par les propositions et les de´finitions employe´es".
Cantor pourra dire en 1883 "La mathe´matique est entie`rement libre dans
son de´veloppement et ses concepts ne sont lie´s que par la ne´cessite´ d’e^tre
non contradictoires et coordonne´s aux concepts ante´rieurement introduits
par des de´finitions pre´cises".
Les choses vont assez rapidement a` partir de 1880, une floraison de
ge´ome´tries apparaı^t et un point culminant est atteint par Hilbert en 1899
dans ses Fondements de la ge´ome´trie ou` il e´tudiera quasiment toutes les
ge´ome´tries possibles et montrera l’inde´pendance des divers axiomes par
le moyen d’interpre´tations. La rigueur de ce travail et la puissance de
sa ge´ne´ralite´ (ge´ome´tries non archime´diennes, non arguesiennes, etc.) a
fortement impressionne´ les contemporains, il apparaissait difficile d’aller
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plus loin.
Mais de´ja` la me´thode axiomatique envahissait d’autres branches des mathe´-
matiques. En 1889, Peano donnait une version de ses ce´le`bres neuf axiomes
de l’arithme´tique. Quelques anne´es auparavant G. Frege proposait dans
son Begriffschrift (1879) le premier langage comple`tement formalise´ (dans
lequel sont introduits pour la premie`re fois les quantificateurs existentiels
et universels) et s’en servait dans ses Grundsetze der Arithmetik (1883)
pour fonder l’arithme´tique sur la logique pure. Apre`s quelques soubresauts
dus a` la de´couverte par Russell en 1901 d’une contradiction (l’antinomie
de Russell) dans un syste`me d’une aussi grande ge´ne´ralite´ que celui de
Frege, Russell et Whitehead proposaient en 1910 dans leurs Principia mathe-
matica un syste`me formel qui se mettait a` l’abri des paradoxes par l’e´limination
des de´finitions non pre´dicatives.
Alors qu’au 19e sie`cle les mathe´matiques se pre´sentaient comme plusieurs
domaines inde´pendants ge´ome´trie, alge`bre, the´orie des fonctions dont le
nombre s’e´tait accru re´cemment par l’apparition des ge´ome´tries non-euclidiennes,
de la ge´ome´trie projective et de la the´orie des groupes, apre`s la publication
des Principia Mathematica l’ensemble des the´ories mathe´matiques connues,
depuis la ge´ome´trie jusqu’aux nombres transfinis de Cantor, est comple`tement
unifie´e en une seule the´orie, dont une forme plus commode utilise´e aujourd’hui
est l’axiomatique de la the´orie des ensembles de Zermelo-Fraenkel (ZF).
III. Le formalisme de la the´orie des Ensembles
Je vais maintenant pre´ciser un peu le formalisme de la the´orie des ensembles,
afin de tenter de vous convaincre en quelques minutes de deux choses pour
lesquelles on estime ge´ne´ralement qu’elles ne peuvent vraiment s’acque´rir
qu’en au moins un an de pratique personnelle. La premie`re que j’exposerai
sommairement est que le langage de la the´orie des ensembles est purement
formel, on peut me^me dire mate´riel assemblages forme´s de signes parfaitement
codifie´s. La seconde, que je ne ferai qu’e´voquer, est que toute pense´e
mathe´matique du moins la quasi-totalite´ peut s’exprimer dans ce langage.
La the´orie des ensembles de Zermelo-Fraenkel s’exprime dans le langage
de la logique des pre´dicats du 1er ordre en posant un certain nombre d’axiomes
spe´cifiques. La logique des pre´dicats du 1er ordre est une the´orie logique
dans laquelle les quantificateurs ∀ ∃ ne peuvent porter que sur des variables
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d’individus et non des variables de pre´dicats (c’est-a`-dire de proprie´te´s).
Langage du 1er ordre
a) Symboles de variables x, y, z, x′, y′, z′, x′′, y′′, z′′ . . .
b) Symboles de fonctions
- fonctions 0-aires ou constantes,
- fonctions unaires f( ), g( ) . . .,
- fonctions binaires h( , ) . . .,
- fonctions n-aires h( , . . . , ) . . .,
c) Symboles de pre´dicats
- pre´dicats unaires P ( ), Q( ) . . .,
- pre´dicats n-aires R( , . . . , ) . . .,
d) Les symboles ¬ (non), ∨ (ou), ∃ (il existe).
e) Un pre´dicat binaire particulier note´ =.
On de´finit alors les assemblages de signes qu’on appellera termes et
ceux qu’on appellera formules.
Termes
i) une variable est un terme,
ii) si u1, . . . , un, sont des termes et si f est une fonction n-aire alors
f(u1, . . . , un) est un terme,
Formules
a) une formule atomique est un assemblage de la forme P (a1, . . . , an) ou`
les ai sont des termes et P un pre´dicat n-aire.
b) i) une formule atomique est une formule
ii) si ϕ est une formule, ¬ϕ est une formule
iii) si ϕ et ψ sont des formules, ϕ ∨ ψ est une formule,
iv) si ϕ est une formule, ∃xϕ est une formule et de me^me en remplac¸ant
x par une autre variable.
Abre´viations on note A ⇒ B pour ¬A ∨ B, A&B pour ¬(A ⇒ ¬B), et
enfin ∀xA pour ¬∃x¬A.
Logique des pre´dicats du 1er ordre
On appelle ainsi une the´orie formalise´e utilisant le langage du 1er
ordre plus un certain nombre d’axiomes et de re`gles d’infe´rence, permettant
de construire des formules a` partir des axiomes, formules qu’on appellera
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des the´ore`mes.
Axiomes
Les formules suivantes sont des axiomes
1) toute formule de la forme A ∨ ¬A ou` A est une formule.
2) Si A(x) est une formule ayant x comme variable libre (non dans le
champ d’un quantificateur) et si a est un terme
A(a)⇒ ∃xA(x)
est un axiome.
3) Si x est une variable x = x est un axiome,
4) Si x1, . . . , xn, y1, . . . , yn sont des variables et f une fonction n-aire
(x1 = y1)&(x2 = y2)& · · ·&(xn = yn)⇒ f(x1, . . . , xn) = f(y1, . . . , yn)
est un axiome.
5) et de me^me si P est un pre´dicat n-aire
(x1 = y1)&(x2 = y2)& · · ·&(xn = yn)⇒ (P (x1, . . . , xn)⇒ P (y1, . . . , yn))
est un axiome.
Re`gles d’infe´rence
1) de A on de´duit B ∨ A
2) de A ∨ A on de´duit A
3) de (A ∨ B) ∨ C on de´duit A ∨ (B ∨ C)
4) de A ∨ B et de ¬A ∨ C on de´duit B ∨ C
5) Si x n’est pas une variable libre de B,
de A⇒ B on de´duit (∃xA)⇒ B.
The´orie des Ensembles
Cette the´orie utilise un langage du 1er ordre sans symbole de fonction.
Un seul pre´dicat binaire (en plus de =) note´ ∈ et un certain nombre
d’axiomes pour le de´tail desquels je renvoie a` Krivine [10].
1) Extensionalite´ :
∀z(z ∈ x⇔ z ∈ y)⇒ x = y
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2) Re´gularite´ (ou fondation)
∃y(y ∈ x)⇒ ∃y(y ∈ x & ¬∃z(z ∈ x&z ∈ y))
3) Axiomes de partie : quelque soit la formule A
∃z∀x(x ∈ z ⇔ x ∈ y &A)
est un axiome de`s que les variables x, y, z sont distinctes et n’interviennent
pas dans A.
4) Le sche´ma de remplacement.
5) L’axiome de l’ensemble des parties.
6) L’axiome de l’infini.
7) (e´ventuellement) L’axiome du choix.
Pour ce qui est de voir comment on peut introduire a` partir de cela
toutes les mathe´matiques, nombres entiers, re´els, espaces topologiques,
etc... je vous renvoie au cours d’analyse de C. WAGSCHAL, en attirant
seulement votre attention sur le fait que ce cours est re´dige´ dans le cadre
de l’axiomatique de Zermelo qui est plus faible que ZF (le sche´ma de rempla-
cement y est remplace´ par l’axiome de compre´hension), mais de´ja` suffisante
pour faire la majeure partie de l’analyse.
IV. Formalisation et inde´cidabilite´
Ainsi nous sommes dans la situation suivante, l’ensemble des mathe´matiques
se pre´sente sous la forme d’un syste`me formel ou` chaque the´ore`me n’est
qu’une conse´quence purement logique et e´trange`re a` toute intuition sensible
de certains axiomes. La ve´rite´ de tel e´nonce´ n’e´tant que relative a` ce
syste`me d’axiome, les mathe´matiques d’un co^te´ se sont unifie´es, de l’autre
ont perdu tout caracte`re absolu les the´ories ne contiennent que ce qu’on
a mis dedans. Si c’e´tait la seule conclusion a` laquelle avait mene´ la
formalisation des mathe´matiques cela ne serait pas bien inte´ressant. Mais
ceci a conduit les mathe´maticiens a` conside´rer et a` tenter d’e´tudier ces
sortes de jeux que sont les syste`mes formels eux-me^mes, et ont de´couvert
des phe´nome`nes curieux auxquels en ve´rite´ ils ne s’attendaient pas. Ce
sera l’objet principal de tout ce cycle de confe´rences. Sans trop de´florer
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les sujets des autres confe´renciers, je dirai simplement ceci
A. Syntaxe
A partir du moment ou` toutes les mathe´matiques avaient e´te´ ramene´es
a` des enchaı^nements de signes, il ne devait pas e^tre bien sorcier de voir
si ces enchaı^nements, inde´pendamment de toute signification attribue´e aux
symboles, peuvent mener a une contradiction, c’est-a`-dire a` A&¬A ou non.
C’est du moins ce qu’a cru Hilbert pendant un temps. Cependant certains
syste`mes formels en particulier ceux obtenus a partir de la formalisation
des mathe´matiques, quoique forme´s d’enchaı^nements codifie´s de suites de
signes qu’on pourrait si l’on veut re´aliser mate´riellement en bois par
exemple ou faire manipuler par un ordinateur, sont d’une telle richesse
combinatoire, que sur certaines de leurs proprie´te´s plane un doute d’une
nature particulie`re. La the`se suivante sera pre´cise´e et commente´e par
les prochaines confe´rences "Il y a des syste`mes combinatoires parfaitement
de´termine´s (le hasard en est comple`tement e´tranger) dont certaines proprie´te´s
(comme de savoir s’ils sont contradictoires ou non) sont a` jamais en dehors
du champ de la connaissance certaine en tout cas telle qu’elle e´tait entendue
au 19e sie`cle." Cet aspect syntaxique sera illustre´ et de´veloppe´ dans les
confe´rences de J.Y. GIRARD.
B. Se´mantique
La the´orie des ensembles de Zermelo-Fraenkel est un syste`me formel parti-
culier qui a l’avantage de constituer un cadre conceptuel tre`s large dans
lequel les proble`mes de signification et de mode`les des syste`mes formels
peuvent e^tre aborde´s. Un mode`le d’une the´orie formelle doit e^tre compris
comme "une re´alite´" dont la the´orie serait la formalisation, c’est-a`-dire
comme un univers d’objets et de relations satisfaisant aux lois e´dicte´es
par les the´ore`mes de cette the´orie. Un des re´sultats fondamentaux de la
the´orie des mode`les est que les syste`mes formels ont le plus souvent plusieurs
mode`les on dit qu’ils sont non cate´goriques.
Nous utilisons ces syste`mes en attribuant un sens (le sens usuel) aux
symboles, mais en fait d’autres significations sont possibles, d’autres
objets que ceux dont on a voulu formaliser les proprie´te´s satisfont les
e´nonce´s. Par exemple quoique l’on puisse faire toute la the´orie classique
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des nombres re´els dans Zermelo-Fraenkel, a` partir de tout mode`le de Zermelo-
Fraenkel on peut construire un mode`le de´nombrable dans lequel e´videmment
la relation d’appartenance et la proprie´te´ d’e^tre de´nombrable n’ont pas
le sens habituel.
De me^me il existe des mode`les de l’arithme´tique de Peano dans lesquels
il y a des entiers infinis, et ces mode`les non-standards trouvent des appli-
cations inte´ressantes. La the´orie des mode`les a de´veloppe´ des concepts
et des me´thodes par lesquels nos connaissances de la notion de symbole
s’est trouve´e grandement affine´e par rapport a` la re´flexion spe´culative
de l’approche intuitive.
On peut dire si l’on veut que le mathe´maticien traditionnel se pre´occupe
de savoir s’il n’a pas de´signe´ le me^me objet par deux symboles diffe´rents
(c’est ce qu’il fait lorsqu’il pose ou re´sout une e´quation) alors que le
logicien se pose la question de savoir si d’aventure un me^me symbole ne
de´signerait pas plusieurs choses diffe´rentes.
Cet aspect se´mantique sera illustre´ particulie`rement par l’expose´ de
A. LOUVEAU sur l’hypothe`se du continu.
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Le the´ore`me d’incomple´tude de Go¨del
Jean-Yves Girard
Le formalisme, c’est-a`-dire la position philosophique sur les mathe´matiques
dont le repre´sentant le plus e´minent fut Hilbert, constitue le sujet essentiel
de cet expose´. Plus pre´cise´ment, nous allons exposer en de´tail l’ide´ologie
formaliste, dont la quintessence est le "programme de Hilbert" (en e´voquant
en contrepoint, une ide´ologie concurrente, l’intuitionnisme). Le programme
de Hilbert avait ceci de particulier qu’il s’agissait d’un programme mathe´-
matique tre`s pre´cis, tendant a` de´montrer la justesse de l’ontologie formaliste
(et non pas une vague succession d’intentions) c’e´tait su^rement assez pre´somp-
tueux de la part de Hilbert que de vouloir trancher une question philosophique
par le biais des mathe´matiques, mais sans doute moins ridicule que l’inverse,
a` savoir de´cider une question scientifique au moyen de conside´rations "philo-
sophiques" ge´ne´rales. En tout cas, on s’expose a` la possibilite´ de re´futation,
car il est bien connu que les conjectures mathe´matiques peuvent e^tre de´montre´es
(c’est ce qu’espe´rait Hilbert pour son programme) ou re´fute´es c’est ce
qu’il advint. En 1931, par son the´ore`me d’incomple´tude, Go¨del re´futait
clairement le programme de Hilbert. Cet expose´ s’arre^tera donc avec le
the´ore`me d’incomple´tude. La semaine prochaine, nous nous pre´occuperons
de ce qu’il advint apre`s car si le the´ore`me d’incomple´tude a montre´ la
faussete´ des vues hilbertiennes sur les mathe´matiques, il ne nous a pas
propose´ grand-chose a` la place, il y a eu des travaux dans la ligne´e de
Hilbert, et dont l’e´valuation exacte reste de´licate, je pense en particulier
aux travaux de Gentzen.
1. La philosophie formaliste
Les succe`s de la formalisation (voir l’expose´ pre´ce´dent) ont conduit
a` la position philosophique suivante, qui fut celle de Hilbert, mais qui
a toujours de nombreux de´fenseurs (notamment en France, voir les Ele´ments
de Mathe´matique de Bourbaki) Les mathe´matiques doivent e^tre analyse´es comme
une activite´ de´pourvue de signification, comme, disons, le jeu d’e´checs.
Il s’agit, au moyen de re`gles formelles fixe´es a` l’avance, de construire
certains assemblages de symboles (les e´nonce´s mathe´matiques et leurs de´mons-
trations).
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Faut-il en conclure que le formalisme sous-entend une attitude ontologique
(l’ontologie est la partie de la philosophie qui traite de l’existence)
cohe´rente ? il n’en est rien, et nous pouvons facilement distinguer entre
plusieurs positions formalistes
1 - D’abord des gens pour qui rien n’existe. Cette position me semble
difficilement conciliable avec l’ide´e d’analyser les mathe´matiques comme
un jeu formel, il semble en effet implicite dans cette ide´e que les symboles
formels existent vraiment on est donc amene´ a` reconnaı^tre une certaine
existence aux assemblages de symboles ainsi obtenus, et une certaine signi-
fication aux proprie´te´s combinatoires (cohe´rence, etc...) de ces assemblages.
2 - A l’oppose´ se situe le monsieur qui dit au fond, toutes ces questions
d’existence me passent au-dessus de la te^te, je ne veux pas savoir si les
objets mathe´matiques existent ou non en tout cas, ce qui est su^r, c’est
le co^te´ purement formel mentionne´ plus haut. Il ne s’agit pas vraiment
d’une prise de position, mais pluto^t d’une fuite...
3 - La position de Hilbert, elle, est nettement plus inte´ressante
Les seuls objets qui existent pour Hilbert, ce sont des objets finitistes
(ou encore e´le´mentaires) il s’agit la` des e^tres re´els dont parlent les
mathe´matiques. Quels sont-ils au juste ? Essentiellement les entiers,
mais aussi les assemblages formels (qui peuvent e^tre repre´sente´s par des
entiers).
Parmi les proprie´te´s mathe´matiques, il en est qui n’ont pas de sens
(comme par exemple des proprie´te´s qui feraient re´fe´rence a` des objets non
finitistes), et d’autres qui ont une signification (et que l’on appellera
encore "re´elles", "e´le´mentaires", "finitistes"). Ces e´nonce´s pleins de
sens, Hilbert propose de les identifier aux proprie´te´s qui ont lieu pour
toute valeur des variables.
Exemples
∀x(x2 + 2x+ 1 = (x+ 1)2)
∀x∀y∀z∀n(xyz 6= 0 & n > 2 =⇒ xn + yn 6= zn)
la conjecture de Riemann (dans ce cas, elle n’est pas directement e´le´men-
taire, mais on peut la ramener a` une identite´, d’ailleurs sans inte´re^t
apparent). Parmi ces e´nonce´s, il y a les formules de cohe´rence Coh(ZF)
exprime que la the´orie ZF (Zermelo-Fraenkel) est cohe´rente, c’est-a`-dire
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∀pi (pi de´monstration dans ZF⇒ pi ne se termine pas par 0 = 1)
enfin, ce ne sont pas toutes les de´monstrations mathe´matiques (y compris
quand elles ne font intervenir que des e´nonce´s et des objets e´le´mentaires)
qui seront irre´prochables, il faut que les principes utilise´s dans les
de´monstrations soient particulie`rement imme´diats, on parlera alors de de´mons-
tration e´le´mentaire (ou finitiste).
Les mathe´matiques (et spe´cialement celles du XXe sie`cle) sont loin de
se re´duire a` ce noyau de´limite´ par Hilbert, nous avons des objets abstraits
(ou ide´aux) (pensons aux ultrafiltres, aux espaces de... Hilbert). Pour
Hilbert, ils n’existent pas, de me^me les proprie´te´s abstraites (ou ide´ales)
n’ont pas de sens, par exemple, la ne´gation d’une identite´ n’a pas, pour
Hilbert, de signification, de me^me quant aux principes abstraits qui se
retrouvent dans de nombreuses de´monstrations, par exemple, l’axiome du
choix. Cette distinction entre "re´el" et "abstrait" va nous conduire au
programme de Hilbert.
2. Le programme de Hilbert
L’ide´e de Hilbert est de montrer qu’il est possible, en the´orie du moins,
de se passer des objets abstraits, des e´nonce´s abstraits. Voila` donc le
programme qu’il se proposait de re´aliser.
Soit R une proprie´te´ e´le´mentaire, e´tablie a` l’aide de me´thodes abstraites,
montrer que R peut e^tre e´tablie a` l’aide de me´thodes e´le´mentaires.
Ce programme, d’e´nonce´ simple, appelle un certain nombre de remarques
- D’abord, il se place dans une certaine tradition, rappelons-nous le
the´ore`me des nombres premiers (Hadamard, de la Valle´e-Poussin), de´montre´
au moyen de la the´orie des fonctions analytiques, mais qui a e´te´ e´le´mentarise´
au XXe sie`cle, on a trouve´ des de´monstrations plus proches du re´sultat,
c’est-a`-dire n’utilisant pas de principes abstraits comme des re´sultats
ge´ne´raux sur des fonctions analytiques... Le principe de "purete´ des me´thodes"
dit qu’il est bien, e´le´gant... de se restreindre, lors d’une de´monstration,
a` des principes et des e´nonce´s en rapport avec la conclusion, une de´monstration
abstraite d’un e´nonce re´el viole la purete´ des me´thodes, et le programme
de Hilbert nous donne donc un principe de purete´ des me´thodes ge´ne´ralise´.
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- Le programme de Hilbert suppose la comple´tude des mathe´matiques e´le´-
mentaires, en effet, il ne fait pas de doute que toute identite´ vraie est
de´montrable par des me´thodes abstraites ad hoc, et donc par le programme
de Hilbert, par des me´thodes e´le´mentaires. D’ailleurs, les formalistes
attarde´s utilisent "vrai" pour "de´montrable" et "faux" pour "re´futable".
Les phe´nome`nes de comple´tude (c’est-a`-dire l’ade´quation entre vrai et
"prouvable") ne sont pas si rares que cela, mentionnons quelques exemples
- la the´orie des corps re´els clos est comple`te,
- la comple´tude est vraie pour les e´nonces co-e´le´mentaires (ne´gations
d’e´nonce´s e´le´mentaires) en fait tout e´nonce´ co-e´le´mentaire vrai est prouvable
dans les mathe´matiques "co-e´le´mentaires"... malheureusement, ce n’est
pas a` cette classe-la` que Hilbert s’est inte´resse´ pour son programme.
Une de´monstration valable du programme de Hilbert ne saurait e^tre qu’e´le´-
mentaire : sinon, on ne pourrait rien conclure, puisque ce qui n’est pas
e´le´mentaire n’a pas de sens... Concre`tement, la de´monstration du programme
de Hilbert consiste a` se placer dans une the´orie abstraite (par exemple
ZF), et d’y conside´rer un e´nonce´ e´le´mentaire, et une de´monstration abstraite
T de cet e´nonce´ R, il s’agirait alors, au moyen de transformations e´le´men-
taires sur T, d’obtenir une de´monstration e´le´mentaire T’ du me^me e´nonce´
R. Ce genre de re´sultat (dans un autre contexte) n’a rien d’utopique on
sait par exemple (a` l’aide des re´sultats de Go¨del sur l’hypothe`se du continu)
transformer, au moyen d’un proce´de´ tout ce qu’il y a d’e´le´mentaire, toute
de´monstration dans ZF+AC+GCH d’un e´nonce´ e´le´mentaire, en une de´monstration
dans ZF (mais la de´monstration n’est pas e´le´mentaire, et l’analogie s’arre^te
la`...). L’e´cole de Hilbert se fit d’abord les dents sur de tout petits
syste`mes (fragments de l’arithme´tique), en attendant d’e^tre a` me^me de de´mon-
trer le re´sultat pour la the´orie des ensembles. Mais Go¨del donna un coup
d’arre^t brutal au programme...
3. De´monstration de cohe´rence
Une formulation e´quivalente du programme de Hilbert, est la recherche
de de´monstrations de cohe´rence e´le´mentaires :
(i) si le programme de Hilbert est re´alise´, supposons que par exemple,
ZF soit contradictoire, c’est-a`-dire de´montre O = 1 , qui est un e´nonce´
e´le´mentaire, par le programme de Hilbert, cet e´nonce´ peut donc e^tre de´montre´
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par des me´thodes e´le´mentaires mais ces me´thodes ne sont dites "e´le´mentaires"
que parce que nous n’avons aucun doute en ce qui les concerne, en particulier
elles ne sauraient mener a` une absurdite´ du genre de O = 1. Nous venons
ainsi d’obtenir une de´monstration e´le´mentaire de cohe´rence pour ZF (la
de´monstration e´le´mentaire du programme de Hilbert pour ZF, et l’e´vidence
e´le´mentaire de la cohe´rence des mathe´matiques e´le´mentaires (si la cohe´rence
des mathe´matiques e´le´mentaires n’est pas e´tablie de manie`re e´le´mentaire,
ici encore, une application du programme de Hilbert rendra notre de´mons-
tration e´le´mentaire) )
ii) re´ciproquement, si la the´orie ZF est cohe´rente, prenons un e´nonce´
e´le´mentaire, disons le the´ore`me de Fermat, et supposons l’y avoir prouve´;
si par ailleurs, les entiers a, b, c, 6= 0 et n > 2 sont tels que an + bn =
cn par exemple si 17101+23101 = 24101 , alors l’e´quation an+bn = cn serait
prouvable en the´orie des ensembles ZF, ce qui donnerait une contradiction
dans ZF. Nous venons de donner informellement une de´monstration e´le´mentaire
du programme de Hilbert (dans le cas du the´ore`me de Fermat), en donnant
un proce´de´ e´le´mentaire pour transformer une de´monstration non-e´le´mentaire
de Fermat dans ZF en une de´monstration e´le´mentaire, au moyen d’une de´mons-
tration e´le´mentaire de cohe´rence de ZF...
4. L’intuitionnisme
On comprendra mieux le formalisme en parlant de son fre`re ennemi, l’intui-
tionnisme, dont le champion fut Brouwer. Les deux the´ories se rejoignaient
dans un me^me refus du re´alisme (c’est-a`-dire de la philosophie "naı¨ve"
des mathe´matiques, pour laquelle les e´nonce´s mathe´matiques parlent d’objets
re´els dans un univers ide´al a` pre´ciser...). Par contre, les deux the´ories
divergeaient radicalement pour ce qui est de l’analyse de l’activite´ mathe´matique.
- Pour Hilbert, l’activite´ mathe´matique est me´canique, pour lui le mathe´-
maticien ide´al serait un robot, essayant syste´matiquement toutes les de´monstrations
e´le´mentaires possibles. Tout ce que nous appelons "intuition" n’est rien
d’autre que ce qui permet au mathe´maticien de se hausser au niveau de ce
mathe´maticien ide´al...
- au contraire, pour Brouwer, l’activite´ mathe´matique est un acte cre´ateur
de l’esprit, qui ne saurait en aucune fac¸on e^tre me´canise´, en particulier,
pour lui, les mathe´matiques e´taient par essence non formalisables.
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Le syste`me intuitionniste se de´veloppe par des principes logiques totalement
diffe´rents des principes classiques, notamment le refus du principe du
tiers exclu, tout cela se justifie, suivant Brouwer, en faisant re´fe´rence
a` un "sujet pensant" qui produit des re´sultats mathe´matiques. Une discussion
approfondie de l’intuitionnisme serait ici hors de propos contentons-nous
de remarquer que cette the´orie, bien qu’extravagante par certains co^te´s,
pre´sente une vision de l’activite´ mathe´matique moins de´solante que celle
de Hilbert, malheureusement, l’intuitionnisme n’a pas tenu ses promesses...
5. Re´futation du programme de Hilbert (1931)
Le premier the´ore`me d’incomple´tude de Go¨del associe a` toute the´orie
cohe´rente T satisfaisant des conditions tre`s ge´ne´rales, un e´nonce´ e´le´mentaire
C, ayant les proprie´te´s suivantes
- C est vrai
- C n’est pas de´montrable dans T.
Ceci de´truit le programme de Hilbert, car si on prend pour the´orie T
une the´orie cohe´rente contenant toutes les mathe´matiques e´le´mentaires,
(par exemple, on pourrait prendre pour T l’arithme´tique de Peano AP), l’e´nonce´
de Go¨del C est e´le´mentaire, de´montre´ par le the´ore`me de Go¨del (puisque
le the´ore`me dit qu’il est vrai) et la cohe´rence de T, mais sans de´monstration
dans T, donc sans de´monstration e´le´mentaire.
On trouve plus souvent la re´fe´rence au deuxie`me the´ore`me d’incomple´tude,
qui dit la chose suivante : sous des conditions presque aussi ge´ne´rales
que celles du premier the´ore`me, l’e´nonce´ e´le´mentaire qui exprime la cohe´rence
de T n’est pas de´montrable dans T. Ce deuxie`me the´ore`me de´truit le programme
sous sa forme "cohe´rence" mais il n’est pas ne´cessaire (sa de´monstration
est plus difficile que celle du premier) a` la re´futation du programme de
Hilbert le premier the´ore`me suffit.
Le programme de Hilbert est donc re´fute´ en 1931, mais, par un phe´nome`ne
psychologique bien compre´hensible, le formalisme a garde´ une grande partie
de ses adeptes : en effet le formalisme pre´sente une vision assez simple
des mathe´matiques (le me´canisme, la comple´tude, les objets abstraits comme
des fac¸ons de parler, mais n’existant pas...), et on sait bien que les
visions simplistes, re´ductrices, du monde ont toujours un impact sans commune
mesure avec leur succe`s re´el. Tout aurait e´te´ bien diffe´rent si au lieu
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de de´molir le programme de Hilbert sans rien mettre a` sa place qui ait
les me^mes vertus d’attraction, Go¨del avait trouve´ une caracte´risation simple
de la prouvabilite´ en termes de ve´rite´, ou le contraire... Nous allons
maintenant voir d’un peu plus pre`s ces the´ore`mes d’incomple´tude.
6. Le premier the´ore`me d’incomple´tude
Nous allons nous inte´resser ici uniquement a` l’arithme´tique de Peano
AP. La premie`re chose est de repre´senter les donne´es syntaxiques de AP
au moyen d’entiers. Cela ne pre´sente the´oriquement aucune difficulte´,
vu que le langage, et les constructions qui gravitent autour, forment des
ensembles de´nombrables. La bijection que l’on e´tablit entre e´nonce´s et
N s’appelle nume´rotation de Go¨del. Rappelons que le langage de l’arithme´-
tique est base´ sur 0, S,+, .,=, < a` chacun de ces symboles, ainsi qu’aux
connecteurs, aux quantificateurs et aux variables, on attribue un entier
son nombre de Go¨del : p0q = 1 ; pSq = 3 ; p+q = 5 ; p.q = 7 ; p=q = 9 ; p<
q = 11 ; p¬q = 13 ; p∨q = 15 ; p&q = 17 ; p⇒q = 19 ; p∃q = 21 ; p∀q =
23 ; pxnq = 25 + 2n.
Les nombres de Go¨del ne sont en rien remarquables ; on pourrait imaginer
beaucoup d’autres manie`res de nume´roter les symboles du langage. Il ne
s’agit pas d’entiers qui auraient des relations cache´es avec les symboles
qu’ils repre´sentent, je dis cela a` cause de l’association qu’on peut e^tre
amene´ a` faire avec d’autres "nombres de" (Bernoulli par exemple). Si a0, . . . , an−1
est une suite d’entiers de longueur n, on introduit un entier pa0, . . . , an−1q =
pa0+11 · · · pan−1+1n ou` pn de´signe le n-ime nombre premier, alors pa0, . . . , an−1q
de´termine n uniquement, ainsi que les entiers a0, . . . , an−1.
On sait qu’il est possible, en utilisant la "notation polonaise", c’est-
a`-dire en e´crivant ∨AB a` la place de A∨B, &AB a` la place de A&B,...
d’e´liminer les parenthe`ses, et tout e´nonce´ du langage apparaı^t comme une
suite finie de symboles 0, S, . . . , xn, . . . dans un certain ordre. Si A est
un tel e´nonce´, on peut donc e´crire A = s0 . . . sm ou` s0 . . . sm sont des symboles
0, S, . . . , xn, . . . et on posera donc pAq = pps0q, . . . , psmqq. Une de´monstration
de A dans AP, c’est une suite A0, . . . , Ap d’e´nonce´s, telle que Ap = A,
et la suite est ba^tie en respectant les re`gles d’infe´rence du calcul des
pre´dicats, et les axiomes de Peano (dont l’e´nonce´ pre´cis ne joue aucun
ro^le ici). On peut donc associer a une de´monstration A0, . . . , Ap un nombre
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de Go¨del pAq = ppA0q, . . . , pApqq.
On conside`re la proprie´te´ Dem(d, a) : d est le nombre de Go¨del d’une
de´monstration de l’e´nonce´ dont le nombre de Go¨del est a. Nous allons e´noncer
quelques e´vidences (techniquement, cela demande des notions de re´cursivite´,
et ce n’est pas du tout e´vident)
- Dem(d, a) est une formule de l’arithme´tique (on voit bien que les
re`gles syntaxiques de formation des e´nonce´s et des de´monstrations vont
e^tre expressibles, au moyen du nombre de Go¨del, par des proprie´te´s arithme´tiques)
- surtout de`s que Dem(d, a) est vrai, il est de´montrable dans AP, cela
peut se voir ainsi : une de´monstration est une suite finie de symboles,
qui ve´rifie un certain nombre de crite`res combinatoires que l’on peut ve´rifier
me´caniquement ; or tout ce qui est me´canique est du ressort de la de´mons-
trabilite´ (je n’ai pas dit que l’on peut de´cider me´caniquement la de´mons-
trabilite´ dans AP), c’est-a`-dire que le processus me´canique de ve´rification
qu’un assemblage de symboles est une de´monstration peut e^tre confie´ a` une
the´orie formelle comme AP. En fait les e´nonce´s, qui comme Dem(d,a) sont
prouvables de`s qu’ils sont vrais, sont les co-e´le´mentaires. (On dit plus
souvent Σ01)
L’e´tape suivante consiste a` reproduire le fameux paradoxe du menteur,
connu depuis l’Antiquite´ : "je mens" ; a` proprement parler, le paradoxe
du menteur donnerait "je ne suis pas vrai" ; ici nous allons conside´rer
"je ne suis pas prouvable", a` savoir un e´nonce´ A e´quivalent a` ∀d¬Dem(d, pAq)
en fait on a mieux que l’e´quivalence A et ∀d¬Dem(d, pAq) sont le me^me
e´nonce´. Un tel e´nonce´ A se construit facilement avec un peu plus de technique
que ce que nous avons introduit... Remarquons que A est par construction
un e´nonce´ e´le´mentaire (on dit encore Π01 ).
A n’est pas prouvable dans AP : en effet, si A e´tait prouvable dans
AP, on y prouverait A et donc Dem(d, pAq) pour un certain d ; mais comme
A est ∀d¬Dem(d, pAq), on obtiendrait une contradiction dans AP donc si
AP est cohe´rente, l’e´nonce´ A n’est pas de´montrable dans AP. Mais comme
A est e´quivalent a` sa non-prouvabilite´ dans AP, et que nous venons de
voir que A n’est pas de´montrable dans AP, il s’ensuit que A est vrai,
mais non de´montrable. Remarquons que rien n’exclut que ¬A soit de´montrable
dans AP (sinon notre intuition que les the´ore`mes de AP sont vrais). Par
une ame´lioration due a` Rosser (1936), on peut construire A vrai et e´le´mentaire
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tel que ni A ni ¬A ne soient de´montrables dans AP.
Une autre remarque est le re´sultat suivant, du^ a` Tarski, on ne peut
pas trouver de pre´dicat de ve´rite´ dans AP, a` savoir d’e´nonce´ V tel que
V (pBq)⇔ (B soit de´montrable dans AP) pour tout B il suffit de refaire
la construction de Go¨del en remplac¸ant ∃d Dem(d, pBq) par V (pBq).
7. Deuxie`me the´ore`me d’incomple´tude
Coh(AP) est l’e´nonce´ ∀d¬Dem(d, p0 = S0q), qui exprime que AP est cohe´-
rente ; il est extre^mement pe´nible de de´montrer le premier the´ore`me d’incom-
ple´tude formellement dans AP, mais on y arrive : si AP est cohe´rente,
A est vrai : l’e´nonce´ Coh(AP) ⇒ A est donc de´montrable dans AP, et
comme A n’est pas de´montrable dans AP, Coh(AP) ne peut pas e^tre de´montrable
dans AP, si AP est cohe´rente. L’ide´e est simple, mais la mise en oeuvre
mathe´matique est tre`s lourde...
8. Signification des the´ore`mes d’incomple´tude
Le re´sultat de Go¨del est extre^mement ce´le`bre, d’ailleurs surtout hors
des milieux mathe´matiques. Nous avons de´ja` eu l’occasion de dire que ce
the´ore`me n’avait pas affecte´ de fac¸on sensible la conception des mathe´-
matiques du mathe´maticien moyen. La renomme´e de ce re´sultat dans des cercles
non mathe´matiques vient surtout d’une me´compre´hension : on retient l’imitation
du paradoxe du menteur, et cela donne quelque chose comme (si on parle
du deuxie`me the´ore`me, qui a de loin le plus de succe`s) "une the´orie ne
peut pas se penser elle-me^me", ou pire, en extrapolant "la science ne peut
pas se penser elle-me^me". Ce qui est certain, c’est qu’un re´sultat comme
le the´ore`me de Go¨del appelle naturellement de nombreux commentaires et
des extrapolations varie´es : c’est qu’on a l’impression que son importance
de´passe de loin le strict cadre technique ou` il se place... Ceci dit,
ce n’est pas une raison pour dire n’importe quoi.
- Quand on dit qu’une the´orie ne peut pas se penser elle-me^me on fait
un contresens sur la signification du the´ore`me, les e´nonce´s qui expriment
dans AP les proprie´te´s de AP, telle la formule Coh(AP), montrent bien que
AP peut "se penser elle-me^me" ; si on veut dire par la` qu’il y a des e´nonce´s
sur AP qui ne sont pas de´montrables dans AP elle-me^me, il conviendra de
remarquer qu’il y a aussi des e´nonce´s vrais qui ne parlent pas de AP, et
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qui ne sont pas de´montrables dans AP, ainsi que des proprie´te´s vraies de
AP qui sont de´montrables dans AP : l’accent mis sur la cohe´rence est arbi-
traire...
- Quand l’extrapolation va plus loin que les the´ories formelles, a` savoir
quand on veut faire dire au the´ore`me d’incomple´tude quelque chose sur la
pense´e en ge´ne´ral, on passe loin de la signification profonde du re´sultat,
en effet le the´ore`me d’incomple´tude est avant tout un re´sultat sur la pense´e
me´canique (une the´orie formelle) et s’il semble honne^te d’extrapoler les
re´sultats d’incomple´tude au domaine de la pense´e me´canique (ordinateurs,
jeux...), appliquer le the´ore`me d’incomple´tude a` l’activite´ humaine est
hautement farfelu, d’ailleurs, quand je dis appliquer, c’est un bien grand
mot : on cite Go¨del a` la place ou` nague`re on aurait cite´, disons... Mallarme´,
dont les vers e´nigmatiques renferment, on le sait, tout ce qu’il faut pour
ce genre de situation : il importe seulement de ne pas me´langer les genres
et de ne pas utiliser les re´sultats scientifiques sous une forme tellement
me´taphoriques qu’ils en sont devenus me´connaissables.
Pour re´sumer, si nous devons dire en une phrase quelle est la signification
de la re´futation par Go¨del du programme de Hilbert, c’est :
"il y a des choses qui ne sont pas du ressort du me´canisme."
Voila` ce que disent les the´ore`mes d’incomple´tude, et ce message est
re´pe´te´ sous de nombreuses formes techniques, je pense aux the´ore`mes d’inde´ci-
dabilite´ (voir 5e`me confe´rence). S’il y a des choses qui ne sont pas du
ressort du me´canisme, cela veut dire qu’il y a quelque chose de non me´canique
dans, disons, la pense´e mathe´matique par exemple, la production de nouveaux
axiomes est ne´cessairement chaotique (vue du point de vue d’un robot) il
s’agit de parier a` chaque e´tape sur l’e´tape suivante : il n’est pas question
de produire des axiomes par une me´thode re´gulie`re.
9. De´monstrations de cohe´rence relative(3)
Apre`s le re´sultat de Go¨del, il devenait impossible de penser a` raisonner
sur la cohe´rence d’une manie`re qui soit e´piste´mologiquement absolument
convaincante. Comment penser un instant qu’une de´monstration de cohe´rence,
qui utilise plus que l’arithme´tique, a une re´elle valeur, au niveau de
la philosophie des mathe´matiques... En fait ceci ne concerne que les de´mons-
3Ce qui suit constitue la 2e confe´rence de J.Y. GIRARD
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trations de cohe´rence, dans ce qu’elles ont de plus pre´tentieux : les
de´monstrations de cohe´rence absolue. Par contre, il est une autre cate´gorie
de de´monstrations de cohe´rence, les de´monstrations de cohe´rence relative,
c’est-a`-dire des e´nonce´s de la forme
Coh(T)⇒ Coh(U)
(si T est cohe´rente, alors U l’est). La valeur e´piste´mologique de tels
re´sultats est plus limite´e, mais par contre, vu que de telles de´monstrations
se font toujours dans les mathe´matiques e´le´mentaires che`res a` Hilbert,
cette valeur e´piste´mologique est incontestable ; par exemple, le re´sultat
de 1939 de Go¨del : Coh(ZF)⇒ Coh(ZF+ AC+ GCH) (cohe´rence relative de
l’axiome du choix et de l’hypothe`se du continu par rapport a` ZF) montre
que l’axiome du choix et l’hypothe`se du continu ne sont pas plus "risque´es"
que la the´orie des ensembles ; nous avons ici une vraie re´duction... De
la me^me manie`re, les re´sultats de Cohen (cohe´rence relative de la ne´gation
de l’axiome du choix, de la ne´gation de l’hypothe`se du continu), montrent
que l’on peut aussi faire des choix oppose´s qui ne sont pas plus risque´s.
Mais ne de´florons pas trop le sujet de la confe´rence d’A. LOUVEAU.
10. Signification des de´monstrations de cohe´rence
Un mot de Kreisel "les doutes quant a` la cohe´rence sont plus douteux
que la cohe´rence elle-me^me". Au fond, personne ne doute vraiment de la
cohe´rence de l’arithme´tique ; s’il existe un proble`me lie´ aux the´ore`mes
de Go¨del, il importe de ne pas dramatiser a` l’exce`s, et de ne pas appliquer
a` ces situations de´licates des conside´rations trop brutales.
Un des re´sultats les plus remarquables de Gentzen est son introduction,
dans les anne´es 30 du calcul des se´quents, et la de´monstration pour le
calcul des se´quents, du Hauptsatz (qui est un ve´ritable principe de purete´
des me´thodes pour le calcul des pre´dicats, c’est-a`-dire la logique pure)
n’est pas sans conse´quences pour les questions de cohe´rence. Avant de
parler du calcul des se´quents, expliquons comment on peut par exemple utiliser
le Hauptsatz pour e´tablir, en un sens presque satisfaisant, la cohe´rence
des mathe´matiques e´le´mentaires.
(ARP) l’arithme´tique re´cursive primitive est une bonne formulation des
mathe´matiques e´le´mentaires ; ce syste`me est forme´ ainsi
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- il y a un grand nombre (une infinite´) de lettres de fonctions, pour
repre´senter des fonctions combinatoires e´le´mentaires (fonctions re´cursives
primitives) comme +, ., exp, etc..., et pour chacune de ces fonctions, on
e´crit des axiomes de de´finition, par exemple
20 = 1
2Sx = 2x + 2x
- on permet l’induction (re´currence) sur les e´nonce´s de la forme t =
u, ou` t et u sont des termes, c’est-a`-dire sont construits en utilisant
les lettres de fonction mentionne´es plus haut, et des variables.
Ce syste`me est une bonne formalisation des mathe´matiques e´le´mentaires ;
mais est-il cohe´rent ? Il y a une de´monstration "naı¨ve" de la cohe´rence
de ARP, qui consiste seulement a` remarquer que tout the´ore`me de ARP est
vrai, par exemple, a` montrer que si ∀x∃y t[x, y] = 0 est de´montrable dans
ARP, alors, pour tout x, on peut trouver un y tel que t[x, y] soit e´gal a`
0. Malheureusement, on voit bien que dans la de´finition de la ve´rite´,
on utilise des quantificateurs qui nous font sortir de la classe des e´nonce´s
e´le´mentaires typiquement, le "on peut trouver y" est un quantificateur
inde´sirable... Heureusement, le Hauptsatz peut ici e^tre utilise´, on remarque
d’abord que tous les axiomes de ARP sont de la forme t = u, y compris
l’axiome (les axiomes en fait) d’induction. Le Hauptsatz nous dit alors
(c’est un principe de purete´ des me´thodes) qu’une de´monstration de 0 =
S0 se place dans la partie purement e´quationnelle de ARP, c’est-a`-dire
qu’a` partir des e´quations qui nous servent d’axiomes, utilisant la transitivite´
et la syme´trie de l’e´galite´, on a de´duit 0 = S0 !. Cette re´duction (qui
utilise le Hauptsatz) de ARP a` sa partie e´quationnelle est faite par des
moyens purement e´le´mentaires. Par contre, il faut de´montrer la cohe´rence
de la partie purement e´quationnelle (sans logique) de ARP, et pour cela,
nous avons une fonction de valuation, qui a` tout terme clos (sans variable)
de ARP, associe sa valeur ; bien entendu, cette fonction de valuation ne
saurait e^tre parmi les fonctions de ARP. Cette partie de la de´monstration
de cohe´rence de ARP n’est donc pas, conforme´ment au the´ore`me de Go¨del,
formalisable dans ARP. La fin de la de´monstration est simple, on de´montre
que, si t et u sont des termes clos tels que l’e´quation t = u soit de´montrable
dans la partie e´quationnelle de ARP, alors V (t) = V (u); pour les axiomes
c’est imme´diat, et la transitivite´, la syme´trie de l’e´galite´, pre´servent
26
cette proprie´te´... En particulier, comme V (0) = 0 6= 1 = V (S0), 0 = S0
n’est pas de´montrable dans le calcul e´quationnel, et donc pas de´montrable
tout court dans ARP.
Nous voyons ici que la partie proble´matique de la cohe´rence (tout ce
qui touche aux quantificateurs) est de´montre´e de manie`re e´le´mentaire, tandis
que le the´ore`me de Go¨del ne s’applique vraiment qu’a` la partie purement
e´quationnelle de ARP, pour laquelle nous n’avons pas de doute se´rieux.
11. Le calcul des se´quents
Il est difficile ici de ne pas e´voquer la me´moire de Jacques Herbrand,
mort pre´mature´ment en 1931, et dont les travaux (le the´ore`me de Herbrand)
pre´figurent les re´sultats de Gentzen...
Pour obtenir son principe de purete´ des me´thodes, Gentzen modifie les
notions de base de la logique : la notion essentielle n’est plus le concept
d’e´nonce´, mais celui de se´quent, Gentzen appelle se´quent une expression
formelle Γ |⇒ ∆ , ou` Γ et ∆ sont des suites finies d’e´nonce´s. La signification
intuitive de A1, . . . , An |⇒ B1, . . . , Bm c’est que si tous les Ai sont vrais,
alors un des Bj l’est :
A1& . . .&An ⇒ B1 ∨ . . . Bm
(En particulier, |⇒ A veut dire A, et A |⇒ veut dire ¬A, et puis
le se´quent vide |⇒ veut dire l’absurdite´, c’est-a`-dire 0 = S0). Les
re`gles du calcul des se´quents sont tout a` fait remarquables ; on les divise
en quatre groupes
(I) AXIOMES
A |⇒ A (A e´nonce´ quelconque)
(Il) REGLES STRUCTURELLES
Affaiblissement
Γ |⇒ ∆
Γ |⇒ A,∆ dA
Γ |⇒ ∆
Γ, A |⇒ ∆ gA
Echange
Γ |⇒ ∆′, A,B,∆′′
Γ |⇒ ∆′, B, A,∆′′ dE
Γ′, A,B,Γ′′ |⇒ ∆
Γ′, B, A,Γ′′ |⇒ ∆ gE
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Contraction
Γ |⇒ A,A,∆
Γ |⇒ A,∆ dC
Γ, A, A |⇒ ∆
Γ, A |⇒ ∆ gC
(III) REGLES LOGIQUES
Re`gles du &
Γ |⇒ A,∆ Γ′ |⇒ B,∆′
Γ,Γ′ |⇒ A&B,∆,∆′ d&
Γ, A |⇒ ∆
Γ, A&B |⇒ ∆ g1&
Γ, B |⇒ ∆
Γ, A&B |⇒ ∆ g2&
Re`gles du ∨
Γ |⇒ A,∆
Γ |⇒ A ∨B,∆ d1 ∨
Γ |⇒ B,∆
Γ |⇒ A ∨ B,∆ d2 ∨
Γ, A |⇒ ∆ Γ′, B |⇒ ∆′
Γ,Γ′, A ∨ B |⇒ ∆,∆′ g∨
Re`gles du ⇒
Γ, A |⇒ B,∆
Γ |⇒ A⇒ B,∆ d⇒
Γ |⇒ A,∆ Γ′, B |⇒ ∆′
Γ,Γ′, A⇒ B |⇒ ∆,∆′ g ⇒
Re`gles du ¬
Γ, A |⇒ ∆
Γ |⇒ ¬A,∆ d¬
Γ |⇒ A,∆
Γ,¬A |⇒ ∆ g¬
Re`gles du ∀
Γ |⇒ A,∆
Γ |⇒ ∀xA,∆ d∀(
∗)
Γ, A[t] |⇒ ∆
Γ, ∀xA |⇒ ∆ g∀
Re`gles du ∃
Γ |⇒ A[t],∆
Γ |⇒ ∃xA,∆ d∃
Γ, A |⇒ ∆
Γ, ∃xA |⇒ ∆ g∃(
∗)
(∗) re`gles restreintes au cas ou` x n’est pas libre dans Γ |⇒ ∆.
(IV) COUPURE
Γ |⇒ A,∆ Γ′, A |⇒ δ′
Γ,Γ′ |⇒ ∆,∆′ C
une de´monstration dans le calcul des se´quents LK, c’est une suite de se´-
quents (dispose´e en forme d’arbre) construite a` partir des axiomes, au
moyen des re`gles (II), (III), (IV) . Un mot sur les re`gles
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(II) les re`gles structurelles sont des re`gles assez anodines : elles
permettent de faire quelques manipulations combinatoires simples (permu-
tation, augmentation, identification d’e´nonce´s du me^me co^te´ du signe |⇒)
; il importe cependant de ne pas me´priser le pouvoir de la re`gle de contraction,
(III) les re`gles logiques de´marquent la gene`se des e´nonce´s ; on parle
encore de re`gles ge´ne´tiques pour la partie (I) (II) (III) de LK (calcul
sans coupures), pour cette raison. C’est une re´ussite inde´niable de Gentzen
que d’avoir isole´, au moyen des se´quents de tels principes "purs" de de´mons-
tration.
(IV) la re`gle de coupure exprime quant a` elle la transitivite´ de la
notion de conse´quence logique ; c’est une re`gle qui correspond a` la pratique
mathe´matique chaque fois que dans un raisonnement mathe´matique, vous utilisez
un re´sultat ge´ne´ral, vous effectuez une coupure ; je donne un exemple simple :
si on vous demande de calculer 4992 , il est peu vraisemblable que vous
effectuiez le calcul il est tellement mieux de faire
4992 = 5002 − 2× 500 + 1
Pour cela, vous utilisez un re´sultat ge´ne´ral ∀x (x− 1)2 = x2 − 2x+ 1
que vous appliquer au cas particulier de 499 ; ce processus se traduit
par une coupure : soit pi la de´monstration classique de l’identite´ susmen-
tionne´e, alors, on peut obtenir 499 = 500− 2.500 + 1 ainsi
pi
...
|⇒ ∀x (x− 1)2 = x2 − 2x+ 1
(500−1)2=5002−2.500+1 |⇒(500−1)2=5002−2.500+1
∀x (x−1)2=x2−2x+1 |⇒(500−1)2=5002−2.500+1
g∀
|⇒ (500− 1)2 = 5002 − 2.500 + 1 C
Les re´sultats sur le calcul LK sont les suivants :
1/ Un re´sultat attendu, LK est une bonne formulation de la logique,
autrement dit A est de´montrable dans le calcul des pre´dicats (encore :
A est vrai dans tout mode`le) si et seulement si |⇒ A est de´montrable
dans LK.
2/ Le Hauptsatz : si un se´quent est de´montrable dans LK il est aussi
de´montrable sans coupures, autrement dit la re`gle de coupure est redondante.
Le corollaire le plus connu du Hauptsatz, c’est la proprie´te´ de la
sous-formule. Gentzen appelle sous-formule de A, A lui-me^me et
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- si A est ¬B, les sous-formules de B,
- si A est B&C, B ∨ C, B ⇒ C, les sous-formules de B et/ou de
C,
- si A est ∀xB[x], ∃xB[x], les sous-formules des B[t], ou` t est un terme.
On voit qu’il y a toujours (de`s que A contient un quantificateur), une
infinite´ de sous-formules distinctes pour A. On a la proprie´te´
Dans une de´monstration sans coupures de Γ |⇒ ∆, tous les e´nonce´s utilise´s
sont des sous-formules d’e´nonce´s apparaissant dans Γ ou dans A.
Ce re´sultat est une conse´quence des deux remarques suivantes
- dans les re`gles (II) et (III), tous les e´nonce´s utilise´s dans une
quelconque pre´misse de la re`gle, sont des sous-formules d’e´nonce´s apparaissant
dans la conclusion,
- la notion de sous-formule est transitive.
Ce principe, qui est un authentique principe de purete´ des me´thodes
pour le calcul des pre´dicats (a` un de´tail pre`s il y a des substitutions
arbitraires de termes pour fabriquer les sous-formules, mais on se rappellera
que l’on peut se ramener a` des calculs sans lettres de fonctions, ou` les
seuls termes sont donc des variables), nous a permis d’"e´liminer les quanti-
ficateurs" dans ARP.
Le the´ore`me de Gentzen est e´le´mentaire, c’est-a`-dire que Gentzen donne
un proce´de´ effectif pour e´liminer les coupures. (Il est a` remarquer que
ce proce´de´, quoique effectif, de´passe de loin, les capacite´s the´oriques
des ordinateurs !). En particulier, on peut se demander ce que donne une
de´monstration sans coupures du re´sultat donne´ plus haut (sur 4992) : c’est
tout simplement effectuer le calcul on voit que les de´monstrations sans
coupures ont tendance a` devenir longues et be^tes, c’est la re`gle de coupure
qui concentre l’intelligibilite´ des de´monstrations, et c’est pourquoi elle
correspond a` la pratique ; les re`gles sans coupures, correspondent elles,
a` l’e´tude abstraite du raisonnement. Elles sont commodes a` e´tudier, mais
pas a` manier.
Un mot sur la se´mantique des re`gles sans coupures : c’est une se´mantique
a` trois valeurs (vrai, faux, inde´termine´) ; les re`gles (I) (Il) (III) sont
valides pour l’interpre´tation : si A1, . . . , An sont vrais, alors un des
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e´nonce´s B1, . . . , Bm n’est pas faux. Pour ce type d’interpre´tation, la re`gle
de coupure n’est pas valide, puisque cela exigerait que A non faux implique
A vrai, autrement dit la re`gle de coupure caracte´rise la se´mantique binaire,
ou` tout est vrai ou faux...
La poste´rite´ de Gentzen est impressionnante en the´orie de la de´monstration
les the´ore`mes d’e´limination des coupures continuent a` fournir une grande
partie de l’inspiration et de la proble´matique du sujet...
12. De´monstrations de cohe´rence pour l’arithme´tique
Gentzen a aussi donne´ des de´monstrations de cohe´rence pour l’arithme´tique ;
ces de´monstrations reposent sur un principe additionnel, qui est un principe
d’induction (re´currence) transfinie. Conside´rons les polyno^mes exponentiels,
construits, a` partir de 0, de la somme, et de l’exponentiation xP (x) ; on
peut comparer deux tels polyno^mes par
P < Q⇔ ∃n(∀m > n (P (m) > Q(m))).
On obtient un ordre line´aire qui est un bon ordre (pas de suite infinie
de´croissante), et que l’on note ε0. Gentzen de´montre la cohe´rence de AP
(l’arithme´tique de Peano) par induction transfinie jusqu’a` ε0. L’ide´e
de la de´monstration est de re´pe´ter ce que nous avons fait pour ARP, c’est-a`-dire
de se ramener a` la partie purement e´quationnelle de AP, qui est trivialement
cohe´rente ; pour cela, il nous suffirait d’un principe de purete´ des me´thodes,
c’est-a`-dire d’une ge´ne´ralisation du Hauptsatz a` l’arithme´tique. Mais
le Hauptsatz n’est vrai que pour des syste`mes sans axiomes (ou des axiomes
de complexite´ tre`s simple comme ARP) ; l’ide´e est de se ramener a` cette
situation en faisant apparaı^tre le principe d’induction comme quelque chose
de purement logique4
On e´crit donc les re`gles
· · ·Γ |⇒ A[n],∆ · · ·
Γ |⇒ ∀xA[x],∆ d∀ω
Γ, A[n0] |⇒ ∆
Γ, ∀xA[x] |⇒ ∆ g∀ω
4Ceci est a` rapprocher de la manie`re dont Bourbaki e´crit l’axiome du choix : par un tour de
passe-passe, cet axiome devient une conse´quence purement logique des autres ; l’avantage est que
cela permet (?) de couper court a` des discussions sur le choix des axiomes qui obligeraient a` mettre
‘mathe´matique’ au pluriel...
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et
Γ |⇒ A[n0],∆
Γ |⇒ ∃A[x],∆ d∃ω
· · ·Γ, A[n] |⇒ ∆ · · ·
Γ, ∃xA[x) |⇒ ∆ g∃ω
a` la place des re`gles logiques e´crites plus haut pour ∀ et ∃ ; observer
que d∀ω et g∃ω sont des re`gles infinies : les de´monstrations sont donc
des arbres bien fonde´s, et on a affaire a` une ge´ne´ralisation de la notion
habituelle de de´monstration, qui n’a rien a` voir avec la notion de de´mons-
tration formelle. (Schu¨tte, a` qui on doit cette formulation, parle de
syste`me "semi-formel"). Rappelez-vous la justification du principe d’induction
comme on a pu vous l’apprendre il y a quelques anne´es : si A[0] et ∀x(A[x]⇒
A[Sx]), alors A[0]⇒ A[S0] , donc A[S0] , puis A[S0]⇒ A[SS0] ; donc A[SS0]
etc..., autrement dit les se´quents A[0], ∀x(A[x] ⇒ A[Sx]) |⇒ A[n] sont
prouvables pour tout n, et par la re`gle (d∀ω), A[0], ∀x(A[x] ⇒ A[Sx]) |⇒
∀xA[x] est de´montrable ce qui donne bien une de´monstration purement logique
du principe d’induction usuelle. Mais le calcul semi-formel mentionne´
plus haut ve´rifie l’e´limination des coupures, et de plus, si on part d’une
de´monstration (finie) dans l’arithme´tique, on obtient finalement une de´monstration
sans coupures du me^me se´quent, et de hauteur borne´e par ε0 ; en particulier,
en prenant le se´quent |⇒, on voit imme´diatement qu’une de´monstration
sans coupures de ce se´quent (qui se placerait dans la partie e´quationnelle
de AP) ne saurait exister ; mais ici, on utilise un principe exte´rieur
a` AP l’induction transfinie jusqu’a` ε0, c’est le tribut qu’il faut payer
au deuxie`me the´ore`me d’incomple´tude.
13. Signification des de´monstrations de cohe´rence
Un mathe´maticien franc¸ais a dit : "Gentzen, c’est le type qui a de´montre´
la cohe´rence de l’arithme´tique, c’est-a`-dire de l’induction transfinie
jusqu’a` ω, au moyen de l’induction transfinie jusqu’a` ε0". Cette plaisanterie
exprime tre`s bien le malaise que l’on ressent devant le re´sultat de Gentzen :
qu’est-ce que ces re´sultats veulent bien dire ?
1/ A y regarder de plus pre`s, le travail de Gentzen n’est pas si ridicule
que cela ; en effet, l’arithme´tique, c’est l’induction jusqu’a` ω sur des
e´nonce´s arbitraires, alors que dans le travail de Gentzen, comme l’a fait
remarquer Kreisel, l’induction jusqu’a` ε0 n’est utilise´e que sur des e´nonce´s
sans quantificateurs, c’est-a`-dire qu’il s’agit d’une induction e´le´mentaire.
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Avec cette remarque, le travail de Gentzen peut tout a` fait e^tre accepte´
comme une ge´ne´ralisation le´gitime du programme de Hilbert, mais il n’en
reste pas moins que la valeur e´piste´mologique en reste limite´e, si on se
borne a` la question des de´monstrations de cohe´rence absolue ; apre`s tout,
l’induction jusqu’a` ω sur des e´nonce´s quelconques est plus pre`s de notre
intuition que l’induction (me^me e´le´mentaire) jusqu’a` ε0 !
2/ Comme il n’est donc pas possible de conside´rer les re´sultats de Gentzen
comme des de´monstrations absolument irre´futables de la cohe´rence, Kreisel
a propose´ de leur trouver un contenu positif (inde´pendant de conside´rations
oiseuses), c’est-a`-dire des corollaires mathe´matiques indiscutables. Par
exemple des proprie´te´s de purete´ des me´thodes ge´ne´ralise´es, telles :
Si A est de´montrable dans AP, il est de´montrable en utilisant l’induction
transfinie jusqu’a` un ordinal < ε0 et sur un e´nonce´ de complexite´ moindre
que A : ce re´sultat est une application directe du re´sultat d’e´limination
des coupures pour la ω-logique.
3/ Peut-on quand me^me essayer de faire plus que de trouver de simples
"contenus positifs" aux re´sultats de Gentzen ? Il semble que oui : si
α est un ordinal, on peut de´finir5 l’exponentielle 2α , par :
20 = 1
2α+1 = 2α + 2α
2λ = supµ<λ 2
µ (λ limite )
La "philosophie" du travail de Oentzen, c’est que
un quantificateur = une exponentielle
autrement dit on peut e´liminer des quantificateurs au moyen d’exponentielles
ordinales, ou le contraire. D’ailleurs, ε0 n’est rien d’autre que le premier
α 6= ω tel que α = 2α, c’est-a`-dire le re´sultat de ω exponentiations...
Tout cela peut e^tre rendu plus explicite par le re´sultat suivant : les
deux principes suivants sont e´quivalents dans les mathe´matiques e´le´mentaires
(1) le fait que tout sous-ensemble de N2 a une projection sur N.
(2) le fait que si α est un bon ordre, 2α est un bon ordre.
L’inte´re^t de cette e´quivalence est que, dans (1), l’ope´ration de projection
n’est pas e´le´mentaire ; e´tant donne´ X ⊂ N2 , comment de´terminer les e´le´ments
de pr1(X) et de son comple´mentaire sans utiliser d’ope´rations infinies ?
5Ne pas confondre cette exponentielle ordinale avec l’exponentiation cardinale qui elle, est relie´e
a` la notation AB pour de´signer l’ensemble des applications de B dans A.
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Par contre, si on connaı^t α, on connaı^t ipso facto 2α : ce qui fait proble`me,
c’est alors le fait que l’exponentielle pre´serve le co^te´ bien ordonne´ des
ordres line´aires. On a donc une mise en relation entre deux approches
: d’une part une approche "re´aliste" ou` il y a des objets, et surtout
des constructions infinies, et qui correspond a` notre pratique mathe´matique,
d’autre part, une approche "e´le´mentaire", ou` seules un certain type de
construction est autorise´ ; certaines proprie´te´s non-e´le´mentaires des cons-
tructions (ici e^tre bien ordonne´) permettent de rendre compte des ope´rations
non e´le´mentaires de l’univers "re´aliste".
Tout cela nous engage fortement a` chercher une autre ontologie pour
les mathe´matiques, c’est-a`-dire a` chercher les "vrais" objets de la pratique
mathe´matique ailleurs que dans notre intuition premie`re. L’erreur de Hilbert
semble e^tre d’avoir voulu faire des e´nonce´s, des proprie´te´s e´le´mentaires
quelque chose de me´canique, alors qu’il apparaı^t clairement que de nouveaux
principes e´le´mentaires (comme l’induction jusqu’a` ε0 sur des e´quations)
sont sans arre^t ne´cessite´s pour rendre compte de la complexite´ logique
croissante des mathe´matiques. Oui, l’univers mathe´matique se rame`ne cer-
tainement a` un sous-univers e´le´mentaire ; mais ce dernier n’est pas plus
simple que l’univers tout entier.
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Inde´cidabilite´ de l’hypothe`se du continu
Alain Louveau
1. L’hypothe`se du continu
Dans ce troisie`me volet sur l’inde´cidabilite´ en mathe´matiques, je vais
parler de l’inde´cidabilite´ en the´orie des ensembles. Le the´ore`me d’incomple´tude
de Go¨del, applique´ a` cette the´orie, nous assure l’existence d’e´nonce´s ni
prouvables ni re´futables dans cette the´orie. Le second the´ore`me donne
un exemple de tel e´nonce´ celui qui affirme la cohe´rence de la the´orie elle-me^me.
Ces re´sultats sont certainement tre`s importants du point de vue the´orique,
mais d’un effet tre`s faible sur la pratique mathe´matique. Tant que dans
sa propre pratique, un mathe´maticien n’a pas rencontre´ un e´nonce´ qu’il
cherchait a` de´montrer et qui s’ave`re inde´cidabie, les re´sultats d’inde´cidabilite´
restent sans effets. Mais les dernie`res vingt anne´es ont vu fleurir, dans
diverses branches des mathe´matiques, des re´sultats d’inde´pendance. Et
c’est de l’histoire de l’un d’entre eux - le plus ce´le`bre - que je vais
parler : l’hypothe`se du continu.
A la fin du 19e sie`cle, le mathe´maticien Georg Cantor fonde la the´orie
des ensembles par ses travaux sur la notion de cardinalite´ : deux ensembles
ont la me^me cardinalite´ si leurs e´le´ments peuvent e^tre mis en correspondance
biunivoque; C’est la notion naturelle de taille pour les ensembles finis.
L’extension aux ensembles infinis a des proprie´te´s un peu plus e´tranges
par exemple l’ensemble des entiers, celui des entiers pairs et l’ensemble
Q des rationnels ont la me^me cardinalite´ (la plus petite pour les ensembles
infinis, et qui est note´e ℵ0 ). Un re´sultat fondamental de Cantor assure
qu’un ensemble A n’a jamais la me^me cardinalite´ que l’ensemble P(A) de
toutes ses parties. En ite´rant l’ope´ration des parties, on construit donc
des ensembles de cardinalite´s de plus en plus grandes. Ainsi la cardinalite´
de P(N), note´e 2ℵ0 , et qui est la me^me que celle de l’ensemble R des
nombres re´els, est plus grande que ℵ0 , etc... Il est naturel de se demander
s’il y a des cardinalite´s interme´diaires, en particulier s’il existe une
partie de R n’ayant ni la cardinalite´ ℵ0 de N, ni celle de R. Cantor
ne put construire de tel ensemble, et conjectura que cela devait e^tre impossible.
C’est cet e´nonce´ "Il n’y a pas de partie de R de cardinalite´ interme´diaire
entreℵ0 et 2ℵ0, qui est connu sous le nom d’hypothe`se du continu (la droite
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re´elle, dans les textes anciens, est aussi appele´e continu).
Ce proble`me donna lieu a` un grand nombre de recherches, avant 1938,
anne´e ou` K. Go¨del apporta une demi-re´ponse : il n’est pas possible de
re´futer l’hypothe`se du continu dans la the´orie ZFC6. Le re´sultat est un
re´sultat de cohe´rence relative : s’il est possible de trouver une contra-
diction a` partir de la the´orie des ensembles augmente´e de l’hypothe`se du
continu, alors la the´orie des ensembles, a` elle seule, est de´ja` contradictoire.
L’hypothe`se du continu peut donc e^tre conside´re´e comme un axiome supple´-
mentaire "su^r". Mais est-ce vraiment un axiome supple´mentaire (et non
pas un the´ore`me) ? La re´ponse attendit vingt-cinq ans. En 1963, P. Cohen
prouva que pas plus qu’elle n’est re´futable, l’hypothe`se du continu n’est
de´montrable nous sommes bien en pre´sence d’un e´nonce´ inde´cidable.
Les de´monstrations de Go¨del et Cohen sont ne´cessairement techniques.
Je vais cependant essayer d’en donner les ide´es principales, en commenc¸ant
par de´gager le principe des de´monstrations d’inde´pendance : la construction
de mode`les.
2. Syntaxe et se´mantique
Pour illustrer ce qui va suivre, prenons une the´orie plus simple, par
exemple la the´orie des corps. Le langage de cette the´orie comprend des
symboles pour +,×, 0 et 1. Et les axiomes sont ceux des corps. Conside´rons
l’e´nonce´ E de ce langage "1 + 1 = 0". Cet e´nonce´ est-il de´montrable
ou re´futable a` partir des axiomes de la the´orie des corps ? Il s’agit
d’un proble`me combinatoire portant sur des assemblages de symboles. Pourtant
une premie`re re´ponse, de nature tre`s diffe´rente, vient a` l’esprit. Si
"1+1 = 0" e´tait de´montrable a` partir des axiomes, il serait su^rement
vrai dans le corps R, ce qui n’est pas le cas. E ne doit donc pas e^tre
de´montrable. En disant cela, on est passe´ de l’aspect syntaxique a` l’aspect
se´mantique des the´ories formelles. Etant donne´e une the´orie T dans un
certain langage, on appelle mode`le de T un ensemble, muni des relations
et fonctions idoines, spe´cifie´es par le langage, et qui satisfait les axiomes
de la the´orie T. Par exemple un mode`le de la the´orie des corps est un corps.
Une fois que l’on posse`de cette notion se´mantique, on introduit naturellement,
6ZFC est la the´orie des ensembles de Zermelo-Fraenkel avec axiome du choix c’est la the´orie
axiomatique usuelle de la pratique mathe´matique.
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a` co^te´ de la notion de conse´quence syntaxique (existence d’une de´monstration),
une notion de conse´quence se´mantique un e´nonce´ du langage est conse´quence
se´mantique des axiomes de T s’il est satisfait par tous les mode`les de
T. Le fait que ces deux notions de conse´quence coı¨ncident est un autre
remarquable re´sultat de K. Go¨del, appele´ le the´ore`me de comple´tude. Il
a comme conse´quence qu’une the´orie formelle est cohe´rente si et seulement
si elle admet un mode`le. Par suite, pour revenir a` notre e´nonce´ E du langage
de la the´orie des corps, il suffit, pour prouver l’inde´cidabilite´ de E,
de produire deux corps l’un, comme R, dans lequel la ne´gation de E est
satisfaite, et l’autre, par exemple Z/2 dans lequel l’e´nonce´ E est satisfait.
La technique utilise´e pour l’inde´pendance de l’hypothe`se du continu
va e^tre la me^me : produire deux mode`les de ZFC, l’un satisfaisant l’hypothe`se
du continu, l’autre sa ne´gation. Avec une difficulte´, nous n’allons pas
construire ces mode`les a` partir de rien, car ce n’est pas possible en effet,
ces mode`les seraient en particulier mode`les de la the´orie des ensembles,
et par le the´ore`me de comple´tude la construction fournirait alors une preuve
de la cohe´rence de cette the´orie, ce qui n’est pas possible par des arguments
formalisables dans la the´orie des ensembles (ce sont les seuls que nous
allons employer), par le the´ore`me d’incomple´tude. Ce n’est pas non plus
ce que nous cherchons nous voulons e´tablir une cohe´rence relative a` celle
de la the´orie des ensembles. Nous allons donc partir d’un mode`le arbitraire
de la the´orie des ensembles, suppose´ exister, et construire a` partir de
lui les deux mode`les cherche´s. Bien entendu, ces constructions de´pendent
d’une certaine connaissance ge´ne´rale des mode`les de la the´orie des ensembles.
3. A quoi ressemble un univers ?
La the´orie des ensembles va intervenir a` deux niveaux dans ce qui suit
d’une part les constructions effectue´es vont e^tre (au moins the´oriquement)
formalisables dans cette the´orie. D’autre part, les objets construits
seront (on l’espe`re) des mode`les de la the´orie des ensembles.
Il faut donc bien se´parer ces deux niveaux, en particulier en ce qui
concerne la terminologie. Dans le premier cas, nous parlerons d’ensembles
intuitifs. Par exemple, un mode`le de la the´orie des ensembles, que nous
appellerons un univers, est un ensemble intuitif, comme tout mode`le d’une
the´orie. Et le langage de la the´orie des ensembles spe´cifiant une relation
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binaire, l’univers U est muni d’une telle relation, que nous noterons ∈U
peut donc e^tre repre´sente´ comme un graphe du type suivant, ou`
repre´sente la relation ∈U.
Nous appellerons ensembles les e´le´ments (intuitifs) de U. Pour illustrer
la distinction entre ensembles et ensembles intuitifs, conside´rons le fragment
suivant de l’univers U
c
a
b
Dans ce dessin, l’e´le´ment c de U est l’ensemble {a, b}U . Il a exactement
pour e´le´ments, au sens de U , les ensembles a et b. Par contre la "patate"
dessine´e est la paire intuitive {a, b}. Il y a la` un phe´nome`ne ge´ne´ral
a` chaque e´le´ment x de U, on peut associer un ensemble intuitif {y : y ∈
x} . Cette application est me^me injective, par l’axiome d’extentionalite´
que U doit satisfaire. Mais on n’a pas de surjectivite´. A un ensemble
intuitif de points de U ne correspond pas ne´cessairement un point de U
qui soit relie´ par ∈U tre`s exactement aux points de cet ensemble intuitif.
Un univers U est caracte´rise´ par deux choses d’une part ses ordinaux,
qui donnent sa hauteur, d’autre part l’ope´ration P de prise des parties,
qui fournit l’e´paisseur de U.
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Un ordinal est un ensemble a tel que si x ∈ y ∈ a, alors x ∈ a, et
si x ∈ a et y ∈ a, alors ou bien x ∈ y, ou bien x = y, ou bien y ∈ x.
La relation ∈ est donc un ordre total sur a, qui est un bon-ordre, c’est-a`-dire
est tel que tout sous-ensemble non vide a un plus petit e´le´ment pour l’ordre.
On obtient, a` partir de l’ensemble vide (qui est un ordinal) tous les ordinaux
par les ope´rations suivantes :
Si a est un ordinal, a∪{a} est un ordinal, appele´ le successeur de
a,
Si X est un ensemble d’ordinaux, a =
⋃
x∈X x est un ordinal.
Par exemple, les premiers ordinaux sont ∅ (note´ aussi 0), puis son successeur
{∅} , note´ aussi 1, puis {∅, {∅}} = 2, etc... Le premier ordinal autre
que ∅ qui n’est pas successeur, et qui existe par l’axiome de l’infini,
est l’ensemble, note´ ω , des entiers ω = {0, 1, 2, . . .}.
Ces notions ont un sens dans U (qui est mode`le de la the´orie des ensembles).
0U 1
2
3
U
U
U
les premiers
 ordinaux
au sens de U
A chaque entier correspond un entier nU . Que dire de l’ensemble intuitif
{0U, 1U, 2U, . . .} ? On s’attendrait qu’il corresponde a` l’ordinal ωU. Pourtant
il n’en est rien en ge´ne´ral cet ensemble intuitif peut tre`s bien ne correspondre
a` rien dans U, et l’ensemble ωU e^tre relie´ a` d’autres objets de U (qu’on
appelle alors entiers non standards de U).
Une fois que les ordinaux de U sont connus, on de´finit pour chaque ordinal
α de U un e´le´ment Uα de U par les clauses
U0 = ∅U
Uα = [P(
⋃
β∈α Uβ)]
U
i.e. on obtient Uα en prenant,au sens de U, la re´union des Uβ de´ja` construits,
puis l’ensemble des parties de cette re´union. Qu’une telle de´finition
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par re´currence soit possible est une proprie´te´ fondamentale des ordinaux.
Et on peut montrer qu’on obtient ainsi tout l’univers U, au sens suivant :
un e´le´ment de U apparaı^t comme e´le´ment (au sens de U) de l’un des Uα.
4. La construction de Go¨del
Reprenons l’exemple de la the´orie des corps et du mode`le R. Comment,
a` partir de ce mode`le, en construire un autre ? A priori, nous devons
choisir une addition et une multiplication. Mais si on veut travailler
a` l’e´conomie, on peut essayer de garder ces ope´rations, et ne changer que
l’ensemble de base. Et notre souci d’e´conomie nous ame`ne a` construire
le corps Q. (En effet un sous-corps de R doit contenir 0 et 1 donc les
entiers, donc les entiers relatifs et leurs inverses, donc tous les ration-
nels.)
Essayons la me^me ide´e avec notre univers U. Nous n’allons pas changer
la relation d’appartenance ∈U (et donc mettre dans U’, avec un e´le´ment
x, tous ses e´le´ments au sens de ∈U). Les ordinaux de U e´tant de´finis
de fac¸on tre`s intrinse`que a` partir de ∈U , de´cidons aussi de conserver
les ordinaux. Par contre, nous allons essayer de jouer sur l’ope´ration
P pour diminuer au maximum l’"e´paisseur" de l’univers.
Le proble`me est donc soit x un e´le´ment de U que nous avons de´cide´ de
conserver dans U’ . Quelles parties de x (au sens de U) devons-nous e´galement
conserver ? La re´ponse est fournie par les axiomes de compre´hension :
nous devons mettre dans U’ toutes les sous-parties de x qui sont de´finies
par des formules (avec parame`tres mis dans U’).
Ceci donne l’ide´e d’imiter la construction inductive des Uα - qui fournit
U - mais en de´finissant maintenant des Lα avec
Lα+1 = {y ⊂U Lα | y = {z ∈U Lα & ϕ(z, a1, . . . , an)}U,
pour une formule ϕ et des parame`tres a1, . . . , an ∈U Lα}.
La de´finition qui pre´ce`de est incorrecte : l’ensemble de´fini est intuitif,
et doit e^tre remplace´ par un e´le´ment de U, ce qui est possible mais de´licat,
une de´finition pre´cise des Lα peut e^tre trouve´e dans le livre de J.L.
Krivine [10]. Mais l’ide´e de la construction de Go¨del est bien celle que
nous venons d’indiquer. Et il se trouve que l’ensemble intuitif, note´
ge´ne´ralement LU , obtenu en conservant tous les e´le´ments des Lα est bien
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un univers de la the´orie des ensembles, appele´ univers des ensembles constructibles
de U. De plus, par sa construction, LU est le plus petit possible parmi
les univers ayant me^me relation d’appartenance et me^mes ordinaux. Et la
construction des constructibles, refaite dans LU , fournit de nouveau LU.
La construction de Go¨del permet donc de de´montrer la cohe´rence relative
d’un e´nonce´ de la The´orie des Ensembles, l’e´nonce´ V = L. Et par la me^me
occasion, de toutes les conse´quences de cet e´nonce´. Mais on peut prouver
que parmi les conse´quences de V = L figure l’hypothe`se du continu me^me
ge´ne´ralise´e en "il n’y a pas de cardinalite´ interme´diaire entre celle d’un
ensemble A et celle de P(A)", ainsi qu’un autre e´nonce´ mathe´matique tre`s
discute´ en son temps, l’axiome du choix.
5. La construction de Cohen
Pour construire un mode`le de la ne´gation de l’hypothe`se du continu,
il faut de´ja` savoir construire un mode`le de V 6= L, et par ce qui pre´ce`de,
une diminution de l’univers est inefficace. La me´thode de Cohen consiste
a` l’augmenter, mais la` encore, a` l’e´conomie partant d’un univers U (que
nous pouvons supposer satisfaire V = L), nous allons adjoindre un objet
exte´rieur x, pour fabriquer un nouvel univers U’, mais de fac¸on que la
relation ∈U′, restreinte aux e´le´ments de U, soit la relation ∈U de U (un
peu de la me^me fac¸on que l’on passe de R a` C). De´cidons par exemple de
rajouter une nouvelle partie de x de ωU . Nous allons certainement devoir
mettre dans U’ d’autres objets, par exemple P(x). Comment s’assurer que
la plus petite collection U’ ainsi obtenue est un mode`le de la the´orie
des ensembles ? L’ide´e de Cohen est de choisir x de fac¸on a` perturber
U le moins possible on va essayer de donner a` x un minimum de proprie´te´s
"particulie`res" si une proprie´te´ des parties de ωU est vraie dans U de
"presque toutes" les parties de ωU , alors elle sera vraie dans U’ de x.
La mise en forme mathe´matique de cette ide´e est de´licate, mais fournit
un mode`le U’ dans lequel x n’est pas constructible : on prouve ainsi la
cohe´rence relative de V 6= L. La construction de Cohen a l’avantage de
pouvoir e^tre applique´e pour fournir un grand nombre de mode`les diffe´rents.
Par exemple, en ajoutant beaucoup de nouvelles parties de ωU a` U, on peut
obtenir un mode`le U’ dans lequel P(ωU)U a une cardinalite´ interme´diaire
entre celle de ωU et celle de P(ωU)U′ , c’est-a`- dire un mode`le dans lequel
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la ne´gation de l’hypothe`se du continu est satisfaite. L’e´tude des mode`les
qui sont produits par la me´thode de Cohen a permis, durant ces vingt dernie`res
anne´es, de montrer qu’un grand nombre d’e´nonce´s mathe´matiques sont inde´cidables,
touchant (de manie`re tre`s ine´gale) de nombreuses branches des mathe´matiques.
6. Et l’hypothe`se du continu ?
La re´ponse apporte´e par Go¨del et Cohen au proble`me de Cantor est de´finitive.
Mais elle n’est pas ne´cessairement convaincante. Go¨del lui-me^me n’en e´tait
pas du tout satisfait cette re´ponse indique en effet pluto^t les limites
de la formalisation, et une re´ponse par vrai ou faux est envisageable,
a` condition d’augmenter les axiomes de la the´orie des ensembles. On pourrait
bien su^r ajouter comme axiome l’hypothe`se du continu elle-me^me, ou sa ne´gation.
Mais que choisir ? Une autre possibilite´ serait de prendre comme nouvel
axiome l’e´nonce´ de Go¨del V = L. C’est un e´nonce´ qui a de nombreuses conse´quences
inte´ressantes, mais il a le de´faut de "diminuer" l’univers d’etude, ce
qui, ne serait-ce que d’un point de vue me´thodologique, n’est pas du tout
satisfaisant. On peut imaginer que l’on propose un jour un nouvel axiome,
a` la fois naturel et intuitivement vrai, qui re´solve l’hypothe`se du continu,
et que la pratique mathe´matique d’alors en fasse l’une des "re´alite´s mathe´matiques"
indiscute´es. En attendant, on se trouve place devant une pluralite´ de
choix (et ce, pas seulement pour l’hypothe`se du continu), avec laquelle
nous devons bien vivre.
42
Sur la calculabilite´ effective, exemples
Nicolas Bouleau
I. Syste`mes formels
Le syste`me formel le plus simple est le "syste`me des allumettes". il
est constitue´ d’un seul signe I et ses assemblages sont des groupes finis
de ce signe re´pe´te´ I, II, III, IIII, IIIII,...
L’arithme´tique des entiers naturels de´crit des lois de ce syste`me formel,
elle-me^me formalise´e suivant un syste`me formel : l’arithme´tique de Peano.
C’est une the´orie du 1er ordre (cf. 1er expose´).
Langage du 1er ordre
a) constante 0
b) fonction unaire S (successeur), fonctions binaires + et .
c) pre´dicat binaire <
Axiomes.
P1. Sx 6= 0
P2. Sx = Sy ⇒ x = y
P3. x+ 0 = x
P4. x+ Sy = S(x+ y)
P5. x.0 = 0
P6. x.Sy = (x.y) + x
P7. ¬(x < 0)
P8. x < Sy ⇔ x < y ∨ x = y
et le sche´ma d’axiomes suivant
P9. Si A(x) est une formule admettant x pour variable libre
A(0) & ∀y(A(y)⇒ A(S(y))⇒ ∀xA(x)
Est-ce que les the´ore`mes de cette the´orie sont vrais ? Si l’on regarde
ce que signifie tel the´ore`me pour notre syste`me des allumettes et si on
effectue sur ces dernie`res les ope´rations indique´es on constate que c¸a
marche. Par ses conse´quences dans toutes les mathe´matiques, dans la physique
et en informatique on peut dire que cette the´orie est de loin celle qui
a e´te´ le plus se´ve`rement teste´e.
Une fois convaincu de cela il reste cependant deux questions importantes
10) A-t-on en recueillant tous les the´ore`mes de cette the´orie, toutes
les proprie´te´s vraies des allumettes qui peuvent s’exprimer dans le langage
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utilise´ ?
20) Existe-t-il un moyen me´canique de savoir si une proprie´te´ des allumettes
exprime´e en ce langage est conse´quence des axiomes ou non ?
Je vais tenter de faire comprendre intuitivement comment dans les anne´es
trente, les logiciens (Turing, Go¨del, Church, Kleene, etc.) ont pu re´pondre
a` ces questions.
Prenons un syste`me formel tel que celui de Peano ou celui de Zermelo-Fraenkel.
Bien que nous ayons plusieurs re`gles de de´duction a` notre disposition,
il est possible pour e´crire nos the´ore`mes, de proce´der de fac¸on syste´matique.
En effet, on peut nume´roter les symboles de notre langage puis nume´roter
les termes et les formules et enfin puisque les de´monstrations sont des
suites finies de formules, chacune relie´e aux pre´ce´dentes par un nombre
fini de re`gles, on peut nume´roter les de´monstrations7.
Alors si nous prenons les de´monstrations par ordre de nume´ros croissants,
nous passons ainsi en revue tous les the´ore`mes de notre syste`me.
La chose importante a` comprendre est que si nous proce´dons de cette
manie`re syste´matique, les the´ore`mes que nous obtenons successivement sont
des e´nonce´s de longueur tre`s variable. Nous n’obtenons pas les the´ore`mes
par ordre de nume´ros croissants, il se peut en effet qu’une de´monstration
tre`s longue me`ne a` un the´ore`me assez court pour lequel il n’y ait pas de
de´monstration plus courte. De telle sorte que si, a` l’inverse, nous nous
donnons un e´nonce´ a priori et si nous cherchons a` savoir si c’est un the´ore`me
de notre the´orie, il n’y a pas de borne supe´rieure a` la longueur des de´mons-
trations a` investiguer pour savoir si notre e´nonce´ est de´ductible ou non
de nos axiomes.
Les logiciens ont alors de´montre´ les re´sultats suivants
Si le syste`me formel est suffisamment riche (grosso-modo s’il est au
moins aussi riche que l’arithme´tique de Peano), et s’il n’est pas contradictoire
(c’est-a`-dire s’il existe des e´nonce´s qui ne sont pas conse´quences des
axiomes) alors
1) Il n’existe aucun algorithme (c’est-a`-dire de me´thode programmable
sur un ordinateur me^me de me´moire de capacite´ infinie) permettant de dire
en un temps fini si un e´nonce´ est un the´ore`me ou non.
7Voir les expose´s de J.-Y. Girard.
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2) Il existe me^me des e´nonce´s tels que ni eux ni leur ne´gation ne sont
des the´ore`mes.
La premie`re proprie´te´ s’exprime en logique par le fait que l’ensemble
des the´ore`mes est un ensemble recursivement e´nume´rable non re´cursif, ou
encore en disant que pour un e´nonce´, le fait d’e^tre un the´ore`me est une
proprie´te´ semi-de´finie positive.
Pour faire comprendre cela intuitivement prenons une analogie et consi-
de´rons un ouvrier charge´ d’examiner un lot infini de pommes passant devant
lui sur un tapis roulant. Si d’aventure il rencontre une pomme ve´reuse
alors il est su^r qu’il y a des pommes ve´reuses dans le lot, mais si nous
imaginons que l’ouvrier ne rencontre jamais de pommes ve´reuses alors l’ouvrier
ne saura jamais s’il y a des pommes ve´reuses ou non dans le lot. C’est
moins trivial qu’il n’y paraı^t si l’on pose maintenant la question existe-t-il
un groupe de 10 ze´ros a` la suite dans les de´cimales de
√
2 ? Si l’on de´couvre
une telle suite, la re´ponse est positive, si on n’en trouve pas on ne sait
pas re´pondre a` la question.
A moins que l’on ne dispose par bonheur d’une theorie dont un des the´o-
re`mes dit justement "Il existe dans les de´cimales de
√
2 un groupe de 10
ze´ros a` la suite". On ne connaı^t pas actuellement de tel the´ore`me et on
est donc oblige´ de passer en revue les the´ore`mes et si l’on ne trouve jamais
de tel the´ore`me on est dans la me^me situation qu’avant.
Ce type de re´flexion se rattache historiquement a` l’intuitionisme que
je ne puis aborder maintenant.
La deuxie`me proprie´te´ s’e´nonce en disant que le syste`me est incomplet.
Historiquement le premier e´nonce´ d’arithme´tique ni prouvable ni re´futable
fut de´couvert par Rosser ame´liorant un travail pre´alable de Go¨del. A noter
que quoique formellement inde´cidable cet e´nonce´ est intuitivement vrai.
Il en est de me^me pour la traduction dans le langage de l’arithme´tique
de l’assertion "L’arithme´tique est non contradictoire". Cet e´nonce´ n’e´tant
pas re´futable on peut e´videmment l’ajouter comme nouvel axiome sans risque
nouveau de contradiction. Cependant la nouvelle the´orie obtenue aura les
me^mes tares d’inde´cidabilite´ et d’incomple´tude que l’ancienne.
II. Fonctions re´cursives
On peut de´montrer dans ZF le the´ore`me suivant
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The´ore`me. Pour presque tout re´el θ > 1 pour la mesure de Lebesgue, la suite
an = reste de θ
n modulo 1, est e´quire´partie sur [0, 1],
C’est-a`-dire si [a, b] ⊂ [0, 1]
lim
N↑∞
nombre des an ∈ [a, b] pour n ≤ N
N
= b− a.
Ce qui est chagrinant par ailleurs c’est qu’on ne sait citer concre`tement
aucun nombre θ > 1 qui ve´rifie la proprie´te´.
On a un the´ore`me d’existence mais ce the´ore`me ne permet pas de construire
effectivement un objet dont on affirme l’existence.
Un nombre θ re´el en base 2 est une application de N dans {0, 1}, quand
pourra-t-on dire qu’une application de N dans lui-me^me est effectivement
calculable ? Une re´ponse a` cette question est donne´e par la the´orie des
fonctions re´cursives.
Comme la notion de fonction "effectivement calculable" est intuitive
et un peu floue, les mathe´maticiens lui pre´fe`rent une notion plus pre´cise
(a priori plus restreinte) de fonction recursive.
Les fonctions re´cursives d’entiers a` valeurs entie`res sont de´finies
de la fac¸on suivante
1) les projections de Nn dans N sont re´cursives.
(a1, . . . , ai, . . . , an) 7→ ai
2) les fonctions de 2 variables
.+ .
.× .
1{.<.}
sont re´cursives8
3) si G,H1, . . . , Hn sont re´cursives la fonction compose´e G(H1, . . . , Hn)
est re´cursive.
8La notation 1A de´signe la fonction indicatrice de l’ensemble A : elle vaut 1 au point x si x est
dans A, ze´ro sinon.
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4) si G(a0, a1, . . . , an) est re´cursive et si G ve´rifie
∀a1, . . . , ∀an, ∃a : G(a, a1, . . . , an) = 0
la fonction
F (a1, . . . , an) = le plus petit a tel que G(a, a1, . . . , an) = 0
est recursive.
Je vous renvoie aux livres sur la calculabilite´ effective ou` sont de´veloppe´s
de proche en proche des exemples de fonctions re´cursives pour vous convaincre
de ce qu’on appelle la the`se de Church, c’est-a`-dire du fait que les fonctions
effectivement calculables sont exactement les fonctions re´cursives.
Nous dirons qu’un sous-ensemble de N est re´cursif si sa fonction indicatrice
est re´cursive.
Il est clair que par application successives des re`gles 1) 2) 3) 4)
on obtient un ensemble de´nombrable de fonctions : l’ensemble des fonctions
re´cursives est de´nombrable. Au demeurant la nume´rotation des fonctions
re´cursives ne peut elle-me^me e^tre re´cursive, par un argument diagonal simple :
s’il existe une fonction re´cursive h(m,n) telle que lorsque m varie les
fonctions n 7→ h(m,n) soient toutes les fonctions re´cursives d’une variable,
la fonction n 7→ h(n, n)+1 serait re´cursive et ne serait pas dans la liste.
La particularite´ d’un ensemble non re´cursif A est qu’il n’existe aucun
algorithme permettant de re´pondre a` la question
n ∈ A ?
c’est-a`-dire de me´thode de calcul qui applique´e a` n re´pondra en un nombre
fini d’e´tape a` la question n ∈ A ?
Les fonctions re´cursives permettent de pre´ciser la notion de "proprie´te´
semi-de´finie positive" gra^ce a` la notion rigoureuse d’"ensemble re´cursivement
e´nume´rable" : si n 7→ f(n) est re´cursive, l’image de la fonction f, c’est-
a`-dire l’ensemble {n | ∃m f(m) = n} est un ensemble re´cursivement e´nume´rable.
On peut montrer que c’est une classe d’ensembles plus vaste que celle des
ensembles re´cursifs. Si A est un ensemble re´cursivement e´nume´rable non
re´cursif, alors la question n ∈ A ? est semi-de´finie positive : si
n ∈ A un calcul effectif nous le dira en un temps fini, mais si n /∈ A,
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il faut passer en revue tous les entiers pour s’assurer qu’aucun ne donne
n comme image par f.
Ainsi l’application d’un quantificateur existentiel devant une proprie´te´
re´cursive P (m,n) donnant ∃mP (m,n) conduit a` des ensembles de plus grande
complexite´.
Le phe´nome`ne est analogue au fait que la projection sur R d’un bore´lien
de R2 n’est pas en ge´ne´ral un bore´lien (mais un ensemble analytique comme
l’a montre´ Souslin, contrairement a` ce que Lebesgue avait cru pouvoir affirmer).
En revanche, on peut montrer que si A et son comple´mentaire sont re´cur-
sivement e´nume´rables alors ils sont en fait re´cursifs.
Un des re´sultats les plus ce´le`bres et lie´ a` ce que j’e´voquais au de´but
de l’expose´ est le suivant
The´ore`me de Church.
Conside´rons une nume´rotation effective des the´ore`mes d’une the´orie non contra-
dictoire qui contienne l’arithme´tique alors l’ensemble des the´ore`mes est non re´cursif.
III. Exemples
Nous allons maintenant donner quelques exemples de proble`mes re´cur-
sivement insolubles.
a) Dixie`me proble`me de Hilbert.
Hilbert au congre`s international des mathe´maticiens a` Paris en 1900
proposait a` la poste´rite´ une liste de 23 proble`mes dont la solution a` son
avis risquait de faire avancer les mathe´matiques.
Le 10e proble`me a trait aux e´quations diophantiennes, c’est-a`-dire la
re´solution en nombres entiers d’e´quations polynomiales a` coefficients entiers
par exemple du type
4x2 − xy3 + 7z5 + 1 = 0.
La question pose´e par Hilbert e´tait la suivante
Existe-t-il un algorithme permettant de dire si une e´quation diophantienne admet
une solution ou non ?
Hilbert s’inte´ressait a` ce proble`me et attachait de l’importance a` la
notion d’algorithme de`s cette e´poque.
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Il s’agit donc de trouver une me´thode permettant pour tout polyno^me
a` coefficients entiers, P (x1, . . . , xn) de dire s’il existe n nombres entiers
a1, . . . , an , tels que P (a1, . . . , an) = 0 ou non.
La re´ponse a e´te´ re´solue par la ne´gative par Yu. V. Matiyassevic en
1970, prolongeant les travaux de Putnam, Davis et Julia Robinson.
La de´monstration permet de montrer le re´sultat plus pre´cis suivant :
Il existe un polynoˆme de 10 variables a` coefficients entiers
U(a, x1, . . . , x9)
tel qu’il n’existe aucun algorithme pour dire si les e´quations
n fixe´ U(n, x1, . . . , x9) = 0
ont des solutions entie`res ou non.
Et comme sous-produit de la de´monstration on obtient aussi l’existence
d’un polyno^me de 10 variables a` coefficients entiers dont l’ensemble des
valeurs prises lorsque les variables parcourent les entiers est exactement
l’ensemble des nombres premiers.
Enfin, en traduisant le fait qu’on peut de´montrer dans ZF la non-contra-
diction du syste`me de Peano, on obtient le re´sultat suivant :
Il existe un polynoˆme de plusieurs variables a` coefficients entiers P (que l’on pour-
rait e´crire explicitement) pour lequel c’est un the´ore`me de ZF que l’e´quation P = 0
n’a aucune solution entie`re, mais pour lequel cette assertion n’est pas de´montrable
dans l’arithme´tique de Peano.
La the´orie ZF ame´liore donc notre connaissance de l’arithme´tique, nous
reviendrons sur ce point en conclusion.
b) Le proble`me des mots pour un semi-groupe.
On conside`re le semi-groupe libre a` 2 ge´ne´rateurs c’est-a`-dire les mots
forme´s de 2 lettres a et b
a, b, aa, ab, aba, . . . , abbabab, . . .
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muni de la loi de composition qui est la juxtaposition sans parenthe`ses
donc associative.
Nous de´signons les mots par des lettres majuscules. On de´finit alors
une relation d’e´quivalence sur l’ensemble des mots de la fac¸on suivante :
On prend deux mots A = abbabab et B = aaba par exemple et on pose
A ≡ B (c’est l’axiome)
et on impose les re`gles suivantes entre mots
C ≡ C ′ ⇒ CD ≡ C ′D
C ≡ C ′ ⇒ EC ≡ EC ′
FGH ≡ FG′H ⇒ G ≡ G′
Alors on peut montrer que:
Il existe des axiomes en nombre finis
A1 ≡ B1, . . . , An ≡ Bn
(qu’on peut e´crire effectivement) tels qu’il n’existe aucun algorithme permettant de
re´soudre la question
E ≡ F ?
entre deux mots quelconques.
c) Linguistique formelle.
Je renvoie pour les de´tails a` Davis M., "Unsolvable problems",in Hand-
book of Mathematical Logic Barwise editor North Holland 1978.
Il n’y a pas d’algorithmes pour dire si deux grammaires sans contexte permettent une
phrase commune ou non.
Une grammaire est dite ambigue¨ si elle permet des phrases ambigue¨s c’est-a`-dire
dont la structure grammaticale peut e^tre de deux types diffe´rents. Par
exemple la phrase
"Pourquoi crois-tu que Walesa est en prison ?"
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est ambigue¨. Si pourquoi se rapporte au groupe "Walesa est en prison"
elle recevra une re´ponse du type :
Re´ponse : parce que les autorite´s ont juge´ qu’il e´tait dangereux. Si
pourquoi se rapporte au groupe "crois-tu" elle recevra une re´ponse du type
Re´ponse : parce que c’est ce que dit la presse.
Il n’y a pas d’algorithme permettant de dire si une grammaire formelle est ambigue¨
ou non.
d) Autre exemple.
Il n’y a pas d’algorithme permettant de dire si deux varie´te´s de dimensions
4 sont home´omorphes ou non.
e) En revanche des the´ories plus faibles que l’arithme´tique (dans lesquelles
on ne peut pas faire la the´orie des fonctions re´cursives ou celle des machines
de Turing) peuvent e^tre de´cidables, c’est le cas pour la the´orie de l’addition
de Presburger. Cette the´orie a le me^me langage que l’arithme´tique de Peano
excepte´ la fonction binaire .×., et les me^mes axiomes excepte´s P5 et P6.
Dans cette the´orie l’ensemble des the´ore`mes est re´cursif. Il existe
un algorithme permettant de dire en un temps fini si une formule du langage
est un the´ore`me ou non. Un e´nonce´ est soit prouvable soit re´futable (i.e.
sa ne´gation est prouvable) : la the´orie est comple`te. Il existe une me´thode
finitiste permettant de montrer que cette the´orie est non contradictoire.
IV. Quelques commentaires philosophiques : l’exemple et
l’argument
Il est toujours assez hasardeux de tirer des conse´quences philosophiques
de travaux scientifiques, d’une part ces commentaires sont parfois de peu
d’utilite´ pour la recherche scientifique elle-me^me, d’autre part c’est
leur nature, semble-t-il, de vieillir assez rapidement.
Si je m’y risque ici c’est pour critiquer quelque peu des conceptions
philosophiques pre´cise´ment fonde´es sur une certaine image de la science
et des mathe´matiques en particulier.
Une question qui a fait couler beaucoup d’encre depuis le 17e sie`cle
est de concilier la fe´condite´ du raisonnement mathe´matique avec sa nature
rigoureuse. Les re´fe´rences sont abondantes, on peut citer, par exemple,
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Pascal, Kant, Poincare´, les positivistes logiques (Carnap, etc.).
La de´couverte de l’inde´cidabilite´ e´claire ce proble`me d’un jour nouveau.
Il faut dire a` ce sujet que si, de 1930 a` la guerre, les positivistes logiques
avaient bien "assimile´" la formalisation des mathe´matiques de´couverte 20
ans plus to^t, il n’en va pas de me^me pour les questions relatives a` l’inde´ci-
dabilite´ qui fut e´lucide´e pour une large part par des mathe´maticiens (Go¨del,
Tarski) lie´s au cercle de Vienne lui-me^me. Des lec¸ons de ces travaux ne
seront tire´s qu’apre`s la guerre chez Putnam, Quine, voire Chomsky, etc.
A. Lorsqu’un me´canisme combinatoire est assez simple, on peut dire que
tous les assemblages qu’il engendre sont "contenus" dans ses hypothe`ses
et ses re`gles de formation, il ne re´serve en ve´rite´ aucune surprise et
une connaissance rationnelle peut l’embrasser globalement.
Au contraire lorsque le me´canisme atteint un certain niveau de complexite´
(caracte´rise´ par le fait que ses "outputs" forment un ensemble non re´cursif)
alors il n’existe aucune me´thode de connaissance certaine des re´sultats
de ces mecanismes autre que l’expe´rimentation du me´canisme lui-me^me9.
On ne sait pas quels sont les the´ore`mes de l’arithme´tique, on ne connaı^t
que des exemples de tels the´ore`mes.
On peut dire en quelque sorte que le syste`me quoique purement me´canique
est d’une complexite´ suffisante pour que son de´veloppement engendre en
permanence des surprises.
Dans la dualite´ classique entre de´terminisme et hasard un troisie`me
terme intervient qui est l’inde´cidable. Et pour reprendre l’image tant
commente´e de Laplace : on pourrait dire que, quand bien me^me seraient
connues toutes les positions des mole´cules de l’univers et les champs de
forces agissant sur elles que, sans qu’aucun hasard n’intervienne, leurs
combinaisons ne cesseraient de nous re´server des surprises.
Plusieurs auteurs contemporains dont Edgar Morin par exemple ont vu
9ou d’un autre mecanisme, lie´ au pre´ce´dent ou le contenant, Cette nuance est
e´piste´mologiquement importante dans la mesure ou` les syste`mes formels que sont AP ou ZF
sont conside´re´s par tous les mathe´maticiens comme absolument fiables. Cette conviction solide
ne s’appuie e´videmment pas sur une preuve formelle, sur quoi se fonde-t-elle ? Il serait long
de l’analyser. En tout cas ne pas croire a` la cohe´rence de ZF risque fort d’eˆtre une attitude
mathe´matiquement ste´rile. Le bon choix est de faire le pari, c’est l’argument pascalien avec cette
diffe´rence qu’ici on y gagne meˆme en ce bas monde.
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l’importance de la complexite´ dans les proble`mes e´piste´mologiques (de la
biologie surtout : ontogene`se et phylogene`se). He´las, cette litte´rature
est assez confuse et les liens avec les syste`mes formels ne sont pas clairement
de´gage´s de tout le fourbi thermo-dynamico-informationnel. Cependant d’importants
travaux re´cents (Kolmogorov, Rabin, Blum, Constable, Chaitin, etc) tendent
a` pre´ciser cette notion de complexite´.
B. Revenons aux mathe´matiques, ce que nous avons dit a` l’instant pourrait
faire conclure qu’e´piste´mologiquement c’est l’exemple qui est le plus fort.
Cependant les choses ne sont, la` encore, pas si simples. Nous ne savons
pas manier les syste`mes formels en eux-me^mes sans attribuer une signification
aux symboles10. Nous re´ussissons mieux a` faire de la the´orie que de la
combinatoire. C’est la` que l’argument reprend sa place.
Pluto^t que de chercher vainement une de´monstration de telle conjecture
arithme´tique, on peut avec peut-e^tre plus de succe`s tenter de construire
une the´orie mathe´matique plus puissante que l’arithme´tique dans laquelle
on a une bonne confiance et de regarder les propositions arithme´tiques
qu’elle permet de de´montrer (cf. III in fine). C’est une des raisons
qui poussent certains logiciens contemporains a` rechercher des axiomes
nouveaux a` adjoindre a` ZF, souvent ces axiomes sont d’un me^me type : axiomes
de l’infini. Ils postulent l’existence d’un cardinal tre`s grand. Ces
axiomes permettent de de´montrer des the´ore`mes d’arithme´tique qu’on ne sait
pas de´montrer dans le syste`me de Peano ni me^me dans ZF.
Dans cette course aux cardinaux tre`s grands le risque e´vident est de
viser trop haut et d’aboutir a` une the´orie contradictoire.
On peut dire en quelque sorte que les the´ories les plus fructueuses
semblent e^tre parmi celles qui prennent le plus de risques vis-a`-vis du
proble`me de non contradiction. On trouve une situation analogue a` celle
que de´crit Popper a` propos des sciences de la nature lorsqu’il dit qu’entre
deux the´ories la plus inte´ressante est celle qui prend le plus de risques
vis-a-vis des sanctions de l’expe´rience.
Mais la discussion ne s’arre^te pas la`. Les the´ories ne se laissent
pas classer en ordre line´aire. Il y a des fac¸ons non comparables d’exprimer
10Il n’est pour s’en convaincre que d’e´crire et d’essayer de de´montrer sans aucune abre´viation
dans le langage de ZF que la limite uniforme d’une suite de fonctions re´elles continues est continue.
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qu’un cardinal est grand. Et de me^me, pour les autres sciences l’initiative
revient au chercheur et c’est a` lui d’assumer les risques engendre´s par
son activite´.
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