Abstract: In this paper the problem of model weight estimation is considered for systems represented by convex combinations of a set of multiple linear models with time-varying weights. As opposed by the majority of the existing methods, the present paper considers the more general case when the models in the model set do not necessarily share the same state basis and may even have different state dimension. Basically, the method collects a batch of input-output measurement data within some fixed time interval, which is subsequently projected in such a way, that the influence of the state vector is removed. The resulting nonlinear constraint optimization problem, that in a particular special case takes the form of a convex optimization problem, is then solved with respect to the model weights.
INTRODUCTION
Multiple model (MM) systems have been widely used in the literature as means of representing complex physical systems that can operate in different regimes, i.e. systems subject to faults (Zhang and Li, 1998) , hybrid systems (Li, 1996) , or as local approximations of nonlinear systems (Johansen et al., 2000) . Most of the existing MM representations, however, assume that the local models are of the same order (i.e., have the same number of states) and, moreover, their states are in the same state basis. In this setting, the "global" system state x k is usually updated by processing the previous state x k−1 through all local models and then either taking x k to be equal to the state of one of the local models (say, x (i) k ), assumed to be currently active, or by taking a (usually convex) combination of all local states, i.e. x k = i µ
k . Although such models have already on many occasions proven to be very useful, there are certain situation where such modelling is not adequate, e.g. when the local models have different order and/or do not share the same state basis. Such situations can occur, for instance, when local statespace models have been identified from inputoutput measurement data; it is a well-known fact that a state-space model can only be identified up to a similarity transformation (Verhaegen, 1994) . Hence, if the local state-space models are identified from input-output data then their states will usually not have the same physical meaning.
Analytical modelling can also give rise to different model orders. For instance, when one is interested in performing condition monitoring of civil structures (such as bridges, buildings, etc), one usually makes use of finite element models (FEM) for modelling the dynamical behavior of the structure. However, when one constructs different FEM models representing the structure in several typical cases of structural damage, one may end up with models of different sizes. The reason for that is that damage may require to take more degrees of freedom in the finite element model (FEM) due to, e.g., broken interconnections between some of the nodes, as is the case with the disk model considered in the numerical part of the paper. Hence, it is desirable to have MM methods that do not impose the classical assumption of "common state".
The development of an MM estimation method for models with no common state is the purpose of this paper. In particular, the paper develops an algorithm that, given a set of state-space modes M and a batch of input-output measurement data {y k , u k }, estimates the model weights in the convex combination of the local models that best matches the given data. The algorithm is therefore very suitable for fault detection and diagnosis (FDD) purposes. Indeed, by choosing the local models to correspond to some typical fault scenarios, one can not only identify the faults corresponding to those local models, but can also diagnose a much larger set of faults by taking a convex combination of these local models (Hallouzi et al., 2006) . Hence, such FDD method would not only be restricted to a finite collection of pre-defined fault scenarios.
The notation used in the paper is rather standard, but for the sake of clarity is explained here. Bold type symbols will indicate vectors (lower case) and matrices (upper case).The symbol . = means equal by definition. I n will represent the n-byn identity matrix. A ⊗ B denotes the Kronecker product between the matrices A and B, while A⊕ B . = diag(A, B) is their direct sum. A superscript (i) will be used to denote quantities pertaining to local model i. The covariance matrix of a zeromean random vector v k is denoted as cov(
implies that each element is positive (non-negative). W > 0 (W ≥ 0) denotes positive (semi-)definite symmetric matrix. For a vector v and a symmetric matrix W ≥ 0 of appropriate dimensions, we denote the weighted 2-norm v
The square root of a symmetric matrix A ≥ 0, written as A 1/2 , will denote any square matrix S such that A = SS T , which in cases when S is a long expression, will also be written using the shorthand notation A = S(•)
T . Finally, the vectorization operator vec(A) stacks all the columns of A, one below the other, in one vector.
The paper is organized as follows. The next section formulates the problem of multiple model weight estimation when the local models do not share the same state. A solution to this weight estimation problem is then proposed in Section 3. In Section 4 it is discussed on how to simulate such systems. To demonstrate the new approach, a numerical example with a large dimensional FEM model of a steel disk is presented in Section 5. Finally, the paper concludes in Section 6 with a few last remarks.
PROBLEM FORMULATION
Consider the following set of state-space models
with the i-th model given by
where
, and ξ k and η k are independent zeromean random processes with identity covariance matrices. Note that the models may have different order and that the local model states are not assumed to share the same state basis, i.e. the states may have different physical interpretation.
Remark 1. Note that the process and measurement noises of the local models are taken to be the same. This is done only for notational simplicity; the developments in the sequel can readily be extended to the case the models have different noise sequences.
Suppose, to begin with, that one uses this model set to model a system that switches from model M i to model M j at time instant k s . Hence, for k = 0, 1, . . . , k s − 1 the system output evolves according to M i in (1), while at time instant k s model M j becomes abruptly active. The question that naturally arises is how to initialize the state of model M j at the time instant that it becomes active. Clearly, the trivial solution of letting all models run in parallel to the active model M i in the interval [0, k s −1] is not an option as then their states would evolve according to wrong dynamics, that represent different modes of operation from the one that is actually active.
To avoid the problem of state re-initialization, in this paper the output y k within a given time window will be collected and projected in such a way, that the influence of the state disappears. This is explained in more detail in Section 3.
The problem considered in this paper is defined as follows: given a set M of local linear state-space models and a batch of input-output measurement data {y k , u k }, estimate which model (or convex combination of models) is active at each time instant.
MODEL WEIGHT ESTIMATION

The Optimization Problem
Consider model M i , and collect the inputs and (local) outputs within a time window of size L ≥ (n i − 1) into the vectors
Then, the output of model M i can be written over the window [k − L, k] as follows
L is the extended observability matrix of
. . .
Assuming that the measured outputs in the interval [k − L, k] can be represented as a convex combination of the local model outputs (2) with the only difference that the measured outputs y k+j are used instead of the local outputs y (i) k+j . Note that the above combination assumes that the weights are constant inside the considered time window. Denoting 
It then follows that
Note that the last vector O
L E k,L , representing the noise, has less components than the noise vector E k,L itself. Hence, the last term can be more compactly represented, preserving its statistical properties, by writing equation (5) equivalently in the form
whereẼ k,L is a new noise vector with zero mean and identity covariance matrix. Note that the matrixW(µ k ) is square, symmetric and positive definite (since all the matrices R (i) are assumed positive-definite), and that
We will be interested in estimating the model weights µ k by means of solving the following constrained optimization problem
In order to remove the equality constraint in (7), we introduce the following additional notatioñ
which allows to rewrite equation (6) as follows
In this way the optimization problem (7) is compactly rewritten as follows
with α > 0, where the additional second term in the cost function has been included to allow for smoothing of the weight estimates (note that (9) becomes equivalent to (7) when α = 0).
In general, this optimization problem is not convex. However, it simplifies to a convex problem when one makes some additional assumptions on the matrices Q (i) and R (i) . The next two subsections consider first the convex simplification, and then the general non-convex case of the optimization problem.
Convex Case:
In the case when the local models M i are not influenced by process noise (Q (i) = 0 for all i) and when, additionally, R (i) = R for all i, the optimization problem (9) becomes convex. Indeed, in this case the matrices W (i)
Then the optimization problem (9) takes the form
subject to:μ k ≥ 0.
Using the Schur complement, it can easily be shown that this optimization problem is equivalent to the following LMI optimization problem
Remark 2. When the smoothing term is not required in the optimization (9), i.e. α = 0, one can show by following the same reasoning that the corresponding LMI problem is equivalent to the one above with the only difference that second blockrow and the second block-column are absent.
General (Non-convex) Case
In general, the matrices Q (i) and R (i) can all be different from each other. This situation gives rise to a non-convex constrained optimization problem, so that only locally optimal numerical solutions can be computed. For this purpose, standard quasi-Newton methods can be utilized, which usually only require the gradient of the cost function, the Hessian matrix being automatically updated. The following lemma provides an analytical expression for the gradient.
Lemma 3. Consider the function
(10) Denote
(11) Then the partial derivative of J(·) w.r.t. the i-th component ofμ k is given by
Using the formula
dx F −1 (x), the above expression can equivalently be rewritten as
• T which can be easily shown to be equivalent to the expression in equation (11). This completes the proof. 2
SIMULATION OF MM SYSTEMS
This section is concerned with the question simulating MM systems with models that do not share one common state. To this end, consider the local output of model M i , given in equation (3), and let L ≥ max i n i . Then the extended observability matrix (4) of M i can be rewritten as follows
Since with L ≥ n i the matrix O 
Define the matrix
By pre-multiplying equation (3) by
L E k,L Clearly, using the above equation would result in each model running separately from the rest of the models. In order to combine these properly, the models will be re-initialized at each time instant with the global output instead of the local ones, i.e.
L E k,L Finally, a combination of the local models will result in the following expression that can be used to simulate the MM system
Remark 4. Note that the above expression can also be used in the process of estimating the weights, similar to (7). However, the disadvantage of doing that is that the resulting optimization problem will always be non-convex, even in the special case considered in Section 3.2. The reason for that is that here the matrix that multiplies the noise term E k,L , being
L , is always a function of µ due to the matrices O (i) ⊥ being different for different models.
NUMERICAL EXAMPLE
In this section the proposed method is applied to a numerical example for the purpose of damage detection in a steel disk that represents a scaled version of a train wheel. A simulation model of the disk is developed within the framework of Work Area 3.2 of the integrated EU project InMAR for the purposes of comparing different methodologies for condition monitoring. The disk is excited at one point, and accelerations are measured at seven locations on the disk. The goal is to use the vibration measurements to monitor the condition of the disk.
Two large-dimensional FEM models have been developed representing the nominal damage-free disk as well as the disk with a crack. Due to the very high dimensions of the two FEM models, these were first reduced to manageable dimensions (117 states in the nominal state-space model, and 124 in the one representing the damage), before they were used for generating input-output data according to the method proposed in Section 4. Both discrete-time models have a sampling frequency of 20 kHz. It should be noted that these two reduced models, being themselves rather large, are only used for the purposes of creating "measurement" data, i.e. only to simulate the disk. In other words, they represent here the "real" system's dynamics, and will as such be denoted as M sional models (both of order 22) have been identified with subspace model identification methods (Verhaegen, 1994) . The two identified state-space models, denoted M 1 and M 2 , will represent the model set M used by the presented methodology for model weight estimation.
Noise-corrupted measurement data, containing 1000 time samples, have been generated by keeping the model weight µ
(1) , corresponding to M real 1 , equal to one for the first 500 samples, and switching it subsequently to zero for the remaining part of the simulation. The weight of model M real 2 is taken as µ (2) = 1 − µ (1) . In this way, an abrupt crack in the disk has been simulated, occurring at time instant 500.
The estimated model weights, computed with the convex method proposed in Section 3.2, using the model set M, are given in Figure 1 (top) . Clearly, the weights are very accurately estimated.
A second simulation experiment has been made to evaluate the performance of the method when the model weights are not piece-wise constant, but are varying. Note that in this case a combination of the two models may, or may not, represent any physical damage other than the considered crack. The second experiment is hence purely carried out to evaluate the tracking properties of the method for time-varying parameters. As can be seen from Figure 1 (bottom), the method is also in this case capable to estimate the model weights accurately.
CONCLUSIONS
This paper is concerned with the problem of model weight estimation of MM systems. As opposed by existing MM estimation techniques, the presented methodology does not assume that the local models share one common state, i.e. the models are allowed here to be in different state bases and to have different state dimension. Basically, the method collects the output measurements during some fixed time interval in one vector, which is subsequently projected in such a way that the influence of the state disappears. Depending on the noise properties of the local models, the resulting regression model is either linear (in a special case) or nonlinear (in general). It is interesting to note that, as the method does not estimate the state(s) but only the model weights, the local models are even not assumed to be observable or detectable.
