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Abstract
Event cameras are bio-inspired vision sensors that mimic
retinas to asynchronously report per-pixel intensity changes
rather than outputting an actual intensity image at regu-
lar intervals. This new paradigm of image sensor offers
significant potential advantages; namely, sparse and non-
redundant data representation. Unfortunately, however,
most of the existing artificial neural network architectures,
such as a CNN, require dense synchronous input data, and
therefore, cannot make use of the sparseness of the data. We
propose EventNet, a neural network designed for real-time
processing of asynchronous event streams in a recursive and
event-wise manner. EventNet models dependence of the out-
put on tens of thousands of causal events recursively using
a novel temporal coding scheme. As a result, at inference
time, our network operates in an event-wise manner that
is realized with very few sum-of-the-product operations—
look-up table and temporal feature aggregation—which en-
ables processing of 1 mega or more events per second on
standard CPU. In experiments using real data, we demon-
strated the real-time performance and robustness of our
framework.
1. Introduction
Existing frame-based paradigms—dense synchronous
video stream acquisition and dense/batch processing—
cannot scale to higher frame rates or finer temporal res-
olutions because the computational complexity grows lin-
early with the processing rate or temporal resolution (Fig.
1 top). The grows of the computational complexity comes
from the redundant synchronous measurement/transmission
of dense intensity frames for unchanged pixels and the fol-
lowing redundant signal processing algorithm, such as con-
volutional neural networks (CNNs) [24, 7, 4, 20, 28], which
computes the sum of the products, even for the unchanged
pixels. Furthermore, the same frames are computed mul-
tiple times (temporal sliding window operation) to model
temporal dependencies [24].
The event-based camera [10] discards the frame-based
paradigm and instead adopts a bio-inspired approach of in-
dependent and asynchronous pixel brightness change mea-
surement without redundancy. This new type of data acqui-
sition has the potential to enable a new paradigm of high-
speed, non-redundant signal processing using the naturally
compressed non-redundant event stream.
Our research goal was to develop a neural network ar-
chitecture that can process an extremely high-rate,1 vari-
able length, and non-uniform raw event stream in real time.
To this end, we proposed EventNet, a neural network de-
signed for the real-time processing of an asynchronous
event stream in an event-wise manner. Our main contri-
butions are summarized as follows:
Recursive Architecture
We proposed a recursive algorithm by formulating depen-
dence on causal events (which could be tens of thousands)
to the output recursively using a novel temporal coding and
aggregation scheme that comprises a complex phase rota-
tion and complex max operation.
Lookup Table Realization of MLP
The deep multi-layer-perceptron (MLP) appears in the re-
cursive formula and dominates most of the computation. It
was replaced by a lookup table (LUT) at inference time by
the factorization of the temporal term. This replacement re-
moved most of the sum-of-product operations of the MLP.
Asynchronously Two Module Architecture
The entire network was separated into two modules work-
ing asynchronously; an event-driven module that updates
the global feature immediately as it receives a new event,
and the on-demand module that computes the final output
with a lightweight MLP. This separate architecture avoids a
wasteful computation of output that is not used by applica-
tions (Fig. 1 bottom).
Applicability to Real-World Data
We demonstrated the applicability of EventNet for real-
world applications using publicly available datasets. We
applied EventNet to event-wise semantic segmentation, ob-
1Maximum event rate of the iniVation DAVIS240 camera is 12 mega
events per second.
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Figure 1. Overview of asynchronous event-based pipeline of EventNet (inference) in contrast to the conventional frame-based
pipeline of CNN. Top: Conventional frame-based paradigm (CNN). Bottom: Proposed event-based paradigm (EventNet). In the conven-
tional frame-based paradigm, the computation is redundant, which prevents the algorithm from scaling to higher frame rates. Due to the
slow output rate, applications are obliged to use old results. Our EventNet can directly process sparse events in an event-wise manner
without densification; it processes only changed pixels, and thus, there is no redundancy. When a new event arrives, global features (sum-
mary of current states) are updated with a highly efficient recursive operation using an LUT at the event rate. And, when the application
requests output, it is computed on demand by feeding the global-features to a lightweight MLP. This pipeline is extremely efficient and
can process more than 1 mega events per second (MEPS); it can also respond to the on-demand request at 1 kHz or more with a standard
CPU. Examples of input event streams are shown (green and red indicate positive and negative events, respectively) on the right, and the
results of the global object motion estimation and event-wise semantic segmentation are shown on the right (events classified as triangles
are shown in blue, and others are shown in grey, and the estimated motion vector of a triangle is shown as an arrow where the color encodes
the angle of the motion). The data from [13] are used for this experiment. Notes: MLP = multi-layer perceptron, t-code = temporal coding,
and c-max = complex max pooling.
ject motion estimation, and ego-motion estimation. These
demonstrated real-time performance in the CPU. The event-
driven module—comprising an event-wise LUT, a temporal
code, and max—worked extremely fast and it could pro-
cess about 1 mega event per second (MEPS) on a standard
CPU. Further, the on-demand inference module was capa-
ble of responding to a request from an application at 1 kHz
or more on the CPU.
2. EventNet
2.1. Event-Based Camera
Each pixel of an event-based camera asynchronously
measures intensity levels and reports an event—(x, y, p, t)
pixel location, polarity indicating the positive or negative
changes in intensity, and time stamp—when changes in in-
tensity are detected. We considered a sequence of events
within a τ ms interval based on the time stamp tj of the j-th
event as ej := {ei|i = j − n(j) + 1, ..., j}, where each
event ei is a quartet of its (xi, yi, pi,∆tj,i), where ∆tj,i
represents the time difference ∆tj,i = (tj − ti), and ej is
updated when a new (j+1)-th event arrives by adding ej+1
and removing events that come out of the τ ms interval.
Thus the length of the sequence n(j) changes dynamically
(Fig. 3 right).
2.2. Problem Statement
We considered the function f , realized by neural net-
works, to estimate target value yj given event stream ej :
yj = f(ej). Events come at a nonuniform rate, ranging
from 0 to millions per second, and the network needs to
process the variable-rate data in an event-wise manner. Our
goal was to realize a trainable event-driven neural network
f that satisfies all of the following conditions:
i) End-to-End Trainable
To realize the practical supervised learning of applications,
the network needs to be trainable end-to-end by using error
backpropagation (BP) using a supervised signal.
ii) Event-Wise Processing
The events are spatially sparse and temporally nonuniform.
The dependence of output yj on the sparse signal ej needs
to be processed in an event-wise manner without densifi-
cation to voxel representation to avoid redundant computa-
tion.
iii) Efficient Recursive Processing
The event rate could be very high (more than 1 MEPS), de-
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<latexit sha1_base64="8fhqQHfbdW/2u6WVwWQVJSksTJ0=" >AAACmXicbVFNSxxBEO0d82EmH2py9NJkCeQQZCYEkqMmF/GkmP0AZ5Gantq1sT/G7hrdZZgcvHpNflz+jT3rErK7Pmh4vKrX9aj KSyU9JcnfTrTx5Omz55sv4pevXr/Z2t552/e2cgJ7wirrhjl4VNJgjyQpHJYOQecKB/nlj7Y+uEbnpTU/aVbiSMPEyLEUQEE6mZ5v d5O9ZA6+TtIF6bIFjs93OrdZYUWl0ZBQ4P1ZmpQ0qsGRFAqbOKs8liAuYYJngRrQ6Ef1PGnDPwSl4GPrwjPE5+r/jhq09zOdh04N dOFXa634aE1XiqSzN0vz69zhlWnWG8PcTzwPOysIp9TEy6Fp/G1US1NWhEY8ZB5XipPl7QZ5IR0KUrNAQDgZfuPiAhwICnuOM4M3 wmoNpqgzcBMN06bO2sC2rDOnedB+tWKmpJbkm3WHNI84gvjPEYerpas3Wif9z3tp4CdfuvvfF/fbZLvsPfvIUvaV7bNDdsx6TDBkd +w3+xPtRgfRYXT00Bp1Fp53bAnR6T0Bk9G5</latexit><latexit sha1_base64="8fhqQHfbdW/2u6WVwWQVJSksTJ0=" >AAACmXicbVFNSxxBEO0d82EmH2py9NJkCeQQZCYEkqMmF/GkmP0AZ5Gantq1sT/G7hrdZZgcvHpNflz+jT3rErK7Pmh4vKrX9aj KSyU9JcnfTrTx5Omz55sv4pevXr/Z2t552/e2cgJ7wirrhjl4VNJgjyQpHJYOQecKB/nlj7Y+uEbnpTU/aVbiSMPEyLEUQEE6mZ5v d5O9ZA6+TtIF6bIFjs93OrdZYUWl0ZBQ4P1ZmpQ0qsGRFAqbOKs8liAuYYJngRrQ6Ef1PGnDPwSl4GPrwjPE5+r/jhq09zOdh04N dOFXa634aE1XiqSzN0vz69zhlWnWG8PcTzwPOysIp9TEy6Fp/G1US1NWhEY8ZB5XipPl7QZ5IR0KUrNAQDgZfuPiAhwICnuOM4M3 wmoNpqgzcBMN06bO2sC2rDOnedB+tWKmpJbkm3WHNI84gvjPEYerpas3Wif9z3tp4CdfuvvfF/fbZLvsPfvIUvaV7bNDdsx6TDBkd +w3+xPtRgfRYXT00Bp1Fp53bAnR6T0Bk9G5</latexit><latexit sha1_base64="8fhqQHfbdW/2u6WVwWQVJSksTJ0=" >AAACmXicbVFNSxxBEO0d82EmH2py9NJkCeQQZCYEkqMmF/GkmP0AZ5Gantq1sT/G7hrdZZgcvHpNflz+jT3rErK7Pmh4vKrX9aj KSyU9JcnfTrTx5Omz55sv4pevXr/Z2t552/e2cgJ7wirrhjl4VNJgjyQpHJYOQecKB/nlj7Y+uEbnpTU/aVbiSMPEyLEUQEE6mZ5v d5O9ZA6+TtIF6bIFjs93OrdZYUWl0ZBQ4P1ZmpQ0qsGRFAqbOKs8liAuYYJngRrQ6Ef1PGnDPwSl4GPrwjPE5+r/jhq09zOdh04N dOFXa634aE1XiqSzN0vz69zhlWnWG8PcTzwPOysIp9TEy6Fp/G1US1NWhEY8ZB5XipPl7QZ5IR0KUrNAQDgZfuPiAhwICnuOM4M3 wmoNpqgzcBMN06bO2sC2rDOnedB+tWKmpJbkm3WHNI84gvjPEYerpas3Wif9z3tp4CdfuvvfF/fbZLvsPfvIUvaV7bNDdsx6TDBkd +w3+xPtRgfRYXT00Bp1Fp53bAnR6T0Bk9G5</latexit><latexit sha1_base64="8fhqQHfbdW/2u6WVwWQVJSksTJ0=" >AAACmXicbVFNSxxBEO0d82EmH2py9NJkCeQQZCYEkqMmF/GkmP0AZ5Gantq1sT/G7hrdZZgcvHpNflz+jT3rErK7Pmh4vKrX9aj KSyU9JcnfTrTx5Omz55sv4pevXr/Z2t552/e2cgJ7wirrhjl4VNJgjyQpHJYOQecKB/nlj7Y+uEbnpTU/aVbiSMPEyLEUQEE6mZ5v d5O9ZA6+TtIF6bIFjs93OrdZYUWl0ZBQ4P1ZmpQ0qsGRFAqbOKs8liAuYYJngRrQ6Ef1PGnDPwSl4GPrwjPE5+r/jhq09zOdh04N dOFXa634aE1XiqSzN0vz69zhlWnWG8PcTzwPOysIp9TEy6Fp/G1US1NWhEY8ZB5XipPl7QZ5IR0KUrNAQDgZfuPiAhwICnuOM4M3 wmoNpqgzcBMN06bO2sC2rDOnedB+tWKmpJbkm3WHNI84gvjPEYerpas3Wif9z3tp4CdfuvvfF/fbZLvsPfvIUvaV7bNDdsx6TDBkd +w3+xPtRgfRYXT00Bp1Fp53bAnR6T0Bk9G5</latexit>
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<latexit sha1_base64="TM0YfQzOw/mIGY9uiKlXcoHS7B Q=">AAACmXicbVFNSxxBEO0d86GTGN149NJkCXgQmZFAcjTJZfGkxFXBWaSmp3Zt7I+xuya6DJODV6/64/w36VmXkHV90PB 4Va/rUZWXSnpKksdOtPTq9Zu3yyvxu/erH9bWux+Pva2cwIGwyrrTHDwqaXBAkhSelg5B5wpP8sufbf3kNzovrTmiSYlDDW MjR1IABelwcr7eS3aSKfgiSWekx2Y4OO92brPCikqjIaHA+7M0KWlYgyMpFDZxVnksQVzCGM8CNaDRD+tp0oZ/DkrBR9aFZ4 hP1f8dNWjvJzoPnRrowj+vteKLNV0pks5ez82vc4dXpllsDHO3eR52VhDeUBPPh6bRt2EtTVkRGvGUeVQpTpa3G+SFdChIT QIB4WT4jYsLcCAo7DnODF4LqzWYos7AjTXcNHXWBrZlnTnNg/anFTMltSTfLDqkecERxH+OOFwtfX6jRXK8u5MGfvilt/dj dr9ltsk+sS2Wsq9sj/XZARswwZDdsXv2EG1G36N+tP/UGnVmng02h+jXXwPI0bo=</latexit><latexit sha1_base64="TM0YfQzOw/mIGY9uiKlXcoHS7B Q=">AAACmXicbVFNSxxBEO0d86GTGN149NJkCXgQmZFAcjTJZfGkxFXBWaSmp3Zt7I+xuya6DJODV6/64/w36VmXkHV90PB 4Va/rUZWXSnpKksdOtPTq9Zu3yyvxu/erH9bWux+Pva2cwIGwyrrTHDwqaXBAkhSelg5B5wpP8sufbf3kNzovrTmiSYlDDW MjR1IABelwcr7eS3aSKfgiSWekx2Y4OO92brPCikqjIaHA+7M0KWlYgyMpFDZxVnksQVzCGM8CNaDRD+tp0oZ/DkrBR9aFZ4 hP1f8dNWjvJzoPnRrowj+vteKLNV0pks5ez82vc4dXpllsDHO3eR52VhDeUBPPh6bRt2EtTVkRGvGUeVQpTpa3G+SFdChIT QIB4WT4jYsLcCAo7DnODF4LqzWYos7AjTXcNHXWBrZlnTnNg/anFTMltSTfLDqkecERxH+OOFwtfX6jRXK8u5MGfvilt/dj dr9ltsk+sS2Wsq9sj/XZARswwZDdsXv2EG1G36N+tP/UGnVmng02h+jXXwPI0bo=</latexit><latexit sha1_base64="TM0YfQzOw/mIGY9uiKlXcoHS7B Q=">AAACmXicbVFNSxxBEO0d86GTGN149NJkCXgQmZFAcjTJZfGkxFXBWaSmp3Zt7I+xuya6DJODV6/64/w36VmXkHV90PB 4Va/rUZWXSnpKksdOtPTq9Zu3yyvxu/erH9bWux+Pva2cwIGwyrrTHDwqaXBAkhSelg5B5wpP8sufbf3kNzovrTmiSYlDDW MjR1IABelwcr7eS3aSKfgiSWekx2Y4OO92brPCikqjIaHA+7M0KWlYgyMpFDZxVnksQVzCGM8CNaDRD+tp0oZ/DkrBR9aFZ4 hP1f8dNWjvJzoPnRrowj+vteKLNV0pks5ez82vc4dXpllsDHO3eR52VhDeUBPPh6bRt2EtTVkRGvGUeVQpTpa3G+SFdChIT QIB4WT4jYsLcCAo7DnODF4LqzWYos7AjTXcNHXWBrZlnTnNg/anFTMltSTfLDqkecERxH+OOFwtfX6jRXK8u5MGfvilt/dj dr9ltsk+sS2Wsq9sj/XZARswwZDdsXv2EG1G36N+tP/UGnVmng02h+jXXwPI0bo=</latexit><latexit sha1_base64="TM0YfQzOw/mIGY9uiKlXcoHS7B Q=">AAACmXicbVFNSxxBEO0d86GTGN149NJkCXgQmZFAcjTJZfGkxFXBWaSmp3Zt7I+xuya6DJODV6/64/w36VmXkHV90PB 4Va/rUZWXSnpKksdOtPTq9Zu3yyvxu/erH9bWux+Pva2cwIGwyrrTHDwqaXBAkhSelg5B5wpP8sufbf3kNzovrTmiSYlDDW MjR1IABelwcr7eS3aSKfgiSWekx2Y4OO92brPCikqjIaHA+7M0KWlYgyMpFDZxVnksQVzCGM8CNaDRD+tp0oZ/DkrBR9aFZ4 hP1f8dNWjvJzoPnRrowj+vteKLNV0pks5ez82vc4dXpllsDHO3eR52VhDeUBPPh6bRt2EtTVkRGvGUeVQpTpa3G+SFdChIT QIB4WT4jYsLcCAo7DnODF4LqzWYos7AjTXcNHXWBrZlnTnNg/anFTMltSTfLDqkecERxH+OOFwtfX6jRXK8u5MGfvilt/dj dr9ltsk+sS2Wsq9sj/XZARswwZDdsXv2EG1G36N+tP/UGnVmng02h+jXXwPI0bo=</latexit>
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<latexit sha1_base64="8fhqQHfbdW/2u6WVwWQVJSksTJ0=">AAACmXicbVFNSxxBEO0d82EmH2py9NJkCeQQZCY EkqMmF/GkmP0AZ5Gantq1sT/G7hrdZZgcvHpNflz+jT3rErK7Pmh4vKrX9ajKSyU9JcnfTrTx5Omz55sv4pevXr/Z2t552/e2cgJ7wirrhjl4VNJgjyQpHJYOQecKB/nlj7Y+uEbnpTU/aVbiSMPEyLEUQEE6mZ5vd5O9ZA6+TtIF6bIFjs93 OrdZYUWl0ZBQ4P1ZmpQ0qsGRFAqbOKs8liAuYYJngRrQ6Ef1PGnDPwSl4GPrwjPE5+r/jhq09zOdh04NdOFXa634aE1XiqSzN0vz69zhlWnWG8PcTzwPOysIp9TEy6Fp/G1US1NWhEY8ZB5XipPl7QZ5IR0KUrNAQDgZfuPiAhwICnuOM4M3 wmoNpqgzcBMN06bO2sC2rDOnedB+tWKmpJbkm3WHNI84gvjPEYerpas3Wif9z3tp4CdfuvvfF/fbZLvsPfvIUvaV7bNDdsx6TDBkd+w3+xPtRgfRYXT00Bp1Fp53bAnR6T0Bk9G5</latexit><latexit sha1_base64="8fhqQHfbdW/2u6WVwWQVJSksTJ0=">AAACmXicbVFNSxxBEO0d82EmH2py9NJkCeQQZCY EkqMmF/GkmP0AZ5Gantq1sT/G7hrdZZgcvHpNflz+jT3rErK7Pmh4vKrX9ajKSyU9JcnfTrTx5Omz55sv4pevXr/Z2t552/e2cgJ7wirrhjl4VNJgjyQpHJYOQecKB/nlj7Y+uEbnpTU/aVbiSMPEyLEUQEE6mZ5vd5O9ZA6+TtIF6bIFjs93 OrdZYUWl0ZBQ4P1ZmpQ0qsGRFAqbOKs8liAuYYJngRrQ6Ef1PGnDPwSl4GPrwjPE5+r/jhq09zOdh04NdOFXa634aE1XiqSzN0vz69zhlWnWG8PcTzwPOysIp9TEy6Fp/G1US1NWhEY8ZB5XipPl7QZ5IR0KUrNAQDgZfuPiAhwICnuOM4M3 wmoNpqgzcBMN06bO2sC2rDOnedB+tWKmpJbkm3WHNI84gvjPEYerpas3Wif9z3tp4CdfuvvfF/fbZLvsPfvIUvaV7bNDdsx6TDBkd+w3+xPtRgfRYXT00Bp1Fp53bAnR6T0Bk9G5</latexit><latexit sha1_base64="8fhqQHfbdW/2u6WVwWQVJSksTJ0=">AAACmXicbVFNSxxBEO0d82EmH2py9NJkCeQQZCY EkqMmF/GkmP0AZ5Gantq1sT/G7hrdZZgcvHpNflz+jT3rErK7Pmh4vKrX9ajKSyU9JcnfTrTx5Omz55sv4pevXr/Z2t552/e2cgJ7wirrhjl4VNJgjyQpHJYOQecKB/nlj7Y+uEbnpTU/aVbiSMPEyLEUQEE6mZ5vd5O9ZA6+TtIF6bIFjs93 OrdZYUWl0ZBQ4P1ZmpQ0qsGRFAqbOKs8liAuYYJngRrQ6Ef1PGnDPwSl4GPrwjPE5+r/jhq09zOdh04NdOFXa634aE1XiqSzN0vz69zhlWnWG8PcTzwPOysIp9TEy6Fp/G1US1NWhEY8ZB5XipPl7QZ5IR0KUrNAQDgZfuPiAhwICnuOM4M3 wmoNpqgzcBMN06bO2sC2rDOnedB+tWKmpJbkm3WHNI84gvjPEYerpas3Wif9z3tp4CdfuvvfF/fbZLvsPfvIUvaV7bNDdsx6TDBkd+w3+xPtRgfRYXT00Bp1Fp53bAnR6T0Bk9G5</latexit><latexit sha1_base64="8fhqQHfbdW/2u6WVwWQVJSksTJ0=">AAACmXicbVFNSxxBEO0d82EmH2py9NJkCeQQZCY EkqMmF/GkmP0AZ5Gantq1sT/G7hrdZZgcvHpNflz+jT3rErK7Pmh4vKrX9ajKSyU9JcnfTrTx5Omz55sv4pevXr/Z2t552/e2cgJ7wirrhjl4VNJgjyQpHJYOQecKB/nlj7Y+uEbnpTU/aVbiSMPEyLEUQEE6mZ5vd5O9ZA6+TtIF6bIFjs93 OrdZYUWl0ZBQ4P1ZmpQ0qsGRFAqbOKs8liAuYYJngRrQ6Ef1PGnDPwSl4GPrwjPE5+r/jhq09zOdh04NdOFXa634aE1XiqSzN0vz69zhlWnWG8PcTzwPOysIp9TEy6Fp/G1US1NWhEY8ZB5XipPl7QZ5IR0KUrNAQDgZfuPiAhwICnuOM4M3 wmoNpqgzcBMN06bO2sC2rDOnedB+tWKmpJbkm3WHNI84gvjPEYerpas3Wif9z3tp4CdfuvvfF/fbZLvsPfvIUvaV7bNDdsx6TDBkd+w3+xPtRgfRYXT00Bp1Fp53bAnR6T0Bk9G5</latexit>
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<latexit sha1_base64="TM0YfQzOw/mIGY9uiKlXcoHS7BQ=">AAACmXicbVFNSxxBEO0d86GTGN149NJkCXgQmZFAcjTJ ZfGkxFXBWaSmp3Zt7I+xuya6DJODV6/64/w36VmXkHV90PB4Va/rUZWXSnpKksdOtPTq9Zu3yyvxu/erH9bWux+Pva2cwIGwyrrTHDwqaXBAkhSelg5B5wpP8sufbf3kNzovrTmiSYlDDWMjR1IABelwcr7eS3aSKfgiSWekx2Y4OO92brPCikqjIaHA+7 M0KWlYgyMpFDZxVnksQVzCGM8CNaDRD+tp0oZ/DkrBR9aFZ4hP1f8dNWjvJzoPnRrowj+vteKLNV0pks5ez82vc4dXpllsDHO3eR52VhDeUBPPh6bRt2EtTVkRGvGUeVQpTpa3G+SFdChITQIB4WT4jYsLcCAo7DnODF4LqzWYos7AjTXcNHXWBrZlnTnN g/anFTMltSTfLDqkecERxH+OOFwtfX6jRXK8u5MGfvilt/djdr9ltsk+sS2Wsq9sj/XZARswwZDdsXv2EG1G36N+tP/UGnVmng02h+jXXwPI0bo=</latexit><latexit sha1_base64="TM0YfQzOw/mIGY9uiKlXcoHS7BQ=">AAACmXicbVFNSxxBEO0d86GTGN149NJkCXgQmZFAcjTJ ZfGkxFXBWaSmp3Zt7I+xuya6DJODV6/64/w36VmXkHV90PB4Va/rUZWXSnpKksdOtPTq9Zu3yyvxu/erH9bWux+Pva2cwIGwyrrTHDwqaXBAkhSelg5B5wpP8sufbf3kNzovrTmiSYlDDWMjR1IABelwcr7eS3aSKfgiSWekx2Y4OO92brPCikqjIaHA+7 M0KWlYgyMpFDZxVnksQVzCGM8CNaDRD+tp0oZ/DkrBR9aFZ4hP1f8dNWjvJzoPnRrowj+vteKLNV0pks5ez82vc4dXpllsDHO3eR52VhDeUBPPh6bRt2EtTVkRGvGUeVQpTpa3G+SFdChITQIB4WT4jYsLcCAo7DnODF4LqzWYos7AjTXcNHXWBrZlnTnN g/anFTMltSTfLDqkecERxH+OOFwtfX6jRXK8u5MGfvilt/djdr9ltsk+sS2Wsq9sj/XZARswwZDdsXv2EG1G36N+tP/UGnVmng02h+jXXwPI0bo=</latexit><latexit sha1_base64="TM0YfQzOw/mIGY9uiKlXcoHS7BQ=">AAACmXicbVFNSxxBEO0d86GTGN149NJkCXgQmZFAcjTJ ZfGkxFXBWaSmp3Zt7I+xuya6DJODV6/64/w36VmXkHV90PB4Va/rUZWXSnpKksdOtPTq9Zu3yyvxu/erH9bWux+Pva2cwIGwyrrTHDwqaXBAkhSelg5B5wpP8sufbf3kNzovrTmiSYlDDWMjR1IABelwcr7eS3aSKfgiSWekx2Y4OO92brPCikqjIaHA+7 M0KWlYgyMpFDZxVnksQVzCGM8CNaDRD+tp0oZ/DkrBR9aFZ4hP1f8dNWjvJzoPnRrowj+vteKLNV0pks5ez82vc4dXpllsDHO3eR52VhDeUBPPh6bRt2EtTVkRGvGUeVQpTpa3G+SFdChITQIB4WT4jYsLcCAo7DnODF4LqzWYos7AjTXcNHXWBrZlnTnN g/anFTMltSTfLDqkecERxH+OOFwtfX6jRXK8u5MGfvilt/djdr9ltsk+sS2Wsq9sj/XZARswwZDdsXv2EG1G36N+tP/UGnVmng02h+jXXwPI0bo=</latexit><latexit sha1_base64="TM0YfQzOw/mIGY9uiKlXcoHS7BQ=">AAACmXicbVFNSxxBEO0d86GTGN149NJkCXgQmZFAcjTJ ZfGkxFXBWaSmp3Zt7I+xuya6DJODV6/64/w36VmXkHV90PB4Va/rUZWXSnpKksdOtPTq9Zu3yyvxu/erH9bWux+Pva2cwIGwyrrTHDwqaXBAkhSelg5B5wpP8sufbf3kNzovrTmiSYlDDWMjR1IABelwcr7eS3aSKfgiSWekx2Y4OO92brPCikqjIaHA+7 M0KWlYgyMpFDZxVnksQVzCGM8CNaDRD+tp0oZ/DkrBR9aFZ4hP1f8dNWjvJzoPnRrowj+vteKLNV0pks5ez82vc4dXpllsDHO3eR52VhDeUBPPh6bRt2EtTVkRGvGUeVQpTpa3G+SFdChITQIB4WT4jYsLcCAo7DnODF4LqzWYos7AjTXcNHXWBrZlnTnN g/anFTMltSTfLDqkecERxH+OOFwtfX6jRXK8u5MGfvilt/djdr9ltsk+sS2Wsq9sj/XZARswwZDdsXv2EG1G36N+tP/UGnVmng02h+jXXwPI0bo=</latexit>
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<latexit sha1_base64="6C/im2/OeN6ODiYrlJNSvrfqck0=">AAACnXicbVFNaxRBEO0do8bxI4kePdhkET xImAkBPQZF8CASwc0GMstS01O7adMfY3eNydKMh/yBXPWn+W/s2Swhm82Dhserel2PqrJW0lOW/esl99buP3i4/ih9/OTps43NreeH3jZO4EBYZd1RCR6VNDggSQqPaoegS4XD8vRjVx/+QuelNd9pVuNIw9TIiRRAURr4cfjRj jf72U42B18l+YL02QIH463eRVFZ0Wg0JBR4f5xnNY0COJJCYZsWjccaxClM8ThSAxr9KMzTtvx1VCo+sS4+Q3yu3nQE0N7PdBk7NdCJv13rxDtrulEknT1bmh9Khz9Nu9oY577lZdxbRXhObbocmibvR0GauiE04irzpFGcLO+2y CvpUJCaRQLCyfgbFyfgQFDcdVoYPBNWazBVKMBNNZy3oegC2zoUTvOo/e7EQkktyberDmnucETx2pHGq+W3b7RKDnd38si/7fX3Pyzut85esm32huXsHdtnn9kBGzDBJLtkf9jf5FXyKfmSfL1qTXoLzwu2hGT4H3Bk050=</la texit><latexit sha1_base64="6C/im2/OeN6ODiYrlJNSvrfqck0=">AAACnXicbVFNaxRBEO0do8bxI4kePdhkET xImAkBPQZF8CASwc0GMstS01O7adMfY3eNydKMh/yBXPWn+W/s2Swhm82Dhserel2PqrJW0lOW/esl99buP3i4/ih9/OTps43NreeH3jZO4EBYZd1RCR6VNDggSQqPaoegS4XD8vRjVx/+QuelNd9pVuNIw9TIiRRAURr4cfjRj jf72U42B18l+YL02QIH463eRVFZ0Wg0JBR4f5xnNY0COJJCYZsWjccaxClM8ThSAxr9KMzTtvx1VCo+sS4+Q3yu3nQE0N7PdBk7NdCJv13rxDtrulEknT1bmh9Khz9Nu9oY577lZdxbRXhObbocmibvR0GauiE04irzpFGcLO+2y CvpUJCaRQLCyfgbFyfgQFDcdVoYPBNWazBVKMBNNZy3oegC2zoUTvOo/e7EQkktyberDmnucETx2pHGq+W3b7RKDnd38si/7fX3Pyzut85esm32huXsHdtnn9kBGzDBJLtkf9jf5FXyKfmSfL1qTXoLzwu2hGT4H3Bk050=</la texit><latexit sha1_base64="6C/im2/OeN6ODiYrlJNSvrfqck0=">AAACnXicbVFNaxRBEO0do8bxI4kePdhkET xImAkBPQZF8CASwc0GMstS01O7adMfY3eNydKMh/yBXPWn+W/s2Swhm82Dhserel2PqrJW0lOW/esl99buP3i4/ih9/OTps43NreeH3jZO4EBYZd1RCR6VNDggSQqPaoegS4XD8vRjVx/+QuelNd9pVuNIw9TIiRRAURr4cfjRj jf72U42B18l+YL02QIH463eRVFZ0Wg0JBR4f5xnNY0COJJCYZsWjccaxClM8ThSAxr9KMzTtvx1VCo+sS4+Q3yu3nQE0N7PdBk7NdCJv13rxDtrulEknT1bmh9Khz9Nu9oY577lZdxbRXhObbocmibvR0GauiE04irzpFGcLO+2y CvpUJCaRQLCyfgbFyfgQFDcdVoYPBNWazBVKMBNNZy3oegC2zoUTvOo/e7EQkktyberDmnucETx2pHGq+W3b7RKDnd38si/7fX3Pyzut85esm32huXsHdtnn9kBGzDBJLtkf9jf5FXyKfmSfL1qTXoLzwu2hGT4H3Bk050=</la texit><latexit sha1_base64="6C/im2/OeN6ODiYrlJNSvrfqck0=">AAACnXicbVFNaxRBEO0do8bxI4kePdhkET xImAkBPQZF8CASwc0GMstS01O7adMfY3eNydKMh/yBXPWn+W/s2Swhm82Dhserel2PqrJW0lOW/esl99buP3i4/ih9/OTps43NreeH3jZO4EBYZd1RCR6VNDggSQqPaoegS4XD8vRjVx/+QuelNd9pVuNIw9TIiRRAURr4cfjRj jf72U42B18l+YL02QIH463eRVFZ0Wg0JBR4f5xnNY0COJJCYZsWjccaxClM8ThSAxr9KMzTtvx1VCo+sS4+Q3yu3nQE0N7PdBk7NdCJv13rxDtrulEknT1bmh9Khz9Nu9oY577lZdxbRXhObbocmibvR0GauiE04irzpFGcLO+2y CvpUJCaRQLCyfgbFyfgQFDcdVoYPBNWazBVKMBNNZy3oegC2zoUTvOo/e7EQkktyberDmnucETx2pHGq+W3b7RKDnd38si/7fX3Pyzut85esm32huXsHdtnn9kBGzDBJLtkf9jf5FXyKfmSfL1qTXoLzwu2hGT4H3Bk050=</la texit>
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Figure 2. EventNet architecture The network architecture of our EventNet is shown in comparison with PointNet. Our network has the
novel temporal coding layer of Eq. 3. Thanks to this layer, the dependence on the sequence of events is computed recursively. Furthermore,
the most computationally significant part (mlp1 and mlp2, which are trained using standard error backpropagation) are realized as a lookup
table (LUT) after training, which is significantly faster than an MLP. As a result, EventNet processes streams of events efficiently in an
event-driven manner—compute per-event feature by LUT, apply the temporal code to the global feature, and aggregate global feature by
max pooling of the two vectors—which is repeated recursively as it receives a new event. Numbers in bracket are layer sizes. Batch
normalization [5] is used for all layers except output layers. Similar to PointNet, EventNet has a variant of architecture that can output on
a per-event basis, which is realized with mlp4 by a concatenation of local feature and global feature(blue line).
pending on the scene, and thus, the size of ej could be large
(tens of thousands depending on the event rate and window
size τ ). It is quite impossible to process such a large vari-
able length nonuniform event-stream ej in a batch manner
at a very high event rate. Thus, an efficient algorithm that
can recursively process the stream is required.
iv) Local Permutation Invariance
An ideal event-stream recognizer f needs to be invariable
against data-point permutations in a short time window,
while having sensitivity to capture longer time behaviors.
Invariance against a temporally local permutation is essen-
tial because the order that event data emerges in a temporal
vicinity can be generally thought of as stochastic due to the
limited temporal resolution (e.g., 1µs) and the noise of time
stamps (Fig. 3 left). Thus, the order of incoming events may
change even if the same scene is observed with the same
camera motion. On the other hand, the long-range temporal
evolution of an event needs to be modeled to capture motion
in a scene.
2.3. Symmetric Function
To cope with the permutation, a simple MLP or RNN
with randomly permuted sequences is not a feasible choice
because it is difficult to scale to thousands or tens of thou-
sands of input elements [17]. In addition, it is impossible
to be totally invariant to the permutation [26]. The Point-
Net architecture [17] solves the problem in a theoretical and
concise way by approximating the function as
yj = f(ej) ≈ g(max(h(ej−n(j)+1), ..., h(ej))), (1)
where , h : R4 → RK , max : RK × ...× RK︸ ︷︷ ︸
n(j)
→ RK , and
g : RK → R. They approximate h and g using an MLP.
Because of the symmetric function max, the permutation
of events does not change the output yj . Note that max
operates independently for each dimension of RK .
2.4. EventNet
PointNet focuses on processing sets of vectors such as a
3D point cloud in a batch manner. When we attempt to use
PointNet to sequentially process a stream of events, a huge
amount of computation of h realized by the MLP and max
makes real-time processing difficult: For all n(j) events
in ej , when a new (j + 1)-th arrives, the time difference
∆tj,i = (tj − ti) changes to (tj+1 − ti); thus, most of
the n(j) event that has already been processed by h (real-
ized by deep MLP) needs to be processed again by h when
we receive the new event as long as it is within ther τ ms
time window. If the function max is the function of the
set of n(j) high-dimensional feature vectors and the vector
changes with the same situation as above, we need to com-
pute max within all n(j) feature vectors at the event rate.
The single cycle of these computations are themselves in-
tensive since n(j) may be thousands or tens of thousands in
common scenarios. Furthermore, these two computations
should run on the event rate (could be more than 1 MEPS).
These issues make it impossible to use PointNet to process
event streams in real time.
To overcome the above difficulty in processing the event
streams, we proposed EventNet, which processes the sparse
signal recursively rather than processing large numbers,
n(j), of events in batch manner.
Temporal Coding
Since the function h is a function of time difference ∆t,
the network is required to compute h tens of thousands of
times for the same event (as long as the event exists within
the time window) as the new event is being received. Sim-
ply removing ∆t from the input e creates a loss of important
temporal information, resulting in a deterioration of the per-
formance (this will be discussed in Section 3.5). To avoid
the multiple time computations of h for the same events
while keeping the temporal information, we removed the
dependence on ∆t from h and instead introduced a tempo-
ral coding function c to encode the information of ∆t as
h(ei) = c(h(e
−
i ),∆tj,i), where e
− := (x, y, p). Then Eq.
1 becomes
f(ej) ≈ g(max(c(zj−n(j)+1,∆tj,j−n(j)+1), ..., c(zj , 0))),
(2)
where, zi = h(e−i ) ∈ CK . Using this formulation, we need
to compute h only once for each observed event; however,
c and max need to be computed for all events in the time
window every time a new event arrives.
Recursive Processing
We considered processing ej−1 and ej sequentially. Let
the time difference of latest time stamp be δtj := tj − tj−1,
and assume the norm of each element of zi is less than 1
(by tanh). We want to make Eq. 2 recursive, cf, computing
max at j using max at j − 1 and event ej . For this, the
composition of max and c need to be recursive. The max
is not recursive for general time series vectors unless the
window size is∞, so we propose temporal coding function
c of Eq. 3, which guarantees recursiveness:
aj,i = c(zi,∆tj,i) =
[
|zi| − ∆tj,i
τ
]+
exp
(
−i 2pi∆tj,i
τ
)
,
(3)
where the first term decays the input linearly to the elapsed
time, and the second term encodes the temporal informa-
tion by complex rotation. As c decays the input linearly on
elapsed time (constant decay within the fixed time window),
it satisfies the relation ∆tj,i =
∑
k=i,...,j δtk. The norm of
each element of a that is older than τ is always zero, and the
complex rotation of each feature represents elapsed time by
sequentially rotating the element by 2piδtj/τ . This coding
function makes the composition of max and c recursive for
a finite window size,
max((c(zj−n(j),∆tj−n(j)), ..., c(zj+1, 0)))
= max(c(sj , δtj), zj+1), (4)
where sj is the result of max at time tj . Putting Eq. 3 into
Eq. 2, we get the following recursive algorithm:
f(ej+1) ≈ g(max(c(sj , δtj), h(e−j+1)), (5)
where global feature sj := max(c(s(j−1), δtj−1), h(e
−
j )) is
updated recursively. This formulation has favorable charac-
teristics for sequential event processing: i) we only need to
compute h(e−i ) once for each event; ii) c is computed only
for s, not for all n(j) vectors; and iii) max is computed be-
tween only two vectors instead of between all n(j) vectors.
A permutation of events that has the same time stamp does
not change the result as desired, and because the coding
function of Eq. 3 is approximately constant within a small
temporal interval, small perturbations of time stamps from
noise will result in small changes in output yj as long as the
function g is smooth.
Note that max in the above equation is defined in a set of
complex values. Let ak1 , ..., a
k
n | aki ∈ C be a k-th channel
of temporal sequence (i.e., sequence of feature vectors after
the temporal coding), then the complex max is defined as;
max(ak1 , ..., a
k
n) = ai, where i = arg max
i
(|aki |). (6)
LUT Implementation of MLP
Because the spatial position and polarity from event-based
cameras are discrete, there are only W × H × 2 patterns
in inputs e− (spatial position and polarity). Therefore, we
can precompute results of h, and utilize LUT in inference
time for computing high-dimensional vectors. This is con-
siderably faster than Deep MLP h, which contains a large
number of product-sum operations.
Summary
EventNet satisfies all the conditions described in Section
2.2. It is trainable using BP in supervised manner because
it uses differentiable MLP, it can efficiently process sparse
event signals without densification with a novel recursive
architecture of Eq. 5. It can also capture a long-range tem-
poral evolution by a complex rotation while also being in-
variant to the small temporal vicinity due to the max opera-
tion.
2.5. Network Architecture
The EventNet model of Eq. 5 is realized in the architec-
ture shown in Fig. 2. The function h is realized as mlp1
and mlp2, the function g is realized as mlp3 for global-
estimations, and mlp4 for event-wise estimation.
Depending on the application, the required rate of out-
put varies, and computing a final output at the event rate
(1 MEPS) is a waste of computation as most of the results
are not used by the application. In addition, 1000 Hz may
be more than enough for many applications. To achieve
real-time event processing and high-rate estimation without
wasteful computation, our network comprises two separate
modules that work asynchronously with each other.
Event-Drive Processing Module
This module operates in an event-driven manner: when a
new event ej arrives at the network asynchronously, it is
immediately processed to update the global feature vector
sj , which is realized by the recursive algorithm of Eq. 5.
Furthermore, mlp1 and mlp2 are realized as an LUT, which
is much faster than feed-forwarding deep MLP.
On-Demand Processing Module
This module operates on demand from an application.
When the application requires the latest estimation, the out-
put is computed on demand with mlp3 or mlp4. Because
the input to mlp3 is a single vector, its computation is rea-
sonably fast, and 1000 Hz with a standard CPU is easily
achieved.
Asymmetric Training/Inference
As shown in Fig. 2 the network structure of EventNet dif-
fers in training and inference; it utilizes a batch structure
when training. In principle, EventNet can be trained re-
cursively using Eq. 5 as long as batch normalization (BN)
is absent. The recurrent structure does not allow for the
computation of batch statistics. However, we adopt the
batch structure during training for two reasons: i) to use
BN, which plays a very important role, based on our ex-
perience; and ii) to parallelize the computation of MLP for
efficiency. The structure of EventNet when training are sim-
ilar to PointNet [17] except for the temporal coding layer
(Fig. 2 middle), and they are trained in largely the same
way.2 However, the temporal coding makes a huge struc-
tural difference and a large computational gain in inference
time (Fig. 2 bottom, Table 2).
3. Experiments
The purpose of the experiments was to evaluate the com-
putational efficiency and robustness of EventNet in a prac-
tical application. To the best of our knowledge, there are no
end-to-end trainable neural networks capable of processing
raw event streams in real time. Nevertheless, we compare
EventNet with PointNet as it is a successful method that can
directly process reasonably good-sized point set. We want
to emphasize that because PointNet cannot process event
2In terms of implementation, they are greatly different because Event-
Net needs to handle variable-length data The implementation details are
described in the supplemental material.
streams in a recursive manner, as EventNet does, it is thou-
sands of times slower (depending on the event rate) than
EventNet at such processing and cannot process an event
stream in real-time.
We will first describe the learning procedure (Section
3.1) and datasets used for the experiments (Section 3.2).
Next, we demonstrate the real-time processing capability of
EventNet in several real-world tasks (Section 3.3 and Sec-
tion 3.4). And last, we provide the results of an ablation
study to reveal the effects of core components of EventNet
(Section. 3.5).
3.1. Learning Procedure
Mini-Batch Construction
Training MLPs in EventNet requires processing events
tj
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Figure 3. Event data composition Left: An event stream from
moving rod-like objects is illustrated. Intensity changes caused by
the movements of the objects generated an event stream. Within
a short period of time, different pixels of the sensor detect the in-
tensity changes almost simultaneously. Thus permutation between
events happens even if the camera captures the same scene. Right:
We considered the event-stream et := {ei|i = n(j) + 1, ..., j}
within a fixed temporal window τ . The number of events in the
stream, n(j), changed dynamically.
streams in a batch manner (Fig. 2 EventNet (train)), al-
though it can process event streams recursively in infer-
ence time. Given an entire event-stream for training, the
single event stream ej for training was composed as fol-
lows. An event that corresponds to the latest event within
the temporal window is randomly selected from the en-
tire event stream (let the index of the event be j). Then,
cut out an event stream on a τ ms interval based on tj ,
ej := {ei|i = j − n(j) + 1, ..., j} (Fig. 3). Optionally, to
increase the variety in training data, it can then be randomly
spatially cropped. Note that the length of each sequence
n(j) is different since event rates change depending on the
scene or the motion of the camera.
Optimization
All networks, including the one from the ablation study,
were trained using the same protocol. Single-epoch con-
sisted of randomly composed 8, 000 event stream, and the
training was carried out for 500 epochs. For the opti-
mization, we used Adam [6] with the recommended hyper-
parameter settings of: β1 = 0.9, β2 = 0.999, and  = 10−8.
The initial learning was 0.0002, and it was divided by 2 ev-
ery 20 epochs until epoch 100, after which it was kept con-
Table 1. Quantitative evaluation using ETHTED+ and MVSEC. Quantitative evaluations of our EventNet and PointNet [17] are shown.
For experiments using ETHTED+, we report global accuracy (GA) and mean intersection of union (mIoU) for semantic segmentation and
L2 regression error for object motion. For experiments using MVSEC, we evaluated the L2 regression error for ego-motion estimation. Our
EventNet achieved a comparable performance to PointNet while achieving real-time performance. On the bottom, the results of EventNet
when disabling each term of temporal coding in Eq. 3 are shown (see main text for the abbreviation). The number in parentheses indicates
the standard deviation of the results.
ETHTED+ MVSEC Real-time
processing at 1 MEPSSemantic segmentation Object-motion Ego-motionGA [%] mIoU [%] error [pix/τ ] error [deg/sec]
PointNet 98.9 97.4(0.13) 3.14(0.08) 4.55 NO
EventNet 99.2 97.5(0.22) 3.11(0.28) 4.29 YES
Ablation
w/o TD 99.4 98.8(0.16) 3.08(0.32)
—
NO
w/o TR 98.1 97.9(0.11) 3.74(0.06) YES
w/o ALL 98.3 97.1(0.25) 4.14(0.32) NO
Table 2. Computational complexity. Computational times (µs) for processing a single event with our EventNet and PointNet [17] are
shown. To compute this statistic, we considered the case of an event rate of 1 MEPS, which approximately corresponds to the highest
event-rate scenario in the ETHTED+ dataset. The spatial position of the synthetic event was generated randomly and was temporarily
uniform at the rate. The statistic was measured by a single core 3.2GHz Intel Core-i5. The temporal window size of τ = 32 ms is assumed.
To update the global feature sj using a newly received event ej , mlp1/2 of PointNet needed to process a stream {ej |i = j−n(j)+1, ..., j}
where n(j) can be thousands or tens of thousands. Similarly, max needs to process the n(j) high-dimensional vector. Conversely, input to
EventNet was a single event ej because of the recursive formula of Eq. 5. Furthermore deep MLP is replaced with an LUT, which results
in an extremely fast computation time of processing a single event in about 1 µs. Thus, it can process (update global feature sj) events of ,
at most, 1 MEPS. The computation time for mlp3/mlp4 is less than 1 ms meaning the application can query the results at more than 1000
Hz. We also report the computation time of naive mlp1/2 in parentheses for EventNet and observed that the processing of the MLP was
accelerated about 45× by the LUT.
#input mlp1 #input max mlp1/2 max pool(+t-code) total mlp3 mlp4
PointNet n(j) n(j) 936.9× 103 16.47× 103 953.3× 103 0.58×103 0.59× 103
EventNet 1 2 0.65(29.27) 0.36 1.01 0.61× 103 0.61× 103
stant. The decay rate for BN started at 0.5 and gradually
increased to 0.99. All implementations used the MatCon-
vNet [25] library, and we carried out all our training on a
single NVidia V100 GPU.
3.2. Datasets
We used publicly available datasets captured with real
event-based cameras for evaluation.
ETHTED+
The first and second applications used the datasets from
[13] with our additional hand-annotated segmentation la-
bel3 for shape rotation sequence (ETHTED+). The supple-
mental annotation is given on a per-event basis, indicating
whether it came from the triangle or not. The camera used
for this dataset was the DAVIS 240, which has an array size
of 180 × 240. Each training event stream was randomly
cropped spatially to 128× 128 from the original 180× 240
to increase the variety of spatial displacements. The aver-
3The additional label will be published with this paper.
age event rate of this data set (center 128× 128 region) was
0.16 MEPS. We used the first 50 seconds of the sequence
for training, and the other 10 seconds was used for testing.
The temporal window size of τ = 32 ms was used for this
dataset.
MVSEC
The third application used MVSEC [30], consisting of event
sequences captured in road scenes, which are much larger
than ETHTED+; thus, it had more variation in the input data
space. The camera used for this dataset was the DAVIS
346, which has an array size of 260 × 346. The average
event rate of this data set was 0.35 MEPS. To remove noise,
we applied the nearest neighbor filter followed by refrac-
tory period filter, as described in [16], where we used 5 ms
and 1 ms as temporal window size respectively. We used
outdoor day1, outdoor day2, outdoor night1, and outdoor
night2 sequences for training and used outdoor night3 for
testing. A temporal window size of τ = 128 ms was used
for this dataset.
3.3. Applications
We demonstrated the applicability of EventNet for sev-
eral real-world tasks.
Target Motion Estimation
In this application, the network estimates the motion of a
specific object (triangle) using global-estimation network
(see red line in Fig. 2 with mlp3). We used ETHTED+ for
this experiment. Using the class label of events, we com-
puted the motion [u, v] of the triangle by linearly fitting the
centroid position of events within 33 ms intervals. The in-
put event stream was processed to compute global features
at the event rate, and the target values [u, v] were computed
on demand at 1000 Hz using the global feature. When test-
ing, the cropping region was fixed to the center region.
Semantic Segmentation
In this application, the network estimates the class label of
each event (triangle or others) using event-wise-estimation
network (see blue line in Fig. 2 with mlp4). We used
ETHTED+ for this experiment. The input event stream
was processed to compute per-event features from mlp1 and
global features at the event rate. The target values which
was the probability of each class, was computed on demand
using concatenation of global features and local features.
We note that temporal information may be less important
for this task because we can still determine the shape from
the event stream even if the temporal information was lost.
The network for this application was trained jointly with the
global-estimation network sharing mlp1/2. An example of
processing results for object-motion estimation and seman-
tic segmentation is shown in Fig. 1.
Ego-Motion Estimation
In this application, the network estimates ego-motion of the
camera using global-estimation network. We used MVSEC
for this experiment and the yaw-rate, which was provided
with the dataset was used as a target values. The qualitative
results are shown in Fig. 4.
3.4. Quantitative Comparison
Estimation accuracy for the three applications are re-
ported in Table 1 on top, and computational times are re-
ported in Table 2. In summary, EventNet achieved a per-
formance that is comparable to PointNet while realizing
less than 1 µs processing for a single event, proving it can
achieve real-time processing up to 1 MEPS, which covers
most practical scenarios.
Estimation Accuracy
As shown in Table 1, our model achieved comparable per-
formance to PointNet in all three of the experiments, while
also achieving real-time performance using much less mem-
ory usage. For the object motion estimation task, we con-
ducted preliminary experiments to see the effects of differ-
ent time windows of 8, 16, and 32 ms. The largest (32 ms)
performed the best with our EventNet, but the performance
of PointNet was almost the same across the different time
windows. The results and a discussion of the results are
reported in the supplemental material.
Computation Time
We assumed the system displayed in Fig. 1 for the compar-
ison shown in Table 2. The required number of operations
for the MLP and max was about n(j)× less than process-
ing in batch manner due the novel recursive formula used in
EventNet. Furthermore, the LUT realization of mlp1/2 im-
proved the computation speed by about 45×. Consequently,
EventNet processed input event rates of 1 MEPS with stan-
dard CPU, covering most of the practical scenarios. Con-
versely, PointNet cannot process event streams recursively
and is, thus, required to process n(j) events within a τ ms
time window in a batch manner every time it receives a new
event by reprocessing the events again and again. Real-time
processing is, therefore, entirely impossible. Note that the
per-event computation time of EventNet is not affected by
the event rate, while the computational complexity grows
linearly with the rate in the case of PointNet.
Further, EventNet is much more memory efficient than
PointNet because it requires storage of only one global fea-
ture vector as it processes incoming event streams recur-
sively (Eq. 5); and it operates with an LUT and is, thus, not
required to store intermediate feature maps.
3.5. Ablation Study
In this section, we discuss our study of the contribution
of temporal coding of Eq. 3, the key component of Event-
Net, which enables highly efficient recursive event-wise
processing. For this, we ran the object motion estimation
and semantic segmentation experiments using ETHTED+,
which is the same as the ones discussed in Section 3.3.
We examined the contribution of the temporal decay term
([|zi|−∆tiτ ]+) (TD) and the complex temporal rotation term
exp(−i 2pi∆tiτ ) (TR) from the equation. The results are sum-
marized at the bottom in Table 1. Because segmentation ac-
curacy was equally good for all variants, we discuss the per-
formance in terms of the object motion estimation accuracy,
in which the temporal information may be more informative
for the estimation.
EventNet Without Temporal Decay
This variant disabled only decay term. Without the decay,
the recursion of Eq. 5 was not satisfied; thus, it is necessary
to compute max for all n(j) vectors. Therefore, this variant
cannot process 1 MEPS of events in real-time. The estima-
tion accuracy was the best among all variants, including full
EventNet.
EventNet Without Temporal Rotation
This variant disabled only the complex temporal rotation
term. Because this variant has linear decay term, the re-
cursion of Eq. 5 was satisfied; thus, it can process event
streams in an event-wise manner. Actually, this variant is
Figure 4. Snapshot from the MVSEC. Snapshot from the experiments using MVSEC for the ego-motion (yaw rate) estimation task,
where estimated ego motions are shown as arrows (color encoded by the angle). In this application, variable length event sequences are
processed recursively in an event-wise manner updating the global feature at the variable event rate, and the ego motion is estimated at the
rate of 1000 Hz using the system shown in Fig. 1. Processing the input at this rate in real time is infeasible with the frame-based paradigm.
slightly faster than the full EventNet because it does not
compute complex rotation. The performance was not as
good as EventNet or EventNet without TD, which may be
attributed the lack of temporal information without explicit
coding of temporal information as complex rotation.
EventNet Without All
This variant disabled both terms. As a result, the network
structure of this variant was the same as PointNet, and the
difference to PointNet was that this variant did not include
temporal term ∆t as input. This variant cannot operate in
real time for the same reason that EventNet without TD can-
not. This variant showed the worst performance of the vari-
ants, which may explained by this variant not having any
temporal information.
4. Related Literature
Frame-Based DNNs for Modeling Event Data.
There have been a few studies [11, 31] attempting to model
data from event cameras using DNNs. The authors of
[11] performed one of the pioneering works using CNNs to
model event data. In order to take advantage of existing 2D-
CNN architecture, they converted raw spatiotemporal event
data into an event frame consisting of 2D histograms of pos-
itive and negative events. The authors in [31] additionally
concatenated time stamp images to incorporate temporal in-
formation. Most of the existing DNN-based approaches
densify the sparse event signal to make use of the architec-
ture of a frame-based paradigm such as with a CNN, which
cannot make good use of the sparsity of the event stream.
Spiking Neural Networks
Spiking neural networks (SNNs) [8, 21, 2, 23, 12, 14, 9,
27, 1, 22, 3] are third generation neural networks that are
expected to process sparse asynchronous data efficiently.
The phased-LSTM [15] can also be interpreted as a kind
of SNN. It is specifically designed to process asynchronous
data such as event data in event-driven manner, and end-
to-end supervised learning using a BP is possible similar to
ours. However, due to the architectural difference, its com-
putational cost may be tens or hundreds of times more than
our recursive LUT.
Deep Learning on Unordered Sets
PointNet [17] is a pioneering and successful method of deal-
ing with unordered input sets, making use of a permuta-
tion invariant operation (such as max) to deal with the un-
ordered data in a concise and structured way. PointNet and
subsequent studies [18, 29, 29] work remarkably well for
many kind of tasks that require dealing with unordered point
sets such as 3D point cloud data. However, since Point-
Net focuses on processing a set of points in a batch manner,
its algorithm cannot process a sparse spatiotemporal event-
stream recursively.
5. Conclusion
We proposed EventNet, a trainable neural network de-
signed for real-time processing of an asynchronous event
stream in a recursive and event-wise manner. We experi-
mentally showed usefulness for practical applications. We
will evaluate it in more challenging scenarios using the re-
cently released event-camera simulator [19]. Our current
architecture is the single layer of EventNet, but we will ex-
tend this work to a hierarchical structure such as the ones
proposed in PointNet++ [18]. Another direction would be
the its applications with LiDAR data [29, 29], where we
believe our model can be used to process point cloud data
without waiting for the frame (360-degree rotation).
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