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ABSTRACT 
It is proved that Wigner’s semicircle law for the distribution of eigenvalues of 
random matrices, which is important in the statistical theory of energy levels of heavy 
nuclei, possesses the following completely deterministic version. Let A,, = (a,/), 1< i, 
i < n, be the nth section of an infinite Hermitian matrix, {lp)}iGlrGn its eigenvalues, 
and { uf”)} i < kG n the corresponding (orthonormalized column) eigenvectors. Let 
u,*=(a,l,a,,,...,a,,,-,), put 
h- Gl 
x”(t)=[n(n-l)l-1’2 k& Iun*U~-iqa, o< t< 1 
(bookkeeping function for the length of the projections of the new row u,* of A, onto 
the eigenvectors of the preceding matrix A, _ i), and let finally 
F,(n)=n-’ ( numberof~~)<xfi ,l<k<n) 
(empirical distribution function of the eigenvalues of A,/dn). Suppose (i) 
lim,uJfi =0, (ii) lim,X,(t)=Ct(O<C<co, O< t<l). Then 
where W is absolutely continuous with (semicircle) density 
w(x,C)= 
(2C~)-~(4c- x2)1/2 for 1x1 <2* , 
0 for Ix1>2VZ . 
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1. INTRODUCTION 
In the statistical theory of energy levels of heavy nuclei, it is important to 
know the distribution of eigenvalues of n X n matrices A, having indepen- 
dent and identically distributed random variables as elements. Under certain 
moment conditions, one arrives at the so-called semicircle law first proved 
by E. P. Wigner [5,6] and generalized by myself [2,3]. It states that the 
density of the eigenvalues of A,, tends-after appropriate scaling-with 
probability one to 
w(x)= ( (2/r) (l-~‘)l’~ for Ix\< 1, 0 for ]x]>l. 
Actually, this theorem has a root completely independent of probabilistic 
considerations. It is the aim of the present paper to unveil this deterministic 
origin of the semicircle law. 
2. THE MAIN RESULT 
Let 
a11 U12 *-. a,, . . . 
a21 a22 .*a a2n *a. 
a nl a . . . n2 a . . . nn 
be an infinite Hermitian array of complex numbers, i.e., let uil = Zii for all i, 
i > 1. By taking the sections, we obtain a sequence 
of Hermitian matrices of increasing order n, where for n > 2 
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v*= (a,,,...,a,,-, ) being the conjugate transpose of the column vector v,,. 
l&is, A,, can be viewed as a perturbation of A,_,. 
Let us arrange the n real eigenvalues A$“), k = 1,. . . , n, of A,, in increasing 
order. The corresponding (column) eigenvectors up), k= 1,. . . ,n, can be 
chosen to form a unitary matrix U,, = (UP), . . . ,u?)) yielding U,*A,U, 
= diag(@)). 
What we are interested in is the asymptotic shape of the empirical 
distribution function 
F,(x)=(l/n) (numberofAp)<xV%, k=l,...,n) 
of the eigenvalues of B,, = A,,/ V% = ( aij/ d/n ),. For the following, we shall 
need the auxiliary function 
[(n-WI 
Xn(t)=[n(n-l)]-1’2 x Iv:@-‘)12> O<t<1, (1) 
k=l 
jumping at k/(n- 1) by [n(n- l)]-‘/2jv,*~f”-1)[2. This function is a 
bookkeeping function for the length of the projections of the new row v,* of 
onto the eigenvectors of the preceding matrix A,_ r. 
Our main theorem is as follows: 
THEOREM 1 (Deterministic version of the semicircle law). Suppose 
(i) lim,,,X,(t)= Ct (0<t<1, O<C<co), 
(ii) lim a /G=O. n+m nn 
Then for all real x 
where W is absolutely continuous with density 
w(x,C)= I (ZCV)-~(~C- x2)1/2 for IxI<Zu% , 0 for (xJ>2VC . 
Condition (i) permits the following geometric interpretation: In order to 
fulfil (i), the length of all projections of the new row v,* onto the eigenvectors 
Q-i) of 4-r must be asymptotically independent of k and equal to fi . 
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In particular, condition (i) means 
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n-l 
1)]-“2 2 lU~)%C. 
k=l 
One can easily give examples of arrays for which the semicircle law 
holds. Put, e.g., a,, =0 for all n, so that condition (ii) is trivially satisfied, and 
calculate the n - 1 new components of u, recursively by solving the n - 1 
linear equations o:up- ‘) = 1, k = 1 ,...,n-1 (n>2). For this array the semi- 
circle law holds with C = 1. It is somewhat surprising that in probabil- 
istic applications of the theorem to arrays consisting of independent, identi- 
cally distributed random variables, conditions (i) and (ii) can be relatively 
easily seen to hold with probability 1 [3]. 
In general, the eigenvalues of a large Hermitian matrix will be approxi- 
mately distributed according to the semicircle law, if, roughly speaking, all 
the uii’s (i > j) are of the same order of magnitude and are “independent” of 
each other. 
After presenting some preparatory results in Sec. 3, we will prove 
Theorem 1 in Sec. 4 by a method which we hope will also be useful for other 
investigations of the eigenvalue distribution. 
3. THE STIELTJES TRANSFORM OF THE 
EIGENVALUE DISTRIBUTION 
LEMMA 1. Let R (&A,)=(A, - zZ,)-’ be the resoluent of A,, Im(z)#O. 
Then 
trR (z,A,) = 2 
l+u,*R (z,A,_,)~~, 
k=l 
U,-Z-U;R (Z,Ak_l)Uk ’ 
the first sunwnand being equal to (all - z)-‘. 
Proof. We may assume n > 2. Starting from the second resolvent equa- 
tion in the form R (z,A + B) = R (z,A) [Z+ RR (z,A)]-’ and putting 
A=[^o’ ;I, B=[; ;;n], A+B=A,, 
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we obtain after some simple manipulations 
with P,=[l-u,,/z+u,*R(x,A,_,)v,/z]-‘. Hence 
trR(z,A,)=trR(z,A,_,)-(P,/z)[v,*R(z,A,-,)”v,+I]. (2) 
Inserting the expression for /3,, and applying repeatedly formula (2) to its 
own right-hand side gives the desired result. n 
To prove Theorem 1 it turns out to be most convenient to pass to the 
so-called Stieltjes transform of a distribution function. Since the theory of 
this transform is scattered in the literature, we collected topics relevant to 
this paper in an appendix. 
The following lemma gives a representation of the Stieltjes transform of 
F,, which is basic for the proof of the main theorem. 
LEMMA 2. Let l?,, be the Stieltjes transform of the empirical distribution 
function F,, of the eigenvalues of A,/?% . Then 
where 
:+)=s g&z)& 
t=o 
&(W= 5 Xh(+[(k-l)/n,k/n 1 (t), 
k=l 
o< t<1, 
IA being the indicator function of the set A, 
xln(~)=(al,l~ -2)-l, 
k=2 , . . . ,n, and X, the function defined in (1). 
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Proof, Observe first that 
trR (z,A,)= i (hi”‘--z)-‘; 
k=l 
hence 
= (x-z)-‘dF,(x) 
J 
= 6n (2). 
The replacement of uii by a,(/~% and division by n in Lemma 1 gives 
63 (4 = ; c, Ykn (4 
with 
Of course, we can write 
with the step function &(t,z) = YIntl+ I,n(~), 0 < t < 1. The proof will be 
completed if we can show that Ykn = X, for 1< k < n. We will prove 
equality of the denominators. The numerators can be treated analogously. 
We have 
-1 
d{ [k(k-l)]-1’20,*Sk_&)u~} 
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S,_ 1(x) being the spectral matrix of A,_ 1 with the elements 
Therefore, 
k-l k-l 
=[k(k-l)]-“2 c c a&(rVKl)ui, 
i=l j=l 
( 
k-l 
= [k(k-1)]-1’2 2 x ak,u/;k-%$$W 
a!“-“,- <% i=l 
= [ k(k- l)] -1’2 2 I@ujk-‘)(2 
#q-‘)/vGi <x 
= *, (Fk- 1(x)) 
with X, defined in (1). Finally 
which is the appropriate term in the denominator of X,,. 
4. PROOF OF THE MAIN THEOREM 
We start from the representation 
6” (z) = &&+t 
given by Lemma 2 and prove next 
(3) 
LEMMA 3. Suppose the conditions of Theorem 1 hold. Then 
(i) The sequence { g,} is sequentially compact in the space B ([0, 1)) of 
bounded Bore1 measurable functions on [O,l) endowed with the supremum 
@PO@Y * 
(ii) All limit points of { g,} are continuous. 
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Proof. 
(i) We use the following well-known criterion [4, p. 2601: A bounded set 
K c B ([0, 1)) is conditionally compact (sequentially compact in metric 
spaces) if for every E > 0 there is a finite collection {S,, . . . , S,} of disjoint 
measurable sets with union [0, l), and points ti E Si, such that 
i=~~,s~~,lg(t)-g(t,)l<& for allgEK. 
, 3 
Clearly K = { &I} is bounded because of 
II &II G l/I44 
(see Lemma 4, appendix). We will give an interval decomposition of [0, 1) 
having the property required. All statements hold uniformly in compact z 
sets. 
We have always g,(t,z) = XLntl+l,n(~), where X, is given in Lemma 2. In 
particular, ~(O)=X,,(x)=(a,,/fi -z)-I-+- l/z. 
First we consider a neighborhood of t=O. For every given E >O, it is 
possible to choose first ni= ni(~) and then 7=7(e) such that 
sup I&(O)-&)I<& for all n > n,. 
o<t<7 
In fact, take for instance the denominator of X[ntl+l,n: Since by property (i) 
of the Stieltjes transform 
and since by assumption (i) of Theorem 1 there is a constant C, with 
X,,(l) < C, (all n), we have for all 12 
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Furthermore, by condition (ii) of Thenrem 1, there is a constant C, such that 
lo,,/& I< C, (all n) and thus 
Ry choosing first n large and then t small, the right-hand sides of the last two 
inequalities can be made arbitrarily small. The numerator can be treated 
similarly, so that in fact hoth &(t) and ~(0) are close to - l/z for large n 
and small t. 
Now we turn to the remaining interval (7,l). We have Xn( t) -+Ct 
uniformly in [O, I], since the limit function is continuous. Therefore, 
uniformly in x. Let us denote the finite measure ;usociated with X,(l;, ._ J - 
CF,_ I by p”. Since ]] p,/] Q S,(l)+ C, the total variation ]] p,,fl of p,, is 
bounded. Thus fi,,(z)+O and x(z)+0 (uniformly in compact z sets). There- 
fore, we can choose n2= ns(e) such that 
sup ] g&z) - ~n(t,4~ < E/2 for all n > n2, 
7<6<1 
where 
Finally we prove that ( &} possesses the property asked for in (7, lj. Starting 
from Eq. (2) in the proof of Lemma 1 and using Ecmma 4 of the appendix, it 
can be easily seen that 
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uniformly in compact 2 sets, entailing for r S; t < s < 1 
k.s,(~) - &&) = 0 (1) 5 (l/k) + o(l) 
1+ [rat] 
=0(1)10g(s/t)+0(1). (4) 
We choose n3 = ns(.s) such that o(1) is sufficiently small. Then, by (4), for 
all t E [T, l] there is a neighborhood in which for all n > na 
is small. The same is valid for E?,‘ntl. Finitely many of these neighborhoods 
cover (7, l), so that there are indeed finitely many disjoint intervals S,, . . . , S, 
with union (7, l), and points ti E Si, such that 
maxN~~~,/g,it)-g~(~)l<&/2 
i=l 
for all n > ns. 
,...> 
Since g, is a step function with jumps at k/n we can add the points k/p, 
1 < k < p < no = max( nr, n2, n3) to get a new decomposition of [0, 1) for which 
the desired inequality is valid for all n. 
(ii) Let gn,+g. Clearly 
( g(t) - &)I < I g(t) - g&)1 + I g(s) - !ds)l+ IGAt) - .cLw* 
The first two terms on the right-hand side become small for large n’, whereas 
the third term becomes small for small (t - ~1, according to (4). This proves 
continuity of g. n 
Proof of Theorem 1. 
(i) As a sequence of distribution functions, {F,,} is vaguely compact, i.e., 
there is a subsequence {n’} and an F (possibly with 0< F( - co) and/or 
F(+co)<l) such that 
F,,.+F 
(meaning po$twise convergence at every point of continuity of F), and 
hence F,,,+F for the corresponding Stieltjes transforms. By Lemma 3(i), 
there is a further subsequence {n”} c {n’} such that 
1;m g,,,(t,a)=g(t,x) uniformly for t E [ 0,l). 
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This necessitates the existence of Ft’s such that 
Fwv*Ft~ 0<t<l. 
Otherwise { .g,(,} would not converge. Accordingly, 
I / -1 z for t=O, 
&4= _ r 1+ cf; (z/q z+Cfi&/V%) for O<t<l. 
(ii) If we put F, = F for t = 1, Eq. (3) and the dominated convergence 
theorem give 
W,e obtain a whole family of integral equations for the family of functions 
{F,}, t ~(0,1], by starting our considerations afresh with the subsequence 
{[n” t]}, taking into account that 
The result is 
Introducing h (t, z) = fi ct (.z/ v’% ) gives 
h(t,z) = - s t 1+ c(a/a+(s,x) ds s=o .z+ Ch(S,X) ’ o<t<1. (5) 
We have to solve this integro-differential equation. 
(iii) By Lemma 3(ii), g is continuous, and thus h is differentiable in t. 
Differentiation of (5) gives for 0 < t < 1 
[z+Ch(t,z)]+h(t,z)+C$h(t,a)= -1, 
a first-order quasi-linear hyperbolic partial differential equation. We have to 
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find a solution under the initial condition h (1,~) = F^ (z). On the other hand, 
every solution has to satisfy h(O,z)=O, since IIa(t,z)l G t/Im(z). 
A straightforward calculation leads to the solution 
h(Q) = (ZC)_‘[ -z+ (as-4c+2], 
entailing 
$f(z)=(2C)-1[ -e+(z2-4C)i”]. 
Note the important fact-that $t = F^ is independent of t, implying that F^ is the 
unique limit point of {F,}. Consequently, 
li? g,(t,x)=g(t,Z)= - (Z2-4Ct)-1/2 
and 
=(ZC)-‘[ -z+(z~-~C)“~] (6) 
Property (iii) of the Stieltjes transform yields F,,*F, and property (ii) gives 
F= W(.,C). n 
REMARK. Passing to probability densities on both sides of Eq. (6), we 
obtain an interesting representation of the semi-ellipse w(x, C): 
where 
Y,(%C)= ‘I T-l 4ct- x2)-1/2 ( for IxI<2GTt , 0 for lxl>2VS , 
yt being the density of the so-called arcsin distribution, well known in 
probability theory. 
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APPENDIX 
Let p be a finite positive measure on the Bore1 sets of the real line R, and 
F(x) = y( ( - co, x)) its distribution function. Then 
exists for all complex z with Im(z) f0 and is called the Stieltjes tmnsfurm of 
p or F, resp. We confine ourselves to the upper half plane Im(z) >O. 
The properties of F relevant to this paper are (see, e.g., [l]): 
(i) F^ is analytic, Im( F^ (z)) > 0, and for all k > 0 
]FI(k)(z)] < Im(z)-k-‘F( + co). 
(ii) Znversiun formula: F is uniquely determined by F. In particular, for 
points x < y of continuity of F, 
F( y)-F(r)=V1lim “+o&m(%+iv))~~. 
(iii) Fundamental theorem of GTOWWWT and Hamburger: Let { p,,} con- 
verge vaguely to p, i.e., let Jf dp+jfdp, for every continuous f with 
compact support, and let sup” M (R ) < cc. Then fin (z)+?(z) uniformly in 
compact sets of the upper half plane. Conversely, for a sequence { CL,} of 
measures with sup,p”((R) < cc let { r;,(z)} converge for a 2 set with limit 
point inside the upper half plane. Then the convergence holds uniformly in 
compact z sets, the limit is the Stieltjes transform fi of a finite measure p, and 
I*, + P (vaguely). 
Examples. 
(i) For F = W (. , C) (semicircle law), 
(ii) If F’(r) = ?z -l(a2- x2)-li2 for Ix/< ]a], =O otherwise (arcsin distribu- 
tion), then 
F(z)= -(&4-1’s [f(i)=i(l+a2)-l”]. 
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The following result is needed for the proof of Theorem 1: 
LEMMA 4. Let g(z)=fi(ax), (Y > 0, p being a finite positive measure. 
Then for h(z)=[l+g’(z)]/[P+t+g(z)], p real, we have 
(4 lh(4l ( l/I44 
(ii) 1 h’(z) < 3/[Im(z)]“. 
Proof. Clearly 
Im( g(z)) = uIm(z)Jlr- cuzl-2dp, 
lp+z+g(z)l>Im(z)+Im(g(z)), 
Im( g(4) 
Il+g’(z)l<l+alln-~(-z~~=l+ Imlz) 
and 
1 g”(z)( < 2+- 4-34.L < 
214 g(4) 
Pm@) I” ’ 
whence 
and 
lh(4 < l/Id4 
lh’(z)I <3/[Im(x)]‘. 
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