Atom interferometry experiments rely on the ability to obtain a stable signal that corresponds to an atomic phase. For interferometers that use laser beams to manipulate the atoms, noise in the lasers can lead to errors in the atomic measurement. In particular, it is often necessary to actively stabilize the optical phase between two frequency components of the beams. Typically this is achieved using a time-domain measurement of a beat note between the two frequencies. This becomes challenging when the frequency difference is small and the phase measurement must be made quickly. The method presented here instead uses a spatial interference detection to rapidly measure the optical phase for arbitrary frequency differences. A feedback system operating at a bandwidth of about 10 MHz could then correct the phase in about 3 µs. This time is short enough that the phase correction could be applied at the start of a laser pulse without appreciably degrading the fidelity of the atom interferometer operation. The phase stabilization system was demonstrated in a simple atom interferometer measurement of the 87 Rb recoil frequency.
I. INTRODUCTION
Light-pulse atom interferometry is a useful technique for a variety of precision measurements. 1, 2 In this method, an atomic sample is coherently split into wave packets using a pulse of off-resonant light. Further pulses manipulate and ultimately recombine the packets such that their final state distribution encodes the quantum phase difference developed by the packets during the measurement. The interferometer can be configured to measure important quantities such as gravity, [3] [4] [5] [6] inertial rotations, [7] [8] [9] [10] or fundamental constants.
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A limit to atom interferometer performance is that the measured phase is sensitive to a variety of noise sources. One troublesome type of noise arises from phase fluctuations in the laser beams used to split and manipulate the packets. Such phase fluctuations are written directly onto the measured atomic phase. We present here a method to help alleviate this problem for an interferometer that uses counter-propagating Bragg beams. To put this in context, we review some typical interferometer configurations, illustrated in Fig. 1 . We focus on two elements: Raman vs. Bragg transition types, and collinear vs. counter-propagating beams.
In a Raman interferometer, Fig. 1 (a), a momentum kick is applied to an atom in conjunction with a change in its internal state. 3, 4, 6, 10, 11, 14 This aids in detection, since the interferometer output is encoded in the internal state of the atom. However, it is succeptable to differential ac Stark shifts and Zeeman shifts between the two states. In addition, the large frequency difference between the a) Electronic mail: sackett@virginia.edu. Here two lasers at frequencies ω1 and ω2 drive a transition between internal (typically hyperfine) states |1 and |2 , while providing a momentum kick given by the wave vector difference between the two beams, ∆k = k1 − k2.
(b) Bragg coupling. Here the two lasers impart only a momentum kick, leaving the internal state unchanged. (c) Colinear geometry. Here both coupling frequencies are present in the same laser beam, which is retroreflected by a mirror. (d) Counter-propagating geometry. Here two independent beams each carry a single optical frequency.
two coupling beams typically requires a complicated electronic and optical system to implement. In a Bragg interferometer, Fig. 1(b) , atoms remain in a single internal state. 8, [15] [16] [17] [18] [19] [20] [21] [22] [23] This eliminates phase noise relating to state differences, but it requires direct detection of either atomic momentum 18 or atomic density modulation. 16, 24 The coupling beams can use two relatively nearby frequencies ω 1 and ω 2 to drive the Bragg transition resonantly, 25 or a single frequency can drive the transition off-resonance.
16,26
In a collinear beam configuration, Fig. 1(c) , a single laser beam passes through the atoms and is reflected from a mirror to form a standing wave. 3, 6, 10, 14, 15, 17, 18, 23 The advantage here is that the optical phase of the standing wave depends primarily on the position of the mirror, so just a single element must be mechanically isolated to control phase noise from environmental vibrations. A disadvantage of this configuration is that the sign of the momentum kick imparted to the atoms is ambiguous, since both frequencies are incident from both directions. This requires the interferometer to either use multiple momenetum components, 17, 18 to suppress the final signal from unwanted compontents, 8 or to introduce a non-zero initial atomic velocity to permit directional resolution. 3, 6, 10, 15, 23 In the counter-propagating configuration, Fig. 1(d) , an independent beam is incident on the atoms from each direction. 4, 16, [19] [20] [21] This allows for a definite momentum kick, but increases the difficulty of controlling phase noise from mechanical vibrations since typically the two beams interact with several different optical components which can all move independently.
Apart from the vibration noise problem, a Bragg interferometer using counter-propagating beams generally offers the best noise suppression and most flexible momentum control. We present here a method to make vibrational stabilization more feasible for this type of interferometer. We hope to apply the technique to a free space interferometer measurement using atoms suspended against gravity by optical pulses.
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As discussed by Hughes et al., 35 using counterpropagating Bragg beams makes it possible to implement a suspended-atom interferometer with large packet spacing. This could be used for high precision gravity measurements that would not require a large drop distance.
A general approach to the phase noise problem is to measure the phase difference between the beams near the atoms, and then stabilize that phase via a feedback loop. Figure 2 shows such an arrangement. If the components of the phase measurement system are vibrationally isolated, then the feedback can compensate for phase shifts due to other optics in the beam line.
A simple way to implement the required phase measurement is to observe the beat note between the beams using heterodyne detection. However, in a Bragg interferometer the beat frequency can be too low to obtain an accurate measurement during the duration of a pulse. For instance, the basic transition |p = 0 ↔ |p = 2 k can be efficiently driven by a pulse with duration t ≈ 1/ω r , where ω r = k 2 /2m is the photon recoil frequency for atoms of mass m and light with wave number k. The beat note frequency is 4ω r , so less than one beat oscillation occurs during the pulse. This makes accurate phase determination challenging.
Many implementations of a counter-propagating Bragg interferometer forgo active phase stabilization altogether and use other techniques to control or work around vibrational phase shifts. 4, 20, 21 Müller et al. did use active phase stabilization for this purpose, but in that case a FIG. 2. Generic phase stabilization schematic for a counterpropagating Bragg interferometer. A laser source is split into two beams that pass through acousto-optic modulators to produce frequencies ω1 and ω2. The beams are directed onto the atomic sample and to an optical interferometer that determines their phase difference. A feedback loop with a phase modulator φ is used to stabilize the phase, which counteracts the effect of any fluctuations in the beam path of the lasers. Note that it is still necessary for the phase-monitoring optics to be isolated from mechanical vibrations in order to provide a stable phase reference.
high-order Bragg transition provided a high-frequency beat note that could be measured conventionally.
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Rather than making a time-domain measurement of the beat frequency, the method demonstrated here uses a spatial interference pattern that can be measured rapidly, regardless of the frequency difference ω 1 − ω 2 . We are able to measure the phase quickly enough to stabilize it at the very beginning of the light pulse, so that desired operations can be performed. The use of spatial interference measurement for phase stabilization is common in fields such as holography. 27 However, those applications do not typically use the type of fast feedback needed here. We implemented the method and demonstrated it in a condensate interferometer that measured the recoil frequency for 87 Rb atoms.
II. PHASE STABILIZATION
Our phase stabilization setup is illustrated in Fig. 3 . The beamsplitter cube and mirror M are used to direct both beams towards the photodetector at right. The four lenses surrounding the cube allow the mirror to set the angle θ at which the two beams meet on the detector. This produces a spatial interference pattern
, where x is the direction perpendicular to the beams, κ = k sin θ, and φ is the phase difference at the detector location. This pattern is represented by the sinusoidal curve in the figure.
The interference pattern is detected using a twoelement photodiode (Hamamatsu part S4202), represented by the black bars in the figure. The two elements each have a width of w = 1 mm and their centers are separated by d = 1.02 mm. The phase signal S is given by the difference in currents between the two photodiodes,
Thus if we use feedback to maintain S = 0, we fix φ = 0. The signal is maximized at κd ≈ 2.35, which gives θ ≈ 0.3 mrad for the Hamamatsu photodiodes at laser wavelength λ = 780 nm. The detector itself is mounted on a two-dimensional translation stage so it can be centered on the beams. The laser beams had a Gaussian waist of 1.4 mm, which is reasonably well-matched to the detector size. If a different beam radius were required, the focal length of the lens in front of the detector could be modified accordingly.
The beam-splitting cube transmits 70% of the incident light and reflects 30%. The atoms are located below the cube in the figure. By setting the incident power of the gray beam to be 70% of the incident power of the black beam, the beam intensities are approximately equal at both the atoms and the detector.
As previously noted, any vibrational motion of the detector assembly would produce phase noise in the atom interferometer signal. To facilitate vibration isolation ,   FIG. 4 . Detection circuit. Signals from the two photodiodes are subtracted using an Analog Devices AD8138 differential amplifier operating at a gain of -2.5 dB. The signal is then amplified using a dc-coupled amplifier, part number DCA-50-23 from RF Inc. Graph shows electrical phase of the detector system, measured by phase modulating one of the input beams at various frequencies.
the entire detector assembly was constructed in a compact cage mount system with a single mounting post. For the same reason, the incident black beam was coupled to the assembly using an optical fiber. However, we did not implement any vibrational stabilization for the work described here. Methods for vibrational stabilization have been described in other works.
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Since the phase is detected spatially rather than temporally, the detection time is limited only by the sensitivity and speed of the detector. The S4202 photodiodes have common cathodes, so each individual detector current was converted to a voltage using a 50 Ω resistor as shown in Fig. 4 . The two voltages were then subtracted with a differential amplifier and then further amplified.
We implemented the Bragg beams using a total laser power of about 5 mW. To characterize the performance, one of the beams was phase modulated with a sinusoid and the detection signal was observed. We obtain a net sensitivity of about 20 mV per mW of light power at the photodiodes, per radian of phase modulation. The 3 dB amplitude bandwidth of the detector system is about 15 MHz, but as seen in Fig. 4 , the phase lag of the system reached −90
• at a frequency of about 9 MHz. This is adequate to allow phase correction at the microsecond time scale, which is short compared to ω −1 r = 42 µs for 87 Rb atoms.
The optical phase was controlled using an electro-optic modulator (EOM) in one of the beams. We used a fiberbased modulator (from EOSpace) with a bandwidth exceeding 100 MHz and a V π of 1.4 V. The EOM drive signal was generated from the phase detector using a proportional-integral control circuit detailed in Fig. 5 .
In operation, we want to apply the phase stabilization at the start of a light pulse, so as to correct for any phase drift that occured prior to the pulse. However, once the correction is established, the stabilization must be turned off, otherwise it will attempt to correct the desired oscillation at ω 1 − ω 2 . The pulses are short enough that vibrational noise occuring during the time of a pulse is Fig. 4 . It passes through a voltage-controlled attenuator used to set the overall gain. It then drives a PI feedback circuit, where the digital 'Pulse On' signal controls analog switches (ADG1421) to turn the lock on and off. The pulse control signal is also delayed by a time τs using a 7555 timer chip, and then passed to a sample-andhold circuit (HA5351) used to maintain a fixed phase correction once the lock is acquired. The 'Phase Control' output is applied to an electro-optic modulator. All operational amplifiers are AD626.
expected to be negligible, so stabilizing the phase at the start of the pulse should be sufficient. We implemented this timing using a sample-and-hold circuit in the feedback signal. This passed the feedback signal through to the EOM for a controllable time τ s after the start of the pulse, and after that time it held the feedback signal constant until the end of the pulse. Figure 6 shows a trace of the error and feedback signals for a typical pulse. Ideally τ s is set to be just longer than the time required for the phase to stabilize. However, the stabilization time depends on the initial phase offset. For a phase offset near 180
• , the initial detection signal is close to zero, so it takes time for the feedback signal to develop. We found that a delay time of 3.6 µs was sufficient to permit stabilization for any initial phase, and we used this value for our implementation. We estimated the resulting phase stability by recording the error signal traces such as in Fig. 6 for 100 pulses. We fit each trace to determine the individual phase shifts. This yielded an rms phase fluctuation of 0.1 rad. The phase accuracy was primarily limited by electronics noise in the error signal. The noise could be reduced by using higher power laser beams, or more efficient detectors such as avalanche photodiodes.
The time spent acquiring the phase lock can affect the fidelity of the Bragg operations. While the laser phase is changing rapidly the beams have little effect on the atoms, but once the phase stabilizes they can start to drive transitions. The worst effect therefore occurs when the phase locks immediately, and the atoms are exposed to a stationary standing wave for time τ s . If the Rabi frequency of the Bragg interaction is Ω and Ωτ s 1, then the fidelity of the operation is reduced by a factor of at most 1 − Ω 2 τ lock delay be small compared to the duration of, say, a π/2 pulse. In our implementation with Ω = 2π × 2.5 kHz and τ s = 3.6 µs, the fidelity error due to the locking time is 0.003 or less.
III. INTERFERENCE MEASUREMENTS
To test the phase stabilization system, we used it in a simple condensate interferometer. The primary goal was to verify the performance of the phase lock system, by showing that it could correctly reset the Bragg phase to the same value for each pulse. We did not implement any special vibrational stabilization, other than operating on an isolated laser table.
The 87 Rb condensate was produced in an apparatus similar to that of Garcia et al., 28 and detailed by Horne.
29
It consisted of N ≈ 10 4 atoms in a harmonic trap with frequencies ν x = ν y = 1.4 Hz and ν z = 6.7 Hz. The Bragg beams travel along the x axis.
The total Bragg laser power was about 3 mW at the atoms, and the laser was detuned by +44 GHz from the 5P 3/2 resonance. Counterpropagating Bragg beams were generated by AOMs as in Fig. 1 . A common rf source at 100 MHz drove both AOMs, with the frequency shift ∆ω = ω 1 − ω 2 generated using an IQ modulator. 30 The I port of the modulator was driven by cos ∆ωt and the Q port driven by sin ∆ωt. Here ∆ω was obtained from a function generator and the two quadratures were derived using an analog phase shifting circuit. The beam splitting operation was acheived by setting ∆ω = 4ω r and applying a square pulse of light to the atoms. Figure 7 shows the resulting Rabi oscillation, with a π/2-pulse acheived at a pulse duration of 50 µs. The figure also shows typical absorption images taken after a 100 ms time-of-flight delay.
We used the Bragg beams to implement a two-pulse Ramsey interferometer. Atoms at rest were first split with a π/2-pulse, then after a short time t they were recombined with an identical π/2-pulse. The atomic phase evolved as 4ω r t during the measurement, while the optical phase evolved as ∆ωt. With ∆ω ≈ 4ω r , the net measured phase shift would be near zero. This is seen in the open points in Fig. 8 , which were obtained with the phase-locking system disabled. When the phase lock is turned on, then the laser phase is reset to zero at the start of the second pulse, so that the observed phase evolution corresponds to only the atomic phase, and oscillates at 4ω r t. This is observed as the solid points in the figure. The visibility of the oscillation is 0.9, which confirms that the phase lock performed as expected. The observed noise can be explained primarily by fluctuations in the initial velocity of the condensate.
We also implemented a Ramsey-Bordé type interferometer, in which atoms at rest were split with a π/2-pulse, then after time T reflected with a π-pulse on the |2 k ↔ |−2 k transition, then after time 2T reflected again with a second π-pulse, and finally recombined with a π/2-pulse at a total time 4T . In this geometry, the output phase is independent of the initial velocity of the atoms, and phase gradients imparted by the trapping potential average out to first order.
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The reflection operation was implemented by setting ∆ω = 0 and applying a square pulse of 360 µs duration at an intensity similar to the beam-splitting pulse. The fidelity of the reflection pulse itself was 0.8. We operated the Ramsey-Bordé interferometer to a total time 4T of 4 ms, at which point the visibility was 0.3. The phase oscillated at 4ω r throughout, as expected with the phase lock in place. Fitting to the oscillation period yielded a value of 66.34(5) µs, consistent with the expected value 2π/(4ω r ) = 66.281 µs at our wavelength. The presence of the trapping potential can be expected to increase the measured period by about 7 ns, which is not quite resolvable in our measurement.
IV. OUTLOOK AND CONCLUSIONS
We have shown that a phase stabilization system can use a spatial interference fringe to rapidly correct for phase drifts between two laser beams, which is useful when the beams have a small or zero frequency difference as is typical in Bragg interferometers. The atom interferometers we implemented demonstrate the functionality of the technique.
Our method would be of use for experiments such as those by Horikoshi et al. 33 in which phase noise from beam path motion limited the useful measurement time. It might also be useful in experiments like those of Müller et al. where the frequency difference is large enough to measure in the time domain, because the spatial phase measurement can in principle operate still more quickly to give larger servo bandwidth and operation fidelity. We hope that the technique will prove useful for other experiments as well.
