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EQUIVALENCE OF WELL-FOUNDED AND 
STABLE SEMANTICS 
FRANCOISE GIRE 
D We show that the well-founded semantics and the stable semantics are 
equivalent on the class of the order-consistent programs which is a strict 
superclass of the locally stratified programs class and of the call-consistent 
programs class. a 
1. INTRODUCTION 
This paper deals with the equivalence problem of two well-known semantics which 
have been proposed for general logic programs: stable semantics [8] and well- 
founded semantics [15,2]. A general logic program is a set of rules that have both 
positive and negative subgoals. Given a logic program, it is desirable to associate 
with it a Herbrand model that is the “meaning of the program” or its “declarative 
semantics.” 
Much work have been done [l-15] on defining the declarative semantics of logic 
programs. For positive logic programs (i.e., programs without negative subgoals), 
this semantics is well defined and is now standard: it is the minimal Herbrand 
model of the program, and can be also characterized as the least lixpoint of the 
immediate consequence operator associated with the program [ill. 
For general logic programs, different approaches have been used to solve the 
problem. On one hand, some classes of programs have been defined such as the 
classes of the stratified and locally stratified programs ([1,12,13]). For these classes 
of programs the standard semantics of positive logic programs can be well ex- 
tended. On the other hand, allowing free syntax of the program, some specific 
semantics, such as stable semantics [8] and well-founded semantics [15], have been 
proposed. One good property of these semantics is the fact that they coincide for 
stratified and for locally stratified programs with the extension of the standard 
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semantics of positive logic programs. Therefore, they both can be viewed as an 
extension of this semantics for general programs. However, in the general case 
these two semantics are rather different. 
The stable semantics associates [S] to any logic program its unique stable model 
when it exists. Roughly speaking, a model of a program is stable iff its positive part 
is minima1 with respect to its negative part. So a positive fact will belong to the 
model iff it is implied by the negative part of the model and the rules of the 
program. However, all of the following situations may occur: there are programs 
which do not have any stable model, programs which have many stable models, and 
programs which have a unique stable model. Therefore, dealing with stable 
semantics, the “well-behaved” programs are the programs which have a unique 
stable model. The stratified and locally stratified programs satisfy this property. 
The well-founded semantics is a partial semantics: it associates to a program a 
partial model constructed using the notion of unfounded set of facts of a program 
[15]. Therefore, dealing with well-founded semantics, the “well-behaved” programs 
are the programs whose well-founded model is total. The stratified and locally 
stratified programs satisfy this property. 
The relation between stable semantics and well-founded semantics has been 
studied in [15]. It has been proved that the well-founded (partial) model of a 
program is contained in any stable model of the program. One deduces easily that 
the “well-behaved” programs with respect to the well-founded semantics are 
“well-behaved” with respect to the stable semantics also. In other words, if the 
well-founded model of a program is total, then it coincides with the unique stable 
model of the program. Unfortunately, there exist “well-behaved” programs with 
respect to the stable semantics which are not “well-behaved” with respect to the 
well-founded semantics. 
Example 1. The following program P, 
has a unique stable model, {p, 7 q, 7 r}, but its well-founded model is empty. So P 
is “well-behaved” with respect to the stable semantics, but is not “well behaved” 
with respect to the well-founded semantics. 
In this paper we prove that the order-consistency condition studied in [6,14] is a 
sufficient condition for the equivalence of stable semantics and well-founded 
semantics. In other words, we prove that if P is an order-consistent logic program, 
then P has an unique stable model iff the well-founded model of P is total. 
Therefore, the “well-behaved” order-consistent programs with respect to the stable 
semantics are the same as the “well-behaved” order-consistent programs with 
respect to the well-founded semantics. 
The order-consistency condition has been already used in [141, where this 
condition is proved to be sufficient to assure the consistency of the completion of 
the program. In [6], the result of [14] is used to prove that any order-consistent 
program has at least a stable model. The class of the order-consistent programs is a 
strict superclass of the locally stratified programs and of the call-consistent pro- 
grams studied in [lo]. 
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An equivalence result between the stable semantics and the well-founded 
semantics has been proved in [91 for locally semistrict programs without function 
symbols. In this paper, we will formalize and generalize some ideas of [9]: the 
locally semistrictness property, also called the negative-cycle-free property in 
16,141, is equivalent to the order-consistency condition for programs without 
function symbols. Nevertheless, in the framework of first-order logic with function 
symbol, locally semistrictness is weaker and is only implied by the order-consistency 
condition. In the general case the locally semistrictness condition is not a sufficient 
condition to obtain equivalence between the stable and the well-founded semantics 
(see examples in Section 4). In this paper, we prove that the stronger condition of 
order consistency is sufficient to obtain this equivalence result. 
Another equivalence result between the stable and the well-founded semantics 
is also established in [4], but with a different notion of the equivalence of the two 
semantics. In [4], the well-founded semantics is said to be equivalent to the stable 
semantics for a logic program P iff the well-founded model of P coincides with the 
intersection of the stable models of P. This definition of the equivalence of the two 
semantics is stronger than ours in the following sense: if the two semantics are 
equivalent in the sense of [41 for a program P, then they are equivalent in our 
sense too, but the converse is false. In [4], the author exhibits some syntactic 
sufficient conditions (the strictness condition, the bottom-stratification condition, 
and the top-strictness condition) to assure the equivalence (as defined in [4]) of the 
two semantics. As expected, these conditions are stronger than the order-con- 
sistency condition. 
The paper is organized as follows: in Section 2, we give precise definitions of the 
various notations used and, in particular, of the stable and the well-founded 
semantics. We also present some basic results about the Davis-Putnam transfor- 
mation. These properties will be used in Section 3 to present the equivalence result 
mentioned above. Finally, Section 4 compares the equivalence result with the result 
obtained in [9]. 
2. DEFINITIONS 
2.1. Basic Notions about Logic Programs 
In the following text, we assume that the reader is familiar with first-order logic. 
We give below our notations, definitions, and some basic concepts of logic pro- 
gramming. 
Let L be a first-order language. We will denote by B the Herbrand base of L, 
i.e., the set of positive facts on L. 
Let I be a set of facts. We denote by I+ (respectively Z-1 the set of the posi- 
tive (respectively negative) facts of Z and we denote by 7 Z the set of facts 
{L417L4Ez~)u{7AIAEZ+}. 
A set Z of facts is consistent iff the sets 7 I+ and I- are disjoint. 
A Herbrand interpretation is given by a truth valuation from B in {t,f], where t 
denotes the truth value true and f denotes the truth value false. Each Herbrand 
interpretation Z can be simply represented by the following maximal consistent 
subset of 7 Z3 UB: 
z+= (A EBIZ(A) =t}, 
z-={7AE 7 BIZ( A) =f} . 
In this paper the two representations of a Herbrand interpretation-truth valua- 
tion or maximal consistent subset of 7 B u B-will be used. The type of represen- 
tation used will be clear from the context. Let us remark that a consistent subset of 
facts Z can be viewed as a partial interpretation. This partial interpretation gives 
the truth value true to each fact A of I+, the truth value false to each fact A such 
that 7 A E ZZ, and no truth value to the other facts of B. The partial interpreta- 
tion Z will be called total iff Z is a Herbrand interpretation or equivalently iff Z is a 
maximal consistent subset of 7 B U B. 
The truth value of a formula through a Herbrand interpretation Z is defined in 
the usual manner by using the Kleene truth tables of connectives. A model M of a 
set S of formulas is a Herbrand interpretation through which each formula of S 
has the truth value true. 
A program rule is a first-order formula r over L, of the form L, A L, A ... AL, 
+ A, where A is an atom, n 2 0, and if IZ > 0, then L, (1 I i 5 n) is a literal. The 
set {L1,L2,..., L,} is the set of premises of the rule r and is denoted Prem(r1; A is 
the consequence of the rule r and is denoted by consq(r). 
A program is a finite set of program rules. The subset of the positive facts of B 
using only function and predicate symbols occurring in the program P will be 
denoted by BP. 
A closed instantiation of a program rule is obtained by substitution of each 
variable occurring in the rule by a ground term of the Herbrand universe. The 
notation Inst_P stands for the set of all possible closed instantiations of all rules of 
a program P. 
The operator Tp associated to a logic program P maps each partial interpreta- 
tion Z into the partial interpretation T,(Z) defined by 
Tp( Z) + = { Al A is the consequence of a rule r of Inst_P 
such that Z 2 Prem( r)} , 
TP(Z)-={4]f or each rule r of Inst-P if consq( r) =A, 
then Prem( r) n 7 Z # 0). 
The predicate dependency graph [l] of a logic program P is a directed graph 
with signed edges: the nodes are the predicate symbols occurring in P, and it has a 
positive (resp. negative) edge from p to q iff P has a rule whose consequence 
contains p and whose positive (resp. negative) premise contains q. 
A program P is called stratified iff in the dependency graph of P, there is no 
cycle containing a negative edge [l]. 
A program P is called call consistent iff in the dependency graph of P, there is 
no cycle containing an odd number of negative edges [lo]. Obviously, a stratified 
program is call consistent, but the converse is not true as shown by the following 
example. 
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Example 2. 
Analogously to the predicate dependency graph, the atom dependency graph of a 
logic program P is defined as follows: the nodes are the positive facts of the 
Herbrand base B, and it has a positive (resp. negative) edge from A to B iff 
Inst_P has a rule whose consequence is A and whose positive (resp. negative) 
premise is B (resp. 7 B). 
We say that, the positive fact B depends evenly (resp. oddly, negatively) on the 
positive fact A, and we note A I+ B (resp. A s_ B, A Neg B), iff there is a path 
in the atom dependency graph from B to A with an even (resp. odd, strictly 
positive) number of negative edges. 
We denote by I and Q the relations defined on B by 
AsB iffA<+BorA<-B, 
A+B iffA<+BandA<_B. 
Using the atom dependency graph, both stratifiability and call-consistency 
properties have two possible extensions. 
The first extension requires the conditions associated to each of these properties 
to be satisfied by the atom dependency graph of the logic program instead of by its 
predicate dependency graph. One obtains the weak locally stratified property and 
the negative-cycle-free property [6,14]. A program P is called weak locally strati- 
fied (resp. negative-cycle-free) iff in the atom dependency graph of P there is no 
cycle containing a negative edge (resp. an odd number of negative edges). Equiva- 
lently [6], a program P is called weak locally stratified (resp. negative-cycle-free) iff 
the relation Neg (resp. e) is irreflexive. 
The second extension requires stronger conditions to the relations Neg and g : 
that they are well-founded instead of irreflexive. One obtains the locally stratified 
[12] property and the order-consistency property [6,14]. A program P is called 
locally stratified (resp. order consistent) iff the relation Neg (resp. 9) is well 
founded on B, i.e., has no infinite decreasing chain in B. 
Now if we denote by C, the class of programs which satisfy a property (2, we 
have the inclusions 
‘negative-cycle-free ’ Corder consistent ’ ‘call consistent 7 
c weak locally stratified XC locally stratified ’ ‘stratified > 
ccall consistent ’ Cstratified) ‘order consistent ’ Clocally stratified 9 
Cncgative-cyclc-free ’ ‘weak locally stratified. 
Each of these inclusions can be proved to be strict [14]. 
2.2. Stable Semantics and Well-Founded Semanticsd 
Stable Semantics. Stable semantics was introduced in [S] as follows: a model M 
of a logic program P is called stable iff Mf coincides with the minimal model of 
the positive logic program obtained from Inst _P by deleting (i) each rule that has a 
negative premise 1 A with A E M+ and (ii) all negative premises in the bodies of 
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the remaining rules. One deduces without difficulties from the preceding definition 
that a model M of a program P is a stable model iff it is a model of P where each 
positive fact A can be “deduced” from the negative facts of M with the rules of 
Inst_P. Formally, let us denote by S, the set membership immediate consequence 
operator [3] of P. S, maps each subset Z of facts of 7 B U B into the following 
subset of positive facts S,(Z): 
A E S,(Z) iff there is a rule L, A L, A **a r\L,+AofInst_Pwith Li~Z 
for i= l,...,n. 
Using the cumulative powers of S, defined as in [l], 
S, TO(Z) =Z, 
S,~~+l(Z)=S,t~(Z)US,(S,t4Z)), 
S, t w(Z) = u S, t n(Z), 
IlZO 
we have [3]: 
M is a stable model of P iff M = S, T o( M-). 
Let us remark that a maximal consistent subset M of --, B u B is a model of P iff 
M 2 S,(M). Therefore, if M is a model of P, we always have Mz S, t o(M-1. 
Therefore, if M is a model of P, then to verify that M is stable we only have to 
verify that S, t w(M-) zM. 
Through the stable semantics, the meaning of a program is its unique stable 
model, if it exists. 
Concerning the existence of stable models of a program, all of the situations 
may occur as shown by Examples l-3. Example 1 shows a program that has unique 
stable model and Example 2 shows a program that has two stable models, {p, 7 q} 
and { 7 p, 41. 
Example 3. The following program, 
lP-‘4, 
Tq-)r, 
Tr*p, 
has no stable model. 
In [6] it is proved that the order-consistency property is sufficient to assure the 
existence of a stable model. 
Theorem 2.1 (61. An order-consistent logic program has a stable model. 
Well-Founded Semantics. The well-founded semantics was introduced in [15l and 
studied in [2,3]. Its definition uses the notion of unfounded set of facts of a 
program with respect to a consistent set of facts I. 
Let Z be a consistent set of facts. A set S of B is said to be an unfounded set of 
facts of the program P with respect to Z [15] iff each A in S satisfies the condition 
that for each rule r of Inst_P whose consequence is A, at least one of the 
following holds: 
1. Prem(r1 and 7 Z are not disjoint. 
2. Some positive premise of r occurs in S. 
WELL-FOUNDED AND STABLE SEMANTICS 101 
Intuitively, as explained in 1151, S is an unfounded set of facts of P with respect to 
Z iff by interpreting Z as supplement hypotheses, each rule of Inst_P that might be 
usable to derive a fact of S requires a fact of S to be true. Therefore, without 
knowing S, we cannot derive any fact of S from the hypotheses I. 
The transformation U, maps each consistent subset of facts Z in U,(Z) defined 
as the greatest unfounded set of facts of P with respect to I. The transformation 
V, is defined by l+/,(Z) = S,(Z) u -T U,(Z). Therefore, C’JZ) consists of the positive 
facts A which are derived from Z and the negative facts 7 A, where A belongs to 
the greatest unfounded set with respect to 1. V, is a monotonic transformation [15] 
and for each consistent set of facts Z satisfying V,(Z) 2 I, the sequence (I,> defined 
by 
I, =z, 
Z, + i = V, ( Z,) for successor ordinal k + 1, 
Z, = U Zs for limit ordinal (Y 
p<ff 
is a monotonic sequence of consistent sets of facts which reach a limit Z* after 
some countable ordinal. This limit Z* is a hxpoint of V,: l$(Z* > = Z* 
The well-founded partial model of P, denoted by WF,, is the consistent set of 
facts WF, = 0*. WF, satisfies T/,(WF,) = WF,. 
The following theorem is proved in [15] 
Theorem 2.2 (151. The well-founded partial model is a @point of the operator Tp. 
Furthermore, any stable model of a program P is an extension of the well-founded 
partial model WF,. 
Corollary 2.1. Zf the well-foundedpartial model WF, of P is total, then P has a unique 
stable model. 
2.3. The Davis-Putnam Transformation 
We present now some properties of the so-called Davis-Putnam transformation of 
a program. These properties will be used in the next section. 
The Davis-Putnam transformation, denoted by DP, formalizes the simplification 
of a program with respect to some set of hypotheses. Given a consistent subset Z of 
7 B U B, which are viewed as hypotheses, the “study” of a program P can be 
replaced by the “study” of a simpler program, DP(P, Z), obtained by (i) removing 
from Inst_P the rules whose premises are in contradiction with Z and (ii) removing 
from the remaining rules the premises which belongs to I. Formally, 
DP( P, Z) = {r/there exists a rule r’ of Inst-P s.t. 
(i) Prem( r’) fl 7 Z = 0 
(ii) consq( r) = consq( r’) 
(iii) Prem(r) =Prem(r’) \I}. 
Clearly, from the definition of DP it follows that the atom dependency graph of 
DP(P, I) is a subgraph of the atom dependency graph of P. 
102 F. GIRE 
Proposition 2.1. If P is an order-consistent logic program and I is a consistent 
subset of facts, then DP(P, Z) is order consistent. 
The definition of the Davis-Putnam transformation has some similarities with 
the definition of the operation V,. This similarity is clarified by the following 
proposition. 
Proposition 2.2. Let P be a logic program, I a consistent set of facts, and 
Q = DP( P, I). 
(i) Zf.Z is a consistent set of facts containing I, then I/,(J) 2 l/e(J). 
(ii) Furthermore, if V,(Z) = I, then: 
WFe = I, 
u,(0) n B, = 0, 
Q can be decomposed in two parts, Q(l) U Q(‘), where 
Q(l)= (rEDP(P,Z)lconsq(r) EZ+], 
Q(*) = DP( P, Z) \Q(‘), 
Q(l) contains the rules { -AlA E I’}, 
the program Q@) satisfies WFQC,, n (BeCzj U 7 BPc2$ = 0. 
PROOF. (i) If J is a consistent set of facts containing I, then it is easy to see that 
Se(Z) = S,(J). Now it is easy to verify that Z&(Z) is an unfounded set of facts of P 
with respect to J and, therefore, is contained in U’(Z). Finally, we deduce that 
VQ(J) is contained in V,(J). 
(ii) We now suppose that I/,(Z) = I. In a first step, we will prove that 
V,(0) = V,(Z). The equality S,(0) = S,(Z) is clear. Let us prove that U,(0) = 
U,(Z): (a) 15’~<0> is an unfounded set of facts of P with respect to Z and, therefore, 
is contained in U,(Z). (b) Because I/,(Z) = I, we have U,(Z) = 7 I-. Let A be a 
fact of U,,(Z). If r is a rule of Q whose consequence is A, then there exists a rule 
r’ of P such that Prem(r’) n 7 Z = 0, Prem(r) = Prem(r’)\Z, and consqcr’) =A. 
However, A belongs to U,(Z), so we deduce that there is a positive premise of r’ 
that belongs to U,(Z). This leads to a contradiction because U,(Z) = 7 I- and 
Prem(r’1 fl 7 Z = 0. Finally, no rule of Q has a consequence in U,(Z), so U,(Z) is 
an unfounded set of facts of Q with respect to 0 and, therefore, U,(Z) is contained 
in UQ<O>. 
We have U,(0) = U,(Z) and, therefore, 
V&0) = I/,(Z) =I and VQ( I/p(0)) = VQ( I>, 
but because no rule of Q has a premise in Z U -T I, we have 
Se(Z) = S&0), %(Z) = Z%(0) 
and, therefore 
P-Q(Z) = l/e(0). 
Finally, 
%#M0)) = l/e(Z) = v,(0), 
so l/e(0) is a fixpoint of Ve and we deduce that WFg = V,(0) = I. 
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Let us now denote by U the set U = U,(0) n B,. We have to prove that U is 
empty. We have shown that U,(0) = U,(Z) = 7 I-, so let us suppose that A is a 
fact of 7 I-. No rule of Q has a premise in Z u 1 I, so neither A nor 1 A is a 
premise of a rule of Q. As already seen above, no rule of Q has A as a 
consequence. Finally, we deduce that no fact of B, belongs to U,(0), so U is 
empty. 
From the equality S,(Z) = I+ we easily deduce that Q(i) contains the rules 
{ +AIA EZ+}. 
Let us now prove that the two sets U,,,,(0) n BQCzj and U,(0) f’ B, coincide. 
Clearly, U,(0) is a subset of U,,,,(0). Now 
Q(l) = (r E Qlconsq( Y) E I+}. 
Furthermore, if A is a fact of U&,,(0) n BPC2), then A does not belong to If and, 
therefore, the rules of Q whose consequence is A coincide with the rules of Q(‘) 
whose consequence is A. Therefore, we deduce that U,,,,(0) fl BQCzj is a subset of 
U,(0) n B,. Finally, 
U&,(0) n Be(z) =UQ(0) nB,=0. 
Now Sac2,(0) is clearly a subset of 
that S,,,,(0) is empty. Finally, 
wFQ(3 ” (BQcz, u 1 BQ,,,) = 0. 
3. ORDER-CONSISTENT PROGRAMS 
S,(0) and S,(0) = S,(Z) = I+, so we deduce 
0 
In this section we will prove that the stable semantics and the well-founded 
semantics are equivalent for order-consistent programs. 
Theorem 3.1. Let P be an order-consistent program. P has a unique stable model iff 
the well-founded model WF, of P is total. 
This result will ensue from the next two propositions, whose proofs are the main 
work of this section. If Z and .Z are two partial interpretations, we note Z#J to 
express the fact that Z and .Z are distinct and, more precisely, Z and J differ on at 
least a positive fact A by associating to it two distinct truth values of (t, f}. 
Proposition 3.1. Let P be an order-consistent program and let Z be a consistent set 
of facts satisfying V,(Z) = I. If I is not total (i.e., there exists a positive fact A 
such that A E Z and 7 A P I), then there exist two consistent sets of facts J, 
and J, satisfying J, II, J, II, J,#J,, V,(J,) ?J,, and Vp(J2) zJ2. 
To prove Proposition 3.1, we will first prove the following slightly different 
proposition: 
Proposition 3.2. Let P be an order-consistent program satisfying 
WF,n(B,u 1 BP) = 0. There exist at least two consistent sets of facts J, and 
J, satisfying J,#J,, V,(J,) 1J,, and V,(J,) zJ,. 
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We now introduce some definitions that we will use to prove Proposition 3.2. Let 
P be an order-consistent program. We denote by Min(P) the following subset of 
B,: 
Min( P) = (A E B&here is no fact B in B, s.t. B <A}. 
Because P is order consistent, the relation e is well founded and therefore 
Min(P) is not empty. The idea of the proof of Proposition 3.2 is the following: 
1. 
2. 
To each element (+ = (A, v) of Min(P) X {t, f) we will associate a partial 
interpretation I,, which gives the truth value u to the fact A and satisfies 
V,(Z,> zz,. 
Starting with the element u’ = (A, -v> (here we use the convention that -t 
is the truth value f and that -f is the truth value t), we will obtain another 
set of facts ZA satisfying ZL#Z, and V,(Zi) 2 IA. 
Let us first define the partial interpretation I,. Let A be a fact of Min(P), u a 
truth value (u~{t,f}), and (T=(A,u). We denote by PA the set P,=(BEB,IBIAJ. 
The partial interpretation I,, is defined by Z,,(A) = u and for each B of PA, 
Z,(B)=u if B<+A, 
and 
Z,(B) = --u if Bs_A. 
Z, is undefined on B \ ({A) U PA>. 
Lemma 3.1. Let P be an order-consistent logic program and let u = (A, V) be an 
element of Min(P) x {t, f}. The partial interpretation Z, defined as above is well 
defined and satisfies the following statement: if B and C are facts of IA) U PA s.t. 
B S+ C (respectively, s.t. B I_ C), then Z,(B) = Z,(C) (respectiuely, then 
Z,(B)= -Z,(C)). 
PROOF. Z, is well defined because A belongs to Min(P) and therefore no fact of 
PA satisfies B I+ A and B I_ A. The other property of the lemma is a direct 
consequence of the definition of Z,. q 
Lemma 3.2. Let P be an order-consistentprogram sarisfLing WF, n (B, U 7 Be) = 0. 
Let cr= (A,u) be an element of Min(P1 X It, f}. Then we have Vplp(ZV) zZ,. 
PROOF. Let us first remark that if F is a fact of B,, then there is a rule of Inst_P 
whose consequence is F. Indeed, if no rule of Lnst_P has F as a consequence, 
then F is a fact of U,(0) n B, and we get a contradiction. Furthermore, Prem(r1 is 
not empty because S,(0) is empty. 
Let now F be a fact of Zz. Therefore, F is a fact of {A) U PA and, therefore, of 
B P’ 
Let r be a rule of Inst_P whose consequence is F. As seen above, Prem(r) is 
not empty. 
If B is a positive premise of r, then B belongs to PA, B I+ F, and, therefore, 
Z,(B) = Z,(F) = t, so B belongs to Z,‘. 
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If 7 B is a negative premise of r, then B belongs to PA, B I_ F, and, therefore, 
Z,(B) = -Z,(F) =f, so 7 B belongs to Z;. 
Finally, F belongs to S,(Z,). 
Let us now prove that Z; is a subset of 7 U,(Z,). Let 7 F be a fact of Z;, so 
Z,(F) =f. F is a fact of {A] U PA. Let r be a rule of Inst _P whose consequence is 
F. Prem(r) is not empty. 
If B is a positive premise of r, then B belongs to PA, B I+ F, and, therefore, 
Z,(B) = Z,(F) =f, so 7 B belongs to I;. 
If 7 B is a negative premise of r, then B belongs to PA, B S_ F, and, therefore, 
Z,(B) = -Z,(F) = t, so B belongs to Z,‘. 
In any case, Prem( r) is in contradiction with I,, so 7 Z; is an unfounded set of 
facts of P with respect to I,. Therefore, 7 Z; is a subset of V,(Z,). Finally, I,’ is 
a subset of S,(Z,) and Z; is a subset of 7 U,(Z,), so Z, is a subset of V,(Z,). 0 
We can now prove Proposition 3.2. 
PROOF OF PROPOSITION 3.2. Let P be an order-consistent program satisfying 
WF,n(B,U -, BP) = 0. Let A be a fact of Min(P). We define two distinct 
elements of Min(P) X {t, f}: CT= (A, t) and r= (A,f). Using Lemma 3.2, the 
partial interpretations Z, and Z, satisfy Z,#Z,, V,(Zg) zZ,, and V,(Z,) zZ,. 0 
We can now prove Proposition 3.1. 
PROOF OF PROPOSITION 3.1. Let P be an order-consistent program and let Z be a 
nontotal consistent subset of facts satisfying I/,(Z) = I. We denote by Q the 
program DP( P, I). As in Proposition 2.2, we define 
Q(l)= {rEQlconsq(r) EZ+} 
and for more convenience, we will denote by R (instead of Q”‘) the program 
DP(P, Z)\Q(“: R = DP(P,I)\Q (l) Z is not total and, therefore, there is a positive . 
fact A such that (A E Z) and (A @ --, I). If no rule of Q has A as a consequence, 
then A belongs to U,(0) and, therefore, A belongs to U,(Z) (c.f. Proposition 2.2). 
However, U,(Z) = 7 I-, so A belongs to 7 Z and, therefore, we have a contradic- 
tion. Consequently, there is a rule of Q whose consequence is A and, therefore, R 
is not empty. 
P is order consistent and by Proposition 2.1, Q and R are order consistent too. 
Furthermore, by Proposition 2.2 we have WF, n (BR U 7 B,) = 0. Using Proposi- 
tion 3.2, we deduce that there exist two consistent subsets of facts I, and Z2 
satisfying Z,#Z,, &&Ii) II,, and V,(Z,) ~1~. 
Let us define 
.Z,=ZlJZ, andJ,=ZIJZz. 
We will prove that Vo(.Z1) zJ, and l/e(.Z2) z.Z2. Clearly, Se(.Z,) contains Z+U SJZr) 
and, therefore, S,(.Z,) contains .Z: (because .Z: = If U Z[ ). Now J; = I- U 1; and 
we have to prove that &J.Z,) contains 7 .Z;: 
(i) Z = I/,(Z) and we have (cf. proof of Proposition 2.2) Z = I/,(Z) = v,(0), so 
7 I- is a subset of U,(0). Therefore, 7 I- is a subset of Ue(Z1). 
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(ii) Now 7 Z; is a subset of &&I,) n B,, but B, f~ I+ is empty, so the rules of 
Q whose consequences are facts of &(I,) n B, belong to R. Therefore, 
U,(Z,) n B, is an unfounded set of facts of Q with respect to I, and so is a 
subset of Uo(Z,) which is included in UJ.Zi). 
Finally, -J 31, which is 7 Z-U 7 Z;, is contained in Ue( J, 1. Therefore, we have 
shown that VQ(J1) 2 J, and, of course, similarly we have VQ(J2) 2 J,. 
Now using Proposition 2.2, we have 
vp(Jl) ZQ(J1) and V,(J,) zvQ(J2), 
so finally we have J, I I, J, 3 I, J,#J,, V,( J, 12 J,, and V,(J,) 2 J,. 0 
Proposition 3.3. Let P be a logic program and let Z be a consistent set of facts 
satisfying V,(Z) = I. If Z is total (i.e., for each positive fact A, A E Z or 
7 A E I), then Z is a stable model of P. 
PROOF. We have to prove that I+ is a subset of S, t w(Z-) or, equivalently, that 
Z+\Sp 7 w(Z-) is empty. Let us suppose that Z+\Sp t w(Z-) is not empty and let F 
be a fact of I+ which does not belong to S, t o(Z-). Then let r be a rule of 
Inst _P whose consequence if F and whose premises are not in contradiction with 
Z (Prem(r) n 7 Z = 0). There is at least a positive premise B which does not 
belong to S, t w(Z-1: if not, because Z is total and Prem(r) n 7 Z is empty, each 
negative premise of r belongs to I- and we would get that F is a fact of 
S,(S, t o(Z-) uZ~) and, therefore, of S, t w(Z-). However, again Z is total and 
Prem(r) n 7 Z is empty, so each positive premise of I is a fact of I+. Finally, for 
each rule r whose consequence is a fact of Z+\Sp t w(Z; ), we have 
Prem( r) n 7 Z # 0 or there is a positive premise B of 
r which is in Z+\Sp t w( ZZ). 
We deduce that Z+\Sp t w(Z-) is an unfounded set of P with respect to Z and, 
therefore, is included in U,(Z). However, U,(Z) = 7 I- and we have a contradic- 
tion with the consistency of I, so Z+\Sp t w(Z-) is empty and, therefore, Z is a 
stable model of P. c] 
To prove Theorem 3.1, we will use the following result: 
Proposition 3.4 (71. Let (C, 2) be a complete semilattice and let T be a monotone 
mapping on C. If Z I T(Z), then T has a maximal hxpoint above I. 
We can now prove Theorem 3.1. 
PROOF OF THEOREM 3.1. Let P be an order-consistent program. Using Corollary 
2.1, we only have to prove that if P has a unique stable model, then its 
well-founded model is total. Let us suppose that P has a unique stable model and 
that WF, is not total. Using Proposition 3.1 with Z = WF, we would obtain that 
there exist at least two consistent sets of facts I, and J, satisfying J, 3 WF,, 
J, 3 WFP, J,#J,, I/,(J,) zJ,, and V,(J,) 2J,. 
Let us denote by C the set of the partial interpretations. (C, G) is a complete 
semilattice and V, is a monotone mapping on C [15]. Using Proposition 3.4, we 
conclude that there exist two fixpoints K, and K, of V, satisfying K, 2 J,, 
V,(K,) = K,, K, zJ,, and I/,(K,) = K,. Because J,#J,, K, and K, are distinct. 
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Let us now suppose that K, is not total. Again using Proposition 3.1 with Z = K, 
and Proposition 3.4, we obtain another lixpoint L, of V, satisfying L, xK, and 
l$(L,) = L,. Therefore, K, would not be a maximal fixpoint of VP, so K, as well 
K, are total and, by Proposition 3.3, K, and K, are stable models of P. Finally, we 
have a contradiction and we deduce that WF, is total. q 
REMARK. Although independently obtained, the proof of Theorem 3.1 is largely 
similar to the proof in 1141 of the following result. 
Theorem 3.2 1141. Zf P is order consistent, then Tp has at least a @point. 
In fact, the proof of Theorem 3.1 can be deduced from Theorem 3.2 and from 
the correspondence established in [51 between the stable models of a program P 
and the fixpoints of the operator TSKCPj associated to the semantic kernel SK(P) of 
the program P. The semantic kernel of a logic program P is defined as the fixpoint 
of a continuous operator Qp on quasiinterpretations [5], where a quasiinterpreta- 
tion is a set of ground clauses whose premises are only negative literals and the 
operator Qp on quasiinterpretations is defined as 
Q,(Z)={~B,r\~B,r\Body,/\...r\Body,jAl 
there exist C E Inst_P and Ci E I, 1 _< i 5 m, s.t. C is of the form 
7 B, A ... A 1 B, AA, A . ..r\A.+A,withn2OandmzOand 
C, isoftheformBody,+A,withl_<i<m}. 
The semantic kernel of P, written as SK(P), is defined by SK(P) = lJ{Qg(izr), 
Iz 2 1). 
The following result can be found in [.5]: 
Lemma 3.3 [5]. Let P be a logic program. 
(i> The stable models of P are the @points of TSKCPj. 
(ii) The least fix point of TsKCPj coincides with the well-founded model of P. 
Now, by slightly modifying the proof in [14] of Theorem 3.2, one obtained the 
following theorem. 
Theorem 3.3. Let P be an order-consistent program. Zf the least @point of Tp is not 
total, then Tp has at least two total @points. 
Furthermore, one can verify the following lemma. 
Lemma 3.4. Zf P is order-consistent, then SK(P) is order consistent too. 
Therefore, regrouping Lemma 3.4, Theorem 3.3, and Lemma 3.3, we easily 
deduce that if the well-founded model of P is not total, then P has at least two 
stable models. 
4. CONCLUSION 
Figure 1 illustrates the result of the preceding section (the numbers on the figure 
are those of the examples given throughout the paper): 
OC denotes the class of the order-consistent programs. 
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FIGURE 1 
NOC denotes the complement of OC. 
ES denotes the class of programs whose well-founded model is total (this class is 
called the class of effectively stratifiable programs in [31). ES is hatched in the 
picture. 
US denotes the class of the programs having a unique stable model. 
The previously given examples are summarized in the following list: 
Example 1 shows a program which is not order consistent, which has a unique 
stable model but whose well-founded model is not total. 
Example 2 shows a program which is order consistent but whose well-founded 
model is empty; it has two stable models. 
Example 3 shows a program which is not order consistent whose well-founded 
model is empty and which has no stable model. 
We now introduce other examples. 
Example 4. The following program, 
is not order consistent because it is not negative-cycle-free (its atom dependency 
graph contains a cycle with three negative edges through the atoms a, b, and c). 
However, its well-founded model is total, {a, 7 b, ~c,d}, and, therefore, is its 
unique stable model. 
Example 5. The following program, 
-,a-+b, 
Tbr\ Td-+c, 
Tbr\ lc+a, 
--, d, 
is not order consistent for the same reasons as the program of Example 4. Its 
well-founded model is {d, ~c} and, therefore, is not total. It has two stable models: 
{a, Tb, Tc,d) and {Ta,b, ,c,d}. 
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Example 6. The following program, 
is order consistent. Its well-founded model is total, (a, 7 b}, and is its unique stable 
model. 
We now have to point out that our equivalence result between the well-founded 
semantics and the stable semantics for the order-consistent programs is, in fact, the 
same as the one obtained in [9] for negative-cycle-free programs in the framework 
of the first-order logic without function symbol. Indeed, in the context of the 
first-order logic without function symbol, the property to be negative-cycle-free is 
equivalent with the property of order consistency as shown in the next proposition. 
Proposition 4.1. Let P be a logic program without function symbol. P is negative- 
cycle-free iff P is order consistent. 
PROOF. The negative-cycle-free property is equivalent to the property to be ir- 
reflexive for the relation < . Because P has no function symbol, BP is finite. The 
fact that B, is finite implies that the two properties-irreflexivity and well- 
foundedness-are equivalent for the relation =S :
If -=z is reflexive, then of course Q is not well founded. 
Conversely, if 4 is not well founded, then there exists an infinite decreasing 
chain in B, with respect to a . Because BP is finite, there exists an atom in 
B, which appears at least twice in the chain, so the relation -=s is irreflexive. 
Therefore, we deduce that if P contains no function symbol, then P is order 
consistent iff P is negative-cycle-free. 0 
The difference between Theorem 3.1 and the equivalence result of [91 lies in the 
fact that in the context of first-order logic with function symbols, the result of [9] 
does not hold. Therefore, in this context the negative-cycle-free property is not 
sufficient to assure equivalence between the stable semantics and the well-founded 
semantics as shown by the following example. 
Example 7. The following program, 
lP(a) + Q(b), 
-Q(b) A P(W) + P(x), 
-Q(b) A ~P(s(x)) --f P(x), 
is negative-cycle-free and is not order consistent. Indeed, we have PCs(t)> S+ P(t) 
and PCs(t)> I_ P(t) for each term tQ and, therefore, the chain {P(s’(a)), i 2 O} is 
decreasing with respect to the relation -+ . Now its well-founded model is empty. 
Clearly, no stable model of the program can contain 7Q(b) (else this model 
would be a stable model of the program {P(s(x)) + P(x), ~P(s(x)) + P(x)) that has 
no stable model). One easily deduces that the program has a unique stable model: 
{ TP(t) for each t,Q(b) , 7 Q(t) for each t, t # b} . 
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Consequently, this program is a counterexample for Theorem 3.1 if we replace the 
hypothesis “order consistent” of the theorem by the hypothesis “negative-cycle- 
free.” 
Let us now conclude with the remark that in [9] the main properties of a 
negative-cycle-free program P without function symbol, which are used to prove 
the equivalence between the stable semantics and the well-founded semantics, are 
6) the fact that P is negative-cycle-free and (ii> the fact that the relation 
< (defined on B by 4 < I3 iff (4 I B and not (B I 4))) is well founded. 
It is interesting to point out that the order-consistency property is not equivalent 
to the conjunction of these two properties (negative-cycle-free and < well founded), 
but is weaker and only implied by them. Let us suppose that P is negative-cycle-free 
and that < is well founded. (4 I B and B a 4) implies 4 44, so using the fact 
that Q is irreflexive, we deduce that any decreasing chain with respect to 4 is 
also a decreasing chain with respect to < . Therefore, there does not exist a 
decreasing chain with respect to Q because such a chain would be decreasing with 
respect to < and the relation < would not be well founded. Therefore, P is order 
consistent. 
Now the following program is order consistent (and, therefore, negative-cycle- 
free), but < is not well founded for this program: 
*P(a), 
-l P( s(x)) --) P(x). 
I am grateful to the anonymous referees for their comments pointing out a shortcoming of the proof of 
Theorem 3.1 and suggesting another shorter proof presented at the end of Section 3. 
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