ABSTRACT The analysis of the transient stability of a multimachine system via the use of a few machines is a promising technique for transient security assessment. This paper proposes a genuine nonglobal directtime-domain method that is developed from the previous COI-reference-based IMEAC method. In this paper, the reference machine (RM) is chosen as a real machine that does not separate from the system after fault clearing. The key concept of this paper is to select the reference machine (RM) first and then replace the COI with the RM during the post-fault period in the transient security assessment. In this manner, the motions of all machines in the system are redefined in RM reference. Furthermore, it is found that the Kimbark curve of the RM-reference-based critical machine has a distinctive quasi-sinusoidal characteristic, and thus the curve is predictable after fault clearing. Following the individual-machine thinking, the stability analysis of the multimachine system is transformed into monitoring the stability state of a few RM-reference-based critical machines, which completely avoids the usage of COI. The simulation results show the effectiveness of the proposed method in the transient stability analysis of multimachine systems.
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I. INTRODUCTION A. LITERATURE REVIEW
Modern power systems may be subject to stressed operating conditions because they are always operated in complicated states [1] . With the increase of system scale, the complexity of time-domain simulation has already become intolerable, although time-domain simulation is widely used in commercial software [2] , [3] . Transient energy function (TEF) methods, also known as direct methods were once attractive to system operators for transient stability analysis. In regard to analysis based on TEF, the RUEP method and sustained fault method had received considerable attention and achieved early enhancement [4] , [5] . However, direct methods have defects that make them difficult to apply in practical power systems with complex models and the result is always conservative. More recently, various practical hybrid methods that incorporate the TEF method in the conventional time-domain simulation have been proposed [6] . EAC-based hybrid methods, i.e., IEEAC [7] and SIME [8] have been developed and the two methods replace a multimachine system with an OMIB system. In addition, the energy flow method is used to locate the oscillation source of the power system [9] . In recent years, based on the simulated multimachine trajectories, trajectory sensitivity techniques have been used in the computation of stability boundaries and dynamic VAR planning [10] , [11] . Pattern recognition techniques that rely on phasor measurement units are also becoming promising approaches for the prediction of the post-fault transient stability of the system [12] . A mathematical expectation modeling approach is now used to analyze wide-area controlled power systems [13] . Recently, the integration of the global transient energy function and probability distribution function has been developed to measure the probability of stability [14] .
Among those well-developed transient energy methods and hybrid methods, a distinctive viewpoint is that, ''if more than one machine tends to lose synchronism, the instability is determined by the motion of some unstable critical machines'' [15] , [16] . Enlightened by this perspective, various works have attempted to observe the stability of the system from an individual-machine angle. In Refs. [17] , [18] , Vittal and Fouad stated that the instability of a single machine would be identical to the instability of the system, and IMEF was first proposed therein. Later, Stanton performed a detailed machine-by-machine analysis of the energy of a multimachine instability [19] . Stanton also defined PEF to quantify the energy transactions that cause a machine to transition from stable to unstable. Then, in Refs. [20] , [21] , PEF was used to quantify the energy of a local transient control action which is in contrast to the global view. Later, Rastgoufard et al. [22] noted that the instability of the system is decided by a few unstable critical machines rather than non-critical machines. The authors also used the EAC of critical machines to determine the transient stability of a multimachine system. Haque [23] proposed a strategy to compute the CCT using the PEF of critical machines, whereas Ando and Iwamoto [24] presented a potential energy ridge that can be used to predict the individual-machine stability. Recently, Wang et al. [25] , [26] proposed a COI-based IMEAC (CIMEAC) method that can be seen as clarification, correction and extension of the previous individual machine works. The method is fully based on the stability evaluation of a few critical machines in COI reference and shows its potential in the TSA of the industrial-level bulk systems.
B. PARTIAL OBSERVATION PROBLEM IN TSA
In the CIMEAC method [25] , [26] , COI is used as the reference of the system, and thus the ''individual machine'' should be precisely expressed as the ''COI-reference-based individual machine''. Since COI is the equivalence of all machines in the system, the involvement of COI in the CIMEAC method also indicates that the information of all machines is needed in the TSA. However, in a real industrial environment, an unavoidable situation is that PMU or rotor-angle measurements are only accessible for a few machines with very large capacities due to the extremely high investments. In other words, the motions of most machines in the system are ''unobservable'' for the system engineers after a fault occurs in a real industrial environment. Therefore, the computation of COI along the post-fault system trajectory is always impossible for the system engineers. This also indicates that the application of the conventional CIMEAC method may fail in a real industrial partially observable environment.
If one takes a physical insight into COI in the CIMEAC method, COI is merely to be used as a reference in an IVCS that describes the separation between a real machine and the virtual COI machine [25] , [26] . However, essentially speaking, the transient stability or instability is a physical characteristic of the system, which should be completely independent of the definition of COI. That is, if the system engineers ignore the definition of COI in the transient stability analysis, the stability of the system still can be evaluated via the variance of the system trajectory during the postfault period. For instance, in an actual industrial partially observable environment, a practical technique is that the stability evaluation of the system can be intuitively analyzed via the monitoring of a few pairs of observable machines in the system whose relative angle is larger than 180 • . This also indicates the possibility of the removal of COI in the TSA in an industrial partially observable environment.
C. SCOPE AND CONTRIBUTION OF THE PAPER
A promising hybrid direct-time-domain method aiming to fit the partially observable environment in TSA is proposed in this paper. The novelty of the proposed method is that the conventional concept of COI comprised of transient information of all machines in the system is removed from TSA. In this manner, the transient stability of a multimachine system can be evaluated via a few real machines. In this paper, RM is chosen as a real machine that is most likely to maintain synchronism with the system after fault clearing. The key idea of the paper is to replace the virtual COI machine with the RM in TSA. To be specific, the concept of a ''COI-referencebased critical machine'' as proposed in the previous COI-based IMEAC method [25] , [26] is replaced with an ''RM-based critical machine''. It is proven that EAC strictly holds for an RM-based critical machine, and the stability of the machine is evaluated via the information of two real machines in the system. Moreover, the Kimbark curve (power-angle relationship) of an RM-based critical machine has a distinctive quasi-sinusoidal characteristic, which can be predicted via the mixed sine and quadratic functions. Thus the stability state of the RM-based critical machine can be evaluated using the predicted Kimbark curve rather than time-domain simulations. Following the individual-machine thinking [25] , [26] , the proposed method only targets the stability state of a few RM-based critical machines in the VOLUME 7, 2019 TSA of a multimachine system. In this manner, the transient stability of the system is evaluated via a few real machines in the system, ensuring that the proposed method analyzes the transient stability of the multimachine system in an industrial partially observable environment.
The contributions of this paper are summarized as follows:
(i) Stability evaluation of an RM-based critical machine can be decided by using the information of two real machines in the system without using COI. This reveals that the proposed method is a genuine nonglobal method that is suitable for the partially observable environment in TSA.
(ii) The Kimbark curve of the RM-based critical machine is predictable. This ensures that the transient stability of the RM-based critical machine can be evaluated faster than that of the COI-based critical machine which strongly relies on the occurrence of the time-domain simulated DLP.
(iii) Stability evaluation of the entire system is determined by the stability of a few RM-based critical machines. This indicates that the proposed method does not rely on any equivalence, simplification or group aggregations in TSA.
The remaining paper is organized as follows. In Section II, the background of the COI-reference-based IMEAC method is revisited. In Section III, the definition of the RM is given, and the EAC characteristic of RM-reference-based critical machines is analyzed. In Section IV, types of actual timedomain simulated Kimbark curves of critical machines are defined, and predictions of the Kimbark curves are also presented. In Section V, stability measure of a critical machine and that of the system are given. In Section VI, the identification strategy of the critical machines is demonstrated. In Section VII, the procedures of the stability analysis using the proposed method in TSA and CCT computation are given. In Section VIII, the proposed method is applied in a small-scale system as a tutorial. In Section IX, the proposed method is utilized for CCT computation. In Section X, the proposed method is applied in a large-scale system in a partially observable environment. In Section XI, further discussion regarding the RM is provided. In Section XII, comparisons among the mechanisms of the IEEAC method, the CIMEAC method and the proposed method are provided. Conclusions and discussions are provided in Section XIII.
In this paper, Sections II through X are the main body of the proposed method with case studies. If the readers are interested in deeply exploring the physical nature of the proposed method, we recommend reading Sections XI and XII. The test systems of this paper, i.e., TS-1 through TS-3 can be found in Refs. [25] , [26] . TS-4 is a three-machine system in Ref. [27] . Similar to the definition in [25] , [26] , the first swing in this paper corresponds to the first swing of an RM-based critical machine rather than the system. Only first-swing stability of the machine is discussed in this paper. 
II. BACKGROUND OF THE CIMEAC METHOD A. EQUATION OF MOTION OF A COI-BASED INDIVIDUAL MACHINE
The motion of an individual machine i in the synchronous reference is governed by the differential equations
The position of the COI of the system is defined by
where
, COI can also be seen as a virtual ''machine'' with its own equation of motion described as the aggregated motion of all machines in the system.
The trajectory of the virtual COI machine in synchronous reference is shown in Fig. 1 .
Because machine i and the virtual COI machine are two ''individual'' machines with interactions, a two-machine system named the Individual machine-virtual COI machine system (IVCS) can be formed by the two machines, as illustrated in Fig. 2 . The relative motion between the pair of machines in an IVCS can be depicted as
The relative trajectory between a critical machine and the virtual COI machine in an IVCS is shown in Fig. 3 .
In the CIMEAC method, the stability of an individual machine in COI reference can be seen as an essential element for the stability analysis of the system because the unity principle [25] is fully based on the individual-machine stability:
(i) The system can be considered to be stable if all critical machines in COI reference are stable.
(ii) The system can be considered to be unstable as long as any one unstable critical machine in COI reference is found to become unstable.
Notice that the stability and instability of a critical machine in COI reference are evaluated via the occurrence of the DSP and DLP of the machine, respectively, as stated in Ref. [25] .
B. HOW CIMEAC METHOD PERCEIVES STABILITY STATE OF THE SYSTEM 1) ALL-CRITICAL-MACHINES MONITORING IN TSA
In the TSA environment, the system engineers monitor all critical machines in parallel, and the stability margin of the system η sys can be depicted as
In Eq. (5), c is the set of all critical machines in the system. [η i ] is the vector that is formed by margins of all critical machines in the system.
2) NOT-ALL-CRITICAL-MACHINES MONITORING IN TSA
The CIMEAC method also allows system engineers to monitor the stability of the system in a not-all-critical-machines manner. In this way, the stability margin of the partially observed system is defined as
where not is the set of monitored critical machines.
3) MDM MONITORING IN CCT ANALYSIS
The MDM is defined as the critical machine with the lowest margin among all critical machines in the system [26] . In CCT computation, the system engineers only focus on the stability of MDM because the critical stability of the system is fully determined by MDM [26] η critical = η MDM (7) It is worth noting that the MDM monitoring is a type of ''only-one-machine'' monitoring, which can be seen as a special form of the not-all-critical-machines monitoring.
In the following sections of the paper, the essential difference between the CIMEAC method and the proposed method is that all concepts in the CIMEAC method (such as EAC, IVCS, etc.) [25] , [26] are redefined under RM reference. Therefore, the definition of an RM is introduced first in the following section.
III. REFERENCE MACHINE A. REPLACING COI WITH RM
From Eq. (3), the originality definition of the virtual COI machine is to find a virtual structured machine whose motion can be seen as an equivalent of the motion of all machines in the system. After that, using COI as the reference of the system, the IMT of an unstable critical machine may become infinite with time and it finally separates from the system. Comparatively, the IMT of a non-critical machine always fluctuates slightly, and it hardly separates from the system [25] , [26] , as shown in Fig. 4 .
We assume an ideal case in which there is a ''distinctive'' real machine in the system. This machine is quite special because its motion is assumed to be completely identical to that of the virtual COI machine, and we name it the ''reference machine'' (RM). Under this circumstance, it is certain that COI can be completely replaced with the RM. Most importantly, in this manner, the stability of a critical machine in the RM reference can be evaluated via two real machines in the system. For instance, for the case in Fig. 4(b) , the stability of Machine 38 can be evaluated via two real machines, i.e., Machine 38 and the assumed RM.
The assumption above is quite ideal and definitely unlikely to occur in the real time-domain environment because no such machine exists in the system whose motion could be completely identical to the virtual COI machine. This leads to the emergence of the question: can we find another real machine in the system to replace COI?
During the entire post-fault period, it is certain that there is a real machine in the system. The motion of the machine is not fully identical, but it is theoretically the ''closest'' VOLUME 7, 2019 to the motion of the virtual COI machine. Further, we set this machine as the reference of the system. In this manner, the virtual COI machine in an IVCS can be replaced with the RM. Machines i and the RM also form a two-machine system named the individual-machine-reference-machine system (IRMS), as shown in Fig. 5 . Demonstrations regarding the system trajectory and IMT of a critical machine in the RM reference are shown in Fig. 6 .
In Fig. 6(a) , because the trajectory of Machine 35 is the closest to the virtual COI machine in the synchronous reference, Machine 35 is set as the RM. Further, the system trajectory is transferred from the synchronous reference to the RM reference, as shown in Fig. 6(c) . Under this circumstance, the motion of the RM is treated as the reference of the system. Further, the system engineers would like to know if all of the other machines in the system can maintain synchronism with the RM. To be specific, if a severely disturbed machine (Machine 34) finally separates from the RM, the machine would become a critical machine and go unstable; If a severely disturbed machine (Machines 33 and 39) fluctuates violently but finally maintains synchronism with the RM, the machine would become a critical machine, and it remains stable; If a machine (such as Machine 36) fluctuates slightly around the RM, the machine is a non-critical machine, and it hardly separates from the system. From the analysis above, the mechanism of using the RM as the reference of the system is the same as that of the COI case. Therefore, the swing equation of the RM-based individual machine can be expressed as
Eq. (8) depicts the motion of an individual machine in the RM reference. Moreover, all parameters in Eq. (8) are defined by the two real machines in the system, i.e., Machine i and the RM without using COI. Therefore, an IRMS is a subsystem comprising two real machines in the system without any equivalence, simplification or group aggregation of machines.
B. SELECTION OF RM 1) SMALL-SCALE SYSTEM CASE
Based on the analysis in Section A, the RM can essentially be selected as the real machine whose motion is the closest to the virtual COI machine in the system at fault clearing. The index that measures the similarity between the COI machine and Machine i is defined as
where t c is the fault clearing time.
In Eq. (9), S i consists of the measurement of two parameters of Machine i at the fault clearing point, i.e., rotor speed (ω i ) and rotor angle (δ i ). For the two parameters, ω i is more representative for measuring the severity of the disturbance because a higher ω i always corresponds to a larger rotor angle in the post-fault period. Therefore, ρ 1 should be set higher than ρ 2 (in this paper ρ 1 and ρ 2 are set as 0.8 and 0.2, respectively). It is obvious that the RM should be defined as the machine with the minimum S i .
If we retrospect the selection of the RM in the small-scale system case, it can be found that the computation of COI is still preserved at the fault-clearing step as defined in Eq. (9). This is because the motion of COI in the synchronous reference might be quite complicated and unpredictable in a smallscale system case. To be specific, the motion of COI may be close to a not-severely disturbed machine in the synchronous reference (ω COI ≈ 1.0 p.u.) in most cases, yet it also might be close to a severely disturbed machine in the synchronous reference (ω COI > 1.0 p.u.) in certain cases. The reason is that the electric distance between the fault location and the machine in a small-scale system is short, and this might result in a situation in which most machines are severely disturbed (ω i > 1.0 p.u.). Therefore, the equivalent motion of a smallscale system is hard to predict, and COI still needs to be computed at fault clearing, especially for the case in which most machines in the system are severely disturbed.
In Eq. (9), the RM is defined as the machine whose motion is the ''closest'' to that of the virtual COI machine in a mathematical manner. In fact, the selection of RM is quite robust in a small-scale system and it does not strongly rely on the minimum S i . Detailed illustrations are given in Section XI.
2) LARGE-SCALE SYSTEM CASE
The selection of the RM in a large-scale system is more flexible than that in the small-scale system case. For a largescale system, generally only a very few machines might be severely disturbed after a fault occurs. Because the majority of machines are far from the fault location, they would remain stationary (ω i = 1.0 p.u.) after the disturbance. Under this circumstance, it is certain that the motion of the COI in a large-scale system would be close to a not-severely-disturbed machine in the synchronous reference (ω COI = 1.0 p.u.). Therefore, theoretically the RM for a large-scale system can be simply selected as any not-severely-disturbed machine that is remote from the fault location. However, in an actual industrial environment, the capacity of the RM should be large enough to accommodate other slight disturbances caused by faults. Following the analysis above, the selection of the RM in a large-scale system can be denoted as (10) where Z RM,fault the transfer impedance between the machine and fault location Z cthr the predefined threshold of the electric distance M RM inertia constant of the RM M cthr the predefined threshold of the inertia constant From Eq. (10), because the electric distance can be computed offline in advance and the inertia constant is also a pregiven parameter, the RM can be picked out immediately once a fault occurs. In this manner, the selection of the RM in a large-scale system can be fully independent of the computation of COI.
C. STRICT EAC CHARACTERISTIC OF AN RM-REFERENCE-BASED CRITICAL MACHINE
The Kimbark curve of an RM-based critical machine also demonstrates the same ''accelerating-decelerating'' characteristic as that of the COI-based critical machine [25] , [26] because the motion of the RM is close to that of the virtual COI machine. The Kimbark curve of an unstable critical machine in the RM reference is shown in Fig. 7 .
Similar to the Kimbark-curve analysis of an individual machine in Ref. [25] , the EAC characteristics of an RM-reference-based critical machine with different stability states are shown below.
The EAC characteristic for an unstable critical machine can be denoted as
The EAC characteristic for a stable or critically stable critical machine can be expressed as
From the analysis above, the EAC characteristic of a critical machine in the RM reference is in high accordance with that in the COI reference. To be specific, in the proposed method, the Kimbark curve of an RM-based critical machine VOLUME 7, 2019 describes the separation between a pair of real machines in the system, i.e., an individual machine and the RM, rather than the separation between an individual machine and the virtual COI machine as in the CIMEAC method [25] , [26] . A detailed explanation of the mechanism of the RM is given in Sections XI and XII, which may help readers deeply understand the physical nature of the trajectory stability.
Compared with the irregular shape of the Kimbark curve of a critical machine in the COI reference, the most distinctive feature of the Kimbark curve of a critical machine in the RM reference is that the shape of the curve is quasisinusoidal. This will be analyzed in the following sections.
IV. PREDICTIONS OF THE KIMBARK CURVE OF A CRITICAL MACHINE A. QUASI-SINUSOIDAL CHARACTERISTIC OF THE KIMBARK CURVE
Assume that s is the set of machines that separate from the system and that ns is the set of machines that do not separate from the system. Machine i and the RM lie in s and ns , respectively. In this manner, Machine i and the RM would form an RM-reference-based critical machine.
f i in Eq. (8) can be expressed as
In Eq. (13), P eiRM can be denoted as
In Eq. (14), P ei and P eRM are the power outputs of Machine i and the RM, respectively, which can be expressed as
In Eq. (15), δ in and δ RMm can be expressed as:
In Eq. (16), δ RMn and δ im are angle differences to describe motions inside either set as i, m ∈ s and RM, n ∈ ns Substituting (16) into (14) yields
Features of K sin , K cos and K tail in Eq. (17) are analyzed as follows:
(i) K sin , K cos and K tail signify the impacts forced on a critical machine that comes from all the machines in the system although P eiRM is derived from only two machines. To be specific, K sin , K cos or K tail consists of the rotor angles of all machines in the system, as in Eq. (17) (the readers may also refer the Section XI in Ref. [26] to get a deep understanding about this individual-machine thinking).
(ii) For power system transient stability analysis, a commonly used simplification for post-fault trajectory calculation is that all δ im and δ RMn are constants. By applying this simplification, K sin , K cos and K tail would also be constants, and the Kimbark curve of an RM-based critical machine would become an ideal sinusoidal curve.
(iii) The simplification of (ii) is based on the ideal assumption when the fault is severe. However, for most actual trajectories when the fault is not severe and the system still remains stable, the rotor motions of machines within both sets would vary (δ im and δ RMn cannot be assumed as constant) irrespective of the dynamic response of machines and loads, which means that K sin , K cos and K tail would be partially effected by the ''nonsinusoidal'' feature incurred by the dynamic response of the system. Thus, the shape of f i can be described as ''quasi-sinusoidal.'' According to the analysis above, the Kimbark curve of a critical machine can be predicted by using the parameter identification of a formula combined with sine and quadratic functions. The sine and quadratic functions are used to describe the sinusoidal and nonsinusoidal features of the Kimbark curve, respectively. Thus, the approximation function can be written as (18) Parameters in (18) can be identified by using the leastsquare approximation, with data in a short sampling window after fault clearing. The equation for parameter identification off qr i is (19) , as shown at the bottom of the next page. In Eq. (19), M should be at least five dimensions. The starting time point for sampling can be set as the fault clearing point, and 10 to 15 samples within a 10-ms interval is appropriate for the identification of H iden . Further, using the identified H iden , the Kimbark curve being expressed with f qr i becomes predictable. Notice that all parameters for the predictions of the Kimbark curve, i.e.,f i inf mea andθ i in M, are local information of the two real machines in the system, i.e., Machine i and the RM. This also indicates that the prediction of the Kimbark curve of an RM-based critical machine is independent of the transient information of other machines.
Because the dominant feature of the Kimbark curve of the machine is sinusoidal, the sinusoidal function is still an alternative approach for approximating the Kimbark curve of the machine. The ideal sinusoidal expressionf sin i can be denoted asf
The
In fact, the predictability of the Kimbark curve of an RM-reference-based critical machine is not a coincidence. Following the individual-machine thinking [25] , [26] , for an RM-reference-based critical machine, complicated interactions among all machines in n-dimensional space are split into those in a two-dimensional space (an IRMS is formed by two real machines). Therefore, the complexity of the stability analysis can be greatly simplified by reducing the dimensions of problem solving, making the Kimbark curve of a critical machine regular and predictable.
B. TYPICAL TYPES OF KIMBARK CURVES OF CRITICAL MACHINES
From numerous simulations, if a critical machine is stable during the first swing, the Kimbark curve might ''bend down'' or ''bend up'' in the first swing. After that, the curve might turn upward or turn downward during the second swing, as shown in Fig. 8 .
With the increase of the fault clearing time, the corresponding Kimbark curves can also be classified into four types, as shown in Fig. 8 . Detailed simulations are shown in Figs. 9 through 12. The actual simulated Kimbark curves are drawn by solid lines with arrows denoting actual simulated trajectories.
For Figs. 9 through 12, common features of all types of actual simulated Kimbark curves are as described below. (i) The nonsinusoidal feature of the Kimbark curve is reflected when a critical machine is stable.
(ii) The sinusoidal feature gradually dominates with the increase of the fault clearing time. The more severe the fault, the closer the Kimbark curve becomes to an ideal sinusoidal curve. This is also in accordance with the analysis in Section A.
(iii) All types of curves intersect with the zero horizontal line when a critical machine goes unstable. The intersection point is the time-domain simulated DLP of the machine. are both very close to the actual Kimbark curve when a critical machine becomes unstable because the actual curve is very close to an ideal sinusoidal when the fault is severe, as analyzed in Section A.
(iv) Comparisons betweenf sin i andf qr i are uncertain when a critical machine is critical stable or critical unstable, yet the approximation error is very slight.
Tf mea 
C. CATEGORIES OF PREDICTED KIMBARK CURVES AND PREDICTED DLP
For Figs. 9 through 12, according to the occurrence of the intersection point between the predicted Kimbark curve and zero horizontal line, i.e., the predicted DLP (PDLP), the predictions of Kimbark curves can be categorized into four types as follows.
A-1:f qr i andf sin i both intersect with the zero horizontal line (Fig. 9(c, d) , Fig. 10(a-d) , Fig. 11(c, d) , Fig. 12(d) ).
A-2: Onlyf qr i intersects with the zero horizontal line (Fig. 12(b, c) ).
A-3: Onlyf sin i intersects with the zero-horizontal line ( Fig. 9(a, b) , Fig. 11(b) ). Fig. 11(a), Fig.12(a) ).
Demonstrations of the four types of predicted Kimbark curves are shown in Fig. 13 .
Following the different types of predicted Kimbark curves, the occurrence of the predicted DLP (PDLP) is defined as follows.
PDLP of A-1: PDLP is defined as the intersection point betweenf 
V. STABILITY MEASURES A. MARGIN EVALUATION OF A CRITICAL MACHINE USING THE PREDICTED KIMBARK CURVE
Based on the categories of the predicted Kimbark curves as analyzed in Section IV, in this section, the principle of the computation of the stability margin of a critical machine is demonstrated. Samples for the prediction of the Kimbark curve are obtained first from a sampling window after fault clearing, as shown in Fig. 14 . From Fig. 14 , the predicted deceleration area can be expressed as
where A (pred) DECi is the predicted deceleration area Based on the predicted Kimbark curve, the stability margin of a critical machine is defined as
In Eq. (22), η i > 0 means that the critical machine is stable, η i < 0 indicates that the critical machine goes unstable, and η i = 0 means that the critical machine is critical stable.
From Eq. (22), the computation of η i strongly relies on the predicted Kimbark curve and PDLP, as analyzed in Section IV C. The corresponding computations of the A 
c) Stability Measure of A-4 A (pred)
The computations of A
(pred)
DECi are already demonstrated in the previous Fig. 13 .
B. STABILITY MEASURES OF THE SYSTEM
The stability margin of the system using the proposed method is defined to be the same as that in the CIMEAC method as stated in Section II B. However, the two differences between the CIMEAC method and the proposed method when computing the stability margin are summarized here:
(i) The references of the system between the two methods are different. For the CIMEAC method, η i is computed in the COI reference. Comparatively, for the proposed method, η i is computed in the RM reference.
(ii) The formations of the Kimbark curves between the two methods are different. For the CIMEAC method, η i is computed in a ''machine-by-machine'' manner because the Kimbark curve of each critical machine should be obtained via time-domain simulations. Comparatively, for the proposed method, the Kimbark curve of a critical machine is obtained via predictions rather than time-domain simulations.
From the analysis above, using the proposed method, all η i of the critical machines in η sys are obtained simultaneously when the sampling is over, as shown in Fig. 14 . This reveals that the computation of η sys using the proposed method can be faster than that using the IMEAC method.
VI. IDENTIFICATION OF CRITICAL MACHINES A. SMALL-SCALE SYSTEM CASE
Identification of the critical machines is the primary work of the IMEAC method for TSA [25] . To filter those critical VOLUME 7, 2019 machines in the RM reference in a small-scale system, the following key characteristics of a critical machine are utilized after fault clearing:
(i)ω i of a critical machine is much higher than that of a non-critical machine at the fault clearing point.
(ii) The Kimbark curve of a critical machine has a clear ''accelerating-decelerating'' characteristic after the fault occurs.
Based on the analysis above, detailed procedures of the selection of critical machines in the RM reference are as shown below
Step 1 The RM is selected after fault clearing, as analyzed in Section III B.
Step 2ω i of a candidate critical machine should satisfȳ
In Eq. (26),ω cthr is set as a threshold for selecting candidate critical machines.ω cthr is given as 0.005 p.u. based on numerous simulations. Machines that satisfy Eq. (26) can be preserved in the candidate set temp .
Step 3 The candidate machine in temp whose Kimbark curve shows a clear ''accelerating-decelerating'' characteristic is defined as a real critical machine and it can be preserved in the final critical machine set c .
B. LARGE-SCALE SYSTEM CASE
Similar to the mechanism of the selection of the RM in a large-scale system, candidate critical machines in a largescale system can also be empirically selected as the machines that are close to the fault location. Because the electric distance can be computed offline in advance, both the RM and candidate critical machines can be selected immediately once a fault occurs without computing COI. Detailed procedures of selecting critical machines in a large-scale system are shown below:
Step 1 The RM is selected once a fault occurs, as analyzed in Section III B.
Step 2 Machines that are close to the fault location are selected as candidate machines, and these candidates satisfy: (27) where Z i,fault the transfer impedance between Machine i and the fault location λ distance coefficient, λ < 1. Machines that satisfy Eq. (27) can be preserved in the candidate set temp .
Step 3 This step is the same as that in a small-scale system case.
From the analysis above, the key difference between the small-scale system case and the large-scale system case is that the selections of both the RM and critical machines in a large-scale system can be based on the electric distance without computing COI. Since the RM and critical machines can be confirmed using the offline-computed electric distance once a fault occurs, the proposed method is a genuine nonglobal method for the TSA of a large-scale system.
VII. PROCEDURES OF THE PROPOSED METHOD IN THE TRANSIENT STABILITY ANALYSIS A. APPLICATION OF THE PROPOSED METHOD IN TSA
Detailed procedures of the proposed method in TSA are outlined below.
Step 1 The RM is first selected at fault clearing. The selection of the RM depends on the scale of the system, as analyzed in Section III.
Step 2 The candidate critical machines are selected at fault clearing, and temp is formed. The selection also depends on the scale of the system, as analyzed in Section VI.
Step 3 After fault clearing, the Kimbark curve of each candidate critical machine is predicted byf qr i andf sin i in the sampling window.
Step 4 When the sampling is over, the candidates in temp with clear ''accelerating-decelerating'' characteristics of their Kimbark curves are defined as real critical machines, and they are preserved in c .
Step 5 For each critical machine in c , η i is calculated.
Step 6 η sys is obtained with the η i of all critical machines.
B. APPLICATION OF THE PROPOSED METHOD IN CCT COMPUTATION
Following the analysis in Ref. [26] , the procedures of the CCT computation using the proposed method are outlined as follows.
Step 1: For the first rounds of iterations with the system being stable, the RM is identified as analyzed in Section III, and it is used in the following iterations.
Step 2: For the first rounds of iterations with the system being stable, MDM is identified by finding the minimum η i among all stable critical machines in the system.
Step 3:Once MDM is identified, only MDM is monitored in the following iterations.
Step 4: If η MDM > 0 when the fault clearing time is t u and η MDM < 0 when the fault clearing time is t u + t, then t u is set as the CCT of the system.
In fact, the two differences between the procedures in this paper and that in Ref. [26] are (i) COI is replaced with the RM in the proposed method and that (ii) the computations of η i and η MDM are based on the predictions rather than timedomain simulations in the proposed method.
VIII. CASE STUDY OF A SMALL-SCALE SYSTEM A. ALL-CRITICAL-MACHINES MONITORING
Comparisons between the CIMEAC method and the proposed method in transient stability analysis are provided in this section. The proposed method is first tested on the small-scale system TS-1 [25] . The fault is set as [TS-1, bus-2, 0.430s].
At the fault clearing point, the S i of all machines in the system are as shown in Table 1 .
From Table 1 , at the fault clearing point, Machine 31 is selected as the RM with the minimum S i . Meanwhile, Machines 37, 38 and 39 are selected as candidate critical machines following Eq. (26), and they are preserved in temp . Notice that the S i values of critical machines are much higher than those of noncritical machines. Further, the system engineer only monitors IMTs of these critical machines in parallel. Under this circumstance, the stability state of the system is evaluated via four real machines (Machines 37, 38, 39 and 31) in the system, as shown in Fig. 15 . Demonstration of the monitoring of critical machines in the RM reference is shown in Fig. 16 .
After fault clearing, the sampling window is set as 100 ms. At 0.530 s, when the sampling is over, the predicted Kimbark curves of critical machines in the RM reference are as shown in Fig. 17 . At this step, Machines 37, 38 and 39 are finally confirmed as real critical machines, and they are preserved in c . The margins of critical machines are shown in Table 2 .
From Fig. 17 , the predicted Kimbark curve of the critical machines can well approximate the actual timedomain simulations. Based on the predicted Kimbark curve, the stability margins of all the critical machines are obtained simultaneously at 0.530 s. From Table 2 , Machines 37 and 38 with negative margins are judged to go unstable. Following the unity principle [25] , the system is also judged to go unstable. Further, η sys is given as [−0.10, −0.89, 0.25].
From the analysis above, during the entire post-fault period, the information of all machines in the system is required only at the fault clearing point. This is because for the small-scale system, the selection of the RM still relies on the computation of COI at this step, as analyzed in Section III. After that, the stability evaluation of η i and η sys are fully based on the local information of only four machines in the system. In addition, compared with the case as in [25] in which η sys is obtained at 0.776 s using the CIMEAC method, the computation of η sys using the proposed method is 0.246 s in advance because η i is computed via predictions rather than time-domain simulations. 
B. NOT-ALL-CRITICAL-MACHINES MONITORING
The simulation case above is extended to a partial observation environment. That is, the rotor angles of some machines cannot be measured, or PMU is not installed at the terminal buses of these machines. Assume Machines 37 and 31 are ''unobservable'' to the system engineer in this simulation case. Notice that Machines 37 and 31 are the previous critical machine and previous RM, respectively. This case is quite close to an actual industrial environment.
Under this ''partial monitoring'' environment, the system engineer faces a problem that the transient information of two machines in the system are totally not acquirable. Hence, the computation of the COI can only be based on eight machines and the obtained COI also becomes ''partial.'' Using the transient information of eight machines in the system, Machine 30 is selected as the RM at the fault clearing point.
The IMTs of critical machines using Machine 30 as reference are shown in Fig. 18 . The Kimbark curves of the two observable critical machines in the new reference are shown in Fig. 19 . The margins of critical machines are shown in Table 3 .
From Figs. 18 and 19, using Machine 30 as reference at the fault clearing point, Machines 38 and 39 still can be evaluated to go unstable. However, because the RM is changed in this case, the predicted Kimbark curves and corresponding calculated margins of the two critical machines are different from those in Section A, as shown in Table 3 . η not is calculated as [N/A, −0.551, 7.870].
From the analysis above, under this incomplete monitoring environment, the system still can be judged as unstable following the unity principle, even though a critical machine (Machine 37) and the real RM (Machine 31) of the system cannot be monitored. This fully shows the robustness of the proposed method in TSA. 
C. PREDICTIONS OF KIMBARK CURVES UNDER THE EXTREME WELL STABLE CASE
An extremely well stable case is designed to test the efficiency of the prediction technique of the Kimbark curve as analyzed in Section IV. The fault is set as [TS-1, bus-4, 0.030s]. The RM is selected as Machine 31 at the fault clearing point. The system trajectory in the RM reference is shown in Fig. 20 . The Kimbark curve of Machine 37 with the highestω i is shown in Fig. 21 . From Fig. 20 , the IMTs of all machines in the system vary quite slightly in this well stable case because the fault is slight. Theoretically, Machine 37 is not a critical machine becauseω 37 is only 0.001 p.u. at the fault clearing point. However, both the quasi-sinusoidal feature and ''acceleratingdecelerating'' characteristic of the actual Kimbark curve of Machine 37 are preserved in this well stable case. The reason is thatω 37 is still several times larger than the rotor speed difference of other machines even thoughω 37 is very low. Therefore, the Kimbark curve of Machine 37 still can be predicted viaf qr 37 andf sin 37 in the well stable case, which shows the effectiveness of the prediction technique as in Section IV.
IX. APPLICATION OF THE PROPOSED METHOD IN CCT COMPUTATION A. A TUTORIAL
A simulation case is provided to demonstrate the computation of CCT using the proposed method. The CCT for the fault [TS-1, bus-19] is 0.21 s according to the timedomain simulation. The critically stable and critically unstable system trajectories in the RM reference are shown in Figs. 22 (a) and (b) , respectively. The step is set as 0.01 s in this case.
From Fig. 22 , under the RM reference, the critical stability of Machine 34 fully determines the critical stability of the system. The variance of the stability margin of critical machines with different fault clearing times is shown in Table 4 .
From Table 4 , after the first few rounds of iterations, it is quite clear that Machine 34 should be set as the MDM because η 34 is the minimum among all critical machines. Notice that the RM is always defined as Machine 38 with the increase of the fault clearing time. Therefore, once Machine 34 is selected as the MDM, the system operator may only monitor ''two'' machines, i.e., Machines 34 and 38 in the following process. In addition, it can be found that the approximation type of Machine 34 is changed from A-4 to A-3 when CT is 0.22 s, while the approximation type of Machine 39 is changed from A-3 to A-1 when CT is 0.23 s. This is because the actual Kimbark curve of a critical machine may vary with the increase of fault clearing time, causing the corresponding changes of the predicted Kimbark curve.
From Table 4 , the CCT of Machine 34 is computed as 0.22 s with 0.01 s error compared with time-domain simulations. Such error is caused by the prediction error of the Kimbark curve. In fact, although error may exist in CCT computation, the merit of using the proposed method is that the time cost is greatly reduced compared with the CIMEAC method because the Kimbark curve is based on a prediction in the proposed method rather than time-domain simulations. For instance, for the case [TS-1, bus-19, 0.23s], the critical instability of the system is confirmed at 0.33 s and 0.77 s when using the proposed method and the CIMEAC method [26] , respectively. This indicates that the computation efficiency using the proposed method is twice that of using the CIMEAC method in CCT computation. Such effectiveness may greatly benefit the analysis of large-scale systems.
B. COMPUTATION OF CCT WITH DIFFERENT FAULT LOCATIONS
Different fault locations are simulated in TS-1 and TS-2 to test the effectiveness of the proposed method. The test results are shown in Table 5 .
From Table 5 , one can find that the RM varies with the changes of fault locations. In addition, the proposed method with prediction of the Kimbark curve shows high accuracy in identifying CCT. The tiny error is generally caused by prediction errors of the Kimbark curves. If prediction of the Kimbark curve is not applied, the evaluated CCT using the proposed method would be precisely identical to the timedomain simulations. This also reveals the effectiveness of the proposed method in CCT computation. 
X. APPLICATION OF THE PROPOSED METHOD IN THE IDENTIFICATION OF INTERAREA INSTABILITY A. TEST BED
In this section, identification of the interarea instability using proposed method is demonstrated based on a large-scale interconnected system. The TS-3 is a practical 2766-bus, 146-unit interconnected system. Detailed parameters of the system are shown in Ref. [26] . The geographical layout of the interconnected system is shown in Fig. 23 . The fault location is set at 90% of Line LIAOC_TANZ, which is close to TANZ. A three-phase short-circuit event occurs at 0.00 s, and it is cleared at 0.22 s (CCT is 0.16 s). The simulated rotor angles of the interconnected system in the synchronous reference are shown in Fig. 24 . From the figure, all machines in SYSTEM_LC accelerate with respect to SYSTEM_SD after the fault is cleared. Therefore, the separation mode of the interconnected system is a typical interarea instability mode.
B. IDENTIFICATION OF INTER-AREA INSTABILITY USING THE PROPOSED METHOD
The simulation case in this section is a typical large-scalesystem case. Following the analysis in Section VI A, at the fault clearing point, all machines in SYSTEM_LC close to the fault location are defined as candidate critical machines in temp . In addition, Gen. #LZ in SYSTEM_SD, which is quite remote from the fault location, is selected as the RM, as shown in Fig. 23 (a) . Notice that the selections of the RM and critical machines in this simulation case are fully based on the offline computed electric distances without computing COI, as analyzed in Section VI.
Using RM as reference, IMTs of all critical machines in SYSTEM_LC are shown in Fig. 25 parallel. When the sampling is over, all of these candidates are identified as real critical machines, and they are preserved in c . Further, all the critical machines are evaluated to go unstable, and thus interarea instability between SYSTEM_LC and SYSTEM_SD is identified at 0.33 s, which is 0.74 s faster than that using CIMEAC method [26] . The reason is that the interarea instability is identified via predicted Kimbark curves rather than time-domain simulations. Moreover, compared with Ref. [26] in which interarea instability is identified via transient information of all machines (146 machines) in the system, the interarea instability in this simulation case is calculated with the transient information of only 9 machines after fault clearing without any equivalence, simplification or group aggregations of machines. This fully shows the nonglobal advantage of the proposed method in TSA.
C. NOT-ALL-CRITICAL-MACHINES MONITORING
We further assume that a few critical machines in SYSTEM_LC, i.e., Gen. #CP and Gen. #LC2 are ''unobservable'' because PMU and rotor-angle measurements are not equipped in these machines. Under this circumstance, theoretically the interarea instability cannot be identified. However, since six machines in SYSTEM_LC and RM in SYSTEM_SD can be monitored, the system engineer still can confirm that most machines in SYSTEM_LC are evaluated as having become unstable. Therefore, the system engineer can comprehend that SYSTEM_LC is severely disturbed and that interarea instability is very likely to occur. Later, proactive controlling actions may be enforced in SYSTEM_LC. It is worth emphasizing again that the analysis above is based on online transient information of only seven machines in the system without computing COI.
XI. FURTHER DISCUSSION OF THE RM A. OBSERVE THE RM IN THE COI REFERENCE
To further illustrate the concept of the RM in this paper, we re-observe the motion of the RM in the COI reference, which may help readers understand the RM from a distinctive angle. From the analysis in Section III, because the RM is selected as the machine whose motion is the closest to the virtual COI machine, both θ RM andω RM would be quite small if we observe the motion of the RM in the COI reference. This also reveals that the RM is definitely a non-critical machine in COI reference. Therefore, the selection of RM in synchronous reference is fully identical to the selection of a non-critical machine in the COI reference. Demonstrations of the IMT of the RM in synchronous reference and that in COI reference are shown in Figs. 27 (b) and (c), respectively.
We retrospect the previous CIMEAC method in Refs. [25] , [26] . It is well known that the primary work of the CIMEAC method is the identification of the critical machines after fault clearing. In other words, the CIMEAC method ignores identification of non-critical machines because non-critical machines are majorities and they hardly separate from the system. Therefore, compared with the complicated selections of a very few critical machines from all machines in the system after fault clearing, the selection of the RM is quite flexible during the post-fault period. In fact, any machine can be set as RM as long as it is a non-critical machine in the COI reference. In other words, the RM can be chosen as any machine that satisfy
In Eq. (28), S cthr is the predefined threshold of S i . S cthr can be empirically set as 0.2 in a small-scale system.
Eq. (28) can be seen as the replacement of Eq. (9) . The equation shows that any machine with a low S i can be set as the RM. Demonstration about the system trajectories using different machines as references is shown in Fig. 28 . The simulation case is the same as that in Section III A. Machine 35 is the real RM is this case. From Fig. 28 , Machines 30 and 32 are non-critical machines in the COI reference. Since the motions of the two machines are quite similar to that of the real RM, i.e., Machine 35 in this simulation case, the system trajectories under different machine references are also quite similar. Therefore, any machine can be set as RM as long as the motion of this machine is close to that of the virtual COI machine even though it might not be the ''closest'' one. In other words, any machine can be set as RM as long as the machine is a non-critical machine in the COI reference. This fully reveals that the selection of RM is quite robust when using the proposed method in TSA.
For the simulation cases of some very small-scale systems, it is worth pointing out that all machines in the system might be identified as critical machines in the COI reference. Under this circumstance, the RM is also a critical machine with relatively high θ RM andω RM that separate from COI, even though the RM is the ''closest'' one to the virtual COI machine among all machines in the system. However, notice that the RM still can be used as the reference of the system in this special situation. A tutorial small-scale system case is shown in Fig. 29 .
From Fig. 29(b) , in this simulation case, all machines in the system are critical machines in the COI reference, which is different from the case as in Fig. 28 . Since Machine 1 is the closet to the virtual COI machine, Machine 1 is set as the RM. In fact, although both θ 1 andω 1 are quite large and Machine 1 is a critical machine in the COI reference, there is no problem for setting Machine 1 as the reference of the system. For instance, from Fig. 29(c) , it can be found that Machines 2 and 3 goes unstable in the RM reference, and thus the system can be evaluated to go unstable following unity principle [25] . This fully reveals that COI can be removed from TSA.
B. THE MECHANISM ABOUT THE SETTINGS OF RM
From Section A, it can be found that any individual machine can be set as the ''reference'' of the system to monitor the separation among machines, no matter the machine is severely disturbed or not. To be specific, if a machine separates from RM (it is emphasized again that it does not matter whether RM is a severely disturbed machine), the machine would become a critical machine and go unstable in RM reference; If a machine fluctuates slightly around RM, the machine is a non-critical machine in the RM reference and maintains synchronism with the system. In this manner trajectory separation among machines can be observed. From analysis above, if we select a severely disturbed machine as the RM, it is certain that a not-severely-disturbed machine would be a ''critical machine'' in the RM reference, and vice visa. A demonstration of the setting of RM is shown in Fig. 30 . The simulation case is [TS-1, bus-34, 0.202s].
From Fig. 30 , when using Machine 35 as the RM, Machine 34 is a critical machine and the system can be evaluated to go unstable as IMT 34 goes infinite with time. Comparatively, when using Machine 34 as the RM, all the other nine machines become critical machines and the system still can be evaluated to go unstable under this circumstance, because the IMTs of all the other nine machines go infinite with time. Therefore, ''critical machine'' is a relative concept in the transient stability analysis, which relies on the definition of the reference of the system. However, this leads to a question: why we set the machine that is close to the virtual COI machine (i.e., a non-critical machine in the COI reference) to be the RM in the proposed method?
From the viewpoint of the system engineers, the primary objective of the transient stability control after fault clearing is to bring most machines back to ''synchronism''. Under this circumstance, the virtual COI machine, which can be seen as the equivalent motion of all machines in the system, is certainly an appropriate reference for the transient stability control. Therefore, if the motion of a machine is very close to that of the virtual COI machine, the machine can be seen as the replacement of the COI and then it can be set as the RM.
C. ILL-POSED PHENOMENON OF RM
In Ref. [21] , Stanton pointed out that transient stability of the system may show ''ill-posed phenomenon'' in certain simulation cases. An ill posed phenomenon is defined as one in which small changes in dependent parameters produce large changes in the resulting response [21] . This is because transient stability of the system may show strong nonlinear characteristics and is inherently difficult to be treated mathematically.
As an unavoidable feature of the transient stability, the illposed phenomenon may also occur in the definition of the RM in the TSA of large-scale system. Two possible cases are shown below Case 1: RM is a non-critical machine in the COI reference and also the closet one to the virtual COI machine at first. Later, the RM is kept as a non-critical machine, but it is no longer the closest one to the virtual COI machine.
Case 2: The RM is a non-critical machine in the COI reference and also the closet one to the virtual COI machine at first. Later, the RM becomes an unstable critical machine.
From the descriptions above, Case 2 is more severe than Case 1 (yet notice that the occurrence probability of Case-2 is very low). For Case 1, the preselected RM still can be kept as the reference of the system as analyzed in Section B. For Case-2, the system engineer may select another machine as a backup in TSA.
XII. PHYSICAL NATURE OF THE TRAJECTORY STABILITY
In this section, the COIs in IEEAC method are named as COI-A and COI-S, respectively. The COI in CIMEAC method is named as COI-SYSTEM for distinction.
The transient stability of the system should be explicitly expressed as the transient stability of the ''system trajectory'' [25] . If a system becomes unstable, the trajectory separation of the machines is certain to occur along the time horizon. Further, if a system engineer wants to monitor the transient stability of the system, he has to set a ''reference'' to observe the separation among machines. That is, if the trajectory of an ''object'', i.e., a virtual COI machine or a real machine finally separates from the reference, then the instability of the multimachine system can be observed.
Trajectory-based hybrid methods, such as the IEEAC method, CIMEAC method and the proposed method aim to find flexible ways to describe such trajectory separations between the object and the reference. However, the essential differences among them are the settings of the object and the reference. Tutorial comparisons among the three methods are shown in Figs. 31 through 33 . The simulation case for the comparisons is [TS-1, bus-21, 0.370s].
Detailed analysis of the three methods is presented below.
A. IEEAC METHOD
In the IEEAC method, the severely disturbed machines (Machines 33-36) form Group-A, while the not-severelydisturbed machines (the rest of the machines) form Group-S. The COI-A and the COI-S can be seen as the equivalent motions of Group-A and Group-S, respectively. The virtual COI-A machine and virtual COI-S machine also form a two-machine system. Using the virtual COI-S machine as reference, the system engineer monitors the IMT of the OMIB system (δ OMIB = δ COI−A − δ COI−S ). Notice that the IMT can be seen as the relative motion of the two virtual COI machines. The IMT going infinite would indicate that Group-A separates from Group-S, and the trajectory separation of the system can be observed.
B. CIMEAC METHOD
In the CIMEAC method, the COI-SYSTEM is the equivalent motion of all machines and it is set as the reference of the system. Each individual machine and the virtual COI-SYSTEM machine form an IVCS. Using virtual COI-SYSTEM machine as reference, the system engineer monitors the IMTs of Machines 33-36 (θ i = δ i − δ COI−SYSTEM ). The IMTs of the four machines going infinite reveal that Machines 33-36 separate from the system.
C. PROPOSED METHOD
In the proposed method, a real machine is set as the reference of the system without using COI. Each individual machine and the RM form an IRMS. Using RM as reference, the system engineer monitors the IMTs of Machines 33-36 (θ i = δ i − δ RM ). Further, the IMTs of the four critical machines go infinite and the rest of the machines maintain synchronism with RM, thus the trajectory separation of the system can be observed.
Comparisons among the three methods are shown in Table 6 . From Table 6 , intuitively speaking, IEEAC method depicts the system separation using only one pair of virtual COI machines. Comparatively, the CIMEAC method depicts the system separation through multi pairs of machines, and each pair is formed by an individual machine and the virtual COI-SYSTEM machine. Based on the previous CIMEAC method, the proposed method only changes the reference of the system from the virtual COI-SYSTEM machine to the RM. In this way the pair in the proposed method is formed by two real machines. In fact, for the three methods, EAC is just used as a tool in the power-angle space to evaluate the stability of a pair of machines. The pair can be formed by two virtual COI machines, two real machines or combinations.
XIII. CONCLUSIONS
This paper proposes a genuine nonglobal hybrid direct-timedomain method. The virtual COI machine in the CIMEAC method is essentially replaced with the RM. Based on this replacement, transient stability analysis of a multimachine system is transformed into that of a few machines without any equivalence, simplification or group aggregations in TSA. Specially, an engineer can only monitor the stability state of two machines, i.e., the MDM and RM in the CCT computation, which is effective for capturing the critical stability state of the system. It is proved that the Kimbark curve of the RMbased critical machine has a distinctive quasi-sinusoidal characteristic, and the predictability of the Kimbark curve also reduces the time cost of the stability evaluation in TSA and CCT computation. Simulation results show that the proposed method can be applied in the industrial partially observable monitoring environment. The method can also be used for identification of the interarea instability using the transient information of only a few machines in large-scale systems.
Further work is planned to focus on fundamental theories and multi-swing stability judgment with the proposed method.
