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Progress in testing fundamental physics relies on our ability to measure exceedingly small physical
quantities. Using a 40Ca+ trapped ion system as an example we show that an exceedingly weak
synthetic magnetic field (at the scale of 10−19 T) can be measured with current technology. This
improved sensitivity can be used to test the effects of spin coupling that affect the equivalence
principle and, if present, may impact the performance of the proposed entangled optical clocks
arrays.
Introduction.— Advances in our ability to manipulate
and control light and matter interactions enabled experi-
mental demonstrations of the counterintuitive properties
of quantum mechanics. Today they form the basis of the
emergent quantum technologies and the concomitant im-
provements in metrology facilitate novel tests of the fun-
damental physics [1–3]. For example, some of the most
sensitive methods of measuring magnetic fields are based
on interactions of light with atomic vapor [3]. These op-
tical magnetometers are used for practical measurements
of magnetic fields and also for tests of monopole-dipole
couplings, searches for dark matter and Lorentz-violating
interactions [2, 3].
Weak values, originally introduced as a “new kind of
value for a quantum variable” [4–7] have recently ad-
vanced from the discussions of quantum foundations to
practical metrology [8–10]. A large weak value essen-
tially amplifies a signal and allows a sensitive estimation
of small evolution parameters. This weak value amplifi-
cation (WVA) comes at a cost, namely a decreased suc-
cess probability that may erase any gains arising from
the amplification [9]. Nevertheless, a judicious use of the
advantages of this method can offer robustness against
various types of noise, (e.g., thermal dissipation, damp-
ing and 1/f noise), allowing for a significant improvement
in the sensitivity of the measured signal with “relatively
modest” [9] experimental resources.
Using a 40Ca+ ion trapped in a linear Paul trap with
the internal (electronic) spin degree of freedom as a sen-
sor, we present two systematic ways to leverage the ad-
vantages of the WVA for its use in metrology. The small
effect of the internal spin coupling to the weak magnetic
field (actual or effective) is amplified and stored in the
vibrational mode of the trapped ion and can be read out
with ease. First, by using dynamical decoupling schemes
to combat decoherence, while preserving the amplifica-
tion, the effect of noise on the spin can be sufficiently
mitigated. Second, we employ a quantum flywheel, that
was originally proposed as a device for extracting work
from a quantum heat engine [11] to accumulate the gener-
ated signal. Even with a non-optimal proof-of-the princi-
ple implementation of these procedures, our simulations
show improvements that allow us to perform enhanced
tests of fundamental physics with existing technology.
We begin by introducing spin-gravity coupling as a con-
crete example of such a test and comment on the strength
and potential effects of various terms. Then we introduce
our WVA protocol and discuss the simulation of a real-
istic experiment to detect an exceedingly weak synthetic
magnetic field and present our conclusions.
Spin-Gravity Coupling.— Laws of gravity and espe-
cially the equivalence principle(s) are among the old-
est targets of continuously improving precision tests
[2, 3, 12–15]. The Einstein equivalence principle (EEP)
is the foundation of general relativity (GR) and all other
metric theories of gravity [12–14]. We leave aside the
question of if and how the EEP is violated/modified by
quantum mechanics in the absence of exotic interactions
[16–19].
Instead we take a pragmatic approach of the effective
field theory. The action S for the fermionic sector of
the gravitationally coupled the standard model extension
(SME) [20, 21], S = SG+SLV +Sψ, is comprised of three
terms. The term SG is the standard Einstein-Hilbert
action, possibly supplemented by additional curvature-
dependent terms such as those of f(R) theories. The
term SLV governs the dynamics of the coefficient fields
causing Lorentz violation. The fermionic term is derived
from the Lagrangian density
Lψ = 12 ieµa ψ¯Γa
←→
D µψ − ψ¯Mψ. (1)
Here eµa are the tetrad vectors the covariant derivative
acts on the fermion field as
Dµψ := ∂µψ +
1
4 iω
ab
µ σabψ, (2)
the spin-connection ωabµ may depend on torsion [22],
σab :=
i
2 [γa, γb], and the standard Dirac matrices γ
a and
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2the mass m are the first terms in the expression Γa and
M , respectively. Both Γa and M also include a variety
of possible exotic terms.
The Hamiltonian.— The benchmark for identifica-
tion of the new physical effects is provided by a non-
relativistic limit of the Dirac equation on curved back-
ground.The action Sψ where that involves only the stan-
dard GR coupling results in [23, 24]
(i~γµDµ −mc)ψ = 0, (3)
where γµ := eµaγ
a, the connection in Dµ is metric-
compatible and we explicitly track ~, G and c. If one
considers energy levels of a bound non-relativistic sys-
tem on Earth the new physics should appear as small
effects that cannot be extracted from Eq. (3).
The leading terms of the resulting Hamiltonian of a
free spin- 12 particle that take into account the effects of
rotation of the reference frame with angular velocity ~ω
and acceleration ~a (or a uniform gravitational field) can
be represented as
H = Hcl +Hrel +Hσ +Hext. (4)
The first three terms on the right hand side are obtained
by performing the standard Foldy-Wouthuysen transfor-
mation and taking the non-relativistic limit [24]. The
term
Hcl =
~p 2
2m
+m~a · ~x− ~ω · L, (5)
where we removed the rest mass, represents the Hamil-
tonian of a free non-relativistic particle in a non-inertial
frame. The term Hrel describes the higher-order rela-
tivistic corrections that do not involve spin. The leading
spin-dependent terms
Hσ = − 12~~ω · ~σ +
~
4mc2
~σ · (~a× ~p), (6)
where ~σ are the Pauli matrices, are due to Mashhoon [25]
and Hehl and Ni [24].
Finally, the term
Hext =
~k
2c
~a · ~σ (7)
represents the unconventional spin-acceleration (or spin-
gravity) coupling. It is a limiting form of the simplest
phenomenological addition to the Dirac equation that
breaks the equivalence principle and parity invariance
[26–28]. We refer to it as the Peres term. For the value
k = 1 it results from the Eriksen and Kolsrund ver-
sion [29] of the Foldy-Wouthuysen transformation [30].
Since the resulting Hamiltonian is not invariant under
the standard non-relativistic parity transformation this
term is likely a mathematical artefact. However, Eq. (7)
arises in the non-relativistic limit of various gravitational
SMEs. For example, in the Moody-Wilczek-Dobrescu-
Mocioiu formalism [2, 31, 32] this is the limiting form
of the monopole-dipole potential V9,10(r) that is gener-
ated by a light pseudoscalar filed with the effective range
exceeding the radius of the Earth.
Strength Estimates.— The spin-dependent terms are
small under normal conditions. On the Earth surface
~g/c = 2.15× 10−23 eV, which is equivalent to the effec-
tive magnetic field of 3.7 × 10−19 T. This is still several
orders of magnitude below the peak sensitivity of the
optical magnetometery [3]. The Mashhoon term is sig-
nificantly larger than the Peres term with k = 1, since
ωc/g = 2.22× 103. The Mashhoon term is about an or-
der of magnitude stronger onboard of the satellites that
are planned, e.g., to carry entangled optical clocks aim-
ing to establish the next level of precision and stability of
10−18−10−20 [33]. In searches for the direct spin-gravity
coupling of Eq. (7) effect of rotation is approximately
cancelled by having the spin to precess about an axis
nearly parallel (or antiparallel) to that of the Earth’s ro-
tation [34], and the residual phase is removed during the
data post-processing [34, 35].
This synthetic Zeeman effect will be manifest as a small
perturbation on the optical clock levels. The working
transition frequencies correspond to 0.5− 2.5 eV energy
gap and are established with a fractional uncertainty
δν/ν that is within the range 0.6 − 250 × 10−15 [36].
Rotation introduces additional shifts to the energy levels
with non-zero total spin and/or orbital angular momen-
tum of the order of 10−15 eV (and one order of magni-
tude larger for a satellite with an orbiting period of two
hours). The inertial effects are much more serious prob-
lem for the standard atomi clocks that operate on the
hyperfine transition. For example, the basis for the stan-
dard clock hyperfine splitting (in Cs, between F = 4 and
F = 3 hyperfine sublevels of 2S1/2 is 9,192,631,770Hz or
approximately 3.8018× 10−5 eV).
Depending on the particle tested and the experimental
method the limits on k in Eq. (7) range between 10−104
[34, 37–39]. The use of WVA can improve these bounds.
Weak Value Amplification.— The WVA technique de-
rives from the standard von Neumann measurement
procedure similarly to the construction of the positive
operator-valued measure, but specifically adapted to
small values of the measured quantities [4, 8, 9, 40, 41].
The technique proceeds by coupling the quantum system
with the measurement apparatus via a generic interac-
tion Hamiltonian of the form H = εA ⊗M , where ε is
the coupling, A is the system’s observable to be measured
and the operator M is an operator describing the other
subsystem, often called the “meter”. The quantum sys-
tem S and the meter M are initially in a product state
|Ψi〉 = |si〉 ⊗ |mi〉.
The combined system evolves to
|Ψf 〉 = e−iγA⊗M |Ψi〉 =: U(t)|Ψi〉, (8)
3where γ = εt is assumed to be small.
The evolution is followed by a postselection to the state
|sf 〉 of the system, transforming |Ψi〉 to
|mf 〉 = 〈sf |si〉|mi〉 − iγM〈sf |A|si〉|mi〉 ∝ e−iγAwM |mi〉,
(9)
where Aw = 〈sf |A|si〉/〈sf |si〉 is called the weak value.
This occurs with the probability pf := |〈sf |si〉|2. For
nearly orthogonal states |sf 〉 and |si〉, we see an amplifi-
cation in the M -generated translation in |mi〉, registered
in the so-called “kicked” state |mf 〉. Several experiments
report WVA in the laboratory settings for different phys-
ical system [42–45].
Though WVA is known to outperform conventional
measurements [46] in some cases, it offers an advantage
only if the information discarded in the post-selection is
negligible. Here information is quantified by the Fisher
information (see Appendix C for details) wherein a com-
parison is made between the information available in (a)
the initial system-meter state, (b) the total state after
a successful postselection event |sf 〉 ⊗ |mf 〉 and (c) the
post-selected meter state |mf 〉. We denote the total
quantum Fisher information in the initial state as FT (g).
The quantum Fisher information following post-selection
Fps(g) can be written as Fps(g) = Fm(g)+Fpf (g), where
Fm(g) is the quantum Fisher information available in the
meter state and Fpf (g) is the classical Fisher information
from the post-selection probability distribution [47–50].
The weak coupling regime for WVA is defined as
g|Aw|∆  1 where ∆ is the standard deviation of the
distribution of the initial eigenvalues of M [8, 9]. In
this regime, though there is a loss of statistics, the
discarded data contains less and less information, i.e.,
Fpf /Fps  1. On performing optimal measurement on
the meter the quantum Fisher information obtained from
the meter converges to the total quantum Fisher informa-
tion of an unbiased estimation considering all statistics,
i.e., Fm/FT → 1 up to second order corrections in the
coupling parameter g (see Appendix C for the detailed
derivation) [49]. The inequality above implies that the
amplification |Aw| is constrained to not be too large for
us to operate in the weak coupling regime. This is not
a practical difficulty in our proposal since g  1, as dis-
cussed below.
WVA for trapped ions.— Following recent realizations
of the WVA using atomic systems [51–53], we consider a
40Ca+ ion trapped in a linear Paul trap as our bipartite
system. The Hamiltonian of the internal qubit transition
(taken to the two levels of the S1/2(mJ = ±1/2)) as a
qubit). The vibrational states of the ion are governed by
the first term in the Hamiltonian (Appendix A provides
a summary)
H = ~ωt(a†a+ 1/2) +
~ωe
2
σz +
~g
2c
σz, (10)
where ωt is the corrsponding frequency of the trap and ωe
is the energy difference of the two qubit levels. Note that
FIG. 1. Decoherence, WVA & Magnetometry: In the above
figure, we depict concatanating the interaction unitary U δ
m
with m dynamical decoupling sequences D, which aid in the
removal of noise from the acquired signal. Following the post-
selection in the state |θ↓〉, we rotate the quantum state back
to |↑〉 (say) using fast carrier wave transitions that allow us
to continue collecting signal from the qubit. Such multiple
post-measurement kicks can accumulate on the meter state,
depicted as the lower line in the figure and can be subse-
quently measured.
we do not consider the effects of the Earth rotation, but
focus only on the spin-gravity coupling. We introduce
the corresponding frequency ωg := g/c ≈ 10−8Hz. The
internal qubit degrees of freedom are coupled to the vi-
brational modes through a laser interaction, which after
the usual rotating wave approximation gives the standard
Jaynes-Cummings interaction Hamiltonian
VI = ~λ(e−iδσ+a+ eiδσ−a†), (11)
where σ± are the spin raising and lowering operators and
a is the annihilation operator for the vibrational mode.
Furthermore λ = ηΩ/2, where η is the Lamb-Dicke pa-
rameter, Ω the Rabi frequency of the interacting laser.
We consider a small detuning such that δ = ωgt  1
which allows us to expand the exponential to the first
order as
VI ≈ ~λ[(1− iδ)σ+a+ (1 + iδ)σ−a†]. (12)
We consider typical a value of λ = 0.5 kHz as the param-
eter for our calculation [51, 53, 54].
This Hamiltonian VI generates time evolution which
can be approximated as
U(t) ≈
11∏
m=1
Um(t), (13)
where Um(t) = exp(Cm/m!) is the m
th order product in
the Zassenhaus decomposition [55–57] and the operators
Cm are given in the Appendix B. Unlike the typical appli-
cation of Zassenhaus formula, one of the two terms in VI
is much larger than the other term (we choose t∗ ≈ 6.28
ms such that λt∗ = pi), so we take enough terms to make
sure that there is convergence from the factorial in the de-
nominator of the Zassenhaus approximation (Appendix
B). This produces an effective unitary given by
U(t∗) ≈ e− z2λt∗ωgt∗(σ+a−σ−a†), (14)
4where z ≈ −4.448. The system is initially prepared in
the product state of the qubit in the excited state and the
vibrational mode in the motional ground state, namely
|Ψi〉 = |↑〉S ⊗ |0〉M . On the post-selecting with |θ↓〉 =
cos(θ)|↓〉S + sin(θ)|↑〉S at t∗, we get the effective unitary
acting on the vibrational state, resulting in the coherent
state
|φf 〉 = e z2 t∗λδ∗Awa† |0〉M , (15)
where Aw = 〈θ↓|σ−|↑〉S/〈θ↓| ↑〉S . The weak value ampli-
fication that is associated with δ∗ = ωgt∗ can be inter-
preted as a displacement operator on the vacuum-state
|0〉M generating a coherent state |φf 〉. We note that since
the amplitude of the coherent state is proportional to the
unknown scale k, our method represents a broadband
magnetometer that can detect unknown small magnetic
fields over several orders of magnitude by simply tuning
the weak value strength.
Decoherence & Flywheeling.— The ideal WVA scheme
works on the premise that there is no decoherence in
either system or the meter. Motional heating, laser in-
tensity fluctuations and magnetic field noise are typical
sources of decoherence for trapped ions [58, 59]. Motional
heating is not significant in our proposed set-up, since on
average it produces one phonon per 100 ms. Further-
more, in a cryogenic setting reheating adds one phonon
per 500 ms to the vibrational mode [60, 61].
A 1/f noise that is present over the a band around the
target frequency ωg models a stray magnetic field noise.
This noise produces decoherence that could degrades the
qubit signal, further deteriorating the quality of the post-
measurement meter state proposed in Eq. (15). This
decoherence can be reduced by a concatenation of dy-
namical decoupling sequences applied to the qubit using
carrier wave transitions combined with WVA kicks at the
appropriate time.
As a simple demonstration of this strategy, we con-
sider a Jaynes-Cummings qubit in a thermal bath and ap-
ply dynamical decoupling schemes [62, 63]. Though our
scheme is not optimised for the Jaynes-Cummings model,
we see fidelity of 1 between the target time-evolved state
(without decoherence and dynamical decoupling) and the
real time-evolved state (with decoherence and dynamical
decoupling applied to it) at t∗.
The Husimi-Kano Q-representation function [64, 65] of
the kicked vibrational state at t∗ is presented in Fig. (2).
It is also compared with the protocol where the WVA is
performed at t∗ with no dynamical decoupling. While the
weak value is Aw = 10
8 for the case where the amplifying
measurement is performed in presence of the dynamical
decoupling sequence, the weak value in the absence of the
dynamical decoupling sequence is only Aw = 3.12. This
demonstrates the need for our hybrid strategy combin-
ing dynamical decoupling and weak value amplification
techniques.
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FIG. 2. Vibrational Husimi-Q functions: The vibrational
Husimi-Q functions are presented for (a) the initial ground
state of the vibrational mode, (b) the vibrational state af-
ter one kick following a full dynamical decoupling sequence
as presented in the text evolving under an extremely weak
magnetic field(× marks the centre of the initial state), (c) the
vibrational state after two kicks evolving under an extremely
weak magnetic field (+ marks the centre of the state with one
kick) and (d) the vibrational state after one weak value kick
without the dynamical decoupling sequence. Note that the
vibrational state without decoupling gives rise to an ampli-
fication of 3.12, and hence practically does not give us any
information about the magnetic field.
Furthermore, Fig. 2 also shows the effect of two con-
secutive kicks allow to accumulate the effect of the weak
value on the vibrational mode. Even if the dynamical
decoupling sequence has not been optimised to the state
of the vibrational modes there is an accumulation of the
signal. This demonstrates that and it is possible to de-
tect a very small magnetic field even in the presence of a
decoherence model acting on the qubit state. Optimizing
over the bath spectral density and the Jaynes-Cummings
Hamiltonian is only expected to produce better fideli-
ties. Other noise sources such as laser field fluctuations
are typically smaller than the field fluctuation terms and
can be suppressed with similar dynamical decoupling se-
quences [66].
Since we have a bipartite system, we can not only in-
duce the weak-value amplification of the signal onto the
meter state, but use the meter as a flywheel [11, 67] to ac-
cumulate repeated kicks. We can perform a flywheeling
effect on the given system if through carrier transitions
5we return the internal states to |↑〉S . The dynamical de-
coupling sequence needs to be engineered to incorporate
the effects of the vibrational state for the second kick,
which is no longer in the vacuum ground state, |0〉M .
By repeating the previous steps we can obtain additional
WWA effects upon the system. If we repeat the pro-
cess N times with the optimized dynamical decoupling
sequences, we obtain the motional state as
|Nφf 〉 = eNz2 t∗λδAwa† |0〉M . (16)
Conclusions.— The WVA provides a method to use
a trapped ion to detect an exceedingly small magnetic
field under realistic noise assumptions. We apply this
result to detect signatures of physics beyond the Stan-
dard Model. For the SME spin-gravity coupling corre-
sponding frequency is expected to be of the order of ap-
proximately 10−7Hz. Besides the specific application for
searching the terms postulated by SMEs, this method to
detect extremely weak magnetic fields represents a prac-
tical technique in future quantum metrology. By employ-
ing dynamical decoupling alongside weak value amplifi-
cation, we have demonstrated that the increase in the
sensitivity of a practical detector can be enhanced in the
presence of realistic noise models.
Extending our analysis to include 1/f noise and other
models of decoherence will lead to newer more sensitive
practical quantum metrology techniques. Besides magne-
tometers, techniques can be readily adapted to enhance
the sensitivity of accelerometers and gyroscopes herald-
ing a whole new range of precision measurements.
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7A: HAMILTONIAN
The total Hamiltonian of an ion trapped in a linear Paul trap can be written [68] as
H = He +Hm +HI , (17)
where He is the internal (qubit) Hamiltonian which can be expressed as ~(ωe + ωg)σz/2, with ~ωe is the energy
difference between the qubit levels and ωg = g/c. Hm = ~ωt(a†a+1/2) is the motional Hamiltonian in one of the trap
axis with ωt the corresponding frequency of the trap potential. VI is the induced interaction between the motional
and the internal states by the applied laser light,
HI =
~
2
Ω(σ+ + σ−)
(
ei(kx−ωlt+φ) + e−i(kx−ωlt+φ)
)
. (18)
Here Ω is the Rabi frequency and ωl = |k|c is the frequency of the applied laser light. Shifting to the the inter-
action picture via the transformation U(t) = exp
[
(−i/~)(He + Hm)t
]
and performing the standard rotating wave
approximation (RWA), we obtain
VI ≡ U(t)†HIU(t) = ~
2
Ω
[
σ+e
iη(ae−iωtt+a†eiωtt)ei(φ−ν) + h.c.
]
. (19)
Here we have already assumed to be in the Lamb-Dicke regime, η2(2n+1) 1 where η is the Lamb-Dicke parameter,
and ν = ωet + ωgt − ωlt is the detuning. Performing another RWA and setting the detuning to ν = −ωt + ωg gives
the standard Jaynes-Cummings interaction Hamiltonian,
VI = ~λ(e−iωgtσ+a+ eiωgtσ−a†), (20)
with λ = ηΩ/2.
B: ZASSENHAUS EXPANSION OF TIME EVOLUTION UNITARY
Expanding the exponential of the Hamiltonian in Eq. (20)
VI ≈ ~λ[(1− iωgt)σ+a+ (1 + iωgt)σ−a†]. (21)
This generates the unitary operator U(t∗) = e−
i
~
∫ t∗
0
dtH , or
U(t∗) = e−iλt
∗(σ+a+σ−a†)−λt
∗ωgt∗
2 (σ+a−σ−a†). (22)
This can be simplified as U(t∗) = eX+Y , where X = −iλt∗(σ+a+ σ−a†) and Y = (− iλt∗)(ωgt∗)(σ+a− σ−a†)/2.
The Zassenhaus formula given as [55, 57]
e(A+B) = eAeBe−
[A,B]
2! e
[A,[A,B]]
3! e
−[[[A,B],A],A]
4! . . . , (23)
Due to the factor ωgt
∗  1 in Y the terms with more than one factor Y in commutators can be ignored in the
expansion of U(t∗). We note that eX = e−iλt(σ+a+σ−a
†) is the Rabi flopping generating unitary. At the time t∗ = pi/λ
and its integer multiples this operator is the identity. Hence in our calculations we consider post selecting at t = t∗.
We now present the terms in the Zassenhaus expansion.
Quadratic terms in X: To determine the second order correction e−[X,Y ]/2 we calculate
e−[X,Y ]/2 = e
i(λt∗)2ωgt∗
2!2
(
σz(2nˆ+1M )+1S1M
)
. (24)
Cubic terms in X: The cubic term is
e
−(λt∗)3ωgt∗
3!2
(
−3σ+a−4σ+nˆa+3σ−a†+4σ−a†nˆ
)
(25)
8Quartic term in X: We evaluate the only non-trivial the fourth order correction e
−[[[X,Y ],X],X]
4! as
e
−[[[X,Y ],X],X]
4! = e
i(λt∗)4ωgt∗
4!2
(
3σz(2nˆ+1M )+3(1S1M )+8σ−σ+a†nˆa+4σ+σ−(2nˆ+2nˆ2)
)
. (26)
We note that the even order terms of X are always products of equal powers of σ−,σ+ and a and a†. Both the spin
component of the system ket and the Fock state of the vibrational modes will be either eigenkets of these types of
product operators or will return zero. Furthermore, the Zassenhaus expansion to any order of commutators can be
written to first order in ωgt as
U(t) =
K∏
k=1
e−i
(λt∗)k(ωgt)
k! Zk ≈ 1− i
K∑
k=1
(λt∗)k(ωgt)
k!
Zk. (27)
We note that in the main text, we defined Ck := −i(λt∗)k(ωgt)Zk. Terms where either Zk|Ψ〉i = 0 or Zk|Ψ〉i = |Ψ〉i
can be readily omitted as they at most contribute to the global phase. We state the next four odd expansions of X
which are the only non-trivial terms that contribute to above.
i.) The 5th order term in X being
e
−(λt∗)5ωgt∗
5!2
(
3{−σ+(2nˆ+1M )a−σ+a(2nˆ+1M )+σ−(2nˆ+1M )a†+σ−a†(2nˆ+1M )}+24{σ+(nˆ+1M )nˆa−σ−a†(nˆ+1M )nˆ}
)
. (28)
ii.) The 7th order term in X being
e
(λt∗)7ωgt∗
7!2
(
12{−σ+a(2nˆ+1M )a−σ+(1M+nˆ)(2nˆ+1M )a+σ−(2nˆ+1M )nˆa†+σ−a†(2nˆ+1M )(nˆ+1M )}+26{σ+(nˆ+1M )2nˆa−σ−a†(nˆ+1M )2nˆ}
)
.
(29)
iii.) The 9th order term in X being
e
−(λt∗)9ωgt∗
9!2
(
48{−σ+a(2nˆ2+1M )a−σ+(1M+nˆ)2(2nˆ+1M )a+σ−(2nˆ+1M )nˆ2a†+σ−a†(2nˆ+1M )(nˆ+1M )2}+28{σ+(nˆ+1M )3nˆa−σ−a†(nˆ+1M )3nˆ}
)
.
(30)
iv.) The 11th order term in X being
e
−(λt∗)11ωgt∗
11!2
(
192{−σ+a(2nˆ3+1M )a−σ+(1M+nˆ)3(2nˆ+1M )a+σ−(2nˆ+1M )nˆ3a†+σ−a†(2nˆ+1M )(nˆ+1M )3}+210{σ+(nˆ+1M )4nˆa−σ−a†(nˆ+1M )4nˆ}
)
.
(31)
We terminate the series at the eleventh term since the next odd term has a prefactor of order 10−4 which ensures
that it and follwing terms are much smaller relative to the first term.
Operation of the Zassenhaus terms: We consider the operation of the Zassenhaus expanded unitary U(t) on the
initial ket |↑〉S |0〉M . We do not consider the even order terms of λ since their operation induces only a global phase.
Without speciifying the σ+ terms since σ+|↑〉S = 0, expanding the product of exponential terms to first order of ωg
1SM +
(λt∗)ωgt∗
2
(
σ−a† − (λt
∗)2
3!
3σ−a† +
(λt∗)4
5!
(
3σ−{(2nˆ+ 1M ), a†} − 16a†nˆ(nˆ+ 1M )
)
+
(λt∗)6
7!
σ−
(
12(2nˆ+ 1M )nˆa
† + 12a†(2nˆ+ 1M )(nˆ+ 1M )− 26a†(nˆ+ 1M )2nˆ
)−
(λt∗)8
9!
σ−
(
48(2nˆ+ 1M )nˆ
2a† + 48a†(2nˆ+ 1M )(nˆ+ 1M )2 − 28a†(nˆ+ 1M )3nˆ
)
+
(λt∗)10
11!
σ−
(
192(2nˆ+ 1M )nˆ
3a† + 192a†(2nˆ+ 1M )(nˆ+ 1M )3 − 210a†(nˆ+ 1M )4nˆ
))|↑〉S |0〉M (32)
Which considering the operation on |↑〉S |0〉M is equivalent to
1SM +
(λt∗)ωgt∗
2
(
σ−a†− (λt
∗)2
3!
3σ−a†+
(λt∗)4
5!
12σ−a†+
(λt∗)6
7!
48σ−a†− (λt
∗)8
9!
192σ−a†+
(λt∗)10
11!
768σ−a†
)
|↑〉S |0〉M .
(33)
writing the sum of the Zassenhaus terms as z = −4.44832 in Eqn(17), the effective unitary at t∗ is
U(t) = 1SM +
zλt∗ωgt∗
2
σ−a†. (34)
9C: QUANTUM FISHER ANALYSIS OF POST-SELECTED DATA
Since the post-selection procedure discards a lot of the joint system-meter states, it is important to know how much
of the information that was initially available to us in the evolved system-meter state. Following [69], we consider
WVA with a given Hamiltonian H and a given initial system-meter state |Ψi〉. We seek to know if the total quantum
Fisher information, present in the initial state is still present in the kicked meter state. If a quantum state is measured
with a fixed POVM and yields a probability distribution Pj(γ) := 〈Ψ(γ)|Ej |Ψ(γ)〉, the classical Fisher information
that is associated with this probability distribution is given by
FC(γ) =
∑
j
1
Pj(γ)
[
dPj(γ)
dγ
]2
. (35)
Optimizing over the all positive operator-valued measures (POVMs) {Ej}, Ej > 0,
∑
j Ej = 1, results in quantum
Fisher information
FQ(γ) = 4(〈H2〉 − 〈H〉2). (36)
At t = t∗ we can write our effective Hamiltonian is
H = −izγ(σ+a− σ−a†) = −zγHg, (37)
with γ = λt∗ωgt∗/2 and z being the Zassenhaus constant. We note that γ ≈ 10−11. We determine the total quantum
Fisher information for the parameter γ with the initial state |Ψo〉 = |↑〉S |0〉M is FT (γ) = 4〈Ψo|δH2o |Ψo〉 = 4z2.
Following the post-selection the quantum Fisher information Fps has two contributions Fps = Fm +Fpf , where Fm
is the quantum Fisher information from the meter and Fpf is the classical Fisher information that can be derived from
the post-selected probability distribution pf (γ) = ||〈ψf |U(γ)|Ψi〉||2. The former can be obtained just from the meter
state following an optimal measurement of the meter following post-selection according to the protocol determined in
[69].
Fm(γ) = 4pf (γ)
[
d〈φf (γ)|
dγ
d|φf (γ)〉
dγ
−
∣∣∣∣d〈φf (γ)|dγ |φf (γ)〉
∣∣∣∣2
]
, (38)
where pf (γ) is the post-selection probability at t = t
∗ and |φf (γ)〉 is the meter state following post-selection. For
notational convenience we write |Ψo〉 = |i〉|0〉M and final state of the system as 〈ψf | = 〈f |. This gives post-selection
probability as
pf (γ) = 〈f |i〉2 + z2γ2〈f |σ−|i〉2, (39)
and post-selected meter state as |φf (γ)〉 = 〈f |U(γ)|i〉|0〉/
√
pf (γ) which gives
|φf (γ)〉 = 〈f |1M + zγσ−a
†|i〉|0〉√〈f |i〉2 + z2γ2〈f |σ−|i〉2 . (40)
Note here 〈f |i〉 and 〈f |σ−|i〉 are real numbers.
Therefore d|φf (γ)〉/dγ is evaluated as
d|φf (γ)〉
dγ
= z〈f |σ−|i〉〈f |i〉 −zγ〈f |σ−|i〉1M + 〈f |i〉a
†
(〈f |i〉2 + z2γ2〈f |σ−|i〉2)3/2 |0〉. (41)
Correspondingly we evaluate the terms of the Fm(γ) with
d〈φf (γ)|
dγ
d|φf (γ)〉
dγ
=
(z〈f |σ−|i〉〈f |i〉)2
(〈f |i〉2 + z2γ2〈f |σ−|i〉2)2 , (42)
and the second term as
d〈φf (γ)|
dγ
|φf (γ)〉 = 0. (43)
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Therefore the quantum Fisher information that we obtain from the meter state alone,
Fm(γ) = 4pf (γ)
[
d〈φf (γ)|
dγ
d|φf (γ)〉
dγ
]
, (44)
which in terms of our Hamiltonian is
Fm(γ) =
(〈f |i〉2 + z2γ2〈f |σ−|i〉2)z2(〈f |σ−|i〉〈f |i〉)2
(〈f |i〉2 + z2γ2〈f |σ−|i〉2)2 . (45)
It can be expressed in terms of Aw = 〈f |σ−|i〉/〈f |i〉 as
Fm(γ) =
z2〈f |σ−|i〉2
(1 + z2γ2A2w)
, (46)
since our initial and final system states are |i〉 = |↑〉S and 〈f | = cos θ〈↓|S + sin θ〈↑|S , respectively, with θ ≈ 10−8 and
hence Aw ≈ 108. Since γ ≈ 10−11 therefore zAwγ  1, and
Fm(γ) ≈ 4z2 cos2 θ(1− γ2A2w) ≈ FT (1− z2γ2A2w). (47)
The quantum Fisher information from the post selection statistics is
Fpf (γ) =
1
pf (γ)(1− pf (γ))
[
dpf (γ)
dγ
]2
. (48)
We have already calculated pf (γ) in Eqn(23). Its derivative
dpf (γ)
dγ
= 2zγ〈f |σ−|i〉2. (49)
Therefore we evaluate Fpf (γ) from Eqn(32) as
Fpf (γ) =
4z2γ2〈f |σ−|i〉4
(〈f |i〉2 + z2γ2〈f |σ−|i〉2)(1− 〈f |i〉2 − z2γ2〈f |σ−|i〉2) . (50)
Dividing numerator and denominator with 〈f |i〉2 we get
Fpf (γ) =
4z2γ2A2w〈f |σ−|i〉2
(1 + z2γ2A2w)(1− 〈f |i〉2 − z2γ2〈f |σ−|i〉2)
. (51)
For our |f〉 and |i〉, 〈f |i〉2 ≈ 0 and z2γ2〈f |σ−|i〉2 ≈ z2γ2 and as previously noted zAwγ  1. Therefore we determine
Fpf (γ) to be
Fpf (γ) ≈ 4z2γ2A2w(1− z2γ2A2w)(1− z2γ2). (52)
We see that Fpf is of order γ
2. We have hence shown that our procedure extracts the total quantum Fisher information
available with the initial state up to second order terms in γ.
D: DECOHERENCE & DYNAMICAL DECOUPLING
As a proof of principle, we have modelled the decoherence in the system as a simple thermal damping on the
qubit. The effect of the decoherence can be seen in the figure below, causing strong loss of fidelity between the
target time-evolved state (without decoherence and dynamical decoupling) and the real time-evolved state (with
decoherence and dynamical decoupling applied to it). In experiments involving trapped ions, another source of
decoherence happens to be the 1/f dephasing noise generated by magnetic field fluctuations and laser intensity
fluctuations, which can be modelled by suitable master equations and error mitigation methods well adapted to
these master equations also exist [70]. These require complex pulse sequences which need to be optimally designed
according to the experimental setting. Recent simulations utilised concatenated pulse sequence to demonstrate
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the quantum Rabi model[66]. Other techniques in eliminating dephasing noise at sub-hertz levels include using
decoherence free subspace[71] and should be considered in the actual experimental design.
To mitigate the effects of decoherence we perform periodic dynamical decoupling (PDD) by applying periodic piZ
pulses upon the qubit. We consider equally spaced instantaneous pulses applied over 1.1125t∗ interval. In Fig:3 we
compare the fidelity of state evolving without decoherence to the dynamically decoupled state in the presence of
decoherence and observe that for 1000 pulses we maintain a fidelity of 1, whereas for the state with decoherence where
we have not applied any DD pulses the fidelity to the state without decoherence t∗ is 0.599. Therefore we conclude
that we manage to remove the effects of decoherence though our PDD implementation.
10 3 10 2 10 1 100
t/t*
100
6 × 10 1
7 × 10 1
8 × 10 1
9 × 10 1
Fi
de
lit
y No Decoupling
500 Pulses
1000 Pulses
FIG. 3. Fidelity vs. time between the target time-evolved state (without decoherence and dynamical decoupling) and the real
time-evolved state (with decoherence and dynamical decoupling applied to it).
