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In this thesis, a multivariable system model of driver performance 
in the basic driving tasks is presented. The driver model described 
acts as a serial-process, priority-accessed, time-sharing computer. 
This model processes the input or output task which currently possesses 
the highest priority. Input tasks are represented by continuous signals 
sampled intermittently according to priority laws. Output tasks are 
modeled as simple analog processes operating on the last few intermittent-
ly generated output controls. An individual priority rule is constructed 
for each input and output task. 
The performance of the driver in the lateral control task involves 
a feedforward pattern which is consequence of the fact the driver looks 
several feet ahead of the pathway. A laboratory analysis of the 
feedforward aspects of the driver in the single-input single-output 
lateral control task is described. 
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I. INTRODUCTION 
Throughout the history of man, there has been a tendency to develop 
and implement methods to save effort and time. In recent years, 
it has become imperative to find new ways to replace the human operator 
for more "efficient" and "reliable" systems. Efficiency and reliability 
are considered in the sense of performance of dynamic processes and 
compensation of systems where the operator fails. This has been in 
manifest in such areas where the time constant of the overall system 
became too large or too small to accommodate a human operator, where 
the accuracy required lies outside the range of human capabilities, or 
where human abilities deteriorate in long enduring tasks. 
The particular problem of the analysis of systems of transporta-
tion, individual and collective, involves quantitative representation 
of the decision making and physiological performance of the manual 
operator, in this instance called the "driver". Research on human 
operator dynamics response has largely been motivated by the need to 
gather information on particular control tasks for almost every type 
of manual operator. Most of these investigations, conducted from the 
physiological and .psycological points of view, have been directed 
toward developing descriptive "models" and procedures that allow such 
man-machine devices to be designed in an efficient manner. 
Most current research in this area is devoted to the formulation of 
linear models of the human controller for multivariable, multi-display 
situations. State of the art is still far from real-world multivariable 
multidisplay situations. To be considered representative of the human 
operator, a model must be capable of changing from a mode of dynamic 
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control operation to one of decision making. At a higher level, it 
should also introduce the concept of optimality. All of this requires 
the use of sophisticated mathematical tools, since to describe an oper-
ator as part of a system, a mathematical model is needed and verbal 
models cannot be described mathematically. Tools drawn from automatic 
control theory have proven to be quite useful in research in manual con-
trol. However, the development of analytical models of human operators 
is a rather difficult endeavor. Hence, simulation might be desired to . 
bring to light details on the actual performance of the model and 
alleviate the burden of a rigorous mathematical description. 
In the development of a driver simulator, some results obtained 
from research with airplane pilots can be used; although, the airplane 
pilot has more of a deterministic behavior, while the automobile driver 
is better described based on statistical properties. Psychomotor para-
meters found for the airplane pilot are readily matched to those of the 
driver for both precognitive and non-precognitive situations. A more 
careful discrimination must be made when employing results pertaining 
to visual scanning patterns, priorities on the sequential type of pro-
cessing, and most feedback cues. 
In spite of the fact that the actions of the human-driver model 
can be properly described for specific conditions by means of modern 
control theory, it is not felt that this technique is applicable to the 
formulation of a "structural" model. Statistical decision theory, 
theory of artificial intelligence, and heuristic programming might be 
potentially useful in developing a full scale model that would account 
for the variability and learning abilities of a human operator. 
The ensuing work has as its primary objective the development of 
a model for the decision making of a driver. The versatility of 
multivariable representation is utilized to bring about some of the 
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main characteristics of the human operator. At the same time, efforts 
have been made for not placing any real constraints in the approach used. 
Moreover, the single channel processor feature in the decision-making 
structure of the driver is stressed. 
II. REVIEW OF LITERATURE 
The historical development of theories and models about the 
human operator logically began by researching and understanding the 
performance of the human controller in relatively simple tasks. The 
most widely analysed task is that of compensatory tracking, involving 
4 
a single display and a single control. Some of these sytems were 
studied as early as the early forties, mostly for warfare applications. 
Tustin (1) shows in his work that a great deal of theory of linear 
servomechanisms applied to this problem was already well developed. His 
model consists of a linear operator and a compensatory term to account 
for the nonlinear and nonstationary functioning of the human operator. 
Although the parameters representing delays and lags inherent to a 
human operator are too conservative by more recent standards, the 
idea of a model with a linear and a nonlinear part is still applicable. A 
few years later some studies on human pilots were published. McRuer and 
Krendel (2) have reviewed the mathematical descriptions of the stereo-
typed tasks of the airplane pilot. 
A great deal of literature on the behavior of the human operator 
in performing various tasks is available. It is too numerous to be 
detailed here. Only those most closely related to the topic to be de-
veloped in this paper are mentioned. These summarize the work done on 
the subject. 
Baron (3) presents a good summary of the work completed and necessary 
to be done on the subject of the driver's model. He also presents a 
summary of references pertinent to studies done on human operators. From 
those, the work of Russell (4) gives a good insight of the human 
5 
operator as a component of a single closed loop servo system. This 
type of compensatory system, with the driver included in a single closed 
loop, has been thoroughly reviewed and analyzed for individual tasks 
in car driving (5). 
There are several models of the human driver as an element of the 
car-following system (longitudinal control) and the lane-keeping system 
(lateral control). The models constructed by Fenton and his colleagues 
(5,6,7), and the models of Gardels and Bidwell (8,9), clearly separate 
the part corresponding to the dynamic model of the driver from the 
driver-vehicle systems. Their models are built for the single-task 
continuous input. Fenton has also done analysis of a sampled-data 
input system for the same single-task case. 
Following this line of work, one concludes that human operator is 
considered as to adopt a control strategy that would result in closed-
loop performance comparable to that of a good feedback control system. 
The necessity for more complex manual control systems has led to 
the analysis and development of linear models for the human controller 
in multivariable, multidisplay situations. Mesarovic' (10) asserts 
that extension of the methods developed for the single-task studies to 
the multivariable case are not valid at all. He contends that while 
single-variable systems can be treated as special cases of multivariable 
systems, there are no basis for the extrapolation of the theory for 
single-variable systems. Bekey (11) and some of his colleagues have 
done impressive work in developing premises for the implementation of 
multivariable systems. They have also criticized the lack of analytical 
work in some models and oversimplification of models in other cases. 
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Some researchers (12) have made use of the newly developed modern 
control theory and optimization theory, and have based the human-driver 
studies upon these concepts. Although this work (12) is of no con-
sequence in the development of the model itself, it is important for it 
shows the possibility of other approaches to develop and implement a 
driver's model. Following the same trend, state variable methods, which 
are well suited to the characterization of multivariable systems, and 
optimal control theory were used by Baron and Kleinman (13) to develop 
a model of human control and instrument monitoring behavior. Levison 
(14) considers the effects of nonlinear correlation between the 
controller's output and the system forcing function by using the concept 
of controller remnant. One of the important facts to consider in a 
multivariable model of a human driver is the degree of interference among 
tasks. This is considered in a study done by Levison (15), where he 
also developed a metric for controller work load based on an interference 
model. 
III. PRELIMINARY CONSIDERATIONS PERTAINING TO 
MODEL STRUCTURE 
The model and simulator of a system representing the driver's 
behavior in its basic tasks consists of three well defined stages. 
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They are the gathering of information, the processing of that informa-
tion and generation of a sequence of commands, and the driver dynamics 
which act upon the controls of the vehicle itself. The driver in the 
decision making stage acts as a single-channel serial processor. 
Because of the multiplicity of tasks he performs, and the intermittent 
characteristics of the brain, he actually operates intermittently on 
each of the different tasks. At the same time, the generation of 
commands at any specific time is weighted by the effect of previous 
commands and the actual performance of the driver-vehicle system on the 
remaining tasks. Thus, all of the functions of the driver are inter-
related and interference exists among the different tasks. A system 
of this type is best characterized by multivariable representation 
involving the several input-output relationships. 
One may characterize the gathering of information as being accom-
plished by human sensors and emerging as a composite signal containing 
the bits of information for the different tasks. This signal configura-
tion is affected by the monitoring functions of the driver through the 
attention and selectivity placed upon these tasks, which at the same 
time are constrained by the actual performance and capabilities of the 
driver (32). The monitoring functions also influence the driver 
dynamics and set psycho-motor parameters according to the existing 
conditions (18). 
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The decision making process influences the monitoring function and 
selects the appropriate dynamic behavior for the system, although it is 
through some of the static conditions of the monitoring functions that 
the initial criteria for decision making are established. These 
criteria enable the driver to evaluate and register the performance of 
the combined driver-vehicle system, and through the feedback provided by 
the monitoring functions they are readjusted according to the conditions 
existent. Hence, the command sequence is evaluated through a discrim-
inatory process that evaluates, by weighted comparison of performances, 
the need for a determined action. The model that represents this pro-
cess should reflect the variability in the existing conditions. 
Later in this chapter the main characteristics of the psychomotor 
parameters characterizing the driver will be identified. Also, a 
description of the behavioral process, in the time domain will be 
discussed in detail. 
A. Reasons for Modeling and Simulating 
First, the real event one is concerned with is rare and difficult 
to produce. To reproduce all the situations the driver might be 
involved in when performing the tasks selected, would require creation 
of the necessary environment each time. Then, many tests would be 
necessary to cover all the possible variations due to different con-
ditions and different characteristics of drivers. One should make 
sure to consider characteristics such as age, experience, skill, 
fatigue, etc. for different drivers. 
Another of the reasons for simulation is that in many cases the 
tasks are hazardous. In other words, with simulation one would not be 
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constrained to normal driving, but could also study those cases of 
control system failure and other possible extreme situations. Vehicle 
handling behavior in the design stage could be also evaluated by 
simulation. 
The prohibitive cost of real-world tests also has to be consid-
ered. The man has been demonstrated to be an extremely versatile and 
adaptive element in almost any system. Then, the best of the conditions 
must prevail in the simulator, in order to have realistic results. 
Thus, it can be seen that the construction of a simulator, the closest 
possible to reality, is not a simple and inexpensive task. 
Almost any other reason that might arise is bound to fall into 
these main categories. Some advantages in modeling and simulating 
may now be visualized. Summarizing then, a suitable model would: 
1. Permit a sensitivity analysis over the range of the para-
meters corresponding to the intrinsic characteristics of the 
driver. 
2. Provide the necessary data for a thorough analysis of per-
formance of the system, permitting the observation of the 
effects of compensation if needed, and expand the scope 
of inquiry. 
3. Allow one to obtain experimental control over cases where, 
even under controlled field conditions, environmental com-
plexity and unpredictability can make extremely difficult or 
impossible to measure the isolated effects of a specific 
independent variable. 
4. Reduce the costs of operation in general. 
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B. Criteria for Modeling and Simulating 
Identification of the many cues utilized by the driver and deter-
mination of the manner in which they are utilized to formulate his 
responses are the greatest difficulties in driver modeling. Thus, one 
basically constrains the variety of cues to those directly influencing 
the process and decides on an approach to characterize the process 
itself. Interrelation among both input and output cues should be 
considered at this point. Hence, the kind of model one seeks is a 
"functional" one. 
Two situations, normal driving and emergency driving, must be 
considered. The process and the type of information processed are not 
necessarily the same for both cases. Thus, it is necessary to develop 
adequate models corresponding to each situation, or else decide on 
an adaptive one. 
C. Psycho~Motor Premises 
There are driving circumstances in which the kind of cues used 
are stereotyped. For example, in the single-lane car-following mode, 
the actions of the driver are essentially motivated by the motions of 
his own car and the car he is following. In an emergency situation, 
the driver will concentrate almost completely on the motions of his 
own car and pay little attention to the other car. From experience to 
date, it is a fact that car-driver "handling" behavior rarely initiates 
an accident situation. However, car and driver performance may play a 
large part in the success for failure of collision avoidance once an 
accident situation exists. Clearly, there is some point in the course 
of an accident when physical laws make collision avoidance impossible. 
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Nevertheless, average drivers do not take advantage of the vehicle-
road capability in such situations. 
The large change in driver dynamics in accident situations must 
be considered in the driver modeling. All of this indicates that there 
is some variable "priority law" in the decision-making of the driver. 
It also suggests that there is a limit on the flexibility of such a 
priority law, which is indicated from the fact that under some cir-
cumstances the driver acts optimally in some sense, while under some 
other conditions there is not complete adaptation. In his work Young 
(16) presents many reasons for this occurrence. 
According to Bidwell (17): 
"It is well known that almost anyone can walk a 
plank lying on the floor, but that if that same 
plank is raised several feet into the air, they 
are likely to be unable to walk it. Any model 
devised for the first situat.ion would not be 
applicable to the second. Similarly, drivers in 
emergency situations are seldom trying to follow 
some specific path with servo-like performance, 
but rather are operating in a much different mode 
and may be called upon the limits of braking or 
steering performance of the vehicle. It is also 
likely that the variability in performance among 
drivers is accentuated under these emergency cir-
cumstances." 
This quotation only means that the same model cannot be used for 
both cases. 
According to Young (16), task adaptation must take place. The 
driver reacts differently, since the penalty has changed. Performance 
variation between well trained drivers and others, is distinctly 
reflected in the "lag time". This lag time is the delay produced by 
several factors and may be expressed as follows: 
T 
where: 
T +Td+T P r 
T = total lag time 
T perception time p 
Td decision time 
T reaction time 
r 
It . is convenient to separate the total lag time into these 
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(3-1) 
partial times to render an analysis of a priority law, and consequently 
the determination of the command sequence. The existence and variation 
of these times influence the performance, hence the analysis of the 
human operator. Thus, it is important to determine which of them vary 
and by what amount. 
Decision time (Td) is defined as the time the driver takes to 
process the information on one specific task, after he has decided to 
process it, and become ready to start the corresponding action. It 
varies greatly among unexperienced drivers. It also varies depending 
on whether a driving situation is more or less usual. For habitual 
situations for the operator, the process becomes precognitive; while 
for less familiar situations the decision time is larger since it in-
volves the processing of more information. Then, the heuristic process 
has great relevance in this specific time. 
Reaction time (T ) is defined as the neuro-muscular lag time in 
r 
the action of the driver when performing the necessary commands. 
De Greene (18) states that once the decision has been taken, no change 
in reaction time has been noted under different environmental situations. 
It is interesting to mention that T can vary greatly if the driver 
r 
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changes from compensatory tracking (and/or pursuit-tracking) to precog-
nitive (or quasi-precognitive) tracking. According to Smith (19), the 
range of variation can be as large as from .15 sec. to .02 sec. The 
ensuing work will only employ compensatory tracking (and/or pursuit 
tracking) in a non-precognitive situation, thus, one can consider the 
reaction time as constant in the development of the model. 
Perception time (T ) is the time elapsed between the instant a new p 
situation is generated (stimulus is applied) and the instant the driver 
signals that a change has been perceived, less a simple reaction time. 
T accounts for the condition of the driver. Tiredness, fatigue, and p 
emotional problems influence it to a large extent. Then, Tp will be 
most closely reflected in the monitoring functions of the driver, 
short time memory (memory buffer) and attention and selectivity on 
the incoming information. 
The existence of lag times permits the implementation of a model 
on the basis of time-shared performance. The partition of the total 
lag time is of utmost relevance to the driver-vehicle system, because 
otherwise the length of the delays compared to the time constants in-
valved would adversely affect the overall stability of the system. 
The variability of the lag times is reflected in the performance of 
the human operator. In the last chapter results obtained from forcing 
different lag times upon the driver will be presented. 
The decomposition of the total lag time has yet another function. 
Since they are, in fact, present in all three stages of driver per-
formance, proper allocation o f them will render conclusive results. 
For instance, in s i mulation, correlation between the input signal and 
the lag t i me of the controller must be considered. Also, if evaluation 
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is made over long experimental runs, the beginning of each would corres-
pond to the existing transient characteristics, and would be detri-
mental to the measurement of the steady state values of decision and 
reaction times. Also, provision should be made to compensate for the 
change of the perception time as the ~xperiment runs. There is not a 
definite pattern of its variation with respect to time, but its effect 
can be perceived under controlled conditions. 
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IV. MODELING THE DECISION-MAKING OF THE DRIVER 
In Figure IV-1 a general block diagram of a driver-vehicle system 
is shown. This combination is convenient for a comprehensive descrip-
tion of the various components of a functional model of the driver since 
it shows the three stages in modeling it; i.e. 1) data gathering, 
2) decision making, and 3) driver dynamics. The monitoring functions are 
shown affecting all three stages of the model. 
A. Data Gathering 
In this stage are included the multiple input channels a human 
operator possesses and the methods of discerning the relevant cues 
for the operation of a vehicle. All the driver sensors are in the 
front stage of the data gathering system. Visual, kinesthetic, 
tactile, and auditory cues are fed to the respective sensors. Other 
sensory cues are regarded as irrelevant to the process. By means of 
selective attention, some of the information reaches a level of 
conciousness when regarded as abnormal and irrelevant information 
included in the raw information is screened out. Because of this 
important feature new criteria are set and an adaptation is performed 
when the situation requires it. It is worth mentioning here, that most 
of the actions of the driver are done in a state of semiconciousness. 
The effectiveness of selective attention is greatly influenced by the 
skill and the attention of the driver, which in turn are influenced 
by the learning process, physical and psychological factors pertinent 
to the driver at the time of driving, and the driver's experience with 
the vehicle. 
The presence of this block in the diagram is purely academic, since 
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However its consideration in a qualitative evaluation is imperative in 
order to achieve a realistic analysis of the data fed to the next stages. 
Some of its features become of extreme importance in a quasi-linear 
model, where the warning detection feature plays a basic role in the 
adjustment of new criteria for decision-making and settlement of an 
adaptation. 
A summary of studies made on determining the characteristics of 
the signal generated from visual cues, is presented later. Some of 
the concepts related to the other cues that contribute to the pattern 
of the composite input signal, are considered at the same time. 
B. Decision Making 
Once all the necessary information is available, evaluation and 
interpretation of it is next in sequence. Through this part of the 
process, a criterion for the actual decision-making is selected and a 
decision taken. Using this criterion, the priority law determining 
the sequence of actions of the driver is defined. This stage of the 
system is composed of two sections. One of them has the function of 
setting the criterion for decision making. The other section evaluates 
the actual priority for each one of the tasks. 
A third section could be considered as part of this stage, the 
interface between the commands resulting from the first two sections 
and the driver dynamics. It would rather serve its pu~pose if regarded 
as interface, for it will appear as a part of the next stage as well. 
The development of the priority law is presented in the next 
chapter. The analysis, based on logic design, is treated as operating 
upon a comparison .made from the sampling made of the different signals 
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pertaining the different tasks. This comparison scheme is treated as 
being invariant. 
The weighting functions imposed on the signals entering each 
channel are the determining factors in the variability of this stage. 
Once the signals have been screened, and their function determined, 
they are modified by the weighting functions. In turn, these weighting 
functions are influenced by the actual performance of every channel. 
A basic form of adaptation is generated in this way. 
This stage should be capable of creating a sequence of commands 
based on the overall performance of the coupled system, and not only 
on single task performance. Although, a truly multivariable closed-
loop system can properly do this, a model based on a threshold structure 
would give greater flexibility in its implementation. 
C. Driver Dynamics 
The approach used for the two stages is consistent with an inde-
pendent development of the several output tasks involved. The analysis 
and synthesis of the driver dynamics can be carried out from the stand-
point of non-interference, without affecting the interrelation among 
tasks. That is, the continuous or sampled-data closed-loop model for 
every task can be studied separately by only applying the constraints 
originated in previous stages. This approach must be carefully applied 
since the threshold type of control significantly alters the existing 
stability regions. 
Furthermore, the analysis and synthesis of the structure of the 
models can be carried out independently of the type of commands to 
be applied, the latter being considered only for evaluation of the 
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performance and variability for the specific parameters relevant to each 
section. In developing the combined driver-vehicle models in every 
task, emphasis should be placed upon the observable variables inherent 
to them. The variables that are to be measured should be readily acces-
sible. The same precaution must be taken with the variables acting in 
the interference model. Also, if a threshold model with operating 
regions corresponding to different driving situations is to be used, 
necessity of other parameters might arise. 
D. The Multivariable System 
The premises set before leave some freedom of choice for the 
structure to be adopted. In any case, the basic idea of treating a 
system as multivariable assumes that an interrelation exists among 
the parameters and input or output elements. The particular structure 
should then be formulated in such a way that the specification of 
the task to be performed depends upon it. 
When one is dealing with a problem from the outside, one has know-
ledge only of its terminal behavior. There is rarely a chance to measure 
the behavior of the internal composition of the system. Thus, most of 
the characteristics of a multivariable system are specified on the basis 
of external control and observation. 
In the case of a multivariable representation of a driver, one 
deals with a system that in general does not have the same number of 
inputs as outputs. For simplicity, one can always assign dummy inputs 
or outputs . so that there are an equal number of each. 
The main feature of a multivariable system is the consideration 
of the possible interrelations existent within the structure adopted. 
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Since terminal behavior is most often the only observable and control-
lable part of the structure, it is desirable to define the interrelations 
with respect to the terminal variables. According to Mesarovic (10), the 
definition of interrelations could be related to both the inputs and 
the outputs. Although it is frequently specified that if two outputs 
respond to the same inputs the system should be regarded as inter-
related, he shows that the concept of interrelation can be better de-
fined in terms of the outputs exclusively. On this basis, a system 
is defined as interrelated if changes in some outputs of the system 
influence other outputs. 
Mesarovic's V-canonical form represents adequately the structure 
described above. Its configuration is depicted in Figure IV-2. This 
model restricts· the number of inputs and outputs to be the same. Since 
an interrelation based only on the output elements is to be consider-
ed, each output can be expressed as a function of its corresponding 
input and all the other outputs. 
The basic feature of this representation is that it defines a 
set of independent . subsystems F1 ,F2 , . 
of interrelating subsystems vjk' j~k. 
.• ,F and an additional set 
n 
Then, it becomes a completely 
interrelated system. An additional comment has to be made on the matrices 
[F] and [V]. In a linear. system, Fj, j=l, •.• ,n could represent 
the transfer functions, including feedbacks relevant to each task, while 
Vjk will represent the influence of the outputs yk, k;'j on the outputs 
yj. 
For a linear system, 
Y = F(X-VY) (4-1) . 
0 
0 
0 0 Fn 
0 
Figure IV-2 Configuration of a Multivariable-System Represented 
in a V-Canonical Structure 
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which becomes 




x y = 
X 
n 
and F and V are defined as in Figure IV-2. 
Thus, each output could be represented explicitly as 
n 
F.(x. - L V.kyk) 





In the expression above, F.x. represents the behavior of subsystem 
J J 
j with no interrelation with the other subsystems. The rest of the 
expression includes the effect of other outputs present in the inter-
related system • . 
E. The Multivariable Sampled Data System 
Applying the previous definition for interrelation to the multiple 
channel processor found in the driver-vehicle system, together with 
premises set before, suggests a multivariable sampled-data model of 
the driver. Previous investigators have simplified the problem by 
considering weak interrelation between tasks, so that each channel may 
be treated as if operating independently. This approach has led to 
convenient results, but some interesting facts were left out. For 
instance, the remmant terms that account for the nonlinearity of the 
driver in a tracking mode .(12) could prove to be adequately implemented 
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by using an interrelation approach. Furthermore, a sampling pattern 
based on interrelation can also include some other important features 
of the driver. Thus,asynchonous sampling, with sampling instants 
determined by means other than time, can evolve. This approach has 
been suggested by McRuer (20) with reference to the synchronous sampling 
model developed by Bekey (11). 
Conventional feedback interrelation does not properly comply with 
the premises set before. If, instead, the matrix [V] defined is set to 
modify the samping pattern through the state of the output variables, 
it will still affect indirectly the outcome of the process while preserv-
ing the interrelation features of the structure considered for the con-
tinuous system depicted in Figure IV-3. 
Let each subsystem Fi represent the dynamics of the driver for 
different tasks. The driver is not able to simultaneously initiate ac-
tions for different tasks. This suggests that the commands are origina-
ted in some sequence and at spaced intervals. For the purpose of mathe-
matical formulation this process can be considered to have a multirate 
or skip sampling pattern. With reference to Figure IV-4, the control 
signals ~(t) will be generated at times tik different for each channel. 
Let pi be the spacing between actions. Then, the control signals will 
be given at times 
i = 0,1,2, ... ,n 
(4-4) 
k = 0,1,2, .. . 
where i denotes the channel and tik is the time at which the command is 
generated. This implies that every T seconds the complete sequence 
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where T is the period of the sequence and n the total number of 
channels. 
Taking each channel separately would result in a periodic sampled-
data systems with sampling period T. This approach does not appropri-
ately represent the effects of the interrelation in the sampling pat-
tern, although, it does not conflict with the sequential type of command 
that characteristics of the driver determinate. A more complete de-
scription of the sampling pattern involves discriminatory sampling 
determined by the actual state of the variables. A sampling pattern 
determined by the comparison of two random variables, will result in 
a random pattern also. Mathematical description of it as such is not 
readily accessible, although some basic principles from the theory of 
random processes can be used. 
By approaching the problem as multirate sampling with periodicity 
T ~ oo, an equivalent model with uniform sampling can be developed and 
the theory for it can be applied for the analysis at the boundary con-
ditions. Skip sampling will also yield an appropriate model provided 
that the period of the pattern is sufficiently large as to allow for 
all the generated sampling periods resulting from the criteria used to 
determine them. 
Assume that the following set of dynamic equations represent the 
process Fi and the corresponding vehicle dynamics. 
~((k+l)T) = Ax(kT) + Br(~T) (4-6) 
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~(kT) Dx(kT) + Er(kT) (4-7) 
or 
x(t) Ax(t) + Bm(t) (4-8) 
where 
m(t) = ~(kT) = ~(kT) - ~(kT) (4-9) 
for kT < t < (k+l)T 
Let us assume that the ith channel has sampling times at 
(4-10) 
where T. is the time elapsed between two consecutive samplings q-1 and 1q 
q for q = 1~2,3, .•• 
The state transition equation of the system at t = til is written 
as 
(4-11) 
at t = ti2 
x(ti2) ~(Ti2)x(til) + G(Ti2)r(til) 
at t ti3 
x(ti3) ~(Ti3)x(ti2) + G(Ti3)r(ti2) 
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These equations would give the state of the variables at the 
sampling times. Since mi(t) remains constant for Tij < t < Tij+l' 
the response between sampling instants is given by 
x(t) = ~(t-t .. )x(t .. ) + G(t-ti.)r(t.j) l.J l.J J ]_ (4-17) 
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A recursive equation that depends only on the initial states x(O) 
and the input at the sampling instants can be written by substituting 
equations (4-11) into (4-12), then the resulting expression into (4-13), 
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+ L TI <P(Tik) 
j_=O k=j+2 
+ 8(T. )r(ti 1 ) l.q q-
8(T .. +1 ) r(t .. ) l.J. l.J 
Since the system is linear time-invariant, it follows that 
(4-18) 
do not exist. Then, the expression obtained gives the response at the 
sampling instants t. > 0. l.q 
The same expression holds for every channel with the only constraint 
that the sampling instants t. are different and cannot be the same under l.q 
any circumstances. In general 
k :f i (4-19) 
but several samplings can occur in channel i before a sampling takes 
place in channel i+l. Thus, the following 
tiq < t(i+l)q (4-20) 
is not generally true. 
It has been suggested (21) that the minimum difference between 





where a is the alpha frequency of the brain waves, which is on the order 
of 10 to 20 cps. Then, 1/a would be in the order of 0.1 to 0.05 
seconds. This upper bound of the sampling frequency is not relevant 
to the analysis of the sampled-data model, but rather to its practical 
implementation. The real concern is the lower bound and its distribu-
tion; which determine performance and stability under the worst 
operative conditions. 
One approach to determine the lower bound for the sampling fre-
quencies is based on the minimum requirements for proper reconstruction 
of the input signals. The bandwidth over which the system theoretically 
operates is determined in this way. Analysis of the boundary conditions 
is made for fixed values to avoid the use of statistical description, 
and for the performance over the entire ope~ating region one may resort 
to other means, i.e. simulation. Thus, the analysis is reduced to the 
conceptually similar but simpler case of a synchronous sampled-data 
model, where the sampling frequency is that of the lower limit of the 
bandwidth. 
The configuration of the system to be studied is depicted in 
Figure IV-5, where GH is the hold circuit to be used, G(s) the 
dynamics of the driver and the vehicle, and H(s) the feedback transfer 
function, in this case unity. 
The dynamic equations that characterize the system are 
x(t) Ax(t) + Bm(t) (4-22) 
..£ ( t) = Dx ( t) + E r ( t) (4-23) 
~ t) e( t ) e~kT) HOLD m( t) ffiiVER , m'( t) VEHIQE 
~+ - .. ... v . .. y 
-
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CIRCUIT DYNAMICS DYNAMICS 
Figure IV-5 Configuration of the Synchronous Single-Variable 
Sampled-Data System 
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If the hold-device is zero-order, then the control signals are 
given by 
m(t) ~*(kT) = r(kT) .£(kT) (4-24) 
for kT < t < (k+l)T 
The solutions of the dynamic equations can be obtained as follows. 
Taking the one sided Laplace transform to .both sides of (4-22) one 
obtains 
sX(s) x(to) = AX(s) + BM(s) (4-25) 
where x(to) is the initial state vector at t = to 
Solving for X(s) yields 
X(s) = (sl-A)-1x(to) + (sl-A)-1BM(s) (4-26) 
The inverse Laplace transform on both sides of (4-26) yields 
for t > to 
where 
x(t) <P(t-to)x(to) +! t ~(t-T)Bm(T)dT 
to 




Since m(t) = e*(kT) = constant for kT < t < (k+l)T, the state 
transition equation can be written as 
x(t) ~(t-to)x(to) + 8(t~to)m(t) (4-29) 
with to kT, one obtains 
x(t) = ~(t-kT)x(kT) + 0(t-kT)m(kT) (4-30) 
By using the z-transform, the state transition equation can be 
solved. 
zX(z) - zx(O) <I? (T)X(z) + 8(T)M(z) 
Solving for X(z) from (4-31) 
X(z) {zi <l?(T)]-1zx(O) + {zi -- <l?(T)]-l 0(T)M(z) 
The inverse z-transform of (4-32) yields 
x(kT) -1 -1 Z {[zi-<I?(T)] zx(O)} 
but 
and by using the real convolution theorem one finds. 
k-1 ~ <l?(k-i-1 T) 8(T)m(iT) = z-1{[zi-<l?(T)]-l 8(T)M(z)} 
i=O 
Then, the solution at the sampling instants is given by 
x(kT) 
k-1 








It is of interest to determine the characteristic equation as a 
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way to determine the properties defined by the characteristic roots of 
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the system. Since in a multivariable system is convenient to represent 
the dynamic equations by means of the state variable technique, it is 
in order to find the characteristic equation in terms of elements of 
the dynamic equations. 
From the system in Figure IV-5, we can write the closed~loop 
transfer function 
C(z) 
R(z) = G(z) 
Let us assume that the transfer function can be written as 
G(z) = 
n n.;...l 
a Z +a1 z + ... +a 1 z+a o n- n 
m m-1 b z +b1 z + ... +b 1 z+b o m- m 
(4-37) 
Then, the characteristic equation is given by setting the polynomial 
of the demoninator equal to zero 
m m-1 b z +b 1z · + ... +b 1 z+b o m- m 0 (4-38) 
This is equivalent to writing 
(4-39) 
The discrete dynamic equations are 
(4-40) 
(4-41) 




from where one finds 
X(z) (4-44) 
and substituting it into (4-43), one finally obtains 
f_(z) 
(4-45) 
~or the effects of the transfer function, all initial conditions 
are regarded as zero. 
Then 
f_(z) 
G(z) = R(z) 
But, by definition of the inverse of a matrix 
T [6 .. ] 
l.J 
where [6 .. ]T is the transpose of the matrix of cofactors of A1 . l.J 
Then, one can write 
G(z) 






which is equivalent to the equation 





V. PRIORITY INTERRUPT SYSTEM 
This part of the system, more properly called "output priority 
interrupt system", is actually the basic element in the decision-making 
process. The main objective of this structure is, based on the rela-
tive importance of one of the many output tasks with respect to the 
others, to decide the actual need for a determined processing time for 
that particular task and a determination of a more convenient sequence 
of output tasks. 
Since the process actually attempts to represent the thinking, 
data gathering and evaluation, as a human driver would perform, a 
model based on structural analysis is bound to be unrealistic. It 
is felt that the most feasible way to build a realistic a model is by 
using logic design. A very restrictive approach is used in the initial 
stage of the development. Then, complementary characteristics are 
added to develop a functional structure. 
A. Analysis of the Input Signal 
The different input cues and output tasks were determined in the 
foregoing. The input signal is of a very complex configuration. It 
is composed of several independent signals, with overlapping character-
istics in most of the cases. Thus, a separate analysis of each one of 
the incoming signals would be a rather cumbersome task, if not impossi-
ble. Thus, analysis of the signal as a whole is done instead. This is 
done by considering the visual stimulus as the signal to be processed 
and screened. Then, by addition, the characteristics pertinent to the 
other input cues are incorporated. 
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The input signal or visual stimulus is a continuous one in some 
sense. This is because one has to be aware that the feeding of the sig-
nal into the brain of the driver is done at a much faster rate than any 
visual sampling. This visual sampling is determined by the eye fixa-
tions comprehending the different aspects of the information. Any 
other kind of stimulus, such as those given by the kinesthetic, audi-
tory, and tactile cues can safely be assumed as fed in a continuous 
manner. 
It remains to state that only visual stimulus is used in pursuit 
tracking. Any other input cues, together with the visual stimulus, 
affect only the compensatory mode of the process. The correlation of 
the latter with the visual stimulus for the purpose of pursuit tracking 
has not been determined. In any case, it is a fact that auditory, tac-
tile, and kinesthetic cues are of little relevance to it. Hence, these 
cues are completely deleted from that mode and only considered for the 
compensatory mode where they play an important role. 
Before a tabulation of values, it is important to make a discrimin-
ation on the kind of information the driver acquires. The two categories 
are separated as the information used for pursuit tracking and compen-
satory mode, and information used for trip planning. In the first 
category are included: 
a) path 
b) speed 
c) system failure 
Vehicle operators have only these three aspects of vehicle performance 
as objects of their concern and activity while making vehicle control 
decisions. 
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In the second category, that is trip planning, are included: 
a) time or schedule election 
b) space or route selection 
These aspects of the decision making are considered prior to the actual 
situation of normal driving. It is to be understood that these factors 
are relevant to the performance of the system in the sense that they 
influence the human conditions for driving, so the psycho-motor para-
meters. Previous knowledge of the route, confidence on car performance, 
weather reports, etc., will determine parameters relevant to the 
driver's actions; such as time spent looking at road signs. 
As was mentioned, the visual stimulus is a continuous signal com-
posed by information relevant to some aspects of driving. An average 
pattern of how this information is recollected has been determined from 
studies made at the Ohio State University (27). This study basically 
explored approaches and techniques to aid the driver in his visual and 
control tasks. Emphasis was placed on driver information acquisition 
and control response. With the aid of a system that records driver eye 
movements, it was possible to determine the average number of eye fixa-
tions, and position and duration of the eye in every fixation. The 
results pertinent to our study are shown in Tables V-1 and V-2. This 
results have been catalogued according to whether open driving or car 
following is the current situation. Table V-3 shows data that could 
not be recorded with the same system. It has proven to be important be-
cause of the great percentage of the total time that is spent by the 
driver in monitoring functions. While blinking does not play a big role 
in the ov~rall concensus, because of its short duration, other monitoring 
Table V-1 Information on Visual Patterns in 
Open Driving (Continued) 
a. Eye Fixations 
Mean Rate of Fixations: 221 Fixations per Minute 
Mean Fixation % Total Time Duration (sec.) 
Look~ng Ahead 0.260 54.3 
Bridges 0.286 7.73 
Road Signs 0.310 6.3 
Vehicles 0.263 5.23 
Road and Lane Markers 0.283 2.16 
Out of View 0.453 24.3 
Overall Mean 0.263 
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Table V-1 Information on Visual Patterns in Open Driving 
b. Mean ~umber of Fixations per Minute for 
Stimuli Monitored While Driving 
Road Signs 10.8 
Vehicles-Right Lane 1.8 
Vehicles-Own Lane 12.0 14.1 
Vehicles-Left Lane .3 
Right Edge Marker 1.5 
Center of Own Lane 2.2 4.3 




Table V-2 Information on Visual Patterns in 
Car Following (Continued) 
a. Eye Fixations 
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*Only present in the car following mode 








Table V-2 Information on Visual Patterns in Car Following 
b. Mean Number of Fixations per Minute for 
Stimuli Monitored While Driving 
Road Signs 7.4 
Vehicles-Right Lane 1.8 
Vehicles-Own Lane 76.7 Lead Car 
Vehicles-Left Lane .5 
Right Edge Marker 4.0 
Center Own Lane 2.4 7.4 





Table V-3 Out of View Category Statistics 
Time % Average Total (sec.) Time Time/Look 
Looking in Rear View Mirror 10.8 6.9 .61 
Looking in Side Mirror 3.9 2.5 .66 
Monitoring Speedometer 9.8 6.2 .72 
Blinking 8.5 5.4 .16 
Other 14.0 9.2 
Total 47.0 30.2 
actions take relatively very long time, i.e~: looking at the rear 
view mirror takes about 2/3 of a second, which at normal driving 
speeds of 60 mph represents 66 feet of travel distance. Since these 
actions influence the attention of the driver and the total amount 
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of information flowing into the driver's brain, they must be considered 
when any sampling pattern is developed. The inconsistency for the 
"Out of View" category appearing in Tables V-1 and 2 and Table V-3 
is due to the fact that the latter was drawn from one subject on one 
trial for open driving, since only an approximate quantitative appre-
ciation was needed. 
Based on the information presented so far, the premises for an 
operating sampling pattern can be set. For example, one can consider 
the fixations listed under the out of view category as inoperative. 
For the purpose of control, the maximum fixation rate is 3.86 fixations/ 
sec. and the minimum fixation rate is 3.04 fixations/sec. These fixa-
tions rates will determine the sampling frequencies of the signals to 
be processed. One could go further and assume that the monitoring 
functions appear as blank intervals inserted in the signal available 
for control purposes. These blank intervals then would be of .16 to .72 
sec. of duration. 
B. Characteristics of the Continuous Input Signal 
It has been previously determined that the input signal acquired 
by the sensors is of the continuous type. Generally speaking, it has 
quasi-random characteristics. A suitable way to describe the input 
signal is .by its amplitude and frequency distributions replacing its 
statistical parameters. 
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Crossman (22), in his study has found that the ideal or Ackerman 
vehicle steering response is best described as providing constant trans-
mittance from steering-wheel angle e to path curvature c = d¢/ds, where 
¢ and s are the intrinsic coordinates of the path described. The trans-
mittance is then defined as T = c(jw)/8(jw). In Figure V-1 are shown 
c 
some typical results. It displays the region where T holds linear, 
c 
which is limited by the maximum lateral acceleration tire adhesion 
permits. Crossman indicates in his report that the low-frequency gain 
Tc(O) varies slowly with longitudinal velocity which is the normal 
understeer/oversteer characteristic. Bode plots of the model used 
show some other peculiarities not relevant to this study. 
Figure V-2 shows a correspondence between maximum frequencies with 
minimum amplitude for complying physical laws that determine the linear 
steering behavior of the vehicle. The importance of these constraints 
will be outlined in the report of the laboratory analysis. One now 
has to consider the spectrum of the signal in conjunction with the 
facts mentioned above. A quasi-random signal has been satisfactorily 
used so far in most laboratory studies elsewhere. For most cases, a 
Gaussian Amplitude Distribution is preferred for mere convenience. In 
some cases (11), a signal composed of several sine waves has been 
chosen. This was done for the sole purpose of accurately controlling 
the nonlinear effects of a model by measuring appearing frequencies not 
encountered in harmonics of crossmodulation of the input sine waves. 
The power density spectrum of the quasi-random signal used for the 
lateral control part of the system is sketched in Figure V-3. There 
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The actual difference of about one decade between both derives from the 
very conservative approach used by Montr~ll. Noise considerations and 
performance at higher frequencies are not considered by him. The model 
used later for the driver-vehicle dynamics holds linear over this inter-
val. 
In Chapter -vi is presented a graph with the amplitude distribution 
of the input signal that is used, which we refer to here for complete-
ness. The scaling of the amplitude is done based on the characteristics 
of the Hewlett-Packard Model 3722 A Noise Generator used. Its pseudo-
random signal has a crest factor of 3.75. Then, to calibrate the input 
signal, one of the peaks appearing is measured and considered to be 
somewhere above the normal deviation found in real world, but within 
the limits given in Figure V-2. A first order filter with a 3 db cutoff 
frequency of 0.5 Hz. is used to shape the power distribution of the 
input signal in accordance with the gradual rolling encountered at the 
high end of the spectrum. A second order filter was initially used 
without any actual incidence in the results. 
No special precaution was taken on the resultant lateral accelera-
tion imposed on the model. Nevertheless, it turned out to be within 
the limits of ± 0.3 g suggested by Wojcik et al. (24). It was cali-
brated by considering the rate of variation of the signal with respect 
to the speed of the strip of chart paper used for displaying the signal. 
For the longitudinal part of the system, the limits on acceleration 
were drawn from information found in many monthly car publications. From 
these car specifications, the average -capabilities of a vehicle were de-
termined. That is, the constraints were set by the average acceleration 
and deceleration rates vehicles are capable of perform. Acceleration 
ranges from a low .14 g for small and compact cars to .22 g for big 
passenger cars and around and over .3 g for sport type of cars. 
Deceleration rates are higher and range from .7 g to .8 g. without 
apparent dependence on the size of the cars. There are cars with 
deceleration possibilities of over .8 g, but they are more the excep-
tion than the rule. 
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The spectrum of the signal used on the longitudinal part of the 
system was initially drawn from some studies done on the car-following 
mode. Fenton (25) suggested an acceleration-deceleration range between 
+ .1 g and - .1 g for the lead car, which is acting as if it were in 
an open driving situation. A more conservative range was suggested by 
Montroll (23) on the basis of more comfortable riding. This range was 
between + .03 g and - .03 g. This last range suggested by Montroll 
evidently considers only a normal driving situation with the coasting 
or inertial deceleration for one limit and a very smooth, gently ac-
celeration in the upper limit. Since it lacks the possible sudden 
changes in speed caused by the use of the brakes, it is not considered. 
The paper of Fenton presents a typical power spectrum of headway noise. 
It is reproduced on Figure V-4. The spectrum of the signal fed to the 
model in this paper has the same characteristics at frequencies of 0.03 
Hz or higher. In this model the spectrum is extended to D.C. as shown 
in Figure V-4; since the biasing effects are expected to have detrimental 
effects on the sampled-data model. The amplitude distribution of the 
signal is of the Gaussian. form and with the same characteristics used 
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Figure V-4 Power Density Spectrums of Signals for the 
Longitudinal Control Task 
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C. Sampling Requirements 
In the last section, a discussion on the characteristics of the 
signals to be processed was presented. Based on the theory for recupera-
tion of continuous signals from sampled data, one should be able to 
determine the sampling rates for an operative system. 
to f 
0 
The bandwidth over which this system will operate goes from D.C. 
1 cps (0- 6.28 rad./sec.). On the other hand, in the first 
section of this chapter, it was stated that the maximum fixation rate 
is just below 4 fixations/sec. This fact should determine the maximum 
sampling rate encountered in the operational part of the model. As will 
be seen later in this section, higher sampling rates are present and 
are necessary to implement some of the features of the model. For now, 
there should not be higher sampling rates in the core of the model ex-
cept in the implementation of synchronism and other features. 
D. Development of the Interrupt System 
The sampling pattern for the output tasks is determined by the 
highest current priority. The priority is established by the results 
on the comparison of the input signals properly weighted. The initial 
attempt to establish the weight of the input signals to be compared 
at the same levels, led to time-invariant weighting functions, depending 
only on the order of magnitude of the signals and their relative impor-
tance. The weighting functions are represented by g1 (A,t), g 2 (B,t), and 
g
3
(C,t); corresponding to the longitudinal control (A(t)), lateral con-
trol (B(t)), and other (C(t)) signals respectively. 
Summarizing 
g1 (A,t) =a 
and the weighted signals then become 
f 1 (t) =a • A(t) 
f 2 (t) = b • B(t) 




The parameters a, b, and c represent the relative importance of each 
one of the signals with respect to the others, besides being a scaling 
factor to bring all the signals to the same significance level. 
The comparison is made on the basis of relative difference and the 
result placed upon the indicators fA' fB' and fc. They are the command 
signals for the actions to be taken. The indicators are selected 
through a logic process and are the result of the function: 
logical 1 (5-3) 
That is, fA will happen when the maximum function yields f 1 (t), fB will 
happen when the function yields f 2 (t), and fc will happen when the func-
tion yields f 3 (t). 
It has been shown so far that the criterion used to determine the 
output sequency of tasks is completely determined by the weighted signal 
that currently has the maximum am_plitude. In principle that is the way 
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a driver makes his decisions under normal driving conditions. He takes 
the signals fed to him through his sensors, screens and separates them, 
and finally makes his decision by evaluating and comparing each signal 
to each other. Actually, the driver goes further. He takes in con-
sideration the kind of signal he has already processed and the length 
of time he has already been on a continuous closed-loop mode on one of 
the tasks. There are some other factors that affect the decision-making. 
Among them are the fading of attention as a function of time an4 the 
adaptation that takes place when more than one task exceeds certain 
critical level. The latter is deferred for the last part of this 
chapter; since it implies a new criterion for decision-making. 
A consideration of the factors mentioned suggest the variability 
of the weighting functions and the imposition of some constraints in 
time and amplitude. In the remaining of the chapter, some of these 
considerations will be developed and included in the model. 
E. Priority Determined by the Amplitude Level of the Signals 
Once assumed an specific weighting function for every input signal 
the rest of the decision-making is based on the resultant amplitude 
levels and synchronism timing. Define X, Y, and Z as the indicators 
resulting from the comparators 
X- {: lf1 1 > lf 2 1 otherwise 





Based on Table V-4, and using only NAND gates, the following 
Booleau functions are determined 
fA X/Z x·z 
-
fB = X/Y = x•z 
fc Y:/z '=""""'=" = = y•z (5-5) 
In Figure V-5 is shown the implementation of the functions using 
NAND gates. The combination of flip-flop, relay and zero order hold 
act as a track and hold device, especially for low frequencies compared 
to the sampling frequency. Then, the circuit takes the signal that 
currently possesses the highest priority while holding the last output 
value of the other channels. The actual length and sequence of actions 
is determined by the input signal and because of the closed-loop 
characteristics of the system is that the performance intervenes in 
the process of selecting the action. 
In Figure V-6 is shown the sequence that results when some testing 
signals are imposed on the circuit. The relay remains closed all the 
time the corresponding signals hold the highest priority. The character-
istics of the zero-order hold circuit allow a close tracking of the 
signals while the corresponding relay is energized. The small threshold 
of the comparators (0.1 mV.) and the high speed of the relays render 
good resolution. The rounding of the corners of the rectangular wave 
generated is the result of the large time constant of the X-Y plotter 
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Table V-4 Truth Table for the Basic Scheme of Priorities 
X y z Result 
0 0 0 C' 
0 0 1 Can't Happen 
0 1 0 B' 
0 1 1 B' 
1 0 0 C' 
1 0 1 A' 
1 1 0 Can't Happen 
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used to record the signals. 
Constraint of the minimum sampling frequencies is required to as-
sume stability in systems with random sampling. The constraints are set 
for the specific system. The existence of a synchronizing pulse (clock) 
permits one to summarize the maximum sampling period as a multiple of the 
basic clock period (T ). Thus, a digital counter may well serve this 
c 
purpose. The tolerance allowed for the individual sampling period can 
be adjusted to half the clock period or a submultiple of it. Assuming 
that the existing clock period yields an adequate tolerance, then the 
cyclic counters can be set for 
* Tl 




T * 2 for the second channel n2 Tc ' 
(5-7) 
T * 3 for the third channel n3 =--
' Tc 
(5-8) 
* T * d T * h i 1· i d allowed for h where T1 , 2 , an 3 are t e max mum samp 1ng per o t e 
subsystems to be in the desirable stable region. These controllers are 
to keep track of the length of time the corresponding subsystem has not 
received .priority and reset every time a sampling is performed for it. 
If the counter reaches the specified value, it inhibits the other 
samplers and gives first priority to the corresponding subsystem. 
Table V-5 compil-es the truth table from which the following 
Boolean functions are determined 
(fA+Tl)·T2·T3 
Table V-5 Truth Table for Priority Scheme Including the 
Maximum Sampling Period Indicators 
X y z Tl Tz T3 Result 
0 0 0 0 0 0 C' 
0 0 1 0 0 0 Can't Happen 
0 1 0 0 0 0 B' 
0 1 1 0 0 0 B' 
1 0 0 0 0 0 C' 
1 0 1 0 0 0 A' 
1 1 0 0 0 0 Can't Happen 
1 1 1 0 0 0 A' 
1 0 0 A' 
1 0 0 A' 
0 1 0 B' 
0 1 0 B' 
0 0 1 C' 
0 0 1 C' 
,_ 
Can't Happen Tl•T2•T3 
Tl·Tz·T3 Can't Happen 
Tl·Tz·T3 Can't Happen 
Tl·Tz·T3 can't Happen 
(Note: Only one Ti, i:l,2,3, can happen at the same time.) 
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where fA, fB, and fc are the same described before. 
Implementation of the latter yields the circuit shown in Figure 
V-7a. This circuit performs in the same way the circuit in Figure V-5 
does, unless any of the pulses T1 , T2 , or T3 is generated. In this 
case, the corresponding channel takes the highest priority and the proper 
relay is energized. The pulses T1 , T2 , and T3 are generated by sequential 
counters. These counters generate a pulse when they reach the equivalent 
to niTc seconds and start counting only when the corresponding channel is 
in the holding mode or not getting any new samples. Henceforth, they 
are reset for as long as the corresponding relay is energized. The reset 
pulses are then generated by the following functions: (Figure V-7b) 
where T (clock period) is fixed and externally generated. 
c 
F. Case Study 
(5-11) 
(5-12) 
Applying the scheme for sampling discussed above, a case is set 
to check to goodness of the approach. A combined model of driver and 
vehicle dynamics is used for the lane keeping task, the only one to be 
implemented. The other two channels will be acting as reference-inter-
ference signals only, with no feedback and no time constraints on 
,-----------, 
fA --- I _ I m1(t) 
. 
~ / ~-------? / ~ I r-*. f ~A~ r-+ r - - 1 ~,1~---~-.J 1 
- I 
Figure V-7 
T2 T3 I I I I 
I I I I 
I I I I 
I I I I m ( t) · ~ / N1sr II 1 r-Dt-..,-s--, s· ~ Ill I ,~.. I If ~--~-J I 
- II I I Tl T3 I I 
I I I I 
I I I I .----~ .... / ~ : L+*f -1s·. ~m3!tl r IY--1---~-_J 
T, f2. L ________ j 
Minimum Sampling Frequencies Implementation (Continued) 
a. Priority Interrupt Sys tem 
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Tc 
(Clock) Reset Pulse= ~T .Tc 
! 
R 
Counter 0 T 
n, I 
Reset Pulse = fBT. Tc 
~ 
R 
Counter 0 T 
n2 I 
Reset ;ulse =fer .Tc 
R 
Counter 0 T I 
n:3 -
* n1=T1 /Tc 
n2= T: /TC 
n3=T; /Tc 
Figure V-7 Minimum Sampling Frequencies Implementation 




The weighting functions will include the fading of attention 
feature mentioned in preceding paragraphs. The attention fades at a 
rate resembling an exponential function with a fairly large time con-
stant (26). While a linear approximation could be used because of the 
short length of the maximum period allowed, it is as simple to imple-
ment the exponential function with a time constant of about 3 seconds. 
Then, the weighting function used is represented by 
-t*/T2 g 2 (t*) = be ; b = 1, T 2 = 3 seconds (5-13) 
where t* represents the time elapsed after the last sampling. 
The clock period is set to correspond to alpha frequencies. Some 
researchers have suggested it to be the rate of internal decision making 
for the human operator (21). The clock period (T ) corresponding to 
c 
the alpha frequency of 20 Hz is quite satisfactory under the configura-
tion adapted. Then, the counter for channel two is set for 
= 
T * 2 
0.05 (5-14) 
Logical l's where placed instead of T1 and T3 , and no weighting 
functions where used for channels 1 and 3. The signals applied where: 
f 1 (t) = .3 sin 6.28 t (volts) 
.2 (volts) (5-15) 
The system implemented in channel 2 is depicted in Figure V-8. It 
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s + 8 s2 (s2 +4.18s + 4.35 ) 
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Figure V-8 Nonperiodic Sampled-Data System Used in Channel 2 
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Chapter VI. To find the properties of the system the characteristic 
equation of the discrete system must be analyzed. That is, the follow-
ing equation has to be determined 
1 + GH(z) 0 (5-16) 
where 
GH(z) = Z (G(s)H(s)) (5-17) 





(s) is the transfer function of the zero order hold 
l-e-Ts 
Gho = s 
From the block diagram of Figure V-8, one readily obtains 
G(s)H(s) 
-Ts 2 2 K(l-e )(s +2.57s+39.13)(s +2s+l.37) 
3 2 
s (s+8) (s+2. 09) . 
where 
K = 3.142 * 0.729 2.29 
Its expansion in partial fractions yields 
(5-18) 
(5-19) 
G(s)H(s) = K(l-e-Ts)(- .22795 + .19292 
s+8 s+2.09 
1.10098 + .03503 
(s+2.09) 2 s 
(5-20) 
Taking the Z-transform to the expression for G(s)H(s) 
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Writing it as 
GH(z) 
z -8T -2.09T 
z-e z-e ( -2.09T)2 z-e 
+ .03503z + .68059*Tz + 1.534*T2 z(z+l) 




The expressions for N(z) and D(z) are readily written: 
(5-21) 
(5-22) 
N(z) (z-1) 3 (-.03503z2+({.26658-1.10098*T}e-2 • 09T-.19292e-ST)z 
+ (-.22795e-4 •18T+{.l9292+1.10098*T}e-lQ.OgT)) 
+ (.03503-.68059*T+.767*T2)) (5-23) 
and 
2 -2 09T 2 -8T D(z) = (z-1) (z-e · ) (z-e ) 
The equations 
N(z} 0 
D(z) 0 (5-25) 
will determine the zeros and the poles of the system in the z-plane 
respectively. 
Since the sampling period T will be variable, the plotting of the 
roots of the equations 
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D(z) + K*N(z) 0 (5-26) 
for different T's will help to estimate the stability region. 
The analysis is simplified in this specific case since K is to 
be considered fixed. 
For K = 2.29 and T 0.3 sec. , 
it results 
N(z) 4 3 2 0.216l(z -1.44z +.89z -.5llz+.l98) (5-27) 
and 
D(z) 5 4 3 2 (z -3.159z +3.700z -1.9487z +.4336z-.02585) (5-28) 
The zeros and poles corresponding to this case and the root locus 
of the equation (5-26) are depicted in Figure V-9. 
ForK= 2.29 and T = 0.25 sec., 
it results 
N(z) 4 3 2 .17555(z -1.815z +1.475z -.84lz+.265) (5.29) 
and 
D(z) 5 4 3 2 (z -3.32z +4.155z -2.393z +.6073z-.0476) (5-30) 
The zeros and poles of this case and the root locus of the charac-
teristic equation are depicted in Figure V-10. 
From these graphs it can be . seen that for K = 2.29 the system 
is operating well within the unit circle. Referring to Figure V-11, 
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guaranteeing the roots to be within the stability region for all T if 
T * is made equal or less than 0.3 seconds. 2 
Let us assume T2* = .3 seconds. 
Thus, from (5-7) 
n = 6 2 (5-31) 
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The signal B(t) fed to channel 2 has pseudo-random characteristics 
and is further described in Chapter VI. It has a B.W. of 0.5 cps and 
R.M.S. amplitude of 0.5 volts. Its amplitude distribution is Gaussian 
in nature and has a standard deviation of .684 volts. The output of 
the system and the uncorrelated error were measured and recorded. The 
configuration of the amplitude distribution curves can be seen in 
Figures C-3-a,b in Appendix C. Comparison of them with tests made for 
the continuous case and fixed sampling rate case show no appreciable 
di~crepancy. Also, visual monitoring of the output signal showed a 
well behaved system. 
The randomness of the test signal together with the performance 
of the system should corroborate the adequacy of the approach. Although, 
the fact that the indicator ·T2 was not on a single time during the 18 
minutes that comprised the complete run could indicate that there were 
no extenuating circumstances imposed on the system. In spite of the 
care that was taken in choosing representative reference-interference 
signals, they seem to create no conflict among priorities and sampling 
periods. The reason for T2 being within the .3 seconds interval deter-
* mined by T2 was thoroughly sought at no avail. On speculative basis 
another run was made with C(t)=.7 volts and in this case T2 was on several 
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times per minute. In any case, the first value of C(t) was considered 
to be a better representation of the priority level of monitoring 
functions. The value of .7 volts for C(t) is exaggerated. Then, it 
is left to verify the identity of the approach as a truly multivariable 
system. To accomplish this, it would be necessary to implement a 
suitable model for the longitudinal control and dynamics of the vehicle. 
However, any model operating on a zero-tracking error basis would only 
improve the behavior, for it would tend to minimize the error instead 
of just forcing a lagging function upon the other channels. 
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VI. FEEDFORWARD TECHNIQUE IN LATERAL CONTROL TASK 
It has been mentioned that some sort of adaptation on the driver's 
actions exists related to the lateral control task. This adaptation 
is mainly due to the fact that the driver is looking ahead on the road. 
Therefore, the information about the road is acquired much in advance 
to the action that is to be taken. This affects the behavior of the 
driver in several aspects. First, the decision time is considerably 
reduced, and so is the perception time in the classical sense defined 
before. Actually, it is not that the decision time and perception time 
have been reduced, but moved ahead in time. It allows the driver to 
perform an adaptation in a time sharing mode and with a more convenient 
pattern of overlapping tasks, resulting in a less conflictive sequence 
of task performing. Then, when the control action has to be taken, the 
driver acts as if he was in a precognitive tracking situation. The 
actual influence of this pattern on the lateral control is to be de-
termined yet. 
A. Review of the Problem 
The driver is looking ahead at a certain angle with the horizon 
and certain deviation with the center line of the road (27). This 
average pattern also varies slightly with the speed of the vehicle. 
Some different patterns are found according to the kind of driver in-
volved . in the experiment. Henceforth, special care has to be taken 
for validating data for a definite case. 
It seems that the most important distinction to make is whether 
the driver is in the car following situation or open driving situation. 
This makes a tremendous difference in the distance ahead the driver is 
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looking at. Table VI-1 shows some typical values for both situations 
(2 7). 
This data has been taken for driving at 50 mph and considering only 
information related to the eye fixations on center marker, center own 
lane, and right edge marker, which are the ones pertained to lane posi-
tion. From those we see there is a noticeable difference between the 
two situations. 
B. Description of the Experiment 
With the premises established in the foregoing, a procedure for the 
experiment is outlined. 
The information has to be presented to the operator in advance, 
and he should be able to keep it in sight until the ~oment he uses it. 
So at all times he is looking at few seconds of information. Therefore, 
"pursuit tracking" with the information presented in advance is to 
be used in the model. However, the system is actually working in a 
compensatory mode. 
To display the information a two channel brush recorder can be 
used. In one channel is to be recorded the road information (input 
signal), and in the other the actual error which is to be minimized. 
An oscilloscope is used to monitor the rate of variation of the error. 
The basic configuration for this kind of experiment is presented in 
Figure VI-1. 
In the diagram one sees that the actual signal to be tracked and 
the error generated are fed into the optical display. The visual stimu-
li for the human operator will be both. The display of the signal to 
track is the information determining the action. The error signal has 
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Figure VI-1 Configuration of System for Pursuit Tracking Experiment 
Table VI-1 Average Time and Distance the Driver 
Looks Ahead 

















the only purpose of evaluating the performance of the operator. It is 
an indicator for the operator of how well he is doing at every moment. 
This will be more obvious in the feedforward version of this type of 
tracking. 
C. Feedforward Version 
The driver actually acquires the information needed for lane 
keeping in advance. It was indicated that the performance is evaluated 
based on the error generated. This suggests the system model pictured 
in Figure VI-2. 
A stationary random-appearing signal is used as the input to the 
system. Actually, this signal will represent all the information needed 
for the lane keeping task. It is worth to note that this signal is 
assumed to be the composite signal given by the three main reference 
points for lane keeping, right edge marker, center of lane, and left 
edge marker. 
The function of the low-pass filters (LPF's) is to limit the 
bandwidth of .the signal going to the model or the human operator. It 
also permits some shaping on the distribution of the signal spectrum. 
This is necessary because the signal fed to the driver does not 
necessarily have a flat distribution. Frequencies up to 0.1 cps 
correspond to a normal windy road. Higher frequencies, corresponding 
to displacements of the vehicle due to windgusts, road irregularities, 
etc., have a much smaller amplitude. Much higher frequencies would fall 
into the category of noise which is almost completely filtered out by 
the operator. This noise may be due to vibrations and similar causes. 







s( t ). Random -Appearing 
Signal 







Figure VI-2 Basic Set-Up for Evaluation of Feedforward Aspects 
on the. Latera~ Control System 
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also be discussed later that very special precautions have to be taken 
in order to insure identical signals feeding both the model and the 
human operator. 
The total bandwidth of the Gaussian distributed random signal to 
be used is .0 - .5 cps. The upper limit has been determined from 
measures taken at 60 mph over a great variety of roads (23). Another 
constraint on the incoming signal is the amplitude, or better said, the 
maximum amplitude. This constraint is neces~ary because the models are 
only stable over a certain interval. This type of response comes from 
the fact that the model, in spite of being a low-pass filter, has a 
long delay relative to the frequencies it . operates on. 
The generation of the delay on the signal s(t) has to be done 
using a variable delay generator, since it is necessary to force dif-
ferent preview times to the operator. The variation of the preview 
time will permit one to produce a pattern between stimulus and reac-
tion. Suboptimal values are expected for the preview time. Although, 
there is the possibility that the influence of the preview time on the 
performance may vary when the imposed preview time is shifted. The 
variability of the delay will also permit to compensate for inaccura-
cies introduced in the set up of the experiment. 
Initially a Low-Pass Pade Analog Delay was used (28). Errors 
originating in the transient characteristics of the circuit were found 
to be of disastrous consequences in the evaluation of data. A digital 
transport delay was opted instead (29). The basic configuration of 
this transport delay is shown in Appendix A. Identical signals can be 
provi ded f or both channels by using this approach. It also gives 
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linear and independent controls for each of the channels. The possi-
bility of "noise" resulting from the "stair-step" type of the signal 
coming from the digital to analog converters gives another function 
to the low-pass filters. The modified scheme is represented in 
Figure VI-3. 
The combination driver-vehicle model employed is given in 
Figure VI-4. This model, developed by Dunipace (30), besides the 
actual lateral displacement error, uses lateral acceleration and velo-
city as kinesthetic cues. The lack of these input cues in the simula-
tion, forces one to vary the presentation of information to the human 
operator. The inadequacy of the information is partially compensated 
by using a high gain control element. 
The neGessity of using a pursuit-tracking type of test in a 
non-precognitive situation was mentioned. For this reason a pseudo-
random test signal is used. This also permits one to repeat the test 
signal exactly for different runs of the experiment. This is useful 
to the experiment because the operator has to be adapted to the gain 
of the system, and it also allows a study of the error dispersion at 
several stages of the experiment. The random characteristics of the 
signal do not permit the operator to learn it, even after several 
successive runs, thus keeping its non-precognitive characteristics. 
The display of the error is only done in the early stages of 
the experiment. This permits the operator to accomplish a faster 
adaptation to the control element. It is later removed from the 
operator's sight; hence, the actual performance of the operator is 
based only on the lateral displacement signal and the feedforward 
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Figure VI-4 Driver-Vehicle Model Used for Lateral Control Task Simulation 
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characteristics of the information. 
The pseudo-random signal used at the input terminal has the same 
characteristics defined for the signal feeding the lateral control 
channel in the model described in Chapter V. The amplitude distribution 
of the signal is of the Gaussian type. Its description is deferred un-
til the next section. A time averaging circuit with a triangular type 
of slicer is used to record the amplitude distribution of the signal 
at all stages of the experiment. This circuit is described in Appendix 
B. The calibration and measurement of the intrinsic characteristics 
of the circuit for the purpose of validation of the data are also 
described there. 
D. Development of the Experiment 
The first part of the experiment was set to find the performance 
of a human operator as a function of the preview time. The preview 
time is defined here as the length of time the operator has the in-
formation in sight before he is compelled to take any action. Some 
correlation with the lag time of the model was expected. 
From a qualitative point of view, the experiment ~epresents the 
one-dimensional tracking characteristic of the lateral control task. 
Although, quantitative results are not to be considered conclusive 
if they are to be applied to the real-world lateral control task. This 
distinction has to be made because the simulator to be used in the 
tests does not include some important features of the real driver-
vehicle system. Nevertheless, attempts to bring the experiment closer 
to the real-world situation in some aspects were made with the only 
purpose of constructing more solid foundations on which further analysis 
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could be based. Among the improvements attempted was the angle at 
which the driver looks at the road. But even for this simple adjust-
ment would be necessary a panoramic view of the road, since the 
mentioned angle is the average value taken from the entire region the 
driver covers. 
With the understanding of the possibilities of the experiment, the 
procedure for the experiment is outlined below. The set up of this 
experiment is depicted in Figure VI-5. The signal s(t) is fed to the 
transport delay, which is set for delay times of zero on one channel 
and a variable delay of T in the other. The low-pass filters have a 




The gain ~PF is slightly over 1 and is used to calibrate the magnitude 
of the signal with the optical display. In the optical display a 
delay of the signal s(t) is produced. The delay here corresponds 
exactly to the preview time and also to the delay T imposed on the 
signal s(t) in the other channel. The preview time is determined by 
the distance d between the recording of the signal on the strip chart 
and the time it reaches the control element (pointer). The speed of 
the strip chart was selected under the criteria of ± .3 g maximum 
lateral acceleration of the signal with respect to the strip chart. 
The speed of the strip chart was set at 10 ems/sec. Keeping T as the 



















v8 - Velocity of Strip Chart 
EL8MENT 1----~---------
y(t- r) +10-, r--IOv. \ / 
', / 
.......... _..!.._.-.,.,. ', 
:-6V A' 
Figure VI-5 Set-Up Used for First Laboratory Experiment 
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Preview Time = T = d/VB (sec) (6-2) 
Then, the actual signal the operator has to track is s(t-T). The con-
trol element is a knob of about 1.5 inches in diameter and has a pointer 
extending from the center about 3 inches in length. This knob is 
mechanically coupled to a potentiometer. The gain of the control 
element is defined as 
(6-3) 
~ was set arbitrarily to 0.167 volts/degree. It was considered 
to be high enough for properly neglecting the dynamics of the control 
element. The geometry of the control element theoretically offsets 
the results because its nonlinearity. 
In Figure VI-6 it is shown a diagram of the geometry of the control 
element. PO is the distance from the center of the knob to the tip of 
the pointer, and in this case PO= 3". Let PP' be a perpendicular to 
AO. Then 
b. PP'A "" b. OEA (6-4) 




PO PA (radius of circumference with center in P) 





Figure VI~6 Geometry of the Control Element 
Thus, we can write 
AE AP' (6-7) 
ZAP' PO 
or 




From the figure 
AP' PO sin (p/2) (6-9) 
Replacing it in the expression for AE, it yields 
- - 2 AE = 2PO (sin p/2) (6-10) 
AE represents the error generated from assuming that the tip of 
the pointer "O" moves perpendicularly to the dir~ction of the strip 
chart. The maximum excursion of the signal to track is OE = .8" 
which corresponds to an excursion angle p = 14°. The actual maximum 
excursion found in the experiment is OE = .45" which corresponds to 





2*3* (sin 4 .'50) 2 
0.0372" (6-11) 
At the strip chart speed of 5 ems/sec., AE corresponds to 
max 
0.0188 sees. This results in a tolerance of less than 1.5% which is 
better than the resolution of the configuration itself. 
The amplitude distribution of the input signal s(t) is presented 
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Figure VI-7 Probability Density Function of the Input Signal 
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as recorded by the circuit described in Appendix B. Superimposed is 
the theoretical Gaussian distribution that best fits the recorded sig-
nal. The theoretical Gaussian curve has the following characteristics: 
mean value = ~ = 0 volts 
standard deviation = cr = 0.684 volts 
99.9% of area under normal curve between ± 2 volts 
Goodness of fit with recorded curve = 99.9% Cx2 test) 
(The fit of the recorded curves to normal curves and the parameters 
relevant to it are discussed in Appendix C. 
The delay in the digital transport delay was set according to 
curve in Figure A-1. The delay in the optical display was set by slid-
ing the pointer over the strip chart recorder. 
For the purpose of evaluating the performance of the operator as 
a function only of the preview time, several runs were made for differ-
ent preview times until a pattern was found. A definite pattern appears 
for the interval 1 sec < T < 1.5 sec. The data measured for T's 
shorter than 1 sec. was discarded. It did not show much correlation 
with the premises set. This could probably be best explained by realiz-
ing that they are in the range of the delay produced by the reaction 
time and neuro-muscular lag inherent to the operator. 
A set of runs for each operator was made by· varying T at intervals 
of .05 seconds . starting at T = 1 sec. until data began to deteriorate. 
This turned out to be extremely tiresome for the current operator, 
since each run took approximately 18 minutes. Therefore, the sets were 
reduced to 6 runs and only for the regions of interest. Table VI-2 
shows the preview times (delay) and the corresponding distance d used 
Table VI-2 Preview Times (T) and the Corresponding 









d = VB * T 
v = 5 B ems/sec 
93 
to complete the three sets of runs. It was found that, except for 
T > 1.5 sec, the difference between corresponding runs of each set 
was negligible, so averaging was not necessary. A set of runs is 
reproduced in Appendix C, together with the parameters relevant to 
the curve fitting used. 
Figure VI-8 shows the reduced information, extracted from the 
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r ·uns. The axis marked variance shows the variance of the error or 
difference signal generated between s(t-T) (reference signal) and the 
output of the control element. It can be noticed the sharp decrease in 
the variance for preview times over 1 sec. The distribution of the points 
over the interval 1.35 sec < T < 1.45 sec. reflect a possible optimal 
value for T. The variance does not change noticeably for these values 
of T and one may readily conclude that the operator has a threshold 
over this interval. Comparing these results to the study of Barboza 
(34), it could speculatively be said that this is the normal preview 
time to which the operators have naturally been conditioned to. This 
hypothesis is consistent with the results obtained for T > 1.5 sec. 
The information obtained over this interval was scattered over a wide 
region but two distinct cluster points could be noticed. It was found 
that they were correlated with the type of subject currently operating 
the system. In Figure VI-8 is presented the average value of 0 for 
T = 1.7 sec. This value was obtained for two subjects which were 
familiar with the experiment. The standard deviation obtained for other 
subjects was consistently higher with values of a of 0.59 which cer-
tainly shows a deterioration of the overall performance. These sub-
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Figure VI-8 Graph of the Variance of the Error Signal for Experiment 1 
as a Function of the Preview Time 
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possible. These subjects for which the lower value of a was obtained 
were those that knew the purpose of the experiment and tried to adapt 
rapidly to it by only considering the amount of information that best 
suited their needs. The former probably got confused with too much 
information presented to them or could not remember clearly the informa- · 
tion they gathered few moments in advance. The data gathered for the 
last case was discarded on the basis that a driver only takes relevant 
information of so many feet ahead, regardless of how good the vision 
is in front of him (27). 
A second experiment was set, in which the operator works under 
the same conditions described in the previous experiments, but with the 
controller acting on the dynamics of a vehicle. This experiment set 
out to prove the adaptation of the operator. The block diagram used 
in this case is shown in Figure VI-9. 
The transfer function used for the vehicle dynamics is 
G (s) 
v 
2 (s +2.57s+39.13) 
2 2 
s (s +4.18s+4.35) 
(6-12) 
It corresponds to the close-loop model described in Figure VI-4 
with the model of the driver substituted by the human operator and the 
summing device by the optical display. In the implementation the lat-
eral velocity (y(t)) and lateral acceleration (y(t)) were removed from 
the feedback, since no kinesthetic cues were to be provided for the 
driver's reference. 
Here, it is also noted the same effect found in the first experi-
ment. For small values ofT (T < 1 sec), the variance of the error 











Fi~ure VI-9 Set-Up Used for Second Laboratory Experiment 
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It is also noticed that forT> l.Osec the variance is consistently 
higher than in the first case. This derives from the smoothing band-
limited characteristics of the controlled plant. The averaged results 
on the two runs are presented in Figure VI-10. It can again be seen a 
decrease in the variance for T > 1 sec. Although it is not as sharp 
as for the first case. This is again due to the smoothing effect of 
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VII. CONCLUSIONS AND SUGGESTED FURTHER STUDY 
Results obtained from the implementation of the priority interrupt 
system confirm the validity of the approach used. The signel-channel 
serial-processor feature of the driver's decision making can be 
mathematically represented and implemented to at least its basic 
configuration. Although, complete verification and summarization of 
the intrinsic characteristics of the multivariable system cannot be 
done without also implementing dynamic models for tasks other than 
lateral control. The sampled-data feature of the model accounts for 
the ability of human operators to respond in the temporary absence of 
the input stimulus. This "refractory period" was represented by the 
no-action characteristics of the signals resulting for channels 1 and 
3 of the model, where no dynamic models were implemented. 
Tracking performance of the nonsynchronous sampled-data model is 
poorer than for the case of the continuous model, but it was expected 
since the model used was developed for the continuous case and no 
compensation was done on the discretized version. 
The time-threshold behavior of the model is satisfactory. It 
proves the feasibility of the threshold structure mentioned in Chapter 
III. No attempts were made to implement amplitude thresholds. Never-
theless, their incorporation, in conjunction with predictive criterion, 
can be done in any of the channels without dismissal of other features. 
The use of a full scale threshold model can be most rewarding for the 
effect of separating the normal and emergency driving situations into 
two linear models. Also, a human operator is not able to sense a 
change until some threshold has been exceeded, thus making the imple-
mentation of nonlinearities unavoidable. 
The track and hold model, used in conjunction with the control 
sequence, did not result in any visible improvement with respect to 
the zero order hold described in the analysis. However, the track 
and hold model is desirable if a dither nonlinearity, consisting of 
a rather high frequency, low amplitude · signal, is introduced into 
the manual control loop to help the driver test and keep adapted to 
system response. 
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In spite of the evidence that a first order hold is a better 
representation of the extrapolation technique than the zero order hold 
and the track and hold model, its implementation was deferred for later 
studies, since it involves the development of more elaborated models 
than the ones used in this work. 
The simplified scheme used for the mathematical analysis of the 
model gave realistic information on the final behavior of the more 
complex model. However, it may prove useful to obtain analytical re-
sults from an analysis based strictly on random sampling. .Then, the 
sampling could be linked mathematically to the performance of the model 
and prediction theory used where pursuit tracking exists. 
The experiment described in Chapter VI on the feedforward aspect 
of the lateral control task gives a good insight of the influence of 
prediction on actual performance. Runs were made with and without a 
model representing vehicle dynamics, and in both cases approximately 
the same pattern was obtained. The lag time of about 1.4 sec. is 
about the same found in time-domain analysis of the driver-vehicle 
model used. Thus, one may conclude that some type of adaptation takes 
place to compensate for the lag time inherent to the vehicle model. 
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The lag time of the controller itself is negligible. Thus, it has 
been shown that preview time plays a very important role on the per-
formance of the system. Preview time actually determined the type of 
prediction to be employed. Too much preview time tends to deteriorate 
performance, while too little does qot permit a full prediction. It 
is suggested that not all the preview time is employed to determine the 
predictive criterion. There is some time, just before the action takes 
place, when there exists a blackout of information for processing. 
This information is relayed to an awareness area in the driver's mind 
in order to inform him of when the action has to be done. An experi-
ment to determine the characteristics of this behavior can be conducted 
to investigate the parameters relevant to the prediction by means of 
the preview time. 
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DIGITAL TRANSPORT DELAY 
The main feature of this type of delay is that it provides two 
identical signals independently delayed. This is obtained because 
both output signals are processed in identical ways, so identical 
stairstep approximations to the input signal are obtained. 
The program used is written for the SCC 650 digital computer. 
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It uses A-D (analog to digital) and D-A (digital to analog) converters 
as nexus for the hybrid system. The time delays are determined by 
two reference voltages. This time delays are also determined by the 
sample rate, which is set by the switch register of the digital 
computer. 
The delay is accomplished by sampling the signal to be delayed 
at fixed intervals, storing the samples in the digital computer and 
returning the samples to the analog outputs at times fixed by the 
reference voltages. 
A. Use of the Program 
The program is loaded with the absolute loader. The starting 
address for the program is 00008 . Before starting the program, the 
sample rate should be set at its maximum (Switch Register= 77778). 
The sample rate can be reduced to the desired value while the program 
is running. 
A-D channel 0 is the input for the signal to be delayed. D-A 
channels 1 and 2 are the delayed signal outputs . The delay on D- A 
channel 1 is controlled by the voltage on A-D channel 1. D-A channel 2 
delay· is controlled by the voltage on A-D channel 2. Zero delay is 
1 09 
achieved by supplying +10 volts to A-D channels 1 and 2. Maximum 
delay occurs when -10 volts is supplied. The A-D and D-A channels 
have terminals on the hybrid interface. Figure 1-A shows the relation 
between time delays on D-A channels 1 and 2, and reference voltages 
applied to A-D channels 1 and 2. 
The switches on the Multiplexer Adapter should be set as follows: 
Power Switch ON 
Full Scale Switch ± 10 volts 
Mode Switch EXT 
Sample Rate Switch 20 Kc. 
B. Operation of the Program 
The signal on A-D chanrtel 0 is sampled at fixed intervals and the 
sample is stored in two's complement fonn at one end of the storage 
block. Before the channel is resampled, all samples in the storage 
area are shifted one location toward the opposite end of the storage 
block. Samples are discarded after they reach the opposite end. 
The signals on A-D channels 1 and 2 are sampled and converted into 
addresses of samples in the storage area. The samples at these loca-
tions in memory are converted to voltages · which appear on D-A channels 
1 and 2. 
The sample rate is controlled with a time consuming routine. This 
time consuming routine also affects the delay times. The amount o f 
time consumed is selected with the switch register. 
For a blo.ck storage of '7000 to '7777 and the switch register 
(Sw. R.) set at '7000 after the program is running, reference can be 
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made to the chart in Figure A~l for the setting of the reference voltages 
that determine the delays. This chart applies as well for both channel 
1 and channel 2. For higher resolution between the voltages applied 
and delays produced, smaller block storage can be considered, but this 
also means smaller delays. 
BLOCK STORAGE '7000 - '7777 
SW. REGISTER - '7000 
~~0~~~~~~~~~~--~~--~0--~~--~~--~~--~~--~~~~ 
REFERENCE . INPUT , velts 
Figure A-1 Chart of Reference Voltages Applied to A-D Channels 1 and 2 




00000 ORG '0000 DIGITAL DELAY 
0000 0711 !NIT SEL '11 SELECT A-D 
01 6066 LDA CWRDO SELECT CHANNEL 0 02 0451 TFA '11 
03 0411 TTA '11 LOAD INPUT SIGNAL S (T) 
04 2006 JMP *+2 
05 2003 JMP *-2 
06 3674 STA* LOC STORE AT "LOC" 
07 6067 LDA CWRDl SELECT CHANNEL 1 
10 0451 TFA '11 
11 0411 TTA '11 LOAD DELAY 1 (Dl) 
12 2014 JMP *+2 
13 2011 JMP *-2 
14 0014 SAR DIVIDE BY TWO (SCALING) 
15 0014 SAR DIVIDE BY TWO 
16 0014 SAR DIVIDE BY TWO 
17 0002 NOP 
20 44 73 ADD MID ADD TO MID ADDRESS 
21 34 76 STA ADRS1 DEFINE OUTPUT ADDRESS 1 
22 6070 LDA CWRD2 SELECT CHANNEL 2 
23 0451 TFA '11 
24 0411 TTA '11 LOAD DELAY 2 (D2) 
25 2027 JMP *+2 
26 2024 JMP *-2 
27 0014 SAR DIVIDE BY TWO (SCALING) 
30 0014 SAR DIVIDE BY TWO 
31 0014 SAR DIVIDE BY TWO 
32 0002 NOP 
33 4473 ADD MID ADD TO MID ADDRESS 
34 34 77 STA ADRS2 DEFINE OUTPUT ADDRESS 2 
35 0050 LAS SAMPLE RATE FROM "SW REG" 
36 3465 STA SMPLRT 
37 0651 TMR '11 TERMINATE A-D 
*OUTPur ROUTINE* 
40 6071 LDA CWRD4 SELECT D-A CHANNEL 1 
41 0732 SEL '32 
42 6276 LDA* ADRS1 
43 04 72 TFA '32 OUTPUT S (T-D1) 
44 6072 LDA CWRD5 SELECT D-A CHANNEL 2 
45 0732 SEL '32 
46 6277 LDA* ADRS2 
47 0472 TFA '32 OUTPUT S (T-D2) 
*DATA SHIFT ROUTINE* 
50 1075 LDX START DEFINES STORAGE BLOCK 
51 0034 xss PREPARES INDEX ADDRESSING 
52 6101 LDA *+1 LDA *+1 "SHIFTS DATA ONE 
53 3500 STA *+0 STA *+ 0 PLACE BACKWARDS" 
54 0315 SRX l,z 
55 2052 JMF '52 
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AFFECTS SAMPLE RATE AND 
THUS DELAY TIMES 
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APPENDIX B 
CHARACTERISTICS OF THE ANALOG COMPUTER PROGRAM USED TO OBTAIN THE 
APPROXIMATE AMPLITUDE DISTRIBUTION OF STATIONARY SIGNALS 
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According to Wait (33), simple operational- amplifier circuits for 
level comparison and interval selection (slicers) permit approximate 
estimation of the amplitude distribution of a stationary signal wave-
form. The basic idea is to scan the signal and measure the frequency 
of appearance of the signal at the current level. In the analog-computer 
implementation, a small interval scans the signal. This is the main 
reason for being an approximate technique; since due to this one has 
finite averaging time. It also limits the speed of the slicer. 
In Figure B-1 it is shown a schematic diagram of the general 
technique of the approach used. The output of the slicer, z(t), gives 
us the time average value of the signal, which in turn is proportional 
to the probability density function, f, of the input signal, x(t). The 
time-average is evaluated over the time elapsed taken for the signal 
. . /J.x /J.x 
to run through the sl1cer; that 1s when y(t) - -z < x(t) < y(t) + -z 
is satisfied. 
The low-pass filter permits to reduce to a minimum the jitter 
produced by the finite width of the slicer, b.x, and the finite slope 
of the sweeping voltage given by y(t) = K1t - E, where E defines the 
lower limit of the interval to be measured. 
Since the exact approach would be given by a slicer with width 
zero and sweeping time infinite, a compromise between these two is 
imperative in order to obtain the accuracy required for any practical 
purposes. As first requirement, the bandwidth of the output low-pass 
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Figure B-1 Block Diagram of the Technique Used to Obtain an Optical Display 
of the Amplitude Distribution of Stationary Signals 
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the speed of variation of the scanning "slit" given by the ratio of the 
sweeping voltage slope to the slicer width must be much smaller than 
the bandwidth of the output low-pass filter (f 2) given in cps. The 
width of the slicer must be kept small compared to the variance of the 
input signal, ax, in order to insure a minimum of jitter. This cons-
traint forces one to keep K1 very small, which in turn reduces the 
small shift in the direction of the scanning, introduced by the rate 
of change of the sweeping voltage. 
Thus, resuming, the constraints are: 




is the bandwidth of the input signal and crx is its variance. 
In Figure B-2," the detailed circuit of the implementation on the 
EAI TR-48 Analog Computer is given. 
The output of the system is proportional to the probability density 
function. Then, calibration is needed in order to irisure proper readings 
and comparative analysis. For calibration one basically has to con-
sider that the total area under the curve equals 1. Since the hori-
zontal axis is determined by the sweeping function, the vertical axis 
will just be proportional to the area. However, for evaluation of the 
parameters that describe the p.d.f., it is better to work on a normal-
ized scale. The scale of the vertical axis, in principle depends only 
on the gain of the low-pass filter at the output stage and the scaling 




+IOV. z( t} 
Figure B-2 Implementation on EAI TR-48 Analog Computer 
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satisfy the constraints of the circuit also influence the outcome. 
Figure B-3 shows some of the peculiarities of the circuit that arise 
while working at low input frequencies, since the implementation is 
under the design constraints on one side and the elements tolerance 
on the other. For too narrow output bandwidth (f2 ), the time constant 
of the circuit becomes too large compared to the frequency of the signal 
and the rate of change of the sweeping voltage. This causes some 
skewness of the output curves (see curves for w2 = .005, .01). It 
also accentuates the shift of the mean value. This shift is basically 
proportional to the ratio K1 /w2 , but ·it is also influenced by the 
characteristics of the slicer itself. 
In order to have a proper calibration, it is desirable to get a 
symmetric or almost symmetric p.d.f. curve for a signal test of known 
characteristics such _as the one shown for w2 = 0.02. It is also con-
venient to know the mean value of the input signal, so to verify any 
deviation appearing .in the curves. In this case the mean value was 
zero so there is a shift of about +0.423 volts for w2 = 0.02. This 
has to be checked every time the bandwidth of the input signal is 
changed or any of the parameter inherent to the circuit is adjusted. 
The circuit could alternatively be tested for signlls with well 
known p.d.f.'s such as a sine wave or a triangular wave. The p.d.t". 's 
for these signals are listed below for reference. 
A sin(wt) + p(K) 1 lxl < A 
_/A2 2 7T ,. -x 




















w2 = O.QQ5 , k=0.05 
' k =0.1 
-2 -J 0 2 
AMPLITUDE , volts 
Figure B-3 Comparison of Amplitude Distributions Obtained from 
tbe . Same Signal for Different Output Bandwidths 
Triangular + p(x) 1 2A 
0 
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lxl < A 
lxl >A 
The scaling of the vertical axis is difficult to determine based 
on the gain of the circuit since it is p~oportional to almost all the 
parameters defining the circuit. Taking in consideration that the 
horizontal axis depends only on the slope of the sweeping voltage (K1), 
then it is easy to determine the corresponding vertical scale by com-
puting the area under the curve and using the following property 
Area under the curve 
00 ! f(x)dx 1 
-00 
It can still be a tedious task to evaluate the area, so some 
simplifications can be obtained through the use of comparable theoric 




ANALYSIS OF THE PROBABILiTY DENSITY FUNCTIONS RECORDED 
Let the system depicted below be linear 
R(s) l G(s) r C(s) Input Output 
I 
The input-output relationship in the frequency domain can be written 
as 
C(s) = G(s) R(s) 
Let r(t) and c(t) be the input and output of the system in the time 
domain. 
The input r(t) is defined to be a stationary random signal. The 
autocorrelation function of r(t) under a time average approach is 
¢ (T) = Lim 2 Tl f Tx(t) x(t+T)dt rr T~ -T 
and under the ensemble approach is 
00 2 ¢ (T) = f X p(x,T)dx 
rr _
00 
In the frequency domain, the auto-power spectral density function 






-sT ¢ (T)e dT 
rr 
We will try to find a relationship between the probability density 
functions (p.d.f. 's) of the input r(t) and the output c(t). In other 
words, it is of interest to find the autocorrelation function of the 
output, namely ¢ (T) as a function of ¢ (t) 
cc rr 
One of the properties of the power spectral density function is 
that if r(t) and c(t) are the input and output signals, respectively, 
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of a linearly system with transfer function G(s), the auto-power spectral 
densities of r(t) and c(t) are related by 
¢ (s) = G(s)G(-s)~ (s) 
cc rr 
Let us define 
H(s) = G(-s)¢ (s) 
rr 
but, ~ (s) is an even function, then, it can be written as 
rr 
or 
H(s) = G(-s)¢ (-s) 
rr 
H(-s) = G(s)~ (s) 
rr 
Using the convolution integral, it yields 




If the random variable r(t) is Gaussian in nature, its pro-












r (- -)]dr 
2cr2 
Then, since cr is constant and independent ofT, it can be repre-
r 
sented by a perfect pulse for any value of T. Thus, the expression for 
h(-T) can be written . as 
h(--r) ::: or2 g(T) 
It can be proven that h(-T) corresponds to ¢ (T) then 
rc 
h(-T) ¢ (T) . 
rc 
or 
H(-s) ::; cp (s) 
rc 
H(s) = cp (-s) 
rc 






Also~ it can be proven 
<Pcc(s) G(s)cp (s) cr 
or 
cp (s) = G(s)H(s) 
· cc 
Again, by using the convolution integral 
00 
J g(f3)cp (T-f3)df3 cr 
-00 
but if ¢ (T) is a perfect pulse, one can write 
cr 




== g(T)g(-T)O" 2 
r 
00 
J 2 c p (c,T)dc 
c 
Then, it has been shown that if r(t) is a random variable with 
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Gaussian characteristics, when applied to a linear system it will yield 
another random variable, namely c(t), also with Gaussian characteristics. 
The input to our system has the probability density function shown 
in Figure VI-7. It definitely has a Gaussian distribution and it can 






exp (- (x-x) ) 
2cr2 
The fit of the theoric curve was done by using a standard technique 
based on the minimum least squared error where x was the observed value 




z is the mean deviate used in the normalized expression of a Gaussian 
distribution. 
1 
z = I ln --2 27ry 









z (- -) 
2 
The homogeneity of the fitting is tested with the use of the x2 
(Chi Squared) test. In every case the amplitude distributions have 
125 
been matched against the corresponding theoretical normal curve. The 
mean value of the theoretical normal curve .coincides with the corrected 
one of the amplitude distributions recorded during the experiments. 
The goodness of fit is quite satisfactory. The null hypothesis 
was used (Ho, x observed= x expected). For all the curves was ob-
served a significance level of at least .001. In other words, there is 
less than .001 probability (1 chance in 1000) of the null hypothesis 
being false. Hence, there is only a .001 probability of being in error 
if the hypothesis is accepted. 
It is important to note that while all the horizontal scales are 
the same, there are two different absolute vertical scales. Thus, it is 
necessary to normalize all the scales for the purpose of reducing the 
information to a comparative graph. The expression for the normalized 






The first group of figures (C-1-a,b,c,d,e) are the ones correspon-
ding to the first experiment on Chapter VI. The second group (C-2-a,b,~ 
corresponds to the second experiment in Chapter VI. The third group 
(C-3a, b) corresponds to the probability density functions (p .d. f.'s) 






































Figure C-1 p.d.f. of Error Signal (First Experiment)(Continued) 

















































Figure C-1 p.d.f. of Error Signal (First Experiment)(Continued) 
b. For T = 1.36 sec. 
EXPERIMENTAL 
FITTED : o- = 0.560 
0.4 





Figure C-1 p. d. f. of Error Signal (;First Exp_eriment) (Continued) 























FITTED : u = 0.560 
2 
0.0~--._~~~--_. __________ L---------~----~~~--~ 
-2 -1 0 



























Figure C-1 p.d.f. of Error Signal (First Experiment)(Continued) 
d. For T = 1.42 sec. 
EXPERIMENTAL 
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AMPLITUDE , volts 
Figure C-1 p.d.f. of Error Signal (First Experiment) 
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Figure C-2 p.d.f. of Error Signal (Second Experiment)(Continued) 
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Figure C-2 p.d.f. of Error S~gnal (Second Experiment)(Continued) 
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AMPLITUDE , volt~ 
Figure C-2 p.d.£. of Error Si gnal (Second Experiment) 
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AMPLITUDE, volts 
Figure C-3 p.d.f. of Signals fro~ Model in Channel 2 of Priority 
Interrupt Syste~ (Continued) 


























Figure c-3 p. d. f. of S.ignals from Model in Channel 2 . of Priority 
Interrupt System 
b. Error Signal 
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