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This study extends a prior investigation of limit shapes for partitions of integers, which
was based on analysis of sums of geometric random variables [4]. Here we compute
limit shapes for grand canonical Gibbs ensembles of partitions of sets, which lead to the
sums of Poisson random variables. Under mildmonotonicity assumptions, we study all
possible scenarios arising from different asymptotic behaviors of the energy, and also
compute local limit shape profiles for cases in which the limit shape is a step function.
I. Introduction
In this work we use the same notation and definitions as in [4], which may be consulted for
additional information. A sequence of positive integers, p = (pk), k ∈N, corresponds to a partition
of an integer
M(p) =
∞∑
k=1
kpk (1)
(provided the latter is finite). We denote this by p⊢M = M(p); M(p) is then called the mass of
the partition p. For a given partition, pk-s represent the numbers of summands of size k. For
example, the partition 21 = 1+2+2+2+4+4+6 corresponds to p = (1,3,0,2,0,1,0 . . .). We casually
employ the polymer physics language, referring to summands in the partition as polymers and to
the individual units as monomers. Thus the mass of a partition may also be thought of as the total
number of monomers in the corresponding polymeric system.
I.i. Gibbs ensembles of set partitions
Partitions of sets and integers are related: a sequence p = (pk) corresponds to a unique partition of
the integerM =M(p) and also to
M!∏∞
k=1(k!)
pkpk !
(2)
different partitions of a set with cardinality M . Partitions of integers correspond to indistinguish-
able monomers, while partitions of set — to distinguishable monomers. The combinatorial factor
in formula (2) is exactly the number of ways to distribute M labels among unlabeled units in a
partition of M . It appears as a background weight when we introduce measures on partitions of
sets. See, e.g., the treatise by J. Pitman [6] for a discussion on related topics.
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Gibbs measures on partitions are characterized by the weights, e−βH(p), where H(p) is the
energy (Hamiltonian) of a partition p, and β is the inverse temperature of the system. We consider
energies of the form,
H(p) =
∞∑
k=1
Ekpk . (3)
Canonical Gibbs measures are defined on partitions of sets with prescribed cardinalities, or
alternatively, on sequences p, such thatM(p) =M . These measures are prescribed by the following
probabilities:
PM,β {p = P} =
1
QM,β
e−βH(P)
∞∏
k=1
1
(k!)PkPk !
; QM,β =
∑
p⊢M
∞∏
k=1
e−βH(P)
(k!)PkPk !
. (4)
The grand canonical Gibbs measures are defined on arbitrary sequences p (which contain all
finite partitions) by prescribing
Pµ,β {p = P} =
1
Qβ(µ)
e−βH(P)−µM(P)
∞∏
k=1
1
(k!)PkPk !
; Qβ(µ) =
∞∑
M=0
QM,β e
−µM . (5)
These measures are superpositions of the canonical measures PM,β with weights proportional to
e−µM . The parameter µ is called chemical potential. It regulates the expected total mass of the
system, Eµ,βM(p).
As noted by A. Vershik [7], the grand canonical measures are multiplicative:
Pµ,β{p = P} =
∞∏
k=1
P
(k)
µ,β {pk = Pk}; P
(k)
µ,β {pk =N } = e−αk
αNk
N !
, αk =
e−βEk−µk
k!
. (6)
This implies that pk-s are independent Poisson random variables with parameters αk . This is
the principal difference between the partitions of sets and integers: the latter induce measures
for which pk-s are geometric random variables, cf [4]. Note that in some cases (see Section II.iv)
these multiplicative measures may be supported on sequences for which M(p) is infinite, such
sequences do not correspond to partitions of any finite integers or sets.
One of the central problems in statistical mechanics of partitions is to understand various
features of the canonical measures in the limit when the mass of the system, M , tends to infinity.
The grand canonicalmeasures were originally introduced as an aid in this task. Their utility comes
from the fact that pk-s (which are not independent in the canonical setting) become independent
in the grand canonical setting. Instead of the M → ∞ limit, one then considers the so-called
thermodynamic limit µ ց µ∗: the value at which the expected mass of system tends to infinity.
The equation M = Eµ,βM provides the correspondence between M (canonical ensembles) and µ
(grand canonical ensembles). Yu. Yakubovich [10] and A. Vershik [7] established that as far as the
distributions of the (appropriately rescaled) pk-s are concerned, the canonical and grand canonical
measures are equivalent in respective limits asM →∞ and µց µ∗, provided the latter has a limit
shape (see below). In this work we only study the grand canonical measures and whenever we
omit the subscripts µ and β, we imply that the quantities in question are computed with respect to
a grand canonical measure with corresponding parameters. Results regarding canonical measures
may then be deduced whenever the equivalence of ensembles holds.
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I.ii. Limit shapes
Following A. Vershik [7], we define the size distribution function of a partition as
f (x;p) ≔
∑
k≥x
pk ; x ∈R+ ≔ (0,∞). (7)
The rescaled size distribution function is defined as
Fµ(x;p) ≔
κ
EM f (κx;p) =
κ
EM
∑
k≥κx
pk ; x ∈R+. (8)
The factor EM is chosen to make EFµ(x;p) integrate to one; the parameter κ controls the scaling
in the “horizontal” direction. The dependence κ(µ) must be carefully chosen to obtain a sensible
behavior for Fµ(x;p) in the thermodynamic limit. Whenever, with a proper choice of scaling,
Fµ(x;p) converges (in an appropriate sense) to some nonzero deterministic function,
F(x)≔ lim
µցµ∗
Fµ(x;p), (9)
the latter is called the limit shape corresponding to the energies Ek .
As pk are independent Poisson random variables with parameters αk , see formula (6), their
size distribution functions are also Poisson-distributed, with parameters equal to the sums of the
corresponding αk-s. Therefore, such quantities as the expected mass of the partition, expectation
and variance of the rescaled size distribution function, are given by the following sums:
EM =
∞∑
k=1
kαk ; EFµ(x;p) =
κ
EM
∑
k≥κx
αk ; VFµ(x;p) =
κ
EM EFµ(x;p). (10)
Thus this work is essentially a study of asymptotic behaviors of such sums as µ tends to µ∗ — the
boundary of their interval of convergence, see below.
I.iii. Known results regarding limit shapes for partitions of sets
Most of the classical limit shape studies are motivated by problems in representation theory of
the symmetric group, or by various combinatorial constructions; a brief overview is given in
[4]. In particular, one result relevant to our work concerns the measure induced on partitions
by the uniform (Dirichlet-Haar) measure on the symmetric group via its cycle structure. This
measure was analyzed in great detail by A. Vershik and A. Shmidt [8, 9], it corresponds to setting
αk = e
−µk/k in formula (6). There is no limit shape in this case. Instead, the scaled size distribution
functions converge to a limit (Poisson-type) process.
Another result, obtained by Yu. Yakubovich [10], concerns the uniform measure on partitions
of sets. This corresponds to αk = e
−µk/k! or β = 0 in our terminology. In this case the limit shape
is given by the step function, 1[0,1](x). The appropriate scaling is κ(µ) = e
−µ.
The so-called expansive case, corresponding in our notation to αk = k
d−1e−µk with d > 0 was
addressed by M. Erlihson and B. Granovsky [3], and also by A. Cipriani and D. Zeindler [2]. In
this case the thermodynamic limit is attained as µց 0 and the appropriate scaling is κ = 1/µ. The
limit shape is given by the incomplete gamma function, Γ(x;d).
3
In this work we fill the gaps in the existing results and establish a complete classification of
possible asymptotic behaviors of the scaled size distribution functions for all possible asymptotic
behaviors of the energies Ek under mild monotonicity assumptions. In particular, we determine
for which Ek-s one gets a limit process rather than a limit shape, when the limit shape is given by
the step function, or by the incomplete Gamma function. For scenarios in which the limit shape
is given by the step function as in formula (14), we also study its local profile in the vicinity of the
discontinuity point.
I.iv. Informal statement of main results
In this section we summarize our main results in an informal manner. As formula (6) suggests,
the k! factor may be absorbed from the denominator of αk-s into the exponential, and thus we
introduce
u(k) ≔ βEk + lnΓ(k +1). (11)
It is more straightforward to work with u(k) rather than Ek-s, and we employ it in most of our
proofs and calculations. We assume that the energies may be extended from k ∈ N into R+ in a
smooth and monotone manner:
Assumption 1 There exists a twice differentiable function u : R+ → R satisfying equation (11),
such that limx→∞ x2u′′(x) is well-defined (though possibly infinite).
This condition is more technical than conceptual. The differentiability allows us to use the
mean value theorem at various points in the proofs; it may always be achieved, as any function
defined on integers can always be smoothly extended to reals. Existence of the aforementioned
limit allows us to avoid dealing with lim-sups/infs. It is not entirely essential, however if it
does not hold, there may exist subsequences {ki } along which the asymptotic behaviors of pki-s
differ. As all pk-s are independent in the grand canonical ensembles, one could analyze all such
subsequences separately using the same methods as presented here.
In order to attain the thermodynamic limit, µ must be sent to an appropriate limit, µ∗, so that
limµցµ∗ EM =∞. By Lemma A.1, the only possible candidate is
µ∗ = − lim
k→∞
u(k)
k
. (12)
The corresponding choice for the “horizontal” scaling factor of the k-variable is κ = κ(µ), the
largest solution of
u′(κ) = −µ. (13)
As we will soon see, the nontrivial scenarios arise when u′′(x) > 0 for all large enough x, e.g. when
x ∈ (X,∞) for some value, X. This implies that when µ is sufficiently close to µ∗, equation (13) has
a unique solution in (X,∞) and thus its largest solution is well-defined.
4
 Limit shape scenarios 
Subcritical regime, limx→∞ x
2u′′(x) = −∞. The concept of limit shape is not applicable in this
case. There are two possible situations:
a) limx→∞u
′(x) = −∞. In such systems the multiplicative measures defined by formula (6) are
supported on sequences, p, for which M(p) = ∞, i.e., they do not correspond to partitions
of finite sets or integers. Consequently, the grand canonical probability measures cannot
be defined via formula (5), while the sums representing the size distribution functions (7)
diverge alsmost surely.
b) limx→∞u
′(x) ∈R. In such systems the expected number of monomers remains finite for all
values of µ, i.e., EM < ∞ as µ ց µ∗. This implies that the thermodynamic limit cannot
be achieved in the setting of grand canonical ensembles and the size distribution functions
remain discrete as µց µ∗.
Supercritical regime, limx→∞ x
2u′′(x) =∞. In this regime most polymers have sizes in the
vicinity of k ∼ κ(µ) as prescribed in equation (13). The limit shape is attained under the scaling of
κ(µ) and is given by the step function,
F(x) = 1[0,1](x). (14)
This regime encompasses all possible scenarios asymptotically equivalent to the case of uniform
measures on partitions of sets.
Critical regime, limx→∞ x
2u′′(x) ∈R. In this regime the function u(x) must have the form,
u(x) = −µ∗x + (1− d) lnx + v(x), where d ∈ R, v(x)≪ lnk. (15)
Different scenarios arize depending on the value of d and asymptotics of v(x) as x→∞:
a) d < 0 or d = 0 and v(x)→∞. In this case the variance of the size distribution function
tends to infinity whenever one chooses a scaling in which its expectation remains finite and
nonzero, i.e., no nontrivial (either deterministic or stochastic) limit exists.
b) d > 0 or d = 0 and v(x)→−∞. The limit shape is given by the incomplete gamma
function,
F(x) =
1
Γ(d +1)
∫ ∞
x
yd−1 e−y dy. (16)
It is attained with the scaling κ = 1/µ, asymptotically equivalent to (13). This regime
generalizes the case of d > 0, v(x) ≡ 0, analyzed in [3].
c) d = 0 and v(x)→ const, In this case the scaled distribution functions (under the same
scaling, κ = 1/µ) converge in distribution to a Poisson-type process which starts at 0 when
x =∞ and whose jumps are distributed with density e−x /x. As xց 0, this process tends to
infinity almost surely. This result extends the behavior established (among other things) in
[8, 9] for the specific case of u(x) = lnx arizing from the uniform (Dirichlet-Haar) measure
on the symmetric group.
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 Local profiles for the step function scenarios 
As discussed above, in the supercritical regime the limit shape is given by the step function. It
is, therefore, natural to study the local behavior of the size distribution functions near the point
of discontinuity. In order to do that, we consider the shifted size distribution function and its
rescaled version, cf. equations (7) and (8):
g(x;p) ≔
∑
k≥x+κ
pk and Gµ(x;p) ≔
κ
EM g(ζx;p), x ∈ R. (17)
Notice that the shift is given by κ(µ), solution of equation (13); the “vertical” scaling factor,
κ/EM, remains as in equation (8), while the “horizontal” scaling factor, ζ = ζ(µ), is different
and must be determined from the further analysis, see Section III. Let
G(x)≔ lim
µցµ∗
Gµ(x;p) (18)
be the local limit shape. The following three regimes are possible:
Gaussian regime, limx→∞u
′′(x) = 0. The proper scaling is prescrived by ζ = 1/
√
u′′(κ), and the
local shape is given by the Gaussian integral,
G(x) =
1√
2π
∫ ∞
x
e−y2/2dy. (19)
Discrete Gaussian regime, limx→∞u
′′(x) = C ∈ (0,∞). No additional scaling is needed, i.e.,
ζ = 1, and the local shape is a discrete Gaussian distribution,
G(x) =
1
Q
∑
k≥x
e−Ck
2/2, where Q =
∑
k∈Z
e−Ck
2/2 . (20)
Hard step function regime limx→∞u
′′(x) =∞. In this regime the size distribution function
asymptotically concentrates on finitely many values of k, and the local limit shape remains a step
function under any rescaling such that ζ→∞.
II. Limit shape theorems
In this section we present the formal statements and calculations regarding the limit shapes for
the grand canonical Gibbs ensembles of set partitions. The Assumption 1 on u(k) introduced in
section I.iv is enacted. As can be expected from Section I.ii, the calculations that we carry out in
order to establish various limit shape statements involve various sums as in equation (10). Let us
introduce some additional notation for these sums:
Sµ(a,b)≔ E
∑
a≤k <b
pk =
∑
a≤k <b
e−µk−u(k); Sµ(a)≔Sµ(a,∞); Sµ≔Sµ(1,∞). (21)
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II.i. The step function regime
We start from the cases where the limit shape is the step function F(x) = 1[0,1](x). This scenario
occurs when limk→∞ k2u′′(k) =∞. In this regime the sums in (21) are dominated by the terms near
the maximum of −µk − u(k), i.e., in the vicinity of k = κ(µ) determined by equation (13). Notice
also that
EM =
∞∑
k=1
k e−µk−u(k) =
∞∑
k=1
e−µk−[u(k)−lnk] . (22)
Therefore, by Lemma A.2, we have limµցµ∗EM = ∞, and the thermodynamic limit is achieved as
µց µ∗.
Theorem 1
Suppose u(·) satisfies limx→∞ x2u′′(x) =∞. Let F(x) = 1[0,1](x), and µ and κ be related as prescribed in
equation (13). Then for each λ1 < 1, λ2 > 1, and ǫ > 0,
lim
µցµ∗
P
 supx∈R+\(λ1 ,λ2)
∣∣∣Fµ(x;p)− F(x)∣∣∣ > ǫ
 = 0. (23)
Proof As Fµ(x) is decreasing and F(x) = 1[0,1](x), it is enough to show that for all x ∈ [0,1)∪(1,∞),
lim
µցµ∗
P
{
|Fµ(x;p)− F(x)| > ǫ
}
= 0. (24)
Using the triangle inequality, we can split this into two parts:
lim
µցµ∗
P
{
|Fµ(x;p)−EFµ(x;p)| > ǫ
}
= 0; lim
µցµ∗
EFµ(x;p) = F(x). (25)
For the first limit in equation (25), by Chebyshev’s inequality, we get
P
{
|Fµ(x;p)−EFµ(x;p)| > ǫ
}
≤ 1
ǫ2
VFµ(x;p) =
1
ǫ2
κ
EM EFµ(x;p). (26)
By Lemma II.2, κ/EM∼ 1/Sµ, while by Lemma A.2, limµցµ∗ Sµ =∞. Thus the right-hand side of
equation (26) tends to 0 as µց µ∗.
For the second limit in equation (25) we note that
EFµ(x;p) =
κ
EMSµ(κx) =
κSµ
EM
Sµ(κx)
Sµ
. (27)
The same Lemma II.2 implies that κSµ ∼ EM, thus it remains to show that, for all x ∈ [0,1) ∪
(1,∞), limµցµ∗ Sµ(κx)/Sµ = 1[0,1](x). This follows from the fact that in this regime the principal
contribution into the sums in equation (21) comes from the terms near k = κ, which is proven in
Lemma II.1 below. 
Lemma II.1
Assume that a twice-differentiable function u(·) satisfies limx→∞ x2u′′(x) =∞. Fix arbitrary λ1 and λ2
satisfying 0 < λ1 < 1 < λ2. Let κ(µ) be the solution of (13). Then
lim
µցµ∗
Sµ(κλ1,κλ2)/Sµ = 1. (28)
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Proof To prove (28), it is sufficient to show that Sµ(κλ2)/Sµ → 0 and Sµ(1,κλ1)/Sµ → 0 as
µց µ∗. We split the proof into the following two steps:
Step 1. For the first assertion, let ε = λ2 − 1; κn = (1+ nε)κ. Then we have
Sµ(κλ2) =
∞∑
n=1
Sµ(κn,κn+1). (29)
Let αn = e
−µκn−u(κn), cf (6). The quantity, −µk − u(k), is decreasing, whenever k ≥ κ, therefore we
have,
Sµ(κn,κn+1) ≤ (κn+1 −κn)αn = εκαn. (30)
Thus,
Sµ(κλ2) ≤ εκ
∞∑
n=1
αn. (31)
Observe that
αn+1
αn
= e−µ(κn+1−κm)−(u(kn+1)−u(kn)) = e−εκ[µ+u
′(ξ)] (32)
for some ξ ∈ [κn,κn+1]. As u′ is increasing, u′(ξ) ≥ u′(κn) ≥ u′(κ1). Therefore,
αn+1
αn
≤ e−εκ(µ+u′ (κ1)) (33)
This immediately implies that
∞∑
n=1
αn ≤ α1
∞∑
n=0
e−nεκ[µ+u′(κ1)] =
α1
1− e−εκ[µ+u′(κ1)] . (34)
Let κ˜ = (1+ ε/2)κ and α˜0 = e
−µκ˜−u(κ˜). For terms around κ, we may estimate
Sµ(κ,κ˜) ≥ (κ˜−κ)e−µκ˜−u(κ˜) =
εκ
2
α˜0. (35)
We also compute
α1
α˜0
≤ e−[µ+u′(κ˜)]εκ/2 . (36)
Then
Sµ(κλ2)/Sµ(κ,κ˜) ≤
2α1
α˜0
1
1− e−εκ[µ+u′(κ1)] ≤
e−[µ+u′(κ˜)]εκ/2
1− e−εκ[µ+u′(κ1)] . (37)
Notice that µ = u′(κ), cf. (13), and x2u′′(x)→∞ by assumption. Then for some ξ ∈ [κ,κ1]
e−εκ[µ+u
′(κ1)] = e−u
′′(ξ)ε2κ2 → 0, as κ→∞. (38)
Similarly,
e−[µ+u′ (κ˜)]εκ/2 → 0, as κ→∞. (39)
Then we conclude,
lim
κ→∞Sµ(κλ2)/Sµ(κ,κ˜) = 0 (40)
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and therefore Sµ(κλ2)/Sµ ց 0.
Step 2. For the second assertion, we first introduce a cut off for k. Because limx→∞ x2u′′(x) =∞,
we can find N such that u′′(x) > 0 for x ≥ N . In other words, u′(x) is increasing on [N,∞). Let is
show that
lim
µցµ∗
Sµ(1,N )
Sµ
= 0. (41)
If µ∗ = −∞, let r = max1≤k≤N−1u′(x). Then for any µ < −r, we have −µk − u(k) is increasing on
1 ≤ k ≤ κ. As κ→∞, equation (41) follows. On the other hand, if µ∗ > −∞,
lim
µցµ∗
Sµ(1,N ) =
N−1∑
k=1
e−µ∗k−u(k) ≤ (N − 1) max
1≤k≤N−1
e−µ∗k−u(k) . (42)
As limµցµ∗ Sµ =∞, equation (41) follows in this case as well. Thus in order to show that the ratio
Sµ(1,κλ1)/Sµ tends to zero, it suffices to have
Sµ(N,κλ1)/Sµ → 0. (43)
To this end, we follow a similar idea as in Step 1. Let ε = 1−λ1 and L =max {n ∈N :N ≤ (1− nε)κ} .
Let κn = (1− nε)κ for x = 1, . . . ,L− 1 and κL =N . Then we have
Sµ(N,κλ1) =
L−1∑
n=1
Sµ(κn+1,κn). (44)
Let αn = e
−µκn−u(κn). When k ∈ [N,κ], −µk − u(k) is increasing, therefore we have,
Sµ(κn+1,κn) ≤ (κn −κn+1)αn ≤ εκαn. (45)
Thus,
Sµ(N,κλ1) ≤ εκ
L−1∑
n=1
αn. (46)
Observe that, when n = 1, . . . ,L− 1,
αn+1
αn
= e−µ(κn+1−κm)−(u(kn+1)−u(kn)) = eεκ(µ+u
′ (ξ)) (47)
for some ξ ∈ [κn+1,κn]. As u′(x) is increasing on [N,∞), u′(ξ) ≤ u′(κn) ≤ u′(κ1). Therefore,
αn+1
αn
≤ eεκ(µ+u′ (κ1)) . (48)
This immediately implies that
Sµ(N,κλ1) ≤ εκ
L−1∑
n=1
αn ≤ εκα1
∞∑
n=0
e−nεκ(µ+u′ (κ1)) =
εκα1
1− e−εκ(µ+u′ (κ1)) . (49)
Let κ˜ = (1 − ε/2)κ. Using the same argument as for validating formula (40) above, we conclude
that Sµ(N,κλ1)/Sµ → 0. The proof is now complete. 
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Lemma II.2
Assume that u(·) and κ(µ) are as in Lemma II.1. Then
lim
µցµ∗
κSµ/EM = 1. (50)
Proof Recall that EM may be treated exatly as Sµ, if we absorb the extra factor of k into u(k),
see equation (22). Thus as in the previous lemma, the principal contributions into EM come from
the terms in the vicinity of κˆ, the largest solution of
u′(κˆ)− 1/κˆ = −µ. (51)
Such κˆ exists, as u′(κˆ)− 1/κˆ is increasing for large κˆ. Let us show that limµցµ∗ (κ/κˆ) = 1. Indeed,
as µ = −u′(κ),
u′(κ) = u′(κˆ)− 1/κˆ. (52)
Thus by the mean value theorem, there exists ξ ∈ [κ,κˆ] (note that κˆ > κ), such that
u′′(ξ)(κˆ−κ) = 1/κˆ, or equivalently, ξ2u′′(ξ)
[
κˆ(κˆ−κ)/ξ2
]
= 1. (53)
By assumption, limξ→∞ξ2u′′(ξ) =∞, and therefore we must have
lim
µցµ∗
[
κˆ(κˆ−κ)/ξ2
]
= 0. (54)
As ξ ≤ κˆ, this implies that limµցµ∗ (κ/κˆ) = 1, as claimed.
By Lemma II.1, for any 0 < λ1 < 1 < λ2, we have
EM ∼
∑
k∈[κˆλ1 ,κˆλ2)
k e−µk−u(k) . (55)
At the same time,
κˆλ1
∑
k∈[κˆλ1 ,κˆλ2)
e−µk−u(k) ≤
∑
k∈[κˆλ1 ,κˆλ2)
k e−µk−u(k) < κˆλ2
∑
k∈[κˆλ1 ,κˆλ2)
e−µk−u(k) . (56)
Because κ ∼ κˆ, Lemma II.1 also implies that these upper and lower bounds are asymptotically
equivalent to κλ1Sµ and κλ2Sµ respectively. As λ1 and λ2 may be chosen arbitrarily close to 1,
the assertion follows. 
II.ii. The incomplete Gamma function regime
Let us now consider the case (b) of the critical regime, see p. 5. Here we have, limx→∞ x2u′′(x) ∈ R.
The structure of the function u(·) may be characterized by the following lemma:
Lemma II.3
Suppose limx→∞ x2u′′(x) = −γ . Then there exist c ∈ R and v(x)≪ lnx, such that
lim
x→∞u
′(x) = c, u(x) = c x − γ lnx + v(x). (57)
Moreover, limx→∞ xv′(x) = 0.
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Proof For any ε > 0, there exists k0 such that for all k1,k2 < k0, |u′(k1)−u′(k2)| ≤ (|γ |+ε)
∣∣∣∣∣ 1k1 − 1k2
∣∣∣∣∣.
Thus limk→∞u′(k) exists and is finite. Let us denote this limit by c and define v(x) := u(x) − cx +
γ lnx.
Notice that limk→∞ k2v′′(k) = limk→∞ v′(k) = 0. Then for any ε > 0 and k,k0 large enough, we
have |v′(k)−v′(k0)| ≤ ε
∣∣∣∣∣1k − 1k0
∣∣∣∣∣. Letting k0 →∞, we obtain −ε/k ≤ v′(k) ≤ ε/k from which we obtain
limk→∞ kv′(k) = 0 and v(k)≪ lnk. The lemma now is proven. 
Recall µ∗ from (12). By Lemma II.3, we can rewrite u(k) as
u(k) = −µ∗ k + (1− d) lnk + v(k) with v(k) ≪ lnk; d ∈ R. (58)
Notice that in this case the thermodynamic limit is achieved as µց µ∗ ∈ R. To simplify notation,
let us assume, without loss of generality, that µ∗ = 0. It is also convenient to fix the scaling as
κ = 1/µ, as the v(·) corrections do not contribute in the leading order. This results in
Fµ(x;p) ≔
1
µEM
∑
µk≥x
pk , (59)
which is asymptotically equivalent to the general formula (8) and produces the same result up to
a multiplicative factor of d − 1.
Lemma II.4
Suppose that the condition (58) holds and d ≥ 0. Then
EM∼ µ−(d+1) e−v(1/µ) Γ(d +1), Sµ(x/µ) ∼ µ−d e−v(1/µ) Γ(x;d) for all x > 0. (60)
Proof We first compute
Sµ(x/µ) =
∑
µk≥x
kd−1e−µk−v(k) = µ−d e−v(1/µ)
∑
µk≥x
(µk)d−1 e−µk e−v(k)+v(1/µ)µ. (61)
Take any ε > 0. As limk→∞ kv′(k) = 0, we have, |v(x)− v(y)| ≤ ε| lnx − lny| for all x,y large enough.
Therefore we have | − v(k) + v(1/µ)| ≤ ε| ln(µk)| for µ small enough. Taking µ→ 0 and then ε→ 0,
we obtain that the last summation in equation (61) converges to Γ(x,d) as µ→ µ∗ = 0.
The asymptotics of EM follows similarly. A minor difference is that the summation for EM
starts from k = 1, and thus we must show that the terms with “small” k vanish as µց 0. Indeed,
For any ε ∈ (0,1), take N = N (ε) such that |v(x)− v(y)| ≤ ε| lnx − lny| for all x,y ≥ N . Then EM is
equal to As v(k)≪ lnk, we have µd+1 ev(1/µ) = ≀(1). The first summation in the previous display is
bounded by Nd exp
{
maxNk=1 |v(k)|
}
. Therefore we have
lim
µ→0
µd+1 ev(1/µ)EM = lim
ε→0
lim
µ→0
µd+1 ev(1/µ)
∞∑
k=N+1
kd e−µk−v(k) = Γ(d +1). (62)
The lemma is now proven. 
We now consider the cases when (1) d > 0; or (2) d = 0 with limx→∞ v(x) = −∞. The limit shape
is given by the incomplete Gamma function, Γ(x;d). Notice that the additional assumption that
limx→∞ v(x) = −∞when d = 0 is not a consequence of our general assumption, limx→∞ x2v′′(x) = 0.
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Theorem 2
Let u(·) and v(·) be related as in equation (58), Fµ(x;p) be as defined in equation (59). Assume either
that d > 0, or d = 0 and limx→∞ v(x) = −∞. Then for each a > 0, ǫ > 0
lim
µց0
P
{
sup
x≥a
∣∣∣Fµ(x;p)− F(x)| > ǫ
}
= 0 (63)
where F(x) = Γ(x;d)— the incomplete gamma function.
Proof Notice that F(x) is a decreasing function and limx→∞F(x) = 0. By triangle inequalities, it
is enough to show, for any fixed x > 0,
lim
µց0
Pµ
{
|Fµ(x;p)− F(x)| > ǫ
}
= 0. (64)
Lemma II.4 shows that
lim
µց0
EFµ(x;p) = lim
µց0
1
µEMSµ(x/µ) = F(x). (65)
It remains to show that
lim
µց0
Pµ
{
|Fµ(x;p)−EFµ(x;p)| > ǫ
}
= 0. (66)
By Chebyshev’s inequality and using that pk ’s are Poisson random variables,
Pµ
{
|Fµ(x;p)−EFµ(x;p)| > ǫ
}
≤ ǫ−2VFµ(x;p) =
ǫ−2
µEM EFµ(x;p). (67)
By Lemma II.4, µEM ∼ µ−d e−v(1/µ), which tends to infinity as µ tends to zero. The proof is now
complete. 
II.iii. Limit process regime
Formula (67) above shows exactly why there is no limit shape in the d = 0 case of the “incomplete
gamma function” regime: the variance of the scaled distribution functions does not vanish in the
thermodynamic limit. Instead of the limit shape, however, we get a limit process. This happens
whenever the function u(·), see (11), may be represented as,
u(x) = −µ∗x + lnx + v(x), with v(x)→ C ∈R as x→∞. (68)
As before, we may set µ∗ = 0 and consider the limit µ ց 0 rather than µ ց µ∗. Computing the
expected number of monomers in the system, we get,
EM =
∑
µk≥0
e−µk−v(k) ∼ 1
µ
∫ ∞
0
e−t−C dt =
e−C
µ
. (69)
Thus in this case, formula (59) for the scaled size distribution functions may be replaced with a
simpler equivalent,
Fµ(x;p) ≔
∑
µk≥x
pk . (70)
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The “vertical” scaling in this case is µ-independent, as µEM→ e−C in the limit.
As mentioned above, in this scaling the variance of Fµ(x;p) does not vanish as µ ց 0, thus
we are expecting that the latter converges to a stochastic process rather than to a deterministic
limit shape. Let us define a random measure on R+ corresponding to Fµ(x;p) (its measure-valued
derivative up to a minus sign):
πµ(dx;p)≔
∞∑
k=1
pkδ(x − µk)dx, i.e., πµ(A;p) =
∞∑
µk∈A
pk , A ⊂ R+. (71)
The pk-s are independent Poisson random variables with parameters e
−µk−v(k) /k, consequently,
for any finite sequence of disjoint intervals [aj ,bj ), j = 1 . . . n, the quantities πµ([aj ,bj );p) are also
independent Poisson random variables with parameters
∑
aj ≤µk<bj e
−µk−v(k) /k. Computing
lim
µց0
∑
a≤µk<b
1
k
e−µk−v(k) = e−C
∫ b
a
e−t
t
dt = e−C
[
Γ(a;0)− Γ(b;0)
]
. (72)
we conclude that πµ converges in distribution to π, a Poisson point process on R
+ with intensity
given by the (rescaled) exponential integral, see [5]. Therefore we have just proved
Proposition II.1
Let u(k) satisfy equation (68) and the scaled size distribution function be defined as in equation (70).
Then its derivative, πµ(x;p), converges in distribution to a Poisson point process with intensity e
−C
Γ(x;0)
as prescribed in equation (72). Alternatively,
Fµ(x)
d→ π([x,∞)), x ∈R+. (73)
II.iv. No limit shape regimes
Let us take a look at the regimes in which the limit shape does not exist. This may happen
for several reasons: either because the number of monomers, EM, remains finite (as µ ց µ∗);
because the grand canonical measures are supported on nonsummable sequences p which do not
correspond to partitions of finite integers/sets; or because the variance of the size distribution
function becomes infinite on the scale where its mean converges to something nontrivial.
• x2u′′(x)→−∞ with u′(x)ց−∞. We claim that the sum ∑∞k=1 pk is almost surely infinite
for all µ (and thus so is M). Indeed, as µ∗ = ∞ (cf. equation (12)), Lemma A.1 implies that
Sµ = E
∑∞
k=1 pk = ∞ for all µ ∈ R. The following proposition shows, that the grand canonical
measures are concentrated on non-summable sequences, and thus there are no limit shapes in
these scenarios:
Proposition II.2
Let Sµ =∞. Then
P

∞∑
k=1
pk =∞
 = 1, and consequently, P {M =∞} = P

∞∑
k=1
kpk =∞
 = 1. (74)
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Proof Recall that pk-s are independent Poisson random variables, thus their sum,
∑m
k=1 pk , is
also Poisson with parameter Am≔
∑m
k=1 e
−µk−u(k), see Section I.ii. For any fixed N ∈N and all large
enough m, we have
P

∞∑
k=1
pk ≤N
 ≤ P

m∑
k=1
pk ≤N
 = e−Am
N∑
k=0
Akm
k!
≤ e−AmANm . (75)
Sending m to infinity, we obtain, P
{∑∞
k=1 pk ≤N
}
= 0 for all N ∈N, yielding the assertion. 
• x2u′′(x)→−∞with u′(x)→ const ∈R. Recall that the expected number of monomers EM =∑∞
k=1 k e
−µk−u(k). As µ∗ = − limx→∞u′(x), the L’Hospital’s rule asserts that (µ∗x+ u(x)) / lnx → ∞.
This implies that EM < ∞ when µ = µ∗, i.e., the number of monomers remains finite as µ ց µ∗
and thus the proper thermodynamic limit cannot be achieved in the setting of grand canonical
ensembles.
• limx→∞ x2u′′(x) ∈R. In this regime, u(·) has the form u(x) = −µ∗x + (1 − d) lnx + v(x) where
d ∈ R and v(x)≪ lnx. Consider the case d < 0 first. As v(x)≪ lnx,
Sµ∗ =
∑
k≥1
e (d−1) lnk−v(k) < ∞. (76)
In other words, the number of polymers (i.e. the number of partitions) remains finite in the limit.
Then will be no limit shape in the limit.
Now let us consider the case when d = 0 and limx→∞ v(x) = ∞. As earlier, without loss of
generality, we may set µ∗ = 0. Let κ = κ(µ) be any scaling such that limµ→0κ = ∞. For any
y > x > 0, let
Fµ(x,y;p) =
κ
EM
∑
κx≤k <κy
pk . (77)
Then we have Fµ(x;p) = Fµ(x,y;p) + Fµ(y;p), cf. formula (7). We know that
∑
κx≤k <κy pk is of
Poisson distribution with parameter Sµ(κx,κy) which equals to∑
κx≤k <κy
1
k
e−µk−v(k) = e−v(κ)
∑
κx≤k <κy
1
k
e−µk−(v(k)−v(κ)) . (78)
Take any ε > 0. Notice that |v(k1)− v(k2)| ≤ ε| ln(k1/k2)| for k1,k2 large. Then for κ large, it holds
Sµ(κx,κy) ≤ cx,y e−v(κ)
∑
κx≤k <κy
1
k
(79)
where cx,y is a constant depending only on x and y. By the assumption that limx→∞ v(x) =∞, we
obtain that limµ→0 Sµ(κx,κy) = 0 for all x and y with 0 < x < y. Then we have
lim
µց0
P
{
Fµ(x,y;p) = 0
}
≥ lim
µց0
P

∑
κx≤k <κy
pk = 0
 = limµց0e−Sµ(κx,κy) = 1. (80)
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Thus we conclude that if Fµ(x;p) converges in distribution to some random variable ξ , Fµ(y;p)
converges to ξ as well. Now∫ ∞
0
Eξ dx ≤
∫ ∞
0
liminf
µց0
EFµ(x;p)dx ≤ liminf
µց0
∫ ∞
0
EFµ(x;p)dx = 1. (81)
This implies that ξ = 0. In this sense there is no nontrivial limit shape in this case.
III. Local profiles of the step function shape
As discussed in Section II.i, whenever x2u′′(x)→∞ as x→∞, the limit shape is given by the step
function. In this section we investigate its local profile in vicinity of the discontinuity point. We
consider the shifted and rescaled size distribution function as defined in equation (17):
Gµ(x;p) =
κ
EM
∑
k≥ζx+κ
pk , x ∈ R. (82)
III.i. Gaussian regime
We start from the case when the local limit shape is given by a Gaussian integral. This happens
when u′′(x) → 0 with additional assumption that x2u′′(x) is non-decreasing and u′′(x) is non-
increasing. New local limit shapes along subsequences of µ might show up if monotonicity is
not assumed. See Section III.iv for a more detailed discussion.
Theorem 3
Assume that lim
x→∞u
′′(x) = 0, lim
x→∞x
2u′′(x) =∞ and both u′′(x) and x2u′′(x) are monotone. Let
Gµ(x;p) ≔
κ
EM
∑
k−κ≥x/
√
u′′(κ)
pk . (83)
Then, for each ǫ > 0, we have
lim
µցµ∗
P
{
sup
x∈R
|Gµ(x;p)−G(x)| > ǫ
}
= 0 (84)
where
G(x) =
1√
2π
∫ ∞
x
e−t2/2dt (85)
Proof The theorem will follow if we show, for all x ∈ R,
lim
µցµ∗
EGµ(x;p) =
1√
2π
∫ ∞
x
e−t2/2dt. (86)
Recall the notation in equation (21). By Lemma II.2, κ/EM∼ 1/Sµ. Therefore
EGµ(x;p) ∼
Sµ
(
κ+ x/
√
u′′(κ)
)
Sµ
. (87)
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Thus it suffices to show that
lim
κ→∞
√
u′′(κ)eµκ+u(κ) Sµ =
∫ ∞
−∞
e−t2/2dt, (88)
lim
κ→∞
√
u′′(κ)eµκ+u(κ)Sµ
(
κ+ x/
√
u′′(κ)
)
=
∫ ∞
x
e−t2/2dt. (89)
We will prove the first limit only; the second one follows from a similar argument.
By Lemma II.1, for any ε > 0, Sµ ∼ Sµ((1− ε)κ, (1 + ε)κ). Thus√
u′′(κ)eu(κ)+µκSµ ∼
∑
(1−ε)κ≤k≤(1+ε)κ
e−µ(k−κ)−(u(k)−u(κ))
√
u′′(κ) =
∑
−εκ≤k≤εκ
e−µk−(u(k+κ)−u(κ))
√
u′′(κ).
(90)
By the assumption limx→∞ x2u′′(x) =∞, we have εκ
√
u′′(κ)→∞. Notice that u′′(κ)→ 0, then
lim
εց0
lim
µցµ∗
∑
−εκ≤k≤εκ
e−
1
2u
′′(κ)k2√u′′(κ) = ∫ ∞
−∞
e−
1
2 x
2
dx =
√
2π. (91)
We now show that we may replace the exponential function in the last summation of formula (90)
by e−u′′(κ)k2/2. In fact, by Taylor expansion, we can find ξ = ξ(k,κ) in between κ and k +κ such
that
− µk − (u(k +κ)− u(κ)) = −[u(k +κ)− u(κ)− u′(κ)k] = −u′′(ξ)
2
k2 = − u
′′(ξ)
u′′(κ)
1
2
u′′(κ)k2. (92)
Also as u′′(x) is decreasing, we have
u′′((1 + ε)κ)
u′′(κ)
≤ u
′′(ξ)
u′′(κ)
≤ 1 for k ≥ 0; and 1 ≤ u
′′(ξ)
u′′(κ)
≤ u
′′((1− ε)κ)
u′′(κ)
for −εκ ≤ k < 0. Therefore,∑
0≤k≤εκ
e−
1
2u
′′(κ)k2 ≤
∑
0≤k≤εκ
e−µk−(u(k+κ)−u(κ)) ≤
∑
0≤k≤εκ
e
− u′′ ((1+ε)κ)
u′′ (κ)
1
2u
′′(κ)k2
∑
−εκ≤k<0
e
− u′′ ((1−ε)κ)
u′′ (κ)
1
2 u
′′(κ)k2 ≤
∑
−εκ≤k<0
e−µk−(u(k+κ)−u(κ)) ≤
∑
−εκ≤k<0
e−
1
2u
′′(κ)k2
(93)
As x2u′′(x) is increasing, we have
1
(1+ ε)2
u′′(κ) ≤ u′′((1 + ε)κ), u′′((1− ε)κ) ≤ 1
(1− ε)2u
′′(κ). (94)
Thus we conclude
lim
εց0
lim
µցµ∗
∑
0≤k≤εκ
e−µk−(u(k+κ)−u(κ))
√
u′′(κm) =
∫ ∞
0
e−x2/2dx,
lim
εց0
lim
µցµ∗
∑
−εκ≤k<0
e−µk−(u(k+κ)−u(κ))
√
u′′(κ) =
∫ 0
−∞
e−x2/2dx
(95)
from which the first limit in (88) follows. 
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III.ii. Discrete Gaussian regime
When limx→∞u′′(x) = c for some 0 < c <∞, for the shifted limit shape, no rescaling is needed in
the x direction and the shape is a discrete Gaussian.
Theorem 4
Assume that limx→∞ u′′(x) = c for some 0 < c <∞. Let
Gµ(x;p) ≔
κ
EM
∑
k−κ≥x
pk . (96)
Then for each ǫ > 0
lim
µցµ∗
P
{
sup
x∈R
|Gµ(x;p)−G(x)| > ǫ
}
= 0 (97)
where G(x) =
1
Mc
∑
k≥x e−ck
2/2 andMc =
∑
k∈Z e−ck
2/2.
Proof Similar to proof of Theorem 3, it suffices to show that for all x ∈ R
EGµ(x;p) =
κ
EMSµ(κ+ x)→
1
Mc
∑
k≥x
e−ck2/2 as µց µ∗. (98)
Recall that µ = −u′(κ). Then for some ξ = ξ(k,κ) in between κ and k, we have
eu(κ)+µκSµ(κ+ x) = e
u(κ)+µκ
∑
k−κ≥x
e−µk−u(k) =
∑
k−κ≥x
e−u′′(ξ)(k−κ)2/2 . (99)
Notice that κր∞ as µց µ∗. Then, for µ close to µ∗, we can relabel k −κ as k so that∑
k−κ≥x
e−u′′(ξ)(k−κ)2/2 =
∑
k≥x
e−u′′(ξ)k2/2 →
∑
k≥x
e−ck2/2 . (100)
In the last convergence we have used ξ ≥min{κ,κ+x} and limk→∞ u′′(k) = c. Similarly, by Lemma
II.2,
eu(κ)+µκ
EM
κ
∼ eu(κ)+µκ
∑
k>0
e−µk−u(k) =
∑
k>−κ
e−u′′(ξ)k2/2 →
∑
k>−∞
e−ck2/2 ≕Mc. (101)
As u′′(k)→ c, we have u′k ∼ ck and µ∗ = −∞. Then L’Hospital’s law gives that
u(κ)
µκ
=
u(κ)
−κu′(κ) →
−1
2
. Then we have eu(κ)+µκ vanishes as µց µ∗. For any ε > 0, let A be such that |u′′(k)− c| ≤ ε for
all k ≥ A. Therefore we discard the first A terms in the summation of (101) and have that
eu(κ)+µκ
∑
k>0
e−µk−u(k) ∼
∑
k>−κ+A
e−u′′(ξ)k2/2 (102)
for ξ = ξ(k,κ) ≥ A. Taking µց µ∗ and then εց 0, we obtain
eu(κ)+µκ
EM
κ
∼
∑
k>−∞
e−ck2/2 ≕Mc . (103)
Putting together above, (98) is proven. 
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III.iii. Hard step function regime
In the case when limx→∞ u′′(x) = ∞, the distribution of pk is so concentrated around κ that, for
any scaling in x direction, the local limit shape function is always the step function 1(−∞,0](x).
Theorem 5
Assume that lim
x→∞u
′′(x) =∞. For any ζ = ζ(µ)ր∞, let
Gµ(x;p) ≔
κ
EM
∑
k−κ≥ζx
pk . (104)
Then for each or each λ1 < 0, λ2 > 0, and ǫ > 0,
lim
µցµ∗
P
 supx∈R\(λ1,λ2) |Gµ(x;p)−G(x)| > ǫ
 = 0. (105)
where G(x) = 1(−∞,0](x).
Proof It suffices to show that limµցµ∗ EGµ(x;p) = G(x) for all x , 0. Following proof of Theorem
1, we show that
∑∞
k=1 e
−µk−u(k) concentrates on k = ⌊κ⌋−1, ⌊κ⌋, ⌊κ⌋+1, and ⌊κ⌋+2 where ⌊κ⌋ is the
integer part of κ.
Step 1. We first show
lim
µցµ∗
∑
k≥κ+3 e−µk−u(k)∑
k≥1 e−µk−u(k)
= 0. (106)
Take any two integers a,b such that ⌊κ⌋ + 1 < a < b. Recall that µ = −u′(κ). Then for some ξ , ξ ′
with a ≤ ξ ≤ b and κ ≤ ξ ′ ≤ ξ ,
e−µb−u(b)
e−µa−u(a)
= eu
′(κ)(b−a)−u′(ξ)(b−a) = e−(ξ−κ)(b−a)u
′′(ξ ′) ≤ e−(a−κ−1)(b−a)u′′(ξ ′) ≤ e−(b−a)u′′(ξ ′) . (107)
Here we have ξ −κ ≥ a− (⌊κ⌋+1) ≥ 1. Take arbitrary A > 0. Since u′′(x)→∞. we have e
−µb−u(b)
e−µa−u(a)
≤
e−(b−a)A for κ large enough. Therefore, for such κ-s,∑
k≥κ+3 e−µk−u(k)∑
k≥1 e−µk−u(k)
≤
∑
k≥κ+3 e−µk−u(k)∑
k≥κ+2 e−µk−u(k)
≤ e−A . (108)
Taking A→∞, we conclude (106).
Step 2. It remains to show
lim
µցµ∗
∑
1≤k≤κ−2 e−µk−u(k)∑
k≥1 e−µk−u(k)
= 0. (109)
We first argue that we may ignore the first finite many terms in the sum
∑
1≤k≤κ−2 e−µk−u(k). In
other words, we show that for any fixed N
lim
µցµ∗
∑
1≤k≤N e−µk−u(k)∑
k≥1 e−µk−u(k)
= 0. (110)
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Note that here we are considering µց µ∗ = −∞ (cf. (12)). For anyN0 > N , let µ˜ = −max1≤k≤N0 u′(x).
Then for any µ < −µ˜, we have −µk − u(k) is an increasing function of k on 1 ≤ k ≤N0. Then
limsup
µցµ∗
∑
1≤k≤N e−µk−u(k)∑
k≥1 e−µk−u(k)
≤ limsup
µցµ∗
∑
1≤k≤N e−µk−u(k)∑
1≤k≤N0 e
−µk−u(k) ≤ limsup
µցµ∗
1
1+
∑
N<k≤N0 e
−µk−u(k)∑
1≤k≤N e−µk−u(k)
≤ N
N0
.
(111)
Taking N0 →∞, we obtain (110).
As u′′(x)→∞, we may find A(N ) such that limN→∞A(N ) =∞ and u′′(x) ≥ A(N ) for x ≥ N . By
a similar argument as in Step 1, we can show that∑
N≤k≤κ−2 e−µk−u(k)∑
k≥1 e−µk−u(k)
≤
∑
N≤k≤κ−2 e−µk−u(k)∑
N+1≤k≤κ−1 e−µk−u(k)
≤ e−A(N ) . (112)
Then (109) follows after taking µ→ µ∗ and then N →∞. 
III.iv. Remark on the monotonicity requirement
We have used additional assumptions that x2u′′(x) is non-decreasing and u′′(x) is non-increasing
for the Gaussian limit regime in section III.i. These monotonicity assumptions are essential in the
sense that if either of them is lost, either the Gaussian limit is not ensured or new limit shapes
might occur along subsequences of µ. Let us illustrate the kinds of phenomena which may occur
if we do not require monotonicity of x2u′′(x). First of all, using the scaling relation u′(κ) = −µ, we
can deduce that ∫
κ+k
κ
(κ+ k − x)u′′(x)dx = µk + u(k +κ)− u(κ). (113)
Define u′′(·) in the following way: first let u′′(x) = 1 for 0 < x ≤ 1, u′′(x) = 1/2n for 2n−1 < x ≤ 2n,
n ∈ N. (One could modify u′′ in [2n,2n + 2−n] by interpolating between the end-point values to
obtain a continuous function, but it’s not required.) It is not hard to check that x2u′′(x) tends to
infinity, however not in a monotone manner. Recall the local shape function Gµ(x;p) as in (83).
We will see that the resulted limit shape is only determined up to subsequences.
First, pick the sequence κn = 3 · 2n−1, n ∈N. The corresponding µn is then determined by the
relation (13). Assume ε < 1/3. Note that u′′(x) = u′′(κn) for (1− ε)κn ≤ x ≤ (1 + ε)κn. Then, using
µn = −u′(κn), we get,
∑
−εκn≤k≤εκn
exp
{
−µnk −
[
u(k +κn)− u(κn)
]}
=
∑
−εκn≤k≤εκn
exp
{
−k
2
2
u′′(κn)
}
(114)
Repeating the arguments of Theorem 3, we obtain the standard Gaussian G(x) =
∫ ∞
x
e−t2/2dt/
√
2π
as the limit of Gµ(x;p).
We now show that a different limit shape may appear if we follow another sequence of κ.
Let κ˜n = 2
n and, accordingly, µ˜n = −u′(κ˜n). Assume ε < 1/2. Now u′′(x) behaves differently
on the different sides of κn: u
′′(x) = u′′(κn) for (1 − ε)κn ≤ k ≤ κn and u′′(x) = u′′(κn)/2 for
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κn < k ≤ (1 + ε)κn.∑
−εκn≤k≤0
exp
{
−µnk −
[
u(k +κn)− u(κn)
]}
=
∑
−εκn≤k≤0
exp
{
−k
2
2
u′′(κn)
}
∑
0<k≤εκn
exp
{
−µnk −
[
u(k +κn)− u(κn)
]}
=
∑
0<k≤εκn
exp
{
−k
2
4
u′′(κn)
}
.
(115)
Repeating the arguments of Theorem 3 again, we now find that Gµ(x;p) converges to G˜(x) =√
2
(1+
√
2)
√
π
∫ ∞
x
h(t)dt where h(t) = e−t2/4dt for t > 0 and h(t) = e−t2/2dt for t ≤ 0.
We remark that under the assumption of monotonicity of u′′(x), there always exists a sequence
of κn realizing the Gaussian limit as in Theorem 3. In fact, by Lemma A.5, we may find positive
sequences εn ↓ 0 and κm ↑ ∞ such that
lim
m→∞εmκm
√
u′′(κm) =∞, limsup
m→∞
u′′((1− εm)κm)
u′′(κm)
= 1, lim
n→∞ liminfm→∞
u′′((1 + εn)κm)
u′′(κm)
= 1. (116)
Let ε and κ run through {εn} and {κm} respectively. We have
u′′((1 + εn)κm)
u′′(κm)
≤ u
′′(ξ)
u′′(κm)
≤ 1 for
k ≥ 0; and 1 ≤ u
′′(ξ)
u′′(κm)
≤ u
′′((1− εm)κm)
u′′(κm)
for −εmκm ≤ k < 0. Therefore,
∑
0≤k≤εnκm
e−
1
2u
′′(κm)k2 ≤
∑
0≤k≤εnκm
e−µk−(u(k+κm)−u(κm)) ≤
∑
0≤k≤εnκm
e
− u′′ ((1+εn)κm )
u′′ (κm )
1
2u
′′(κm)k2
∑
−εmκm≤k<0
e
− u′′ ((1−εm)κm )
u′′ (κm )
1
2u
′′(κm)k2 ≤
∑
−εnκm≤k<0
e−µk−(u(k+κm)−u(κm)) ≤
∑
−εnκm≤k<0
e−
1
2u
′′(κm)k2
(117)
Taking m→∞ and then n→∞, we obtain the Gaussian limit by (116).
A. Appendix
Here we prove a few auxiliary relations between asymptotic behaviors of the series introduced in
equation (21),
Sµ =
∞∑
k=1
e−µk−u(k) as µց µ∗, (118)
and properties of the function u(·) at infinity. The critical value µ∗ is a slight generalization of that
defined in equation (12):
µ∗ ≔ − liminf
N∋k→∞
u(k)
k
, (119)
except the existence of the limit is not required (it is deduced under additional assumptions).
Lemma A.1
If µ > µ∗, then Sµ < ∞. If µ < µ∗, then Sµ = ∞. In particular, if µ∗ = −∞, Sµ is always finite, while if
µ∗ =∞, Sµ is always infinite.
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Proof If µ∗ = −∞, then for any fixed µ and all large enough k, −µk − u(k) = −k(µ+ u(k)/k) < −k.
Convergence of
∑∞
k=1 e
−k then implies that Sµ converges. If µ∗ =∞, then limsupk→∞ e−µk−u(k) =∞
for all µ. Therefore Sµ =∞ for all µ.
Suppose µ∗ ∈R. The definition (119) implies that for an arbitrary ǫ > 0
− u(k)
k
< µ∗ + ǫ, or − µk − u(k) < (µ∗ − µ + ǫ)k, for all large enough k. (120)
If µ > µ∗, set ǫ = (µ− µ∗)/2. Equation (120) implies that for all large enough k,
−µk − u(k) < −ǫk.
Thus Sµ converges, as its tail is dominated by the converging sum,
∑∞
k=1 e
−ǫk . Suppose µ < µ∗, set
ǫ = (µ∗ − µ)/2. Equation (119) implies that there exists an increasing subsequence (kn), n ∈N, such
that u(kn) ≤ kn(−µ∗ + ǫ). Therefore
lim
n→∞
[
− µkn − u(kn)
]
≥ lim
n→∞ǫkn = ∞, (121)
implying that Sµ must diverge. 
Lemma A.2
Assume that u(·) is a twice-differentiable function satisfying
lim
x→∞x
2u′′(x) =∞. (122)
Then the following holds:
1. µ∗ = − lim
x→∞u
′(x).
2. If µ∗ = −∞, then u(x)≫ x. If µ∗ ∈ R, then lnx≪ u(x) +µ∗x≪ x and lim
x→∞[u(x) +µ∗x] = −∞.
3. lim
µցµ∗
Sµ =∞.
Proof 1. The condition (122) implies that u′′(x) > 0 for all large enough x. Thus u′(x) must be
increasing, and therefore limx→∞u′(x) exists and is equal to −µ∗ by L’Hospital’s rule.
2. If µ∗ = −∞, i.e., u′(x) → ∞ as x → ∞, u(x) must be superlinear, i.e., u(x) ≫ x. If µ∗ ∈ R,
u(x) + µ∗x must be sublinear. At the same time, property (122) implies that for any fixed M > 0
and all sufficiently large x, u′′(x) ≥M/x2. Integrating from x to infinity, we get u′(x) + µ∗ ≤ −M/x.
Another integration yields that limx→∞[u(x) +µ∗x] ≤ −M lnx +C →−∞ as x→∞.
3. If µ∗ = −∞, Sµ →∞, because every term in the series (118) diverges as µց µ∗. If µ∗ ∈ R, the
monotone convergence implies that Sµ → Sµ∗ = ∞. The latter series diverges, as its terms grow
unboundedly by assertion (2). 
A more unified way to state the conditions yielding the step function limit shape are stated in
this lemma:
Lemma A.3
Let u(k) and Ek be related by formula (11) and function u(·) satisfy Assumption 1. Then the conditions
for the supercritical and critical regimes C1 (u →∞) and C2a (u(x) +µ∗x→−∞) are equivalent to the
following assumption on the function u(·):
lim
x→∞x
2u′′(x) =∞. (123)
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Proof Consider the supercritical regime, limk→∞ kE′′k > −1/β. Formula (11) implies that
u′′(k) = βE′′k + [lnΓ(k +1)]
′′ .
It is a well-known property of the polygamma functions [1] that limk→∞(k[lnΓ(k +1)]′′) = 1. Thus
limx→∞ xu′′(x) > 0. Hence (123) holds.
In the critical case C1, if u(x) is positive and limx→∞ x2u′′(x) < ∞, then u(x) grows at most
linearly, contradicting u(k) ≫ k. In the case C2a, lnk ≪ u(k) + µ∗k ≪ k and is negative. The
Condition (123) is then implied by Lemma A.4 and existence of limx→∞ x2u′′(x).
Conversely, if (123) holds, we must have limx→∞ xu′′(x) ≥ 0 (possibly infinite). If this limit
is nonzero, we get the supercritical case, while if it is zero, the second assertion of Lemma A.2
produces cases C1 and C2a depending on whether µ∗ = −∞ or µ∗ ∈ R respectively. 
Lemma A.4
Assume that u(·) is a positive twice-differentiable function satisfying
lnx ≪ u(x) ≪ x (124)
as x→∞. Then
liminf
x→∞ x
2u′′(x) = −∞. (125)
Proof Assume the contrary; then there existsM , such that for all large enough x,
u′′(x) ≥ M
x2
. (126)
Integrating this relation twice from some sufficiently large y, we get,
u(x) ≥
(
u(y) − M − yu′(y) + M lny
)
− M lnx +
[
u′(y) +
M
y
]
x. (127)
As u(x)≪ x, the last (linear) term may not grow, thus we must have,
u′(y) +
M
y
≤ 0 (128)
for all large enough y. But this would imply (after another integration) that
u(x) ≤
(
u(y) + M lny
)
− M lnx, (129)
i.e., either the positivity of u(·), or the condition that lnx≪ u(x) must fail. 
Lemma A.5
For non-increasing f (x) : (0,∞) 7→ (0,∞), assume limx→∞ x2f (x) = ∞. Then there exist sequences
εn ց 0 and xk ր∞ such that
lim
k→∞
εkxk
√
f (xk) =∞, limsup
k→∞
f (xk − εkxk)
f (xk)
= 1, lim
n→∞ liminfk→∞
f (xk + εnxk)
f (xk )
= 1. (130)
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Proof Fix any sequence τn ց 0 and assume τx < 1 for all n. Let αn to be a sequence such that
0 < (1 + τn)
2αn < 1 for all n and limn→∞αn = 1. Since x2f (x)→∞, we can find a sequence zk such
that τkx
√
f (x) ≥ k whenever x ≥ zk . We first show that there exist yk ր∞, such that
yk ≥ zk ,
f (yk + τnyk)
f (yk )
≥ αn, for all n ≤ k. (131)
We first show that there exists y1 ≥ z1 such that
f (y1 + τ1y1)
f (y1)
≥ α1. (132)
Suppose it does not hold, i.e. for all x ≥ z1 we have
f (x + τ1x) < α1f (x). (133)
Let uk = (1+ ε1)
kz1. Then f (uk ) ≤ α1kf (z1). Therefore, as 0 < (1 + τ1)2α1 < 1
lim
k→∞
u2k f (uk ) ≤ lim
k→∞
[
(1 + τ1)
2α1
]k
z21f (z1) = 0 (134)
which contradicts the assumption limx→∞ x2f (x) =∞.
We now show that we may find y2 ≥ z2 such that
f (y2 + τ1y2)
f (y2)
≥ α1,
f (y2 + τ2y2)
f (y2)
≥ α2. (135)
Suppose it is not true, then for all x ≥ z2
f (x + τ1x) < α1f (x) or f (x + τ2x) < α2f (x). (136)
Let u0 = z2 and uk = (1 + τ1)
mk (1 + τ2)
nkuk−1 where mk + nk = 1, mk = 1 if
f (uk−1 + τ1uk−1)
f (uk−1)
< α1,
mk = 0 otherwise. Clearly, when nk = 1, we have
f (uk−1 + τ2uk−1)
f (uk−1)
< α2. Therefore we have
f (uk ) < α
∑k
j=1mj
1 α
∑k
j=1 nj
2 f (u0) (137)
and
u2k f (uk ) <
[
(1 + τ1)
2α1
]∑k
j=1mj
[
(1 + τ2)
2α2
]∑k
j=1 nj u20 f (u0). (138)
Since
∑k
j=1mj +
∑k
j=1 nj = k, at least one of the two sums goes to infinity as k →∞. Therefore we
get limk→∞u2k f (uk ) = 0 which contradicts the assumption limk→∞ x
2f (x) =∞.
Similarly, for any k ≥ 3 we can find yk such that (131) holds.
Define εn ≔ τn/4 and xk ≔ (1 + τk /2)yk . We now show that (131) implies the lemma. Since
xk ≥ yk ≥ zk , it follows that εkxk
√
f (xk)→∞. Note that, as τk < 1,
yk =
(
1− τk/2
1+ τk/2
)
xk ≤
(
1− τk
4
)
xk = (1− εk )xk . (139)
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Then we have
limsup
k→∞
f (xk − εkxk)
f (xk )
≤ limsup
k→∞
f (yk)
f (xk)
≤ limsup
k→∞
f (yk )
f (yk + τkyk)
= 1. (140)
Finally, notice that, for any n fixed, it holds (1 + τn/4)(1 + τk/2) ≤ 1 + τn for all k large enough. We
have
liminf
k→∞
f (xk + εnxk)
f (xk )
= liminf
k→∞
f ((1 + εn)(1 + τk /2)yk)
f ((1 + τk /2)yk )
≥ liminf
k→∞
f ((1 + τn)yk )
f (yk )
≥ αn. (141)
Take n→∞ and note that limn→∞αn = 1. The lemma is proved. 
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