Excess volatility in investment is a widespread issue in two-country open economy models. Introducing convex adjustment costs to capital at the aggregate level has become a standard remedy for this. However, it lacks explicit microfoundation. There is overwhelming evidence that non-convex costs to capital adjustment are the pivotal form of adjustment costs at the …rm level. This paper analyzes the role of …xed costs to capital adjustment in a two country business cycle model. We …nd that …xed costs in this setup -unlike in closed economies -have an impact on aggregate investment volatilities. Moreover, we …nd that convex adjustment costs can serve as a stand-in for these …xed adjustment costs when one is interested in replicating aggregate dynamics only. Finally, we check whether these stand-in quadratic costs are subject to the Lucas critique in that the mapping between …xed and quadratic adjustment costs co-depends on other model parameters.
Introduction
Since Backus, Kehoe, and Kydland (1992) adapted the real business cycle model to the context of international economics, it has been well known that in this context the model su¤ers from excess volatility in capital reallocation across countries. The introduction of trade in intermediate goods as in Backus, Kehoe, and Kydland (1994) tends to mitigate the e¤ect, but this depends crucially on parameter values and model assumptions. An ample range of applications remains in which the assumption of unobstructed, frictionless capital ‡ows across borders implies an investment volatility relative to output far in excess to what is consistent with national data 1 . As was …rst demonstrated by Baxter and Crucini (1993) , the model's …t can be signi…cantly improved by the introduction of convex adjustment costs to capital at the national level. Over time, this has become a standard practice.
However, this can only remain a kludge for removing excess investment volatility as macroeconomic research trying to microfound aggregate investment behavior has found …xed and not convex adjustment costs to be the dominant friction to capital adjustment at the plant or …rm level 2 . Based on this observation, Khan and Thomas (2003/2008) augmented an otherwise standard real business cycle model by …xed capital adjustment costs and …nd that second moments of key macro aggregates were indistinguishable from the model's frictionless counterpart. Gourio and Kashyap (2007) and Bachmann, Caballero, and Engel (2010) quali…ed this result by arguing that the speci…cation of the production technology respectively the degree of risk aversion play an important role in determining the e¤ect of micro-lumpiness on aggregate dynamics. While this debate about the importance of micro-facts for macro-behavior remains unsettled in the closed economy context, the lack of micro-foundation for the dominant investment speci…cation in the open economy context remains problematic. A priori, it is not clear whether a stand-in representative …rm with quadratic adjustment costs is a good representation of many …rms that exhibit lumpy investment behavior. This leaves open what e¤ect on the micro-level these models actually capture, makes estimated versions of a representative agent open economy model potentially subject to Lucas'critique, and …nally casts doubt on policy predictions. 3 Our paper therefore introduces …xed costs into an otherwise standard two goods, two country real business cycle model in the spirit of Backus, Kehoe, and Kydland (1994) and asks what the aggregate consequences are.
Even though we consider introducing non-convex adjustment costs to the open economy business cycle model a worthwhile endeavor in its own right, the main motivation for doing so is to potentially provide a micro-foundation for the commonly used one …rm, convex cost speci…cation. Given that …xed costs and quadratic costs are often cast as rival speci…cations our main motivation may come as a surprise. Our reason for exploring this possibility, however, is the following: All papers studying the role of …xed adjustment costs in general equilibrium have found approximate aggregation in the sense of Krussel and Smith (1998) .
In particular, they found that the aggregate stock of capital, which is the only endogenous aggregate state variable in these models, can be described by a log-linear law of motion just as in a quadratic adjustment-cost model. There are two questions arising from this observation: First, is there for any given level of …xed adjustment costs a level of quadratic adjustment costs such that the aggregate laws-of-motion coincide? In other words, is there beyond approximate aggregation also "approximate representation" in terms of a standard stand-in representative agent model. Second, if there is such an approximation, how stable is it with respect to non-adjustment-cost parameters? In other words, is the approximate representation subject to the Lucas critique?
The answers to these two questions are obviously a¢ rmative in the closed economy case that Khan and Thomas (2003, 2008) study. There …xed adjustment costs are irrelevant for aggregate dynamics, hence …rms can be represented by a single …rm not facing any adjustment costs. In their closed economy general equilibrium model, this irrelevance result arises because the household's desire to smooth consumption does not allow for much variation in savings behavior. This yields that small additional changes in the interest rate undo all potential aggregate e¤ects of microeconomic lumpiness in a closed economy because investments are very sensitive to interest rate movements notwithstanding the …xed adjustment costs, see House (2008) , while savings are not. In an open economy setting, domestic savings are not the only means to …nance investment and consumption smoothing can also be achieved via movements in the current account. This should, in theory, dampen interest rate responses which leaves room for …xed adjustment costs to matter.
and Schorfheide (2010) have recently argued for more caution when aggregating over ex post heterogeneous micro units in the presence of frictions. They show that the estimated parameters of homogeneous agents models in these settings can often lack "fundamentalness" in the sense of Lucas'critique.
Our intuition turns out to be right. In a two country model, non-convex capital adjustment costs matter for the aggregate in that they dampen investment dynamics at the national level. The e¤ect is the stronger, the more open an economy is to trade (i.e., the smaller its home bias in consumption), such that the Khan and Thomas (2003, 2008) result obtains when letting the model converge towards a model of two separate closed economies.
Finding a dampening e¤ect of …xed costs and approximate aggregation lets us investigate our above conjecture of approximate representation. Indeed, a homogeneous …rm facing convex adjustment costs can act as a handy stand-in to replicate the aggregate investment dynamics of a much more complicated setting which accounts for …rm heterogeneity.
The remaining question then is: Can we attribute estimates of convex adjustment cost speci…cations fundamentalness in the sense of the Lucas critique? In order to answer it, we construct matches between convex and non-convex adjustment cost parameters while varying crucial other model parameters, namely openness to trade and the curvature of the production function (characterizing the mark-up …rms can charge). It turns out that the link between the two cost speci…cations is stable with respect to variations in openness.
This allows us to construct an equivalence table that is independent of this fundamental household side parameter. However, following the point made by Gourio and Kashyap (2007) , we …nd that in this exercise our quadratic / …xed cost equivalence breaks down when varying the curvature of the production function .
The intuition for these two seemingly contradictory …ndings is rather straightforward if one thinks of the equilibrium as a solution to a social planner's problem. A social planner chooses sequences of distributions of capital across production units in order to maximize utility of the representative household from consumption and leisure. In choosing these distributions, the planner needs to take into account both the direct costs from capital adjustment as well as the indirect, e¢ ciency costs from having otherwise equal plants employing di¤erent levels of capital. Between the two costs there is a trade-o¤. The more frequent …rms adjust, the more e¢ cient the aggregate stock of capital is distributed. Moreover, this second, indirect, e¢ ciency cost is a function of the curvature of the production function.
The higher this function's curvature, the more costly are capital di¤erences.
Against this backdrop our …rst result of approximate representation (beyond approximate aggregation) basically implies that the cost of adjustment in the aggregate are approximately quadratic. Second, since changes in the utility function do not a¤ect the trade-o¤ between e¢ ciency and adjustment frequency, they do not change the approximate representative …rms'problem. Third, since changes in curvature change this trade-o¤, changes 4 in the production function (or in productivity heterogeneity) change the adjustment costs of the approximately representative …rm.
The remainder of the paper is organized as follows: Section 2 presents the model, Section 3 brie ‡y introduces the numerical solution method, Section 4 explains parameter choices, Section 5 presents and analyzes our results and Section 6 concludes. An appendix provides more detailed information concerning the calibration of …xed adjustment costs and the numerical solution procedure.
The Model
We model a world economy composed of two countries Home and Foreign (where necessary, country speci…c variables will be distinguished by the superscripts H and F respectively). Each country is populated by a representative household and a continuum of …rms producing an intermediate good which di¤ers between the two countries. Competitive …nal goods producers use these inputs to produce a local composite good used for investment and consumption. There exists a complete set of contingent claims which ensures international consumption risk sharing. The challenge in solving the model lies in the solution of the intermediate goods producers'problem in both countries. Here, we closely follow Khan and Thomas (2008) and Bachmann, Caballero, and Engel (2010) and can therefore be brief in referring the reader to these papers for further explanations. Our focus will instead lie on the necessary adaptations to the solution method for it to be applicable to our model.
Households
There is a continuum of identical households in both economies who work and consume and who have access to complete international asset markets. Moreover, they hold shares in their national intermediate goods producers and are paid dividends.
The households have a felicity function in the consumption of their local consumption good and in (indivisible) labor, which they supply on the local labour market:
where C j denotes consumption in country j and N j the households labor supply in country j. Households maximize the expected discounted present value of intertemporal utility. For more details on the household side, we refer the reader to Khan and Thomas (2008) and 5 instead focus on …rst order conditions of the household optimization problem to determine the equilibrium real wage and marginal utility of consumption. Let be the Lagrangian multiplier on the household's intertemporal budget constraint. We obtain the …rst-order conditions with respect to consumption
where P C j is the current price of the …nal consumption good in country j. With respect to labor we obtain
where W j is the nominal wage in country j. Combining this with the …rst order condition on consumption and plugging in the assumed functional forms we obtain
Note that with complete international …nancial markets the resulting allocation must be e¢ cient. This, together with the assumption of symmetric initial endowments, implies equal Pareto weights and hence the risk sharing condition
Final Goods Producers
In both countries, consumption and investment use a composite good produced by a competitive …nal goods producer. The …nal goods producer in country j combines intermediate goods X
H;F j
; where X H j (X F j ) are intermediate goods produced in the Home (Foreign) country and used in country j: Final consumption goods in country j are produced using the constant returns to scale production function:
where ! measures the home-bias or importance of local intermediate goods for the …nal goods production, :j denotes the respective other country.
Final goods markets are competitive. Let P X j be the price of the intermediate good produced in country j: Then …nal goods producers solve the following cost minimization 6 problem:
This cost minimization and perfect competition imply that the price of the consumption good P C j in country j is given by
Using the Home country intermediate good as a numeraire and normalizing P X H to one we obtain as prices for the …nal consumption good:
denotes the terms of trade.
Intermediate Goods Producers
The more complicated planning problem is the one of intermediate goods producer. In both countries, intermediate goods producers employ predetermined capital and labor and produce according to a Cobb-Douglas decreasing-returns-to-scale production function
where z is stochastic total factor productivity common to all …rms in the country and is …rm-speci…c productivity. A way of reading thedecreasing returns-to-scale assumption is as constant returns-to-scale in production with capital share cum monopolistic competition in intermediate goods, where …rms earn a mark-up of on their sales. This implies revenue elasticities of capital = 1 and = 1 (1 ) of labor.
Since we can reasonably expect Khan and Thomas (2003, 2008) result to hold for the behavior of the world economy, i.e. the presence of …xed idiosyncratic adjustment costs does not alter aggregate moments in comparison to a standard frictionless model, our focus will be on moments in the individual economies and on international capital reallocation in response to productivity di¤erentials between the two countries. For the remainder of the paper, the aggregate productivity state will therefore be relative productivityẑ t of the home relative to the foreign economy which shall follow a log-AR(1) process
We set z H t =ẑ t and z F t =ẑ 1 t and discretizeẑ t into a 13-state Markov process using Tauchen's (1986) method. The idiosyncratic pro…tability process follows a 15-state Markov process which is an approximation to a continuous AR (1) 
We denote the …rm's planning problem initially in units of the local capital-consumption good. The intra-period timing is a follows: After having observed innovations to aggregate and idiosyncratic productivity and its adjustment cost draws, the …rm optimally adjusts labor, produces output and harvests ‡ow pro…ts. Afterwards, the …rm decides whether to pay the adjustment cost and adjust its capital stock to the current target level or whether to exercise its option to wait and see and let its capital depreciate. Upon investment, the …rm incurs a …xed cost of w , where w is the current real wage rate de…ned in local intermediate
Capital depreciates at rate . We can then summarize the evolution of the …rm's capital stock (in e¢ ciency units) between two consecutive periods, from k to k 0 as follows:
The distributions of …rms over capital and idiosyncratic productivity states ( ; k) in the two countries are summarized using the probability measures H and F . They are su¢ cient to describe di¤erences between …rms and their evolution over time given the i.i.d.
nature of the adjustment costs. De…ne m [ H (k; ); F (k; )] so that the aggregate state of the economy is described by (ẑ; m). The distributions evolve over time according to a mapping from the current aggregate state m 0 = (ẑ; m) which will be de…ned below.
Let v( ; k; ;ẑ i ; m) denote the expected discounted value -measured in local consumption goods -of a …rm that is in idiosyncratic state ( ; k; ), given the aggregate state (ẑ; m).
Its expected value prior to drawing its adjustment cost draw is then given by:
The dynamic programming problem of a …rm in country j is described by:
where cf are ‡ow pro…ts, v dep j is the …rm's continuation value if it chooses inaction and lets its capital depreciate, and v adj j the continuation value, net of adjustment costs, if the …rm chooses to invest and adjust its capital stock to the current target level. These functions are given by:
where both expectation operators average over next period's realization of the average and idiosyncratic productivity states, conditional on this period's values, and we recall that
The stochastic discount factor of the local representative household is
We can eliminate the stochastic discount factor by rephrasing the …rm's value function in terms of utils (details can be found in Khan and Thomas, 2008) . Given that investment uses the composite consumption good, we de…ne its price relative to the …rm's output as (P X H has been normalized to one):
Denoting the marginal utility of consumption by % j U j C (C j ; N i ), we obtain due to e¢ cient risk sharing between the economies:
C is the marginal utility of consumption in the Home-economy. Importantly, we can express the marginal utility of the foreign household as a function of home marginal utility and terms of trade.
now denote the expected discounted value in utils of the respective representative household of a …rm. This is:
with the components de…ned analogously to before. These are given by: capital is predetermined, the optimal employment decision is independent of the current adjustment cost draws. We denote the total intermediate goods output in country j by Y j :
Recursive Equilibrium
A recursive competitive equilibrium for this economy is completely described by the set:
that satisfy 1. Firm optimality: Taking w, , and as given, V j satisfy (10)- (11e) and N D j ; K j are the associated policy functions.
2. Household optimality: Taking w, and as given, the households'consumptions C j and labor supplies N S j satisfy (2) and (3).
3. X H j ; X F j solve (4).
Labor markets clearing:
where I(x) = 0 if x = 0; I(x) = 1 otherwise.
Final goods markets clearing:
6. Intermediate goods markets clearing:
Model consistent dynamics: The evolution of the cross-sectional distributions that characterize the economy in both countries, m 0 = (ẑ; m), is induced by fK j ( ; k; ;ẑ; m)g j=H;F
and the exogenous processes forẑ and .
Numerical Solution
The aggregate state contains two in…nite dimensional objects: The distributions of intermediate producers in both countries over capital and idiosyncratic productivity states.
Following Krusell and Smith (1998, 1997) we approximate those distributions by a …nite number of distributional moments. Letm = [k H ; k F ] denote our approximate aggregate state and^ (m;ẑ)) denote its law of motion, such thatm 0 =^ (m;ẑ). In our applications, …rst moments over capital, k H and k F turn out to contain su¢ cient information to accurately forecast prices. A number of accuracy tests including R 2 s are reported in the numerical appendix. We specify simple log-linear rules to describe price forecasts for % and and the evolution of capital stocks^ .
We impose some economic structure to minimize the e¤ect of simulation and estimation uncertainty inherent in a Monte-Carlo method such as Krusell and Smith's (1998) algorithm (see DenHaan, 1997) . For this reason, exploiting symmetry, we assume that world capital depends only on previous world capital (and not on its distribution over countries) and the di¤erence in capital stocks between countries depends only on previous di¤erences and not on world capital stocks. Moreover, we impose log linear e¤ects of aggregate productivity on the dynamics of capital stocks as well as prices: 5
The solution algorithm consists of two steps which are repeated successively until parameters of the aggregate laws of motion converge. Using an initial guess for the parameters of the aggregate laws, we solve the dynamic programming problem posed by equations (10) -(11e) which becomes computationally feasible once the approximate aggregate state is used. A number of the problem's features facilitate the solution considerably. First, the …rms' employment decision is static and independent of its investment adjustment cost draw so that it can be maximized out using the respective …rst order condition:
Second, the optimal capital stock chosen conditional on adjustment is independent of the …rm's current individual capital stock. This optimization problem therefore needs to be solved only once for each point on the aggregate state grid. Given that adjustment is costly and that it always holds that V adj j ( ;ẑ;m) V dep j (k; ;ẑ;m), the value of the adjustment cost draw,^ ( ; k;ẑ;m); at which the …rm is just indi¤erent between adjusting and exercising its option to wait and see (i.e. letting its capital depreciate) is given by:
Denoting the target capital stock to which a …rm with idiosyncratic productivity in country j adjusts in the absence of frictions by k j ( ;ẑ;m) allows us to compute the …rms' second policy function determining investment:
Given …rm policy functions, we simulate the economy in the second step. In order to more e¢ ciently exploit parallel computing resources, instead of using one long draw of relative productivities, we generate observations for aggregate variables using several shorter draws ofẑ t . During the simulation, market clearing values of % and are computed exactly. This procedure generates a total of T=4800 observations of fm t ; % t ; t g which we use then to update the -coe¢ cients in the aggregate laws of motion by simple OLS regression. We iterate these steps until an F-Test …nds all parameter estimates from two successive steps statistically indistinguishable. Upon convergence, we have obtained the Krusell-Smith recursive equilibrium of our economy for a given set of parameters. 6
Parameter Choices
The model parameters to calibrate are relatively standard. They involve the discount factor, ; the disutility of labor, A, the parameters of the production function, and
; the law of motion for aggregate productivity, the substitution elasticity in …nal goods production, ; as well as the home bias parameter, !: The parameters somewhat less standard are of the idiosyncratic productivity process, and and the adjustment cost parameter :
Open Economy Parameters
The 
Parameters for the National Economies
The model period is a quarter. Therefore we set = 0:99: We set A = 1:852 to match a steady state labor supply of 1/3.
We set the coe¢ cients of the revenue function = 1=3 and = 4=3 which implies a mark-up of 33 % and the implied output elasticities of labor and capital are = 1=2 and = 1=4 respectively, as in Bloom (2009) . This is also close to the empirical estimate in Bachmann and Bayer (2011a) for manufacturing. We calibrate to imply a technological growth rate of 1:4% p.a. and depreciation to 9.4 % p.a and assume for idiosyncratic
where u N (0; 1) and set = 0:98 and = 0:0459 in line with Bachmann and Bayer poses a serious problem for the estimation of our Krusell-Smith rules if using only observations from the stochastic steady state. We solve this by …rst letting the system settle into its stochastic steady state during …fty initial periods, then we lower the capital stock of every …rm by 20% and observe the adjustment path of the economies back to the steady state. This gives enough additional information to identify also the law of motion for world capital. More details on the solution procedure can be found in the appendix. (2011a), who report annual cross-sectional …rm level data.
Our baseline speci…cation of = 1:7 matches a cross-sectional skewness in annual plant investment rates of 2.2 reported in Bachmann and Bayer (2011a) and also matches roughly the fraction of spike-adjusters (13%) they report for manufacturing 7 . We provide investment skewness for a number of adjustment cost speci…cations in the appendix. Our adjustment cost estimate implies that roughly 15% of labor supply are used for installing capital (worth 7% of output) which is in line with the estimates by Bloom (2009) and Bachmann and Bayer (2011a) 8 . Table 1 below summarizes our parameter choices.
Results
We obtain three sets of results from the simulation of our model. First, under our baseline speci…cation, …xed adjustment costs dampen capital reallocation between economies. This 7 If we had matched the fraction of spike adjusters in LRD (19%), a somewhat smaller estimate of 0:4 would have been obtained. Note, however, that even at this smaller level, …xed adjustment costs signi…cantly dampen aggregate ‡uctuations in investment.
Taking unit aggregation into account as well would increase the estimate of instead. 8 Note that the estimate of itself cannot be directly compared to papers calibrated to an annual frequency, the implied average resources spent on adjustment can be, however. i.e. the economies become more similar to a closed economy, so that the main Khan and Thomas (2003, 2008) result obtains. Second, the aggregate behavior of the economy with …xed adjustment costs can be represented by an economy with quadratic adjustment costs.
Third, the size of the quadratic costs that yield almost identical aggregate behavior codepends on the curvature of the revenue function w.r.t. capital.
Fixed Adjustment Costs Matter in the Open Economy
We …rst asses whether non-convex adjustment costs at the …rm level matter at all in our setting in shaping aggregate investment dynamics. In other words, we check whether our initial intuition that the potential to achieve consumption smoothing via movements in the current account brings back a role for …xed adjustment costs to capital in shaping the business cycle.
We compare the aggregate behavior of our economy to a frictionless reference and a version with partial adjustment that introduces quadratic adjustment costs of the form w t it kt 2 : We set = 3:08, details for this parameter are deferred to the next section. Coming back to Table 2 , there is a second observation. The e¤ects of microeconomic …xed adjustment costs, when looking at aggregate dynamics, are almost indistinguishable from our quadratic adjustment cost speci…cation. Figure 1 puts this in a graphical version and displays the demeaned time series of investment for the same draw of aggregate productivity shocks for both the quadratic cost model and the micro-founded …xed adjustment cost model 9 . In fact, the investment series of the quadratic cost model (partial adjustment) and the …xed cost model perfectly align. In the following section we investigate this similarity of …xed adjustment costs and quadratic ones more closely.
Matching Fixed to Quadratic Capital Adjustment Costs
As discussed earlier, the problem of excess volatility in investment is widespread in the literature on open economy business cycle models. The problem is most severe when the countries trade perfectly substitutable goods as in Backus, Kehoe, and Kydland (1992) but it occurs in varying degrees of severity also in settings more comparable to ours. The introduction of convex or more speci…cally quadratic adjustment costs at the aggregate level has become a standard kludge to bring the model closer to the data.
Quadratic costs supply the researcher with an easily manageable tool providing an additional degree of freedom to scale investment responses to productivity innovations.
At the same time, we know it can invalidate model predictions when a macro outcome is ad hoc described as the result of a microeconomic decision problem one knows to di¤er from the actual one. Concretely speaking, the convenient kludge of quadratic adjustment costs contradicts the paradigm of micro-foundation as there is widespread evidence for the main adjustment costs at the plant or …rm level being non-convex and not quadratic (see Cooper and Haltiwanger (2006) ). Consequently, estimated versions of these models can be subject to the Lucas critique in the sense of the cost parameter lacking fundamentalness with respect to changes in policy and other deep parameters. However, we also know from the example of Hansen (1985) that it is sometimes innocuous to represent the behaviour of many agents by a decision problem that no agent actually faces if this is justi…ed by aggregation itself.
As noted in our …rst take on the results, the aggregate dynamics in a setting with microeconomic lumpiness in investment look almost indistinguishable from one where a representative stand-in …rm faces quadratic costs to capital adjustment. In other words, a researcher who estimates the representative agent quadratic adjustment cost model from aggregate data only will never reject this model even if our lumpy investment model was the data generating process. Conversely, a researcher who is only interested in matching aggregate dynamics may well use quadratic adjustment costs at the aggregate level as a reasonable approximation and accurately reproduce the dynamics of a model which explicitly takes into account plant level investment decisions and microeconomic lumpiness. This leads to the question whether such approximate representation holds for a wide range of model parameters or is particular to our calibration. More speci…cally, we ask whether the business cycle dynamics of the …xed adjustment cost model can be matched with a stand-in standard open economy RBC model that is identical in all parameters except the size of quadratic adjustment costs, ; and whether only depends on the size of …xed adjustment costs : For this purpose, we …rst solve our model varying the openness parameter ! and the size of capital adjustment costs . For every parameter combination, we then search for a size of quadratic adjustment costs such that the law of motion for aggregate capital coincides between …xed and quadratic adjustment cost speci…cation. To be precise, we minimize the distance between the resulting parameters of the log-linear law of motion for relative capital stocks 1 2 in the two model speci…cations:
The reason for this matching strategy is that once accurate rules for predicting the two capital stocks have been found, at least in the quadratic adjustment cost case, the sequence of allocations can be pinned down from these rules and labor market clearing. 10 The obtained matches are very close in terms of ; with square-root di¤erences ranging around 2%-6% of 1 + 2 : Figure 2 summarizes the results of this exercise in terms of the matched ; pairs. We provide the exact numbers for the matches and minimized distances in the appendix.
What one can see from this …gure is that the mapping from to is stable across di¤erent values of the home bias !: Moreover, the obtained quadratic adjustment costs estimate is also in line with the numbers typically found when calibrating the quadratic adjustment cost model to aggregate data.
Are Convex Adjustment Costs therefore Structural?
As we …nd the mapping of to to be invariant to the home bias !; an important parameter of the household's preferences, one may suspect the approximate representation to 1 0 In order to obtain a solution to the …rm problem in the quadratic cost setting, we again employ a global solution technique using a variant of the solution method for the …xed cost case. In matching the two models, we take into account that …rm productivities in the heterogeneous …rm model are log-linearly distributed which implies an upwards adjustment of mean productivity by be actually structural in the sense that the to mapping does not co-depend on any other model parameters. We show that this is not the case. Besides the size of costs also the curvature of the production function determines the aggregate importance of …xed adjustment costs. This is the key insight from Gourio and Kashyap (2007) who show that the capital-elasticity of revenues, i.e. the curvature of the reduced revenue function, is central in determining the e¤ect of non-convex adjustment costs. The intuition for this can be grasped from thinking about the problem from a social planner's perspective. The planner chooses sequences of capital distributions (and labor) in order to maximize utility from consumption and leisure. Fixed adjustment costs imply a trade-o¤ for the social planner in terms of accepting ine¢ ciency from having equally productive …rms employing di¤erent levels of capital and paying higher adjustment costs by having more …rms adjusting. It is clear that the e¢ ciency costs of unequal capital stocks depend on the capital-elasticity of revenues and are largest around an elasticity of 1/2. The social costs of capital adjustments now result as the minimum loss the social planner can achieve by trading o¤ higher adjustment frequencies with ine¢ cient distributions of capital over production units. This trade-o¤ is absent in the quadratic cost model and we can expect that changes in the production function yield di¤erent mappings of to : By the same line of argument we can expect the same to hold true for variations in productivity heterogeneity " :
In fact, our "quadratic-…xed costs equivalence scale" breaks down when we vary the mark-up : We consider = 1=3 as a baseline case and let 2 f4=3; 5=4; 6=5g : Figure 3 displays the various equivalent levels of corresponding to …xed adjustment costs = 1:7.
As one can see, the equivalent depends on the mark-up and is as expected decreasing in the revenue elasticity of capital.
Interestingly, we can consider this experiment as an example of a policy intervention.
If the mark-up is a measure of competitiveness, then changes in can result from competition policy, for example. Now take the stand-in representative …rm model calibrated to aggregate data generated from a world with …xed adjustment costs and = 4=3; i.e. data generated by our baseline model. Then this representative …rm model predicts a stronger decrease in investment ‡uctuations as a result of the policy intervention than does the (hypothetically true) …xed adjustment cost model. Analogously, we may expect that time varying mark-ups such as in Jaimovich and Floetotto (2008) or Galí, Gertler, and López-Salido (2007) have di¤erent consequences in a model with …xed and in a model with quadratic adjustment costs.
Conclusions
Chang, Kim, and Schorfheide (2010) have pointed out that in many macroeconomic mod-els where aggregate dynamics are represented as the decisions of a representative agent, insu¢ cient care is applied when explicitly aggregating across potentially heterogeneous microeconomic units. We take this criticism seriously and apply it to the context of two country open economy models. In that literature, the problem of excess volatility in national investment dynamics is widespread and has usually been addressed by the introduction of quadratic costs to capital adjustment at the level of a representative …rm.
However, this speci…cation lacks empirical microeconomic foundation. Instead, much of the literature on plant level investment dynamics in the last two decades has focused on so called lumpy investment models where micro units are faced with …xed costs to capital adjustment. These models have proven able to reproduce salient features of plant level investment behavior: long time-spans of virtual inactivity interspersed by occasional outbreaks of large and concentrated adjustments of the capital stock. How this behavior a¤ects aggregation is a priori not clear.
In this paper we have solved a relatively standard two-country real business cycle model of di¤erentiated goods where …rms face idiosyncratic productivity risk and stochastic …xed costs to capital adjustment. We demonstrate that this cost speci…cation matters for shaping aggregate dynamics. The smoothing e¤ect of …xed adjustment costs is the stronger, the more open an economy is to trade and the irrelevance result of Khan and Thomas (2003, 2008) obtains only as a limiting case of no openness to trade. Secondly, our model serves to rationalize the assumption of convex costs to capital adjustment in a representative …rm setting as the aggregate e¤ects of non-convex adjustment costs turn out to be indistinguishable from a quadratic cost setting. We argue that for aggregate purposes one may view the representative agent quadratic adjustment costs model as a suitable approximation. This approximation is not only a statistically sensible representation of the …xed adjustment cost model but can even be viewed as an economically sensible approximation in as far as the "deep" adjustment cost parameter of the quadratic adjustment cost model does only co-depend on the parameters of the deeper …xed costs model that regard the production side (revenue elasticity of capital and productivity heterogeneity). With this caveat in mind, we view estimates of the quadratic cost speci…cation as a reasonable macro representation of the underlying investment technology in a wide range of applications. Results are means from 100 simulations of 6000 plants over 200 periods (quarters). All statistics refer to annualized plant level investment rates.
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A Calibrating Convex Adjustment Costs
The investment adjustment cost parameter of our baseline speci…cation was chosen to match a cross-sectional investment rate skewness of 2.2 which Bachmann and Bayer (2011a,b) …nd in …rm level data. Table 4 displays a number of statistics for our baseline calibration which summarize annual plant level investment behavior as a function of investment adjustment costs. We always calculate gross annual investment for a plant, simulating a cross-section of 6000 plants. As spike adjuster, we qualify a plant whose annual gross investment rate exceeds 20 percent ( it :5(k t+1 kt) > :2). Mean average spike adjustment refers to mean capital stock growth conditional on the adjustment being counted as spike. Finally, we calculate the average cost that …rms have to bear from realized adjustments as a fraction of their annual output and wage bill.
B Matching Convex to Non-convex Adjustment Costs
We minimize the Euclidian distance between the log-linear law of motion of relative capital stocks in a non-convex and a convex adjustment cost setting as described in the paper. Table 5 provides the resulting parameter matches and the minimized distance measure. 
C Numerical Solution Method
In order to numerically solve our model, we need to accurately approximate the laws of motion of the two cross-sectional distributions over capital and idiosyncratic productivity states in both countries. Given that our value function is of dimension 3 + 2n where n 2 R n is our number of moments by which to approximate H and F , we are limited in the number of moments for approximation. Another challenge is the simultaneous solution for the two prices and during the simulation step.
C.1 Accuracy of the Approximating Laws of Motion
Furtunately, we …nd that, as in related papers, it is su¢ cient to approximate the crosssectional distributions by their …rst moments over capital in order to forecast prices judging by all standard measures for accuracy. We use the following general log-linear forms for the aggregate laws of motion:
One can view the laws of motion for world capital and capital di¤erences as rotated versions of laws of motion for capital in each national economy. Theory predicts that such forecasting rules for each national economy should be symmetric, as the economies we model are symmetric. For our rotated rules, this symmetry with respect to the individual stocks of capital implies the following restrictions:
Tables 6 to 9 report the parameter estimates which solve the Krusell-Smith algorithm for the model parameterizations that we consider in our paper. As …rst measures of accuracy we report the R 2 (Table 10 ) and forecast error variance (Table 11 ) along with the regression results. Note that forecast error variance is generally very low and that in our baseline calibration the minimum R 2 for all regression results is 99,99%.
As argued by Den Haan (2010) very low one-step-ahead prediction errors by themselves are no guarantee for having found an accurate description of the aggregate behavior of the economy. We therefore compute an additional measure which allows us to asses accuracy over longer forecast horizons. Speci…cally, we simulate the economy over a fresh, long productivity draw over 5000 periods, calculating market clearing prices and the behavior of the aggregate capital stock stocks exactly. We record these capital stocks as reference and then simulate the time path of the same variables using our estimated laws of motion as the data generating process. Our measure of accuracy is 99th percentile of percentage deviations between the two series 11 Results are reported in Table 12 . The fact that deviation between the two series is almost always below 1 % and for our baseline calibration below 0.5% gives us con…dence in having found accurate solutions. Also note that there is no systematic relation between either forecast length and percentage error or cyclical position and percentage error, i.e. market clearing and forecasting rules do not diverge.
1 1 This is a variant of the accuracy measure proposed in Den Haan (2010) who takes the maximum percentage deviation as accuracy measure. We therefore require the two series to be very close 99 % of the time. Our numerical solution for market clearing extremely rarely creates very short-lived spike-deviations. We view these blips rather as numerical outliers of the root …nding algorithm. In fact the maximum deviations change depending on solving on a 64-bit or 32-bit machine. Therefore, taking the maximum error is likely to understate the quality of our results. 
C.2 Simulating the economy
For simulating the economy and obtaining updates for the estimates of our aggregate rules we use the method proposed in Young (2010) . This means approximating the distribution of …rms over capital and productivity by a histogram over a …ne but …xed grid and assigning all probability mass in transitions to the grid-points by linearly splitting it up between adjacent ones. Every period, the two equilibrium prices are computed exactly using the trustregion-dogleg algorithm of MATLAB's fsolve as described in Coleman and Li (1996) with a termination tolerance on prices of 1E-7. During simulations, we use on-grid maximization methods to solve the …rm problems when …nding the root of our market clearing conditions.
In order to do that, we interpolate value functions to our histogram capital of grid points using the current forecasts from the aggregate laws of motion. Table 8 : Krusell-Smith-Rules for log(% H ) = 0:002 1.912E-007 6.188E-007 6.701E-008 5.363E-007 = 0:008 9.371E-008 3.903E-007 9.152E-008 7.351E-007 = 0:05 5.548E-008 2.693E-007 1.137E-007 9.013E-007 = 0:2 5.138E-008 2.724E-007 1.248E-007 9.953E-007 = 0:25 5.196E-008 2.749E-007 1.253E-007 9.991E-007 = 0:4 5.038E-008 2.702E-007 1.235E-007 9.806E-007 = 1:0 4.622E-008 2.371E-007 1.082E-007 8.443E-007 = 1:7 4.288E-008 2.039E-007 8.955E-008 6.859E-007 ! = 0:9 world x x % x x = 0:002 1.581E-007 4.857E-007 8.607E-008 5.298E-007 = 0:008 8.246E-008 2.160E-007 1.169E-007 7.218E-007 = 0:05 5.612E-008 2.029E-007 1.483E-007 9.082E-007 = 0:2 5.377E-008 2.202E-007 1.692E-007 1.041E-006 = 0:25 5.398E-008 2.198E-007 1.720E-007 1.057E-006 = 0:4 5.276E-008 2.208E-007 1.741E-007 1.068E-006 = 1:0 4.866E-008 2.081E-007 1.630E-007 9.892E-007 = 1:7
4.506E-008 1.876E-007 1.422E-007 8.528E-007 99-percentile of percentage-deviations of actual market clearing capital stocks from the one implied by the aggregate law of motion for a simulation over 5000 periods.
