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rapid environmental changes (e.g., turbulence, ballistic impact). Some of these systems could benefit from
real-time state estimation to enable their full potential. Examples of such systems include blast mitigation
strategies, automotive airbag technologies, and hypersonic vehicles. Particular challenges in high-rate state
estimation include: 1) complex time varying nonlinearities of system (e.g. noise, uncertainty, and
disturbance); 2) rapid environmental changes; 3) requirement of high convergence rate. Here, we propose
using a Variable Input Observer (VIO) concept to vary the input space as the event unfolds. When systems
experience high-rate dynamics, rapid changes in the system occur. To investigate the VIO’s potential, a VIO-
based neuro-observer is constructed and studied using experimental data collected from a laboratory impact
test. Results demonstrate that the input space is unique to different impact conditions, and that adjusting the
input space throughout the dynamic event produces better estimations than using a traditional fixed input
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ABSTRACT
High-rate systems operating in the 10 µs to 10 ms timescale are likely to experience damaging effects due to rapid envi-
ronmental changes (e.g., turbulence, ballistic impact). Some of these systems could benefit from real-time state estimation
to enable their full potential. Examples of such systems include blast mitigation strategies, automotive airbag technologies,
and hypersonic vehicles. Particular challenges in high-rate state estimation include: 1) complex time varying nonlinearities
of system (e.g. noise, uncertainty, and disturbance); 2) rapid environmental changes; 3) requirement of high convergence
rate. Here, we propose using a Variable Input Observer (VIO) concept to vary the input space as the event unfolds. When
systems experience high-rate dynamics, rapid changes in the system occur. To investigate the VIO’s potential, a VIO-
based neuro-observer is constructed and studied using experimental data collected from a laboratory impact test. Results
demonstrate that the input space is unique to different impact conditions, and that adjusting the input space throughout the
dynamic event produces better estimations than using a traditional fixed input space strategy.
Keywords: High-rate dynamics, input space, adaptive observer, neural network, structural health monitoring
1. INTRODUCTION
High-rate dynamic environments are defined in1 as environments comprised of high-rate and high-amplitude events. Exam-
ples of these systems include active protection systems for civil structures to withstand blast,2 smart automotive airbag sys-
tems,3, 4 and in-flight monitoring and rapid guidance adaptability for space shuttles, aircrafts, and hypersonic airframes.5, 6
The failure of such systems may result in numerous casualties. With the capability of detecting these high-rate events
on-time, it is possible to significantly increase safety and minimize damage.
State estimation of systems experiencing high-rate dynamics is a challenging task. Much research in state estimation
has been geared towards optimizing methods. Although it is difficult to fully compare estimators, most are designed to
perform as fast as possible. Examples of estimators for sensorless induction motors have been studied in Ref.7, 8 which
both demonstrated estimators operating in the µs timescales. Induction motors and similar systems are considered fast,
but are distinctly different from our systems of interest. High-rate dynamic systems include added complexities such as
large uncertainties in the external loads, high levels of nonstationarities and disturbances, and generation of unmodeled
dynamics from rapid changes in mechanical configurations. These complexities have been considered individually in
Ref.,9–15 however, they have yet to be considered altogether.
It was noted in Ref.1 that adaptive observer techniques have a particular promise for the state estimation of complex
dynamic systems. However, adaptive observers are generally slower than traditional model-driven observers, and further
extensions of current adaptive methods need to be researched in order to broaden their applicability to high-rate systems.
As a potential solution, the authors proposed to construct an adaptive observer capable of varying its input space in real
time, termed Variable Input Observer (VIO). The concept of the VIO is based on the embedding theorem, where the only
input that are used are those that preserve the essential dynamics of the system of interest.16 Given that the system of
interest is highly nonlinear and nonstationary, such inputs will change as a function of time. Input space selection based
on the embedding theorem has been proposed before. However, research is limited to selection strategies based on offline
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batch processing, and the input space, once selected, remains fixed. Examples of such work can be found in Refs.17–20 The
authors have proposed an adaptive input space using an online strategy, with applications to structural control.21–23
In preliminary work on the VIO,1 we demonstrated the concept of the VIO using a simple time-delay function. The
VIO was compared with an adaptive Luenberger observer, Kalman filter, and fixed-input observer based on the same delay
function. The analysis was conducted on data from a simulated two degrees-of-freedom (2-DOF) spring-mass system with
varying stiffness. The analysis showed that the VIO was capable of outperforming the other observers in terms of 2-norm
error. In this paper, we are building on preliminary results to propose a VIO based on a neuro-observer architecture.
The neuro-observer is a single-layer Mexican hat wavelet network. Unlike preliminary work, we simulate the VIO’s
performance using experimental measurements from a high-rate system.
The rest of the paper is organized as follows. The next section presents the architecture of the VIO and the algorithm use
in the online selection of the input space. The subsequent section presents and discusses numerical simulations conducted
using experimental data. The last section concludes the paper.
2. ARCHITECTURE OF THE VARIABLE INPUT SPACE OBSERVER
The principle of the VIO is to construct and modify a state estimation’s input space in real-time. This is done by embedding
a given measurement’ time series y into a vector constructed using a time delay τ and embedding dimension, d, such that
ν (k) =
[
y(k) y(k− τ) y(k−2τ) · · · y(k− (d−1)τ ] (1)
where ν is termed the delay vector, and k is a discrete time step with τ the number of delayed time steps. The proper choice
of τ and d are those that only preserve the essential dynamics of the system, therefore optimizing the use of incoming data,
minimizing the size of the input space, and optimizing the performance of the estimation function when adaptive. The
block diagram in Fig. 1 schematizes the VIO. The mutual information test is used to select τ form the measurements, then
the false nearest neighbors test is used to select d, followed by the construction of the input space from ν . The input space
is fed in the state-estimation function, here a neuro-observer, which contains adaptive capabilities based on an estimation
error metric.
Figure 1: Schematic of the VIO.
2.1 Neuro-Observer
The state estimation function of the VIO is a single-layer wavelet neural network, where the estimated state yk is written
yˆk =
h
∑
j=1
γ jφ j(ν ) (2)
where h represents the number of nodes, γ the nodal weights of node j, and φ is the activation function taken as a Mexican
hat wavelet
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φ(ν ) =
(
1− ‖ν −µ‖2
σ 2
)
e−
‖ν−µ‖2
σ 2 (3)
where µ and σ are the wavelet centers and bandwidths, respectively, and ‖ · ‖2 is the 2-norm. The VIO is designed to be
capable of sequential adaptive learning. Also, a self-organizing mapping architecture is adopted to minimize the network
size,24 which consists of adding a new network node if a new observation falls outside an Euclidean distance threshold D
to the closest available node. When a new node j is added, it is given a weight γ j initially equal to zero, a center µ j at the
location of the new observation, and the bandwidth σ j of the newly added wavelet initially set at 1. If no new nodes are
added, the network is put in an adaptation mode, where weights and bandwidths are adapted following a back-propagation
rule:16
γ j[k+1] = γ j[k]−Γγ jφ j(ν )y˜
σ j[k+1] = σ j[k]−Γσ jγ j
 1
σ5j
e
−‖ν−µ j‖2
σ2j (4σ2j ‖ν −µ j‖2−2‖ν −µ j‖4)
 y˜ (4)
where y˜ is the observation error between the estimated and the measured state and Γ is the learning rate associated with
adaptive parameter in subscript.
2.2 Input Space Adaptation
In a traditional observer, the delay vector ν (Eq. 1) would have fixed values of τ and d. Here, the VIO sequentially
inspects the dynamics of a given measurement’s time series y and selects values of τ and d such that the essential dynamics
of the system is preserved. There are different embedding methods for calculating the appropriate τ and d values. Based
on previous work and Cellucci et al.,25 the use of mutual information for calculating τ and the false nearest neighbors
algorithm for identifying d have showed great promise and are used herein.
Thus, τ is first obtained using the mutual information (MI) test26
MI(x,y) =∑
x,y
p(y[k],y[k− τ]) log p(y(k),y(k− τ))
p(y(k), p(y(k− τ))) (5)
where y(k) and y(k−τ) are discrete observations of the time series, p(·) indicates a probability, and p(·, ·) indicates a joint
probability. Depending on the value of τ , the information between y(k) and y(k− τ) can be either relevant or redundant.
The optimal value of τ is the value which produces the most relevant information and is determined from the first minimum
of the mutual information function.
Second, the false nearest neighbor (FNN) algorithm is used to calculate the optimal embedding dimension, d of the
input space from eqn. (1). The algorithm is based on Kennel et al.27 The algorithm calculates the distance between the rth
neighboring points of a vector before and after increasing its dimensions. If the distance is greater than some threshold, the
point is considered a false neighbor: ∣∣∣∣∣R2d+1(m,r)−R2d(m,r)R2d(m,r)
∣∣∣∣∣> Rtol (6)
where Rtol is a user defined threshold and Rd(m,r) and Rd+1(m,r) are distance matrices of dimension d and d+ 1. A
second condition is added for increased accuracy
Rd+1(m)
RA
> Atol (7)
where
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(a) (b)
accel 4
accel 1
R2A =
1
n
n
∑
m=1
(y(m)− y¯)2 (8)
and Atol is a user defined value. If either expression is true, the points are considered false neighbors. The number of false
neighbors as a function of the embedding dimension is used to find an optimal value for d.
3. NUMERICAL SIMULATIONS
The proposed neuro-based VIO was numerically simulated on experimental data obtained from a high-rate system with the
purpose to demonstrate the performance of the VIO on realistic data. As a comparison, estimations were also made using
a fixed-input space observer with the same neuro-architecture, where the time delay τ and embedding dimension d were
kept constant. The values for τ and d that we used were calculated from a parametric study of τ ranging from 1 to 400
and d ranging from 1 to 10. The combination of τ and d that resulted in the lowest 2-norm error was used for the fixed
observer. In what follows, we first describe the details of the experiment from which data were acquired and then discuss
the simulation results.
3.1 Experimental Setup
Data was gathered from a laboratory experiment of an electronics package on a accelerated drop tower (MTS-66). The
electronics package had four high (g)n shock accelerometers mounted to circuit boards. Only data from two accelerometers
(accel 1 and accel 4) were used to create an input-output type scenario for the simulations. The drop tower is accelerated
by stiff bungee cables to create an impact event. Fig. 2 illustrates the experiment.
Data was captured using a Precision Filters signal conditioning system coupled with a National Instruments data ac-
quisition (DAQ) system. Analog signal conditioning for the accelerometers was accomplished via a Precision Filter 28000
chassis with 28144A Quad-Channel Wideband Transducer Conditioner in constant voltage excitation mode. A anti-aliasing
filter of 204.6 kHz was selected. A high-rate instrumentation system using a National Instruments chassis paired with PXI-
6133 acquisition cards sampling at 1 Msa/s.
Figure 2: Experimental setup: a) drop tower; b) electronic package.
Due to the event occurring at a very fast rate with large amplitudes in accelerations, the response of the electronics 
package has the attributes of a high rate dynamics system resulting in large uncertainties on the external loads. Additionally,
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the large external loads produce nonstationarities in the system possibly through the debonding of the potting material
within the inside of the metal housing. Furthermore, there is noise present from cable movement (cable from sensor to
DAQ) and rattling of metal interfaces from loss of torque due to impact.
Minimal tuning of the VIO was conducted to analyze its performance and make a comparison with a fixed-input
strategy, which used an input space constructed with τ = 46 and d = 3. The parameters for the numerical simulation are
listed in Table 1.
Table 1: Parameter values for the VIO
Parameter Value
Γγ 0.2
Γσ 1
σ(0) 1
Rtol 1
Atol 0.1
Data length 2000
FNN percentage 20
3.2 Simulation Results
The VIO is implemented through a sequential adaptation process as described above. Simulation results are plotted in Fig.
3 and 4, showing the time-series of states and absolute estimation errors, respectively. The data from accel 1 was used to
estimate the output of accel 4. Results show that the VIO produces performs well at state estimation from the start, which
is confirmed by both the time series of the estimated state and the absolute estimation error. It also converges faster than
the fixed input strategy. However, the VIO produces some instability as seen by the large error spikes. These instabilities
can be attributed to the fast changes in the input space. Fig. 5 is a plot of the variation in τ and d. Results show that the
absolute error in the VIO increases when τ drops abruptly. Sudden changes in the input space, in particular τ , require large
changes in other adaptive parameters (σ and γ), which produces the oscillatory effect observed in Fig. 3.
Figure 3: Time series of real and estimated states.
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Figure 4: Absolute error of VIO and fixed observer.
The overall performance of the observer can be quantified by two performance metrics. The first performance metric,
J1 is defined as:
J1 =
‖(yˆ− x¨4)‖2
‖x¨4‖2 (9)
with yˆ = ˆ¨x4 being the estimation of the measurement of accel 4, x¨4 and ‖ · ‖2 being the 2-norm. By representing the error
of the estimate by equation 9, the error is normalized to fall within the values of [0,1]. This normalization is is used to
compare the VIO’s performance with the fixed-input strategy.
The second performance metric J2 is in terms of the convergence rate. The convergence rate is defined as the time it
takes from the start of the impact (>100 gn) to when the estimation error falls and remains within an error threshold. The
error threshold was determined to be 5% of the initial peak and is governed by the variations in the data created by the
experimental setup.
The third performance metric J3 compares the maximum error of the VIO and fixed observer from the start of the
simulation to 0.335 ms into the estimation. The metric is reported in % in comparison with the initial peak. The purpose is
to compare the initial convergences between the two observers.
Figure 5: Variation of τ and d through the estimation process.
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The comparison of the performance metrics for the VIO and the fixed observer is presented in Table 2. In comparison
with the fixed observer, the VIO required less than half the number of nodes for the estimation, which translates to less
computation due to the more accurate representation of the system dynamics. The VIO also showed a 22% improvement in
terms of J1. The VIO suffered in the J2 metric and performed poorer than the fixed observer because of the instabilities that
resulted in larger error spikes later in the estimation. In the future we will reduce these instabilities by restricting the rate
of change of the input space. In the J3 metric, we see that the VIO had much better initial convergence from the maximum
error only reaching 13% in the front part of the estimation (a 57% improvement as compared with the fixed observer).
Table 2: Performance of VIO versus fixed observer.
observer type number of nodes J1 J2 (ms) J3 (%)
VIO 11 0.186 0.573 13
fixed 27 0.238 0.484 30
4. CONCLUSION
State estimation of systems experiencing high-rate dynamic events is an important area of research which will help pave the
way for safer and smarter systems that require real-time observability for instantaneous decision making. The application
of this research ranges from civil structures experiencing high-dynamic loads such as blast to hypersonic aerial vehicles
encountering foreign objects. In our previous study, we developed the variable input space (VIO) concept, which consists
of an estimator capable of adapting its input space in real time. We theorized that it could be a useful tool for systems
experiencing high-rate dynamics, due to the system-specific large nonlinearities and nonstationarities that necessitate better
adaptability.
In this paper, we demonstrated the VIO on experimental high-rate data obtained through a laboratory experiment, using
a neural network architecture for the estimation function. We compared the VIO with a fixed input strategy, using the same
estimation function. The comparison showed significant advantaged to the VIO method to the initial estimations and a 22%
improvement in overall 2-norm error using less than half the number of nodes. Due to the rapid changes in input space,
the VIO suffered from instabilities later in the estimation process which resulted in decreased performance for overall
convergence rate. Nevertheless, the initial convergence of the VIO was 57% better than the fixed observer.
Work presented in this paper is the result of a preliminary investigation on the potential of the VIO concept. Future work
include the incorporation of smooth transitions for τ and d to improve on the stability, the adaptation of the data length
which is used to calculate the input space to provide an enhanced estimation performance, and the pruning of wavelets
which no longer add value to the estimation, which could improve the computation speed.
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