Abstract: Pump phase-locking to fiber-transmitted quadrature phase-shift keying-phase-conjugated twin waves (QPSK-PCTWs) is experimentally demonstrated for the first time. First, we demonstrate pump phase-locking to 80-km fiber-transmitted 20-Gbit/s QPSK-PCTWs using a non-degenerate phase-sensitive optical amplifier (ND-PSA) repeater. Optical phase-locked loops assisted by sum-frequency and second-harmonic generation (SS-OPLL) enable pump phase-locking because optical parametric interaction between a signal and its phase-conjugated wave is observed at the ND-PSA output when the SS-OPLL is working. Then, the influence of optical noise on the SS-OPLL is investigated. The SS-OPLL is relatively robust for optical noise because the difference in the ND-PSA output signal quality was negligible for the cases of optical signal-to-noise ratios of 15 dB and 25 dB. Keywords: phase-sensitive optical amplifier repeaters, pump phase-locking, phase-conjugated twin waves Classification: Fiber-Optic Transmission for Communications 
Introduction
There is every possibility of extension of transmission distance compared to conventional erbium-doped fiber amplifier (EDFA) links by phase-conjugated twin waves (PCTWs) transmission with non-degenerate phase-sensitive optical amplifier (ND-PSA) repeaters because ND-PSAs implement not only low-noise amplification but also nonlinear phase noise suppression [1] . ND-PSA can be achieved by optical parametric interaction between PCTWs and a pump wave in a 1 ð2Þ or 1 ð3Þ optical nonlinear medium. Here, a pump wave must be phase-locked to the PCTWs to achieve ND-PSA. Phase-locking can be achieved using either the optical phaselocked loop (OPLL) method or the optical injection-locking method. The OPLL method is more advantageous than the optical injection-locking method because the OPLL method does not require a pilot tone transmission [2] . This can mitigate wavelength division multiplexing (WDM) inter-channel crosstalk and degradation of the pump wave quality due to optical-fiber nonlinearities. We have proposed two types of OPLLs, i.e., a heterodyne Costas OPLL [3] and an OPLL assisted by sumfrequency generation and second-harmonic generation (SS-OPLL) [4] . The SS-OPLL is valued in terms of a simple configuration based on a balanced OPLL and integratability with a 1 ð2Þ based PSA module. Thus far, we have experimentally demonstrated optical parametric phase-sensitive amplification of quadrature phaseshift keying phase-conjugated twin waves (QPSK-PCTWs) with a phase-synchronized pump wave generated by the SS-OPLL in a back-to-back configuration [5] . However, pump phase-locking to fiber-transmitted PCTWs has not been demonstrated until now.
In this letter, we experimentally demonstrate pump phase-locking to fibertransmitted QPSK-PCTWs. First, pump phase-locking and optical parametric phase-sensitive amplification of 80-km transmitted 20-Gbit/s QPSK-PCTWs are experimentally demonstrated. Then, noise robustness of the SS-OPLL is investigated through pump phase-locking to QPSK-PCTWs imposed on amplified spontaneous emission (ASE) noise.
Pump phase-locking to fiber-transmitted QPSK-PCTWs
The experimental setup, as shown in Fig. 1 , is composed of a PCTWs generation section, transmission fibers, an SS-OPLL section, and an ND-PSA section. All second-order nonlinear processes used in this experiment were implemented by periodically poled lithium niobate (PPLN) waveguides. For PCTWs generation, a tunable laser diode (TLD) output with 1552.52-nm wavelength and 100-kHz linewidth was modulated by baseband QPSK signals, and 20-Gbit/s optical QPSK signals were generated. The optical QPSK signals and a second harmonic (SH) wave of a continuous wave from an external cavity laser 1 (ECL 1) with 1553.33-nm wavelength and 1.7-kHz linewidth were input to the PPLN waveguide. A phase-conjugated wave of the QPSK signal was output as a result of difference frequency generation (DFG); thus, 20-Gbit/s QPSK-PCTWs were generated. Here, an optical power difference between QPSK and its phase-conjugated waves was corrected by a wavelength selective switch (WSS). Then, the QPSK-PCTWs were launched into 80-km transmission fibers consisting of a 58-km single-mode fiber and a 22-km reverse dispersion fiber.
In an ND-PSA repeater, the QPSK-PCTWs were divided into two parts by a 3-dB optical coupler. In reality, a 10 or 20-dB optical coupler should be used to avoid noise figure degradation. One part was directly input to the ND-PSA section. Another part was guided into the SS-OPLL section for phase-synchronized pump wave generation and input to a PPLN waveguide for sum-frequency generation (SFG). An unmodulated carrier with 776.67-nm wavelength was extracted by SFG because phase information of the signal and its phase-conjugated wave were cancelled. The extracted carrier was used as reference light in the SS-OPLL. Then, an ECL 2 output with 1553.41-nm wavelength and 2.9-kHz linewidth was amplified and intensity-modulated by the 10-GHz sinusoidal wave from an electric voltage-controlled oscillator (VCO) for sideband generation. The first shorterwavelength sideband (FSS) was used for a PSA pump and pump phase-locking. The generated sidebands were input to a PPLN waveguide for second-harmonic generation (SHG), and an SH wave of the FSS located around 776.67 nm was generated. The generated SF wave of the QPSK-PCTWs and the SH wave of the FSS were coupled by an optical 3-dB coupler, and an interference wave was detected by a balanced photodiode (BPD) with 100-MHz bandwidth, and a phase error between the QPSK-PCTWs and the FSS was obtained. The phase error was fed back to the VCO via a loop filter circuit designed according to [6] and compensated. Thus, pump phase-locking between the QPSK-PCTWs and the FSS was achieved. After pump-phase locking, the sidebands were tapped by an optical 3-dB coupler inserted between the intensity modulator and the PPLN for SHG, and the FSS was filtered by an optical bandpass filter with approximately 4 GHz bandwidth. Then, a phase-synchronized pump wave was generated.
In the ND-PSA section, the transmitted QPSK-PCTWs were amplified by the phase-synchronized pump wave after the EDFA through a two-stage SHG/optical parametric amplification (OPA) process. Here, a piezoelectric transducer (PZT) based phase stabilizer was employed for compensation of phase drift between the QPSK-PCTWs and the pump. Then, the signal wave of the PCTWs output from the ND-PSA section was observed by an optical spectrum analyzer (OSA) with a 0.01-nm resolution bandwidth. Fig. 2 shows the optical power waveform of a signal wave in the amplified PCTWs measured by the OSA with zero-span mode to confirm effectiveness of the SS-OPLL in ND-PSA repeaters. The vertical axis is the optical signal power normalized by the maximum optical power in the observed time. In the duration ranging from 0 to 14 s, the pump wave was not phase-locked to PCTWs symmetrically arranged in an optical angular frequency ! c , and an SH wave of the pump wave was arranged in 2! c þ Á!, as shown in the left inset of Fig. 2 . Here, Á! is the optical angular frequency offset to 2! c . Optical power seems to be stable even though the SS-OPLL does not operate. This is because the optical signal power was restricted by the measurement bandwidth, and the output optical signal power varies greatly due to 2! c actually. In the blue region, instantaneous amplification can be seen because of optical parametric interaction resulting from frequency synchronization between the PCTWs and the pump by the SS-OPLL. It can also be observed that the optical signal power is slowly fluctuating because of the remaining phase drift between the PCTWs and the pump wave. In the duration colored in orange, the PZT operated to compensate the phase drift, and the optical signal power stabilized consequently. From these results, it can be deduced that the SS-OPLL is applicable to the transmitted QPSK-PCTWs.
Optical noise influence on SS-OPLL
The extracted carrier from the transmitted PCTWs includes optical noise resulting from ASE noise accumulated on the PCTWs in multi-span transmission systems. In an SS-OPLL, a pump wave is phase-locked to the extracted carrier including the optical noise; therefore, a phase-synchronized pump has phase noise variance originating in the ASE noise. This leads to signal quality degradation via an ND-PSA process and would be concerning. In this section, we experimentally investigate the influence of the optical noise on the SS-OPLL through evaluations of ND-PSA output signals. Basically, the experimental setup was composed of all the components from the previous section, excluding the transmission fiber and an optical noise loading section. The transmission fiber was replaced with a 17-dB optical attenuator corresponding to the transmission fiber loss to remove effects of chromatic dispersion and nonlinearity in the transmission fibers. The optical noise loading section was placed between the EDFA at the input of the SS-OPLL and the PPLN waveguide for SFG. The optical signal-to-noise ratio (OSNR) of the PCTWs at the input of the SS-OPLL was adjusted to 15, 25, and 36 dB. The ND-PSA output signals were coherently detected and evaluated by a quality factor (Qfactor). Fig. 3 shows the constellation maps of the received signal wave in the PCTWs at the ND-PSA output. QPSK constellations are observed in each OSNR case.
Additionally, the evaluated Q-factor of the all OSNR cases is approximately 17 dB, and the difference among them is negligible. This implies that the influence of the accumulated ASE noise on the PCTWs is reduced by the optimum designed loop filter and limited to deterioration that cannot be measured. This result reveals the SS-OPLL is relatively robust to optical noise and applicable to ND-PSA repeaters for multi-span transmission of PCTWs.
Conclusion
We experimentally demonstrated pump phase-locking to 80-km fiber-transmitted 20-Gbit/s QPSK-PCTWs by the SS-OPLL and phase-sensitive amplification with the ND-PSA employing the SS-OPLL. Additionally, we demonstrated that the SS-OPLL is relatively robust to optical noise because the signal quality difference between the cases with an OSNR of 15 dB and 25 dB was negligible.
Network-resource deployment considering both resource amount and operation-risk reductions [7] 
Introduction
There have been a number of significant studies on appropriate network-resource allocation. Most of have focused on flow management, such as traffic routing, or establishment of logical paths over a given physical-network resource under various types of pipe [1, 2] or hose traffic models [3, 4] . Their aim was to minimize the maximum link-utilization rate over given physical links or to increase robustness against traffic-demand fluctuations.
In this paper, we focus on the effective deployment of physical-network resources (resource deployment) to meet future traffic growth. Resource deployment is a significant issue, in addition to flow management, for network operators because it is related to the ground design of next generation networks.
When considering resource deployment, minimizing the amount of network resources is considered a general objective function. In addition, we insist that it is essential to include another factor, operation-risk, to design effective resource deployment from the network-operation viewpoint. This is because operation-risk, for example, advanced and complex network design, miss configuration of deployed network components, and failures of newly deployed components, will increase the capital expenditures and the operating expenses, and prevent the provision of stable commercial services. Therefore, resource deployment should be designed carefully from the viewpoints of both the amount of additional network resources Q and operation-risk. However, to the best of our knowledge, there have not been any studies that discuss appropriate resource deployment considering both factors.
We propose an effective heuristic decomposition method of resource deployment considering the balance between Q and operation-risk. To reduce operationrisk, we focus on decreasing the number of physical links that require additional capacity.
The contributions of this paper are as follows. First, we discuss resource deployment design considering operation-risk in addition to the amount of network resources. Second, we formulate the resource-deployment problem by mixed integer linear programming (MILP) and introduce our heuristic decomposition method to reduce the computation time. Third, we indicate the effectiveness of our method through numerical evaluations.
The remainder of this paper is organized as follows. In Section 2, we formulate the problem as an optimization problem and, in Section 3, introduce our heuristic decomposition method. In Section 4, we evaluate the performance of our method. Finally, we conclude the paper in Section 5.
Basic optimal problem formulation
Our goal is to design effective resource deployment considering the balance between the reduction in the resource amount and operation-risk. To reduce operation-risk, we focus on decreasing the number of physical links that require additional capacity Nu as the first step. This is because the re-configuration in the physical-network layer is a significant operation issue because it generally greatly impacts the upper layers as well, such as the re-establishment of logical paths or reassignment to different interface cards.
We now provide the basic MILP formulation of the resource deployment problem. Assume a physical network G ðN; EÞ, where N is the set of physical nodes that consists of edge and transit nodes, and E is the set of physical links. Set P consists of source-destination edge node pairs, where each pair p 2 P consists of a source node s and destination node t. The variables are B ij and x ij st , where B ij is the additional capacity of link ði; jÞ 2 E, while x ij st , 0 <¼ x ij st <¼ 1 is the portion of the traffic from s to t routed through ði; jÞ. We assume additional resources will be deployed only on physical links.
subject to
i 2 N; ðs; tÞ 2 P ð2Þ X ðs;tÞ2P
The objective function in Eq. (1) minimizes the amount of additional resources. Constraint (2) is due to flow conservation considering traffic from s to t. Constraint (3) means additional capacity of ði; jÞ, B ij , is required for the sum of the fractions of traffic demands, D st , transmitted over ði; jÞ. The parameter ij is given, where ij is 1 for ði; jÞ that require additional capacity while ij is 0 for ði; jÞ that maintain the current capacity C 0ij . Constraint (4) is due to the maximum Nu.
To determine appropriate additional capacity, it is necessary to solve the MILP problem repeatedly by changing all possible combinations of ij bounded by the constraint (4). However, it will take longer computation time to solve the problem in a large-scale network because the number of combinations of ij becomes larger. For example, it is necessary to compute the problem more than 5 Â 10 7 times repeatedly in a network with sixty directed links and the maximum Nu of twenty.
Heuristic decomposition method
To reduce the computation time, we introduce our heuristic decomposition method that divides the problem into two sub-problems (a) and (b). With the heuristic decomposition method, the computation time for solving the optimal problem can be drastically shorten compared with the basic method discussed in Section 2. This is because only two computations, (a) and (b), are required to determine appropriate additional capacity even in a large-scale network.
(a) Determination of places to deploy additional capacity ij : The most adequate group of links where additional capacity is deployed is determined under the constraint that the number of links is less than Nu. We call the most adequate group of links as the Artery.
(b) Determination of additional capacity B ij : Additional capacity of each link on the Artery is determined to meet future traffic demand, where the amount of additional capacity is minimized.
How to determine the Artery in (a) is the key issue with our method. Once the Artery is determined, it is easy to solve (b) by Eqs. (1) to (3) and ij determined in (a). The Artery will be determined considering both network topology and traffic demand. We set the following two hypotheses. First, from the viewpoint of network topology, the Artery will approach the minimum spanning tree (MST) between all edge nodes when Nu becomes smaller. This hypothesis is useful when a large number of links require additional capacity to meet future traffic growth. The second hypothesis is from the viewpoint of traffic demand. In the Artery, a logical path with larger traffic demand will be allocated on a shorter route to reduce as much network resources as possible.
Based on the hypotheses, we determine the Artery as follows. First, we find connected graph(s) between all edge nodes under the Nu constraint. We call these connected graph(s) as logical CG(s). We then determine the Artery that is the logical CG with the minimum weighted hop counts between all edge nodes. The weight is designed based on traffic demand between pair edge nodes. The Artery is determined using the following simple MILP formulations. We use MILP because the Artery is different from a classical MST such as Kruskal's and Prim's algorithms [5] . 
The y ij st and ij are variables with binary value f0; 1g. The Artery consists of ði; jÞ with ij ¼ 1. The capacity of ði; jÞ with ij ¼ 0 maintains the current capacity. The value of y ij st is 1 when the traffic of the logical path between edge nodes is routed through ði; jÞ. Equation (5) is the objective function of the minimum weighted hop counts. The parameter w st is the weight of logical path ðs; tÞ.
Constraint (6) is due to flow conservation. Equation (7), with Eq. (8), indicates the constraint on a logical CG.
Performance evaluations
To confirm the effectiveness of our method, we evaluated the relationship between Q and Nu. We also evaluated the performance of a method in which the amount of additional resources is minimized as a benchmark. This is because, when network operators consider cost-reduction, minimizing additional resources is one of the most general and basic requirements. The MILP formulations are solved using the GNU Linear Programming Kit Solver. We prepared three network models with different average node degrees D to understand the dependency on network topology, as shown in Fig. 1(a) . A network model consists of six edge nodes, where logical paths are established between all edge nodes. Network 1 is Abilene with D of 2.55 [6] . Network 2 is a random network with D of 3.1 generated using the BRITE topology generator. Network 3 is Cost239 with D of 4.55 [7] . The current link capacity is assumed to be 5 arbitrary units. Future traffic demand of a logical path is assumed to be proportional, 20 arbitrary units, to understand basic performance. Then the value of w st of every logical path ðs; tÞ is set to 1. Fig. 1(b) shows the results of the relationship between Q and Nu. In our method, the problem was solved with several indicated Nus, and the pareto-optimal solutions between Q and Nu were designed with a smaller Nu in all network models with different D, compared with the benchmark. The maximum reduction ratio of Nu was 50, 63, and 66% respectively in Networks 1, 2, and 3, where in each network, the minimum Nu is the number of links in an MST between all edge nodes. Fig. 1(c) shows the difference between the Artery and the links that require additional capacity when using the benchmark in Network 2. Though we omit the results with other traffic conditions because of the space limitation, we confirmed the same characteristics of our method.
Through these evaluations, we believe that in a practical network environment, our simple heuristic decomposition method will be useful for designing resource deployment considering the balance between Q and Nu under a condition of fewer Nus, and that network operators can design optimal physical-network-resource deployment with smaller operation-risk.
Conclusion
We proposed a simple but effective heuristic design method of physical-networkresource deployment considering the balance between Q and the operation-risk to meet future traffic growth. We focused on decreasing Nus, that require additional capacity to reduce operation-risk. Through numerical evaluations, we confirmed that our method gives us pareto-optimal designs with a smaller Nu, more than 50% smaller, compared with a benchmark method that aims to minimize Q. The results indicate that, with our method, network operators can design optimal physicalnetwork-resource deployment with smaller operation-risk.
Performance analysis for twoway lossy-forward relaying with random Rician K-factor Abstract: A novel lossy-forward (LF) cooperative communication scheme based on the decode-and-forward (DF) protocol allowing source-relay link errors is proposed recently. The LF relaying scheme always allows the relay to forward the decoded information to the destination even though it may contain errors. The knowledge of the correlation between received information sequences is exploited in the decoding process at the destination to improve the system performance. In this paper, we derive exact expressions of the outage probability upper bound for a two-way LF relay system over Rician fading channels with random K-factor. The K-factor follows empirical distributions derived from measurement data. It is found that the two-way relaying with LF is superior to that with DF scheme in terms of the outage performance. Keywords: outage probability, two-way relaying, lossy-forward, random K-factor, multiple access channel (MAC) 
Introduction
Two-way (TW) relaying for bidirectional communications has attracted great interests due to its spectral efficiency gain compared to one-way relaying. Some relaying protocols, e.g., amplify-and-forward (AF), compress-and-forward (CF), and decode-and-forward (DF), have been considered for their utilization in TW relaying [1] . In [2] , a novel lossy-forward (LF) relaying scheme, which was developed based on the DF relaying, has been proposed. The basic idea behind the LF relaying is the relay system, as a whole, can be seen as a distributed turbo code, and hence it can achieve turbo-cliff-like bit-error-rate (BER) performance in additive white Gaussian noise (AWGN) channels [3] . Prior studies on the LF relaying only focus on one-way relaying, and TW with the LF relaying has not been considered. In this paper, we study a TW relaying transmission network, where the LF relaying is performed at the relay node, referred to as (TW-LF) relaying. The channels experience the Rician fading with random K-factor following the probability distributions estimated in [4] based on measurement data. The outage probability upper bound of the TW-LF relaying is theoretically derived by a multi-fold integral over the achievable rate region determined by the theorem of source coding with side information. It is shown that the outage performance averaged over distribution of random K-factor can be worse than that with fixed distribution mean K-factor.
System model
The system model is shown in Fig. 1(a) , where two nodes, A and B, exchange their independent and identically distributed (i.i.d.) binary information with the help of a relay node R. During the first time slot, A and B encode their own information sequences u A and u B separately, and send them to R simultaneously over a multiple access channel (MAC). u A and u B are also broadcast to B and A, respectively. During the second time slot, R decodes the information from A and B, and performs the exclusive-or (XOR) operation on the decoded binary information sequencesû A andû B . Then, the relay re-encodes, and broadcasts the resulting sequence to A and B in a broadcast channel. We consider successive interference cancellation is adopted and therefore each node can obtain its desired signal only.
The channel coefficient h i;j between two nodes, i and j follows the Rician distribution with the K-factor K i;j ði; j 2 ðA; B; RÞ; i ≠ jÞ. The joint probability density function (PDF) and joint cumulative distribution function (CDF) of the Rician distributed instantaneous signal-to-noise ratio (SNR) i;j and the random K-factor is denoted as p i;j ð i;j ; K i;j Þ and F i;j ð i;j ; K i;j Þ ¼ F i;j ð i;j jK i;j Þp K i;j ðK i;j Þ, respectively. The PDF of K-factor p K i;j ðK i;j Þ is represented by either logistic distribution p log ðKÞ or normal distribution p nor ðKÞ, which are found to be well-fit models in [4] .
Outage probabilities
The two-way relay system fails in achieving reliable communication if at least one of destination nodes (A or B) is in outage. The overall outage event E O is, therefore, defined as E O ¼ E OA S E OB , where E OA and E OB represent the outage event for A and B, respectively. With the symmetric system topology setup, we only focus on the derivation of E OA . First, we calculate the probability of the outage event for u A and u B occurring at the first MAC time slot. It is obvious that for the first time slot transmission, the admissible region for fA; Bg-to-R transmission is determined by the MAC rate region as shown in Fig. 1(b) . The inadmissible MAC rate region can be divided into three sub-regions, D, F, and G, with P D , P F , and P G denoting the probability that the rate pair ðR From Fig. 1(b) , it is found that P F and P D can be expressed as
Þ, where CðÞ ≜ log 2 ð1 þ Þ. With the random Rician K-factor, P F and P D are expressed as a set of integrals with respect to the PDFs of the instantaneous SNRs and K, as We set the K-factor of the A-B (B-A) channel at K A,B ¼ K B,A ¼ 0, corresponding to Rayleigh fading. Therefore, the integrate over K A,B and K B,A can be ignored.
for the logistic-distributed K-factor. With the normal-distributed K-factor, the expressions of P D and P F are obtained by replacing p log ðKÞ with p nor ðKÞ in Eq. (1) and Eq. (2). P G can be calculated similarly as P D in Eq. (2). Based on the decoding results for u A and u B at R, the calculation of the outage probability of E OA , PrðE OA Þ, can be further classified into three cases as: Case 1:
PrðE OA jCase 1Þ
In Case 1, since the XOR-ed sequences are correlated with the original sources of A and B, the problem can be regarded as source coding with a helper. The admissible rate region in this case is illustrated in Fig. 2 (a) 2 . In this case, the outage probability becomes PrðE OA jCase 1Þ ¼ P M þ P L , where P M and P L are the probabilities that the source rate pair ðR 
where H½x ¼ Àx log 2 x À ð1 À xÞ log 2 ð1 À xÞ, with its inverse function H À1 ½x, and 
PrðE OA jCase 2Þ
In this case, we ignore the influence of the helper, and the outage probability only depends on the direct A-B link transmission, as
Note that in Case 2 we do not consider the impact of the errors occurred in the A-R and B-R links, even though the XOR-edû A Èû B still may make contribution for recovering u A at B. Therefore, the overall outage probability calculated in this paper upper bounds the performance of the practical signaling schemes.
3.3 PrðE OA jCase 3Þ For Case 3, the admissible rate region of R s A and R s R is shown in Fig. 2(b) . The outage occurs when ðR s A ; R s R Þ falls into the inadmissible rate region J in Fig. 2(b) , with probability PrðE OA jCase 3Þ ¼ P J . Therefore, we have
The outage probability of E OA is given as PrðE OA Þ ¼ PrðE OA jCase 1Þ PrðCase 1Þ þ PrðE OA jCase 2Þ PrðCase 2Þ þ PrðE OA jCase 3Þ PrðCase 3Þ. The overall outage probability of the TW-LF can be expressed as
assuming that the outage occurrence for A and B are independent. PrðE OB Þ can be obtained by following the similar calculations as those for PrðE OA Þ.
Numerical results
The outage curves of TW-LF with random and fixed K-factor are demonstrated in Fig. 3(b) . The mean μ and variance 2 of the normal and logistic distributions follow the measurement data from urban, suburban, and rural areas [4] , as shown in Fig. 3(a) . It can be found from Fig. 3(b) that the outage curves with the Rician K-factor following the normal distribution are close to those with fixed K with the values being approximately equal to the measured mean value of the normal distribution. However, the outage probability with the Rician K-factor following the logistic distribution is far apart from those with the mean of the logistic distribution. It is also found that the outage performance with fixed K-factor (distribution means) are slightly better than those averaged over the distributions of random K-factor. Fig. 3(c) compares the outage performance of the TW-LF and TW-DF relaying. With the TW-DF relaying, the relay keeps silent if error is detected after decoding. Since the outage performance of TW-DF in urban, suburban, and rural areas are almost the same, we only plot the outage curves of the TW-DF relaying in rural area with Rican K-factor following the normal and logistic distributions. It is found that the outage probability of TW-LF is lower to that of TW-DF with either normal-or logistic-distributed K-factor.
Conclusion
We analyzed the outage probability of the TW-LF relaying with random K-factor of the Rician fading channels. The numerical result revealed that the outage probability derived assuming normal-distributed random K-factor matches that derived assuming the constant distribution mean K-factor. We also found that this is not the case with the logistic distribution. However, the outage performance averaged over distribution of random K-factor is worse than that with fixed distribution mean K-factor. Moreover, compared to TW-DF, the TW-LF relaying is found to achieve lower outage probability. Abstract: This report investigates noise current distribution in the switching operation of a silicon carbide (SiC) power module for optimization of the layout and packaging design. The noise current distribution is measured via the intensity of the near-field magnetic field, and the measurement methodology visualizes the noise current distribution on a wiring plane in the power module. The effect of a direct-current-link (DC-link) snubber capacitor on suppressing the voltage overshoot and ringing oscillation is evaluated using the proposed noise current identification method. Keywords: SiC power module, parasitic inductance, near-field magnetic scanning, DC-link snubber capacitor Classification: Electromagnetic Compatibility (EMC) 
Introduction
High-voltage silicon carbide (SiC) power semiconductor devices offer faster switching operations and lower switching losses compared with conventional silicon power devices [1] . However, the fast changes in the current during hardswitching transients induce voltage overshoots and high-frequency parasitic ringing oscillations. The SiC power module design should be able to minimize the parasitic inductance of the wiring plane to achieve both low switching losses and low electromagnetic interference (EMI). Previous studies have analyzed the parasitic components using three-dimensional electromagnetic analysis and have evaluated their influence on the switching characteristics [2, 3] . This report focuses on the noise current distribution, measured using the magnetic near-field intensity, in the switching operation of a module. This noise current distribution can then be used for optimizing the layout and packaging design of the SiC half-bridge power module. This report also investigates the effect of a direct-current-link (DC-link) snubber capacitor on suppressing the voltage overshoot and ringing oscillation in an SiC power module.
Wiring plane design of the studied SiC power module
The fast switching operation of an SiC metal-oxide-semiconductor field-effect transistor (MOSFET) causes voltage overshoots and parasitic ringing oscillations. These issues result from a resonance in the circuit that comprises the output capacitance in the power device and the stray inductance in the wiring of the module and the smoothing capacitors. The DC-link snubber capacitor is connected across the power bus lines as close as possible to the module to suppress the voltage overshoots and ringing oscillations. The configuration of a prototype SiC halfbridge power module is depicted in Fig. 1(a) . There are three SiC MOSFETs (1200 V, 80 mΩ) on the upper side and three on the lower side. Two samples were prepared to evaluate the device characteristics with and without the DC-link snubber capacitor (C sn ). Fig. 1(b) depicts the frequency characteristics of the impedance across ports P and N jZ pn j with a 20 µF smoothing capacitor (C smooth ) as measured by an impedance analyzer (Agilent 4294A). SiC MOSFETs were not implemented to identify the parasitic inductance on a wiring conductor. The frequency characteristics of jZ pn j without C sn are nearly equal to the impedance with C smooth . The loop inductance can be identified as 50.4 nH, which includes the parasitic inductance of the wiring in the power module and the input-smoothing capacitor. jZ pn j with C sn shows series-resonance at 100 kHz and 2 MHz and parallel-resonance at approximately 1 MHz. The value of jZ pn j with C sn for frequencies above 2 MHz is lower than the value with the smoothing capacitor. The parasitic inductance, which comprises the module wiring and the equivalent series inductance of the DC-link snubber capacitor, is extracted as 10.4 nH.
3 Identification of noise current distribution on the wiring plane in the tested SiC power module
The magnetic field near the conductor current is proportional to the magnitude of the current. Therefore, the magnitude of the current and its distribution on a wiring plane can be estimated by measuring the near-field magnetic field [4] . A magnetic probe (NEC Engineering, MP-10L) connected to a spectrum analyzer (Tektronix, RSA3308B) was used to measure the near-field magnetic field around the device under test (DUT) in this study. The magnetic field was measured by two-dimensional scanning, and the field was reported in two orthogonal directions ðH x ; H y Þ at each measurement point. The total magnetic field H xy was calculated after the measurements were recorded.
Current distribution
This section evaluates the noise current distribution on a wiring plane in the SiC power module using near-field magnetic scanning. It also discusses the effect of the DC-link snubber capacitor on the reduction and confinement of noise current. The height of the probe was kept constant while scanning in the x-y horizontal plane. A magnetic probe scanned the copper foil above 6 mm. The measurement pitch was set to 1 mm. Fig. 2(a) depicts the setup for the near-field magnetic measurements to validate the effect of the DC-link snubber capacitor on the reduction of the highfrequency noise components within the power module. A single-frequency sinusoidal voltage (V pp ¼ 10 V, Freq. = 150 kHz, 1 MHz, and 10 MHz) was applied as the source of the noise current component in the SiC power module. A 20 µF film capacitor was connected in parallel with a 0.5 µF DC-link snubber capacitor C sn across the P and N terminals. The measured magnetic field at each frequency is depicted in Figs. 2(b) and 2(c).
The current distribution and its intensity for 150 kHz and 1 MHz are almost the same regardless of whether the DC-link snubber capacitor is added to the device. The highest measured magnetic field intensity for 10 MHz with C sn in Fig. 2(c) is 109.9 dBµA/m, which is 7.5 dB smaller than the 117.4 dBµA/m value corresponding to the device without C sn as shown in Fig. 2(b) . Thus, the high-frequency noise Fig. 3(a) depicts the circuit diagram of a double-pulse test [5] to investigate the switching noise in the studied SiC power module. The DC voltage E was 600 V, and the current flowing through the DUT was set to 40 A by adjusting the first pulse width of the gate drive voltage. The same input-smoothing capacitor C smooth and the DC-link snubber capacitor from section 2 were applied in the experimental circuit. The SiC MOSFETs were driven by 20=À5 V gate voltages through a 2 Ω gate resistor.
Dynamic characteristics of SiC power module

Figs. 3(b)-(d)
show the switching characteristics of the studied transistors. There is little difference in the rate of the voltage rise-up for the devices with and without the DC-link snubber capacitor C sn when they are in in turn-off operation. The turn-off operation of the SiC MOSFETs without C sn in Fig. 3(c) show both MHz. The output capacitance of Q2 at 600 V measured by a curve tracer (Agilent B1505A) is 270 pF. Therefore, the loop inductance is identified as 51.0 nH, which is almost identical to the identified loop inductance (50.4 nH) from Fig. 1(c) .
The surge voltage of the SiC MOSFET with the DC-link snubber capacitor in the turn-off operation is reduced by 73.5% (628 V). The ringing frequency of the Q2 turn-off voltage is 92.6 MHz. The measured current flowing through the N-terminal of the SiC power module in turn-off operation is depicted in Fig. 3(d) . The switching noise current flowing from the DC-bus line is observed for the module without C sn . However, the module with C sn does not show the high-frequency noise current component. The lower parasitic inductance will cause higher ringing oscillation frequencies, but high-frequency noise current shunts through the DClink snubber capacitor, and is confined within the SiC power module. However, the device also displays relatively long-period (approximately 500-600 ns) current oscillations, as shown in Fig. 3(d) . The noise component near 2 MHz would flow from the studied SiC power module. This oscillation does not appear in the voltage in the input DC power supply; it is the resonance current flowing through the DClink snubber capacitor, the input-smoothing capacitor, and the wirings parasitic inductance. Further study is needed to optimize the design of the C sn and C smooth values to reduce and fast damping of this long-period current oscillation.
Conclusion
This report studies the current distribution in an SiC power module using a nearfield magnetic scanning technique. The measurement methodology visualizes the noise current distribution on a wiring plane in a power module and evaluates the effect of a snubber capacitor in a half-bridge DC link to suppress the voltage overshoots and to confine the high-frequency switching noise to within the power module. Near-field magnetic scanning is an effective tool to evaluate the wiring layout and packaging design for novel SiC power modules because of its compact size, low losses, and low EMI characteristics. Abstract: In orthogonal frequency division multiplexing (OFDM) systems, the pilot signal is inserted to obtain the channel state information (CSI). The time frequency interferometry (TFI) method reduces the number of pilot signals by using the real and null signals and obtains the accurate CSI by averaging the two time windows. On the other hand, many averaging operations are necessary to obtain more accurate CSI. Before now, we have proposed the pilot signal based on the imaginary and null signals. By using these characteristics, in this letter, we propose the real and imaginary TFI pilot signals to obtain the CSI from the four time windows averaging for OFDM systems. Keywords: OFDM, channel estimation, real and imaginary TFI pilot signals Classification: Wireless Communication Technologies
Introduction
In the typical techniques with the orthogonally, orthogonal frequency division multiplexing (OFDM) is studied widely [1, 2] . OFDM achieves high capacity transmissions by using multicarrier systems and has been adopted in many standards such as wireless local area network (WLAN), digital broadcasting, and mobile communication systems. In OFDM systems, channel estimation is important to equalize the received signal. These operations should obtain the channel state information (CSI). In general, the pilot signal is inserted to obtain the CSI [3, 4] . Moreover, many pilot signals achieve more accurate CSI by using the averaging operation. On the other hand, they degrade the transmission rate since they consist of the long packet. To solve this problem, the pilot signal based on the time frequency interferometry (TFI) method has been proposed [5, 6] . The TFI method consist of the pilot signal from "1" and "0" in the frequency domain. As a result, the TFI method reduces the number of pilot signals and prevents the expanding of the packet. Moreover, since the TFI method achieves the averaging operation by using the two time windows in the time domain, it improves the accuracy of the CSI. For the averaging operation, the accuracy of the CSI is improved by using several time windows. Before now, we have proposed the pilot signal based on "1" and "0", "0" and "j", where j is an imaginary signal [7] . By using these characteristics, in this letter, we propose the real and imaginary TFI pilot signals to obtain the CSI from the four time windows averaging for OFDM systems.
Channel model
For the channel model, we assume the L discrete paths propagation channel with the different delay time. In this case, the channel impulse response is obtained as
where h l and l are the complex channel gain and the delay time of the lth propagation path with P LÀ1 l¼0 Ejh 2 l j ¼ 1, and Ej Á j is the ensemble average operation. After the fast Fourier transform (FFT) operation, the channel response is given by
3 Real and imaginary TFI pilot signals 3.1 Transmitter Fig. 1 shows the block diagram of the proposed system. At the transmitter, OFDM signal is generated and N p pilot symbols are inserted to estimate the channel state as shown in Fig. 1(a) . Fig. 2 shows the concept of the orthogonal, and the conventional and proposed TFI pilot signals. As shown in Fig. 2(a) , the pilot signal based on the orthogonal signal consists of all "1" in the frequency domain. After the IFFT operation, the orthogonal pilot signal outputs the one channel impulse response in t ¼ 0 as shown in Fig. 2(b) . On the other hand, the conventional TFI pilot signal for the kth subcarrier and the ith symbol consists of "1" and "0" as
where " ¼ N g =N c , N c is the number of subcarriers, and N g is the guard interval (GI) length. In this letter, we assume " ¼ 1=4. Observing Eq. (3), as shown in Fig. 2(c) , fdðk; iÞg is output as f1; 0; Á Á Á ; 1; 0g. After the IFFT operation, as shown in Fig. 2(d) , Eq. (3) outputs the two channel impulse responses in t ¼ 0 and 2N g . Next, the proposed TFI pilot signal consists of "1" and "j" as dðk; iÞ ¼ expðÀj2kÞ þ expðÀj4k"Þ 2 for modðk; 2Þ ¼ 0 À expðÀj2k"Þ þ expðÀj6k"Þ 2 for modðk; 2Þ ¼ 1.
Observing Eq. (4), as shown in Fig. 2 (e), fdðk; iÞg is output as f1; j; 1; Àj; Á Á Á ; 1; j; 1; Àjg. After the IFFT operation, as shown in Fig. 2(f ) , Eq. (4) outputs the four channel impulse responses in t ¼ 0, N g , 2N g , and 3N g . Here, in this letter, we assume N g ! LÀ1 and the proposed TFI method has the N g time interval to prevent the inter-symbol interference (ISI) and the inter-carrier interference (ICI), where LÀ1 is the maximum delay spread.
Receiver
At the receiver, as shown in Fig. 1(b) , the time domain received pilot signal is given after separating from the received OFDM signal as 
where P is the pilot symbol power, wðtÞ is additive white Gaussian noise (AWGN), and ffiffiffiffiffiffiffiffiffiffiffiffiffi 2P=N c p means the normalized power for the pilot signal. As shown in Fig. 2(g) , the orthogonal pilot signal outputs the L channel impulse responses in ½0; N g À 1. On the other hand, as shown in Fig. 2(h) , the conventional TFI pilot signal outputs the 2L channel impulse responses. In this case, ðÞ for Eq. (5) is defined as
Observing Eqs. (5) and (6), the conventional TFI pilot signal averages the L channel impulse responses in ½0; N g À 1 and ½2N g ; 3N g À 1. Here, the amplitude of these channel impulse responses is half of the orthogonal pilot signal. Therefore, the conventional TFI pilot signal obtains the same channel impulse responses as the orthogonal pilot signal by using the averaging operation. Moreover, since the averaging operation adapts the channel impulse response between the different time windows, the conventional TFI pilot signal is reduced from the noise variance 2 n for the orthogonal pilot signal to 2 n =2 by averaging the two time windows. Next, as shown in Fig. 2(i) , the proposed TFI pilot signal outputs the 4L channel impulse responses. In this case, ðÞ for Eq. (5) is defined as
Observing Eqs. (5) and (7), the proposed TFI pilot signal averages the L channel impulse responses in ½0; N g À 1, ½N g ; 2N g À 1, ½2N g ; 3N g À 1, and ½3N g ; 4N g À 1, and obtains the channel impulse response as same the conventional TFI pilot signal. Moreover, the proposed TFI pilot signal is reduced from the noise variance 2 n to 2 n =4 by averaging the four time windows. Therefore, the proposed TFI pilot signal obtains more accurate CSI compared with the orthogonal and conventional TFI pilot signals. After the FFT operation, the channel response is obtained from Eq. (5) and the received OFDM signal is equalized and demodulated as shown in Fig. 1(b) .
Computer simulation results
In this section, we evaluate the system performance of the proposed method by using the computer simulation. As shown in Fig. 1 , at the transmitter, the original data signal is coded by the convolutional code for the rate 1/2 and the constraint length 7 with the interleaving. After the serial to parallel (S/P) conversion, the parallel signal is modulated for a quadrature phase shift keying (QPSK) and the pilot signal is inserted. The time domain signal is generated by the IFFT operation and GI is inserted. After the parallel to serial (P/S) conversion, the time domain signal is transmitted to the receiver. In a propagation channel, we assume that the symbol duration is 10 µs, the GI length is 2 µs, and the path model is a 15 paths Rayleigh fading at Doppler frequency of 5 Hz. At the receiver, GI is eliminated after the S/P conversion. By the FFT operation, the time domain signal is converted to the frequency domain signal and is detected by the zero-forcing (ZF) equalization. The detected signal is demodulated for a QPSK and is decoded by the Viterbi soft decoding algorithm. The packet consists of N c ¼ 64 subcarriers, N d ¼ 20 data symbols, and N p ¼ 1 or 2 pilot symbols. For Fig. 3 , "Ortho.(N p ¼ 1)" and "Ortho.(N p ¼ 2)" are the conventional methods based on the orthogonal pilot signal for N p ¼ 1 and 2, respectively. Moreover, "Con. TFI" and "Pro. TFI" is the conventional and proposed TFI methods for N p ¼ 1. Fig. 3(a) shows the mean square error (MSE) versus E b =N 0 for the conventional and proposed methods. The MSE between the ideal and estimated channel responses is defined as 
MSE performance
where HðkÞ andHðkÞ are the ideal and estimated channel responses, respectively. In MSE ¼ À10 dB, the conventional method based on the orthogonal pilot for N p ¼ 2 shows about 3.5 dB gain compared with N p ¼ 1. This is because the conventional method based on the orthogonal pilot for N p ¼ 2 mitigates the noise influence by averaging the two pilot symbols. The conventional TFI method shows about 2 dB gain compared with the conventional method based on the orthogonal pilot for N p ¼ 2. This is because the conventional TFI method mitigates the noise influence by averaging the two time windows and reduces the transmission and noise power by inserting the null signal. Moreover, the proposed TFI method shows about 2 dB gain compared with the conventional TFI method. This means that the four time windows averaging for the proposed TFI method is effective compared with the two time windows averaging for the conventional TFI method. Fig. 3(b) shows the bit error rate (BER) versus E b =N 0 for the conventional and proposed methods. In BER ¼ 1 Â 10 À5 , the conventional method based on the orthogonal pilot for N p ¼ 2 shows about 2 dB gain compared with N p ¼ 1. The conventional TFI method shows about 1 dB gain compared with the conventional method based on the orthogonal pilot for N p ¼ 2. Moreover, the proposed TFI method shows about 1 dB gain compared with the conventional TFI method. These results are the same reason as the MSE case and mean that the proposed method is also effective in the BER case.
BER performance
Conclusion
In this letter, we have proposed the real and imaginary TFI pilot signals to obtain the CSI from the four time windows averaging for OFDM systems. The proposed method consists of the pilot signal based on the real and imaginary signals and achieves the averaging operation by using the four time windows. From the computer simulation results, the proposed method has shown the best MSE and BER performances compared with the conventional method based on the orthogonal and TFI pilot signals.
A mobile phone identification method using packet arrival time in web access for user authentication Abstract: A new method of identifying a user's mobile phone for user authentication is proposed. When the authentication server receives packets from the mobile phone, it is identified by the packet arrival time. The authentication in the server is based on the change in packet arrival time when the mobile phone receives a call to the user's telephone number registered with the server. This paper describes how the transmission delay characteristics yield the identification data; the viability of the proposed method is verified for a wide variety of mobile phone wireless environments in which mobile phones are used. Keywords: authentication, packet arrival time, mobile phone, telephone number Classification: Internet
Introduction
A lot of unauthorized password use and malicious attacks on authentication systems are being reported [1] . Major network services such as Google [2] and Microsoft [3] currently adopt some kind of two-step verification to protect their users' data against illegal access. Two-step verification generally uses two different passwords. The first one, most often a secret string, relies on the user's memory. The second password, provided by the user's authentication server, is generally sent to the user's mobile phone via e-mail or SMS (Short Message Service). The user manually inputs the second password to the user authentication server, and is then authorized by the two correct passwords. The reliability of existing two-step verification depends on the security with which the second password is returned to the authentication server via the user's computer. The second password is, however, vulnerable to virus contamination as the MITB (Man-in-the-Browser) [1] attack is capable of intercepting and tampering with data passed between the browser transaction and the secure transmission protocol such as TLS (Transport Layer Security). Two-step verification is thus ineffective as the two passwords pass through the same infected browser in the same computer and thus are exposed to the same risk.
Another authentication method, Generic Bootstrapping Architecture (GBA), has been standardized by 3GPP (3rd Generation Partnership Project) [4] . While GBA authentication accuracy is very high as it is based on an intrinsic function of the mobile phone, connection to a mobile phone carrier is necessary. Our proposed method, however, allows network service providers to independently achieve the authentication function by themselves without considering the carriers authorized by the Subscriber Identity Module (SIM) cards in the user's mobile phones.
The proposed user authentication method uses the packet arrival time characteristics, gathered by the authentication server from communication with the mobile phone identified with the user [5] . The key components in our method are the user's telephone number registered in the authentication server and spike characteristics of packet arrival time induced by calling the user's telephone number. In this paper, we describe our authentication mechanism, the packet arrival time characteristics as measured by the authentication server, and the impact of mobile transmission environment on identification feasibility.
Proposed system configuration
The proposed authentication system consists of the user's computer, assumed to be accessing a network service, the user's identified mobile phone, and an authentication server functioning with the network service as shown in Fig. 1(a) . The user's computer is connected to the authentication server via wired and/or wireless networks. The user mobile phone is connected via a mobile phone wireless network. The mobile phone wireless connection, which excludes wireless LAN network access, is an indispensable precondition for the realization of our proposed method.
Service requests and authentication are executed by two processes using the same password shown in Fig. 1(b) . The first process, a general service request, uses the user's account and password. The second process implements user mobile phone identification and request confirmation. While the proposed system is classified as two-step authentication, there is neither a second password nor secret data transferred from the user mobile phone to the user's computer. There is no link between the user's computer and the user's mobile phone.
Service provision step
The user first logs in from the computer and requests a network service from the server (Step 1 in Fig. 1(b) ). The user then logs in from the user mobile phone using the same password (Step 2). It is required that the user mobile phone is connected via a mobile phone wireless network to the authentication server. After these logins are completed, the authentication server starts the user mobile phone identification step, which confirms whether the mobile phone accessing the authentication server is the registered mobile phone of the user or not (Step 3 is described in 2.2).
User's eligibility is certified when the user's mobile phone is identified as being the registered one. The general two-step verification process terminates at this stage and the user request is executed. The proposed method, however, adds Step 4, which reconfirms that the request received by the server is actually what the user wanted. Since the MITB attack is emphasized in this paper, it is important to consider that the data transferred from the user's computer to the authentication server may have been corrupted. For a content download service, examples include purchase of over-priced content and indicating a different destination for purchased content.
If the user confirms that the request received by the authentication server is what was intended, the approved content is downloaded to the user's computer (Step 5).
Since the second password is not returned to the authentication server via the user's computer in the second process, authentication is not compromised by virus contamination of the user's computer. The isolation of the second process is one of the most important characteristics in realizing authentication security. Fig. 1(b) ) After the user logs in from the user mobile phone using a browser via a mobile phone wireless network (Step 2 in Fig. 1(b) ), the browser receives an html (Hyper Text Markup Language) file used in the identification step. The html file includes 300 to 800 small images. The browser tries to retrieve these images by sending GET method in HTTP (HyperText Transfer Protocol) to the authentication server. The authentication server receives these request packets, and stores their timestamps indicating the arrival time of the packets, TSðt n Þ where n is the nth packet. The identification step calculates the arrival time difference between the timestamps,
User mobile phone identification (Step 3 in
and the maximum arrival time difference, ÁTSðt n Þ max .
In the final identification process, the authentication server calls the registered user telephone number as per the account used for user login. This call causes a spike in the arrival time difference that is if the order of several seconds (actual arrival time difference data are shown in 3.1). The detection of the spike gives an accurate estimation of whether the mobile phone currently logged into the authentication server has the registered telephone number. This estimation functions even when the user ID and password are stolen. The user is finally certified as legitimate assuming that the identified mobile phone is not stolen or abused. Fig. 2(a) shows typical values of arrival time difference, ÁTSðt n Þ, measured in the authentication server when the browser in the user mobile phone accesses the html file in the authentication server. The typical arrival time difference (without a call) lies in the range from several milliseconds to several hundreds of milliseconds. The maximum arrival time difference in Fig. 2(a) , ÁTSðt n Þ max , is 22 [ms] (n ¼ 1140).
Experiments and results
Packet arrival time difference characteristics
In the next process, the authentication server calls the user's mobile phone while the browser in the mobile phone is accessing the authentication server. This call induces a spike in arrival time difference (with a call) of the order of several seconds, ÁTSðt n Þ. The spike of 6.5 s (n ¼ 171) is measured as shown in Fig. 2(b) . It must be possible to differentiate the spike from the maximum arrival time difference without a call, and that the spike is detected within calling delay when the authentication server calls the user.
4G LTE (Long Term Evolution) mobile phones are used in this experiment. The spike in the 4G LTE receiving process of the phone call is caused by CSFB (Circuit Switched FallBack) which switches to the 3G voice function upon receipt of a phone call. The switching drastically increases the arrival time difference, ÁTSðt n Þ.
Since this phenomenon occurs only in the user's registered mobile phone, this process can function even if the registered password is illegally used provided the registered mobile phone is not accessed illegally. This identification mechanism, however, requires randomization of the time at which the registered user is called, since an illegal user can transmit packets intentionally delayed from the usual timing.
Influence of mobile system conditions
We evaluate the proposed method's characteristics in this section, focusing on explicitly differentiating the maximum arrival time difference without a call and the magnitude of a spike with a call. In particular, the influence of mobile phone wireless network conditions on arrival time difference is measured. Three locations are assessed; suburban area in the day time, urban area around a train station, and within a station during the evening commute which is estimated to represent the peak traffic time for mobile phone wireless networks. Fig. 3 shows the maximum arrival time difference without a call and the magnitude of spikes with a call. The horizontal axis in Fig. 3 is average time to send an image from the authentication server to a user based on the total sending time of the html file and image size. The average time is, as expected, affected by mobile phone wireless network conditions. It is observed that the maximum arrival time difference without a call is within 1 s and the magnitude of spikes with a call lies in the range of 5 s to 9 s. Since the relative time difference between them is always over 4 s, the spike upon the receipt of the call from the authentication server is clearly detected.
In addition, 5 image sizes, 1 kB to 100 kB, in the html file, are used in these experiments. While the total time to send the html file varies, there is no change in the distributions for both the maximum arrival time difference without a call and the magnitude of spikes with a call.
Conclusion
We proposed an authentication method based on identifying the user's mobile phone through packet arrival time differences, and clarified the method's feasibility in various mobile phone wireless network environments.
Since more mobile phones are being used to place packet-based voice calls in 4G LTE, and access high transmission speed services in 5G, a mobile application for detecting a packet-based voice call instead of CSFB is needed.
While service provision based on content download is described in this paper, the proposed system can be applied to Internet banking services that process only requests, such as fund transfers, without content downloads. Internet banking is one of the most promising applications. Abstract: We recently clarified that an isolated head as model does not approximate a whole body for numerically estimating the specific absorption rate (SAR) in the human eye exposed to E-polarized plane wave, even at high frequencies above 0.6 GHz. This letter describes the case of the human eye close to metallic spectacles. As a result, we find that the average SAR is more affected by the body than that of the model without the spectacles. Keywords: biological effects, SAR, eye, spectacles, body effect, planemicrowave Classification: Electromagnetic Compatibility (EMC) [6] 
Introduction
Mobile communication equipment use in the front of the face is becoming increasingly common. On the other hand, the human eye seems to be one of the most hazardously exposed body organs. There are consequently many studies on the specific absorption rate (SAR) as the hazard index of the human eye for far field (plane wave) and near field exposures [1, 2] . The significant finding is the occurrence of hot spots inside the eye at several GHz. If metal objects exist inside or outside of a human head, the SAR is expected to rise in a certain situation, which is not preferable from the viewpoint of electromagnetic wave protection. Therefore, for instance, the SAR in the human eye close to metallic spectacles exposed to far field and near field has been analyzed by various human models [3, 4] . The isolated head models are used in these studies because the eye size is sufficiently shorter than the wavelength at subject frequencies. However, we recently clarified that the head model does not approximate the whole body for E-polarized plane wave exposure, even at high frequencies above 0.6 GHz [5] .
In this letter, we numerically analyze the body effect on the SAR in the human eye close to metallic spectacles exposed to E-polarized plane wave in the frequency range from 0.6 to 6 GHz. Fig. 1 illustrates the Brooks anatomically realistic human model [6] close to metallic spectacles exposed to E-polarized plane wave represented by the frequency f and power P i , and the central vertical cross section (yz plane) of the spectacles and eye. The height from the top of the head is set as h. The eye opening is a nearly ellipse which has a major axis of 23 mm and a minor axis of 9 mm, and the eye consists of 4 tissues of aqueous humor, cornea, lens, and sclera and is about 7.3 g in Fig. 1 . Human model close to metallic spectacles exposed to Epolarized plane wave, and cross section of the spectacles and eye.
Model analysis and discussion
mass. The spectacle lens is 4 mm and 2 mm thick glass (relative dielectric constant: 3.8) of a nearly ellipse which has a major axis of 54 mm and 28 mm and a minor axis of 30 mm and 12 mm, respectively. The center of the lens and eye almost coincide. The finite difference time domain (FDTD) method with 1 mm resolution implementing the 8 layers uniaxial PML as the absorbing boundary is used in numerical analysis. We compare the SAR of a spherical model whose exact solution is known with that of this method and confirmed that the accuracy of this method is sufficient. Since the SAR difference between the left and right eyes is relatively small, we treat only the right eye. In addition, we use the model of h ¼ 100 cm as a whole body [5] .
Figs. 2(a) and (b) show the frequency characteristics of the average SAR in the eye of the whole body model and comparative isolated head model (h ¼ 25 cm) respectively, where the solid and dotted lines represent the cases with and without the spectacles, and P i ¼ 5 mW/cm 2 which is the maximum permissible exposure limit in the guideline of controlled environments over 1.5 GHz [7] . The average SAR of the whole body model with the spectacles increases as frequency rises up to 2.3 GHz, above which it decreases gradually. It is larger than the average SAR of the whole body model without the spectacles in the frequency range from 1 to 3.8 GHz and is about 1.8 times at the maximum value of 2.3 GHz. Also, it is smaller than the average SAR of the whole body model without spectacles at frequencies over 3.9 GHz. The reason for this will be discussed below. The average SAR of the isolated head model with the spectacles decreases abruptly until 2.1 GHz after reaching the maximum at 1.9 GHz that has the same tendency as in Ref. [3] . It is obvious from the above results that actual SAR characteristics of Fig. 2 (a) cannot be estimated using the isolated head model without the body effect [5] . In order to discuss more detailed, Figs. 3(a) , (b), and (c) show the SAR distributions in the central yz plane of the eye of the whole body model at f ¼ 1, 2.3, and 4.5 GHz respectively, where the left and right represent the models with and without the spectacles. The small hotspot occurs in both the SAR distributions at 1 GHz as evident also from Fig. 2(a) . The spectacle size is shorter than the wavelength so that there is little influence of the spectacles. At 2.3 GHz, the hot spot of the model with the spectacles is much larger and does not almost changes in location as compared to that of the model without the spectacles. At 4.5 GHz, both the SARs are large on the surface of the eye that hot spot does not occur. This is because the skin depth of the aqueous humor is about 10 mm compared to the eye of about 24 mm in diameter so that the incident wave attenuates abruptly. Since further consideration of the results is difficult with the SAR distributions only, we obtained the electromagnetic fields between the eye and spectacles and found the following. At 1 GHz, the electromagnetic fields do not concentrate on the spectacle frame and thus there is almost no influence of the spectacles. At 2.3 GHz, the electromagnetic fields concentrate on the spectacle frame and from which the large re-radiation occurs. At 4.5 GHz, the incident wave is shielded by the spectacles and hence is not sufficiently reached to the eye. Finally, note that the largest average SAR at 2.3 GHz is 2.81 W/kg, which does not exceed the limit of 10 W/kg averaged over 10 g of tissue in the guidelines of controlled environment [7] .
Conclusion
We analyzed the body effect on the SAR in the human eye close to spectacles for Epolarized plane wave exposure in the frequency range from 0.6 to 6 GHz using a whole-body approximation model. We find an interesting feature that the average SAR of the model with the spectacles is about 1.8 times at the maximum larger than that of the model without spectacles in the wider frequency range from 1 to 3.8 GHz. This is a different finding from the isolated head model that the average SAR decreases abruptly after the maximum resonance. Therefore, the use of the head model is inappropriate to estimate the effects of the spectacles on the eye's SAR.
The future subject is to discuss the uncertainty of SAR due to various parameters such as size of eye opening, shapes of spectacle frame, and others. Abstract: An active phased array antenna is capable of controlling not only the phase of each element but also the amplitude, and can therefore form a highly accurate beam. When an amplitude distribution range is wide, there occurs the problem of the power efficiency of an amplifier connected to each element decreasing. To operate the amplifier with high efficiency, it is necessary to limit an amplitude control range. This paper proposes a new pattern synthesis algorithm adapted to optimize the excitation amplitudes and phases of an APAA within a predetermined amplitude control range. The proposed method enables designing within the predetermined amplitude control range by introducing a mapping function representing the amplitude of a driven element, although the values of independent variables to be optimized using a conjugate gradient method are not limited. In addition, the proposed method does not require iterative calculation, and makes it possible to obtain the optimum excitation amplitudes and phases by only performing optimization design once. The proposed algorithm will be described while taking null formation by a linear array antenna as an example, and effectiveness will be examined by simulation. Keywords: active phased array antenna, restricted amplitude, power efficiency, null beam forming Classification: Antennas and Propagation
Introduction
An active phased array antenna (APAA) is capable of performing high-speed beam scanning without mechanically moving the antenna itself by making a phase shifter connected to each element antenna control the phases of transmission and reception signals [1] . Also, the APAA suppresses interference waves such as clutter and interfering waves, and can therefore reduce a side lobe level in an interference direction, i.e. variously form a beam such as forming a null. Until now, there various pattern synthesis algorithms have been proposed based on phase control using nonlinear optimization or genetic algorithm (GA) [2, 3, 4, 5, 6, 7] . However, the pattern synthesis based on only phase control fails to form a null at a position, for example, symmetric with respect to a main beam or increases a reduction in gain when null formation is achieved over a wide range, and only the phase control restricts the beam formation.
By controlling the amplitude in addition to the phase, the degree of freedom of beam formation is increased [8] . The characteristics of a typical amplifier are designed to maximize power efficiency at the maximum output power of the amplifier. Accordingly, in the APAA, since the amplitude is controlled, the input power of an amplifier decreases, thereby making the output power smaller than the maximum value, and also decreasing the power efficiency [9] . In terms of the power efficiency of an amplifier, it is necessary to limit the amplitude control range.
Pattern synthesis algorithms taking account of an amplitude control range have been reported. In the method in Reference [10] , amplitudes and phases allowing the formation of a desired null are first obtained under the condition of not imposing a limit on an amplitude control range. Then, the amplitudes are adjusted so as to fall within the amplitude control range by a projection method, and the amplitudes and phases allowing the formation of the desired null are again calculated. However, such a procedure should be iteratively performed until the amplitudes fall within the predetermined amplitude control range, and thus a calculation time is also problematic. Reference [11] proposes a method that sets amplitudes falling within a predetermined control range, and controls phases to form a null with the amplitudes as initial values. However, since the method does not simultaneously optimize the amplitudes and the phases, the optimum solution is not necessarily obtained.
This paper proposes a new pattern synthesis algorithm adapted to optimize the excitation amplitudes and phases of the APAA within the predetermined amplitude control range. The proposed method does not require iterative calculation, and makes it possible to obtain the optimum excitation amplitudes and phases by only performing optimization design once.
Issues of APAA
In the APAA, in order to control the amplitude of each element, power input to an amplifier differs among elements. When lowering side lobes over a wide range or forming a null in a high side lobe, a wide range amplitude width is required, and consequently an amplifier operating at a point where power efficiency is low exists. In particular, when mounting in a satellite, since power supply resources are limited, it is necessary to operate the amplifiers which the power efficiency is high. In order to operate the amplifiers within a certain range, it is only necessary to keep the excitation amplitudes of the APAA within a specified range. Fig. 1(a) illustrates a radiation pattern (solid line) obtained without taking account of an amplitude control range and a radiation pattern obtained when a null is formed at a first side lobe position (+6.8°) with excitation uniformed. Calculation specifications are the same as the simulation conditions in section 4, and Fig. 1(b) illustrates an excitation amplitude distribution. In order to obtain the radiation pattern using the pattern synthesis algorithm not taking account of the amplitude control range and then impose a limit on the amplitude control range as described above, a method adapted to limit excitation amplitudes equal to or less than a certain constant value to the same value is easily conceivable. Fig. 1 also illustrates a radiation pattern and excitation amplitude distribution obtained when limiting the amplitude control range to 2 dB. In actuality, the null formed at +6.8°is eliminated by the limitation of the excitation amplitudes and desired characteristics cannot be obtained. In order to resolve this problem, a pattern synthesis algorithm adapted to obtain a radiation pattern while taking proper account of the amplitude control range is required.
Proposed algorithm
The pattern synthesis algorithm adapted to limit the amplitude distribution of the driven elements of the APAA within a specific range will be described. In addition, the conjugated gradient method employed in Reference [12] is used. The independent variables to be optimized take values within the range of À1 to þ1, which can be achieved by introducing the mapping function resulting in a specific amplitude range. Here, using an arctangent function, the mapping function is defined as follows,
in which x n represents each independent variable to be optimized by the conjugated gradient method, and A n represents the excitation amplitude of each element. Coefficient (a) is obtained from the amplitude control range D [dB] as follows.
The Amplitude A n falling in the amplitude control range D [dB] is obtained with Equation (1), and using Equation (2) the coefficient (a) is found for determining the maximum and minimum of the amplitude A n with respect to the amplitude control range D [dB]. As the excitation amplitude of an actual element, amplitude normalized as follows is used so as to satisfy the energy conservation law. 
Next, an example of an objective function used when forming a null is defined as follows. Eq. (5) is a gain calculation expression, in which ' n represents the excitation phase of each element, e n ( m;i ) the radiation pattern gain of that element,r n the position vector of the element, andRð m;i Þ a direction vector in the desired direction or null formation direction. x n and the phase ' n in Eq. (1) are set as the independent variables to obtain the gradient vectors of the objective functions in Eq. (4), and consequently the conjugated gradient method can be applied. By setting the target gain for the desired beam direction and null formation direction, and finding the solution where the objective function is minimized, a radiation pattern is obtained where the excitation distribution and null are formed in the specified amplitude control range.
Characteristics evaluation by simulation
In order to examine the proposed algorithm, effectiveness will be examined by the null formation simulation. Table I lists the simulation conditions. The number of element antennas is 16, the elements are arrayed linearly, the interval between elements is 0:76, and an element pattern is set to have cosine electric field directivity (p ¼ 1:0). The simulation is performed under the conditions that the initial excitation distribution is based on equal amplitude and equal phase, the desired direction is a front direction (0°), and the first side lobe position (+6.8°) is in the null formation direction. The target gain in the desired direction is set to 12 dBi, and the target gain in the null formation direction is set to −18 dBi. Here, the gain in the desired direction and the gain in the null formation direction are values calculated with Equation (5), and in this simulation the gain in the desired direction and the gain in the null formation direction were set so the gain in the null formation direction is −30 dB or less. As a simulation procedure, the predetermined amplitude control range is first set. Then, the desired direction and the null formation direction are determined. Subsequently, excitation amplitudes and phases allowing the formation of the null are obtained using the pattern synthesis algorithm proposed in the previous section, and finally, the radiation pattern is calculated. Fig. 2(a) illustrates radiation patterns obtained when changing the amplitude control range. In the diagram, the radiation patterns are normalized to the maximum gain. Also, Fig. 2 (b) and 2(c) respectively illustrate the amplitude distributions and phase distributions of the elements. In Fig. 2 (a) to 2(c), the solid line, dotted line, dashed line, and dashed-dotted line represent characteristics obtained when the amplitude control range is unlimited, limited to 3 dB, limited to 2 dB, and limited to 1 dB, respectively. In Fig. 1(a) , when the amplitude control range is limited to 2 dB, the null is eliminated; however, it turns out that when using the proposed algorithm, excitation amplitudes within the amplitude control range allow the formation of the null. Gain in the desired direction is 11.83 dBi when the amplitude constraint range is 3 dB, 11.80 dBi when it is 2 dB, and 11.74 dBi when it is 1 dB, and a gain was obtained within 0.3 dB with respect to the target gain. A rise in a side lobe level associated with the null formation increases as the amplitude control range is narrowed. In Fig. 2(b) , the amplitude distributions respectively satisfy corresponding predetermined amplitude control ranges, which differs from the amplitude distribution illustrated in Fig. 1(b) where the amplitude control range is limited to 2 dB. From Fig. 2(c) , we can see that as the amplitude control range is narrowed, a phase difference for forming the null increases. 
Simulation conditions
Radiation pattern at null formation
Conclusion
We propose a pattern synthesis algorithm taking into consideration the control range of the excitation amplitude of each element in the active phased array antenna. In the algorithm, a mapping function adapted to limit the excitation amplitude range of each element is introduced, and the independent variables are 
