Abstract. Every l.s.c. mapping Φ from a space X into the non-empty closed convex subsets of a reflexive Banach space Y admits a continuous selection provided it satisfies a "weak" u.s.c. condition. This result partially generalizes some known selection theorems. Also, it is successful in solving a problem concerning the set of proper lower semi-continuous convex functions on a reflexive Banach space.
Introduction
Let X be a topological space, and let Y be a normed space. We let 2 Y denote the set of all non-empty subsets of Y . Also, let [16] . A starting point of this paper is the following result of [13] which dispenses with the separation properties of X by strengthening the restriction on the continuity of Φ. The main purpose of the paper is to show that, in Theorem 1.1, we can weaken the restriction on the continuity of Φ provided Y is reflexive. We 
In case of separable Y , this is proved by G. Beer [3, Theorem 3.7] .
A proof of Theorem 1.2 is obtained in Section 5. A preparation for that is made in Sections 2, 3 and 4.
Weakly continuous set-valued mappings
Let X be a topological space, let (Y, . ) be a normed space, and let τ be a topology on F c (Y ). We shall say that Φ : X → F c (Y ) is τ -continuous if Φ is continuous as a mapping from X to the space (F c (Y ), τ). Now, we recall some natural ways for topologizing F c (Y ). The Mosco topology τ M on F c (Y ) [2] , [3] , [17] , [18] is the one generated by all sets of the form
where V runs over the finite families of open subsets of Y such that Y \ V is weakly compact. The slice topology τ S on F c (Y ) [5] , [6] , [20] is the one generated by all sets of the form [12] , [15] ) generated by all functions Proof. This follows from the fact that τ M has a subbase of the form 
. Now, by [10] , [11] , Y admits an equivalent norm . such that . * is weak * Kadec. In particular, this implies the metrizability Proof. Let K ⊂ Y be weakly compact. Take a point x 0 ∈ Φ # (Y \K) and y ∈ K. Since Graph(Φ) is weakly closed and (x 0 , y) ∈ Graph(Φ), there exists a neighbourhood U y of x 0 and a weak neighbourhood V y of y such that U y × V y ∩Graph(Φ) = ∅. In this way, we get a cover {V y : y ∈ K} of K consisting of weakly open subsets of Y . Because of the weak compactness of K, there now exists a finite subset
is upper semi-continuous. The following proposition seems to be known (see, for instance, [ Proof. Since Φ is closed convex valued, by a version of the Hahn-Banach Separation Theorem, 
In what follows, we use S 1 to denote {y ∈ Y : y = 1}. To prove Theorem 3.1, we need the following proposition. Proof. Since lim x→x0 h(x) + h(x 0 ) = 2, for every positive integer n there exists a neighbourhood U n of x 0 such that
Suppose, contrary to what we wish to prove, that h is not continuous at x 0 . Then, there exists an ε > 0 such that for every neighbourhood U of x 0 there is a point x U ∈ U for which h(x 0 ) − h(x U ) ≥ ε. In particular, for every n there exists x n = x Un ∈ U n such that
Now, by (1), lim n→∞ h(x n ) + h(x 0 ) = 2. Then, by the property of the norm . , lim n→∞ h(x n ) = h(x 0 ), which contradicts (2).
Proof of Theorem 3.1. In the case f (x 0 ) = 0, there is nothing to prove. So, we may suppose that f (x 0 ) > 0. Since f (.) is continuous at x 0 , there exists a neighbourhood U 0 of x 0 such that f (x) > 0, x ∈ U 0 . Then, define a map h : X → S 1 by
f (x0) = h(x 0 ) because f (.) and g are continuous at x 0 , and g(x 0 ) = f (x 0 ). On the other hand, x ∈ U 0 implies
Hence, by Proposition 3.2, h is continuous at x 0 , and therefore the same is true for f because
Norm-minimal selections
Let (Y, . ) be a normed linear space. A selection f : X → Y for Φ : X → 2 Y is minimal with respect to the norm, or norm-minimal (see [1] ), if
In what follows, we use D ε to denote {y ∈ Y : y ≤ ε}. Proof. Since Φ is closed convex valued, Y is a reflexive Banach space, and . is locally uniformly rotund, for every x ∈ X there exists a unique point f (x) ∈ Φ(x) such that
In this way, we get a map f : X → Y which is a selection for Φ. Since Φ is l.s.c., the statement of (a) becomes equivalent to continuity of f (.) . Thus, to finish the proof, it only remains to show that f is continuous provided f (.) is. To see this, we repeat elements of the proof of [19, Theorem] . Namely, take an arbitrary point x 0 ∈ X. For technical reasons only, let B 1/0 = Y . Next, for every integer n ≥ 0, set
Now, for every point x ∈ U 0 = X, let n(x) = sup{n ≥ 0 : x ∈ U n }. Since each Φ(x) is closed, by (2) ,
For every x ∈ X fix a point g 0 (x) ∈ U n(x) ∩ Φ(x), where U ∞ = {f (x 0 )}. In this way, we get a map g 0 : X → Y , which is continuous at x 0 . Indeed, Φ is l.s.c., and therefore, by (2), each U n , n < ∞, is open. Then, by (3), this follows from the fact that g −1 0 (f (x 0 ) + B 1/n ) = U n for every n. Since g 0 and f are selections for Φ and each Φ(x) is convex, we now get
Finally, by Theorem 3.1 (with g = g 0 ), f is continuous at x 0 because so are g 0 and f (.) .
Proof of Theorem 1.2
Let A ⊂ X. We shall say that a map g : A → Y is A-regular (see [13] ) if for every locally finite cozero-set cover V of Y there exists a locally finite cozero-set cover U of X such that g −1 (V) is refined by U ∩A = {U ∩A : U ∈ U}. The following important property of A-regularity was actually established in [13] . In the situation of Theorem 1.2, every weakly continuous mapping admits "sufficiently many" continuous selections. Namely, in this section we establish the following more general selection theorem. (1) there exists a sequence {y n } convergent strongly to y for which lim f n (y n ) = f (y); and (2) whenever {y n } converges weakly to y, then lim inf f n (y n ) ≥ f (y).
In the present paper we regard another approach to Mosco convergence in Γ(Y ). Namely, identifying each function f ∈ Γ(Y ) with its epigraph, we may view Γ(Y ) as a subset of F c (Y × R). Then, the Mosco convergence in Γ(Y ) is compatible with the Mosco topology τ M in F c (Y × R) [2] .
In this section, we obtain the following generalization of [3, Theorem 3.7] . Now, let f * ∈ Y * , and let us observe that, by (1) and (2) 
