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Let K be a ﬁnite or a local ﬁeld of characteristic a2. We give a
new proof, in a slightly more general case, for the following
classical theorem of Milnor. If two unitary operators of a
quadratic space over K have the same irreducible minimal
polynomial, then they are conjugate via a unitary operator. Our
arguments are short and elementary.
& 2009 Elsevier GmbH. All rights reserved.In this note, K is a ﬁnite or a local ﬁeld of characteristica2. We let K denote an algebraic closure
of K. A quadratic space is a ﬁnite dimensional vector space over K, with a non-degenerate inner
product. Our goal is to give a new proof for the following.
Theorem A. If two unitary operators of a quadratic space over K have the same irreducible minimal
polynomial, then they are conjugate via a unitary operator.
The above is a slight extension of a classical theorem of Milnor. If K is a local ﬁeld, Theorem A is the
same as the main result of [2, Section 2]. Our proof is short and elementary. It uses the existence of a
nice orthogonal decomposition of the total space (see Lemma 1). This quickly reduces the problem to
a standard trace form question which is addressed in the last section. Theorem A is important
especially due to its implications to knot cobordism theory. See [1,2] for a detailed explanation of
this connection and history of the problem.1. Proofs
Let V ¼ Kn be a quadratic space with inner product /;S. Consider a unitary operator L : V-V ,
with minimal polynomial P. Assume that P is irreducible over K of degreeZ2. To keep the argumentevier GmbH. All rights reserved.
ARTICLE IN PRESS
A. Tupan / Expositiones Mathematicae 28 (2010) 262–264 263transparent, we will also assume that P is separable – automatically true if K is ﬁnite or a local ﬁeld of
characteristic 0. Since L and L1 are dual operators, we can conclude that PðXÞ and PðX1Þ have the
same zeroes. Fix a root a of P. Then a1 is also a root of P. Let x/x denote the involution of KðaÞ
mapping a to a1, over K.
The group GalðK=KÞ acts on Kn componentwise. Given v 2 Kn, we let VðvÞ denote the K - subspace
spanned by v and its Galois conjugates. The space VðvÞ is deﬁned over K. Moreover, if v is an a-
eigenvector of L, then VðvÞ decomposes as an orthogonal direct sum of hyperbolic planes
Spanfvs;vsg, where s runs through GalðK=KÞ. We say that VðvÞ is universal if /v;vS ¼ 1.
Lemma 1. The space V can be decomposed as an orthogonal sum of modules VðvÞ with all but one
universal. If K is ﬁnite, all VðvÞ can be made universal.
Proof. If u 2 Kn is an a- eigenvector of L, then u and u span a hyperbolic plane. Choose fv1; . . . ;vsg to
be a KðaÞ- basis of a- eigenvectors, with vi ? vj;vj for all iaj. Set v ¼
P
xivi, with xi 2 KðaÞ. Then
/v;vS ¼ x1x1/v1;v1Sþ    þ xsxs/vs;vsS
is a 2s- dimensional quadratic form over Kðaþ aÞ. If K is a local ﬁeld and s41, then the equation
/v;vS ¼ 1 is solvable, since its left hand side is a quadratic form ofZ4 variables. If K is a ﬁnite ﬁeld,
then the equation /v;vS ¼ 1 is always solvable. Next V ¼ VðvÞ  VðvÞ? and we ﬁnish inductively.
&
Remark 1. The above result is just a reﬁnement of the usual Jordan decomposition. Each VðvÞ
corresponds to a simple Jordan cell.
Proof of Theorem A. Universal modules are isometric, so by Lemma 1, our problem reduces to the
case of two isometries L1;L2 : V-V with the same characteristic polynomial P which is irreducible
over K. As before, a is a root of P. For each i ¼ 1;2, we identify isometrically ðV ;/;SÞwith a quadratic
space ðKðaÞ;/;SiÞ, the action of Li being multiplication by a in KðaÞ. Our question becomes:
If ðKðaÞ;/;S1Þ and ðKðaÞ;/;S2Þ are quadratic spaces isometric over K and a is unitary with respect to
both products, then the two spaces are isometric over KðaÞ, i.e., /x; yS1 ¼ /gx; gyS2 for some g 2 KðaÞ.
Our proof relies on the observation that an inner product on KðaÞ, for which a is unitary, is of the
form TrKðaþaÞK 3/;Sb, where /x; ySb ¼ bðxy þ yxÞ and b 2 Kðaþ aÞ. To justify this fact, let /;S be such
a product. There is b 2 KðaÞ such that /1; xS ¼ TrKðaÞK ðbxÞ for all x 2 KðaÞ. We have /ai; xS ¼ /1;aixS
and, by linearity, /x; yS ¼ TrKðaÞK ðbxyÞ. Symmetry forces b ¼ b and our observation follows.
Now let /;Si ¼ TrKðaþaÞK 3/;Sbi with bi 2 Kðaþ aÞ. By a standard trace form result (see Lemma 2), if
/;Sb1 and /;Sb2 have isometric trace forms over K, then they are isometric over Kðaþ aÞ. The latter
happens if they represent the same non-zero value, i.e., if b1 ¼ b2gg for some g 2 KðaÞ. This ﬁnishes
our proof. &
2. A lemma on trace forms
Assume that K=k is a ﬁnite extension of local ﬁelds of characteristica2. The lemma and some key
ideas below are from [2]. The proof given in [2] uses Galois cohomology and class ﬁeld theory. We
give a short and elementary argument.
Lemma 2. If /;S1 and /;S2 are two non-isometric products on K
n having the same determinant, then
the trace forms TrKk 3/;S1 and Tr
K
k 3/;S2 are non-isometric over k and have the same determinant.
Proof. The determinant statement follows, after diagonalization, from the observation that the trace
form of the one-dimensional quadratic form of determinant a has determinant NKk ðaÞ  discrðK=kÞ. The
isometry statement is extension transitive, so it is sufﬁcient to assume that K=k is either unramiﬁed
or totally ramiﬁed.
We start by reducing our problem to binary quadratic forms. Over a local ﬁeld, two quadratic
forms can be written as q ? q1 and q ? q2, where q1; q2 are binary quadratic forms. So, using our
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½d dg, with g; d 2 K.
Comparing Hasse invariants, one can conclude that sðq1 ? q2Þ ¼ sðq10 ? q20 Þ if qi; qi0 are non-
isometric forms of the same determinant (see [3, p. 167]). Since the same is true for trace forms, it
will be sufﬁcient to ﬁnd only one example of a pair of non-isometric binary quadratic forms
satisfying our theorem. We will choose d 2 k and g 2 K such that the trace forms of ½1 g and ½d dg
are non-isometric over k.
To make our choice, we look at Hasse invariants. If d 2 k, then the trace forms of /;S1 and /;S2
are scaled by d and the corresponding Hasse invariants will differ by a factor of ðd;7NKk ðgÞÞk, where
ð; Þk represents the Hilbert symbol of k (see [3, p. 167]). Therefore, our problem reduces to ﬁnding
d 2 k and g 2 K such that ðd;7NKk ðgÞÞk ¼ 1. By the non-degeneracy of the Hilbert symbol, it is
sufﬁcient to ﬁnd g 2 K such that 7NKk ðgÞ is not a perfect square in k.
If K=k is unramiﬁed, then the norm map NKk : UK-Uk is surjective on unit groups (see [4, p. 90]), so
we can choose g whose norm is 71 times a non-square of Uk. If K=k is totally ramiﬁed, then we
choose g to be a uniformizer of K, so its norm will be a uniformizer of k, hence a non-square. &
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