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Abstract
Electron Transport in Quantum Systems with Interaction
by Sara Abedi

Advisor: Sergey Vitkalov

High quality heterojunctions of semiconductors are the most versatile materials for
the fundamental study of quantum electron transport due to highly electron mobility.
GaAs have been at the forefront of investigating the physics of electron transport in two
dimensional systems. Another important material that has uncovered new phenomena and
enhanced our understanding of quantum electron transport are topological insulators. In
contrast to regular semiconductors such as GaAs, topological insulators have band
structures which are signicantly modied by the spin-orbit interaction. The strong
spin-orbit interaction lifts the spin degeneracy of electron waves, forcing electrons to
propagate along the sample boundaries. In particular, in three-dimensional (3D)
topological insulators, 2D helical electrons propagate along the 2D surfaces of the samples.
The presented research is focused on quantum transport properties of two 2D electron
systems: (a) GaAs quantum wells and (b) 2D helical electrons in a HgTe based 3D
topological insulator. In these materials we study the eects of tilted magnetic eld,
temperature, and electron density on quantum oscillations of 2D resistivity.
Magneto-intersubband resistance oscillations (MISO) of highly mobile 2D electrons in
symmetric GaAs quantum wells with two populated subbands are studied in magnetic
elds tilted from the normal to the 2D electron layer at dierent temperatures

T.

Decrease

of MISO amplitude with temperature increase is observed. At moderate tilts the
temperature decrease of MISO amplitude is consistent with decrease of Dingle factor due
iv

v

to reduction of quantum electron lifetime at high temperatures. At large tilts new regime
of strong MISO suppression with the temperature is observed. Proposed model relates this
suppression to magnetic entanglement between subbands, leading to beating in oscillating
density of states. The model yields corresponding temperature damping factor:

AM ISO (T ) = X/ sinh(X),

where

X = 2π 2 kT δf

and

δf

is dierence frequency of oscillations

of density of states in two subbands. This factor is in agreement with experiment. Fermi
liquid enhancement of MISO amplitude is observed.
Shubnikov de Haas oscillations of highly mobile two dimensional helical electrons
propagating on a conducting surface of strained HgTe 3D topological insulator are studied
in magnetic elds

B

θ

tilted by angle

where

ξ

a constant. Evolution of the oscillations with temperature T shows that the parameter

ξ

decrease of oscillations amplitude

contains two terms:

ξ

=

ξ1

+

A

from the normal to the conducting layer. Strong

ξ2 T.

is observed with the tilt:

A exp(−ξ/cos(θ)),

The temperature independent term,

ξ1 ,

is

signals possible

reduction of electron mean free path lq and/or enhancement of in-homogeneous broadening
of the oscillations in magnetic eld

B.

The temperature dependent term,

increase of the reciprocal velocity of 2D helical electrons:

δ(vF−1 ) ∼ B

ξ2 T ,

indicates

suggesting

modication of the electron spectrum in magnetic elds. Results are found in good
agreement with proposed phenomenological model.

Alhamdulillah
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Chapter 1
Introduction
1.1 Motivation
Electron transport is one of the major tools to study condensed matter physics. There are
dierent kinds of interactions present in quantum systems: electron-electron,
electron-phonon, spin-orbit coupling and others. In addition, carriers in low-dimensional
electron systems can be aected by external elds and temperature. Recent research has
shown that carriers within dierent materials may require modied descriptions.
Due to a strong electron screening in 3D normal metals the free electron model is
quite successful in the description of electron transport. In low dimensional systems, the
screening is reduced and eects of electron-electron interaction become relevant. In the
classical regime, these eects are barely seen because the e-e interaction (scattering) does
not reduce the total momentum of electron systems. In contrast, quantum electron
transport depends on the e-e interaction since quantum properties, in particular quantum
electron lifetime, are highly sensitive to this interaction. In this research we study the
eect of both e-e interaction and quantum engagement on fundamental properties of
quantum electron transport in GaAs quantum wells.

1
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Topological insulators present a new class of materials in which the spin orbit
interaction plays an important role. Samples studied in this research are very high quality,
demonstrating mobilities that classify as one of the world's highest. The samples with high
mobility allow us to conduct detailed experiments on the quantum transport of 2D helical
electrons in 3D topological insulators (spin-orbit coupling).

1.2 Synopsis
Chapter 2 starts with an overview of the materials that are investigated in this study:
GaAs quantum wells and 3D topological insulators (3D TIs). In 3D TIs, the direction of
the spin and momentum are locked perpendicular to one another, which classies electrons
in these materials as two-dimensional (2D) helical electrons. This property is found to be
important for the quantum transport of 2D helical electrons. The chapter continues with
the fundamentals of the magnetoresistance phenomena observed in both systems by
recalling the classical Drude model and Boltzmann transport equation. The dierences of
the electron spectra between 2D ordinary electrons and 2D helical electrons are discussed.
Chapter 2 ends with quantum magnetoresistance, specically Shubnikov de Haas (SdH)
oscillations and magneto-intersubband resistance oscillations (MISO).
Chapter 3 contains a description of the experimental apparatus and cryogenic
techniques used in the investigation. Then, I discuss the mounting of the sample as well as
the superconducting magnet used. I conclude with a brief description of the transport
measurement techniques employed.
Chapter 4 and 5 present the experimental ndings of this study. Chapter 4 provides
evidence of a universal temperature damping factor leading to the exponentially strong
decay of magneto-intersubband osciillations (MISO) in magnetically entangled subbands in
GaAs quantum wells. Materials of this chapter are published in Physical Review B
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Journal. Chapter 5 investigates the anomalous decay of Shubnikov de Haas (SdH)
oscillations of 2D helical electrons in magnetic eld. Materials of this chapter are published
with Nature, Scientic Reports. Finally, in section "Conclusion", I summarize the ndings
of this research. In addition, several appendices describe details of this study.

Chapter 2
Theory
2.1 GaAs Quantum Wells
GaAs and AlGaAs materials are used to create a 2D electron conducting layer at the
interface, also known as a GaAs/AlGaAs heterojunction. At the interface, the electron
energy bands bend which allows for electrons to become trapped in the direction
perpendicular to the interface. Two of such heterojunctions form a quanum well. Studied
in this research, high-mobility GaAs quantum wells are grown on semi-insulating (001)
GaAs substrate using molecular beam epitaxy (MBE). The accuracy of this technique
makes MBE to be one of the best for sample fabrication of high quality [1].
In MBE, the substrate is located inside a ultrahigh vacuum chamber. Furnaces which
have opening directed at the substrate with shutters in place vaporize the required
elements to construct the desired material. At these pressures the mean free path of the
particles is large compared to the chamber in which they are held. By opening and closing
the shutters we can control a beam of particles that will travel until they impinge on the
substrate. In this way we can control the type and thickness of a structure grown with
tremendous accuracy.

4
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The samples are fabricated by placing a GaAs quantum well between AlAs/GaAs
superlattice barriers. The

δ -doping

of silicon donors inside the superlattice barriers

provides conducting electrons inside the quantum well. In our samples the Si dopants are
placed symmetrically with respect to the quantum well and are screened by intervening
superlattice layers to minimize scattering from the ionic potentials[17]. Samples studied
had mobilities between

72

and

100m2 /V s

and densities around

8 × 1011 cm−2

.

Figure 2.1: (a) AlAs/GaAs heterojunction. (b) AlAs/GaAs/AlAs quantum well with two
populated subbands. (c) Schematic of the sample being investigated.

To understand this situation better we consider Figure 2.1(a). This simplied
example shows how electrons become trapped at an interface due to the band, indicating
that the AlAs material forms a potential barrier for electrons. In this study two interfaces
are combined to build the more familiar quantum well shown in Figure 2.1(c). In this
structure a vertical electron motion between two AlAs/GaAs reecting potential barriers
(orange layers) closely resembles the quantum mechanical problem of the motion of a 1D
particle in a box. This motion is quantized leading to quantum levels shown in Figure
2.1(b). In Figure 2.1(c) the lateral motion (along the layer) is not quantized and produces
2D electron subbands. The energy at the bottom of the subbands is determined by the
vertical quantization. Figure 2.1(b) shows the energy at the bottom of the two subbands.
The number of subbands that will be occupied is determined by the carrier density setting
the Fermi level. The density in our systems can be tuned additionally by gating. Figure

CHAPTER 2.
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ϵ1

and

ϵ2
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indicating a two-subband system. This system

is studied throughout this research. Resistance oscillations of the samples caused by
intersubband scattering in GaAs will be discussed in depth in Chapter 5.

2.2 Topological Insulators
Topological insulators (TIs) represent a new class of materials. They are characterized by
an insulating interior and conducting boundaries. Two-dimensional (2D) TIs have gapless
edge states and an insulated surface (1D Dirac cone). Three-dimensional (3D) TIs have
gapless surface states and an insulating bulk (2D Dirac cone-surface states). In 3D TIs,
due to a strong spin-orbit interaction, a propagating surface electron state with wave
vector k is locked perpendicular to the electron spin, as shown in Figure 2.2. This feature is
the dening feature of topological insulators and dierentiates 2D helical electrons from
ordinary 2D electrons, which are described by a spin degenerate

k -state.

Figure 2.2: These schematic shows the spin orientation being constrained perpendicular to
the electron's momentum in the conducting layer of the 3D TI sample.

CHAPTER 2.
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Due to the spin-momentum locking, backscattering on spinless impurites is absent,
leading to an overall supression of electron scattering on impurities. This property, called
topological protection, makes the surface highly conductive. The protection from
backscattering is useful for spin-based electronics and quantum computing applications.
The samples studied are mercury telluride (HgTe) 80 nm wide strained lms grown
on a (0,1,3) CdTe substrate, shown in Figure 2.3. Since HgTe ms grown directly on CdTe
sufer from dislocations due to the lattice mismatch, our 80nm thick HgTe ms were
separated from the CdTe substrate by a 20nm thin Cd0.7 Hg0.3 Te bufer layer. This buer
layer signifcantly increases the electron mobility up to 40

m2 /V s.

The 2D helical electrons

are located at the top and the bottom surfaces of the HgTe lm. Samples are etched in the
shape of a Hall bar with width

W = 50µm.

One of the important dierences between the two 2D electron systems studied in this
research is the electron localization within the samples. For the HgTe system, the top and
bottom layers are 10 nm CdHgTe layers and the bulk is a thick 80 nm HgTe layer. In this
system, each band of 2D helical electrons is localized inside the HgTe layer but within a 10
nm vicinity of the top and bottom surfaces of the layer. The separation of the two
conducting layers by the insulating bulk prevents intersubband electron scattering and
therefore magneto-intersubband resistance oscillations (MISO) are absent in 3D TIs. In
contrast, in the GaAs samples studied, both subbands are located inside the whole GaAs
layer, thus electrons of dierent subbands can transfer from one another via impurity
scattering. This will be further discussed in Section 2.7.2.

CHAPTER 2.
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Figure 2.3: These schematic shows the cross section of the heterostructure of the studied 3D
TI. Electrons are localized in a 10 nm vicinity of the top and bottom surfaces of the 80nm
thick HgTe layer.

2.3 Transport Properties
2.3.1 Drude Model
In 1900, Paul Drude proposed a model that explains the behavior of electrons in metals as a
behavior of electrically charged classical particles. In a steady state, the momentum gained
by electrons due to external elds equals the momentum lost due to scattering events:

h dp i
dt

=
f ields

h dp i
dt

(2.1)

scattering

CHAPTER 2.

where

p is the average electron momentum.

transport scattering time,

τtr .

THEORY
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The average time between collisions is called

When a magnetic eld is applied perpendicular to a 2D

conductor, Equation 2.1 becomes:


p
p
=e E+
×B
τtr
m
The DC electrical conductivity
density and electric eld

σ

(2.2)

is dened by the relation between the current

E [43]:
j = σE

(2.3)

j = −nev

(2.4)

The current density is dened as:

where

n

is the electron density,

e

is the electron charge and

v is the average velocity of the

electrons. The average electron velocity is directed opposite of

v=−

where

m

is the electron mass and

τtr

E:

eEτtr
m

(2.5)

is the relaxation time due to electron scattering

events, named the transport scattering time. Plugging Equation 2.4 and 2.5 into 2.3 gives
us the nal expression for the Drude conductivity:

σD =

ne2 τtr
m

(2.6)

CHAPTER 2.
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2.3.2 Boltzmann Equation
For a more detailed approach, we look to the Boltzmann transport equation. This model
explains the eect of external elds, temperature gradients, and scattering on impurities,
lattice waves, etc. on the local distribution of electrons

f (r ,

k) in state k at point r in

space. The equation is dened by describing the rate of change of the distribution [43]:







∂fk
∂fk
∂fk
∂fk
=
+
+
∂t
∂t dif f usion
∂t f ields
∂t scattering

(2.7)

The left hand side of Eq. 2.7 is zero for a steady state. To nd the steady state of an
electron, we need to solve for each term on the right side of Eq. 2.7. The eects of
scattering are complicated. For simplicity, let's only consider elastic scattering. The
scattering term can now be written as the following integral:

∂fk
∂t



Z
=

fk (1 − fj ) − fj (1 − fk )Q(j, k)dk

(2.8)

scattering

This equation tells us the probability of a scattering process from a state
the number of carriers in state

k,

k

to

j

depends on

and the number of vacancies in the nal state due to the

Pauli principle. The inverse process also contributes to the integral. A quantum
mechanical probability of scattering between the states
transition from a full state

k

to an empty state

k

and

j,

Q(k ,

j ),

describes the

j.

For electrical conductivity, let's assume there is only an electric eld

E in an innite

medium of constant temperature. This assumption leads Eq. 2.7 to become:



At small electric elds in the



∂fk
∂f
vk · e =
∂ϵ
∂t scattering

τ -approximation

the scattering term reads:

(2.9)
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∂fk
∂t
where
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and

τ


scattering

is relaxation time and
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1
= − gk
τ
fT

(2.10)

is distribution function at thermal

equilibrium[43]. Putting Eq. 2.10 into Eq. 2.8 gives


gk =


∂f
−
τ vk · eE
∂ϵ

(2.11)

The electric current is

Z
J =2

evk gk dk


Z Z
1
∂f dS
2
= 3
dϵ,
e τ vk (vk · E) −
4π
∂ϵ ℏvk

(2.12)

where we have changed an integral over a volume of k-space into integrations over surfaces
of constant energy. Eq. 2.12 suggests that the conductivity can be presented in the
following form:

Z
σ=
where

σ(ϵ)




∂f
σ(ϵ) −
dϵ.
∂ϵ

is conductivity through states with energy

ϵ

[49]. The conductivity

(2.13)

σ(ϵ)

is

nearly energy independent around the Fermi energy in the classical regime. However, for
the phenomena discussed in this thesis, we consider the quantum regime where there are
energy variations of

σ(ϵ).
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2.4 Classical Magnetoresistance
Now that we've introduced the Drude model, we can consider the classical contributions to

E = ρJ):

resistance due to a magnetic eld. Equation 2.3 leads to Ohm's law (







Ex  ρxx
 =
Ey
ρyx
where the resistivity

ρ̂

 
ρxy  Jx 
 
ρyy
Jy

(2.14)

is represented as a tensor in two dimensions. By applying Equation

2.4 and Equation 2.2 into Equation 2.14, we get:

1
E
x
   σD
  =  mω
c
Ey
2
ne


where

ωc = eB/m

resistivity,

ρxx ,





(2.15)

is the cyclotron frequency. The diagonal terms give the longitudinal

which equals the inverse of the Drude conductivity at zero magnetic eld.

The o diagonal terms give the Hall resistivity

RH

 
−mωc
Jx 
ne2 

 
1
Jy
σD

is the ratio of

ρxy

ρxy = −ρyx = −B/ne.

to the magnetic eld strength,

RH = −1/ne.

The Hall coecient

This is helpful in

determining the sign and density, n, of the carriers present in the system.
The conductivity is the inverse of the resistivity tensor, giving the following
expressions:

σxx =
σxy =

ρxx
σD
=
2
+ ρxy
1 + (ωc τtr )2

(2.16)

ρxy
σD · ωc τtr
=
2
+ ρxy
1 + (ωc τtr )2

(2.17)

ρ2xx
ρ2xx

A classically strong magnetic eld is dened by
and, thus,

σxx ∼ ρxx .

next section.

ωc τtr ≫ 1.

In this regime,

ρxy ≫ ρxx

The quantum contributions to the Drude result are discussed in the
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2.5 Landau Quantization
To describe quantum properties, we use Schrödinger's equation. In the presence of a
magnetic eld, the Schrödinger equation for a 2D electron is:

o
n 1
⃗ 2 Ψ(R, t) = iℏ ∂ Ψ(R, t)
[⃗p − eA]
2m
∂t
Substituting the Landau gauge

(2.18)

⃗ , Equation 2.18 becomes:
A = (0, Bx, 0) and p⃗ = −iℏ▽


h −ℏ2 ∂ 2
1
ℏk 2 i
2
+
mω
x
+
u(x) = Eu(x)
c
2m ∂x2 2
eB
This is the Schrödinger equation for a 1D harmonic oscillator where

(2.19)

ωc = eB/m

is the

cyclotron frequency. The energy spectrum of the oscillator is described as the following:

1
ϵn = (n + )ℏωc
2

(2.20)

If electrons scatter (impurity, e-e, e-phonon), then the Landau levels have a nite width
described by the quantum scattering lifetime

τq : Γ = ℏ/τq .

Γ

An increase in quantum

scattering rate will lead to level broadening. There is a strong change in a system when the
separation between Landau levels exceeds the width,

Γ > ℏωc ,

Γ ≤ ℏωc .

At small quantizing elds,

there is a large overlap of levels and the DOS is well approximated by a cosine

function. Later, we will see a modication of the DOS oscillations for the GaAs samples in
tilted magnetic elds.

2.6 Zeeman Eect
Electrons have a magnetic moment associated with their spin. The up and down
orientation of this moment, with respect to the magnetic eld, changes the energy of a

CHAPTER 2.
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where

µB = eℏ/2m0
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m0

is the bare electron mass

is the g-factor. The shift in energy is known as the Zeeman eect. The one-half

factor comes from the spin which carries angular momentum

1
± ℏ.
2

For 2D electrons, a key dierence between Landau quantization and Zeeman eect is
the dependence on magnetic eld. Zeeman eect depends on the total magnetic eld
whereas Landau quantization only depends on magnetic eld component perpendicular to
the 2D electron system. For 2D electrons, the ratio of the Zeeman energy to the cyclotron
energy depends on the angle

θ

between the magnetic eld and normal to the 2D layer:

µgB
gm
∆z
=
=
∆c
ℏωc
m0 cos(θ)

(2.21)

In topological insulators, due to the strong spin-orbit interaction, the Zeeman eect
provides a sub-leading contribution to the spectrum. The Zeeman eect is signicant for
2D electrons in GaAs quantum wells.

2.7 Quantum Resistance Oscillations
A striking outcome of Landau quantization are magnetoresistance oscillations. At small
quantizing elds, the conductivity is approximated with

ν̃(ϵ) = ν(ϵ)/ν0

σ(ϵ) = σD ν̃ 2 (ϵ)

where

is the relative DOS [49]. Plugging this into Equation 2.13 generates:

Z
σ(B) =

σD ν̃ϵ2




∂f
−
dϵ = ⟨σ(ϵ)⟩
∂ϵ

(2.22)

Equation 2.22 indicates that an oscillating DOS may create oscillations in conductivity. In
this research, Shubnikov de Haas and magneto-intersubband oscillations are studied. Below
I present a model of these oscillations used in this study.
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2.7.1 Shubnikov de Haas Oscillations
At T= 0 Kelvin, any quantum state below (above) the Fermi energy

ϵF

is occupied

(empty). As shown in Section 2.5, in magnetic elds the spectrum of 2D electrons is
quantized and is presented by Landau levels. As the magnitude of
between Landau levels,

∆c = ℏωc ,
ϵF .

through the Fermi level,

B increases, the spacing

increases. As a result, Landau levels start passing

When a Landau level is aligned with

ϵF ,

the elastic impurity

scattering rate is at a maximum leading to a maximum of the dissipative resistivity. In
contrast, when the Fermi level lies between two Landau levels, the magnetoresistivity is at
a minimum due to a decrease of impurity scattering. This phenomena of oscillations in
magnetoresistivity is called Shubnikov de Haas (SdH) oscillations. The impurity scattering
rate and, thus, the resistivity oscillate with magnetic eld. These oscillations are periodic
in the reciprocal perpendicular magnetic eld,

1/B⊥

[43].

In an originally spin-degenerate spectrum, the total DOS in magnetic eld

B

is

expressed as [41]:




2π(ϵ + ∆z /2)
2π(ϵ − ∆z /2)
− δcos
ν(ϵ) = ν0 1 − δcos
ℏωc
ℏωc


 

2πϵ
π∆
ν(ϵ) = ν0 1 − 2δcos
cos
ℏωc
ℏωc


where

δ = exp(−π/ωc τq )

DOS at

B=



is the Dingle factor,

τq

is quantum lifetime, and

0 T. The expression above is valid at small

δ: δ ≪

1 or

(2.23)

(2.24)

ν0 = m/πℏ2

ωc τq < 1.

Plugging in

Equation 2.24 into Equation 2.22 generates additional terms to Drude conductivity,

σ = σD + ∆σSdH + ∆σQP M R
The term, which is linear in

δ,

describes SdH oscillations:

is the

σD :

(2.25)
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∆σSdH
2πϵ
π∆Z
2πϵF
π∆Z
= −4δ cos
cos
= −4δA(T )cos
cos
σD
ℏωc
ℏωc
ℏωc
ℏωc


where

π
δ = exp −
τq ωc


,

ϵF

is Fermi energy and

A(T ) =

2π 2 kT /ℏωc
sinh(2π 2 kT /ℏωc )

(2.26)

is the SdH

temperature factor. Equation 2.26 shows how the quantized DOS aects conductivity.
When

EF = nℏωc ,

where

n

is an integer, the conductivity is at a maximum because a

Landau level aligns with the Fermi energy. At

EF = (n + 1/2)ℏωc ,

the conductivity is at a

minimum because the Fermi level lies between two Landau levels and elastic scattering at

EF

is suppressed. Equation 2.26 can also reveal important parameters of electron

transport. The quantum lifetime

τq

can be extracted from SdH amplitude and the carrier

density can be extracted from the frequency of SdH oscillations.
The term, which is quadratic in

δ,

describes quantum positive magnetoresistance

(QPMR) [12, 50]:









2π∆Z
∆σQP M R
2
2 2πϵ
2 π∆Z
2
= 4δ cos
cos
= δ 1 + cos
σD
ℏωc
ℏωc
ℏωc
The SdH magnitude is proportional to the Dingle factor

δ

(2.27)

while QPMR is proportional to

the square of this factor.

Topological Insulators:
For a spin non-degenerate spectrum, the second term in Equation 2.23 is absent. In
TIs, due to strong spin-orbit interaction, quantum states are spin non-degenerate even at B
= 0 and Landau levels do not split in the presence of the magnetic eld. Therefore,
Equation 2.23 becomes:





2π(ϵ + ∆z /2)
ν(ϵ) = ν0 1 − δcos
ℏωc


(2.28)
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and the spin-related factors are absent in Equations 2.26 and 2.27. In this study, we
consider SdH oscillations in 3D topological insulators.

2.7.2 Magneto-intersubband Oscillations
When

kT > ℏωc ,

temperatures

SdH oscillations are strongly temperature dependent. At higher

kT ≫ ℏωc ,

SdH oscillations are absent, but other quantum oscillations of

magnetoresistance are still observed in electron systems with multiple populated subbands.
These oscillations are magneto-intersubband oscillations (MISO).
An interesting phenomena occurs when two sets of Landau levels from dierent
subbands are considered. When quantum levels of dierent subbands are aligned, there is
maximum elastic electron scattering between two subbands. Again, as magnetic eld
increases, the space between quantum levels increases and therefore levels of each set,
started at dierent energies, pass one another that leads to oscillations of the impurity
scattering. These oscillations result in MISO.
A maximum of MISO occurs when the gap between the bottoms of the two subbands,

∆g ,

is a multiple of cyclotron energy:

∆g = nℏωc

(2.29)

At this condition, two sets of Landau levels are aligned with each other. MISO minima
occur at:

∆g = (n + 1/2)ℏωc

(2.30)

At this condition, the two sets of Landau levels are misaligned. For GaAs quantum wells,

i

the DOS of the th spatial subband reads as:
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(1) 
2πϵ
π∆Z
ν1 (ϵ ≥ 0)
= 1 − 2δ1 cos
cos
ν0
ℏωc
ℏωc


 
(2) 
2π(ϵ − ∆12 )
π∆Z
ν2 (ϵ ≥ ∆12 )
= 1 − 2δ2 cos
cos
ν0
ℏωc
ℏωc
At small quantizing magnetic elds, the conductivity

(1)

σ(ϵ)

(2)

(2.31)

(2.32)

is approximated as:

(12)

σ(ϵ) = σD ν̃1 (ϵ)2 + σD ν̃2 (ϵ)2 + σD ν̃1 (ϵ)ν̃2 (ϵ)
where
and

ν̃i (ϵ) = νi (ϵ)/ν0

(2)

σD

(2.33)

are normalized total DOS in each spatial subband. Parameters

(1)

σD

are Drude-like conductivities related to contributions of an eective intrasubband

scattering, while

(12)

σD

accounts for intersubband scattering. Substituting Equation 2.33

and 2.32 into Equation 4.4 yields the following relation:

σ(B) = σD + σQP M R + σM ISO + σSdH
The

σQP M R

(2.34)

describes quantum positive magnetoresistance:

σQP M R




(2) 
(1) 
(2) 2
(1) 2
2 π∆Z
2 π∆Z
+ σD δ2 cos
= 2 σD δ1 cos
ℏωc
ℏωc

where each term in Equation 2.35 comes from each spatial subband. The term

(2.35)

σM ISO

describes the magneto-intersubband oscillations:

σM ISO =

(12)
2σD δ1 δ2 cos



(1) 

π∆Z
ℏωc



(2) 

π∆Z
cos
ℏωc



2π∆12
cos
ℏωc


(2.36)

Equation 2.36 describes MISO observed in GaAs quantum wells. In 3D TIs, the 2D
helical electrons are localized on opposite sides of the HgTe layer and wave functions,
corresponding to these electrons, do not overlap. This leads to the absence of the coupling
between the two subbands of electrons, localized at opposite sides via impurity scattering
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and, thus, the absence of MISO. In the studied 3D TIs, MIS oscillations were not observed.

Chapter 3
Experimental Setup and Techniques
Experiments are done at temperatures from 4.2 Kelvin to 20 Kelvin in magnetic elds up
to 8 Tesla. This section describes the cryogenic techniques, sample fabrication, and
measurements used in this study.

3.1 Liquid Helium Cryostat
The cryostat consists of a thermally isolated jar suspended in a vacuum chamber that is
lled with liquid helium. The system is connected to a re-liquier that collects helium boil
o and returns it to the system. With this setup, a closed system is maintained and does
not need to be relled for years, ideally. However, there was an incident where a leak was
discovered and liquid He was escaping the cryostat. This required repairs and to rell the
cryostat with liquid helium.
The top of the cryostat has a gate valve system that allows for the insertion of
experimental probes without opening the system and exposing it to the atmsophere. A
computer controlled heater stage maintains temperatures of the liquid He-4 at 4.23 Kelvin,
providing a steady low temperature environment.

20
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It is composed

of a liquid helium cryostat, superconducting magnet made of niobium titanium wire, and
an experimental probe.

Two probes are used:

a temperature control probe and a non-

temperature control probe working at 4.2 Kelvin. All probes are equipped with a rotator
which rotates the sample inside the magnet bore.

3.2 Superconducting Magnet
The superconducting magnet is located in the liquid helium chamber. It is made of
multi-lamentary niobium titanium (NbTi) wire coiled and encased in a copper matrix for
quench protection and secured in place with epoxy. For this investigation, experiments
were done up to 8 Tesla for both samples. The direction of the applied magnetic eld is
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xed. In order to apply magnetic elds, which has a component parallel to the 2D
conducting layer, the sample is mounted on a rotating platform rotating in-situ in the
magnetic eld. This will be further discussed in Section 3.4.

3.3 Sample Mounting and Temperature Control
Samples are thermally anchored to a cold copper plate in vacuum along with a calibrated
thermometer and 100

Ω

heater. The cold copper plate is in a thermal contact with a steady

4.2 Kelvin environment of the cryostat. The DC and low frequency AC measurements
described below are made through BeCu wires which are thermally anchored to the copper
plate before reaching the sample. Heat is delivered to the stage by applying a DC current
to the heater. The sample is mounted closer to the thermometer than the heater to
minimize the eect of any temperature gradient on the measurement of temperature.
A proportional-integral-derivative (PID) controller is used to maintain xed
temperatures. This system reads the current temperature via a calibrated resistor. The
PID controller applies a DC voltage to the heater (RH ) in order to maintain a xed
temperature. In this thesis, a range of maintained temperatures is from 4.2 Kelvin to 20
Kelvin.

3.4 Sample Geometry and DC and Lock-in
Measurements
Both GaAs quantum wells and 3D TIs are fabricated into Hall bar geometries. Sample
resistance was measured using the four-point probe method. A 133 Hz ac excitation

Iac

is

applied through the current contacts and the longitudinal (direction of the applied current)
and transverse (Hall) voltages are measured (Vxx and

Vxy ).
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Figure 3.2: This Hall bar geometry provides the four-point probe method to measure the
longitudinal voltage,

Vxx

between contact 3 and 4, and the Hall voltage,

4 and 6, simultaneously using two lock-in ampliers.

Vxy

between contact

The AC electric current is applied

between contact 1 and 2.

These measurements are made with lock-in ampliers that ensure accuracy on a
sub-µV level. This is possible by using a synchronous signal analysis that extracts the
signal at a particular frequency from a noisy background environment.

3.5 Sample Rotation
One of the goals of this project is to observe the eects of tilted magnetic elds,

B = (B⊥ , B|| ), on the electron transport in low dimensional systems.

Figure 3.3
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demonstrates the geometry of a typical experiment. The orientation of the magnetic eld is
described by the angle

θ

between the magnetic eld

B and the normal to the sample.
I,

our experiments, the samples rotate around the direction of the electric current,

In

shown

by the red line in the gure. At

0o ,

the total magnetic eld applied,

B = (0, B|| ), is parallel to the 2D layer and therefore no

in-plane magnetic elds,

perpendicular component is present (B⊥
The angle

θ

=

are absent. At

is determined via measurement of the Hall resistance,

B = (B⊥ , B|| ).

θ = 90o ,

0 T).

which is proportional to the perpendicular component,
magnetic eld,

B|| ,

B⊥ = B · cos(θ),

The Hall resistance is maximized at

0o .

ρxy = B⊥ /ne,
of the total

The angle

θ

is

determined by the following relation:

θ = cos

−1



ρxy (θ)
ρxy (0o )


(3.1)
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Figure 3.3: Closer look at the studied 2DEG. The geometry of the typical experiment indicates the axis and angle of the sample rotation with respect to magnetic elds as well as the
geometry of the electrical measurements.

Chapter 4
Temperature Damping of
Magneto-intersubband Resistance
Oscillations
4.1 Introduction
The orbital quantization of electron trajectories and spectrum in magnetic elds
signicantly aects the electron transport in condensed materials [42, 43, 41]. SdH
resistance oscillations [42] and quantum Hall eect (QHE) [2] are remarkable eects of the
orbial quantization. These eects occur at a temperature,
cyclotron energy,

∆c = ℏωc ,

At high temperatures,

T, which is less than the

separating Landau levels. Here

kT > ℏωc ,

ωc

is the cyclotron frequency.

both SdH oscillations and QHE are absent due to a

spectral averaging of the oscillating density of states (DOS) in the energy interval,

δϵ ≈ kT ,

in a vicinity of Fermi energy,

At high temperatures,

kT > ℏωc ,

ϵF .
electron systems with multiple populated subbands

continue to exhibit quantum resistance oscillations [53, 54, 3, 4, 5, 6]. These

26
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magneto-intersubband oscillations (MISOs) of the resistance are due to an alignment
between Landau levels from dierent subbands

Ej

i

and

j

with corresponding energies

Ei

and

at the bottom of the subbands. Resistance maxima occur at magnetic elds in which

the gap between the bottoms of the subbands,
level spacing:

∆ij = kℏωc ,

where

k

∆ij = Ei − Ej ,

is a multiple of the Landau

is an integer [7, 8, 56, 9, 57]. At this condition, Landau

levels of two subbands overlap and the electron elastic scattering on impurities is enhanced
due to the possibility of electron transitions between the overlapped quantum levels of
and

j th subbands.

At magnetic elds corresponding to the condition

i th

∆ij = (k + 1/2)ℏωc ,

the intersubband electron scattering is suppressed since the quantum levels of two
subbands are misaligned. The spectral overlap between two subbands oscillates with the
magnetic eld and leads to MISOs, which are periodic in the inverse magnetic eld.
Recently, we studied transport properties of high quality GaAs quantum wells with
two populated subbands in tilted magnetic elds [55]. The goals of that study were to
detect eects of the spin (Zeeman) splitting on MISOs, as well as to investigate the eect
of the spin splitting on quantum positive magnetoresistance (QPMR) [10, 11, 12, 50] in a
2D system with two populated subbands. These experiments have demonstrated a
signicant reduction of the QPMR with the application of the in-plane magnetic eld,
which was in good agreement with the modication of the electron spectrum via Zeeman
eect with

g

factor

g ≈ 0.43 ± 0.07.

MISOs also have a strong reduction of the magnitude

with the in-plane magnetic eld. However, in contrast to QPMR, the MISO reduction is
found to be predominantly related to a modication of the electron spectrum via a
magnetic entanglement of two subbands, induced by the in-plane magnetic eld [55].
In zero magnetic eld, the electron motion in a quantum well can be separated on
two independent parts: the lateral motion along the 2D layer and the vertical motion
(perpendicular to the 2D layer), which is quantized. In a perpendicular magnetic eld, the
lateral motion is also quantized, forming Landau levels, but the lateral and vertical
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motions are still separable. The eigenstates of the systems can be, therefore, represented as
a product of two wave functions, corresponding to two eigenstates for vertical and lateral
motions. The in-plane magnetic eld couples vertical and lateral electron motions, making
these electron motions to be nonseparable or entangled. As a result, in a tilted magnetic
eld, the eigenstates of the system cannot be presented as a product of two wave functions,
corresponding to lateral and vertical motions but are presented as a linear superposition of
such products. In this chapter, we call this eect magnetic entanglement of two subbands
since mathematically the eect is similar to the quantum entanglement of particles in
many-body physics.
It is important to mention that the Hamiltonian Equation 4.2, describing the
entangled subbands, appears in QED models, where a photon mode/harmonic oscillator,
represented in our case by Landau levels, couples to a qubit, represented by two subbands.
Such systems have been used in atomic physics [13] and quantum optics as well as with
superconducting circuits [14, 15]. Recently, this model was exploited for 2D electrons on
the surface of liquid He-4 [16].
In this chapter, the temperature dependence of MISO amplitude is studied in a broad
range of angles

θ

between the magnetic eld

B, and the normal to the 2D layer.

At small

angles, the MISO temperature dependence is controlled by temperature variations of the
electron quantum lifetime entering the Dingle factor. At large angles

θ,

a dierent regime

of the temperature damping of MISO is observed, demonstrating an exponentially strong
decrease of MISO magnitude with the temperature. The proposed model relates the
observed MISO suppression with the magnetic entanglement of subbands leading to the
MISO damping factor:

AM ISO (T) = X/sinh(X),

where

X = 2π 2 kT δf

and

δf

is the

dierence frequency of oscillations of the DOS in two subbands. A comparison with the
model reveals an enhancement of MISO magnitude, which has a Fermi liquid origin.
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4.2 Experimental Setup
Studied GaAs quantum wells were grown by molecular beam epitaxy on a semi-insulating
(001) GaAs substrate. The material was fabricated from a selectively doped GaAs single
quantum well of width

d=

26 nm sandwiched between AlAs/GaAs superlattice screening

barriers [17, 18, 47, 19, 20]. The studied samples were etched in the shape of a Hall bar.

W = 50µm

The width and the length of the measured part of the samples are

L = 250µm.

and

AuGe eutectic was used to provide electric contacts to the 2D electron gas.

Samples were studied at dierent temperatures, from 5.5 Kelvin to 12.5 Kelvin in magnetic
elds up to 7 Tesla applied at dierent angles

θ

perpendicular to the applied current. The angle

VH = B⊥ /(enT ),

relative to the normal to 2D layers and

θ

is evaluated using Hall voltage

which is proportional to the perpendicular component,

the total magnetic eld

B⊥ = B · cos(θ),

of

B.

The total electron density of sample S1,

nT =

(8.0

±

0.03)

× 1011 cm−2 ,

was

evaluated from the Hall measurements taken in classically strong magnetic elds [43]. An
average electron mobility

µ ≈ 72m2 /(V s)

was obtained from

nT

and the zero-eld

resistivity. An analysis of the periodicity of MISOs in the inverse magnetic eld yields the
gap

∆12 =

EF =

15.15 meV between the bottoms of the conducting subbands. The Fermi energy

21.83 meV and electron densities

n1 = 6.12 × 1011 cm−2

the two populated subbands. Sample S2 has density

µ ≈ 100 × m2 /(Vs)

and the gap

∆12 =

and

n2 = 1.87 × 1011 cm−2

nT ≈ 8.0 × 1011 cm−2 ,

mobility

15.10 meV. Both samples have demonstrated similar

behaviors in magnetic elds. Below we present data for sample S1.
Sample resistance was measured using the four-point probe method. We applied a
133 Hz

ac

excitation

Iac = 1µA

through the current contacts and measured the

longitudinal (in the direction of the electric current,

a
direction) voltages (Vxx and

VHac )

in

x

direction) and Hall ac (along

using two lock-in ampliers with 10 MΩ input

y
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impedance. The measurements were done in the linear regime in which the voltages are
proportional to the applied current.

4.3 Results
Figure 4.1 shows dependencies of the dissipative resistivity of 2D electrons on the
perpendicular magnetic eld

B⊥ ,

taken at dierent temperatures T and the angle

between the direction of the magnetic eld
two subbands are disentangled. At

B and the normal to the 2D layer.

T = 5.5K

and small magnetic eld (B⊥

<

At

θ = 0o
θ = 0o ,

0.05 T), the

curve demonstrates an increase related to classical magnetoresistance [43, 55]. At higher
magnetic elds,

B⊥ >

0.08 T, the resistivity starts to oscillate with progressively larger

magnitude at higher eld. These oscillations are MISO. MISO maxima correspond to the
condition:

∆12 = kℏωc
where

∆12 = E2 − E1

is the energy dierence between the bottoms of two occupied

subbands and the index

k

is a positive integer [56, 57].

(4.1)
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ρxx ,

on perpendicular

magnetic eld taken at dierent temperatures: from bottom to top T= 5.5, 6.9, 8.5, 10.1,
and 10.9 K. The insert shows the Hall resistivity,

ρxy ,

in a perpendicular magnetic eld at
θ = 0o .

the same set of temperatures as in the main plot. Angle

The temperature signicantly aects the MISO magnitude. At temperature 10.9 K,
the MISO mangitude is substantially smaller compared to at

T = 5.5K .

Furthermore at a

higher temperature the oscillations starts at a higher magnetic eld. Both eects are a
result of an increase of the quantum scattering rate of electrons at higher temperature due
to the enhancement of electron-electron scattering [4, 5, 12]. This rate enters the Dingle
factor, aecting strongly MISO magnitude [see Equation 4.7]. The insert to Figure 4.1
shows the Hall resistivity at dierent temperatures. The insert indicates that the Hall
resistivity and thus the total electron density in the system are not aected by temperature.
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Figure 4.2: Dependencies of the dissipative resistivity of 2D electrons,

ρxx ,

on perpendicular

magnetic eld taken at dierent temperatures: from bottom to top T= 5.5, 6.9, 8.5, 10.1,
and 10.9 K. The insert shows the Hall resistivity,

ρxy ,

in a perpendicular magnetic eld at
θ = 87.86o .

the same set of temperatures as in the main plot. Angle

Figure 4.2 shows dependencies of the dissipative resistivity of 2D electrons on the
perpendicular magnetic eld

θ = 87.86o .
T = 5.5K

At

θ = 87.86o ,

B⊥ ,

taken at dierent temperatures

T

but at the angle

two subbands are entangled by the in-plane magnetic eld. At

and small magnetic eld (B⊥

<

0.05 T), the curve continues to demonstrate an

increase related to classical magnetoresistivity [43, 55]. At higher magnetic eld,

B⊥ >

0.08

T, the resisitivity starts to oscillate but with a magnitude which is signicantly smaller
than the one shown in Figure 4.1 for disentangled subbands. The insert to the gure
indicates that the Hall resistivity and the total electron density,

nT ,

are still temperature

independent and stays the same for entangled subbands.
To facilitate the analysis of the oscillating content, the monotonic background

ρbxx ,

obtained by an averaging of the oscillations in reciprocal perpendicular magnetic elds, is
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magnetic eld

−1
B⊥

ρxx (B⊥ ).

ρM ISO ,
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Figure 4.3 presents the remaining oscillating

as a function of the reciprocal perpendicular

for two temperatures as labeled. The thin solid lines indicate envelopes

of the oscillating content used in the analysis below.

Figure 4.3: Oscillating content of magnetoresistivity ρxx at two dierent temperatures as
o
labeled. (a) disentangled subbands at angle θ = 0 , (b) entangled subbands at angle θ =
87.05o .

For disentangled subbands, Figure 4.3(a) demonstrates that at the high temperatures

T =

10.9 K, the MISO magnitude is smaller than the one at

T =

5.5 K. An analysis of the

MISO envelope indicates that the MISO magnitude decreases exponentially and the
decrease is stronger at the higher temperature. Both the thermal suppression of MISO and
the enhancement of the MISO reduction with 1/B⊥ result from the increase of the
quantum scattering rate of 2D electrons, 1/τq , due to the increase of electron-electron
scattering at high temperatures.
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Figure 4.3(b) demonstrates the dependence of MISO on 1/B⊥ for the magnetically
entangled subbands at

θ = 87.05o .

The decrease of MISO magnitude with 1/B⊥ is dierent

from the exponential decrease of the disentangled subbands. The magnetic eld dependence
tends to saturate at small 1/B⊥ in contrast to the one shown in Figure 4.3(a). For the
entangled subbands, the MISO mangitude is signicantly reduced. Furthermore, a rough
analysis indicates that the relative decrease of the MISO mangitude with the temperature
is substantially stronger than the one for disentangled subbands. In particular, at 1/B⊥
5 (1/T) for the disentangled subbands, the ratio between MISO magnitudes at
and

T2 =

T1 =

=

5.5 K

10.9 K is close to 3, while for the entangled subbands the ratio is close to 10.

Figure 4.4 presents an evolution of the temperature dependence of the MISO
magnitude with the angle

θ

at xed 1/B⊥

of the normalized MISO magnitude on

84.59o ),

5 (1/T). Figure 4.4(a) shows the dependence

At a small subband entanglement (θ

the MISO magnitude drops exponentially with

straight line presenting the
and

T 2.

=

87.86o ),

T2

exponential decrease at

T2

= 0o

and

in good agreement with the solid

θ = 0o .

At larger angles (θ

the MISO drop becomes stronger and deviates from the

T2

= 87.05o

dependence.
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ρN
M ISO = ρM ISO /ρxx
2
dependencies on T and

Figure 4.4: Temperature dependence of normalized amplitude of MISO:

B = 0) at dierent angles as labeled.

(

T,

Panels (a) and (b) present

respectively.

In Figure 4.4(b), the symbols present the dependence of normalized MISO amplitude
on temperature

T. The solid straight lines demonstrate the exponential decrease with T.

At small subband entanglement (θ
exponentially with

= 0o ; 84.59o ),

the MISO magnitude does not decrease

T. The dependence deviates considerably from the solid straight line.

In

o
contrast, at the largest angle (87.86 ), the MISO reduction is consistent with the
exponential decrease with

T

and follows the solid straight line. Thus, Figure 4.4 shows

that the decrease of MISO amplitude with temperature is qualitatively dierent for the
entangled subbands, indicating a dierent mechanism leading to the MISO damping. This
regime of thermal MISO damping is analyzed below within a model, taking into account
the magnetic entanglement of 2D subbands.
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4.4 Discussion
4.4.1 Model of Quantum Electron Transport
In perpendicular magnetic elds (θ

= 0o ),

a microscopic theory of MISO is presented in

Refs. [56, 9, 57]. In this theory, the electron spectra of two subbands evolve in magnetic
eld quite independently. The reason is that at

θ = 0o ,

the lateral (in the 2D layer) and

vertical (perpendicular to the layer) electron motions are separable and do not aect ech
other. In a tilted magnetic eld, there is a component of the eld,

B|| ,

which is parallel of

the 2D conducting layer. This parallel component couples the lateral and vertical electron
motions and electron spectra of two subbands become magnetically entangled. A MISO
model, which takes into account this magnetic entanglement between two subbands, has
been proposed recently. The model demonstrates a signicant decrease of MISO amplitude
with the magnetic eld tilt [55]. A comparison with corresponding experiments indicates
that the magnetic entanglement between subbands is the dominant mechanism leading to
the angular decrease of the MISO ampltiude in GaAs quantum wells. Zeeman spin
splitting is found to provide a subleading contribution to the eect [55].
Below, this model is used to analyze the temperature dependence of the MISO
amplitude in tilted magnetic elds. The Zeeman eect is ignored. The analysis reveals a

universal

temperature-dependent factor which controls the MISO amplitude in

magnetically entangled subbands. The amplitude reduction is found to be exponential with
the temperature in the regime of a strong magnetic entanglement. In many respects, the
physics of this additional temperature factor is similar to the one for SdH oscillations. The
obtained factor describes a general MISO property.
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4.4.2 Spectrum in tilted magnetic eld
Let 2D electrons propagate along the

xy

plane and the

z

axes perpendicular axes to the

plane. In quantum wells, the spatial subbands are the result of quantization of the electron
wave function in the
energy

E1 (E2 )

z

direction. Index

i=

1(2) labels the low(high) subband with the

at the bottom of the subband. The subband separation is

∆12 = E2 − E1 .

With no in-plane magnetic eld applied, the spatial subbands are coupled to each
other via elastic scattering. An in-plane magnetic eld,

B|| ,

provides an additional coupling

via Lorentz force coming from the last term of the Hamiltonian
4.2. This additional

B||

H

presented by Equation

coupling preserves the degeneracy of the quantum levels but

induces variations of the electron spectrum, which, due to the relativistic origin of the
Lorentz force, are dependent on the energy (velocity). These spectrum variations destroy
the complete spectral overlap between Landau levels from dierent subbands, existing at
zero in-plane magnetic eld. This leads to the angular decrease of the MISO amplitude
[55]. Below, we investigate how this decrease depends on the temperature following to the
developed approach [55].
To estimate this eect, the electron spectrum of an ideal two subband system without
impurity scattering is computed numerically in a tilted magnetic eld. The impurity
scattering is then introduced by a broadening of the bare quantum levels using a Gaussian
shape of the DOS with the preserved level degeneracy [55].
We consider a quantum well of a width
electrostatic potential

B = (−B|| , 0, B⊥ ).

d

in the

z

direction formed by a rectangular

V (z ) with innitely high walls and placed in a tilted magnetic eld

Electrons are described by the Hamiltonian [55]:

2
e2 B||2 2 eB⊥ B||
ℏ2 kz2
ℏ2 kx2 e2 B⊥
2
+
x +
+ V (z) +
z +
xz
H=
2m0
2m0
2m0
2m0
m0
where

m0

is electron band mass. To obtain Equation 4.2, we have used the gauge (0,

(4.2)

CHAPTER 4.

TEMPERATURE DAMPING OF MAGNETO-INTERSUBBAND
RESISTANCE OSCILLATIONS

B⊥ x + B|| z ,

0) of the vector potential and applied the transformation

38

x → x − ℏky /eB⊥ .

The rst four terms of the Hamiltonian describe the 2D electron system in a
perpendicular magnetic eld. The corresponding eigenfunctions of the system are |N,
where

N = 0, 1, 2...

presents the

ξ⟩,

N th Landau level (the lateral quantization) and ξ = S, AS

S ) and antisymmetric (AS ) congurations of the wave function in

describes the symmetric (
the

z

direction (vertical quantization):

|N, AS⟩ = |N ⟩(2/d)1/2 sin(2πz/d).

|N, S⟩ = |N ⟩(2/d)1/2 cos(πz/d)

and

We use these functions to nd the energy spectrum of

the Hamiltonian (Equation 4.2) numerically. The numerical computations are presented in

Appendix A.
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Figure 4.5: Dependence of the energy of Landau levels, counted from the bottom of the
lowest subband in GaAs quantum well of

d = 27nm,

l

on Landau level index, , at dierent

in-plane magnetic elds as labeled. Each symbol corresponds to a Landau level. Kinks in
the dependencies occur at the energy corresponding to the bottom of the second subband,

Eg .

Decrease of the slope of the dependencies at

cyclotron mass

mc1

ϵ < Eg

with

B||

indicates increase of the

B|| at ϵ > Eg
B|| . Vertical line at l = 75
B⊥ = 0.222 T. Insert shows

in the rst subband. The independence of the slope on

suggests decrease of the mass

mc2

in the second subband with

marks the last populated Landau level in the studied system.

divergence of cyclotron masses in two subbands with the in-plane magnetic eld.

Figure 4.5 presents a dependence of the Landau-level energy, counted from the
bottom of the rst subband, on the counting index
labeled. At

B|| =

0 T and

ϵ < Eg = ∆12 ,

l

for dierent parallel magnetic elds as

the quantum levels correspond to the rst

subband. These levels are evenly separated by the cyclotron energy

∆c = ℏωc ,

forming a

straight line. The slope of this line is inversely proportional to the electron mass,

m0 ,

∆c ∼ 1/m0 .

for 2D

The slope is also inversely proportional to the DOS since DOS

parabolic bands. At

ϵ > Eg ,

∼ m0

since

the slope of the straight line is abruptly reduced by a factor of
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2. This results from the contribution of the second subband to the total density of states,
at

ϵ > Eg .

Since the mass in the second subband,

m0 ,

is the same, the total DOS is doubled

and the slope is reduced by a factor of 2. The transition between these two straight lines
occurs at
At

ϵ = Eg

B|| =

and corresponds to the energy of the bottom of the second subband

7 T and

ϵ < ∆12 ,

l

the electron spectrum is dierent. At the same index , the

Landau levels of the rst subband have a lower energy indicating an
cyclotron mass in the subband:

E2 .

mc1 > m0 .

increase

of the

This is the eect of the entanglement between

subbands, induced by the in-plane magnetic eld: the eigenstate

ψ1

of electron performing

a cyclotron motion in the tilted magnetic eld is now a linear superposition of the
symmetric |N, S> and antisymmetric states |N
at

B|| =

0 T. Although at

B|| =

+ 1,

AS> of the Hamiltonian [Equation 4.2]

7 T the open symbols form an apparent straight line, an

analysis indicates deviations of the data from the linear dependence, revealing a
nonparabolicity of the spectrum. To simplify the presentation, we neglect these deviations
and approximate the spectrum by a straight line. In other words, we consider the spectrum
to be parabolic. Similar to the spectrum at

B|| =

0 T, the straight line changes its slope

due to the contribution of the second subband to the DOS. The slope change occurs at a
higher energy,

Eg : Eg > ∆12

due to the contribution of the diamagnetic terms to the gap

[Equation A.2]. Within accuracy of 1%, the changed slope coincides with the slope
obtained at

B|| =

0 T and

ϵ > ∆12 .

This indicates that at

ϵ > Eg ,

the total DOS is

preserved and, therefore, the eective mass in the second subband is reduced by the
in-plane eld

B|| : mc2 < m0 ,

since

mc1 + mc2 = 2m0 ∼

total DOS at high energies.

Progressively stronger variations of the masses are seen at higher in-plane eld

B|| =

10 T.

The insert to Figure 4.5 shows relative variations of the cyclotron masses in the two
subbands induced by the in-plane magnetic eld. The insert demonstrates that at small
in-plane magnetic elds, the mass divergence is proportional to the square of the eld. An
analysis of the two-subband model in a small in-plane magnetic eld, given in

Appendix
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B, provides further support to the presented interpretation of the electron spectra.
The insert in Figure 4.2 presents the Hall resistance taken at large tilt:
The data indicates that the Hall coecient,

RH = 1/enT ,

θ = 87.86o .

which is the slope of the shown

line, does not depend on the in-plane magnetic eld. This suggests that the total density

nT = n1 + n2

and, thus, the electron population of Landau levels at xed

do not depend on

B|| .

Here

n0 = eB⊥ /(πℏ)

B⊥ : lp ≈ nT /n0

is the degeneracy of the Landau level

(including the spin degeneracy) and lp is the index of the highest populated level. In Figure
4.5, the vertical line at

l=

75 marks the highest populated Landau level at

B⊥ =

0.222 T

in the studied sample. At a xed electron density (electron population), the increase of the
electron mass

Eg

mc1

drives the Fermi energy,

EF ,

down, while the increase of the energy gap

between the subbands moves the Fermi energy up. An interplay between these two

eects results in a weak decrease of the Fermi energy with the in-plane magnetic eld in
the studied system.
The presented analysis above indicates that in tilted magnetic elds, the cyclotron
masses in two subbands are dierent:

mc1 > mc2 .

Dierent cyclotron masses lead to

dierent frequencies of the DOS oscillations induced by the orbital quantization in the
energy space. Namely, in the rst subband the DOS

ν1 (ϵ)

oscillates at frequency

f1 = 1/ℏωc1 ∼ mc1 ,

while in the second subband, the DOS,

f2 = 1/ℏωc2 ∼ mc2 ,

where

same

B⊥ ,

the frequency

f1

ωci

ν2 (ϵ)

is the cyclotron frequency in the

is higher than

f2

since

mc1 > mc2 .

oscillates at frequency

i th subband.

Thus, at the

The dierence between

frequencies results in a beating of the total DOS oscillations in the energy space as shown
in Figure 4.6.
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Figure 4.6: Energy dependence of the normalized density of states in the vicinity of Fermi
energy:

δϵ = ϵ − ϵF

in quantum well of width

placed in perpendicular magnetic eld
labeled. At

B|| >

B⊥ =

d =

33 nm with two populated subbands,

0.244 T and in-plane magnetic elds

B||

as

0, the dependencies, shifted up for clarity, demonstrate a beating pattern.

This beating is related to the cyclotron mass divergence presented in the insert to Figure
(1)
4.5. Quantum scattering time τq
= τq(2) = 4 ps.

Figure 4.6 demonstrates the total DOS in a vicinity of Fermi energy:
xed perpendicular magnetic eld

B⊥ =

δϵ = ϵ − ϵF

0.244 T and dierent in-plane magnetic eld

at

B||

as

labeled. The DOS is evaluated via numerical diagonalization of the Hamiltonian [Equation
4.2] and consecuive broadening of the Landau levels. To demonstrate the DOS beating
clearly, we use the same quantum scattering time for both subbands

τq(1) = τq(2) =

4 ps. The

obtained DOS oscillations are well described by an interference of two cosine functions. At

B|| =

0 T, the DOS oscillations are signicantly suppressed. This suppression is due to a

destructive interference of the DOS oscillations in two subbands oscillating in the antiphase.
This

π

phase shift between the DOS oscillations leads to a MISO minimum, while two

in-phase DOS oscillations should interfere constructively and lead to a MISO maximum
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(not shown). A noticeable property of the pattern is that the destructive interference at

B|| =

0 T does not depend on the energy. This property is tightly related to the fact that

the DOS oscillates at the same frequency
The DOS oscillations at

B|| =

f = 1/ℏωc

in both subbands at

B|| =

0 T.

0.66 T present an example of a partially constructive

interference. A noticeable property of these oscillations is an increase of the amplitude of
the oscillations with the energy. This property is due to the fact that, in constrast to the
DOS interference at
dierent:

f1 > f2 .

B|| =

0 T, the frequencies of two DOS oscillations at

B|| =

0.66 T are

Thus, the interference pattern between these oscillations depends on the

energy, exhibiting the beating. The DOS oscilations at

B|| =

2.29, 2.75, and 3.45 T

demonstrate the beating pattern with progressively shorter beating periods. The decrease
of the beating period or increase of the beating frequency,
the dierence frequency

δf = f1 − f2 = 2fb

with

B|| .

divergence, shown in the insert to Figure 4.5, since

fb ,

is related to the increase of

This increase is due to the mass

fi ∼ mi .

Below we explain qualitatively why the DOS beating leads to a temperature damping
of MISOs. A more detailed consideration is given in the next section. The electron
conductivity is determined by electrons in the

kT

vicinity of the Fermy energy

ϵF

[43]. The

MISO amplitude is determined by the square of the amplitude of the DOS oscillations
averaged within the
energy interval

kT

kT

interval (Equation 2.22 and [9, 56, 57]). Let's assume that the

is much less than the beating period (∼

1/δf ): kT δf <<

1. At this

condition, the MISO minimum (maximum) occurs when a node (antinode) of the beating
pattern is located in the

kT

vicinity of

ϵF ,

since at the node (antinode), the DOS

oscillations have a small (large) magnitude. At large temperatures

kT δf >>

1, the

kT

interval contains both node(s) and antinode(s) and the averaged square of the DOS
oscillations does not depend on the particular location of the beating pattern with respect
to

ϵF .

At this condition, MISO oscillations should be suppressed. This consideration

advocates for a decrease of the MISO amplitude with the temperature in magnetically

CHAPTER 4.

TEMPERATURE DAMPING OF MAGNETO-INTERSUBBAND
RESISTANCE OSCILLATIONS

44

entangled subbands.

4.4.3 Temperature damping of MISO in magnetically entangled
subbands
We consider a 2D electron system with two populated parabolic subbands placed in a small
quantizing perpendicular magnetic eld

= (B⊥ , B|| ).
(see also

B⊥

and an in-plane magnetic eld

B|| :

B

In accordance with the presented numerical analysis of the electron spectrum

Appendix B) at nonzero B|| the cyclotron masses, mc1 > mc2 and frequencies,

ωc1 < ωc2 ,

are dierent. This dierence leads to the DOS oscillating at dierent

frequencies,

fi ,

in dierent subbands:

fi = 1/ℏωci ,

where index

i=

1(2) corresponds to the

rst (second) subband.
At a small quantizing magnetic elds

ωci τq <

1 the main contribution to MISO comes

from the fundamental harmonics of DOS oscillations. The DOS of the

νi (ϵ),

i th spatial subband,

reads [41, 50]:

ν1 (ϵ ≥ 0)
= 1 − 2δ1 cos(2πf1 ϵ)
ν01
ν2 (ϵ ≥ Eg )
= 1 − 2δ2 cos[2πf2 (ϵ − Eg )]
ν02
where

ν0i

represents DOS at zero perpendicular magnetic eld,

Dingle factor and

τq(i)

describe the DOS in a

is the quantum scattering time in

kT

(4.3)

δi =

(i)
exp(-π /ωci τq ) is the

i th subbands.

vicinity of the Fermi energy. Within the

kT

The paramters

interval, the energy

dependence of these parameters in a weakly nonparabolic spectrum of 2D electrons,
induced by the in-plane magnetic eld, is neglected.
The 2D conductivity

σ

is obtained from the following relation:

ν0i
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σ(B) =



∂fT
= ⟨σ(ϵ)⟩
dϵσ(ϵ) −
∂ϵ

Z

The integral is an average of the conductivity
temperature interval

kT

σ (ϵ)

near Fermi energy, where

function at a temperature

T

45

(4.4)

taken essentially for energies

fT (ϵ)

ϵ

inside the

is the electron distribution

[43, 41]. The brackets represent this integral below. We

consider the regime of high temperatures:

fi kT >>

1. In this regime, SdH oscillations are

suppressed but MISO survive.
The conductivity

∼ (ν1 (ϵ) + ν2 (ϵ))2

σ (ϵ)

is proportional to square of the total DOS:

σ (ϵ)

[50, 49]. This relation yields the following term leading to MISO at small

quantizing magnetic elds [56, 57]:

(12)

σM ISO (ϵ) = σD ν̃1 (ϵ)ν̃2 (ϵ)
where

(12)

ν̃i (ϵ) = νi (ϵ)/ν0i

σD (B⊥ )

(4.5)

is the normalized DOS in each spatial subband. The parameter

is Drude-like conductivity, accounting for inter-subband scattering [56, 57].

Substituting Equation 4.3 and 4.5 into 4.4 yields the following expression for the
MISO of conductivity:

σM ISO (B) = 4σD δ1 δ2 ⟨cos(2πf1 ϵ)cos[2πf2 (ϵ − Eg )]⟩
(12)

An energy integration (see details in

Appendix C) yields the nal result:

σM ISO (B) = 2σD δ1 δ2
(12)

where parameter

X = 2π 2 kT δf

and

X
cos(2πf2 Eg + 2πδf ϵF )
sinh(X)

B|| =

(4.7)

δf = f1 − f2 .

The obtained expression reproduces the results for disentangled subbands at
T [56, 57]. Indeed, at

(4.6)

0 T, the dierence frequency

δf =

B|| =

0 and the temperature

0
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damping factor
condition

AM ISO (T) =

f2 Eg = j ,

f2 = f1 = 1/ℏωc

where

and

j

=

X/sinh(X)
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1. The MISO maxima correspond to the

is a positive integer, which is equivalent to Equation 4.1 since

Eg = ∆12

at

B|| =

to the product of two Dingle factors
For entangled subbands

δf >

δ1

0 T. Finally, the MISO magnitude is proportional
and

δ2

[56, 57].

0 and the temperature damping factor

AM ISO (T) =

X/sinh(X) decreases the MISO amplitude. This temperature decrease becomes exponential

X>

for

∼

1 since sinh(X)

exp(X) for

X > 1.

temperature and the dierence frequency

B|| ,

The parameter

δf = f1 − f2 .

the dierence frequency is proportional to

since

δf = f (mc1 − mc2 )/m0

and

B||2 .

X

At small in-plane magnetic elds,

This is shown in the insert to Figure 4.5

(mc1 − mc2 )/m0 ≈ χB||2

and small

constant. Thus, at small in-plane magnetic elds the parameter
[2π

2

km0 /(eℏ)]χtan2 (θ)T B⊥

is proportional to

divergence becomes weaker than
Within the order of

B||6

and

χ, ξ ,

and

η

B⊥ .

where

χ

X

is a

X = 2π 2 kT f χB||2 =

At larger

B|| ,

the mass

B||2 .

reads:

2π 2 km0
χ(1 − ξB||2 + ηB||4 )tan2 (θ)T B⊥
eℏ

are constants. In

ξ = 1.91 × 10−5 [d(nm)]2

and

B|| ,

indicating a presence of high order terms of

the parameter

X=

where

B||2 ,

T

is proportional to the

(4.8)

Appendix B, the constants χ = 1.12 × 10−5 [d(nm)]2

are computed analytically for the magnetically entangled

subands. Below we use the relation Equation 4.8 to compare experiments with Equation
4.7.
In many respects, the MISO temperature damping factor
one for SdH oscillations,

ASdH (T) = XSdH /sinh(XSdH ),

The main dierence is that the factor
whereas

ASdH

masses,

δf =

AM ISO

depends on the frequency

0 and

AM ISO =

where

AM ISO (T)

is similar to the

XSdH = 2π 2 kT /(ℏωci )

depends on the dierence frequency

fi = 1/ℏωci .

[42].

δf

For parabolic subbands with the same

1 is irrelevant. The MISO damping factor is important for
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nonparabolic spectra or parabolic spectra with dierent cyclotron masses in two subbands.

4.4.4 Temperature Dependence in Tilted Magnetic Fields
In this section, we compare the described model above and numerical computations of
MISOs with experiment. We start with the comparison between the numerical estimations
and experiment.
Figure 4.7 presents the dependence of MISO amplitude on reciprocal magnetic eld,
1/B⊥ , measured at dierent temperatures between 5.5 K and 10.9 K. Figures 4.7(a)-(d)
shows the dependencies taken at dierent angles
direction of the magnetic eld

θ

between the normal to 2D layer and the

B. The dashed lines present results of numerical

computations of MISO magnitude.
Figure 4.7(a) presents the dependence taken at
entanglement between subbands is absent and

θ = 0o .

AM ISO =

At this angle the

1. The MISO magnitude decreases

strongly with 1/B⊥ . This decrease is due to the exponential decrease of Dingle factors
with 1/B⊥ :

δi =

δi

(i)
exp(-π/ωci τq ). In accordance with Equation 4.7, the MISO magnitude is

proportional to the product of the Dingle factors. For disentangled subbands, the cyclotron
frequencies

ωc1

and

ωc2

are the same since

mc1 = mc2 = m0 .

Thus, the dependencies of the

MISO amplitude on 1/B⊥ , plotted in semilog scale, should be straight lines with the slope

(1)
proportional to the sum of quantum scattering rates in two subbands: 1/τq

+

(2)
1/τq . In

Figure 4.7(a), thin solid straight lines present the linear approximation of the measured
dependencies. At higher temperature, the slope of the lines become larger, indicating an
increase of the quantum scattering rate with the temperature increase. In the insert to
Figure 4.7(a), open symbols presents the temperature dependence of total quantum

tot
scattering rate 1/τq

=

(1)
1/τq

+

(2)
1/τq , extracted from these slopes.
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ρM ISO /ρxx (0) on reciprocal magT = 5.5, 6.14, 6.93, 7.74,

netic eld, 1/B⊥ , at dierent temperatures from top to bottom

8.54, 9.34, 10.13, and 10.93 K at angles as labeled. Solid lines represent experimental data.
Dashed lines are numerical computations of MISO magnitude multiplied with normalizing

FN (B⊥ ) = 0.55cos(0.096/B⊥ ). (a) The numerical computations use quantum scat(1)
times τq
= τq(2) as tting parameters to match with the experiment at dierent

function
tering

temperatures. In the insert, lled symbols present the obtained total quantum scattering
tot
rate: 1/τq
= 2/τq(1) . Open symbols present the rate determined from slopes of the thin
tot
straight lines shown in (a); (b)-(d) determined in (a) rates 1/τq
are used to compute MISO
magnitude.

The computed dependencies are shifted vertically to match with experiment,

using normalizing factor

K(T). d = 26 nm.

Sample S1.

A noticeable feature of the linear approximation is the convergence of the straight
lines to the single point at 1/B⊥

δ1 δ2 →

=

0 T. This feature follows from Equation 4.7 since

1 and, thus, becomes temperature independent at 1/B⊥

→

0. Another noticeable

feature is the apparent deviation of the measured dependencies from the straight lines at
1/B⊥ > 10 (1/T). The origin of this deviation is the focus of the other study

??.

In this

chapter we use a normalization of Equation 4.7 by a temperature independent function
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leading to a good agreement between experiment and the model.

In Figure 4.7(a), the dashed lines present results of the numerical evaluation of the
MISO magnitude. For each temperature, the MISO magnitude is evaluated numerically

tot
with only one tting parameter - the total quantum scattering rate 1/τq . The computed
dependence is multiplied by the normalizing function

FN (B⊥ ) =

0.55cos(0.096/B⊥ ), which

bends down the linear dependence at 1/B⊥ > 10, providing good agreement with the
experiment. Obtained via this procedure, the total scattering rate is shown by lled
symbols in the insert to the gure. This scattering rate is found to be slightly lower than
the one obtained via the rst procedure (open symbols). Both dependencies essentially
demonstrate the same variations of the quantum scattering rate with temperature,

δ (1/τqtot ) ∼ T 2 ,

indicating the dominant contribution of the electron-electron scattering to

the quantum electron lifetime [4, 5, 12].
For entangled subbands, the cyclotron frequencies
>

mc2 .

ωc1

and

ωc2

are dierent since

mc1

The dierence leads to variations of the product of Dingle factors with the in-plane

magnetic eld in Equation 4.7. Both numerical and analytical investigations of these
variations demonstrates weak (within a few percent) corrections to MISO magnitude in the
studied range of parameters. At
these corrections and use

τq(1) = τq(2) ,

these corrections are absent. Below we neglect

τq(1) = τq(2) .

Figure 4.7(b) presents the magnetic eld dependence of the MISO magnitude at

θ = 86.25o .

At this angle, the magnetic entanglement between two subbands leads to

modications of the MISO magnitude. Indeed, at 1/B⊥

≈

5 (1/T) and

T =

5.5 K, the

relative MISO magnitude is 0.058, which is considerably smaller than the one shown in
Figure 4.7(a): 0.094. At higher temperature

T =

10.9 K, the ratio between these two

magnitudes becomes even smaller: 0.37. The numerical evaluations demonstrate the
decrease of the MISO magnitude with the magnetic eld tilt and temperature and mostly
capture the changes in dependence shape. To better compare variations of the shape of the
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dependencies, the overall magnitude of the numerical MISO is multiplied by a factor of

K(T), which is shown in the insert to Figure 4.9.

In Figures 4.7(b)-(d), the factor

K

moves

the computed dependencies vertically providing a better overlap with the experiment.
Figures 4.7(c) and 4.7(d) present the magnetic eld dependence of the MISO
magnitude at

θ = 87.05o

and

θ = 87.86o .

At larger tilts, the entanglement between

subbands becomes stronger, leading to stronger suppression of the MISO magnitude. The
numerical computations continue to demonstrate good correlations with the shape of the
magnetic eld dependencies at dierent temperatures. These dependencies are not only
quantitatively but qualitatively dierent from the ones shown in Figure 4.7(a) for
disentangled subbands. In particular, the convergence of the responses at 1/B⊥

→

0, which

is apparent in Figure 4.7(a), disappears in Figures 4.7(c) and 4.7(d). Another noticeable
feature is a consistent increase of variations of the normalizing coecient

K

with the

temperature and the tilt, which is shown in the insert to Figure 4.9. This MISO property
will be discussed later.
All numerical dependencies, shown in Figures 4.7(b)-4.7(d), are obtained at xed
width, d= 26 nm, providing the best agreement with the shapes of experimental
dependencies. The quantum scattering rates are determined from the response of
disentangled subbands shown in Figure 4.7(a). Thus, in Figures 4.7(b)-4.7(d), the only
variable tting parameter is the normalizing factor

K, which moves the dependencies

vertically but does not change their shape. Thus, as for the functional dependence
presented in Figures 4.7(b)-4.7(d), comparison between experiment and the model uses
only one tting parameter - the width of the quantum well

d.

The obtained width

d=

26

nm coincides with the actual width of the studied 2D layer. Thus, the presented model
captures the variations of the shape of the dependency of MISO on 1/B⊥ .
Presented in Figure 4.7, comparison with the numerical MISO is done under

(i)
assumptions that the quantum scattering rates 1/τq and the Drude-like conductivity

(12)

σD
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do not vary with the entanglement between subbands. The obtained agreement supports
these assumptions, which we follow below.
To reveal the temperature damping factor

AM ISO (X) =

X/sinh(X), we compare our

experimental data with Equation 4.7 containing this factor. There are other factors (δi ,

(12)

σD

) entering the expression. The presented comparison above with the numerical MISO

as well as analytical considerations indicate that the product of these factors vary very
weakly with the entanglement between subbands. Below we neglect these variations. To
remove the eects of these factors in the comparison between Equation 4.7 and experiment,
we divide each dependence in Figures 4.7(b)-4.7(d) (entangled subbands) by the
dependence from Figure 4.7(a) (disentangled subbands) taken at the same temperature
This ratio

Rexp = ρM ISO (θ)/ρM ISO (0)

is compared with the one obtained from Equation

4.7. In accordance with Equation 4.7 at

Rmod =

τq(1) = τq(2) ,

X/sinh(X) depends only on the parameter

Rexp (X )

should follow

AM ISO (X) = X/sinh(X).

both ratios are divided by
ln(Rmod /X ) vs.

X

X,

yielding

Rmod /X ≈

the ratio of the MISO magnitudes

X. Thus, plotted versus X, the ratio

To facilitate the comparison at
2exp(-

X

for data at

using parameters

X ) at X

X > 1,

> 1. At large X,

is, thus, a straight line with a unity slope intersecting y-axis at

Figure 4.8 presents the dependence of the ratio
parameter

θ = 87.05o .

The parameter

χ = 1.12 × 10−5 [d(nm)]2

and

y0 =

Rexp /X = ρM ISO (θ)/ρM ISO (0)/X

X

ξ = 1.91 × 10−5 [d(nm)]2 ,

η0 = 4 × 10−10 .

on

computed in

26 nm for all temperatures, the experimental dependencies ln(Rmod /X ) vs.

the straight lines with unity slope at

2.

is evaluated from Equation 4.8,

Appendix B and parameter η0 = 4 × 10−10 [d(nm)]4 , where η0 is a tting parameter.
d=

T.

X

At

follow

Some of the straight lines and the

dependencies are shown in Figure 4.8. The upper insert to Figure 4.8 demonstrates the
magnitude of slopes obtained by a linear t of the data. The slope magnitudes uctuate
around the expected value 1.
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X
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θ = 87.05o

at dierent temperatures

T:

to the one at

θ = 0o ,

5.5, 7.74, 8.54, 9.34, and
2
−5

X is computed from Equation 4.8, using χ = 1.12 × 10 [d(nm)]
d(nm)]2 , (see Appendix B), and η = 4 × 10−10 [d(nm)]4 . Thin

10.9 K. The parameter
−5
and ξ = 1.91 × 10
[

straight lines present linear dependencies with a unity slope, expected from Equation 4.7.
Upper insert presents temperature variations of slope magnitude, obtained from linear t of
the normalized ratio. Lower insert presents temperature evolution of the intersect

y0

of the

linear t with the y-axis.

At

y0 ≈

T =

5.5 K, the intersect of the corresponding straight line with the y-axis yields

1.72. This value is slightly below the expected value 2. With an increase of

temperature, the intersect
intersect

y0

y0

increases. The lower insert presents the increase of the

with the temperature obtained from the linear t of the data. Thus, similar to

the comparison with the numerical MISO, shown in Figure 4.7, the comparison in Figure
4.8 advocates for an additional factor

K ∗ (T, θ)

controlling the MISO magnitude.

At dierent temperatures and angles, the normalizing factor

K∗

is determined by the

best overlap of experimental data with the expected dependence 1/sinh(
eects related to this factor, the experimental data

X ). To cancel

Rexp = ρM ISO (θ)/ρM ISO (0)

is divided
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by

K ∗ (T, θ).

This procedure leads to a collapse of experimental dependencies on the single

curve 1/sinh(

Figure 4.9:
one at

θ =

53

X ), shown in Figure 4.9.

Dependence of the ratio
0o normalized by
and

X

R

of MISO magnitude obtained at angle θ to the
∗
K : R∗ = R/X/K ∗ on parameter
at dierent

X

T : 5.5, 6.14, 6.93, 7.74, 8.54, 9.34, 10.13, and 10.9 K and dierent angles θ =
87.86o (see text for detail). The parameter X is computed from
−5
Equation 4.8, using χ = 1.12 × 10
[d(nm)]2 and ξ = 1.91 × 10−5 [d(nm)]2 , which are
−10
evaluated in Appendix B, and parameter η = 4 × 10
[d(nm)]4 at d = 26 nm. Dashed
line presents the dependence 1/sinh(X ) expected from Equation 4.7 at X > 1. The insert
∗
presents temperature dependence of normalizing coecients K (lled symbols) and K (open

temperatures

84.62, 86.25, 87.05, and

symbols) at dierent angles as labeled.

Figure 4.9 presents the dependence of the normalized ratio

R∗ = ρM ISO (θ)/ρM ISO (0)/X/K ∗

on the parameter

X

for dierent temperatures and angles.

The gure shows that for a broad range of temperatures and subband entanglement, the
normalized MISO magnitude,

R∗ ,

depends on the single parameter

agreement with the modied MISO temperature damping factor

X, demonstrating good

AM ISO /X =

X ),

1/sinh(
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shown by the dashed line in the gure. Thus, both comparisons, which are presented in
Figure 4.7-4.9, indicate that variations of MISO magnitude with the reciprocal magnetic
eld 1/B⊥ , temperature

T, angles θ agree with the model and are controlled by MISO

temperature damping factor

AM ISO = X /sinh(X ).

Both comparisons also indicate that there is another controlling factor

K ∗ (θ, T ) ≈ K(θ, T ),

which is beyond the presented model. The insert to Figure 4.9 shows

temperature dependencies of normalizing coecients

K

(lled symbols) and

K∗

(open

symbols), obtained by dierent tting procedures. Both procedures indicate the same
temperature increase of both factors at a given angle. The data shows that the
temperature variations of parameters
At large angles

θ = 87.05o

and

K

and

K∗

θ = 87.86o ,

are larger at larger

the unity slope of the dependencies

is observed for all temperatures. However at small angles (θ
high temperatures (T > 9 K), the dependencies

θ.

R∗ (X )

= 84.62o

and

R∗ (X)

θ = 86.25o )

and

demonstrate slopes with

magnitudes which are distinctly smaller than the unity. These dependencies are not shown
in Figure 4.9. The presence of these deviations suggests a transitional function

→ K ∗ (θ,

T) at a large

At large angles
function

θ

T)

X. The transitional function has not been investigated in this study.

and temperatures (large

Ftr (δ f, θ,

Ftr (δ f, θ,

X ), where the normalizing coecient K ∗ and the

T) are measurable, the access to small

Equation 4.8). At this small

B⊥ ,

X

requires a very small

B⊥

(see

the Dingle factors strongly suppress the MISO amplitude,

making the amplitude measurements not accurate. Measurements at smaller angles
indicate the presence of the transitional function. However, the magnitude of this function
is small, making an analysis of the function not very informative.

4.4.5 Eects of electron-electron interaction on MISO
Both Figure 4.8 and the insert to Figure 4.9 demonstrate an increase of the deviation
between the experiment and model with the temperature increase. The increase of the
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deviation correlates with the increase of the temperature dependent contribution to the
electron lifetime. Indeed, the insert to Figure 4.7(a) shows that at

T =

10.9 K the

contribution of electron-electron scattering to the quantum scattering rate is about four
times larger than at

T =

5.5 K and becomes dominant. This correlation suggests that

eects of electron-electron interaction or Fermi liquid eects may play an important role,
leading to the deviation between Equation 4.7 and experiment. Indeed, although ignored in
the presented model, such eects are important for quantum oscillations, resulting in a
renormalization of the electron mass and

g

factor - the eects, which have been intensively

investigated both theoretically and experimentally for several decades [41].
Eects of the electron-electron interactions on the quantum scattering time,
controlling the magnitude of quantum oscillations, are less frequently studied. Existing
theory predicts that the amplitude of the fundamental harmonic of SdH oscillations is
resilient to the temperature variations of the quantum scattering time, induced by
electron-electron interaction [21, 22]. In other words, the quantum scattering time, entering
the Dingle factor for the fundamental harmonic of SdH oscillations, is a
temperature-independent parameter. This can be considered as a result of the modication
of the electron lifetime by the electron-electron interaction. The modication leads to
contributions, enhancing the SdH amplitude and compensating the temperature-dependent
part of the quantum scattering rate in the Dingle factor. In contrast the quantum
scattering rate, entering the Dingle factor for the MISO amplitude, is a
temperature-dependent property, as shown in the insert to Figure 4.7(a).
To the best of our knowledge, Fermi liquid eects related to MISOs in magnetically
entangled subbands have not been investigated. Assuming a similarity of the Fermi liquid
contributions to the magnitude of SdH oscillations and MISOs in entangled subbands, one
should expect a relative increase of the MISO magnitude, which may explain the increase
of factors

K

and

K∗

with the temperature. The resilience of SdH amplitude to the
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electron-electron interactions can be obtained via an account of the interaction-induced
dependence of the electron-electron scattering rate on the energy
electron-electron collision rate for an electron at energy

ϵ

ϵ

[23]. The

counted from the Fermi energy

ϵF

is:

1
ϵ2 + π 2 (kT )2
qs vF
=
ln
τee (ϵ, T )
4πℏϵF
max(kT, ℏωc (ωc τtr )1/2 )
where

vF

is Fermi velocity,

τtr

is transport scattering time, and

(4.9)

qs = 2πe2 ν

is inversion

screening length [49, 23].
The energy dependence of the electron scattering rate makes the Dingle factors

δi

to

be energy dependent parameters:

−1
−1
(ϵ, T )
τim
+ τee
δi (ϵ, T ) = exp −
ωci /π



where

τim


(4.10)

is quantum scattering time due to impurity scattering. The time

temperature independent while the electron-electron scattering time
dependent. The time

τee

provides the

T2

τee

τim

is

is temperature

contribution to the quantum scattering rate

shown in the insert to Figure 4.7(a) for the disentangled subbands.
The energy dependence of the Dingle factors

δi

is not accounted for in the

above-presented analysis. The eect of the energy dependence of the
the relative MISO magnitude:

ρM ISO /ρM ISO (0o ) = σM ISO /σM ISO (0o )

e-e

scattering rate on

is evaluated below.

Plugging in Equation 4.6, 4.3, and 4.10 into Equation 4.4 leads to the following expression
for the relative MISO magnitude:

ρM ISO (θ)
⟨exp(−ϵ2 /ϵ20 )cos(2πδf ϵ)⟩
=
ρM ISO (0)
⟨exp(−ϵ2 /ϵ20 )⟩
where

ϵ0 = (2ϵ∗F ℏωc )1/2 .

In the estimation a possible dierence in the

(4.11)

e-e

scattering rate in
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two subbands and the temperature magnetic eld dependencies of the logarithmic factor in
Equation 4.9 are ignored. As a result, in Equation 4.11 the only tting parameter is

(i)

ϵ∗F ∼ ϵ(i) /ln[qs vF /max(kT, ℏωc (ωc )1/2 )].
Figure 4.10 demonstrates the dependence of normalized MISO magnitude,

ρM ISO (θ)/ρM ISO (0o )/X
temperatures

T =

on parameter

X

obtained from Equation 4.11 at angle

5.5, 6.14, 6.93, 7.74, 8.54, 9.34, 10.13, and 10.9 K and

ϵ∗F =

θ = 87.5o ,

8 meV. The

angle and temperatures correspond to the experimental dependencies of the normalized
relative MISO magnitude presented in Figure 4.8. In Figure 4.10, the dashed line shows

X ) for free 2D electrons computed at ϵ0 → ∞.

the dependence 1/sinh(

The obtained

behavior suggests that the relative MISO magnitude can be presented as a product of

X /sinh(X ) and a nite function Ftr (X, θ, T ):
X
ρM ISO (θ)
= Ftr (X, θ, T )
ρM ISO (0)
sinh(X)
Below, we investigate properties of the function

Ftr (X,θ,T).

(4.12)

In Figure 4.10, at small

X

< 1 the dependencies converge for all temperatures. This is related to the reduction of the
dierence frequency:

δf →

0 at

X→

0 since

δf

is proportional to

X. At δf → 0 in

Equation 4.11 the cosine function tends to 1 and the ratio of the two integrals approaches
unity. Thus, at

X→

0 the function

Ftr (X, θ, T ) →

1 since

X/sinh(X) →

1.
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o
Figure 4.10: Dependence of the ratio of MISO magnitude obtained at angle θ = 87.05 to
o
∗
the one at θ = 0 normalized by
on parameter
. The dependence is computed at ϵF =

X

X

T : 5.5, 6.14, 6.93, 7.74, 8.54, 9.34,
10.13, and 10.9 K using Equation 4.11. The parameter X is computed from Equation 4.8,
−5
using χ = 1.12 × 10
[d(nm)]2 and ξ = 1.91 × 10−5 [d(nm)]2 , obtained in Appendix B,
−10
and parameter η = 4 × 10
[d(nm)]4 at d = 26 nm. Thin straight lines present linear
dependencies with a unity slope. Dashed line displays free electron response 1/sinh(X ). The
8 meV and dierent temperatures from bottom to top

insert shows temperature evolution of factors

K∗

and

K ee , characterizing maximal deviation

of the experimental and model data from the free electron response.

At large

X→∞

but a nite temperature, the function

Ftr (X, θ, T )

also tends to

unity. To understand this property, we note that in accordance to Equation 4.8 a large
corresponds to a large

B⊥

and, thus, to large

ℏωc

and

ϵ0 .

At

ϵ0 ≫

X

kT in Equation 4.8, the

Gaussian functions can be neglected that leads to the free electron result [Equation 4.7].
At an intermediate

X, the function Ftr (X, θ, T ) deviates from unity and reaches a

maximum. The increase of the function

Ftr (X, θ, T )

from unity is a result of the

electron-electron interaction and thus is a Fermi liquid eect. The electron-electron
interaction leads to a decrease of the quantum lifetime of quasiparticles with the energy

ϵ

away from the Fermi energy [21, 22]. Equations 4.9 and 4.10 take into account this lifetime
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exp(-ϵ2 /ϵ20 ),
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which enhances the MISO

amplitude. Mathematically, the eect is due to a reduction of the range of the energy
integration in Equation 4.11 from (-kT, kT), settled by the distribution function

fT

for free

electrons, to a smaller range, which for the interacting electrons is additionally aected by
the range narrowing factor

exp(-ϵ2 /ϵ20 ).

The energy averaging of the oscillation content

[cos(2πδf ϵ)] in narrower energy intervals leads to a suppression of the averaging and results
in a larger value of the integral and, thus, the function

Ftr (X, θ, T )

[23].

In the experimentally studied range of parameters, the maximum of the function

Ftr (X, θ, T )

appears to be quite at and can be approximated by a straight horizontal line,

which acquires a unity slope in Figure 4.10. This property agrees with the experiment.
Three of these lines are shown in Figure 4.10. A coecient

K ee (T ) ≈ max[Ftr (X, θ, T )]

characterizes the vertical displacement of these lines from the free electron response

X ) (dashed line).

1/sinh(

Figure 4.10 demonstrates that the coecient

K ee (T )

increases

with the temperature. This behavior is also in agreement with the experiment shown in
Figure 4.8.
The insert to Figure 4.10 demonstrates a comparison between coecient
obtained from experimental data presented in Figure 4.8 and coecient
the model data presented in Figure 4.10. At

ϵ∗F =

K ee ,

8 meV, both coecients

K ∗,

obtained from

K ∗ , K ee

and

variations of these coecients with the temperature are close to each other. Furthermore,
an evaluation of the temperature dependence of the quantum scattering rate, using the
temperature-dependent part of Equation 4.9, yields

−1
τq−1 (T ) − τq−1 (0K) = τee
(ϵ = 0) = π(kT )2 /(4ℏϵ∗F ) ≈

2
1.2 (GHz)T . This value is close to the

inelastic scattering rate obtained in the experiment at
Figure 4.7(a):

τq−1 (T ) − τq−1 (0K) =≈

θ = 0o

and shown in the insert to

2
1.5 (GHz)T . Thus, the account of the

electron-electron interaction improves the agreement between the experiment and model,
revealing the interaction induced enhancement of MISO amplitude. Recently, we have
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developed another approach accounting for the eect of the electron-electron interaction. A
comparison of the dierent approaches is presented in

Appendix D.

Chapter 5
Shubnikov de Haas Oscillations of 2D
Helical Electrons
5.1 Introduction
Two- and three-dimensional topological insulators (3D TIs) represent a new class of
materials with an insulating bulk and topologically protected conducting boundary states
[24, 25, 26, 27, 28, 29, 30, 31, 32, 33]. In 3D TIs, due to a strong spin-orbit interaction, a
propagating surface electron state with wave vector

k

is non-degenerate and keeps the

electron spin polarization locked perpendicular to the wave vector

k

in the 2D plane (2D

helical electrons) [28, 32, 33]. Due to the spin-momentum locking, the electron scattering
on impurities is suppressed since the scattered electron should change both the linear and
the angular (spin) momenta. It leads to a topological protection of the helical electrons
against the scattering. In particular, the

180o

backscattering is expected to be absent

[31, 32, 33]. The topological protection is predicted to enhance the mobility of helical
electrons and is the reason why TIs are considered for various applications [34].
A predicted 3D topological insulator, based on strained HgTe lms [28], has been
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m2 /Vs)

of 2D helical

electrons in this system is achieved [37, 38]. The high mobility facilitates measurements of
transport properties, in particular, Landau quantization of helical electrons down to low
magnetic elds [35, 36, 37, 38] and has provided a transport verication of the
non-degeneracy of the helical surface states in strained HgTe lms [39].

Figure 5.1: Evolution of 2D electron spectrum with an increase of the total magnetic eld

B2 at xed cyclotron energy: ∆C1 = ∆C2 . (a) In spin degenerate spectrum magnetic eld B2 increases the spin splitting ∆Z2 > ∆Z1 of Landau levels leading to a decrease
of the amplitude of fundamental harmonic of the density of states: A2 < A1 and, thus, the
from

B1

to

amplitude of SdH oscillations [40, 41]. (b) In spin non-degenerate spectrum magnetic eld

B2

does not split Landau levels and, thus, keeps the amplitude of fundamental harmonic

intact:

A2 = A1 .

Below we present transport investigations of quantum resistance oscillations of highly
mobile 2D helical electrons in HgTe strained lms placed in tilted magnetic elds. Due to
the spin-momentum locking a propagating quantum state of a 2D helical electron is
non-degenerate and, thus, cannot split in a magnetic eld. In contrast, the spin degenerate
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propagating state of an ordinary 2D electron splits on spin-up and spin-down levels by the
magnetic eld that leads to large variations of amplitude of Shubnikov de Haas (SdH)
oscillations in tilted magnetic elds [40, 41]. Figure 5.1 illustrates the dierence between
two spectra. Thus, the angular variations of SdH resistance oscillations of 2D helical
electrons are not expected since the electron spin non-degenerate quantum states do not
split.
Experiments presented below demonstrate that, despite the spin non-degeneracy of
the electron spectrum, a tilt of the magnetic eld

B

with respect to 2D layer strongly

reduces the amplitude of the quantum oscillations. Mechanisms leading to the eect are
not known. A phenomenological model of the eect is proposed. Comprehensive
investigations of this unusual eect show that both temperature independent and
temperature dependent factors are responsible for this anomalous damping of SdH
oscillations of the 2D helical electrons. The temperature independent factor is consistent
with a reduction of an eective quantum mean free path in magnetic elds. The
temperature dependent factor indicates an increase of the reciprocal Fermi velocity
2D helical electrons in magnetic eld:

δ(vF−1 ) ∼ B .

vF−1

of

This outcome suggests a modication of

⇀
the electron spectrum

ϵ( k )

and the dynamics of 2D helical electrons in magnetic elds.

5.2 Experimental Setup
Strained HgTe lms are grown by molecular beam epitaxy on (0,1,3) CdTe substrate. Since
HgTe lms grown directly on CdTe suer from dislocations due to the lattice mismatch,
our 80nm thick HgTe lms were separated from the CdTe subtrate by a 20 nm thin

Cd0.7 Hg0.3 Te
to 40

buer layer. This buer layer signicanttly increases the electron mobility up

m2 /(Vs)

[37]. Insert to Figure 5.2 presents the 3D TI sample used and a geometry of

experiments. The 2D helical electrons are formed at the top and the bottom surfaces of the
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HgTe lm. The structures are equipped with a TiAu gate providing the possibility to tune
the Fermi energy
n

= nt + nb

EF

inside the insulating gap

of 2D helical electrons, where

∆g ≈

nt (nb )

15 meV [37] and to change the density

is the density of 2D electrons located at

the top (bottom) of HgTe lm. Mangetotransport experiments indicate that at a large
positive gate voltage

V g , nt

>

nb

since the top HgTe surface is closer to the gate [37].

Reported here are measurements when the Fermi energy is inside the gap
Samples are etched in the shape of a Hall bar with width
are studied in magnetic elds up to 8 Tesla at dierent angle

θ

∆g .

W = 50µm.

Two samples

relative to the normal

n

to

2D layers and perpendicular to the applied current (see insert to Figure 5.2). The angle
is evaluated using Hall resistance
component,

B⊥ = Bcos(θ),

Rxy ,

θ

which is proportional to the perpendicular

of the total magnetic eld

B. Experiments indicate that 2D

helical electrons located at the top of the HgTe lm provide the dominant contribution to
SdH oscillations at small magnetic elds [37, 38]. Investigations of quantum resistance
oscillations of 2D electrons located at the top surface are presented below. The density
is estimated from the frequency of SdH oscillations taken at

θ = 0o

nt

(see upper insert to

Figure 5.3) and from a comparison of the observed positive magnetoresistance with a
two-subband model. Both methods yield very consistent results for the electron density,

nt ,

shown by the circles in the lower insert to Figure 5.3.
An averaged mobility obtained from the Hall resistance and the resistivity at zero
magnetic eld for sample TI1 (TI5) is

µ=

43

m2 /(Vs)

(37

m2 /(Vs)).

measured using the four-point probe method. We applied a 133 Hz

Iac = 0.5µA

Sample resistance was

ac

excitation

through the current contacts and measured the longitudinal (in the direction

of the electric current,

x -direction) and Hall (along the y -direction) voltages.

The

measurements were done in the linear regime in which the voltages are proportional to the
applied current.

CHAPTER 5.

SHUBNIKOV DE HAAS OSCILLATIONS OF 2D HELICAL
ELECTRONS

65

5.3 Results
Figure 5.2 shows the dissipative magnetoresistivity

ρxx (B )

labeled. Quantum resistance oscillations are visible at
signicantly suppressed at
monotonic background

θ

68o .

>

ρbxx (B ),

taken at dierent angles

θ = 0o , 24o ,

and

58o

θ

as

and are

To facilitate the analysis of the oscillating content, the

obtained by an adjacent point averaging over the period of

the oscillations in reciprocal magnetic elds, is removed from the magnetoresistivity

ρxx (B ).

B

ρxx of 2D helical electrons on magnetic eld, , applied
o
with respect to HgTe layers as labeled. Visible at θ = 0 oscillating
o
content is suppressed at θ > 73 . The insert shows the studied structures and geometry of

Figure 5.2: Dependence of resistivity
at dierent angles

θ

the experiments. Sample TI5.

Vg =

2.5 V. T

=

4.2 K.

Figure 5.3 presents the remaining oscillating content of the magnetoresistivity,

δρSdH = ρxx − ρbxx ,
magnetic eld

normalized by

−1
B⊥
.

ρxx (B = 0)

as a function of the reciprocal perpendicular

As expected, the SdH oscillations are periodic in

agreement with Figure 5.2, SdH oscillations decrease with the angle

θ = 82o .

θ

−1
B⊥

[41, 42]. In

and are absent at

The upper insert shows the Fourier spectrum obtained by Fast Fourier
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Transformation (FFT) of the oscillations taken between 1/B⊥
(1/T) at

θ = 0o .

The SdH frequency

nt = (e/h)F = 1.1 × 1015 m−2

F =

θ

=

R
1.09 (1/T) and 1/B⊥

5

Vg ,

the density

nt

is found

indicating that the magnetic eld does not change the

electron density. A comparison of the density

nt

with the total density obtained from the

Hall resistance, shown in Figure 5.8(b), indicates a presence of a second group of 2D
electrons with a density

=

4.5 (T) yields the 2D electron density

[41, 42]. At a xed gate voltage,

to be the same at dierent angles
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nb = 0.8 × 1015 m−2 .

This density provides SdH oscillations at

frequency 3.3 (T). These oscillations are absent in the spectrum at small
consistent with previous experiments [37].

B⊥ ,

which is
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Dependence of normalized resistance oscillations δρSdH /ρxx (0) of 2D helical
−1
electrons on reciprocal perpendicular magnetic eld B⊥ at dierent angles θ as labeled.
o
The amplitude of the SdH oscillations reduces with the angle and is zero at θ = 82 . Upper
−1 L
o
insert shows the FFT spectrum of the oscillations started at (B⊥ ) = 1.09 (1/T) at θ = 0 .
Lower insert shows electron density determined by dierent methods. Filled circles present
Figure 5.3:

the density

nt

obtained from comparison of the magnetoresistance with two subband model

(see Figure 9(c)). Open circles (squares) present the density determined from the frequency
of SdH oscillations for spin non-degenerate (degenerate) spectrum. Sample TI5.
T

=

Vg = 2.5 V.

4.2 K.

In Figure 5.3, the lower insert shows a comparison of the electron densities,

nt

and

nb ,

obtained by dierent methods at dierent gate voltages. The lled symbols present the
density

nt

extracted from a comparison of the magnetoresistivity and Hall resistance with a

two-subband model [43] (see Section 5.4.3 for more details). Open symbols demonstrate
the density

nt

computed from the frequency of the quantum oscillations. For a

non-degenerate spectrum,

nt = (e/h)F ,

and the computations yield density presented by

open circles. This density is in good agreement with the density
degenerate electron spectrum

nt = 2(e/h)F

n1 .

For the spin

and computations yield density presented by

CHAPTER 5.

SHUBNIKOV DE HAAS OSCILLATIONS OF 2D HELICAL
ELECTRONS

68

open squares. This density is approximately twice as large compared to

n1

obtained from

the two-subband model. Thus, the comparison indicates that the studied electron system
has spin non-degenerate spectrum. This outcome is in accord with previous works
[35, 36, 37, 38, 39].

5.3.1 Analysis of angular dependence
To analyze the observed angular dependence of the amplitude of SdH oscillations in the
spin non-degenerate electron system, one should assume that some physical parameters,
controlling the SdH amplitude in Lifshits-Kosevich formula [41, 42], change with the
magnetic eld. Section 5.4.1 contains a derivation of Lifshits-Kosevich formula and
presents a logic and detail of modications leading to the angular dependence. In Figure
5.4(a) the presented data indicates an exponential decrease of the oscillations amplitude
with

u = B/B⊥ = 1/cos(θ).

This property suggest that possible modications of the

parameters within the exponential Dingle,

δ,

and temperature dependent, A(T), factors

controlling the amplitude of the SdH oscillations, should be proportional to

B/B⊥

(see

Equation 5.11 in section 5.4.1). The following dependence of the eective quantum mean
free path lq and Fermi velocity

vF

on the magnetic eld

B:

lq−1 = l0−1 (1 + αB)
vF−1
where l0 ,

B/B⊥ .

v0F , α, β

=

−1
v0F
(1

(5.1)

+ βB)

are constants, lead to the exponential decrease of

δ

and A(T) with

Derived under this assumption Equation 5.15 demonstrates the exponential

decrease of the amplitude of SdH oscillations with

B/B⊥ = 1/cos(θ).

Described by Equation 5.15, small relatives variations of the conductivity,

δσSdH ,

are
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δρSdH ,

measured in the experiment:

δσSdH /σD = δρSdH /ρN
where

σD

is the classical (Drude) conductivity and

ρN

(5.2)

is a normalizing resistivity (see

section 5.4.2).
To analyze the fundamental harmonic of the resistivity, oscillating frequency

F

in

Figure 5.3, we use Fast Fourier Transformation (FFT) of the normalized oscillations of the
resistivity

δρSdH /ρN

with

ρN = ρxx (0).

The Fourier analysis separates SdH oscillations

from the top and bottom layers and/or 3D bulk (if any) exhibiting dierent frequencies.
The experimental FFT amplitude is compared with the Fourier amplitude obtained from
the Fourier transformation of the normalized oscillations of the conductivity described by
Equation 5.10. The Fourier analysis of Equation 5.10 yields the following dominant term
for the Fourier amplitude of the fundamental harmonic at frequency

F F T (δσSdH /σD ) =
where

Cn

F:

4aT [(3βu + 1/B⊥ )k + 1]
× F F T n = Cn × F F T n
k2

is a normalizing function and the normalized amplitude

F F Tn = F F T /Cn

(5.3)

reads:






k
F F Tn (u, T, B⊥ ) = A0 exp −
exp − ξu
B⊥
Here,

d = πℏkF /(el0 ), a = 2π 2 kB kF /(ev0F )

u = B/B⊥ = 1/cos(θ). A0 = 1

and

(5.4)

ξ = ξ1 + ξ2 T = αd + βaT , k = d + aT ,

is a constant. In Equation 5.4 the second exponential factor

described the observed angular dependence of the SdH amplitude. The rst exponential
term describes the usual decay of the oscillations at small magnetic eld

B⊥ .

Below

Equation 5.4 is used to analyze the angular dependence of the normalized FFT amplitude
of quantum oscillations of resistivity via the relation based on Equation 5.2 and 5.3:
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F F T (δσSdH /σD )/Cn = F F Tn = F F T (δρSdH /ρN )/Cn

FFT

Figure 5.4: (a) Dependence of normalized

(5.5)

amplitude of normalized resistance oscilla-

tions δρSdH /ρxx (0) on B/B⊥ . F F Tn amplitude is obtained for SdH oscillations in interval
−1
−1
−1
[B⊥ , 5] T
. Dierent symbols correspond to dierent B⊥ as labeled. Thin straight lines
are ts in accordance with Equation 5.4 yielding A and ξ . (b) Depedence of tting parame−1
ters ξ and ln(A) on B⊥ . The parameter ξ = 1.3 ± 0.15 indicates uniform (B⊥ -independent)
relative decrease of SdH amplitude with angle θ . Open squares (lled circles) present results
b
for δρSdH /ρxx (0)(δρSdH /ρxx (B⊥ )) normalization. Sample TI5. Vg = 2.5 V. T = 4.2 K.

Figure 5.4 presents the dependence of the normalized
oscillations, normalized by

ρN = ρxx (0),

on

u = B/B⊥

FFT

amplitude of the SdH

at dierent

B⊥

dierent symbols. The experiment indicates, that in a broad range of
amplitude decreases exponentially with

u.

as labeled with

B⊥ ,

the SdH

This result is in a good agreement with Equation

5.4, which is presented by thin straight lines in Figure 5.4(a). The t with Equation 5.4
yields the parameter

ξ

ξ

and amplitude

is nearly independent on

B⊥ .

A.

Figure 5.4(b) shows that the extracted parameter

The obtained magnitude

A

drops exponentially with 1/B⊥ .
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This decrease is in good agreement with Equation 5.4 presented by the straight thin lines:

A = A0 exp(−k/B⊥ ).

Similar results are obtained at dierent densities

In the studied system the normalizing resistivity

ρN

nt

on both samples.

is not well dened (see Section

5.4.2 for more detail). Figure 5.4(b) indicates that the particular normalization of quantum
oscillations is not essential for the angular dependence. Indeed, the extracted parameter

ξ,

describing the exponential angular decay of SdH amplitude is practically the same:

ξ = 1.3 ± 0.15
and

for quite dierent normalization:

δρSdH /ρbxx (B⊥ )

δρSdH /ρxx (0)

presented by lled circles. Here

ρbxx (B⊥ )

presented by open squares

is the background resistivity,

obtained by averaging out the oscillating content shown in Figure 5.2.
The normalization aects signicantly the overall amplitude of SdH oscillations,
and quite weakly the extracted decay rate
resistivity at zero magnetic eld,
with

1/B⊥ : k = 3.2

The widely used normalization by the

δρSdH /ρxx (0),

and the SdH magnitude

background resistivity in magnetic elds,

k = 2.8

k.

A0 ,

yields the following rate of the SdH decay

A0 = 3.35.

The normalization by the

δρSdH /ρbxx (B⊥ ),

but considerably smaller SdH magnitude

yields the similar decay rate:

A0 = 0.45.

The magnitude

A0 = 0.45

is

within expectations of the two subband model indicating a partial contribution of the top
layer to the total conductivity.

5.3.2 Analysis of temperature dependence
Measurements at dierent temperatures reveal a temperature dependent contribution to
Figure 5.5 presents the magnetic eld dependence of the resistivity

ρxx

ξ.

at dierent

temperatures. The insert shows the dependence of normalized resistance oscillations

δρSdH /ρxx (0)

of 2D helical electrons on the reciprocal perpendicular magnetic eld,

−1
B⊥
,

at

the same set of temperatures. Figure 5.5 demonstrates that an increase of the temperature
reduces the oscillation amplitude as expected from Equation 5.10.
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on magnetic eld at dierent temperatures. From

T = 5.5, 7.5, 10.5, and 12.5 K. Insert shows dependence of normalized resistance oscillations δρSdH /ρxx (0) of 2D helical electrons on reciprocal perpendicular magnetic
−1
o
eld, B⊥ , at the same set of temperatures. Sample TI1. Vg = 1.7 V. Angle θ = 0 .
nt = 1.2 × 1015 m−2 .
bottom to top

To analyze the temperature dependence of the SdH amplitude we rewrite Equation
5.4 in the following form, separating the temperature dependent decay of the SdH
amplitude:

F F Tn (u, T, B⊥ ) = AT exp(−ηT )
where

AT = A0 exp(−αdu − d/B⊥ )

and

η = βau + a/B⊥ .

(5.6)

The second term in

the usual exponential decay of SdH amplitude with the temperature

T

η

describes

[41, 42]. The rst

term is due to the anomalous contribution of the total magnetic eld to the reciprocal
Fermi velocity in Equation 5.1 that leads to an additional temperature decay of SdH
oscillations:

η0 = βau = ξ2 u ∼ B/B⊥ .
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F F Tn on temperature. F F Tn amplitude
−1
is obtained from SdH oscillations in the interval [B⊥ , 3] (1/T). From top to bototm derent
−1
symbols correspond to dierent B⊥ = 0.38, 0.59, 0.8, 1 and 1.21 (1/T). Straight lines are
ts, using Equation 5.6 with AT and η as tting parameters. Sample TI1. Vg = 1.7 V.
nt = 1.2 × 1015 m−2 .
Figure 5.6: Dependence of normalized amplitude

Figure 5.6 presents a temperature dependence of the FFT amplitude,

F F Tn ,

of the

normalized SdH oscillations, shown in the insert to Figure 5.5. At a xed temperature
dierent symbols present
dierent

B⊥

the

−1
B⊥
.

F F Tn

F F Tn

−1
amplitude, obtainted in the interval [B⊥ , 3] (1/T), at

From the top to bottom

−1
=
B⊥

0.38, 0.59, 0.8, 1, and 1.2 (1/T). At a xed

amplitude decreases exponentially with the temperature. In Figure 5.6

straight lines present ts, using Equation 5.6 with

AT

and

η

as tting parameters. Figure

5.6 demonstrates good agreement between the experiment and Equation 5.6.
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Figure 5.7: (a) Dependence of parameter η obtained from the ts shown in Figure 5.6 on
−1
B⊥
. Straight lines present ts, using the relation η = βau + a/B⊥ from Equation 5.6. (b)
−1
Dependence of amplitude AT obtained from the ts shown in Figure 5.6 on B⊥ . Straight

AT = exp[−(αdu + d/B⊥ )] from Equation 5.6. Dierent
symbols correspond to dierent angles θ as labeled. Insert shows parameters ξ and k obtained
from experiment at dierent angles θ and xed temperature T = 5.5 K. Sample TI1. Vg =
15 −2
1.7 V. nt = 1.2 × 10 m .
lines present ts, using the relation

Figure 5.7(a) shows the dependence of the tting parameter
5.7(a) the parameter

η

decreases linearly with decreasing

behavior of the parameter

η = βau + a/B⊥

the thin straight lines. At

θ = 0o

v0F = 7.5(±0.8)105

1/B⊥ .

In Figure

in good agreement with the

expected from Equation 5.6 and presented by

the t yields

1/B⊥ → 0.

a = 0.28 ± 0.03(T/K)

and Fermi velocity

Taken at dierent angle

increase of the term

η0 ∼ u = 1/cos(θ)

η

Instead the comparison with Equation 5.6

indicates the presence of the anomalous term

u = 1 (θ = 0o ).

on

m/s. However, in contrast to ordinary 2D electrons, the parameter

does not extrapolate to zero at

at

1/B⊥

η

η0 = βau = 0.15 ± 0.03 yielding β = 0.5 ± 0.15

θ = 50o

measurements show the consistent

with the angle:

η0 (u = 1.54) = 0.21 ± 0.03.

The
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presented results are obtained for the data normalization

δρSdH /ρbxx (B⊥ )

yields the same

a = 0.28 ± 0.03

δρSdH /ρxx (0).

(T/K) and slightly higher

In Figure 5.7(b) symbols present a behavior of the amplitude
ts shown in Figure 5.6. The amplitude
magnetic eld,

1/B⊥ .

AT

The normalization

AT ,

β = 0.6 ± 0.15.

obtained from the

decreases exponentially with the reciprocal

In Figure 5.7(b) the straight lines present ts, using the expression

AT = A0 exp[−(αdu + d/B⊥ )]

for the parameter

AT

in Equation 5.6. The ts indicate good

agreement between the experiment and Equation 5.6. The slope of the linear dependence
ln(AT ) vs.

1/B⊥

yields

and, thus, at density

d = 3.5 ± 0.3.

In accordance with Equation 5.15

nt = 1.2 × 1015 m−2

nm in the studied sample. At

η1 = αd = 0.76 ± 0.15

and

d = πℏkF /(el0 )

the eective quantum mean free path is l0

θ = 50o (u = 1.54),

=

73

the dependence shifts down yielding

α = 0.22 ± 0.05.

Using the obtained parameters

ξev = αd + βaT = 1.58 ± 0.35

and

a, d , α , β

we evaluate the parameters

kev = d + aT = 5 ± 0.8

at temperature T

=

5.5 K. The

estimated parameters are close to the ones obtained in independent experiments executed
at dierent angles and xed temperature T

=

5.5 K;

ξ = 1.5 ± 0.1

and

k = 5.8 ± 0.3.

In

Figure 5.7 the insert shows this data. Thus, the cross examination indicates a consistency
of the obtained results.

5.4 Methods
5.4.1 Model
To analyze the observed decrease of the amplitude of the SdH oscillations in a spin
non-degenerate electron system, one should assume that some physical parameters,
controlling the SdH amplitude in Lifshits-Kosevich expression [41, 42], change with the
magnetic eld. We start with a derivation of the standard formula for the amplitude of the
fundamental harmonic of the quantum oscillations for the spin degenerate case and a
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ϵ = ℏ2 k 2 /2m,

where

m

is an eective mass.

In the case of small quantizing magnetic elds

τq

cyclotron frequency and
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ωc τq

< 1, where

ωc = eB⊥ /m

is

is the quantum scattering time, the main contribution to SdH

oscillations comes from the fundamental harmonic of quantum oscillations of the density of
states (DOS) corresponding to spin-up and spin-down subbands. The total DOS,

ν (ϵ)

reads [41]:




2π(ϵ + ∆z /2)
2π(ϵ − ∆z /2)
− δcos
ν(ϵ) = ν0 1 − δcos
ℏωc
ℏωc


 

2πϵ
π∆z
= ν0 1 − 2δcos
cos
ℏωc
ℏωc


where

δ = exp(−π/ωc τq )

∆z = µgB



is the Dingle factor,

is the Zeeman energy and

g

ν0

(5.7)

is the total DOS at zero magnetic eld,

is the g-factor. Equation 5.7 indicates that the

amplitude of the fundamental harmonic is controlled by the spin dependent factor

p = cos(π∆z /ℏωc ).

An evolution of the total (spin-up and spin-down) DOS with the

magnetic eld is shown in Figure 5.1(a). At a xed cyclotron energy,
the DOS oscillations decreases with the total magnetic eld

B

ℏωc ,

the amplitude of

due to a destructuve

interference of DOS oscillations of spin-up and spin-down subbands, decreasing the spin
dependent factor

p

in Equation 5.7. At a critical angle corresponding to

spin dependent factor

the

p = 0 and the amplitude of the fundamental harmonic of DOS is zero.

The 2D conductivity

σ

is obtained from the following relation:

Z
σ(B) =



−∂f
dϵ = ⟨σ(ϵ)⟩
σ(ϵ)
∂ϵ

The integral is an average of the conductivity
temperature interval

∆z = ℏωc /2

kT

σ (ϵ)

near Fermi energy, where

taken essentially for energies

f (ϵ)

(5.8)

ϵ

inside the

is the electron distribution function

at the temperature T [41]. The brackets represent this integral below.
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The following expression approximates the conductivity

σ(ϵ)

at small quantizing

mangetic elds [49, 50]:

σ(ϵ, B⊥ , ∆z ) = σD (B⊥ )ν̃(ϵ, B⊥ , ∆z )2
where

σD (B⊥ )

ν̃(ϵ) = ν(ϵ)/ν0

is the Drude conductivity in magnetic eld

B⊥

(5.9)

(Equation 2.22) and

is normalized total density of states.

A substitution of Equation 5.9 and Equation 5.7 into Equation 5.8 yields an
additional term to the Drude conductivity,

δσSdH ,

describing quantum oscillations of

conductivity:

 


 

 
δσSdH
π∆z
2πϵF
π∆z
2πϵ
cos
= −4δA(T )cos
cos
= −4δ cos
σD
ℏωc
ℏωc
ℏωc
ℏωc

(5.10)

(2π 2 kB T /ℏωc )
where ϵF is the Fermi energy and A(T ) =
is the SdH temperature
sinh(2π 2 kB T /ℏωc )
factor [42]. Due to the presence of the spin factor p = cos(π∆z /ℏωc ) the SdH amplitude
depends substantially on the ratio between the Zeeman and cyclotron energies. In 2D
electron systems this ratio varies with the angle

θ: ∆z /∆c ∼ B/B⊥ = 1/cos(θ)

cyclotron energy depends on the perpendicular magnetic eld
is proportional to the total magnetic eld

B.

B⊥ ,

since the

while the Zeeman energy

It leads to the angular variations of the

amplitude SdH oscillations in 2D electron systems [40, 41].
For a spin non-degenerate spectrum Equation 5.7 contains only one oscillating term.
Below we use the term with positive Zeeman energy yielding the following expression for
SdH oscillations:





2π(ϵF + ∆z /2)
2πn
δσSdH
= −4δA(T )cos
= −4δA(T )cos
+φ
σD
ℏωc
nL

(5.11)
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Due to the presence of only one spin subband, the spin factor p

=

1 and, in contrast

to Equation 5.10, Equation 5.11 does not exhibit the standard angular dependence [40, 41].
In the last part of the equation we have substituted
electron density and

nL = eB⊥ /2πℏ

ϵF /(ℏωc )

by

n/nL ,

where

n

is the

is the orbital degeneracy of a Landau level [43]. This

substitution allows to use this formula for 2D electrons with a general spectrum. The
substitution yields the correct relation between the electron denisty,
frequency,

F : n = (e/H)F

n,

and the SdH

[41, 43], which has been used to nd the electron density shown

in the lower insert to Figure 5.2. We have also introduced a phase of the SdH oscillations,

φ.

In addition to the Zeeman eect contribution, the phase may contain contributions from

other properties of the electron spectrum such as Berry phase correction, which have been
ignored in Equation 5.7.
Below we consider possible modications of Equation 5.11, which may lead to angular
variations of the SdH amplitude at a xed

B⊥ .

There are several parameters in Equation

5.11, which aect the amplitude of the SdH oscillations. One of the parameters is the
Dingle factor
frequency

B

ωc

δ = exp(−π/ωc τq ).

This parameter may vary with the angle

or quantum scattering rate

1/τq

of Fermi energy

ϵF ,

A(T )

may change if

cyclotron frequency

ωc

depends on

ωc ,

if the cyclotron

or both change with the total magnetic eld

or with the component of the magnetic eld parallel to 2D layer,

temperature factor

θ

B

or

B|| .

and/or SdH phase

B|| .

The SdH

Finally spatial uctuations

φ

may lead to a destructive

interference of the SdH oscillations from dierent parts of a sample resulting in, so called,
in-homogeneous broadening of Landau levels [51, 52]. If the in-homogeneous broadening
depends on

B

and/or

B|| ,

then the amplitude of SdH oscillations may depend on the angle.

Variations of the described physical parameters lead to the angular variations of SdH
amplitude. Below these variations are accounted via magnetic eld dependent
contributions to the Dingle factor

δ

and temperaure dependent

A(T )

We use the following expression for the cyclotron frequency:

factors.
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evF B⊥
ℏkF

(5.12)

This relation follows from the semi-classical equation of the electron motion in the
perpendicular magnetic eld,
re-write this factor

B⊥

[43]. To simplify the analysis of the Dingle factor, we

δ = exp(−π/ωc τq )

in terms of the quantum mean free path lq



πℏkF
δ = exp −
elq B⊥
where

kF = (4πnt )1/2


(5.13)

vF

is the electron wave number and

energy. FFT analysis indicates that the SdH frequency

nt

and

kF

do not depend on the angle

θ.

= vF τq :

F,

is electron velocity at Fermi
shown in Figure 5.3, and, thus,

Thus, the Equation 5.13 is more convenient for

further analysis, since only one material parameter:

lq

depends on

θ(B ).

Below we assume

that the lq is an eective parameter containing contributions from both the impurity
scattering and in-homogeneous broadening [51].
The SdH temperature factor

A(X) = X/sinh(X),

X = 2π 2 kB T /ℏωc = 2π 2 kB T kF /(evF B⊥ ).
small magnetic elds, the factor

At

X

where

> 1, corresponding to our experiments at

A(X) = X/sinh(X) ≈ 2Xexp(−X)

exponentially with 1/B⊥ . A modication of the Fermi velocity,
variations of the factor

vF ,

decreases

with

B

may lead to

A(T ).

In Figure 5.4(a) the presented data indicate an exponential decrease of the SdH
oscillations amplitude with

B /B⊥ .

This property suggest that the possible modications of

the parameters within the exponential Dingle and temperature dependent factors should be
proportional to

B /B⊥ .

and Fermi velocity
of

δ , A(T )

vF

The following relations of the eective quantum mean free path lq

with the magnetic eld

and, thus, SdH amplitude with

B

lead to the required exponential decrease

B /B⊥ :
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−1
(1 + βB)
lq−1 = l0−1 (1 + αB); vF−1 = v0F

where l0 ,

v0F , α, β

(5.14)

are constants. Indeed, a substitution of Equation 5.14 into Equation

5.7, Equation 5.9, and Equation 5.11 yields the following expression for the amplitude of
SdH oscillations:





 


d + aT
αd + βaT
2πF
aT
δσSdH
exp −
exp −
cos
≈ −8(1 + 3αβB)
+φ
σD
B⊥
B⊥
cos(θ)
B⊥
where

d = πℏkF /(el0 ), a = 2π 2 kB kF /(ev0F ).

approximated the temperature factor
have assumed also that

βB ≪ 1.

In the derivation of the result we have

A(X) = X/sinh(X) ≈ 2Xexp(−X)

ν0

for

X

> 1. We

Variations of the reciprocal Fermi velocity with magnetic

eld in Equation 5.14 leads to variations of the DOS
Equation 5.7 the DOS

(5.15)

is replaced by

ν0 (1

+

νF (ϵF ),

since

νF (ϵF ) = kF /(2πvF ).

In

β B).

In Equation 5.15 the rst exponential factor describes the usual decay of SdH
amplitude with 1/B⊥ : parameters

d

and

a

are coming from the Dingle factor and

temperature damping factors of the SdH amplitude [41, 50]. The second exponential
factors describes the angular variations of the SdH amplitude of 2D helical electrons. This
factor leads to the exponential decrease of SdH amplitude with

α=β=0

B/B⊥ = 1/cos(θ).

At

the angular variations of the SdH amplitude are absent and Equation 5.15

reduces to the standard Equation 5.11 with lq

= l0

and

vF = v0F .

5.4.2 Normalization
Quantitative analysis of SdH oscillations is based on the relation between Equations 5.10
and 5.15 and relative variations of the resistivity masured in experiments:

CHAPTER 5.

SHUBNIKOV DE HAAS OSCILLATIONS OF 2D HELICAL
ELECTRONS

81

δσSdH /σD (B⊥ ) = δρSdH /ρN
where

ρN

is a normalizing resistivity. In strong magnetic elds, at which the Hall

resistivity,

σxx

(5.16)

ρxy

is much larger the longitudinal resistivity,

is proportional to the resistivity

ρxx ,

ρxx : σxx = (en/B⊥ )2 ρxx ,

the longitudinal conductivity,
where

n

is a carrier density

[43]. This property leads to a relation:

δσSdH /σxx = δρSdH /ρxx
where

δσSdH (δρSdH )

is a quantum contribution to the conductivity

(5.17)

σxx

(resistivity

ρxx ).

In

the simplest case of a single group of carriers the classical (Drude) resistivity does not
depend on the magnetic eld [43]:

ρxx (B⊥ ) = ρxx (0)

and the above relation yields:

δσSdH /σD (B⊥ ) = δρSdH /ρxx (0)
where

σD (B⊥ )

(5.18)

is Drude conductivity used in Equation 5.10 for the conductivity of the

single group of carriers. Equation 5.18 provides the relation between oscillations in the
conductivity, which are evaluated theoretically, and the oscillations of the resistivity, which
are measured in experiments for systems with single group of carriers.
If several groups of carriers contribute to the conductivity, as in the studied case, the
situation is less certain. The reason of the uncertainty is the lack of a direct relation
between the Drude conductivity

σD (B⊥ ),

carriers, and the measured resistivity

ρxx ,

used in Equation 5.15 for a single group of
which contains contributions from several groups

of carriers. In Equation 5.15 the conductivity

σD (B⊥ )

is the conductivity,

σt ,

of electrons

at the top conducting surface of the HgTe layer. The total conductivity,

σtot (B⊥ ) = σt + σb + σvol ,

is a sum of conductivities of the top (σt ) and bottom (σb )
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surfaces and, possibly, the bulk of the lm (σvol ). Thus, the

δρSdH /ρxx (B⊥ )

δσSdH /σt

is not equal to

for the studied system with several groups of carriers. It leads to an

uncertainty of the normalizing resistivity,

ρN ,

in Equation 5.16.

We have investigated the eect of the resistance normalization on the results of the
analysis of the angular dependence of SdH oscillations. For very dierent normalizing
resistance:

ρN 1 = ρxx (0)

parameter

ξ

and

ρN 2 = ρxx (B⊥ )

we have found no dierence in the extracted

controlling the angular dependence (see Figure 5.4(b)). It provides a

condence that the obtained parameter
found that the normalization

ξ

is quantitatively correct. In addition we have

ρN 2 = ρxx (B⊥ )

provides an amplitude of the SdH oscillations,

which is more consistent with our model.

5.4.3 Two subband model
Presented in Figure 5.2 data demonstrate a positive magnetoresistance. Usually the
positive magnetoresistance indicates a presence of two or more groups of carriers [43]. In
this section we compare the positive magnetoresistance with two subband model. In this
model we assume that two groups of carriers are located at the top and bottom surfaces of
the HgTe lm as shown in the insert to Figure 5.2. In contrast to the regular quantum
wells with two populated subbands [53, 54, 55], these two conducting 2D layers are
separated from each other and do no interact. This is supported by the fact, that the
magneto-intersubband oscillations (MISO), induced by the electron intersubband scattering
[53, 56, 57], are absent in the studied system. This allows us to use a simplied version of
the two subband model [43] ignoring the intersubband scattering [58].
We compare the two-subband model with experiments at

θ = 0o .

The model

considers two groups of non-interacting electrons in a perpendicular eld,
has electron density
index

i=

ni ,

mobility

µi

and conductivity

σi = eni µi

at

B=

B.

Each group

0 T, where the

1, 2 labels each group. In the presence of the magnetic eld, the total Drude
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read [43]:

σ1
σ2
+
1 + (µ1 B)2 1 + (µ2 B)2
σ1 µ1 B
σ 2 µ2 B
=
+
1 + (µ1 B)2 1 + (µ2 B)2

σxx =
σxy
The longitudinal resistivity,

ρxx ,

and Hall resistance,

(5.19)

Rxy = ρxy ,

are obtained by the

inversion of the conductivity matrix:

σxx
(σxx )2 + (σxy )2
σxy
=
(σxx )2 + (σxy )2

ρxx =
ρxy

Figure 5.8(a,b) present a comparison of the resistivity,

Rxy = ρxy ,

(5.20)

ρxx ,

and Hall resistance,

with the two subband model. Solid lines demonstrate the experimental data,

while the dashed lines are computed using Equation 5.19 and Equation 5.20. The electron
density,

ni ,

and mobility,

µi

are tting parameters for the computations of

good agreement is found between

ρxx (B )

ρxx

and

Rxy .

A

and the model at magnetic elds below 0.05 T.

At the same tting parameters the Hall resistance follows the two subband model for larger
magnetic elds.
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Figure 5.8: (a) Dependence of the longitudinal resistivity,
resistance,

Rxy ,

on the magnetic eld

B,

ρxx

directed perpendicular to the 2D plane. Dierent

curves present dependencies taken at dierent gate voltages,

Vg

and (b) dependence of the Hall

Vg .

From the top to the bottom:

is from 1 V to 3.5 V with step 0.5 V. Solid (dash) lines present experimental data (ts,

using two subband model); (c) lled symbols present electron densities in two subbands,

n1

and

n2 ,

extracted from the ts shown in (a, b).

obtained from the frequencies of SdH oscillations
and

µ2 ,

Open circles present electron density

nSdH = (e/h)F ;

µ1
= 4.2

(d) Electron mobility,

in two subbands, extracted from the ts shown in (a) and (b). Sample TI5. T

K.

Figure 5.8(c) presents a dependence of the electron densities
the t shown in Figures 5.8(a,b), on the gate voltage
related to the electron group with density

Vg .

n1 : nt = n1 .

n1

and

n2 ,

obtained from

The top layer with density

nt

is

The top layer is located closer to

the gate and, thus, more sensitive to the gate voltage variations. This layer provides
additional screening for the bottom layer that leads to the weaker dependence of the
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Open circles present the density obtained from the

of SdH oscillations using spin non-degenerate spectrum:

nSdH = (e/h)F .

broad range of gate voltages there is a good agreement between density

n1

and

For a

nSdH .

This

agreement indicates that the spectrum of 2D electrons in the top layer is non-degenerate.
Figure 5.8(d) presents a dependence of the mobility
bottom layer is found to be
at the top layer,

µ1

µ2 ≈

µ1

on

Vg .

The mobility at the

2
20 (Vm /s) and is weakly dependent on

Vg .

The mobility

has a higher value and exhibits a considerable increase at high

Vg .

Below we evaluate the transport mean free path, ltr , of the electrons. The mobility

µ = eτtr /m,

µ = eltr /ℏkF ,
(1)
found ltr

Vg =

≈

τtr

where

is a transport mean free time, can be rewritten in the following term

where ltr

= vF τtr

(2)
4.4 microns (ltr

≈

and

ℏkF = mvF .

For the transport mean free path we

1.3 microns) for the electrons at the top (bottom) layer at

2.5 V.
The transport mean free path ltr found to be much longer than the eective quantum

mean free path, lq
we have found d

≈

≈

100 nm, obtained from the decay of SdH oscillations. For sample TI1

3.5(T) yielding lq

=

73 nm at

2.8 - 3.2(T) (see Figure 5.4(b)), yielding
0.28 T/K and, thus, lq

≈

nt = 1.2 × 1015 m−2 .

d = k − aT ≈

For sample TI5 k

1.7 - 2.2(T) at T

=

4.2 K and a

≈
≈

110 - 140 (nm). The comparison of the two lengths suggests a

substantial inhomogeneous broadening of SdH oscillations.

5.5 Discussion and Possible Mechanisms
The presented results reveal a strong suppression of SdH oscillations of 2D helical electrons
in tilted magnetic elds. For the spin non-degenerate spectrum of 2D helical electrons the
result is unexpected. Figure 5.4, 5.6, and 5.7 show good agreement between the
experiments and a phenomenological model, assuming a magnetic eld dependence of the
quantum mean free path and Fermi velocity (Equation 5.1) that leads to Equations 5.4,
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5.6, and 5.15. The comparison between the model and experiment yields
(T

−1

) and

β = 0.5 ± 0.15 (T −1 )

at

nt = 1.2 × 1015 m−2 .

α = 0.22 ± 0.03

There is no quantitative theory of

the observed anomalous angular dependence. The question regarding the dominant
mechanisms leading to the observed eect is open. Below we discuss mechanisms, which
may contribute to the magnetic eld induced decrease of SdH oscillations.
The amplitude of SdH oscillations decreases exponentially with

ASdH ∼ exp[−ξ(B/B⊥ )]

and, thus, at a xed

B⊥

u = B/B⊥ :

with the total magnetic eld

proportionality of the anomalous contributions in

1/lq

and

1/vF

(Equation 5.1) to the total

magnetic eld suggests a possible relevance of spin eects proportional to
the Lorentz force,

FL = ev × B ,

B. The

B. In response to

electrons in a single band move in accordance with the

quasi-classical theory, considering eects of the Lorentz force on the band structure to be
negligibly small [43]. In the systems with no spin-orbit interaction the

s -space are disentangled.

A change of the electron energy via Zeeman eect repopulates

the spin-up and spin-down subbands in the

ϵ↑ (k) = ϵ↓ (k).

electrons intact:

k -space keeping the energy dispersion of

Thus at a xed

kF

(electron density) both the Lorentz force

and Zeeman eect should not change the Fermi velocity
coupling a variation in the
dispersion in the

k -space and spin

vF .

In systems with a spin-orbit

s -space via the Zeeman term, may change the electron

k -space and leads to a variation of the electron velocity vF .

To illustrate

this eect we consider a simple model of 2D helical electrons aected by the Zeeman term

∆∼B=

(0, 0,

Bz ).

The following Hamiltonian describes 2D helical states of a 3D

topological insulator (see Equation (34) in [32, 44]):

H = C + E(σ x ky − σ y kx ) + ∆σ z
where

C

and

E

are material constants,

σ x,y,z

electron wave vector. The Zeeman term

∆σ z

are Pauli matrices and

(5.21)

k = (kx , ky )

is the 2D

changes the electron spectrum leading to a
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spectral gap:

ϵ(k) = C ± (∆2 + E 2 k 2 )1/2

(5.22)

Figure 5.9(a) presents the electron spectrum at dierent strengths of the Zeeman
terms as labeled and

E = 1.

The vertical thin line indicates the electron wave number

kF

at Fermi energy. Figure 5.9(b) shows the increase of the reciprocal Fermi velocity:

vF−1 = (∂ϵ/∂k)−1 (k = kF )
proportional to

B

with

at a large

∆,

following from Equation 5.22. The increase is

∆.

The simple model also exhibits an increase of the electron scattering in magnetic
elds. By polarizing electron spins in the
overlap between incident

kF (θin )

z -direction

and scattered

the magnetic eld increases the spin

kF (θf in )

electron states. Figure 5.9(c)

presents the dependence of a normalized rate of the electron backscattering (θf in
on the Zeeman term

∆ ∼ B.

The presented probability is a square of the magnitude of the

scalar product of two eigenvectors of Hamiltonian (7) corresponding to incident
scattering

kF (θf in )

electron states. At

∆=

∆

kF (θin )

and

0 the rate is zero indictating the topological

protection of the backscattering. With increasing
dependence on

− θin = π )

∆

the rate increases imitating a linear

in the interval from 0.5 to 2. At high

∆

the rate approaches 1 indicating

that at high magnetic elds there are no spin restrictions on the impurity scattering since
all electron spins are polarized along

B.
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C energy dispersion ϵ(k) of 2D helical electrons at dierent
∆ as labeled; (b) variations of reciprocal Fermi velocity with Zeeman
energy; (c) variations of probability P of electron backscattering with Zeeman energy. E = 1;
kF = 2. All parameters are in relative units.
Figure 5.9: (a) Counted from
values of Zeeman energy

The presented illustrative model demonstrates variations of both the reciprocal
velocity, 1/vF , and the scattering time 1/τ of 2D helical electrons with the total magnetic
eld, which are qualitatively similar to variations of the corresponding parameters, observed
in the experiments. However, some properties of the model indicate an inconsistency with
the experiment. An estimation of the magnitude of the Zeeman energy,
quantum well yields

∆∼

than both the energy gap

EF = ℏvF kF ∼

1 meV at

∆g ≈

B=

∆,

for HgTe

1 T. This value is of an order of magnitude smaller

15 meV and the Fermi energy of 2D helical electrons

60 meV. These estimations suggest a rather weak eect of the Zeeman

energy on the electron spectrum. Furthermore, for a linear spectrum the Zeeman term,
produced by an in-plane magnetic eld, is found to be ineective. This term shifts the
energy spectrum in the xy-plane of the k-space, but does not change the Fermi velocity and
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the backscattering. Recent theoretical investigations indicate, however, that an account of
nonlinear momentum terms in the TI Hamiltonian leads to a tilt of the Dirac cone by
in-plane magnetic elds [45]. The tilt of the cone may increase the electron backscattering
and, thus, may contribute to the anomalous decay presented in this report. The studied 2D
helical electrons are result of a linear superposition of electron states from several subbands
and additional terms may also aect the spectrum [46]. A quantitative comparison with the
experiment requires a development of more realistic models and is beyond of this report.
Presented at the end of the section Results data analysis indicates a short eective
quantum mean free path of electrons:

lq ∼

100 nm. A comparison of the positive

magnetoresistance with the two-subband model, presented in section Methods, yields the
transport mean free path, ltr , which is about a few microns. Such a large dierence
between two lengths suggests either dominant contribution of a very small angular
scattering of electrons or a strong in-homogeneous broadening of the SdH oscillations or
both eects. The small angular scattering is a general property of highly mobile 2D
electron systems with a remote doping [47]. In the studied electron system, however, the
remote doping is absent. The spin restrictions for the electron-impurity scattering, due to
the spin-momentum locking for 2D helical electrons, do not provide a large dierence
between the transport and quantum mean free times of 2D helical electrons since

1/τq (φ) ∼ 1/τtr (φ)
φ=π

for the most of scattering angles

φ

except an angular sector around

(see Figure 5.8(c)). Thus the large dierence between lq and ltr points toward a

presence of a substantial in-homogeneous broadening of the SdH oscillations.
A possible reason of the in-homogeneous broadening is a spatial non-uniformity
and/or uctuations of the mechanical strain, induced by the intentional lattice mismatch
between HgTe lm and CdTe substrate. The strain is anticipated to be non-uniform in the
direction perpendicular to the boundary between HgTe and CdTe substrate since at a large
distance the strain should relax. In the lateral direction the strain may uctuate due to
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growth defects such as dislocations or growth steps.
The induced mechanical strain creates the insulating gap
lm, which is, thus, spatially non-uniform:

∆g (r).

∆g

in the bulk of the HgTe

Since the 2D helical electron state is a

linear combination of electron and hole states from the conduction and valence band of the
bulk 3D insulator [32] the gap

∆g (r)

aects both the spectrum and the density of 2D

helical electrons. The spatial variations of the gap lead to spatial variations of the spectrum
and the electron density resulting in the in-homogeneous broadening of SdH oscillations.
To produce the observed magnetic eld response the spatial dispersion of the strain
magnitude should increase with the magnetic eld,

B.

A possible mechanism, which may

lead to such increase, is the eect of magnetostriction [48]. The magnetostriction induces a
mechanical strain of materials upon application of a magnetic eld. The eect is strong in
ferromagnetic metals since a substantial part of electrons contribute to the magnetization,
and, thus, to the free energy in magnetic eld. In contrast in nonmagnetic normal metals,
due to the spin degeneracy of electron spectrum, only a small part of electrons
(∆n/n

≈ ∆z /EF ≪ 1)

contribute to the magnetization [48] and the magnetostriction is

small. 2D helical electrons have the spin non-degenerate spectrum and, thus, similarly to
the ferromagnetic metals, should all contribute to the magnetization, enhancing the
magnetostriction eect.

Chapter 6
Conclusion
The purpose of this study is to uncover new properties of electron transport in quantum
systems with dierent types of interactions. The quantum systems studied are GaAs
quantum wells and strained HgTe lms. Spin-orbit coupling, electron-electron scattering,
and elastic impurity scattering are common interactions that are observed in solid state
materials. We investigate the eect of tilted magnetic elds and temperature on quantum
transport properties of 2D ordinary and helical electrons.
MISOs of highly mobile 2D electrons in symmetric GaAs quantum wells with two
populated subbands are studied at dierent temperatures and at dierent angles
magnetic eld

B and the normal to 2D layer.

θ

between

The experiments indicate that the MISO

magnitude decreases strongly with the temperature. For angles

θ < 80o ,

the MISO

reduction is related to the increase of the quantum scattering rate due to the enhancement
of electron-electron scattering at high temperatures. For angles

θ > 80o ,

a dierent regime

of strong MISO damping with the temperature is identied.
Proposed model considers the magnetic entanglement between subbands, which is
induced by in-plane magnetic eld, as the main reason for the new temperature damping.
The entanglement changes the electron spectrum and leads to dierent cyclotron masses in
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two subbands. As a result, the density of states exhibits beating with the dierence
frequency

δf

proportional to the mass dierence. The model yields universal temperature

damping factor

AM ISO = X/sinh(X),

where

X = 2π 2 kT δ f.

A comparison of the model with the experiment demonstrates the presents of the
factor

AM ISO

but indicates an additional factor

model. The factor

K

K (T ), which is beyond the free electron

leads to an eective enhancement of the MISO amplitude at high

temperatures. An account of the electron-electron interaction explains the enhancement of
the MISO amplitude indicating the Fermi liquid origin of the factor K.
The eect is studied by two methods, yielding eective energy parameter,

ϵ∗F ,

controlling the energy dependence of the quantum electron lifetime, and the dierence
frequency,

df = f1 − f2 ,

of DOS oscillations with freqeuncy

f1

and

f2

in two subbands. The

study indicates considerable contribute of the spin splitting to the reduction of the MISO
magnitude in strong magnetic elds.
The angular dependence of quantum resistance oscillations of 2D helical electrons in
3D topological insulators, based on strained HgTe lms, demonstrates exponentially strong
reduction of the oscillation amplitude

A in tilted magnetic eld B : A ∼ exp[−(ξ/B⊥ )B].

The temperature dependence of the amplitude consists of two terms contributing to the
parameter

ξ = ξ1 + ξ2 T .

The temperature independent term

ξ1

indicates a considerable

reduction of the eective quantum mean free path lq in the magnetic eld

−1
−1
is consistent with the form: [δ (lq )]/l0
density

nt = 1.2 × 1015 m−2 .

= α B,

where

B. The reduction

α = 0.22 ± 0.03 (T −1 )

at electron

A suppression of the topological protection of the helical

electron states against the impurity scattering in magnetic elds may contribute to this
eect. Observed large dierence between the eect quantum and transport mean free paths
points toward mechanisms, leading to an increase of in-homogeneous broadening of SdH
oscillations in magnetic elds. The temperature dependent term
increase of the reciprocal Fermi velocity

vF−1

ξ2 T

is consistent with an

of 2D helical electrons in the magnetic eld:

CHAPTER 6.

−1
−1
[δvF ]/v0F

= β B,

where

β = 0.5 ± 0.15 (T −1 )
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nt = 1.2 × 1015 m−2 .
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This increase suggests

a modication of the dynamics of 2D helical electrons in magnetic eld.
Also, I was involved with three publications with our collaborators [59, 60, 63].
However, those ndings are not the main focus of this study and, thus, are not included.

Appendix A
Numerical Computations of the Energy
Spectrum
In this section, we consider the numerical diagonalization of the Hamiltonian (Equation 4.2
presented in Section 4.4.2. Using functions |N,

ξ⟩

as the basis set, one can present the

Hamiltonian in matrix form. The matrix contains four matrix blocks:
where the semicolon separates the rows. The diagonal matrices,

Ê S

Ĥ = (Ê S , T̂ ; T̂ , Ê AS ),

and

Ê AS ,

energy of the symmetric and antisymmetric waves in dierent orbital states


1
e2 B||2 d2 [ 12
−
1
= δmn ℏωc ((n − 1) + ) +
2
2m0

1
e2 B||2 d2 [ 12
−
1
= δmn ℏωc ((n − 1) + ) + ∆12 +
2
2m0
S
Emn

AS
Emn

where

∆12 = E2 − E1

and indexes

N:

1 
]
2π 2
1 
]
8π 2

(A.1)

is the energy dierence between the bottom of two spatial subbands

m = 1, 2...Nmax

and

n = 1, 2...Nmax

numerate rows and columns of the matrix,

correspondingly. These indices are related to the orbital number
the orbital number

represent

N = 0, 1, 2...

N : n, m = N + 1, since

In numerical computations, the maximum number
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Nmax

is
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chosen to be about twice larger than the orbital number

ϵF .

Further increase of

Nmax

dependencies obtained at

NF

corresponding to Fermi energy

shows a very small (within 1 %) deviation from the

Nmax ≈ 2NF .

This also indicates that the contributions of the

third and higher spatial subbands with a higher energy can be ignored in the spectrum
computation. It supports the two subband approximation used in this thesis.
The rst term in Equation A.2 describes the orbital quantization of electron motion.
The last term in Equation A.2 describes the diamangetic shift of the quantum levels and
relates to the fth term in Equation 4.2. In the basis |N,
depend on

ξ⟩,

the diamagnetic terms do not

N. The diamagnetic terms lead to an increase of the gap, Eg , between bottoms

of subbands with the in-plane magnetic eld:

2 2 2
3 e B|| d
Eg (B|| ) = ∆12 +
16π 2 m0
The o-diagonal matrix

T̂

is related to the last term in Equation 4.2. This matrix

mixes symmetric and antisymmetric states. Since

a∗

and lowering

a

√
x = lB⊥ (a∗ + a)/ 2

magnetic length in

+ 1,

B⊥ .

T̂

n > m,

the matrix element

Tmn

is the

between states |N,




e2 B|| B⊥ lB⊥
a∗ + a
= δm+1,n
N √
N +1
S z AS
m0
2


16B|| d
(n/2)1/2
= δm+1,n ℏωc
9π 2 B⊥ lB⊥

is a symmetric matrix:

The Hamiltonian

B|| .

As a result, for

= (ℏ/eB⊥ )1/2

AS⟩ is:

Tmn

The matrix

works as the raising

operators of the Landau orbits, the last term in Equation 4.2 couples

Landau levels with orbital numbers dierent by one. Here lB⊥

S⟩ and |N

(A.2)

Ĥ

(A.3)

Tmn = Tnm .

is diagonalized numerically at dierent magnetic elds

B⊥

and

To analyze the spectrum, the obtained eigenvalues of the Hamiltonian are numerated
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in ascending order using positive integer index
level index in Chapter 4.

l = 1, 2....,

which is named as the Landau

Appendix B
Computation of Dierence Frequency
In this section. the spectrum of the entangled subbands is computed at
cyclotron masses,

mci ,

and dierence frequency

the quasiclassical electron motion in a small
the parameter
At

X ∼ δf

B⊥ =

δf ∼ (mc1

B⊥ .

mc2 ),

The

are evaluated then for

The goal is estimation of the vaiation of

B||

with the magnetic eld

-

θ = 90o .

leading to Equation 4.8.

B = (-B|| , 0, 0)), the Hamiltonian [Equation 4.2] is presented in the

0 T (

following form:

eB|| z 2
)
ℏ

ℏ2 kx2 ℏ2 (ky +
H=
+
2m0
2m0

where

ω|| = eB|| /m0

is the cyclotron frequency in in-plane magnetic eld,

k

the corresponding eigenfunctions | ,

ξ⟩

xy-plane, and standing waves in the

z

motion and

ℏ2 kz2
+ V (z) = H0 + H1
2m0
ℏ2 2
H0 =
(kx + ky2 + kz2 ) + V (z)
2m0
1
H1 = ℏω|| ky z + m0 ω||2 z 2
2
+

ξ = S, AS

(B.1)

B|| .

At

B|| =

0 T,

of the system are plane waves, propagating in the

direction, where wave vector

describes the symmetric (

97

k describes the lateral

S ) and antisymmetric (AS ) congurations
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z

of the wave function in the

⟩(2/d)1/2 cos(π z/d)

k

and | , AS

k

Using functions | ,

ξ⟩

k

direction (vertical quantization): | , S

⟩=

|

⟩=

|
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k

k ⟩(2/d)1/2 sin(2πz/d).

as the basis set, one can present the Hamiltonian as a 2

×

2

matrix:

Hij = ϵ0i δij + (1 − δij )h12
ϵ0i =

1
ℏ2 2
(kx + ky2 ) + Ei + mω||2 Zi2
2m0
2

(B.2)

h12 = ℏω|| ky Z0
where

δij

presents a 2

×

2 unit matrix,

2
2
(1/12 - 1/(8π ))d . Indexes

Ei

i, j =

corresponds to the bottom of
At

h12 ≪ ϵ02 − ϵ01 ,

Z0 = 16d/(9π 2 ), Z12 =

2
2
(1/12 - 1/(2π ))d and

Z22 =

1, 2 describes rst (1) and second (2) subbands. Energy

i th subband at B|| = 0 T.

diagonalization of the Hamiltonian

Hij

leads to the following

spectrum:

h212 
h212 
1− 0
ϵi(k) ≈ k) ± 0
ϵ2 − ϵ01
(ϵ2 − ϵ01 )2
ℏ2 ky2
A ℏ2 ky2
≈ ϵ0i (k) ± A
(1 −
)
2m0
Eg 2m0
ℏ2 ky2
ℏ2 kx2
= Ei +
+
∓ γ0 ky4
2mxi 2myi
2m0 Z02
m0 (Z22 − Z12 ) 2
A=
; Eg = δ12 +
ω||
Eg
2
ϵ0i (

where lower (upper) sign corresponds to the rst (i

γ0 = ℏ4 A2 /[(2m0 )2 Eg ]

and

δ12 = E2 − E1 .

=

1) [second (i

(B.3)

=

2)] subband,

Equation B.3 indicates that due to the presence

of the in-plane magnetic eld the spectrum is anisotopic but still parabolic in the lowest
order of

B|| (∼ B||2 ).

The parameter

A controls the strength of the anisotropy leading to an
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increase (decrease) of the mass

my1 = m0 /(1 − A)1/2 (my2 = m0 /(1 + A)1/2

direction for the lower (upper) subband. In the

x
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in the

y

direction, masses do not change:

mxi = m0 .
For a parabolic spectrum, the cyclotron mass is

mc = (mx my )1/2

the cyclotron masses in the vicinity of the Fermi energy
we use the relation

= ϵF

mc = (ℏ2 /2π)(∂S/∂ϵ),

where

S(ϵ)

ϵF

[43]. To compute

for the nonparabolic spectrum

is the area within the contour

ϵi (k)

[43]. For the spectrum Equation B.3, the result is:

3 m2y1 A2 
ϵF 1
mc1 = (mx1 my1 )
1−
4 m20 Eg

3 m2y2 A2 
ϵF 2
mc2 = (mx2 my2 )1/2 1 +
4 m20 Eg
1/2

where

ϵF i



is Fermi energy counted from the bottom of

(B.4)

i th subband.

The result agrees with

the numerical computation of the cyclotron masses presented in the insert to Figure 4.5:

mc1 (mc2 )

increases (decreases) with the in-plane magnetic elds. Furthermore, the sum of

the masses stays the same:

mc1 + mc2 = 2m0

within the computed order

B||4 .

Within the same order for dierence frequency Equation B.4 yields:

δf ≈ f (A −
χ=
where

ϵ0F i

3 ϵF 1 + ϵF 2 2
A ) ≈ f [χB||2 (1 − ξB||2 )]
4
Eg

2e2 Z02
3 ϵ0 + ϵ0F 2
1 e2 (Z22 − Z12 )
; ξ = F1
χ+
∆12 m0
4 ∆12
2 ∆12 m0

is the Fermi energy counted from the bottom of the

magnetic eld. For the studied system
15.15 (meV) yield

(B.5)

ϵ0F 1 =

χ = 1.12 × 10−5 [d(nm)]2

used to compute the paramter

X

21.83 (meV);

and

(B.6)

i th subband at zero

ϵ0F 2 =

6.68 (meV) and

ξ = 1.91 × 10−5 [d(nm)]2 .

δ12 =

These results are

in Equation 4.8 up to terms proportional to

B||4 .

Appendix C
Computation of Integral from Equation
4.6
Equation 4.6 contains energy integration of a product of two cosine functions. To perform
the integration, we represent this product as a sum of two cosines, oscillating at frequencies

f1 + f2

and

δf = f1 − f2 .

An integration of the cosine, oscillating at frequency

leads to an exponentially small term

∼

exp(-2π (f1

+ f2 )kT).

Since

fi kT ≫ 1,

f1 + f2 ,

this term is

neglected.
To perform the integration in the

ϵ = u + ϵF .
δf

kT

vicinity of the Fermi energy

ϵF ,

we substitute

After the substitution the phase of the second cosine, oscillating at frequency

is a sum of two terms:

α = πδf u ∼ u

and

β = 2π(f2 ∆g + δf ϵF ) =

be rewritten using the trigonometric identity cos(α +

β) =

const. The cosine can

cos(α)cos(β ) + sin(α)sin(β ).

An integration of the product of two sine functions in the vicinity of the Fermi energy
yields zero, since sin(α) is an odd function of variable
function of

u.

u, whereas ∂fT (u)/∂u is an even

As a result, the integral is proportional to

⟨cos(2πδf u)⟩cos(2πf2 δg + 2πδf ϵF ).
⟨cos(2πδf u)⟩ = X/sinh(X),

where

The integration versus

X = 2π 2 kT δf
100

u

yields

[43], leading to Equation 4.7

Appendix D
Comparison with Experiment
As shown in Chapter 4, the energy dependence of the Dingle factors leads to an
enhancement of the MISO magnitude. Below, this enhancement is analyzed using two
methods.

D.0.1 Method 1
Chapter 4 presents method 1 in Section 4.4.4. Below I recall and extend this presentation.
In method 1, to reveal the temperature damping factor

AM ISO (X) = X/ sinh(X)

we have

compared our experimental data with the analytical expression (Equation 4.7) containing

(12)
this factor. There are other factors (δi , σD ) entering the expression. A comparison with a
numerically computed MISO as well as analytical considerations indicate that the product
of these factors vary weakly with the entanglement between subbands [62]. Below we
neglect these variations. To suppress eects of these factors in the comparison between
Equation 4.7 and experiment, for each temperature we divide a MISO envelop for the
entangled subbands, such as presented in Figure 4.3(b) for T=5.75K and T=12K, by the
envelope for the disentangled subbands, taken at the same temperature presented in Figure
4.3(a). This experimental ratio

Rexp = ρM ISO (θ)/ρM ISO (0),
101

shown in Figure D.1, is
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compared with the corresponding model ratio,

Rmod = ρM ISO (θ)/ρM ISO (0) = σM ISO (θ)/σM ISO (0)
e

obtained from Equation 4.7.

0

( )

T=5.75K

MISO

e

-1

)

7K
8K

MISO

(

e

-2

9K

10K
11K

e

-3

12K

0.1

0.2

0.3
B

0.4

(T)

ρM ISO (θ = 85.7o )/ρM ISO (θ = 0o ) between
o
subbands at θ = 85.7 to the oe in disentangled

Figure D.1: Magnetic eld dependence of the ratio

MISO amplitude in magnetically entangled
o
subbands at θ = 0 (B|| = 0T ) at dierent temperatures as labeled. Sample S2.

In accordance with Eq.(4.7) at

Rmod = X/ sinh(X)
Rexp (X)

the ratio of the MISO magnitudes

and depends only on the parameter

should follow

AM ISO (X) = X/ sinh(X).

both ratios are divided by
function

τq(1) = τq(2)

ln(Rmod /X)

vs

X

X,

yielding

X.

Thus, plotted vs

X,

To facilitate the comparison at

y = Rmod /X ≈ 2 exp(−X)

at

X >1.

the ratio

X >1

At large X, the

is, thus, straight line with a unity slope intersecting

y -axis

at

y0 =2.
Experiments indicated that at large angles the ratio
exponential reduction with parameter
intersect y-axis exactly at
by a normalizing factor

T.

y0 =2

Kee ,

In method 1 the factor

X

Rexp /X

at a unity slope [62]. However the ratio does not

but rather is distributed in it's vicinity. Accounted below

these deviations depend on the angle

Kee

is indeed following an

normalizes the ratio

Rexp /X

θ

and the temperature

and makes this ratio to be
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intersecting y-axes at the value 2. The procedure leads to a collapse of all experimental
dependencies with the model dependence
D.2 for angle

1/ sinh(X).

This collapse is presented in Figure

θ = 87.05o .

e

e

e

2

1

METHOD 1
0

-1

)

MISO

( )/X/K

ee

e

e

-3

MISO

(

e

-2

e

e

e

-4

-5

-6

0

1

2

3

4

5

6

7

X

o
Figure D.2: Dependence of the ratio Rexp of MISO magnitude, obtained at angle θ = 87.05
o
to the one at θ = 0 and normalized by X and Kee on parameter X at dierent temperatures

T =

5.5 6.14, 6.93, 7.74, 8.54, 9.34, 10.13. and 10.9 K. The parameter X is computed from
−5
2
−5
2
Equation 4.8, using χ = 1.12×10 [d(nm)] , ξ = 1.91×10 [d(nm)] , evaluated analytically
−10
[62], and η = 4×10
[d(nm)]4 , found from the t with the model, at d = 26 nm. Dashed line
presents the dependence 1/sinh(X ) expected from Equation 4.7. Thin straight line presents
the linear approximation of the dependence ln(Rmod /X )
intersect

y0 =

2, expected from Equation 4.7 at

Figure D.2 shows the ratio
parameter

X

for dependencies

sample S1 at angle

θ=87.05o

Rexp /X ,

X

≈

ln(2) -

normalized by factor

Kee ,

as a function of the
obtained for

and temperatures T=5.5, 6.14, 6.93, 7.74, 8.54, 9.34 10.13 and

χ=1.12×10−5 [d(nm)]2 , ξ =1.91×10−5 [d(nm)]2 ,

Appendix B [62], and

with a unity slope and

Rexp = ρM ISO (θ = 87.05o )/ρM ISO (θ = 0o )

10.93 K (see Figure 4.8 in Section 4.4.4 [62]). The parameter
using

X

> 1. Sample S1.

η =4×10−10 [d(nm)]4

X

is computed from Eq.(4.8),

which are evaluated analytically in

found from the t with the model. The
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presented comparison indicates a good agreement between the model and the experiment
in a broad range of temperatures and magnetic elds.
The origin of the scaling coecient

Kee

is related to eects of electron-electron

interaction on the quantum scattering rate [62]. Within the Fermi liquid theory the
electron-electron collision rate for an electron at energy

ϵ

counted from the Fermi energy

ϵF

is

ϵ2 + π 2 (kT )2
qs v F
1
=
ln
τee (ϵ, T )
4πℏϵF
max(kT, ℏωc (ωc τtr )1/2 )
where

vF

is Fermi velocity,

τtr

is transport scattering time and

(D.1)

qs = 2πe2 ν

is inversion

screening length [49, 23]. The energy dependence of the electron scattering rate makes the
Dingle factors

δi

to be energy dependent parameters:

 τ −1 + τ −1 (ϵ, T ) 
ee
δi (ϵ, T ) = exp − im
ωci /π
where

τim

(D.2)

is quantum scattering time due to impurity scattering. The time

depend on the temperature while the electron-electron scattering time
dependent. The time

τee

provides the

T2

τee

τim

does not

is temperature

contribution to the quantum scattering rate

observed in the experiments shown in the insert of Figure 4.7(a).
In the presented above computations of the ratio
energy dependence of the Dingle factors

δi

the

in Eq.(4.7) was ignored that cancels out these

factors. The eect of the energy dependence of the
MISO magnitude:

Rmod = σM ISO (θ)/σM ISO (00 ),

e−e

scattering rate on the relative

Rmod = ρM ISO (θ)/ρM ISO (00 ) = σM ISO (θ)/σM ISO (00 )

is evaluated below.

Substitution of the Equations (4.6), (4.3) and (D.2) into Eq.(4.4) leads to the following
expression for the relative MISO magnitude:

Rmod =

ρM ISO (θ)
⟨exp(−ϵ2 /ϵ20 ) cos(2πδf ϵ)⟩
=
ρM ISO (00 )
⟨exp(−ϵ2 /ϵ20 )⟩

(D.3)

APPENDIX D.
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ϵ0 = (2ϵ∗F ℏωc )1/2 .
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In the estimation a possible dierence in the

e−e
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scattering rate

in two subbands and the temperature/magnetic eld dependencies of the logarithmic factor
in Eq.(D.1) are ignored. As a result in Equation (D.3) the only tting parameter is

(i)

(i)

ϵ∗F ∼ ϵF / ln(qs vF / max(kT, ℏωc (ωc )1/2 )

(see Equation (D.1)).

A comparison with the free electron case suggests that the ratio
presented as a product of
function

Ftr (X, θ, T ),

X/ sinh(X),

Rmod

can be

corresponding to free electrons, and a transition

describing the eect of the electron-electron interaction on the MISO

magnitude:

Rmod = Ftr (X, θ, T )

X
sinh(X)

(D.4)

3.0

10.9K
2.5
10.13K

9.34K

Ftr

2.0

8.54K
7.74K

1.5

6.93K
6.14K
5.5K

1.0

0

1

2

3

4

5

6

X

Figure D.3:

Dependence of transition function

Ftr

on parameter

X

at dierent temper∗
atures as labeled. The function Ftr is numerically computed from Equation D.4 at ϵF ,
−5
2
using parameter X evaluted numerically from Equation 4.8 at χ = 1.12 × 10 [d(nm)] ,
ξ = 1.91 × 10−5 [d(nm)]2 , η = 4 × 10−10 [d(nm)]4 and d = 26 nm at angle θ = 87.05o . Dashed
lines show approximation of the transition function by a constant in the interval
to the experiment shown in Figure D.2.

X

relevant
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Figure D.3 shows an example of the numerically evaluated function
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Ftr (X, θ, T ),

using the Equation (D.4) at dierent temperature T as labeled. For each temperature the
transition function reaches a maximum and is approximated by a constant value. Dashed
lines are examples of these approximations for
range of the parameters

X

T =5.5

and 10.9 K demonstrating also the

relevant to the experiments shown in Figure D.2. The

approximation of the function

Ftr

by a constant agrees with the unity slope of the

experimental dependencies presented in Figure D.2 and yields the model scaling coecient

mod
Kee
.

Within the Method 1 this approximation is used to compare experiment and the

model.
Shown in Figure D.3 the increase of the function
at small

X

Ftr (X, θ, T )

with

X

from the unity

to a temperature dependent maximum is a result of the electron-electron

interaction and is a Fermi liquid eect. The electron-electron interaction leads to a
decrease of the quantum lifetime of quasiparticles with the energy

ϵ

away from the Fermi

energy [21, 22]. Equations (D.1) and (D.2) take into account this lifetime reduction
resulting in the Gaussian

exp(−ϵ2 /ϵ20 )

in Equation (D.3). The Gaussian function enhances

the MISO amplitude. Mathematically the eect is due to a reduction of the range of the
energy integration in Equation (D.3) from

fT

(−kT, kT ),

settled by the distribution function

for free electrons, to a smaller range, which for the interacting electrons is additionally

aected by the range narrowing factor

exp(−ϵ2 /ϵ20 ).

The energy averaging of the oscillating

content (cos(2πδf ϵ)) in narrower energy interval leads to a suppression of the averaging
and results in a larger value of the integral and, thus, the function

Ftr (X, θ, T )

[23].

Figure D.4 presents a comparison between experiment and the model using Method
1. In Figure D.4 the open circles present the scaling coecient,

Kee ,

obtained via the

collapse of the experimental data on the free electron result shown in Figure D.2. The lled
circles and squares present result of the numerical computations of the transition function

Ftr

at

ϵ∗F =5.9

meV and

ϵ∗F =8

meV and subsequent approximation of the function by
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as shown in Figure D.3. The numerical computations indicates that the

Fermi liquid enhancement of the MISO magnitude is stronger at smaller
to a narrower Gaussian function in Equation (D.3) at smaller

K

3.5

K
K

ee

K

ee
mod
ee

;
;

*
F
*
F

This is related

leading to a smaller

ϵ0 .

= 8 meV
= 5.9 meV

MODEL

ee
ee

/K

sp

EXPER/K

2.5

2.0

sp

EXPER

K

ee

and K

mod

3.0

mod

ϵ∗F

ϵ∗F .

1.5

1.0

5

6

7

8

9

10

11

T (K)

Figure D.4: Open circles present temperature dependence of scaling coecient

Kee

obtained

from the collapse of experimental data on free electron response in Figure D.2. Open squares
present coecient Kee , normalized by the spin factor Ksp = 0.67. Filled squares present
mod
temperature dependence of scaling coecient Kee
evaluated numerically as shown in Figure
∗
D.3 at ϵF = 8 meV, providing the best t within method 1. Filled circles present coecient
mod
∗
Kee
evaluated numerically as shown in Figure D.3 but at ϵF = 5.9 meV, which corresponds
to the observed temperatures dependence of MISO amplitude shown in Figure 4.7(a). Angle
θ = 87.05o . Sample S1.

Figure D.4 indicates that similar to the numerically obtained
coecient

Kee

contrast to

mod
Kee

the scaling

increases with the temperatures. However at low temperature

mod
Kee
,

the coecient

Kee

T =5.5

K, in

is less than unity. This property progresses with the

angle increase and is consistent for all studied samples. This property suggests a presence
of an angular dependent factor, reducing additionally the MISO magnitude in magnetic
elds. We related this factor to a spin splitting of Landau levels.
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For SdH oscillations the spin splitting decreases the oscillation magnitude for angles
less than a critical angle.[41] Recently we have observed a reduction of the magnitude of
the quantum positive magnetoresistance (QPMR) [10, 50] and MISO [55]. Both observed
reductions are found to be the result of the spin splitting. For MISO the spin factor reads
(Equation 2.36 and [55]):

Ksp = cos2 (
where

∆Z = µgB

is Zeeman energy,

∆Z /(ℏωc ) ∼ g/ cos(θ)

µ

π∆Z
)
ℏωc

(D.5)

g

is

g-

depend on

g

and the angle

is Bohr magneton and

and, thus, the spin factor

Ksp

factor. The ratio

experiments at a xed angle the spin factor is a constant aecting the ratio

Rexp = Ksp Rmod .

To nd the spin factor we divide the scaling coecient

Rexp ,

to nd the best t with

by the

Ksp

Equation (D.3) at a

ϵ∗F .

at

ϵ∗F =8

describing

Rmod ,

For

Rexp :

Kee ,

describing

which is computed from

An example of the t is shown in Figure D.4: the normalized

experimental data, labeled by

mod
Kee

mod
Kee
,

θ.

EXP ER/Ksp ,

correlate well with the model computations

meV. The obtained spin factor

Ksp =0.67

yields

g -factor g =0.31.

This

g-factor is in agreement with the one obtained before[55]. Other angles and samples
demonstrate spin factors, which are consistent with Eq.(D.5) at

g ≈ 0.2 − 0.4.

In accordance with Equation (D.1) the temperature and the energy dependencies of
the

e−e

scattering rate are controlled by the same parameter

ϵ∗F .

This should lead to a

correlation between Fermi liquid enhancement of the MISO amplitude and the temperature
dependence of MISO. The temperature dependence yields
D.4 model evaluation of the

mod
Kee

at

ϵ∗F =5.9

meV. Shown in Figure

meV demonstrates a MISO enhancement,

which is stronger the one obtained within the method 1 at
disagreement requires an additional work.

ϵ∗F =5.9

ϵ∗F =8

meV. A resolution of this
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D.0.2 Method 2
One of the disadvantages of the presented above method 1 is the requirement to compute
the parameter

X,

using a model for the dierence frequency

df .

Within a given shape of

the quantum well the computations (numerical or analytical) of the dierence frequency
are possible. However if the shape of the quantum well is not well known the computation
of the dierence frequency presents a challenge. Thus, it is benecial to develop a method
in which the computation of the dierence freqeuncy is not requried. Below we present
such a method and call it method 2.

e

-1

MISO

( )

0.125T

)

0.15T

0.175T
-2

MISO

(

e

0.2T
METHOD 2
K

SP

6

=1

0.225T

8

10

12

T (K)

Figure D.5: Temperature dependence of ratio

ρM ISO (θ)/ρM ISO (0) at dierent perpendicular

magnetic elds as labeled.

Open circles present experimental data. Solid lines present
∗
computation of the ratio Rmod , using Equation D.3 with df and ϵF as tting parameters.
o
Spin splitting is neglected: Ksp = 0.67. Angle θ = 87.05 . Sample S1.

The main idea of the method 2 is to use the same ratio

Rexp = ρM ISO (θ)/ρM ISO (0)(B, T )
magnetic eld

B.

but, in contrast to method 1, to use this ratio at xed

At xed magnetic eld the entanglement between subbands and, thus,

APPENDIX D.

the dierencec frequency
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to be considered as a tting

parameter and to obtain its value from the t.
Figure D.5 presents the t, using method 2. In this gure open circles presents the
ratio

Rexp = ρM ISO (θ)/ρM ISO (0)

obtained at a xed magnetic eld. The perpendicular

component of the eld labels each experimental set. Each data set is obtained from a
vertical cross section of the dependencies

Rexp (B)

plotted versus

B⊥

at dierent

temperatures similar to the plot shown in Figure D.1. The solid lines present computations
of the ratio

Rmod ,

using Equation D.3 with

done neglecting the spin splitting at

df

Ksp = 1.

and

ϵ∗F

as two tting parameters. The t is

The obtained tting parameters

df

and

ϵ∗F

are shown by open circles in Figures D.7 and D.8 correspondingly. Values of the dierence
frequency

df

are found to be consistently higher than the one obtained from the numerical

computations for a rectangular quantum well and shown by the dashed line in Figure D.7.
Variations of both
at

Ksp = 1

ϵ∗F =

df s

with

B||

look quite similar. In Figure D.8 values of the parameter

are found to be considerably smaller than the one obtained via method 1 at

8 meV and demonstrate a tendency to increase from 2 meV to 4 meV with the

magnetic eld increase.

ϵ∗F
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-1

MISO

( )

0.125T

)

0.15T

0.175T
-2

MISO

(
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0.2T

METHOD 2
K

SP

=0.67
0.225T

e

-3

6

8

10

12

T (K)

Figure D.6: Temperature dependence of ratio
magnetic elds as labeled.

ρM ISO (θ)/ρM ISO (0) at dierent perpendicular

Open circles present experimental data.

Rmod Ksp , using Equation D.3 with df and ϵ∗F
o
neglected: Ksp = 1. Angle θ = 87.05 . Sample S1.

computation of the ratio
Spin splitting is

Figure D.6 presents the t, using method 2 at spin splitting
gure, open circles present the same ratio

with

df

and

ϵ∗F

Ksp =

Rexp = ρM ISO (θ)/ρM ISO (0)

D.5. The solid lines present computations of the product

Solid lines present

as tting parameters.

Rmod Ksp ,

0.67. In this

as shown in Figure

using Equation D.3

as two tting parameters. The accuracy of this t is quite comparable with

the accuracy of the t at

Ksp =

1. Obtained in this t values of

df

and

ϵ∗F

are shown by

lled squares in Figures D.7 and D.8 correspondingly. The values for the dierence
frequency

df /f

are found to be almost identical to the dierence frequency

df /f ,

used in

method 1 and shown by the dashed line in Figure D.7. In Figure D.8 the lled squares,
presenting the parameter

ϵ∗F ,

are slightly higher than the value of

meV) and shown by the solid line in Figure D.8.

ϵ∗F

found in method 1 (8
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0.18

used for method 1

0.16

K

=1

K

=0.8

K

=0.67

SP

0.14

SP

SP

0.12

df/f

0.10

0.08

0.06

0.04

Method 2

0.02

0.00
0

5

10

B

15
2

| |

20

(T)

df /f on square of in-plane magnetic
df /f , numerically computed for a rectangular quantum well using
−5
2
−5
2
−10
Equation 4.8 at χ = 1.12 × 10 [d(nm)] , ξ = 1.91 × 10 [d(nm)] , η = 4 × 10
[d(nm)]4
and d = 26 nm. Open (lled) circles present df /f obtained in the t, using method 2 at
Ksp = 1 (= 0.8). Filled squares present df /f , obtained in the t at Ksp = 0.67. Angle
θ = 87.05o . Sample S1.
Figure D.7: Dependence of relative dierence frequency,

eld. Dashed line presents
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10

F

*

(meV)

8

6

4

K_sp=1
K_sp=0.8

2

K_sp=0.67

Method 2

0
0.12

0.14

0.16

0.18

B

0.20

0.22

0.24

(T)

ϵ∗F .

∗
Open (lled) circles present ϵF
∗
obtained in the t using method 2 at Ksp = 1 (=0.8). Filled squares present ϵF obtained
∗
in the t using method 2 at Ksp = 0.67. Solid line indicates ϵF = 8 meV obtained in the
∗
t, using method 1. Dashed line indicates ϵF = 5.9 meV obtained from the temperature
dependence of MISO amplitude.
Figure D.8: Magnetic eld dependence of the parameter

Finally, in Figures D.7 and D.8 lled circles present tting parameters
obtained in the t, using method 2 and

Ksp =

method 2.

Ksp .

and

ϵ∗F

0.8. The data, shown in these gures,

indicate a consistent decrease (increase) of the tting parameter
decrease of the spin factor

df /f

df /f (ϵ∗F )

with the

It leads to an uncertainty of the obtained parameters in
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