ABSTRACT. This article in devoted to the the study of the nonlocal dispersal equation
INTRODUCTION
Let K : R N × R N → R be a nonnegative smooth function such that R N K(x, y)dx = 1 for all y ∈ R N . Equations of the form (1.1) u t (x, t) = R N K(x, y)u(y, t) dy − u(x, t), have been widely used to model diffusion processes in the following sense. As stated in [11, 12] if u(y, t) is thought of as a density at location y at time t and K(x, y) as the probability distribution of jumping from location y to location x, then the rate at which individuals from all other places are arriving to location x is 1 g(y)
.
In this case the dispersal is inhomogeneous and the step size, g(y), of the dispersal depends on the position y. Therefore in this paper we will deal with the following problem:
u(y, t) g(y) dy − u(x, t) in R × [0, ∞), with a prescribed initial data u(x, 0) = u 0 (x) on R.
An important role in the study of the behavior of solutions of (1.2) is played by the solutions of the corresponding stationary problem, namely
p(y) g(y) dy in R.
The existence and properties of solutions of problems (1.2) and (1.3) depend strongly on the function g, specially in the case where g vanishes at some places. Actually the dependence is rather on how g vanishes than on the plain fact that it vanishes.
Throughout all of this paper we will make the following assumptions on J and g.
The function J : R → R will be a nonnegative, smooth, even function with R J(r) dr = 1. We shall assume also that the support of J is [−1, 1] which means J(x) > 0 if and only if x ∈ (−1, 1).
For the function g we assume:
(g1) g : R → R is continuous and 0 ≤ g ≤ b < ∞ in R.
(g2) The set {x ∈ R / g(x) = 0} is discrete. If g(x) = 0 then there exist r > 0, C > 0 and 0 < α < 1 such that g(x) ≥ C|x −x| α for all x ∈ [x − r,x + r].
Under these basic hypotheses we prove that (1.2) has a globally defined mass preserving solution for any given u 0 ∈ L 1 . Moreover even though g can vanish at some A NON LOCAL INHOMOGENEOUS DISPERSAL PROCESS   3 points, these solutions have an infinite speed of propagation in the sense that if u 0 ≥ 0 and u 0 = 0, then u(x, 0) > 0 for all x and all t > 0. In order to study the asymptotic behavior of solutions of (1.2) we are lead to the analysis of equation (1.3) . In this direction we seek non negative solutions that play the role of the constant solutions when g ≡ C. We will prove, under a slightly strengthened version of (g2), the existence of bounded positive solutions that are also bounded away from 0. These stationary solutions permit us to define, following ideas of [15] , a Liapunov's functional that allow us to prove the local convergence to zero of solutions of (1.2).
Solutions of (1.3) will be obtained as the limit as K → ∞ of solutions of the following, so called, Neumann stationary problem:
(1.4)
dy, x ∈ [−K, K].
A key tool in the passage to the limit is the surprising fact that if p is a bounded solution of (1.3) then the quantity
J (z) dz ds dw is constant. This identity implies a Harnack's type inequality which provides some estimates needed in the proof.
For the sake of completeness we also study the corresponding evolution Neumann problem namely, for x ∈ [−K, K] and t ≥ 0 we consider
dy, u(0, x) = u 0 (x), and its relation with (1.4).
We should mention that the results we are obtaining, such as the infinite speed of propagation and the existence of bounded steady states, are strongly dependent on the vanishing profile of g, which is expressed in hypothesis (g2). For example, if we change (g2) by g(y) ≤ C|y| α with α > 1, then the existence of a barrier prevents an infinite speed of propagation. We will pursue the study of (1.2) with g with this profile in a future work. This paper is organized as follows. Section 2 is devoted to the Neumann type problems, that is (1.5) and (1.4) . In section 3 we study problem (1.2). Problem (1.3) is studied in section 4 and in section 5 we deal with the asymptotic behavior of solutions of (1.2).
THE NEUMANN PROBLEM
We note that for x ∈ [−K, K] and t ≥ 0, problem (1.5) can be written as
where
u(y) g(y) dy, and
It is easy to check that there exists c 0 > 0 such that α(x) > c 0 for all x ∈ [−K, K] and, according to our assumptions, α is continuous in
dy < ∞.
For existence and uniqueness of solutions of (2.6) we have the following theorem whose proof is standard and will be only sketched.
which satisfies the following integral equation
u(y, s) g(y) dy ds a.e., for all t 0 ≤ t. The fact that the integral is preserved follows by integration in the equation and the last statement about continuity is a consequence of (2.8).
Our next result shows that, even if g vanishes at some points, hypothesis (g2) guarantees that the process has infinite speed of propagation.
Proof. To prove that u(x, t) is nonnegative we observe that, according to (2.8) , for a small interval [0, t] the solution u can be obtained as the unique fixed point of a map which leaves invariant the positive cone in
. Suppose now that u 0 ≥ 0 a.e. with u 0 > 0 in a set of positive measure. Observe that by (2.8) 
Redefining r > 0 if necessary in (g2), we assume that C(r/2) α > 3r and that |{x ∈ Z / u 0 (x) > 0}| > 0, where
Consider
By the definition of δ we have that
u(y, t) g(y) dy > 0 a.e. for t > 0,
Iterating the above procedure we obtain the desired result.
is non negative and nontrivial, then u(x, t) > 0 for all t > 0 and
In order to study the asymptotic behavior as t → ∞ of the positive solutions of (1.5), we will first establish the existence of a positive continuous steady state, that is a solution of (1.4). This existence result will be a consequence of Krein-Rutman's theorem, see [17] , applied to the operator T :
The next lemmas will be used in the proof. The first one states the strong positivity of T and as its proof, which is similar to the one of Proposition 2.1, will be omitted .
Lemma 2.2. The family
is equicontinuous. Proof. Let ε > 0. By condition (g2) we get that there exists δ > 0 such that
Since J is uniformly continuous in [−1, 1] there exists η > 0 such that if |w −w| < η/δ then |J(w) − J(w)| < εδ/2(b − a). Then, if |x − z| < η we have that
As a consequence of this lemma we have:
Now we are ready to give our existence result for steady states.
Theorem 2.2.
There exists a unique positive solution u * of (1.4) with
Proof. Lemma 2.1 and Lemma 2.3 guarantee, via Krein-Rutman's Theorem, that there exists λ > 0 and a unique positive solution u * of T u * = λu * , with
hence λ = 1 and u * is the desired solution.
We will study the asymptotic behavior of the solutions of (1.5) as t → ∞. We start with the case u 0 ∈ C([−K, K]).
Theorem 2.3. There exists
v 0 dx = 0 and denote v(x, t) the solution of (1.5) with initial data v 0 . By direct integration in the equation of (1.5) we obtain that
and by standard semigroup theory our result will be proved if we show that the spectrum σ X (T 0 −α(x)I) is contained in the open half plane {Re z < 0}.
Suppose that µ =α + iβ, withα ≥ 0, belongs to σ X (T 0 − α(x)I). By Fredholm's Alternative theorem µ is an eigenvalue, thus there exists a nontrivial v ∈ X such that T 0 v − α(x)v = µv. Using Krein-Rutman's theorem we obtain that µ = 0, since 1 is a simple eigenvalue of T with positive eigenfunction.
Let w = w 1 + iw 2 ∈ X be an eigenfunction associated to µ. Then for some γ > 0 we have that γu
. Set u(t) the solution of (1.5) with initial value γu * + w 1 which is given by u(t) = γu * + eα t Re (e iβt w). Ifα > 0, then for large t > 0 we have that there exists x ∈ [−K, K] such that u(x, t) < 0 contradicting Proposition 2.1. Whenα = 0 we have that u(x 0 , 2π β ) = 0 which also contradicts Proposition 2.1.
e. the asymptotic behavior of u(·, t) is a consequence of Theorem 2.3 and the following lemma.
Lemma 2.4. Let u be a solution of (1.5), then 
and then
with u 0 ≥ 0 a.e. and let u(x, t) be the solution of (1.5) with initial data u 0 , then
and the proposition follows from Lemma 2.4 and Theorem 2.3. 
THE CAUCHY PROBLEM
In this section we establish some basic facts about solutions of (1.2).
We start by defining the operator
u(y, t) g(y) dy.
Moreover, if in addition (g3) there is a 3 > 0 and 0 < β < 1 such that
Proof. Observe that by Fubini's theorem we have
This implies that L is a continuous operator from
∞ and (g3) holds we have
Proof. The result is a direct consequence of Proposition 3.1 and standard results from semigroup theory.
It is convenient at this point to introduce the integral form of the initial value problem (1.2),
u(y, s) g(y) dy ds.
Our next result states that this problem has infinite speed of propagation.
Proof. It follows by the same arguments as the proof of Proposition 2.1.
is globally Lipschitz in time, uniformly in space that is, there exists a constant
for all t, s ≥ 0.
Proof. Suppose that for some sequence t n → ∞ we have ||u(·, t n )|| ∞ → ∞. Then we can find a sequence T n → ∞ such that ||u(·, T n )|| ∞ → ∞ and
Observe that the solution u satisfies
Integrating this equality between 0 and T n , and using (3.2) we obtain
which contradicts the fact that ||u(·, T n )|| ∞ → ∞ and proves (i).
Since ||u(·, t)|| ∞ ≤ K ∞ and (1.2) is mass preserving (ii) follows easily by interpolation.
To prove (iii) we integrate equation (1.2) to obtain
which concludes the proof.
STEADY STATES FOR THE WHOLE REAL LINE.
In this section we will establish the existence of positive solutions of (1.3). As a first step we will construct a bounded positive solution of (1.3) under the extra assumption that g is constant near infinity. Proof. We will obtain the solution as the limit of a sequence of solutions of problem (1.4) as K → ∞. To do this fix K > N + b, where b is an upper bound for the function g, and let p K be a solution of (1.5) 
We claim that each
Assume that x 0 ∈ [N + b, K] and consider the set
The set A is clearly closed. On the other hand if x 1 ∈ A one has (4.1)
Since the operator on the right hand side of (4.1) is an average operator we obtain that Arguing as in Lemma 2.2, the family p K is equicontinuous in any fixed bounded interval. Thus, using Ascoli-Arzela's theorem and a standard diagonal procedure we can construct a sequence K n with K n → ∞ as n → ∞ and such that p Kn converges uniformly, to a continuous function p, in compact subsets of R as n → ∞. It is clear that p is a nonnegative solution of (1.3).
Finally since p Kn (x Kn ) = 1 for some x Kn ∈ [−(N + b), N + b] it follows that p is non trivial.
The following lemma, that will be used later, is of interest on itself. J (z) dz ds dw
Proof. Let p be a bounded solution of (1.3). Pick M and N such that M + 2b ≤ N.
Integrating (1.3) we get
But since g ≤ b and R J(z)dz = 1 one has
p(y) g(y) dxdy.
Making, for fixed y, the change of variables z = x−y g(y)
and using the fact that M +2b ≤ N we have
which can be written as
Similarly we have
J (z) dz dy. Let C, D ∈ R with C < D. Integrating (4.2) with respect to M from C to D we have
Since by the symmetry of J one has
substituting the result of (4.4), (4.5) and (4.6) in (4.3) one gets
Because we have assumed p bounded, the right hand side of (4.7) is bounded independently of the choice of C and D. This implies K = 0 and hence The lemma follows since the symmetry of J implies that
As a consequence of Lemma 4.2 we have the following Harnack's type inequality. Proof. During this proof A will denote a constant depending on M , J and b that can change from step to step.
For a fixed a such that 0 < a < b define
Since g(−M ) = 0 and g(M ) = 0 we can make a smaller if necessary to guarantee that
In this case we have
and, according to our hypotheses on g, we can take a smaller if necessary to have the existence ofβ < 1 such that
dy <β. 
]∩W p(s)ds.
Observe that there exists an integer N , depending on a and b, such that W can be covered by N intervals of length a 2 in the form
This fact implies the existence of A such that
J (z) dz ds dw, (4.12) and using (4.10) we have
J (z) dz ds dw. We are now in a position to prove the existence of nontrivial solutions of (1.3). Namely Theorem 4.1. Problem (1.3) has a non trivial non negative solution.
Proof. Let R n , S n be sequences such that g(R n ) = 0, g(S n ) = 0 and lim
Denote by p n the bounded solution of (1.3), with g ≡ g n , provided by Lemma 4.1 satisfying Proceeding as in Lemma 2.2 this bound implies that {p n } n∈N restricted to [−M, M ] is equicontinuous. A standard diagonalization argument provides a subsequence, still denoted by p n , which converges uniformly on compact subsets of R to a nontrivial continuous function p.
Letting n → ∞ in the equation
we obtain that p solves (1.3) as desired.
In the next result we show that a necessary condition to have bounded solutions of (1.3) is that g(x) cannot converge to zero when x → ∞ or x → −∞. Theorem 4.2. Suppose that g(x) → 0 as x → ∞ or x → −∞. Then all nontrivial non negative solutions of (1.3) are unbounded.
Proof.
We proceed by contradiction. Suppose that p is a nontrivial nonnegative bounded solution of (1.3) and, without loss of generality, g(x) → 0 as x → ∞.
Since p is nontrivial, it is easy to see that there exists c 1 > 0, x 0 ∈ R such that (4.15)
J(z) dz ds dw > c 1 > 0.
As g(x)
By virtue of Lemma 4.2, it follows that
Hence, we contradict (4.15) by taking δ → 0.
The following two theorems provide sufficient conditions on g that guarantee upper and lower bounds for the solutions of (1.3). Proof. By hypothesis there exists a constant a 4 > 0 and sequences R n → ∞ and S n → −∞ such that g(S n ) > a 4 and g(R n ) > a 4 for all n. As in the proof of Theorem 4.1, we define
, and we let p n be the bounded solution of (1.3) with g ≡ g n satisfying
Arguing exactly as in the proof of Theorem 4.1, the result will be proved if we show that there exists C > 0 such that ||p n || ∞ ≤ C for all n. To do this, choose a < min{a 3 , a 4 }. For any x 0 ∈ R we have
since g n (y) = g(y) whenever g n (y) ≤ a. Proceeding as in (4.11) we have that for any Recalling that β < 1, this inequality gives the desired result. J(z) dz ds dw = P for all D ∈ R.
Hence for a fixed 0 < a 0 < b we have
J(z) dz ds dw
If g(s) < a 0 and w ≥ a 0 then w/g(s) > 1 from where we obtain On the other hand, if x 1 ∈ R and a 1 > 0 then
where m = min |z|≤1/2 J(z). Thus we obtain (4.18)
from where in particular (4.19)
By hypothesis (g5) we have that
thus, we can choose a 1 such that
and then by (4.19) there exists
Repeating the above procedure with p(x 2 ) instead of p(x 1 ) we obtain
As x 1 + a 1 /4 ≤ x 2 ≤ x 1 + a 1 /2 from the above inequality we have
and then from (4.18)
Since a 1 is fixed, we can use the same procedure a finite number of times to show that there exists a positive constant C(b, m, a 1 ) such that
and then using (4.17) we conclude that
ASYMPTOTIC BEHAVIOR.
In this section we study the asymptotic behavior of solutions of (1.2) under the additional assumption that (1.3) possesses a solution p such that p ≥ c in R for some c > 0. Observe that by Theorem 4.4 hypothesis (g5) implies the existence of such a p. Throughout this section we shall assume that such a solution exists and it will be denoted by p.
An important tool that will be used is Liapunov functional, that is defined following the ideas introduced by Michel, Mischler and Perthame in [15] . Theorem 5.1. Let u be a solution of (1.2) with initial value u 0 ∈ L 1 (R) ∩ L ∞ (R). Then the following identity holds
Proof. Under our assumptions E is well defined and differentiable. Moreover, its derivative is given by
Using the mass conservation and that p is steady state (i.e a solution of (1.3)), we easily show that
Therefore from (5.3), we obtain the desired result
Let us now prove some regularity properties of this energy.
Lemma 5.1. Suppose that the hypothesis of Theorem 5.1 holds. Then E(t) ∈ C 1,1 (R + ).
Proof. Let t 1 and t 2 be in R + . Using formula (5.1) we have
By Proposition 3.3 the function u(x, t) is Lipschitz in time uniformly in x, thus there exists a constant κ such that
Again using the mass conservation and the fact that p is a steady states, one have that
We then deduce from (5.4) that
Before giving the result concerning the asymptotic behavior of the solutions of (1.2), we first prove a technical lemma. [w(x) − w(y)] 2 = 0 a.e. in R 2 ,
Let
I be an open interval where g > 0.
We claim that there exists λ such that w(x) = λ a.e. in I. Indeed, let D = {(x, x) / x ∈ I} note that there exist sequences {x i } i∈Z and {δ i } i∈Z such that x i < x i+1 < x i + δ i , Since in the interval (x i+1 − δ i+1 , x i + δ i ) we have λ i+1 = w(x) = λ i a.e., the claim is proved. Let I 1 = (z 1 , z 2 ) and I 2 = (z 2 , z 3 ) be two open intervals with g > 0 in I 1 ∪ I 2 and g(z 2 ) = 0. By the claim there exist λ 1 , λ 2 such that w(x) = λ i a.e. in I i for i = 1, 2. The result will be proved if we show that λ 1 = λ 2 .
By (g2) there exist positive constants C, r > 0 and α < 1 such that g(y) ≥ C|y − z 2 | a for all y ∈ [z 2 − r, z 2 + r]. We set 0 < r 0 < min{(r/2) a C/2, r, (C/2) 1/1−α } and z 2 − r 0 < x < z 2 . If y ∈ I 2 satisfies 2(z 2 − x) C 
