





















A new inverse formula for the Laplas‘s transformation.
Pavlov An.V.(MIREA(TU)).
In the article is proved,that the complex part of the analytical continuation of the






e−txZ(x)dx, p ∈ {p : Imp ≥ 0},
equals to −piZ(x), x ∈ (0,∞), if p = s = −x ∈ (−∞, 0) for a wide class of a functions Z(x) :





λkx, γk = resp=λk
Qn(p)
Pl(p)
, λk = −αk + βki, αk > 0, k = 1, . . . , l,
satisfy to all the conditions of the theorems of the article.
THE TRANSFORMS OF FOURIER, THE TRANSFORM OF LAPLAS,THE NEW FOR-
MULA OF TRANSFORMATION
Introduction.
In the article we prove (a theorem 2),that for the negative variable p = −x, x ∈ (0,∞) a
complex part of the analytical continuation r(p) = LLZ(x) equals to −piZ(x), x ∈ (0,∞) for a
wide class of a functions Z(x) :
piZ(s) = −Im rAn(−s), s ∈ (0,∞) , rAn(s) ≡ r(s), s ∈ (0,+∞),
r(s) = LL(Z(x)), s ∈ (0,∞), L(Z(x)) =
∞∫
0
e−sxZ(x)dx, s ∈ (0,∞),
where,by definition,rAn(p), p ∈ C, is the analytical continuation of the function r(p), p ∈ D =
{p : Re p > 0}, and the function rAn(p) is regular (analytic) in C \ P, P = {zj : zj ∈ C, zj /∈
(−∞, 0), j = 1, . . . , m}, the set P may be ∅.









−αx cos βkx = ReZ(x), λk = −αk+βki, αk ∈ (0,∞), γk, βk ∈ (−∞,∞),
λ2j+1 = −α2j+1 + β2j+1i, λ2j+2 = −α2j+1 − β2j+1i, j = 1, . . . , N − 1, λj 6= λi, for all i 6= j.





eiyxZ(x)dx, y ∈ (−∞,∞).
The main result of the article (the theorem 2) follows from the theorem 1.
All the conditions of the theorems 1 and 2 are checking in the remark 1 for the above
functions Z(x).
1
1. The main result.
We shall use a designations f(p) ∈ AnG, if the function f(p) is regular in the open domain
G ∈ C.
Theorem 1.

















for a variable ϕ0 : 0 < ϕ0 < pi/2; if for all p = −is, s ∈ (0,∞), the functions are continuous.
Then






eitxZ(t)dt, s ∈ (0,∞).
Proof.
We can replace ux = x1, p = s ∈ (0,∞), in the integral of R(p), if p = u ∈ (0,∞). We
obtain R(u) = F (u), s ∈ (0,∞). The functions are regular in D∗{p : −pi/2 < arg p < ϕ0}, it
is the open domain and (0,∞) ∈ D∗, then R(p) = F (p), p ∈ D. The function are continuous
for p = is, s ∈ (−∞, 0), then R(−is) = F (−is), s ∈ (0,∞), and after the inverse replace
x1/s = x, s ∈ (0,∞), x1 ∈ [0,∞) in the integral of F (−is) we obtain the theorem 1..
Theorem 2.
Let the function F0F0(Z(x)) = rF (p) is regular in the domain D+ = {p : Imp > 0} and is
continuous for all real p = s ∈ (−∞,∞).
Let all the conditions of the theorem 1 are holds.
Let the function r(s) = LL(Z(x)), s ∈ (0,∞), can be analytical continued in the left part
of the plane : D− = {p : Re p < 0 \ {pj, j = 1, . . . , m} } ( m can be 0).
then
−piZ(x) = Im rAn(−x), x ∈ (0,∞), rAn(p) = r(p), p ∈ D = {p : Re p > 0}.
Proof.
Let
−irF (p) = −iF0F0(Z(x)), rL(p) = rAn(p), rL(p) = LL(Z(x)), p = s ∈ (0,∞).
We can see,that the real part of rF (s), s ∈ (−∞,∞), is equal to

























eitx Z+(t)dt = (pi/2)Z+(−s),
2
s ∈ (−∞,∞), where
Zod(x) ≡ Zev(x) ≡ Z+(x)/2 = Z(x), x ∈ (0,+∞);
Zod(−x) ≡ Zod(x), Zev(−x) ≡ −Z(x), Z+(−x) ≡ 0,−x ∈ (−∞, 0).
We obtain
Im (−irF (−s)) ≡ (−pi/2)Z+(−(−s)) = −piZ(s), s ∈ (0,∞) (1.1).
From the theorem 1 we have
rL(s) = −irF (s) = r(s), s ∈ (0,+∞).
We shall prove,that the functions are equal for all the complex p : Imp ≥ 0.
Let p = zj is a point,where the rL(p) or the rF (p) functions are not regular; let Q = {p =
zj , j = 1, . . . ,M} is the set of all the points.
All the values of the function irF (p) are real,if p = s ∈ (0,∞) - it follows from the the
theorem 1,where
−irF (p) ≡ Re (−irF (p)) ≡ LL(Z(x)) = r(s), p = s ∈ (0,∞).
Then,we can use the Reaman‘s theorem about the symmetrical continuation ([2]),and the func-
tion −irF (p) = −iF0F0(Z(x)), Im − irF (s) ≡ 0, s ∈ (0,∞), can be analytical continued from
the domain D0 = {p : Imp > 0} in the the low part of the complex plane in the domain D1,
such that the real axis (0,∞) ∈ D1 : : (0,∞) ∈ D1,−irAn(p) ∈ AnD1, D0 ∈ D1,−irAn ≡
−irF (p), p ∈ D0.
Now,from −irAn(p) = rL(p), p = s ∈ (0,∞) ∈ D1, it follows −irAn(p) = rL(p), p ∈ D1 \Q.
As the result we have −irAn(p) = −irF (p), p ∈ D0 \ Q ∈ D1. (We use,that −irF (p) ∈
AnD0 \Q.
Therefore rL(p) = −irAn(p) = −irF (p), p ∈ D0 \Q.
The function rF (p) is continuous ,if p = s ∈ (−∞,∞). Then,
−irF (−s) = lim
p→−s
(−irF (p)) = lim
p→−s
rL(p) = rL(−s), s ∈ (0,∞).
From the equality (1.1) we obtain
−piZ(s) = Im (−irF (−s)) = Im rL(−s) = Im rAn(−s), s ∈ (0,∞).
The theorem 2 is proved.
Remark 1.


















]e−pxdx, Re p ≥ 0,
if λk 6= 0, k = 1, . . . , l.





λkx, γk = resp=λk
Qn(p)
Pl(p)
, k = 1, . . . , l
3
satisfy to all the conditions of the theorems 1 and 2,if,for instance, λi 6= λj for all i 6= j.
(In the conditions of introduction the function Z(x) is equal to Zre(x) ).
Proof.
1. It is obviously,the function R(p), p = x + iy, is regular for all x > 0, y ∈ (−∞,∞) and



























is continuous for all p ∈ D∗; we use
[x1/
√
x2 + y2](−i)(x− iy) = T (−ix− y) 6= −αk + βki, for all T ∈ (0,∞),
if ,other p ∈ D1 = {x + iy : x > 0, y ≤ 0},( α > 0), or p ∈ D2 = {x + iy : y > 0, x >
0
⋂
−pi/2− arg(−αk − |βk|i) < arg(−ix− y) < −pi/2, k = 1, . . . , l}, where D2 = {x+ iy : x >
0, y > 0
⋂









k=1((−ix1/(x+ iy)) + αk − βki)
dx1 ∈ AnD,
3. To prove,that rAm(p) is continuous for all p = x ∈ (−∞, 0) and rAm(p) = r(p),if p ∈ D3 =
{p : Imp > 0}, we consider an equality
r(p) = LL(Z(x)) =
∞∫
0
Z(x)[1/(p+ x)]dx ∈ AnC \ (−∞, 0).
We can write
r(p) = LL(Z(x)) =
∞∫
0
Z(x)[1/(p+ x)]dx ∈ AnC \ (−∞, 0).
Let
p = p0t, t ∈ (0,∞), p0 = const., arg p0 = pi − ε, 0 < ε,≪ 1,




Z(p0tz)[1/(1 + z)]dz, t ∈ (0,∞), l(p0) = {z : z = τ/p0, τ ∈ [0,∞)},
4
(l(p0) = {z : arg z = arg(1/p0)}), where r1(p) = r(p), p = p0t, t ∈ (0,∞); and r1(p) ∈ AnDε =
{p : −2ε < arg p/p0 < 2ε
⋂

















is continuous for all p ∈ Dε, (Re (p/p0) > const. > 0).
We obtain,that r1(p) = r(p), p ∈ l(p0)), and r1(p) = rAn(p) = r(p), p ∈ Dε, (−∞, 0) ∈ Dε,
where we the functions are regular in the upper part of the C.
4. The function F0F0(Z(x)) is regular in the upper part of C for all p : {Imp > 0}. and it
is continuous for all p = x ∈ (−∞, 0), (if 1 < l > n + 2.) We use |eipt| ≤ e−y, p = x+ iy, y > 0.
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