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Abstract
In this paper we investigate a sub-diffusion equation for simulating the anomalous diffusion
phenomenon in real physical environment. Based on an equivalent transformation of the original
sub-diffusion equation followed by the use of a smooth operator, we devise a high-order numerical
scheme by combining the Nystro¨m method in temporal direction with the compact finite differ-
ence method and the spectral method in spatial direction. The distinct advantage of this approach
in comparison with most current methods is its high convergence rate even though the solution of
the anomalous sub-diffusion equation usually has lower regularity on the starting point. The ef-
fectiveness and efficiency of our proposed method are verified by several numerical experiments.
Keywords: fractional derivative; anomalous sub-diffusion; weakly singular; Volterra integral
equation; spectral method
1 Introduction
Fractional calculus is an area having a long history, which is believed to have stemmed from a question
about the meaning of notation d
1
2 y/dx
1
2 raised in the year 1695 by Marquis de L’Hoˆpital to Gottfried
Wihelm Leibniz. During the past three decades, this subject has gained considerable popularity due
mainly to its powerful applications in numerous seemingly diverse and widespread fields of science
and engineering, such as materials and mechanics, signal processing, anomalous diffusion, biological
systems, finance, and etc.(see [2, 10–12, 18, 19]). At present there have been many papers presenting
fractional calculus models for kinetics of natural anomalous processes in complex systems. These
models always maintain the long-memory and non-local properties of the corresponding dynamics.
Because of these properties, it is still not easy to find the exact or numerical solutions of these equa-
tions, though researchers have developed many methods to approach this goal. Special interest has
been paid to the anomalous diffusion processes, which include super-slow diffusion (or sub-diffusion)
and super-fast diffusion (or super-diffusion). Among those models, anomalous sub-diffusion equa-
tions are important due to its application in simulating real physical sub-diffusion phenomena. The
model is always written as

ut(x, t) =
RL
0D
1−γ
t Lu(x, t) + f¯ (x, t), 0 < x ≤ X, 0 < t ≤ T,
u(x, 0) = ϕ(x), 0 ≤ x ≤ X,
u(0, t) = ψ1(t), u(X, t) = ψ2(t), 0 ≤ t ≤ T,
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where 0 < γ < 1, Lu(x, t) = Kγuxx(x, t) and
RL
0D
1−γ
t denotes the Riemann-Liouville fractional deriva-
tive of order 1 − γ,
RL
0D
1−γ
t u(x, t) =
1
Γ(γ)
∂
∂t
∫ t
0
(t − η)γ−1u(x, η) dη. (1.1)
Assume f¯ = RL0D
1−γ
t f , then we can rewrite the original equation as below[12]:

ut(x, t) =
RL
0D
1−γ
t
(
Lu(x, t) + f (x, t)
)
, 0 < x ≤ X, 0 < t ≤ T,
u(x, 0) = ϕ(x), 0 ≤ x ≤ X,
u(0, t) = ψ1(t), u(X, t) = ψ2(t), 0 ≤ t ≤ T.
(1.2)
In this paper we only consider anomalous sub-diffusion problem in form (1.2). In some references,
equation (1.2) is called the time Riemann-Liouville type sub-diffusion equation. Some researchers
use the following models instead of equation (1.2) :
RL
0D
γ
t (u(x, t) − u(x, 0)) = Lu(x, t) + f (x, t), (1.3)
or
C
0D
γ
t u(x, t) = Lu(x, t) + f (x, t), (1.4)
where C0D
γ
t denotes the Caputo fractional derivative of order γ,
C
0D
γ
t u(x, t) =
1
Γ(1 − γ)
∫ t
0
(t − η)−γ
∂
∂η
u(x, η) dη. (1.5)
In fact, these models are equivalent. Many numerical methods have been developed to solve anoma-
lous sub-diffusion equations. In 2005, Yuste and Scedo[17] proposed an explicit FTCS scheme,
which combined the forward time centered space (FTCS) method with the Gru¨nwald-Letnikov dis-
cretization of the Riemann-Liouville derivative. And a new von Neumann-type method is applied to
analysis the stability in the paper. Zhuang et al.[22] presented an implicit numerical method as well
as two techniques which are used to improve the order of convergence. The stability and convergence
analysis for the implicit numerical method are given by using an energy method. Combining the
L1 discretization for time-fractional part and fourth-order accuracy compact approximation for space
derivative, a compact finite difference scheme is established by Gao and Sun[9]. Furthermore, Gao et
al.[8] offered a scheme with global second-order numerical accuracy in time independent of the frac-
tional derivative exponent. Apart from finite difference methods, part of researchers have investigated
Galerkin methods, including finite element methods and spectral methods. Zeng et al.[20] adopted lin-
ear multistepmethod and finite element method to approach the time-fractional sub-diffusion equation
and got two unconditionally stable schemes. Mustapha developed a discontinuous Petrov-Galerkin
method[14] and a time-stepping hp-versions discontinuous Galerkin method[15] for time fractional
partial differential equations. In [6, 7], Dehghan et al. developed spectral element method in spa-
tial and finite difference method in temporal for nonlinear fractional partial differential equations
and sub-diffusion equations, and gave the corresponding theoretical analysis. They also studied the
homotopy analysis method and the dual reciprocity boundary integral method for fractional partial
differential equations[3, 4]. In addition, the authors presented two high-order methods for multi-term
time-fractional diffusion equation[5]. For multi-term time-fractional diffusion equation, with the ben-
efit of spectral method, Zheng et al.[21] gained a valuable high-order scheme, which possessing high
efficiency and exponential decay in both time and space directions. There have been a great deal of
researches on anomalous sub-diffusion equations, however, as noticed in [8], when the solution is
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not smooth enough at t = 0, the convergence rate will be lower than expectation. To overcome this
shortcoming, we adopt some techniques similar to those used to deal with weakly singularity Volterra
integral equation[1, 13]. By these techniques, we can obtain better numerical results even though the
solution has weak regularity. The effectiveness of our algorithm can be seen in the numerical exam-
ples. The outline of this paper is arranged as follows. In Section 2, we give an equivalent form of
equation (1.2) by equivalent transformation and smoothing operator, which can improve the regularity
of the solution. Section 3 contains a semi-discrete scheme given by discretizing the equivalent equa-
tion with Nystro¨m method. With different method discretizing spatial variables, two fully-discrete
schemes are presented in Section 4. To demonstrate the efficiency and effectiveness of the proposed
scheme, we perform some numerical examples in Section 5. And in the last section conclusions as
well as some remarks are given.
2 Equivalent transformation and smoothing method
In paper [1], the authors proposed a simple smooth transformation for Volterra integral equations,
which can improve the regularity of the solution and can be used to construct high-order convergence
methods. In this section, we further introduce a smoothing method to transform the original fractional
differential equation (1.2) into an equivalent form. In order to use the smoothing method, the equation
(1.2) is transformed into an integral equation by integrating both sides:∫ s
0
ut(x, t) dt =
∫ s
0
1
Γ(γ)
∂
∂t
∫ t
0
(t − η)γ−1
(
Lu(x, η) + f (x, η)
)
dη dt.
Then we have
u(x, s) = u(x, 0) +
1
Γ(γ)
∫ s
0
(s − η)γ−1
(
Lu(x, η) + f (x, η)
)
dη,
i.e.
u(x, t) = u(x, 0) +
1
Γ(γ)
∫ t
0
(t − η)γ−1
(
Lu(x, η) + f (x, η)
)
dη. (2.1)
The last term in the right hand of (2.1) has a similar form with an integral term in the Volterra integral
equation. Following [1], we introduce the smooth operator
λ(t) = (b − a)1−q(t − a)q + a, q ∈ {1, 2, . . . , n, . . . }, (2.2)
which maps [a, b] into [a, b] where a is 0 and b is T . Here, we use a, b as end points to state the
generality of the transformation. Let α = 1 − γ and change the variables in (2.1) by setting η = λ(s),
t = λ(t′). Replacing t′ by t, we then get
u(x, λ(t)) = u(x, λ(a)) +
1
Γ(γ)
∫ t
a
(
λ(t) − λ(s)
)−α
G(x, s)λ′(s) ds, (2.3)
where G(x, s) = Lu
(
x, λ(s)
)
+ f
(
x, λ(s)
)
. To transform the kernel of (2.3) with form (t − s)−α, we
denote[1]
δα(t, s) =

(
(t − a)q − (s − a)q
t − s
)−α
, t , s,
(
q(s − a)q−1
)−α
, t = s.
(2.4)
The equation (2.4) implies
(
λ(t) − λ(s)
)−α
=
(
(b − a)1−q
)−α
δα(t, s)(t − s)
−α. (2.5)
3
Multiplying both sides of (2.3) by λ′(t), we can now rewrite (2.3) as
λ′(t)u(x, λ(t)) = λ′(t)u(x, λ(a)) +
1
Γ(γ)
∫ t
a
(t − s)−αKα(t, s)G(x, s)λ
′(s) ds, (2.6)
where
Kα(t, s) =
(
(b − a)1−q
)−α
λ′(t)δα(t, s). (2.7)
In order to use the Nystro¨m method in spatial direction, we introduce another transformation µ(t) =
b−a
2
t + b+a
2
and denote 
v(x, t) = λ′
(
µ(t)
)
u
(
x, λ
(
µ(t)
))
,
g(x, t) = λ′
(
µ(t)
)
f
(
x, λ
(
µ(t)
))
,
h(x, t) = λ′
(
µ(t)
)
u
(
x, λ
(
a
))
.
(2.8)
By setting t = µ(t′), s = µ(s′) in (2.6) and replacing t′ by t, s′ by s, we get
v(x, t) = h(x, t) +
1
Γ(γ)
∫ t
−1
(t − s)−αH(t, s)
(
Lv(x, s) + g(x, s)
)
ds, (2.9)
where
H(t, s) =
(
b − a
2
)1−α
Kα
(
µ(t), µ(s)
)
. (2.10)
After two times of transformations, a new equation (2.9) for the problem (1.2) is derived. For equa-
tion (2.9), the kernel is Hˆ(t, s) = (t − s)−αH(t, s). According to the expression, we know H(t, s) is
continuous and Hˆ(t, s) ∈ L1([−1, 1] × [−1, 1]) is a weakly singular kernel. Now we consider the
smoothness of the solution of the new equation (2.9). Suppose that u(x, t) → O(tβ) (β > 0) as t → 0.
Then λ′(s)u(x, λ(s)) → O(sqβ+q−1) as s → 0. As we set v(x, t) = λ′
(
µ(t)
)
u
(
x, λ(µ(t))
)
and µ(t) is the
first order polynomial which do not change the smoothness. Then v(x, t) → O(tqβ+q−1) as t → 0.
Obviously, qβ + q − 1 ≥ β, i.e. v(x, t) is smoother than u(x, t) when q > 1. Because the new solution
has higher regularity, traditional methods can be applied to solve this equation without loss much
accuracy. As a conclusion, we illustrate the smoothing process as below
u(x, t)
λ(s)=(b−a)1−q(s−a)q+a
// u(x, λ(s))
×λ′(s)

v(x, r) λ′(s)u(x, λ(s))
s=µ(r)
µ(r)= b−a
2
r+ b+a
2
oo
In the next section, we will describe more details of how to discretize the above equation.
3 The semi-discrete approximation
In the previous section we have obtained an equivalent equation (2.9). Here, we present a semi-
discrete scheme by using the Nystro¨m method. Choose N + 1 distinct points τn, n = 0, · · · ,N in
the interval [−1, 1] corresponding to tn, n = 0, · · · ,N in [a, b] with tn = λ
(
µ(τn)
)
. And collocate the
equation at the nodes {τn}
N
n=0
v(x, τn) = h(x, τn) +
1
Γ(γ)
∫ τn
−1
(τn − s)
−αH(τn, s)
(
Lv(x, s) + g(x, s)
)
ds. (3.1)
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Then replace H(τn, s)
(
Lv(x, s) + g(x, s)
)
by the corresponding Lagrange interpolation polynomials
associated with {τn}
N
n=0
v(x, τn) = h(x, τn) +
1
Γ(γ)
N∑
j=0
wn, jH(τn, τ j)(Lv(x, τ j) + g(x, τ j)) (3.2)
where
wn, j =
∫ τn
−1
(τn − s)
−αIN, j(s) ds,
and IN, j(s) are the Lagrange interpolation polynomials on points {τn}
N
n=0
. For the computation of the
coefficients of wn, j, we use the Jacobi-Gauss quadrature as described in [16].
Remark 3.1. Because of the singularity of the solution, the point τ = −1 should not be chosen as an
element of {τn}.
Remark 3.2. By choosing different {τn}
n=N
n=0
, we get different approximation polynomials with different
accuracies. This will have effect on the accuracy of the solution.
Now, we obtain a semi-discrete scheme for equation (1.2)
v(x, τn) = h(x, τn) +
N∑
j=0
rn j(Lv(x, τ j) + g(x, τ j)), n = 0, 1, · · · ,N, (3.3)
where rn j = wn, jH(τn, τ j)/Γ(γ). Once v(x, τ) is obtained, the solution of the original equation is given
by
u(x, t) =
v(x, τ)
λ′
(
µ(τ)
) , t = λ(µ(τ)). (3.4)
4 The fully-discrete approximation
Because of the high convergence rate in temporal direction of the scheme, we need a high-order
method in spatial direction for competence. In this section, we perform two different discrete methods
on the spatial variable.
4.1 Discrete spatial variable by compact difference operator
In this subsection, we use spatial compact approximation in spatial direction. Let xk = k∆x, (k =
0, 1, · · · ,M) with step ∆x = X/M. Like [8], denote a average operator
Aui =

(I +
∆x2
12
δ2x)ui, 1 ≤ i ≤ M − 1,
ui, i = 0 or i = M.
(4.1)
where δ2x is the centered difference operator. PerformA on both sides of (3.3) at {xk}
M−1
k=1
Av(xk, τn) = Ah(xk, τn) +
N∑
j=0
rn j
(
KγAvxx(xk, τ j) +Ag(xk, τ j)
)
. (4.2)
The next thing is to approximation Avxx(xk, s). In order to obtain the spatial compact scheme, we
need the following lemma, which suggests that δ2xv(xk, s) is a good approximation toAvxx(xk, s).
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Lemma 4.1 ([8]). Let function g(x) ∈ C6[0, X] and ξ(η) = (1 − η)3
(
5 − 3(1 − η)2
)
. Then
Ag′′(xi) = δ
2
xg(xi) +
∆x4
360
∫ 1
0
(
g(6)(xi − η∆x) + g
(6)(xi + η∆x)
)
ξ(η) dη. (4.3)
By Lemma 4.1, we have
Av(xk, τn) = Ah(xk, τn) + rn j(Kγδ
2
xv(xk, τ j) +Ag(xk, τ j)) + O(∆x
4). (4.4)
Drop down the high-order term, hence
Av(xk, τn) = Ah(xk, τn) + rn j(Kγδ
2
xv(xk, τ j) +Ag(xk, τ j)). (4.5)
Now, we have established the fully-discrete scheme by discrete spatial variables with compact dif-
ference operator. To introduce the matrix form of the last scheme, we denote vn
k
= v(xk, τn), h
n
k
=
h(xk, τn), and g
j
k
= g(xk, τ j). In addition, let V, V0, W and G be matrix with (V)k,n+1 = v
n
k
, (V0)k,n+1 =
hn
k
, (W)n+1, j+1 = rn j and (G)k,n+1 = g
n
k
(k = 1, · · · ,M − 1, j = 0, · · · ,N, n = 0, · · · ,N). Then the
matrix form of scheme (4.5) can be written as below:
V +
1
12
(DV + Bv) =V0 +
1
12
(DV0 + Bh) +
Kγ
∆x2
(DV + Bv)W
T
+
(
G +
1
12
(DG + Bg)
)
W
T ,
(4.6)
where the matrix D equals to tridiag(1,−2, 1), and Bh, Bg are similar to Bv which is defined as
follows:
Bv,(M−1)×(N+1) =

v0
0
v10 · · · v
N−1
0
vN
0
0 0 · · · 0 0
...
...
. . .
...
...
0 0 · · · 0 0
v0
M
v1
M
· · · vN−1
M
vN
M

.
. For simplification, we recombine the terms in equation (4.6) as
TV − AVWT = S, (4.7)
where T = I + 1
12
D, A =
Kγ
∆x2
D and
S = −
1
12
Bv + V0 +
1
12
(DV0 + Bh) +
(
G +
1
12
(DG + Bg)
)
W
T . (4.8)
Combining (3.4) and (4.7), we can obtain the solution of the original equation.
4.2 Spatial discretization with spectral method
In order to compare the result with some existing algorithms, we use the space basis function, pre-
sented by Zheng et al. in [21], to solve equation (3.3). Here, we only consider zero boundary condi-
tion, i.e., u(0, t) = 0, u(X, t) = 0. Firstly, let us state the variational problem of equations (3.3). We
recall the semi-discrete scheme (3.3)
v(x, τn) = h(x, τn) +
N∑
j=0
rn j(Lv(x, τ j) + g(x, τ j)) n = 0, 1, · · · ,N. (4.9)
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Set vn(x) = v(x, τn), h
n(x) = h(x, τn), g
n(x) = g(x, τn), Λ = [0, X]. Then the variational problem of
(3.3) is : Find vn(x) ∈ H10(Λ), (n = 0, 1, · · · ,N) for ∀φ(x) ∈ H
1
0(Λ), such that
(
vn(x), φ(x)
)
+ Kγ
N∑
j=0
rn j
(
v jx(x), φx(x)
)
=
(
hn(x), φ(x)
)
+
N∑
j=0
rn j
(
g j(x), φ(x)
)
.
(4.10)
Next, we construct a spectral scheme for the above variational problem. Let PM′(Λ) denote the spaces
of polynomials of degree up to M′ and set
PM′(Λ) = {p(x) ∈ PM′(Λ)|p(0) = p(X) = 0}.
Adopt the Fourier-like functions proposed by Zheng et al. [21, see Section 4.2 for more details]. Let
xˆ =
2
X
(x −
X
2
),
and define
zk(x) = λk(Lk(xˆ) − Lk+2(xˆ)),
where Lk(xˆ) is Legendre polynomials and λk =
√
X
4(2k+3)
. Then (z′
i
(x), z′
j
(x))Λ = δi j where δi j is the
Kronecker delta. Set Z =
(
(zi, z j)Λ
)
(M′−1)×(M′−1)
, and let
ζi(x) =
N−2∑
i=0
qikzi(x), k = 0, 1, · · · ,M
′ − 2.
where {qik}
M′−2
i=0
is the eigenvector corresponding to the eigenvalue pik of the matrix Z. And the basis
functions ζi(x) have the following property.
Lemma 4.2 ([21]). For the basis functions ζi(x)(i = 0, 1, · · · ,M − 2), x ∈ (a, b),
(ζi(x), ζ j(x)) = piiδi j, (ζ
′
i (x), ζ
′
j(x)) = δi j. (4.11)
Let vn
L
=
∑M′−2
i=0 vˆ
n
i
ζi, then we obtain the spectral scheme for problem (4.10):
(
vnL(x), ζi(x)
)
+ Kγ
N∑
j=0
rn j
(
v
j
L,x
(x), ζ′i (x)
)
=
(
hn(x), ζi(x)
)
+
N∑
j=0
rn j
(
g j(x), ζi(x)
)
,
∀i = 0, 1, · · · ,M′ − 2.
(4.12)
Now, we introduce the matrix form of this scheme. Adopt the following notations
V j = (vˆ
j
0
, vˆ
j
1
, · · · , vˆ
j
M′−2
)T ,
H j =
(
(h j, ζ0), (h
j, ζ1), · · · , (h
j, ζM′−2)
)T
,
G j =
(
(g j, ζ0), (g
j, ζ1), · · · , (g
j, ζM′−2)
)T
.
(4.13)
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Table 1: Errors and spatial convergence order of scheme (4.5) with c = 1.9, γ = 0.6, N = 100
q = 1 q = 2 q = 3
M error order error order error order
10 2.11e-08 2.11e-08 2.11e-08
20 1.32e-09 4.00 1.32e-09 4.00 1.32e-09 4.00
30 2.60e-10 4.00 2.60e-10 4.00 2.60e-10 4.00
40 8.23e-11 4.00 8.23e-11 4.00 8.23e-11 4.00
50 3.37e-11 4.00 3.37e-11 4.00 3.37e-11 4.00
Then we have
ΠVn + Kγ
N∑
j=0
rn jV
j
= Hn +
N∑
j=0
rn jG
j, n = 0, 1, · · · ,N, (4.14)
where Π = diag(pi0, pi1, · · · , piM′−2). Also define
V =
(
V0
T
,V1
T
, · · · ,VN
T
)T
,
H =
(
H0
T
,H1
T
, · · · ,HN
T
)T
,
G =
(
G0
T
,G1
T
, · · · ,GN
T
)T
.
(4.15)
Then the matrix form of this scheme can be written as
(A + KγB)V = H + BG, (4.16)
where A = IN+1 ⊗Π, B = W ⊗ IM′−1, and IN+1, along with IM′−1, are identity matrices.
5 Numerical experiments
Aim to verify the validity of our schemes, several test problems are presented in this section. The
first two, of which the exact solutions are known, are respectively adopted to illustrate the accuracy of
scheme (4.5) and scheme (4.12). A comparison between scheme (4.12) and algorithm of [21] is also
given in the second example. And the last one with an unknown exact solution shows the behaviors
of the sub-diffusion system.
Example 5.1. Consider equation (1.2) with X = 1, T = 1, and

u(x, 0) = 0,
u(0, t) = 0, u(1, t) = tc+γ sin 1,
f (x, t) =
(
kγt
c
+ tc+γ
)
sin x,
(5.1)
where kγ =
Γ(c+γ+1)
Γ(c+1)
and Kγ = 1 [8]. The exact solution under these conditions is u(x, t) = t
c+γ sin x.
In this example, we investigate the convergence order of the scheme (4.5). The high convergence
order can be easily seen from Table 1, in which we take c = 1.9, γ = 0.6, and N = 100. Table 2
shows the effect of the smoothing method with different q for equation (1.2) with c = 0.1,γ = 0.6, and
N = 100. It also shows that the convergence order in space is significantly improved when q = 2. As
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Table 2: Errors and spatial convergence order of scheme (4.5) with c = 0.1, γ = 0.6, N = 100
q = 1 q = 2 q = 3
M error order error order error order
10 2.58e-08 2.27e-08 2.27e-08
20 4.76e-09 2.44 1.42e-09 4.00 1.42e-09 4.00
30 4.21e-09 0.30 2.80e-10 4.00 2.81e-10 4.00
40 4.30e-09 -0.07 8.86e-11 4.00 8.88e-11 4.00
50 4.23e-09 0.07 3.62e-11 4.02 3.64e-11 4.00
Table 3: Maximum errors of scheme (4.5) with c = 1.4, γ = 0.8, M = 5000
N 6 8 10 12 14
q = 1 3.20e-06 6.91e-07 2.09e-07 7.76e-08 3.33e-08
q = 2 2.37e-07 1.08e-08 9.91e-10 1.42e-10 3.12e-11
q = 3 5.44e-07 3.26e-09 7.84e-11 2.13e-12 1.45e-12
Table 4: Maximum errors of scheme (4.5) with c = 0.5, γ = 0.8, M = 5000
N 6 8 10 12 14
q = 1 2.87e-05 1.00e-05 4.39e-06 2.22e-06 1.24e-06
q = 2 1.68e-07 1.84e-08 3.45e-09 8.72e-10 2.70e-10
q = 3 3.96e-07 2.22e-08 2.19e-09 3.42e-10 6.34e-11
Table 5: Maximum errors of scheme (4.5) with c = 3.1, γ = 0.5, M = 5000
N 6 8 10 12 14
q = 1 7.23e-08 6.42e-09 1.03e-09 2.82e-10 1.03e-10
q = 2 4.90e-06 5.38e-09 4.49e-11 4.82e-12 2.46e-12
q = 3 2.85e-04 4.79e-06 3.32e-09 1.64e-11 3.13e-12
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Figure 1: Convergence of scheme (4.5) for different c with γ = 0.8, M = 10000.
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Figure 2: Convergence of scheme (4.5) with c = 3.1, γ = 0.5, M = 10000.
shown in Tables 3 and 4, the convergence rate in time can be improved in several degrees when the
exact solutions have different regularity. These results indicate that the smoothing method can retain
the convergence order when the regularity of u is low. Maximum errors for different N are shown
in Figure 1 with c = 1.4, γ = 0.8 and c = 0.5, γ = 0.8 separately. The Figure 2 displays that the
convergence rate increases as q increases. The results shown in these figures, along with the results
in Table 5, suggest that it is profitable to perform smooth transformation on the equation no matter
what regularity the solution has.
Example 5.2. In this example, we consider equation (1.2) with X = 1, T = 1, and

u(x, 0) = 0,
u(0, t) = 0, u(1, t) = 0,
f (x, t) =
(
kγt
c
+ pi2tc+γ
)
sin pix,
(5.2)
where kγ =
Γ(c+γ+1)
Γ(c+1)
and Kγ = 1. The exact solution of equation (1.2) is
u(x, t) = tc+γ sin pix.
It is also the solution of equation in the following form:

RL
0D
γ
T
u = uxx + f
u(x, 0) = 0, u(t, 0) = 0, u(t, 1) = 0,
f = kγt
c sin pix + pi2tc+γ sin pix,
(5.3)
This equation is equivalent with our equation (1.2). In [21], the authors solved these sub-diffusion
equations with this form. Here, we compare the numerical results of scheme (4.12) with the results of
the method developed by Zheng et al. in [21], which possesses high efficiency and exponential decay
in both time and space directions. In this example we take γ = 0.4 and use the polynomials degree
of spatial base M′ = 200 to calculate results with different c. First, we choose c = 2.5, 1.5, and
present the maximum errors in Table 6 and Table 7 respectively. In addition to visualize these data,
we plot them in Figure 3. From those tables and figures, we can see that Zheng’s result is close to
our result with q = 1, and larger q can significantly improve the accuracy. Also, notice that larger
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Table 6: Maximum errors of scheme (4.12) with c = 2.5, γ = 0.4, M′ = 200
N 6 8 10 12 14
q = 1 4.87e-07 6.38e-08 1.26e-08 3.23e-09 1.00e-09
q = 2 5.31e-07 7.01e-09 1.80e-10 7.27e-12 4.90e-13
q = 3 7.60e-05 8.67e-08 7.51e-10 1.56e-11 3.13e-13
Zheng et al. 6.66e-06 9.98e-07 2.26e-07 6.62e-08 2.32e-08
Table 7: Maximum errors of scheme (4.12) with c = 1.5, γ = 0.4, M′ = 200
N 6 8 10 12 14
q = 1 2.25e-06 5.10e-07 1.54e-07 5.58e-08 2.32e-08
q = 2 2.39e-07 7.95e-09 4.85e-10 5.31e-11 8.67e-12
q = 3 8.45e-07 1.28e-08 3.80e-10 2.61e-11 1.17e-12
Zheng et al. 3.60e-05 9.63e-06 3.38e-06 1.41e-06 6.67e-07
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Figure 3: Convergence of scheme (4.12) for different c with γ = 0.4, M′ = 200.
Table 8: Maximum errors of scheme (4.12) with c = 0.5, γ = 0.4, M′ = 200
N 10 18 26 34 42 50
q = 1 4.38e-06 4.64e-07 1.04e-07 3.39e-08 1.40e-08 6.76e-09
q = 2 1.27e-08 1.42e-10 7.00e-12 7.23e-13 1.19e-13 2.18e-14
q = 3 4.31e-09 1.51e-11 3.63e-13 2.32e-14 1.11e-15 1.22e-15
Zheng et al. 1.48e-04 2.56e-05 8.09e-06 3.42e-06 1.72e-06 9.68e-07
Table 9: Maximum errors of scheme (4.12) with c = −0.1, γ = 0.4, M′ = 200
N 10 18 26 34 42 50
q = 1 1.95e-05 4.14e-06 1.50e-06 7.15e-07 4.05e-07 2.57e-07
q = 2 1.47e-06 9.93e-08 1.68e-08 4.50e-09 1.58e-09 6.71e-10
q = 3 1.57e-07 3.65e-09 3.22e-10 5.32e-11 1.27e-11 3.83e-12
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Figure 4: Convergence of scheme (4.12) for different c with γ = 0.4, M′ = 200.
q can speed up the convergence. Furthermore, we choose c = 0.5,−0.1, and present the results
in Table 8, Table 9, and Figure 4. Zheng’s method cannot handle the situation with c = −0.1 and
hence we just present our result in table and figure when c = −0.1. As c decreases, the regularity of
the solution becomes weaker, and this results in slow convergence speed as shown in Figure 3 and
Figure 4. However, we can still get accurate results by setting q larger. It is recommended to apply
smooth transformation on the equations.
Example 5.3. Consider anomalous sub-diffusion equation
∂u
∂t
=
∂1−γ
∂t1−γ
(∂2u
∂x2
)
, (5.4)
with initial and boundary conditions [22]
u(x, 0) =

2x, 0 ≤ x ≤ 0.5,
4 − 2x
3
, 0.5 ≤ x ≤ 2,
u(0, t) = u(2, t) = 0, 0 ≤ t ≤ 0.4 .
(5.5)
This system is simulated by applying scheme (4.5)with N = 20,M = 20. Figure 5 shows the numerical
approximation u(x, t) when γ = 0.1 and γ = 0.9 respectively. And Figure 6 illustrates the change of
approximation u(x, t) as γ vary in quantity. These results show that the system exhibits sub-diffusion
behaviors and the solution continuously depends on the time fractional derivative.
6 Conclusion
In this paper, a high-order method has been proposed to solve anomalous sub-diffusion equations es-
pecially when the exact solution has lower regularity. The compact difference method and the spectral
method used in spatial direction make this method more effective. In the numerical experiments, we
have demonstrated the effectiveness and accuracy of these proposed schemes, even though theoretical
analysis of convergence order and stability for this method are lacked because of the difficulty of
coupled integral and differential operator. In the future, we will focus on the theoretical analysis of
this method.
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Figure 5: Numerical approximation of u(x, t) for different γ when N = 20,M = 20.
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