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Abstrakt
Tato pra´ce se zaby´va´ optima´lnı´m rˇı´zenı´m pro Dirichletovu okrajovou u´lohu ve 2D bez
omezenı´. U´loha spocˇı´va´ v hleda´nı´ minima cenove´ho funkciona´lu a je prˇeformulova´na na
variacˇnı´ rovnici na hranici s vyuzˇitı´m hranicˇnı´ch integra´lnı´ch opera´toru˚ pro Poissonovu
a bi-Laplaceovu rovnici.
Klı´cˇova´ slova: Optima´lnı´ rˇı´zenı´, Dirichletova u´loha, metoda hranicˇnı´ch prvku˚, variacˇnı´
rovnice, Poissonova rovnice, bi-Laplaceova rovnice
Abstract
In this work the Dirichlet boundary optimal control problem without constrain’s in 2D
is presented. The problem is based on finding the minimum of the cost functional. This
problem is lately reformulated as variational equation on domain boundary using the
boundary integral operator’s for Poisson and bi-Laplace equation.
Keywords: Optimal control problem, Dirichlet boundary value problem, boundary ele-
ment method, variational equality, Poisson equation, bi-Laplace equation
Seznam pouzˇity´ch zkratek a symbolu˚
R – Mnozˇina vsˇech rea´lny´ch cˇı´sel
R+ – Mnozˇina vsˇech kladny´ch rea´lny´ch cˇı´sel
Rn – n-rozmeˇrny´ euklidovsky´ prostor
N – Mnozˇina vsˇech prˇirozeny´ch cˇı´sel
o – Nulovy´ sloupcovy´ vektor v Rn
(xn) – Posloupnost prvku˚ xn, kde n ∈ N
Ω – Oblast Ω
∂Ω – Hranice oblasti Ω
Ω – Uza´veˇr oblasti Ω
diam(Ω) – Diametr oblasti Ω
U(x, r) – Okolı´ bodu x s polomeˇrem r
∇ – Gradient funkce
∆ – Laplaceu˚v opera´tor
∆2 – bi-Laplaceu˚v opera´tor
dim(X) – Dimenze prostoru X
∥.∥X – Norma na prostoru X
X ↩→↩→ Y – Kompaktnı´ vnorˇenı´ X do Y
X ⊂⊃ Y – Spojite´ vnorˇenı´ X do Y
⟨. , .⟩X – Skala´rnı´ soucˇin na prostoru X
⟨F, v⟩ – Hodnota funkciona´lu F v bodeˇ v
Lin{xi} – Linea´rnı´ obal prvku˚ xi
Ker(F ) – Ja´dro F
X∗ – Dua´lnı´ prostor k prostoru X
γ0 – Opera´tor Dirichletovy stopy
γ1 – Opera´tor Neumannovy stopy
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21 U´vod
Tato pra´ce se zaby´va´ optima´lnı´m rˇı´zenı´m pro Dirichletovu okrajovou u´lohu bez ome-
zenı´, rˇesˇenou pomocı´ hranicˇnı´ch integra´lnı´ch opera´toru˚ pro Poissonovu a bi-Laplaceovu
rovnici.
Optima´lnı´ rˇı´zenı´ prˇedstavuje du˚lezˇitou soucˇa´st teorie parcia´lnı´ch diferencia´lnı´ch rov-
nic. Cı´lem je hleda´nı´ okrajovy´ch podmı´nek k prˇı´slusˇny´m rovnicı´m tak, aby byly splneˇne´
dane´ optimalizacˇnı´ krite´ria. U´loha se sesta´va´ z tzv. rˇı´dı´cı´ch promeˇnny´ch, tedy pra´veˇ okra-
jovy´ch podmı´nek a stavovy´ch promeˇnny´ch, ktere´ pak prˇedstavuje rˇesˇenı´ dany´ch rovnic v
za´vislosti na rˇı´dı´cı´ promeˇnne´. Ja´drem u´loh optima´lnı´ho rˇı´zenı´ je minimalizace cenove´ho
funkciona´lu, sesta´vajı´cı´ho se jak z rˇı´dı´cı´ch tak stavovy´ch promeˇnny´ch. Problematika op-
tima´lnı´ho rˇı´zenı´ ma´ velke´ uplatneˇnı´ v mnoha prakticky´ch u´loha´ch.
Vzhledem k tomu, zˇe nasˇi nezna´mou bude prˇi rˇesˇenı´ proble´mu optima´lnı´ho rˇı´zenı´
prˇedstavovat funkce na hranici, je pro na´s prˇirozenou volbou vyuzˇitı´ metody hranicˇnı´ch
prvku˚ a prˇı´slusˇny´ch hranicˇnı´ch opera´toru˚. Jinou, a take´ cˇasto vyuzˇı´vanou mozˇnostı´,
by bylo vyuzˇitı´ metody konecˇny´ch prvku˚, pro kterou je vsˇak nutne´ diskretizovat celou
oblast, na ktere´ je u´loha prˇedepsa´na. Dı´ky vyuzˇitı´ hranicˇnı´ch integra´lnı´ch opera´toru˚ si
vsˇak vystacˇı´me pouze s diskretizacı´ hranice.
Jako prvnı´ se v kapitole 2 podı´va´me na motivacˇnı´ u´lohu z oblasti sˇı´rˇenı´ tepla. Pote´ si
v kapitole 3 prˇedstavı´me nejdu˚lezˇiteˇjsˇı´ prostory funkcı´ jak na oblastiΩ, tak na hranici ∂Ω.
Da´le se pak v kapitole 4 budeme zaby´vat hranicˇnı´mi integra´lnı´mi opera´tory pro Poisso-
novu a bi-Laplaceovu rovnici, ktere´ pro na´s budou pozdeˇji, jak si uka´zˇeme v kapitole 5.2,
nezbytne´ pro minimalizaci zmı´neˇne´ho cenove´ho funkciona´lu ve 2D. Pra´veˇ dı´ky teˇmto
znalostem budeme totizˇ schopni minimalizaci prˇeve´st pouze na variacˇnı´ rovnici na hra-
nici. Celou tuto problematiku si pro lepsˇı´ ilustraci prˇedvedeme take´ v 1D, a to konkre´tneˇ
v kapitole 5.1. V kapitole 6 se budeme zaby´vat diskretizacı´ nasˇeho proble´mu a na za´veˇr
si v kapitole 7 prˇedvedeme vybrane´ numericke´ experimenty.
32 Motivace
Uvazˇujme usta´leny´ stav vedenı´ tepla v tenke´ desce. Tuto desku si popisˇme jako oblast
Ω ⊂ R2 - viz. obra´zek 1, kde n znacˇı´ jednotkovy´ vektor vneˇjsˇı´ norma´ly a ∂Ω hranici oblasti.
Uvazˇujme funkci
u : Ω→ R
popisujı´cı´ teplotu uvnitrˇ oblasti Ω. Rozlozˇenı´ tepla pak popisuje Poissonova rovnice
−∆u(x) = f(x) pro x ∈ Ω,
kde funkce
f : Ω→ R
je funkce popisujı´cı´ prˇı´padne´ vnitrˇnı´ zdroje tepla uvnitrˇ oblasti.
Ω
∂Ω
n
Obra´zek 1: Oblast Ω
KPoissonoveˇ rovnici uvnitrˇ oblastiΩ jesˇteˇ prˇidejmeDirichletovuokrajovoupodmı´nku
na hranici
u(x) = g(x) pro x ∈ ∂Ω,
popisujı´cı´ teplotu desky na hranici. Dı´ky zna´me´ funkci g bychom tak v tuto chvı´li mohli
prˇistoupit k rˇesˇenı´ Poissonovy rovnice, naprˇ. neˇkterou z dobrˇe zna´my´ch numericky´ch
metod a zı´skali bychom tak staciona´rnı´ rozlozˇenı´ tepla v dane´ oblasti. V te´to pra´ci na´s
4vsˇak bude zajı´mat postup opacˇny´. Nasˇim cı´lem bude naopak najı´t okrajovou podmı´nku
(tedy funkci g) a to konkre´tneˇ tak, aby byla hodnota funkciona´lu
Jα(g) =
1
2

Ω
(ug(x)− u(x))2dx+ α
2
⟨Sg, g⟩
minima´lnı´.
Podı´vejme se na vyuzˇitı´ te´to problematiky vzhledem k nasˇı´ u´loze rozlozˇenı´ tepla.
Volme α = 0 a funkci u ∈ H1∆(Ω) (viz. kapitola 3) a podı´vejme se na dany´ funkciona´l.
Nenı´ teˇzˇke´ si rozmyslet, zˇe v tomto prˇı´padeˇ dostaneme jako minimum funkci g, pro kte-
rou pak bude rˇesˇenı´ dane´ Possionovy rovnice s touto okrajovou podmı´nkou odpovı´dat
prˇı´mo zadane´ funkci u. Jiny´mi slovy, v tomto trivia´lnı´m prˇı´padeˇ si mu˚zˇeme prˇedstavit
fyzika´lneˇ jisteˇ rozumnou situaci, kdy chceme v dane´ desce dosa´hnout prˇedem pozˇadova-
ne´ho „rozumne´ho“

prˇipomenˇme, zˇe u ∈ H1∆(Ω)

rozlozˇenı´ tepla a zajı´ma´ na´s, jak tohoto
rozlozˇenı´ uvnitrˇ dosa´hnout skrze teplotu na hranici dane´ desky.
Dı´ky regularizacˇnı´mu cˇlenu
α
2
⟨Sg, g⟩ , kde α ∈ R+
na´m vsˇak takova´to u´loha umozˇnı´ rˇesˇit take´ daleko obecneˇjsˇı´ prˇı´pady. Budeme moct volit
u ∈ L2(Ω) a prˇesto bude sta´le zajisˇteˇna existence dane´ho minima (viz. kapitola 5).
53 Prostory funkcı´
V prvnı´ kapitole si uvedeme nejdu˚lezˇiteˇjsˇı´ prostory funkcı´, ktere´ pro na´s budou pozdeˇji
nezbytne´ v cele´ te´to pra´ci. Prˇedstavı´me si Sobolevu˚v prostorH1(Ω) a uka´zˇeme si, jak pro
funkce z tohoto prostoru cha´pat hodnoty na hranici a norma´love´ derivace. Pro ty si pote´
zavedeme Sobolevovy prostory na hranici H
1
2 (∂Ω) a H−
1
2 (∂Ω).
Nezˇ si tyto prostory prˇedstavı´me domluvme se, zˇe symbolem L2(Ω) budeme rozumeˇt
prˇı´slusˇny´ Lebesgueu˚v prostor a vesˇkere´ integra´ly v te´to pra´ci pak cha´peme jako lebesgu-
evovske´. Pro detailneˇjsˇı´ vysveˇtlenı´ teˇchto pojmu˚ lze doporucˇit naprˇ. [3].
Nynı´ se jizˇ podı´vejme na Sobolevu˚v prostor H1(Ω).
Definice 3.1 Uvazˇujme omezenou oblast Ω ⊂ R2 s lipschitzovskou hranicı´. Symbolem
H1(Ω)
pak rozumı´me Sobolevu˚v prostor prvnı´ho rˇa´du, definovany´ jako zu´plneˇnı´
(C∞(Ω), ∥.∥H1(Ω)),
kde pro vsˇechna u ∈ C∞(Ω) definujeme
∥u∥H1(Ω) :=

∥u∥2
L2(Ω)
+ |u|2
H1(Ω)
,
kde
|u|2H1(Ω) :=

Ω
∥∇u(x)∥2dx.
Lze navı´c uka´zat, zˇe
H1(Ω) =

u ∈ L2(Ω) : ∂u
∂xi
∈ L2(Ω) pro i = 1, 2

,
kde vsˇak derivace je trˇeba cha´pat ve smyslu distribucı´. Vidı´me tedy, zˇe prostor H1(Ω)
je tvorˇen funkcemi z L2(Ω). O teˇchto funkcı´ch vsˇak vı´me, zˇe ve skutecˇnosti tvorˇı´ trˇı´dy
funkcı´ lisˇı´cı´ch se namnozˇineˇ „mı´ry 0“ (viz. naprˇ. [3]), kterou vsˇak prˇedstavuje take´ hranice
oblasti na nı´zˇ je funkce definova´na. Problematiku hodnot funkcı´ zH1(Ω) na hranici a take´
jejich norma´lovy´ch derivacı´ si objasnı´me v na´sledujı´cı´ch dvou podkapitola´ch.
63.1 Prostory funkcı´ na hranici
Vzhledem k tomu, zˇe velka´ cˇa´st problematiky probı´rane´ v te´to pra´ci se bude odehra´vat
na hranici dane´ oblasti, je trˇeba zave´st specia´lnı´ prostory funkcı´ pra´veˇ na hranici.
Uvazˇujme Lebesgueu˚v prostor L2(∂Ω) s normou
∥u∥L2(∂Ω) :=

∂Ω
|u(x)|2dsx.
Pro pra´ci s funkcemi z H1(Ω) pro na´s bude klı´cˇovy´ pojem stop funkcı´.
Veˇta 3.1 Uvazˇujme Ω ⊂ R2 ohranicˇenou oblast s lipschitzovskou hranicı´. Potom existuje pra´veˇ
jedno spojite´ linea´rnı´ zobrazenı´
γ0 : H
1(Ω)→ L2(∂Ω)
takove´, zˇe
γ0u = u|∂Ω ∀u ∈ C∞(Ω).
Takove´ γ0u ∈ L2(∂Ω) pak nazy´va´me stopou funkce u ∈ H1(Ω).
Da´ se uka´zat, zˇe v L2(∂Ω) jsou i funkce, ktere´ nejsou stopou zˇa´dne´ funkce z H1(Ω).
Opera´tor stop tedy nenı´ „zobrazenı´ na“, neboli surjekce.
Definujme nynı´ prostor H
1
2 (∂Ω) jako obor hodnot stop z H1(Ω), tedy
H
1
2 (∂Ω) := γ0(H
1(Ω)).
Vzhledem k tomu, zˇe stopa je linea´rnı´ zobrazenı´ je zrˇejme´, zˇe H
1
2 (∂Ω) tvorˇı´ vektorovy´
podprostor L2(∂Ω). Definujme na neˇm normu
∥v∥
H
1
2 (∂Ω)
:= inf
γ0u=v
u∈H1(Ω)
∥u∥H1(Ω).
Lze uka´zat, zˇe ∀v ∈ H 12 (∂Ω) existuje u0 ∈ H1(Ω) takove´, zˇe γ0u0 = v a zˇe
∥v∥
H
1
2 (∂Ω)
= ∥u0∥H1(Ω).
Ota´zkou je, jak zjistit, zda funkce v ∈ L2(∂Ω)patrˇı´ doH 12 (∂Ω). Da´ se uka´zat, zˇe prostor
H
1
2 (∂Ω) je tvorˇen funkcemi v ∈ L2(∂Ω), pro ktere´ platı´, zˇe
|v|2
H
1
2 (∂Ω)
:=

∂Ω

∂Ω
(v(x)− v(y))2
∥x− y∥2 dsxdsy <∞.
7V tomto prˇı´padeˇ znacˇı´ |v|2
H
1
2 (∂Ω)
tzv. seminormu. Pomocı´ te´to seminormy pak na prostoru
H
1
2 (∂Ω)mu˚zˇeme definovat ekvivalentnı´, tzv. Sobolev-Slobodecke´ho normu
|||v|||
H
1
2 (∂Ω)
:=

∥v∥2
L2(∂Ω)
+ |v|2
H
1
2 (∂Ω)
.
Symbolem H−
1
2 (∂Ω) znacˇme prostor dua´lnı´ k H
1
2 (∂Ω), tzn.
H−
1
2 (∂Ω) :=

H
1
2 (∂Ω)
∗
a pro vsˇechna w ∈ H− 12 (∂Ω) definujeme normu
∥w∥
H−
1
2 (∂Ω)
:= sup
0̸=v∈H 12 (∂Ω)
| ⟨w, v⟩ |
∥v∥
H
1
2 (∂Ω)
.
3.2 Norma´lova´ derivace v H1(Ω)
Dı´ky veˇteˇ 3.1 tedy ma´me k dispozici na´stroj, ktery´ na´m umozˇnı´ pracovat s funkcemi z
H1(Ω) na hranici. Zby´va´ pouze uka´zat, jak cha´pat norma´love´ derivace.
Jako prvnı´ si prˇedstavme tzv. opera´tor harmonicke´ho rozsˇı´rˇenı´.
Veˇta 3.2 Prˇirˇad’me kazˇde´ funkci u ∈ H 12 (∂Ω) funkci Hu ∈ H1(Ω), ktera´ je (pra´veˇ jednı´m)
slaby´m rˇesˇenı´m Dirichletovy u´lohy −∆Hu = 0 v Ω,
Hu = u na ∂Ω.
Pak takto definovany´ opera´tor (tzv. harmonicke´ rozsˇı´rˇenı´ )
H : H 12 (∂Ω)→ H1(Ω)
je linea´rnı´, spojity´ a
∀u ∈ H 12 (∂Ω) : γ0(Hu) = u.
8Pozorova´nı´ 3.1 Uvazˇujme funkci u ∈ C2(Ω) jako klasicke´ rˇesˇenı´ u´lohy −∆u = f v Ω,
u = g na ∂Ω.
Prˇena´sobme nynı´ prvnı´ rovnici funkcı´ v ∈ C(Ω) a tento soucˇin integrujme prˇes celou oblast Ω,
tedy
−

Ω
∆u(x)v(x)dx =

Ω
f(x)v(x)dx ∀v ∈ C(Ω)
a s vyuzˇitı´m Greenovy veˇty (viz. naprˇ. [3]) dosta´va´me
∂Ω
du
dn
(x)v(x)dx =

Ω
∇u(x)∇v(x)dx−

Ω
∆u(x)v(x)dx ∀v ∈ H1(Ω). (1)
Nynı´ si vsˇak vsˇimneˇme da´le klı´cˇove´ho faktu, a to toho, zˇe oba integra´ly na prave´ straneˇ rovnosti
(1) majı´ smysl, i s cˇleny ∇u, ∇v a ∆u ve ktery´ch ∂u∂xi , ∂v∂xi ∈ L2(Ω) a v ∈ L2(Ω).
Na za´kladeˇ inspirace z pozorova´nı´ 3.1 nynı´ definujme pro funkce u ∈ H1∆(Ω), kde
H1∆(Ω) :=

v ∈ H1(Ω) : −∆v ∈ L2(Ω) ve smylu distribucı´ ,
zobrazenı´
du
dn
: H
1
2 (∂Ω)→ R
prˇedpisem 
du
dn
, v

:=

Ω
∇u(x)∇Hv(x)dx−

Ω
∆u(x)Hv(x)dx. (2)
Lze uka´zat, zˇe takto definovane´ zobrazenı´ je spojite´, linea´rnı´ a proto
du
dn
∈

H
1
2 (∂Ω)
∗
= H−
1
2 (∂Ω).
Nynı´ jsme tedy zı´skali na´pad, jak zave´st norma´lovou derivaci pro funkce u ∈ H1∆(Ω) jako
funkciona´l (2).
Pozna´mka 3.1 Poznamenejme, zˇe pro funkce u ∈ C1(Ω) je
du
dn
=
2
i=1
∂u
∂xi
ni.
Pro funkce u ∈ H2(Ω) (pro ktere´ ∂u∂xi ∈ H1(Ω)) bychom tak norma´lovou derivaci mohli zave´st
obdobneˇ jako 
du
dn
, v

:=

∂Ω

2
i=1
γ0

∂u
∂xi

ni

v dsx.
9Uvazˇujme nynı´ funkci u ∈ H1∆(Ω) ve tvaru u = u1 + u2 , kde u1, u2 ∈ H1∆(Ω) a u je
slaby´m rˇesˇenı´m u´lohy  −∆u = f v Ω,
u = g na ∂Ω.
Zaved’me si Steklov-Poincare´ho opera´tor
S : H
1
2 (∂Ω)→ H− 12 (∂Ω)
ktery´ funkci g ∈ H 12 (∂Ω) prˇirˇadı´ hodnotu du1dn , kde u1 ∈ H1∆(Ω) je slaby´m rˇesˇenı´m u´lohy −∆u1 = 0 v Ω,
u1 = g na ∂Ω.
Da´le zaved’me tzv. Newtonu˚v opera´tor
N : L2(Ω)→ H− 12 (∂Ω)
ktery´ funkci f ∈ L2(Ω) prˇirˇadı´ hodnotu du2dn , kde u2 ∈ H1∆(Ω) je slaby´m rˇesˇenı´m u´lohy −∆u2 = f v Ω,
u2 = 0 na ∂Ω.
Odtud mu˚zˇeme norma´lovou derivaci funkce u zapsat jako
γ1u(x) =
du
dn
(x) = (S γ0u
g
)(x) + (Nf)(x).
Nynı´ si mu˚zˇeme zave´st Greenovu veˇtu pro funkce u ∈ H1∆(Ω), ktera´ je klı´cˇova´ pro
odvozenı´ reprezentacˇnı´ formule v kapitole 4.1.
Veˇta 3.3 Uvazˇujme funkci u ∈ H1∆(Ω), potom
Ω
∆u(x)v(x) dx = −

Ω
∇u(x)∇v(x) dx+

du
dn
, γ0v

∀v ∈ H1(Ω).
10
Prˇedstavme si podrobneˇji zmı´neˇny´ Steklov-Poincare´ho opera´tor.
Veˇta 3.4 Steklov-Poincare´ho operta´tor
S : H
1
2 (∂Ω)→ H− 12 (∂Ω)
je linea´rnı´, omezeny´, symetricky´ a semi-elipticky´ na H
1
2 (∂Ω), splnˇujı´cı´
(∃α˜ ∈ R+)(∀v ∈ H 12 (∂Ω)/KerS) : ⟨Sv, v⟩ ≥ α˜∥v∥2,
kde symbolH
1
2 (∂Ω)/KerS znacˇı´ prostor funkcı´ u ∈ H
1
2 (∂Ω) ortogona´lnı´ch na ja´dro S (tvorˇene´ho
konstantami). Navı´c pak
⟨Su, v⟩ = ⟨Sv, u⟩ ∀u, v ∈ H 12 (∂Ω)
a
⟨Sv, v⟩ ≥ 0 ∀v ∈ H 12 (∂Ω).
Du˚kazy vlastnostı´ Steklov-Poincare´ho opera´toru z veˇty 3.4 lze najı´t naprˇ. v [10].
Samotne´mu napocˇı´ta´nı´ norma´love´ derivace pomocı´ opera´toru˚ S a N se budeme veˇ-
novat da´le v kapitole 4.1.
Pozna´mka 3.1 V literaturˇe se pro opera´tor γ0 resp. γ1 cˇasto setka´va´me s oznacˇenı´m Di-
richletova resp. Neumannova stopa. Te´to terminologie budeme da´le vyuzˇı´vat i v te´to pra´ci.
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4 Hranicˇnı´ integra´lnı´ opera´tory
V te´to kapitole si prˇedstavı´me opera´tory potrˇebne´ k zavedenı´ hranicˇnı´ integra´lnı´ formu-
lace pro Poissonovu rovnici v rovineˇ a pro tzv. bi-Laplaceovu rovnici. Tyto opera´tory pro
na´s budou pozdeˇji nezbytne´ pro problematiku v kapitole 5. Da´le odvodı´me prˇedpis pro
jizˇ zna´my´ Steklov-Poincare´ho opera´tor a Newtonu˚v opera´tor, dı´ky ktery´m pak budeme
schopni pocˇı´tat norma´love´ derivace funkcı´ z H1∆(Ω).
4.1 Poissonova rovnice
Veˇta 4.1 Bud’ Ω ⊂ R2 omezena´ oblast s lipschitzovskou hranicı´ a funkce u ∈ H1(Ω) rˇesˇenı´
Poissonovy rovnice
∆u =
∂2u
∂x2
+
∂2u
∂y2
= f v Ω.
Potom
∀x˜ ∈ Ω : u(x˜) =

Ω
f(x˜)U∗(x˜, y)dy+

∂Ω
γ1u(y)U
∗(x˜, y)dsy−

∂Ω
γ0u(y)γ1,yU
∗(x˜, y)dsy,
(3)
kde funkce
U∗(x˜, y) = − 1
2π
ln ∥x˜− y∥
znacˇı´ tzv. fundamenta´lnı´ rˇesˇenı´ Laplaceovy rovnice v rovineˇ.
Aplikova´nı´m opera´toru˚ Dirichletovy a Neumannovy stopy na (3) dosta´va´me na ∂Ω
syste´m hranicˇnı´ch integra´lnı´ch rovnic

γ0u
γ1u

=

1
2I −K V
D 12I +K
′

γ0u
γ1u

+

N0f
N1f

. (4)
Podı´vejme se nynı´ na jednotlive´ opera´tory vyskytujı´cı´ se v soustaveˇ (4). Pro vsˇechna
x ∈ ∂Ωma´me
• potencia´l jednoduche´ vrstvy
V : H−
1
2 (∂Ω)→ H 12 (∂Ω), (V t)(x) :=

∂Ω
t(y)U∗(x, y)dsy,
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• potencia´l dvojvrstvy
K : H
1
2 (∂Ω)→ H 12 (∂Ω), (Ku)(x) :=

∂Ω
u(y)γ1,yU
∗(x, y)dsy,
• adjungovany´ potencia´l dvojvrstvy
K ′ : H−
1
2 (∂Ω)→ H− 12 (∂Ω), (K ′t)(x) :=

∂Ω
t(y)γ1,xU
∗(x, y)dsy,
• hypersingula´rnı´ opera´tor
D : H
1
2 (∂Ω)→ H− 12 (∂Ω), (Du)(x) := −γ1,x

∂Ω
u(y)γ1,yU
∗(x, y)dsy,
• Newtonovy objemove´ potencia´ly
N0 : L
2(Ω)→ H 12 (∂Ω), (N0f)(x) :=

Ω
f(x)U∗(x, y)dy,
N1 : L
2(Ω)→ H− 12 (∂Ω), (N1f)(x) :=

Ω
f(x)γ1,xU
∗(x, y)dy.
Vsˇechny vy´sˇe zmı´neˇne´ opera´tory jsou linea´rnı´ a spojite´. V je navı´c symetricky´ a pro
diam(Ω) < 1 pak i prosty´. Odvozenı´, du˚kazy a dalsˇı´ vlastnosti jednotlivy´ch opera´toru˚ jizˇ
byly mnohokra´t sepsa´ny a lze je najı´t naprˇ. v [1],[9], [10], [11]. Pro na´s bude da´le klı´cˇova´
prostost potencia´lu jednoduche´ vrstvy, jelikozˇ z prvnı´ rovnice soustavy (4) dosta´va´me
prˇedpis pro Neumannovu stopu
γ1u(x) = V
−1

1
2
I +K

γ0u(x)− V −1(N0f)(x)
a dosazenı´m tohoto vy´sledku do druhe´ rovnice pak ekvivalentnı´ formulaci
γ1u(x) =

1
2
I +K ′

V −1

1
2
I +K

+D

γ0u(x) +

N1 −

1
2
I +K ′

V −1N0

f(x).
Zı´ska´va´me tak prˇedpis pro Steklov-Poincare´ho opera´tor
S := V −1

1
2
I +K

=

1
2
I +K ′

V −1

1
2
I +K

+D
a pro Newtonu˚v opera´tor
−N := −V −1N0 = N1 −

1
2
I +K ′

V −1N0.
Lze uka´zat, zˇe druhe´ vyja´drˇenı´ Steklov-Poincare´ho opera´totu vede po diskretizaci na
symetrickou matici.
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4.2 Bi-Laplaceova rovnice
Podobneˇ jako v kapitole 4.1 si strucˇneˇ prˇedstavı´me reprezentacˇnı´ formuli a opera´tory pro
bi-Laplaceovu rovnici v rovineˇ, ktere´ pozdeˇji vyuzˇijeme v kapitole 5.2.
Veˇta 4.2 Bud’ Ω ⊂ R2 omezena´ oblast s lipschitzovskou hranicı´ a funkce u ∈ H2(Ω) rˇesˇenı´
bi-Laplaceovy rovnice
∆2u =
∂4u
∂x4
+
2∂4u
∂x2∂y2
+
∂4u
∂y4
= 0 v Ω.
Potom
∀x˜ ∈ Ω : u(x˜) =

∂Ω
du
dny
(y)∆yV
∗(x˜, y)dsy −

∂Ω
d
dny
∆yV
∗(x˜, y)u(y)dsy−
−

∂Ω
d
dny
V ∗(x˜, y)∆u(y)dsy +

∂Ω
d
dny
∆u(y)V ∗(x˜, y)dsy,
(5)
kde funkce
V ∗(x˜, y) = − 1
8π
∥x− y∥2(ln ∥x˜− y∥ − 1)
znacˇı´ fundamenta´lnı´ rˇesˇenı´ bi-Laplaceovy rovnice v rovineˇ (viz. naprˇ. [4], [8]).
Uvazˇujme bi-Laplaceovu rovnici
∆2u = 0 v Ω
jako syste´m Laplaceovy a Poissonovy rovnice
∆w = 0, ∆u = w, v Ω.
Stejneˇ jako v prˇı´padeˇ Poissonovy rovnice aplikacı´ Dirichletovy a Neumannovy stopy na
reprezentacˇnı´ formuli a s vyuzˇitı´m skutecˇnosti, zˇe
∆yV
∗(x, y) = U∗(x, y), pro x ̸= y (6)
zı´ska´va´me soustavu hranicˇnı´ch integra´lnı´ch rovnic

γ0u
γ1u
γ0w
γ1w
 =

1
2I −K V −K1 V1
D 12I +K
′ D1 K ′1
1
2I −K V
D 12I +K
′


γ0u
γ1u
γ0w
γ1w

14
kde oproti opera´toru˚m zna´my´m z kapitoly 4.1 navı´c definujeme pro x ∈ ∂Ω na´sledujı´cı´:
• potencia´l jednoduche´ vrstvy pro bi-Laplaceovu rovnici
V1 : H
− 3
2 (∂Ω)→ H 32 (∂Ω), V1(τ)(x) :=

∂Ω
V ∗(x, y)τ(y)dsy
• potencia´l dvojvrstvy pro bi-Laplaceovu rovnici
K1 : H
3
2 (∂Ω)→ H 32 (∂Ω), K1(w)(x) :=

∂Ω
d
dny
V ∗(x, y)w(y)dsy
• adjungovany´ potencia´l dvojvrstvy pro bi-Laplaceovu rovnici
K ′1 : H
− 3
2 (∂Ω)→ H− 32 (∂Ω), K ′1(τ)(x) :=

∂Ω
d
dnx
V ∗(x, y)τ(y)dsy
• hypersingula´rnı´ opera´tor pro bi-Laplaceovu rovnici
D1 : H
3
2 (∂Ω)→ H− 32 (∂Ω), D1(w)(x) := −γ1,x

∂Ω
w(y)γ1,yV
∗(x, y)dsy.
Pro studium dalsˇı´ch vlastnostı´ a neˇktere´ uzˇitecˇne´ vztahy mezi opera´tory pro Pois-
sonovu a bi-Laplaceovu rovnici a prˇedevsˇı´m take´ definice prostoru˚ H
3
2 (∂Ω) a H−
3
2 (∂Ω)
lze vyuzˇı´t naprˇ. [4],[5],[8]. Pro nasˇe potrˇeby jsou vsˇak v tuto chvı´li zmı´neˇne´ poznatky
dostacˇujı´cı´.
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5 Optima´lnı´ rˇı´zenı´
Vte´to kapitole se budemezaby´vat proble´memoptima´lnı´ho rˇı´zenı´ proDirichletovuokrajo-
vou u´lohu. Nasˇim cı´lem budeminimalizace cenove´ho funkciona´lu, pro kterou vyuzˇijeme
znalosti z kapitoly 4. Tento proble´m pote´ prˇevedeme na variacˇnı´ rovnici na hranici oblasti.
Zajı´mat na´s bude na´sledujı´cı´ u´loha.
Bud’Ω ⊂ Rd, d = 1, 2 ohranicˇena´ oblast s lispchitzovskou hranicı´. Da´le meˇjme dane´
cˇı´slo α ∈ R+ ∪ {0} pro d = 1 (resp. α ∈ R+ pro d = 2) a funkci u ∈ L2(Ω). Nasˇim cı´lem
bude najı´t funkci g ∈ H 12 (∂Ω), pro nizˇ naby´va´ funkciona´l
Jα(g) :=
1
2

Ω
(ug(x)− u(x))2dx+ α
2
⟨Sg, g⟩ ,
kde ug je rˇesˇenı´m u´lohy
∆ug(x) = 0 pro x ∈ Ω,
ug(x) = g(x) pro x ∈ ∂Ω,
na H
1
2 (∂Ω) sve´ho minima.
Zaby´vejme se u´lohou nejprve v 1D, kde vı´me, jak „vypadajı´“ rˇesˇenı´ rovnice
∆u = u′′ = 0.
5.1 1D ilustrace
Uvazˇujme na´sledujı´cı´ u´lohu.
Meˇjme danou oblastΩ := (0, 1) , funkci u ∈ L2(Ω) a cˇı´sloα ∈ R+∪{0}. Nasˇim u´kolem
bude najı´t funkci g ∈ H 12 (∂Ω) takovou, zˇe pro funkciona´l
Jα(g) :=
1
2

Ω
(ug(x)− u(x))2dx+ α
2
⟨Sg, g⟩ ,
kde
u′′g(x) = 0 pro x ∈ (0, 1),
ug(x) = g(x) =

g0 pro x = 0,
g1 pro x = 1,
platı´
Jα(g) = min
h∈H 12 (∂Ω)
Jα(h).
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Je trˇeba si vsˇak nejdrˇı´ve ujasnit, jak v tomto prˇı´padeˇ cha´pat cˇlen ⟨Sg, g⟩. Oproti 2D
lze v tomto prˇı´padeˇ snadno uka´zat, zˇe jedine´ funkce ug, splnˇujı´cı´ rovnici u′′g(x) = 0 pro
x ∈ ⟨0, 1⟩, jsou funkce linea´rnı´, tj. funkce ve tvaru ug(x) = ax+ b. Dı´ky tomuto faktu tak
budeme v 1D prˇı´padeˇ do u´lohy le´pe videˇt, protozˇe pro
g(x) =

g0 pro x = 0,
g1 pro x = 1,
je
ug(x) = ax+ b, kde
a = g1 − g0
b = g0
.
Navı´c, protozˇe H1(⟨0, 1⟩) ↩→↩→ C(⟨0, 1⟩), je
(γ0ug)(x) = ug|∂Ω(x) =

ug(0) pro x = 0,
ug(1) pro x = 1.
Z kapitoly 3.2 vı´me, zˇe Steklov-Poincare´ho opera´tor cha´peme jako derivaci ve smeˇru
vneˇjsˇı´ norma´ly, a tedy
Sg =
d
dn
(Hg) = d
dn
(ax+ b) =

a pro x = 1,
−a pro x = 0.
Jizˇ tak ma´me vsˇe potrˇebne´ k tomu, abychom mohli na´sˇ funkciona´l v 1D zapsat jako
Jα(g) =
1
2
 1
0
(ug(x)− u(x))2dx+ α
2

g1
dug
dn
(1) + g0
dug
dn
(0)

=
1
2
 1
0
(ax+ b− u(x))2dx+ α
2
[a(a+ b)− ab] .
Vsˇimneˇme si da´le, zˇe jelikozˇ u a α zna´me, je minimalizace funkciona´lu Jα ekviva-
lentnı´ s minimalizacı´ funkce dvou promeˇnny´ch
F (a, b) :=
1
2

a2
3
+ ab− 2Aa+ b2 − 2Bb+ C + αa2

na R2, kde pro u ∈ L2(⟨0, 1⟩) je
A =
 1
0
xu(x)dx, B =
 1
0
u(x)dx, C =
 1
0
u2(x)dx ∈ R.
Minimalizacı´ funkce F na R2 tak zı´ska´me koeficienty a, b linea´rnı´ funkce ug. Z te´to
funkce jizˇ pouze dosazenı´m krajnı´ch hodnot intervalu ⟨0, 1⟩ zı´ska´me hledane´ hodnoty g0
a g1, jenzˇ prˇedstavujı´ rˇesˇenı´ nasˇı´ u´lohy.
Nejdrˇı´ve si vsˇak dokazˇme, zˇe min
(a,b)∈R2
F (a, b) existuje.
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Du˚kaz. Jako prvnı´ ukazˇme tzv. koercivitu funkce F (a, b) (o ktere´ se budeme vı´ce bavit v
kapitole 5.2). Budeme chtı´t, aby pro posloupnost (an, bn) platila na´sledujı´cı´ implikace
∥(an, bn)∥ → ∞ => F (an, bn)→∞.
Uvazˇujme nejdrˇı´ve α = 0 a vsˇimneˇme si, zˇe zmı´neˇna´ vlastnost stacˇı´ doka´zat pouze pro
funkci
Fˆ (a, b) =
a2
3
+ ab+ b2.
Doplnˇme nynı´ funkci Fˆ (an, bn) na cˇtverec a dostaneme tak, zˇe
Fˆ (an, bn) =
1
3
(an +
3
2
bn)
2 +
1
4
b2n, (7)
poprˇ. ekvivalentnı´ vyja´drˇenı´
Fˆ (an, bn) =
1
12
a2n + (bn +
1
2
an)
2. (8)
Uvazˇujme pro posloupnost (an, bn) normu ∥(an, bn)∥ = |an| + |bn| (prˇipomenˇme, zˇe se
nacha´zı´me na prostoru konecˇne´ dimenze a tedy vsˇechny normy jsou ekvivalentnı´) a je
tedy zrˇejme´, zˇe pro |an|+ |bn| → ∞ pak z (7) a (8) plyne, zˇe Fˆ (an, bn)→∞. Vsˇimneˇme si,
zˇe koercivita je tı´mto splneˇna take´ pro pu˚vodnı´ funkci F (a, b) a to i s volbou α ∈ R+∪{0},
jelikozˇ αa2 ≥ 0.
Dı´ky koerciviteˇ tak mu˚zˇeme tvrdit, zˇe
∃r > 0 : inf
(a,b)∈R2
F (a, b) = inf
(a,b)∈U(0,r)
F (a, b).
Da´le dı´ky zrˇejme´ spojitosti funkce F (a, b) pak z Weierstrassovy veˇty plyne existence
minima na U(0, r) a z koercivity se tak jedna´ za´rovenˇ o minimum na cele´m R2.
Prˇedpokla´dejme, zˇe existuje pra´veˇ jedno minimum funkce F a oznacˇme jej jako bod
[amin, bmin]. Vı´me, zˇe pro takovy´ bod musı´ platit
∇F (amin, bmin) =

(1+3α)amin
3 +
bmin
2 −A
amin
2 + bmin −B

= o.
Odtud vidı´me, zˇe skutecˇneˇ dosta´va´me pouze jediny´ staciona´rnı´ bod minima funkce F
[amin, bmin] =

12A− 6B
12α+ 1
,
12Bα+ 4B − 6A
12α+ 1

. (9)
Podı´vejme se nynı´ na neˇktere´ vybrane´ numericke´ experimenty pro ru˚zneˇ zadane´
funkce u a α ∈ R+.
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Prˇı´klad 5.1
Volme nejprve u(x) = 1 ∀x ∈ ⟨0, 1⟩, a tedy
A =
1
2
, B = 1 a C = 1.
Minimum funkce F (a, b) je tedy dle (9) v bodeˇ [amin, bmin] = [0, 1] a odtud dosta´va´me, zˇe
u(x) = ax+ b = 1 ∀x ∈ ⟨0, 1⟩ a g0 = u(0) = 1, g1 = u(1) = 1.
Vidı´me, zˇe prˇi zada´nı´ konstantnı´ funkce u odpovı´da´ funkce ug pra´veˇ te´to funkci a
neza´porny´ funkciona´l Jα tak naby´va´ hodnoty 0 pro vsˇechna α ∈ R+ ∪ {0}.
Prˇı´klad 5.2
Nynı´ uvazˇujme funkci u tak, aby ∆u(x) = 0 a α ∈ R+ ∪ {0}. Volme tedy naprˇ. u(x) =
x ∀x ∈ ⟨0, 1⟩ .
V tomto prˇı´padeˇ tedy
A =
1
3
, B =
1
2
a C =
1
3
.
Podı´vejme se, jak se bude rˇesˇenı´ chovat pro ru˚zne´ hodnoty α. Na obra´zku 2 vidı´me silneˇ
cˇervenou cˇarou vyznacˇenou funkci u a v tomto prˇı´padeˇ vidı´me, zˇe pro rostoucı´ α se
funkce ug blı´zˇı´ konstantnı´ funkci v hodnoteˇ 0.5.
Obra´zek 2: Rˇesˇenı´ pro u(x) = x
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Tento vy´sledek nenı´ zˇa´dny´m prˇekvapenı´m, protozˇe pro
uα(x) = aαx+ bα =
4x
12α+ 1
+
6α
12α+ 1
je lim
α→∞uα(x) =
1
2
.
Prˇı´klad 5.3
V dalsˇı´m prˇı´kladeˇ uvazˇujme funkci u tak, aby naopak ∆u(x) ̸= 0 a opeˇt α ∈ R+ ∪ {0}.
Volme tedy naprˇ. u(x) = 2x2 ∀x ∈ ⟨0, 1⟩ . Tedy
A =
1
2
, B =
2
3
, a C =
4
5
.
Obra´zek 3: Rˇesˇenı´ pro u(x) = 2x2
Na obra´zku 3 vidı´me, zˇe pro α = 0 je hledana´ funkce u = Pu, kde P : L2(Ω)→M =
M = Lin{1, x} ⊂ L2(Ω), ortogona´lnı´ projekce. Pro rostoucı´ α se pak blı´zˇı´me konstantnı´
funkci v hodnoteˇ ≈ 0.66. Toto opeˇt odpovı´da´ skutecˇnosti, zˇe pro
uα(x) = aαx+ bα =
2x
12α+ 1
+
8α+ 1
12α+ 1
je lim
α→∞uα(x) =
2
3
.
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Prˇı´klad 5.4
V poslednı´m prˇı´kladeˇ volme funkci u tak, aby nebyla spojita´, naprˇ.
u(x) =

0 pro x ∈ 0, 12 ,
π pro x ∈ 12 , 1 .
Odtud pak
A =
3π
8
, B =
π
2
, C =
π2
2
a proto pro
uα(x) = aαx+ bα =
3πx
2(12α+ 1)
+
6πα− π/4
12α+ 1
je lim
α→∞uα(x) =
π
2
.
Obra´zek 4: Rˇesˇenı´ pro nespojite´ u
Na obra´zku 4 vidı´me, zˇe dle ocˇeka´va´nı´ zı´ska´va´me linea´rnı´ funkce ktere´ na´m se zvy-
sˇujı´cı´m se α „pru˚meˇrujı´“ zadanou funkci u.
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5.2 U´loha optima´lnı´ho rˇı´zenı´ pro Dirichletovu u´lohu ve 2D
Nynı´ se konecˇneˇ na danou problematiku podı´vejme ve 2D. Budeme se zaby´vat
na´sledujı´cı´ u´lohou.
Bud’Ω ⊂ R2 ohranicˇena´ oblast s lispchitzovskou hranicı´. Bud’α ∈ R+ a funkce
u ∈ L2(Ω). Nasˇim cı´lem bude najı´t funkci g ∈ H 12 (∂Ω) takovou, pro kterou je hodnota
funkciona´lu
Jα : H
1
2 (∂Ω)→ R, Jα(g) = 1
2

Ω
(ug(x)− u(x))2dx+ α
2
⟨Sg, g⟩ , (10)
kde
∆ug(x) = 0 pro x ∈ Ω,
ug(x) = g(x) pro x ∈ ∂Ω,
minima´lnı´ na H
1
2 (∂Ω).
Jako prvnı´ dokazˇme, zˇe minimum funkciona´lu (10) skutecˇneˇ existuje.
Du˚kaz. K du˚kazu na´m poslouzˇı´ na´sledujı´cı´ definice a veˇta (viz. naprˇ. [6]). Du˚lezˇity´ pro
na´s bude pojem koercivity funkciona´lu.
Definice 5.1 Bud’X normovany´ linea´rnı´ prostor. Funkciona´l J : X → R nazveme koercivnı´,
jestlizˇe pro kazˇdou posloupnost xn v X platı´ implikace
∥xn∥ → ∞ =⇒ Jxn →∞.
Koercivita spolu se spojitostı´ a konvexitou zajistı´ existenci minima.
Veˇta 5.1 (O existenci minima) Bud’X reflexivnı´ Banachu˚v prostor a J : X → R spojity´, striktneˇ
konvexnı´ funkciona´l koercivnı´ na X . Pak funkciona´l J naby´va´ pra´veˇ jednoho minima na X .
JelikozˇH
1
2 (∂Ω) je Hilbertu˚v, a proto reflexivnı´ Banachu˚v prostor (viz. naprˇ. [2]), bude
pro du˚kaz existence minima funkciona´lu (10) trˇeba doka´zat trˇi veˇci, a to
1. spojitost Jα,
2. konvexita Jα,
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3. koercivita Jα.
Vsˇechny tyto trˇi vlastnosti budeme postupneˇ dokazovat vzˇdy pro jednotlive´ cˇa´sti J1
a J2 funkciona´lu J , kde
Jα(g) =
1
2

Ω
(ug(x)− u(x))2dx  
J1(g)
+
α
2
⟨Sg, g⟩  
J2(g)
.
Domluvme se, zˇe vzhledem k tomu, zˇe konstanty 12 a
α
2 nemajı´ vliv ani na jednu z vy´sˇe
zminˇovany´ch vlastnostı´, ktere´ je trˇeba doka´zat, nebudeme je pro lepsˇı´ prˇehlednost v
du˚kazu psa´t.
ad1) Zacˇneˇme se spojitostı´. Nasˇı´m cı´lem bude uka´zat, zˇe pro kazˇdou posloupnost (gn)
v H
1
2 (∂Ω) a kazˇdy´ prvek g ∈ H 12 (∂Ω) platı´
gn → g =⇒ Jα(gn)→ Jα(g).
• Nejdrˇı´ve se podı´vejme na funkciona´l J1. Vı´me, zˇe pokud gn → g pak dı´ky spojite´
za´vislosti rˇesˇenı´ na vstupnı´ch datech (viz. naprˇ. [3]) a spojite´mu vnorˇenı´H1(Ω) ⊂⊃
L2(Ω) platı´
ugn − u→ ug − u v L2(Ω).
Odtud, jelikozˇ naprˇ. z [2] vı´me, zˇe norma je spojity´ linea´rnı´ funkciona´l ,plyne, zˇe
∥ugn − u∥2L2(Ω) → ∥ug − u∥2L2(Ω),
cozˇ vsˇak prˇesneˇ odpovı´da´ dokazovane´ konvergenci
Ω
(ugn(x)− u(x))2dx  
J1(gn)
→

Ω
(ug(x)− u(x))2dx  
J1(g)
.
• Nynı´ obdobneˇ pro funkciona´l J2 chceme uka´zat, zˇe
gn → g =⇒ | ⟨Sgn, gn⟩  
J2(gn)
−⟨Sg, g⟩  
J2(g)
| → 0.
Vsˇimneˇme si, zˇe
|J2(gn)− J2(g)| = | ⟨Sgn − Sg, gn⟩+ ⟨Sg, gn − g⟩ |,
a jelikozˇ
| ⟨Sgn − Sg, gn⟩ |+ | ⟨Sg, gn − g⟩ | ≤ ∥S∥∥gn − g∥∥gn∥+ ∥Sg∥∥gn − g∥,
kde ∥S∥,∥Sg∥ jsou konstanty, posloupnost ∥gn∥ je omezena´ a ∥gn − g∥ → 0, tak
|J2(gn)− J2(g)| → 0.
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Cˇı´mzˇ je spojitost J1 a J2 - a tedy i cele´ho funkciona´lu Jα - doka´za´na.
ad2) Nynı´ dokazˇme konvexitu Jα. Meˇjme funkce g, h ∈ H 12 (∂Ω) a cˇı´sla s, t ∈ R+
takova´, zˇe s+ t = 1. Nasˇı´m cı´lem bude uka´zat, zˇe
Jα(sg + th) ≤ sJα(g) + tJα(h).
Opeˇt si jakovprˇı´padeˇ spojitosti rozdeˇlmena´sˇ funkciona´l na funkciona´lyJ1 aJ2 adokazˇme
jejichkonvexitu.KonvexitaJα pakplyne ze skutecˇnosti, zˇe soucˇet konvexnı´ch funkciona´lu˚
je opeˇt funkciona´l konvexnı´.
• Zacˇneˇme cˇlenem J1, tedy
J1(sg + th) =

Ω
(sug + tuh − u)2dx =

Ω

(sug + tuh)
2 − 2(sug + tuh)u+ u2

dx.
Nynı´ vyuzˇijme neza´pornosti s, t, u2 a konvexity kvadraticke´ funkce pro cˇlen (sug +
tuh)
2. Odtud mu˚zˇeme psa´t odhad
J1(sg+th) < s

Ω
u2g dx+t

Ω
u2h dx−2s

Ω
ugudx−2t

Ω
uhudx+s

Ω
u2 dx+t

Ω
u2 dx ≤
≤ s

Ω
(ug − u)2 dx+ t

Ω
(uh − u)2 dx = sJ1(g) + tJ1(h),
cˇı´mzˇ ma´me doka´zanou striktnı´ konvexitu J1.
• Nynı´ s vyuzˇitı´m vlastnostı´ Steklov-Poincare´ho opera´toru z veˇty 3.4 dokazˇme tote´zˇ
pro cˇlen J2. Zrˇejmeˇ
J2(sg + th) = ⟨S(sg + th), sg + th⟩ = s2 ⟨Sg, g⟩+ 2st ⟨Sg, h⟩+ t2 ⟨Sh, h⟩ .
Zajı´ma´ na´s tedy, jestli
s2 ⟨Sg, g⟩+ 2st ⟨Sg, h⟩+ t2 ⟨Sh, h⟩ ?≤ s ⟨Sg, g⟩+ t ⟨Sh, h⟩ .
Prˇeved’me vsˇe na levou stranu a upravme dokazovanou nerovnost do tvaru
s (s− 1)  
−t
⟨Sg, g⟩+ 2st ⟨Sg, h⟩+ t (t− 1)  
−s
⟨Sh, h⟩ ?≤ 0.
Jednoduchou u´pravou tak dosta´va´me
⟨Sg, g⟩ − 2 ⟨Sg, h⟩+ ⟨Sh, h⟩ ?≥ 0.
Vsˇimneˇme si nynı´, zˇe poslednı´ rˇa´dek lze zapsat jako
⟨S(g − h), g − h⟩ ?≥ 0.
Z kapitoly 3.2 vsˇak vı´me, zˇe
∀(g − h) ∈ H 12 (∂Ω) : ⟨S(g − h), g − h⟩≥0.
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Tı´mto jsme doka´zali i konvexitu funkciona´lu J2 a nynı´ jı´zˇ proto vı´me, zˇe funkciona´l Jα je
skutecˇneˇ konvexnı´. Navı´c si vsˇimneˇme, zˇe jsme ve skutecˇnosti doka´zali striktnı´
konvexitu J1 (a tedy cele´ho Jα), potrˇebnou pro jednoznacˇnost minima.
ad3) Zby´va´ tak uka´zat koercivita. Uvazˇujme funkci g ∈ H 12 (∂Ω) ve tvaru
g := g˜ + c,
kde c prˇedstavuje ortogona´lnı´ projekci na ja´dro S. Jelikozˇ dim(KerS) = 1 , najdeme
pra´veˇ jeden nejblizˇsˇı´ prvek, a to pra´veˇ uvazˇovane´ c (viz. naprˇ. [2]). K neˇmu pak funkce
g˜ prˇedstavuje ortogona´lnı´ doplneˇk do H
1
2 (∂Ω). Potrˇebujeme tedy pro posloupnost gn :=
g˜n + cn uka´zat, zˇe
∥gn∥ → ∞ =⇒ J(gn)→∞.
Du˚kaz proved’me sporem. Pro spor prˇedpokla´dejme, zˇe
∥gn∥ → ∞ ∧ J(gn) ̸→ ∞. (11)
Z kazˇde´ posloupnosti neza´porny´ch, rea´lny´ch cˇı´sel ktera´ nema´ limitu ∞, mu˚zˇeme
vybrat posloupnost omezenou. Takzˇe
∃cˆ ∈ R : ∥gnk∥ → ∞ ∧ 0 ≤ J(gnk) = J1(gnk)  
≥0
+ J2(gnk)  
≥0
≤ cˆ.
Obeˇ posloupnosti (J1(gnk)) a (J2(gnk)) tak musı´ by´t omezene´.
• Podı´vejme se nynı´ na funkciona´l J2(gnk). Z veˇty 3.4 vidı´me, zˇe
⟨Sgnk , gnk⟩ = ⟨S(g˜nk + cnk), g˜nk + cnk⟩ = ⟨Sg˜nk , g˜nk + cnk⟩+ ⟨Scnk , g˜nk + cnk⟩  
=0
=
= ⟨Sg˜nk , g˜nk⟩+ ⟨Sg˜nk , cnk⟩  
=⟨Scnk ,g˜nk⟩=0
= ⟨Sg˜nk , g˜nk⟩ ≥ α˜∥g˜nk∥2.
A tedy pro to, aby byla posloupnost (J2(gnk)) omezena´, musı´ by´t posloupnost (g˜nk)
omezena´.
• Nynı´ se podı´vejme na funkciona´l J1(gnk) a vyuzˇı´jme pra´veˇ doka´zane´ omezenosti
(g˜nk). Zaved’me si na´sledujı´cı´ znacˇenı´:
J1(gnk) =

Ω
(ugnk − u)2dx =

Ω
(ug˜nk + ucnk
cnk
−u)2 =
25
=

Ω
(ug˜nk + cnk − u)2dx =

Ω
c2nkdx  
I1
+

Ω
2cnk(ug˜nk − u)dx  
I2
+

Ω
(ug˜nk − u)2dx  
I3
.
Vidı´me, zˇe I1 = mΩc2nk , kde mΩ znacˇı´ mı´ru oblasti Ω a ∃k ∈ R takove´, zˇe I3 =∥ug˜nk − u∥2L2(Ω) ≤ k (viz. naprˇ. [3] - spojita´ za´vislost rˇesˇenı´ na vstupnı´ch datech).
Zajı´maveˇjsˇı´ je vsˇak cˇlen I2. Odhadneˇme si jej v absolutnı´ hodnoteˇ pomocı´Ho¨lderovy
nerovnosti jako 
Ω
2cnk(ug˜nk − u)dx
 ≤
≤ 2

Ω
c2nkdx  
cnk
√
mΩ

Ω
(ug˜nk − u)2dx  
∥ug˜nk−u∥L2(Ω)
≤ 2cnk
√
mΩ(∥ug˜nk∥L2(Ω)  
≤∥ug˜nk ∥H1(Ω)
+∥u∥L2(Ω))
  
≤m˜cnk
kde m˜ ∈ R+ a tedy
|I1 + I2 + I3| ≤ mΩc2nk − m˜cnk + k.
Aby tak byl funkciona´l J1 omezeny´, musela by by´t i posloupnost (cnk) omezena´.
Tı´mto jsme vsˇak narazili na spor, jelikozˇ v (11) jsme prˇedpokla´dali, zˇe
∥gn∥ = ∥g˜nk + cnk∥ → ∞.
Jak vidı´me, ma´me doka´zane´ vesˇkere´ potrˇebne´ prˇedpoklady pro existenci a jednoznacˇnost
minima funkciona´lu (10) dle veˇty 5.1.
Nasˇim cı´lem bude da´le uka´zat, jak totominimumnale´zt. Jako prvnı´ si zaved’me pojem
tzv. adjungovane´ho opera´toru.
Definice 5.2 Bud’X,Y Hilbertovy prostory a T : X → Y spojity´, linea´rnı´ opera´tor. Ope-
ra´torem adjungovany´m k T pak rozumı´me opera´tor T ∗ : Y ∗ → X∗ ktery´ kazˇde´mu y∗ ∈ Y ∗
prˇirˇazuje T ∗y∗ ∈ X∗, definovany´ prˇedpisem
⟨T ∗y∗, x⟩ = ⟨y∗, Tx⟩ ∀x ∈ X.
Prˇipomenˇme si z kapitoly 3.1 opera´tor harmonicke´ho rozsˇı´rˇenı´
H : H 12 (∂Ω)→ H1(Ω)
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a slozˇme ho se spojity´m vnorˇenı´m
H1(Ω) ⊂⊃ L2(Ω).
Zı´ska´me tak spojite´ linea´rnı´ zobrazenı´
H : H
1
2 (∂Ω)→ L2(Ω).
Funkciona´l (10) pak mu˚zˇeme prˇepsat do tvaru
Jα(g) =
1
2

Ω
(Hg(x)− u(x))2dx+ α
2
⟨Sg, g⟩
=
1
2
⟨Hg − u,Hg − u⟩L2(Ω) +
α
2
⟨Sg, g⟩
=
1
2
⟨Hg,Hg⟩L2(Ω) − ⟨Hg, u⟩L2(Ω) +
1
2
⟨u, u⟩L2(Ω) +
α
2
⟨Sg, g⟩ .
Nynı´ uvazˇujme opera´tor H∗ adjungovany´ k H
H∗ :

L2(Ω)
∗ → H− 12 (∂Ω).
Prostor

L2(Ω)
∗mu˚zˇeme dı´ky Rieszoveˇ veˇteˇ ztotozˇnit s prostorem L2(Ω) (viz. naprˇ. [2]),
a tedy
Jα(g) =
1
2
⟨H∗Hg, g⟩ − ⟨H∗u, g⟩+ 1
2
⟨u, u⟩L2(Ω) +
α
2
⟨Sg, g⟩ .
V tuto chvı´li se jizˇ zacˇneme zaby´vat hleda´nı´m samotne´ho minima.
Pozorova´nı´ 5.1 Zrˇejmeˇ platı´, zˇe je-li
Jα(g) = min
h∈H 12 (∂Ω)
Jα(h)
a existuje-li ⟨J ′α(g), v⟩ pro v ∈ H
1
2 (∂Ω), je

J ′α(g), v

= 0.
Potrˇebujeme tedy napocˇı´tat derivaci funkciona´lu (10). Vy´jdeˇme prˇı´mo z definice de-
rivace funkciona´lu (viz. naprˇ. [2]), zˇe pro g, v ∈ H 12 (∂Ω) platı´
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
J ′α(g), v

= lim
λ→0
Jα(g + λv)− Jα(g)
λ
=
=
1
2
lim
λ→0
⟨H∗H(g + λv), g + λv⟩ − ⟨H∗Hg, g⟩
λ
−
− lim
λ→0
⟨H∗u, g + λv⟩ − ⟨H∗u, g⟩
λ
+
+
α
2
lim
λ→0
⟨S(g + λv), g + λv⟩ − ⟨Sg, g⟩
λ
a odtud1
J ′α(g), v

=
1
2
[⟨H∗Hg, v⟩+ ⟨H∗Hv, g⟩]− ⟨H∗u, v⟩+ α
2
[⟨Sg, v⟩+ ⟨Sv, g⟩] .
Nynı´, dı´ky jizˇ zminˇovany´m vlastnostem Steklov-Poincare´ho opera´toru a faktu, zˇe
⟨H∗Hv, g⟩ = ⟨Hv,Hg⟩L2(Ω) = ⟨Hg,Hv⟩L2(Ω) = ⟨H∗Hg, v⟩ ,
dosta´va´me, zˇe pro kazˇde´ g, v ∈ H 12 (∂Ω) je
J ′α(g), v

= ⟨H∗Hg, v⟩ − ⟨H∗u, v⟩+ ⟨αSg, v⟩ = ⟨αSg +H∗(ug − u), v⟩ ,
kde u = Hg.
Odvodili jsme tak variacˇnı´ rovnici
⟨αSg +H∗(ug − u), v⟩ = 0 ∀v ∈ H 12 (∂Ω) (12)
pro vy´pocˇet staciona´rnı´ho bodu g funkciona´lu Jα. Nynı´ si ukazˇme, jak budeme pocˇı´tat
cˇlen H∗(ug − u).
Tvrzenı´ 5.1 Bud’ug, u ∈ L2(Ω). Pak pro H∗(ug − u) ∈ H− 12 (∂Ω) platı´, zˇe
H∗(ug − u) = −γ1p,
kde p ∈ H1∆(Ω) ∩H10 (Ω) je slaby´m rˇesˇenı´ u´lohy
−∆p(x) = ug(x)− u(x) pro x ∈ Ω,
p(x) = 0 pro x ∈ ∂Ω. (13)
1Vsˇimneˇme si, zˇe cˇlen 1
2
⟨u, u⟩ je konstantnı´, prˇi derivova´nı´ na´m tedy odpada´.
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Du˚kaz. Prˇipomenˇme si definici γ1p a harmonicke´ho rozsˇı´rˇenı´Hv. Potom
∀v ∈ H 12 (∂Ω) : ⟨γ1p, v⟩ =

Ω
∇p∇Hv −

Ω
(ug − u)Hv
a navı´c
∀ϕ ∈ H10 (Ω) :

Ω
∇Hv∇ϕ = 0 a γ0Hv = 0.
Odtud prˇi volbeˇ testovacı´ funkce ϕ = p plyne, zˇe
∀v ∈ H 12 (∂Ω) : ⟨γ1p, v⟩ = 0−

Ω
(ug − u)Hv = −⟨ug − u,Hv⟩L2(Ω) = −⟨H∗(ug − u), v⟩ .
Cˇı´mzˇ je du˚kaz tvrzenı´ 5.1 hotov.
Variacˇnı´ rovnice (12) tak prˇecha´zı´ do tvaru
⟨αSg − γ1p, v⟩ = 0 ∀v ∈ H 12 (∂Ω). (14)
Na chvı´li se ted’ zastavme a uveˇdomme si, zˇe ma´me k dispozici vztah pro vy´pocˇet gra-
dientu J . Pokud bychom v tuto chvı´li prˇistoupili k hleda´nı´ minima pomocı´ neˇktere´ z
gradientnı´ch metod, dı´ky ktery´m by jsme se k hledane´mu minimu blı´zˇili formou iteracˇ-
nı´ho procesu, museli by jsme v kazˇde´ iteraci i pro funkci gi spocˇı´tat prˇı´slusˇne´ ugi a da´le
rˇesˇit objemovou u´lohu
−∆pi(x) = ugi(x)− u(x) pro x ∈ Ω,
pi(x) = 0 pro x ∈ ∂Ω, (15)
cozˇ by bylo vy´pocˇetneˇ velice na´rocˇne´.
My se vsˇak budeme da´le snazˇit o lepsˇı´ postup, ktery´ na´m umozˇnı´ vyvarovat se
na´rocˇne´mu rˇesˇenı´ objemove´ u´lohy (15) a rovnici (14) prˇeformulujeme pomocı´ hranicˇnı´ch
integra´lnı´ch opera´toru˚.
Napisˇme si nynı´ dle veˇty 4.1 reprezentacˇnı´ formuli pro funkci p, definovanou jako
rˇesˇenı´ u´lohy (13), a to
∀x˜ ∈ Ω : p(x˜) =

Ω
(u(y)− u(y))U∗(x˜, y)dy +

∂Ω
γ1p(y)U
∗(x˜, y)dsy−
−

∂Ω
γ0p(y)γ1,yU
∗(x˜, y)dsy.
Jako prvnı´ si vsˇimneˇme, zˇe z (13) plyne
−

∂Ω
γ0p(y)γ1,yU
∗(x˜, y)dsy = 0.
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Nynı´ s vyuzˇitı´m vlastnostı´ jednotlivy´ch hranicˇnı´ch opera´toru˚ (popsany´ch naprˇ. v [1])
provedeme limitnı´ prˇechod
Ω ∋ x˜→ x ∈ ∂Ω
a dostaneme tak
∀x ∈ ∂Ω : 0 = p(x) =

Ω
u(y)U∗(x, y)dy−
−

Ω
u(y)U∗(x, y)dy +

∂Ω
γ1p(y)U
∗(x, y)dsy.
(16)
Da´le si z kapitoly 4.2 prˇipomenˇme klı´cˇovy´ vztah mezi fundamenta´lnı´mi rˇesˇenı´mi
pro Laplaceovu a bi-Laplaceovu rovnici a to konkre´tneˇ, zˇe fundamenta´lnı´ rˇesˇenı´ bi-
Laplaceovy rovnice mu˚zˇeme cha´pat jako rˇesˇenı´ Poissonovy rovnice
∆yV
∗(x, y) = U∗(x, y), x ̸= y.
S vyuzˇitı´m veˇty 4.1 pak prvnı´ objemovy´ integra´l z (16) mu˚zˇeme zapsat jako
∀x˜ ∈ Ω :

Ω
U∗(x˜, y)u(y)dy =

Ω
∆yV
∗(x˜, y)u(y)dy
=

∂Ω
γ0u(y)γ1,yV
∗(x˜, y)dsy −

∂Ω
γ1u(y)V
∗(x˜, y)dsy
a vzhledem ke spojitosti funkce V ∗(x˜, y) opeˇt prove´st limitnı´ prˇechod
Ω ∋ x˜→ x ∈ ∂Ω
a zı´skat tak pro dany´ objemovy´ integra´l prˇedpis na hranici
∀x ∈ ∂Ω :

Ω
U∗(x, y)u(y)dy =

∂Ω
γ0u(y)γ1,yV
∗(x, y)dsy−

∂Ω
γ1u(y)V
∗(x, y)dsy. (17)
Dejme nynı´ dohromady vztahy (16) a (17) a zı´ska´me tak hranicˇnı´ integra´lnı´ rovnici
pro na´mi hledany´ cˇlen γ1p variacˇnı´ rovnosti (14):
∀x ∈ ∂Ω : −

∂Ω
U∗(x, y)γ1p(y)dsy  
[V (γ1p)](x)
=

∂Ω
γ1,yV
∗(x, y)g(y)dsy  
[K1(g)](x)
−

∂Ω
Sg  
γ1u(y)V
∗(x, y)dsy  
[V1(Sg)](x)
−

Ω
U∗(x, y)u(y)dy  
[N0(u)](x)
Nynı´ tedy konecˇneˇ vzhledem k elipticiteˇ opera´toru V pro diam(Ω)< 1 dosta´va´me fina´lnı´
podobu variacˇnı´ rovnosti (14), a to
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
αSg − V −1 [V1(Sg)−K1(g)] , v

=

V −1 [N0(u)] , v
 ∀v ∈ H 12 (∂Ω). (18)
Rˇesˇenı´m (18) je tak hledane´ minimum g ∈ H 12 (∂Ω) funkciona´lu (10) prˇedstavujı´cı´
rˇesˇenı´ nasˇı´ u´lohy popsane´ na zacˇa´tku te´to kapitoly.
5.3 Vlastnosti funkciona´lu Jα
V te´to kapitole se budeme zaby´vat limitnı´m „chova´nı´m“ funkciona´lu Jα pro α→ 0 (a to
specia´lneˇ pro volbu u tak, zˇe∆u = 0) a α→∞. Navı´c si uka´zˇeme, jak najı´t hornı´ odhad
funkciona´lu Jα. Tyto zmı´neˇne´ vlastnosti pote´ budeme testovat numericky´mi experimenty
v kapitole 7.
Pozorova´nı´ 5.2 Prˇipomenˇme si na´sˇ funkciona´l
Jα(g) =
1
2

Ω
(ug(x)− u(x))2dx+ α
2
⟨Sg, g⟩
a oznacˇme si
J(gα) := min
g∈H 12 (∂Ω)
Jα(g),
kde gα ∈ H 12 (∂Ω).
Uvazˇujme nynı´ funkci u takovou, zˇe ∆u = 0 ve smyslu distribucı´ ( tedy u ∈ H1∆(Ω) ⊂ H1(Ω))
a vsˇimneˇme si, zˇe jelikozˇ
0 ≤ J(gα) ≤ Jα(γ0u) = α
2
⟨Sγ0u, γ0u⟩ → 0 pro α→ 0,
pak
ug → u v L2(Ω), pro α→ 0.
Pozorova´nı´ 5.3 Uvazˇujme cˇı´slo c ∈ R takove´, zˇe
Ω
(c− u(x))2dx = min
c∈R

Ω
(c− u(x))2dx.
Lze uka´zat, zˇe cˇı´slo c mu˚zˇeme najı´t pomocı´ Fourierovy rˇady (viz. naprˇ. [2]) jako
c =
1
mΩ

Ω
u,
kde mΩ znacˇı´ mı´ru oblasti Ω.
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Pak protozˇe gc(x) := c ∈ H 12 (∂Ω), je
∀α > 0 : Jα(g) ≤ Jα(gc) = 1
2

Ω
(c− u(x))2dx+ α
2
⟨Sgc, gc⟩  
=0
=
1
2

Ω
(c− u(x))2dx ozn.= Jˆ .
Hodnota Jˆ pak tedy prˇedstavuje hornı´ odhad funkciona´lu Jα.
Tvrzenı´ 5.2 Meˇjme posloupnost (αn) a uvazˇujme konstantu c z pozorova´nı´ 5.3. Potom
αn →∞ => gαn → c v H
1
2 (∂Ω).
Du˚kaz.Uvazˇujme na´sˇ funkciona´l Jα a funkci gα := g˜α+cα

kde cα opeˇt znacˇı´ ortogona´lnı´
projekci na Ker(S) a g˜α ortogona´lnı´ doplneˇk doH
1
2 (∂Ω)

coby minimum Jα v za´vislosti
na dane´m α ∈ R+.
1. Jako prvnı´ ukazˇme, zˇe pro αn →∞ je ∥gαn∥ < K, ∀n ∈ N.
Uvazˇujme sporem, zˇe z posloupnosti (gαn) vybereme posloupnost (gαnk ) tako-
vou, zˇe ∥gαnk∥ → ∞. Potom ale dı´ky koerciviteˇ a pozorova´nı´ 5.3 vidı´me, zˇe
Jˆ ≥ Jα(gαnk )→∞. Cˇı´mzˇ jsme narazili na spor.
2. Nynı´ ukazˇme, zˇe pro αn →∞ jde g˜αn → 0.
Opeˇt uvazˇujme sporem, zˇe pro neˇjakou vybranou posloupnost (g˜αnk ) najdeme ϵ > 0
takove´, zˇe ∥g˜αnk∥ ≥ ϵ ∀n ∈ N. To by vsˇak dı´ky vlastnostem Steklov-Poincare´ho
opera´toru z veˇty 3.4 znamenalo, zˇe
Jˆ ≥ Jα(gαnk ) ≥
αnk
2

Sg˜αnk , g˜αnk

≥ αnk
2
α˜ϵ2 →∞.
Cozˇ je hledany´ spor.
3. Nakonec ukazˇme, zˇe pro αn → ∞ jde cαn → c. Je zrˇejme´, zˇe posloupnost (cαn)
musı´ by´t omezena´, jelikozˇ jsme uka´zali zˇe g˜αn → 0 pro αn →∞.
Uvazˇujme, zˇe cαnk → c ∈ R, potom
gαnk = g˜αnk
→0
+ cαnk
→c
→ c.
Avsˇak jelikozˇ
Jα(gαnk ) ≤ Jα(c) ≤ Jα(c)
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je dı´ky spojitosti Jα
Jα(c) = lim
α→∞ Jα(gαnk ) ≤ Jα(c) ≤ Jα(c) => Jα(c) = Jα(c).
Avsˇak jelikozˇ existuje pra´veˇ jedno takove´ na´mi uvazˇovane´ cˇı´slo c (viz. naprˇ. [2] -
Fourierovy rˇady), je c = c.
Z bodu˚ 1,2,3 tak dosta´va´me, zˇe
αn →∞ => gαn = g˜αn
→0
+ cαn
→c
→ c v H 12 (∂Ω).
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6 Diskretizace a numericka´ realizace
Podı´vejme se nynı´ na diskretizaci variacˇnı´ rovnice (18).
Aproximujme hranici oblasti Ω polygonem Γ o N ekvidistantnı´ch hrana´ch. Necht’
kazˇda´ hrana tohoto polygonu pak odpovı´da´ u´secˇce Γi, tedy
∂Ω ≈ Γ :=
N
i=1
Γi.
Oznacˇme si krajnı´ body u´secˇky Γi jako xi a xi+1 a da´le diametr jednotlivy´ch u´secˇek jako
h, viz. obr. 5. Obecneˇ tak ma´me mnozˇinu bodu˚
{xi}Ni=1 .
Ω
∂Ω
n
Γ
xi
xi+1
Γi
Obra´zek 5: Aproximace hranice oblasti Ω
Nasˇim cı´lemnynı´ bude konecˇneˇ-dimenziona´lnı´ aproximace prostoru˚H
1
2 (Γ), H−
1
2 (Γ),
H
3
2 (Γ) a H−
3
2 (Γ). Definujme si na´sledujı´cı´ ba´zove´ funkce:
• Nespojite´ po cˇa´stech konstantnı´ funkce (viz. obr. 6)
ψi(x) :=

1 pro x ∈ Γi,
0 jinde.
34
Ω
xixi+1
Γi
ψi
1
00
Γ
Obra´zek 6: Ba´zova´ funkce ψi(x)
• Spojite´ po cˇa´stech afinnı´ funkce (viz. obr. 7), kde
ϕj(x) :=

1 pro x = xj ,
0 pro x = xj−1, x = xj+1,
0 pro x ̸∈ {Γj−1, Γj}
a ϕ(x) je linea´rnı´ na kazˇde´m dı´lku Γj .
Ω
xi
xi+1
Γi
ϕi
Γ
xi−1
Γi−1
1
00
Obra´zek 7: Ba´zova´ funkce ϕi(x)
Prˇı´slusˇne´ prostory nynı´ nahrad’me jejich konecˇneˇ-dimenziona´lnı´mi aproximacemi,
tvorˇeny´mi jako linea´rnı´ obaly ba´zovy´ch funkcı´ ϕ(x) a ψ(x) jako
H
1
2 (Γ) ≈ H
1
2
h (Γ) := Lin {ϕi}Ni=1 ⊂ H
1
2 (Γ),
H−
1
2 (Γ) ≈ H−
1
2
h (Γ) := Lin {ψi}Ni=1 ⊂ H−
1
2 (Γ),
H
3
2 (Γ) ≈ H
3
2
h (Γ) := Lin {ϕi}Ni=1 ⊂ H
3
2 (Γ) a
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H−
3
2 (Γ) ≈ H−
3
2
h (Γ) := Lin {ψi}Ni=1 ⊂ H−
3
2 (Γ).
Variacˇnı´ rovnice (18) tak prˇejde to diskre´tnı´ho tvaru
αSh − (V h)−1

V h1 S
h −Kh1

gh, vh

=

(V h)−1Nh0 u
h, vh

, ∀vh ∈ H
1
2
h (Γ), (19)
kde
gh(x) =
N
j=1
gjϕj(x) ∈ H
1
2
h (Γ) (20)
prˇedstavuje aproximaci hledane´ funkce g ∈ H 12 (∂Ω). Oznacˇme si g vektor koeficientu˚ gj
linea´rnı´ kombinace (20).
Variacˇnı´ rovnost (19) tak mu˚zˇeme prˇepsat jako soustavu linea´rnı´ch rovnic
T hαg = b, (21)
kde
T hα := αS
h − (V h)−1

V h1 S
h −Kh1

∈ RN×N
a
b := (V h)−1

Nh0 u
h

∈ RN×1.
Vesˇkere´ opera´tory s hornı´m indexem h pak prˇedstavujı´ prˇı´slusˇne´ hranicˇnı´ opera´tory,
zna´me´ z kapitol 4.1 a 4.2, avsˇak v diskre´tnı´ podobeˇ. Pojd’me se nynı´ na tyto opera´tory
podı´vat podrobneˇji.
Zacˇneˇme diskretizacı´ Steklov-Poincare´ho opera´toru (viz. naprˇ. [10]). Dikretizacı´ do-
sta´va´me prˇedpis
Sh :=

1
2
(Mh)T + (Kh)T

(V h)−1

1
2
(Mh)T +Kh

+Dh

,
kde ma´me:
• Matici jednoduche´ vrstvy
[V h]i,j = − 1
2π

Γi

Γj
ln ∥x− y∥ dsydsx.
• Matici dvojvrstvy
[Kh]i,j =
1
2π

Γi

Γj−1∪Γj
ϕj(y)
⟨x− y, n(y)⟩
∥x− y∥2 dsydsx.
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• Matici hmoty
[Mh]i,j =

Γi
ϕj ds.
• Hypersingula´rnı´ matici
Dh = T
T
h · Vh · Th, kde [T ]i,j =
dϕj
dt
.
• Vektor
[Nh0 u]j,1 = −
1
2π

Γj

Ω
ln ∥x− y∥u(y) dydsy.
Lze uka´zat, zˇe takto sestavena´ matice Sh je pak symetricka´ a pozitivneˇ semi-definitnı´.
Detaily ohledneˇ diskretizace jednotlivy´ch hranicˇnı´ch opera´toru˚ pro Poissonovu rovnici
jsou jizˇ podrobneˇ rozebra´ny naprˇ. v [7],[10] a nebudeme je zde tedy hloubeˇji rozebı´-
rat. Vsˇimneˇme si da´le singularity ve vyja´drˇenı´ matic V h a Kh. Tento proble´m je pak v
implementacˇnı´ cˇa´sti te´to pra´ce rˇesˇen pomocı´ Gaussovy kvadratury singula´rnı´ch funkcı´,
popsane´ naprˇ. v [7].
My se vsˇak podrobneˇ podı´vejme na diskretizaci opera´toru˚ pro bi-Laplaceovu rovnici.
Zaved’me si pro jednotlive´ dı´lky hranice Γi s ekvidistantnı´ de´lkou h na´sledujı´cı´ paramet-
rizace:
Si(s) := xi + (xi+1 − xi)s, s ∈ ⟨0, 1⟩ ,
Sj(t) := xj + (xj+1 − xj)t, t ∈ ⟨0, 1⟩ ,
Sj−1(p) := xj−1 + (xj − xj−1)p, p ∈ ⟨0, 1⟩
a tedy
∥S′i∥ = ∥S′j∥ = ∥S′j−1∥ = h.
Nynı´ se konecˇneˇ podı´vejme na matice V h1 aK
h
1 .
• Matice jednoduche´ vrstvy pro bi-Laplaceovu rovnici
[V h1 ]i,j = −
1
8π

Γi

Γj
∥x− y∥2(ln ∥x− y∥ − 1) dsydsx.
Uvazˇujme zmı´neˇnou parametrizaci dı´lku˚ Γi a Γj a funkci
β(s, t) := xi − xj + (xi+1 − xi)s− (xj+1 − xj)t.
Mu˚zˇeme tak psa´t, zˇe
[V h1 ]i,j = −
h2
8π
 1
0
 1
0
∥β(s, t)∥2(ln ∥β(s, t)∥ − 1) dtds.
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Opeˇt vidı´me, zˇe by zde mohl nastat proble´m se singularitou, kdyby ∥β(s, t)∥ = 0.
Podı´vejme se vsˇak na cele´ ja´dro integra´lu pozorneˇ a vsˇimneˇme si, zˇe
lim
∥β(s,t)∥→0
∥β(s, t)∥2 ln ∥β(s, t)∥ = 0.
Integra´l v prˇedpisu pro matici jednoduche´ vrstvy pro bi-Laplaceovu rovnici tak
obsahuje odstranitelnou singularitu.
• Matice dvojvrstvy pro bi-Laplaceovu rovnici
Jakoprvnı´ si vyja´drˇemenorma´lovouderivaci fundamenta´lnı´ho rˇesˇenı´ bi-Laplaceovy
rovnice, tedy
d
dny
V ∗(x, y) = ⟨∇V ∗(x, y), n(y)⟩ = 1
8π
⟨x− y, n(y)⟩ (ln ∥x− y∥2 − 1).
Odtud pak
[Kh1 ]i,j =
1
8π

Γi

Γj∪Sj−1
ϕj(y) ⟨x− y, n(y)⟩ (ln ∥x− y∥2 − 1) dsydsx,
kde n(y) znacˇı´ jednotkovy´ vektor vneˇjsˇı´ norma´ly.
Zaved’me si obdobneˇ jako u matice jednoduche´ vrstvy funkce
β(s, t) := xi − xj + (xi+1 − xi)s− (xj+1 − xj)t
δ(s, t) := xi − xj−1 + (xi+1 − xi)s− (xj − xj−1)p.
a rozlozˇme si matici [Kh1 ]i,j na soucˇet
[Kh1 ]i,j = [K
h,1
1 ]i,j + [K
h,2
1 ]i,j ,
kde
[Kh,11 ]i,j =
h2
8π
 1
0
 1
0
⟨β(s, t), nj⟩ (ln ∥β(s, t)∥2 − 1)(1− t) dt ds
a
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[Kh,21 ]i,j =
h2
8π
 1
0
 1
0
⟨δ(s, t), nj−1⟩ (ln ∥δ(s, t)∥2 − 1)p dp ds.
Symbolem nj poprˇ. nj−1 rozumı´me jednotkovy´ vektor vneˇjsˇı´ norma´ly k dı´lku Γj
poprˇ. Γj−1.
Navı´c stejneˇ jako v prˇı´padeˇ matice jednoduche´ vrstvy pro bi-Laplaceovu rovnici
vidı´me, zˇe i zde sevprˇedpisechpro [Kh,11 ] a [K
h,2
1 ]nacha´zı´ odstranitelna´ singularita.
Nynı´ jizˇ tedy ma´me vesˇkere´ opera´tory vyskytujı´cı´ se v nasˇı´ variacˇnı´ rovnici (18) diskreti-
zovane´ a mu˚zˇeme se tak prˇesunout k numericky´m experimentu˚m.
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7 Numericke´ experimenty
V te´to kapitole se podı´va´me na vybrane´ numericke´ experimenty, ve ktery´ch budeme
testovat pozorova´nı´ a tvrzenı´ z kapitoly 5.3.
Prˇı´klad 7.1
Meˇjme danou oblast Ω := (−14 , 14)2, funkci u(x1, x2) = x51–10x31x22 + 5x1x42 splnˇujı´cı´
∆u = 0 v Ω a cˇı´slo α ∈ R. Nasˇim cı´lem je najı´t funkci g ∈ H 12 (∂Ω), pro kterou funkciona´l
Jα(g) =
1
2

Ω
(ug(x)− u(x))2dx+ α
2
⟨Sg, g⟩ ,
kde
∆ug(x) = 0 pro x ∈ Ω,
ug(x) = g(x) pro x ∈ ∂Ω, (22)
naby´va´ sve´ho minima na H
1
2 (∂Ω).
Funkci umu˚zˇeme videˇt na obra´zku 8.
Obra´zek 8: Funkce u(x1, x2) = x51–10x
3
1x
2
2 + 5x1x
4
2.
Jako prvnı´ si na za´kladeˇ pozorova´nı´ 5.3 urcˇeme hodnotu c pro danou funkci u a
prˇı´slusˇny´ hornı´ odhad Jˆ .
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Dosta´va´me, zˇe
c =
1
mΩ

Ω
u =
1
0.25
 1/4
−1/4
 1/4
−1/4
x51–10x
3
1x
2
2 + 5x1x
4
2 dx1dx2 = 0.
a tedy
Jˆ =
1
2

Ω
(0− u)2 ≈ 6.6973E − 08.
V tabulce 1 a na obra´zku 9mu˚zˇeme videˇt vy´sledky pro volbuα = 0, kdeN znacˇı´ pocˇet
uzlu˚ na hranici. Funkce ug a u byly uvnitrˇ oblasti vycˇı´sleny pro 100 vnitrˇnı´ch uzlu˚. Se
zjemnˇujı´cı´ se sı´tı´, se skutecˇneˇ dle ocˇeka´va´nı´ z pozorova´nı´ 5.2 Jα(g)→ 0 a u→ u v L2(Ω),
jak mu˚zˇeme da´le videˇt i na obra´zku 10.
N Jα(g) ∥ug − u∥L2(Ω)
16 5.2944E-09 2.3153E-03
32 2.7884E-09 1.6803E-03
64 6.1697E-10 7.9037E-04
128 3.5909E-10 6.0045E-04
Tabulka 1: Vy´sledky pro prˇı´klad 5.1 prˇi volbeˇ α = 0.
Obra´zek 9: Hodnoty ∥ug − u∥ pro α = 0.
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Obra´zek 10: Aproximace funkce ug pro α = 0 a N = 32.
Da´le si otestujme pozorova´nı´ 5.2 pro fixnı´ sı´t’a α→ 0.
N M α ∥ug − u∥L2(Ω)
64 400 1E-03 4.8230E-03
64 400 1E-06 1.3195E-03
64 400 1E-09 1.3189E-03
64 400 1E-12 1.3186E-03
Tabulka 2: Vy´sledky numericky´ch experimentu˚ pozorova´nı´ 5.2.
Z tabulky 2, kde N znacˇı´ pocˇet uzlu˚ na hranici a M pocˇet uzlu˚ uvnitrˇ oblasti, skutecˇneˇ
vidı´me, zˇe pro α→ 0 jde ug → u.
Jako poslednı´ otestujme tvrzenı´ 5.2.
N M α ∥g − c∥L2(∂Ω)
64 400 0.1 7.2003E-04
64 400 1 7.6781E-05
64 400 5 1.5438E-05
64 400 10 7.7513E-06
64 400 50 1.5492E-06
64 400 100 7.7571E-07
Tabulka 3: Vy´sledky numericky´ch experimentu˚ tvrzenı´ 5.2.
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V tabulce 3 mu˚zˇeme videˇt, zˇe na´m skutecˇneˇ g → c pro α→∞.
Prˇı´klad 7.2
Meˇjme danou oblast Ω := (−14 , 14)2, funkci u(x1, x2) = sin(10x1) cos(10x2) (v tomto
prˇı´padeˇ ∆u ̸= 0 v Ω) a cˇı´slo α ∈ R. Nasˇim cı´lem je najı´t funkci g ∈ H 12 (∂Ω), pro kterou
funkciona´l
Jα(g) =
1
2

Ω
(ug(x)− u(x))2dx+ α
2
⟨Sg, g⟩ ,
kde
∆ug(x) = 0 pro x ∈ Ω,
ug(x) = g(x) pro x ∈ ∂Ω,
naby´va´ sve´ho minima.
Funkci umu˚zˇeme videˇt na obra´zku 11.
Obra´zek 11: Funkce u(x1, x2) = sin(10x1) cos(10x2)
V tomto prˇı´padeˇ se na´m jizˇ nepodarˇı´ testovat pozorova´nı´ 5.2 jelikozˇ ∆u ̸= 0 v Ω.
Obdobneˇ jako v prˇı´kladu 7.1 si vsˇak otestujeme tvrzenı´ 5.2.
Jako prvnı´ opeˇt urcˇeme hodnotu c a hornı´ odhad Jˆ pro danou funkci u.
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c =
1
mΩ

Ω
u =
1
0.25
 1/4
−1/4
 1/4
−1/4
sin(10x1) cos(10x2) dx1dx2 = 0
a tedy
Jˆ =
1
2

Ω
(0− u)2 ≈ 3.0101E − 02.
V tabulce 4 mu˚zˇeme stejneˇ jako v prˇı´kladeˇ 7.1 videˇt, zˇe g → c a Jα(g)→ Jˆ pro α→∞.
N M α ∥g − c∥L2(∂Ω) Jα(g)
64 400 0.1 3.5664E-01 2.0471E-02
64 400 1 4.0570E-02 2.1106E-02
64 400 5 8.2384E-03 2.1169E-02
64 400 10 4.0330E-03 2.1178E-02
64 400 50 8.0638E-04 2.1184E-02
64 400 100 4.0327E-04 2.1185e-02
Tabulka 4: Vy´sledky numericky´ch experimentu˚ tvrzenı´ 5.2.
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8 Za´veˇr
V te´to pra´ci jsme se zaby´vali optima´lnı´m rˇı´zenı´m pro Dirichletovu okrajovou u´lohu bez
omezenı´. Danou problematiku jsme si prˇedvedli jak v 1D tak ve 2D. V obou prˇı´padech
u´loha spocˇı´vala v minimalizaci cenove´ho funkciona´lu, kde minimum prˇedstavovalo hle-
danou okrajovou podmı´nku pro uvazˇovanouDirichletovu u´lohu pro Laplaceovu rovnici.
Celou problematiku jsme si na zacˇa´tku ilustrovali na u´loze staciona´rnı´ho rozlozˇenı´ tepla.
V 1D prˇı´padeˇ jsme si uka´zali, zˇe tato minimalizace je ekvivalentnı´ s hleda´nı´mminima
funkce dvou promeˇnny´ch, kde tyto promeˇnne´ prˇedstavujı´ koeficienty linea´rnı´ funkce,
tvorˇı´cı´ rˇesˇenı´ Dirichletovy u´lohy pro Laplaceovu rovnici v 1D. Dı´ky tomuto faktu jsme do
samotne´ minimalizace videˇli skutecˇneˇ do hloubky a mohli tak celou u´lohu optima´lnı´ho
rˇı´zenı´ le´pe pochopit. Problematiku 1D jsme potom demonstrovali na se´rii numericky´ch
experimentu˚, jejichzˇ vy´sledky odpovı´daly spocˇtene´mu analyticke´mu rˇesˇenı´.
Ve 2D pak byla cela´ situace komplikovaneˇjsˇı´. Dı´ky znalostem hranicˇnı´ch integra´lnı´ch
opera´toru˚ pro Poissonovu a bi-Laplaceovu rovnici, znalosti prˇı´slusˇny´ch fundamenta´l-
nı´ch rˇesˇenı´ a take´ problematice adjungovany´ch opera´toru˚ jsme minimalizaci prˇevedli na
variacˇnı´ rovnici na hranici. Tı´mto postupem jsme si pak vystacˇili pouze s diskretizacı´ hra-
nice dane´ oblasti. Prˇed samotnou minimalizacı´ jsme si vsˇak podrobneˇ doka´zali, zˇe dane´
minimum skutecˇneˇ existuje. Na´sledneˇ jsme u´lohu diskretizovali a prˇevedli na soustavu
linea´rnı´ch rovnic.
Na za´veˇr jsmeprovedli se´rii numericky´ch experimentu˚ ve 2D, pro ru˚zneˇ volene´ funkce
u, a to konkre´tneˇ pro funkce splnˇujı´cı´ ∆u = 0 a ∆u ̸= 0. Pro obeˇ volby jsme sledovali
odchylku rˇesˇenı´ od ocˇeka´vane´ hodnoty c pro α → ∞ a navı´c, v prˇı´padeˇ kdy ∆u = 0
jsme sledovali, jestli ug → u jak pro zjemnˇujı´cı´ se diskretizaci hranice a volbu α = 0 tak
pro fixnı´ sı´t’a α→ 0.
Cela´ pra´ce tak popsala optima´lnı´ rˇı´zenı´ v 1D a 2D pro Laplaceouvu rovnici bez
omezenı´. Do budoucna by jizˇ bylo snadne´ rozsˇı´rˇit problematiku take´ do 3D ale prˇeva´zˇneˇ
se jako budoucı´ pra´ce nabı´zı´ rˇesˇit optimalizaci s omezenı´m, dı´ky cˇemuzˇ by se bylo trˇeba
zaby´vat variacˇnı´mi nerovnicemi na hranici. Rovneˇzˇ by se pak nabı´zelo tuto problematiku
aplikovat i na jine´ typy u´loh, naprˇ. pro Navier-Stokesovu u´lohu, kde ma´ pak optima´lnı´
rˇı´zenı´ pro Dirichletovu u´lohu velke´ uplatneˇnı´ v praxi.
45
9 Reference
[1] J. Bouchala: U´vod do Boundary Elements Method
Slidy vytvorˇene´ pro zimnı´ sˇkolu v ra´mci konference SNA’ 07, 2007
[2] J. Bouchala: U´vod do funkciona´lnı´ analy´zy
Skripta vytvorˇene´ v ra´mci projektu MI21, 2012
[3] J. Bouchala: Variacˇnı´ metody
Skripta vytvorˇene´ v ra´mci projektu MI21, 2012
[4] M. Costabel & M. Dauge: Invertibility of the biharmonic single layer potential operator
Advances in Computational Mathematics 19: 339–354, 2003
[5] Y. Jeon & W. McLean: A new boundary element method for the biharmonic equation with
Dirichlet boundary
1995
[6] M. Kucˇera: Variacˇnı´ nerovnice, u´vod do teorie a uzˇitı´ na okrajove´ u´lohy pro PDR
Za´padocˇeska´ univerzita v Plzni, 2007
[7] D. Luka´sˇ: Efficient Numerics for Boundary Integral Equations
Prˇedna´sˇka pro Semina´rˇ Numericke´ Analzˇzy, VSB-TU Ostrava, 2013
[8] T. X. Phan: Boundary Element Methods for Boundary Control Problems
Verlag der Technischen Universita¨t Graz, 2011
[9] M. Sadowska´: Rˇesˇenı´ variacˇnı´ch nerovnic pomocı´ hranicˇnı´ch integra´lnı´ch rovnic
Diplomova´ pra´ce, VSˇB-TUO, 2005
[10] M. Sadowska´: Scalable Total BETI for 2D and 3D contact Problems
Dizertacˇnı´ pra´ce, VSˇB-TUO, 2008
[11] O. Steinbach: Numerical Approximation Methods for Elliptic BoundaryValue Problems
Springer, 2008
