The mechanism by which tuna achieve very fast swimming speeds is not presently understood, and may involve delay of transition or an advanced propulsion mechanism (or both). The issue of whether the boundary layer on a tuna swimming at typical speeds (1 to 2 body lengths/sec) is laminar, turbulent, or transitional is an open question.
INTRODUCTION
In 2013, a research effort was initiated (funded by the Office of Naval Research (ONR)) to study the hydrodynamics of the Pacific Bluefin tuna as part of a collaboration with other research efforts around the country. The initial results are documented in reference 1. In FY-14, the project continued under internal research funding and involved measurements of drag and fluctuating wall pressure in a small tow tank at the Naval Undersea Warfare Center (NUWC) Division Newport (reference 2). The goal of this ongoing investigation is to answer three questions, two of which involve the boundary layer characteristics of the Bluefin tuna:
1. Does laminar or turbulent boundary layer separation occur on a tuna? 2. Does the transition from a laminar boundary layer to a turbulent boundary layer take place on a tuna at normal swimming speeds?
3. For the condition of a tuna gliding at an angle of attack, is there vortex shedding occurring that will impact the flow noise field?
ONR has continued funding experiments that are designed to measure boundary layer transition using particle image velocimetry (PIV) techniques along the streamwise axis of a rigid tuna model. Experiments were completed in September 2015 in Naval Surface Warfare Center (NSWC) Carderock's 36-inch water tunnel. These data provide information regarding how the tuna are able to swim so persistently and efficiently at high Reynolds numbers.
To support and supplement the experimental research, a computational fluid dynamics (CFD) model was created to determine additional details of the flow field and extend the speed range of the measurements. The CFD model was intended to estimate the location of boundary layer transition in order to reduce overall experimental research time required in the water tunnel and prevent excess data collection. This report outlines the specific steps taken to create a CFD model of a tuna and to document the results of the computational research. While the primary objectives are to compute the approximate lateral location at which a transition to turbulence occurs on the tuna for various swimming speeds and to determine the maximum speed at which laminar flow is retained on its body, some additional goals include:
1. Quantifying the mean and fluctuating velocity components 2. Quantifying the boundary layer parameters used for scaling 3. Quantifying the effects of three-dimensional flow
TECHNICAL APPROACH
The technical approach can be subdivided into three steps:
1. Generate 2D and 3D computational models and meshes from the computer-aided design (CAD) model.
2. Compute the flow field using an appropriate CFD solver, parameter values, and boundary conditions.
3. Analyze the data to find the pertinent information about the boundary layer physics.
GENERATING THE MODELS AND MESHES

CAD Model
A juvenile Pacific Bluefin tuna was harvested from the Tuna Research and Conservation Center in Monterey, California. The tuna was flash frozen and sent to a taxidermist to make a mold of the tuna, which was digitized with a laser scanning system. That scan was then exported into a format compatible with the software package Solid Works (see figure 1 ). Note that this computer model only contains the caudal fin (excluding the pectoral, dorsal, and anal fins and finlets). The focus of the present study was to characterize the boundary layer on the body of the fish rather than any secondary flow effects such as vortex shedding; the fins were not expected to have a significant effect on the boundary layer dynamics. An initial step in understanding the flow field past a tuna was to quantify the boundary layer along the centerline of the tuna model. This simplified the computation of the flow field but required the creation of a two-dimensional (2D) model of the tuna. Since creating a 2D cross-sectional cut of the CAD model in Solid Works is a cumbersome process, the full threedimensional (3D) model was exported to a different software package called Hypermesh to extract the cross-sectional outline. The steps for that process are outlined in section 2.1.3.
The CAD model was originally generated in English units of inches. Most CFD codes default to metric but can be changed to English units, if needed. To simplify the modeling process, the full 3D model of the tuna was exported from Solid Works in inches as an initial graphics exchange specification (IGES) file and was later imported and scaled in Hypermesh to be in metric units.
Surface Mesh
Meshing the surface of the CAD model was performed primarily to check the model and ensure that there were no gaps or discontinuities. Hypermesh is a meshing software package that was specifically written for finite element analysis (FEA) solvers, but in recent years it has made strides in improving its CFD meshing capabilities. While some CAD software packages can export mesh and geometry directly from a generic geometry format, such as .stl files, using this approach in Solid Works yielded a mesh that was insufficient for use in CFD applications. An image of the .stl model and mesh generated using this approach is shown in figure 2. The cells highlighted in red were automatically flagged as being potentially problematic for their size, aspect ratio, or orientation to the direction of flow. It was determined that Solid Works was unsuitable for generating a high quality CFD mesh and therefore an alternate approach was attempted that utilized an .iges file as the default file export scheme. Most meshing software packages, like Hypermesh, prefer generic geometry file formats (e.g. .iges, .stl files) as opposed to typical CAD format files (.nx, .sldpt). When the .iges file was read and the Hypermesh algorithms were applied to the model's surface, the resulting mesh was superior to that of the Solid Works mesh (see figure 3) . Specifically, all of the cells are uniform in size and shape with no cells flagged by the software as potentially problematic. 
Delete unwanted elements
The final mesh is shown in figure 5.
Figure 5. Final 2D Mesh for the Tuna Model including Boundary Layer Mesh
Bounding conditions were assigned to elements by selecting: tool>edges>find edges. This creates a new component named ^_edges, where the bounding elements for the inlet, outlet, walls, and tuna body were defined. Parameters for these elements were assigned later in the modeling process. The mesh was then exported as a Fluent 2D mesh.
3D Model
A 3D model was used to visualize the flow structures over the entire tuna body. This information was used to guide the selection of 2D measurement planes in the experimental and computational studies. However, a fully-turbulent, time-dependent solution in 3D required computational resources which were beyond the scope of this project. Therefore, to reduce the computational load of solving a fully turbulent model, a laminar flow field condition was prescribed. As such, the boundary layer elements could be less dense than in the 2D model intended for computations of the flow in a turbulent regime. The model was bisected vertically since the flow on the two halves of the model was considered to be symmetric. A semi-circle was drawn around the tuna model, rotated 20° about the x-axis, and then projected back onto the XY plane to create a semi-ellipse. A body of revolution was then created on half of the ellipse to create an ellipsoidal dome on one half of the model (shown in figure 6 ).
Figure 6. Semi-Ellipse Bisecting the 3D Tuna Model
A Boolean operation subtracted the tuna model from the ellipsoidal dome to create a tuna "mold." The surfaces of this mold were then meshed using the 2D automesh feature in Hypermesh (shown in figure 7 ). A cube was then created around the ellipsoid and the ellipsoid was subtracted from the cube using a Boolean operation. The same meshing procedure was employed on the surface of the cube and the meshed interface between the cube and the ellipsoid were coupled to allow the two domains to communicate. Figure 9 is an isometric view showing a horizontal crosssectional cut through the ellipsoid and the cube domains.
Figure 9. Near-and Far-Field 3D Meshes
Finally, boundary conditions were assigned to elements in a manner similar to the 2D model and the model was exported to Fluent as a 3D laminar model.
COMPUTATIONS
Input Parameters
The parameter settings for the 2D turbulent computational tuna model used in Fluent are outlined in table 1. A Reynolds-Averaged Navier-Stokes (RANS) k-epsilon solver was chosen for the 2D model due to the external flow nature of the problem. K-epsilon solvers are commonly used to solve flow fields for airfoils that bear a striking resemblance to the cross section of the Bluefin tuna The solver wall treatments and constants were left at the default settings. The working fluid was water and the inlet boundary condition was set to vary from 2 m/s to 22 m/s. These inlet velocities were chosen to mimic the approximate speeds tuna have reportedly been capable of achieving. The bounding walls of the model were slip walls while the surface of the tuna was a no-slip wall. Because the actual surface roughness of the tuna was neither known nor constant across its surface, the default surface roughness value of 0.5 was used on the model. All simulations were able to achieve sufficiently small residuals within 1000 iterations.
The 3D model used a laminar flow solver instead of a turbulent model due to the limited computational resources available. The model featured a velocity inlet boundary condition of 10 m/s (as a notional inlet condition) with additional parameter values listed in table 2. Stationary Wall: Specified shear of 0
Grid Convergence
Grid convergence for the 2D turbulent model was verified using the built-in Fluent grid refinement algorithms. The original mesh created in Hypermesh is shown in figure 10 . This mesh was solved using the parameter values specified in the previous sections. The mesh was adapted by calculating the gradients of pressure, velocity, nondimensional wall units (y+), and turbulence intensity. A common strategy for grid refinement is to mark and refine elements that are within 10% of the maximum calculated gradient. Figure 11 shows the result when the pressure gradient was used to mark elements for refinement. The maximum calculated static pressure gradient was found to be 4610 Pa/m. The refined threshold was set to approximately 10% of that value, or 400. The cells that fall within that threshold are flagged in red. Based on this outcome, Fluent generated a new mesh with elements added in the higher-gradient regions. This mesh was used as a starting point to continue iterating on the size, shape, and number of elements to determine grid independence.
Figure 10. Original Mesh Created in Hypermesh
Figure 11. Screenshot Showing Elements Marked for Grid Refinement
The coefficient of drag was the primary metric used to monitor convergence from one model to the next along with residuals of continuity, velocity, and turbulence as a means to monitor the stability of each solution. These values were tracked through the iterations of mesh refinement and are recorded in table 3.
Table 3. Parameters Used to Monitor Grid Convergence
The first four meshes show a C d value between 0.43 and 0.469, but inspection of the velocity profiles indicated a region downstream of the model that required further refinement. The grid was refined manually in the specified region and the C d value changed to 0.546. This value did not change significantly with subsequent mesh refinement and the model was therefore considered to be converged (see figure 12) .
Figure 12. Final Mesh as Refined by Fluent
Mesh 1
The 3D model did not undergo mesh refinement since the purpose of the 3D model was primarily to show gross flow structures rather than to compute details of the boundary layer. Therefore, the 3D model was given an initial mesh that was considered to be sufficiently fine and no adaptation scheme was applied.
RESULTS
2D STEADY-STATE
The model was run for 1000 iterations and a plot of velocity contours with a 10 m/s inlet velocity condition is shown in figure 13 . The contours of velocity are symmetric about the longitudinal axis of the tuna model. The areas of maximum velocity occur in two lobes located at the midbody of the tuna. Lobes of lower velocity appear just forward of the caudal fin and persist until after the caudal fin. The exact reason for this decreased area of velocity is not currently known and requires further investigation. The detailed experimental velocity measurements will help characterize the flow in that region. The velocity profiles were then overlaid for each velocity case. These profiles show the shape of the boundary layer more clearly (see figure 18) . 
2D TRANSIENT
The 2D case was also run as a transient model to compute the fluctuating velocity components in the boundary layer. The first calculations were performed at 10 m/s with smooth walls and using the four-equation transition version of the k-epsilon turbulence model. The fluctuating velocity profile was plotted at several locations along each of the 15 normal lines along the tuna model to determine if the boundary layer was transitioning to turbulent flow (see figure 19 ). Unfortunately, this method for visualizing the fluctuating component of the boundary layer is ambiguous. However, the results seem to indicate that the boundary layer remains laminar at 10 m/s with a smooth wall function. A more definitive method of identifying laminar or turbulent flow is being pursued. In addition, the default values for surface roughness are not expected to accurately represent the surface of the tuna and this parameter could impact the transition location. Related experimental measurements are ongoing and will be used to determine a more appropriate value of the surface roughness. 
3D STEADY-STATE MODEL
As previously stated, the 3D model was intended primarily for qualitative flow visualization rather than for quantitative research; therefore, the 3D computations were performed as laminar rather than turbulent flow. The 2D model of the tuna represented a cut at the centerline of the 3D tuna model. If the 3D flow around the tuna showed streamlines passing out-of-plane at the centerline, this would indicate that the centerline plane was a poor choice for modeling 2D flow. Analyzing the results from the 3D computations to ensure that streamlines were not passing through the computational plane validates the use of a 2D model. 2D computations should be performed where the flow was mostly planar.
Two methods of flow visualization were employed to show the flow field around the tuna model for an inlet velocity of 10 m/s: oil flow visualization lines (figure 20), and particle tracers emitted from the surface of the model (figure 21). In both plots, the color scales on the left-hand side indicate the velocity values in m/s. In figure 20 , the model is positioned in a slightly isometric view but the computations were performed at zero pitch and yaw angles. No significant three-dimensional flow was apparent from either method. The static pressure on the surface of the model was also plotted and is shown in figure 22 . It is interesting to note that the static pressure increases in the adverse pressure gradient region of the model. This increase in pressure coincides with the location of the small finlets along the superior and inferior spines of the tuna and a distinct change in the surface roughness of their scales in this region (reference 2). 
DISCUSSION AND ONGOING WORK
The shape of the velocity profiles from the 2D model suggests that the boundary layer transitions to turbulent flow by the time it reaches Line 2, or 11% chord. This result did not vary significantly with speed. By contrast, the experimental results obtained during experiments in the NUWC Division Newport tow tank suggest that the boundary layer remains laminar up to 3 m/s (maximum operating speed of the facility). The recently-conducted experiment in the NSWC Carderock 36-inch water tunnel will further contribute to this analysis. The fluctuating velocity components were also calculated from the 2D model, but did not provide a clear indication of whether the boundary layer was laminar or turbulent. The lack of agreement between the computational and experimental results is likely due to the inaccuracy of the value of the surface roughness parameter used in the computational model. A more appropriate value will be gleaned from comparison with detailed experimental boundary layer measurements.
The streamlines from the 3D model show a vertical flow component near the pectoral fin. However, this result is assumed to be an artifact caused by the pectoral fins being removed prior to casting the mold and is not necessarily representative of the flow in this region on an actual tuna body. Nevertheless it is assumed that it would have a minimal effect on the development of the boundary layer upstream of that region.
Velocity measurements on a full-scale experimental model of a Bluefin tuna have recently been completed and will be used to validate the computational results. Comparison of the results from the computational and experimental investigations will allow refinement of the input parameter values for future CFD calculations. Once the computational model has been fully validated, it will serve as an invaluable tool to significantly extend the speed range beyond what is feasible experimentally as well as facilitating investigations into the effects of the fins.
Finally, this research has the potential to advance technology of various Navy systems, e.g., torpedo and autonomous underwater vehicle (AUV) drag reduction by control surface manipulation, novel shapes, efficient glider designs, flow noise mitigation for towed arrays, and advancements in bio-inspired propulsion. The plan is to continue these investigations in collaboration with Stanford University, Massachusetts Institute of Technology, and the University of Rhode Island.
