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Cluster expansions for the exponential of local operators are constructed using tensor networks.
In contrast to other approaches, the cluster expansion does not break any spatial or internal sym-
metries and exhibits a very favourable prefactor to the error scaling versus bond dimension. This is
illustrated by time evolving a matrix product state using very large time steps, and by constructing
a novel robust algorithm for finding ground states of 2-dimensional Hamiltonians using projected
entangled pair states as fixed points of 2-dimensional transfer matrices.
The Trotter-Suzuki expansion1,2 plays a ubiquitous
role in theoretical physics as it relates quantum-
mechanical problems in d spatial dimensions to
statistical-mechanical problems in d+1 dimensions. It is
also a preferred tool for simulating the time-dependent
Schro¨dinger equation on a computer, as it allows to split
a continuous differential equation into smaller steps dt
that can be integrated exactly; the corresponding error
scales as cn.dt
n+1 for an n’th order expansion, with cn
a prefactor that can be optimized3. This Trotter-Suzuki
expansion forms the basis for the time-evolving block dec-
imation algorithms4 for simulating quantum spin chains,
and has been used extensively in that context for finding
ground states (imaginary-time evolution) and for simu-
lating real-time dynamics. The success of this method
follows to a large extent from the fact that Trotter-
Suzuki expansions are size extensive: they scale well in
the thermodynamic limit. A very important drawback
however is the fact that they always break spatial and/or
internal symmetries of the underlying quantum system.
A different approach which preserves the symmetries of
the Hamiltonian is the cluster expansion, widely used in
the form of series-expansion methods in quantum Monte
Carlo5. Such methods are however not size extensive, as
they involve a power series of the Hamiltonian and can
hence not be used for simulating uniform dynamics in the
thermodynamic limit.
In this paper, we demonstrate that tensor-network
techniques6 allow us to combine the advantages of both of
those approaches into a practical and simple framework
which is both size extensive and preserves global and
spatial symmetries. The corresponding non-perturbative
cluster expansion works equally well for simulating dy-
namics in one dimension with matrix product states7
(MPS) and in two dimensions with projected entangled-
pair states8 (PEPS). Our expansion of the time-evolution
operator can be understood as a sum of all possible clus-
ters up to a certain size, but in such a way that the
evolution in every individual cluster is exact up to infi-
nite order. If we consider a case with nearest-neighbour
interactions and for which the maximum cluster size is
p, then only a fraction p!/pp ' exp(−p) of the Hamilto-
nian terms in the Taylor expansion up to order p will not
be taken into account, leading to a very favourable error
scaling of the prefactor cp.
Our method can be seen as an efficient and practical
way of implementing the ideas put forward in Refs. 9–11,
where it was used to prove the polynomial scaling of the
bond dimension of tensor-network algorithms for simulat-
ing quantum spin systems. It can also be understood as a
vastly improved and practical version of the construction
in Ref. 12, in which PEPS wavefunctions were designed
that bridge size-extensive perturbative expansions across
a phase transition.
Construction in one dimension.—For illustrating our
method we first consider the simplest case of a spin chain
with nearest-neighbour interactions. We will construct a
matrix-product operator (MPO) providing a cluster ex-
pansion for the exponentiated hamiltonian in the ther-
modynamic limit, i.e.
exp
(
t
∑
i
hi,i+1
)
≈ O O O OO . . .. . . .
The idea is to grow a matrix product operator which cap-
tures more and more terms in the perturbative expansion,
but in such a way that the results in a given cluster are
exact if Hamiltonian terms outside of the cluster are ig-
nored.
The first non-zero element in the MPO tensor encodes
the action of the unit operator, i.e. we set
O0 0 = 1,
where the label ‘0’ denotes the first entry of the virtual
legs. The first non-trivial cluster is of size two, and is ob-
tained by exponentiating the nearest-neighbour interac-
tion term and subtracting the unit that we have already
incorporated. This cluster is encoded in the MPO by
introducing a new virtual level in the MPO denoted by
label ‘1’ and with degeneracy depending on the Schmidt
decomposition of the exponential of the local Hamilto-
nian under consideration. By performing a singular-value
decomposition of this exponential minus the identity op-
erator, we get two new tensor elements O′01 and O
′
10
O′
0
O′
01 = eh1,2 − ,
We add these elements to the MPO, so O → O+O′. Note
that this cluster contains two-site terms of all orders and
the extensivity property of the ensuing MPO is of crucial
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2importance: the MPO contains an extensive number of
terms with multiple non-overlapping clusters such as
O O O O O O O
1 0 0 1 100 0 .
The MPO does not contain overlapping terms, how-
ever, and therefore we have to introduce three-cluster
terms. We obtain these by exponentiating the terms of
the hamiltonian that act non-trivially on three sites, and
subtract what was already contained in the two-cluster
terms. Again, we can introduce a new element in the
MPO tensor for capturing these terms
O
0
O′ O
01 1
= eh1,2+h2,3 − O0 O O 0 ,
where on the right-hand side we sum over the unlabeled
legs. We compute this tensor element O′22 by applying
the inverses of the O1,0 and O0,1 elements to the right
hand side, and as such we do not have to increase the
bond dimension of the MPO to achieve this. Adding this
tensor element to the MPO, O → O + O′ then encodes
an extensive number of two- and three-site cluster terms.
We can continue this procedure, and incorporate four-
and five-site clusters with an extra virtual level ‘2’ and
three new tensor elements O′12, O
′
21 and, in a next step,
O′22:
O
0
O′ O′ O
01 2 1 , O0 O′ O
1 2 2
O
01
O .
This construction provides us with a MPO represen-
tation for cluster expansion of the exponentiated Hamil-
tonian, which conserves all spatial symmetries such as
translation invariance and reflection symmetry. It is cor-
rect up to order tp−1, where p is the largest cluster size
that is incorporated in the MPO, but, in fact, it captures
a large portion of the higher-order terms as well. The
terms of order tp that are lacking from the MPO repre-
sentation are, indeed, only the p + 1 clusters. There are
p! such terms in the exponential of size p, whereas we can
count there are pp different O(tp) terms with those same
Hamiltonian terms. We thus find that the MPO gets a
fraction p!/pp of the O(tp) terms wrong, or that the error
decreases very quickly as  ∝ √2pipe−p.
As an example, we use this MPO construction to sim-
ulate time evolution for the XXZ model in the thermo-
dynamic limit,
HXXZ =
∑
i
Sxi S
x
i+1 + S
y
i S
y
i+1 + ∆S
z
i S
z
i+1,
with Sαi the spin-1/2 operators at site i and we choose
∆ = 1/2. This problem is closely related to the one con-
sidered in Ref. 13 asserting the sumpremacy of quantum
simulators. We use an MPO cluster expansion of the
time-evolution operator with time step dt up to clusters
of size five, leading to a bond dimension of 1+4+16 = 21
(see above), and we start our time evolution from the
Ne´el state. We represent the time-evolved state as an
MPS with bond dimension χ. In each time step the
bond dimension increases by applying the time-evolution
MPO, and after a number of time steps we truncate the
bond dimension down to χ. We perform this truncation
step by a variational optimization of the global overlap of
the wavefunction, which can be done in a way very simi-
lar to other variational algorithms for uniform MPS14,15.
Our results are presented in Fig. 1. We have chosen
to look at the occupation number per site as a function
of time, n = 1/2 + 〈Sz〉, as well as the bipartite entan-
glement entropy S. We compare to simulations with the
time-dependent variational principle (TDVP) for uniform
MPS16. We observe that the entropy grows linearly up
to t ≈ 13, showing that up to this time the evolution is
captured well by a finite-χ MPS. We see that the MPO
cluster expansion produces almost exact results for time
steps up to dt = 2.1. Given that the error to the MPO
goes as dt5 this illustrates that the prefactor to this error
is exceedingly small.
Construction in two dimensions.—The above construc-
tion for the MPO cluster expansion is generic, and can
be applied to more general cases in higher dimensions.
Here, we illustrate how the construction generalizes to
the case of a PEPO representation for an exponentiated
nearest-neighbour hamiltonian on a square lattice,
exp
t∑
〈ij〉
hij
 ≈
O OO
O OO
O OO
.
In a similar vein as for the MPO case, we incorporate
the trivial part of the operator on the first virtual level
and introduce a virtual level ‘1’ for capturing the two-site
clusters with the diagrams
O0
0
0
0 , O1O 00
0
00
0
,
O0
0
O
0
1
0 0
0
.
As in the 1D case, the three-site clusters, as well as some
four- and five-site clusters, do not require a new virtual
level, but can be encoded as
O
1
O0
0
00
0
O
1
0
0
0
,
O
1
O0
00
0
O
0
0
1
0
0
,
OO0
00
0
O 0
0
0
O0
0
1 1
0
1 , OO0
0
0
O 0
0
0
O0
0
1 1
0
1
O
1
0
0
0
.
3FIG. 1. (Top) Time evolution of the occupation number
for the Ne´el state evolved with the XXZ Hamiltonian with
∆ = 1/2. We show results for different time steps for the
MPO cluster expansion (crosses, left axis) and for TDVP
evolution (pluses, right axis); both gray lines are the same
reference result obtained with TDVP with very small time
step. (Bottom) The same plot, now for the bipartite entan-
glement entropy. We have used U(1) symmetry in the MPO
(where the largest subblock has dimension Dmax = 9), and
the largest block size of the time-evolved MPS is χmax = 200.
In contrast to the one-dimensional case, loops will oc-
cur for large enough clusters, but this can be straight-
forwardly encorporated in the PEPO. The simplest loop
involves the four-site cluster on a plaquette, which can
be encoded by introducing a new virtual level ‘2’,
OO0
00
O
0
0O
0
0
2
0
2 2
2
.
energy, D = 3 energy, D = 4
PEPO, τ = 0.1 -0.6680688 -0.6689614
PEPO, τ = 0.0562 -0.6680766 -0.6689632
PEPO, τ = 0.0316 -0.6680792 -0.6689637
PEPO, τ = 0.0178 -0.6680806 -0.6689638
PEPO, τ = 0.01 -0.6680806 -0.6689638
variational PEPS20 -0.6680791 -0.6689642
TABLE I. Numerical results for the energy obtained with our
variational PEPS algorithm based on the PEPO cluster ex-
pansion with imaginary-time step τ ; the PEPO has bond di-
mension five.
Let us illustrate the power of this PEPO construc-
tion for PEPS ground-state optimization in the ther-
modynamic limit. The standard method for simulat-
ing imaginary-time evolution for PEPS is the full-update
algorithm17, a method based on Trotter-Suzuki decom-
positions and local truncation steps. Here we approxi-
mate the imaginary-time evolution operator e−τH with
a PEPO cluster expansion and find its fixed point vari-
ationally using the algorithm in Ref. 18, in such as way
that translational invariance and other global symmetries
are conserved. In line with existing variational PEPS
algorithms19,20, the present PEPS algorithm performs a
variational optimization of the imaginary-time evolution
operator, and therefore the fixed point will converge as
τ → 0 to the optimal PEPS ground-state approxima-
tion for the Hamiltonian itself (in contrast to full-update
optimization)19,20. The computational cost and complex-
ity of the algorithm is significantly smaller than the ones
relying on variational optimization of the Hamiltonian
itself19,20.
We consider the Heisenberg Hamiltonian with sublat-
tice rotation
H =
∑
〈ij〉
−Sxi Sxj + Syi Syj − Szi Szj .
This particular sublattice rotation ensures that the
PEPO is symmetric under reflection and complex con-
jugation, which simplifies the numerical optimization
significantly15. We have optimized PEPS with bond di-
mensions D = 3, 4 and different τ ’s, and listed the results
for the energy in Table I. We observe that we can reach
the variational optimum as τ → 0, but already obtain
very precise values for the energy for a surprisingly large
time step τ = 0.1.
Outlook.—In this paper, we have explained how to con-
struct cluster expansions for exponentiated local oper-
ators in quantum lattice systems with tensor networks.
We have shown that these cluster expansions are of great
practical use. On the one hand, they allow us to simu-
late time evolution of quantum spin systems with a much
larger time step than in traditional approaches22, and
in such a way that symmetries are not broken. This is
especially relevant for simulations starting from states
with very few entanglement. The large time steps create
4entanglement very quickly, which has to be contrasted
to schemes relying on the time-dependent variational
principle16 which show problems in building up the en-
tanglement. On the other hand, our cluster expansion
provides a systematic scheme for converting the prob-
lem of finding ground states of Hamiltonians into one
for finding the fixed point of a transfer matrix, which is
a much better conditioned problem for two-dimensional
problems. In addition, the PEPO inherits all spatial sym-
metries of the Hamiltonian and we do not introduce an
artificial translational symmetry breaking.
In this paper we have restricted to nearest-neighbour
interactions, but our ideas can be applied to generic sys-
tems. In particular, it can be applied for simulating time
evolution with MPS on a cylinder23.
We expect that our PEPO construction will prove cru-
cial for simulating dynamics with PEPS. On the one
hand, one can deduce a PEPS real-time evolution scheme
that does not rely on Trotter-Suzuki decompositions24,25
for global quantum quenches without breaking any sym-
metries of the system, and, on the other, the compu-
tational cost of evaluating excitation energies with the
quasiparticle ansatz26 can be drastically reduced. Fi-
nally, it is clear that the large step sizes enabled by the
method are useful for constructing thermal states.
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