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I. PRELIMINARIES 
While great progress has been made in recent years in the theory of denu- 
merable Markov chains, there is an unfortunate shortage of examples. This 
is due to the fact that even in fairly simple cases it is very difficult to decide 
whether a chain is transient or recurrent; and the computation of basic 
probabilistic quantities is almost always extremely difficult. The purpose of 
this paper is to present a rich class of examples, to classify them, and to 
compute a variety of fundamental quantities for them. The notation and 
terminology of this paper follows that of [l] and [2]. 
The class of slowly spreading chains (s.s.ch.) has the natural numbers as 
states, and is characterized by the fact that the chain never moves more than 
one step to the right. To assure that the states communicate, it is further 
required that the probability of moving one step to the right is always posi- 
tive, and that there is sufficient freedom in moving to the left so that 0 can 
be reached from every state. A representation of such chains is developed 
in [3]. 
In the present paper I shall develop more detailed information about a large 
subclass of the slowly spreading chains, those of the Jirst kind (s.s.ch.1). 
These are characterized by the fact that the probabilities of moving to various 
states to the left are in fixed proportions. 
More precisely, a s.s.ch.1 is specified by a doubly infinite set of parameters, 
pi and bi for each state i. The transition probabilities are determined by the 
conditions: 
pi-1.i = Pi (1) 
and 
bi Pii 
Pi0 -b, 
for j < i. (2) 
All the parameters are non-negative, and pi < 1. To assure that the states 
communicate, we require that pi > 0, that infinitely many of the p’s are less 
1 The preparation of this paper was aided by a grant from the National Science 
Foundation. 
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than 1, and b, > 0. Since only the ratio of b’s matters, we adopt the conven- 
tion that b, = 1. 
We introduce the following additional quantities: 
Qi = 1 -pi , 
PO = 1 
a0 = 0 
Then, 
pi-l.i = Pi 
and pi=fip, for i > 0, (3) 
k=l 
and 
i-l 
u’i = 2 b, for i > 0. 
k=O 
and piml j =&. 
CT< cl) 
for j < i. 
The coefficient of bj is chosen to assure that the rows of P add up to 1. 
Suppose that x is a regular function. Then 
i-l 
xi-1 = Pixi + $ k% bkxk * 
From this we see that xi is determined by the previous values of x, and we 
prove by induction that xi = x0 . Thus the only regular functions are con- 
stants. 
Next, suppose that OL is a regular measure. Then 
and 
010 = 2 (E) OLk, 
k=O 
(4 
ai = all-& + bi k$ (e) ak , 
In view of (4), (5) becomes 
for i > 0. (5) 
ai = biao + pi~li-1 - bi ‘s (e) OIL, for i > 0. (5’) 
k=O 
Condition (5’) determines 01 recursively, yielding 
Then (4) yields: 
OLi = %t%i+l * 
010 = %(I - Pm). 
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Thus we have a regular measure if and only if /la = Lim, /?% = 0. From 
now on we let 
% = bJi+, , (6) 
hence (Y,, = 1, and we know that a is the unique (up to constant multiple) 
regular measure if BE = 0, while there is no regular measure otherwise. 
II. DUAL CHAINS 
Since ar is always a positive super-regular measure, we may use it to form 
the dual (or reverse) chain p. 
ui 
pij = ,jpj, = ui+l 
% 
t- 
if j=i-1 
(7) 
\ -$ Pi%+1 ( J if j 3 i. 
The dual chain has row-sums equal to 1 if 01 is regular. But if pa0 > 0, 
Thus the dual process may end at any position where bi > 0. By duality, 01 
is the unique regular measure of p, while as regular functions p has the 
constants, or none if & > 0. 
The duals of the s.s.ch.1 are interesting processes in their own right. We 
may describe them as follows: From i the process either moves one step to 
the left, with probability ji or to the right with probability proportional to 
6, , where 
It is interesting to note that the 4 depend only on the b’s and the 6 only on 
the p’s. 
Can one obtain the most general such dual process i’ The answer is “no” 
if we allow row-sums less than l-there is too much freedom. But suppose 
that we have a dual process P whose rows add up to 1. It is determined by 
positive probabilities ji (except that j0 = 0) and non-negative numbers & . 
If the states communicate, infinitely many 6’s must be positive, and their 
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sum must be finite. Since only the ratio of 6’s matters, we may choose their 
sum to be 1. We define a s.s.ch.1 as follows: 
pi = 1 -6i and b. =!f!- 
1 - 6i-1 I pi’ 
(9) 
where fi and S are defined in analogy to /3 and CT. Since the quantities hi 
increase to 1, but are never equal to 1, the pi are positive probabilities. And 
the bi are positive, with b, = 1. If the quantities (9) are substituted in (8), 
we obtain the dual chain we started with. In particular, we note that since 
6, = 1, /I, = 0, and hence the dual chain obtained has row-sums of 1. 
Thus there is a one-to-one correspondence between s.s.ch.1 which have 
&, = 0, and dual chains for which p has row-sums equal to one. 
III. TRANSIENT CHAINS 
Next we consider the system of equations: 
(I-P)X=I. (10) 
If the chain is transient, there exists at least one non-negative solution, 
namely X = N. Indeed, N is the minimal non-negative solution. But if the 
chain is recurrent, there cannot be a non-negative solution, since such a 
solution would be super-regular and hence constant. Thus we can simul- 
taneously find the condition that the chain be transient, and determine the 
fundamental matrix N for the transient case. 
By direct substitution we can verify that one solution is 
if i<j 
Hence the most general solution is obtained by adding a constant to each 
column. 
We introduce the quantities: 
si = 
Then s,, is finite if and only if ss is; in which case s, is monotone decreasing 
to 0. 
SLOWLY SPREADING CHAINS OF THE FIRST KIND 299 
Since a column of X tends to - (1 + CY&, there will be non-negative 
solutions if and only if ss is finite. 
P is transient 
If this is the case, we obtain the 
1 + olisj to the jth column. Thus 
Nij = 
I 
1 + OljSj 
ajsi 
Thus 
if and only if s0 < 0~). 
minimal non-negative solution by adding 
if i<j 
if i>j. 
OljSj if i<j 
jQij 2$?x = 
I 5 + ajsi if i>j. 
2 
We note a useful identity: 
If we let j tend to infinity, we obtain: 
;+s,=-&+ 3 (&). t k&+1 
(11) 
(12) 
(13) 
Hence, in the transient case, 01, > 0. This is surprising, since pm may be 0. 
As a matter of fact, we can strengthen this assertion. If PO3 = 0, then 
C qK = 00, by a well-known theorem on infinite products. Thus the deno- 
minators in the sum ss must tend to infinity. 
hence in the case pm = 0, 01, = co. That (Y, may be finite or infinite in the 
other case will be seen in examples. 
If flrn > 0, then we know that P fails to have row-sums equal to 1, hence it 
is transient, and the same must be true about P. This yields two particularly 
useful sufficient conditions: 
If firn > 0 then the chain is transient. 
If Pm = 0 and (Y, < CO then the chain is recurrent. 
Thus the only “open” case is where /&, is 0 and 01, is infinite, which may be 
either transient or null. In this case we must test whether ss is finite. 
4Q9/&-9 
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Next we consider the hitting probabilities. 
1 if i<j 
*,,--,lr,,- 
z1 
NC St -~ 
sj + lbj 
if i >j. 
The fact that a state to the right is sure to be reached is obvious. But the form 
of Hij in the other case, as a product of a function of i and one of j, is inte- 
resting. 
Let us consider the boundary behavior of s.s.ch.1. 
Ijji (d$) = 1, 
03 
and the same holds true for p. Hence there is a single boundary point “at 
infinity”. But if Pm > 0, then 1 is not a regular function for P, hence the 
chain cannot go to infinity. This is only possible if the chain is sure to stop 
in a finite time. Let us verify this. The probability of stopping, in state i, 
is @Jai) & . The probability that the chain, started at i, ever stops is 
= Pm [+ + wi,, + 2 (-p) (Uk - ui+l)] 
k=i+l kck 
=/q++ 3 (f-)] 
k=i+l k 
We conclude the discussion of the transient case with the computation of 
the capacity of a set E = (0, 1,2, -*-, n}. The process can escape from the set 
only at state n, with probability 
en E =~,+l(l - Hn+l,n) = a,snl+ 1 . 
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Hence, 
c(E) = ox+ = 
1 
sn + l/% * 
That c(E) is monotone increasing in 1z can be verified from (13). 
IV. NULL CHAINS 
Next we will develop the null case. It is characterized by being neither 
transient nor ergodic. Hence s,, = z:(y, = co. It will be useful to compute 
first the limiting probability hE for entering a set E = (0, 1,2, e-e, n}. 
Since the chain is null, in the long run E is entered from outside, hence 
from the right. Whatever the last position before entering E is, the entrance 
probabilities are proportional to the b’s. Hence 
AjE=L, for jEE. 
%+1 
In boundary theory the vector F, which is the limit of AE as E increases, plays 
a key role. Roughly speaking, it plays the role for null chains that the nor- 
malized (x plays for an ergodic chain. 
Hence we have a sharp division as to whether the sum of the b’s is finite or 
not.2 If c,, = cc, then p = 0, and the limiting distribution is concentrated 
at the boundary point + co, while if u, is finite, then p is a probability vector, 
and the limiting distribution is entirely on the interior.3 
The potential operator satisfies the conditions: 
G(I - I’) = lj? - I (14) 
Gii = 0. (1% 
Since two solutions of (14) can differ only by a multiple of OL, (14) and (15) 
together determine G. It therefore suffices to give the solution and to verify 
that it satisfies both conditions. 
e Both cases are illustrated in the Examples. 
* Such a chain is called quasi-ergo& 
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Let 
for j > 0. 
I 
aj(tj - tJ for i<j 
Gij = aj - for i >j. 
“i 
Clearly, (15) is satisfied. 
= ~jXj - bj 2 xk, 
k=j+l 
where 
XkE#lk 
And we find from (16) that 
i 
l -- -L- if k>i 
Uk ak+l 
Xk = 1 -- if k=i 
*i+l 
0 if k < i. 
Hence 
k=j+l 
/ 
1 1 --- if j>,i 
Ojil =, 
1 -- if j < i. 
UC0 
Thus G(I - P) yields bj/o, - Sij , as required. 
For the dual potential operator we have: 
(I-P)C=hx---I 
cii = 0, 
(16) 
(17) 
(18) 
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where & = /$/LX, . But in the reverse chain E must be entered at n, hence 
2” tends to 0, as E increases, and thus 6 = 0 (this means that for P the limiting 
measure is entirely on the boundary point at infinity). By a computation 
similar to the one above we verify that these conditions determine: 
0 if i<j 
ci, = 
% + cij(ti - tj) if i>j. 
z 
We can then apply duality to obtain the operators for J? 
Qij = & = i + aj(tj - ti) 
I 
ii i<j 
ai i >j. 
&. = T$ = 11 if i<j 
2 Olj(& - tj) if i>j. 
(19) 
(21) 
More recently it has appeared that the single operator K, which can take 
the place of G as an operator for potential functions, and of C for measures, 
is the “right” potential operator for recurrent chains. 
Kij = Cij + Goj - Coj , 
hence 
Ki, = ai 
! 
JY + c& if i>j 
ajtj if i Gi, 
gij = 94 I 
if i>,j 
1 + ajtj if i<j. 
(22) 
(23) 
Next we compute the equilibrium potential for E = (0, 1, *a*, n}. If j E E, 
and the potential is proportional to LX, within E, as required. The proportion- 
ality constant is the capacity, 
k(E) = tn . (24) 
We could have obtained the same result more simply by using the fact that 
k(E) = i(E). 
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for any set E whose last element is n. Thus (24) will hold for any such set, 
and we have found the capacity of an arbitrary finite set. It is easy to see that k 
is a monotone function of E, and it is an amusing exercise to verify the general 
capacity inequalities. 
Finally, 
if O<i<j 
ONij = Gio ‘i + Goj - Gij = 
a0 
if i>j. 
V. THE ERGODIC CASE 
The chain is ergodic if and only if 2 ak: is finite. For this case we introduce 
the additional notation: 
i-l 
wi = zak 
k=O 
and ~i=$g. 
Then the ergodic case is characterized by the fact that w, is finite. The 
formulas we will obtain for C and G will be valid for the null case as well if 
we remember that w, = co in that case. 
For an ergodic chain (7) and (9) take the form 
G(I--)=(I-P)C= la-I, (11) 
and C and G are determined, as before. 
C~j=~i~-~+~j-~t)+[~j(t,-tj+d) if i>j], 
3 z 
i>j 
G,=z(j-i+ti-z+)+ 
i<j. 
The potential operators are related to the mean first passage times as 
follows: 
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Hence we obtain 
M,j=~--++u,-u,+[w,(t,-tl+~) if i>j], 
3 t E 
if i<j 
&fij=i-j+uj-q+ 
if i>j. 
It is interesting to make an asymptotic comparison of i&, and M,,, : 
MS0 = ww - wrz (II, + -& “k@;u, wk) 
k=l 
Since w, - w,, tends to 0, the former is of a smaller order of magnitude than 
the latter. 
The chain has much nicer properties if it is “strong ergodic”; i.e., the 
second moments of the first passage times are finite. A necessary and s&i- 
cient condition for this is that one component of CLM be finite. 
(aM), = (an;r), = k$ km, + k$ bk’w;k; wk)2 . (12) 
The first term already shows that the requirement of the finitess of this sum 
is stronger than the requirement that the chain be ergodic. 
Let E = (0, 1, *.., n}. In computing hiE for the ergodic case, we must 
take into account the possibility of being at i in the long run as well as entering 
the set at i from the outside. Thus 
and 
&E=z+(l -%$)A, 
%,l 
% 
I- 
if i < n. 
If = wm 
1-z if i = n. 
WI = 2 Go, (-$) = & [$ ~a, + 
k-l 
2 nak + i) bk(w;k; wk)z ] . 
k=n+l k=l 
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It is easily seen that capacity is monotone increasing in E. And the capacity 
of the set of all states is finite if and only if the chain is strong ergodic. 
VI. EXAMPLES 
Slowly spreading chains form a large and varied family of Markov chains. 
To illustrate the wide variety, we shall discuss three subclasses. Each one is 
obtained by restricting the choice of the p’s and b’s. The three classes by no 
means exhaust slowly spreading chains of the first kind. 
Example 1. Renewal Chains 
These chains are characterized by the condition 
bi = 0 for i > 0, 
or equivalently, ai = 1. These formed the class of examples used in [l], 
and are the basic example of [2]. It is shown there that even these rather 
special s.s.ch.1 are sufficiently rich to illustrate much of Markov chain 
theory. They have also been called renewal chains, since the return to state 0 
illustrates the most general renewal process. 
The p’s may be chosen freely, and then 
sj=j&+ tj = uj = 0, a = p. 
Thus the chain is transient if and only if pm > 0, and ergodic if Zpk < co. 
All our computed quantities simplify considerably, and we obtain some of 
the results of [l] and [2] concerning this class of chains. 
It was noted in [2] that null renewal chains are “degenerate” in the sense 
that K(E) is identically 0. Since this is equivalent to tj = 0 for all i, we note 
that these are the only s.s.ch.1 which are degenerate. 
Example 2. Geometric Chains 
Next we consider a smaller class of chains, where both the b’s and p’s 
are determined up to one parameter. Let c > 0, and 0 < p < 1 be given. 
Then we require: 
oj = (1 + c)i-1 for i > 0, pi =pi. 
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This can be achieved by choosing 6, = c( 1 + c>i-l for i > 0, and pi = p. 
If we let r = p( 1 + c), and immediate consequence is that 
cti = +, 
qm 1” 
si zz? - 
P k& 7 . C( i 
This gives rise to the name “geometric chains.” We immediately note that 
the chain is transient, null, or ergodic if r > 1, r = 1, or r < 1, respectively. 
Or, in terms of the defining parameters: 
1 . 1 1 
p > 1 + c transient, 
p=1+c 
- null, 
p<1+c 
- ergodic. 
In the transient case r > 1, and we let s = c/(r - 1). Then 
I 
s if i<j 
Nij = 
(s - 1) (+-,i-’ if i > j 
and 
c(E) = $. 
In the null case I = 1, and ti = ci. Thus 
Kij = 
! 
ci + 1 if i>j 
cj if i<j 
and 
k(E) = cn. 
In the ergodic case Y < 1. Here we let s = c/(1 - r). Then 
1 -rk 
wk = l--r and 
if i>j 
iI&, =s(i-j) + 
i 
g [(+)j - (f,i] if i $ j. 
It is worth noting that Man increases like ( l/r)n, geometrically, while M,, 
increases only like n. 
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EXAMPLE 3. Balanced Chains 
The defining condition is 
which assures for an ergodic chain that movement to the left is proportional 
to the limiting probabilities of being in various states, hence the name 
“balanced chains.” The condition is equivalent to 
t% bi = l-pi ui for i > 0, 
which defines the b’s recursively (b, = 1). The p’s may be chosen freely, 
as long as pi < 1. 
ui = wi ) ui = i. 
Thus the chain may be classified according to the asymptotic behavior of 
the 01’s. For transient chains the sum of l/w, must converge, which implies 
that a, = co. For ergodie chains the sum of cyk must converge. The in between 
cases are null. 
For the transient case: 
for i<j 
Nij = < 
aj s-J--z for i>j 
\ k=i+l wk Z 
These chains may be used to illuminate the definition of “equilibrium set” 
in [2]. This is defined as a set such that (i) the process is sure to be in it only 
finitely often and (ii) it has finite capacity. In the examples normally given 
of sets such that (i) holds-e.g., finite sets-(ii) is also true. But in balanced 
transient chains we have examples where (i) holds without (ii). If we choose 
the pi so that t9W > 0, then P stops with probability 1, and hence the set of 
all states satisfies (i). However, since e = c, this set has infinite capacity. 
A particularly nice example of balanced transient chains is obtained by 
choosing pd = (i + l)/(i + 2). Then bi = tid = i + 1, 
i(i + 1) oi ZE wi = -. 
2 
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2 if i<j 
Nij = 
nfl 
j+l if i>j 
c(E) = -y-- . 
i+ 1 
In the null case: 
Kij = 
if 
if 
i>j 
i<j 
and 
k(E)=$-$. 
k=l 
A representative null example is obtained by choosing pd = i/(i + 1). 
Then bi = LY~ = 1, oi = wi = i. Then 
I+$+ if i>j 
k-1 
Kij = 
if i<j 
and k(E) is approximately log (n). 
In the ergodic case: 
M,j=~-~+j-i+[wm(-$+ $ $) if i>j], 
3 z k=j+l 
The mean time in equilibrium to reach state 0 is 
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and thus the finiteness of this sum is the condition for the chain to be strong 
ergodic. This requires that the partial sums of the 01’s not only converge, but 
converge sufficiently rapidly. It is equivalent to the convergence of x K * CQ . 
We may illustrate the ergodic type by choosing pi = i”/(i + 1)2. Then 
b, = ai = 
(i + l,“(i $- 2) ’ 
2i 
W a;=wi=q, cc- - 2, 
&&., =j(j + 3) - i(i + 3) + [(i + 1) (i + 2) f 2 y if i>j 
k=j,l 1 
(j+l)(j+2) if i<j 
m w, - Wk 
’ wk k=l 
Hence the chain is not strong ergodic. 
These ergodic chains have a most curious feature, namely, that &?ij is 
independent of i for i <j. This is due to the fact that if j > i, pij = sjqj+l , 
independently of i. This may be loosely described as saying that in a balanced 
chain the reverse chain either moves one step to the left, or moves to the 
right “like an independent trials process.” 
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