Abstract The functional output of the genome is closely dependent on its organization within the nucleus, which ranges from the 10-nm chromatin fiber to the three-dimensional arrangement of this fiber in the nuclear space. Recent observations suggest that intra-and inter-chromosomal interactions between distant sequences underlie several aspects of transcription regulatory processes. These contacts can bring enhancers close to their target genes or prevent inappropriate interactions between regulatory sequences via insulators. In addition, intra-and inter-chromosomal interactions can bring co-activated or co-repressed genes to the same nuclear location. Recent technological advances have made it possible to map long-range cis and trans interactions at relatively high resolution. This information is being used to develop three-dimensional maps of the arrangement of the genome in the nucleus and to understand causal relationships between nuclear structure and function.
Introduction
The genome of an organism is packed in the nuclei of its cells in a manner that ensures its safe storage, duplication, transmission, and expression. This packaging must allow for an easy transition between the relatively uncompacted state during interphase and the highly compacted state during mitosis, while enabling the transmission of genetic and epigenetic information between mother and daughter cells. The question of how DNA is arranged and organized in the eukaryotic nucleus is a critical issue in understanding nuclear processes but one that, until recently, was difficult to address experimentally at an informative level of resolution. The introduction of 3C-related techniques by Job Dekker and collaborators has dramatically changed the landscape of the transcription field by affording the possibility of mapping inter-and intra-chromosomal interactions at high resolution and, therefore, analyzing the relationship between nuclear organization and gene expression (Dekker et al. 2002) .
Based on our current knowledge of nuclear biology, one could, a priori, speculate on the possible existence of various types of interactions among DNA sequences in the nucleus. It is possible that many interactions that can be measured between different DNA sequences are a consequence of the need for the DNA to be highly folded in order to fit in the nuclear space. If this is the case, these contacts may be random and may not be detected when interactions are measured in a population of cells. It is therefore likely that detectable interactions have biological significance. Some of these intra-and inter-chromosomal interactions may play a structural role in maintaining the genome in an arrangement that facilitates folding of chromosomes during interphase and mitosis. It is possible that these interactions are important in decondensing the genome during anaphase/telophase to ensure rapid expression of genes that need to be transcribed at the M/G1 transition (Strukov et al. 2011) . At the other end of the spectrum, other interactions may represent contacts between distal enhancers and promoters in which enhancerbound transcription factors and the components of Mediator and the transcription complex are directly involved. Finally, a third type of interactions may organize the chromatin to juxtapose very distally located enhancers and promoters or to ensure that regulatory sequences of a gene do not act on the promoter of a different gene. Included in this class of interactions are those whose function is to bring together groups of co-regulated genes to a specific transcription factory or groups of co-repressed genes to Polycomb bodies Schoenfelder et al. 2010a, b) . It is therefore likely that some intra-and inter-chromosomal interactions are established as a consequence of genome activity, i.e., transcription and replication, whereas other interactions may have an organizational role and inform genome function.
Whether inter-and intra-chromosomal interactions have a primary structural role with a secondary functional effect or vice versa, the ultimate outcome of these interactions is the establishment of a specific three-dimensional arrangement of the genome within the nucleus. The close relationship between organization and function of the genome supports the possibility that this arrangement may be cell-type specific and that it may directly correlate with the functional output of the genome in a particular cell type. As a consequence, nuclear organization may be a fingerprint of cell identity and a blueprint of the transcriptional output of the cell. This organization should be epigenetically inherited and integrate all other epigenetic information contained in the 10-nm chromatin fiber, such as DNA methylation and histone covalent modifications. Work in the past few years on various aspects of nuclear biology has begun to deconstruct the three-dimensional organization of the DNA in the nucleus by analyzing the role of specific intra-and inter-chromosomal interactions on distinct aspects of transcription regulation.
Regulation of transcription by interactions between the promoter and terminator
Studies carried out in yeast have detected strong interactions between the promoter and termination sites of various genes transcribed by RNA polymerase II (RNAPII) (Ansari and Hampsey 2005; El Kaderi et al. 2009; O'Sullivan et al. 2004; Singh and Hampsey 2007) . The presence of these contacts appears to be a general phenomenon that is not restricted to long transcription units but it is also observed in genes as short as 1 kb. Promoter-terminator interactions have also been described in mammalian cells at the breast cancer BRCA1 gene (Tan-Wong et al. 2008) , at the immunohistological marker CD68 gene (O'Reilly and Greaves 2007) , and at proviral HIV-1 integrants (Perkins et al. 2008) . One possible explanation for these interactions is that RNAPII and other general transcription factors released after termination of transcription can be efficiently recycled and reused for the initiation of the next round of transcription since the terminator and promoter are closely positioned as a consequence of these contacts (Fig. 1b ) (Ansari and Hampsey 2005; Mapendano et al. 2010) ; nevertheless, there is no evidence at this time to support this hypothesis. While promoter-terminator contacts seem to be dispensable for normal transcription, their presence correlates with rapid reactivation of transcription. This suggests that promoter-terminator interactions are linked to transcription memory in the sense that, when the gene is reactivated following a transient silencing period, such as mitosis, activation of transcription requires a shorter period of stimulation than during the first round. For several inducible genes in yeast, the maintenance of these memory gene loops confers rapid re-activation of transcription involving faster RNAP II recruitment to the gene upon induction following intervening periods of transcriptional repression (Tan-Wong et al. 2009 ). However, this faster response to induction is not observed for genes lacking memory gene loops. Interestingly, some of these loops have been found interacting with the nuclear pore complex through association with myosin-like protein 1 (Mlp1). This might suggest that memory gene loops readily facilitate reactivation of transcription by efficiently reusing limited The RNA coding region of the gene is represented by a green arrow, the transcription complex and RNA polymerase II is denoted by an orange oval, and the Mediator complex by a green sphere. The cohesin complex is indicated by a red ring; cohesin is also found at some enhancers (not shown). Enhancers in the upstream regulatory region of the gene are indicated by blue ovals of different hues. Insulators are represented by pink spheres. b Three-dimensional arrangement of the same region represented in (a). The 3′ region of the gene (terminator) contacts the promoter to form a gene loop, a phenomenon that has been observed more frequently in yeast cells. The most proximal enhancer (E1) contacts Mediator and/or the transcription complex; cohesin stabilizes this interaction. Insulator elements, such as CTCF in vertebrates, contact each other to form a loop; this interaction is also mediated by cohesin. As a consequence of the formation of this loop, Enhancer E2 is unable to act on the promoter of the gene while enhancer E3 is brought close to the promoter to activate transcription. c Many insulator sites come together at one nuclear location to form insulator bodies. This arrangement is similar to that formed by PREs and PcG proteins, which come together at Pc bodies (see Fig. 2c) transcription machinery proteins when responding to changing environmental conditions (Tan-Wong et al. 2009 ). However, promoter-terminator loops can be maintained in snf2 mutants in which transcription memory is lost, suggesting that gene looping may not be sufficient for transcription memory under conditions allowing normal transcription (Laine et al. 2009 ). In mammalian cells, gene looping may not necessarily play a role in transcription or transcription memory. For example, promoter-terminator interactions actually disappear when the BRCA1 gene is highly transcribed (Tan-Wong et al. 2008) . The formation of this loop is also not strictly related to transcription activity of the CD68 gene (O'Reilly and Greaves 2007). Thus, promoter-terminator interactions may play limited roles in transcription re-activation and memory in organisms other than yeast, and their contribution to the establishment of a three-dimensional organization of the DNA in the nucleus may not be extensive in higher eukaryotes.
Enhancer-promoter interactions
The question of how an enhancer activates its target gene over long linear distances has been one of the driving forces behind initial attempts to study whether interactions take place between distant DNA sequences. Out of the various models proposed to explain the mechanisms of enhancer function (Blackwood and Kadonaga 1998; Bulger and Groudine 1999; Dorsett 1999; Ptashne 1986 ), the looping model has received increasing experimental support from studies using chromosome conformation capture (3C) techniques (Bulger and Groudine 2011; Dekker et al. 2002) . It is therefore likely that many of the contacts that contribute to the establishment of a nuclear organization pattern are based on enhancer-promoter interactions (Fig. 1a, b) .
The first attempt to investigate a direct physical interaction between an enhancer and a promoter was carried out nearly two decades ago (Cullen et al. 1993) . This report showed a direct interaction between an enhancer and a promoter after estrogen receptor binding at the enhancer region. Since the invention of 3C (Dekker et al. 2002) , this and related methodologies have become standard for the investigation of chromatin interactions at different genomic scales, resulting in a wealth of new information demonstrating the requirement of these contacts for activation of transcription (Dostie et al. 2006; Fullwood et al. 2009; Lieberman-Aiden et al. 2009; Simonis et al. 2006; Tiwari et al. 2008a, b; van Steensel and Dekker 2010; Zhao et al. 2006a, b) .
One of the earliest applications of 3C in mammalian system was the analysis of interactions in the mouse β-globin locus (Tolhuis et al. 2002) . These studies revealed that DNaseI hypersensitive sites within the locus control region (LCR) come into physical proximity with the active globin genes and form an active chromatin hub (ACH) in which DNA containing the inactive β-globin genes loops out (Osborne et al. 2004; Tolhuis et al. 2002) . Interestingly, the β-globin locus reorganizes during cell differentiation as the different globin genes are sequentially switched on or off. As interactions of newly activated globin genes with the LCR are established, the loop between the LCR and the globin gene being silenced is disrupted. Thus, the ACH dynamically reforms as a new activated gene moves in and a silenced gene moves out (Osborne et al. 2004 ). This switch happens in part because transcription factors required for globin gene expression are made at different stages during erythroid differentiation.
Studies at the Kit locus have shown that the exchange of transcription factors can effectively reorganize the chromatin to influence enhancer-promoter interactions and affect gene expression during differentiation. GATA-2 and GATA-1 are erythroid-specific transcription factors recognizing identical consensus sequences and the expression of GATA-1 follows the silencing of GATA-2 during erythroid differentiation. Prior to GATA-1 expression, an upstream enhancer is bound by GATA-2 and forms a loop with the promoter-proximal region. Conditional activation of GATA-1 abolishes GATA-2 occupancy at the Kit locus and disrupts enhancer-promoter interactions. Interestingly, new loops are also formed among downstream GATA binding sites (Jing et al. 2008 ). These results suggest that different GATA proteins exert distinct effects on chromosome conformation and that GATA factor exchange at the Kit locus reorganizes physical contacts to form new loops and prevent the interaction of the Kit gene with upstream enhancers.
In the case of the mammalian β-globin locus, multiple protein factors are required for the formation of chromatin loops. GATA-1 and its partners FOG-1, EKLF, and Nli/ Ldb1 are enriched at both the LCR and the promoter region of the beta globin genes and are necessary for their interaction (Drissen et al. 2004; Song et al. 2007; Vakoc et al. 2005) . It is not clear whether simultaneous binding of the same protein factors at separate sites is required for the establishment of long-range interactions. Nevertheless, such binding pattern may increase the probability of association because the interacting factors can dimerize, thus acting as a bridge between the LCR and the promoter (Song et al. 2007 ). How various erythroid transcription factors and their partners coordinately work together during differentiation to reorganize the globin locus and establish dynamic enhancer-promoter interactions is still unknown. Interestingly, EKLF not only mediates cis interactions within the globin locus but is also able to establish a more global network with genes located in the same or different chromosomes (Schoenfelder et al. 2010a, b) . De Laat and collaborators have recently explored the mechanisms by with the LCR can interact with sequences located in the same or different chromosomes by using transgenic mice in which the human β-globin LCR is inserted into a genedense region of mouse chromosome 8. Using 4C, the human LCR was shown to contact genes controlled by EKLF and GATA-1 both in cis and trans (Noordermeer et al. 2011 ).
It appears that the use of long-range enhancer-promoter interactions is a general phenomenon in the activation of gene expression. Activation of target genes by regulation of long-range interactions has also been reported in many other genes, in different model organisms, and involving a variety of proteins (Kagey et al. 2010; Lin et al. 2007; Melnikova et al. 2008; Ong and Corces 2011; Ren et al. 2011) . It is not clear whether different enhancer-bound transcription factors use the same mechanistic principles to interact with components of the transcriptional machinery at the promoter. This will likely determine the frequency and stability of enhancer-promoter contacts and the contribution of these interactions to a heritable pattern of this aspect of nuclear organization.
Insulator-mediated interactions
The ability of enhancers to interact with and activate promoters over long linear distances raises the question of how the genome prevents inappropriate interaction of an enhancer with non-target genes. Insulators appear to regulate this facet of genome function by ensuring that enhancers target the appropriate promoter, by preventing inappropriate interactions between enhancers and promoters, or by preventing the spreading of repressive or active chromatin (Wallace and Felsenfeld 2007; Yang and Corces 2011; Zhao and Dean 2005) . Barrier insulators have been shown to interfere with the spreading of repressive chromatin by recruiting chromatin remodeling enzymes, whereas enhancer-blocking insulators appear to function by mediating intra-or inter-chromosomal interactions. We will limit our remarks to insulators that function by the latter mechanism.
Observations at multiple gene loci in vertebrate cells suggest that enhancer-blocking insulators can come into physical contact through interactions mediated by the protein CTCF, which can dimerize and form loops of the intervening DNA. In experiments in which CTCF separates the enhancer and promoter, these two sequences become allocated to different loops and the enhancer is unable to contact the promoter (Fig. 1b) (Hou et al. 2008; Yusufzai et al. 2004) . Drosophila contains several different insulators named after their DNA binding proteins, including Su(Hw), dCTCF, and BEAF; each of these insulators also contains the CP190 protein, which is necessary to mediate interactions among individual insulator sites (Bushey et al. 2008 (Bushey et al. , 2009 . It has been shown that a Drosophila insulator containing the dCTCF and CP190 proteins is induced at the Eip75B gene after cells are treated with the hormone ecdysone. This insulator prevents an ecdysone enhancer from activating transcription of genes that are not regulated by this hormone (Wood et al. 2011) . In other situations, two CTCF sites located between a distal enhancer and a promoter can interact to bring the enhancer close to the promoter and activate transcription (Fig. 1b) (Handoko et al. 2011; Xu et al. 2011) . The effect of insulators is not limited to the regulation of enhancer function. In Drosophila, two separate Su(Hw) insulators can form a loop to bring an upstream PRE element together with a downstream target gene to mediate repression ). These results suggest that the outcome of insulator-mediated interactions is context dependent, and it differs depending on the location of interacting insulator sites with respect to other regulatory sequences.
Insights into the molecular mechanisms by which insulators establish and/or maintain these loops have come from the finding that CTCF co-localizes with cohesin at many sites in the genome of vertebrate cells (Parelho et al. 2008; Rubio et al. 2008; Stedman et al. 2008; Wendt et al. 2008) . This observation has led to the suggestion that cohesin, whose best known function is to maintain chromatids together between S phase and anaphase, may play a similar role in maintaining together CTCF-based loops (Fig. 1b) . Other recent evidence also suggests that CTCF and cohesin can work independently or coordinately to mediate long-range interactions at different gene loci during development and differentiation (Degner et al. 2011; Dorsett 2011; Hou et al. 2010; Kagey et al. 2010; Seitan et al. 2011) . CTCF and cohesin co-localize and mediate longrange interactions to activate transcription of the developmentally regulated cytokine IFNG gene, which is disrupted when cohesin is knocked down without affecting the binding of CTCF (Hadjur et al. 2009 ). CTCF and cohesin were also shown to be inter-dependent in the establishment of long-range interactions in a 2-Mb region of human chromosome 11 encompassing the β-globin locus and flanking olfactory receptor genes (Hou et al. 2010) . Cohesin can also mediate functional interactions independent of CTCF. In ES cells, cohesin was found to co-localize with mediator at many enhancers and promoters, suggesting that these proteins can more directly facilitate communication between enhancers and promoters in a CTCFindependent manner (Fig. 1a, b) (Kagey et al. 2010) . In Drosophila, interactions between multiple insulators appear to come together at specific nuclear locations to form insulator bodies (Fig. 1c) (Bushey et al. 2009 ). Given the extent of the involvement of insulators in mediating interactions among different sequences in the genome, these elements are likely to be one of the main contributors to the establishment of the three-dimensional organization of the chromatin fiber.
The effect of insulators on nuclear function is not limited to transcription, in agreement with the idea that the role of insulators is to mediate interactions and that the outcome depends on the nature of the sequences involved in these contacts. For example, insulators regulate V(D)J recombination at the Igh locus by bringing together distant sequences to undergo specific patterns of recombination. DNA rearrangements in the Igh locus of pro-B cells are under temporal and spatial regulation during B-cell development in a process that initiates with D H to J H rearrangement followed by rearrangement of a V H gene segment to D H J H . CTCF insulators are critical for the implementation of this complex pattern of DNA rearrangements. Around 60 CTCF sites are present throughout the V H region as well as two additional clusters within other parts of the Igh locus in pro-B cells (Degner et al. 2011; Guo et al. 2011a, b) . These two clusters are present next to D H and the 3′ regulatory region of J H , and they strongly interact in pre-pro-B and pro-B cells to stimulate the selection of D H over V H promoters before initiation of D H -J H . These CTCF sites also interact with an intronic enhancer (Eμ), which is required for the antisense transcription of D H . Antisense transcription through the D H locus precedes D H -J H rearrangement and is probably important to make the D H region accessible for subsequent recombination. Thus, CTCFmediated interactions select D H over V H promoters for antisense transcription and bring together D H and J H instead of V H . Later, in pro-B cells, the locus compacts to bring V H genes close to the D H -J H region through interactions that also depend on CTCF (Degner et al. 2011; Guo et al. 2011a, b) . As a consequence, insulatormediated chromosome interactions regulate V(D)J recombination both spatially and temporally.
Polycomb-mediated long-range repressive interactions
Long-range interactions have also been shown to underlie the process by which Polycomb (Pc) represses transcription (Fig. 2) . The mechanisms and significance of these interactions have been best characterized in Drosophila Lanzuolo et al. 2007; Tiwari et al. 2008a, b) . The Pc complex is involved in the repression of Drosophila Hox genes during development; these genes are located in two different clusters separated by more than 10 Mb on the same chromosome arm (Fig. 2a) . PolycombGroup (PcG) proteins co-localize in the nucleus in structures named Pc bodies, where the Hox genes are present and are co-regulated to maintain the identity of body segments in the anterior-posterior axis (Fig. 2b) . A recent study found that Hox genes only co-localize in Pc bodies in tissues where these genes are repressed. For example, the Antennapedia (Antp in the ANT-C domain) and abdominal-B (abdB in the BX-C domain) genes colocalize in the nucleus and this co-localization depends on PcG proteins (Fig. 2c) . Experiments using 4C have revealed that the long-range interactions between Antp and abdB are mediated by two Pc response elements (PREs), Fab7 and Mcp, present in the abdB gene. Deletion of Fab-7 results in a reduction of the interactions between Antp and abd-B while at the same time decreasing the expression of genes in the ANT-C domain . Interactions mediated by PREs and PcG proteins that result in repression of Hox gene expression is a conserved feature of Hox gene regulation in both Drosophila and mammalian cells .
The results discussed above suggest that Pc proteins bound to PREs can mediate interactions among Pc target genes within a region of several hundred kilobases and also over tens of megabases. Is it then possible that Pc proteins can contribute to the formation of a genome-wide interaction network among PREs? To answer this question, 4C studies on several PcG target genes were conducted and results of these studies demonstrated that an extensive interacting network specific for PcG target genes does exist in the nucleus. Interestingly, interactions in this network are mostly limited to genes within the same chromosome arm. Using a Drosophila strain carrying an inversion between the left and right arms of the third chromosome, it was found that interactions were only formed within each new Fig. 2 Organization of the Drosophila bithorax Complex (BX-C). a Linear arrangement of the three genes in the BX-C, which are indicated by green arrows; orange ovals represent the transcription complex at the promoter of each gene whereas red spheres represent PREs and associated proteins. b Interactions among the PREs and promoters of the genes result in a specific three-dimensional arrangement of the locus that results in repression of transcription. c Multiple Hox gene loci can be co-repressed and associate at nuclear locations termed Pc bodies arm. These results suggest that each Drosophila chromosome arm is a spatially distinct domain that potentially limits interactions between chromosome arms on either side of the centromere (Tolhuis et al. 2011 ).
Long-range interactions and the regulation of imprinted genes
As is the case of co-repressed Hox genes, groups of coregulated imprinted genes can form an imprinting interactome. Long range intra-and inter-chromosomal interactions between various regulatory sequences have been linked to parent of origin specific regulation of gene expression. This phenomenon has been studied in detail in the mouse Igf2/H19 locus. The imprinting control region (ICR) in this locus is responsible for the regulation of allele-specific expression of Igf2 from the paternal allele and H19 from the maternal allele (Edwards and FergusonSmith 2007) . The DNA of the Igf2/H19 ICR is methylated on the paternal but not on the maternal alleles. CTCF can bind to the DNA when its recognition sequence is not methylated. As a consequence, the differential methylation status of the maternal and the paternal chromosomes results in distinct patterns of three-dimensional arrangements of the DNA at this locus. One arrangement favors expression of H19 from the maternal allele, whereas an alternative organization has the opposite effect and favors Igf2 expression from the paternal allele. Results from 3C experiments show that the ICR on the mouse maternal allele interacts with CTCF sites in the upstream differentially methylated region 1 (DMR1) and downstream MAR3 sites that flank the Igf2 gene. The structure thus formed prevents the accessibility of the enhancer to Igf2, which is enclosed in a separated domain (Kurukuti et al. 2006; Murrell et al. 2004) . In human cells, the maternal ICR interacts with a CTCF site located downstream of the shared enhancer, creating a loop that encloses the enhancer and prevents its interaction with Igf2 (Nativio et al. 2009 ). This interaction between the ICR and CTCF does not take place in the paternal allele. In mouse cells, without CTCF bound to the ICR on the paternal allele, the ICR contacts the DMR2 site located downstream of Igf2, which allows the interaction between the enhancer and the Igf2 promoter (Kurukuti et al. 2006; Murrell et al. 2004 ). These results show that the imprinted expression of Igf2/H19 is dependent on a specific three-dimensional organization unique for each allele, which in turn is due to different CTCF binding patterns effected by distinct DNA methylation profiles.
CTCF-mediated interactions are not limited to sequences located within an imprinted locus. Using 4C and modified 3C experiments, several groups have found the existence of trans interactions between Igf2/H19 and imprinted genes on other chromosomes. Examples of sequences that interact with Igf2/H19 are the intergenic region between the Wsb1 and Nf1 genes on paternal chromosome 11, the Abcg2 gene on chromosome 6, and Osbpl1a on chromosome 18 (Ling et al. 2006; Zhao et al. 2006a, b) . Knocking down CTCF or mutation of the maternal Igf2/H19 ICR abolishes the interactions among the imprinted regions. Moreover, loss of CTCF binding to the maternal Igf2/H19 ICR also leads to mis-regulation of imprinted genes normally associated in trans (Zhao et al. 2006a, b) . Imprinted loci were found overrepresented among the regions involved in interchromosome interactions with the H19 ICR. The clustering of imprinted genes by inter-chromosome interactions, termed the imprinting interactome, may facilitate the regulation of these genes in trans. Therefore, CTCF appears to function as a central mediator that brings these various imprinted genes together. Interestingly, CTCF binding sites are not notably enriched at these imprinted loci. A plausible explanation for this phenomenon is that CTCF might mediate the imprinted trans network of genes through interactions with unidentified protein factors associated with these imprinted genes.
Inter-chromosomal interactions during X-chromosome inactivation in mammals
Interphase pairing of homologous chromosomes is rare in metazoans but it does take place. Phenomena such as transvection and paramutation have been known for many years. One of the best studied cases at the molecular level, and of special interest in the context of CTCF function, is Xchromosome inactivation in mammalian female embryonic cells during the early stages of development (Augui et al. 2011; Wutz 2011) . Before deciding which X chromosome to inactivate, the two X chromosomes need to pair briefly through an unknown mechanism (Augui et al. 2007; Bacher et al. 2006; Xu et al. 2006) . Random collision facilitated by related protein factors could be the initial force driving the two X chromosomes to contact each other (Scialdone and Nicodemi 2008) . However, specific pairing at the X-pairing region (Xpr), though controversial (Sun et al. 2010) , followed by pairing at the X inactivation center (XIC) suggests that a sophisticated mechanism exists (Augui et al. 2007) . Autosomes carrying insertions of either Xpr or XIC can undergo pairing with the X chromosome at the same developmental stage while reducing the X:X pairing rate (Augui et al. 2007; Xu et al. 2006) . Although the mechanism by which the transient X:X pairing is initiated is still elusive, it has been found that knocking down either CTCF or Oct4 prevents homologous association. Moreover, depletion of CTCF results in a loss of X inactivation, whereas lack of Oct4 leads to silencing of both X chromosomes (Donohoe et al. 2009; Xu et al. 2007) . Although further work is necessary to ensure that the role of CTCF is direct, these results support a function for this protein in the establishment of interchromosomal interactions.
Towards a global nuclear interactome
Observations described in the previous sections point to the existence of a multitude of interactions among specific sequences in the genome. Some of these interactions are intra-chromosomal and serve to bring together regulatory sequences of individual genes in order to activate or repress their transcription. Other interactions are inter-chromosomal and serve to bring together genes that are co-activated or co-repressed. These interactions either precede or are a consequence of transcription. There may be other physical contacts among DNA sequences that serve an organizational role, with the goal of facilitating the transition between various phases of the cell cycle or to maintain broad patterns of epigenetic memory required for the establishment of specific cell fates. Finding these interactions require genome-wide maps of physical contacts at kilobase resolution.
Towards reaching this goal, a genome-wide interactome of estrogen receptor alpha (ER-alpha) binding sites has been recently completed using chromatin interaction analysis by paired-end tag (ChIA-PET). Results from this analysis suggest that ER-alpha functions by extensive chromatin looping to bring genes together for coordinated transcriptional regulation. These studies further support the idea that interactions among multiple sites in the genome constitute a primary mechanism for regulating transcription (Fullwood et al. 2009 ).
More recently, experiments to obtain a genome-wide CTCF-chromatin interactome in mouse ES cells have been carried out using ChIA-PET (Handoko et al. 2011) . A total of 1,480 cis-and 336 trans-interacting loci were identified in this study. These contacts may represent just a small fraction of all the loops mediated by CTCF and its partner proteins in the nucleus. These interactions establish five distinct chromatin domains by delineating the boundaries of various linearly arranged active and repressive chromatin regions (Fig. 3) . Out of these five chromatin domains, no significant percentage of loops is established within the same active or repressive chromatin region, which further confirms the boundary function of CTCF. Another interesting finding is that CTCF-mediated loops shorten the distance between enhancers or PREs and promoters, thus facilitating activation or repression of transcription as earlier found at specific genes . These results confirm the hypothesis that interactions mediated by CTCF are not limited to insulator function but represent a general mechanism to bring together various regulatory sequences (Phillips and Corces 2009; Yang and Corces 2011) . These findings present an interesting though static picture of the three-dimensional organization of the genome in one cell type. Genome-wide mapping of CTCF in different cell types revealed that although many sites are constant across different cells, a fraction of them change from one cell type to another (Barski et al. 2007 ). This may suggest that part of the CTCF interactome could be conserved while some of the interactions are cell-type specific and change during cell differentiation to mediate specific functions.
Concluding remarks
The use of 3C-based techniques has allowed great progress in mapping interactions between different sites in the Fig. 3 Domains created by interactions between CTCF insulators in mouse embryonic stem cells. Actively transcribed genes are represented by a green arrow and silenced genes by a red line; nucleosomes and the histone tails are represented in gray, with active histone modifications indicated as green spheres and repressive modifications as red spheres. DNA is represented in black and CTCF as blue ovals. a CTCF forms a loop to separate a domain containing active histone modifications and transcribed genes from repressive marks and silenced genes. b CTCF forms a loop to separate a domain containing repressive histone modifications and silenced genes from active marks and transcribed genes. c CTCF forms a loop containing nucleosomes enriched in mono-and dimethylated H3K4, and trimethylated H3K4 at the boundaries of the loops, whereas the active transcription modification H3K36me3 and repressive H3K27me3 mark are observed outside the loops on opposite sides. d A fourth class of loops formed by CTCF lack specific histone modifications, while active H3K4 methylation marks are observed in one side and repressive H3K9, H3K20, and H3K27 methylation modifications are present in the other side. e The rest of the loops formed by CTCF do not show specific chromatin modifications genome. Until now, this effort has been limited, with a few exceptions, to the analysis of relatively close intrachromosomal interactions within specific loci. Although 4C and 5C techniques could expand the size of the genomic regions under study, the complexity of the computational and statistical analysis of the results will probably preclude the general use of these approaches until these computational methods become standardized. In the meantime, advances in next-generation sequencing combined with increased affordability will allow the use of Hi-C to map the three-dimensional organization of a specific cell type with a resolution of a few kilobases. Given the complexity of the interactions involved and biases in the HiC procedure, including variability in the distances between restriction sites, GC content differences of ligation junctions and sequence uniqueness, analysis of HiC sequence data remains a challenge. An important step in solving these issues has come from the use of an integrated probabilistic background model that allows the normalization of HiC sequence data (Yaffe and Tanay 2011) . This approach has allowed the mapping of long-range interactions between active promoters and interactions between CTCF sites. Nevertheless, unraveling the significance of these interactions may first require mapping those contacts mediated by specific proteins using antibodies to select subsets of these interactions.
It is likely that this new information will revolutionize the way in which we think about nuclear metabolism by allowing the identification of new sequences and proteins involved in the regulation of various nuclear functions. Nevertheless, many challenges still lie ahead. Being able to separate meaningful from accidental interactions and causal from correlative are just a few of these challenges.
