In this paper the pointwise complete asymptotic expansion for the approximation of the Lipschitz function by the Hermite-Fejer interpolation is given.
Introduction
Let f~ C [ -1, I] . The Hermite-Fejer interpolation polynomial associated with f and based on xk = cos 2(k -1)7r/(2n), k = 1,. . . , n, can be denoted by k&&f, x) = y (1.1)
where T'(x) = cos(n arccos x>, -1 < x G 1, are Chebyshev polynomials of degree 12. Let A,(x) = sup I fLAf7 4 -f(x) I, fE Lip1 P-2)
where Lip1 = If' C[ -1, 11: I f(x) -f(y) I < Ix -y I for any x, y E [-1, 11). There have been various asymptotic expansions to A,(x) and related quantities. For example, Xie [6] obtained the following theorem.
Theorem A. The asymptotic expansion
An(4 = 322 %i7 log(l+n arccos,x,)+,x,+ n;x-":I n i 7T
+o(diT) I 1
(1. 3) holds uniformly on the interval [ -1, 11 , where xi is the nearest knot to x.
In particular, when FZ = 2m and x = 0, from (1.3) it follows that
Goodenough [l] obtained the complete asymptotic expansion to A,,(O), that is, the following theorem was proved. (1.5) Comparing (1.4) with (1.5), we can find that the second term on the right-hand side of (1.4) should be improved. So a natural problem is whether, for x # 0, there is an analogical complete asymptotic expansion to A,(x) as to A,,(O). It is of interest to investigate such a problem, since the complete asymptotic expansion to A,(x) can give us more knowledge of A,(x) than its finite one. Recently, Jiang Yanling [4] has given a complete pointwise asymptotic expansion to A,(x) on even values of It. More specifically, he has obtained the following theorem. We made some changes in the presentation of the result of [4] . .,=3~+10g (4) +; $ ,,";;:'l( -2v+2;S+1), An open problem is whether A,(x) has a similar asymptotic expansion as n = 2m + 1 + 00. In this paper we answer this question. One will find that our method is different from that used in [4] . Our main result is the following theorem. 
Lemmas
In order to prove Theorem 1.1 we need the following lemmas. For a proof of Lemma 2.1, see [3, pp. 88-901. (2.1) [l] . By differentiating both sides of (2.2) 2v -1 times, we can obtain (2.4). This completes the proof of Lemma 2.2. EI Proof. For (2X), see [3, p.821 . By differentiating both sides of (2.8) 2p -2 and 2p -1 times, respectively, we can get (2.9) and (2.10). By integrating (2.8) from 0 to x we can obtain (2.11). This is the proof of Lemma 2.4. q (3.20) From (3.61, (3.12) , (3.161, (3.19) and ( From (3.11, (3.21) , (3.29) and (3.30) and by rearranging, we obtain Theorem 1.1. I7
Proof of Theorem 1.1

According to the definition of A,(x) we have A,( -x) = A,(x)
,
