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1 Introduc¸a˜o
O uso de ambientes virtuais povoados por agentes com uma representac¸a˜o hu-
mano´ide tem, hoje em dia, diversas aplicac¸o˜es pra´ticas, como o entretenimento,
a educac¸a˜o ou a psicoterapia. Estes sa˜o exemplos de a´reas que podem extrair be-
nef´ıcios de uma plataforma de suporte a` gerac¸a˜o de cenas animadas com agentes
inteligentes, concebida de modo a ser adapta´vel e proveitosa em diversos contextos.
A plataforma IViHumans [1, 2] e´ a concretizac¸a˜o, ainda em desenvolvimento, de
um projecto delineado pelo LabMAg [3] nesta perspectiva. O projecto foi desenhado
de modo a integrar um conjunto de elementos suficientemente vasto para que atinja
um grau de completude indispensa´vel a` sua aplicabilidade. A plataforma e´ composta
por uma camada gra´fica e por uma camada de inteligeˆncia artificial. A camada
gra´fica assenta sobre um motor de rendering – o OGRE 1.4.5 [4] – e a camada
de IA e´ sustentada por uma bancada de agentes – JADE [5]. As ferramentas de
modelac¸a˜o 3D usadas sa˜o o Poser 7 [6] e o Blender 2.44 [7].
Alguns dos elementos essenciais da plataforma IViHumans prendem-se com a
representac¸a˜o gra´fica dos agentes e com as animac¸o˜es respectivas. Cada agente deve
ter associado um modelo tridimensional, constitu´ıdo por uma malha poligonal, para
o qual estejam definidas animac¸o˜es que veiculem a sua expressa˜o e actuac¸a˜o sobre
o mundo, tanto ao n´ıvel da face como ao da totalidade do corpo. Idealmente, estas
animac¸o˜es sa˜o reproduzidas de maneira a espelhar os objectivos, deciso˜es e emoc¸o˜es
do agente.
Numa primeira aproximac¸a˜o, decidimos criar apenas um proto´tipo de humano
virtual (uma mulher), focando principalmente os aspectos essenciais a` evoluc¸a˜o glo-
bal da plataforma. Por conseguinte, concentra´mo-nos especialmente na coereˆncia da
geometria do modelo e nas suas animac¸o˜es e relega´mos para segundo plano questo˜es
como a definic¸a˜o de materiais complexos e realistas ou o cara´cter deforma´vel de
componentes como o cabelo e a roupa. Estas sa˜o caracter´ısticas que pretendemos
aprofundar a curto ou me´dio prazo.
Nesta primeira fase, cria´mos uma animac¸a˜o simples para a acc¸a˜o de andar para
a frente, pelo facto de ser indispensa´vel a` movimentac¸a˜o de um agente pela cena,
de forma minimamente cred´ıvel. De resto, num trabalho anterior, foi modelada
uma face com um conjunto de expresso˜es faciais ba´sicas prontas a ser animadas
[8]. Este conjunto engloba as expresso˜es definidas por Paul Eckman [9] (alegria,
tristeza, raiva, medo, nojo e surpresa) e conte´m ainda expresso˜es que correspondem
a variac¸o˜es localizadas dos trac¸os faciais (por exemplo: elevac¸a˜o do canto direito
da boca). Foi implementada ainda uma ferramenta que permite misturar estas ex-
presso˜es, atrave´s de uma interface gra´fica que possibilita a criac¸a˜o ra´pida e intuitiva
de expresso˜es complexas.
A construc¸a˜o de um modelo humano´ide realista e a definic¸a˜o das animac¸o˜es res-
pectivas e´, no entanto, uma tarefa morosa, laboriosa e que requer um elevado grau
de habilidade art´ıstica. Por isso, e´ deseja´vel encontrar me´todos que possibilitem
a extensa˜o e reutilizac¸a˜o de modelos ja´ feitos. Este relato´rio pretende expor deta-
lhadamente os processos que seguimos para a criac¸a˜o de um humano virtual, bem
como as soluc¸o˜es que encontra´mos para abreviar a sua construc¸a˜o. Uma descric¸a˜o
menos pormenorizada deste trabalho originou ja´ um short paper apresentado no 15o
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Encontro Portugueˆs de Computac¸a˜o Gra´fica [10].
2 Modelac¸a˜o do Corpo
A modelac¸a˜o de humanos virtuais cred´ıveis e´ uma tarefa demorada. Considerando
que a arte da criac¸a˜o, de raiz, de humanos virtuais, na˜o faz parte dos nossos ob-
jectivos, decidimos atalhar o processo partindo de um modelo ja´ existente que fo-
mos sucessivamente refinando. Apo´s uma breve ana´lise dos recursos publicamente
dispon´ıveis, acaba´mos por escolher uma ferramenta comercial direccionada para a
criac¸a˜o e animac¸a˜o de personagens virtuais – o Poser. A versa˜o actual desta fer-
ramenta (a versa˜o 7) fornece, a` partida, uma quantidade razoa´vel de conteu´dos
necessa´rios a` tarefa em questa˜o e possibilita a sua parametrizac¸a˜o, adaptac¸a˜o e con-
jugac¸a˜o, ainda que de forma algo limitada. Este software permite, por exemplo,
carregar personagens 3D predefinidas, parametrizar o comprimento das pernas ou
a largura do tronco, alterar a sua posic¸a˜o, criar roupas e adapta´-las ao modelo e
criar animac¸o˜es. Embora o Poser disponibilize personagens humanas completas com
grande qualidade e detalhe, opta´mos por adaptar e melhorar um modelo de baixa
resoluc¸a˜o, devido a`s restric¸o˜es inerentes ao processamento gra´fico em tempo real,
um requisito fundamental a` utilizac¸a˜o da plataforma IViHumans. Altera´mos ligei-
ramente a apareˆncia global do modelo, ainda no Poser, atrave´s de transformac¸o˜es
de escala para diferentes partes do corpo.
Figura 1: Visualizac¸a˜o, no Blender, do modelo acabado de importar no Poser.
Partimos do modelo apresentado na Figura 1, exporta´mo-lo para o formato do
Wavefront (extensa˜o .obj) e importa´mo-lo no Blender. Numa primeira aproximac¸a˜o,
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estabelecemos objectivos mı´nimos para o aspecto do humano e para o realismo
do seu movimento. Durante a modelac¸a˜o, procura´mos refinar o modelo, dando
especial atenc¸a˜o ao melhoramento da geometria e da animac¸a˜o e relegando para
segundo plano a definic¸a˜o de materiais e as reacc¸o˜es dinaˆmicas dos componentes
que tencionamos tornar deforma´veis. Embora tenhamos ja´ definido, no Blender,
materiais relativamente complexos para a pele e para os olhos, na˜o existe processo
de exportac¸a˜o destes para o OGRE. Por agora, reduzimos a definic¸a˜o dos materiais
a cores e a` aplicac¸a˜o pontual de imagens em texturas.
3 Criac¸a˜o de uma animac¸a˜o para o humano´ide
Uma das te´cnicas mais frequentes para animar modelos tridimensionais, suportada
tanto pelo Poser como pelo Blender, baseia-se na associac¸a˜o de um esqueleto a` ma-
lha poligonal cujas animac¸o˜es se pretende produzir. De acordo com esta te´cnica,
particularmente apropriada para a animac¸a˜o de personagens vertebradas, a repre-
sentac¸a˜o abstracta de uma personagem e´ constitu´ıda por duas partes: a malha
poligonal e o esqueleto. A malha poligonal e´ o conjunto estruturado de pol´ıgonos
que da´ forma ao corpo da personagem e que corresponde a` imagem visualizada. O
esqueleto, na˜o vis´ıvel no resultado do rendering, e´ constitu´ıdo por um conjunto de
ossos organizados numa ou mais estruturas em a´rvore.
A animac¸a˜o referida para a acc¸a˜o de andar foi tambe´m criada no Poser. Para
esse efeito, usa´mos o esqueleto pre´-definido para o modelo escolhido e definimos
o seu movimento atrave´s da parametrizac¸a˜o de um movimento base, recorrendo a
um conjunto de funcionalidades que o Poser disponibiliza englobadas numa sub-
ferramenta designada Walk Designer. Os paraˆmetros manipula´veis atrave´s do Walk
Designer podem ser classificados em dois n´ıveis de abstracc¸a˜o, expostos em seguida.
• Atributos de alto n´ıvel que caracterizam o aspecto global do movimento. Estes
prendem-se com o cara´cter que se pretende atribuir ao modelo. Exemplos de
atributos representativos desta classe sa˜o Cool, Power ou Sexy.
• Caracter´ısticas mais concretas, embora ainda de alto n´ıvel, que dizem respeito
ao movimento de zonas chave do corpo. Estas na˜o esta˜o ta˜o relacionadas com o
cara´cter do modelo a animar, permitindo antes modelar especificidades de um
movimento particular. Exemplos dos paraˆmetros respectivos sa˜o a distaˆncia
dos brac¸os ao tronco ou o comprimento de cada passo.
Ao tentar produzir a animac¸a˜o, constata´mos que o esqueleto associado ao modelo
do Poser na˜o estava perfeito, havendo ossos com posic¸o˜es distorcidas relativamente
a` malha poligonal. Tenta´mos colmatar estas falhas, no Poser, o que na˜o foi poss´ıvel
devido a`s limitadas capacidades deste software e a frequentes bugs com que nos de-
para´mos no processo. Ale´m disso, os movimentos criados para o esqueleto geravam
interpenetrac¸o˜es entre o corpo e a roupa e mesmo entre diferentes partes da anato-
mia do modelo, como exemplifica a figura 2. Assim, as possibilidades de animac¸o˜es
que poderiam ser coerentemente aplicadas ao modelo estavam limitadas a` partida
e a escolha teve de procurar o equil´ıbrio entre o realismo do movimento e a mini-
mizac¸a˜o de ambiguidades causadas na malha poligonal. Apesar de tudo, algumas
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das interpenetrac¸o˜es puderam ser eliminadas procedendo no Blender a` edic¸a˜o do
modelo e a` definic¸a˜o de uma ligac¸a˜o adequada entre o esqueleto e a malha. Estes
processos sa˜o descritos mais a` frente, apo´s uma breve contextualizac¸a˜o teo´rica.
Figura 2: Captura do modelo do humano´ide em posic¸o˜es, originadas pela animac¸a˜o de
andar, que evidenciam interpenetrac¸o˜es.
3.1 O esqueleto e a sua animac¸a˜o
O sentido da organizac¸a˜o hiera´rquica de um esqueleto e´ a heranc¸a, por parte dos
ossos filhos, dos movimentos dos ossos pais. Um ou mais ossos constituem as ra´ızes
das a´rvores que integram o esqueleto e os restantes descendem, directa ou indirecta-
mente deles. Como em qualquer estrutura baseada em a´rvores, todos os ossos teˆm
um ascendente, excepto as ra´ızes, e todos os ossos tem um ou mais descendentes,
excepto as folhas. A animac¸a˜o do esqueleto e´ criada atrave´s da animac¸a˜o individual
dos seus ossos, herdando cada osso os movimentos do seu ascendente. Por exemplo,
num esqueleto simples cuja u´nica raiz seja o osso da anca e cujos filhos directos
sejam os ossos das pernas, estes u´ltimos teˆm todos os movimentos do primeiro e,
eventualmente, outros. Se se aplicar ao osso da anca uma translac¸a˜o de 10 unidades
ao longo do eixo Ox e uma rotac¸a˜o de 90o em torno do eixo Oy, tambe´m os ossos
das pernas sofrera˜o estes movimentos. Se cada perna tiver ainda um osso para o pe´
como filho, e se a cada uma for aplicada uma rotac¸a˜o adicional de -60o em torno do
eixo Oy, os ossos dos pe´s herdara˜o a translac¸a˜o da anca e uma rotac¸a˜o de 30o em
torno do eixo Oy. Este tipo de aproximac¸a˜o possibilita uma criac¸a˜o mais ra´pida de
movimentos t´ıpicos de seres vertebrados, ja´ que e´ uma boa concepc¸a˜o do modo como
o seu esqueleto se comporta perante a auseˆncia de forc¸as exteriores (em particular,
na auseˆncia de gravidade).
Os movimentos de um conjunto de ossos, em si mesmos, isolados, na˜o cumprem
qualquer func¸a˜o, desde logo porque um esqueleto na˜o tem uma representac¸a˜o gra´fica
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dispon´ıvel na imagem final gerada. O seu propo´sito e´ apenas o de ser aplicado a
um objecto veiculado por uma malha poligonal. Para que os movimentos de um
esqueleto possam ter reflexos na malha e´ necessa´rio associar o esqueleto e a malha.
Isto faz-se associando cada ve´rtice da malha a um ou mais ossos do esqueleto e
caracterizando as ligac¸o˜es por um valor real, geralmente compreendido no intervalo
]0; 1]. Este valor pode ser visto como a intensidade ou como o peso com que o
movimento do osso afecta o movimento do ve´rtice. O deslocamento de cada ve´rtice
da malha e´ enta˜o func¸a˜o do peso com que esta´ associado aos ossos e do movimento
destes.
3.2 Conjugac¸a˜o das posturas do esqueleto e da malha poli-
gonal
Como ja´ foi referido, a animac¸a˜o do esqueleto foi constru´ıda no Poser. De todos
os formatos reconhecidos pelo Blender para os quais o Poser permite exportar os
seus conteu´dos, nenhum contempla a associac¸a˜o, ja´ existente por omissa˜o no Poser,
entre a malha poligonal e o esqueleto. Transferimos, portanto, o esqueleto para
o Blender, separadamente da malha, atrave´s de um ficheiro interme´dio no formato
motion capture (extensa˜o .bvh). Depois de alterado e refinado, no Blender, o modelo
do humano´ide, passa´mos a` tarefa de o associar ao esqueleto. Como o resultado das
duas exportac¸o˜es, a partir do Poser, na˜o e´ coerente quanto a escalas, orientac¸o˜es e
posic¸o˜es dos conteu´dos exportados, o primeiro passo para a associac¸a˜o foi o ajuste
relativo destas caracter´ısticas entre a malha e o esqueleto. Ale´m disso, a postura
inicial do esqueleto na˜o era absolutamente ideˆntica a` do modelo, como se pode
constatar pela Figura 3 (a diferenc¸a mais percept´ıvel e´ o facto de o modelo ter as
pernas juntas enquanto o esqueleto tem as pernas algo afastadas).
Figura 3: Imagem do modelo do humano´ide e do seu esqueleto, no Blender, nas suas
posturas iniciais, depois de uniformizadas as escalas e as orientac¸o˜es.
Para que os dois objectos estivessem na mesma postura, opta´mos por corrigir a
postura do modelo humano´ide. Embora a alternativa de corrigir a postura inicial
do esqueleto pudesse aparentar ser mais fa´cil, julgamos que a opc¸a˜o que toma´mos
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foi a mais correcta. A justificac¸a˜o da nossa opc¸a˜o prende-se com a maneira como
os movimentos dos ossos sa˜o registados internamente no Blender. Em vez de se-
rem memorizadas as posic¸o˜es, orientac¸o˜es e escalas de cada osso, em cada frame,
guardam-se, para um conjunto de keyframes, a sequeˆncia de deslocamentos, rotac¸o˜es
e mudanc¸as de escala aplicadas a cada osso, que transformam uma postura do es-
queleto noutra postura. Ou seja, os movimentos sa˜o registados de um ponto de
vista relativo e, quando a posic¸a˜o inicial de um osso varia, tambe´m as posic¸o˜es sub-
sequentes da animac¸a˜o se alteram. Assim se percebe que a alterac¸a˜o da postura
inicial do esqueleto, para que coincidisse com a do modelo, teria efeitos nefastos
sobre a animac¸a˜o ja´ criada.
Cria´mos enta˜o um esqueleto auxiliar, apenas composto por duas a´rvores, cada
uma delas com apenas um osso (simultaneamente raiz e folha). Associa´mo-los aos
ve´rtices das pernas e dos pe´s, com uma intensidade de 1.0 e roda´mo-los de maneira a
que a postura do modelo fosse ana´loga a` do esqueleto principal. Uma vez terminado
este processo, elimina´mos o esqueleto auxiliar e o modelo voltou a na˜o estar associado
a nenhum esqueleto.
3.3 Associac¸a˜o do esqueleto e da malha poligonal
Para completar a associac¸a˜o entre o esqueleto e a malha e´ necessa´rio que cada ve´rtice
do modelo fique ligado a pelo menos um osso. No entanto, a associac¸a˜o na˜o tem
de ser feita ve´rtice a ve´rtice. Com efeito, e´ natural que um conjunto de ve´rtices
posicionados numa mesma zona fique associado aos mesmos ossos.
No Blender, a associac¸a˜o de um esqueleto a uma malha poligonal pode ser feita
de va´rias formas. Aquela que seguimos e´ relativamente simples e consiste na criac¸a˜o
de vertex groups que sa˜o automaticamente associados aos ossos, atrave´s da sua iden-
tificac¸a˜o. A t´ıtulo de exemplo, considere-se que o osso que se quer associar a` cabec¸a
recebe o nome de “Cabec¸a”. Para que um conjunto de ve´rtices seja automatica-
mente associado a esse osso basta afectar os seus componentes a um vertex group
igualmente denominado de “Cabec¸a”. A intensidade/peso das ligac¸o˜es pode ser
especificada para o conjunto e/ou individualmente para cada ve´rtice. Se se preten-
desse que os ve´rtices da base da cabec¸a fossem animados tambe´m de acordo com
os movimentos do osso do tronco, enta˜o estes tambe´m deveriam ser atribu´ıdos a
um outro vertex group, que correspondesse a esse osso, e a intensidade da influeˆncia
de cada um dos dois ossos sobre cada ve´rtice a ambos afecto deveria ser ajustada
cautelosamente, ate´ que se tivesse obtido o efeito desejado.
Foi este o me´todo que seguimos para ligar o modelo ao seu esqueleto, tendo jogado
conjuntamente com vertex groups, com pesos de ligac¸a˜o e com a geometria do modelo
por meio a afinar a animac¸a˜o produzida. Uma vez conclu´ıda convenientemente esta
associac¸a˜o, obtivemos um humano virtual animado (Figura 4).
Resta referir que alguns dos ossos que constituiam originalmente o esqueleto
no Poser foram eliminados por na˜o serem necessa´rios para os movimentos deseja-
dos. Na˜o obstante, os ossos eliminados foram apenas “ossos-folha”, pelo que a sua
auseˆncia na˜o tem qualquer influeˆncia no movimento do que fica do esqueleto.
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Figura 4: Frame da animac¸a˜o do humano virtual, vista no Blender.
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4 Expresso˜es Faciais
O relacionamento entre seres humanos assenta, em grande medida, na capacidade
de interpretac¸a˜o dos sentimentos e emoc¸o˜es alheias. A interacc¸a˜o entre humanos
e´ moldada pela integrac¸a˜o de diversos est´ımulos no reconhecimento de padro˜es de
comportamento, transmitidos, nomeadamente, por expresso˜es faciais. Ao comuni-
car, captamos o conteu´do emocional expresso pelo interlocutor atrave´s da distinc¸a˜o
de trac¸os faciais gerais que nos permitem recolher um padra˜o semelhante a partir de
diferentes caras. Na realidade, somos capazes de reconhecer as mesmas expresso˜es
faciais em representac¸o˜es mais ou menos fie´is a` realidade, como banda desenhada,
ou mundos tridimensionais virtuais.
Na plataforma IViHumans pretendemos incluir a expressa˜o facial como forma de
ilustrac¸a˜o das emoc¸o˜es dos agentes que povoam o ambiente virtual. Com o objectivo
de diversificar as emoc¸o˜es que podem ser expressas, cria´mos uma interface gra´fica
de aux´ılio a` construc¸a˜o de expresso˜es atrave´s da mistura de expresso˜es base. Com
este programa, designado Faces (Figura 5), podem definir-se novas expresso˜es faciais
a` custa da variac¸a˜o de paraˆmetros relativos a`s expresso˜es ba´sicas, observando-se o
efeito em tempo real e enriquecendo-se assim, em qualquer altura, a biblioteca de
expresso˜es subjacente.
Figura 5: Interface do programa Faces.
Para criar uma biblioteca de expresso˜es faciais foi necessa´rio construir primeiro
uma face, concebida de acordo com o que mais se aproxima de uma expressa˜o neu-
tra. Cada expressa˜o ba´sica foi enta˜o concebida no Blender por meio da alterac¸a˜o
da malha original. Para cada expressa˜o distinta sa˜o guardados os vectores de des-
locamento, um para cada ve´rtice cuja posic¸a˜o tenha sido alterada. O conjunto de
vectores deslocamento que usamos para produzir uma expressa˜o e´ frequentemente
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denominado de pose. Aplicando os deslocamentos registados aos ve´rtices corres-
pondentes obte´m-se a expressa˜o ba´sica respectiva. Este me´todo pode ainda ser
alargado de maneira a albergar a especificac¸a˜o de uma intensidade para cada ex-
pressa˜o e, uma vez registadas as poses que codificam as expresso˜es, podem assim
gerar-se expresso˜es interme´dias. Seguindo este caminho, se se tiver definido, por
exemplo, uma pose que codifique a expressa˜o de surpresa, pode-se produzir muito
facilmente uma expressa˜o de “80% de surpresa” sem qualquer esforc¸o adicional de
modelac¸a˜o. Para isso, basta aplicar os deslocamentos resultantes da reduc¸a˜o, em
um quinto, dos vectores registados pela pose em questa˜o.
No programa Faces este conceito e´ concretizado com recurso a` API do OGRE.
Atrave´s do simples manejamento de boto˜es de scroll, um para cada expressa˜o base
definida, o utilizador instrui a aplicac¸a˜o para que sejam geradas expresso˜es, com
intensidades entre 0 e 1 correspondentes a`s posic¸o˜es dos scrolls. Quando se faz variar
a posic¸a˜o de mais do que um bota˜o de scroll, o resultado e´ a mistura das expresso˜es
deste modo activadas. A mistura de expresso˜es resulta apenas da soma alge´brica
dos vectores subjacentes a`s poses correspondentes, ou seja, em rigor, o deslocamento
aplicado a um ve´rtice e´ o consequente da soma dos vectores de deslocamento, para
cada pose activa, que lhe esta˜o afectos, multiplicados pela intensidade especificada
pela posic¸a˜o dos boto˜es de scroll.
A` medida que o utilizador faz variar as posic¸o˜es dos scrolls, os efeitos sa˜o gerados
imediatamente, o que lhe confere a possibilidade de experimentar e aperfeic¸oar as
novas expresso˜es que deseje criar.
5 Exportac¸a˜o e Integrac¸a˜o do Humano Virtual na
Plataforma IViHumans
Antes de associar a malha poligonal do humano virtual completo ao esqueleto, foi
necessa´rio conclu´ı-la. Houve, nomeadamente, que proceder a` adaptac¸a˜o mu´tua da
face, que ja´ tinha sido concebida, e do corpo, resultante das alterac¸o˜es efectuadas
sobre o modelo original do Poser. Foi nesta etapa que surgiu um dos maiores con-
tratempos com que nos defronta´mos e que consiste na indisponibilidade, no Blender,
de um me´todo de junc¸a˜o de objectos em que pelo menos um deles tenha poses defi-
nidas. Esta funcionalidade seria da maior importaˆncia para a conclusa˜o do modelo
do humano virtual e a sua inexisteˆncia representou a necessidade de despender um
tempo adicional para contornar o problema.
Uma vez que o Blender dispo˜e de uma interface de scripting, atrave´s de uma API
em Python, pesquisa´mos por scripts que algue´m com um problema ana´logo tivesse
ja´ desenvolvido e que nos pudessem ajudar a ultrapassar este obsta´culo. Na˜o tendo
encontrado nenhum que nos pudesse auxiliar nesta questa˜o, considera´mos ainda a
hipo´tese de o criar, mas acaba´mos por a deixar de lado, por constituir um desvio
excessivo face ao caminho inicialmente pensado, devido a` complexidade inerente e
por oferecer menos garantias de sucesso.
Para superar este impedimento dividimos a resoluc¸a˜o do problema em treˆs passos
de complexidade crescente:
1. Posicionar e ajustar a face e o corpo de modo a junta´-los num u´nico objecto.
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Como ja´ foi referido, neste caso na˜o se juntam as poses e, por isso, a face tem
apenas a expressa˜o base, mantendo-se a animac¸a˜o do esqueleto.
2. Posicionar e ajustar a face e o corpo de modo a que pudessem ser vistos como
apenas um objecto, sendo embora objectos distintos, alcanc¸ando assim uma
soluc¸a˜o de compromisso com algumas imperfeic¸o˜es ao n´ıvel do realismo. Deste
modo manteˆm-se as expresso˜es faciais mas e´ necessa´rio encapsular os dois
objectos numa entidade abstracta, aquando da sua integrac¸a˜o na plataforma
IViHumans.
3. Realizar um procedimento que junte de uma forma coerente, num u´nico ob-
jecto, a face e o corpo, mantendo as poses.
A execuc¸a˜o dos passos anteriores foi conduzida pela preocupac¸a˜o de produzir
modelos que possam vir a ser usados no OGRE. Ao longo daqueles procedimentos
fomos desenvolvendo pequenos programas com recurso a` API do OGRE, de modo a
testar os resultados e a aperfeic¸oa´-los de acordo com o que enta˜o se revelasse con-
veniente. A soluc¸a˜o do passo 2 seria adequada, ao ponto de possibilitar a criac¸a˜o
de novas personagens apenas pela troca de caras (num estilo plugin) na˜o fora o
facto de o algoritmo de shading usar a direcc¸a˜o das normais a`s faces adjacentes
para realizar uma interpolac¸a˜o e colorir cada pixel da face considerada. Devido
a` estrate´gia seguida pelo algoritmo de shading que possibilita um efeito de smo-
othing, num humano virtual constru´ıdo com recurso a malhas poligonais distintas,
sa˜o vis´ıveis descontinuidades nas zonas de contacto entre a cara e o corpo. Embora
a falha entre os dois sub-objectos obtidos por este processo na˜o seja excessivamente
vincada, considera´mos que os resultados limitariam o realismo que poderia, de outro
modo, ser alcanc¸ado e decidimos, portanto, procurar um processo alternativo para
atingir o nosso objectivo (que corresponde ao passo 3).
Para os nossos propo´sitos, a criac¸a˜o de humanos virtuais tem por fim a sua inte-
grac¸a˜o na plataforma IViHumans, constru´ıda sobre a API do OGRE. A transfereˆncia
de modelos do Blender para o OGRE implica a realizac¸a˜o de va´rias operac¸o˜es. Ha´
um conjunto de operac¸o˜es ba´sicas que sa˜o complementadas com operac¸o˜es adicionais
para atingir o resultado final desejado.
5.1 Processo geral de transfereˆncia do modelo do Blender
para o OGRE
Para que as animac¸o˜es associadas ao esqueleto estejam dispon´ıveis, e´ necessa´rio que
este seja exportado do Blender conjuntamente com o modelo a que se aplica. Tanto
para a malha poligonal do humano´ide como para o seu esqueleto e´ assim produzido
um ficheiro XML que deve ainda ser processado previamente por uma ferramenta
distribu´ıda em conjunto com o OGRE – o OGREXMLConverter. Esta ferramenta,
por seu turno, gera novos ficheiros num formato bina´rio, rapidamente processa´veis
pela plataforma (atrave´s da API do OGRE ), em func¸a˜o do conteu´do dos ficheiros
XML fornecidos como input.
Os ficheiros XML resultam da execuc¸a˜o de um script de exportac¸a˜o que co-
munica com o Blender atrave´s da sua interface Python e que obte´m a informac¸a˜o
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necessa´ria. No processamento efectuado por este script inclui-se um conjunto de
transformac¸o˜es indispensa´veis que lidam com a diferenc¸a de referenciais usados pelo
Blender e pelo OGRE. A Figura 6 mostra um esquema que ilustra o processamento
base de exportac¸a˜o.
Figura 6: Processo de transfereˆncia de um modelo do Blender para o OGRE.
5.1.1 Conteu´do dos ficheiros XML
O conteu´do de um ficheiro XML e´ variado e depende do objecto que codifica. No
caso de uma malha poligonal (mesh), a geometria, as poses e as animac¸o˜es sa˜o os
principais atributos registados no ficheiro XML. O ficheiro e´ estruturado atrave´s da
subdivisa˜o da mesh global em submeshes, de acordo com os materiais aplicados.
Assim sendo, cada zona da malha que tem um material diferente e´ registada no
ficheiro XML como uma sub-malha separada das restantes. Para cada sub-malha
sa˜o primeiro definidas as faces atrave´s de listas de identificadores dos ve´rtices que as
compo˜em. A informac¸a˜o que define completamente estes ve´rtices surge num bloco
posterior do ficheiro. O nu´mero de ordem da declarac¸a˜o de cada ve´rtice neste bloco
e´ o seu identificador. Embora no Blender a malha possa ser definida a` custa de
quadrila´teros, o OGRE apenas aceita malhas triangulares. Por esta raza˜o, cada
face que no Blender corresponda a um quadrila´tero e´ dividida em dois triaˆngulos
no processo de gerac¸a˜o do XML, pelo que a definic¸a˜o do modelo no ficheiro conte´m
mais faces do que no Blender.
A` declarac¸a˜o das faces segue-se a declarac¸a˜o dos ve´rtices que as compo˜em. Cada
ve´rtice e´ definido atrave´s das coordenadas da sua posic¸a˜o, relativamente a um refe-
rencial global, e das coordenadas de um vector normalizado que corresponde a` sua
normal. Outras caracter´ısticas menos importantes sa˜o ainda registadas para cada
ve´rtice.
Um atributo relevante e´ especificado de seguida e corresponde a` associac¸a˜o en-
tre os ve´rtices da sub-malha em questa˜o e os ossos a que esta˜o ligados. Os ossos
esta˜o definidos num ficheiro XML pro´prio e sa˜o aqui apenas referidos atrave´s do seu
identificador (mais uma vez, correspondente a` posic¸a˜o da sua declarac¸a˜o).
As poses sa˜o definidas no ficheiro XML de acordo com a definic¸a˜o antes avanc¸ada,
ou seja, como conjuntos de vectores deslocamento. A declarac¸a˜o de cada desloca-
mento e´ constitu´ıda pelas coordenadas do vector correspondente e pelo identificador
do ve´rtice a que se aplica. Por seu lado, a pose, na sua globalidade, e´ tambe´m
indexada a` submesh que modifica. As animac¸o˜es das poses sa˜o definidas a` custa de
keyframes. A cada keyframe e´ atribu´ıdo um instante temporal e uma intensidade
para cada pose associada.
As animac¸o˜es constru´ıdas com recurso ao esqueleto (skeletal animations) sa˜o
definidas no ficheiro XML que conte´m toda a definic¸a˜o do esqueleto. Neste ficheiro
12
e´ primeiro especificado o conjunto de ossos que definem o esqueleto. Em seguida vem
especificada a hierarquia dos ossos, atrave´s de relac¸o˜es bina´rias do tipo “x e´ filho
de y”, e finalmente aparece o registo das animac¸o˜es, constru´ıdo de forma ana´loga
ao que acima se descreve para as animac¸o˜es das poses, mas com um conjunto de
keyframes a ser definido para cada osso e com o papel das poses substituido por
transformac¸o˜es de translac¸a˜o, de rotac¸a˜o e de escala.
A especificac¸a˜o completa dos ficheiros XML da malha poligonal e do esqueleto e´
anexada a este relato´rio na forma de documentos Document Type Definition – DTD.
5.2 Processamento complementar do modelo exportado -
passos 1 e 2
Durante os processos envolvidos na modelac¸a˜o, brevemente descritos anteriormente,
na˜o nos apercebemos de uma questa˜o de extrema importaˆncia: a informac¸a˜o espa-
cial a que o script de exportac¸a˜o acede na˜o contempla transformac¸o˜es de escala,
rotac¸o˜es ou translac¸o˜es que tenham sido aplicadas ao modelo como um todo, sem
que explicitamente se tenha dado a instruc¸a˜o de alargar os seus efeitos directamente
a`s primitivas que o compo˜em. Na realidade, o Blender separa a informac¸a˜o das
caracter´ısticas da malha poligonal, como sejam as posic¸o˜es dos seus ve´rtices ou os
deslocamentos que codificam as suas poses, da informac¸a˜o que e´ efectivamente usada
para o rendering. Com efeito, uma qualquer transformac¸a˜o aplicada a` totalidade de
um objecto na˜o tem influeˆncia sobre, por exemplo, as posic¸o˜es registadas para cada
um dos ve´rtices. Em vez disso, estas transformac¸o˜es sa˜o tidas como ulteriores a` mo-
delac¸a˜o per se e guardadas independentemente. Os seus resultados sa˜o so´ calculados
durante a gerac¸a˜o da imagem (correspondente ao ambiente do Blender), sendo enta˜o
guardados em buffers cuja persisteˆncia e´ vola´til. Por conseguinte, e´ natural que o
resultado da exportac¸a˜o de um modelo apresente uma posic¸a˜o, uma dimensa˜o e uma
orientac¸a˜o incongruentes com o que e´ visualizado no Blender. Este problema fez-se
sentir, naturalmente, tambe´m no caso do nosso modelo, a cuja totalidade aplica´mos
transformac¸o˜es diversas, nomeadamente aquando do ajuste necessa´rio a` associac¸a˜o
com o esqueleto.
Apesar de o Blender disponibilizar um meio de estender os efeitos das referidas
transformac¸o˜es directamente a` definic¸a˜o da malha poligonal, esta funcionalidade
nem sempre opera correctamente. Em particular, no caso do nosso modelo, o seu
uso tem efeitos nefastos sobre o sentido das normais a uma grande parte dos milhares
de faces que o constituem. Por esta raza˜o, e porque a alterac¸a˜o manual de milhares
de normais e´ impratica´vel, fomos obrigados a abandonar este me´todo.
Mais uma vez, teria sido poss´ıvel resolver este problema atrave´s de um outro
script que modificasse correctamente todos os aspectos que compo˜em a malha poli-
gonal. Na˜o encontra´mos, no entanto, nenhum script ja´ desenvolvido que executasse
eficazmente esta operac¸a˜o e opta´mos, mais uma vez, por na˜o o criar, pela mesma
raza˜o que acima referimos. Ale´m disso, as modificac¸o˜es que t´ınhamos, de qualquer
modo, de levar a cabo sobre a malha podiam ser realizadas ao n´ıvel do XML.
Cria´mos enta˜o um programa Java que processa os ficheiros XML produzidos e
que os altera em func¸a˜o de paraˆmetros que permitem especificar as transformac¸o˜es
geome´tricas a realizar. Este programa contempla ainda as consequeˆncias da operac¸a˜o
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sobre um referencial diferente do usado no Blender e realiza as transformac¸o˜es adi-
cionais que este facto acarreta, para que o modelo processado tenha uma apareˆncia
ana´loga a` que e´ observada no Blender. O programa representa pontos e vectores
com coordenadas homoge´neas e as transformac¸o˜es 3D atrave´s de matrizes 4× 4. A
sequeˆncia de transformac¸o˜es desejada, introduzida como input, e´ processada atrave´s
da construc¸a˜o de uma matriz para cada transformac¸a˜o pretendida. As matrizes in-
dividuais sa˜o enta˜o concatenadas numa u´nica matriz que representa a transformac¸a˜o
global. Deste modo, basta multiplicar cada ponto ou vector por uma matriz que con-
densa a sequeˆncia de transformac¸o˜es, em vez de ter de se efectuar, para cada ponto
ou vector, tantas multiplicac¸o˜es quanto o nu´mero de transformac¸o˜es individuais
[11]. Sendo n o nu´mero de ve´rtices a transformar e m o nu´mero de transformac¸o˜es a
aplicar, a complexidade temporal deste me´todo fica assim reduzida de O(nm) para
O(n+m). O programa prossegue processando elemento a elemento o ficheiro XML,
aplicando a transformac¸a˜o global em todos os casos pertinentes (ve´rtices, normais,
deslocamentos, ...) e escrevendo simultaneamente um novo ficheiro resultante das
transformac¸o˜es aplicadas sobre o original.
O programa funciona quer o input seja o ficheiro que conte´m a definic¸a˜o da
mesh, quer seja o que conte´m a definic¸a˜o do esqueleto. Quando e´ executado so-
bre os ficheiros XML criados imediatamente apo´s a exportac¸a˜o, com paraˆmetros
correspondentes a`s transformac¸o˜es aplicadas no Blender sobre os objectos respec-
tivos, conseguimos gerar novos ficheiros que correspondem ao que e´ visualizado no
programa de modelac¸a˜o, a menos de pequenas imperfeic¸o˜es que surgem como con-
sequeˆncia de propagac¸a˜o dos erros resultantes da baixa precisa˜o com que o Blender
disponibiliza determinados dados nume´ricos – apenas 4 d´ıgitos significativos. No
entanto, estes detalhes sa˜o impercept´ıveis para qualquer zoom razoa´vel.
Atrave´s deste programa, obtivemos um modelo plenamente coerente e pronto
a ser integrado na plataforma IViHumans. Este modelo perdeu, no entanto, as
expresso˜es faciais. O passo 1 apresentado na secc¸a˜o anterior ficou assim completo.
Para realizar o passo 2, ajusta´mos as duas malhas no Blender mas na˜o as
junta´mos numa u´nica malha, o que nos possibilitou manter as poses associadas
a` cara. Pelo mesmo processo de exportac¸a˜o sa˜o produzidos dois ficheiros XML, um
para a face e outro para o corpo (ale´m do ficheiro do esqueleto). Ambos os fichei-
ros sofreram os processamentos complementares descritos anteriormente. Ao n´ıvel
do OGRE, as duas malhas sa˜o integradas numa u´nica entidade abstracta. O seu
encapsulamento garante que as transformac¸o˜es aplicadas ao objecto sejam reflecti-
das nas duas malhas poligonais que, estando ajustadas e alinhadas a` partida, sa˜o
vistas como uma unidade, excepto no que concerne a` descontinuidade induzida pelo
algoritmo de shading, tal como foi antes explicado.
5.3 Processamento complementar do modelo exportado -
Passo 3
Para alcanc¸ar os objectivos do passo 3, o processamento envolvido ao n´ıvel do tra-
tamento dos ficheiros XML foi mais complexo. A partir dos ficheiros XML obtidos
com o passo 2 para a face e para o corpo e´ criado um u´nico ficheiro, atrave´s de uma
sequeˆncia de operac¸o˜es que se expo˜e a seguir.
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Tal como foi exposto no ponto 5.1.1, um ficheiro XML que conserve a definic¸a˜o
de uma malha poligonal tem uma estrutura que compreende a divisa˜o da malha
em sub-malhas, de acordo com os materiais associados a cada regia˜o. As va´rias
sub-malhas sa˜o referenciadas em diferentes zonas do ficheiro atrave´s de ı´ndices que
se prendem com a ordem da sua declarac¸a˜o, o que se passa tambe´m para grande
parte das restantes propriedades. Foi portanto fa´cil adicionar as sub-malhas dos
olhos, dos la´bios, dos dentes e do cabelo a` malha do corpo. Dado que os seus
materiais sa˜o diversos de qualquer dos materiais do corpo, bastou copiar as secc¸o˜es
correspondentes entre os dois ficheiros XML (do da face para o do corpo), corrigir
as refereˆncias a`s sub-malhas e acrescentar as declarac¸o˜es necessa´rias para associar
os novos ve´rtices ao osso da cabec¸a, tendo cada uma das novas associac¸o˜es um peso
de 100%. Como, nestas declarac¸o˜es, a u´nica coisa que varia e´ o ı´ndice do ve´rtice
referido, a sua produc¸a˜o (atrave´s de outro programa Java) e a sua adic¸a˜o ao ficheiro
foram operac¸o˜es triviais.
A etapa que levantou mais problemas foi a da adic¸a˜o, ao modelo do corpo, da
sub-malha da face, coberta pelo material concebido para a pele. Sendo este o mesmo
material ja´ usado por uma das sub-malhas do corpo, e uma vez que o algoritmo de
shading deveria encarar a ligac¸a˜o dos pol´ıgonos adjacentes da face e do corpo como
cont´ınua, na˜o seria suficiente seguir o mesmo procedimento que para as restantes
submalhas da face. Foi, antes, imprescind´ıvel fundir as sub-malhas da pele, dos lados
do corpo e da cara, numa u´nica. Ale´m da substituic¸a˜o de refereˆncias e da associac¸a˜o
dos ve´rtices da face ao esqueleto, tivemos de conferir um cara´cter de continuidade
aos limites adjacentes da face e do corpo, atrave´s da “fusa˜o” dos ve´rtices fronteiric¸os,
de forma a que a imagem gerada na˜o evidenciasse uma falha entre os pol´ıgonos. A
Figura 7 ilustra esta situac¸a˜o atrave´s de um caso ana´logo. Nela esta˜o assinalados
os pares de ve´rtices que deveriam ser unificados.
Figura 7: Ilustrac¸a˜o de duas submalhas simples antes de serem integradas numa u´nica.
Os ve´rtices limite esta˜o assinalados a vermelho e os pares de ve´rtices a unificar esta˜o
assinalados a azul. A figura na˜o pretende ser rigorosa e o facto de os ve´rtices na˜o estarem
co-posicionados justifica-se com uma mais fa´cil percepc¸a˜o do que se pretende transmitir.
Para atingir este propo´sito era forc¸oso identificar os ve´rtices limite. Como o
Blender na˜o permite aplicar materiais a ve´rtices de modo independente das faces
que os compo˜em, nem exportar para XML malhas poligonais que contenham ape-
nas ve´rtices e arestas mas que na˜o englobem nenhum pol´ıgono, tivemos de arranjar
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uma alternativa a` simples exportac¸a˜o de uma malha em que os ve´rtices a identi-
ficar fossem “coloridos” com um material diferente, ou em que fossem isolados na
constituic¸a˜o da malha, atrave´s da exclusa˜o dos restantes ve´rtices. Decidimos enta˜o
criar um script elementar que tem como u´nica func¸a˜o imprimir para um ficheiro as
coordenadas dos ve´rtices que compo˜em um modelo. Pensamos que esta opc¸a˜o se
justificou devido a` sua simplicidade, que contrasta com a dificuldade das hipo´teses
de desenvolvimento de scripts anteriormente apresentadas. Eliminando, das duas
malhas, todos os ve´rtices excepto os que quer´ıamos identificar nos ficheiros XML e
executando o script, alcanc¸a-se agora a informac¸a˜o pretendida.
Dispondo das coordenadas dos ve´rtices particulares que quer´ıamos identificar,
entre milhares de outros ve´rtices, pudemos criar outro programa Java para efectuar
esta identificac¸a˜o. A execuc¸a˜o deste programa passa por percorrer uma sub-malha,
num ficheiro XML, calculando a distaˆncia entre cada ve´rtice a´ı definido e cada um
dos ve´rtices constantes de um outro ficheiro, fornecido como input, que contenha
as coordenadas dos ve´rtices que se pretenda identificar. Consideram-se quaisquer
dois ve´rtices como ideˆnticos quando a distaˆncia euclidiana entre eles e´ inferior a um
dado limiar. O programa mante´m um contador que indica a posic¸a˜o da declarac¸a˜o
de cada ve´rtice no ficheiro XML. Assim, quando um ve´rtice e´ encontrado, sabe-se o
seu identificador nume´rico (que na˜o e´ mais do que a posic¸a˜o em que ocorre).
Na˜o obstante, quando se executa o programa verifica-se que, normalmente, sa˜o
identificados va´rios ve´rtices no ficheiro XML, para cada ve´rtice impresso a partir do
Blender, independentemente do limiar de distaˆncia escolhido. De facto, geralmente,
o script de exportac¸a˜o regista va´rios ve´rtices duplicados no lugar de cada ve´rtice
existente no modelo a exportar. Estes ve´rtices duplicados teˆm a mesma posic¸a˜o
que o ve´rtice original mas as suas normais variam. Embora a raza˜o intr´ınseca deste
funcionamento por parte do script nos escape, julgamos que corresponde, provavel-
mente, a uma necessidade causada pela diferenc¸a da representac¸a˜o das normais a`s
faces no Blender e no OGRE ou pela diferenc¸a de funcionamento dos algoritmos de
shading. Possivelmente, os algoritmos de shading do Blender usam explicitamente
as normais a`s faces enquanto os do OGRE usam as normais aos ve´rtices que as
compo˜em, sendo necessa´rio considerar diferentes normais para cada ve´rtice, conso-
ante a face processada. Apesar disto, tenta´mos contornar este obsta´culo partindo do
princ´ıpio de que o uso de cerca de treˆs dezenas de ve´rtices com normais comuns, em
detrimento da inclusa˜o dos seus duplicados, na˜o teria consequeˆncias percept´ıveis na
visualizac¸a˜o de um modelo constituido por milhares de ve´rtices. Uma vez conclu´ıda
a fusa˜o, viemos efectivamente a verificar que esta suposic¸a˜o estava correcta e que a
continuidade do modelo era indiscut´ıvel.
Para cada ve´rtice nos limites entre o corpo e a cara (cujas coordenadas imprimi-
mos atrave´s do referido script), escolhemos um dos duplicados existentes no ficheiro
XML e substitu´ımos todas as refereˆncias aos restantes duplicados por refereˆncias
ao ve´rtice escolhido. Por exemplo, suponha-se que a um dos ve´rtices impressos a
partir do modelo correspondiam 3 ve´rtices coincidentes (a, b e c) no ficheiro XML e
que cada um dos duplicados era usado na especificac¸a˜o de um pol´ıgono diferente da
malha (pol´ıgonos A, B e C). De acordo com o processamento descrito, um qualquer
destes ve´rtices seria escolhido para substituir os outros. Suponha-se que o ve´rtice
escolhido era o a. As especificac¸o˜es das faces A, B e C passariam a referir todas o
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Figura 8: Screenshots do humano virtual com animac¸a˜o de expresso˜es, no ambiente OGRE.
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ve´rtice a. As declarac¸o˜es dos ve´rtices b e c seriam mantidas mas estes tornar-se-iam
ve´rtices dummy, ou seja, ve´rtices cuja existeˆncia em nada afectaria o rendering do
modelo, uma vez que ja´ na˜o seriam usados na definic¸a˜o de qualquer face. Esta ta-
refa foi novamente executada por um programa Java que desenvolvemos e, no fim
da sua execuc¸a˜o sobrou um nu´mero igual de ve´rtices limite do lado da cara e do
corpo. Estes ve´rtices puderam enta˜o ser emparelhados univocamente.
Conhecendo o emparelhamento pro´prio entre os ve´rtices que definiam a fronteira
entre a cara e o corpo, modifica´mos as faces do lado do corpo, de maneira a que
fossem constru´ıdas com base nos ve´rtices limite da face. Pudemos enta˜o adicionar
as expresso˜es da cara ao ficheiro XML, corrigindo os ı´ndices das submeshes referidas
e, para a regia˜o da pele, alterando tambe´m os identificadores dos ve´rtices a deslocar.
Esta u´ltima edic¸a˜o resumiu-se a` soma do nu´mero de ve´rtices da pele, do lado corpo,
ao ı´ndice de cada ve´rtice da face usado para a definic¸a˜o das poses. Isto foi mais uma
vez feito atrave´s de um pequeno programa Java. A Figura 8 mostra screenshots do
humano virtual com animac¸a˜o de expresso˜es, no ambiente OGRE.
6 Concluso˜es e Trabalho Futuro
Este relato´rio pretende descrever o me´todo seguido para a concretizac¸a˜o de um sub-
objectivo da criac¸a˜o da plataforma IViHumans. Atrave´s dos procedimentos acima
descritos, cumprimos a finalidade de incluir o modelo gra´fico de um humano virtual
na biblioteca que estamos a desenvolver. Para que tal fosse poss´ıvel, foi necessa´rio
obter uma representac¸a˜o coerente do modelo constru´ıdo no Poser e no Blender.
Ale´m da traduc¸a˜o do modelo de um formato para o outro, a sua transfereˆncia foi
enriquecida com os processamentos complementares que possibilitaram obter um
humano´ide com as caracter´ısticas desejadas, designadamente com expresso˜es faciais
e com um movimento para andar, algo que na˜o tinha sido alcanc¸ado com o Blender.
Exceptuando o Poser, os softwares usados para a concretizac¸a˜o da plataforma
IViHumans foram o resultado de uma decisa˜o elaborada aquando da concepc¸a˜o
abstracta da plataforma. A sua escolha obedeceu a um conjunto de crite´rios bem
definidos – como quais as capacidades oferecidas, o custo ou a existeˆncia e dimensa˜o
de uma comunidade activa de utilizadores – e esta´ documentada em [12].
No caso particular do Blender, apesar de ser uma ferramenta bastante completa
e eficaz, padece da falta de um me´todo de junc¸a˜o de dois objectos, quando esta˜o
definidas poses para pelo menos um deles, o que originou dificuldades acrescidas.
Sendo certo que o problema poderia ser contornado pelo uso de um software alterna-
tivo para a modelac¸a˜o gra´fica, essa aproximac¸a˜o exigiria muito tempo de adaptac¸a˜o
e seria uma potencial fonte de novos problemas.
As mesmas dificuldades poderiam ter sido superadas eliminando as poses, antes
da junc¸a˜o, e redefinindo-as, quando toda a geometria estivesse completa. Uma tal
redefinic¸a˜o poderia ser, em princ´ıpio, manual ou automa´tica. A redefinic¸a˜o manual
das expresso˜es foi posta de lado, uma vez que implicaria a repetic¸a˜o de um esforc¸o
ja´ despendido e que envolveria um gasto excessivo de tempo. Quanto a` alternativa
da redefinic¸a˜o automa´tica, esta poderia ser efectuada com recurso a algum proce-
dimento ja´ experimentado ou atrave´s de um me´todo novo. Depois de um per´ıodo
de investigac¸a˜o e procura por me´todos ja´ concebidos para resolver este problema,
18
conclu´ımos que a u´nica alternativa documentada consistia no uso de um script em-
bebido no Blender que permite a criac¸a˜o de uma pose para um objecto, com base na
deformac¸a˜o de um duplicado desse mesmo objecto. Contudo, o funcionamento deste
script na˜o e´ perfeito, sendo o alcance do seu domı´nio limitado, pelo que pudemos
verificar, a objectos simples, constitu´ıdos por um pequeno nu´mero de pol´ıgonos. De
facto, a sua aplicac¸a˜o ao nosso problema concreto revelou-se totalmente infrut´ıfera,
dando origem unicamente a desfigurac¸o˜es claras que inviabilizaram o seu uso. Por
conseguinte, vimo-nos forc¸ados a criar e seguir um caminho alternativo, correspon-
dente ao que aqui e´ exposto.
Os procedimentos envolvidos possibilitaram-nos cumprir os objectivos autopro-
postos e deram origem a programas auxiliares que podemos usar se nos voltarmos
a deparar com este problema, ficando o tempo despendido na sua resoluc¸a˜o larga-
mente reduzido. Julgamos que a contribuic¸a˜o deste trabalho passa pela divulgac¸a˜o
de uma experieˆncia pessoal e pela descric¸a˜o de um processo para a resoluc¸a˜o de um
problema que, embora particular, podera´ ocorrer com alguma frequeˆncia.
Com o modelo do nosso humano´ide completo, de forma coerente e funcional,
perspectivamos, para um futuro pro´ximo, associar a` sua representac¸a˜o gra´fica a
capacidade de percepc¸a˜o do mundo. A percepc¸a˜o do ambiente sera´ realizada atrave´s
de um algoritmo de visa˜o sinte´tica. Este algoritmo permite detectar quais os objectos
vis´ıveis por cada agente, num determinado instante ou durante um curto intervalo
de tempo. Atrave´s da camada de inteligeˆncia artificial, concebida de um ponto de
vista abrangente, cada agente sera´ capaz de planear trajectos e de exprimir emoc¸o˜es
adequadas a`s circunstaˆncias percepcionadas.
Uma vez conclu´ıda esta primeira iterac¸a˜o, apresentam-se-nos va´rias ideias para
um aprofundamento posterior. Destas, destacamos como incontorna´veis o refina-
mento de materiais e a adic¸a˜o de texturas, assim como a concepc¸a˜o de mais movi-
mentos pre´-definidos, de modo a construir um leque suficientemente abrangente para
que os agentes possam operar realisticamente sobre o mundo virtual atrave´s de um
conjunto adequado de acc¸o˜es compostas. Consideramos tambe´m imprescind´ıvel a
introduc¸a˜o de novas personagens e contamos com uma maior rapidez na sua criac¸a˜o,
ja´ que os me´todos sera˜o ana´logos aos ja´ conhecidos.
O esquema de prioridades para as tarefas que desejamos levar a cabo e´ deter-
minado por uma ideia central para a nossa aproximac¸a˜o ao desenvolvimento da
plataforma IViHumans : o ideal e´ estabelecer um fio condutor que una a camada de
computac¸a˜o gra´fica a` camada de inteligeˆncia artificial, sendo este fio posteriormente
alargado e consolidado, de modo iterativo, ate´ se tornar numa ponte plenamente
consistente.
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7 ANEXO
7.1 Document Type Definition para uma malha poligonal
<!ELEMENT mesh (sharedgeometry?, submeshes,
skeletonlink?, boneassignments?, levelofdetail?, submeshnames?,
poses?, animations?, extremes?)>
<!ELEMENT sharedgeometry (vertexbuffer+)>
<!ATTLIST sharedgeometry
vertexcount CDATA #REQUIRED>
<!ELEMENT submeshes (submesh+)>
<!ELEMENT submesh (textures?,faces,geometry?,boneassignments?)>
<!ATTLIST submesh
material CDATA #REQUIRED
usesharedvertices (true|false) "true"
use32bitindexes (true|false) "false"
operationtype (triangle_list|triangle_strip|triangle_fan)
"triangle_list">
<!ELEMENT textures (texture+)>
<!ELEMENT texture EMPTY>
<!ATTLIST texture
alias CDATA #REQUIRED
name CDATA #REQUIRED>
<!ELEMENT faces (face+)>
<!ATTLIST faces
count CDATA #IMPLIED>
<!ELEMENT face EMPTY>
<!-- Do not need all 3 vertex indexes if triangle_strip or
triangle_fan since every face after the first one is defined by
a single vertex -->
<!ATTLIST face
v1 CDATA #REQUIRED
v2 CDATA #IMPLIED
v3 CDATA #IMPLIED>
<!ELEMENT geometry (vertexbuffer+)>
<!ATTLIST geometry
vertexcount CDATA #IMPLIED >
<!ELEMENT skeletonlink EMPTY>
<!ATTLIST skeletonlink
name CDATA #REQUIRED>
<!ELEMENT boneassignments (vertexboneassignment+)>
<!ELEMENT vertexboneassignment EMPTY>
<!ATTLIST vertexboneassignment
vertexindex CDATA #REQUIRED
boneindex CDATA #REQUIRED
weight CDATA "1.0">
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<!ELEMENT levelofdetail ( (lodmanual|lodgenerated)+ )>
<!ATTLIST levelofdetail
numlevels CDATA #REQUIRED
manual (true|false) "false">
<!ELEMENT lodmanual EMPTY>
<!ATTLIST lodmanual
fromdepthsquared CDATA #REQUIRED
meshname CDATA #REQUIRED>
<!ELEMENT lodgenerated (lodfacelist)>
<!ATTLIST lodgenerated
fromdepthsquared CDATA #REQUIRED
meshname CDATA #REQUIRED>
<!ELEMENT lodfacelist (face)+>
<!ATTLIST lodfacelist
submeshindex CDATA #REQUIRED
numfaces CDATA #REQUIRED>
<!ELEMENT vertexbuffer (vertex+)>
<!ATTLIST vertexbuffer
positions (true|false) "false"
normals (true|false) "false"
colours_diffuse (true|false) "false"
colours_specular (true|false) "false"
texture_coords (0|1|2|3|4|5|6|7|8) "0"
texture_coord_dimensions_0 (0|1|2|3) "2"
texture_coord_dimensions_1 (0|1|2|3) "2"
texture_coord_dimensions_2 (0|1|2|3) "2"
texture_coord_dimensions_3 (0|1|2|3) "2"
texture_coord_dimensions_4 (0|1|2|3) "2"
texture_coord_dimensions_5 (0|1|2|3) "2"
texture_coord_dimensions_6 (0|1|2|3) "2"
texture_coord_dimensions_7 (0|1|2|3) "2"
tangents (true|false) "false"
binormals (true|false) "false">
<!ELEMENT vertex (position, normal?, tangent?, binormal?,
colour_diffuse?, colour_specular?, texcoord*)>
<!ELEMENT position EMPTY>
<!ATTLIST position
x CDATA #REQUIRED
y CDATA #REQUIRED
z CDATA #REQUIRED >
<!ELEMENT normal EMPTY>
<!ATTLIST normal
x CDATA #REQUIRED
y CDATA #REQUIRED
z CDATA #REQUIRED >
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<!ELEMENT tangent EMPTY>
<!ATTLIST tangent
x CDATA #REQUIRED
y CDATA #REQUIRED
z CDATA #REQUIRED >
<!ELEMENT binormal EMPTY>
<!ATTLIST binormal
x CDATA #REQUIRED
y CDATA #REQUIRED
z CDATA #REQUIRED >
<!ELEMENT colour_diffuse EMPTY>
<!-- ’value’ is a space-separated string containing r,g,b and
optionally alpha for example value="1.0 0.0 0.0 0.5" or
value="0.7 0.5 0.2" -->
<!ATTLIST colour_diffuse
value CDATA #REQUIRED>
<!ELEMENT colour_specular EMPTY>
<!-- ’value’ is a space-separated string containing r,g,b and
optionally alpha for example value="1.0 0.0 0.0 0.5" or
value="0.7 0.5 0.2" -->
<!ATTLIST colour_specular
value CDATA #REQUIRED>
<!ELEMENT texcoord EMPTY>
<!ATTLIST texcoord
u CDATA #REQUIRED
v CDATA "0"
w CDATA "0" >
<!ELEMENT submeshnames (submeshname+)>
<!ELEMENT submeshname EMPTY>
<!ATTLIST submeshname
name CDATA #REQUIRED
index CDATA #REQUIRED >
<!ELEMENT poses (pose+)>
<!-- A single pose references a single set of geometry data with
a set of offsets. If target is ’mesh’, targets the shared
geometry, if target is submesh, targets the submesh identified
by ’index’. -->
<!ELEMENT pose (poseoffset+) >
<!ATTLIST pose
target (mesh|submesh) #REQUIRED
index CDATA "0"
name CDATA "">
<!-- poseoffset lists the vertices that change position, and by
how much -->
<!ELEMENT poseoffset EMPTY>
<!ATTLIST poseoffset
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index CDATA #REQUIRED
x CDATA #REQUIRED
y CDATA #REQUIRED
z CDATA #REQUIRED >
<!ELEMENT animations (animation+)>
<!ELEMENT animation (tracks)>
<!ATTLIST animation
name CDATA #REQUIRED
length CDATA #REQUIRED >
<!ELEMENT tracks (track+)>
<!ELEMENT track (keyframes)>
<!-- Morph animation is a keyframed set of absolute vertex
positions. Cannot be blended with other morph animations or
pose animation. Pose animation is a set of keyframes
referencing poses and a weight, with one track per set of
vertex data.
Can be blended with other poses but not with morph animation.
If target is ’mesh’, targets the shared geometry, if target is
submesh, targets the submesh identified by ’index’.
-->
<!ATTLIST track
target (mesh|submesh) #REQUIRED
index CDATA "0"
type (morph|pose) #REQUIRED>
<!-- keyframes are applicable for all tracks, but for morph tracks
they contain positions, and for pose tracks they contain pose
references -->
<!ELEMENT keyframes (keyframe*)>
<!ELEMENT keyframe (position*, poseref*)>
<!ATTLIST keyframe
time CDATA #REQUIRED >
<!-- Pose reference, links to pose via numeric index. target of
parent track must agree with target of referenced pose. For a
single track, each keyframe can reference multiple poses at
different weights. -->
<!ELEMENT poseref EMPTY>
<!ATTLIST poseref
poseindex CDATA #REQUIRED
influence CDATA "1.0">
<!-- Optional extremity points on submeshes for sub-object
transparency sorting -->
<!ELEMENT extremes (submesh+)>
<!ELEMENT submesh_extremes (position+)>
<!ATTLIST submesh_extremes
index CDATA #REQUIRED>
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7.2 Document Type Definition para um esqueleto
<!ELEMENT skeleton (bones, bonehierarchy, animations?,
animationlinks?) >
<!ELEMENT bones (bone+) >
<!ELEMENT bone (position, rotation, scale?) >
<!ATTLIST bone
id CDATA #REQUIRED
name CDATA #REQUIRED>
<!ELEMENT position EMPTY>
<!ATTLIST position
x CDATA #REQUIRED
y CDATA #REQUIRED
z CDATA #REQUIRED>
<!ELEMENT rotation (axis)>
<!ATTLIST rotation
angle CDATA #REQUIRED>
<!ELEMENT axis EMPTY >
<!ATTLIST axis
x CDATA #REQUIRED
y CDATA #REQUIRED
z CDATA #REQUIRED>
<!ELEMENT bonehierarchy (boneparent*)>
<!ELEMENT boneparent EMPTY>
<!-- NB both the below are bone names, not ids -->
<!ATTLIST boneparent
bone CDATA #REQUIRED
parent CDATA #REQUIRED>
<!ELEMENT animations (animation+)>
<!ELEMENT animation (tracks)>
<!ATTLIST animation
name CDATA #REQUIRED
length CDATA #REQUIRED>
<!ELEMENT tracks (track+)>
<!ELEMENT track (keyframes)>
<!ATTLIST track
bone CDATA #REQUIRED>
<!ELEMENT keyframes (keyframe+)>
<!ELEMENT keyframe (translate?, rotate?, scale?)>
<!ATTLIST keyframe
time CDATA #REQUIRED>
<!ELEMENT translate EMPTY>
<!ATTLIST translate
x CDATA #REQUIRED
y CDATA #REQUIRED
z CDATA #REQUIRED>
<!ELEMENT rotate (axis)>
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<!ATTLIST rotate
angle CDATA #REQUIRED>
<!ELEMENT scale EMPTY>
<!-- UNIFORM SCALE is ’factor’, or you can use per-axis (not both)
-->
<!ATTLIST scale
factor CDATA #IMPLIED
x CDATA #IMPLIED
y CDATA #IMPLIED
z CDATA #IMPLIED>
<!ELEMENT animationlinks (animationlink+)>
<!ELEMENT animationlink EMPTY>
<!ATTLIST animationlink
skeletonName CDATA #REQUIRED
scale CDATA "1.0">
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