Testing for multivariate cointegration when the data exhibit structural breaks is a problem that is encountered frequently in empirical economic analysis. The standard tests must be modified in this situation, and the asymptotic distributions of the test statistics change accordingly. We supply code that allows practitioners to easily calculate both p-values and critical values for the trace tests of Johansen et al. (2000) . Access is also provided to tables of critical values for a broad selection of situations.
Introduction
The need to test for unit roots and for cointegration in the presence of structural breaks arises frequently in practice when modelling time-series data. There is a substantial literature on unit root testing when structural breaks are present (e.g., see the surveys by Perron, 2006; Byrne and Perman, 2007; Glynn et al., 2007) . However, fewer tools are available for multivariate cointegration testing, of the Johansen (1988) type, in the context of structural breaks. Noteworthy exceptions are the contributions of Inoue (1999) and Johansen et al. (2000) . The latter authors adapt the basic Johansen framework to allow for trend and level breaks at several known points, and a very readable account of the application of the Johansen et al. methodology is provided by Joyeux (2007) .
The asymptotic distributions of the cointegration tests developed by Johansen et al. are not known. Johansen et al. (2000, pp. 226-230) discuss the calculation of appropriate critical values on the basis of a simulation response surface, and approximation using a Gamma distribution. However, the implementation of their calculations is far from trivial. In addition, the information needed to compute p-values is not provided in the literature. So, in this note we provide transportable computer code for computing both p-values and critical values for these tests, and tabulate some selected critical values.
In addition, links are provided for downloading more extensive tables of critical values.
Tests
Two variants of the usual trace test for cointegration among p time-series are considered by Johansen et al. (2000) . These are the H l (r) and H c (r) tests for when there are (q -1) breaks (i.e., q sub-samples) in a linear trend or in a constant level of the data, respectively. Here, r denotes the cointegrating rank.
The asymptotic distributions of the test statistics depend on the values of (p -r) and the locations of the break-points in the sample. These break-points are denoted )
, where T is the full sample size and T j is the last observation of the j th sub-sample; j = 1, 2, ….., q.
p-values and Critical values
We have written code for the R programming environment (R Development Core Team, 2011) and for the EViews econometric package (IHS EViews, 2011) , that allows the user to generate asymptotic pvalues and critical values for both the H l (r) and H c (r) tests, for user-selected significance levels, breakpoints, number of variables, and degree of cointegration. The programs use the estimated response surfaces in Table 4 of Johansen et al. (2000) to obtain the mean and variance of the asymptotic distributions. These two moments are then used to "recover" the shape and scale parameters of a Gamma distribution, which in turn is used to approximate the asymptotic sampling distributions The R code is provided in the appendix, and a "commented" version of it and the Eviews program can be downloaded from http://web.uvic.ca/~dgiles/downloads/johansen/index.html. A selection of the critical values for the case of a single structural break (q = 2), and for 10
, appears in Table   1 . This upper bound on (p -r) is suggested by Johansen et al. (2000, p.230) . A more complete table for q = 2, and tables of critical values for the case of two structural breaks (q = 3) are available in an Excel workbook that can be downloaded from the URL noted above. Running the code with q = 1 generates asymptotic p-values and critical values for the no-breaks case.
Conclusions
Modified tests for multivariate cointegration when the data exhibit structural breaks have been proposed by Johansen et al. (2000) . This testing problem arises frequently in empirical economic analysis, and is of considerable importance to practitioners. The asymptotic distributions of these modified cointegration test statistics differ from that of Johansen's (1988) usual "Trace test".
Although Johansen et al. (2000) provide information that allows one to compute appropriate asymptotic critical values, this is no simple matter for the typical practitioner. Also of practical interest is a simple way of calculating asymptotic p-values for these tests.
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