A generalized modified ratio estimator is proposed for estimating the population mean using the known population parameters. It is shown that the simple random sampling without replacement sample mean, the usual ratio estimator, the linear regression estimator and all the existing modified ratio estimators are the particular cases of the proposed estimator. The bias and the mean squared error of the proposed estimator are derived and are compared with that of existing estimators. The conditions for which the proposed estimator performs better than the existing estimators are also derived. The performance of the proposed estimator is assessed with that of the existing estimators for certain natural populations
Introduction
Consider a finite population U = { U 1 , U 2 , … , U N } of N distinct and identifiable units. Let Y be a study variable with value Y i measured on U 1 , i = 1, 2, 3, … , N giving a vector Y = { Y 1 , Y 2 , … , Y N }. The problem is to estimate the population
on the basis of a random sample selected from the population U. The simple random sample mean is the simplest estimator for estimating the population mean. If an auxiliary variable X, closely related to the study variable Y, is available then one can improve the performance of the estimator of the study variable by using the known values of the population parameters of the auxiliary variable. That is, when the population parameters of the auxiliary variable X such as population mean, coefficient of variation, coefficient of kurtosis, coefficient of skewness etc., are known, then a number of estimators available in the literature (such as ratio, product and linear regression estimators and their modifications) perform better than the usual simple random sample mean under certain conditions. Among these estimators, many researchers have used the ratio estimator and its modifications for the estimation of the mean of the study variable (see for example Sisodia and Dwivedi (1981) , Cingi (2006a, 2006b) , Yan and Tian (2010) and Kumarapandiyan (2012a, 2012c) ). Before discussing further the existing estimators and the proposed estimators, the notations to be used in this article are described below: In case of simple random sampling without replacement (SRSWOR), the sample mean srs y is used to estimate population mean Y , which is an unbiased estimator, and its variance is given below:
The ratio estimator for estimating the population mean Y of the study variable Y is defined as:
The bias and mean squared error of the ratio estimator to the first degree of approximation are given below:
The usual linear regression estimator together with its variance is given below: Sisodia and Dwivedi (1981) have suggested a modified ratio estimator using the co-efficient of variation of auxiliary variable X for estimating Y . When the coefficient of kurtosis of auxiliary variable X is known, Singh et al. (2004) has developed a modified ratio estimator. Singh and Tailor (2003) proposed another estimator for estimating Y when the population correlation co-efficient between X and Y is known. By using the population variance of auxiliary variable X, Singh (2003) proposed another modified ratio estimator for estimating population mean. More recently, Yan and Tian (2010) has suggested another modified ratio estimator using the co-efficient of skewness of the auxiliary variable X, and Subramani and Kumarapandiyan (2013a) suggested a new modified ratio estimator using known population median of auxiliary variable X. Upadhyaya and Singh (1999) suggested another modified ratio estimator using the linear combination of co-efficient of variation and co-efficient of kurtosis. Singh (2003) used the linear combination of co-efficient of kurtosis and standard deviation and co-efficient of skewness and standard deviation for estimating the populations mean Y . Motivated by Singh (2003) , Yan and Tian (2010) used the linear combination of co-efficient of kurtosis and co-efficient of skewness and co-efficient of variation and co-efficient of skewness. Subramani and Kumarapandiyan (2012a , 2012b , 2012c and 2013b suggested modified ratio estimators using known median and co-efficient of kurtosis, median and coefficient of skewness, median and co-efficient of variation and median and coefficient of correlation.
More detailed discussion about the ratio estimator and its modification can be found in Abdia and Shahbaz (2006) , Ahmad et al. (2009) , Al-Jararha and Al-Haj Ebrahem (2012), Bhushan (2012), Cochran (1977) , Dalabehera and Sahoo (1994) , David and Sukhatme (1974) , Goodman and Hartley (1958) , Gupta and Shabbir (2008) , Jhajj et al. (2006) , Cingi (2003, 2004) , Khoshnevisan et al. (2007) , Koyuncu and Kadilar (2009), Kulkarni (1978) , Murthy (1967) , Naik and Gupta (1991 ), Olkin (1958 , Pathak (1964) , Perri (2007) , Ray and Sahai (1980) , Reddy (1973) , Robinson (1987) , Sen (1993), Shabbir and Yaab (2003) , Sharma and Tailor (2010) , Singh and Chaudhary (1986), Singh (2003) , Singh and Espejo (2003) , Singh and Agnihotri (2008) , Singh and Solanki (2012) , Singh and Tailor (2003, 2005) , Singh et al. (2004 , Sisodia and Dwivedi (1981) , Solanki et al. (2012 ), Srivenkataramana (1980 , Sharma (2009), Tin (1965) , Upadhyaya and Singh (1999) and Yan and Tian (2010) .
The following table contains all modified ratio estimators using known population parameters of the auxiliary variable in which some of the estimators are already suggested in the literature. The remaining estimators are introduced in this article: 
Yan and Tian (2010)
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Proposed generalized ratio estimator
As stated earlier, the performance of the estimator of the study variable can be improved by using the known population parameters of the auxiliary variable, which are positively correlated with that of study variable. The proposed generalized modified ratio estimator for estimating the population mean Y is defined as:
The bias and mean squared error of the proposed estimator ˆi p Y have been derived (see Appendix A) and are given below: 
where ; 1, 2,3, ,36 1
where 1 , 
Efficiency of the proposed estimator
The variance of SRSWOR sample mean srs y is given below:
The bias and mean squared error of the usual ratio estimator ˆR Y to the first degree of approximation are given below:
The bias and the mean squared error of the modified ratio estimators 1 Y to 36 Y listed in the Table 1 are represented in a single class as given below: 
As discussed earlier, the bias, the mean squared error and the constant of the proposed modified ratio estimator ˆi p Y are given below:
where 1 , From the expressions given in (10) and (13) 
From the expressions given in (11) and (13), the conditions (see Appendix C) for which the proposed estimators ˆi p Y are more efficient than the usual ratio estimator ˆR Y were derived and are:
From the expressions given in (12) and (13), the conditions (see Appendix D) for which the proposed estimators ˆ; 1, 2, , 5 j p Y j =  are more efficient than the existing modified ratio estimators given in Class 1, ; 1, 2, 3, ,11 i Y i =  were derived and are:
The conditions in terms of α in which proposed estimator ˆi p Y performs better than the simple random sampling without replacement (SRSWOR) sample mean srs y were obtained and are:
From the expression given in (15), the range of α in which proposed estimator ˆi p Y performs better than the usual ratio estimator ˆR Y is determined and is:
From the expression given in (16), the range of α in which proposed estimator ˆi p Y performs better than the existing modified ratio estimators listed in Table 1 is:
Particular case: 1) At 1 2 1 ; 1, 2,3, ,36, 
Numerical Study
The performance of the proposed generalized modified ratio estimator is assessed with that of the SRSWOR sample mean, the usual ratio estimator and the existing modified ratio estimators listed in Table 1 for certain natural populations. In this connection, four natural populations for the assessment of the performance of the proposed estimators with that of existing estimators were considered. Population 1 is taken from Singh and Chaudhary (1986) given in page 108; population 2 and population 3 are taken from Singh and Chaudhary (1986) given in page 177; population 4 is taken from Cochran (1977) given in page 152. The population parameters and the constants computed from the above populations are given below in Table 2 , whereas the range of α in which proposed estimator performs better than the existing estimators, the constants, the biases and the mean squared errors of the existing and proposed estimators for the above populations are respectively given from the Tables 3 to 8 . From the values of 
Conclusion
In this article, a generalized modified ratio estimator has been suggested using the known population parameters of the auxiliary variable. Moreover, many modified ratio estimators have been introduced in this article, and have not been discussed earlier in the literature. The bias and mean squared error of the proposed generalized modified ratio estimator are obtained. Furthermore, the conditions have been derived for which the proposed estimator is more efficient than the existing estimators, and it is shown that the SRSWOR sample mean, the usual ratio estimator, the linear regression and the existing modified ratio estimators are particular cases of the proposed estimator. The performances of the proposed estimator are also assessed for some known populations. It is observed that the bias and the mean squared errors of the proposed estimators are less than the bias and the mean squared error of the existing estimators. Moreover, the proposed estimator will be a generalized modified ratio estimator for estimating the population mean of the study variable using the known population parameters of the auxiliary variable.
Appendix A
An expression for the bias and mean squared error of the proposed estimators ˆ; 1, 2,3, ,36 
