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Abstract
An axial algebra A is a commutative non-associative algebra gen-
erated by primitive idempotents, called axes, whose adjoint action on
A is semisimple and multiplication of eigenvectors is controlled by cer-
tain fusion rules. Different fusion rules define different classes of axial
algebras.
When the fusion rules are Z2-graded, every axis a leads to an invo-
lutory automorphism τa of A. The group generated by all τa is called
the pure group. We describe a new algorithm for constructing axial
algebras with a given pure group. A key feature of the algorithm is
the expansion step, which allows to overcome the 2-closed restriction
as in Seress’s algorithm computing Majorana algebras.
We provide a list of examples computed using the magma imple-
mentation of our algorithm. Although, the algorithm can handle arbi-
trary fusion rules, we focus on the Monster fusion rules, as in Seress’s
algorithm.
1 Introduction
Axial algebra are a new class of non-associative algebras introduced recently
by Hall, Rehren and Shpectorov [5] as a broad generalization of the class of
Majorana algebras of Ivanov [7]. The key features of these classes of algebras
came from the theory of vertex operator algebras (VOAs). Vertex operators
were first introduced by physicists in connection with the 2D conformal field
theory and they were used by Frenkel, Lepowsky and Meurman [3] in their
construction of the moonshine VOA V ♮ whose automorphism group is the
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Monster M , the largest sporadic finite simple group. The rigorous theory of
VOAs was developed by Borcherds [1] and it was instrumental in his proof
of the monstrous moonshine conjecture.
VOAs are infinite dimensional graded algebras V =
⊕∞
i=0 Vi with in-
finitely many products linked in an intricate way. The Monster was orig-
inally constructed by Griess [4] as the automorphism group of a 196, 883-
dimensional non-associative real algebra, called the Griess algebra, and the
Moonshine VOA V ♮ contains a unital deformation of the Griess algebra as
its weight 2 part.
One of the key properties which axial algebra axiomatise was first ob-
served in VOAs by Miyamoto [9]. He showed that you could associate in-
volutory automorphisms τa of a VOA V , called Miyamoto involutions, to
some conformal vectors a in V called Ising vectors [9]. Moreover, in the
Moonshine VOA, a2 is an idempotent in the Griess algebra, called a 2A-axis.
The subalgebras of the Griess algebra generated by two 2A-axes, which
we call dihedral subalgebras, were first studied by Norton [2]. He showed
that the isomorphism class of the algebra was determined by the conjugacy
class of the product τaτb, where τa and τb are the involutions associated to
the axes a and b which generate the dihedral algebra. There are nine classes,
labelled by 1A, 2A, 2B, 3A, 3C, 4A, 4B, 5A and 6A. Remarkably, Sakuma
[12] showed that the sub VOA generated by two Ising vectors is also one of
nine isomorphism types which then can be labelled in the same way. This
result was extended to Majorana algebras in [8] and later to axial algebras
of Monster type with a Frobenius form in [5].
Majorana algebras were introduced by Ivanov [7] to abstract such prop-
erties. Later, axial algebras were introduced which generalise this further.
An axial algebra is a commutative non-associative algebra generated by axes,
that is, primitive semisimple idempotents whose adjoint eigenvectors mul-
tiply according to certain fusion rules. We say that an axial algebra is of
Monster type if its fusion rules are the Monster fusion rules (see Table 1).
For the exact details see Section 2.
Whenever the fusion rules are Z2-graded, as the Monster fusion rules
are, we get, associated to each axis a, an algebra automorphism τa of order
dividing 2. Together these generate a group called the pure group. For
the important motivating example of the Griess algebra, the involutions
associated to the 2A-axes generate the Monster M .
This suggests the following important question:
Problem. Given a group G, can we find the axial algebras whose pure group
is G?
Seress [13] developed an algorithm that computes some 2-closed Majo-
rana algebras. That is, where the algebra is spanned by products of axes of
length at most 2. He gave an algorithm for constructing such algebras from
the group G and provided a GAP implementation. However, this code was
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lost when he sadly died. Whybrow, together with Pfeiffer, have subsequently
rewritten and improved the GAP code [14, 10].
Here we produce a new algorithm for addressing this question and give
results using our magma implementation. Our algorithm, and hence our
results, differ from Seress’s algorithm in several key ways. Our algorithm
works for a general axial algebra with a Z2-graded fusion table, rather than
just for the Monster fusion rules. Crucially, we do not assume that the
algebra is 2-closed. Indeed we find several examples which are not 2-closed.
We do not assume that the algebra has an associating bilinear form, called
a Frobenius form, and we do not assume the so-called M8-condition which
restricts the configuration of the dihedral subalgebras.
We find several new examples of axial algebra. Some of these are 3-
closed examples, but we also find many examples which do not satisfy the
M8-condition. This condition restricts the allowable intersections of certain
dihedral subalgebras. The configuration of such subalgebras is called the
shape of the algebra. The isomorphism class of dihedral subalgebras is pre-
served under automorphisms; in particular it is preserved under the action
of the pure group. So, roughly speaking, we define the shape to be a choice
of dihedral subgroup for each conjugacy class of pairs of axes. There are
some addition constraints on the shape given by containment of some dihe-
dral subalgebras in others. This is discussed rigorously in Section 3. We see
in our results several shapes which do not satisfy the M8-condition, but still
produce axial algebras.
Interestingly, all the algebras we construct have a Frobenius form, even
though we do not require this in our algorithm. It is known that axial
algebras of Jordan-type (those with three eigenvalues, 1, 0 and η) all have
Frobenius forms and it has previously been observed that the other known
examples also have Frobenius forms. We show, in Lemma 2.4, that such a
form, if it does exist, is unique. So, we make the following conjecture.
Conjecture. All primitive axial algebras of Monster type admit a non-
degenerate Frobenius form and this form is unique.
The structure of the paper is as follows. In Section 2, we define axial
algebras and discuss various properties such as Miyamoto involutions and
dihedral subalgebras. We define the shape of an algebra in Section 3. Section
4 gives some lemmas and further properties of axial algebras which we will
need. Our main result is the algorithm which is given in Section 5. Finally, in
Section 6, we give results from our magma implementation of our algorithm.
2 Background
We will review the definition and some properties of axial algebras which
were first introduced by Hall, Rehren and Shpectorov in [5]. We will pay
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particular attention to the motivating examples coming from the Monster
sporadic finite simple group and also indicate the extra conditions for such
an axial algebra to be a Majorana algebra.
Let F be a field, F ⊆ F a subset, and ⋆ : F × F → 2F a symmetric
binary operation. We call the pair (F , ⋆) fusion rules over F.
Let A be a non-associative (i.e. not-necessarily-associative) commutative
algebra over F. For an element a ∈ A, the adjoint endomorphism ada : A→
A is defined by ada(v) := av, ∀v ∈ A. Let Spec(a) be the set of eigenvalues
of ada, and for λ ∈ Spec(a), let A
a
λ be the λ-eigenspace of ada. Where the
context is clear, we will write Aλ for A
a
λ.
Definition 2.1. Let (F , ⋆) be fusion rules over F. An element a ∈ A is an
F-axis if the following hold:
1. a is idempotent (i.e. a2 = a);
2. a is semisimple (i.e. the adjoint ada is diagonalisable);
3. a is primitive (i.e. A1 is the linear span of a);
4. Spec(a) ⊆ F and AλAµ ⊆
⊕
γ∈λ⋆µ Aγ , for all λ, µ ∈ Spec(a).
Definition 2.2. An F-axial algebra is a pair A = (A,X) such that A is a
non-associative commutative algebra andX is a set of F-axes which generate
A.
Although an axial algebra has a distiguished generating set X, we will
abuse the above notation and just write A for the pair (A,X). Where the
fusion rules are clear from context, we will drop the F and simply use the
term axial algebra.
The fusion rules associated to the Monster are given by Table 1.
1 0 14
1
32
1 1 14
1
32
0 0 14
1
32
1
4
1
4
1
4 1, 0
1
32
1
32
1
32
1
32
1
32 1, 0,
1
4
Table 1: Monster fusion rules
These are exhibited by the so-called 2A-axes in the Griess algebra. In-
deed, noting that these generate the Griess algebra, shows that it is an axial
algebra. We say that an axial algebra is of Monster type if it is an axial
algebra with the Monster fusion rules.
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Definition 2.3. A Frobenius form on an axial algebra A is a (symmetric)
bilinear form (·, ·) : A×A→ F such that
1. For each generating axis a ∈ X, (a, a) = 1.
2. The form associates with the algebra product. That is, for all x, y, z ∈
A,
(x, yz) = (xy, z)
Note that an associating bilinear form on an axial algebra is necessarily
symmetric [5, Proposition 3.5]. Also, the eigenspaces for an axis in an axial
algebra are perpendicular with respect to the Frobenius form.
Lemma 2.4. If an axial algebra A admits a Frobenius form, then that form
is unique.
Proof. Since A is an axial algebra, it is generated by axes, so we may consider
a basis of A in which each element is a products of axes. Suppose that (·, ·)
is a Frobenius form on A and let x and y be two basis elements. If x is a
product of m axes, we may write it as x = x′z where x′ is a product of n ≥ 1
axes and z is a product of m− n of axes. Now, by the alternating property
(x, y) = (x′, zy). We may do this repeatedly until x is itself an axis. Since
the eigenspaces for x are orthogonal, the value of (x, y) is determined by the
projection of y onto x and hence the form is uniquely determined.
Majorana algebras were introduced by Ivanov by generalising certain
properties found in subalgebras of the Griess algebra [7]. Axial algebras were
developed as a generalisation of Majorana algebras, so Majorana algebras
can be thought of as the predecessor of axial algebras. As such, we can give
a definition of them in terms of axial algebras.
Definition 2.5. A Majorana algebra is an axial algebra A of Monster type
over R such that
M1 A has a Frobenius form (·, ·) which is positive definite.
M2 Norton’s inequality holds. That is, for all x, y ∈ A,
(x · x, y · y) ≥ (x · y, x · y)
In different papers, there are also additional axioms on the subalgebras
assumed such as the M8 which we will explain later in Section 2.2.
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2.1 Gradings and automorphisms
The key property of the Griess algebra is that its automorphism group is the
Monster. Majorana algebras and subsequently axial algebras are generalisa-
tions of subalgebras of the Griess algebra so that involutory automorphisms
are linked with axes. This link requires that we have graded fusion rules.
Definition 2.6. The fusion rules F are Γ-graded, where Γ is a finite abelian
group, if there exist a map gr : Γ→ 2F such that
1. The image gr(Γ) of gr partitions F
2. For all g, h ∈ Γ if λ ∈ gr(g) and µ ∈ gr(h) then
λ ⋆ µ ⊆ gr(gh)
Since we assume that gr partitions F , we may abuse notation and write
gr−1(λ) for λ ∈ F . For g ∈ Γ, we write
Fg := gr(g) = {λ ∈ F : λ ∈ gr(g)}
Let A be an algebra and a ∈ A an F-axis (note that we do not require
A to be an axial algebra). If F is Γ-graded, then this induces a Γ-grading
gra : Γ→ A on A with respect to the the axis a. Here the g-graded subspace
Ag of A is
Ag =
⊕
λ∈Fg
Aλ
When F is Γ-graded, this leads to automorphisms of the algebra. Let Γ∗
denote the linear characters of Γ. That is, the homomorphisms from Γ to
F×. We define a map αa : Γ∗ → Aut(A) by
vαa(χ) = χ
(
gr−1(λ)
)
v
where v ∈ Aaλ, χ ∈ Γ
∗. The subgroup Im(αa) is called the axial subgroup
corresponding to a.
We are particularly interested in Z2-graded fusion rules. In this case, we
write Z2 as {+,−} with the usual multiplication of signs. For example, the
Monster fusion rules F are Z2-graded where F+ = {1, 0, 14} and F
− = { 132}.
When the fusion rules are Z2-graded and char(F) 6= 2, then Γ∗ =
{χ1, χ−1}, where χ1 is the trivial character on Γ = Z2. Here, the axial
subgroup contains just one non-trivial automorphism, τa := αa(χ−1), which
is often called the Miyamoto involution associated to a. It is given by the
linear extension of
vτa =
{
v if v ∈ A+
−v if v ∈ A−
For the generating set X of F-axes, we call the group generated by the τa
for a ∈ S the pure group. This is sometimes also called the Miyamoto group.
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Type Basis Products & form
2A a0, a1,
aρ
a0 · a1 =
1
8
(a0 + a1 − aρ)
a0 · aρ =
1
8
(a0 + aρ − a1)
(a0, a1) = (a0, aρ) = (a1, aρ) =
1
8
2B a0, a1 a0 · a1 = 0
(a0, a1) = 0
3A a−1, a0,
a1, uρ
a0 · a1 =
1
25
(2a0 + 2a1 + a−1)−
3
3
·5
211
a0 · uρ =
1
32
(2a0 − a1 − a−1) +
5
25
uρ · uρ = uρ, (uρ, uρ) =
2
3
5
(a0, a1) =
13
28
, (a0, uρ) =
1
4
3C a−1, a0,
a1
a0 · a1 =
1
26
(a0 + a1 − a−1)
(a0, a1) =
1
26
4A a−1, a0,
a1, a2
vρ
a0 · a1 =
1
26
(3a0 + 3a1 − a−1 − a2 − 3vρ)
a0 · vρ =
1
24
(5a0 − 2a1 − a2 − 2a−1 + 3vρ)
vρ · vρ = vρ, a0 · a2 = 0
(a0, a1) =
1
25
, (a0, a2) = 0
(a0, vρ) =
3
23
, (vρ, vρ) = 2
4B a−1, a0,
a1, a2
aρ2
a0 · a1 =
1
26
(a0 + a1 − a−1 − a2 − aρ2)
a0 · a2 =
1
23
(a0 + a2 − aρ2)
(a0, a1) =
1
26
, (a0, a2) = (a0, aρ2) =
1
23
5A a−2, a−1,
a0, a1,
a2, wρ
a0 · a1 =
1
27
(3a0 + 3a1 − a2 − a−1 − a−2) + wρ
a0 · a2 =
1
27
(3a0 + 3a2 − a1 − a−1 − a−2)− wρ
a0 · wρ =
7
212
(a1 − a−1 − a2 − a−2) +
7
25
wρ
wρ · wρ =
5
2
·7
219
(a−2 + a−1 + a0 + a1 + a2)
vρ · vρ = vρ, a0 · a2 = 0
(a0, a1) =
3
27
, (a0, wρ) = 0, (wρ, wρ) =
5
3
·7
219
6A a−2, a−1,
a0, a1,
a2, a3
aρ3 , uρ2
a0 · a1 =
1
26
(a0 + a1 − a−2 − a−1 − a2 − a3 + aρ3) +
3
2
·5
211
uρ2
a0 · a2 =
1
25
(2a0 + 2a2 + a−2)−
3
3
·5
211
uρ2
a0 · uρ2 =
1
32
(2a0 − a2 + a−2) +
5
25
uρ2
a0 · a3 =
1
23
(a0 + a3 − aρ3), aρ3 · uρ2 = 0
(aρ3 , uρ2) = 0, (a0, a1) =
5
28
(a0, a2) =
13
28
, (a0, a3) =
1
23
Table 2: Norton-Sakuma algebras
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2.2 Subalgebras generated by two axes
Since the defining property of axial algebras is that they are generated by a
set of axes, it is natural to ask what the axial algebras which are generated
by just two axes are. We call such axial algebras dihedral. This is analogous
to asking what the possible dihedral subalgebras of an axial algebra are.
In the Griess algebra, the dihedral subalgebras, called Norton-Sakuma
algebras, were investigated by Norton and shown to be one of nine different
types [2]. In particular, for each pair of axes a0, a1 in the Griess algebra,
the isomorphism class of the subalgebra which they generate is determined
by the conjugacy class in the Monster of the product τa0τa1 of the two
involutions τa0 and τa1 associated to the axes. The nine different type are:
1A (only if a0 = a1), 2A, 2B, 3A, 3C, 4A, 4B, 5A and 6A.
The algebra 1A is just one dimensional, but the remaining eight Norton-
Sakuma algebras are given in Table 2 whose content we will now explain.
Let nL be one of the dihedral algebras. Since its generating axes a0 and
a1 give involutions τa0 and τa1 , we have the dihedral group D2n
∼= 〈τa0 , τa1〉
acting as automorphisms of nL. In particular, let ρ = τa0τa1 . We define
aε+2k = a
ρk
ε
for ε = 0, 1. It is clear that these ai are all axes as they are conjugates of
a0 or a1. The orbits of a0 and a1 under the action of ρ (in fact, under the
action of D2n) have the same size. If n is even, then these two orbits have
size n2 and are distinct and if n is odd, then the orbits coincide and have
size n. The map τ associates an involution to each axis a and τ ga = τag for
all g ∈ Aut(nL). In almost all cases, the axes ai are not enough to span the
algebra. We index the additional basis elements by ρ. Using the action of
D2n, it is enough to just give the products in Table 2 to fully describe each
algebra. Each algebra also admits a Frobenius form and the values for this
are also listed in the table.
Amazingly the classification of dihedral algebras also holds, and is known
as Sakuma’s theorem [12], if we replace the Griess algebra by the weight
two subspace V2 of a vertex operator algebra (VOA) V =
⊕∞
n=0 Vn over
R with a positive definite bilinear form and where V0 = R1 and V1 = 0.
After Majorana algebras were defined generalising such VOAs, the result was
reproved for Majorana algebras by Ivanov, Pasechnik, Seress and Shpectorov
in [8]. In the paper introducing axial algebras, the result was also shown to
hold in axial algebras of Monster type over a field of characteristic 0 which
have a Frobenius form [5]. It is conjectured that the Frobenius form is not
required.
Conjecture 2.7. A dihedral axial algebra of Monster type over a field of
characteristic 0 is one of the nine Norton-Sakuma algebras.
For Majorana algebras, the following axiom is also often assumed.
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M8 Let ai ∈ X be axes for 0 ≤ i ≤ 2. If a0 and a1 generate a dihedral
subalgebra of type 2A, then aρ ∈ X and τaρ = τa0τa1 . Conversely, if
τa0τa1τa2 = 1, then a0 and a1 generate a dihedral subalgebra of type
2A and a2 = aρ.
This restricts the possible configuration of subalgebras, by requiring that
aρ is in the set of axes X being considered. In particular, two 2A subalgebras
which intersect in a subspace spanned by two axes must be equal.
We can also consider a wider class of axial algebras. Axial algebras of
Jordan type η were considered in [6]. Here there are just three eigenvalues,
1, 0 and η. When η 6= 12 , all algebras were classified and they relate to
3-transposition groups. The Ising fusion rules Φ(α, β) are given in Table 3.
1 0 α β
1 1 α β
0 0 α β
α α α 1, 0 β
β β β β 1, 0, α
Table 3: Ising fusion rules Φ(α, β)
In particular, note that the Monster fusion rules are just Φ(14 ,
1
32 ). In
[11], Rehren studies dihedral axial algebras over Φ(α, β) with a Frobenius
form and shows that the nine above algebras can be generalised and live in
families which exist for values of α and β lying in certain varieties. It turns
out that (α, β) = (14 ,
1
32 ) is a distinguished point.
3 Shapes
In this section, we define shape and show how it determines an axial algebra.
We begin by motivating this by describing the shape of an axial algebra of
Monster type.
Let A be an axial algebra of Monster type and suppose that X is a set of
axes which generate A. Note that by enlarging our set X, we may assume
that X is closed under the orbit of the pure group G of A.
Lemma 3.1. The action of G on X is faithful.
Proof. Suppose that g ∈ G fixed all the axes in X. Since G is generated by
X, there is a basis of A where each element a is a product of axes. However,
since g fixes each axis, it also fixes a. Hence g acts trivially on the entire
algebra A and so g = 1.
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We will assume that Conjecture 2.7 holds and the dihedral algebras are
the nine Norton-Sakuma algebras. (Note that if this isn’t true and there
are a slightly larger list of dihedral subalgebras, then we can just adapt the
following arguments and proceed with the enlarged list.)
As G is a group of automorphisms of A, if a, b ∈ X generate a Sakuma
subalgebra B then the subalgebra generated by ag, bg is isomorphic to B.
In this way, we obtain the shape of the algebra which is a map S from the
set of orbits on X×X to the set of Sakuma algebras. In this section we will
identify several properties of the shape.
Given a pair of axes a, b, let Da,b be the dihedral group generated by τa
and τb. Define Xa,b = a
D ∪ bD. It is clear that Da,b = Db,a and Xa,b = Xb,a.
A Sakuma algebra has type nL. We wish to show that n can be deter-
mined solely from the action of the dihedral group Da,b.
Lemma 3.2. Let a, b ∈ X and D := Da,b. Then, |a
D| = |bD|. If a and b
are in the same orbit, then the length of this orbit is 1, 3, or 5. Otherwise,
if a and b are in different orbits, then the length of each orbit is 1, 2, or
3. Moreover, the Sakuma algebra generated by a and b has type nL, where
n = |Xa,b|.
Proof. In the nine Norton-Sakuma algebras, one can check that the axes are
in bijection with the involutions in Da,b. Since we also have τ
g
x = τxg for
g ∈ D, we may consider the orbits of involutions in D rather than the orbits
of axes. The result now follows from properties of dihedral groups.
Thus, when we know the action of G on X, the shape is determined by
choices of L for each orbit. Furthermore, these choices are not independent.
If a, b, c, d ∈ X then we say a, b dominates c, d if c, d ∈ Xa,b. In particular,
when this happens, Xc,d ⊆ Xa,b and Dc,d ≤ Da,b.
Lemma 3.3. Suppose that Da,b 6= D10. If Xc,d = Xa,b, then the tuple (c, d)
is conjugate to either (a, b), or (b, a).
Proof. Again, we use that in the Norton-Sakuma algebras the axes are in
bijection with the involutions in Da,b. One can then check that there is one
orbit of Da,b on pairs of generating involutions.
If a, b dominates c, d, then the choice of Sakuma subalgebra for a, b de-
termines the choice for c, d and vice versa. In particular, the non-trivial
cases are
In fact, the orbits ofX×X underG define a directed graph with the edges
given by domination. By the above, there is one choice of Sakuma subalgebra
for each weakly connected component (i.e. a connected component of the
undirected graph). So, the shape of an algebra is fully described by assigning
one shape per weakly connected component.
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S(a, b) S(c, d)
4A 2B
4B 2A
6A 2A
6A 3A
We now consider an abstract group of permutations G acting faithfully
on a set X. It is clear that we may just consider actions up to isomorphism.
We will define analogous concepts to above.
Definition 3.4. A map τ : X → G is called a τ -map if for all x ∈ X, g ∈ G
1. τ2x = 1
2. 〈τx : x ∈ X〉 = G
3. τx ∈ Gx
4. τ gx = τxg
Lemma 3.5. τx ∈ Z(Gx)
Proof. Let g ∈ Gx. Then
[τx, g] = τ
−1
x τ
g
x = τxτxg = τ
2
x = 1
If we define D = Da,b = 〈τa, τb〉 for a, b ∈ X, then we wish the orbits of
a and b under D to have the properties given in Lemma 3.2. Then, a and b
will generate a Sakuma algebra of type nL. In particular, if the action of G
on X does not satisfy this condition, then it cannot lead to an algebra and
so we may discard it. This leads us to the following definition.
Definition 3.6. A τ -map τ : X → G is called admissible if, for all a, b ∈ X,
1. n = |aD| = |bD|.
2. If a and b are in the same orbit, then n = 1, 3, or 5.
3. If a and b are in different orbits, then n = 1, 2, or 3.
From now on, we only consider admissible τ -maps. Moreover, the nor-
maliser N of the action of G on X acts on the set of admissible τ -maps
by
τ 7→ τ(in
−1
)n
for n ∈ N . Since this is an isomorphism of the action, we may just consider
orbits of admissible τ -maps under this action.
As before, we define Xa,b = a
D ∪ bD where D = Da,b and we introduce
domination.
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Definition 3.7. Let a, b, c, d ∈ X, we say a, b dominates c, d if c, d ∈ Xa,b.
Lemma 3.8. If τb fixes a, then τa fixes b. Hence,
Ga ≥ 〈τb : b ∈ X such that τa fixes b〉
Proof. Suppose that τb fixes a. Then, τ
τb
a = τaτb = τa. So, τa and τb
commute. Since we have a τ -map, τb = τ
τa
b = τbτa and so τa fixes b. The
second part follows from the first.
Corollary 3.9. τx = 1 if and only if x is fixed by G.
Proof. If τx = 1, by Lemma 3.8, Gx ≥ 〈τa : a ∈ X〉 = G. Conversely, if
Gx = G, then for all a ∈ X, τa fixes x and so τx fixes all axes. However, by
Lemma 3.1, G acts faithfully, hence τx = 1.
Definition 3.10. Given an abstract group G acting faithfully on a set X
and an admissible τ map, we may consider the directed graph Γ on X ×X
with edges given by domination. The shape is given by choices of Sakuma
algebra for each weak connected component of Γ.
Let K = StabN (τ). It is clear from the definition of the action on τ -
maps that G ≤ K. So, since N normalises G, K is isomorphic to G extended
by some outer automorphisms of G. In particular, K may exchange some
G-orbits of X and hence act on the shapes. So, we may consider shapes up
to the action of K.
4 Preliminaries
In this section, we will discuss some properties which must hold in axial
algebras. We will use these later in the algorithm to discover relations and
eigenspaces.
We adopt the notation that for a subset S ⊆ F ,
AS =
⊕
λ∈S
Aλ
We begin by noting that, since we allow S to be a subset, we can add and
intersect the AS .
Lemma 4.1. Let S, T ⊆ F , then
1. AS +AT = AS∪T
2. AS ∩AT = AS∩T
Since AS is a sum of eigenspaces, we have the following generalisation of
what it means to be an eigenspace.
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Lemma 4.2. Let a be an axis, S ⊆ F , λ ∈ S and AS = A
a
S. Then, for all
u ∈ AS
ua− λu ∈ AS−λ
Proof. We may decompose u ∈ AS with respect to the eigenspaces as u =⊕
µ∈S αµuµ, where uµ ∈ Aµ and αµ ∈ F. Multiplying by a and subtracting
λu, we have
ua− λu =
⊕
µ∈S
αµuµa− λu
=
⊕
µ∈S
αµ(µ− λ)uµ
Since the coefficient of uλ is zero, the above is in AS−λ.
The eigenspaces, and hence also the sums of eigenspaces, satisfy the
fusion rules. Now, we see that the information given by the fusion rules for
some subsets of eigenvalues is contained in that for other subsets.
Definition 4.3. We define a fusion rule ASAT ⊆ AR to be useful if there
does not exist S′ % S, or T ′ % T which are proper subsets of F such that
AS′AT ⊆ AR or ASAT ′ ⊆ AR
In particular, suppose that ASAT ⊆ AR is a useful fusion rule. Then if
we require it to hold, all other rules AXAY ⊆ AR for subsets X ⊆ S and
Y ⊆ T will automatically be satisfied. In this way, given a fusion table, it is
enough to impose just the useful fusion rules to capture all the information
from the table. It is not difficult to calculate what the useful fusion rules
are for any given fusion table; we do this for the Monster fusion table.
Lemma 4.4. The useful fusion rules in the even part of the Monster fusion
rules are
A1A0 = ∅ A1A1,0 ⊆ A1 A1A0, 1
4
⊆ A 1
4
A1A1,0, 1
4
⊆ A1, 1
4
A0A1,0 ⊆ A0 A0A1, 1
4
⊆ A 1
4
A0A1,0, 1
4
⊆ A0, 1
4
A 1
4
A 1
4
⊆ A1,0 A 1
4
A1,0 ⊆ A 1
4
A1,0A1,0 ⊆ A1,0 A1,0A1, 1
4
⊆ A1, 1
4
A1,0A0, 1
4
⊆ A0, 1
4
Proof. To calculate the useful fusion rules for any set F of fusion rules we
begin by writing out the fusion table for all subsets of F with rows and
columns partially ordered by inclusion. Then the useful rules are precisely
those entries whose product eigenvalues R do not appear below in that
column, or to the right in that row. Doing this to the even part of the
Monster fusion rules results in the above list.
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We also note another trick using the action of the group which we may
apply to the even subspace.
Lemma 4.5. Suppose that 1 ∈ S and u ∈ AS(a) for an axis a. Then, for
all g in the stabiliser Ga
ug − u ∈ AS−1
Proof. We decompose u with respect to the eigenspaces and act on it with
an element g which fixes the axis. Since A1 is spanned by the axis, we have
the following
ug − u =
⊕
µ∈S
αµu
g
µ −
⊕
µ∈S
αµuµ
=
⊕
µ∈S−1
αµ(u
g
µ − uµ) + α1(u
g
1 − u1)
=
⊕
µ∈S−1
αµ(u
g
µ − uµ) ∈ AS−1
5 Algorithm
In this section, we describe our main result which is an algorithm for con-
structing an axial algebra, or a module for an axial algebra. There is no
guarantee that this method succeeds, however in practice we can compute
a large number of examples as we shall see in Section 6.
As described in Section 3, an axial algebra A is described by a pure
group G, a map τ : X → G from the axes of A to involutions of G and the
shape. We describe an algorithm for building such an algebra A from G, X,
τ and the shape.
We begin with a group G, a set X on which it acts, an admissible map
τ : X → G and a shape that we are trying to construct an algebra for. The
elements of the set X will be the F-axes which generate our algebra. Let
W be a G-module with basis indexed by elements of X and the G-module
action being the one induced from the G-action on X.
Throughout the algorithm W will be the G-module which is the current
partial algebra and V ⊆ W be the G-submodule where we know all the
multiplication. So, we begin with V being the trivial G-submodule.
In order to correctly build A, we must impose the conditions coming from
the shape. We do this by gluing in subalgebras corresponding to the shape.
Note that for each subalgebra B in the shape, there is a K-submodule U
of W such that ϕ : U → B is an algebra isomorphism which is invariant
under the action of the pure group K of B. Let Y be the subset of X which
are the axes in U . Since ϕ is an algebra homomorphism, ϕ(Y ) are the axes
which generate B. In particular,
K := 〈τy : y ∈ ϕ(Y )〉
14
is the pure group of B. However, the set of axes Y ⊂ X in A may be
invariant under a larger subgroup H ≥ K of G. So, there is an injective
group homomorphism ψ : K → H such that
uψ(g) = ϕ(u)g
for all g ∈ K, u ∈ U . We note that if H is strictly larger than K, then
elements g ∈ H \ K can be mapped to automorphisms of B which are
outside the pure group of B.
Definition 5.1. A gluing of a subalgebra B for our partial axial algebra will
be a triple (U,ϕ, ψ) consisting of an H-submodule U of W , an injective vec-
tor space homomorphism ϕ : U → B and an injective group homomorphism
ψ : K → H from the pure group K of B such that
uψ(g) = ϕ(u)g
for all g ∈ K, u ∈ U and ϕ preserves multiplication where it is defined. That
is, for all u, v ∈ ϕ(U) ⊆ B such that uv ∈ ϕ(U), the product of ϕ−1(u) and
ϕ−1(v) in W is defined and
ϕ−1(u) · ϕ−1(v) = ϕ−1(u · v)
In order to fully describe A, we must glue in enough subalgebras to cover
all those dihedral subalgebras given in the shape. Typically, the subalgebras
which we glue in will be dihedral algebras, in which case we glue in exactly
those given by the shape. However, we may also glue in known subalgebras
of the correct shape which are generated by three or more axes. (We may
also glue in some subalgebras which we have only partial knowledge of,
so long as we also glue in enough known subalgebras to cover those given
in the shape.) Since when we start no multiplication is known and W is
spanned by the axes, the U are given by subspaces spanned by the axes in
the subalgebras and the ϕ can be taken to be an injection whose image is
the spanned by axes of the subalgebra.
Our task is to build an algebra of the correct dimension and discover
the multiplication table for it. We will also keep track of the eigenspace
decomposition for each axis. The algorithm has three main stages:
1. Expansion by adding the products of vectors we do not already know
how to multiply.
2. Work to discover relations and construct the eigenspaces for the idem-
potents.
3. Reduction by quotienting by known relations.
We continue applying these three stages until the dimension of V equals
the dimension of W . That is, until we have found the entire multiplication
table. Note that, since we use the action of the group, we need only consider
conjugacy classes of subalgebras and axes.
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Stage 1: Expansion
We expand W to a larger G-module Wnew by adding vectors which are the
formal products of elements we do not yet know how to multiply.
Step 1. We begin by finding an inner product on W which is invariant
under the G-action. This allows us to decompose W into the direct sum of
two G-submodules.
W = V ⊕ C
Since we know the multiplication on V and our multiplication is commuta-
tive, we just need to add the products of V with C and products of C with
C. Hence,
Wnew =W ⊕ V ⊗ C ⊕ S
2(C)
where S2(C) is the symmetric square of C. Since we have just added the
unknown products in W , Vnew =W .
Step 2. For each subalgebra B, we may now extend the gluing. Since
U ⊂ W and Vnew = W , we now know all the products of elements in U , so
we may extend U by adding these. Specifically, let UV = U ∩ V and find a
complement UC such that
U = UV ⊕ UC
Then, we may extend to
Unew = U ⊕ UV ⊗ UC ⊕ S
2(UC) ⊂Wnew
We extend the map ϕ in the obvious way, by mapping the new products
in Unew to their products in B. Hence, ϕnew still preserves multiplication.
Observe that Unew is also an H-submodule and, by our construction of Unew
from U , we may define ψnew = ψ and we still have
uψnew(g) = ϕnew(u)
g
for all g ∈ K, u ∈ Unew. So, (Unew, ϕnew, ψnew) satisfies all the requirements
to be a gluing, except that ϕnew may not be injective. Indeed, if u, v ∈ U such
that uv ∈ Unew \ U , then we have just discovered the correct multiplication
for u and v, which is that given by their images under ϕnew in the subalgebra
B. In other words, the elements in the kernel of ϕnew are relations in our
algebra which we may quotient out by. The reduction step will be described
later, but in practice whenever we see relations we may quotient out by
them.
Step 3. Each axis in W lies in at least one subalgebra, so for each
subalgebra we may use ϕnew to pull back the eigenspaces of B ∩ϕnew(Unew)
to eigenspaces in W . We then possibly get further relations from each each
eigenspace, namely if u ∈ Aaλ ∩ V for an idempotent a, then ua − λu is a
relation.
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We note that the above expansion step works if we do not expand by
all the unknown products in W , but just by some G-invariant subspace of
them. That is, given any G-submodule C ′ of C, we may expand to
Wnew =W ⊕ V ⊗ C
′ ⊕ S2(C ′)
and have Vnew = V ⊕C
′. The subalgebras and axes may be updated similarly
to above. This partial expansion has the advantage that it is easier to do
computationally and we may still be able to find relations.
Stage 2: Finding relations and eigenvectors
As in Section 4, we use the notation AS =
⊕
λ∈S Aλ, for a subset S ⊆ F .
It will be useful for us to keep track of not only the Aλ for λ ∈ F , but also
all the subsets S ⊆ F . In particular, sometimes we will be able to find a
vector which is in A{0,1}, for example, but not know whether it is in A0, or
A1. Also, relations are vectors in A∅, or equivalently ‘∅-eigenvectors’.
Step 1. We begin by determining decomposition into even and odd sub-
modules for each axis. For an axis a, there is an associated involution given
by τa. Since F is Z2-graded, the action of τa on W is semisimple and has
exactly two eigenspaces. The +1-eigenspace is the even subspace AF+ and
the −1-eigenspace is the odd subspace AF− . For the case of the Monster fu-
sion rules, these are A{1,0, 1
4
} and A 1
32
, respectfully. Note that both the even
and odd subspaces are necessarily H-submodules of W , where H = Ga.
We now use the results described in Section 4 to discover more relations
and eigenvectors. By using the Z2 grading as above, we know precisely the
odd and even subspaces in W . In particular, for an eigenvalue λ, any infor-
mation for Aλ comes from subspaces contained in AF+ , or AF− , depending
on whether λ is in F+ or F−. So, we need only consider AS such that S is
a subset of either F+ or F−.
Step 2. By Lemma 4.5, ug − u ∈ AS−1 for g ∈ Ga and u ∈ AS . Since
we require 1 ∈ S, it is only useful when applied to certain subsets of F+.
Consider a subset 1 ∈ S ( F+. If u ∈ AS , then u is also in AF+ . So, the
vector v = ug − u is found in both AS−1 and AF+−1. Moreover, by using
intersections as in Lemma 4.2, given v ∈ AF+−1 we may show that v is also
in AS−1. Hence, when applying Lemma 4.5, we need only apply it to whole
even subspace F+. Moreover, it is clear that as we know the even subspace
and we are not going to add any vectors to it (which aren’t relations) without
expanding, we need only apply Lemma 4.5 once per expansion.
Step 3. We repeatedly apply the following techniques until we find no
more relations or eigenvectors.
1. For each T = F+,F−, we sum together and take intersections of the
AS where S ( T as per Lemma 4.1.
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2. For each T = F+,F−, let λ ∈ S ⊆ T and apply Lemma 4.2 to find
additional eigenvectors in AS−λ.
3. Apply the useful fusion rules.
In the case of the Monster fusion rules, F− = { 132}. So, for the odd
subspace A−, there are no subspaces to intersect or sum in part (1) above
and we need only apply part (2) above once to find relations. Also, the only
two useful fusion rule involving a non-trivial subspace from the odd part,
namely {1, 0, 14} ⋆ {
1
32} = {
1
32} and {
1
32} ⋆ {
1
32} = {1, 0,
1
4}, are implied by
the grading. Therefore, for the Monster fusion rules, we only need apply
part (2) once to the odd part and then work only on the even part.
Step 3: Reduction
If we have found some relations for our algebra, we may reduce our partial
algebra W by quotienting by the relations. Let R be the G-submodule
spanned by the relations found. Before forming the quotient, we search for
additional relations by using the two following techniques.
Firstly, if R intersects V non-trivially, then we may multiply R ∩ V by
elements of V . Since elements r ∈ R are relations, so are vr, for all r ∈ R∩V
and v ∈ V . So we repeatedly multiply by elements of V to grow R until the
dimension of R stabilises.
Secondly, suppose that R intersects a subspace U where we have glued in
a subalgebra. Let ϕ : U → B be the gluing map which glues into U an axial
algebra B. Then R′ := ϕ(U ∩R) are relations in the subalgebra B. Since we
know the multiplication in B, we may use the first technique to multiply by
elements of B to grow R′ (this may include multiplying by elements we do
not yet know how to multiply by in W , hence giving us extra information).
We may then pull back R′ to W using ϕ−1 to get additional relations.
Step 1. We use these two techniques repeatedly, until we find no further
relations. Let ψ : W→W/R be the quotient map. We define Wnew as the
image ψ(W ) and similarly, Vnew = ψ(V ).
Step 2. For each subalgebra, we update both the subspaces and the
subalgebras by taking Unew = ψ(U) and Bnew = B/ψ(U ∩R) and updating
the gluing maps accordingly.
Step 3. We update the axes similarly, by applying ψ.
Note that if R contains any relations of the form a− b for axes a and b,
then we have reduced the (potential) algebra to one generated by a smaller
set of axes X ′. Hence we may exit the algorithm.
In practice, we may perform the reduction step at any stage. In particu-
lar, it may be computationally advantageous to reduce once we find enough
relations as any further calculations will be performed on a smaller space
and hence may be quicker.
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6 Results
In Table 4, we present the results which our magma implementation of our
algorithm has found. In the number of axes column, we give the number
of axes decomposed into orbits. Note that, although we do not require the
the action to correspond to that on involutions in the group, this is the case
we concentrate on. In all of our cases, there is a single class of admissible
τ -maps.
For the shapes column, we omit shapes of type 5A and 6A as where these
occur they are uniquely defined. Similarly, if an algebra contains a 4A, or
4B, we omit to mention the 2B, or 2A, respectively, which is contained in
it. Likewise, we omit the 2A and 3A which are contained in a 6A.
For the results columns in our table, we give the dimension and two
properties of the algebra. Note in the dimension column, that we can have
0. This indicates that our algorithm has shown that the algebra collapses.
A question mark indicates that our algorithm couldn’t finish that particular
example, this is due to the partial algebra growing too much and either
taking too long, or magma running out of memory. Recall that an algebra
ism-closed ifm is the minimum integer such that all elements can be written
as the sum of products of the axes, where the length of each product is at
most m. This is indicated in the penultimate column. The final column
records whether the algebra has a Frobenius form.
Compared to Seress [13], we find several new algebras. This includes
several new examples which are 3-closed, only one of which was previously
known, and then many additional examples which do not satisfy the M8
condition. These are detailed below.
In addition, there is one example which we find which is not primitive,
namely 3C3C3C2B with 18 + 3 axes for the group (S4 × S3) ∩ A7 = 3 : S4.
Here, the axis which has orbit length 3 has a 2-dimensional 1-eigenspace A1.
The Frobenius form has a 1-dimensional radical which lies in A1. Once this
is factored out, the resulting 27-dimensional quotient is a primitive axial
algebra with a full rank Frobenius form.
We now give a detailed comparison of Seress’s results with ours. For S4,
we find twelve examples, whereas he has five: 3C2A and 3C2B with 6 axes
and 4B3A2A, 4B3C2A and 4A3C2B with nine axes. In particular, we three
examples which are 3-closed, only one of which was previously known. For
A5 we find a new 3-closed example and for S5, we find three new examples
and there are two more possibilities which we cannot complete. We also find
a 3-closed example for L3(2) and have a further possibility that we cannot
complete.
Note that Seress considers both A6 and 3
·A6. However, 3
·A6 does not
have a faithful action on 45 points with an admissible τ -map. Its only
action on 45 points with an admissible τ -map has kernel C3 and the A6 acts
faithfully. It follows that any axial algebra coming from a shape with A6
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acting on 45 points also is an axial algebra for 3·A6 acting on 45 points. So,
we only list the results for A6. Here, we find the examples Seress lists as
well as a new 3-closed examples with two further possibilities.
For S6, we recover Seress’s example which is 4B4B3A2B on 15 + 45
points. We find many examples which collapse and two more which do not.
There are several examples we could not finish.
Finally, consider the example which we cannot complete for S3×S3 with
3+3 axes and shape 3A3A2A. An algebra of this shape can be found in the
algebra A of shape 3A2A on 15 axes. Namely, if we consider the subalgebra
spanned by the 3 + 3 axes this has the required shape. We note that the
subalgebra in A is 4-closed and it is a quotient of the shape we are looking
to compute. Hence, the algebra of shape 3A3A2A is at least 4-closed, which
may indicate why it is hard to construct even though it is a small group.
G axes shape dim m form
S3 × S3 3+3 3A3A2A ?
S3 × S3 3+3 3A3A2B 8 2 yes
S3 × S3 3+3 3A3C2A 0 0 -
S3 × S3 3+3 3A3C2B 7 2 yes
S3 × S3 3+3 3C3C2A 0 0 -
S3 × S3 3+3 3C3C2B 6 1 yes
S3 × S3 3+9 3A3A 18 2 yes
S3 × S3 3+9 3A3C 0 0 -
S3 × S3 3+9 3C3A 0 0 -
S3 × S3 3+9 3C3C 0 0 -
S3 × S3 3+3+9 3A2A 18 2 yes
S3 × S3 3+3+9 3A2B 25 3 yes
S3 × S3 3+3+9 3C2A 0 0 -
S3 × S3 3+3+9 3C2B 0 0 -
S4 6 3A2A 13 2 yes
S4 6 3A2B 13 3 yes
S4 6 3C2A 9 2 yes
S4 6 3C2B 6 1 yes
S4 6+3 4A3A2A 23 3 yes
S4 6+3 4A3A2B 25 3 yes
S4 6+3 4A3C2A 0 0 -
S4 6+3 4A3C2B 12 2 yes
S4 6+3 4B3A2A 13 2 yes
S4 6+3 4B3A2B 16 2 yes
S4 6+3 4B3C2A 9 1 yes
S4 6+3 4B3C2B 12 2 yes
A5 15 3A2A 26 2 yes
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A5 15 3A2B 46 3 yes
A5 15 3C2A 20 2 yes
A5 15 3C2B 21 2 yes
S5 10 3A2A ?
S5 10 3A2B ?
S5 10 3C2A 0 0 -
S5 10 3C2B 10 1 yes
S5 10+15 4A 61 2 yes
S5 10+15 4B 36 2 yes
L3(2) 21 4A3A ?
L3(2) 21 4A3C 57 3 yes
L3(2) 21 4B3A 49 2 yes
L3(2) 21 4B3C 21 1 yes
A6 45 4A3A3A ?
A6 45 4A3A3C ?
A6 45 4A3C3C 187 3 yes
A6 45 4B3A3A 76 2 yes
A6 45 4B3A3C 105 2 yes
A6 45 4B3C3C 70 2 yes
S6 15 3A2A ?
S6 15 3A2B ?
S6 15 3C2A 0 0 -
S6 15 3C2B 15 1 yes
S6 15+15 4A3A3A2A ?
S6 15+15 4A3A3A2B ?
S6 15+15 4A3A3C2A 0 0 -
S6 15+15 4A3A3C2B ?
S6 15+15 4A3C3C2A 0 0 -
S6 15+15 4A3C3C2B ?
S6 15+15 4B3A3A2A ?
S6 15+15 4B3A3A2B ?
S6 15+15 4B3A3C2A 0 0 -
S6 15+15 4B3A3C2B 0 0 -
S6 15+15 4B3C3C2A 0 0 -
S6 15+15 4B3C3C2B 0 0 -
S6 15+45 4A4A3A2A ?
S6 15+45 4A4A3A2B 0 0 -
S6 15+45 4A4A3C2A 0 0 -
S6 15+45 4A4A3C2B 0 0 -
S6 15+45 4B4B3A2A 0 0 -
21
S6 15+45 4B4B3A2B 91 2 yes
S6 15+45 4B4B3C2A 0 0 -
S6 15+45 4B4B3C2B 0 0 -
S6 15+15+45 4A2A2A2A ?
S6 15+15+45 4A2A2A2B 0 0 -
S6 15+15+45 4A2A2B2B 0 0 -
S6 15+15+45 4A2B2A2A ?
S6 15+15+45 4A2B2A2B 0 0 -
S6 15+15+45 4A2B2B2B 0 0 -
S6 15+15+45 4B2A2A2A 0 0 -
S6 15+15+45 4B2A2A2B 0 0 -
S6 15+15+45 4B2A2B2B 0 0 -
S6 15+15+45 4B2B2A2A 0 0 -
S6 15+15+45 4B2B2A2B 0 0 -
S6 15+15+45 4B2B2B2B 106 2 yes
(S4 × S3) ∩A7 18 3A3A3A ?
(S4 × S3) ∩A7 18 3A3A3C 0 0 -
(S4 × S3) ∩A7 18 3A3C3C ?
(S4 × S3) ∩A7 18 3C3C3C ?
(S4 × S3) ∩A7 18+3 3A3A3A2A ?
(S4 × S3) ∩A7 18+3 3A3A3A2B ?
(S4 × S3) ∩A7 18+3 3A3A3C2A 0 0 -
(S4 × S3) ∩A7 18+3 3A3A3C2B 0 0 -
(S4 × S3) ∩A7 18+3 3A3C3C2A ?
(S4 × S3) ∩A7 18+3 3A3C3C2B ?
(S4 × S3) ∩A7 18+3 3C3C3C2A 24 2 yes
(S4 × S3) ∩A7 18+3 3C3C3C2B 28 2 yes
Table 4: Results
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