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a b s t r a c t
The aim of this paper is a generalization of the well known
classical power group enumeration by using sets with involutions
instead of unstructured sets. The project to establish this was
triggered by the rapid growth of topological enumeration, which
used counting principles so far rather ‘‘ad hoc’’, starting always
from Cauchy–Frobenius’s lemma directly. In addition, using the
new counting principles throws a new light on classical counting
problems from graphical enumeration which have been solved so
far with conventional methods.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Many applied enumerations, such as the enumeration of molecule isomers or of linear codes, have
to respect symmetries. The tool set ofmethods introduced by Pólya [29], Redfield [30] and deBruijn [5]
provides a very powerful framework for this endeavor. In particular, the well known power group
enumeration Theorem [14] has a large variety of applications in areas like graph theory (see, for
example, [13,15]), combinatorial chemistry [24,29], and cybernetics [16,17], just to mention some
of them.
Given finite sets X and Y with groups Γ andΦ acting on them, the power group acts on the set of
mappings F : X → Y by (γ , ϕ)(f ) := ϕ ◦ F ◦ γ−1. However, in many applications further structure
of the sets X and Y is needed, where the mappings F : X → Y as well as the groups Γ and Φ are re-
quired to preserve this structure. A prominent example is that of permutation voltage assignments [10],
i.e., mappings from the arc set AG of a graph G (which is obtained by splitting undirected edges into
two oppositely directed arcs) into the symmetric group Sr , such that opposite arcs have inverse im-
ages. Such voltage assignments are essential for the description of topological spaces in topological
graph theory [11].
Topological enumeration has been growing rapidly for the two last decades. However, counting
methods which have been developed so far for this purpose are rather ‘‘ad hoc’’, starting from scratch
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with Burnside’s lemma (which should be assigned to Cauchy [4] and Frobenius [7], as is pointed out
e.g. in [22]). Considering the remarkable progress of topological enumeration, it seems to be mature
for topological generation, a stepwhich has been performed in other areas like combinatorial chemistry
already [1,12,27]. In order to proceed in this direction, an adequate unified theory of counting seems
to be mandatory, as a precondition.
In many cases it is a good idea to use the tools from category theory in order to express
combinatorial structures. In particular, we are inspired from the mindset which is expressed in the
famous article of Joyal [21] who used a category theoretical approach to introduce his concept of
species. An excellent introduction into their theory is given in [2]. In fact, we use settings from category
theory as a groundwork for our considerations, too; however, it would be an interesting task to
reformulate our results precisely using the framework of species and their applications.
The additional structure we have here in mind is involution. The purpose of this paper is to
generalize the classical counting principles mentioned above to morphisms between sets with
involutions, i.e., sets with an additional pairing of inversemembers characterizing the specific relation
of involution, and possibly some furthermembers which occur apart andwhich are called self-inverse.
We develop a basic concept for a unified theory of counting for morphisms preserving this structure.
In particular, a generalization of ordinary power group enumeration [14]will be presented. In addition
to applications in topological enumeration, some well known counting problems which already have
been worked off with classical methods can be modelled and solved as enumeration problems over
sets with involutions as well, where this particular kind of modelling throws a new light on these
problems and allows a much more compact description.
This paper is organized as follows. Section 2 presents some basics from algebraic enumeration
briefly. Section 3 introduces the category INVSET of sets with involutions. Sections 4 and 5 present
the main concept of equivalence of morphisms and define generalized cycle index polynomials for
this category. The core of this paper are Sections 5 and 6, where a power group enumeration concept
over INVSET for homomorphisms and epimorphisms will be developed. As an application from
topological enumeration, the concepts will be used in order to accomplish the enumeration of r-fold
concrete covering projections of a graph G in Section 8, which was still open up to now.
2. Basics from algebraic enumeration
One of the most commonly used tools for enumeration of abstract structures is the well known
Lemmaof Cauchy–Frobenius [7,4] (often addressed to Burnside [3]). The aim of this section is to define
basic terminology around this lemma which will be fundamental throughout the paper. Basically we
use terminology as introduced by Kerber in [22,23]; the readerwho is familiar with one of these books
may omit this section.
Let Γ be a finite (multiplicative) group with unit i and X a non-empty, finite set. An action of the
group Γ on the set X is a mapping
Γ × X → X, (γ , x)→ γ (x),
such that γ (γ˜ (x)) = (γ γ˜ )(x) and i(x) = x for all x ∈ X and γ , γ˜ ∈ Γ ; we write
Γ X
for short. Usually we say thatΓ acts on X . As it is well known, themapping γ : x→ γ (x) is a bijection,
hence Γ X may be considered as a group of permutations on X .
Every action of a group Γ on a set X induces an equivalence relation on X by
x∼=Γ x˜⇐⇒ ∃γ ∈ Γ : x˜ = γ (x).
The equivalence classes are the orbits of the action. Usually, the orbit of x ∈ X under Γ is denoted by
Γ (x) := {γ (x)|γ ∈ Γ }.
A transversal T is a systemof representatives for the orbits of the action Γ X . The set of orbits is denoted
by
Γ \\X := {Γ (t)|t ∈ T }.
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The stabilizer of x ∈ X is
Γx := {γ ∈ Γ |γ (x) = x}.
For γ ∈ Γ ,
Xγ := {x ∈ X |γ (x) = x}
is the set of fixed points of γ .
It is well known from group theory that, for every x ∈ X ,
|Γ (x)| = (Γ : Γx),
i.e., the orbit length of x is equal to the index of the corresponding stabilizer of x. This fact is funda-
mental for the proof of the well known [4,7,3]
Theorem 1 (Lemma of Cauchy–Frobenius). The number of orbits of Γ X is equal to the average number of
fixed points, i.e.,
|Γ \\X | = 1|Γ |
∑
γ∈Γ
|Xγ |.
The appendices of [23] and its second edition [22] contain a detailed survey of the history of al-
gebraic enumeration. Certainly, the Lemma of Cauchy–Frobenius is one of the most important mile-
stones of this history.
3. The category INVSET
Classical enumeration theories as they have been developed by Pólya, Redfield and deBruijn may
be considered as enumeration of functions over the category of unstructured sets, SET , where the
objects are sets and themorphisms aremappings between them. However, many applications require
structured sets as tools formodelling. Important examples come from topological enumeration,where
one intends to count covering projections of topological spaces. If, in particular, covering projections
of 1-complexes are considered, the so-called voltage graphs [8,9,31] from topological graph theory are
fundamental for enumeration [18,26]. For a detailed introduction to topological graph theory see [11].
For a general introduction to algebraic topology see [28].
Consider a graph G = (VG, EG, φG)with node set VG, edge set EG and incidence function φG. Given a
finite groupΓ , a voltage assignment ofG is amapping of arcs a ∈ AG intoΓ such that inverse (opposite)
arcs have inverse assignments. This example is a fundamental motivation for the consideration of the
category sets with involution called INVSET , which is defined as follows.
• An object of INVSET is a pair (X, ιX ), where X is a set and ιX ∈ SX is an involution, i.e., ι2X = 1. If,
for x, y ∈ X , y = ιX (x) 6= x, x and y are called inverse; we write y = x−1 and vice versa for short. If
ιX (x) = x, x is called self-inverse, x = x−1. The number of self-inverse members and inverse pairs
of (X, ιX ) are denoted by ε1(X) and ε2(X), respectively. Set ε(X) = ε1(X)+ ε2(X).
• A morphism of INVSET is a homomorphism between sets with involution, i.e., a mapping F :
X → Y such that involution commutes with F ,
F ◦ ιX = ιY ◦ F (1)
or, equivalently,
F(x−1) = F(x)−1
for any given sets with involution (X, ιX ), (Y , ιY ), and x ∈ X .
The following remarks allow more convenient usage of the defined terminology.
1. If it is obviouswhich involution has to be usedwe pass on the explicitmentioning of the involution.
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2. The isomorphisms, monomorphisms and epimorphisms in INVSET are defined to be bijective,
injective, and surjective (homo)morphisms. As usual, automorphisms are isomorphisms of a set
with involution to itself.
3. As with graphs, we use for the sets of homomorphisms, epimorphisms, monomorphisms, and
automorphisms X → Y and X → X the notations HomINVSET (X, Y ), EpiINVSET (X, Y ),
MonINVSET (X, Y ) and AutINVSET (X), respectively. Usually it will be clear which category is ad-
dressed, hence we will omit the indicating subscript.
Let (X, ιX ) be a set with involution of cardinality n containing k self-inverse members. It follows from
Eq. (1) that
Aut(X) = C(ιX ) ∼= Sk × S2 o S n−k
2
, (2)
where C(ιX ) = {ϕ ∈ SX | ϕ = ιX ◦ ϕ ◦ ι−1X } denotes the centralizer of ιX and o the usual wreath
product.
The groupΦ acts on the set X with inversion ifΦ consists of automorphisms of X only. The following
proposition concerning the cycle structure of automorphisms is important and can be derived from
Eq. (2) easily.
Proposition 1. Let X be a set with involution,Φ ≤ Aut(X) and ϕ ∈ Φ . Then every cycle τ of ϕ is of one
of the following types:
1. τ = (τ1, τ2, . . . , τi), where all members of τ are self-inverse. Let ρi(ϕ) be the number of i-cycles of
ϕ of type 1;
2. τ = (τ1, . . . , τ i
2
), and there is a second cycle τ˜ = (τ−11 , . . . , τ−1i
2
). Let µi(ϕ) be the number of inverse
cycle pairs of ϕ of total length i of type 2;
3. τ = (τ1, . . . , τ i
2
, τ−11 , . . . , τ
−1
i
2
). Let λi(ϕ) be the number of i-cycles of ϕ of type 3.
Example 1. For topological enumeration, the two most important classes of sets with involution are
groups (with natural involution), and arc sets of graphs (where inverse arcs are directed oppositely).
We may have self-inverse members in both cases: the elements of order ≤ 2 in groups, and loops in
graphs.
If we consider morphisms F : AG → Y where AG is the arc set of a graph G = (VG, EG, φG), we write
Hom(G, Y ) := Hom(AG, Y ) for short. 
4. Equivalence of homomorphisms in INVSET
Let X, Y be two sets with involution, and let Γ andΦ act on X and Y as groups of automorphisms,
respectively. Two homomorphisms F , F˜ ∈ Hom(X, Y ) are called equivalent, if there exist γ ∈ Γ and
ϕ ∈ Φ such that
F˜ = ϕ ◦ F ◦ γ−1. (3)
This defines a power group action
Γ×ΦHom(X, Y ). (4)
The purpose of the following sections is to enumerate the orbit set of this action
Γ × Φ \\Hom(X, Y ). (5)
Example 2 (Oriented k-Colorings of Graphs). Let G = (VG, EG) be a simple graph. An oriented k-coloring
of G is a coloring of the edges of Gwith color set {1, . . . , k}, together with an orientation of the edges
of G.
Two oriented k-colorings of G are considered to be equivalent, if one can be obtained from the
other by a permutation of colors or reorientation of all edges. Moreover, we deal with abstract graphs,
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Fig. 1. A system of representatives for the oriented 3-colorings of the complete graph K3 .
i.e., two such colorings are also considered to be equivalent if they differ in addition by an automor-
phism of G.
Fig. 1 shows a system of representatives for the oriented 3-colorings of the complete graph K3. The
different kinds of dotting the lines correspond to the three colors.
Note that the paper [25] deals with equivalence of oriented graphs and their k-colorings; however,
it is concerned rather with node colorings instead of edge colorings.
The classification of equivalence of oriented k-colorings of G in terms of group actions can be
achieved as follows. An oriented coloring of Gmay be modelled by a mapping
F : AG → {1, . . . , k} × Z2,
where Z2 = {0, 1}. The set {1, . . . , k} × Z2 is a set with involution;
(c, i)−1 = (c, i+ 1),
where addition is taken modulo 2. If F(a) = (c, i), use color c for corresponding edge e and select the
orientation of arc a for e iff i = 1. (That exactly one arc of an edge is selected is assured by homomor-
phy: inverse (opposite) arcs have inverse assignments).
In order to model interchangeability of colors and simultaneous reorientation of abstract graphs,
consider the group product Sk × Z2. Two oriented k-colorings F and F˜ are equivalent iff there is
(ϕ, r) ∈ Sk × Z2 and γ ∈ Γ := Aut(G) (where Aut(G) is meant as the automorphism group of G
over the category GRAPH) such that
F˜(γ (a)) = (ϕ(c), i+ r)
if F(a) = (c, i); this specifies a power group action
Γ×(Sk×Z2)Hom(G, {1, . . . , k} × Z2). (6)
The equivalence classes of oriented k-colorings of G are in one to one correspondence with the orbits
of this action. 
5. Cycle index polynomials in INVSET
The powerful tool for Pólya enumeration is the well known (usual) cycle index of a permutation
group. We need a somewhat more sophisticated setting for our purposes.
Let X be a set with involution, |X | = m, and let Γ ≤ Aut(X) act on X as a group of automorphisms.
Generalizing [19], we define the cycle index polynomial of Γ X to be the polynomial
Z(Γ X; r, s, t) = 1|Γ |
∑
γ∈Γ
m∏
i=1
rρi(γ )i s
µi(γ )
i t
λi(γ )
i , (7)
where ρi(γ ), µi(γ ) and λi(γ ) are the numbers of cycles resp. inverse cycle pairs of length i of γ (see
Proposition 1).
Note that the usual cycle index of Pólya is obtained from Eq. (7) if all members of X are self-inverse.
If G is a graph with arc set AG and Γ = Aut(G), then we write
Z(Γ G; r, s, t) := Z(Γ (AG); r, s, t)
for short.
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Table 1
Cycle indices of complete graphs.
n Z(SnKn; r, s, t)
2 12 (s2 + t2)
3 16 (s
3
2 + 3s4t2 + 2s6)
4 124 (s
6
2 + 6s2s24t2 + 8s26 + 3s24t22 + 6s8t4)
5 1120 (s
10
2 +10s32s34t2+20s2s36+15s44t22+30s28t4+20s6s12t2+24s210)
Example 3 (Cycle Indices of Complete Graphs).Consider the complete graphKnwithnnodes. The arc set
of Kn is a set with involution without self-inverse members, and Aut(Kn) = Sn. We want to compute
Z(SnKn; r, s, t).
Since Kn contains no loops, ρi(γ ) = 0 for all i. It remains to compute the numbersµi(γ ) and λi(γ ),
which can be done similarly to the computation for the ordinary cycle index of the pair group (see,
e.g. [13]).
For the computation, recall that the ordinary cycle index of the symmetric group is given by
Z(Sn; s) = 1n!
∑
(j)
n!
n∏
k=1
kjk jk!
n∏
k=1
sjkk ,
where the sum is taken over all partitions (j) = (j1, . . . , jn) with n = ∑nk=1 kjk. Consider a permu-
tation γ ∈ Sn which contributes to Z(Sn; s) an amount of sj11 sj22 . . . sjnn . What does γ contribute to
Z(SnKn; r, s, t)?
Let σ be a cycle of length k of γ , considered as a permutation in Sn of nodes of Kn. If k is odd, σ
induces k−12 pairs of corresponding arc cycles of length k of type 2, i.e.,
sjkk → sjk
k−1
2
2k .
If k is even, σ induces one arc cycle of length k of type 3 and k−22 pairs of corresponding arc cycles of
length k of type 2, i.e.,
sjkk → sjk
k−2
2
2k t
jk
k .
Now assume two different cycles σp and σq of lengths p and q are given. They induce gcd(p, q)many
pairs of arc cycles of length lcm(p, q) of type 2. In particular, they contribute
sjpp s
jq
q → sgcd(p,q)jpjq2lcm(p,q)
if p 6= q, and
sjkk → s
k
(
jk
2
)
2k
if p = q = k.
Putting all together, we obtain
Z(SnKn; r, s, t) =
1
n!
∑
(j)
n!
n∏
k=1
kjk jk!
b n2c∏
k=1
s
2k−1
2 j2k−1
4k−2
b n2c∏
k=1
s(k−1)j2k4k t
j2k
2k
n∏
k=1
s
k
(
jk
2
)
2k
∏
1≤p<q≤n
sgcd(p,q)jpjq2lcm(p,q) .
Table 1 shows these cycle indices for small numbers n. 
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Table 2
Some cycle indices of finite groups.
Y Z(AUT (Y )Y ; r, s, t)
Z22
1
6 (r
4
1 + 3r21 r2 + 2r1r3)
Z2 × Z4 18 (r41 s22+2r21 r2s2t2+2r21 r2t4+2r41 s4+r41 t22 )
D3
1
6 (r
4
1 s2 + 3r21 r2t2 + 2r1r3s2)
D4
1
4 (r
6
1 s2 + r21 r22 s2 + 2r41 r2t2)
Table 3
Cycle indices of cyclic groups.
n Z(Z∗nZn; r, s, t)
2 r21
3 12 (r1s2 + r1t2)
4 12 (r
2
1 s2 + r21 t2)
5 14 (r1s
2
2 + 2r1t4 + r1t22 )
6 12 (r
2
1 s
2
2 + r21 t22 )
7 16 (r1s
3
2 + 2r1s6 + r1t32 + 2r1t6)
8 14 (r
2
1 s
3
2+ r21 s4t2+ r21 t32 + r21 s2s4)
9 16 (r1s
4
2+2r1t2t6+2r1s2s6+r1t42 )
10 14 (r
2
1 s
4
2 + 2r21 t24 + r21 t42 )
Example 4 (Cycle Indices of Groups). We mentioned in Example 1 that every group is a set with
involution. In Table 2 the cycle indices of some groups w.r.t. their full automorphism group are given,
whereDk means the dihedral group with 2k elements. 
Example 5 (Cycle Indices of Cyclic Groups). Let Y = Zn, the cyclic group of order n (written additively).
Then Aut(Zn) = Z∗n , the (multiplicative) group of members i in Zn with gcd(i, n) = 1. Table 3 contains
the cycle index polynomials Z(Z∗nZn; r, s, t) for small numbers n. 
Example 6 (Cycle Indices of Symmetric Groups Acting on Itself via Conjugation). Consider the symmetric
group Sn, acting on itself via conjugation,
∀ϕ ∈ Sn ∀α ∈ Sn ϕ(α) = ϕ ◦ α ◦ ϕ−1,
which describes the group of inner automorphisms of Sn. (Note that this group differs from Sn’s full
automorphism group Aut(Sn) if n ≥ 6.) The corresponding cycle indices and their encoding of cycle
structure of permutations in SnSn will become important for the enumeration of concrete covering
projections of graphswith respect to arbitrary automorphism groups. Table 4 contains the cycle index
polynomials Z(SnSn; r, s, t) for small numbers n. 
6. Power group enumeration in INVSET
In Section 4, we introduced a notion of equivalence for homomorphisms in Hom(X, Y ), where
X and Y are finite objects in INVSET . This equivalence is based on the power group action
Γ×ΦHom(X, Y ), where Γ ≤ Aut(X) and Φ ≤ Aut(Y ). The purpose of this section is to establish a
counting theorem for the corresponding equivalence classes.
For abbreviation, we introduce the following notations for ϕ ∈ Φ:
Ai(ϕ) =
∑
d|i
dρd(ϕ),
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Table 4
Cycle indices of symmetric groups acting on itself via conjugation.
n Z(SnSn; r, s, t)
1 r1
2 r21
3 16 (r
4
1 s2 + 3r21 r2t2 + 2r1r3s2)
4 124 (r
10
1 s
7
2 + 6r41 r32 s24t32 + 3r61 r22 s2s24t22 + 8r1r33 s2s26 + 6r21 r22 r4s2s4s8)
5 1120 (r
26
1 s
47
2 +10r81 r92 s22s184 t92+15r61 r102 s2s184 t102 +20r21 r83 s22s156 +20r21 r23 r36 s22s612t36+30r21 r22 r54 s2s98t54+24r1r55 s22s910)
Bi(ϕ) =
∑
i
d≡0mod 2
(dρd(ϕ)+ dλd(ϕ))+
∑
d|i
dµd(ϕ),
Ci(ϕ) =
∑
i
d≡0mod 2
dρd(ϕ)+
∑
i
d≡1mod 2
dλd(ϕ),
and let
A(ϕ) = (A1(ϕ), A2(ϕ) . . .),
B(ϕ) = (B1(ϕ), B2(ϕ) . . .),
C(ϕ) = (C1(ϕ), C2(ϕ) . . .).
Theorem 2. Let X and Y be sets with involution, and let Γ ≤ Aut(X) andΦ ≤ Aut(Y ). Then
|Γ × Φ \\Hom(X, Y )| = 1|Φ|
∑
ϕ∈Φ
Z(Γ X;A(ϕ), B(ϕ), C(ϕ)). (8)
Proof. In order to apply the Lemma of Cauchy–Frobenius (Theorem 1), we have to enumerate, for any
(γ , ϕ) ∈ Γ × Φ ,
Hom(X, Y )(γ ,ϕ),
i.e., the set of homomorphisms that are fixed under (γ , ϕ).
Consider (γ , ϕ) ∈ Γ × Φ . If F ∈ Hom(X, Y )(γ ,ϕ), then, for x ∈ X and y = F(x),
F(γ k(x)) = ϕk(y) (9)
for all k. Moreover, we have to take into account that
F(x−1) = y−1. (10)
Consider the following cases.
1. Suppose that x is in a γ -cycle τ of type 1 of length i, i.e., x is self-inverse. Because of Eq. (10), ymust
be a member of a ϕ-cycle of type 1. Because of Eq. (9) there are
Ai(ϕ) =
∑
d|i
dρd(ϕ)
possible choices for y.
2. If x is in a γ -cycle τ of type 2 of length i2 , then there is another cycle τ˜ of the same length containing
the inverse members of τ . Because of Eqs. (9) and (10), all F-values of τ and τ˜ are fixed, whenever
y has been chosen.
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If y is assumed to be in a cycle σ of type 1, |σ | divides i2 . Hence we have∑
i
d≡0mod 2
dρd(ϕ)
possible choices. If y is contained in a cycle of type 2, |σ |2 divides
i
2 . Hence we have∑
d|i
dµd(ϕ)
possibilities. If y is contained in a cycle of type 3, |σ | divides i2 . Hence there are∑
i
d≡0mod 2
dλd(ϕ)
choices. Altogether, we get
Bi(ϕ) =
∑
i
d≡0mod 2
(dρd(ϕ)+ dλd(ϕ))+
∑
d|i
dµd(ϕ)
possible choices for y.
3. Now let x be in a γ -cycle τ of type 3 of (even) length i. If y is in a cycle of type 1, we obtain∑
i
d≡0mod 2
dρd(ϕ)
possible choices. Since x−1 is in the same cycle as x, and because of Eqs. (9) and (10), y cannot be
chosen from a cycle of type 2. If y is assumed to be chosen of a cycle of type 3, i2 must be an odd
multiple of |σ |2 . Hence there exist∑
i
d≡1mod 2
dλd(ϕ)
possible choices. Summarizing, we obtain
Ci(ϕ) =
∑
i
d≡0mod 2
dρd(ϕ)+
∑
i
d≡1mod 2
dλd(ϕ)
possible choices for y.
We conclude that∣∣Hom(X, Y )(γ ,ϕ)∣∣ = n∏
i=1
Ai(ϕ)ρi(γ )Bi(ϕ)µi(γ )Ci(ϕ)λi(γ ).
Applying the Lemma of Cauchy–Frobenius (Theorem 1) yields the desired result. 
As an immediate consequence of Theorem 2 we get the well known counting formula for power
group enumeration of unstructured sets — just consider unstructured sets X as sets with trivial
involution ιX = 1.
Corollary 1. Let X and Y be (ordinary) sets with actions Γ X and ΦY . Then∣∣Γ × Φ \\ Y X ∣∣ = 1|Φ|∑
ϕ∈Φ
Z(Γ X;A(ϕ)), (11)
where, for all i, αi(ϕ) is the number of cycles of ϕ of length i, A(ϕ) = (A1(ϕ), A2(ϕ), . . .) with Ai(ϕ) =∑
d|i dα(ϕ), and Z(Γ X) is the (ordinary) cycle index of Γ X.
The following corollary corresponds to the classical Pólya theorem [29].
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Corollary 2. Let X and Y be sets with involution, and let Γ ≤ Aut(X). Then
|Γ \\Hom(X, Y )| = Z(Γ X; a, b, c), (12)
where a = (a1, a2, a3, . . .), b = (b1, b2, b3, . . .), and c = (c1, c2, c3, . . .) with components
• ai = ε1(Y );
• bi =
{
ε1(Y )+ 2ε2(Y ) if i is even,
0 if i is odd;
• ci =
{
ε1(Y ) if i is even,
0 if i is odd.
(For the definition of ε1(Y ) and ε2(Y ) recall the definition of sets with involution.)
Example 7 (Oriented k-Colorings of Graphs Revisited). Remember the action
Γ×(Sk×Z2)Hom(G, {1, . . . , k} × Z2)
which was introduced in Example 2 to classify equivalence of oriented k-colorings of graphs. We get
a slightly more general setting if we consider a general group Φ acting on Y := {1, . . . , k} instead of
Sk. (Note that Y × Z2 is a set with involution.) Then the action ofΦ × Z2 on Y × Z2 is given by
(ϕ, a)(y, b) := (ϕ(y), a+ b).
The purpose of this example is to count the orbits of the action
Γ×(Φ×Z2)Hom(G, Y × Z2)
for a given group of automorphisms Γ ≤ Aut(G).
In order to apply Theorem 2, we first have to compute the numbers ρi(ϕ, a),µi(ϕ, a), and λi(ϕ, a)
for a given (ϕ, a) ∈ Φ × Z2.
Since Y × Z2 contains no self-inverse members,
ρi(ϕ, a) = 0
for all (ϕ, a) ∈ Φ × Z2 and 0 ≤ i ≤ 2k.
Now let σ = (y1, . . . , yi) be a cycle of length i of ϕ. If a = 0, σ corresponds to two cycles
σ1 = ((y1, 0), (y2, 0), . . . , (yi, 0)) and
σ2 = ((y1, 1), (y2, 1), . . . , (yi, 1))
of length i of (ϕ, 0), which is a corresponding pair of inverse cycles; hence they are of type 2.
If a = 1, then, for even i, we get the corresponding cycle pair
σ1 = ((y1, 0), (y2, 1), . . . , (yi, 1)) and
σ2 = ((y1, 1), (y2, 0), . . . , (yi, 0))
of (ϕ, 1)which is of type 2 again; if i be odd, σ corresponds to the cycle
σ˜ = ((y1, 0), (y2, 1), . . . , (yi, 0), (y1, 1), (y2, 0), . . . , (yi, 1))
of (ϕ, 1), which is of length 2i and of type 3.
If αi is the number of cycles of length i of ϕ, we get altogether
ρi(ϕ, a) = 0;
µi(ϕ, 0) = αi(ϕ);
µi(ϕ, 1) =
{
αi(ϕ) if i is even,
0 if i is odd;
λi(ϕ, 0) = 0;
λi(ϕ, 1) =
{
0 if i is even,
αi(ϕ) if i is odd.
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Table 5
The numbers |Sn × (Sr × Z2) \\Hom(Kn, {1, . . . , r} × Z2)|.
n r
1 2 3 4 5
2 1 1 1 1 1
3 2 5 7 7 7
4 3 52 184 281 304
5 10 2324 42 660 189264 371774
Table 6
The numbers |Sn × Aut(Y ) \\Hom(Kn, Y )| for some groups Y .
n Y
Z22 Z2 × Z4 D3 D4
2 2 4 3 5
3 7 34 17 51
4 64 1896 469 3547
5 1908 1152547 88477 2295980
Based on this, it is easy to compute the arrays A(ϕ), B(ϕ) and C(ϕ) and apply Theorem 2.
Table 5 contains some numbers |Sn × (Sr × Z2) \\Hom(Kn, {1, . . . , r} × Z2)| for small values of n
and r . For example, |S3 × (S3 × Z2) \\Hom(K3, {1, 2, 3} × Z2)| = 7. For a corresponding system of
representatives remember Fig. 1. 
Example 8 (Cycle Indices of Groups Revisited). Based on Theorem 2 and using the information encoded
in Tables 1 and 2we computed the numbers |Sn × Aut(Y ) \\Hom(Kn, Y )|, where Y is a group together
with its full group automorphism group Aut(Y ). The results are presented in Table 6. 
Example 9 (Cycle Indices of Cyclic Groups Revisited). As in Example 5, consider the action of Z∗r on the
cyclic group Zr . Let ξ ∈ Z∗r . We want to compute the arrays A(ξ), B(ξ), and C(ξ).
In order to compute A(ξ), note that Zr contains just one self-inverse member, namely 0, if r is odd,
while 0 and r2 are self-inverse if r is even. Every ξ ∈ Z∗r fixes this/these self-inverse element(s). We
conclude that, for all ξ ∈ Z∗r and all i,
Ai(ξ) =
{
2 if r is even,
1 if r is odd.
Clearly, Bi(ξ) = 0 and Ci(ξ) = 0 in case of odd i. If i is even, i = 2k, it is easy to see that B2k(ξ) is
the number of solutions of ξ kx = x in Zr , while C2k(ξ) is the number of solutions of ξ kx = −x in Zr .
Hence we obtain
B2k(ξ) = gcd(ξ k − 1, r),
C2k(ξ) = gcd(ξ k + 1, r).
Using the arc set of the complete graph Kn together with the full automorphism group SnKn we
obtain the numbers
∣∣Sn × Z∗r \\Hom(Kn,Zr)∣∣which are depicted in Table 7, where we used the cycle
indices of complete graphs from Table 1 again.
Some of the numbers
∣∣Sn × Z∗r \\Hom(Kn,Zr)∣∣ have interesting graph theoretical interpretations.
1. Let r = 2, and set 2 = (2, 2, . . .). Then∣∣Sn × Z∗2 \\Hom(Kn,Z2)∣∣ = Z(SnKn; 0, 2, 2)
= Z(S(2)n ; 2),
where Z(S(2)n ; s) is the ordinary cycle index of the pair group [13]. Hence the abstract graphs with
n nodes are enumerated by
∣∣Sn × Z∗2 \\Hom(Kn,Z2)∣∣.
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Table 7
Some numbers
∣∣Sn × Z∗r \\Hom(Kn,Zr )∣∣.
n r
1 2 3 4 5 6 7 8 9 10
2 1 2 2 3 2 4 2 4 3 4
3 1 4 6 13 10 16 16 42 33 40
4 1 11 30 148 205 1181 906 3154 3923 11021
5 1 34 342 5162 21240 259965 396593 2263962 4861983 20909774
Fig. 2. Abstract oriented graphs modulo global reorientation.
2. Now consider the case r = 3. A homomorphism F : AKn → Z3 may be interpreted as follows: If
F(a) = F(a−1) = 0, we eliminate the corresponding undirected edge from Kn. If F(a) = 1 (which
implies that F(a−1) = 2), the corresponding undirected edge gets the orientation from a. Hence
these homomorphisms correspond to oriented graphs.
Due to the action Z∗3Z3, we do not consider reversal of all orientations in parallel to be es-
sential. The action SnKn effects that we consider abstract oriented graphs. Hence the number∣∣Sn × Z∗3 \\Hom(Kn,Z3)∣∣ is the number of oriented graphs modulo global reorientation. For n = 3,
a transversal of the orbits is given in Fig. 2.
3. The case r = 4 presents the enumeration of abstract digraphs as follows: If F(a) = 0, then the
corresponding edge is eliminated. If F(a) = 1, which implies that F(a−1) = 3, the corresponding
edge gets the orientation of a. If F(a) = F(a−1) = 2, a as well as a−1 have to be chosen. 
7. Epimorphisms in INVSET
In Section 6 we counted the orbits of Γ×ΦHom(X, Y ). In this section wewant to count correspond-
ing equivalence classes of epimorphisms from X to Y , which are collected in Epi(X, Y ). Clearly, Γ ×Φ
acts on Epi(X, Y ) in the same manner as on Hom(X, Y ). As in the case of usual Pólya–Redfield enu-
meration, the orbits of these epimorphisms can be enumerated using the principle of inclusion and
exclusion.
In order to enumerateΓ ×Φ \\Epi(X, Y ), one has to count, for every (γ , ϕ) ∈ Γ ×Φ , themembers
of
Epi(X, Y )(γ ,ϕ).
Let F ∈ Hom(X, Y ). Remember that if y ∈ im(F), then the whole cycle σ of y and its inverse σ−1 (if σ
is of type 2) is contained in im(F). For ϕ ∈ Φ let
Z(ϕ) =
{
S ⊆ Y | S =
{
σ if σ is of type 1 or 3,
σ ∪ σ−1 if σ is of type 2
}
for some cycle σ of ϕ
}
.
For a subset J ⊆ Z(ϕ) let
YJ =
⋃
S∈J
S.
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Table 8
The numbers
∣∣Sn × Z∗r \\Epi(Kn,Zr )∣∣.
n r
1 2 3 4 5
2 1 0 0 0 0
3 1 2 3 1 1
4 1 9 26 78 124
5 1 32 331 4452 18576
ϕ \ J denotes the restricted permutation ϕ|(Y \ YJ).
WithA(γ ),B(γ ) and C(γ )we denote the cycles/inverse cycle pairs of type 1, 2, or 3 of γ .
Using these notations, the inclusion–exclusion principle yields
|Epi(X, Y )Γ×Φ | =
∑
J⊆Z(ϕ)
(−1)|J| ∣∣Hom(X, Y \ YJ)Γ×Φ ∣∣
=
∑
J⊆Z(ϕ)
(−1)|J|
∏
σ∈A(γ )
A|σ |(ϕ \ J)
∏
σ∈B(γ )
B|σ |(ϕ \ J)
∏
σ∈C(γ )
C|σ |(ϕ \ J).
Hence we obtain by the Cauchy–Frobenius lemma
|Γ × Φ \\Epi(G, Y )|
= 1|Φ||Γ |
∑
(γ ,ϕ)∈Γ×Φ
∑
J⊆Z(ϕ)
(−1)|J|
∏
σ∈A(γ )
A|σ |(ϕ \ J)
∏
σ∈B(γ )
B|σ |(ϕ \ J)
∏
σ∈C(γ )
C|σ |(ϕ \ J)
= 1|Φ|
∑
ϕ∈Φ
∑
J⊆Z(ϕ)
(−1)|J| 1|Γ |
∑
γ∈Γ
∏
σ∈A(γ )
A|σ |(ϕ \ J)
∏
σ∈B(γ )
B|σ |(ϕ \ J)
∏
σ∈C(γ )
C|σ |(ϕ \ J)
= 1|Φ|
∑
ϕ∈Φ
∑
J⊆Z(ϕ)
(−1)|J|Z(Γ X;A(ϕ \ J), B(ϕ \ J), C(ϕ \ J)).
Hence we have proved the following theorem.
Theorem 3. Let X and Y be sets with involution, and let Γ ≤ Aut(X) andΦ ≤ Aut(Y ). Then
|Γ × Φ \\Epi(X, Y )| = 1|Φ|
∑
ϕ∈Φ
∑
J⊆Z(ϕ)
(−1)|J|Z(Γ X;A(ϕ \ J), B(ϕ \ J), C(ϕ \ J))h. 
Example 10 (Cycle Indices of Cyclic Groups Revisited). Table 8 contains, for small integers n and r , the
numbers |Sn × Z∗r \\Epi(Kn,Zr)|. 
8. A topological application
In order to prove the usefulness of power group enumeration over INVSET for topological
application, we show how the enumeration of concrete r-fold covering projections can be
accomplished using the results of the previous sections.
All graphs are supposed to be simple in the following. A graph H is called an r-fold covering of the
graph G if there is an r-to-one graph epimorphism p from H onto G, called r-fold covering projection,
which sends the neighbors of each node x ∈ VH bijectively to the neighbors of p(x) ∈ VG. Topologically
speaking, the covering projection is a local homeomorphism. In order to distinguish these covering
projections from concrete coverings which have to be defined below, they are sometimes called
abstract.
The fiber of the node v ∈ VG is the set p−1(v). An r-fold covering projection p : H → G is said
to be concrete if there is, in addition, a partition P = (P1, . . . , Pr) of the nodes of H such that every
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Table 9
Some numbers |Sn × Sr \\Hom(Kn, Sr )|.
n r
1 2 3 4
2 1 2 3 5
3 1 4 18 171
4 1 11 469 340761
5 1 34 88891 22025483889
partition set Pi meets every node fiber exactly once; we write (p,P ) for short. The sets Pi of P are
called the sheets of p.
There is a natural kind of equivalence between covering projections of G. Let Γ be the
automorphism group of G. The covering projections p and p˜ of G are called equivalent if there is a
commutative diagram
-
ψ
H
?˜
p
H˜
- G
γ
?
p
G
(13)
with an isomorphism ψ and γ ∈ Γ . The concrete covering projections (p,P ) and (p˜, P˜ ) of G are
called equivalent, if their underlying (abstract) covering projections p and p˜ are equivalent with an
isomorphism ψ : H → H˜ and γ ∈ Γ such that ψ(P) ∈ P˜ for every P ∈ P .
Concrete graph covering projections have been introduced in [20]. The corresponding equivalence
could be classified there, and the classification theorem, written down with terminology introduced
in this paper, looks as follows.
Theorem 4. The equivalence classes of concrete r-fold covering projections are in one-to-one
correspondence with the members of the orbit set
Γ × Sr \\Hom(G, Sr),
where Γ is the (graph) automorphism group of G and Sr is supposed to act on itself via conjugation, as is
specified in Example 6.
The classification through this theorem could not be used for enumeration so far. It was noticed
in [6] that the equivalence classes of the concrete r-fold covering projections of the graph G could
be counted provided the abstract covering projections of an auxiliary graph, consisting of G and a
further node adjacent to all nodes of G, can be. Unfortunately, counting abstract covering projections
is even worse than counting concrete ones, hence this result is rather academic. Using power group
enumeration over sets with involution, the enumeration now can be completed.
Theorem 5. The number of equivalence classes of concrete r-fold covering projections of the graph G is
|Γ × Sr \\Hom(G, Sr)| = 1n!
∑
ϕ∈Sr
Z(Γ G;A(ϕ), B(ϕ), C(ϕ)).
Some of these numbers are depicted for complete graphs Kn in Table 9. As an example, Fig. 3 shows
the eleven non-equivalent concrete 2-fold coverings of the complete graph K4. In each of them, the
sheets are represented by nodes which are ordered horizontally, while the vertically ordered nodes
correspond to the fibers of the respective covering. Each of the coverings is accompanied by a number
which marks the abstract isomorphism to one of the following graphs: Two copies of K4 (1), the three
dimensional cube (2), and a ‘‘hybrid’’ in between (3).
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1 3 3
2 3 2
1 3 1
3 2
Fig. 3. The eleven non-equivalent concrete 2-fold covering projections of K4 .
9. Conclusion
Power group enumeration is a very useful tool for many enumeration problems which have
to respect symmetries. However, topological enumeration has motivated a generalization of the
classical methods by considering homomorphisms in the category INVSET instead of unstructured
mappings in SET , which is worked out in this paper. Using these results, the numbers of concrete
r-fold covering projections of a given graph G can be computed.
Onemay remark that the problem of counting abstract covering projections is still open in general.
Tomake an approach to this problem requires the generalization of another concept, namely a certain
wreath product operation commonly called exponentiation, and will be part of a second paper.
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