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ABSTRACT
There are three topics in the thesis. In the first topic, the problem is a staffing problem
for queues: we need to decide the number of representatives in a bank call center to optimize
different performance measures. We compare the stability of the performance of two common
staffing methods, square root staffing formula (SQSF) and iterative staffing algorithm (ISA), using
the actual call center data from an Israeli bank. We also show the proof of the convergence of ISA
iterative method under the assumption of M(t)/M/s(t). In the second topic, we investigate the
patients flow in the emergency department in the Rambam Medical Center, an Israeli hospital. We
study the arrival process, the length of stay and the departure process. We show using simulations
that the arrival process can be approximate by non-homogeneous Poisson process and the length
of stay is a time-varying process in a day of week view. Based on our model, we can predict the
number of beds needed each day in the hospital. In the third topic, we apply the actual data from
Mercy Hospital in Des Moines. The problem is to compare the cost of add pharmacy technicians in
the hospital to help correct patients’ previous medications comparing to the benefit of reducing the
errors made by patients. We build models to predict the number of errors corrected and the time
needed by the pharmacy technicians. Using the salary of pharmacy technicians and known costs




In this dissertation, I focus my study on queueing problems. I study the staffings of the queueing
systems in a call center and hospital emergency department. I prove the convergence of the Iterative
Staffing Algorithm (ISA) formula under the Mt/M/st +M and apply square root staffing formula
and the ISA to the real data. Then I study the patients flow in emergency department and build
a prediction model for the staffing. I apply the cost-benefit analysis of the emergency department
using a generalized linear model.
1.1 Background
Staffing is important in the service systems since it is a decisive element for service quality.
Staffing methods are widely applied in various service systems, such as hospitals and call centers.
As for call center, the recent surveys are provided in Defraeye and Van Nieuwenhuyse (2016),
Song et al. (2019) and Shi et al. (2016b) on capacity planning problems. Researched like Gans et al.
(2003) and Brown et al. (2005) provide more details about call center capacity planning problem.
For the call center, we assume the service system satisfies the time-varying nonhomogeneous Poisson
arrival processes with exponential service distribution and exponential abandonment rate, i.e.,
Mt/M/st+M . Two methods are used to approximate the time-varying staffing function st, square-
root-staffing-formula in Garnett et al. (2002) and iterative staffing algorithm in Feldman et al.
(2008).
For the hospitals, in Armony et al. (2015), the hospital patient-flow problems are addressed.
Hu et al. (2018) provides a survey of simulation studies in the hospital emergency department.
Emergency department is important in hospital, lots of researches are provided to improve the
performance of the emergency department like Derlet et al. (2001), Hoot and Aronsky (2008), and
Green et al. (2006). Researches Jennings and d. (2011) and Yankovic and Green (2011) are using
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the Queueing theory to analyze the nurse staffing in the hospital. The Yankovic and Green (2011)
shows that nurse staffing would influence the performance of the whole hospital. In Mandelbaum
et al. (2012) and Thompson et al. (2009) study the staffing of beds in hospital. In the emergency
department, another important aspect is to collect the best possible medication history (BPMH)
from patients to reduce medication errors. The research Rubin et al. (2016) and Smith et al. (2008)
shows the importance of getting the BPMH.
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CHAPTER 2. EVALUATING STAFFING ALGORITHMS FOR
QUEUEING NETWORKS USING REAL DATA FROM CALL-CENTERS
A paper accepted for publication in International Journal of Operational Research
Dong Dai, Arka P. Ghosh and Keguo Huang
2.1 Abstract
A central question in capacity management for service systems is to decide an appropriate
number of servers that changes over time to accommodate time-varying arrivals and maintain a
prescribed service-quality level. Two common methods have been proposed in the literature to
address this staffing problem: Square Root Staffing Formula (SRSF) by Jennings, Mandelbaum,
Massey and Whitt (1996) and Iterative Staffing Algorithm (ISA) of Feldman, Mandelbaum, Massey
and Whitt (2008). In this paper, we examined the stability of these two common methods on sim-
ulated data from a probabilistic model as well as on synthetically generated real data created by
resampling actual arrival, service and abandonment times from the call center of an Israeli bank.
The primary measure of service quality used here was the delay probability - the probability a new
customer needs to wait upon arrival, but we compared using other common measures as well. We
found that in the simulated case, the ISA method marginally outperformed the SRSF method in
terms of maintaining the stability around the target delay probability. But in the case of synthetic
resampled data, the stability performance appeared to drop when the service and patience rates are
large, and it improved if these rates became smaller (compared to the arrival rates). In addition,
we also gave theoretical proofs for the convergence of the ISA method under appropriate conditions.
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2.2 Introduction
Staffing methods are widely applied in various service systems, such as hospitals and call centers.
In this paper, we will be dealing with real data from a call center (of an Israeli bank) and related
staffing issues. Telephone call centers are inevitable parts of the modern business world.
The left part of Figure 2.1 is a schematic diagram showing a typical call center. Different
organizations use call centers as a way for customers to communicate their service requests and
opinions in an economical way. The most expensive cost to operate a call center is the labor cost,
e.g. salaries and training costs for the customer service representatives. This leads to the most
important decision to be made by a manager: What is an appropriate number of representatives
for a call center at any given time to accommodate a time-varying number of customers? The right
part of Figure 2.1 illustrates average hourly arrival-rates in an Israeli bank call center for each day of
a typical week. This call center normally opens at 7 a.m. and closes at midnight, and it closes from
early afternoons on Friday to early evenings on Saturday. The graph shows averages over every
hourly periods during the days of the week for the data collected during November and December
1999. Clearly, there are more incoming customers during the late mornings and early afternoons
than during other times and the pattern changes on different days of the week. In response to the
arrival rates that are changing over time, one needs to come up with a staffing level function that
changes over time as well.
Roughly speaking, the manager would prefer assigning more people at the time when the arrival
volume is high and fewer people during the light hours. Relative high-staffing would provide high
quality of service but waste resources; while low-staffing would give low service quality and high
workload for the representatives. So the manager needs to balance this trade-off. A good staffing
should assign the least number of representatives needed in order to achieve the targeted service
quality level that stays stable (relatively constant) over time, when the arrival rates can change over
time.
The articles Defraeye and Van Nieuwenhuyse (2016), Song et al. (2019) and Shi et al. (2016b)
provide comprehensive and recent surveys on broader capacity planning problems. Hospital patient-
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Figure 2.1 Left: A schematic diagram of a call center; Right: Average hourly number of
calls in an Israeli bank’s call center for different days of the week.
flow problems are addressed in Armony et al. (2015) while Hu et al. (2018) provides a survey of
simulation studies in hospital emergency department. For more details about call center capacity
planning problem, one can refer to Gans et al. (2003) and Brown et al. (2005). These service
systems are usually formulated as a time-varying nonhomogeneous Poisson arrival processes with
exponential service distribution and exponential abandonment rate, i.e. as a Mt/M/st + M sys-
tem where st stands for the time-changing staffing function. The most common method used in
practice is the square-root-staffing formula (SRSF) that finds the staffing function to achieve any
pre-specified level of service quality (Garnett et al. (2002)). He et al. (2016) generalizes square-
root-staffing algorithm to more general arrival cases, which is used to decide the staffing level in
a time-varying arrival systems. In Feldman et al. (2008), the authors proposed another method
to compute time-dependent staffing functions in Mt/M/st +M multi-server queues: The Iterative
Staffing Algorithm (ISA) which was shown in simulation to perform better that SRSF. There are
a few measures to quantify the service quality of the system. One commonly used measure is the
delay-probability, the probability that an arrival will have to wait before getting serviced (Feldman
et al. (2008)). There are other service quality that is used as well, such as tail probability (Liu
(2018)), abandonment probability (Liu and Whitt (2012)), waiting time (Shi et al. (2016a)) and
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excessive waiting time (Defraeye and Van Nieuwenhuyse (2013)) instead of the delay-probability.
More discussion on some of these is given in Section 2.3. Both the staffing methods discussed
here aim to produce a time-dependent staffing function according to a given arrival-rate function,
independent abandonment and service processes, and a prescribed target delay probability. Ideally,
the actual delay probability should be relatively stable around the target delay probability over
the one-day period for any good staffing function. In this paper, we compare these two competing
staffing algorithms using simulated data from theoretical model as well as from a more realistic
model which uses resamlpled arrival, service and abandonment times.
These are the main contributions of this paper:
• Continuing with the explorations in Feldman et al. (2008), we compared the performance
of the two methods in simulated examples using a Mt/M/st + M queueing model (time varying
Poisson process arrivals, exponential service and abandonment times and time-varying staffing
level) as assumed in Feldman et al. (2008). We found that the performance of ISA was generally
more stable than that of SRSF.
• We used real data from a call center that exhibits time-varying arrivals (not a Poisson pro-
cess) as well as real service and abandonment times (which are not exponential) and studied the
performance of the two methods. Generally, we found the performance of both methods decreased,
but ISA performed marginally better.
• We also proved properties of the sequence of successive iterations of the staffing function
produced by ISA and argued the convergence of ISA. We verified these using simulations as well.
In Section 2.3, we briefly describe the two methods and the performance measures we use here
to compare them. Section 2.4 describes the performance evaluation using a simulated case from a
theoretical model. Section 2.5 contains their comparison using the synthetic data from an actual
call center. In Section 2.6, we provide the proof of convergence of the Iterative Staffing Algorithm
(ISA) as well as simulations illustrating the successive iterations of the algorithm in different cases.
Finally, Section 2.7 has some concluding remarks. The Appendix contains different ways of creating
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the synthetic call center data (other than the way shown in Section 2.5) and how these methods
perform in those cases.
2.3 Preliminaries
In this section, we will introduce two methods for generating time-varying staffing functions as
well as some of the performance measures which will be used in the simulation.
2.3.1 Square-Root Staffing Formula (SRSF)
The SRSF method (see Jennings et al. (1996), Feldman et al. (2008)) requires computing the
staffing function using the formula:
st ≡ mt + β
√
mt, 0 ≤ t ≤ T, (2.1)
where β is a constant measuring the service quality level (the higher the better) and mt is the “of-
fered load” defined below. The constant β has a one-to-one relationship with the delay probability











where β̂ = β
√
θ/µ with µ being the service rate and θ being the abandonment rate, and h(x) ≡
φ(x)/(1− Φ(x)) is the hazard rate with φ and Φ being the probability density function (pdf) and
cumulative distribution function (cdf) of the standard normal (Gaussian) distribution.
The offered load mt for an Mt/M/st + M queue is defined as E[Lt(∞)], where Lt(∞) is the
number of busy servers at time t in the associated infinite-server queue, i.e. an Mt/M/∞ queue
with the same arrival process and service distributions as the original queues. In real data, one
could obtain the estimated offered load by averaging over all replications in the simulation. Another
way to obtain mt is to solve the following equation (see Theorem 1 in Feldman et al. (2008)):
d
dt
mt = λt − µt ·mt,
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where λt and µt defined as time-varying arrival and service rates. Since mt, λt and µt are functions










Therefore, with the information of arrival and service processes, one could determine the offered
load using (2.3) as well.
2.3.2 Iterative-Staffing Algorithm (ISA)
The ISA is a simulation-based method, proposed in Feldman et al. (2008). Now assume in
an Mt/M/st + M system, we know the arrival process being a non-homogeneous Poisson process
(NHPP) with rate function λ(t), t ∈ [0, T ], an independent and identically distributed (i.i.d.)
service-time distribution, an i.i.d. abandonment distribution. In this paper, we will measure time
in hours of a day. To implement the algorithm, we will discretize the timeline into small intervals
of length ∆. The value of ∆ depends on values of the arrival, service, and abandonment rates. To
be concrete, we will let ∆ = 1/10 for the simulation example in Section 2.4 and ∆ = 1/60 for the
practical example in Section 2.5. The staffing function will be constant within each of the small
intervals.
Given any staffing function, we performed a system simulation by recording events such as
new customers calling in, customers in the queue advancing to the available server, long-waiting
customers abandoning the queue, getting serviced and service completed. To generate the arrival
process as a NHPP, we applied the thinning approach (see Ross (1990)). In thinning method, we
found a constant λ∗ such that λ(t) ≤ λ∗ for all t > 0. Let t∗1, t∗2, . . . be the time sequence of arrivals
of a Poisson process with rate λ∗. We accepted the arrival at time i with probability λ(ti)/λ
∗,
independently of all other arrivals. The time sequence of the accepted arrivals forms a realization
of the NHPP with the rate function λ(t). In our simulated example, λ∗ was chosen to be 120. We
use subscripts to denote the iterations of a simulation. For example, we let si(t) be the number of
servers at time t, and Li(t) be the random variable representing the total number of customers in
the system at time t for 0 ≤ t ≤ T , in the ith iteration.
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The following are the iterative steps of the ISA method, as described in Feldman et al. (2008).
The algorithm will keep running until the uniform distance between staffing functions in successive
iterations is less than some fixed number τ . In our case we pick τ = 1.
The Steps of ISA (Feldman et al., 2008):
1. Given the ith staffing function {si(t) : 0 ≤ t ≤ T}, evaluate the distribution of Li(t) for all
t, using simulation. (For s0(t), one could choose a constant function at the average ratio
between arrival rate and service rate.)
2. For each 0 ≤ t ≤ T , let si+1(t) be the least number of servers so that the delay-probability
constraint is met at time t; i.e., let
si+1(t) = arg min{c ∈ N : P{Li(t) ≥ c} < α}.
3. If there is negligible change in the staffing from iteration i to iteration i+ 1, then stop; i.e., if
||si+1(·)− si(·)||∞ ≡ max{|si+1(t)− si(t)| : 0 ≤ t ≤ T} ≤ τ,
then stop and let si+1(·) be the proposed staffing function. Otherwise, advance to the next
iteration, i.e., replace i by i+ 1 and go back to step 1. (We let τ = 1.)
We used N = 5000 independent replications to estimate the distribution of Li(t) in the second step.
Specifically, we could write out an explicit expression of si+1(t). Suppose the simulation outcomes
for {Li(t), i = 1, 2, · · · , N} is in an ordered form of
L(1)(t), · · · , L(1)(t)︸ ︷︷ ︸
n1
, L(2)(t), · · · , L(2)(t)︸ ︷︷ ︸
n2
, · · · , L(m)(t), · · · , L(m)(t)︸ ︷︷ ︸
nm
.
where L(1) < L(2) < · · · < L(m) and n1 + n2 + · · ·+ nm = N . Then






where d·e represents the ceiling function.
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2.3.3 Performance measures
Here we discuss the performance measures used to evaluate the stability and performance of
staffing functions under certain arrival, service and patience settings. These are time-varying mea-
sures. Since we divide the timeline into intervals of length ∆, we will apply the same changes to
these measures, i.e., they will be constant at each of these intervals. As in Feldman et al. (2008),
we use ∞ in subscript to denote quantities related to the final result of the ISA steps. Specifi-
cally, in the time interval t, s∞(t) denotes the final staffing level, and L∞(t) denotes the random
variable representing the total number of customers in the system with s∞(t). We suppose there
will be a total of R replications and r ≤ R represents the rth replication. Note this R here is not
necessarily equal to N in Section 2.3.2, but we chose R = N = 5000 for all simulations in this paper.





∞ (t)− s∞(t) ≥ 0}
R
, (2.4)
where I(·) is the indicator function and L(r)∞ (t) represents L∞(t) in the rth replication.
The server utilization ρ(t) in interval t represents the fraction of busy servers at interval t,






where br(t) denotes the total number of busy servers in interval t.
The tail probability in interval t, which represents the probability that the queue length is no
less than 5 (5 is chosen to match Feldman et al. (2008)). Its expression is the same as (2.4) except
that the 0 in the numerator being replaced by 5.
The abandonment probability in interval t represents the probability of abandonment, which




(r){Abandonment occurs in interval t}
R
.
Now we move on to the examples for comparing the two methods.
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2.4 Simulated Example
In this chapter, we will apply two methods introduced in the previous section to a simulated
example, calculate the final staffing functions and evaluate their performance using the measures
discussed before. Consider a multi-server Mt/M/st +M queueing system with a non-homogeneous
Poisson arrival process with arrival-rate function
λ(t) = 100 + 20 · sin(t), 0 ≤ t ≤ T.
Assume both the abandonment rate θ and the service rate µ are equal to 1. The system is empty
in the beginning - this is the same set-up as in Chapter 2 of Feldman et al. (2008), where the ISA
method was explored. Here we compare the differences between the two methods.
2.4.1 Staffing functions
We first obtain the final staffing functions from these two methods. For the SRSF method, based
on (2.3), we could attain the theoretical offered load mt = 100 + 10[sin(t)− cos(t)]. Then by (2.1)
and (2.2), we obtain the final staffing functions for different choices of the target delay probabilities
α. For the ISA method, since the arrival rate is centered around 100, we choose s0(t) ≡ 100 for the
initial staffing function. Most of the ISA converge within two iterations as stated in Feldman et al.
(2008). Besides using (2.3), one could attain the offered load by counting the average number
of busy servers in the associated Mt/M/∞ system using simulation, and we obtain the offered
load for ISA using this approach. All of the staffing functions for both methods are displayed in
Figure 2.2, together with the associated arrival and offered load functions. We notice that the
staffing functions from both methods follow the arrival functions closely (as expected) except at
the beginning where the ISA staffing function starts from a low value but quickly catches up. Also
note that the staffing levels decreases as α increases in both cases.
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Figure 2.2 Arrival function λ(t), offered load mt, and final staffing function S(t) associated with
different α based on two methods: ISA and SRSF
2.4.2 Time-stable performance
Next, we compute the performance measures listed in Section 2.3.3. They are displayed in Figure
2.4.2, 2.4, 2.5, and 2.6. Under the staffing levels generated by ISA method, the delay probabilities
are close to the target and very stable. While in the SRSF method, the performance is stable but
slightly above the target. Other performances are generally comparable for both methods.


















































Figure 2.3 Delay probability α(t) over time based on two methods: ISA and SRSF
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Figure 2.4 Server utilization over time based on the two methods: ISA and SRSF














































Figure 2.5 Tail probability over time based on the two methods: ISA and SRSF






























































Figure 2.6 Abandonment probability over time based on the two methods: ISA and SRSF
2.5 Synthetic Queue with Resampled Call Center Data
In this section, we will apply the ISA and SRSF methods to a call center’s data and examine if
the stability of performance measures still holds. To study how the methods perform in a real queue,
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we first create a synthetic call center scenario, where the arrival-, service- and abandonment-times
are resampled from an actual call center data and then explore how these two methods perform in
terms of creating good staffing functions.
2.5.1 Data description
The detailed information of how this data was collected and cleaned and some descriptive
statistics can be found in Mandelbaum et al. (2001) and Brown et al. (2005). This call center
provides different types of services, including regular (PS in the database), stock transaction (NE),
new/potential customer (NW) and Internet assistance (IN). Since most (66.7%) of the customers
are regular (PS) - see Table 2.1, we focus only on these customers in this paper. As we mentioned
in the introduction (second part of Figure 2.1), we will only consider the data from the weekdays
(Sunday to Thursday in Israel), when the call-center is open from 7 a.m. to midnight. Now
Table 2.1 Service time by type of service, November-December
Type of customer PS NE NW IN TT & PE
Percentage 66.7% 10.2% 11.7% 8.7% 3.4%
Mean of service time 178.38 273.53 115.34 408.06 126.09
SD of service time 206.48 348.96 176.33 504.88 234.04
Median of service time 119 174 72 220 60
let us describe the dynamics of this call center. When a customer calls the call-center, he/she is
first directed to a voice response unit (VRU), where he/she receives recorded information in VRU.
Customers with simple service requests can be handled in the VRU, and, in fact, 65% of the bank’s
customers complete their service in this step. The other 35% customers need to get help from a
representative. These calls are the focus of our study. If there is at least one available representative
who could help this customer, then the system will connect this customer to a representative and
the service starts. Otherwise, the customer will join a virtual queue and wait for the service.
Customers in the queue will be assisted on a first come first served (FCFS) basis. While waiting,
each customer periodically receives information on his or her progress in the queue. About 80% of
those requesting service are in fact served, and about 20% abandon before being served.
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As mentioned above, this study will focus on the calls that come out from the VRU. To be
concrete, here are the three steps to describe the process. The first step is the arrival step, which
is the time the customer comes to the representatives for service (after leaving the VRU). If no
appropriate server is available, the customer has to stay in the queueing step, which is the second
stage. The time of the customer leaving the queue is recorded with an indicator of whether the
customer finished service or abandoned the call (censoring). The third step is the service completion
step with the records of time of leaving the system.
2.5.2 Synthetic call center data
Arrival Rate Function: In order to compute the offered load in (2.3) for the SRSF method, one
needs to find the arrival-rate function. Two approaches involving sinusoidal functions and normal
density functions, are used to approximate the arrival-rate function. Massey et al. (1996) proposed
a piece-wise linear function as the approximation to the non-homogeneous arrival-rate function,
which is not applicable to our case when we try to solve the ODE to get the offered load in (2.3).
As mentioned before, we only focused on all arrival times from 7 a.m. to midnight during the
weekdays in November and December. We used the total number of arrivals for each hour as one
observation. As shown in Figure 2.7, each grey line was connected by points representing 17 hourly
observations for each day. We then fitted the assumed functions to the data consisting of the grey
lines. Specifically, we assume the following statistical model
yit = f(β, t) + εit, εit ∼ N(0, σ),
for i = 1, 2, . . . , 44 (there are 44 weekdays in Nov and Dec) and t = 7.5, 8.5, . . . , 23.5. Here yit is the
number of arrivals at time interval around t on day i; β is the parameter vector; f is the assumed



















Figure 2.7 Mixture of sine functions: the fitted curves and the residual plots
• Sinusoidal function: First, we assume the arrival-rate function can be characterized by
a linear combination of three sinusoidal functions. After fitting the model to the data using SAS
procedure MIXED, we have the following estimated curve:
λ(t) =102.87 · sin(0.26t− 0.22) + 10.40 · sin(1.18t+ 2.29) (2.5)
+ 191.35 · sin(0.16t+ 4.99)− 37.83. (2.6)
The fitted curve against the raw data is shown in red in Figure 2.7, with the corresponding residual
plot. One then could use formula (2.3) to calculate the mt function. Note that in this bank data
we treated the service rate, µt, as constant µ. Specifically, with λ(t) = a+ b sin(ct+ d) where a, b, c






















Notice that the average abandonment time is calculated using the Kaplan-Meier estimates. More
details about abandonment data can be found in the next section. The following are values for β
with some α values using (2.2):
β(0.1) = 1.7729, β(0.5) = 0.4955, β(0.9) = −1.4094.
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• Normal Density Function: The other method is using the normal density functions to
approximate the arrival rates. Note that the bimodal pattern of the arrival can be well approximated
by the combination of several normal densities. The arrivals could be approximated by
λt(t) = 254.40 · φN(10.13,1.25)(t) + 195.70 · φN(14.35,1.71)(t) + 915.78 · φN(17.38,7.39)(t),
where φN(a,b) is the density function for the normal distribution with mean a and standard deviation


















Figure 2.8 Mixture of normal density functions: the fitted curves and the residual plots
Finally, using (2.1) we obtained the final staffing function (rounded to integer values) for the
SRSF method. As shown in Figure 2.9, the final staffing functions under both cases are quite similar.










































Figure 2.9 Final Staffing functions using sinusoidal functions and normal densities for SRSF
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Services: In the first 10 months of 1999, representatives were paid based on the total number of
calls, so we observed evidence showing representatives abandoning the customers to get to more













































Figure 2.10 Distribution of service times. January-October(left) and November-December (right)
in January - October. To avoid this issue, the bank changed their policy at the end of October,
and we could see the change in service time distribution in November and December (right side
of Figure 2.10). Thus the analysis in this paper is only based on the November and December
data since this seemed to be a more representative distribution of the actual service times. In our
synthetic queue, every time a customer is being served, one service time from this pool of service
times is resampled to create the queueing dynamics.















Figure 2.11 Survival functions from Kaplan-Meier and exponential estimators
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Abandonment Distribution: In this section, we address the customer abandonment behavior.
A customer in the queue either abandons the queue without service if the waiting time exceeds
his/her patience time, or finally receives the service after waiting. Both times to abandon and
times to service are censored data. If R denotes the “patience” or “time willing to wait” and V
denotes the “virtual waiting time”, what we actually observe is W = min{R, V }, as well as the
indicator 1{R<V }, for the status R or V . We make the assumption that R and V are independent
for each customer. Under this assumption, the distribution of patience time can be estimated using
the standard Kaplan-Meier estimator or parametric exponential estimator. Figure 2.11 shows the
distribution of R using both estimates. The Kaplan-Meier estimator appeared to different from the
exponential estimator due to large proportion of censored observations. We will sample patience
time from these distributions in our simulation.
Using the estimated arrival rate function, resampled service times, and sampled patience times
as described above, we recreated a synthetic queueing system that mimics a real call center. On













































Figure 2.12 offered load mt, and final staffing function s(t) associated with different α
2.5.3 Performance comparison of the two methods
Figure 2.12 describes the final staffing function and the four performance measures for the two
methods are given in Figures 2.13, 2.14, 2.15 and 2.16. We used the exponential abandonment
21
distribution, and for the SRSF method, the offered load function was calculated using normal



















































Figure 2.13 Delay probability α(t) over time based on two methods: ISA and SRSF
Note that the stable performance we observed with the simulated data in Section 2.4 does
not show in this synthetic call center data for either method. However, the ISA seems to perform
more consistently than the SRSF method, especially with small delay probabilities and high staffing
levels. The ISA underestimated the delay probabilities. For the SRSF method, it was the other way
around. This is due to the fact that the ISA generated higher staffing function (more conservative)







































































































































































Figure 2.16 Abandonment probability over time based on the two methods: ISA and SRSF
In order to study different scenarios, we changed the patience and service rates, θ and µ with the
condition θ = µ (which is the condition proposed by Feldman et al. (2008)). The delay probabilities
for all three cases were shown in Figure 2.17. We noticed that as both rates decreased, with the
same bimodal arrival-rate function, the stability started to show. When θ = µ = 1 as in the
simulated example in Section 2.4, the stability was as good as the one shown in Figure 2.4. This
suggested that in the case of real data (as in the case of this synthetic call center), both methods
have unstable performance if the patience and service rates are significantly higher than the arrival








































































































Figure 2.17 Three cases with equal exponential service and abandonment rate θ = µ under ISA
2.6 Proof the Convergence of ISA Algorithm under Mt/M/st +M Model
As described in Feldman et al. (2008), the ISA method iteratively computes (i + 1)th staffing
function si+1(t) using the i
th distribution of number of customers in the queueing system Li(t) as
si+1(t) = argmin{c ∈ N : P{Li(t) ≥ c} < α}, (2.7)
which is equivalent to say
P{Li(t) ≥ si+1(t)} < α ≤ P{Li(t) ≥ si+1(t)− 1}. (2.8)
In this section, we prove the convergence of ISA under Mt/M/st + M model. Based on different
values of the ratio r ≡ θµ of the abandonment and service rate, we discuss the number of iterations
needed for ISA staffing functions {si(t) : i ≥ 1} to converge.
2.6.1 Proof of stochastic-order
In Mt/M/st+M model with θ being the abandonment rate and µ being the service rate, define
r ≡ θµ , the ratio between abandonment and service rate. Let s(t) be the number of servers in the
queueing system at time t and L(t) be the corresponding number of customers in the queueing
system at time t.
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Chapter 6 of Whitt (2007) shows that when r = 1, the number of customers in the Mt/M/st+M
model is the same as Mt/M/∞ with the same service rate µ (and the same arrival rate function):
Proposition 1 If the abandonment and service rates are equal for the queueing system, i.e., if
θ = µ or r = 1, then the distribution of the steady-state number of customers in Mt/M/st + M
model is the same as the distribution of number of customers in Mt/M/∞ model.
To prove our main result, we need another proposition from Last and Penrose (2015), as de-
scribed below (see Proposition 1.3 in Last and Penrose (2015)).
Proposition 2 Suppose N ∼ Poisson (λ), and Z1, Z2, . . . , ZN are i.i.d. Bernoulli(p) random vari-
ables independent of N . Let SN =
∑N
i=1 Zi. Then SN ∼ Poisson (λp).
Theorem 1 Assume two queueing systems Mt/M/s
i
t + M , i = 1, 2, queueing systems have the
same arrival, service and abandonment rate but staffing function s1(t) ≤ s2(t) for all t, 0 ≤ t ≤ T .
Let L1(t), L2(t) denote the corresponding number of customers in the two queueing systems.
If r > 1, the stochastic order between L1(t) and L2(t) is
{L1(t) : 0 ≤ t ≤ T} ≤st {L2(t) : 0 ≤ t ≤ T}, (2.9)
where ≤st denotes sample-path stochastic order, i.e., for any staffing function s(t),
P{L1(t) > s(t)} ≤ P{L2(t) > s(t)}, for all 0 ≤ t ≤ T. (2.10)
If r < 1, the stochastic relation between L1(t) and L2(t) is
{L1(t) : 0 ≤ t ≤ T} ≥st {L2(t) : 0 ≤ t ≤ T}, (2.11)
which is equivalent to say,
P{L1(t) > s(t)} ≥ P{L2(t) > s(t)}, for all 0 ≤ t ≤ T. (2.12)
If r = 1, the stochastic relation between L1(t) and L2(t) is
{L1(t) : 0 ≤ t ≤ T} =st {L2(t) : 0 ≤ t ≤ T}, (2.13)
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which means no matter what the relation between L1(t) and L2(t) is, the following equation holds;
P{L1(t) > s(t)} = P{L2(t) > s(t)}, for all 0 ≤ t ≤ T. (2.14)
Proof 1 Proof We will prove with r = 1 case and r 6= 1 case separately.
For r = 1, suppose Mt/M/∞ and Mt/M/st+M have the same time-varying arrival process and
service rates. Define the number of customers in system Mt/M/∞ at time t with distribution L∞(t).
For staffing functions s1(t) and s2(t) in the queueing system Mt/M/st + M , the corresponding
distributions of the number of customers in the queueing system are L1(t) and L2(t). Based on
Proposition 1, at the same epoch t, L1(t) and L2(t) have the same distribution as the L∞(t), which
indicates L1(t) =st L
∞(t) =st L
2(t). Thus equation (2.13) holds, which proves L1(t) =st L
2(t).
The proof of r 6= 1 case is similar to that of Theorem 6 in Whitt (1981). First assume r > 1 or
µ < θ. Consider two queueing systems Mt/M/s
i
t + M , i = 1, 2 with the same arrival, service and
abandonment rates but staffing functions are s1(t) ≤ s2(t). Let Ai ≡ {Ai(t), t ≥ 0} be the arrival
process for ith queueing system and T i(n) = inf {s ≥ 0 : Ai(s) ≥ n} be the time of ith system at
nth arrival.
Since these two queueing systems have the same Poisson arrival process, we can construct two
new arrival processes Ãi, for i = 1, 2, on the same probability space such that Ã1 and Ã2 have the
property T̃ 1(n+ 1)− T̃ 1(n) = T̃ 2(n+ 1)− T̃ 2(n) for all n and Li(T̃ i(n)) = Li(T i(n)) for each i.
Suppose all the arrivals and departures have been generated for the two systems on the new
probability space up to the epochs T̃ 1(n) (or T̃ 2(n) since T̃ 1(n) = T̃ 2(n) by the construction) such
that L̃1(T̃ 1(k)) ≤ L̃2(T 1(k)) for all 0 ≤ k ≤ n. We want to show that L̃1(T̃ 1(n+1)) ≤ L̃2(T 1(n+1))
still holds. Let U(n) ≡ inf{s ≥ 0 : L̃1(T̃ 1(n) + s) = L̃2(T̃ 2(n) + s)} be the elapsed time after epoch
T̃ 1(n) until the two systems have the same number of customers.
If U(n) ≥ T̃ 1(n+ 1)− T̃ 1(n), then it follows that L̃1(T̃ 1(n+ 1)) ≤ L̃2(T 1(n+ 1)) since the order
L̃1(T̃ 1(n)) ≤ L̃2(T 1(n)) will be maintained.
If U(n) < T̃ 1(n+ 1)− T̃ 1(n), we start at epoch T̃ 1(n) + U(n) when two queueing systems have
the same amount of customers. Let d ≡ L̃1(T̃ 1(n) +U(n)) = L̃2(T̃ 1(n) +U(n)), then the departure
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(service completions and abandonments) rate for the two queueing systems are
δ1(d) = min(d, s1(T̃ 1(n) + U(n))) · µ+max(0, d− s1(T̃ 1(n) + U(n))) · θ,
δ2(d) = min(d, s2(T̃ 1(n) + U(n))) · µ+max(0, d− s2(T̃ 1(n) + U(n))) · θ.
Since s1(T̃ 1(n) + U(n)) ≤ s2(T̃ 1(n) + U(n)) and µ < θ, thus the departure Poisson processes
rates satisfy the relation: δ1(d) ≥ δ2(d). Based on thinning theorem in Last and Penrose (2015), we
can construct the departure process for the second queueing system by thinning the departure process
of the first queueing system with Bernoulli(δ2(d)/δ1(d)). Suppose we generated the departures for
the first queueing system after epoch T̃ 1(n) +U(n). For the second queueing system, we only allow
the departures to happen at the epoch when there is a departure occurring in the first system with
probability δ2(d)/δ1(d), which is thinning the departure process of the first system. Then Poisson
process of a rate δ1(k) · δ2(k)/δ1(k) = δ2(k) is produced based on Proposition 2, which generates
the departure process of the second queueing system. Based on the construction of the queueing
systems, L̃1(t) ≤ L̃2(t) still holds after T̃ 1(n) +U(n). We can apply this thinning process whenever
the number of customers in these two queueing systems are the same so that the stochastic order
holds for the two queueing systems, i.e., {L1(t) : 0 ≤ t ≤ T} ≤st {L2(t) : 0 ≤ t ≤ T}. Thus we get
P{L1(t) > s(t)} ≥ P{L2(t) > s(t)}.
For the case of r < 1, we only need to change the order of the departure rates for these two
queueing systems to δ1(d) ≥ δ2(d) in the proof above, which leads to {L1(t) : 0 ≤ t ≤ T} ≥st
{L2(t) : 0 ≤ t ≤ T}. This proves (2.11) and completes the proof.
2.6.2 Properties of the sequence of iterations of ISA staffing functions
Theorem 2 (r = 1 case) Consider a Mt/M/st +M model with service rate µ and abandonment
rate θ. If r = θµ = 1 holds, under the construction of ISA, the time-varying number of servers









Based on Theorem 1 under Mt/M/st +M model, for each ISA iteration, we generate a distri-
bution of number of customers in the queueing system, Li(t) has the same distribution for all i.






= s∞(t). So the
ISA method converges very fast when r = 1.
Theorem 3 (r > 1 case) Consider a Mt/M/st +M model with service rate µ and abandonment
rate θ. If r = θµ > 1 holds, under the construction of ISA with starting staffing s0(t) = ∞, the
time-varying number of servers {si(t)}∞i=1 would be monotone decreasing to the convergent limit.
Proof 3 Proof To start with s0(t) = ∞, under Mt/M/∞, L0(t) is finite. Thus based on (2.7),
s1(t) is finite, thus s1(t) < s0(t). By Theorem 1 equation (2.9)and (2.10), we get the stochastic
order of L0(t) and L1(t)
L0(t) ≥st L1(t), (2.15)
which is equivalent to say
P{L1(t) > s1(t)} ≤ P{L0(t) > s1(t)}. (2.16)
We construct s1(t) based on (2.7) to get s1(t)
s1(t) = argmin{c ∈ N : P{L0(t) ≥ c} < α}.
Following from (2.8) with i = 1,
P{L0(t) ≥ s1(t)} < α ≤ P{L0(t) ≥ s1(t)− 1}.
By (2.16), P{L1(t) ≥ s1(t)} ≤ P{L0(t) ≥ s1(t)} < α, which implies P{L1(t) ≥ s1(t)} < α.
According to (2.8), we get the construction of s2(t) by ISA as
P{L1(t) ≥ s2(t)} < α ≤ P{L1(t) ≥ s2(t)− 1}.
s2(t) is the maximum staffing function that maintains the inequality P{L1(t) ≥ s2(t)} < α. Since
s1(t) and s2(t) are integer-valued functions, we have
P{L1(t) ≥ s1(t)} ≤ P{L1(t) ≥ s2(t)} < α,
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which indicates that
s1(t) ≥ s2(t). (2.17)
Based on Theorem 1 and (2.17), we can get the relation between L1(t) and L2(t),
L1(t) ≥st L2(t). (2.18)
Thus using (2.15), (2.17) and (2.18), we get
s0(t) ≥ s1(t) ≥ s2(t) and L0(t) ≥ L1(t) ≥ L2(t).
Suppose this relation of {si(t)}ni=1 holds to nth step
s0(t) ≥ s1(t) ≥ ... ≥ sn(t). (2.19)
Based on Theorem 1, relation of {Li(t)}ni=1 up to nth step is
L0(t) ≥st L1(t) ≥st ... ≥st Ln(t). (2.20)
Assuming that the relation holds for the nth step, we want to show that this relation still holds for
si(t) and Li(t) at the (n+ 1)
th step in ISA. From (2.8), the construction of sn(t) when define i = n
P{L1(t) ≥ s2(t)} < α ≤ P{L1(t) ≥ s2(t)− 1}.
By (2.20), we have Ln−1(t) ≥st Ln(t), thus it is equivalent to say
P{Ln(t) ≥ sn(t)} ≤ P{Ln−1(t) ≥ sn(t)} < α.
So P{Ln(t) ≥ sn(t)} < α holds. Based on (2.8) to construct sn+1(t) is
P{Ln(t) ≥ sn+1(t)} < α ≤ P{Ln(t) ≥ sn+1(t)− 1}.
This indicates that the staffing function sn+1(t) is the maximum integer-valued function that satis-
fied P{Ln(t) ≥ sn+1(t)} < α. sn(t) and sn+1(t) are integer-valued function, then
P{Ln(t) ≥ sn(t)} ≤ P{Ln(t) ≥ sn+1(t)} < α,
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which indicates that sn(t) ≥ sn+1(t). By Theorem 1, Ln(t) ≥st Ln+1(t) holds. Based on (2.19), we
get (n+ 1)th step of ISA has the relation of {si(t)}n+1i=1
s0(t) ≥ s1(t) ≥ ... ≥ sn(t) ≥ sn+1(t). (2.21)
By (2.20), the (n+ 1)th step of ISA has the relation of {Li(t)}n+1i=1
L0(t) ≥st L1(t) ≥st ... ≥st Ln(t) ≥st Ln+1(t).
From (2.21), sn(t) ↓ s∞(t), {si(t)}∞i=1 is decreasing to its limit.
Theorem 4 (r < 1 case) Consider a Mt/M/st +M model with service rate µ and abandonment
rate θ. If r = θµ < 1 holds, under ISA with starting staffing function s0(t) = ∞, the time-
varying number of servers {sn(t)}∞n=0 would be oscillating to the convergent limit, i.e, the sequence
{sn(t)}∞n=0 contains two subsequence such that {s2i(t)}∞i=0 is decreasing and {s2i+1(t)}∞i=0 is in-
creasing to the convergent limit.
Proof 4 Proof We start with s0(t) =∞. Under the Mt/M/∞ model, the distribution of L0(t), the
number of customers in the queueing system is finite. From (2.7), s1(t) is finite, thus
s1(t) ≤ s0(t). (2.22)
Under the assumption r < 1, by Theorem 1
L1(t) ≥st L0(t). (2.23)
Consider the construction of s1(t) and s2(t) from (2.7):
s2(t) = argmin{c ∈ N : P{L1(t) ≥ c} < α},
s1(t) = argmin{c ∈ N : P{L0(t) ≥ c} < α}.
By the above two equations and (2.23), the relation between s2(t) and s1(t) is
s2(t) ≥ s1(t). (2.24)
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Since s0(t) =∞, we get s0(t) > s2(t), combined with (2.22) and (2.24) we capture that
s0(t) ≥ s2(t) ≥ s1(t). (2.25)
Based on r < 1, by Theorem 1 we conclude that
L0(t) ≤st L2(t) ≤st L1(t). (2.26)
Comparing the construction of s2(t), s3(t) and s1(t) by (2.7):
s3(t) = argmin{c ∈ N : P{L2(t) ≥ c} < α},
s2(t) = argmin{c ∈ N : P{L1(t) ≥ c} < α},
s1(t) = argmin{c ∈ N : P{L0(t) ≥ c} < α}.
The above three equations with (2.26), we can get the relation between s1(t) to s3(t) is
s1(t) ≤ s3(t) ≤ s2(t). (2.27)
Thus combine (2.25) with (2.27), we can get
s0(t) ≥ s2(t) ≥ s3(t) ≥ s1(t).
Hence, by Theorem 1,
L0(t) ≤st L2(t) ≤st L3(t) ≤st L1(t).
Suppose for some k, the relation of {si(t)}2k+1i=0 holds
s0(t) ≥ s2(t) ≥ ... ≥ s2k(t) ≥ s2k+1(t) ≥ s2k−1(t) ≥ ... ≥ s1(t). (2.28)
By Theorem 1, the relation of {Li(t)}2k+1i=0 is
L0(t) ≤st L2(t) ≤st ... ≤st L2k(t) ≤st L2k+1(t) ≤st L2k−1(t) ≤st ... ≤st L1(t). (2.29)
We want to show that the relation of s2k+2(t) and s2k+3(t) satisfies
s2k(t) ≥ s2k+2(t) ≥ s2k+3(t) ≥ s2k+1(t). (2.30)
31
Based on (2.7), the constructions of s2k(t), s2k+1(t) and s2k+2(t) are
s2k(t) = argmin{c ∈ N : P{L2k−1(t) ≥ c} < α},
s2k+1(t) = argmin{c ∈ N : P{L2k(t) ≥ c} < α},
s2k+2(t) = argmin{c ∈ N : P{L2k+1(t) ≥ c} < α}.
By the above three equations and (2.28), we obtain
s2k(t) ≥ s2k+2(t) ≥ s2k+1(t). (2.31)
Moreover, by Theorem 1, (2.29) and (2.31) we conclude
L2k(t) ≤st L2k+2(t) ≤st L2k+1(t) ≤st L2k−1(t). (2.32)
Then based on (2.7) again, the constructions of s2k(t), s2k+1(t), s2k+2(t) and s2k+3(t) are:
s2k(t) = argmin{c ∈ N : P{L2k−1(t) ≥ c} < α},
s2k+1(t) = argmin{c ∈ N : P{L2k(t) ≥ c} < α},
s2k+2(t) = argmin{c ∈ N : P{L2k+1(t) ≥ c} < α},
s2k+3(t) = argmin{c ∈ N : P{L2k+2(t) ≥ c} < α}.
By the above four equations and (2.31), we can get (2.30) as needed.
So, in this case, the iterations sequence {sn(t)}∞n=0 has two subsequences {s2i(t)}∞i=0 and {s2i+1(t)}∞i=0
such that s2i(t) ↓ s∞(t) and s2i+1(t) ↑ s∞(t) as i→∞.
2.6.3 Simulation of iterations of ISA staffing functions
As we showed previously, under Mt/M/st+M model, the theoretical iterative staffing functions
{si(t)}∞i=1 from ISA would converge to the final staffing function. In this section, we simulate
examples and explore how the staffing function from ISA would converge with different service rate
θ, abandonment rate µ and delay probability α.
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We simulate the Mt/M/st + M model using ISA. In the simulation, we choose the arrival
process Mt as Poisson process with the time-varying rate λ(t) = 100 + 10 · sin(t). The ISA method
suggests s0(t) =∞. In our simulation, we choose a large starting value for the initial staffing level:
s0(t) = 600. We take the service rate and abandonment rate as constant, and generate staffing
function for a whole day (24 hours). The following figures show the first few iterations of the ISA
staffing functions for different values of r = θµ
The Figure 2.18, 2.19, 2.20, 2.21 and 2.22 show the staffing function in the first few iterations








































Figure 2.18 si(t) iterations in ISA with θ = 1, µ = 1, α = 0.1 (left) and α = 0.9 (right)
In Figure 2.18, we see plot the convergence of ISA iterations with r = 1 = θµ , where µ = 1 and
θ = 1. Figure 2.18 shows that the convergence is very fast for different target delay probability.
Simulation results are the same as we expected from Theorem 2. For both delay probabilities, the
















































































Figure 2.20 si(t) iterations in ISA with θ = 1, µ = 0.5, and α = 0.1 (left) and α = 0.9 (right).
Figures 2.19 and 2.20 are ISA iterations with r = 2. In Figure 2.19 with θ = 2 and µ = 1, we
could see the ISA iterations {sn(t)}∞n=1 are decreasing as we proved in Theorem 3 for both choices
of the delay probabilities. Figure 2.19 also shows that the ISA with delay probability α = 0.9 needs
more steps to converge compared to the case of α = 0.1. Figure 2.20 is the convergence iterations
with r = 2, where θ = 1 and µ = 0.5. Although the delay probability α = 0.9 convergence with
fewer iterations than α = 0.1, it is obvious that the first two iterations of α = 0.9 has larger L∞
distance to the final staffing function than that of α = 0.1.
The Figures 2.21 and 2.22 are ISA simulation paths with r = 0.5. As Figure 2.21 and Figure 2.22
shows, when r = 0.5, {si(t)}i≥0 in ISA iterations are oscillating with two subsequences as discussed
in Theorem 4. One subsequence is {s2i(t)}∞i=0 with s2i(t) ↓ s∞(t) and the other is {s2i+1(t)}∞i=0
with s2i+1(t) ↑ s∞(t) as i → ∞. This is exactly what we expected from Theorem 4. One thing
worth mentioning in Figure 2.21 is that the number of iterations needed to converge under delay
probability α = 0.1 is much less than in the case of α = 0.9. The ISA converged only after seven
iterations when delay probability α = 0.1, while it took 18 iterations when α = 0.9. In Figure 2.22,




















































































Figure 2.22 si(t) iterations in ISA with θ = 1, µ = 2, and α = 0.1 (left) and α = 0.9 (right).
discussed in Theorem 4. It also shows that the ISA iterations exhibit fewer iterations to converge
on smaller delay probability as in Figure 2.21.
2.7 Concluding Remarks
In this paper, we compared two common methods for finding staffing functions in queues with
time-varying arrivals. With the simulated examples under Mt/M/st + M model, we found that
the ISA method offered very good stability of performance, and the SRSF method also produced
relatively stable performance, though underestimated staffing levels and created higher delay prob-
abilities. To study how these methods would perform in more realistic queues (where the modeling
assumptions might not hold), we worked with a real data from a call-center to extract arrivals,
services and abandonment times by resampling from the corresponding times in the data. In
this synthetically realistically generated example, we found that the performance of both methods
decreased considerably, but the ISA method appeared to perform slightly better than the SRSF
method, especially when the staffing levels were high and the target delay probabilities were small.
Moreover, we found that when the abandonment rate and service rate became relatively small
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comparing to the arrival rate, the stability of both methods gradually improved in simulations.
We showed theoretically, under Mt/M/st +M condition, the iterative ISA staffing function would
converge. Then we argued that the iterative scheme in ISA converges either monotonically or
through two convergent subsequences under different ratios of service rate against abandonment
rates. Finally, we applied simulation using ISA with different ratios of service and abandonment
rates and with different target delay probability in the simulated Mt/M/st+M model, the number
of iterations to converge was also different, especially when the arrival rate was relatively large
comparing to the service and abandonment rates.
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CHAPTER 3. STATISTICAL MODELING PATIENT QUEUES IN
EMERGENCY DEPARTMENT IN HOSPITALS
A paper in preparation
Dong Dai and Arka P. Ghosh
3.1 Abstract
For hospital service systems, it is important to predict the workload. If the workload is known,
the staffing level can be decided so that the system will work more efficiently. This paper analyzes
the emergency department (ED) of Rambam hospital, an Israeli hospital, with the data on patients’
arrival, length of stay (LOS) and departure process. We verify models to approximate the arrival
process, the LOS by measuring the difference between the actual and simulated workload of the
hospital. Our analysis confirmed that the arrival process is a time-varying process which can be
approximated by piecewise homogeneous Poisson process. We also confirmed that the LOS is a
time-varying process. In the end, we build models to use previous data to predict the total number
of patients in the future to help improve the service in hospital.
3.2 Introduction
There are a lots of related research to improve the efficiency of the hospital system, like the
early study in Fetter and Thompson (1965). There are also other recent surveys in this area like
Hall (2012), Hall (2013). Researches like Jennings and d. (2011) and Yankovic and Green (2011)
are using the Queueing theory method to analyze the nurse staffing on the hospital. Particularly in
Yankovic and Green (2011), the research shows the lack of nurse staffing leads to serious impact of
hospital performance. Other researches like Mandelbaum et al. (2012) and Thompson et al. (2009)
study the staffing of the number of beds in hospital.
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Emergency department (ED) in hospital is an important area in research, see related works
such as Derlet et al. (2001), Hoot and Aronsky (2008), and Green et al. (2006). Those papers are
trying to improve the performance of the ED in hospitals. In our case, we are building models to
get better understanding of the patients flow since the ED has a complicated patient flow.
The patients flow data includes the arrival and departure time as well as the other information
of the patients. But the data does not includes each step of the patients in the ED, which makes it
hard to provide a more detailed analysis. Our model includes two major components, the arrival
process and the length of stay approximation.
In Armony et al. (2015), the authors finish a explanatory data analysis of Rambam Medical
Center. Rambam Medical Center is a large Israeli hospital which contains about 1000 beds and
45 medical units, serving an average of 75, 000 patients every year. As mentioned in Appendix 2
of Armony et al. (2015), the study data can be obtained from the SEELab data-based research
laboratory at the Technion. Data was collected and available from January 2004 to October 2007.
The data includes detailed patients flow in the hospital. During the time period, about 60% of
the patients who arrived at the hospital will enter the ED, and the majority of them arrived to
emergency internal medicine unit (EIMU). Thus mentioned in §3 of Armony et al. (2015), we can
focus our research only on the EIMU, which is the main part of the ED. Following Armony et al.
(2015), we will call EIMU as ED for simplicity. In the rest of the paper, we use ED to represent
EIMU. Since the capacity of the ED is highly flexible, it is reasonable to regard the ED as an infinite
server queueing system. We also assume patients as independent since they arrive independently
and using different units, resources and are treated separately. After being treated in the ED, it
will be decided whether the patient is admitted or released. Usually about 60% of them will be
released without further treatment.
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Figure 3.1 a part of the raw sample data
We used “visit” tables from the whole data for this study. Here is a screen shot of the data in
3.1. Totally 186, 910 patients visited EIMU. Not all the 186, 910 arrivals can be used. There are
6 records of patients with the “gender” being unrecorded. There are 407 patients with age 999,
which means the age for those patients are missing. There are 2 patients with missing “gender”
and “age” at the same time. Thus we used the rest 186, 499 data points to do the rest analysis.
The data set includes multiple columns. Since we only focus on those patients visited EIMU, those
patients can be filtered by the column “first department” = 1. Then we choose those columns
that useful in our research purpose. In our research, we analyze the patients’ arrival time, thus
the columns “entry date” is applied. The “entry date” included the specific year, month, date and
exact time in second the patient arrived in ED. Then we care about the length of stay (LoS) of
the patients. We include the “ED dur” column, which specified the LoS of patients in seconds.
The data also recorded the patient either admitted or non-admitted using column “exit group”. If
“exit group” = 1, the patients left the ED after the treatment. “exit group” = 2 means that the
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patients got further treatment after leaving the ED. There is some other information that helps us
build models later. The “Age month” and “Age year” together provided the age of a patient. We
also include “gender”. “gender” = 1 means the patient is male while 2 means female. “first ward”
is a classification for the patients after admitted by using medical-ward code.
Figure 3.2 is the graph of weekly total arrivals to ED. It oscillates from week to week. The
general trend of the number of arrivals is increasing as time goes. Average 935 patients arrived in
the ED per week. Notice in Figure 3.2, there are a few weeks in the year 2006 that the number
of patients is significantly smaller than in other weeks. These weeks are mostly in June and July.
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Figure 3.2 Weekly arrival totals over the 3 years and 10 months study period
Figure 3.3 is the plot of daily arrivals. It also shows the number of arrivals of June, July in
2006 is not normal. The average daily arrivals from January 2004 to October 2007 is 135.5 patients
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Figure 3.3 Daily arrival totals over the 3 years and 10 months study period
3.3 The ED Arrival Process
We start to analyze the arrival process. The daily total number of arrivals is one important
aspect of the arrival process. We start to analyze the daily number of arrivals from January 2004
to October 2007, a total of 1400 days. Figure 3.3 show the daily total arrivals. Inspired by §3 in
Whitt and Zhang (2016), We apply linear models with Week and Day of Week (DoW) effects and
model only with the DoW effect. For the model considering Week and DoW effects, the analysis
considered week effects and we would expect the abnormal trend in the year 2006 does not influence
the model too much. We will also try different models without using the week effect. In those cases,
analyzing with or without year 2006 to build daily total predictive models is different, since year
2006 includes outliers.
3.3.1 Build models to predict daily total arrivals
As in Whitt and Zhang (2016), the daily total is represented by the model of DoW and week
effects, as showed in equation (3.1).
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T (w, d) ≡ A+Bw + Cd+G(0, σ2). (3.1)
In equation (3.1), ≡ denotes equality by definition, w represents the week effects and d means
DoW effect. G(0, σ2) represents the Gaussian residuals. A, B and C are the parameters. We get
ANOVA table of this two-factor model.
Table 3.1 ANOVA table for the two-factor model (3.1)
Factor df Sum of square Mean sum of square F statistics P-value
Week 199 192086.79 965.260 4.648 < 10−12
DoW 6 435463.15 72577.191 349.447 < 10−12
Residuals 1194 247983.99 207.692
From ANOVA table 3.1, the P-value of the week and DoW effects are both smaller than 0.05,
which means these factors are important in modeling daily arrivals. The model has estimated
variance σ̂2 = 207.692. If the arrival process is Nonhomogeneous Poisson Process (NHPP), the-
oretically, the variance-to-mean ratio should be close to 1. As the mean daily arrivals is 133.51,
the estimated variance-to-mean ratio is 207.692/133.51 = 1.556. It has some dispersion as the
variance-to-mean ratio is greater than 1. To check the residuals satisfies the Gaussian distribution


























Figure 3.4 (a) Histogram of the residuals of model (3.1); (b) Q-Q plot of studentized
residuals of model (3.1).
Based on 3.4, the histogram of residuals looks bell-shaped and the Q-Q plot falls approximately
on the 45-degree reference line. These two plots indicate that the model satisfies the normal
distribution assumption and the model is a good fit. However, in applications, we would actually
prefer those models without week factors. Since we have no information about the week effect before
the week, it will not help us with the week effect in the prediction model. Notice we have large
data set with different years and months. We could try models without week effect but including
month or year effects.
We start with only the DoW single-factor model. The model is presented as equation (3.2).
T (d) ≡ A+ Cd+G(0, σ2). (3.2)
In (3.2), again d represents the DoW factor and G(0, σ2) is the Gausssian residuals. The
ANOVA table for the model 3.2 is showed in the table below.
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Table 3.2 ANOVA table of model (3.2)
Factor df Sum of square Mean sum of square F statistics P-value
DoW 6 435463.15 72577.191 233.71992 < 10−12
Residuals 1393 440070.78 315.916
From ANOVA table 3.2, σ̂2 = 315.916. We obtained the estimated variance-to-mean ratio is
315.916/133.51 = 2.366. The variance-to-mean ratio is larger comparing to the model of (3.1).
























Figure 3.5 (a) Histogram of the residuals of model (3.2); (b) Q-Q plot of studentized
residuals of model (3.2).
In Figure 3.5, the residual histogram also looks less bell-shaped comparing to the Figure 3.4.
The points of Q-Q plot of model (3.1) is closer to the 45-degree reference line comparing to (3.2),
which indicates the residuals of model (3.1) is more likely to be Gaussian comparing to model (3.2).
This might happen because of the irregular weeks in 2006. In model (3.1), the week effect captures
different arrival totals from week to week, which is the same to say that any irregular week will
not affect the prediction accuracy. Model 3.2 has a variance-to-mean ratio equals 2.366, which is
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a relatively large number comparing to 1. We expect a smaller variance-to-mean ratio. We try to
add other time factors to decrease the variance-to-mean ratio.
We start with the three-factor model. The model with Dow, month and year factors. The
model is presented as in equation (3.3).
T (d,m, y) ≡ A+ Cd+Dm+ Ey +G(0, σ2). (3.3)
In equation (3.3), d represents the DoW, m represents the month and y is the year effect.
G(0, σ2) is a Gaussian random variable with variance σ2. A, C, D and E are parameters. We get
the ANOVA table for model (3.3) below.
Table 3.3 ANOVA table of model (3.3)
Factor df Sum of square Mean sum of square F statistics P-value
Year 3 24087.67 8029.222 27.154 < 10−12
Month 11 7647.55 695.232 2.351 0.007
DoW 6 436034.17 72672.362 245.767 < 10−12
Residuals 1379 407764.54 295.696
From the ANOVA table 3.3, the P-values for all these 3 factors are smaller than 0.05, which
indicates all the factors are statistically important in the model (3.3). But the P-value of the Month
effect is closer to 0.05 comparing to the other two factors, which indicates the month factor was
not as important as the other two factors in this model. The Q-Q plot and the histogram of the

























Figure 3.6 (a) Histogram of the residuals of model (3.3); (b) QQ plot of studentized resid-
uals of model (3.3).
The model with year, month and DoW factors has the σ̂2 = 295.696. The estimated variance-
to-mean ratio is 295.696/133.51 = 2.215. The model has a more regular Q-Q plot comparing to
the DoW single-factor model (3.2). The model (3.3) has the same issue as a model (3.1) where the
week effect and the year effect can not be used in the prediction model. We have no information
about the year effect before the year starts. We then fit the model without year and week factors,
which will include DoW and month effects.
The model is presented as equation (3.4) for the Gaussian two-factor model with DoW and
month effects.
T (d,m) ≡ A+ Cd+Dm+G(0, σ2) (3.4)
In model (3.4), d denotes the DoW effects and m is the month effect as in the previous models.
A, C, and D are constant coefficients. G(0, σ2) is a Gaussian random variable with variance σ2.
We first try to fit the model using the whole data set, which includes the period from year 2004 to
2007. The ANOVA table of the two-factor model shows as in table 3.4.
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Table 3.4 ANOVA table of model (3.4)
Factor df Sum of square Mean sum of square F statistics P-value
Month 11 10381.51 943.773 3.039 0.0005
DoW 6 435999.11 72666.518 245.344 < 10−12
Residuals 1382 429153.31 310.531
From table 3.4, P-value for Monthly effect is 0.0005, which is smaller than the statistical sig-
nificant value 0.05. The estimated vairance σ̂2 = 310.531. Comparing to the estimated variance
of single DoW factor model σ̂2 = 315.916, this model performs slightly better but still larger than
the mean 133.51. The model 3.4 has estimated variance-to-mean ratio 315.916/133.51 = 2.366. By
previous analysis, the relatively large ratio is caused by the irregular arrivals of year 2006. We try
to fit the same model without year 2006 and get the model ANOVA table as in Table 3.5.
Table 3.5 ANOVA table of model (3.4) without year 2006
Factor df Sum of square Mean sum of square F statistics P-value
Month 11 19497.38 1772.489 7.21587 < 6 ∗ 10−12
DoW 6 321224.65 53537.442 217.95303 < 10−12
Residuals 1017 249813.36 245.638
The ANOVA table 3.5 the model 3.4 fitting the data set without using year 2006. The residual
variance of the model is σ̂2 = 245.638. Without the year 2006, the daily total arrival also changed
to 134.05. The variance-to-mean ratio is decreasing to 245.638/134.05 = 1.83. The same model
with the year 2006 has the variance-to-mean ratio of 2.366. The model fits better with the data
without the year 2006.
Then we check the Gaussian property of the residuals by plotting the histogram of residuals
















































Figure 3.7 Histogram of the residuals (a) and Q-Q plot (b) of model (3.4); Histogram of
the residuals (c) and Q-Q plot(d) of model (3.4) without year 2006.
Using the whole data to fit the model (3.4), some of the points of the Q-Q plot fall away from
the 45-degree reference line. By fitting the same model without the year 2006, the points of the
Q-Q plot fall around the 45-degree reference line, which indicates that the model fits the data
without the year 2006 better than applying the whole data. The residual histogram of the model
fitting without the year 2006 also looks more symmetric and bell-shaped. Based on 3.7, we could
conclude that the model 3.4 fit better to the data without year 2006. The irregular arrivals of the
year 2006 influence the model fitting process.
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The number of daily arrivals can be approximated using the model 3.4. The performance of
the model applying data without the year 2006 fits well. The DoW and month effects can be used
for the model. Thus we calculate the coefficients of the model by applying the whole data set and
the data set without the year 2006.
The model (3.4) has the coefficient in Table 3.6. From the table, the month effects of ”July”
and ”August” are a huge difference comparing to apply the data set with or without the year 2006.
As we mentioned earlier that the unusual July and August arrivals in 2006 influence the model
fitting process.
Table 3.6 Coefficients of model (3.4) with or without year 2006






















Although week and year effects are all statistically important in the whole model (3.2), the
year and week information can only be obtained after the year or week finished. These effects are
not useful in the prediction model. We believe the model with month and DoW two factors linear
model is the model that can be applied for predicting the daily number of arrivals. In the model,
the DoW effect is an important feature. We will continue analyzing the arrival patterns within
DoW.
3.3.2 Arrival pattern within days
The Day of Week effect is significantly important in the model (3.4) to predict daily total
arrivals. It is reasonable to analyze the daily arrival pattern under a week view, which treats
different days of the week differently. We start analyzing the hourly time-varying arrival rate in a
week view.
We study the hourly arrival in a week of average 200 weeks for the whole data (52.3 weeks for
the year 2004, 52.1 weeks for the year 2005 & 2006, 43.4 weeks for the year 2007). Figure 3.8 shows
the hourly arrival rate to the ED in a week view. The vertical dashed lines are at 12am of each
weekday. We start a week on Sunday since Sunday is the first workday in Israel. From Figure 3.8,
it is easy to see that Sunday has the most and Saturday has the least daily arrivals. The coefficients
of the DoW effect in table 3.6 also reflect the same trend. The four different years, as well as the
whole time period, have a similar trend in weekly performance. As the year increases, the number
of hourly arrivals increases slightly. All these four years, for all different days in week, satisfy a
bimodal pattern. The lowest arrival is around 6 am for each day of the week. Then the arrival rates
increase rapidly and arrives at the peak of 12 pm. Then another relatively smaller peak around 3
pm. After the peak, it decreases irregularly. Sunday through Thursday are the weekdays in Israel,
thus these days have similar daily arrival trend. Friday and Saturday are weekends, thus they have
different trend comparing to the weekdays. This difference also can be found in the daily arrival



















Figure 3.8 Estimate arrival rate at the ED over a week
As we found in the previous section, it is useful using the DoW effect in the daily totals model.
Thus it is natural to plot the normalized arrival rate without the DoW effect. This can be achieved
by using the average hourly arrival rates dividing the average total arrivals for different DoW. This
normalization is shown in Figure 3.9. The normalized arrival rate function over the week is still
different for different days in a week, but we see more similar patterns between different days within
the same year. The weekdays are similar to each other under normalized arrival rates. They all
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Figure 3.9 Estimate normalized arrival rate function over the week
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Figure 3.10 shows the cdf of the arrival of different DoW for different years as well as the whole
4 years in Figure 3.11. Cumulative distribution functions of different years have a similar trend.
The trend for the weekends, Fridays and Saturdays, is different from the other five days in a week.
Based on Figure 3.10, we can consider two linear functions with a constant rate which are separated
at 9 am to approximate the cdf for different days in a week. If we can approximate the cdf using
the piecewise linear functions, then we can use Non-Homogeneous Poisson Process to approximate
the daily arrivals. Comparing the cdf of arrivals of all 4 years, there is no significantly different
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Figure 3.10 Estimated cumulative arrival rate function of year 2004-2007 data.
54
The Figure 3.11 shows the cdf for the whole data in the different days of a week. Comparing to
Figure 3.10 for different years, there is no big difference. So it is reasonable to use piecewise linear
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Figure 3.11 Estimated cumulative arrival rate function of whole data.
3.3.3 Stochastic variability in the time-varying arrival process
Based on the previous study, we believe that the arrival process of ED is approximately a
Nonhomogeneous Poisson Process (NHPP). Patients can be regarded as independent of each other
since they arrive separately and get treated independently in the ED. But the arrival satisfies NHPP
remains to be shown by simulation.
We have already seen the variance-to-mean ratio is larger than 1 in arrival daily total model.
This trend happens in the model 3.4without year 2006. This indicates an overdispersion compar-
ing to a Poisson process model. We will support this overdispersion by calculating the index of
dispersion for counts (IDC).
The IDC is a function of time which indicates the variance-to-mean ratio of the arrival counting
process. Suppose A(t) is the number of arrivals in time interval [0, t], we can define its variance as
V (t) and mean as Λ(t). Based on the definition of V (t) ≡ V ar(A(t)) and Λ(t) ≡ E[A(t)], we define
IDC as I(t) ≡ V (t)/Λ(t).
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There are three different views that can be applied to analyze IDC: (i) The week view, (ii) the
day view and (iii) the DoW view. In the week view, let T = 7 ∗ 24 = 168h, and estimate Λ(t) and
V (t) hourly by taking the 200 weeks as samples from3 the whole data set (366/7 weeks for year
2004, 365/7 weeks for the year 2005 and 2006, 304/7 weeks for the year 2007), then compute the
ratio to estimate I(t). In the day view we take T = 24h, and take the total 1400 days as a sample
from the whole data set (366 days for the year 2004, 365 days for the year 2005 and 2006, 304 days
for the year 2007). The DoW view is considering only the same day of week as samples. We have
200 weeks in total, so 200 days for each DoW in total.
We first analyze IDC in a week view, where we consider t with hour unitin the interval [0, 168],
as shown in Figure 3.12. The increasing trend happens in different years in every interval. We
expect the IDC function to be constant around 1 if the arrival counting process is NHPP. For the
whole data, IDC increases steadily from 1 to 6 in a week. If we consider years separately, except
the year 2006, the other 3 years have a similar trend. Their IDC functions all start at 1 and end
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Figure 3.12 estimated IDC in a week view
We plot the V (t) and Λ(t) separately in the week view to find out the reasons that can cause
the year 2006 different from other years. Figure 3.13 shows mean Λ(t) of each year is similar, they
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all have the same trend and ended around 900 patients in a week. However, the variance V (t) is
different between years. Year 2006 has a larger variance than the rest of the three years. The V (t)
of year 2004, 2005 and 2007 are all ended around 2, 000, while the V (t) of year 2006 end around
13, 000. This also shows the arriving process of the year 2006 is irregular comparing to other years.

















































Figure 3.13 variance of arrivals V (t) in week view(top); mean of arrivals Λ(t) in week
view(bottom).
In the day view, we regard a single day as a sample with T = 24h. We have a total of 1400
days as samples from the whole data. In Figure 3.14, we can see IDC under a day view is steadily
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increasing for all these years. The start values of IDC are around 1 for different years. The values
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Figure 3.14 The estimated variance of arrivals V (t)(top left); mean of arrivals Λ(t) (top
right); estimated IDC in a day view(bottom).
As shown in Figure 3.14, consider different days of week identically is not a good fit for the
NHPP model. It is more reasonable to consider the different days in a week as independent samples.
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Figure 3.15 Estimated IDC in a DoW view of year 2004 to 2007.
As shown in Figure 3.15 and Figure 3.16, the IDC function of the DoW view is more stable
compared to the day view or week view without the year 2006. The IDC functions for the other 3
years are between 1 to 2, which is slightly overdispersion and acceptable. It is not bad to fit NHPP
in the DoW view without any irregular events. Year 2006 put evidence that NHPP may not be a
good fit for the arrival process when there are unexpected events happened. With the irregularity
of the year 2006, which makes the IDC function for the whole data keep increasing and ends up
with NHPP not a good fit for the year 2006.
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Figure 3.16 Estimated IDC in a DoW view of the whole data.
Base on the discussion above, it is reasonable to fit the arrival process using NHPP under the
DoW view. Applying the NHPP will not be a good approximation for the week view and day view.
For the week view, we analyze the variance and the mean of the arrival counting process. The year
2006 has a much larger variance comparing to the other years, which indicates the irregular arrival
trend in year 2006 influence the NHPP goodness of fit. The IDC based on day view keeps increasing
as well. In this case, all the years have a similar increasing trend, indicating that applying NHPP
considering all the different days in a week as the same day is not a good fit.
3.3.4 Arrival processes of the two groups: admitted and non-admitted
In ED, patients can be divided into two groups after treated, admitted or non-admitted. Non-
admitted patients will be released after getting treated in the ED. Admitted patients will get further
service in internal wards (IW). These two types of patients have different characteristics and we
analyze their arrivals separately.
Figure 3.17 and Figure 3.18 show the average patients of admitted and non-admitted arrival
per hour in different years. For all these four years, the trend of arrivals for two groups of patients
are similar. The number of non-admitted patients is always larger than the admitted patients for
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the DoW view. We get the hourly ratio between the number of admitted patients and the total
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Figure 3.18 Average patients of admitted and non-admitted arrival per hour of the whole
data.
Figure 3.19 shows the proportion of arrivals for different groups. The arrival ratio for different
days of the week look similar for all these four years. With a starting value around 0.3, then
increases to nearly 0.45 around 3 pm in the afternoon. After that, it decreases slowly. For different
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days in a week, the ratio looks similar to each other. So day view can be used in this case to
consider the admitted and non-admitted arrival ratio. Based on the ratio trend in a day, this
admitted and non-admitted ratio can be approximated by quadratic functions, as inspired by §3
Whitt and Zhang (2016).
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Figure 3.19 Proportion of admitted patients of year 2004-2007(top 4 figures); Proportion
of admitted patients of whole data(bottom one).
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The quadratic approximation is shown in Figure 3.20. The proportion of admitted patients
looks identical from year to year under a day view. It is reasonable to use one quadratic function
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Figure 3.20 Proportion of admitted patients of data from year 2004 to 2007(top 4 figures);
Proportion of admitted patients of whole data(bottom left);all quadratic fit
functions(bottom left).
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We choose x = ((t−1.5) mod 24)+1.5 to fit a quadratic function. We put all the fitted functions
together in the bottom right of Figure 3.20. As shown from the figure, the fitted quadratic function
for different years are close to each other. So we could use the fitted line of the whole data to
predict the future data, as the bottom left of Figure 3.20 shows. For the whole data, the quadratic
function is 0.2356 + 0.0302 ∗ x+−0.0011 ∗ x2 = 0.4410− 0.0011 ∗ (x− 13.6)2.
3.3.5 Summary: full model of the ED arrival process
For the arrival process, the daily total arrivals can be modeled by the DoW and Month two-
factor Gaussian model. It is acceptable to approximate the arrival process using NHPP under the
DoW view without any irregular events happens. Among the arrival, the admitted patients can be
approximated by a binomial distribution with probability p(t). The time-dependent function p(t)
can be approximated by a quadratic function.
3.4 Length of Stay
In this section, we analyze the length of stay (LoS) of patients in the ED. We find that the LoS
is time-varying. Notice that the data fails to provide the detailed waiting time of those admitted
patients to transfer into the internal ward. We can not provide a very detailed analysis. Using
the existing data, we can analyze the LoS distribution of admitted and non-admitted patients
separately.
3.4.1 Failure to fit Gt/GI/∞ model to ED
LoS is recorded as the exit time subtracts the entry time to the ED of a patient. We notice
that the admitted patients get admission but still need to stay in ED to wait for the Internal Ward
service ready. There is an additional time for admitted patients of their LoS. Since the data did not
provide such information, we can not make more sophisticated models of LoS model considering
the difference between the service time and waiting time based on the data.
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Let us consider the LoS distribution. It is natural to believe that the LoS as i.i.d. random vari-
able for different patients. We assume that there is an existing distribution. Every time a patient
arrives at the ED, the patient will be assigned a time as the LoS based on that existing distribu-
tion. Under this assumption, here is a simulation with actual arrival and LoS as GI distribution.
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Figure 3.21 Simulations of departures in a day view using GI model for LoS from year
2004 to 2007.
In Figure 3.21, we plot the simulation to capture the departures of all 4 years considering the
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Figure 3.22 Simulations of departures in a day view using GI model for LoS for the whole
data.
In Figure 3.22, we plot the simulation of whole 4 year time period. From the simulation result,
the hourly average arrivals and departures under a day view are similar from year to year. The
peak of arrival in a day is around 11 a.m. and the peak of departure is at 3 p.m. If we consider
the LoS satisfying a general distribution, we simulate the LoS from that distribution and add the
simulated the LoS to the arrival time to get the simulated departure time. By counting the number
of departure in an hour interval, we get the simulated departure rate. In Figure 3.21 and Figure
3.22, by comparing the actual departure rate and the simulated departure rate, we can not capture
the peak of actual departure at 3 p.m. Thus Considering the LoS as a general distribution will not
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Figure 3.24 Simulated occupancy level based on GI model of LoS from year 2004-2007
(top 4 plots) and for the whole data(bottom).
In Figure 3.24, we use the general distribution again to approximate the LoS in order to simu-
lated the occupancy level, the hourly approximate number of patients in ED, in a day view. The
simulated result also missed the occupancy trend between 12 a.m. - 9 a.m. badly.
From Figure 3.21 and 3.24, modeling the LoS as a general identical distribution is not a good
approach either considering the whole data or considering each year separately. From 3.21, the
empirical departure rate at its highest point around 3 pm while the simulated departure fails to
catch this trend. The LoS can not be modeled based on one general distribution. It is reasonable to
consider the LoS distribution as a time-dependent function, which we will consider the LoS based
on the arrival time.
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3.4.2 The time-varying LoS distribution
Fitting the LoS into a general identical distribution is not a good approach to approximate the
LoS. We try to analyze the LoS based on the arrival time of patients. We can get the box plot of
the LoS based on different arrival hours within a day.
Figure 3.25 Box plots of the LoS distribution by hour of the day of year 2004-2007 (top
four plots) and the whole data (bottom).
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Figure 3.25 shows the box plots of the LoS distribution by hour of the day for the whole data
set. In Figure 3.25, the top and the bottom of boxes representing the 25% and 75% percentiles.
Middle black bars are the medians and blue dots in the boxes are the means of the LoS within that
hour interval. Different years have a similar trend of the LoS in a day view. The LoS statistics
are different if the arrival hours are different. This indicates the time-dependent model is preferred
comparing to an identical distribution for all the LoS.
3.4.3 The LoS of the two groups
The same as the arriving process, we want to study the LoS of the two groups of patients, the
admitted patients and non-admitted patients.
In Figure 3.26, we get the histogram of the LoS of the two types of patients in the whole data.
Figure 3.26 Histogram of different groups of LoS for the whole data
From Figure 3.26, the histogram of admitted and non-admitted patients have different LoS
distribution. It can be helpful if we know either a patient will get admitted or not predict the LoS
of a patient. Both admitted and non-admitted LoS histograms are right-skewed. If we consider a
patient spends less than 5 minutes as a short stay, there are around 7% of the admitted patients are
short stay while only 0.2% non-admitted patients are short stay, which indicates those admitted
patients with small LoS get serviced in the internal ward immediately after they come to the ED.
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Figure 3.27 shows the LoS of histograms of the different groups of patients for the whole data
set. The histograms show the LoS for different groups of patients are totally different in all these
four years. While for the same group of patients with different years, the LoS distributions are
similar. Notice for all these four years, there are lots of admitted patients with very short LoS in
ED and then being transferred to internal wards. For non-admitted patients, the percentage of
patients with very short LoS is increasing as year increases.
Figure 3.27 Histogram of LoS of admitted groups (left) and non-admitted (right) from
year 2004 to 2007
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Figure 3.28 Approximate cumulative distribution functions of year 2004-2007 (top four);
cdf of whole data (bottom).
Figure 3.28 is the approximate cumulative distribution functions for different years. The black
lines are the cdf of admitted patients LoS and red dotted lines represent the cdf of non-admitted
patients‘ LoS. The separation between red lines and black lines shows the difference LoS distribution
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between admitted and non-admitted group. The distributions for the same group of patients are
similar from year to year.
In Figure 3.29, we plot the box plots of admitted and non-admitted patients LoS. The blue dots
are the mean and the black bar in the middle of the box is the median. Based on the figures, the
mean and median of admitted patients’ LoS are more timely dependent comparing to the admitted
patients.
Figure 3.29 Box plots of the LoS distribution by arrival hour of the day of admitted (left)
and non-admitted (right) patients from 2004 - 2007.
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Figure 3.30 Box plot of the LoS distribution by arrival hour of the day of admitted (left)
and non-admitted (right) patients of the whole data.
Figure 3.30 shows the box plot of LoS separated by admitted or non-admitted group using the
whole data. It shows the similar trend comparing the Figure 3.29. The LoS of admitted patients
are more time-dependent comparing to non-admitted patients.
3.5 Departure Process
In Whitt and Zhang (2016), the author mentioned the departure process would be a NHPP
under the assumption of Mt/GIt/∞ model. We would reverse the process and consider the depar-
ture process as arrival process. We analyzed the IDC of the departure process. We also analyze
the hourly departure rate as well as the LoS based on different departure time.
3.5.1 Daily total departures
After analyzing the arrival and length of stay processes, we start to analyze the departure
process.
The departure contains 1401 days, the data contains all those days from Jan 1st, 2004 to Nov
1st, 2007. The same as the arrival process, we analyze the departure process considering with or
without the year 2006.
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Here are the ANOVA tables with the year 2006 data. The models are the same as the arrival
total. We first consider the model with the only day of the week effect, which is the same as the
arrival model (3.2). In this case, the T (d) in the equation represents the number of departures
daily.
T (d) ≡ A+ Cd+G(0, σ2).
Table 3.7 ANOVA table for daily total departures of model (3.2)
Factor df Sum of square Mean sum of square F statistics P-value
DoW 6 376289.77 62714.962 184.973 < 10−12
Residuals 1394 472635.59 339.050
The variance of the daily total arrival with only DoW factor is σ̂2 = 315.916, while the variance
of daily total departures, based on table 3.7, with the same DoW factor model is σ̂2 = 339.050.
The variance get larger indicates the daily total departures are more irregular than the arrivals
under the same model (3.2).
Then we try to use the DoW and month two-factor model to predict the daily total departures.
The model has the same expression as in model (3.4).
T (d,m) ≡ A+ Cd+Dm+G(0, σ2)
In the equation above, which is the same as equation (3.4), we consider T (d,m) as the daily total
number of departures and m, d represents month and DoW effects correspondingly.
Table 3.8 ANOVA table for daily total departures of model (3.4)
Factor df Sum of square Mean sum of square F statistics P-value
Month 11 11267.34 1024.304 3.075 4.3 ∗ 10−4
DoW 6 376991.85 62831.975 188.633 < 10−12
Residuals 1383 460666.17 333.092
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Lastly, we try to use all the possible factors that we can use. The model is the same as equation
(3.3). The equation is also showing below.
T (d,m, y) ≡ A+ Cd+Dm+ Ey +G(0, σ2).
In the above equation, d represents the DoW effect; m represents the month effect and y represents
the year effect. The ANOVA table of this model is showing in table 3.9.
Table 3.9 ANOVA table for daily total departures of model (3.3)
Factor df Sum of square Mean sum of square F statistics P-value
Year 3 22875.29 7625.097 23.878 < 10−12
Month 11 8427.50 766.136 2.399 0.006
DoW 6 376944.37 62824.061 196.736 < 10−12
Residuals 1380 440678.20 319.332
As we can see from table 3.9, under equation (3.3), it is similar to the arrival daily total that
the Year effect is more important than Month effect. This might be the case that the year 2006
is irregular, which makes the year effect very important in the model. Since the year 2006 data is
irregular, we start trying to use the whole data set without the year 2006.
These are the ANOVA tables without the year 2006 using model (3.2).
Table 3.10 ANOVA table of model (3.2) applying data without year 2006
Factor df Sum of square Mean sum of square F statistics P-value
DoW 6 281881.83 46980.304 163.824 < 10−12
Residuals 1029 295089.44 286.773
The table 3.10 shows the DoW single-factor Gaussian model for the daily total departures
without the year 2006. The variance of this model is σ̂2 = 286.773, which is smaller than the same
model with year 2006, σ̂2 = 339.050. Daily total departures without the year 2006 is more regular
and more tractable by under single DoW factor Gaussian model.
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Table 3.11 ANOVA table of model (3.3) without year 2006
Factor df Sum of square Mean sum of square F statistics P-value
Year 2 21797.621 10898.811 43.12663 < 10−12
Month 11 16938.915 1539.901 6.09340 9.9 ∗ 10−10
DoW 6 281474.805 46912.467 185.63281 < 10−12
Residuals 1016 256759.929 252.716
For the daily total departure modeled by the model (3.3), the model residual variance decreases
from 319.332 to 252.716 if applying the data without the year 2006, which also indicates the irregular
pattern of the year 2006. The year factor may capture this abnormal pattern. Here we are not
going to use the year factor since it is not working in the predicting models.
Then we try the DoW and Month two-factor Gaussian model as equation (3.4). The ANOVA
of the model is showing below as table 3.12 in below.
Table 3.12 ANOVA table of daily total departures of model (3.4) without year 2006
Factor df Sum of square Mean sum of square F statistics P-value
Month 11 20709.773 1882.707 6.97903 1.816 ∗ 10−11
DoW 6 281639.285 46939.881 174.00194 < 10−12
Residuals 1018 274622.213 269.766
We compare the daily total arrivals and departures with the same Month and DoW two-factor
Gaussian model as equation (3.4). The residual variance of arrival model σ̂2 = 245.638, while
exiting model with σ̂2 = 269.766. The IDC of the arrival process is 245.638/134.01 = 1.83 while
the departure process is 269.766/134.01 = 2.021. Both arrival and departure are a little over-
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Figure 3.31 Weekly exit rate from the ED
Figure 3.31 is the hourly departure under a reversed timeline in a week view. Instead of
considering the starting time as Sunday at 12:00 am and the end time as Saturday at 11:59 pm,
we total reverse the process. We start the first hour as Saturday from 12:00am to Saturday at
11:00pm. The next hour after the start is Saturday from 11:00 pm to 10:00 pm. So the timeline is
totally reversed comparing to Figure 3.8. The average hourly departures also increases year after
year, which the same pattern happens in the average hourly arrivals in Figure 3.8. The peak of






















































































































































































Figure 3.32 Proportion of admitted patients based on departure hours from year 2004-2007
(top four figures); whole data (bottom one).
Figure 3.32 is the proportion of the admitted patients over the total departure patients in the
DoW view for different time periods in different years. We also reversed the timeline that starting
hour is 12:00am - 11:00pm ,then followed by 11:00pm - 10:00pm, as in Figure 3.31. The proportion
of exiting patients who were admitted is different from the arrival. The lines in Figure 3.32 can
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not be approximated by quadratic functions, which we used for approximating the proportion of
admitted patients in the arrival process.
Figure 3.33 Box plot of the LoS distribution by departure hours of the day by year
2004-2007.
We also plot the box-plot of the LoS based on different exit group and exit time separated by
years in Figure 3.33. The same as the box-plot of the LoS based on the arrival time in Figure
3.29, the blue points in the boxes are the mean of the LoS, the bars inside the boxes represent
50 percentile of the LoS. As we can see, the average LoS varies a lot based on different departure
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times. Considering Figure 3.31, lots of patients exit at the end of the day. It is not surprising that
the LoS varies based on departure time. The LoS is influenced by the hospital policy.
Figure 3.34 Box plot of the LoS distribution by exit hour of the day using whole data.
In Figure 3.34, instead of plotting box-plots of different years, we plot the whole data set except
split by the exit group. As we can see in Figure 3.34 and Figure 3.33, the LoS of all the four years
and the whole data have similar pattern under the same exit group.
3.6 Simulation
In the previous sections, we analyze the properties of arrivals, LoS and departures. Understand-
ing the workload, or the occupancy level, in the ED is one of the most crucial problems since it can
be used to arrange the number of staff in advance. One of those uncertainties in the prediction is
the LoS, the time that the patients would spend in the ED. We start the simulation using different
LoS model that we discussed in Section 3.4. We apply the actual arrival time but with simulated
LoS depended on different models. The model assessment is based on L1 norm difference between
the actual and the simulated average occupancy level in a week view.
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3.6.1 Approximate length of stay based on arrival time
We first start with GI LoS Simulation using the whole data set. The GI LoS model assumes
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Figure 3.35 Occupancy level of simulation under GI model of LoS
As showed in Figure 3.35, the actual occupancy level is plotted in black solid line while the
estimated occupancy level is plotted in the red dashed line. Then we generate the estimated
occupancy level by using the actual arrival time with the sampled LoS. We put all the LoS of all
the patients together. Every time when one patient arrived, we randomly sampled the LoS to the
patient.
The simulated occupancy level failed to capture the midnight departure pick as plotted in
Figure 3.35. To comparing the goodness of fit, we define the L1 distance, which is the absolute
difference between the actual against the simulated workload averagely in minutes. In this case,
the L1 distance is 1.996, which the averagely simulated is off actual workload by 2 every minute. It
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is not a good approximation since it does not capture the midnight workload trend, which is from
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Figure 3.36 residual of simulated workload under GI model of LoS
Figure 3.36 is the residual plot of the GI model with its 95% error band. The 95% error band
is plotted based on 100 simulation errors, which is a point wise errors that 95% of time in that
interval. We get Figure 3.36 by average the 100 simulated residual, which we obtained the actual
workload from the data and simulated 100 times and get 100 residuals. Then we calculate the
confidence interval by applying the 2.5% and 97.5% quantile of the 100 residual errors. The black
line in Figure 3.36 is the average simulated error. The two red line in Figure 3.36 are the 95% error
band of the residual. The residual plot in Figure 3.36 also shows the lack of fit.
Then we try a simulation of the LoS under the GIt model with day view, which considers the
LoS model is time-dependent based on each day. A patient arrived at 9:00-10:00 am will regarded
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Figure 3.37 Occupancy level by simulation under GIt model of LoS
Figure 3.37 shows the actual and simulated occupancy level of the whole data under the GIt
model under the day view. The solid black line is the actual occupancy level and the red dashed
line is the predicted value. Comparing to Figure 3.35, the prediction under the model GIt is much
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Figure 3.38 occupancy level of estimation and simulation under GIt of day view
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The residual plot of the GIt model under the day view is shown in Figure 3.38. The confidence
95% error band is shown in the plot as well. The average residual is 0.804, which is smaller than
the average residual of the GI model. There is still a lack of fit issue with the GIt under day view
model. Comparing to the GI model and its residual plot in Figure 3.36, the GIt model performs
better and has more stable residuals.
Then we try the GIt model with day & month view, which is similar to GIt model GIt model
with day view except the month effect. For example, the customers arrived at 3:00-4:00 pm in
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Figure 3.39 Occupancy level of simulation under GIt of day & month LoS model
The figure 3.39 shows the LoS under the GIt model with day & month view. Comparing the
GIt model just under the day view in Figure 3.37, there is not much difference. This indicates the
LoS does not have a significant monthly trend. Since we are re-sampling the LoS from the data
set, the actual proportion of patients arrived in the ED is the same as the simulated proportion.
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Figure 3.40 Residuals of simulation under GIt of day & month LoS model
We plot the residual plot of GIt model under the day & month view in Figure 3.40. The average
error is 0.794, which is not significantly better than the GIt model under day view. As we observed
earlier, the performance does not increase significantly.
Instead of regarding different days in the week are the same, we can treat the different day of
the week differently. This is the new LoS model where we consider the LoS as GIt model under
the DoW view. In this model, for example, we consider the patients come into ED on Thursday at
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Figure 3.41 Occupancy level of simulation under GIt LoS of DoW model
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The Figure 3.41 shows the model of the LoS under DoW view. We expected this model will












Sun Mon Tue Wed Thu Fri Sat
Figure 3.42 Residuals of simulation under GIt LoS of DoW model
From Figure 3.42, the most errors in the week view are close to 0. The average absolute error,
which is the same as defined as L1 norm, is 0.275. This indicates that the averagely we made 0.275
difference between the actual workload and the simulated workload using DoW to predict the LoS.
We can also see the 95% error band includes 0 almost all the time, which indicates the model is
good for only using the time variables.
Lastly, we tried the model with DoW and month effect of the LOS model. The result is similar
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Figure 3.43 Occupancy level of simulation under GIt LoS of DoW & Month model
Like the previous models, we plot the mean residual errors with 100 times simulations. The
average residual is 0.273, which is not significantly better than the LoS model with only the DoW
effect. The residual plot is showed in Figure 3.44. It looks very similar compared to the LoSresidual
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Figure 3.44 Residuals of simulation under GIt LoS of DoW & Month model
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Based on the analysis in this section, we believe that the LoS is time-dependent and can be
modeled with the DoW effect. The month effect is not a significant increase in the model perfor-
mance in predicting the workload. For the following discussion, we will apply the LoS model as
time-dependent with the DoW effect.
3.6.2 Approximate arrival process using piecewise Poisson process
In this section, we try to model the arrival process considering the final prediction of the work-
load. Based on Section 3.3.3, a piece-wise Homogeneous Poisson process is a choice for modeling
the actual patients’ arrival process. We prove the arrival process can be approximated by piecewise
Homogeneous Poisson process by comparing the actual workload and simulated workload with the
LoS modeled in section 3.6.1.
Based on our assumption that the arrival is a piecewise Homogeneous Poisson Process, one
property of the constant Poisson process is that in a time interval, if we know the number of
arrivals, arrivals in the given interval would be considered as uniformly distributed. Based on this
property, we start splitting the week time into small time intervals, like hourly split. Within each
time interval, we calculate the actual average number of arrivals. Based on the average number of
arrivals, we apply a Poisson distribution to get the simulated number of arrivals in that interval to
generate the simulated arrivals. We obtained our simulated arrival time based on using a uniform
distribution, which is conditioned on the number of arrivals. After we get the arrival process, we
apply the LoS model mentioned in Section 3.6.1 to obtain the final simulated workload.
First, we set the Poisson process being hourly constant, thus we compare the simulated hourly
arrivals against the actual arrivals in Figure 3.45. We would expect the simulated and the actual
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Figure 3.45 The actual hourly arrivals against the simulated using NHPP arrival
From Figure 3.45, the simulated arrivals are almost identical to the actual arrivals. Using
piecewise constant Poisson Process to approximate the arrivals looks good. We will follow up by
comparing the workload of the actual and the simulation to check the goodness of using piecewise
constant Poisson Process approximation.
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Figure 3.46 The actual occupancy level against the simulated occupancy levl using 1-hour
constant Poisson Process
89
The simulation performance looks good in Figure 3.46. The L1 difference between the actual
workload and the simulated workload is 0.378 with average 100 times simulation errors. Comparing
to the simulated error is 0.278 in Figure 3.42, We would like to try with a smaller interval to see
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Figure 3.47 Residual of actual workload against the simulated workload using 1-hour in-
terval of constant Poisson Process approximation
Figure 3.47 shows the residuals of the simulated workload with repeated 100 times and its
confidence band. Comparing to the LoS model under DoW view in Figure 3.42, Figure 3.47 is more
unstable since the residual includes both the arrival and the LoS model.
To minimize the influence of the LoS model error, we try a smaller time interval for sampling the
LoS. We consider the arrival Poisson Process in a smaller time interval with the LoS also sampling
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Figure 3.48 The actual workload against the simulated workload using 30-minutes interval
of constant Poisson Process approximation
Figure 3.48 shows the actual hourly workload against the simulated hourly workload using the
30-minute constant Poisson Process to approximate the arrivals. The approximation looks better
regard 30-minute comparing to hourly Homogeneous Poisson arrival process. The actual workload
compared to the simulated workload with L1 difference is 0.311, which is smaller comparing to
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Figure 3.49 Residual of actual workload against simulated 30-minute interval of constant
Poisson Process approximation
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The residual plot of the simulation error is shown in Figure 3.49. After we consider the constant
Poisson Process interval as 30 minutes, we get a better residual plot. The Figure 3.49 is more stable
and closer to 0 with narrower 95% error band comparing to Figure 3.47. We try an even smaller
time interval as 15 minutes to see that if the trend holds as smaller constant time intervals leading
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Figure 3.50 The actual workload against the simulated workload using 15-minutes interval
of constant Poisson Process approximation
Figure 3.50 shows the workload of actual against the simulated considering the constant Poisson
Process only last for 15 minutes. The L1 error in this case is further reduced to 0.284 based on the
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Figure 3.51 Residual of actual workload against simulated 15-minute interval of constant
Poisson Process approximation
Figure 3.50 shows the workload of actual against the simulated considering the constant Poisson
Process only lasts for 15 minutes. The L1 error, in this case, is further reduced to 0.284 based on
the average of 100 times simulation error. The residual plot is plotted in Figure 3.51.
As we expected, if we make the arrival rate as constant in a smaller time interval, we will end
up with smaller errors. Now the simulation error is similar to the LoS model with the DoW effect.
Since the error also includes the LoS approximation error, the arrivals modeled based on the piece-
wise constant Poisson Process is a good fit. Based on this section, we model the arrival process
and the LoS, which can be applied to approximate the workload in the emergency department.
3.7 Prediction Using the Data
3.7.1 Daily total arrivals
We apply linear regression y = kx+ b to approximate the increasing trend of daily total arrivals
based on dates, as shown in Figure 3.52. x represents the number of days from January 1st, 2004.
Thus x is from 0 to 1399. y defined as the number of arrivals each day. The regression line with
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Figure 3.52 linear regression to approximate the increasing trend of daily arrivals
year 2006 data is
y = 128.04 + 0.0078 · x,
which is shown with the red line in Figure 3.52. While the regression line using the data without
the year 2006 is
y = 127.72 + 0.0101 · x, (3.5)
which is shown in the green line in Figure 3.52. We believe the linear regression using the data
without the year 2006 is a better choice because of the irregular arrivals of the year 2006.
Then we using daily arrival total subtract the ŷ, which is obtained from regression equation
(3.5). Using model (3.4) to approximate the residuals. Then we get ANOVA table as in Table 3.13.
Table 3.13 ANOVA table for the residuals of regression line data without year 2006
Factor df Sum of square Mean sum of square F statistics P-value
Month 11 40710.475 3701.952 11.93 < 10−12
DoW 6 451973.255 75329.876 242.81 < 10−12
Residuals 1382 428743.110 310.234
94
The residual variance without trend in Table 3.13 is σ̂2 = 310.234, which is slightly smaller than
σ̂2 = 310.531 in Table 3.5. Adding regression will not help explain the variance of model (3.4), but
help predict the number of daily total better. The Month effect is also more statistically important
in the newer model (3.4). The F-statistics of Month effects in the original model (3.4) is 3.03 while
now is 11.93.
Based on the data, we can apply the model 3.4 and the regression model 3.5 together to get
the daily total arrival prediction.
3.7.2 Predict the LoS based on the occupancy level
We try to predict the occupancy level of current years by using previous years’ data. After data
cleaning, the sample data is showed in Table 3.14.
Table 3.14 Sample data
Year entry time week bins gender age first ward exit group Month ED dur
2004 96 2 65.25 39 2 4 361
2004 136 2 78.58 0 1 4 341
2004 60 2 34.42 46 2 4 90
2004 18 2 98.25 39 2 4 401
The “ED dur” is the response variable, which means the length of stay of patients in minutes.
The model is trying to predict “ED dur”, in minutes, based on patients’ information such as gender,
age, etc. Some variables are used in the predictive model. The variable “entry time week bins”
is the time entered in the ED in a week view, which we have already binned the arrival time
hourly under a week view. The number 96 indicates that the patient entered the ED more than
95 hours but less than 96 hours away from Sunday at 12:00 a.m. The patient is a male when
variable “gender” equals to 1. Variable “Age” is the age in the year plus the age in months in
the original data. “fist ward” is the ward that patients entering after they exit the Emergency














































Figure 3.53 Plots of Length of Stay (a) histogram of Length of Stay (minutes); (b) his-
togram of Length of Stay after log-transform.
In Figure 3.53 (a), the histogram of “ED dur” of all the patients is plotted. Notice that there
is a significant amount of patients with very small “ED dur”. The histogram is also right-skewed.
We try log-transform (log-transform of “ED dur” = log(“ED dur” + 1)) is applied to get rid of
the right skewness. Figure 3.53 (b) is the histogram of “ED dur” after the log-transform. No right
skewness happens in this transformed plot. We consider ”minute” as our unit because time data is
not continuous to some extent. We see in Figure 3.53 (b) is not continuous with small “ED dur”.
The “entry time week bins” is the columns transformed the entry time into weekly viewed bins.
The time interval starts on Sunday at 0:00 am. If some patients came to ED on Sunday between
0:00 am to 1:00 am, we will consider the “entry time week bins” as 1. If a patient came to ED
on Monday between 0:00 am to 1:00 am, we will consider the “entry time week bins” as 25. The
maximum number of the time interval is 168, which indicates patients come to ED on Saturday
between 23:00 and 24:00.
The “gender” column in Table 3.14 represents gender of the patient. For the “gender” column,



























Figure 3.54 (a) number of different gender; (b) LoS(minutes) with different gender.
From Figure 3.54, the number of male patients is similar to female patients. In Figure 3.54 (b),
the mean and median of “ED dur” for different gender groups are different. The mean “ED dur” for
male patients is 241 minutes while female is 254 minutes. The median “ED dur” of male patients
is 195 minutes comparing to 206 minutes of female patients. It looks reasonable to include gender
as one feature in our “ED dur” prediction model.
The “age” column in Table 3.14 is the age of patients. The original data contains “age years”



















Figure 3.55 Plots of patients of different age (a) histogram of age of patients; (b) scatter
plot of age against LoS.
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In Figure 3.55, we plot the histogram of different age group in (a) and “Age” against “ED dur”
in (b). In Figure 3.55 (a), very few patients with “age” smaller than 18 goes to ED. There is a
peak around “age” equals 20 and then it keeps stable after that. In Figure 3.55 (b), the blue line
is the regression line, which the independent variable is “age” and response variable is “ED dur”,
with “ED dur” = 0.61·“age”+221.25. This equation indicates that on average the time spent in
the ED of a patient with age 20 is 24.4 minutes fewer than age 60.
Then we consider patients based on their exit group. As defined, patients would exit from the
ED in two ways. The first way is that the patients exit the hospital after getting treatment in the
ED, which is called non-admitted patients. The other way is that the patients exit from ED but
go to another ward for further treatment, which is called the admitted patients. The first group of
patients was marked as “Exit Group 1” as the second group of patients, who would receive further
treatment, were marked as “Exit Group 2”. The comparison of these two groups of patients are
shown in Figure 3.56.
























Figure 3.56 (a) Number of different exit group; (b) LoS(minutes) with different exit group.
In the (a) of Figure3.56, there are more patients in “Exit Group 1”. As we can see in the (b)
of Figure 3.56, the patients in “Exit Group 2” has a smaller mean but larger variance compared to
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the “Exit Group 1”. The LoS distribution of these two groups of patients are different based on
the box-plot.
Then we showed the variable “first ward”, the medical-ward code of the first ward to which the
patient is admitted, in Figure 3.57.










































































Figure 3.57 histogram of first ward (left); histogram of first ward without ward 0 (right).
In Figure 3.57, the left histogram is the count of patients based on their “first ward”. We notice
that the majority of patients went to “0” first ward after exit from ED. The first ward “0” means
the non-admitted patients. We try to remove the first ward class “0” and check the relation of
other first wards. The right histogram is the frequency of different “first ward” without category 0.
There are lots of “first ward” categories having very few arrivals. When we deal with the prediction
models, we will put those “first ward” that smaller than 500 patients to category “1”, which is a
new group in the “first ward” variable. We will come back if the “first ward” parameter made a
significant impact on the model.
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Figure 3.58 boxplot of LoS of different first ward.
The Figure 3.58 is the boxplot of different “first ward” against “ED dur”. The blue dots are
the mean of “ED dur”. Notice that the means and medians for different “first ward” varies. It is
reasonable to put “first ward” into our prediction models to predict “ED dur”.
In Figure 3.59, based on the different months, we compare the number of patients arrived in
ED using bar plot (left) and the LoS of patients in the box plot. In the bar plot, the number of
patients who visited ED in November and December were fewer compared to the other months.
This is reasonable since the year 2007 does not include November and December data. In the box
plot, the dot represents the mean LoS of that month. The LoS of patients in different months were
similar from month to month based on the box-plot.
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Figure 3.59 Plots of patients based on different arrival months (a) histogram of number
of different exit group; (b) box-plot of Length of Stay(minutes) with different
exit group.
By analyzing each of these features and their relation with the LoS, it is a good idea to build
a prediction model of ”ED dur” based on these features.
We try to apply data of the year 2004 to predict the LoS of the year 2005. We consider using
these two years because the year 2006 had some abnormal arrivals in summer and the year 2007
does not include the whole year. The way model built is given the arrival time of each patient in
the year 2005, the data of the length of stay is coming from the year 2004. The arrival time of the
year 2005 is applied, based on the arrival time and other information, we sample the length of stay
from a similar background of the patient form the year 2004.
The linear model is applied as the baseline model to predict the LoS of year 2005 by considering
all the variables, including “entry time week bins”, “gender”, “age”, “first ward”, “exit group” and
“Month”. For the arrival process, we still apply the actual arrivals of the year 2005, which is the
same set up in the previous sampling models. In the linear predicting model, we consider all these

















Sun Mon Tue Wed Thu Fri Sat
Actual workload
Estimated workload
Figure 3.60 The actual workload of year 2005 against the workload by applying 2004 LoS
to predict 2005 based on linear regression
The actually average LoS in the year 2005 is 247.75. Our average LoS prediction in the model
is 248.68, which is not a huge difference comparing between the prediction and the actual LoS. We
get the predicted against the actual occupancy levels in Figure 3.60. From the plot, it can be easily
seen that the model is not a good fit to predict the LoS. The L1 norm between these two lines is
2.75.
The regression model to predict the LoS is not ideal. We start sampling the LoS from the year
2004 as the LoS of the year 2005. As we discussed in subsection 3.6.1, the LoS model is built based
on the binned arrival time works well in modeling. We try to build a prediction model that is at
least better than the baseline model. We apply the actual arrival time of the year 2005 so that
there is no error with the arrival process.
The model is built by only using “entry time week bins”. “entry time week bins” is considered
as the hourly interval in a week view. So if a patient arrived any time in an hour interval under
week view will be considered as the same “entry time week bins”. If a patient in the year 2005
arrives with “entry time week bins” = 24, then we will provide a “ED dur” for the patient randomly
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sample one “ED dur” from all the patients go to ED in 2004 with “entry time week bins” = 24.
We try to measure our model by calculating the L1 difference between the actual occupancy level
















Sun Mon Tue Wed Thu Fri Sat
Actual workload
Estimated workload
Figure 3.61 The actual workload of year 2005 against the workload by applying 2004 LoS
to predict 2005 based on “entry time week bins”
In Figure 3.61, the black line is the actual occupancy level of hospital ED at the year 2005
under week view. The red line is the predicted occupancy level using the “ED dur” of the year
2004. We measure the L1 norm difference between these 2 lines. We simulated a totally of 20 times
to calculate the average error. In Figure 3.61, the average difference between predicted and actual
occupancy level in L1 norm is 0.85, which is larger than 0.27 in the GIt model under DoW effect,











Sun Mon Tue Wed Thu Fri Sat
Figure 3.62 The workload errors by applying 2004 LoS to predict 2005 based on “en-
try time week bins”
We also plot the mean residual errors and 95% error band of the error based on the 20 sampling
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Actual workload
Estimated workload
Figure 3.63 The actual workload of year 2005 against the workload by applying 2004 LoS
to predict 2005 based on “entry time week bins” and “gender”
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We try to build better models by considering gender and other information of the patients. We
first try to model the LoS based on “entry time week bins” and “gender” two-factor model.
Then we consider the “entry time week bins” and “gender” two factors in the Figure 3.63. The
average L1 norm error is 0.83, which is slightly better than only consider ”entry time week bins”
to predict the occupancy level.
The corresponding residual plot and 95% error bands are shown in Figure 3.64 below. It looks











Sun Mon Tue Wed Thu Fri Sat
Figure 3.64 The workload errors by applying 2004 LoS to predict 2005 based on “en-
try time week bins” and “gender”
Then we consider three factor model with “entry time week bins”, “gender” and “exit group”.
We still predict the LoS in year 2005 by sampling. We sample the LoS of patients arrived in
year 2005 by sampling the LoS of patients having the same “entry time week bins”, “gender” and
“exit group” in year 2004. That is, if a patient come in to ED as “entry time week bins” = 3,
“gender” = 2 and “exit group” = 0, we will sample an “Ed dur” from year 2004 of those patients
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Actual workload
Estimated workload
Figure 3.65 The actual workload of year 2005 against the workload by applying 2004 LoS
to predict 2005 based on “entry time week bins”, “gender” and ”exit group”
In Figure 3.65, the L1 norm difference between these 2 lines is 0.84. The L1 norm is slightly











Sun Mon Tue Wed Thu Fri Sat
Figure 3.66 The workload errors by applying 2004 LoS to predict 2005 based on “en-
try time week bins” and “gender”
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The residual plots of the above 3 models in Figure 3.62, 3.64 and 3.66 are similar to each other.
Considering the 95% error band, the errors of these three models with different numbers of factors
do not show significantly different from each other. This indicates that the arrival time is a key
factor to predict the LoS in the prediction model.
Based on the discussion in this section, the baseline regression model performed not very well.
It is hard to build a better model to predict the LoS by sampling LoS only applying the arrival
time. The arrival time is a key factor to decide the LoS. Although applying other factors, such
as “gender” and “exit group”, than just the arrival time can increase the model performance, it is
a limit increase. The other factors that might increase the model performance may be related to
hospital policy or other factors that are not included in the data. Here we would suggest using the
arrival time only in the prediction model.
3.8 Conclusions
Extending the work of Armony et al. (2015), we applied detailed statistical analysis to the
whole data spanning 3 years and 10 months, totally 200 weeks. We carefully studied the arrival,
LoS and departure process of the ED in the hospital. First, we find the daily total arrivals can
be approximate by DoW and month two-factor model. In the DoW view showed by the IDC,
the arrival process has the a light over dispersion. But in Section 3.6, we find that the NHPP
can approximate the arrival process if the hourly arrival rate is known. Then we split the arrival
process into two groups, the admitted and non-admitted group. We conclude that the proportion
of the admitted patients can be approximated by a quadratic function based on day time. For the
LoS, we first reject the assumption that the LoS based on a general distribution and conclude that
that the LoS is time dependent. In Section 3.6, we conclude that the LoS based on DoW arrival
time. We also analyze the LoS of the admitted and non-admitted groups of patients separately.
For the departure process, we apply the same two-factor model as the daily total arrivals to predict
the daily total departure. The model applied on the arrival and departure process have similar
over-dispersion parameter, indicating that the departure process can also be approximated by the
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NHPP. We show the plots that the departure process is time-dependent. Lastly we try predicting
using the previous years and the model does fairly well. It is hard to find a model that significantly
better than using the arrival time-dependent LoS from year to year. The occupancy level can be
influenced by the hospital policy which is not in the data. For further research, a more accurate
model is needed to predict the occupancy level. It is also possible to analyze the details of the LoS,
since right now the data does not include all the details of patients flow.
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CHAPTER 4. A STATISTICAL COST-BENEFIT ANALYSIS FOR
IMPROVING PATIENT MEDICATION HISTORY WITH THE AID OF
PHARMACY TECHNICIANS
A paper in preparation
Oscar Aguilar, Jessica Burge, Dong Dai, Arka P. Ghosh, Jenifer S. Maki, Chandan Mitra, Dustin
Uhlenhopp and John Webb
4.1 Abstract
As a growing amount of attention is paid for the patients’ safety in healthcare, some areas in
healthcare can be improved to ensure patients’ safety. One area that can be improved is collecting
the best possible medication history (BPMH) to avoid the mistakes made by patients. The original
method was the patients talked about all the medications they took on their own in the emergency
department. We propose a new method that adds pharmacy technicians to correct the previous
medications stated by patients. In this project, a total of 817 patients were observed in the emer-
gency room of Mercy hospital. We collected some basic information about the patients such as
patient demographics, and medication history, etc. The target variables in this study are: errors
in medication, and time spent by pharmacy technicians to verify medication. Using the collected
data on patients, we built two models: one in which the number of the medication errors is the
target variable, and another one in which the time spent is the target variable. Using the those
two models and cost-benefit analysis, we conclude that the addition of pharmacy technicians helps
to reduce the number of medication errors, which helps Mercy hospital to save money.




These days, a great deal of attention is paid to patient safety in the healthcare area, which leads
us to reconsider roles and innovate some previous methods in healthcare. One of the primary goals
identified by Joint Commission in hos () is to “record and pass along correct information about a
patient’s medicines” and “find out what medicines the patient is taking.” Tam et al. (2005) This
goal is a complicated task since healthcare methods can be influenced by different factors such as
polypharmacy, medication changes by care specialist, and compliance issues, etc. Some researches
were conducted by adding pharmacy technicians to collect the best possible medication history
(BPMH) from patients to reduce medication errors.
It is important to get the BPMH, as mentioned in lots of literature. According to recent
studies in Rubin et al. (2016), pharmacy-driven medication history and reconciliation processes are
beneficial significantly to increase the quantity and quality of completed medication reconciliations.
In another study in Smith et al. (2008), a healthcare organization observed a 50% decrease in adverse
drug, a 16% decrease in hospital readmission rates, an increase in efficiency, and increase satisfaction
in both employee and physician when pharmacists conducted medication histories in a particular
instance. In Smith et al. (2008), the author also mentioned more than 770,000 people were injured
or died yearly in the hospital due to adverse drug events. For each preventable adverse drug event,
reported by the Institute of Medicine, an average $8, 750 was added to the cost of hospital stay.
In Tam et al. (2005), study shown that 10% − 67% of patients had at least one prescription error
upon hospital admission and 39% of prescription medication history errors could potentially cause
moderate to severe discomfort or deterioration in the patient’s condition.
In this study, we added pharmacy technicians to collect the BPMH on adult patients at least
18-years-old; there was no gender, ethnic background, or health status exclusions. Medication
histories were obtained in our emergency department, all general hospital rooms, and our Coronary
Care ICU. Some special type of patients are excluded from this study, such as Prescheduled surgery,
catheterization and long-term specialty care patients, etc. The BPMH was obtained via interview
of patient/caregiver(s), transferring hospital documentation, EHR review, patients pharmacy(ies),
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and/or providers office. Omission, commission, and dose/frequency errors were recorded. Other
information and the time spent helping the patients were also recorded. Finally we put all the
information of patients into a table for analysis.
These are the main contributions of this paper:
• Studied the hospital emergency department thoroughly by analyzing the amount of time
needed for pharmacy technicians and the number of errors made by grouping patients based on
different factors.
•We built the Negative-Binomial model to predict the “Error Total” made by the patients and
developed a generalized linear model to predict the “Time Taken” pharmacy technicians needed to
help patients. We also justified that our model worked in our situation.
• We applied cost-benefit analysis and concluded that it was beneficial to add the pharmacy
technicians to help patients in the emergency department.
This paper is organized as follows: In Section 4.3, we briefly explained how the data was collected
and all the variables in the experiment. In Section 4.4, we built two models to fit our response
variables, the number of errors made by patients and the time they consumed in the emergency
department. Lastly in Section 4.5, we explained it was worth to add pharmacy technicians based
on the models we built for the cost-benefit analysis.
4.3 Preliminary
The study lasted a total of 8 weeks and information on 817 patients, who were treated in the
emergency department in the Mercy hospital, were collected. Figure 4.1 shows the number of
patients that participated in this study. About 102 patients were recorded every week. (make sure
we talk about the gap)
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Figure 4.1 Daily total patients in the research
In the study, we collect information from the patients such as gender, age, race, and some pre-
vious medication history, etc. All the information collected from patients are included in Table 4.1.
Only adult patients were considered in this study. The study does not exclude a patient based on
race, gender or another health status. Note that all the information collected on the patients were
collected in the emergency department of Mercy hospital. When a patient came to the emergency
department, a pharmacy technician helped patients. One of the key tasks of pharmacy technicians
in this study was to identify the medication that the patients were taking.
In this study, there are two target variables: one is Error Total, which represents as the sum
of Error Commission, Error Dose/Frequency and Error Omission. The other one is Time Take
in Min., which represents the amount of time in minutes that a pharmacy technician spent on
verifying the medication of a patient. The top two plots of Figure 4.2 shows the histograms of
the time needed by the pharmacy technicians to correct the errors as well as the total number of
errors made by patients. The bottom plot of Figure 4.2 presents the relation of time against the
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error total. As we expected, there is a clear trend that the longer the amount of time a pharmacy
technician spent to correct errors, the more errors made by the patients.


































Figure 4.2 Daily total patients in the research
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Figure 4.3 shows the relation between patients’ age against total errors as well as time taken by
the pharmacy technicians. From the figures we could see the increasing trend as the age increased,
both predictors increased. The bottom plot of Figure 4.3 shows the number of patients of different
ages. As we can see, most patients are around 60 years of age.
Figure 4.3 Patients with different age against predictors
Before we start an exploratory analysis of all the features, we first check whether patients arrived
on weekdays and weekends performed significantly different based on our targets, which were the
“Error Total” and the “Time Taken (mins)”.
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Figure 4.4 Number of arrivals in each day of week
We can see from Figure 4.4, the weekends have fewer patients compared to the weekdays in
our research. This is a factor that potentially influence our response variable. We need to do some
tests.
Table 4.2 Patients grouped by day of week
Day of Week count mean Error Total mean Time Taken (minutes)
Weekends 41 6.66 42.7
Weekdays 776 6.89 36.6
Table 4.2 provides statistics of predictors between Weekends and Weekdays. The number of
patients arrived during the weekends was much smaller compared to weekdays. For different groups
of patients, based on Table 4.2, the mean of “Total Error” is close while the mean of “Time Taken
(minutes)” is slightly different.
We used unpaired t-test to test the difference between the “Error Total” and “Time Taken
(mins)” of the two groups. We first conducted the t-test for “Error Total”. The resulting p-value
is 0.7568 with the corresponding t-value equaling −0.3115 and 46.117 degrees of freedom. The
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p-value is larger than 0.05, which means it is reasonable to accept the null hypothesis that patients
who came in during the weekdays and weekends made no significant difference amount of errors.
We applied the unpaired t-test again to the “Time Taken (min)” variable. The test result p-value
is 0.2977 with the corresponding t-value equaling 1.0546 and 41.354 degrees of freedom. Since the
p-value is larger than 0.05, we again conclude that the patients who arrived on weekdays spend a
similar amount of time comparing those on weekends.
Based on the analysis above, we conclude that the weekdays and weekends do not influence
the response variable. We now begin our analysis of how the features affect the response variables
without considering the date when patients came. Our order of analysis based on the order of Table
4.1.
Figure 4.5 Patients with different gender against predictors
Table 4.3 Patients grouped by English Speaking feature
English Speaking count mean Error Total mean Time Taken (minutes)
Male 435 6.229885 35.31954
Female 382 7.615183 38.74346
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Based on Figure 4.5, the mean of errors made by female patients is slightly larger than the male
patients. This also leads to a longer time period needed by female patients. Based on Table 4.3,
although the difference between the two gender group was 1.4 in errors made, the time difference
between the two groups was only 3.5 minutes. The difference between “Time Taken” is not that
significant compared to that of “Total Error”.
Figure 4.6 Patients with different ethnicity against predictors
Table 4.4 Patients grouped by ethnicity feature
Ethnicity count mean Error Total mean Time Taken (minutes)
Hispanic 40 4.88 33.25
Non-Hispanic 726 6.99 37.11
Other 51 6.78 37.16
Figure 4.6 and Table 4.4 shows the relationship between different “Ethnicity” groups against
the “Error Total” and “Time Taken”. Based on Figure 4.6, “Non-Hispanic” and “Other” groups
have very similar median “Error Total” as well as the “Time Taken”. In Table 4.4, it is clear
that the “Non-Hispanic” and “Other” group have a very similar mean of “Total Error” and ”Time
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Taken”. ”Hispanic” group has a lower mean of “Total Error” and “Time Taken”. Considering only
4.9% of total patients in the “Hispanic” group, “Ethnicity” might not be important in predicting
response variables considering the unbalanced number of patients in different groups.
Figure 4.7 Patients with different race against predictors
Table 4.5 Patients grouped by race
Race count mean Error Total mean Time Taken (minutes)
Caucsn/White 689 7.04 37.17
Afr Am/Black 61 6.57 37.00
Asian 9 3.67 30.78
Other/Unknown 58 5.79 34.83
Based on Figure 4.7, we can see that the mean of “Error Total” for the “Asian” group is smaller
than other groups while the “Time Taken” for these four groups are similar. In Table 4.5, the
average “Total Error” of the “Asian” group is significantly smaller than other groups while the
“Time Taken” is slightly smaller than other groups. Since most patients are in “Caucsn/White”
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group, only very few patients are “Asian”, it is hard to tell the impact that “Race” feature will
influence the response variables in predictive models.
Figure 4.8 Patients with different Primary Insurance against predictors
Table 4.6 Patients grouped by primary insurance
Primary Insurance count mean Error Total mean Time Taken (minutes)
Medicaid 98 6.62 33.40
Medicare 356 8.04 43.21
Private 289 5.84 31.87
None/Unknown 74 5.66 31.08
From Figure 4.8, patients in the group “Medicare” have a higher mean of “Error Total” and
“Time Taken” comparing to the other three groups. Based on Table 4.6, the mean of “Error Total”
and “Time Taken” are very similar for the group “None/Unknown” and “Private”. Patients in the
“Medicare” group have higher average “Error Total” and “Time Taken” in comparison to the other
three groups, which is observed from Figure 4.8 as well. The majority of patients are in group
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“Medicaid” and “Medicare”, which are two groups with higher “Error Total” and “Time Taken”
comparing to the other two groups.
Figure 4.9 Patients whether has Mercy Primary Care or not against predictors
Table 4.7 Patients grouped by Mercy Primary Care
Mercy Primary Care count mean Error Total mean Time Taken (minutes)
Yes 336 6.99 39.71
No 446 6.80 35.06
Unknown 35 6.69 33.91
From Figure 4.9, it seems that all patients in different groups make a similar amount of mistakes.
For the “Time Taken”, the group of patients having “Mercy Primary Care” is slightly higher than
the other two groups. Based on Table 4.7, we get the same conclusion that the patients with “Mercy
Primary Care” have higher means of “Error Total” and “Time Taken” compared to the other two
groups.
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Figure 4.10 Patients with different admitted from against predictors
Table 4.8 Patients grouped by English different admitted way
Admitted From count mean Error Total mean Time Taken (minutes)
Emergency 652 6.84 36.38
Direct Admit 155 6.96 39.33
Cath Lab 2 3.50 10.50
Other 8 8.88 41.25
Based on Figure 4.10, patients admitted from “Emergency” and “Direct Admit” have similar
distribution of “Error Total” and “Time Taken”. The patients in the group “Cath Lab” have a
smaller median of “Total Error” and the group “Other” has a larger mean. A similar trend can be
observed in the “Time Taken”. When we come to Table 4.8, the majority of patients are admitted
from “Emergency” and “Direct Admit”. These two groups of patients have a similar mean of “Error
Total” and “Time Taken”. Only 10 patients in total are admitted from “Cath Lab” and “Other”,
which help to identify why “Admitted From” is less reliable in predict the response variables.
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Figure 4.11 Patients whether has previous admission or not against predictors
Table 4.9 Patients grouped by previous admission
Previous Admission count mean Error Total mean Time Taken (minutes)
Yes 506 7.04 41.53
No 311 6.62 29.42
From Figure 4.11, patients in both “Previous Admission” groups had similar “Error Total”.
The “Time Taken” for the previously admitted group is slightly larger than those patients who did
not admit previously. This trend can also be observed in Table 4.9, which shows that patients who
previously admitted have larger mean “Error Total” and “Time Taken” compared to those who
were not previously admitted.
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Figure 4.12 Patients whether have previous med history or not against predictors
Table 4.10 Patients grouped by previous med history
Previous Med History count mean Error Total mean Time Taken (minutes)
Yes 319 6.03 42.72
No 498 7.42 33.20
If we grouped patients based on “Previous Med History”, those in the group “Yes” would
generally make fewer mistakes and spend more time compared to the group “No” from both Figure
4.12 and Table 4.10. It is interesting to observe that the patients who do not have previous
medication history make more errors but need less time for pharmacy technicians to correct their
errors.
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Figure 4.13 Patients whether speaks English against predictors
Table 4.11 Patients grouped by whether speak English or not
English Speaking count mean Error Total mean Time Taken (minutes)
Yes 778 7.02 37.49
No 19 3.32 26.95
N/A 20 4.75 24.05
From Figure 4.13, if we grouping patients based on either they speak English or not, those
patients who do not speak English made relatively fewer errors compared to the groups “Yes” and
“N/A”. They also need less time compared to the other two groups. The patients in group “N/A”
have different “Error Total” and “Time Taken” compared to the other two groups. When we turn
to Table 4.11, we see the majority of the patients, 778 out of 819, are speaking English. Only
39 patients are not in the “Yes” group and those patients had similar mean “Error Total” and
“Time Taken”. Since most patients are in one group, this potentially makes “English Speaking”
less important in models to predict the response variables.
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Figure 4.14 Patients whether have medication assistance or not against predictors
Table 4.12 Patients grouped medication assistance
Medication Assistance count mean Error Total mean Time Taken (minutes)
Yes 146 7.83 47.16
No 639 6.67 34.63
Unknown 32 6.72 35.91
From Figure 4.14, those patients with previous medication assistance spent more time compared
to those who are unknown of their status of either having previous medication assistance or not. A
similar trend can be seen with “Time Taken”. The patients with medication assistance spent more
time on error correction. Table 4.12 shows a similar trend as we observe in the plots. It can be
seen that those patients who had medication assistance made more mistakes and spent more time
compared to the other two groups. It is reasonable that the patients with “Unknown” status had
mean “Error Total” and “Time Taken” between the group of “No” and “Yes”.
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Figure 4.15 Patients whether have med list/bottles or not against predictors
Table 4.13 Patients grouped by med list/bottles
Med List Bottles count mean Error Total mean Time Taken (minutes)
Yes 276 7.92 45.11
No 541 6.34 32.74
From Figure 4.15, those patients with their previous medication list/bottle even make more
mistakes and need more time compared to those patients without the medication list/bottle. Table
4.13 shows the same trend as in Figure 4.15. Those patients who brought their previous medication
list/bottles had higher means of “Error Total” and “Time Taken.”
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Figure 4.16 Patients whether have Verbal List or not against predictors
Table 4.14 Patients grouped by verbal list
Verbal List count mean Error Total mean Time Taken (minutes)
Yes 536 6.37 32.66
With Prompts 135 7.86 45.80
No 125 8.18 45.28
N/A 21 5.86 38.76
The “Verbal List” is grouped into 4 subgroups as “Yes”, “With Prompts”, “No” and “N/A”.
From Figure 4.16, those patients in the group “With Prompts” have the highest “Error Total”
while “N/A” have the lowest “Error Total” in general. The group “Yes” in the Verbal List spends
less time compared to the other 3 groups, which they spend a similar amount of time although
in different groups. From Table 4.14, we observed similar results, but only very few patients with
Verbal List as “N/A”. It is interesting to see that although the group “With Prompts” makes more
errors on average compared to the group “No”, these two groups actually spent averagely similar
amounts of time to correct their mistakes.
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Figure 4.17 Patients whether have advanced sources or not against predictors
Table 4.15 Patients grouped by advanced sources
Advanced Sources count mean Error Total mean Time Taken (minutes)
Yes 767 7.09 37.83
No 50 3.68 22.96
From Figure 4.17, pharmacy technicians will need more time if patients have advanced sources.
A similar trend can be observed in Table 4.15 that only a few patients in the group “No” but make
nearly half of the errors compared to those in group “Yes” on average. The average “Time Taken”
is also much smaller for the patients in the group “No” compared to “Yes”.
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Figure 4.18 Patients whether have high risk medication or not against predictors
Table 4.16 Patients grouped by high risk medications
High Risk Medications count mean Error Total mean Time Taken (minutes)
Yes 446 8.28 43.03
No 371 5.20 29.57
In Figure 4.18, those patients with High-Risk Medications seem to have more errors compared
to those patients who do not. This could happen because patients with high-risk medications have
more medications than the other group. From Table 4.16, we observe a similar trend from Figure
4.18. These two groups have a similar amount of patients. The patients with high-risk medications
will have larger “Error Total” and “Time Taken” on average.
Finally, we consider a decision tree model in which the Error Total is the response variable.
The results of the decision tree are shown below.
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High.Risk.Medications = 2
Age.Group = 18-44,45-64 Previous.Med.History = 1
Primary.Insurance = 1,3,4






































From the above graph, we see that, on average, a patient that is treated in the emergency
room has 6.9 error totals in his or her stated medications. Also, a patient that is under high risk
medication, on average, has 8.3 error totals in his or her stated medications. On the other hand,
a patient that is not under high risk medication, on average, has 5.2 error totals in the his or her
stated medications. Notice that the poisson regression and tree regression model include only the
variables that have the most impact on the error total, the response variable.
4.4 Modeling
In this section, we build models to predict our response variables. The main objects of the
analysis are to estimate the number of errors made by the patient and the amount of time a
pharmacy technician would spend on a patient given some of the patient’s information.
As stated in previous sections, we collected some easily accessible information about our patients
before they reached a doctor. Our goal is to build a model based on the information and try to
predict the response variables. Thus, we consider two models separately: one for the errors totally
made by a patient and another for the time spent on a patient.
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The useful variables are in Table 4.4.






• Mercy Primary Care
• Admitted From
• Previous Admission






• High Risk Medication
All the variables in Table 4.4 are discussed in the previous section. We will build a model to
predict our response variables based on those features in Table 4.4.
4.4.1 Regressions for error total
First, we consider a regression model where the “Error Total” is the response variable, and the
variables listed in the previous section are the predictors. Since “Error Total” are integers, the
Poisson regression model is applied to predict the error counts.
Table 4.4.1 provides a description of what features we are using in our model. As we see in the
last section, all the independent variables are categorical except “Age”.
The Poisson model uses all features as




Table 4.18 Variables of Poisson model (4.1)
µ = number of total errors made by the patients (Error Total)
x1 = Age integers from 18 to 103
x2 = Gender (Male/Female) Binary(0/1)
x3 = Ethnicity (Hispanic/Non-Hispanic) Binary(0/1)
x4 = Ethnicity (Hispanic/ Other) Binary(0/1)
x5 = Race (Caucsn or White/ Afr Am or Black) Binary(0/1)
x6 = Race (Caucsn or White/ Asian) Binary(0/1)
x7 = Race (Caucsn or White/ Other or Unknown) Binary(0/1)
x8 = Primary.Insurance (2 : Medicare) Binary(0/1)
x9 = Primary.Insurance (3 : Private) Binary(0/1)
x10 = Primary.Insurance (4 : None/Unknown) Binary(0/1)
x11 = Mercy.Primary.Care (2 : No) Binary(0/1)
x12 = Mercy.Primary.Care (3 : Unknown) Binary(0/1)
x13 = Admitted.From (2 : Direct Admit) Binary(0/1)
x14 = Admitted.From (3 : Cath Lab) Binary(0/1)
x15 = Admitted.From (5 : Other) Binary(0/1)
x16 = Previous.Admission (2 : No) Binary(0/1)
x17 = Previous.Med.History (2 : No) Binary(0/1)
x18 = English.Speaking (2 : No) Binary(0/1)
x19 = English.Speaking (3 : N/A) Binary(0/1)
x20 = Medication.Assistance (2 : No) Binary(0/1)
x21 = Medication.Assistance (3 : Unknown) Binary(0/1)
x22 = Advanced.Sources (2 : No) Binary(0/1)
x23 = Med.List.Bottles (2 : No) Binary(0/1)
x24 = Verbal.List (2 : With Prompts) Binary(0/1)
x25 = Verbal.List (3 : No) Binary(0/1)
x26 = Verbal.List (4 : N/A) Binary(0/1)
x27 = High.Risk.Medications (2 : No) Binary(0/1)
In model 4.1, a total of 27 different features were applied in the model with 28 coefficients
including the intercept. Most of them are categorical variables, only ”Age” is considered as a
continuous variable. For factors, we regard βk, for k ∈ {0, 1, 2, . . . , 27}, as different constants.
Let predictor yi ∼ Poisson (µi) ,for i = 1, . . . , N , where the expected integer response variable yi
satisfies E(Yi) = µi.
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Table 4.19 Coefficients of Poisson model (4.1)
Coefficients Estimate Std. Error z-value
(Intercept) 1.483 0.116 12.782
Age 0.004 0.001 4.410
Gender (2 : Female) 0.183 0.027 6.720
Ethnicity (2 : Non-Hispanic) 0.192 0.090 2.140
Ethnicity (3: Other) 0.192 0.096 2.012
Race (2 : Afr Am/Black) -0.046 0.054 -0.858
Race (3 : Asian) -0.518 0.177 -2.923
Race (4 : Other/Unknown) 0.047 0.080 0.591
Primary.Insurance (2 : Medicare) 0.013 0.051 0.267
Primary.Insurance (3 : Private) -0.102 0.048 -2.132
Primary.Insurance (4 : None/Unknown) -0.130 0.065 -2.009
Mercy.Primary.Care (2 : No) 0.060 0.029 2.045
Mercy.Primary.Care (3 : Unknown) 0.062 0.072 0.849
Admitted.From (2 : Direct Admit) -0.036 0.035 -1.028
Admitted.From (3 : Cath Lab) -0.522 0.380 -1.375
Admitted.From (5 : Other) 0.246 0.123 2.001
Previous.Admission (2 : No) -0.057 0.036 -1.598
Previous.Med.History (2 : No) 0.392 0.035 11.312
English.Speaking (2 : No) -0.550 0.137 -4.023
English.Speaking (3 : N/A) -0.527 0.130 -4.063
Medication.Assistance (2 : No) -0.094 0.037 -2.632
Medication.Assistance (3 : Unknown) 0.091 0.094 0.965
Advanced.Sources (2 : No) -0.358 0.080 -4.498
Med.List.Bottles (2 : No) -0.127 0.032 -3.924
Verbal.List (2 : With Prompts) 0.136 0.036 3.774
Verbal.List (3 : No) 0.147 0.040 3.635
Verbal.List (4 : N/A) -0.105 0.094 -1.121
High.Risk.Medications (2 : No) -0.402 0.030 -13.335
In the Model, we set β0 as the predictor with all the factor variables being the first factor under
”Age” equaling to 0. Thus based on the data we calculate the coefficients in the Table 4.4.1 as well
as its z-value. If the magnitude of z-value of a parameter is greater than 2, we would consider the
parameter is important in the model.
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In model 4.1, residual deviance is 2488.4 with 789 degrees of freedom. The deviance is way larger
than the degrees of freedom in the model, which indicates an overdispersion. To check whether the
model is a good fit under Poisson regression, chi-square distribution is applied.
Table 4.20 Coefficients of Negative Binomial model (4.1)
Coefficients Estimate Std. Error z-value
(Intercept) 1.465 0.202 7.235
Age 0.005 0.002 3.007
Gender (2 : Female) 0.178 0.049 3.626
Ethnicity (2 : Non-Hispanic) 0.202 0.153 1.319
Ethnicity (3: Other) 0.201 0.164 1.227
Race (2 : Afr Am/Black) -0.057 0.095 -0.599
Race (3 : Asian) -0.485 0.264 -1.838
Race (4 : Other/Unknown) 0.045 0.140 0.324
Primary.Insurance (2 : Medicare) -0.017 0.090 -0.186
Primary.Insurance (3 : Private) -0.113 0.084 -1.339
Primary.Insurance (4 : None/Unknown) -0.135 0.112 -1.211
Mercy.Primary.Care (2 : No) 0.025 0.053 0.482
Mercy.Primary.Care (3 : Unknown) 0.058 0.131 0.442
Admitted.From (2 : Direct Admit) 0.004 0.064 0.060
Admitted.From (3 : Cath Lab) -0.375 0.539 -0.696
Admitted.From (5 : Other) 0.214 0.240 0.893
Previous.Admission (2 : No) -0.089 0.067 -1.331
Previous.Med.History (2 : No) 0.365 0.064 5.746
English.Speaking (2 : No) -0.546 0.208 -2.626
English.Speaking (3 : N/A) -0.520 0.225 -2.310
Medication.Assistance (2 : No) -0.082 0.066 -1.236
Medication.Assistance (3 : Unknown) 0.119 0.182 0.654
Advanced.Sources (2 : No) -0.382 0.123 -3.108
Med.List.Bottles (2 : No) -0.125 0.059 -2.119
Verbal.List (2 : With Prompts) 0.157 0.066 2.362
Verbal.List (3 : No) 0.152 0.075 2.019
Verbal.List (4 : N/A) -0.175 0.164 -1.064







Based on Equation (4.2), we see the p-value nearly equals to 0. Thus we would reject the null
hypothesis that Poisson regression is a good fit for the data. To deal with the overdispersion, we
would try Negative Binomial regression, a model with a more complicated variance structure.
Then we build a model with the same mean structure as Model 4.1 except different variance
structures using Negative Binomial regression instead of Poisson regression. The coefficients are
shown below.
By applying Negative Binomial regression, the overdispersion in Poisson regression is solved.
The concern here is the z-values of some variables are not significantly far from 0. Using a subset
of features may obtain a similar model result. Based on forward and backward selections using the
AIC, we get a reduced model with AIC equaling 4586. The important features are the same as
choosing the features based on the absolute values of the “z-value’ greater than 2 in Table 4.4.1.
Those important features are ”Age”, ”Gender”, ”Previous.Med.History”, ”English.Speaking”, ”Ad-
vance.Sources”, ”Med.List.Bottles”, ”Verbal.List” and ”High.Risk.Medications”. We will fit the
reduced model using those features.
The reduced model will be
log(µi) = β0 + β1xi1 + β2xi2 + . . .+ β11xi11 = x
T
i β. (4.3)
The descriptions of variables in Model 4.3 is a subset of Table 4.4.1, which is listed in Table
4.4.1.
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Table 4.21 Variables of model (4.1)
µ = number of total errors made by the patients (Error Total)
x1 = Age integers from 18 to 103
x2 = Gender (2 : Female) Binary(0/1)
x3 = Previous.Med.History (2 : No) Binary(0/1)
x4 = English.Speaking (2 : No) Binary(0/1)
x5 = English.Speaking (3 : N/A) Binary(0/1)
x6 = Advanced.Sources (2 : No) Binary(0/1)
x7 = Med.List.Bottles (2 : No) Binary(0/1)
x8 = Verbal.List (2 : With Prompts) Binary(0/1)
x9 = Verbal.List (3 : No) Binary(0/1)
x10 = Verbal.List (4 : N/A) Binary(0/1)
x11 = High.Risk.Medications (2 : No) Binary(0/1)
The coefficients of the reduced model only uses a subset of parameters in Table 4.4.1, which are
listed in Table 4.4.1.
Table 4.22 Coefficients of Negative Binomial model (4.3)
Coefficients Estimate Std. Error z-value
(Intercept) 1.472 0.113 13.056
Age 0.007 0.001 4.799
Gender (2 : Female) 0.178551 0.049 3.645
Previous.Med.History (2 : No) 0.303 0.051 5.890
English.Speaking (2 : No) -0.631 0.190 -3.328
English.Speaking (3 : N/A) -0.314 0.169 -1.858
Advanced.Sources (2 : No) -0.403 0.119 -3.386
Med.List.Bottles (2 : No) -0.135 0.058 -2.311
Verbal.List (2 : With Prompts) 0.162 0.067 2.437
Verbal.List (3 : No) 0.152 0.074 2.052
Verbal.List (4 : N/A) -0.175 0.165 -1.060
High.Risk.Medications (2 : No) -0.419 0.051 -8.201
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The likelihood ratio test could be applied to compare the results of full model against the
reduced model. The full model has a degree of freedom 789 and -2 times log-likelihood is -4543.333.
The reduced model has a degree of freedom 805 and -2 times the log-likelihood is -4559.587. The






Since 0.4353 is greater than 0.05, we accept our null hypothesis that the full model is not significantly
better than the reduced model. We can safely apply the reduced model as our final model for
predicting the Error Total.
Based on the discussion above, the best model which can be used to predict the “Error Total”
is the reduced model 4.3 with coefficients listed in Table 4.4.1.
4.4.2 Generalized linear model for time
Next, we consider the generalized linear models to predict the time spent by the pharmacy
technicians. All the possible variables that can be used are exactly the same as predicting the
“Error Total”, which are listed in Table 4.4. Since time is a continuous variable, generalized linear
models are applied here.






































Figure 4.19 Original time taken (left) and Log transformed time taken (right)
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The histogram of time is shown on the left of Figure 4.19. It is right-skewed. We plot a histogram
of the log transformation of time on the right. Based on the two histograms, the histogram of log-
transformed time is closer to a normal distribution. Thus,we will use log transformation to time as
the response variable for the following analysis.
Table 4.23 Coefficients of model (4.5)
Coefficients Estimate Std. Error t-value
(Intercept) 3.491 0.139 25.182
Age 0.004 0.001 3.848
Gender (2 : Female) 0.058 0.034 1.696
Ethnicity (2 : Non-Hispanic) 0.041 0.103 0.395
Ethnicity (3: Other) 0.123 0.110 1.121
Race (2 : Afr Am/Black) -0.033 0.065 -0.512
Race (3 : Asian) -0.048 0.163 -0.296
Race (4 : Other/Unknown) 0.104 0.096 1.082
Primary.Insurance (2 : Medicare) 0.021 0.063 0.334
Primary.Insurance (3 : Private) -0.063 0.058 -1.091
Primary.Insurance (4 : None/Unknown) -0.078 0.076 -1.033
Mercy.Primary.Care (2 : No) -0.002 0.037 -0.061
Mercy.Primary.Care (3 : Unknown) 0.101 0.090 1.118
Admitted.From (2 : Direct Admit) 0.076 0.044 1.725
Admitted.From (3 : Cath Lab) -0.965 0.338 -2.853
Admitted.From (5 : Other) 0.136 0.171 0.794
Previous.Admission (2 : No) -0.129 0.047 -2.716
Previous.Med.History (2 : No) -0.031 0.045 -0.702
English.Speaking (2 : No) -0.199 0.128 -1.562
English.Speaking (3 : N/A) -0.521 0.153 -3.410
Medication.Assistance (2 : No) -0.158 0.047 -3.376
Medication.Assistance (3 : Unknown) 0.079 0.129 0.607
Advanced.Sources (2 : No) -0.171 0.076 -2.241
Med.List.Bottles (2 : No) -0.196 0.041 -4.781
Verbal.List (2 : With Prompts) 0.294 0.047 6.278
Verbal.List (3 : No) 0.156 0.053 2.949
Verbal.List (4 : N/A) 0.078 0.109 0.713
High.Risk.Medications (2 : No) -0.230 0.036 -6.351
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The generalized linear model (GLM) can be expressed as
log(Ti) = β0 + β1xi1 + β2xi2 + . . .+ β27xi27 = x
T
i β. (4.5)
The variables for predicting time is in Table 4.4.1, which is the same as variables for predicting
total errors. After calculating the coefficients based on the maximum likelihood estimator, we get
the results of the model 4.5 in Table 4.4.2.
We plot the Q-Q plot of model 4.5 in Figure 4.20 to check the appropriateness of using a linear
model. The points are falling along a straight line in the Q-Q plot, which provides strong evidence
that the actual residuals have the same distribution as the theoretical normal distribution. The
Q-Q plot indicates that the model fits the data well.
Figure 4.20 Q-Q plot of the model 4.5
Based on Table 4.4.2, t-value of some features have the absolute values that are smaller than 2,
which indicates that not all the features are important in the model. We try to use fewer features
to build GLM.
Applying forward and backward selections based on AIC, the minimum AIC is 1119 with fea-
tures ”Age”, ”Gender”, ”Admitted.Form”, ”Previous.Admission”, ”English.Speaking”, ”Medica-
tion.Assistance”, ”Advance.Source”, ”Med.List.Bottles”, ”Verbal.List” and ”High.Risk.Medications”.
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The reduced model can be written as
log(Ti) = β0 + β1xi1 + β2xi2 + . . .+ β16xi16 = x
T
i β. (4.6)
The estimated coefficients of model 4.6 are shown in Table 4.24.
Table 4.24 Coefficients of model (4.6)
Coefficients Estimate Std. Error t-value
(Intercept) 3.470 0.087 39.824
Age 0.005 0.001 5.310
Gender (2 : Female) 0.067 0.034 1.999
Admitted.From (2 : Direct Admit) 0.093 0.043 2.165
Admitted.From (3 : Cath Lab) -0.977 0.338 -2.895
Admitted.From (5 : Other) 0.128 0.171 0.753
Previous.Admission (2 : No) -0.133 0.037 -3.597
English.Speaking (2 : No) -0.171 0.113 -1.512
English.Speaking (3 : N/A) -0.520 0.152 -3.423
Medication.Assistance (2 : No) -0.178 0.046 -3.920
Medication.Assistance (3 : Unknown) 0.081 0.128 0.636
Advanced.Sources (2 : No) -0.164 0.073 -2.244
Med.List.Bottles (2 : No) -0.204 0.041 -5.036
Verbal.List (2 : With Prompts) 0.298 0.047 6.411
Verbal.List (3 : No) 0.155 0.052 2.965
Verbal.List (4 : N/A) 0.082 0.108 0.760
High.Risk.Medications (2 : No) -0.232 0.036 -6.482
Figure 4.21 shows the Q-Q plot of model 4.6, which is used to check the model validity.
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Figure 4.21 Q-Q plot of the model 4.6
Based on the Q-Q plot 4.21, the points fall on a straight line, which indicates the reduced
model fits the data well. To compare the reduced and the full model, the F-test is used based on
the residual deviance, as shown in formula (4.7) below.
FDFreduced−DFfull,DFfull =
(SSEreduced − SSEfull)/(DFreduced −DFfull)
SSEfull/DFfull
. (4.7)
Based on the formula of (4.7), we can calculate the corresponding p-value of the comparison
between the full model and the reduced model. The test F-statistics is 1.025 with a degree of
freedom (11, 789) and the p-value is 0.422. We will not reject the null hypothesis since the p-
value is greater than 0.05. The reduced model fits the data well which does not have a significant
difference comparing to the full model.
We use model 4.6 to predict the time spent by the pharmacy technicians. The coefficients of
the model are listed in Table 4.24.
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4.5 Interpretation of Results
From the previous section, our models fit the data well in predicting “Time Taken” and“Error
Total”. We predict “Error Total” and “Time Taken” by applying some features that are important
for both prediction models. Then we start predicting the time spent and total errors of patients
with different status by applying the features which are important for both models.
Table 4.25 Interpretation of model (4.3) for errors
Error Gender High Risk Medications Advanced Sources Med List Bottle
Female Yes Yes Yes (11.49)
Female Yes Yes No (8.77)
Female Yes Yes (10.03) Female Yes No Yes (7.68)
Female Yes (8.21) Female Yes No (6.71) Female Yes No No (5.86)
Female (6.66) Female No (5.40) Female No Yes (6.60) Female No Yes Yes (7.56)
Female No No (4.41) Female No Yes No (5.77)
Female No No Yes (5.05)
6.09 Female No No No (3.86)
Male Yes Yes Yes (9.61)
Male Yes Yes No (7.33)
Male Yes Yes (8.39) Male Yes No Yes (6.42)
Male (5.57) Male Yes (6.86) Male Yes No (5.61) Male Yes No No (4.90)
Male No (4.52) Male No Yes (5.52) Male No Yes Yes (6.32)
Male No No (3.69) Male No Yes No (4.82)
Male No No Yes (4.23)
Male No No No (3.23)
Based on the model selection results, we included top four important features in both pre-
dicting models in model (4.3) and (4.6). Those are “Gender”, “High.Risk.Medications”, “Ad-
vanced.Sources” and “Med.List.Bottles”. For the rest of the features that are applied in the model,
we would pick the major category in those features. So the patients in our table are modeled
as “Emergency” in categorical variable “Admitted Form”, “Yes” in categorical variable “Previous
Admission”, “No” in categorical variable “Previous Med History”, “Yes” in categorical variable
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“English Speaking”, “No” in categorical variable “Medication Assistance” and “Yes” in categorical
variable “Verbal List” with the “Age” 63, which is equal to the median of the whole population.
The Table 4.25 is the predicted error based on the model (4.3) with patients aged 63. As we
can observe from Table 4.25, patients with “High Risk Medications” made more errors comparing
to patients who did not.
Then we make a table for the “Time Taken (minutes)” prediction based on model (4.6).
Table 4.26 Interpretation of model (4.6) for technician time
Time Gender High Risk Medications Advanced Sources Med List Bottle
Female Yes Yes Yes (44.04)
Female Yes Yes No (29.28)
Female Yes Yes (35.91) Female Yes No Yes (37.37)
Female Yes (33.08) Female Yes No (30.48) Female Yes No No (24.85)
Female (29.45) Female No (26.22) Female No Yes (28.46) Female No Yes Yes (34.91)
Female No No (24.16) Female No Yes No (23.21)
Female No No Yes (29.62)
28.48 Female No No No (19.70)
Male Yes Yes Yes (41.16)
Male Yes Yes No (27.37)
Male Yes Yes (33.57) Male Yes No Yes (34.94)
Male (27.53) Male Yes (30.92) Male Yes No (28.49) Male Yes No No (23.23)
Male No (24.51) Male No Yes (26.61) Male No Yes Yes (32.62)
Male No No (22.58) Male No Yes No (21.70)
Male No No Yes (27.70)
Male No No No (18.41)
Based on Table 4.25 and 4.26, the patients made more errors also need more time for pharmacy
technicians to correct them. This satisfies our intuition that the more errors there are, the more
effort needed to correct.
We know that on average a nurse, who works for the Mercy hospital, earns $20 per hour. For
instance, we assume that on average an error cost $70. Using Table 4.25, we see that a Female
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patient, on average, makes 6.66 errors in her medication, which implies that if we don’t take the
time to verify the patient’s medications, it would cost $70× 6.66 = $466.2. While male patients on
average make 5.57 errors which costs $70× 5.57 = $389.9. On the other hand, using Table 4.26, we
see that, on average, a nurse spend 29.45 minutes on a female patient verifying her medications,
which implies a cost of $20/60 × 29.45 = $9.8. Therefore, it is clear that there is a saving of
$456.4, on average on female patients. Similarly, it can be estimated the savings for the different
combinations of the considered predictor variables. The savings based on our model for different
groups is showed in Table 4.27.
Table 4.27 Total savings based on models (4.3) and (4.6) with $70 cost for one error
Time Gender High Risk Medications Advanced Sources Med List Bottle
Female Yes Yes Yes $789.62
Female Yes Yes No $604.14
Female Yes Yes $690.13 Female Yes No Yes $525.14
Female Yes $563.67 Female Yes No $459.54 Female Yes No No $401.92
Female $456.38 Female No $369.26 Female No Yes $452.51 Female No Yes Yes $517.56
Female No No $300.65 Female No Yes No $396.16
Female No No Yes $343.63
$416.81 Female No No No $263.63
Male Yes Yes Yes $658.98
Male Yes Yes No $503.98
Male Yes Yes $576.11 Male Yes No Yes $437.75
Male $380.72 Male Yes $469.89 Male Yes No $383.20 Male Yes No No $335.26
Male No $308.23 Male No Yes $377.53 Male No Yes Yes $431.53
Male No No $250.77 Male No Yes No $330.17
Male No No Yes $286.87
Male No No No $219.96
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CHAPTER 5. SUMMARY AND DISCUSSION
This dissertation, I mainly discuss the staffing in different service system and try to improve
the performance of the hospital service system.
In the first chapter, we compared two common methods, the square-root-staffing-formula (SRSF)
and iterative staffing algorithm (ISA), for finding staffing functions in queues under the time-varying
arrivals assumption. For Mt/M/st + M model under the simulated data, both the ISA and the
SRSF methods offered stable performance, although SRSF underestimated staffing levels and cre-
ated higher delay probabilities. To study how these methods would perform in more realistic queues
(where the modeling assumptions might not hold), we worked with a real data from a call-center to
extract arrivals, services and abandonment times by resampling from the corresponding times in the
data. In this synthetically realistically generated example, we found that the performance of both
methods decreased considerably, but the ISA method appeared to perform slightly better than the
SRSF method, especially when the staffing levels were high and the target delay probabilities were
small. Moreover, we found that when the abandonment rate and service rate became relatively
small compared to the arrival rate, the stability of both methods gradually improved in simula-
tions. We showed theoretically, under Mt/M/st +M condition, the iterative ISA staffing function
would converge. Then we argued that the iterative scheme in ISA converges either monotonically
or through two convergent subsequences under different ratios of service rate against abandonment
rates. Finally, we applied simulation using ISA with different ratios of service and abandonment
rates and with different target delay probability in the simulated Mt/M/st+M model, the number
of iterations to converge was also different, especially when the arrival rate was relatively large
comparing to the service and abandonment rates.
In second chapter, we extending the work of Armony et al. (2015) by applying detailed statistical
analysis to the whole data spanning 3 years and 10 months, a totally of 200 weeks. We carefully
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studied the arrival, LoS and departure process of the ED in the hospital. First, we find the daily
total arrivals can be approximate by DoW and month two-factor model. Then we split the arrival
process into two groups, the admitted and non-admitted group, and conclude that the proportion
of the admitted patients can be approximated by a quadratic function based on day time. In
simulation, we show the arrival process can be approximated by the non-homogeneous Poisson
process. For the LoS, we first reject the assumption that the LoS based on a general distribution
and conclude that that the LoS is time-dependent. Based on simulations, we conclude that the LoS
based on DoW arrival time. We also analyze the LoS of the admitted and non-admitted groups
of patients separately. For the departure process, we apply the same two-factor model as the
daily total arrivals model. The model applied on the arrival and departure process have a similar
over-dispersion parameter, indicating that the departure process can also be approximated by the
NHPP. We show the plots that the departure process is time-dependent. Lastly we try predicting
using the previous years and the model does fairly well. For further research, a more accurate
model is needed to predict the occupancy level. It is also possible to analyze the details of the LoS,
since right now the data does not include all the details of patients flow.
In the third chapter, we applied the generalized linear model to predict the error total and
time taken by the pharmacy technicians. By comparing the cost of salary paid to the pharmacy
technicians and the benefit from the error reduction, we showed that it worth to add pharmacy
technicians in the process to help patients get the best possible medication history.
