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I. INTRODUCTION
Direct photon production in high energy hadron-hadron interactions provides a precise test of quantum chromodynamics ͑QCD͒, because photons produced in the primary interaction are not affected by subsequent strong interactions. Previous studies have traditionally measured the transverse momentum ( P T ) ͓1͔ distribution of the photon. In this paper we examine the jet recoiling opposite the direct photon produced in p p collisions at ͱsϭ1.8 TeV, as recorded by the Collider Detector at Fermilab ͑CDF͒ ͓2͔. Specifically, we present the first measurement of the shape of the jet pseudorapidity distribution, where the jet pseudorapidity, j , is Ϫln(tan j /2), and j is the polar angle of the jet relative to the proton beam. In this analysis the jet pseudorapidity distribution is the differential cross section, d
3 /d j d ␥ dP T , integrated over the photon transverse momentum interval of 16Ͻ P T Ͻ40 GeV/c, and a photon pseudorapidity ( ␥ ) interval of ͉ ␥ ͉Ͻ0.9.
Photons directly produced in the initial interaction, in contrast with those from subsequent particle decays, are of interest because they provide a clean test of QCD and a constraint on the parton distribution functions for the proton. In leading order QCD, direct photons are produced by Compton scattering (qg→q␥) and-annihilation (q q→g␥), with Compton scattering contributing about 90% of the cross section in the kinematic range of this analysis. These production modes result in a jet of particles coming from the fragmentation of the recoiling parton. The cross sections for these processes have been calculated to next-toleading order ͓3͔ ͑NLO͒ accuracy with QCD. Our measure-* Visitor. ment of the j distribution extends to Ϯ2.8, which, together with the aforementioned photon kinematic limits, defines the range of the parton momentum fractions (x) that are probed. The kinematic correspondence between jet pseudorapidity and parton x is illustrated in Fig. 1 , where the high-x (x H ) and low-x (x L ) partons are shown as a function of jet pseudorapidity for the average photon P T of this analysis ͓4͔. The low-x parton momenta changes very little, while the high-x parton momenta ranges over 0.03ϽxϽ0.15.
Previous measurements of the direct photon d/dP T distribution at p p colliders ͓5,6,7,8͔ have shown qualitative agreement with NLO QCD predictions over four orders of magnitude. However detailed comparisons have shown that the data have a somewhat steeper slope than QCD predicts for photons with P T Ͻ30 GeV/c. The discrepancy in the P T spectrum may be explained by the fact that the NLO QCD calculation only incorporates radiation from one additional initial state gluon, while nature can have photon production processes with multiple initial-state gluon emissions ͑extra ''K T ''͒ ͓9͔. These extra gluon emissions can provide an additional transverse momentum boost to the photon-jet system, and therefore an additional smearing of the falling photon P T spectrum. The smearing effect is largest for low P T photons, and increases the observed cross section beyond that predicted by NLO QCD. However, since it has little effect at high P T , it tends to make the P T slope steeper in the data than in the calculation. In our measurement the average photon P T is nearly the same for all jet pseudorapidities considered, and the K T should therefore influence each j -bin nearly equally. Hence the shape of the j -distribution should be insensitive to this K T effect and disagreements with NLO QCD due to this effect alone may not be apparent. However, if the deficit in the predicted number of photons at lower P T can be accounted for by a modification in the gluon distribution of the proton ͓10͔, discrepancies may appear in the jet pseudorapidity distribution. We note that modification of the gluon distribution, although at higher x (xϾ0.3), has been proposed ͓11͔ to explain a discrepancy between data and NLO QCD calculations of the inclusive jet cross section measured by CDF and D0 ͓12,13͔.
II. CDF DETECTOR AND PHOTON IDENTIFICATION
The data presented here correspond to an integrated luminosity of 16 pb Ϫ1 of p p collisions collected by CDF in the 1992-1993 Tevatron collider run, and is the same data sample used in a previously published direct photon P T measurement ͓6͔. The primary components of the detector relevant for this analysis are those that determined the p p collision vertex, and measured photon and jet kinematics: the vertex tracking chamber, the central tracking chamber ͑CTC͒, and the calorimeters. The p p vertex defines the origin of the coordinate system ͓1͔ used to determine the polar angle, , of the photon and jet. The CTC is used to detect charged particles. The electromagnetic ͑EM͒ and hadronic calorimeters are used for jet identification. The calorimeters, which extend out ϭϮ4.2, have a projective Ϫ tower geometry ͓14͔. The tower segmentation is ⌬ϫ⌬Ϸ0.1 ϫ15°for the EM ͑hadronic͒ calorimeter out to pseudorapidities of Ϯ1.1 (Ϯ1.3), and Ϸ0.1ϫ5°for higher pseudorapidities. Jets are identified from their clustering of transverse energy, E T , in the Ϫ grid of the calorimeter towers. The standard CDF jet clustering algorithm ͓15͔ is used with a jet cone radius of 0.7, where the radius is the distance from the cluster centroid, ⌬Rϭͱ⌬ 2 ϩ⌬ 2 . Photon candidates are required to be within the central region (͉͉Ͻ1.1) of the EM calorimeter where improved photon discrimination against background is possible due to the presence of the central preshower ͑CPR͒ chambers and the central electromagnetic strip ͑CES͒ chambers. The CPR chambers are located in front of the EM calorimeter and they sample electromagnetic showers that begin in the 1.08 radiation length thick solenoidal magnet coil directly in front of them. The CES chambers, embedded in the EM calorimeter near shower maximum, are used to measure the transverse profiles of showers.
The events used in this analysis contain an isolated cluster of energy in the central EM ͑CEM͒ calorimeter with no charged tracks pointing to the cluster. These events are selected by a trigger that requires a photon candidate to be above a P T threshold of 16 GeV/c and to be isolated, with E iso (0.7)Ͻ2 GeV. Here, E iso (0.7) is the transverse energy in a cone of ⌬RϽ0.7 around the candidate, but excluding the energy of the candidate. Photon candidates are required to pass the fiducial and selection cuts summarized in references ͓5,6͔. A requirement of no more than one energy cluster per CES chamber reduces the background from photons from 0 →␥␥ and →␥␥ decays. About half of the photon candidates that pass the cuts are from these decays where both photons overlap in the CES, and are not readily distinguishable from single photons on an event-by-event basis. They are distinguishable on a statistical basis by using the background subtraction methods described in references ͓5,6͔.
The systematic uncertainty on an absolute cross section measurement from the background subtraction is 8%, but in this analysis ͑which is the ratio of cross sections at different jet
The momentum fractions of the high (x H ) and low (x L ) x partons required to produce a jet at the specified ͉ j ͉ recoiling against a photon of P T ϭ21 GeV/c and ␥ ϭ0, the mean values for this analysis.
pseudorapidities͒ the uncertainty is reduced to less than 1% and is negligible.
III. JET INFORMATION AND CORRECTIONS
After the photon backgrounds are subtracted, the jet information in the events must be corrected to match the NLO QCD calculations to which the measurements will be compared. The calculations include the 2→2 processes, qg→␥q and→g␥, as well as the higher order virtual corrections to these processes. In addition, the calculations include at tree-level 2→3 processes that contain an energetic second jet, but these terms have larger theoretical uncertainties. Thus one would like to limit the number of events with an energetic second jet. Another reason to reduce such a process is that the available calculations are at the parton level, and are without fragmentation effects or an underlying event from spectator interactions which may also produce an energetic second jet. In this analysis all jets identified by the standard CDF jet clustering algorithm are considered as candidates to be the jet arising from the 2→2 process. The fraction of events with multiple jets is large, as is shown in Table I . The data's ⌬ ␥ j distribution for the largest E T jet is shown in Fig. 2 , where ⌬ ␥ j is the difference in the jet and photon azimuthal angles. Events with the 2→2 topology occupy the peak at 180°. The width of the distribution due to detector effects alone is expected to be Ϸ3°, but the data are much broader than this, indicating that the physics effects discussed above appear to be significant. Thus, events in the shoulders of the distribution generally have an energetic second jet in the event. To illustrate this the ratio of secondlargest jet E T to largest jet E T is shown in Fig. 3 . This figure shows the E T ratio for all events with a second jet, and also with an additional cut 150°Ͻ⌬ ␥ j Ͻ210°. One can see that there is a correlation between the difference in azimuthal angles between the jet and photon, and the presence of an energetic second jet. Therefore we will use the ⌬ ␥ j restriction to improve the selection of data satisfying the 2→2 scattering topology. The ⌬ ␥ j cut is a kinematic limit. This limit, and the others used for the jet pseudorapidity measurement are summarized in Table II. The jet pseudorapidity distribution is symmetric about j ϭ0 at the Tevatron collider, so the data are partitioned into pseudorapidity bins of ͉ j ͉. In order to compare these data with NLO QCD calculations, one must apply various corrections to the data. The data are corrected for photon acceptance within ͉ ␥ ͉Ͻ0.9, which includes the trigger and selection efficiencies and is Ϸ39% on average. In addition, the data's jet pseudorapidity distribution must also be corrected. Even with the ⌬ ␥ j cut described above, the effets of parton fragmentation, detector response, and jet reconstruction can lead to events where the reconstructed jet is in a different bin than the original parton. It is also possible due to detector resolution for a second jet in the event to be misidentified as the primary jet, and this second jet could be in a different bin than the primary parton. In addition, a small (Ͻ1%) fraction of events do not have a reconstructed jet. Therefore we have used a QCD Monte Carlo program and a detector simulation to correct the jet distribution back to the parton level, and we call this correction the parton acceptance, P acc . The parton acceptance is calculated using the leading order PAPAGENO ͓16,17͔ Monte Carlo program that generates qg→q␥ and→g␥ interactions. The interaction is given a transverse momentum boost (K T ) to simulate the effects of all gluon radiation. This K T boost is tuned on CDF dijet data ͓15͔, and the same boost is observed to bring the simulated ⌬ ␥ j distribution into agreement with the data. The outgoing partons are fragmented into jets of particles, with an empirical fragmentation model based on CDF data ͓15͔. Underlying event energy is added using a model also tuned on CDF dijet data. Finally, the detector response is simulated and the results are analyzed as data. The detector resolution effects are determined using jets up to an j of Ϯ4.2. Such large pseudorapidities are important in order to constrain the corrections for smearing across j -bins as the resolution worsens for increasing j . Table III gives the range of each pseudorapidity bin, the parton acceptance, and the corrected number of events. The corrections to the number of events include both the photon and parton acceptance. Also tabulated is the fully-corrected ͉ j ͉ distribution, R( j ), which is the corrected event distribution normalized to 1.0 in the 0Ͻ͉ j ͉Ͻ0.7 bin. The quantity R( j ) is just the ratio of cross sections integrated over the kinematic limits specified in Table II 
The measured values are shown in Fig. 4 , with statistical uncertainties only.
IV. SYSTEMATIC UNCERTAINTIES
The measurement of R( j ) has eight different sources of systematic uncertainty ͓18͔, listed in Table IV . The systematic uncertainties listed in Table III are the quadrature sum of the uncertainties given in Table IV . The first uncertainty due to the photon background subtraction was discussed earlier and is less than 1%. The second systematic uncertainty is due to the detector simulation of the CDF calorimeters in the regions between detector boundaries. The CDF calorimetry is not hermetic and in the noninstrumented regions the energy response for a jet is affected. This can change the reconstructed pseudorapidity of the jet and therefore the parton acceptance P acc . The uncertainty is obtained by varying the calorimetry response in the boundary towers from no energy to 50% more than nominal. This may appear an extreme variation, but since the boundary towers subtend a small fraction of the complete jet, this variation is on average a few percent variation of the jet energy, which is consistent with the jet energy uncertainties determined with constraints from the transverse momentum balance with the photon. This is the largest uncertainty in the analysis, an 8% uncertainty in the highest two j bins. The third systematic uncertainty explores the sensitivity of the analysis to the ⌬ ␥ j limit. The limit is varied by Ϯ10°and the entire analysis repeated, giving rise to 3% changes in R( j ). The fourth uncertainty is due to the slight sensitivity of the parton acceptance corrections to changes in the shape of the simulated j spectrum. Since the main theoretical variation in this shape is due to the input parton distribution functions, we take the difference in P acc when changing the parton distributions from the default ͓17͔ to CTEQ2ML as the uncertainty ͑changing to CTEQ2MF gave the same variation͒.
The remaining four systematic uncertainties are due to the event generation used in constructing the parton acceptance corrections P acc . These are uncertainties in the comparison of data and NLO QCD, rather than in the measurement itself. Any uncertainties in the basic comparison of data and NLO QCD must be examined, and we include them in the ''experimental'' uncertainties in this paper. A complete QCD model would include the four effects we are concerned with:
The ratio of jet E T for the second largest E T jet and the largest E T jet is shown, if a second jet is present. The dashed line is with the photon-jet ⌬ ␥ j cut as discussed in the text.
TABLE II. The kinematic limits of the jet pseudorapidity measurement. The photon pseudorapidity and transverse momentum are given by ␥ and P T respectively. The difference between photon and jet azimuthal angles is given by ⌬ ␥ j .
ABLE III. The parton acceptance, P acc , and the number of events (N ev ) per bin corrected for the photon trigger, selection efficiencies, and the parton acceptance. The fully-corrected jet pseudorapidity distribution, R( j ), is normalized so that R( j )ϵ1.00 in the first bin. The ''Stat.'' and ''Sys.'' uncertainties are the percentage statistical and systematic uncertainties on N ev and R( j ).
Stat. Error͑%͒ ͑1͒ the fragmentation of the final state partons into jets, ͑2͒ full initial state parton showers (K T ), ͑3͒ an underlying event from spectator interactions, and ͑4͒ higher order QCD effects that give rise to an energetic second jet. These four effects are highly correlated with each other. There is no way to separate them in the data or in a complete QCD model, but our event generator introduces these effects empirically and we are able to vary them individually to estimate the systematic uncertainty for each ͓18͔. For example, the higher order QCD uncertainty is obtained by varying the mixture of leading order 2→2 events and higher order 2→3 events. The resulting change in the measurement is shown in Table IV , as well as the uncertainties obtained by varying the parton fragmentation, underlying event, and K T used in the event generator.
V. COMPARISON WITH NLO QCD
The normalized pseudorapidity distribution, R( j ), is plotted in Fig. 4 along with a NLO QCD calculation ͓3͔ of the cross section ratio. The calculation uses a typical factorization and renormalization scale used in direct photon calculations, ϭ P T /2, and the CTEQ2M ͓19͔ proton parton distribution functions. There is good agreement between the measurement and the calculation. The same conclusion is reached if comparing to the most recent parton distributions from CTEQ, namely CTEQ4M ͓20͔. The NLO QCD calculation using CTEQ4M is only a few % below CTEQ2M in the last j bin.
A more detailed comparison of the measured j distribution with QCD may be made by considering different scales and parton parameterizations. Since the inclusive photon cross section measurement from CDF ͓6͔ compared to the CTEQ2M parton distributions, we will use these parton sets to compare to as well. The contrast between different parton distributions may be clarified by the following considerations. For this analysis the average momentum fractions of the initial state partons probe the range from xϭ0.015 to 0.15, as discussed earlier and shown in Fig. 1 . The variations ͓19,21͔ among sets of parton distributions in this x-range are due primarily to the differing gluon and sea quark distributions. Figure 5 shows how CTEQ2ML and CTEQ2MF differ in the behavior of the gluons whereas the valence quarks show only a small variation over the x-range of this analysis. Furthermore, since the sea quarks are derived from the gluons, even the small changes there are driven primarily by changes in the gluons. Hence, this measurement is primarily sensitive to changes in the slope of the gluon distribution from xϭ0.015 to 0.15. To make differences between the data and the theory more discernable, Fig. 6 shows the data divided by the NLO QCD calculation with CTEQ2M parton distributions, and normalized to unity in the first bin. The NLO QCD calculations using various other parton distributions are subjected to the same procedure and are also presented in the same figure for comparison. The Martin-Roberts-Stirling set A ͑MRSA͒ ͓21͔ parton distributions are a ''best-fit'' parameterization similar to the CTEQ2M distributions. The lower theory curve, such as CTEQ2MF, are those where the gluon parameterizations fall more rapidly with increasing x in our kinematic range. The systematic uncertainties are also shown in Fig. 6 . The deviations between data and theory were tested using a standard covariance-matrix 2 test, which included the bin-to-bin jet pseudorapidity correlations of the various components of the systematic error. We find all of the parton parameterizations in Fig. 6 are consistent with data within one standard deviation. Changing the renormalization scale to ϭ P T moves all the theoretical curves down by 7% at the largest j in Fig. 6 , but does not change the basic conclusions drawn with the scale ϭ P T /2. The sets of parton distributions tested are only meant to be a representative sample. Parameterizations with gluon distributions that fall more rapidly than CTEQ2MF may still be allowed by other measurements used in the standard global QCD analyses ͓19,21͔, yet would be disfavored by this measurement. Therefore these data could provide an important constraint once incorporated into the global analyses of parton distribution functions.
VI. SUMMARY
We have presented the first measurement of the jet pseudorapidity distribution in direct photon events in p p collisions at ͱsϭ1.8 TeV. The shape of the jet pseudorapidity distribution agrees well with NLO QCD calculations, even though previous photon P T measurements have shown an excess at low P T . This may be due to the insensitivity of this measurement to multigluon emissions, which is one explanation of the low P T excess. This analysis is unable to discriminate clearly between the four parton parameterizations tested. Nevertheless, the present data provide a new type of constraint on the shape of the gluon distribution in global QCD analyses. Our analysis also lays the groundwork for future measurements of jet pseudorapidity with higher P T photons. Such data would probe increasing x-values, perhaps extending above 0.3 where large changes in the gluon distribution have recently been proposed to explain the inclusive jet cross section from CDF and D0.
