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Abstract
We give a proof of Bott periodicity for real graded C∗-algebras in terms of K-
theory and E-theory. Guentner and Higson [9] proved a similar result in the complex
graded case but we extend this to cover all graded C∗-algebras. We obtain the 8-fold
periodicity in E-theory by constructing two maps that are inverse to each other.
Introduction
K-theory has been studied since its description by Atiyah [1] and Hirzebruch. Its generali-
sation from topological spaces to C∗-algebras has made it an essential part of understanding
C∗-algebras. It became a key tool in the study of C∗-algebras due to the work by George
Elliott on classification of AF -algebras [7] and has been used ever since. Additionally there
are uses in physics, geometry and algebraic topology as detailed by Connes in [3].
E-theory was formed by Higson [11] as a categorical object since KK-theory did not
have the excision property given to E-theory. It was made into a concrete definition in
terms of asymptotic morphisms by Connes and Higson [4] and further work has been done
by Guentner, Higson and Trout [10], Dardarlat-Meyer [5] among others.
In this paper we extend the proof in [9] of Bott periodicity of E-theory to real graded
C∗-algebras. Bott periodicity is a key feature of the K-theory and E-theory construction
and has many formulations and proofs. We give details of ours, in which we use Clifford
algebras and operators.
We construct the Bott map, β : S → C0(V,Cliff(V )) in the real case using functional
calculus as in [9] and we prove our main result:
Theorem A. For a finite dimensional Euclidean vector space V over R, the Bott map
induces the isomorphism of K-theory
β∗ : K(R)→ K(R⊗̂C0(V,Cliff(V ))).
In order to prove this, we construct an inverse map αt to β,
αt : S⊗̂C0(V,Cliff(V ))→ K(H(V ))
and we will show that the induced composition α∗β∗ is equivalent to a simpler map γt : S →
K(H(V )). The map γt will give a K-theory equivalence. Additionally we use the Atiyah
rotation trick [2] to prove β∗α∗ yields the identity in K-theory. We will obtain the following
Corollary and Theorem by showing that when V = R then C0(V,Cliff(V )) = ΣR⊗̂R1,0 :
1
Corollary. We have an isomorphism
K(R) ∼= K(ΣR⊗̂R1,0).
Theorem B. For a real graded C∗-algebra A, we have a natural isomorphism
K(A) ∼= K(ΣA⊗̂R1,0).
Finally we will transfer this into E-theory by using the relation between K- and E-theory,
namely
K(A) := E(R, A),
and obtain
Theorem C. For real graded C∗-algebras A and B,
E(A,B) ∼= E(A,ΣB⊗̂R1,0).
This result will be obtained by the tensor product bifunctor property of E-theory and
the facts that both β and αt give classes in E-theory which are invertible. Then we use
properties of Clifford algebras to formulate the 8-fold periodicity in E-theory.
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1 K- and E-theory
In this section we recall the definitions of K- and E-theory alongside the fundamental defini-
tions of aspects of real graded C∗-algebras. We begin by recalling the definitions of grading
on a C∗-algebra. Let A be a graded C∗-algebra and let deg(a) denote the degree of the
element a ∈ A.
Remark 1. Let H be a Hilbert space equipped with an orthogonal decomposition
H = H0 ⊕H1.
Then the C∗-algebra K(H) of compact operators on H is graded. We say T : H → H is even
if T [H0] ⊆ H0 and T [H1] ⊆ H1, and odd if T [H0] ⊆ H1 and T [H1] ⊆ H0.
One can also define the graded tensor product A⊗̂B:-
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Definition 2. Let A and B be graded C∗-algebras with gradings δA and δB respectively.
Then define A⊗̂B to be the completion of the algebraic tensor product of A and B in the
norm
||
∑
i
ai ⊗ bi|| = sup ||
∑
i
ϕ(ai)ψ(bi)||
where ϕ : A→ C, ψ : A→ C are graded ∗-homomorphisms to a common graded C∗-algebra
C. We equip A⊗̂B with involution, multiplication and grading defined by:
1. (a⊗̂b)∗ = (−1)deg(a)deg(b)a∗ ⊗ b∗
2. (a⊗̂b)(c⊗̂d) = (−1)deg(b)deg(c)(ac⊗ bd)
3. γ(a⊗̂b) = α(a)⊗ β(b)
Extending by linearity gives A⊗̂B.
Due to Palmer [16], we have the following definition:
Definition 3. A real C∗-algebra A is a real Banach algebra with involution satisfying the
C∗-identity and additionally the property that 1 + x∗x is invertible for all x ∈ A.
Now we are almost ready to state the definition of the real K-theory groups. Let
C([0, 1], B) denote the set of continuous functions from [0, 1] to B. Then recall that a ho-
motopy between two graded ∗-homomorphisms ϕ, ψ : A → B is a graded ∗-homomorphism
θ : A→ C([0, 1], B) such that
θ(a)(0) = ϕ(a) and θ(a)(1) = ψ(a).
Denote the set of homotopy classes of graded ∗-homomorphisms from A to B by [A,B].
Consider the algebra of continuous real valued functions that vanish at infinity, C0(R),
then we can equip this with the grading that even functions are even and odd functions are
odd. Denote this algebra by S.
Definition 4. For a real graded C∗-algebra A, the K-theory groups are given by
Kn(A) = [S,Σ
nA⊗̂K(H)],
for n ≥ 0, where K(H) denotes the compact operators on some real graded Hilbert space
with grading as in Remark 1. Here ΣA = C0(R)⊗̂A where C0(R) has the trivial grading,
and ΣnA is defined iteratively.
The above definition is taken from [9].
Now to formulate the E-theory groups we need the notion of a graded asymptotic mor-
phisms and homotopy of these.
Definition 5. Let A and B be real graded C∗-algebras with gradings δA and δB respectively.
A graded asymptotic morphism ϕ : A 99K B is a family of functions {ϕt}t∈[1,∞) : A 99K B
such that:
1. the map t 7→ ϕt(a), from [1,∞) to B is continuous and bounded for each a ∈ A,
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2. limt→∞ ||ϕt(ab)− ϕt(a)ϕt(b)|| = 0, for each a, b ∈ A,
3. limt→∞ ||ϕt(a+ λb)− ϕt(a)− λϕt(b)|| = 0, for each a, b ∈ A, λ ∈ R,
4. limt→∞ ||ϕt(a
∗)− ϕt(a)
∗|| = 0, for each a ∈ A,
5. limt→∞ ||ϕt(δA(a))− δB(ϕt(a))|| = 0 for each a ∈ A.
Note that we can define A⊗̂B in terms of graded asymptotic morphisms by replacing the
graded ∗-homomorphisms ϕ, ψ in Definition 2 by graded asymptotic morphisms.
Before we state what a homotopy of graded asymptotic morphisms is, we first consider
the composition of a graded asymptotic morphisms and a ∗-homomorphism. It will become
reasonable to just consider the following two morphisms:
αt : S⊗̂A→ B and β : S⊗̂B 99K C.
For this we need to construct a ∗-homomorphism
∆: S → S⊗̂S,
as in [9]. First notice that the functions
u(x) = e−x
2
and v(x) = xe−x
2
are functions contained in S and u is even and v is odd.
Now set A to be the algebra generated by u and v. Then by Theorem B in [17] we have
the following result:
Lemma 6. The algebra A is dense in S.
Hence u and v generate S.
Let SR be the set of continuous functions on the interval [−R,R]; we have a surjection
pi : S → SR defined by restriction. Let XR ∈ SR be the function x 7→ x, then note that XR
is odd. Now if f ∈ S, by functional calculus we have an element
f(XR⊗̂1 + 1⊗̂XR) ∈ SR⊗̂SR,
where 1 denotes the function 1. Then by [9] we have a graded ∗-homomorphism ∆: S → S⊗̂S
such that
∆(u) = u⊗̂u and ∆(v) = u⊗̂v + v⊗̂u.
Then we can define the composition of ∗-homomorphism β and an asymptotic morphism
αt by:-
S⊗̂A
∆⊗̂idA
// S⊗̂S⊗̂A
idS⊗̂αt
// S⊗̂B
β
// C.
We define the composition of he form β ◦ αt similarly.
Definition 7. A homotopy of graded asymptotic morphisms ϕt, ψt : A 99K B is a graded
asymptotic homomorphism θt : A 99K C([0, 1], B) such that
θt(a)(0) = ϕt(a) and θt(a)(1) = ψt(a).
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Denote the set of homotopy classes of graded asymptotic morphisms from A to B by
JA,BK. Then the definition, from [9], of the E-theory groups is given by:
En(A,B) = JS⊗̂A⊗̂K(H),ΣnB⊗̂K(H)K,
where ΣnB for n ≥ 0 is the n-fold suspension of a C∗-algebra and its grading comes from
B. For information on why these form groups see Lemma 2.1 in [9] for a proof of additive
inverses. There is also a full description of this in the author’s PhD thesis.
Additionally we note that there is an E-theory product
E(A,B)× E(B,C)→ E(A,B),
which is defined composition at the level of homotopy of asymptotic morphisms. We denote
this by x× y where x ∈ E(A,B) and y ∈ E(B,C).
2 Bott periodicity
Here we extend the Bott map of Guentner and Higson [9]. Just as in that article we start
by thinking about the Bott periodicity in K-theory and then extend it to E-theory.
Let Cliff(V ) denote the Clifford algebra of a finite dimensional Euclidean real vector space
V . Then define a function P : V → Cliff(V ) by P (v) = v. Notice that P (v)2 = ||v||2. Now
we require a function in C0(V,Cliff(V )) so using functional calculus, take f ∈ S then we
define the map f(P ) : V → Cliff(V ) by:
v 7→ f(P (v)).
This gives a ∗-homomorphism from S to C0(V,Cliff(V )), and hence the following definition:-
Definition 8. We define the Bott element b to be the class in the group K(C0(V,Cliff(V )))
induced from the ∗-homomorphism β : S → C0(V,Cliff(V )) defined by f 7→ f(P ).
Theorem 9. For a finite dimensional Euclidean vector space V over R, the Bott map induces
the isomorphism of K-theory
β∗ : K(R)→ K(R⊗̂C0(V,Cliff(V ))),
defined by the formula β∗(x) = x× b, where x ∈ K(R).
To prove this as stated in the introduction, we need a collection of ingredients described
in the next few pages.
Denote by H(V ) the real Hilbert space L2(V,Cliff(V )) which is the Hilbert space of
square-integrable Cliff(V )-valued functions on V . Note that this is graded and the grading
is the one coming from that of Cliff(V ).
The following definition may seem irrelevant to our aim but it will be very useful for
defining the operators we need to define the maps inducing Bott periodicity.
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Definition 10. Let e, f be elements in V . Define linear operators e, fˆ : Cliff(V )→ Cliff(V )
on a finite-dimensional Hilbert space under Cliff(V ) by
e(x) = ex,
fˆ(x) = (−1)deg(x)xf.
Let Sch(V ) denote the dense subspace of H(V ) of Schwartz-class Cliff(V )-valued func-
tions. For a definition of Schwartz-class see Section 2.1 of [13].
Definition 11. Define the Dirac operator D : Sch(V )→ H(V ) by
(Df)(v) =
n∑
i=1
eˆi(
∂f
∂xi
(v)),
where the ei’s form an orthonormal basis of V and each xi is the corresponding coordinate
in V .
For h ∈ C0(V,Cliff(V )) let Mh denote the operator of pointwise multiplication by h on
the space H(V ). So
Mh(g)(v) = h(v)g(v).
Lemma 12. The Dirac operator on V is formally self-adjoint. If f ∈ S and h ∈ C0(V,Cliff(V )),
the product f(D)Mh is a compact operator on H(V ).
For a proof see [9], Lemma 1.8, since this proof is still valid when we take real finite
dimensional Euclidean vector spaces.
It will be convenient to write h ∈ C0(V,Cliff(V )) as ht, with ht(v) = h(t
−1v) for t ∈ [1,∞).
Definition 13. Define the graded commutator of elements a, b in a real graded C∗-algebra
A by
[a, b] = ab− (−1)deg(a)deg(b)ba,
which extends by linearity to all elements in A.
Let Rn,0 be the Clifford algebra generated by odd elements e1, . . . , en such that e
2
i = 1
and eiej = −ejei. Then by substituting V = R
n the following result makes sense:
Lemma 14. For every f ∈ S, h ∈ C0(R
n,Rn,0), with the finite dimensional Euclidean vector
space Rn having Dirac operator D,
lim
t→∞
||[f(t−1D),Mht]|| = 0,
where Mht is a bounded linear operator on H(R
n) and f(t−1D) is defined using functional
calculus of unbounded operators.
Proof can be taken from [9].
Now we can state the map α we require to prove Bott periodicity.
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Proposition 15. There exists a unique asymptotic morphism (up to equivalence)
αt : S⊗̂C0(V,Cliff(V )) 99K K(H(V ))
defined by
αt(f⊗̂h) = f(t
−1D)Mht,
for t ≥ 1.
Proof. Firstly to prove this we consider αt defined from the algebraic tensor product of
S⊙̂C0(V,Cliff(V )) to K(H(V )) by,
αt(f⊙̂h) = f(t
−1D)Mht.
Then we have a linear map, which is asymptotically ∗-linear by Lemma 14 and universality
of the tensor product gives an asymptotic morphism
αt(f⊗̂h) = f(t
−1D)Mht.
Also by Lemma 12, the image is contained in the compact operators. Hence we have our
required asymptotic morphism.
Definition 16. On a finite dimensional Euclidean real vector space we define the Clifford
operator C : Sch(V )→ H(V ) by
(Cf)(v) =
n∑
i=1
xiei(f(v)),
where ei form an orthornormal basis for V , xi are the corresponding coordinates in V . Here
we use functional calculus to define the functions throughout the summation.
Lemma 17. The composition of the Bott map and the multiplication operator given by
S
β
−→ C0(V,Cliff(V ))
M
−→ B(H(V )),
is defined by
f 7→ f(C),
where C is the Clifford operator and f ∈ S.
Proof. Since the operator C is essentially self adjoint on the Hilbert space H(V ) we can form
the operator f(C) in the bounded linear operators. Then
(Mβ(f))(g)(v) =Mβ(f)(g)(v) = β(f)(v)g(v) = f(C)(v)g(v) = f(C)g(v).
Now we need to prove that α and β satisfy the requirements that their induced maps
give α∗β∗ is homotopic to 1 ∈ K(R). In order to show this we firstly need an equivalent
morphism coming from composing α and β for which we need a new operator.
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Definition 18. We define an operator B : Sch(V )→ Sch(V ) by
(Bf)(v) =
n∑
i=1
xiei(f(v)) +
n∑
i=1
eˆi(
∂f
∂xi
(v)).
Call B the Bott operator and notice B = C +D.
Definition 19. Define the number operator N : Cliff(V )→ Cliff(V ) by
N =
n∑
i=1
êiei,
where ei’s form an orthonormal basis for V .
We should note that the number operator is bounded and we can extend it to an operator
onH(V ) by composition with a map from V to Cliff(V ). The following is an easy calculation.
Proposition 20.
B2 = C2 +D2 +N.
The following two results have identical proof to the results stated in [9] so for proofs see
Proposition 1.16 and Corollary 1.1 of that paper.
Proposition 21. For a finite dimension real vector space V of dimension n, consider the
operator B = C+D. Then there exists an orthornormal basis in Sch(V ) for H(V ) consisting
of the eigenvectors for B2 such that
1. the eigenvalues are nonnegative integers and each eigenvalue occurs with finite multi-
plicity,
2. the eigenvalue 0 occurs only once and its corresponding eigenfunction is e−
1
2
||v||2.
Corollary 22. For a finite dimensional real vector space V . Then the Bott operator B
1. is essentially self-adjoint,
2. has compact resolvent,
3. has one-dimensional kernel generated by the function e−
1
2
||v||2.
The following follows from [13] page 114-115, and it is stated in [9] as Proposition 1.6.
Proposition 23 (Mehler’s formula). For the Clifford operator C and the Dirac operator D
defined above we have the following identities for s > 0
e−s(C
2+D2) = e−
1
2
s1C
2
e−s2D
2
e−
1
2
s1C
2
and e−s(C
2+D2) = e−
1
2
s1D
2
e−s2C
2
e−
1
2
s1D
2
with
s1 =
cosh(2s)− 1
sinh(2s)
and s2 =
sinh(2s)
2
.
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Then as in [9], Lemma 1.11, we have the asymptotic conditions:
Lemma 24. For an unbounded operator X we have the following conditions:
lim
t→∞
||e−
1
2
s1X
2
− e−
1
2
t−2X2 || = 0,
lim
t→∞
||e−
1
2
s2X
2
− e−
1
2
t−2X2 || = 0,
and
lim
t→∞
||t−1Xe−
1
2
s1X
2
− t−1Xe−
1
2
t−2X2 || = 0,
lim
t→∞
||t−1Xe−
1
2
s2X
2
− t−1Xe−
1
2
t−2X2 || = 0,
where
s1 =
cosh(2t−2)− 1
sinh(2t−2)
and s2 =
sinh(2t−2)
2
.
For a proof of the following result, see Lemma 1.12 of [9].
Lemma 25. Let f, g ∈ C0(R), then
lim
t→∞
||[f(t−1C), g(t−1D)]|| = 0.
We can use the proof in [9] of Theorem 1.17 and the above statements to obtain.
Proposition 26. For operators C and D defined before,
e−t
−2B2 ∼asy e
−t−2C2e−t
−2D2 .
The following is similar.
Proposition 27. For the operators C and D,
t−1Be−t
−2B2 ∼asy t
−1(C +D)e−t
−2C2e−t
−2D2 .
Theorem 28. The composition of αt and β given by :
S
∆
// S⊗̂S
id⊗̂β
// S⊗̂C0(V,Cliff(V ))
αt
// K(H(V ),
is asymptotically equivalent to the asymptotic morphism γt : S 99K K(H) defined by
γt(f) = f(t
−1B),
for all t ≥ 1.
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Proof. Here we imitate the proof of Guentner and Higson in [9] with additional details. Since
S is generated by u and v by Lemma 6 it suffices to check that
α(id⊗̂β)(∆(f)) ∼asy γt(f),
for f = u and f = v.
For f = u,
α(id⊗̂β)(∆(u)) = α(id⊗̂β)(u⊗̂u)
= α(u⊗̂β(u))
= α(u⊗̂u(C))
= u(t−1D)Mu(C)t
= u(t−1D)u(t−1C)
= e−t
−2C2e−t
−2D2,
and
γt(u) = u(t
−1B) = e−t
−2B2 ,
and these are both asymptotically equivalent by Proposition 26.
For f = v,
α(id⊗̂β)(∆(u)) = α(id⊗̂β)(u⊗̂v + v⊗̂u)
= α(u⊗̂β(v) + v⊗̂β(u))
= α(u⊗̂v(C) + v⊗̂u(C))
∼asy α(u⊗̂v(C)) + α(v⊗̂u(C))
= u(t−1D)Mv(C)t + v(t
−1D)Mu(C)t
= u(t−1D)v(t−1C) + v(t−1D)u(t−1C)
= e−t
−2D2t−1Ce−t
−2C2 + t−1De−t
−2D2e−t
−2C2
= t−1(C +D)e−t
−2C2e−t
−2D2,
and
γt(v) = v(t
−1B) = t−1Be−t
−2B2 .
Then by Proposition 27 these are asymptotically equivalent. Hence the composition of α
and β is asymptotically equivalent to γt.
Corollary 29. The composition α∗β∗ of the induced homomorphisms
β∗ : K(K(H))→ K(C0(V,Cliff(V )))
and
α∗ : K(C0(V,Cliff(V )))→ K(K(H)),
is the identity homomorphism.
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Proof. By Theorem 28, the composition of α∗β∗ is equivalent to the asymptotic morphism γt,
given by γt(f) = f(t
−1B). Since f is in S, each γt is a ∗-homomorphism and γ is homotopic
to the ∗-homomorphism mapping f to f(B). Now it suffices to define a homotopy between
γ and the map θ : S → K(H) defined by θ(f) = f(0)p where p is a rank 1 projection (by
Corollary 22) onto the kernel of B.
Let f(x) = u(x) = e−x
2
or f(x) = v(x) = xe−x
2
.
Consider an eigenvector w of u(B) or v(B) with non-zero eigenvalue, then
u(t−1B)w → 0 and v(t−1B)w → 0
as t→ 0.
Now if w ∈ ker(B), then
u(t−1B)w = w and v(t−1B)w = 0
for all t.
Finally, for an eigenvector w of u(B) or v(B) respectively
u(0)p(w) =
{
0 if w /∈ ker(B)
w if w ∈ ker(B),
and v(0)p(w) = 0.
By Proposition 21 and Corollary 22, H(V ) has a basis consisting of eigenvectors of u(B)
and v(B). Combining these, we have
||f(t−1B)− f(0)p|| → 0,
as t→ 0 when f = u or f = v. Since u and v generate S, it follows that the above holds for
all f ∈ S, and so we have a homotopy between γ and θ defined by
f 7→
{
f(s−1B) if s ∈ (0, 1]
f(0)p if s = 0,
where p is the projection onto the kernel of B.
The converse of this now follows below.
Definition 30. Define the flip map
l : A⊗̂B → B⊗̂A,
by
l(a⊗̂b) = (−1)deg(a)deg(b)b⊗̂a,
for all a ∈ A and b ∈ B.
Notice that l is a ∗-isomorphism. Let C(V ) = C0(V,Cliff(V )) for simplicity throughout
the following statements.
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Lemma 31. The diagram
S⊗̂C(V )
∆⊗̂idC(V )

∆⊗̂idC(V )
// S⊗̂S⊗̂C(V )
idS⊗̂αt
// S⊗̂K(H)
β⊗̂idK(H)
// C(V )⊗̂K(H)
l

S⊗̂S⊗̂C(V )
idS⊗̂β⊗̂idC(V )
// S⊗̂C(V )⊗̂C(V )
idS⊗̂l
// S⊗̂C(V )⊗̂C(V )
αt⊗̂idC(V )
// K(H)⊗̂C(V ),
asymptotically commutes.
Proof. Since S is generated by the elements u(x) = e−x
2
and v(x) = xe−x
2
it suffices to check
that the diagram asymptotically commutes for u and v in S. Let
f1 = l(β⊗̂idK(H))(idS⊗̂αt)(∆⊗̂idC(V ))
and
g1 = (αt⊗̂idC(V ))(idS⊗̂l)(idS⊗̂β⊗̂idC(V ))(∆⊗̂idC(V ))
For u and h ∈ C(V ),
f1(u⊗̂h) = l(β⊗̂idK(H))(idS⊗̂αt)(u⊗̂u⊗̂h)
= l(β⊗̂idK(H))(u⊗̂u(t
−1D)Mht)
= l(u(C)⊗̂u(t−1D)Mht)
= u(t−1D)Mht⊗̂u(C),
and
g1(u⊗̂h) = (αt⊗̂idC(V ))(idS⊗̂l)(idS⊗̂β⊗̂idC(V ))(u⊗̂u⊗̂h)
= (αt⊗̂idC(V ))(idS⊗̂l)(u⊗̂u(C)⊗̂h)
= (αt⊗̂idC(V ))(u⊗̂h⊗̂u(C))
= u(t−1D)Mht⊗̂u(C).
Hence we have an asymptotic equivalence in the case when we take u. Now consider v. We
have,
f1(v⊗̂h) = l(β⊗̂idK(H))(idS⊗̂αt)((u⊗̂v + v⊗̂u)⊗̂h)
∼asy l(β⊗̂idK(H))(u⊗̂v(t
−1D)Mht + v⊗̂u(t
−1D)Mht)
= l(u(C)⊗̂v(t−1D)Mht + v(C)⊗̂u(t
−1D)Mht)
= v(t−1D)Mht⊗̂u(C) + u(t
−1D)Mht⊗̂v(C),
and
g1(v⊗̂h) = (αt⊗̂idC(V ))(idS⊗̂l)(idS⊗̂β⊗̂idC(V ))((u⊗̂v + v⊗̂u)⊗̂h)
= (αt⊗̂idC(V ))(idS⊗̂l)(u⊗̂v(C)⊗̂h + v⊗̂u(C)⊗̂h)
= (αt⊗̂idC(V ))(u⊗̂h⊗̂v(C) + v⊗̂h⊗̂u(C))
∼asy u(t
−1D)Mht⊗̂v(C) + v(t
−1D)Mht⊗̂u(C)
and again we have the diagram commuting asymptotically.
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Lemma 32. The flip map on C(V )⊗̂C(V ) is homotopic via graded ∗-homomorphisms to the
map h1⊗̂h2 7→ h1⊗̂ιh2, where ι is the automorphism on C(V ) induced by the map e 7→ −e in
V .
A proof can be found in [12], Lemma 18.
Corollary 33. There is an isomorphism:
K(R)→ K(C(V ))
induced by β : S → C(V ).
Proof. It suffices to check that the f1 in the proof of Lemma 31 induces an isomorphism
in K-theory since by Corollary 29 we have that α∗ is left inverse to β. It follows from the
stability of K-theory that:
K(S⊗̂C(V ))
α∗−→ K(K(H)) ∼= K(R).
So we need to show:
S⊗̂C(V )
∆⊗̂idC(V )
// S⊗̂S⊗̂C(V )
idS⊗̂αt
// S⊗̂K(H)
β⊗̂idK(H)
// C(V )⊗̂K(H)
l
// K(H)⊗̂C(V )
induces an isomorphism on K-theory. By Lemma 31, we have an asymptotic equivalence
which gives a homotopy equivalence. Further the composition in the diagram above is
asymptotically equivalent to
g1 = (αt⊗̂idC(V ))(idS⊗̂l)(idS⊗̂β⊗̂idC(V ))(∆⊗̂idC(V ))
which is homotopic by Lemma 32 to the composition
(αt(idS⊗̂β)∆)⊗̂ι
and hence by Theorem 28 is homotopic to γ⊗̂ι, and so maps
f⊗̂h 7→ f(t−1B)⊗̂ι(h).
and so induces an isomorphism in K-theory by the homotopy defined similarly to that in
the proof of Corollary 29
f⊗̂h 7→
{
f(s−1B)⊗̂ι(h) if s ∈ (0, 1]
f(0)p⊗̂ι(h) if s = 0.
Then the proof of Theorem 9 is complete, since we have shown that the map
K(R)→ K(R⊗̂C0(V,Cliff(V ))),
is an isomorphism.
Observe that when V = R then
C0(V,Cliff(V )) = C0(R,Cliff(R)) ∼= C0(R)⊗̂Cliff(R)) ∼= Σ⊗̂R1,0.
Then we obtain
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Corollary 34.
K(R) ∼= K(ΣR⊗̂R1,0).
Corollary 35. For any real graded C∗-algebra,
K(A) ∼= K(ΣA⊗̂R1,0).
The proof of this follows from the K-theory product described in section 1.7 of [9].
Then combining this with Theorem 1.14 in [9], we have
Theorem 36. For any graded C∗-algebra over F = R or C,
KF(A) ∼= KF(ΣA⊗̂F1,0),
where KF denotes real or complex K-theory.
We finally obtain the isomorphism in E-theory.
Theorem 37. For any graded C∗-algebra over F = R or C,
EF(A,B) ∼= EF(A,ΣB⊗̂F1,0),
and
EF(A,B) ∼= EF(ΣA⊗̂F1,0, B),
where EF denotes real or complex E-theory.
Proof. The Bott map β : S → Σ⊗̂F1,0 gives an invertible class [β] ∈ EF(F,ΣF⊗̂F1,0). Also
we have an invertible class
[β⊗̂idA] ∈ EF(F⊗̂A,ΣF⊗̂F1,0⊗̂A) = EF(A,ΣA⊗̂F1,0).
Denote this class by [βA] and similarly set [βB] for the class [β⊗̂idB]. Then these classes are
invertible.
By the E-theory product we have a group homomorphism
f : EF(A,B)→ EF(A,ΣB⊗̂F1,0)
defined by
f(x) = x× [βB]
for all x ∈ EF(A,B) which is invertible with inverse defined by
f−1(y) = y × [βB]
−1
for all y ∈ EF(A,ΣB⊗̂F1,0).
Similarly we define
g : EF(A,B)→ EF(ΣA⊗̂F1,0, B)
14
by
g(x) = [βA]
−1 × x
for all x ∈ EF(A,B), and this has inverse defined by
g−1(y) = [βA]× y
, for all y ∈ EF(ΣA⊗̂F1,0, B). Then the result follows.
Now recalling some certain facts of Clifford algebras we will see we can obtain the 8-fold
periodicity. We have that Rp,q⊗̂Rr,s ∼= Rp+r,q+s and also R8,0 ∼= R4,4, and also the result from
the PhD thesis of the author
En(A,B) ∼= En(A⊗̂R1,1, B⊗̂R1,1),
then we obtain using the Bott periodicty result the 8-fold periodicity of E-theory,
Corollary 38. Let A and B be real graded C∗-algebra. Then we have natural isomorphisms
Eng (A,B)
∼= En+8g (A,B).
Proof.
Eng (A,B) = E
n
g (A,Σ
8(B⊗̂R1,0⊗̂R1,0⊗̂R1,0⊗̂R1,0⊗̂R1,0⊗̂R1,0⊗̂R1,0⊗̂R1,0)),
= Eng (A,Σ
8(B⊗̂R4,4)),
= Eng (A,Σ
8B),
∼= En+8g (A,B).
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