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Resumen V 
Resumen. 
Las técnicas digitales aplicadas a receptores y transmisores están imponiéndose a las 
convencionales técnicas analógicas por las diversas ventajas que supone. 
En este sentido se impone una investigación con el fin de desarrollar dichas técnicas o 
mejorarlas en algún aspecto. 
La idea principal que engloba esta Tesis Doctoral es precisamente la indagación en 
algunas de dichas técnicas, su análisis, caracterización y aplicación a dos casos concretos. 
En un primer momento se han caracterizado dos canales de comunicaciones donde se 
pretende hacer uso de las técnicas a desarrollar. Este es un aspecto importante para conocer 
las condiciones reales en que deberán operar los algoritmos y cómo pueden verse afectados. 
Los canales que se caracterizan corresponden al establecido para satélites de órbita baja y el 
formado por las líneas de distribución de media tensión. 
En segunda lugar se ha realizado ima descripción del tipo de modulación que se pretende 
emplear en los canales, GMSK, y se ha tratado de obtener una estructura del receptor con la 
menor complejidad posible. Basándose en una descripción de la modulación mediante ima 
aproximación que da lugar a un modelo lineal, se desarrolla un receptor lineal de estructura 
sencilla y con una prestaciones razonables, suponiendo una gran ventaja. 
Una vez descrita la estructura del receptor en el cual se van a emplear los algoritmos, se 
tratan dos aspectos cruciales en los receptores: la sincronización de portadora y el 
sincronismo de bit. Las técnicas que se desarrollan parten de la idea de su integración en un 
receptor totalmente digital. Son técnicas de procesado digital de señales. 
Se aborda el problema de la sincronización de portadora, dando como solución diversos 
algoritmos que operan basándose en diferentes principios y obtienen diferentes 
características. Se destacan las ventajas e inconvenientes de cada uno de ellos y se presentan 
resultados de su funcionamiento. 
Respecto a la sincronización de bit se aborda el caso del empleo de interpoladores 
basados en la interpolación matemática para tal fin. Se trata de una técnica de cambio de 
velocidad de muestreo de forma dinámica para que las muestras de salida estén situadas en 
los instantes de muestreo óptimos. El interpolador lleva asociados un detector de error de 
sincronismo de bit y ;m sistema de control del interpolador. En el caso del detector de error, 
se ha partido de la premisa de obtener un detector sencillo, de baja carga computacional y 
eficiente. El algoritmo se ha basado en el cruce por cero de la señal en las alternancias. 
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Resumen Vil 
Summary. 
Digital techniques applied to receivers and transmitters are becoming more important 
than the conventional analog techniques due to the several advantages that present. 
In this sense it is needed to investígate with the goal of the development of that 
techniques or their improvement in some aspects. 
The main idea that conducts the Doctoral Thesis is precisely researching about some of 
that techniques, their analysis, characterisation and application to two concrete cases. 
At a first stage two communication channels have been characterised in which will be 
applied the techniques to be developed. This is an important topic to Icnow the real 
conditions in which the algorithm must to work and how they can be affected by different 
effects. The channels to be characterised correspond to that established for a low orbit 
satellite and that formed by the médium voltage energy distribution lines. 
Secondly it has been performed a deep description of the modulation format that will be 
employed in the communication channels, GMSK, and it was tried to obtain a receiver 
structure al less complex as possible. On the basis of the modulation through an 
approximation that gives a linear model, it is developed a linear receiver with a simple 
structure and a reasonable performance, and this suppose a great advantage. 
Once it has been described the receiver structure in which the algorithms will be 
employed, two crucial topics in receivers are treated: carrier synchronisation and bit 
synchronisation. The techniques developed take as start point the idea of their integration i a 
whole digital receiver. These are digital signal processing techniques. 
It is treated the carrier synchronisation problem, giving as solution several algorithms 
that are based on different principies and that have different operation characteristics. 
Advantages and disadvantages of each one are remarked and performance results are 
presented. 
When discussing bit synchronisation it is described the case in which an interpolation 
based on mathematical interpolation is employed to that task. It is a sample rate change 
technique in a dynamic way with the goal to obtain output samples situated at the optimum 
sample instants. With the interpolator are associated a bit synchronisation error detector an a 
system that controls the interpolator operation. In the case of the error detector to obtain a 
simple structure, low computational load and good efficiency was a must. The algorithm is 
based on the zero cross of the signal when altemating their valúes. 
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Parte I 
Introducción 
1, Objetivos 
1.1. Introducción. 
En este primer capítulo se plantean los objetivos que han motivado la realización de la 
presente Tesis Doctoral. 
Los objetivos que se van a describir a continuación han marcado el camino seguido en 
los diferentes estudios e investigaciones, que han sido orientados a la consecución de los 
mismos en su forma más eficiente desde el punto de vista de aplicación práctica. 
1.2. Descripción de los objetivos. 
Los subsistemas de sincronismo de bit y portadora juegan un papel muy importante en un 
módem (MOdulador-DEModulador) digital. Las técnicas tradicionales que se han venido 
aplicando para realizar dichas tareas está basada en algoritmos que son ejecutados mediante 
sistemas analógicos. 
La tendencia actual, en gran medida influenciada por los avances tecnológicos y las 
ventajas que supone, es el diseño de sistema digitales que sean lo más compactos posibles, 
flexibles y baratos. 
En la línea anteriormente descrita, los procesadores digitales de señal (DSP) están 
teniendo un especial relevancia, puesto que engloban las tres características mencionadas. 
Conforme estos dispositivos han sido introducidos en el mercado y los diseñadores han ido 
conociendo sus posibilidades y características, los han incorporado progresivamente en sus 
diseños obteniendo notables ventajas. 
El campo de estudio y diseño de sistemas de sincronismo de bit y portadora es bien 
conocido en su faceta analógica, y encontramos abundante documentación al respecto. En 
este tipo de esquemas, todos los procesos para extraer a partir de la señal recibida el 
conjunto de parámetros necesarios para realizar las tareas de corrección de sincronismos se 
basan en técnicas analógicas. 
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También los esquemas mixtos de sincronización han sido empleados con asiduidad. En 
estos, los procesos de extracción de los parámetros se realiza en un sistema digital a partir 
de la señal recibida y digitalizada mediante convertidores A/D. Estos sistemas tienen la 
ventaja de permitir una mayor flexibilidad del algoritmo que lleve a cabo la extracción de 
parámetros. Sin embargo, el sistema sobre el cual se realiza la corrección es un dispositivo 
analógico extemo al procesador digital, lo que resta flexibilidad en la forma de llevar a cabo 
la corrección, además de añadir mayor complejidad hardware. 
Los sistemas digitales de sincronismo de bit y portadora están totaknente integrados en 
un sistema digital, en el cual se ejecutan los algoritmos tanto de extracción de parámetros 
como la corrección propiamente dicha. Esta configuración ofrece las ventajas comentadas 
anteriormente, ya que en el sistema de procesado digital pueden englobarse múltiples tareas, 
que son, tanto las correspondientes a la corrección de los sincronismos de bit y portadora 
como funciones básicas de extracción de los datos transmitidos: demodulación, detección, 
decodifícación. 
La idea anterior está en concordancia con la correspondiente a lo que se viene 
denominando "Software Radio", que pretende simplificar al máximo los elementos 
analógicos que forman parte de MU módem, de modo que el conjtmto de sistemas digitales 
vayan asumiendo funciones lo más cercanas posibles a la antena. Por razones tecnológicas 
existen limitaciones en este sentido, de modo que se requieren ciertos circuitos de 
radiofi-ecuencia antes de poder digitalizar la señal para tratarla con im procesador digital. 
Los algoritmos de sincronismo de bit y portadora a emplear son dependientes de la 
aplicación en concreto en la que trabajemos, ya que cada escenario tiene sus características 
propias. Depende tanto del comportamiento del canal de comunicaciones como del esquema 
de modulación que se haya decidido utilizar. Esto condiciona el planteamiento inicial, lo 
cual no quiere decir que un algoritmo empleado en ima determinada aplicación, no sea igual 
de eficiente en otra distinta. 
Teniendo en cuenta que el problema que nos planteamos es el diseño de un sistema de 
comimicaciones a través de un satélite de órbita baja y im sistema de comxmicaciones 
empleando la red de distribución de energía eléctrica, los objetivos que se pretenden cubrir 
en este trabajo son los que se enumeran seguidamente: 
1. Establecer un modelo adecuado del canal de comunicaciones en el cual queden 
caracterizados de forma apropiada los diferentes efectos, perturbaciones e interferencia 
que van a afectar a la señal transmitida, de modo que se describa como punto de partida 
el escenario de forma adecuada. 
2. Descripción del esquema de modulación que se ajuste a las condiciones del canal de 
comxmicaciones y que sea adecuado a otros requisitos: sencillez de realización práctica y 
capacidad de integración en un procesador digital. 
3. Planteamiento de una arquitectura del módem apropiada a los fines a que está destinado. 
El objetivo final de ima comunicación digital es la recuperación de la información 
transmitida con la menor tasa de error posible. En este sentido, deberán tenerse en 
cuenta posibles codificaciones que prevengan contra errores. Con el fin de establecer 
ima arquitectura sencilla, se deberá optimizar tanto el diseño del transmisor como el 
receptor. En el caso del receptor, es posible su realización práctica como receptor lineal 
si consideramos que las modulaciones CPM pueden describirse como una señal de 
pulsos modulados en amplitud [Laurent 83], [Sundberg 86], [Kawas 87]. 
4. Diseñar un algoritmo de sincronismo de portadora que permita su ejecución en un 
procesador digital de forma eficiente, esto es, que cumpla con los requisitos de rápida 
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adquisición y seguimiento eficaz de los errores de frecuencia, y que sea 
computacionalmente eficiente. 
5. Realizar un algoritmo de sincronismo de bit totalmente integrado en el DSP, de modo 
que el oscilador de los convertidores ADC trabaje libremente, y mediante técnicas de 
procesado digital de la señal podamos actuar sobre la señal en banda base y seamos 
capaces de corregir los efectos del error en los instantes de muestreo. 
1.3. Estructura de la mvestigacióii. 
La realización de la investigación ha supuesto el seguimiento de ima serie de pasos 
dispuestos en orden lógico, de modo que han permitido el avance de la misma en la 
dirección deseada. 
La primera fase que se ha acometido es el estudio del estado actual de las diferentes 
técnicas de diseño de módem digitales y los algoritmos de sincronismo de bit y portadora 
que se emplean usualmente, de modo que sirviera de marco de referencia del camino a 
seguir. Esta fase es previa a los diferentes apartados que se consideran a continuación, y que 
vienen a describir la secuencia de investigaciones que se han llevado a cabo. 
1.3.1. Canal de comunicaciones. 
La caracterización del canal de comimicación es un aspecto relevante en el diseño de im 
sistema de comimicaciones y, por ende, de los diferentes algoritmos que se realicen para la 
ejecución de las diferentes ñmciones. Este estudio permite conocer todos los efectos nocivos 
que van a afectar a la señal transmitida y, por tanto, perjudicar la correcta extracción de los 
datos en el receptor, que es el fin de la comunicación. Además, dichos efectos condicionan 
las características que deben tener los diferentes algoritmos (en el caso que aquí compete, 
los correspondientes a los sincronismo de bit y portadora) para que se comporten de forma 
robusta ante los mismos y no induzcan a la generación de errores. 
Uno de los sistemas de comunicaciones es el correspondiente a un satélite de órbita baja 
(LEO). Los principales efectos que debemos tener en cuenta en este tipo de canal son: el 
empleo de amplificadores no lineales, el error de frecuencia debido al efecto Doppler, ruido 
e interferencias. 
El canal de comimicación a través de las líneas de distribución de media tensión es 
ciertamente diferente. Aquí los principales problemas que nos encontraremos son ruido e 
interferencias, además de no linealidades en etapas de aislamiento. 
1.3.2. Especificación del esquema de modulación. 
El tipo de modulación que se ha elegido es la GMSK (Gaussian Minimim Shift Keying). 
Esta modulación pertenece a las denominadas modulaciones de fase lineal CPM 
(Continuous Phase Modulation), las cuales tienen la propiedad de mantener la amplitud 
constante, en la cual no hay información, estando la información contenida en la variación 
de fase de la señal, produciéndose dicha variación de forma continua. 
Esta modulación, además de poseer la propiedad de variación de fase continua y 
amplitud constante, también se caracteriza por tener una eficiencia espectral considerable. 
La señal modulada GMSK tiene la expresión: 
sit) = A exp(7<p(0)-exp(yQ„0 (1.1) 
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que corresponde la señal analítica, y que es válida en general para todas las modulaciones 
CPM, donde ^ es un factor de amplitud constante y Qo es la frecuencia de portadora, 
mientras que 9(t) es la función de variación de fase que contiene la información transmitida. 
La función <p(t) puede describirse mediante la expresión: 
(p{t) = 7thjJ^a,g(T-kT)dt (1.2) 
obien 
(p(t) = nh^atq(t-kT) nT<t<(n + \)T (1.3) 
donde los ttk son los símbolos transmitidos, y que pertenecen al conjxmto {+1, -1}, h es el 
índice de modulación y q(t) es la función de respuesta parcial de fase, que se obtiene como 
integral de la función g(t) que es la función gaussiana que da nombre a este tipo de 
modulación. La función g(t) es una función de duración infinita, por lo que en principio la 
respuesta parcial de fase también tendria duración infinita. Desde el punto de vista práctico 
esto no es sostenible, por lo que se trunca la fimción g(t) y, por tanto q(t), a un número finito 
L de intervalos de bit, durante los cuales un bit transmitido produce una cierta variación de 
fase hasta alcanzar el valor de saturación. La variación de fase máxima entre un bit y el 
siguiente es de ith, dependiendo el valor real de los valores de los bits transmitidos hasta el 
momento en que se mide la fase. 
El empleo de la modulación GMSK se justifica básicamente por las razones que se 
enumeran a continuación: 
• Cuando se trabaja con canales limitados en banda, como es el caso que nos ocupa, es 
fimdamental la aplicación de sistemas de modulación que porten la mayor cantidad 
de información (a la mayor velocidad posible), ocupando un ancho de banda lo 
menor posible. Esto es lo que se entiende por eficiencia espectral. La modulación 
GMSK es una modulación que ofrece un buen rendimiento debido a la eficiencia 
espectral que presenta. No siendo im sistema de modulación complicado en cuanto a 
su realización práctica, se obtiene una eficiencia considerable respecto a otros 
métodos de complejidad similar. 
• Al no portar información en la amplitud de la señal modulada, no es afectada la 
información que contiene la señal por posibles distorsiones de amplitud. Esto la hace 
ideal para aquellos casos en que se produzcan distorsiones de amplitud o variaciones 
con el tiempo de la misma. Esto es precisamente lo que ocurre en el sistema de 
comunicaciones descrito. En primer lugar, en el satélite se emplean amplificadores de 
alto rendimiento (normalmente clase C), TWT, los cuales producen distorsión de 
amplitud. Por otro lado, la atenuación de la señal por camino recorrido varía con el 
tiempo puesto que también lo hace la distancia enfre satélite y estación terrena, lo 
cual puede interpretarse como una modulación de amplitud. En el caso del canal de 
líneas de distribución de media tensión nos encontramos igualmente con no 
linealidades, por lo que este esquema de modulación es adecuado. 
• A través de un estudio, basado en el desarrollo descrito por Laurent [Laurent 83], se 
demuestra que este tipo de modulación puede aproximarse mediante un modelo lineal 
que permite, en consecuencia, construir receptores lineales muy sencillos, baratos y 
de gran calidad, lo que supone un incentivo adicional a los anteriormente descritos. 
Se comentará algo más sobre este tema posteriormente al hablar del receptor. 
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Una parte de la investigación se centra en el desarrollo de un receptor lineal que resulta 
ser extremadamente sencillo. 
1.3.3. Sincronismos de bit y portadora. 
Esta es la tarea fimdamental de este trabajo. Siguiendo la tendencia actual, se diseñarán 
algoritmos apropiados para el sincronismo de bit como de portadora que puedan ser llevados 
a cabo en un procesador digital de la señal. 
En cuanto al sincronismo de bit, las técnicas de interpolación parecen ser las más 
adecuadas cuando se quiere realizar todo el proceso en banda base sin controlar el oscilador 
que determina los instantes de muestreo de los convertidores ADC. Tendrá que haber un 
compromiso entre precisión, velocidad y carga computacional que le suponga al DSP para 
poder trabajar en tiempo real. 
En lo que respecta al sincronismo de portadora, se tendrán en cuenta las condiciones del 
canal de comunicaciones, prestando especial atención al efecto Doppler en el caso del canal 
de comunicación por satélite. Un estudio cuidado de la órbita del satélite nos puede revelar 
una curva de variación del mismo, con lo que se puede tener en cuenta dicha variación para 
realizar una precorrección de modo que los márgenes de enganche necesarios no sean 
excesivamente elevados y pueda simplificarse el diseño. En la fase de seguimiento deberá 
tenerse en cuenta la variación de la frecuencia Doppler, de modo que podamos establecer 
cuál debe ser el margen de seguimiento del algoritmo de sincronismo de portadora. De 
forma similar a la adquisición, si se conoce de antemano la variación del Doppler con cierta 
precisión, pueden reducirse los márgenes en cuanta al margen de seguimiento. 
Como ayuda a la adquisición tanto del sincronismo de bit como de portadora, de modo 
que esta se realice en el menor tiempo posible, resulta eficiente emplear secuencias de 
entrenamiento predeterminadas. 
1.3.4. Integración en el módem. 
El paso siguiente al desarrollo teórico de los distintos algoritmos y su simulación ha 
consistido en llevarlos a la práctica. Esto significa programarlos en el lenguaje ensamblador 
correspondientes al procesador digital que se ha emplear (TMS320C542). 
El código correspondiente a los algoritmos ha sido optimizado al programarse en el DSP, 
de forma que ocupase poca memoria y requiriese el menor tiempo posible su ejecución 
(menor número posible de operaciones). 
1.3.5. Pruebas de campo. 
Finalmente, se han llevado a cabo ima serie de medidas con el fin de verificar que el 
comportamiento de los algoritmos diseñados es el esperado. 
Entre estas medidas deberán incluirse los tiempos de enganche, márgenes de enganche y 
seguimiento y tasas de error. 
En el caso del módem para comunicaciones mediante satélite LEO, se presenta MD. 
problema práctico a la hora de realizar medidas reales. Sin embargo, los diferentes efectos 
que introduce el canal de comunicaciones pueden incorporarse a la señal que produce el 
transmisor, de modo que la señal que se aplica al receptor es muy próxima a la real y 
permite evaluar los algoritmos que se obtengan. 
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2. Estado actual de los sistemas de sincronismo de 
bit y portadora 
2.1. Introducción. 
El presente capítulo tiene como objetivo dar una visión general del estado del arte en el 
que se encuentran las investigaciones sobre sistemas de sincronismo de bit y portadora. 
A tal fin se ha realizado una búsqueda de bibliografía especializada en los campos en los 
que se aplican los citados algoritmos, tratando de abarcar las diferentes perspectivas que 
plantea el problema y las distintas aplicaciones. 
No se ha limitado la búsqueda, como es lógico, única y exclusivamente a estos problemas 
concretos, sino que asimismo se han investigado aquellas referencias en las cuales se 
aportaba algo acerca de la estimación de señales, frecuencia, parámetros, etc., que en 
numerosos casos han servido de punto de partida para desarrollar algoritmos. 
Hay autores, como puede desprenderse del estudio, que vienen trabajando en estos temas 
desde hace bastantes años, y la progresión de sus investigaciones reflejan también las 
tendencias tecnológicas actuales. 
2.2. Retrospectiva y estado actual de los sistemas de sincronismo de 
bit y portadora. 
Tras tres décadas de rápido crecimiento [Xiong 94], la industria de comunicaciones por 
satélite se encuentra con una dura competencia de las industrias de telecomunicaciones 
terrestres, es decir, las redes de cable de fibra óptica y la RDSI (red digital de servicios 
integrados -ISDN-), y debe trabajar duro para mantener su posición. En primer lugar, los 
satélites deben ser más o al menos igual de rentables que las comunicaciones terrestres. En 
segundo término, la calidad del servicio por satélite debe ser comparable a los sistemas 
terrestres. En tercer lugar, es una premisa la compatibilidad con la RDSI y la interconexión 
con redes de fibra óptica. 
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En los últimos 15 años, o más, la investigación y desarrollo en técnicas para módem en 
satélites ha estado muy activa y se han descrito muchos resultados. Sin embargo, estos 
resultados están dispersos en toda la literatura. 
Pueden clasificarse los esquemas de modulación digital en dos grandes categorías: 
envolvente constante y envolvente no constante. La clase de envolvente constante es 
apropiada en general para comunicaciones por satélite, debido a las no linealidades de los 
TWTA. Los esquemas CPM (modulación de fase continua), no sólo tienen envolvente 
constante, sino que también tienen transiciones de fase continua. Tienen lóbulos secundarios 
de menor energía que los producidos por los esquema PSK. Los esquemas de envolvente 
constante, como ASK y QAM, no son en general apropiados para aplicaciones con satélites. 
Los esquemas de modulación de envolvente constante clásicos BPSK, QPSK y OQPSK, 
son más simples en términos de realización hardware, pero su eficiencia espectral no 
satisface la demanda de tráfico creciente. Los diversos esquemas CPM son esquemas de 
envolvente constante que conforman el estado del arte. Los esquemas CPM pueden obtener 
ima mejor eficiencia espectral. Además, pueden tener una mejor eficiencia en potencia que 
los MSK con detectores de máxima verosimilitud. Sin embargo, la realización e receptores 
CPM es complicada. Las investigaciones actuales tienen por objetivo la reducción de la 
complejidad sin sacrificar mucho su comportamiento. 
La combinación de la modulación con la codificación de canal para proporcionar una alta 
eficiencia en potencia sin sacrificar la eficiencia espectral es un nuevo reto en el diseño de 
módem para satélites. Las CPM son modulaciones codificadas en sí mismas. 
En comunicaciones de datos existe ima jerarquía de problemas de sincronización a 
considerar. En primer lugar, existe el problema de la sincronización de portadora, que 
concierne a la generación en el receptor de una portadora de referencia con una fase cercana 
a la señal de datos. Esta portadora de referencia se emplea en el receptor para realizar una 
demodulación coherente, generando una señal en banda base. 
A continuación nos encontramos con el problema de la sincronización del reloj de 
recepción con la secuencia de símbolos en banda base. A este se le denomina comúnmente 
sincronismo de bit, incluso cuando el alfabeto de símbolos no es binario. 
Dependiendo del tipo de sistema considerado, problemas de sincronismo de palabra, 
trama y paquete se encontrarán más abajo en la jerarquía de sincronismos. 
Para formatos de modulación que presentan una gran eficiencia espectral, se tiene que los 
requisitos de precisión en el sincronismo se vuelven más severos [Feher 1983]. 
Desafortunadamente, es en estos sistemas de gran eficiencia en los que encontramos mayor 
dificultad en la extracción precisa de la fase de portadora y la información del sincronismo 
de bit mediante operaciones sencillas realizadas sobre la señal recibida. 
La recuperación de portadora (sincronismo de portadora) es necesaria para la 
demodulación coherente. La demodulación coherente ha sido preferida en comunicaciones 
por satélite por el mayor rendimiento en potencia que ofi-ece fi-ente a la no coherente. 
La recuperación del reloj de símbolo (sincronismo de bit) es necesaria para cualquier tipo 
de demodulación y detección. 
La sincronización se hace cada vez más difícil a medida que se aumentan la frecuencia de 
portadora y la tasa de bit. además, en algunos tipos de modulación se requiere un 
balanceado en amplitud de los canales en fase y cuadratura. 
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Los sistemas de sincronismo de bit y portadora son esenciales para un funcionamiento 
eficiente de los módem digitales. Es por ello que son sistemas que han sido estudiados desde 
el comienzo de las comunicaciones. En cuanto al sincronismo de portadora, no sólo es 
necesario realizarlo en sistemas digitales, sino en sistemas analógicos, que aparecieron antes 
que los mencionados anteriormente. Sin embargo, la necesidad de realizar el sincronismo de 
bit aparece con las comimicaciones digitales, puesto que es un problema propio de éstas. 
La solución a estos problemas es dependiente de diversos factores. Los más influyentes 
son el tipo de modulación que se emplee y el canal de comunicaciones. La información 
correspondiente a las modulaciones para caracterizarlas está muy documentada, por lo que 
no plantea problemas su conocimiento. En cuanto al canal de comunicaciones, si bien existe 
mucha información acerca de los canales habituales, en casos particulares es necesario 
realizar una caracterización del mismo para tener un mayor control sobre los efectos que 
produce. 
Tradicionalmente las técnicas que se han venido aplicando se basan en sistemas 
analógicos. Actualmente las técnicas tienden a ser digitales, de modo que se integran en el 
sistema de procesado digital de señal que realiza todo el procesado en banda base. 
Básicamente, para ambos tipos de sincronismo, podemos diferenciar tres tipos de 
técnicas dependiendo del uso que se haga de la tecnología analógica o digital: 
• Técnicas analógicas. En este caso se parte de la señal analógica recibida y se procesa 
mediante un sistema analógico, el cual produce una señal de error que permite corregir 
el error la frecuencia del oscilador (de portadora o de muestreo de los convertidores en 
cada caso) en el receptor. 
• Técnicas mixtas. En este tipo de procesos, se parte de la señal en el receptor digitalizada, 
a partir de la cual, y mediante técnicas de procesado digital de la señal, se obtiene una 
señal digital de error, la cual nos va a permitir controlar directamente el oscilador de 
recepción, o bien, se emplea tm convertidor D/A para obtener la señal analógica de error 
que controle al oscilador. 
• Técnicas digitales. En este caso, los algoritmos de procesado digital de la señal que nos 
permiten obtener la señal de error de frecuencia y fase, están totahnente integrados en el 
DSP. El oscilador (de portadora o de los convertidores A/D) no es controlado y la 
corrección se realiza sobre la señal digital en banda base. 
Los métodos digitales de sincronismo no están completamente establecidos [Gardner 88] 
y son base de estudios actuales. El tema es relativamente reciente. La literatura existente 
está dispersa, incompleta y muy ligada a métodos analógicos, y frecuentemente resulta 
complicado de leer a menos que se tenga un buen bagaje matemático. No hay ningún sitio 
en el que un diseñador de módem pueda aprender los fimdamentos de los métodos digitales 
de sincronismo. 
2.2.1. Sistemas de sincronismo de portadora. 
Los sistemas de sincronismo de portadora son los más estudiados y de los que podemos 
encontrar bibliografía fácilmente, debido a que se emplean tanto en sistemas analógicos 
como en sistemas digitales. Es por ello que están basados en muchas ocasiones en técnicas 
analógicas. Pero la mayor parte de dichos sistemas se basan en el empleo de lazos 
enganchados en fase (PLL) [Mesershmitt. 79], [Gupta 75], [Franks 80], [Benedetto 87]. 
La realización del sincronismo de portadora en un receptor significa extraer de la señal 
recibida los parámefros necesarios para determinar con precisión adecuada tanto la fase 
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como la frecuencia de la portadora de la señal. La solución de este problema está 
condicionado por la aplicación en concreto (el canal de comunicaciones y las perturbaciones 
que introduzca) y por el tipo de modulación que se emplee. 
En numerosas ocasiones pueden emplearse simplemente im PLL para llevar a cabo dicha 
fimción. Para poder emplear este sistema de sincronismo es necesario que se cumplan unas 
ciertas condiciones. Un PLL básicamente realiza un seguimiento de la fase instantánea de la 
portadora de la señal. Debido a esta característica, sólo pueden realizar un seguimiento del 
error en un estrecho rango de frecuencias alrededor de la frecuencia de reposo. Es decir, es 
básicamente xm sistema de banda estrecha. 
En el funcionamiento del PLL (y en general de cualquier sistema de sincronismo) se 
diferencian dos fases: adquisición y seguimiento. Durante la primera fase se produce el 
enganche a la frecuencia de la portadora, siempre y cuando esté dentro de im cierto margen; 
puede decirse que se hace una corrección gruesa del error. En la etapa de seguimiento se 
realiza un ajuste fino de la fase instantánea de la portadora. 
Cuando nos encontramos con sistemas en los cuales los posibles errores de frecuencia 
son elevados, como ocurre en los sistemas de comtmicaciones mediante satélites de órbita 
baja, en que el efecto Doppler que se produce es cuantioso, o que sufren otras degradaciones 
importantes de la señal, el empleo de un PLL no es la técnica más apropiada debido 
básicamente a la imposibilidad de realizar la adquisición inicial del error de frecuencia. En 
estos casos se recurre al empleo de otros esquemas o algoritmos, como son los lazos de 
control automático de frecuencia (AFC). 
Una práctica usual es la de emplear dos bucles diferentes. Un primer bucle se emplea 
durante la fase de adquisición en la cual se determina de forma gruesa el error de frecuencia, 
y cuando el error detectado está por debajo de un cierto umbral se conmuta a la fase de 
seguimiento, en la que otro bucle (que puede ser un PLL) se encarga del ajuste fino de la 
fase instantánea de a portadora [Ahmad 92]. Los algoritmos empleados en cada fase son 
diferentes, puesto que en im caso se frata de buscar un error de frecuencia. En la 
adquisición, a los algoritmos que llevan a cabo la detección del error se les suele denominar 
Detectores de Error de Frecuencia (FED). En cambio, en la fase de seguimiento se requiere 
im ajuste fino de la fase instantánea, para lo que se emplean los que se denominan 
comúnmente Detectores de Error de Fase (PED) [Alberty 89], [Gardner 88], [Moeneclaey 
94]. 
De forma similar al caso anterior, en lugar de pensar en el empleo de dos bucles 
separados para la ayuda a la adquisición cuando el error de frecuencia es elevado y para el 
seguimiento, puede pensarse en un único bucle en el que dependiendo de la magnitud del 
error de frecuencia determinado se ajusten los parámetros del lazo de forma adecuada para 
realizar un ajuste fino en la fase de seguimiento. 
En la bibliografía podemos encontrar diversos algoritmos para obtener el error de 
frecuencia en bucles de confrol automático de frecuencia (AFC) [Natali 84]. Los sistemas de 
comxmicaciones por satélite sufren de distintas distorsiones, entre ellos el efecto Doppler, 
multitrayecto especular y anomalías ionosféricas. Además, los bucles de control automático 
de frecuencia cuando se realiza detección diferencial son más robustos que los PLL. En 
[Natali 84], las técnicas que describe enfran denfro de la categoría de analógicas y mixtas. 
Diferencia entre tres tipos de técnicas de discriminadores de frecuencia (o detectores de 
error de frecuencia): 
• Discriminadores basados en diferenciación y producto. 
• De producto cruzado. 
Junio 1999 
Estado actual de los sistemas de sincronismo de bit y portadora 11 
• Detectores de filtros duales. 
• Basados en la transformada discreta de Fourier (DFT). 
Dentro de la primera categoría nos encontramos con el cuadricorrelador, que pueden 
emplearse como ayuda a la adquisición o como sistema único de control de frecuencia 
[Gardner 85]. El cuadricorrelador fiíe presentado por Shaeffer [Shaeffer 42], pero es 
Richman [Richman 54] el que le da nombre y lo describe con cierta profundidad. El 
cuadricorrelador balanceado es el que presenta un mejor comportamiento, y requiere 
mezcladores, filtros paso bajo y derivadores. Estos último pueden plantear un serio 
problema en el diseño, aunque soporta bien las aproximaciones. Uno de los problemas que 
presenta el cuadricorrelador es el ruido propio, que puede generar un jitter no tolerable, 
aunque \m diseño apropiado puede hacerlo despreciable [D'Andrea 93]. El coste del diseño 
final es un factor importante a tener en cuenta, así como el volumen del dispositivo, lo cual 
hace inviable algunas soluciones. La realización de cuadricorreladores en sistemas digitales 
no es compleja, por lo que se adapta a las tendencias tecnológicas actuales. 
Los métodos basados en el empleo de la DFT (o FFT) han sido también objeto de estudio 
[Natali 84], [Shah 95], [Gardner 88]. La precisión obtenida mediante este método depende 
de la carga computacional que es capaz de soportar el sistema trabajando en tiempo real, por 
lo que normahnente se restringe su empleo en la adquisición de la frecuencia de portadora, 
en que no se necesita mas que una precisión determinada. Este es un método que se adapta 
para ser realizado en sistemas digitales. 
Otra técnica de adquisición de portadora cuyo comportamiento es comparable al 
cuadricorrelador pero con una complejidad mucho menor es el detector de filtros duales 
[Benavente 97c], [Benavente 97d], [Benavente 97e]. Se trata de xm algoritmo sencillo cuya 
realización digital resulta especialmente simple. Este tipo de sistema de adquisición se basan 
en realizar ima medida diferencial de la energía a la salida de dos filtros simétricos respecto 
a la frecuencia de referencia. Con estos algoritmos es posible obtener ruido propio nulo con 
un cuidado diseño de los filfros. La convergencia del algoritmo depende de las 
características de los filtros que se empleen. Cuanto más abrupta sea la característica en 
frecuencia, más rápida será la adquisición. Filtros con bandas de fransición abruptas 
requieren un elevado número de coeficientes los cual implica retardos grandes que pueden 
ser inadmisibles, ya que prolongarían el tiempo de adquisición fuera de márgenes tolerables. 
Es por ello que debe existir im compromiso enfre las características que se desean obtener. 
La concepción óptima de determinar el error de frecuencia y de fase es mediante el 
algoritmo de estimación de máxima verosimilitud (ML), basado en probabilidades de error 
mínimas. La mayoría de los métodos descritos anteriormente se obtiene como 
simplificaciones del algoritmo ML [Gardner 86], [Gardner 90], [Karam 92], [Classen 93], 
[Karam 95] [Tetment 97], incluidos los PLL, es decir, se trata de sistemas subóptimos. Las 
simplificaciones tienen por objetivo obtener algoritmos más sencillos que los que se 
obtienen mediante un análisis directo del ML, el cual no sería práctico. Cuando realizamos 
dichas simplificaciones se realizan en base a una serie de suposiciones basadas en las 
características de la señal tratada y, por tanto, de la modulación. Debido a ello resulta en 
ocasiones difícil o imposible concretar un algoritmo basado en el ML que sea 
computacionabnente eficiente y sencillo. De dichas simplificaciones se obtienen sistemas 
dirigidos por la decisión, ayudados por los datos o no ayudados por los datos. 
La tendencia actual en el diseño de sistemas está vinculada por la necesidad de 
integración de sistemas, de modo que puedan realizarse mediante técnicas digitales. En 
numerosas ocasiones se trata de adaptar los algoritmos que se realizaban en sistemas 
analógicos, y en ofros aparecen nuevas técnicas que sólo resultan eficientes al realizarlas en 
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un sistema digital. Es por ello que las investigaciones deben ir encaminadas a la búsqueda 
de algoritmos sencillos, eficientes, de baja carga computacional. 
2.2.2. Sistemas de sincronismo de bit. 
Los subsistemas de sincronismo de bit tienen como misión que las muestras que se toman 
de la señal, para a partir de ellas extraer la información transmitida con la menor 
probabilidad de error posible, estén tomadas en los instantes de tiempo óptimo, es decir, 
cuando el ojo (del diagrama de ojos) tiene la mayor abertura. Este sincronismo debe 
realizarse tanto en fi:ecuencia como en fase, pues es lo que garantizará que las muestras se 
hayan tomado en los instantes más apropiados. 
Las técnicas tradicionales para solventar el problema del sincronismo de bit han sido 
analógicas. Soluciones típicas han sido, entre otras, el empleo de ventanas temporales que 
permitieran medir el error de sincronismo de bit. 
La tendencia actual es la integración en el DSP del subsistema de sincronismo de bit, de 
modo que se consigan equipos más compactos, eficientes, flexibles y baratos. En cuanto a 
esta tendencia, las técnicas más actuales se sustentan en la teoría de cambio de velocidad de 
muestreo. En este sentido podemos encontramos con soluciones diferentes, como se 
comentan a continuación, que básicamente se basan en un caso en realiza retardos 
fi*accionarios respecto del período de bit, y algoritmos que permiten obtener retardos 
continuos, que a priori parecen los más interesantes. 
Laakso [Laakso 96] realiza una revisión de técnicas de diseño de filtros FIR y filtro paso 
todo para aproximaciones de banda limitada de un retardo digital fi"accionario. Plantea 
diferentes tipos de soluciones bajo la consideración del mínimo error cuadrático para el 
diseño de los filtro FIR. Asimismo, describe el diseño de filtro FIR maximahnente planos 
mediante la interpolación de Lagrange. También expone la obtención del filtro FIR con 
criterios minimax. Por otro lado, la aproximación de retardos fi-accionarios mediante filtros 
paso todo la describe desde la perspectiva de mínimos cuadrados, retardo de grupo 
maximalmente plano y criterio minimax. 
El problema de la interpolación está ampliamente documentado, ya que su aplicación se 
extiende a múltiples campos de la ciencia, por lo que huelga decir que la innovación en este 
aspecto es nula. 
El otro aspecto importante de la corrección de los errores de sincronismo de bit 
empleando interpoladores, son el detector de error de sincronismo de bit, encargado de 
determinar la cuantía del error en el instante de muestreo, y el subsistema de control del 
interpolador el cual, a partir de la función de error determinada por el detector de error de 
sincronismo de bit actúa sobre el interpolador para determinar los valores correctos de las 
muestras (ideahnente). 
2.3. Conclusiones. 
Se ha tratado en este capítulo de dar una visión general de las soluciones que han venido 
aportándose en el pasado a los problemas de sincronismo de bit y portadora en módem 
digitales. 
La transición hasta el estado actual ha venido de la mano de los avances tecnológicos en 
el diseño de sistemas digitales. 
La trayectoria ha seguido el camino lógico de aplicar los conocimientos y tecnología 
disponibles en cada momento. Así, primero se aplicaron las bien conocidsis técnicas 
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analógicas desarrolladas en sistemas analógicos independientes del receptor digital. Con 
forme las capacidades de procesado de los sistemas digitales han aumentado, se fueron 
traspasando la realización de determinadas funciones a los sistemas digitales, coexistiendo 
para la resolución del problema tecnologías analógica y digital. Esto da lugar a los sistemas 
mixtos, en que determinadas funciones del algoritmo lo realiza el sistema digital (como es la 
detección del error) y otra parte la realiza el sistema analógico (como es la corrección del 
error). 
En im principio se trataron de adaptar técnicas analógicas para ser realizadas en 
procesadores digitales, pero la aparición de técnicas propias de los sistemas de 
procesamiento digital resultaba evidente y necesario. 
El estado tecnológico actual permite a los procesadores digitales capacidades de 
procesamiento y velocidades que eran inimaginables hace algunos años. Es por ello que hoy 
en día se prefiere la integración en procesadores digitales, lo cual lleva a técnicas piucamente 
digitales. Esto es así no sólo por razones tecnológicas, sino por la serie de ventajas que 
reúnen los sistemas de procesado digital frente a sus equivalentes analógicos, entre otras, 
flexibilidad, precisión, potencia de cálculo, reprogramabilidad. 
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Parte II 
Canales de 
Comunicación 
3. Canal de comunicaciones para satélites LEO 
3.1. Introducción. 
En presente capítulo se describen los rasgos correspondientes al canal de comunicaciones 
que se establece para satélites de órbita baja (LEO). Se profundizará en aquellos aspectos 
que sean críticos para los sincronismos de portadora y bit, los cuales se describen en el 
siguiente punto. Existen otros efectos comunes a sistemas de comunicaciones (via radio o 
no), como la atenuación, el ruido y las interferencias, que no hacen particular este tipo de 
canal, por lo que sólo se enumerarán. 
3.2. Descripción del canal. 
El canal de comunicaciones para satélites de órbita baja está influenciado por todos los 
efectos que sufren los canales via radio y algún otro efecto particular de la disposición de 
transmisores y receptores. La calidad de la comunicación depende de la calidad de la señal 
que llega al receptor, que depende en gran medida de la intensidad con que el transmisor 
radia la señal y de cómo el receptor la recibe. A continuación se relacionan estos efectos. 
En primer término, este canal de comunicaciones se establece por visión directa entre el 
satélite y la estación terrena lo cual condiciona la disponibilidad del enlace. Si no se produce 
esa visión, no se establece canal de comunicación. Este es un hecho básico en satélites LEO, 
ya que no son geoestacionarios, es decir, el satélite gira de forma continua y periódica 
ah-ededor de la tierra, por lo que la comimicación entre satélite y estación terrena 
únicamente se lleva a cabo durante el período de tiempo durante el cual la estación terrena 
ve al satélite, desde que aparece por el horizonte (en un extremo de la trayectoria) hasta que 
desaparece por el horizonte (del otro extremo), y que constituye ima pequeña fracción del 
período de rotación alrededor de la tierra. 
Debido al movimiento del satélite girando akededor de la tierra, la estación terrena lo 
observa como un transmisor/receptor móvil. Este hecho produce el efecto de mayor 
relevancia en el sincronismo de portadora y bit: el efecto Doppler. Debido al movimiento de 
uno de los extremos del canal de comunicación, la frecuencia de la portadora observada en 
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uno de los terminales (el receptor), es distinta de la emitida por el transmisor. Esto es debido 
a que la distancia entre ambos extremos varía con el tiempo, como se describe con más 
detalle con posterioridad. 
El siguiente efecto que nos encontramos es el de atenuación. Debido a la distancia entre 
satélite y estación terrena se produce una atenuación de la señal transmitida. Esta atenuación 
viene determinada por la fórmula de Friis para el espacio libre. Debido al movimiento del 
satélite, la distancia entre éste y la estación terrena no es fija, sino que varía con el tiempo. 
Esto hace que la atenuación que introduce el canal no sea constante; cambia en un amplio 
margen, por lo que requiere que el receptor tenga un margen dinámico elevado. 
Posteriormente se describe el margen dinámico en que se encontrará la señal. 
Además de la atenuación del espacio libre, hay que añadir otros efectos que degradan la 
comunicación en el sentido de atenuación que sufre la señal. Estos efectos son los debidos a 
fenómenos meteorológicos (lluvia, niebla, nieve, granizo, nubes) cuya posible presencia ha 
de preverse en el diseño del sistema en forma de atenuaciones adicionales. Estos efectos 
están predichos de forma estadística y se introducen en el diseño del sistema como una 
atenuación adicional. 
Otro efecto degradante de la comimicación es el ruido. El principal ruido que nos 
encontramos es el ruido blanco Gaussiano, que es con el que se modela el canal. La 
presencia de ruido se evalúa como una cierta relación señal a ruido (SNR), parámetro de 
diseño del sistema (o bien la energía de bit sobre la potencia de ruido Eb/No). 
Además del ruido, ha de contarse con la posible interferencia provocada por otras 
radiaciones, contra las cuales ha de protegerse lo mejor posible el sistema (filtrado adecuado 
en las diferentes etapas del sistema). 
Existen otros efectos como el de alteración de la polarización de la onda (que producirá 
interferencia por polarización cruzada en el caso de reutilización por cambio de 
polarización), etc., que no aportan aspectos interesantes a la investigación, por lo que se 
omiten. 
En los siguientes puntos, en que se relatan con más detenimiento las degradaciones 
producidas por el efecto Doppler y el margen dinámico de la señal debido a la variación de 
la atenuación por trayecto, se describen detalles más concretos acerca del canal de 
comunicación relacionados con dichos aspectos. 
La geometría del canal de comunicación se representa en la figura 1, teniendo como 
parámetros relevantes la altura del satélite hsat respecto de la superficie terrestre de 645.24 
Km, y una velocidad angular de giro alrededor de la Tierra de 0.001083 rad/seg, con un 
período de giro de 97.63 minutos. El satélite describe una órbita que tiene una inclinación de 
97.97° respecto al ecuador de la Tierra. Con ello se garantiza la cobertura en los casquetes 
polares. Habría que introducir una pequeña corrección en la velocidad de giro del satélite 
(que ya está incluida en el valor determinado) debida a la rotación de la Tierra, cuya 
velocidad angular es de 0.00437526 rad/min (o lo que es equivalente 7.2921-10'^ rad/s). 
3.3. Efecto Doppler. 
Si suponemos que una estación fija sobre la superficie de la Tierra es un observador 
estacionario, y tomamos como ejemplo la órbita del satélite que pasa justo sobre la estación, 
si el satélite se mueve hacia el observador con una velocidad Vs (entendida esta velocidad 
como aquella que se observa en la dirección entre satélite y estación terrena), el observador 
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intercepta más ondas por segundos, lo que se interpreta como un aumento de la frecuencia 
de la onda observada, siendo: 
c-v„ 
efectiva f (3.1) 
la longitud de onda efectiva de la onda observada. 
La frecuencia de las ondas recibidas por el observador será, por tanto: 
c 
/ = 
1 
c 
en cuya expresión: 
Vs>0 si la fuente se mueve hacia el receptor 
Vi < O si la fuente se mueve en sentido contrario 
/es la frecuencia transmitida 
X.' es la longitud percibida por la estación terrena 
c es la velocidad de la luz en el vacío. 
/ (3.2) 
La desviación de la frecuencia recibida respecto a la fransmitida, o frecuencia Doppler, 
viene dada por la expresión [1]: 
V , 
JD - / / (3.3) 
donde: 
ft es la frecuencia transmitida 
V, es la componente de la velocidad del satélite dirigida hacia el receptor 
Vp es la velocidad de fase de la luz (c). 
En la tabla 3.1 se reflejan los datos correspondientes a la desviación de la frecuencia 
debido al efecto Doppler y la variación de la misma con el tiempo, que afectan al sistema de 
comunicación mediante satélite de órbita baja. Estos datos han sido obtenidos mediante 
simulaciones realizadas con MATLAB y C/C++. 
Elevación (°) 
Fooppier (kHz) 
dFooppiei/dt (Hz/seg) 
5 
9.2 
1.1 
6.5 
13.4 
10 
9.1 
2.6 
4.7 
23.5 
20 
8.6 
8.2 
5.0 
32.4 
30 
7.9 
18.7 
4.2 
47.3 
Tabla 3.1. Datos sobre la frecuencia Doppler (proporcionada por el DNTA) 
Se han realizado también simulaciones correspondientes a la obtención de la frecuencia 
Doppler y la variación de la frecuencia Doppler en el caso en que el satélite recorriese ima 
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trayectoria que le situara en una posición perpendicular respecto a la de la estación terrena 
mostrando las curvas de variación de los diferentes parámetros de interés. Para ello se han 
empleado los siguientes valores y relaciones (que se representan en la figura 3.1): 
Ángulo de giro instantáneo (tomado como origen de fases el ecuador del extremo de 
levante): 
e = Q)t 
Radio de giro del satélite: 
D = R + hsat 
donde hsat es la altura del satélite respecto a la superficie terrestre (que es de 645 Km). 
Radio de la Tierra: 
R = 6378.14 Km 
H = R + h 
H = D sen e = D sen cot 
h = D sen e - R 
L = D eos 9 = D eos cot 
r^  = h^  + L^  = D^ sen^  9 + R^  - 2 D R sen cot + D^ cos^  OJt = D^ + R^  - 2 D R sen cot 
Distancia entre satélite y estación terrena: 
r = {D^+R^- 2DR senicot)]'^ (3.4) 
Figura 3.1. Geometría del canal de comunicación mediante satélite LEO. 
La velocidad radial del satélite (en la dirección satélite-estación) está dada por la 
variación de la distancia respecto al tiempo, es decir: 
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_ dr{t)_ 
V, = - -DRco eos cot 
^^ (n^+R^-lDRsenatY^ 
de modo que la frecuencia Doppler vendrá dada por la siguiente expresión: 
/ , DR eos (úí 
(3.5) 
fi Doppler 
C C (D^+R^-2DRscn(0tY^ 
(3.6) 
La variación de la frecuencia Doppler respecto al tiempo viene dada por la derivada de la 
frecuencia Doppler respecto al tiempo, es decir: 
# z Doppler Ji 
c di 
[-DR(0^ sen(Ot\D^ +R^ -IDRsencútY 
(D^+R^ -IDRsmcot) 
{DRcocosGa)-(D^ +R^ -2DRsQn(i»y^{-2DRot)cos(m) 
(D^+R^-2DRsenO)t) 
(3.7) 
donde se han tenido en cuenta las siguientes relaciones entre distancias y ángulos de la 
geometría de la órbita para obtener las expresiones (3.5), (3.6) y (3.7): 
cos^g L 
rcosdg =Dcos6 = L 
h = H-R = Dsene-R 
„ D s e n 0 - r ^ R 
tanv. = = tand cos0 
Dcose D 
0g = arctan ( R ^ tand COS0 
D 
sen0g=— =» 0g=arcsen— 
r r 
donde de es el ángulo de elevación con que la estación terrena ve al satélite. El ángulo 6 
tiene como origen de tiempos la línea que pasa por el ecuador. 
Los parámetros de las simulaciones realizadas se han ajustado conociendo que la órbita 
del satélite se encuentra a una altura de 645 Km sobre la superficie terrestre. Las curvas 
correspondientes a esta simulación se han realizado para una velocidad angular de 0.001083 
rad/seg, y son las que se representan en la figura 3.2. 
En dicha figura 3.2, se aprecia cómo en el horizonte de observación (del extremo de 
levante), cuando la elevación es de aproximadamente 5° (tomados como origen de tiempos 
en las distintas gráficas que se han obtenido en ñmción del tiempo), el Doppler es máximo 
debido a que es máxima la variación de la distancia respecto al observador (velocidad radial 
en el sentido satélite-observador). Esa desviación de frecuencia va disminuyendo según se 
acerca el satélite al observador, siendo mínima en valor absoluto e igual a O cuando la 
posición del satélite está exactamente sobre la vertical de la estación terrena de observación. 
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La discusión anterior está realizada basándose en que la órbita del satélite es la que pasa 
justo sobre la vertical de la estación terrena, tal como se comentó anteriormente. 
Según se aleja el satélite de la vertical de la estación terrena, la frecuencia Doppler va 
atimentando en sentido negativo hasta alcanzar el máximo de nuevo en el horizonte (de 
poniente) de observación. 
100 200 300 400 
Tiempo(s) 
500 600 700 
Figura 3.2. Desviación de la frecuencia Doppler en función del tiempo. 
100 200 700 300 400 500 
Tiempo(s) 
Figura 3.3. Variación de la desviación de la frecuencia Doppler en función del tiempo 
En la gráfica representada en la figura 3.3, puede apreciarse cómo la desviación de 
frecuencia Doppler es mayor en valor absoluto segiin nos vamos acercando al punto en que 
el satélite está sobre la vertical de la estación terrena. Esto se debe a que en ese pimto es 
cuando nosofros vemos al satélite moverse más rápido, es decir, velocidad satélite-estación 
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terrena es máxima y, por tanto, la variación de frecuencia Doppler es más rápida. Debido a 
la simetría del sistema respecto al ángulo 6e=90°, la variación de frecuencia Doppler vuelve 
a disminuir al alejarse el satélite. 
80 100 120 140 160 180 
Elevación (°) 
Figura 3.4. Desviación de frecuencia Doppler en función de la elevación 
Normalmente no se maneja la distancia como parámetro de la posición del satélite 
respecto de la estación terrena, sino que resulta más útil hacer referencia al ángulo de 
elevación, 6e, con que ve la estación al satélite (respecto a la tangente a la Tierra en el pimto 
de observación). Es por ello que la gráfica representada en la figura 3.4 es equivalente a la 
de la figura 3.1, pero esta vez en función del ángulo de elevación del satélite como 
parámetro. En el punto de máxima elevación, la desviación de fi-ecuencia Doppler es nula, 
como cabría esperar, al tener una componente radial de la velocidad también nula. 
^ -20 
-100 
-120 
80 100 
Elevación (°) 
180 
Figura 3.5. Variación de la desviación de frecuencia Doppler en función del ángulo de elevación 
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En la figura 3.5 podemos apreciar cómo la variación de frecuencia Doppler es mínima en 
los horizontes de observación, es decir, cuando la velocidad radial es nunima, y se observa 
al satélite con un movimiento relativo más lento. El valor máximo se produce cuando el 
ángulo de elevación, de, es de 90°, efecto que ya se comentó en la figura 3.3, y que 
corresponde al momento en que el satélite pasa por la vertical correspondiente a la posición 
de la estación terrena. 
Tal como se indicó, el satélite es visto por la estación terrena únicamente durante un 
breve intervalo de tiempo del período de rotación del satélite. Por ello resulta también útil 
realizar una representación de la variable descrita (frecuencia Doppler, elevación, distancia), 
en función del tiempo, tomando como origen de tiempo el instante en que aparece por el 
horizonte. De esta forma se obtienen las representaciones de las figuras 3.6 y 3.7. 
160 
140 
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20 
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100 200 300 400 
Tiempo (s) 
500 600 700 
Figura 3.6. Ángulo de elevación del satélite en función del tiempo 
600 
100 200 300 400 
Tiempo {s) 
500 600 700 
Figura 3.7. Distancia del satélite en función del tiempo 
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Figura 3.8. Distancia del satélite en función del ángulo de elevación 
Las figuras 3.7 y 3.8 reflejan perfectamente cómo la velocidad relativa del satélite, 
observada desde la estación terrena, no varía de forma uniforme. La diferencia aparente de 
las curvas se debe a la diferencia de escala entre los ejes de elevación y tiempo, conversión 
que no es lineal, tal como puede apreciarse en la figura 3.6. El mínimo de las curvas 
corresponde a los 645 Km, que es la altura del satélite (es decir, cuando está situado sobre la 
vertical de la estación terrena), mientras que el máximo corresponde al horizonte de 
observación, tanto por el extremo de levante como el de poniente. 
En la tabla 3.II, se muestran los datos suministrados por el INTA sobre la distancia entre 
satélite y estación terrena para distintos valores del ángulo de elevación. 
Elevación (°) 
Distancia (Km) 
5 
2436.2 
10 
2034.2 
20 
1479.5 
30 
1148.4 
Tabla 3.IL Datos suministrados por el INTA sobre la distancia en función de la elevación. 
La tabla 3.III representa asimismo valores de la distancia entre satélite y estación 
obtenidos mediante simulación, aportando un mayor número. Puede observarse que existe 
una correspondencia casi exacta en los valores simulados, como cabría esperar. 
Elevación (°) 
Distancia (Km) 
5 
2441 
10 
2036.9 
20.1 
1474.4 
30.3 
1140.3 
39.8 
964.3 
50.5 
811.8 
59.9 
734.1 
69.5 
684.3 
80.2 
653.7 
89.6 
645 
Tabla 3.IIL Distancia en función de la elevación (datos simulados). 
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3.4. Pérdidas en espacio libre: margen dinámico. 
En condiciones de cielo despejado, la onda transmitida sufre una atenuación en su 
propagación. Esta pérdida viene dada por la ecuación de Friis para las pérdidas en espacio 
libre, cuya expresión es la siguiente: 
L = 
(And Andf \2 
V ^ J 
o bien en unidades logarítmicas: 
I = 2 0 1 o g ^ ^ (dB) 
(3.8) 
(3.9) 
donde: 
d es la distancia del enlace, 
X es la longitud de onda, 
/es la frecuencia, 
c es la velocidad de la luz en el vacío. 
Para conocer el margen dinámico que debe soportar el receptor, no tenemos mas que 
tener en cuenta las atenuaciones máxima y mínima que sufre la señal. Es equivalente a decir 
que con conocer los recorridos máximo y rm'nimo que va a realiza la señal para las 
diferentes posiciones en que puede encontrarse el satélite en su órbita, respecto a la estación 
terrena. Esta relación se desprende del análisis de la expresión (3.9). 
La distancia mínima a la que se dispondrá el satélite es justo cuando se halla sobre la 
vertical de la estación terrena, es decir, a una distancia igual a la altura del satélite respecto 
de la superficie terrestre, rmin-hsaF^AS km. En el caso de la distancia máxima, ésta se dará 
en los extremos de la órbita (tanto levante como poniente). Con estos datos y la geometría 
de la órbita es sencillo calcular la distancia máxima. La distancia máxima a la que podremos 
encontrar el satélite (correspondiente a una elevación de O") es rmax-'^'^AS km. Con estos 
valores, encontramos que el margen dinámico enfre la atenuación mínima y la máxima es 
de: 
M ) , = 2 0 l o g ( r ^ ^ / r ^ , J = 13.19 dB 
Dicho margen dinámico podría verse incrementado teniendo en cuenta que cuanto menor 
es la elevación, más perjudicial es el efecto de los fenómenos meteorológicos, por lo que es 
conveniente tener en cuenta algún dB adicional. 
Elevación (°) 
C/No (dB) 
Eb/No (dB) 
SNR (dB) 
5 
47.3 
3.5 
0.3 
10 
49.9 
6.1 
2.9 
20 
52.7 
8.9 
5.7 
30 
54.9 
11.1 
7.9 
Tabla 3.rv. Datos sobre la frecuencia Doppler (proporcionada por el INTA) 
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El la tabla 3.IV se aportan datos acerca del balance de enlace, que forma parte de los 
parámetros de diseño, y fueron proporcionados por el INTA. En ella se puede apreciar el 
efecto de las diferentes distancias a las que se pueden encontrar satélite y estación terrena a 
lo largo de la órbita de aquél. 
Los parámetros que aparecen en la tabla anterior tienen el siguiente significado: 
C es la potencia recibida a la entrada del receptor (potencia de la portadora). 
No es la densidad espectral de potencia de ruido. 
Eb es la energía recibida por bit (suponiendo que la velocidad de transmisión del 
radiofaro es 24 kbps). 
La SNR se obtiene mediante las siguientes relaciones: 
Sm = ^ ^ = ^ ^ = —- (3.10) 
N,B N^ B N,B 
La relación entre la potencia de portadora y la energía por bit viene dada por: 
r F 
— = —T, (3.11) 
Una forma muy común y apropiada para representar la relación señal a ruido es en 
unidades logarítmicas. De esta forma, la SNR quedaría expresada como: 
SNR(dB) = —(dB)-lOlogB (3.12) 
en función de la relación portadora a ruido en dB t el ancho de banda del canal. 
El ancho de banda se ha calculado mediante la simulación de ima señal GMSK 
empleando una secuencia de datos aleatoria. Además, se ha introducido ima desviación de 
frecuencia Doppler de 10 kHz (algo superior al caso peor), una variación con el tiempo de 
esta desviación Doppler de -120 Hz/seg (también algo superior al caso peor), y se ha 
considerado \ma relación señal a ruido de -6 dB (bastante inferior al caso peor estimado), de 
tal modo que el espectro de la señal sería el que se muestra en la figura 3.9. 
En dicho espectro puede apreciarse el valor de la desviación de Doppler de 10 kHz que 
se introdujo. Si tomamos el lóbulo principal del espectro como ancho de banda de la señal 
GMSK (criterio cercano al BW del 99% de la energía de la señal), este ancho de banda es de 
unos 20 kHz. 
El ancho de banda del filtro paso banda que debe estar situado en la etapa de RF del 
receptor para filtrar ruido e interferencias, deberá tener un ancho de banda de: 
BWtotai = BWseñai + FDoppier+ Desviacióu de osciladores 
El ancho de banda de la señal es BWseñaF 20 kHz, tal como se ha indicado anteriormente. 
El valor del incremento de ancho de banda por la frecuencia Doppler en el caso peor está 
dado por FDoppieF2-10 kHz = 20 kHz, debido a que hay que considerar las posibles 
desviaciones en sentido positivo y negativo (que de hecho se dan a lo largo de la órbita del 
satélite). 
En cuanto a las desviación debidas a los osciladores, podemos tomar un valor usual en 
osciladores comerciales, es decir, una tolerancia de ±10 p.p.m., que sobre la frecuencia de 
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portadora de 400 MHz, se obtiene en el caso peor ^xn incremento de ancho de banda por la 
tolerancia de los osciladores de 8 kHz 
Recopilando todos los datos anteriores, supone un ancho de banda alrededor de 48 kHz, 
por lo que pueden especificarse 50 kHz para tener en cuenta otras tolerancias (componentes 
de los filtros) y derivas temporales. 
Espectro de amplitud de la señal GMSK 
-10 O 10 
Frecuencia (kHz) 
Figura 3.9. Espectro de la señal en línea GMSK donde se incluye 
una desviación de frecuencia Doppler y ruido. 
Con los datos descritos anteriormente, puede describirse la relación señal a ruido de la 
siguiente forma: 
SNR(dB) = — (dB) -10 log 50000 = — - 41 dB 
N. iV„ 
que tiene en cuenta el ancho de banda que se ha determinado, obteniendo así los valores 
presentados en la tabla 3.IV. 
Como ancho de banda se podrían también usar otros criterios, como la anchura a 3 dB, o 
el correspondiente a la función gaussiana del pulso básico de la señal GMSK, 
correspondiente al producto BT que para el módem especificado es de BT=0.3, donde T es 
el periodo de bit, que según especificación de diseño del módem es de 1/24000 seg., 
correspondientes a una tasa binaria de 24 kbps. 
En la figura 3.10, se representa la relación señal a ruido medida en dB en función del 
tiempo, mientras que en la figura 3.11 se representa en función del ángulo de elevación. Las 
tendencias en ambas curvas vuelven a ser similares, con la ya citada diferencia del cambio 
no lineal de escalas entre distancia y ángulo de elevación. Se tomó como valor inicial la 
SNR en el horizonte de observación, que es 0.3 dB. Se observa que la variación se produce 
en sentido contrario al de la distancia, ya que según se aproxima el satélite a la estación 
terrena (según disminuye la distancia), la relación SNR alimenta debido a la mayor cercanía 
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del satélite. Las expresiones usadas para el cálculo de esta SNR ya se han descrito 
anteriormente, así como el BW utilizado en estos cálculos. 
En las ambas figuras puede observarse que la menor atenuación de la señal, o lo que es 
equivalente, la mayor SNR, se obtiene cuando el satélite se encuentra sobre la vertical de la 
estación terrena (ángulo de elevación de 90°), ya que este es el pvmto para el que la distancia 
entre ambos es la menor posible. 
100 200 300 400 
Tiempo (s) 
500 600 700 
Figura 3.10. Relación señal a ruido (SNR) en función del tiempo 
Figura 3.10. Relación señal a ruido (SNR) en función de la elevación 
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3.5. Pruebas realizadas mediante simulación. 
Se han realizado diversas pruebas mediante simulación en C/C++ sobre el 
comportamiento del algoritmo de sincronismo de portadora. Los resultados en función de 
los distintos parámetros utilizados se presentan en las tablas 3.V a 3.IX. 
El objetivo de las tablas que se presentan es la de evaluar cuál será la calidad de la 
comunicación establecida por el sistema, o lo que es equivalente, hacer una previsión de la 
probabilidad de error del sistema de comunicación ante diferentes combinaciones de 
parámetros que se puedan dar (error de frecuencia por efecto Doppler, variación de la 
misma, relación SNR). 
Las condiciones en que se ha reaUzado la simulación es para una señal GMSK con 
BT=0.3 y una tasa de bit de 24 kbps. 
Hay parámetros cuyos valores están ligados, en una estrecha dependencia entre uno y 
otro debido a que están determinados por la geometría de la órbita del satélite. Este es el 
caso de la frecuencia Doppler y la variación de la misma respecto al tiempo. Para cada 
ángulo de elevación se tiene, tal como se indicó mediante las gráficas que se presentaron 
con anterioridad, un valor de frecuencia Doppler y una variación dadas. 
'^central 
(kHz) SNR (dB) 
Fooppler (kHz) 
dFooppier/dt (Hz/seg) 
Bits evaluados 
Bits erróneos 
Pe 
0 
10 
0 
0 
146916 
0 
0 
0 
5 
0 
0 
146916 
3 
2.042-10"' 
0 
0 
0 
0 
146916 
2421 
1.64810-^ 
Tabla 3.V. 
5 
10 
0 
0 
146916 
0 
0 
5 
5 
0 
0 
146916 
8 
5.445-10-' 
5 
0 
0 
0 
146916 
2478 
1.687-10"^ 
Fcentral (kHz) 
SNR (dB) 
Fooppler (kHz) 
dFooppier/dt (Hz/seg) 
Bits evaluados 
Bits erróneos 
Pe 
5 
10 
9.2 
-1.1 
146916 
0 
0 
5 
5 
9.2 
-1.1 
146916 
18 
1.22510-^ 
5 
0 
9.2 
-1.1 
146916 
3890 
2.648-10-^ 
Tabla 3.VL 
5 
10 
6.5 
-13.4 
146916 
0 
0 
5 
5 
6.5 
-13.4 
146916 
20 
1.361-10"^ 
5 
0 
6.5 
-13.4 
146916 
3771 
2.567-10"^ 
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Fcentral ( k H z ) 
SNR (dB) 
Fooppler ( k H z ) 
dFuoppier/dt (Hz/seg) 
Bits evaluados 
Bits erróneos 
Pe 
Fcentral ( k H z ) 
SNR (dB) 
Fooppler ( k H z ) 
dFooppier/dt (Hz/seg) 
Bits evaluados 
Bits erróneos 
Pe 
Fcentral ( k H z ) 
SNR (dB) 
Fooppler ( k H z ) 
dFooppier/dt (Hz/seg) 
Bits evaluados 
Bits erróneos 
Pe 
5 
10 
9.1 
-2.6 
146916 
0 
0 
5 
10 
8.6 
-8.2 
146916 
0 
0 
5 
10 
7.9 
-18.7 
146916 
0 
0 
5 
5 
9.1 
-2.6 
146916 
21 
1.429-10"* 
5 
0 
9.1 
-2.6 
146916 
3825 
2.60410"^ 
Tabla 3.VII. 
5 
5 
8.6 
-8.2 
146916 
28 
1.906-10-^  
5 
0 
8.6 
-8.2 
146916 
3833 
2.643-10-^ 
Tabla 3.VIII. 
5 
5 
7.9 
-18.7 
146916 
16 
1.08910"' 
5 
0 
7.9 
-18.7 
146916 
3825 
2.60410"^ 
Tabla 3.IX. 
5 
10 
4.7 
-23.5 
146916 
0 
0 
5 
10 
5 
-32.4 
146916 
0 
0 
5 
10 
4.2 
-47.3 
146916 
0 
0 
5 
5 
4.7 
-23.5 
146916 
26 
1.77-10-* 
5 
5 
5 
-32.4 
146916 
20 
1.361-10-* 
5 
5 
4.2 
-47.3 
146916 
31 
2.1110"' 
5 
0 
4.7 
-23.5 
146916 
3802 
2.588-10-^ 
5 
0 
5 
-32.4 
146916 
3867 
2.632-10"^ 
5 
0 
4.2 
-47.3 
146916 
3819 
2.599-10"^ 
Se observa, como cabría esperar, un deterioro de la tasa de bits erróneos a bits evaluados 
al disminuir la relación señal a ruido, no detectándose ningún error para relaciones señal a 
ruido superiores a unos 10 dB. Para O dB la SNR no se puede calificar como mala, ya que si 
observamos la señal I-Q en estas condiciones está tan distorsionada que es difícil descubrir 
que realmente es una modulación GMSK. 
En tablas 3.X a 3.XII se puede apreciar cómo el valor de desviación de frecuencia 
Doppler y de la tasa de variación de esta desviación no son factores determinantes en el 
resultado de la relación entre bits erróneos y bits evaluados. Es cierto que cuando no existe 
efecto Doppler los resultados son sensiblemente mejores, pero en caso de existir no se 
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percibe irna diferencia significativa en los resultados obtenidos. La evaluación del 
comportamiento se ha realizado con diferentes valores de la relación señal a ruido, lo que da 
lugar a las tres tablas mencionadas. Manteniendo este valor como parámetro, se varía la 
frecuencia Doppler para estudiar su efecto. 
SNR (dB) 10 10 10 10 10 10 10 10 10 
*^ D^oppler 
(KHz) 
9.2 6.5 9.1 4.7 8.6 
dF, Doppler -1.1 -13.4 -2.6 -23.5 -8.2 
7.9 4.2 
-32.4 -18.7 -47.3 
dt 
(Hz/seg) 
Bits 
erróneos 
Berr/Be 
Tabla 3.X. 
SNR (dB) 5 
í^ ^Doppler 
(KHz) 
O 9.2 6.5 9.1 4.7 8.6 7.9 4.2 
dF. Doppler O -1.1 -13.4 -2.6 -23.5 -8.2 -32.4 -18.7 -47.3 
dt 
(Hz/seg) 
Bits 3 18 20 21 26 28 20 16 31 
erróneos 
Berr/Be 2.042-lO'M.225-10^ 1.36110"'1.42910"^ 1.7710-^ 1.90610"'1.36110"^ 1.08910"^ 2.1110"' 
Tabla 3.XL 
SNR (dB) O 
*^  Doppler 
(KHz) 
O 9.2 6.5 9.1 4.7 8.6 7.9 4.2 
"''Doppler O -1.1 -13.4 -2.6 -23.5 -8.2 -32.4 -18.7 -47.3 
dt 
(Hz/seg) 
Bits 2421 3890 3771 3825 3802 3833 3867 3825 3819 
erróneos 
Berr/Be 1.64810-^ 2.64810-^ 2.56710"^ 2.60410"^ 2.588-10-^ 2.64310-^ 2.63210-^ 2.60410"^ 2.59910-^ 
Tabla 3.XII. 
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Posteriormente a las praebas descritas, se han realizado otras en las mismas condiciones 
de modulación y con la misma tasa binaria, pero esta vez se han utilizado 1470546 bits. 
Aunque este número ya se puede considerar elevado, no es suficiente ni es el método más 
correcto de evaluar la probabilidad de error, si bien es cierto que es im mejor indicativo que 
las pruebas anteriores del comportamiento del sistema ante las condiciones del canal 
introducidas en la simulación y aquí reflejadas. Los resultados se presentan aquí ordenados 
para una SNR constante y una Fooppier constante en cada tabla. En estas tablas 3.Xni a 
3.XXI se pretende reflejar la influencia que ejerce la variación de la desviación de 
frecuencia Doppler en la tasa de bits erróneos. 
SNR (dB) 
Fooppler ( K H z ) 
dFooppier/dt (Hz/seg) 
Bits OK 
Bits erróneos 
Berr/Be 
SNR (dB) 
Fooppler ( K H z ) 
dFooppier/dt (Hz/seg) 
Bits OK 
Bits erróneos 
Berr/Be 
SNR (dB) 
Fooppler ( K H z ) 
dFooppler/dt 
(Hz/seg) 
Bits OK 
Bits erróneos 
Berr/Be 
5 
9.2 
0 
1470334 
212 
1.441-10^ 
5 
5 
0 
1470355 
191 
1.29910^ 
5 
0 
0 
1470508 
38 
2.58410-^ 
5 
9.2 
-10 
1470341 
205 
1.39410"' 
5 
9.2 
-20 
1470379 
167 
1.13610"' 
Tabla 3.XIII. 
5 
5 
-10 
1470354 
192 
1.30610"' 
5 
5 
-20 
1470329 
217 
1.47610"' 
Tabla 3.XIV. 
5 
0 
-10 
1470344 
202 
1.374-10"' 
5 
0 
-20 
1470305 
241 
1.63910"' 
Tabla 3.XV. 
5 
9.2 
-40 
1470360 
186 
1.265-10"' 
5 
5 
-40 
1470332 
214 
1.455-10"' 
5 
0 
-40 
1470352 
194 
1.319-10"' 
5 
9.2 
-80 
1470370 
176 
1.197-10"* 
5 
5 
-80 
1470351 
195 
1.326-10"' 
5 
0 
-80 
1470339 
207 
1.408-10"* 
5 
9.2 
-110 
1470339 
207 
1.408-10"' 
5 
5 
-110 
1470337 
209 
1.421-10"* 
5 
0 
-110 
1470350 
196 
1.33310"* 
César Benavente Peces U.P.M 
32 Tesis Doctoral 
SNR (dB) 
Fooppler ( K H z ) 
dFooppler/dt 
(Hz/seg) 
Bits OK 
Bits erróneos 
Berr/Be 
SNR (dB) 
Fooppler ( K H z ) 
dFooppler/dt 
(Hz/seg) 
Bits OK 
Bits erróneos 
Berr/Be 
SNR (dB) 
Fooppler ( K H z ) 
dFDoppier/dt 
(Hz/seg) 
Bits OK 
Bits erróneos 
Berr/Be 
SNR (dB) 
*^Doppler 
(KHz) dFooppier/dt 
(Hz/seg) 
Bits OK 
Bits erróneos 
Berr/Be 
3 
9.2 
0 
1467889 
2657 
1.807-10-^  
3 
5 
0 
1467804 
2742 
1.86510'^ 
3 
0 
0 
1469629 
917 
6.23610"' 
1 
9.2 
0 
1452511 
18035 
1.226-10-^  
3 
9.2 
-10 
1467794 
2752 
1.87M0-^ 
3 
9.2 
-20 
1467811 
2735 
1.860-10-^  
Tabla 3.XVI. 
3 
5 
-10 
1467922 
2624 
1.78410-' 
3 
5 
-20 
1467793 
2753 
1.872-10-' 
Tabla 3.XVIL 
3 
0 
-10 
1467809 
2737 
1.861 10"^  
3 
0 
-20 
1467694 
2852 
1.939-10-^  
Tabla 3.XVIII. 
1 
9.2 
-10 
1452656 
17890 
1.21710"^ 
1 
9.2 
-20 
1452452 
18094 
1.230-10-^  
Tabla 3.XIX. 
3 
9.2 
-40 
1467963 
2583 
1.756-10-' 
3 
5 
-40 
1467826 
2720 
1.850-10"^ 
3 
0 
-40 
1467759 
2787 
1.895-10-' 
1 
9.2 
-40 
1452369 
18177 
1.236-10"^ 
3 
9.2 
-80 
1467827 
2719 
1.849-10' 
3 
5 
-80 
1467788 
2758 
1.875-10-' 
3 
0 
-80 
1467734 
2812 
1.912-10"' 
1 
9.2 
-80 
1452155 
18391 
1.251-10-^  
3 
9.2 
-110 
1467704 
2842 
1.933-10' 
3 
5 
-110 
1467640 
2906 
1.976-10"' 
3 
0 
-110 
1467683 
2863 
1.947-10"' 
1 
9.2 
-110 
1451796 
18750 
1.27510"^ 
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SNR (dB) 
Fooppler ( K H z ) 
dFooppier/dt 
(Hz/seg) 
Bits OK 
Bits erróneos 
Berr/Be 
5 
0 
1452307 
18239 
1.24010'^ 
5 
-10 
1452396 
18150 
1.234-10-^  
5 
-20 
1452441 
18105 
1.23110-^ 
5 
-40 
1452227 
18319 
1.246-10-^  
5 
-80 
1452060 
18486 
1.257-10"^  
5 
-110 
1451437 
19109 
1.299-10' 
Tabla 3.XX. 
SNR (dB) 
Fooppler ( K H z ) 
dFDoppler/dt 
(Hz/seg) 
Bits OK 
Bits erróneos 
Berr/Be 
0 
0 
1460619 
9927 
6.750-10"' 
0 
-10 
1451571 
18975 
1.290-10"^  
0 
-20 
1451727 
18819 
1.280-10"^  
Tabla 3.XXI. 
0 
-40 
1451859 
18687 
1.271-10"^  
0 
-80 
1451533 
19013 
1.29310"^ 
0 
-110 
1451109 
19437 
1.322-10"^  
Se observa que, salvo para los casos en que no hay desviación de frecuencia Doppler, no 
hay una variación significativa en la tasa de bits erróneos a bits evaluados por modificar la 
variación de la desviación de frecuencia Doppler, lo cual indica la calidad de los algoritmos 
de enganche utilizados y la capacidad de corrección de los mismos. Y también se puede 
observar si pasamos de una tabla a otra cómo tampoco existe gran diferencia en los 
resultados por estar situados en el comienzo de la secuencia de bits enviada en un valor de 
fi-ecuencia Doppler o en otro, manteniendo constante la SNR. Luego se confirman las 
afirmaciones sobre la calidad de los algoritmos de enganche. 
No vamos a ordenar las tablas en este caso según las variaciones de SNR, como hicimos 
en las primeras pruebas presentadas por no extendemos demasiado en resultados que ya 
están dados. Simplemente observando las tablas para unos valores constantes de desviación 
de fi"ecuencia Doppler y variación de la misma y variando la SNR se observa como al bajar 
de 2 en 2 dB la SNR, la tasa entre bits erróneos y bits evaluados baja akededor de un orden 
de magnitud en cada paso (evidentemente no de forma lineal, como es lógico conociendo las 
curvas de BER en función de la SNR típicas de las modulaciones). 
3.6. Conclusiones. 
En el presente capítulo se ha tratado de extraer una serie de nociones y resultados que 
afectarán al comportamiento de los sistemas de sincronismo de bit y portadora y que 
condicionarán la posibilidad de aplicar irnos algoritmos y que otros no sean válidos bajo las 
condiciones del canal. En función de dichos factores habrá de investigar en el sentido de 
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obtener algoritmos que ofrezcan unas prestaciones satisfactorias teniendo en cuenta las 
limitaciones prácticas que puedan establecerse. 
Desde el punto de vista del sincronismo de portadora, se ha llegado a la conclusión que el 
canal sufre de un fuerte efecto Doppler. Según las estimaciones y simulaciones realizadas, el 
intervalo de valores en que puede encontrarse dicha desviación de frecuencia es de +10 kHz. 
Por tanto, deberá emplearse un algoritmo que sea capaz de engancharse con errores de 
frecuencia de tales magnitudes. 
Al efecto Doppler habría que añadir además los errores de frecuencia debido a las 
tolerancias de los osciladores, tanto de transmisión como de recepción, lo cual hace que el 
margen de enganche del sistema de sincronismo de portadora sea aún mayor (casi ±20 kHz). 
Además de la capacidad de enganche del algoritmo de sincronismo de portadora, ha de 
tenerse en cuenta el comportamiento en seguimiento de las variaciones del error de 
frecuencia. 
El error de frecuencia provocado por el efecto Doppler no produce un error de frecuencia 
constante, tal como se ha demostrado anteriormente, sino que varía con el tiempo. Además, 
la tasa de variación con el tiempo no es constante; depende del ángulo de elevación con que 
se vea al satélite. Es por ello que ha de preverse un algoritmo capaz de seguir dichas 
variaciones, que en el peor de los casos es de unos -110 Hz/seg.. 
El otro efecto relevante sobre el que se ha investigado es el margen dinámico con el que 
van a trabajar los sistemas de sincronismo, y más concretamente, pues es el factor que 
definitivamente afecta a los mismos, el margen de variación de la relación S/N. El ruido 
afectará tanto a al sincronismo de bit como al de portadora. No sólo habrá de tenerse en 
cuenta el margen de variación de la SNR, sino cuál es el menor valor que va a encontrarse, 
pues éste será el valor más crítico. 
Existen algoritmos de sincronismo que son más sensibles al ruido y a las interferencias 
que ofros, por lo que con las limitaciones prácticas que se impongan, habrá de investigarse 
cuál resulta más eficiente en el sentido de rechazo al ruido (más robusto). 
En concreto, tal y como se describió anteriormente, se ha enconfrado que la menor 
relación SNR que se va a tener estar en tomo a O dB, con im margen de variación de unos 
13.2 dB. 
3.7. Bibliografía. 
[1] Timothy Pratt and Charles W. Bostian, 'Satellite Communications'. John Wiley & 
Sons, 1986. 
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4. Canal de comunicaciones mediante líneas de 
Alta y Media de Tensión 
4.1. Introducción. 
En el capítulo que se aborda a continuación, se ha tratado de investigar sobre los canales 
que forman las líneas de distribución de energía de alta, media y baja tensión. Esto no es xin 
canal propiamente dicho, sino que se emplea una estructura construida para otros fines (la 
distribución de energía) como canal de comunicación, por lo que habrán de conocerse los 
problemas que puede suscitar su empleo para el transporte de señales. 
El propósito que se plantea es el de realizar una caracterización adecuada del canal de 
comunicaciones que se desea establecer, en el que influirán tanto la constitución física del 
mismo (las líneas de distribución, la tierra, os aislamientos entre secciones y los 
acoplamientos empleados para la extracción de las señales), como las perturbaciones que 
puedan producirse (ruido, atenuación, no linealidades) tanto inherentes del sistema como 
captadas del exterior. 
La organización de este capítulo es como se indica a continuación. En primer término se 
describirá y analizará la arquitectura empleada como canal de comunicaciones. En los 
siguientes puntos se analizarán las condiciones de los canales establecidos indicando cuáles 
son los efectos que pueden influir en la caracterización del canal: impedancias 
características, atenuaciones, ruido e interferencias, de las diferentes secciones. 
4.2. Descripción de la arquitectura del canal. 
Las diferentes secciones de líneas de alta, media y baja tensión, están aisladas entre sí 
mediante transformadores dispuestos a tal efecto. Estos transformadores garantizan un 
aislamiento elevado, cuantifícado en un nivel superior a 30 dB. 
Para realizar el establecimiento del canal, puede formarse tomando y extrayendo la señal 
entre una de las fases y tierra, aunque también podrían haberse empleado dos fases de las 
líneas de distribución. 
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Los circuitos mediante los cuales se introduce y extrae la señal al canal de comunicación 
son poco convencionales, ya que hemos de tener en cuenta que en las líneas de media 
tensión encontramos voltajes de 10 kV, capaces de destruir circuitos que no hayan sido 
construidos para tal propósito. 
La forma de extraer la señal de la línea es la que se representa en la figura 4.1, mediante 
una arquitectura que introduce filtrado y aislamiento eléctrico. En primer término tenemos 
un divisor de tensión constituido por un condensador de 100 nF y una bobina de 7 mH. La 
fimción de este conjunto es la de filtrar la señal, de modo que se atenúen las componentes de 
50 Hz de la línea. La señal dada por este divisor se aplica a la denominada Unidad de 
Acoplamiento Primario (U.P.A.), constituida por un transformación de relación variable y 
\m condensador. 
La unidad de acoplamiento primario es la que permite inyectar la señal a transmitir a las 
líneas de distribución de energía, así como extraerla en el extremo receptor. 
El transformador de relación variable contenido en la UPA permite regular el nivel de 
señal a su salida, de modo que sea adecuado para atacar al modem. Además proporciona un 
aislamiento eléctrico. 
El condensador incluido en la UPA tiene fiínciones de filtrado de las componentes 
indeseadas. 
340 nF 
7inH 
Unidad Primaria de 
Acoplamiento (U.P.A.) 
Figura 4.1. Arquitectura del canal de comunicación. 
4.3. Canal de distribución de Alta Tensión. 
En el caso de comunicación a través de líneas de distribución de alta tensión, las 
frecuencias que se utilizan pertenecen al intervalo de 40 a 500 kHz. Frecuencias inferiores a 
las indicadas no se utilizan debido a la pérdida de eficiencia de los dispositivos de bloqueo y 
aislamiento, así como a las limitaciones de los elementos de acoplamiento. Tampoco se 
utilizan fi'ecuencias superiores debido a las pérdidas producidas por la radiación que 
comienza a tener lugar, interferencia con transmisiones de radio de onda larga (que se 
inducen en las líneas de distribución) y las pérdidas en los conductores que constituyen las 
líneas de alta tensión. 
Existen dos problemas típicos en la topología de las líneas de alta tensión. El primero es 
la existencia de derivaciones en línea, tal como se indica en la figura 4.2, que provoca una 
desadaptación de impedancias, generándose como consecuencia ondas estacionarias. Esto 
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provoca la introducción de picos de atenuación dependientes de la longitud de la línea de 
derivación. Estos son problemas que no son controlables, ya que no se han construido para 
transportar señales de información. 
TRANSFOR-
MADOR RECEPTOR 
Figura 4.2. Derivaciones en líneas de alta tensión. 
Aproximadamente, los picos de atenuación que aparecen se encuentran espaciados en 
frecuencia im valor de: 
¥ = 150 LjeriÁkm) (kHz) 
donde Lderiv es la longitud de la línea de derivación. Deberá, por tanto, a la hora de elegir la 
frecuencia de portadora, cuáles son las frecuencias a las que tendremos atenuaciones de 
señal considerables. 
El segundo problema característico de estas líneas es debido a la transposición de las 
mismas (como se indica en la figura 4.3), cuyo efecto es la introducción de importantes 
atenuaciones, dependientes del número de transposiciones que se produzcan, el tipo de 
acoplamiento, la longitud de la línea, la resistividad de tierra y de la frecuencia empleada en 
la comunicación. El valor de esta atenuación adicional se encuentra típicamente en el rango 
de 2 a 21 dB. 
TRANSFOR-
MADOR 
Figura 4.3. Transposición de líneas. 
RECEPTOR 
Por otro lado, la impedancia característica de la línea de alta tensión, aunque resistiva, 
depende de la línea y de la resistividad de tierra. Si el acoplamiento es fase-tierra la 
impedancia puede estar en el rango 200-400 Q, mienfras que si es fase-fase, el valor de la 
impedancia se encontrará en el rango 300-500 Q. En cualquier caso se hallan en el mismo 
margen de valores. 
En resumen, puede afirmarse que la atenuación introducida por la línea de alta tensión 
está afectada por la pérdida en los elementos de bloqueo, resistividad del conductor y tierra, 
de los agentes atmosféricos (humedad, lluvia, hielo, nieve), de la topología (transposiciones, 
derivaciones), del tipo de acoplamiento. Se ha determinado también que el valor de la 
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atenuación aumenta con la frecuencia, por lo que no se pueden emplear frecuencias elevadas 
para las transmisiones. 
Por último, determinar la caracterización en cuanto al ruido. Existen dos causas 
principales de ruido. El primero de ellos es inherente a la propia línea, y se denomina efecto 
corona. Se produce por descargas en la zona ionizada alrededor de los conductores. Para 
anchos de banda pequeños (del orden de 4 kHz), puede aproximarse al ruido blanco 
gaussiano aditivo. 
La otra fuente básica de ruido es debida al ruido impulsivo, que es provocado por las 
manipulaciones en los seccionadores o interrupciones en la distribución. 
Además de estas las dos anteriores, existen otras fuentes de ruido e interferencia, tales 
como las descargas atmosféricas, averías de tierra o interferencias con ondas de radio u 
otros sistemas de comunicación que empleen portadoras en el entorno del ancho de banda 
del canal que anteriormente se comentó. 
4.4. Canal de distríbución de Media y Baja Tensión. 
En lo referente a las comunicaciones realizadas a través de líneas de distribución de 
media y baja tensión, únicamente se hará referencia al caso en que el enlace físico no 
incluye el paso a través de transformadores de media a baja o de baja a media tensión. 
Un elemento que suele introducirse en las líneas de media y baja tensión para compensar 
la componente reactiva de la onda de tensión de 50 Hz es lo que se denomina banco de 
condensadores. Según se indica en la norma 1334-1-4 de la lEC, el efecto de estos 
elementos es la aparición de un valle en el valor de la impedancia, en tomo a los 30 kHz en 
media tensión y 5 kHz en baja tensión. Por esta causa, el empleo de frecuencias mayores a 
50 kHz hace que la existencia de los bancos de condensadores no represente un sumidero 
importante de señal. 
En cuanto a los cables de distribución, en el caso de media tensión, la impedancia 
característica está en el rango de 20 a 40 fí, con una atenuación cuando se le conecta su 
impedancia característica de 1.5 a 5 dB/km en la banda de frecuencia de 20 a 200 kHz. En el 
caso de baja tensión, el rango en el cual se sitúa el valor de la impedancia característica es 
de 40 a 120 Q., con una atenuación cuando está cargado por su impedancia característica en 
el rango de 2 a 10 dB/km, para un margen de frecuencias de 20 a 200 kHz. 
A diferencia de las líneas de comunicación homogéneas terminadas con una impedancia 
característica, como puede ser el cable telefónico, en las que la atenuación se debe 
únicamente a las pérdidas de línea, las redes de distribución de media y baja tensión están 
desacopladas en los pxmtos de transición entre inicio de línea, cable y fin de línea. Esto es 
así porque las líneas de transporte de energía no están concebidas como soporte para 
comunicaciones. 
Para la banda de frecuencia de 20 a 200 kHz, el comportamiento de la línea de media 
tensión no se ve influenciado por la carga de los consumidores (conexión o desconexión de 
aparatos), ya que los transformadores de media a baja tensión aseguran un buen aislamiento 
(mayor de 30 dB). 
El ruido que se encuentra en la líneas de media tensión es tanto de banda ancha como de 
banda estrecha. Mediciones realizadas por la lEC sobre anchos de banda de 3 kHz muestran 
que el ruido decrece con la frecuencia. Un valor típico del ruido medio en la banda de 3 a 95 
kHz es de 2mV rms. 
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Para el mismo rango de frecuencias, el comportamiento de las líneas de baja tensión 
depende dramáticamente de la carga de consumidores, ya que están conectados 
directamente a la línea sin ningún dispositivo de acoplo que permita VOÍ aislamiento. Esto 
hace que la impedancia sea variable en un margen de 2 a 150 Q, y exista una atenuación 
fuerte, en el rango de 5 a 10 dB/km. 
El ruido que aparece en las líneas de media tensión es también tanto de banda ancha 
como estrecha. Según la lEC, se tiene que para frecuencias superiores a 50 kHz el ruido está 
en irnos niveles aceptables. Un valor típico es menos de ImV rms a una frecuencia de 70 
kHz (siendo las condiciones de medida con un ancho de banda de 500 Hz) durante el 90 % 
del tiempo. 
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Parte III 
Receptor Lineal 
para Señales GMSK 
5. MODULACIONES CPM 
5.1. Introducción. 
En este capítulo se pretende realizar una revisión del análisis de una señal de fase 
continua, su expresión general. Esta expresión nos da una representación exacta de la señal 
CPM. Además se realiza una revisión a una representación alternativa a partir de la cual 
podemos obtener una aproximación a la expresión exacta mediante un modelo lineal, al 
poder representar la señal CPM de forma aproxiamda como una señal PAM. Esta última 
representación es especialmente útil cuando se requieren formas sencillas de receptores, 
sugiriendo dicha representación que puede hacerse uso de un receptor lineal, reduce 
considerablemente su complejidad. 
Se ha tratado de dar una visión clara del problema, pues en diferentes bibliografías nos 
encontramos formulaciones y resultados poco clarificadores. 
Los resultados que se obtienen en este capítulo son clave, ya que son empleados 
posteriormente sin profundizar en los mismos para no reiterar. 
5.2. Expresión general. 
Una señal modulada de fase continua tiene como expresión genérica: 
x(t) = Acosi(OJ + (p{t)) (5.1) 
Donde A es la amplitud máxima alcanzable por la señal, cOo la pulsación de portadora y 
(p(t) la fase de la señal que depende del tiempo. En concreto (p(t) depende de los datos que se 
transmiten, y tiene la forma 
(p{t)=7üh^a^q(t-kT) nT<t<{n + l)T (5.2) 
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donde q(t) es la función que conforma la variación de la fase q)(t) a lao largo del tiempo. La 
expresión (5.1) podría incluir un término de fase inicial 6, de modo que podríamos expresar 
la señal modulada en la forma 
x(t) = Acos{(Oj + <p{t) + e) (5.3) 
Desde el punto de vista de análisis de la señal, resulta más ventajoso trabajar con la señal 
analítica correspondiente a (1), de modo que podemos expresar la señal modulada en la 
forma: 
s{t) = ^ exp [(OJ + (p(t) + d] (5.4) 
expresión en la que resulta sencillo separar los términos correspondientes a la frecuencia de 
portadora, la fase inicial y el término de fase variable con el tiempo (la modulación en sí). 
La constante h que aparece en la expresión (5.2) es el índice de modulación, que va a 
determinar la variación de la fase entre un bit y el siguiente. 
La función (p(t) puede obtenerse a partir de la expresión: 
(p(t) = 7di¡f^a,g(T-kT)dT (5.5) 
donde 
m^i'^'^gií-kT)) (5.6) 
corresponde a la secuencia de pulsos de los bits conformados por la función g(t), que sería la 
respuesta al impulso del filtro conformador. T es el período de bit. De este modo podemos 
relacionar las funciones g(t) y q(t) a través de la expresión 
g{t)=¡g(T)dT: (5.7) 
Dependiendo de las características de la función g(t), así obtendremos modulaciones 
CPM con diferentes propiedades. 
Partamos de un caso genérico, y consideremos que la función g(t) es una función tal que: 
UO Q<í<LT , _ 
g ( 0 = „ ^ (5.8) 
[ O resto 
es decir, que es de duración finita. El número L es im entero e indica el número de períodos 
de bit durante el cual g(t)9K). Además, consideramos que g(t) es simétrica respecto LT/2, es 
decir: 
g{t) = g(LT-t) (5.9) 
Por otra parte, para obtener las variaciones de fase adecuadas en la señal modulada se 
requiere que (con las definiciones dada) 
g(0) = 0 ¡g(t)dt = l (5.10) 
—oo 
La función g(t) podría ser de la forma que se representa en la figura 5.1. 
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Pulso conformador g{t) 
Figura 5.1. Pulso conformador. 
Las propiedades de la función g(t) se traducen en características que ha de poseer la 
función q(t). Según la condición dada en (5.10) tendremos que 
9(0) = O 
q(LT) = l 
{q{t) = \t>LT) 
Y, además 
\-q{t) = q{LT)-q{t) = q{LT -t) 
La función q(t) podría ser de la forma indicada en la figura 5.2. 
(5.11) 
(5.12) 
Función de variación de fase q(t) 
1 2 3 
Figura 5.2. Función q(t). 
De este modo, volviendo a las expresiones (5.4) y (5.6), el valor que toma la fase (p(t) 
depende de todos los bits que se han transmitido, ya que la función q(t) no se extingue con 
el tiempo. Así, el conocimiento de (p(t) en un intervalo de tiempo nT<t<(n+l)T no puede 
conocerse sólo a partir del bit transmitido durante dicho intervalo, sino que es necesario 
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conocer lo que se transmitió con anterioridad, que nos dará la fase de la señal antes de 
transmitir el bit actual. 
q(t-nT) 
(n-4)T nT (n+1)T (n+4)T 
q(t-(n-1)-n 
/ 
(n-4)T nT (n+1)T (n+4)T 
q(t-(n-2)T) 
/^^ 
^ 
(n-4)T nT (n+1)T (n+4)T 
q(t-(rv3m 
o (rv4)T 
q(t-(n-4)T) 
nT (rH-1)T (rH4)T 
(n-4)T nT (n+1)T (n+4)T 
Figura 5.3. Funciones q(t-kT) en el intervalo nT<t<(n+l)T (L=4). 
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Consideremos que L=4 y queremos conocer cómo varía (p(t) en el intervalo de tiempo 
nT<t<(n+l)T, es decir, durante el intervalo de transmisión de bit n-ésimo a„. En tal caso, los 
términos que componen (p(t) (y más concretamente las funciones q(t-kT)) serán como se 
representa en la figura 5.3. 
Observando la figura se desprende que las únicas funciones que sufren variación en el 
intervalo nT<t^n+l)T son: 
q(t - nT) 
q{t -{n- \)T) (5.13) q{t-{n-2)T) 
q(t-in-3)T) 
(que se corresponde en términos generales con la función q(t-(n-L+l)T)). El resto de las 
funciones de la forma q(t-(n-k)T) con k>4 (k>L en la generalización) toman valor unidad a 
partir del instante de tiempo t=nT, aportando una contribución constante a partir de ese 
instante de tiempo. 
De esta forma, la función (p(t) podríamos expresarla del siguiente modo: 
<p{t)=7th ^a^q{t-kT) + (p„ nT<t<(n + l)T (5.14) 
k=n-L+\ 
donde 
n-L 
(p„=7iíi^a, (5.15) 
t=-~ 
Finalmente, la señal modulada quedaría definida mediante la expresión 
{ f n \^ 
s{t) = exipijicoj + 6 + (p(t)) = exTp< j a)J + 9+7di 2Íi^k^(^-^T) 
exp^ j 
/' n n-L ^ 
(úJ + 0+7th ^a^q{t-kT) + 7di^a^ 
^_ k=n-L+\ it=-~ / 
nT<t<{n + \)T 
(5.16) 
(Hay que tener en cuenta que ((j(t) cuando se mide es una función módulo-27t y las 
posibles restricciones del índice de modulación). 
5.3. Represéntacióii exacta x^ a^  CPM. 
Consideremos, de la expresión (5.16), únicamente la parte correspondiente a la variación 
de fase (p(t), es decir, 
í n n-L ^ 
exp(7^(í)) = exp JTih ^a^q{t-kT) + jiúi^a^ nT <t<{n + \)T 
\ t=n-i,+l t= -« ) 
(5.17) 
que podemos escribir nuevamente como 
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exp(7<¡0(/)) = exp jnh ^a,qit-kT) 
k=n-L+\ 
exp 
) 1 *— J 
nT<t<(n + \)T 
(5.18) 
El segundo término de esta expresión es una constante en el intervalo nT<t<(n+l)T. 
Podemos definir dicho término como: 
b„ = exp 
n-L n-L 
JTCh 5^ a¿ =Yl QT^vU^a^) (5.19) 
La forma particular de b„ depende del índice de modulación h que se emplee. 
Consideremos el primer término de la expresión (5.18): 
( n \ 
exp • ' ' ^ ' ' ~ (5.20) jnh ^a,q{t-kT) = Y[QX^{j7tha,q{t-kT)) 
k=n-L+\ J k=n-L+] 
Analicemos cada uno de los términos que componen esta expresión. Los términos que 
forman la expresión (5.20) es un conjunto de funciones exponenciales complejas 
multiplicadas entre sí, que son de la forma 
&x^{j Jtha^q{t-kT)) = cosida ^q{t-kT))+jsQn{Kha,^q(t-kT)) (5.21) 
donde los datos que se transmiten pueden tomar los valores «¿={+1-1}. Sabemos que las 
funciones seno y coseno cumplen la siguiente propiedad sen()8) = -sen(-j3) y, 
respectivamente. Luego podemos reescribir (5.21) en la forma: 
exp{j7dja^q(í - kT)) = cos{7thq(t -kT))+ ja^ sen{7ühq(t - kT)) (5.22) 
A continuación se realizará una manipulación de la expresión anterior haciendo uso de 
relaciones trigonométricas, de modo que obtengamos expresiones más útiles con la 
intención de buscar una descripción más sencilla de la señal. Con tal fin obtenemos las 
siguientes relaciones: 
Qxp{j7^a,^q{t - kT)) = cos{7ühq(t - kT))+ ja^ SQn{7¡hq(t - kT)) 
sen(;c^) sen(;i/i) 
sen[;7¡:^  - nhq(t - kT)] cos(nh) + ja^ sen(7ih) 
sen(;c^) 
sen[nh-7ihq(t-kT)] 
sen(7tit) 
+ -
+ exp(j7ühai^) 
sen(7di) 
sen^hqijt - kT)] 
sen[7chq(t - kT)] 
sen(7dt) 
(5.23) 
donde se han empleado las siguientes relaciones: 
sen[;rt/? - 7diq(t - kT)] = sen(7lh)cos(7diq(t - kT)) - cos(;r/2) sea.(jthqit - kT)) 
cos(7ch) + jO/^ sen(7üh) = cos(7dia¡^ ) + j sen(7iha^) = cxp(j7rha^) 
Definimos a continuación ima función auxiliar: 
7thq(t) t < LT 
y/(t) = -7zh-ldiq(t-LT) t>LT 
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Se cumplirá que la función y/ft) será simétrica respecto LT si se da: 
Tüh - 7ihq{t) = nhq(LT -1) 
Podemos definir la siguiente función: 
sen(7üh) (5.24) 
Figura 5.4. Función auxiliar V|/(t). 
Con esta definición tendremos: 
sen [7dig(t-kT)] 
= S_,{t) 
sen(7ch) 
sen ^  - 7!hq(t - kT)] 
sen{7ch) = 5.... (O 
(5.25) 
Funciones S„(t) y S,(t+LT) 
•10 -5 O 5 10 
Figura 5.5. Funciones S.k(t) y S-k+LÍO con L=4. 
De esta forma podemos reescribir (5.23) mediante las funciones definidas en (5.25): 
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txp{jnha,q{t-kT))=S_,^^(t) + Qx^Unha,)S_,{t) (5.26) 
Tenemos que, a partir de (5.22), podemos describir el término correspondiente a la 
variación de fase de la señal modulada de la siguiente forma: 
n 
Q\p{j(PÍt)) = b„ TI ^ MMaMt - kT)) 
k=n-L+] 
= b„tl iS-,.L (O + oxpijnha, )S_, (/)) nT<t<(n + l)T 
k=n-L+\ 
(5.27) 
A continuación llevamos a cabo el siguiente cambio de variable.- k-n-i. De este modo se 
obtiene: S.IC+L(Í)=S.„+Í+L(0 y S.k(t)=S.„+i(t). De este modo podemos reescribir (5.27) en la 
forma: 
expC/-<p(/)) = 6„ í t i^i^L-„ (O + exp(y;rfia„_, )5,_„ (O) nT<t<in+\)T (5.28) 
1=0 
Ahora debemos evaluar la forma del término: 
L-\ 
n ( '^>i-" (') + exp(7;i^«„, )5,_„ (0) (5.29) 
j = 0 
Cada producto resultante puede denominarse componente de señal. De la observación de 
los productos resultantes, vemos que hay algunos que son iguales a otros pero desplazados 
en el tiempo, con lo cual podemos considerar que tenemos 2^  productos (sumandos 
resultantes del desarrollo de la expresión (5.29) al realizar los productos involucrados), pero 
sólo 2^'' componentes de señal diferentes. Para £=4 tendríamos 16 productos y sólo 8 
componentes de señal diferentes. 
Del estudio de la tabla 5.1, se observa que algunos productos resultantes son versiones 
desplazadas en el tiempo de otros productos. De esta forma se concluye que con conocer los 
productos po(t) ... P7(t), podemos determinar todos los productos involucrados en la 
formación de la señal CPM según la descripción realizada como combinación lineal de 
funciones. 
En todos estos productos interviene S.n(t), que estaba definida en la expresión (5.24). 
Luego podríamos escribir esta función como producto de S.n(t) con la función producto del 
resto de las ftinciones que intervienen enpi(t), con 0<i<2^'-l. Por ejemplo: 
Po(t) = S.MU^r-M) (5-30) 
y tendremos que (considerando L=4): 
r=l 
L-i 
AsíO = Poit + ^ T) = S_„(t + 4T)llS^_„{t + 4T) (5.31) 
r=l 
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Producto 
Po(t)=S.„-Si.„-S2.nS3-n 
P¡(t)=S.n-Si.„-S2.n-S3+L-n 
P2(t)=S.n-Si.„-S2+L-n-S3.n 
Ps(t)=S.n-Si.n-S2+L-nS3+L-n 
P4(t}=S.nS ui^nS2-nS3-n 
P5(t)=S.„-S]+L-nS2-n-S3+L-n 
P(}(t)=S.„ -SI +L-n -^2+1-11 •S3-n 
P7(0=S.n-S!+L-n-S2+[^nS3+L-n 
P8(t)=SL.„-Si.n-S2-n-S3-n 
P9(0=SL-n'S¡.n-S2-nS3+L-n 
Plo(t)=SL.nSi.n-S2+L-nS3.n 
Pll(0=Si^n'S]-n'S2+L-n'S3+L-n 
Pl2(t)=SL-nSl+L-nS2-n-S3.n 
Pl3(0=SL-nSl+L-nS2-n-S3+L-n 
Pl4(t)=SL-nS]-i-L-nS2+L-n-S3-n 
Pl5(t)=SL-n'S]+L-n-S2+L-n'S3+L-n 
Equivalencia 
P8(t)=po(t+T) 
P9(t)=P2(t+T) 
Pio(t)=P4(t+T) 
Pll(t)=P6(t+T) 
Pi2(t)=P8(t+T)=po(t+2T) 
Pl3(t)=P4(t+2T) 
P]4(t)=P8(t+2T)=po(t+3T) 
Pi5(t)=Po(t+4T) 
Tabla 5.1. Productos de señal para L=4. 
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Po(t) 
P4(t) 
P6(t) 
, x 1 0 ' 
„xlO'' 
Pl(t) 
^0 -5 
„ X 1 0 ^ 
P5(t) 
P7(t) 
Figura 5.6. Representación de los productos para L=4. 
Debe buscarse una notación adecuada para representar todos los términos pi(t), para 
0<i<M-l, denominando M-2^''. En principio podemos observar los diferentes productos y 
las señales que intervienen en ellos, dándonos cuenta que la aparición de un desplazamiento 
de L períodos de símbolo en las señales 5.„ está codificada según la tabla 5.II: 
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k 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
0000 
0001 
0010 
001 1 
0100 
0101 
O l i o 
0111 
1000 
1001 
1010 
1011 
1 100 
1101 
1110 
1111 
Tabla 5.IL Codificación de las señales que intervienen en los productos. 
Teniendo en cuenta lo anterior podemos definir un nuevo índice apropiado a dicha 
codificación, que denotamos por k y viene determinado por la siguiente expresión: 
L-l 
^ = S2'-« u 0 < A : < M - 1 (5.32) 
1=1 
siendo los coeficientes, es decir, que podrían tomar los valores O ó 1 dependiendo del 
producto que se esté evaluando. Lo que se hace es una representación binaria del índice k, 
ya que su expresión desarrollada es: 
k=a^i +2a^2 +^«43 +Ba^4 +"+2^"^-at¿_i (5.33) 
de tal modo que los coeficientes toman el valor O ó 1 de acuerdo a la tabla 5.III. 
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k 
0 
1 
2 
3 
4 
5 
6 
7 
M-1 
ak,i 
0 
1 
0 
1 
0 
1 
0 
1 
1 
ak,2 
0 
0 
1 
1 
0 
0 
1 
1 
1 
ak,3 
0 
0 
0 
0 
1 
1 
1 
1 
1 
OCk,L-l 
0 
0 
0 
0 
0 
0 
0 
0 
1 
Tabla 5.III. Asignación de los coeficientes del índice k. 
La asignación de la tabla 5.III para los coeficientes coincide en cierto modo con la 
realizada en la tabla 5.II respecto a las señales. Con estos valores de k la representación de 
los productos resulta sencilla: 
L-\ PAO='5o(o-n^.>^«*,w o < ^ < M - i 
donde, tal como se había definido 
So(t) = sen IviO] 
sen{7th) 
(5.34) 
(5.35) 
Queda por determinar la forma de los coeficientes Ak que van multiplicando a las 
funciones pk(t). Tenemos que el término de variación de fase de la señal modulada es: 
i - i M-l 
exp{j(p(t)) = b„]J (5,,,_„ (O + cxpU7tha„_, )S,_„ (í)) = b„J^A,p,(t) nT<t<(n + l)T 
(5.36) 
k=0 
es decir, hemos sustituido los productos de sumas mediante su desarrollo como suma de 
funciones (correspondientes a los productos resultantes). 
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P(/t)=S.n-Sj.n-S2.n'S3-n 
Pl(t)=S.„-Si.„-S2.n-S3+I^n 
P2(t)=S.n-Si.„-S2+L-nS3-n 
P3(t)=S.n-Sl-n-S2+L-n'S3+L-n 
P4(t)=S.„-S]+L-n'S2-n'S3-n 
P5(t)=S.„-S]+L.„-S2.n'S3+I^n 
P6(t)=S.n-S]+L-n-S2+L-nS3-n 
P7(t)=S-n-Sl+L-nS2+L-nS3+L-n 
P8(t)=SL-nSi.n-S2-nS3-n 
P9(t)=Si.n-Si.n-S2-n-S3+L-n 
Plo(t)=SL-n-S¡.n-S2+L-nS3-n 
P]l(t)=SL-nSl.n-S2+L-nS3+L-n 
Pl2(t)=SL-n'Si+L-n'S2-n'S3.n 
Pl3(t)=SL-nS]+L-nS2-nS3+L-n 
Pl4(i)=SL-n'Sl+L-n'S2+L-n-S3.n 
Pl5(0=SL-nS]-i.L-nS2+L-nS3+L-n 
A) = eMjJ^(a„ + a„_, + a„_2 + a„_,)) 
A = expO-;ii^ (a„ + a„_, + a„_^)) 
A, = QX]p{jnhia„ + a„_, + a„_^)) 
A^ =exp(;;z;^(a„ + a„_,)) 
A4 = exp(M(a„ + a„_2 + a„_^)) 
A^=exTp{j7th{a„+a^_2)) 
\ = exp{j7ch(a^ + a„_^)) 
A =exp(;;r/i(aj) 
Ag =exp(y;r^(a„_i +a„.2 +a„_3)) 
A9=exp(y;r/^(a„_i+a„_2)) 
A,o=exp(;;i/i(a„_,+a„_3)) 
A,i =exp(M(a„_,)) 
A,2=exp(;;r/i(a„_2+a„_3)) 
A,3=exp(M(íz„_2)) 
A4 =expO;r;i(a„_3)) 
A 5 = l 
Tabla 5.IV. Coefícientes correspondientes a cada producto (L=4). 
El índice k resulta también adecuado para representar los coeficientes A^ 
correspondientes a cada producto. Para poder relacionar las funciones que intervienen en 
cada intervalo de bit nos interesa conocer cómo son los coeficientes Ak, que es lo que se 
describe seguidamente. Estos coeficientes vienen reflejados en la tabla 5.IV. 
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5.3.1. Relación entre pulsos transmitidos en distintos intervalos de bit. 
Consideremos que se está transmitiendo el bit «-ésimo. En tal caso, a parte de los 
términos relacionados con los productos po(t) a p7(t), el resto de los términos 
correspondientes a los productos psO) a p¡5(t) los podemos describir de la siguiente forma 
(siguiendo con el ejemplo L=A y teniendo en cuenta las relaciones entre los distintos 
productos, y los valores de los coeficientes correspondientes a los mismos), al desarrollar la 
última expresión ecuación (5.36): 
• La contribución del término correspondiente a po(t) podemos describirla de la 
siguiente forma: 
) *=^ ( (5.37) 
= exp JTTh^a^ Pf^{t-nT) 
Término correspondiente apsO)' 
bAPs(t-"T) = exp 
= exp 
n-L ^ 
M S ^ t exp(;'^/í(a„., + a„_2 + a„_^))p^(t - nT) 
* = - J 
( n-L-l \ 
jith Y^a^ exp(/";r/z(ú!„_, + a„_^ + a„_^ + a„_^))p^{t - nT) (5.38) 
= exp jith^a, p,(t-{n-l)T) 
V k=-
es decir, este término puede entenderse como la contribución durante el intervalo 
nT<t<(n+l)T del pulso po(t) generado en la transmisión del bit (n-7)-ésimo. Es por ello que 
podemos omitirlo si admitimos la contribución relatada del bit anterior en el intervalo de 
análisis. 
• Término correspondiente ap¡2(t): 
Mi2A2(^-«^) = exp 
n-L \ 
JTth 5^¿ti txp{j7th{a„_^ + a„_^))pnit - nT) 
k=-
í n-L-2 \ 
= exp jnh ^a, exp{j7th(a„_2 + a„_, + a„_, + a„_^))p,^{t - nT) (5.39) 
= exp 
-2 A 
jnh Y,a, p,(t-(n-2)T) 
que es la contribución durante el intervalo nT<t<(n+l)T del pulso po(t) generado en la 
transmisión del bit («-2)-ésimo. Este término también podríamos omitirlo siguiendo la 
discusión del termino anterior. 
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• Término correspondiente a pi^fíj; 
b„A,^p^^(t-nT) = exp JTth^a^ &x^{jKh{a^_^))p,¿t-nT) 
( n-L-3 
= exp 
= exp 
jTih ^a, exp0;ri^ (fl„_3 + a„_, + a„_, + a„_S)Puit -nT) (5.40) 
f n-3 > 
se observa que corresponde a la contribución durante el intervalo nT<t<(n+l)T del pulso 
Po(t) generado en la transmisión del bit («-5)-ésimo y, por tanto, podríamos omitirlo. 
• Término correspondiente a p/jfíj." 
f n-L \ 
= exp 
jTih 2^ a^ exp{jnh(a^ + íi„_, + a„_2 + a„_^ ))/?o (t - nT) 
JTth^üi^ Ipoit-nT) 
vemos que corresponde a la contribución durante el intervalo nT<t<(n+l)T del pulso po(t) 
generado en la transmisión del bit («-J)-ésimo, pudiendo omitirlo. 
Lo anterior es lo concerniente a productos que estaban relacionados con po(t). Podemos 
repetir el proceso con otros términos que estén relacionados. Procedamos con pio(t) y puít), 
relacionados con p4(t). 
• La contribución del término correspondiente a p4(t) se describe de la siguiente forma: 
M 4 P 4 ( í - « ^ ) = e x p 
= exp 
jnh ^a^ e\p{j7th(a„ + a„_^ + a^_^))p^{t - nT) 
*=- (5.42) 
n 
p^it-nT) 
El término correspondiente ü-pioit) podemos describirlos de la siguiente forma: 
K^üPxoit - "-T) = exp jTth ^a^ exp(j;r/i(a„_i + a„_3))p,o(í - nT) 
[ k=^ ) 
( n-L-l \ 
exp jnh Y,a^ txp{jTth{a„_^ + a^_^ + a^_S}Pwit" f^T) (5.43) 
= exp J7ühY,a,-a„_ 
k=-
p,(t-(n-l)T) 
Se comprueba que este término corresponde a la contribución durante el intervalo 
nT<t<(n+l)T del término p4(t} generado en la transmisión del bit (n-i)-ésimo, pudiendo 
omitirse. 
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• Término correspondiente apisft) 
( n-L \ 
jTch YJa* exp0";r/í(a„_2))/J,3{t-nT) 
( n-L-2 \ 
= exp jTch Ya^ Qx^{j7th{a„_^ + a„_^ + a„_^))p^, (t - tiT) (5.44) 
/ «-2 
= exp M^Oi^-^n-i p,it-{n-l)T) 
) 
Observamos que este término corresponde a la contribución d\irante el intervalo 
nT<t<(n+l)T del término p4(t) generado en la transmisión del bit (n-2)-ésimo. Es por ello 
que podemos omitirlo. 
• La contribución del término p2(t) podemos describirla como sigue: 
r n-L \ 
^^2/ '2(^-«^) = exp jnh Y, Ok ^wO^i^r, + ««-I + ««-3 ))P2 (f - ^T) 
(5.45) 
= exp J^^^k-^n-2 Pi(t-nT) 
k=-
Existe otro término relacionado con p2(t), que es el que describimos seguidamente. 
• Término correspondiente sipgft) 
( n-L \ 
KAP9Íf-"T) = exp 
= exp 
J^ X "le exp(//c'2(a„_, + «„_2 ))P9 (t - nT) 
í n-L-\ \ 
jTch Y, O* exp(;;c^(a„_, + a„_^ + a„_,))/?, {t - nT) (5.46) 
( n-\ 
= exp ^•^^S"*"""-
\ 
V 
p^{t-{n-\)T) 
es decir, corresponde a la contribución durante el intervalo nT<í<(n+l)T del término p2(t) 
generado en la transmisión del bit («-7)-ésimo, por lo que podemos omitirlo. 
• La contribución del término correspondiente apefííj puede describirse de la siguiente 
forma: 
b„AP60-nT) = Q^P 
= exp 
/ n-L \ 
jjch Y cik exp(7';c^(a„ + a„_^ ))p(, {t - nT) 
(5.47) 
n 
jJthYak-a„_,-a„_ p,(t-nT) 
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• Término correspondiente a p/yfíj. 
b„A,,p^,it-nT) = e\p 
n-L \ 
jnh Y, a, exp{j7ih(a„_, ))/?„ (t - nT) 
j f c = -
/ n-L-l ^ 
= exp 
\ 
jTdi Y a, exp{j7th(a„_i + a„_^ ))p„ (t - nT) 
n-l 
= exp J7^Ya,-a„_,-a„. p^(t-(n-l)T) 
(5.48) 
es decir, corresponde a la contribución durante el intervalo nT<t^n+l)T del término p6(t) 
generado en la transmisión del bit (n-7)-ésimo, por lo que podemos omitirlo ya que su 
contribución se tiene en cuenta con la transmisión del bit anterior. 
5.4. Representación alternativa de la señal CPM, como señal PAM. 
Se demuestra, por tanto, que la señal CPM puede expresarse del siguiente modo, 
teniendo en cuenta que para cada bit transmitido los productos po(t) a pM/2-i(t) (po(t) a p7(t) 
para L=4), pues la contribución de los otros productos está dada por los bits transmitidos 
con anterioridad: 
s(t) = exip{j(Oj + je)exp{j(p(t)) (5.49) 
con el último término (de variación de fase con el tiempo, la modulación en sí misma) que 
puede expresarse como: 
M-l 
expOXO) = X l^\iPk (t - ÍT) 
que tiene validez para todo instante de tiempo, siendo: 
P,it) = Po(t)Yl^i.,aJt) 0<k<M-í 
(5.50) 
(5.51) 
A,. = exp 
L-l 
jnh^a^- j7zhYa^_¡a,, 
1=1 
Los coeficientes ak,i son los reseñados con anterioridad en la tabla ni. 
(5.52) 
Las expresiones (5.49) a (5.52) dan una representación exacta de la señal CPM como una 
sucesión de pulsos modulados en amplitud. Teniendo en cuenta que hay pulsos cuya 
contribución es muy pequeña, podría realizarse una simplificación de la expresión exacta, 
dando lugar a una formulación más sencilla admitiendo cierto error. Si tenemos en cuenta 
los productos poit) a pjit), se observa que hay dos términos dominantes: po(t} y pS). Si 
despreciamos el resto de los productos {pi(t}, p2(t), psit), psit), p^U) y P7(t)), la expresión que 
obtenemos de la señal CPM es la siguiente (para L=4): 
exp{j(pit))= ¿A), ,Po(í- íT)+ J^A,,p,it-iT) + m (5.53) 
donde r(t) es la señal residual correspondiente al resto de los productos despreciados. 
Tengamos en cuenta que en una transmisión de señal siempre hay presencia de ruido, por lo 
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que el despreciar r(t) significa no tener en cuenta un término que con toda seguridad estará 
enmascarado por el nivel ruido. 
5.5. Aproximación PAM de la señal CPM. 
Es útil realizar un estudio de la contribución de los productos po(t) y p4(t), ya que es 
probable que podamos despreciar, admitiendo cierto error (cuyas consecuencias habrá que 
evaluar), la contribución del término p4(t). En este caso la señal resultante sería: 
exp(7(p(0)« X^^AÍ^-*^?-) 
k=-
siendo, en este caso: 
A,A=exp J^^a. 
(5.54) 
(5.55) 
Esta sería la representación más sencilla posible, que es una aproximación a la expresión 
exacta, ya que se han despreciado ciertos términos. 
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6. Receptor lineal 
6.1. Introducción 
Lo que se propone en este documento es la realización de un sistema modem modificado, 
basado en la modulación GMSK, pero de tal forma que mediante el empleo de un receptor 
lineal en el sistema modificado podamos decidir directamente sobre la secuencia de 
símbolos a[k]. Dicha modificación debe operarse en el extremo transmisor, de modo que 
los canales en fase y cuadratura de la señal modulada contengan la información de dicha 
secuencia, manteniéndose la condición de ser una modulación de fase continua (CPM), que 
mantendrá una envolvente constante. 
6.2. Modelo del sistema de comunicación (banda base). 
El sistema de comunicación podemos describirlo mediante el diagrama de bloques de la 
figura 6.1. En el modelo representado se emplea el receptor lineal para decidir sobre los 
símbolos recibidos. Idealmente, la función de transferencia H(Q) mostrada en la figura 6.2 
es la unidad, de modo que en el extremo receptor podamos decidir y obtener los símbolos 
a[k] de los cuales obtendremos los símbolos a[k]. En la figura 6.2, la modulación se realiza 
mediante la aproximación lineal, de modo que podemos obtener una mejor visión y 
entendimiento de los resultados que se van a obtener. 
Modulador Receptor 
a[k] 
q(0 
<p[k] 
exp() CANAL DECISOR 
B[k] 
DECODI. 
a[k] 
Figura 6.1. Modelo de comunicación. 
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H(n) 
Modulador lineal 
ccM 
CODIFI. 
a\k] 
P(t) CANAL DECISOR 
a[k] 
DECODI. <m 
Figura 6.2. Modelo de comunicación con modulador lineal. 
En la figura 6.3 se representa el modulador CPM (GMSK), el cual a partir de los 
símbolos afkj produce la señal modulada definida por la expresión: 
s(t) = exp jKhf^aik'^ií-kT) (6.1) 
donde las componentes en fase y en cuadratura de la señal en banda base son, 
respectivamente: 
f / oo M 
s, (O = Res exp J7thJ^a[k^(t-kT) 
í 
5,(0 = Imjexp }T¡h^d^\{t-kT) 
(6.2) 
(6.3) 
que son las que se emplean en el modulador I-Q (que en nuestro modelo en banda base no 
se representa). 
Modulador CPM 
<m 
. q(t) exp() 
sXt) 
sit) 
Figura 6.3. Modulador CPM mediante expresión exacta. 
Por otro lado, tenemos el modulador CPM basado en la aproximación lineal, cuyo 
diagrama de bloques es el que se representa en la figura 4. Mediante dicho modulador se 
obtiene que las componentes en fase y cuadratura de la señal CPM pueden aproximarse 
mediante las expresiones: 
s, (O = Re] 5 a\k\>{t - ^r) = X a, \k}p{t - kT) (6.4) 
, (O = Im ¿ a[k]p{t -kT)\=J^a^ [k]pit - kT) (6.5) 
donde en las componentes en fase y en cuadratura podremos en el receptor decidir los 
símbolos a[k], y a partir de ellos obtener los afkJ. 
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Modulador CPM 
a[k] 
Figura 6.4. Modulador CPM lineal. 
Se demuestra que los valores de a[k] se obtienen mediante la expresión recursiva: 
a[k]=ja[k}i[k-l] (6.6) 
cuyo cálculo responde al diagrama de la figura 6.5. 
a[k] I [k] 
J 
Figura 6.5. Codificador para el modelo lineal del modulador. 
El diagrama del codificador de la figura 6.5 no es el más representativo desde el punto de 
vista práctico, ya que realmente no se realizan las operaciones complejas que involucra, sino 
que se trabaja con las componentes en fase y en cuadratura (las partes real e imaginaria) 
cuando se programan los diferentes algoritmos. Es por ello más representativo desde el 
punto de vista práctico el esquema de la figura 6.6, donde el símbolo a[k] está representado 
por su parte real a¡[k] y su parte imaginaria a^fk], que aparecen en las expresiones (6.4) y 
(6.5). Igualmente se muestra una representación alternativa, en la que la secuencia de 
símbolos a[k] se representa como la suma de dos términos; una secuencia ajk] que toma 
los valores de a[k] para k par, y valores nulos para k impar; otra secuencia aq[k] que toma 
valores nulos para k par, y para k impar toma el valor de a[k]. De esta forma obtenemos una 
representación adecuada del codificador para posteriormente realizar la transformación del 
sistema. 
•>«M am 
Figura 6.6. Codificador CPM modulador lineal. 
>«m 
••fl,M 
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En el extremo receptor se emplea como modelo el receptor lineal, de modo que se 
aprovechan las características de la aproximación lineal de la modulación CPM para 
construir im receptor bastante sencillo. Dicho receptor, que se representa en las figuras 6.1 y 
6.2 para banda base, constaría de un decisor, que muestrearía la señal recibida y en fimción 
de las muestras decidiría los símbolos a[k] recibidos. A partir de estos símbolos tendrían 
que determinarse los a[k], lo cual se realiza mediante el diagrama de la figura 6.7. 
fl[kl 
t 
O' r 
a[k] a[k]_ t(S^^— 
~ ^ ^ 
, t^  
^ 
V 
— > ] 
=5 
ImO 
a[k] 
— • 
Figura 6.7. Diagrama del decodificador. 
Si bien este diagrama representa el proceso matemático que se lleva a cabo, desde el 
punto de vista de la realización práctica no es el más representativo. Es por ello que se 
prefiere la representación de la figura 6.8, donde a partir de las partes real e imaginaria de 
los símbolos a[k], se obtienen los a[k]. Los dos esquemas representados son equivalentes. 
Figura 6.8. Decodificador: versión práctica. 
Es sencilla la demostración que da lugar al sistema decodificador. Si partimos de la 
ecuación (6.6) y despejamos a[k], se obtiene la expresión: 
a[k] = -ja[k]la[k-\] (6.7) 
que debido a que el valor absoluto de los símbolos a[k] es siempre la imidad puede 
escribirse como: 
«M=-X ]^^ [/_y_,p-M^V[^ -.] (6.8) 
teniendo en cuenta las partes real e imaginaria de a[k], podemos reescribir la expresión 
anterior como: 
a[k] = -j(a, [k]+ ja^ [k]la, [k - \]-ja^ [k -1]) 
=(-«, [^K [^  -1]+«, [^ ]«, [^  -1])- A<^> [^k [^  -1]+«, [^K [^  -1]) 
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donde el segundo término de la última expresión es nulo, ya que las partes real e imaginaria 
de a[k] son alternativamente nulas en valores de k consecutivos debido a que sólo puede 
tomar los valores a[k]={+l, -1, +j, -j}. Finalmente, la expresión que nos queda de a[k] es: 
a[k]={-aXk}iÁk-lha\k]x,[k-l]) (6.10) 
6.3. Modificación del sistema de comunicación. 
En el sistema que se propone, modificación sobre el anterior, lo que se trata es de llevar 
el decodificador que tenemos en el receptor hasta el transmisor, de forma que los sistemas 
resultantes sean equivalentes desde el punto de vista de los símbolos transmitida y los 
recibidos {(x[k]). 
En el sentido anterior, el diagrama de bloques del sistema resultante es que se muestra en 
la figura 6.9. En dicha figura, el denominado CODR es la codificación que tiene lugar en el 
extremo transmisor como resultado de llevar a éste el decodificador que teníamos en el 
receptor (por ello indicamos el subíndice R). 
a[k] 
COD. 
— 
PM 
Modulador lineal 
CODIF. 
b[k] 
• 
• 
P(t) 
--
s(t) 
1 > 
• 
CANAL 
s(t) 
• 
• 
DECISOR 
a[k] 
Figura 6.9. Estructura del sistema deseado. 
En la figura 6.9 todos los subsistemas son idénticos a los que se presentaban en la figura 
6.2, y únicamente varía la ubicación del decodificador de recepción. Ahora tendremos que 
las señales en los canales en fase y en cuadratura serán: 
s¡ (í) = Re-^  exp 
•y„(0 = lm< e^xp 
jnhf^P[khit-kT) 
jnhf^p[k]iit-kT) 
(6.11) 
(6.12) 
o bien, si empleamos el modulador lineal: 
s. (t) = Reí f^b[k]p{t - kT)] = ¿¿, [k]p{t - kT) 
[k=-
s^{t) = \m\ Y,h[k]p{t-kT)\= i;¿'J/:kí-m 
k=-
(6.13) 
(6.14) 
donde bi[k] y bq[k] son respectivamente las partes real e imaginario de los símbolos blk]. 
Las secuencias de datos bi[k] y bq[k] se obtienen mediante un codificador como el de la 
figura 6.6, donde la secuencia de símbolos de entrada es fi[k]. Esta secuencia la obtenemos a 
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partir de la secuencia de símbolo a[k] mediante el decodificador de la figura 6.8, en que la 
entrada a los canales en fase y en cuadratura son respectivamente ai[k] y ocqfkj, que 
corresponden a los valores que toma en instantes pares e impares respectivamente la 
secuencia afkj, tal como se definió con anterioridad. 
Es sencillo demostrar la validez de lo anterior, ya que los denominados codificador y 
decodificador son inversos el imo del otro, teniendo en cuento las expresiones (6.6) y (6.7), 
que podemos expresar del siguiente modo: 
aXkh-aXk\[k-l] 
aXk]=-a,[k}i,[k-l] 
aAk]=+a\kMk-Ü (6.16) 
y que responde a las figuras 6.6 y 6.8 respectivamente. Si tal como se indicó anteriormente, 
resulta que en la figura 6.2, H(Q)=\ (el sistema es transparente), tendremos inicialmente la 
configuración que se indica en la figura 6.10. 
Figura 6.10. Conexión en cascada codificador-decodificador. 
A continuación, en la figiua 6.11 se sugiere el cambio en el orden de interconexión de 
decodificador y codificador, colocando aquél en primer lugar. En este caso, siendo la 
secuencia de entrada al decodificador los símbolos a[k], la salida será una secuencia de 
símbolos fi[k] determinada por la siguiente expresión: 
/3,W = -a , [%[A:- l ] 
^Ák\=^Oi,W{k-\] 
donde fii[k] es el valor que toma en los instantes pares, y fiq[k] es el que toma en los 
instantes impares. A continuación tenemos el codificador (CPM), cuya entrada es la 
secuencia fi[k], y que tendrá por salida una secuencia b[k], que por ser este sistema el 
inverso del anterior, será igual a la secuencia a[k], es decir: 
a,W=6,[^]=-A.[%[A:-l] 
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Esta configuración es la que se representa en la figura 6.11. 
b,[k]=^[k] 
b,[k]=a,[k] 
>-
Figura 6.11. Nueva conexión resultante decodificador-codificador. 
6.3.1. Conclusiones. 
Como conclusión extraemos que podemos modificar la estructura del sistema tal como se 
sugería en la figura 6.9, de tal forma que mediante el codificador CODR codificamos la 
secuencia de símbolos a[k] para obtener una nueva secuencia ^[k] que es con la que 
modulamos. En el extremo receptor, teniendo en cuenta la aproximación lineal empleamos 
un modelo lineal, de forma que en este caso las decisiones tomadas en los canales en fase y 
en cuadratura resultan en la secuencia de símbolos a[k] que se deseaban transmitir, sin 
necesidad de emplear un decodificador. Con ello logramos que la obtención de esta 
secuencia mediante el decodificador, no dependa de las decisiones tomadas en instantes 
anteriores, con lo que los posibles errores que se hayan cometido no se propagan de unos 
símbolos a otros. 
Para ratificar la validez de los resultados obtenidos, se expone a continuación un ejemplo 
del proceso que se lleva a cabo, observando la coincidencia entre bi[k] y (Xi[k], y entre bc¡[k] 
y Cíqlk]. 
6.3.2. Ejemplo. 
El ejemplo que se muestra a continuación clarifica todo lo descrito anteriormente. 
Consideremos una secuencia de datos (mapeada) a[k] que toma los siguientes valores: 
a[k]=[ 1 1 - 1 1 - 1 - 1 1 1 1 - 1 - 1 1 ] 
de modo que vamos a denominar cCi[k] a una secuencia de símbolos que en los instantes (del 
índice k) pares toma los mismos valores que la secuencia de símbolos a[k], y en los impares 
toma el valor cero, y la secuencia de símbolos (Xq[k] como aquella que toma valores nulos 
en instantes pares de k, y en los impares toma los mismos valores que a[k]. En la tabla 6.1 
se muestran los valores que van tomando las distintas secuencias de símbolos que se han 
definido. 
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k 
OiM 
aq[k] 
PM 
Pi[k] 
Pq[k] 
b[k] 
bi[k] 
bq[k] 
-1 
-j 
0 
1 
0 
1 
1 
0 
1 
1 
0 
1 
0 
1 
1 
0 
1 
j 
0 
1 
2 
-1 
0 
1 
1 
0 
-1 
-1 
0 
3 
0 
1 
-1 
0 
-1 
j 
0 
1 
4 
-1 
0 
1 
1 
0 
-1 
-1 
0 
5 
0 
-1 
1 
0 
1 
-j 
0 
-1 
6 
1 
0 
1 
1 
0 
1 
1 
0 
7 
0 
1 
1 
0 
1 
j 
0 
1 
8 
1 
0 
-1 
-1 
0 
1 
1 
0 
9 
0 
-1 
-1 
0 
-1 
-j 
0 
-1 
10 
-1 
0 
-1 
-1 
0 
-1 
-1 
0 
11 
0 
1 
-1 
0 
-1 
j 
0 
1 
Tabla 6.1. Secuencias de símbolos en el sistema modificado. 
Puede observarse cómo las secuencias que intervienen en la modulación lineal b¡[kj y 
bqfk] coinciden con las secuencias de datos mapeados ajfk] y a^fk] respectivamente, que 
era el objetivo que se planteó. 
6.4. Determinación de los instantes de decisión óptimos. 
En el estudio que se presenta a continuación, se pretende determinar los instantes de 
muestreo óptimos que se van a emplear en el receptor para procesar dichas muestras y 
extraer la información transmitida. Para llegar a dicho resultado plantearemos inicialmente 
el problema de la señal que se tiene en el receptor, para posteriormente relacionarla con una 
expresión lineal aproximada de la señal y a partir de ella poder determinar los instantes de 
decisión óptimos, que se aplicarán sobre la representación exacta. 
6.4.1. Componentes en fase y cuadratura de la señal GMSK. 
La señal GMSK está determinada por la expresión: 
sií) = exp] jnh ^P,q{t-kT)\ NT<t<(N + l)T (6.19) 
donde q(t) es la función de conformación de variación de fase a lo largo del tiempo y los 
datos Pk toma valores del conjunto {+1, -1}. El índice de modulación h es de Vi. 
Observemos como son las componentes en fase y cuadratura de la señal. La componente en 
fase estará dada por: 
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s¡ (í) = eos 
r N 
NT<t<iN + l)T (6.20) 
mientras que la componente en cuadratura mediante la expresión: 
5,(r) = sed;r / i5 ; )8 ,^( í -^r) NT<t<(N + V)T (6.21) 
La representación de estas señales se muestra en la figura 6.12. 
a) Componente en fase. b) Componente en cuadratura. 
Figura 6.12. Componentes en fase y cuadratura de la señal GMSK. 
Estas componentes son las que nos encontramos en banda base a la salida del 
demodulador I-Q. Las mismas son posteriormente muestreadas mediante convertidores 
ADC para ser procesadas y obtener la información transmitida. Dichas componentes son 
muestreadas con un factor de sobremuestreo M=4, de modo que la representación de sus 
muestras es la que se indica en la figura 6.13. 
a) Componente en fase. b) Componente en cuadratura. 
Figura 6.13. Señal en banda base muestreada. 
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6.4.2. Empleo de la aproximación lineal. 
Una forma de extraer la información es empleando un receptor lineal. La justificación de 
su empleo está basada en la representación de la señal GMSK mediante una aproximación 
lineal de la misma. Dicha aproximación nos dice que la señal puede expresarse como una 
combinación lineal de pulsos p(t) ponderados por los datos a trasmitir Pk y desplazados en 
el tiempo unos de otros el intervalo de bit. El estudio de dicha aproximación nos dice 
finahnente que la señal modulada en banda base podemos expresarla como: 
<t)=J,b,p(t-T) (6.22) 
donde el pulso p(t) está relacionado con la fiínción de conformación de fase q(t), y los datos 
bk (que denominaremos datos codificados), están relacionados con los fik mediante la 
expresión: 
bk=JPA- (23) 
siendo b.i=-j. El estudio de esta aproximación ya se ha realizado y justificado su validez. 
Vamos a considerar en primer lugar las diferencias entre la expresión exacta y la 
aproximada. Para ello vamos a realizar una representación de ambas, tal como se indica en 
la figura 6.14, donde en línea continua se representa la señal exacta, y mediante línea 
discontinua la aproximada. Pueden observarse diferencias entre ambas representaciones. En 
primer término, se aprecia que en la representación exacta de la señal, los máximos y 
mínimos que va alcanzando la señal no se dan siempre con los mismos valores, sino que 
depende de la secuencia de símbolos anteriores. En cambio, en la representación 
aproximada, estos máximos y mínimos se alcanzan con los mismos valores a lo largo del 
tiempo. Esto es debido a que, aunque podemos obtener una expresión exacta de la señal 
GMSK como una combinación lineal de pulsos, existen algunos términos de la misma que 
se desprecian para simplificar la expresión y obtener la resultante que se describió con 
anterioridad, sin una gran alteración de la señal (sólo afecta en un 1% a la energía total de la 
señal). 
40 60 SO 100 
a) Componente en fase. b) Componente en cuadratura. 
Figura 6.14. Comparación entre las expresiones exacta y aproximada de la modulación GMSK. 
El receptor lineal se base en muestrear la señal recibida (en banda base), elegir la muestra 
adecuada (o muestras) y decidir a partir de ellas el símbolo transmitido. Esto queda 
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plenamente justificado cuando tenemos una modulación lineal, representada como una 
combinación lineal de pulsos desplazados en el tiempo y ponderado cada uno de ellos por el 
datos a transmitir en cada intervalo de bit. En este caso, para decidir el dato transmitido, 
tomaríamos la muestra de la señal recibida coincidente con el máximo del pulso 
correspondiente al dato, y decidiríamos en función a su valor. Esto es precisamente lo que 
pretendemos hacer muestreando la expresión exacta de la señal (que es realmente la señal 
recibida), pero para ello debemos conocer los instantes de muestreo en los que debemos 
tomar la decisión, y el medio para conocer esos instantes óptimos es relacionando la 
expresión exacta con la aproximada y determinar en la aproximada los instantes óptimos de 
muestreo. 
6.4.3. Empleo de la aproximación lineal: Instantes de decisión. 
Vamos a comprobarr a continuación cómo la comprensión de la aproximación lineal nos 
va a ayudar a determinar los instantes de decisión óptimos. 
La función q(t) considerada es tal que se satura (alcanza en valor 1) transcurridos LT 
períodos de bit donde L=3 para el caso considerado. Bajo estas condiciones, se demuestra 
que el pulso básico p(t) tiene una duración de (L+1)T períodos de bit, es decir, que en 
nuestro caso particular es de 4T. Dicho pulso es el representado en la figura 6.15. 
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a) Pulso continuo. b) Muestras de p(t) con sobremuestreo M=4. 
Figura 6.15. Pulso básico pCí^ . 
Para cada dato bk que se desea transmitir, el pulso correspondiente p(t) comienza al inicio 
del intervalo y tiene una duración de 4 períodos de bit (para el caso L=3). Esto hace que 
exista interferencia entre símbolo. Esta interferencia no se produce entre los símbolo 
contiguos, ya que los bk toman valores del conjunto {+1, -1. +j, -j}, y según la expresión de 
codificación para obtener estos símbolos a partir de los j8¿, las secuencia de símbolos bk son 
alternadamente reales e imaginarios lo que hace que instantes de tiempo múltiplos pares del 
intervalo de bit se comience a generar un pulso sólo para la componente en fase, no 
afectando a la componente en cuadratura, debido a que el símbolo transmitido ük es real y el 
pulso sólo tomará valores reales. Y viceversa, en instantes de tiempo múltiplo impares del 
período de bit T, el pulso generado sólo afecta a la componente en cuadratura, puesto que el 
símbolo ük transmitido es imaginario. Es por ello por lo que la interferencia entre símbolos 
se producirá entre pulsos generados en instantes impares, y pulsos generados en instantes 
pares. 
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En la figura 6.15.b se han representado las muestras del pulso básico p(t) para un 
sobremuestreo M=4. En cuanto al factor de sobremuestreo a emplear, con factores de 
sobremuestreo pares obtendremos una muestra justo en el máximo del pulso básico p(t), lo 
cual es deseable si decidimos sobre una única muestra (tal y como se propone). Por otra 
parte, para M=4 tenemos que el máximo se produce en la muestra 9, desde el inicio del 
pulso. Esto quiere decir que la decisión la tomaremos en el tercer intervalo de bit 
correspondiente al pulso básico, durante el cual se produce el máximo. A través de este dato 
podemos conocer los instantes óptimos de decisión sobre la señal modulada (dada por la 
expresión exacta), que será durante el tercer intervalo de bit, y justo en su instante central, al 
inicio de la transmisión de im dato. Esto queda reñejado en la figura 6.16, donde se indican 
para los canales en fase y cuadratura los instantes óptimos de decisión. 
O.B 
0.6 
0.4 
0.2 
O 
-0.2 
-0.4 
: ¡ r 
a) Componente en fase. b) Componente en cuadratura. 
Figura 6.16. Instantes de decisión óptimos. 
De la observación de la figura 6.16 extraemos como conclusión que los instantes de 
decisión óptimos para los canales en fase y en cuadratura son diferentes, y se van alternando 
en el tiempo. Esto es así debido a los valores que pueden tomar los datos codificados a¿ que 
van altemando sus valores entre reales e imaginarios, de modo que la contribución al canal 
en fase es nula para los datos enviados en instantes de tiempo múltiplos impares del período 
de bit, mientras que la contribución al canal en cuadratura para los datos enviados en 
instantes múltiplos pares del intervalo de bit es nula. Es por ello que las decisiones se van 
tomando alternadamente sobre los canales en fase y en cuadratura para decidir cuál es el 
dato codificado que se transmitió. Únicamente sería necesario situar el umbral adecuado 
para tomar la decisión y extraer los datos bk. Realmente el proceso de decisión es más 
complejo pero no es el objetivo de la investigación, por lo que no se profundiza en él. 
El conocimiento y la comprensión del proceso de modulación y las señales generadas, 
ayuda a diseñar de forma más adecuada el receptor, pues podemos ayudamos en todo ello 
para diseñar algoritmos eficientes para la decisión, el sincronismo de portadora y el 
sincronismo de bit. 
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7. Introducción a los algoritmos de adquisición y 
seguimiento de la portadora 
7.1. Introducción. 
Este capítulo sirve de introducción a los algoritmos de adquisición y seguimiento de 
portadora que serán descritos en los capítulo 8 a 11. 
Los algoritmos que se han obtenido se han basado en el empleo de receptores para 
señales GMSK en el que se hace uso de la aproximación lineal, dando lugar a arquitecturas 
sencillas y eficientes. 
El sincronismo de portadora, tal como se mencionó en el capítulo 2, lleva implícitas dos 
fase: la fase de adquisición y la fase de seguimiento. 
Los algoritmos de adquisición trata de corregir los errores grandes tanto de fi-ecuencia 
como de fase, mientras que los algoritmos de seguimiento tratan de realizar una corrección 
fina de dichos errores. 
Debido a los distintos objetivos que se persiguen en cada una de las fases, los algoritmos 
empleados en una no tienen porqué se útiles en la otra y es, por tanto, necesario investigar 
algoritmos separados. 
7.2. Secuencia de entrenamiento. 
La fase de adquisición de la portadora debe ser lo más breve posible, es decir, que el 
algoritmo deberá 'engancharse' lo más rápidamente posible. Una forma habitual de 
construir estos algoritmos es mediante la ayuda de las secuencias de entrenamiento (aunque 
no es esta su única finalidad). 
La secuencia de entrenamiento no es mas que una secuencia que hace de preámbulo a la 
transmisión de la información que se desea comunicar. Dicha secuencia es conocida por el 
receptor, por lo que puede emplearse de múltiples formas. 
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La secuencia de entrenamiento está constituida por un conjunto finito de símbolos 
conocidos que puede repetirse de forma periódica o no. 
Cuando se investiga la formación de una secuencia de entrenamiento adecuada a unos 
determinados propósitos, debe de hacerse de forma que ofi^ ezca el mayor rendimiento 
posible, es decir, que permita un enganche de la portadora lo más rápido posible, con una 
estructura lo más simple posible, de modo que garantice ima buena eficiencia computacional 
al programarse en el DSP. 
Requisitos que hemos de imponer es que requiera el menor número de memoria posible, 
es decir, que el número de símbolos de la secuencia de entrenamiento para detectar el error 
de portadora sea lo menor posible. Además, las operaciones que deban realizarse deben ser 
sencillas y poderse programar de forma eficiente en el DSP. 
Con estos objetivos, se emplea como secuencia de entrenamiento el conjunto de símbolos 
dado por: C)(e={l, 1,-1,-1} repetida de forma periódica, cuyo efecto se analizará a 
continuación. 
Las componentes en fase y cuadratura de la señal GMSK modulada con esta secuencia 
son las que se muestran respectivamente en las figuras 7.1 y 7.2. 
Puede observarse en dichas figuras que, en los instantes de decisión, la componente en 
fase toma valores siempre positivos (que idealmente serían igual a la unidad, mientras que la 
componente en cuadratura alterna valores positivos y negativos (ideahnente +1 y -1). 
Más reveladora puede resultar la representación de la constelación de la sucesión de 
símbolos a que da lugar dicha secuencia. 
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Figura 7.1. Componente en fase de la señal GMSK modulada con la secuencia de entrenamiento. 
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Figura 7.2. Componente en cuadratura de la señal GMSK modulada con la secuencia de entrenamiento. 
7.3. Algoritmos de adquisición de portadora. 
El problema de la adquisición de la portadora consiste en sincronizar al comienzo de la 
transmisión en la medida de lo posible el oscilador de portadora local del receptor tanto en 
frecuencia como en fase, con la portadora de la señal recibida. 
Los errores de frecuencia y fase de portadora que han de ser corregidos depende tanto de 
la construcción física del sistema de comimicaciones (es decir, tanto transmisor como 
receptor) como de las propiedades del canal de comunicaciones. 
Los errores de frecuencia de portadora tienen una vertiente común en todos los sistemas 
de comunicación, y es la constituida por la tolerancia de los osciladores tanto de transmisión 
como de recepción. Por tanto, a la hora de determinar el algoritmo de adquisición de 
portadora adecuado deberá tenerse en cuenta cuál es el rango en el que puede moverse el 
error de frecuencia de portadora, incluyendo el efecto de ambos osciladores. 
Por ofro lado se encuentran los efectos que introduce el canal de comunicaciones. En el 
caso del canal correspondiente a satélites LEO, se produce efecto Doppler, el cual se traduce 
en im error de frecuencia que hay que añadir a la tolerancia de los osciladores. Dicho error 
de frecuencia debido al efecto Doppler debe cuantificarse de forma adecuada para conocer 
el orden de magnitud en el cual puede encontrarse el error de frecuencia global. 
En la fase de adquisición de portadora, el algoritmo deberá ser capaz de corregir el error 
de frecuencia en los márgenes en que se ha determinado puede encontrarse. 
Los errores de fase de portadora son debidos a la diferencia de fase existente entre los 
osciladores de transmisión y recepción, aun en el caso de ser sus frecuencias de oscilación 
idénticas. El algoritmo de adquisición deberá ser capaz de corregir dicho error de fase en el 
margen en que puede encontrarse. 
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La secuencia de entrenamiento es muy importante en la fase de adquisición. Dicha 
secuencia debe permitir una reducción en el tiempo de enganche, por lo que su elección no 
debe ser trivial, y su conocimiento y propiedades es fimdamental. Los algoritmos de 
adquisición pueden basarse en el conocimiento de la secuencia o bien en el conocimiento de 
sus propiedades, para mejorar su funcionalidad. 
Se proponen en los capítulos siguientes diferentes algoritmos de adquisición de 
portadora, o que pueden emplearse para tales fines: el detector basado en filtros duales, 
detector basado en la estimación de la fase instantánea de la señal y el detector de 
correlación. El segundo de ellos está basado en los datos, por lo que resulta más sensible a la 
presencia de ruido en la señal. 
7.4. Algoritmos de seguimiento de portadora. 
La fase de seguimiento de portadora debe determinar los errores finos tanto de firecuencia 
como de fase de portadora de la señal recibida, corregirlos y seguir su posible variación. La 
corrección debe realizarse en este caso de la forma más precisa posible. 
Los algoritmos de seguimiento de portadora tienen características distintas a los 
correspondientes a la adquisición. Si bien la rapidez en la corrección es importante, el 
requisito fimdamental es la precisión de la corrección y capacidad de seguimiento de las 
variaciones de los errores tanto de frecuencia como de fase. 
Las fiíentes de los errores son las mismas que las comentadas anteriormente para los 
algoritmos de adquisición. Respecto a los canales mediante satélites de órbita baja cabe 
decir que la frecuencia Doppler no es constante, sino que sufre una variación que puede ser 
importante, a lo largo de su trayectoria. Los algoritmos de seguimiento deben ser capaces de 
seguir esta variación para una corrección eficaz de los errores de portadora. Para una 
correcta evaluación de las capacidades de los algoritmos a un canal en concreto, es preciso 
caracterizarlo, lo que se realizó en los capítulos 3 y 4. 
Se proponen como algoritmos de seguimiento de portadora: el detector basado en la 
estimación de la fase instantánea de la señal GMSK y el detector de error de fase 
instantánea. También sería posible hacer uso del detector basado en filtros duales realizando 
un ajuste de los parámetros del lazo. 
A diferencia de los algoritmos de adquisición, los algoritmos de seguimiento no tienen un 
conocimiento de los datos, puesto que se frata de los datos aleatorios que se reciben de una 
transmisión. Sin embargo, estos algoritmos, tal como se mencionó en el capítulo 2, pueden 
estar basados en la decisión, como ocurre con el detector basado en la estimación de la fase 
instantánea de la señal GMSK (basada en los datos demodulados). 
Junio 1999 
8. Detector de filtros duales 
8.1. Introducción. 
Los sistemas de comunicación sufren de diferentes efectos que perturban la señal que 
llega al receptor. Esto es debido básicamente a factores como tener canales de transmisión 
variantes con el tiempo, ruido e interferencias presentes en el canal. 
En aquellos sistemas que requieren una exacta detección de la frecuencia de portadora se 
presenta el problema de la aparición de Doppler. El efecto Doppler es debido al movimiento 
de uno o ambos terminales de transmisión y se traduce en que el receptor observa una 
frecuencia de recepción diferente a la portadora transmitida por el transmisor. Este hecho 
produce una degradación importante en la recepción y extracción de los datos. 
Para corregir el efecto de la aparición de Doppler es necesario que el receptor pueda 
detectar su valor y con él corregir la frecuencia de conversión para llevar la señal a banda 
base (o FI) de modo que el receptor fimcione correctamente. 
Existen diferentes métodos aplicables a la detección de error de frecuencia (lo que es el 
efecto Doppler), que ofrecen características distintas. En el presente estudio se muestra el 
diseño del detector de fílfros duales, cuyo principio de funcionamiento se relata más 
adelante. 
La descripción que se realiza está centrada en la realización digital del detector, la cual 
sería apta para ser desarrollada sobre un DSP que realizara diversas operaciones de 
comunicaciones, y la detección del error de frecuencia que sufre la señal recibida ñiera ima 
tarea más, con la menor complejidad posible de modo que no implique ima carga 
computacional adicional significativa para el DSP. Esto hace que sea adecuado a la 
tendencia actual de integración y flexibilidad de los sistemas de comunicación. 
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8.2. Notación. 
Las diferentes variables que aparecen a lo largo de este estudio tienen el significado que 
se indica a continuación 
t es la variable temporal para señales de tiempo continuo 
/ e s la variable fi-ecuencia en tiempo continuo dada en Hz 
n es la variable temporal para funciones de tiempo discreto 
co es la variable frecuencia en tiempo dicreto dada en radianes 
T es el intervalo de símbolo en segundos 
T^ es el período de muestreo en segundos 
8.3. Fundamento y estructura del detector. 
La estructura genérica del detector basado en filtros duales es la representada en la figura 
8.1. La señal s[n] es filtrada por los filtros H^(co) y H^icú), de modo que se obtienen las 
funciones de salida s^\n\ y S2\n\, respectivamente. De estas señales se calcula su valor 
absoluto al cuadrado y la diferencia entre los valores absolutos nos da la función de error. 
s(t) 
ADC 
s[n] 
— • 
— • 
^m 
^m 
sjn] 
sjn] 
M^  
\t 
v,[n] 
r^  
^ 
vjn] 
. e[n] 
J * 
Figura 8.1. Diagrama de bloques genérico del detector. 
Si tratamos de resumir cuál es su funcionamiento en el dominio de la fi-ecuencia, 
podríamos decir que cada uno de los filtros observa qué porción de la señal recibida está 
dentro de su ancho de banda. Asumiendo que la señal recibida es real, sabemos que tiene un 
espectro de amplitud que es par, por lo que cuando el error de frecuencia es nulo, cae la 
misma porción de espectro a un lado y otro de la frecuencia de referencia (esta fi^ecuencia de 
referencia podría ser la portadora de la señal recibida, aunque en lo que sigue vamos a 
considerar que la señal recibida ha sido convertida a banda base, por lo que la fi-ecuencia de 
referencia será el origen de frecuencias a>=0). Esto se muestra en la figura 8.2. Cualquier 
desviación de frecuencia en la señal recibida produce que la densidad espectral de potencia 
detectada por alguno de los filtros sea mayor que la detectada por el otro, de modo que esta 
diferencia sea una indicación del error de frecuencia que se ha producido. A continuación se 
realiza un estudio más profundo del comportamiento del detector. 
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W,((«)) / í , (0) ) 
-7T o 71 
Figura 8.2. Principio del detector. 
8.4. Análisis del detector. 
La fiínción de error está dada por 
e[n] = v,[n]-v,[n] (8.1) 
Esta fiínción nos da una indicación del error de fi-ecuencia que se ha producido en la 
recepción, de tal modo que si el error de frecuencia es nulo, es decir, si 
v,[n] = v,[«] (8.2) 
la fiínción de error es nula, informándonos de tal circimstancia. Esta condición es la que 
debe cumplirse para que el detector esté libre de jitter patrón, que en ausencia de error la 
señal de error sea nula. 
La energía de las señales presentes en ambos canales a la salida de los filtros es 
||2 
n=—oo 
(8.3.a) 
(8.3.b) 
que podemos expresar en fimción de las densidades espectrales de potencia de las señales 
5,[«] y 52[«] ,|5',(Í¡D)| y|52(ft))| respectivamente, como 
E,=^ ¡\S,(cofdo) 
' ' ^ <2;r> 
^2 = — \\S2(cofda) 
2^ <2Í> 
(8.4.a) 
(8.4.b) 
De este modo, la condición de no existencia de jitter patrón en el detector queda 
determinada por 
(8.5) £, - ^ 2 = 0 
de ft)rma que sustituyendo las expresiones de las energías de las señales, tendremos la 
condición 
¡\S,i(Dfdco- ¡\S,((ofdco= ¡\s,((of-\S,io)f\ico = 0 (8.6) 
<2n> <1K> <1K> 
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Las densidades espectrales de potencia |5',(<ü)| y l^jíú))! pueden expresarse en función 
de la densidad espectral de potencia de la señal recibida \S(co)\ y de la respuesta en 
amplitud de los filtros del detector |/í, (ío)| y JHj ((a)\ mediante 
\S,{(of =\SÍG))f\H,{cof (8.7.a) 
\S,(Q)f =\S(co)f\H,((o)f (8.7.b) 
de modo que sustituyendo en (8.6) se obtiene 
Jl5(6))|'|/Í,(ú))|' -\Sio)f\H,(Q)f\ico = ¡\Si(of\H,((of -\H,i(of\lco = O 
<2;r> <2JI> 
(8.8) 
de lo que se deduce que para que la función de error sea nula cuando el error de frecuencia 
es nulo debe cumplirse 
[\H,{co)f-\H,{co)f] = 0 (8.9) 
ya que la densidad espectral de potencia |5'(Í¡D)| tiene simetría par (respecto a íiJ=0) cuando 
el error de frecuencia es nulo, por lo que la integral se anulará si el término entre corchetes 
tiene simetría impar respecto a ftF=0. Partiendo de (8.9) se concluye que 
\H,ico)\ = \H,i-a))\ (8.10) 
es decir, |//i(a))| debe ser la imagen simétrica de |iÍ2(^)| respecto de la frecuencia de 
referencia (CCRO). Estas respuestas en amplitud son la que aparecían representadas en la 
figura 8.2. 
Teniendo en cuenta la expresión (8.3) correspondiente a las energías de las señales, la 
condición para que no exista ruido pafrón podemos describirla como 
E,-E,= ±\s,[nf - ±\s,[nf = YH4 " K H ' =0 (8.11) 
expresión de la que se deduce que e[n] se anulará cuando el error de frecuencia es nulo si y 
sólo si 
Esta condición queda satisfecha si encontramos unas funciones del tiempo reales, <Pi [«] y 
^2[«]» tales que se satisfaga 
5,[«p'W=52[«P^f"^ (8.13) 
Particularicemos la expresión anterior tomando 
(p^[n] = -a)^n (8.14.a) 
(P2[n]=0}^n (8.14.b) 
donde í% es una frecuencia arbifraria. Teniendo en cuenta esta elección, y calculando la 
transformada de Fourier de la expresión (8.13), se obtiene la igualdad 
5,(fi)+<oJ = 52(a)-íO,) (8.15) 
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Esta relación puede verse en la figura (8.3). 
H,(cy)\ = \H,{-csy)\ 
5,((a+«),)| = |5,{o>-oj| 
- tü, o . 
Figura 8.3.. Relación entre los espectros de salida de los filtros. 
Consideremos el modelo de señal recibida PAM, libre de error de frecuencia y en banda 
base 
m 
donde a^ es la secuencia de datos compleja, y h(t) es el pulso conformador de la señal de 
datos, siendo T el intervalo de bit, tal que al muestrearse resulta la señal 
m 
donde T^ es el período de muestreo. Esta expresión podemos simplificarla de modo que la 
señal discreta correspondiente es 
^["] = Z ^m^[" -^T''^s] = Y,"n,h[n- mM] (8.16) 
donde M-T/T, es el factor de sobremuestreo. 
Calculando la transformada de Fourier de (8.16) y operando se obtiene que el espectro de 
s[n] tiene la forma 
S((0) = H{(0)Y,a^e-J'^"'' = H((o)J^a„e-^^'' (8.17) 
donde H(a)) es la respuesta en frecuencia del pulso conformador hfnj (la versión muestreada 
de h(t)). 
Teniendo en cuenta la condición de estar libre de jitter patrón dada en (8.15), nos 
conduce a la expresión 
Sj(co+(oJ-S2(ú}-ío^) = S(co+(DjHj(co+(oJ-S(co-a)JH2(co-(oJ = 
= //,(©+6)Ji/(6)+6)j5^a„e-^^'^'" ' '"^'^' -H2(ú)-6)JH(a)-ft) j5^a„e-^<'^'" ' ' " '" ' ' ' = 0 
m m 
(8.18) 
Como h[n] es real, su transformada de Fourier, H(G)) debe tener simetría conjugada en 
tomo al Cú-0, es decir 
César Benavente Peces U.P. M 
82 Tesis Doctoral 
H((ú) = H\-co) (8.19) 
o bien 
\H((ú)\ = \H(-o))\ (8.20.a) 
aTg[H(a)] = -aTg[H(-(0)] (8.20.b) 
Si quiere evitarse el ruido patrón, la expresión (8.18) debe cumplirse para todos los datos 
que se transmitan a^. Esta condición se c\implirá si se satisfacen las dos condiciones 
siguientes 
H,(co+ú}JH((o+ú)J-H2(a)-co,)H((o-(Dj = 0 (8.21) 
y 
m m 
Esta última condición, (8.22), se satisface para todo a^ y todo m si 
a e->(«'+«'.)'"í'/^ « = a e''^'^"'^'"^'^' (8.23) 
es decir 
a e'^"'^^'^^ =a e^"-'"^'''' (8.24) 
condición que será cierta si se da la relación 
oy.=Y^s (8-25) 
siendo k un entero. 
8.4.1. Señales de banda limitada. 
Vamos a centrar nuestro interés en señales continuas de banda limitada en el margen 
y\<l/T alrededor def=0, de modo que la señal muestreada estará limitada en banda en el 
margen de frecuencias |ío| < iJtT^ IT = 2itt M alrededor de (ú=0. 
Para obtener ima señal de error que sea útil, a la salida del detector, es necesario que las 
bandas de paso de los filtros y el espectro de la señal solapen entre sí, y esto sólo se 
garantiza si k=l. Por tanto, para señales de banda limitada, la frecuencia íü¿ se toma igual a 
la frecuencia de Nyquist: (0^ = 7t!rj T=nl M (referida al período de bit). 
En consecuencia, la condición (8.21) que deben cumplir los filtros del detector es 
H,ia)+7r/M)H(a)+7c/AÍ) = H^(ú)-n/M)H{a)-7ü/AÍ) (8.26) 
Si H(co) está limitado en banda a \(C^<{l + a)n/M, (es decir, partimos de un filtro 
conformador continuo h(t) cuya respuesta en frecuencia H(/) está limitada al margen 
\f\<(\ + a)/2T), donde a es el factor de exceso de banda, entonces de (8.21) se requiere 
que H,((o)H((o) esté limitado al margen [(1 - a)nl M,{\ + a)nl M], y H2((o)H((o) lo esté en 
el margen de frecuencias \-{\ + a)Kl M,-(l-a)n/ M] para que se cumpla la condición 
dada en la expresión (8.26). En la figura 8.4 queda representada esta situación. 
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(O 
(O 
-0 + a)nlM -i\-a)n/M (l-a)jt/.V/ (l+a)Ti/A/ 
\H, (cü + 71 / M)\\Hi(ü + n ¡ M)\ = [ií, (ÍD - TI / A/)||/f (co - JT / M)\ 
Figura 8.4. Espectros de salida de los filtros. 
8.4.2. Características de los filtros. 
Consideremos la opción de producirse el cero de DC cuando el error de frecuencia es 
nulo para cualquier pulso conformador real. Es decir, todo el filtrado antes del detector de 
error de fi"ecuencia (FED) es simétrico respecto a la fi-ecuencia de referencia (en el caso que 
se describe se ha tomado (0=0), tal que \íi((o)\ es una función par. 
Debe conseguirse insensibilidad al pulso conformador, lo que se obtiene imponiendo la 
condición de simetría siguiente 
|H(ít)+ Til M)\H,(«+ Ttl M)\ = \H{-(0- Til M)\H^{-(ú- Kl M)\ {%11) 
que era la condición impuesta sobre el filtro discriminador (8.10) para asegurar salida nula 
para error de fi-ecuencia cero, para cualquier señal con espectro de potencia par. Esto puede 
comprobarse en la figura 8.5. 
- j i / M 
-co.. o co 
ft) 
71/M 
|//,(co)h|A/,(-(o)| 
^,(03 + 71/ M)\\H((í)+'n/ M)| = |íf^( -O) - 71 / ,-V/)|| H{-c(i - n i M)\ 
Figura 8.5. Condición de simetría de los filtros. 
Combinando la condición de cero de DC y las limitaciones de ruido patrón se obtiene, a 
partir de (8.27) y (8.26) la igualdad (imponiendo ambas condiciones de simetría de forma 
simultánea) 
\H{(0+ Tcl Kf)\H,{(0+ Til M)| = \H{(0- ni M)\H^(Ú)- TZI M)\ (8.28) 
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donde el término situado a la izquierda del igual es simétrico respecto de (O-Tt/M, mientras 
que el término de la derecha es simétrico respecto de (o=-7i/M, es decir, 
\H{(0+ Kl M)\H, (©+ ni M)\ = \H(-o}+ ni M)\H,{-(ú+ ni M)\ (8.29.a) 
\H{(ú- ni M)\H,{(ü- ni M)\ = \H(-(Ü- ni M)\\H^Í-CÓ- ni M)\ (8.29.b) 
Si los espectros de las señales de salida de los filtros son simétricas conjugadas respecto a 
(0=±7i/M, es decir 
H,((0+ n/AÍ)H((o+ n/M) = H\{-(0+ n/M)H'{-co+ n/M) (8.30.a) 
H^icú- n/M)H(có- n/M) = H¡(-0}- ni M)H{-(0- njM) (8.30.b) 
entonces los filtros duales están relacionados mediante 
H,{(ú) = Hl{-(ú) (8.30.C) 
8.4.3. Respuesta en frecuencia de ios fiitros duaies. 
Pese a todas las limitaciones que se han impuesto a los filtros duales, existe un amplio 
grado de libertad abierto al diseño de los filtros. 
Considérese el caso que se muestra en la figura 8.6, en que H¡(a}) es un filtro poso alto . 
\H,i<ü)\ 
|í/,(o>)||//(a))| 
\ 
Á 
| l^í («») | 
r 
k 
|W,(0))| 
|//,(o>)|lma))| 
-•K 
-KI M Til M ft) 
-U+üf)-
M 
- a - a ) - ^ ( l - a ) ^ (i.a)± 
Figura 8.6. Filtros duales paso alto. 
Como \H(a))\-0 para |coj>(l + a);r/M, se requiere que \H,((o)\=0 para 
(ú<{\-á)nl M y que | iZ/cíj | =0 para íO>-(l-a);r/ M. 
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Los espectros resultantes \H(ü))\\H¡((o)\ y \H((ú)\\H2((ú)\ tienen la simetría necesaria si se 
cumple 
i/,(ú)) = \Hicú-27t/M) (l-a)7t/M<ú)<(l + a)7ü/M 
O ú)<(\-a)7t/M 
H,{(o) = \H((O + 2T[/M) -{\ + a)nlM<(o<-{\-á)nlM 
O (0>-().-á)Kl M 
(8.31.a) 
(8.3 l.b) 
Se imponen estas condiciones para que se cumplan las condiciones de simetría descritas 
anteriormente de los productos H^(a))H((JO) y H2(ú))H(o)), partiendo de la condición de 
simetría de H(o}), dada por ser el pulso conformador una función real. 
Supongamos que la definición dada en (8.31) se cambia por 
H^(Q}) = H\Q}-27C/M) 
H2{(ú) = H\(o+2nl M) 
(8.32.a) 
(8.3.2.b) 
donde las limitaciones de fi-ecuencia de (8.31) se han eliminado y H((o) ha sido conjugada. 
(Se han quitado los límites de frecuencia, pero se siguen cumpliendo las expresiones (8.31), 
aimque con H((ú) conjugada). Este es el caso que se muestra en la figura 8.7. La relación 
dada en (8.32) tiene la ventaja de simplificar el diseño, a la vez que se cumplen los 
requisitos de simetría entre los filtros, necesaria para im correcto funcionamiento. 
|/7(Q))| 
rr^ 
M M 
Z_U 
|J/,C(o)||i/((ü)| 
/ I Vi—\—/ I \ — \ — 
ni M 2ii 
M 
X |//,((S)| 
',(tu)||/í<üí)| 
C3+«) 
\f 
|//{a)-A0)| 
/ ^ 
(l + a ) 
M 
Aü) 
/«i+d-aV 
i Tí 03 
t 
Figura 8.7. Filtros duales paso banda. 
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Tomando en (8.32) transformadas de Fourier inversas se obtiene 
h^[n] = hl-ny"""" (8.33.a) 
ft,[n] = h[-n]e-^"°'"' (8.33.b) 
8.4.4. Tasa de muestreo. 
Se ha denominado T^ al período de muestreo. Se ha definido con anterioridad la relación 
T/T^=M 
donde T es el intervalo de símbolo y M (entero positivo) es el factor de sobremuestreo. En 
teoría y en la práctica es aceptable una valor de M racional. 
Las señales de interés tienen ancho de banda en exceso, de modo que la tasa de muestreo 
mínima tendrá que exceder 1/T. El entero más pequeño que evita el solapamiento de señal 
(para error de frecuencia nulo) es M=2. Por tanto, la frecuencia de muestreo no puede ser 
menor que^=2/r. 
En el otro extremo, el mayor error de frecuencia que entra en el ancho de banda de los 
ñlfros es j^-(2+a)/T (Aco = (2 + a)2ní M en la señal discreta equivalente), y el extremo 
más alejado de la señal (discreta) desplazada en frecuencia está en a) = {5+3cc)7c/ M 
(f = (5+3á)/2T), como puede verse en la figura 8.7. Evitar el solapamiento en este 
extremo del espectro de la señal requiere que l/7¡ >(5+3a) / r . Para el mayor exceso de 
ancho de banda a=l, la tasa de muestreo debe ser f^=8/T, es decir, M=8. 
No es necesario evitar todo el solapamiento, sino aquél que es muy proñindo. Si la señal 
solapada no cubre las bandas de paso de los filfros, entonces seguramente el solapamiento 
no es muy proñindo. Para el máximo error de frecuencia Af = {2 + á)/T, la frecuencia de 
Nyquist puede estar en la frecuencia central de la señal, y el solapamiento justamente casi 
evita situarse en la banda de paso de los filtros. Para el máximo a=I, este criterio requiere 
Esta lección también es muy elevada; es útil probar con valores menores. M=2 resulta ser 
una elección desafortunada, al menos si los filtros se especifican de acuerdo a (8.32). debido 
a la periodicidad de la respuesta en frecuencia de los filtros, M=2 produce que los dos filtros 
justo caigan en la parte máxima del ofro; coinciden exactamente. En tal caso, la salida del 
detector de filtros duales es igual a cero para cualquier señal de entrada, independientemente 
del error de frecuencia. Es de destacar que este hecho se produce independientemente del 
valor que tome el factor de sobremuestreo, viene dado simplemente por las características 
de la transformada de Fourier de las señales discretas. 
Considérese el caso M=4. En las figuras 8.8 y 8.9 se muestran las gráficas en el dominio 
de la frecuencia para los casos en que a=0.5 y a-1 respectivamente. Para la tasa de 
muestreo definida por M=4, los espectros tienen una periodicidad en términos de frecuencia 
en tiempo continuo de /^ . = 1 / 7¡ = 4 / T (en tiempo discreto siempre lo es con período 27t). 
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\H,(a)\ | / /(«))| |//,(tD)| 
M \ ^ \ Jv^—\ ^ 
Aü>=0 
(A/- = 0) 
Ato = jt/2 
(A/ = i / r ) 
Ao> = 371 / 4 
(A/'= 3/27) 
Aoo = :t 
(A/- = 2 / r ) 
-71 
2 
O 37: 
8 
Figura 8.8. Respuesta en frecuencia de los filtros duales para a=0.5 y M=4. 
/ \ 
\ 
^ ^ 
/ 
\ / 
- n 
Aw = O 
(A/ = 0) 
Afi) = 7i/2 
(A/ = i / r ) 
Aío =37r/4 
(A/ = 3/2r) 
Aü) = 7t 
(A/- = 2 / r ) 
(O 
Figura 8.9. Respuesta en frecuencia de los filtros duales para a=l y M=4. 
La Última línea de ambas figuras muestra el caso en que el error de frecuencia es 
A/ = 2 / r (AíO= 7t en términos de frecuencia discreta). La señal cae igualmente en ambos 
filtros para este valor, por lo que la salida promediada del detector debe ser nula. Si se 
emplea una tasa de muestreo mayor, la salida nula se producirá a mayores valores de A/": a 
(2 + á)/T, como se demostró con anterioridad. 
Por tanto, es evidente que +2/T (Aa) = ±;r) es el rango máximo de errores de fi-ecuencia 
para una detección apropiada a esta tasa de muestro. 
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Para M=4, podemos movemos hasta el límite de muestreo. Para M=6, el límite está 
impuesto por la elección particular en (32) del ancho de banda del filtro. Este límite 
coincide con el límite de muestreo si a=l. Para M>6, el límite en el rango del discriminador 
está siempre impuesto por el ancho de banda particular de los filtros. 
8.5. Implementacíón. 
Se ha mostrado en (8.33) la expresión que nos da la respuesta al impulso de los filtros 
duales que constituyen parte del detector. Puede deducirse fácihnente que se trata de filtros 
cuyos coeficientes son complejos debido a la exponencial. Esto significa una mayor 
complejidad en la realización práctica de los filtros. 
Los filtros deben cumplir los requisitos que se han impuesto durante el análisis descrito 
anteriormente para tener \in correcto funcionamiento. 
Si tomamos el valor del factor de sobremuestreo de M-4, encontramos que la respuesta 
al impulso de los filtros de (8.33) podemos expresarlas como 
h^ [n] = h[-ny°''^ = (j)" h[-n] (8.34.a) 
h, [n] = hl-ny""'^ = i-JY h[-n] (8.3b.b) 
con lo que los factores de ponderación de h[-n] resultan ser muy sencillos, hecho que se 
añade al buen comportamiento descrito con anterioridad al tomar este valor de Men cuanto 
al rango de errores de fi-ecuencia que se puede cubrir. 
*- Datos 
- .^["] 
*- 5n[n] 
Figura 8.10. Diagrama de bloques de realización. 
Los receptores poseen filtros de datos cuya respuesta al impulso es h[-n], es decir, es el 
filtro adaptado al pulso conformador transmitido (siempre pensando que h[n] es real). Los 
coeficientes de h[-n] son compartidos por h¡[n] y /z^ /^w/. lo cual simplifica la realización de 
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los filtros, puesto que únicamente habría que ponderar las muestras de h[-n] con los pesos 
adecuados para tener el filtro adaptado a la señal o cada imo de los filtros del detector (véase 
la figura 8.10). 
Un problema presente en el desarrollo anterior es la necesidad de realizar operaciones 
con números complejos en el filtrado, lo cual añade mayor dificultad. A continiiación se 
describe una altemativa de cómo evitar los filtros complejos. 
8.5.1. Filtros con coeficientes reales. 
Consideremos que la señal de entrada a los filtros duales la expresamos en fimción de sus 
partes real e imaginaria, x(t) e y(t) respectivamente, 
s{t) = x{t)-\-j-y{t) 
Se ha demostrado, (8.30.c), que las respuestas en fi-ecuencia de los filtros del detector 
están relacionadas mediante 
H,{(o) = Hl{-(ú) 
Calculando la transformada inversa de Fourier, se concluye que las respuestas al impulso 
de los filtros están relacionadas por 
h,[n] = tC,[n] (8.35) 
Esto se comprueba fácilmente observando el resultado dado en (8.33). 
Como los filtros /?,[«] y /i2[n] son complejos, pueden expresarse como 
h\n] = hXn]+j\[n] (8.36.a) 
^ W = ^ W - A W (8.36.b) 
de modo que los filtros correspondientes a las partes real e imaginaria de h\n\ y h2\n\ son 
reales. 
Si filtramos la señal de entrada al detector con ambos filtros, obtenemos las salidas 
s\n]=s[nyh\n]={x[n]+jy[n]^*(h^[n]+jh^[níj= 
(o.37.a) 
= Án]* hp [«]- y[n]*\ [«]+ j{x[n\* h^ [n\+ yWh^ [«]) 
2^ W = s[n\*h^ [n] = ix[n]+jy[n])* (h^ [n]-jh^ [«])= 
= x[n]* h¡n]+y[n]* h\n]+j{-x[n]* h\n]+y[n]* h[n]) 
1' 
Tomando el cuadrado de los valores absolutos de las expresiones anteriores se obtiene 
h [«]' = {Ári\*hp [«]- y[n]* \ [nf + [x[n\* \ [n\+ y[n\*hp [nf = 
= {x[n]*hp[nf -2(x[n]*hpW)(y[«]*A, [«])+ (y[n]* ^ [nf + (8.38.a) 
+ {x[n]* \ [nf + 2{x[n]* \ [n%yW h^ [«])+ {y[n]* h^ [nf 
y de forma similar 
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K [nf = {x[n]*h^ [n]+ y[n]* h^ [nf + (- x[n]* \ [n\+ y[n\*h^ [nf = 
= W«]* ^ [nf + 2(x[nh K [«])(y[«]* ^ [«])+ Un]* h^ [«J + (8.38.b) 
+ {x[n]*^ [nf -2{x[n]*h^[nMn]*h^[n])+ (y[«]*h^[nf 
de modo que calculando la diferencia entre ambas expresiones obtenemos la salida del 
detector de filtros duales 
e[n] = \s, [nf -\s, [nf = 4{{x[n]* \ [n%y[n]* h^[«])- (x[«]* h^ [n%yWK W)}(8-39) 
que puede realizarse como se muestra en la figura 8.11 (obviando la constante de 
proporcionalidad). Esta realización evita el tener que realizar operaciones con números 
complejos, lo cual indica una mayor sencillez de realización práctica. 
x[n] 
y[n] 
Figura 8.11. Detector con filtros de coeficientes reales. 
8.6. Características de funcionamiento. 
Se va a realizar a continuación un estudio de las propiedades de funcionamiento del 
detector de error de fi-ecuencia basado en filtros duales. En los siguientes pimtos se 
describirá la curva en S del detector, el tiempo de enganche, el margen de enganche y el 
margen de seguimiento. 
8.6.1. Curva en S del detector. 
La curva de discriminación o curva en S es una característica importante de un detector 
de error de fi-ecuencia (discriminador de fi-ecuencia) que debe conocerse para llegar a 
obtener un correcto diseño del lazo de control de errores de frecuencia. 
Sea Uj[n] la salida del detector de error de frecuencia. La curva de discriminación Uf se 
define como el valor medio de uJn], promediado sobre todos los posibles patrones de datos 
y sobre todos los valores de ruido. Se tiene entonces que: 
U.^EXUAA (8.40) 
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donde E[-] significa la esperanza matemática sobre n. 
La señal de error del DFD vi4ene dada por 
"/ [«] = V, [«] - V2 [n] = |s, [n\' -1^2 [n]|' 
o bien 
"/M = 
N-\ 
J^h,[n]s[n-k] 
i=0 
AÍ-1 
X/í2[«M«-^] 
/t=0 
donde Í/W/ en presencia de errores de fi-ecuencia está dada por 
(8.41) 
(8.42) 
(8.43) 
donde ft)^ es el error de frecuencia. 
Teniendo en cuenta las características de la respuesta al impulso de los filtros duales: 
y sustituyendo las expresiones (8.43) y (8.44) en (8.42) se llega a 
uAn] = 
N-\ 
Y.^mT.K {-^]K [-« + ¿ + mM]e -ÁO>r+0)„)k 
m i=0 
N-\ 
Y.''^Y,K[-k]K[-n + k + mM]e-^ {(ú,-(ú„)k 
m A=0 
(8.44.a) 
(8.44.b) 
(8.45) 
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Figura 8.12. Curva de discriminación. 
Una vez determinado el error de la señal, se calcula el valor medio sobre todos los datos 
para obtener la curva en S, que viene dada por: 
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"/[«] = J,K[-k]K{-n^k]e-^^'''''''^ 
i=0 
J,K{-k]K[-n + k]e -j((o,-a>„)k 
t=0 
(8.46) 
La figura 8.12 muestra la curva de discriminación correspondiente al DFD. En el eje de 
abcisas se representa el error de frecuencia normalizado respecto a la tasa de bit. Queda 
patente en dicha representación que el detector basado en filtros duales tiene una curva en S 
apropiada a los propósitos de detección de errores de frecuencia, siendo útil para detectar 
errores de frecuencia del orden de la mitad de la tasa de bit. 
8.6.2. Margen de enganche. 
El margen de enganche del detector queda determinado por el margen de frecuencias que 
es capaz de corregir el detector. Esta característica puede exfraerse de la curva de 
discriminación que se representa en la figura 8.12 y que se obtuvo en el apartado anterior. 
Según lo comentado en el apartado anterior, el margen de enganche del detector basado 
en filtros duales es de ±Rh 12 (siendo /?¿ la tasa de bit). Esto le confiere unas propiedades 
importantes al detector. 
8.6.3. Tiempo de enganche. 
Para estudiar el tiempo de enganche del corrector de errores de frecuencia mediante el 
detector basado en filtros duales, se mostrará la convergencia del bucle a fravés de la 
medida del error que se detecta. 
En el caso de algoritmos de adquisición de portadora, el concepto de enganche queda 
supeditado a cuándo se considera que el error es suficientemente pequeño como para que un 
algoritmo de seguimiento pueda seguir corrigiendo los errores. 
En la figura 8.13 se muestra la evolución de la fimción de error que entrega el detector 
basado en filtros duales para emplearla en la corrección de los errores de frecuencia. Se 
exfrae de la observación de dicha figura, que tras uno 500 bits, el error es prácticamente 
nulo, y el lazo está perfectamente enganchado. Los resultados presentados han sido 
obtenidos partiendo de irn error de frecuencia de la mitad de la tasa de bit Rb-
FED errar 
0.04 
O 500 1000 1500 2000 
samples 
Figura 8.13. Evolución de la función de error del DFD. 
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La figura 8.14 muestra el error de frecuencia residual en función del tiempo, dado en 
términos de la tasa de bit. Las conclusiones son las mismas que las obtenidas para la figura 
8.13. 
0.5 
0.4 
0.3 
0.2 
f(Rb) 
0.1 
0 
J11 
Residual frequency errar 
i 
• 1 1 
- 'l'w'^ ^Hv 
1 1 1 1 1 1 1 1 1 
o 200 AOO 600 800 1000 1200 1400 IGOO 1600 2000 
sannples 
Figura 8.14. Error de frecuencia residual. 
Finalmente, en la figura 8.15 se muestra la evolución con el tiempo de la frecuencia de 
corrección, dada igualmente en términos de la tasa de bit. 
Corrección frequency 
O 200 400 600 800 1000 1200 1400 1600 1800 2000 
samples 
Figura 8.15. Frecuencia de corrección producida por el lazo. 
8.6.4. Análisis en condiciones de ruido. 
En esta sección se trata el problema de la presencia de ruido en la señal recibida y cómo 
afecta a la convergencia (enganche) del detector. Se considerarán dos casos distintos, que 
pueden darse en los canales analizados en la presente investigación. 
8.6.4.1. Análisis en presencia de ruido blanco gaussiano. 
En este primer caso se analiza el comportamiento del lazo cuando sobre la señal se añade 
un ruido blanco gaussiano aditivo (AWGN) de densidad espectral de potencia NQ. Bajo 
estas condiciones, la señal recibida (una vez muestreada), puede expresarse como 
r[m] = s[w] + 4w] (8.47) 
donde sfmj está dada por (8.16), y nfm] es el ruido detectado. 
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Esta señal es filtrada simultáneamente por los dos filtros que forma el detector de filtros 
duales (DFD). Estos filtros cumplen la propiedad descrita en (8.30). Denotemos la densidad 
espectral de potencia de la señal recibida en ausencia de ruido como SX(G>). Entonces, 
considerando la densidad espectral de potencia del ruido y las respuestas en fi-ecuencia de 
los filtros, H^((ú) y H2((0), se obtiene que las funciones densidad espectral de potencia a la 
salida de los filtros son, respectivamente: 
S^,(co) = SA(0)\H,iCüf + K\H,{co)f (8.48.a) 
Sx2((0) = S^ia))\H,ico)f + K\H,ico)f (8.48.b) 
Teniendo en cuenta estos valores de la densidad espectral de potencia a la salida de los 
filtros, se tiene que las energías a la salida de los mismos está dada por: 
1 " 
Ex=—\Sxx{a>)do) (8.49.a) 
\S,{(o)\H,i(ofd(o^-^\\H,{(ofd(o 
2n _, 2K _n -n 
1 ^ 
^2 = — í Sx2 (G))d(o (8.49.b) 
= —¡SAco)\H,(cofdo) + -^¡\H,i(ofd(o L]sxico)\ ,(cofdo)  ^ " 
2K _^ 2n 
La última ecuación puede reescribirse en términos de H^{(o) mediante la relación dada 
por (8.30), resultando: 
E^ =^ ]sA<o)\H,^<ofdco + ^  ]\H:{-(Opw ^^'^^^ 
2% -„ 2n -i 
Si nos damos cuenta que |iíi(£())| = Líí*(ío) , se encuentra 
]\H,{c4d(o=]\H\{-c4diO (8.51) 
-n -71 
y entonces, la diferencia entre la energía de las señales presentes a las salidas de los filtros 
duales es: 
£, - ^2 = 7 - í *^ x (®)|^i ((of da> (8.52) 
-^]Sx{(o)\H,{(ofdco 
2;r_„ 
Este resultado indica que la presencia de ruido blanco a la entrada del DFD no afecta a la 
medida de la diferencia de energías a la salida de los filtros, y esta diferencia de energías 
indica si se ha producido error de fi-ecuencia. Es decir, el DFD es insensible al ruido blanco 
gaussiano. 
La figura 8.16 muestra la convergencia de la señal de error cuando la señal recibida está 
perturbada por ruido blanco gaussiano. Puede observarse que el resultado es el predicho por 
la expresión (8.52), y la convergencia no se ve afectada por la señal de ruido. 
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Figura 8.16. Convergencia del DFD en presencia de AWGN. 
Análisis en presencia de ruido paso banda. 
Supongamos que a la entrada del DFD se tiene la presencia de un proceso paso banda. 
Supongamos que el ruido tiene una densidad espectral de potencia NQ uniformemente 
distribuida en el intervalo de frecuencias úi, < ft)< 6)2- En este caso, la potencia de ruido a la 
salida de los filtros duales puede escribirse como: 
1 ? E„,=^¡S,(co)\H,(o)fdco 
E„,=^]s,{(o)\H,{(ofdco 
(8.53) 
(8.54) 
donde S^(ü) es la densidad espectral de potencia de ruido. Teniendo en cuenta que esta 
función toma el valor NQ en el intervalo ü), < C0< «2, se tiene 
(8.55) 
(8.56) 
Entonces, siguiendo la ecuación (8.52) tenemos que la diferencia entre las energías a la 
salida de los filtros está dada por 
£" , -£ '2=^;n+^„i - -^ XI 
donde 
Ü V-1 
1 Í 
•x\ iTC 
\SAoy)\H,{(oXd(0 
E,,=^]s^{(o)\H,{_(ofdo3 
(8.57) 
(8.58) 
(8.59) 
son las energías de las señales a la salida de los filtros. En ausencia de error de frecuencia se 
tiene que 
^X\ ~ ^Xl 
y, por tanto, en presencia de ruido paso banda, el DFD está detectando una diferencia de 
energías distinta de cero, como si existiera error de frecuencia. 
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En la figura 8.17 se muestra la convergencia del lazo en presencia de una señal 
interferente (o proceso paso banda), pudiendo observarse el error cometido. 
Error de frecuencia residual 
500 1000 1500 2000 2500 3000 3500 4000 4500 
No. de bit 
Figura 8.17. Convergencia del DFD en presencia de un proceso paso banda. 
8.7. Conclusiones. 
En este capítulo se ha obtenido y mostrado las propiedades de una técnica de sincronismo 
de frecuencia de portadora basada en el empleo del detecto de filtros duales. 
Se han mostrado las características de la curva en S del detector, observando que si bien 
se apartan del ideal (función de error proporcional al error de frecuencia), lo cual no permite 
que se emplee en bucles hacia delante {'feedforward^, sus características son útiles para 
emplearlo en bucles realimentados. Por otro lado, se ha encontrado que el rango de errores 
de frecuencia en que el detector opera correctamente es del orden de la tasa de bit. Esta 
propiedad permite emplear este detector en situaciones en que los errores de frecuencia son 
elevados, como ocurre en canales con satélites LEO, siendo apropiado en la fase de 
adquisición de portadora. 
En cuanto a las características de rapidez de convergencia del algoritmo, se ha estudiado 
la evolución de la función de error a lo largo del tiempo, para un error de frecuencia 
considerable, obteniendo un tiempo de convergencia del orden de 500 bits, aimque podría 
considerarse un tiempo antes que el bucle está enganchado puesto que el error es 
suficientemente pequeño. 
Asimismo se ha estudiado el problema de la presencia de ruido en la señal detectada. El 
estudio revela que esta clase de detector de error de frecuencia es insensible al ruido blanco 
gaussiano, no degradándose el comportamiento del lazo de control de frecuencia. Cuando la 
señal está perturbada por este tipo de ruido, la convergencia del algoritmo no se ve afectada, 
pero la velocidad de convergencia es algo menor que en condiciones libres de ruido. Esta 
situación empeora a medida que la relación S/N disminuye. 
De otro lado, se ha obtenido que en presencia de ruido de tipo paso banda, aun en 
ausencia de errores de frecuencia de portadora en la señal recibida, el DFD detecta una 
diferencia de energías y trata de corregir un error de frecuencia que no existe, provocando 
un error real. 
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9. Sincronismo de portadora basado en la 
estimación de la fase de la señal GMSK 
9.1. Introducción. 
Se ha determinado, apoyándonos en la aproximación lineal de la modulación, cuáles 
deben ser los instantes de muestreo óptimos para obtener las muestras de la señal a partir de 
las cuales tomar la decisión del dato transmitido. 
Las muestras de la señal recibida pueden estar afectadas por errores de fase de portadora, 
por la diferencia entre las frecuencias de los osciladores de transmisor y receptor o por 
efecto Doppler debido al movimiento de los terminales. El que las muestras de la señal estén 
afectadas por estos efectos provoca que se cometan errores en la decisión. Es por ello 
importante la determinación de dichos errores y su magnitud, y su corrección antes de la 
toma de decisión. 
Existen diferentes métodos que pueden emplearse a tal efecto, como el empleo de 
cuadricorreladores, lazos de Costas, detectores basados en filtros duales, y oros métodos 
diversos, que pueden ser ayudados por la decisión o no. 
A continuación se describe un método que se basa en la retro-predicción de la fase de la 
señal a partir de las decisiones tomadas y con secuencia de entrenamiento (que en el caso 
propuesto no requiere que tenga una longitud excesiva). 
Con el término retro-predicción se intenta hace referencia a poder realizar ima 
estimación de la fase de la señal en los instantes de decisión pero no de la decisión actual, 
sino la correspondiente a dos bits anteriores. La forma de llevarlo a cabo se basa en el 
conocimiento del modelo de la señal GMSK (su expresión exacta) y los instantes de 
decisión óptimos. El porqué del retardo en la estimación es debida a las condiciones en que 
se produce la detección de los datos, lo cual se describirá en los apartados sucesivos, aunque 
ya se detalló en el capítulo 6 al describir el receptor lineal. 
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9.2. Fase de la señal GMSK en los instantes de decisión. 
Tal como se ha comentado con anterioridad, la señal GMSK está definida a través de la 
expresión: 
s(í) = exp] JTch Y,ccM^-kT)\ NT<t<(N + \)T (9.1) 
donde la fimción q(t) es la que define la conformación de la variación de fase a lo largo del 
tiempo y los datos ttk toman valores del conjunto {+1, -1}. El índice de modulación h es de 
Vz, de tal modo que cuando q(t)=l, define im cambio de fase de ±7c/2. 
Lo que nos interesa es conocer la fase de la señal, que está dada por el exponente de la 
expresión anterior, es decir: 
<t>(t) = nh^a.qit - kT) NT<i<(N + l)T (9.2) 
k=-
En la figura 9.1 se representa la fiínción q(t). De dicha función conocemos que es la 
integral de una función gaussiana, y que consideramos que se ha saturado (alcanza el valor 
unidad) transcurridos cuatro períodos de bit, y a partir de dicho instante de tiempo la 
fimción mantiene dicho valor. En la figura únicamente se ha representado el intervalo de 
variación de la función. El eje de tiempo está dado en términos del intervalos de bit To. 
1 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 
To 2To 
Figura 9.1. Función q(t). 
3To 
9.3. Formulación para un receptor digital. 
Desde el punto de vista del receptor, nos interesa conocer cuáles son los valores que 
toma la función q(t) en los instantes de muestreo. Es por ello que en la figura 9.2 se 
presentan las muestras correspondientes a q(t), es decir, qfnTg). Como el factor de 
sobremuestreo considerado es M=4, tenemos 4 muestras en cada intervalo de bit. A partir de 
considerar que la fimción se ha saturado, todas las muestras de la señal valdrán la unidad. 
La señal muestreada en ausencia de errores de fase tiene la expresión: 
s(nT^) = Qxp{j<p(nT^)} (9.3) 
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donde el término de fase podemos escribirlo de la siguiente forma: 
N-L 
^{nT^) = Jth J^a,q{nT^-kT)+7ühJ^a, (9.4) 
k=N-L+i 
En la ecuación (9.4) se ha descompuesto el término de fase en dos: el primero 
corresponde a aquellos valores que en el instante de decisión no han alcanzado el valor de 
saturación, mientras que en el segundo término están aquellos correspondientes a bits cuya 
contribución a la fase es ya de nh. Para el caso en que L=3, en el primer término sólo 
intervienen 3 datos. 
1 
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Figura 9.2. Muestra de q(nTJ. 
Como se ha comentado, la decisión en el receptor lineal se realiza cuando el pulso básico 
de la representación lineal de la modulación del bit k-ésimo sobre el cual se quiere decidir 
ha alcanzado su valor máximo. Esto corresponde a 2To unidades de tiempo (para el caso en 
que 1=3) posteriores al comienzo de la generación de la función q(nTs-kTo) del bit sobre el 
que se quiere decidir. Es importante tener esto en cuenta para poder calcular adecuadamente 
la fase de la señal en los instantes de decisión. En la misma figura 9.2 se muestra también 
cuáles son dichos instantes de decisión, de modo que conozcamos cuáles son las muestras 
de q(nTs) que intervienen realmente en el cálculo de la fase de la señal en esos instantes. 
Los valores de las muestras que aparecen en la figura 9.2 son los que se indican a 
continuación, para el caso en que L-3 y el factor de sobremuestreo es M=A: 
C/=0.00179552630264 
C2=0.00811221858690 
C5=0.02839869843237 
0=0.07839848734703 
Cj=0.17441060452478 
0=0.32058629089922 
C7=0.50000000000000 
Cs=0.67941370910078 
CÍFO.82558939547522 
C/o=0.92160151265297 
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C;/=0.97160130156763 
C72=0.99188778141310 
C;Í=0.99820447369736 
Si se desea determinar la fase de la señal en el instante de decisión para un determinado 
bit, este corresponde a ITg, es decir, con la muestra Cg de la fiínción de la figura 9.2. Según 
la expresión (9.4), para poder determinar la fase de la señal en un determinado instante de 
tiempo necesitamos conocer en valor de los L últimos datos recibidos que producen 
contribuciones parciales, y de todos los anteriores, que producen contribuciones totales. 
Al valor de la fase de la señal en el instante de decisión m-ésimo contribuyen el dato que 
se decide parcialmente, todos los anteriores de forma total, y los dos siguientes que se 
decidirán parcialmente (para el caso 1=3, en general serían los L-1 siguientes). Es por ello el 
nombre de retro-predicción, para indicar que hasta decididos algunos datos posteriores al 
instante de tiempo en que quiero estimar el valor de la fase de la señal, no puedo hacerlo con 
precisión. Para el caso particular analizado, el dato m-ésimo contribuye con un facto C% el 
dato fm+/j-ésimo contribuye con un facto C5, y el dato (m+2)-és,\mo contribuye con un 
factor C/. Todos los datos anteriores al w-ésimo tienen contribución imitarla. De esta forma, 
la fase de la señal en el instante de decisión m-ésimo podemos expresarla de la siguiente 
forma: 
rn—i 
(¡>{mT^) = Tth ^ a, + C,a„ + C,a^,, + C,a„ (9.5) 
Este método puede englobarse en los denominados dirigidos por la decisión. Requiere de 
una secuencia de entrenamiento. El enganche es rápido y sigue bien las variaciones de fase. 
También es capaz de seguir variaciones lentas del error de fi-ecuencia de portadora. El 
problema radica, al depender de las decisiones, en que se realicen de forma errónea, lo cual 
puede suponer falsas detecciones de errores de fase. 
Una vez estimada la fase de la señal, sólo quedaría por medir la fase real de la señal 
recibida, de modo que la diferencia entre ambas nos diera el error de fase que debe ser 
corregido. 
9.4. Resultados de la simulación. 
A continuación se revelan los resultados de la simulación realizada para verificar los 
resultados teóricos. Mediante su estudio se puede comprobar la eficacia del algoritmo. 
9.4.1. Condiciones de la simulación. 
Se ha tenido en cuenta una secuencia de 200 datos (a los que hay que añadir los 3 de 
inicialización del comienzo). De dichos datos los 100 primeros se han considerado como 
secuencia de entrenamiento. Realmente no es necesario una secuencia tan prolongada, sino 
que algimas decenas hubieran sido suficientes. Los restantes 100 valores de datos se han 
obtenido de forma aleatoria. 
La secuencia de entrenamiento está constituida por los siguientes datos, que se repiten en 
grupos de cuatro: 
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dat_bin=[011,0001 0001 0001...] 
donde se han separado los tres primeros pues formarían parte de la inicialización del 
modulador. A partir de esta secuencia, se mapean los datos binarios y se obtiene la 
secuencia de valores {+1, -1} que se introducirían al codificador (precodificador), 
obteniendo la secuencia de datos: 
Ok^fl -1-1,1 1 1-1 1 1 1-1 1 1 1-1 ...] 
donde igualmente se han separado los datos de inicialización mediante una coma. Mediante 
el codificador se obtienen los datos que se entregan al modulador. La secuencia de datos 
resultante a la salida del codificador es: 
fik=[l 11.11-1-111-1-111-1-1...] 
Con estos datos, la señal que se obtiene, representadas en sus componentes en fase y 
cuadratura son las que se indican en la figura 9.3. 
200 
":| i 11H U H1111111 
0.4. 
0.2.1 
0 ' 
-0.2-
^ . 4 . 
:: V H I V I I H I I I I 
. 1 1 " ' • • 
50 100 150 200 
a) Componente en fase b) Componente en cuadratura. 
Figura 9.3. Componentes de la señal modulada. 
9.4.2. Descripción del algoritmo. 
El algoritmo programado se basa en las expresiones obtenidas anteriormente para la 
estimación de la fase de la señal a partir de los datos recibidos. Como datos de partida tiene 
los correspondientes a la secuencia de entrenamiento. 
El algoritmo, como se desprende de la descripción teórica, trabaja con tm bit por símbolo, 
es decir, que como la señal recibida estaba muestreada con un factor de sobremuestreo de 4, 
la señal ha sido diezmada antes de aplicar este algoritmo de corrección del error de fase. 
La primera tarea antes de comenzar a actuar el algoritmo es la detección de la secuencia 
de entrenamiento que, dependiendo de las condiciones de la señal recibida, puede llevarle 
más o menos muestras de la señal. 
Una vez se ha detectado la secuencia de entrenamiento la fase al comienzo de la 
secuencia de repetición (de 4 símbolos) puede determinarse con precisión, por lo que a 
partir de ese momento podemos determinar el error de fase de la señal, ya que se conoce 
cuál es la secuencia de entrenamiento y las fases que produce la misma a lo largo del 
tiempo. 
César Benavente Peces U.P.M 
102 Tesis Doctoral 
Debido a las características de la secuencia de entrenamiento que se emplea en la 
comunicación, no se produce ambigüedad a la hora de determinar la fase de la señal en el 
momento en que se detecta la secuencia de entrenamiento, ya que la fase se repite 
periódicamente con la secuencia de repetición, y al comienzo de cada grupo es siempre la 
misma. 
9.4.3. Señal recibida en ausencia de ruido. 
En ausencia de ruido no se ve perturbada la detección de la secuencia de entrenamiento 
por falsos valores. Para determinados errores de fase que sean constantes a lo largo del 
tiempo no es posible detectar la secuencia de entrenamiento, ya que la constelación de 
decisiones está girada un ángulo constante y los datos detectados serán siempre los mismos 
pero nunca coincidirán con la secuencia de entrenamiento. 
La solución al problema anterior es ir girando la señal artificialmente hasta detectar dicha 
secuencia. La velocidad de giro debe ser un compromiso entre la velocidad de enganche y la 
posibilidad a que, al afectar a muestras diferentes fases distintas, pueda dar lugar a una 
secuencia que se confimda con la de entrenamiento. 
En la figura 9.4 se muestra la fase de error detectada para una señal recibida que está 
afectada por un error de fase de 7c/4. El algoritmo, una vez detectada la secuencia de 
entrenamiento, comienza a actuar detectando el error de fase y corrigiéndolo, de modo que 
se detectan correctamente los datos. 
o 50 100 150 
Figura 9.4. Error de fase detectado. 
200 
Como puede apreciarse en la figura 9.4, debido a que no existe ruido ni otras 
perturbaciones en la señal recibida, la secuencia de entrenamiento se detecta rápidamente y 
en consecuencia el error de fase. 
Puede decirse que el giro de fase que produce el algoritmo trata de disminuir el error de 
fase, hasta que para tm determinado valor (absoluto) comienza la corrección propiamente 
dicha. 
El algoritmo se muestra eficiente incluso con errores de fase elevados. En la figura 9.5 se 
muestra la detección de un error de fase de -37c/4. Puede observarse cómo el algoritmo tardó 
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más en detectar la secuencia de entrenamiento como era de esperar. Puede detectar cualquier 
error de fase. 
•0.5-
O 20 40 60 80 100 120 140 160 
Figura 9.5. Detección de error de fase de -3JI/4. 
En la figura 9.6 puede observarse cómo se produce la corrección del error de fase sobre 
la señal. Inicialmente la señal está afectada por el error de fase de -37t/4 mencionado 
anteriormente. Esto se observa al comienzo de las componentes de fase y cuadratura de la 
señal, que no se corresponden con las de entrenamiento. 
Después de unas cuantas muestras de la señal, el algoritmo detecta la secuencia de 
entrenamiento y corrige el error de fase, pudiéndose apreciar cómo aparecen las 
componentes en fase y cuadratura correspondientes a dicha secuencia. A continuación sigue 
la parte de señal correspondiente a los datos aleatorios, que fueron detectados 
correctamente. 
200 400 600 800 
a) Componente en fase 
1000 200 1000 
b) Componente en cuadratura 
Figura 9.6. Corrección de error de fase sobre la señal. 
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9.4.4. Detección del error de fase en presencia de ruido. 
A continuación se presentan los resultados correspondientes al caso en que la señal está 
afectada además de por un error de fase, por ruido blanco gaussiano aditivo (AWGN). En la 
figura 9.7 se muestran las componentes en fase y cuadratura de la señal recibida, en la que 
se puede observar la presencia de ruido y que, debido al error de fase que sufre la señal, no 
parece corresponderse con la señal correspondiente al entrenamiento en su primera parte. 
Un primer tramo de la señal es únicamente ruido (hasta la muestra 104), mientras que el 
resto de las muestras corresponden a la señal recibida correspondiente al caso descrito con 
anterioridad (producida por la secuencia de entrenamiento de 100 símbolos y otros 100 
aleatorios) con error de fase de -3JI/4 más ruido. 
Figura 9.7. Señal recibida en presencia de ruido. 
En la figura 9.8 se muestra el error de fase detectado. Puede observarse la presencia de 
ruido en la detección, producido por la presencia de ruido. 
o 50 100 150 
Figura 9.8. Error de fase detectado. 
El algoritmo empleado en los casos anteriores no incluía ningún filtro de la fase de error 
detectada, por lo que el error producido por la presencia de ruido no es corregido. Si se 
incluye un filtro en el lazo de corrección del error de fase de portadora los resultados 
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mejoran de forma apreciable. En la figura 9.9 se muestra la evolución del error de fase 
detectado empleando un filtro de media de primer orden (el caso más sencillo), pudiéndose 
apreciar la disminución de ruido en el mismo. 
-0.5 
-2.5 
-3 
O 50 100 150 200 
Figura 9.9. Error de fase detectado en presencia de ruido con filtro de lazo. 
El orden del filtro de lazo debe tener un orden comprometido entre la rapidez de 
convergencia y la reducción del efecto de la presencia de ruido en la señal. 
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10. Detector de correlación 
10.1. Introducción 
Un algoritmo de corrección de errores de portadora típico en receptores analógicos es el 
denominado cuadricorrelador. El comportamiento de los cuadricorreladores analógicos está 
documentado en diferentes artículos y está basado en una correlación cruzada entre los 
canales en fase y cuadratura recibidos. En suma, se reduce a cuatro productos y filtrado 
(integradores). 
Siguiendo la idea básica que da lugar a dichos circuitos, se presenta aquí el que se ha 
denominado detector de correlación, el cual se basa, como su nombre indica, en la 
correlación entre las muestras actuales y las obtenidas en instantes anteriores, tal como se 
describirá posteriormente. 
Dicho algoritmo tiene por objetivo la detección de errores de frecuencia elevados, por lo 
que es apropiado para canales en que se produzcan estas perturbaciones. Su fiíndamento está 
basado en el incremento de la fase instantánea de la señal entre instantes de muestreo (en 
banda base) debido a los errores de frecuencia, que se comenta con más detenimiento a 
continuación. Las características de este algoritmo lo hacen apropiado para ser aplicado en 
la fase de adquisición de portadora. 
Se presentarán a continuación los fiíndamentos teóricos en los cuales se basa el 
algoritmo, para posteriormente abordar los problemas prácticos que surgen en su aplicación 
y la forma de evitarlos. Asimismo se presentarán simulaciones de su comportamiento. 
10.2. Fundamento del algoritmo. 
El fimdamento del algoritmo está basado en el producto (que puede considerarse una 
correlación) en un instante de bit nT del valor que toma la señal en ese instante de tiempo y 
el complejo conjugado del valor que tomó en el instante de bit anterior (n-l)T. Considérese 
la expresión más general de la señal GMSK que se recibe en el receptor: 
sit) = eJ'^^'^eJ^''eJ^^'^ (10.1) 
108 Tesis Doctoral 
donde (t>(t) es el término de fase debido a los símbolos transmitidos, dado por: 
N 
(l>(í) = 7th^l3kq(t-kT) NT<t<(N + l)T (10.2) 
siendo Pk los símbolos transmitidos, T es el período de bit, h el índice de modulación y q(t) 
la función conformadora de la variación de fase. El valor Qo es el error de frecuencia de 
portadora presente en la señal recibida, y d(t) es un término que incluye el error de fase de la 
portadora y la rotación de fase que introduce el canal, que por generalizar se ha considerado 
que puede ser fimción del tiempo. 
En el receptor se muestrea la señal recibida para poder procesarla digitalmente, de modo 
que se obtiene la señal: 
sinT) = eJl'^"''^eJ^''"''e->'^^"''^ 
de forma que sustituyendo los diferentes términos resultaría: 
n 
jnhYPi,q(nT-kT) 
s(jiT) = e "- ^ja.xT^jeinT) nT<t<(n + l)T 
La señal que se recibe en el instante de tiempo anterior (n-l)T está dada por: 
s(í-T) = e *=- eJao^(-T)^j0('-T) (n-l)T<t<n)T 
de forma que a la salida del convertidor analógico digital se tendrá: 
j7di "'¿fi.qiin-DT-kT) 
san-\)T) = e ^jSlo(r'-l)T ^jOün-lV) (n-l)T<t<n)T 
(10.3) 
(10.4) 
(10.5) 
(10.6) 
El algoritmo, tal como se indicó anteriormente, se basa en la correlación entre la muestra 
de la señal obtenida en el instante de bit actual y el conjugado de la obtenida en el instante 
de bit anterior. Esta operación y la de obtención del argumento Qo (el error de frecuencia de 
portadora), corresponden al diagrama de bloques que se muestra en la figura 10.1. 
sfnT) 
v v 
{ ()• 
arg{} - • í l o 
s((n-l)T) 
Figura 10.1. Diagrama básico del detector de correlación. 
La señal de salida del detector de correlación es la que nos va a proporcionar la 
información del error de frecuencia de portadora que se está produciendo, lo cual se 
demostrará en los siguientes desarrollos. 
Si realizamos el producto indicado en la figura 10.1, la señal resultante es: 
s{nT)-s*{{n-\)T) = e^['í'(''^ )-^««-i)^)]e^["»"^-"<.("-')^]e^[^(''^ )-^«"-i)^)] (10.7) 
donde el último término, correspondiente al error de fase de portadora, si consideramos que 
este error de fase varía muy lentamente (hipótesis que es correcta), tendremos que la 
diferencia entre su valor en un instante de bit y el siguiente es cero, por lo que la 
exponencial será igual a la unidad. En cuanto al primer término exponencial, debido a los 
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datos transmitidos, se demostrará posteriormente que el promedio de su argumento es cero, 
por lo que su valor será también la imidad. De este modo, el argumento de la expresión 
(10.7) es: 
arg^(nT)s\(n - l)T)}= QJ (10.8) 
donde T es el período de bit, valor conocido. 
10.3. Aspectos prácticos del algoritmo. 
En la práctica, el algoritmo ha de realizarse empleando aproximaciones, puesto que no se 
pueden realizar funciones que calculen directamente el argumento de un complejo sin que la 
carga computacional sea excesiva. Para ello se propone el diagrama de la figura 10.2. 
s(nT) 
O" 
Im{} F.P.B. -•O, 
s'((n-l)7) 
Figura 10.2. Algoritmo de correlación aproximado. 
La aproximación que se emplea es que para argumentos pequeños, el seno del argumento 
es aproximadamente igual al argumento, por lo que la aproximación es estrictamente válida 
para errores de frecuencia de portadora relativamente pequeño, aunque el uso exacto de la 
aproximación sólo se requiere cuando se ha reducido dicho error suficientemente. 
La parte imaginaria de (10.7), está dada por: 
]m^(nT)s*((n-\)T)}= 
sen{I(/.(«r) - (l>((n - \)T)]+ [a^nT - Ü„ (« - \)T]+ [dinT) - d{(n - \)T)^ (10.9) 
que puede aproximarse como: 
lm^(nT)s'((n-l)T)}^ 
[(l>(nT) - 0((« -1)7-)]+ [Q„«r - Í2„ (« - l )r]+ [0(«r) - 0((« -1)7)] 
de modo que teniendo en cuenta los mismos criterios mencionados anteriormente resulta en: 
(10.10) 
Imt(«D5*((«-l)r)}-Q„r (10.11) 
que nos permitiría obtener el error de fi-ecuencia de portadora. 
El último bloque de la figura 10.2 lo constituye un filtro paso bajo. El objetivo de este 
filtro es, por ima parte eliminar las componentes de ruido, de forma que no produzcan 
variaciones de la fi-ecuencia de corrección no debidas al error de firecuencia. En segundo 
lugar debe permitir seguir las variaciones del error de frecuencia, pero evitando el 
seguimiento del jitter de los osciladores. Por último, debe contribuir a que el término de las 
expresiones (10.7) y (10.10) debido a los datos, no tenga influencia en la determinación del 
error de fi-ecuencia de portadora. 
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10.4. Influencia del término dé datos. 
En este apartado se analizará el término correspondiente a los datos transmitidos que 
aparece en las ecuaciones (10.7) y (10.10), que se basa en la expresión (10.2). Se partirá del 
desarrollo de los términos correspondientes a los datos que aparecen en la expresión (10.7). 
Estos términos corresponden a la señal transmitida (donde no aparecerán, por tanto, los 
términos de errores de frecuencia y fase de la portadora). En el instante de bit nT tendrá el 
valor: 
x(nT) = e *="" 
n-3 
^ g ,tL^Jnhp„,iq{nT-nT+2T)^J7ihp„_^q(nT-nT+T)^j7lhPM"T-nT) (10.12) 
n-i 
= e "-" gJ'^Pn-2<ii2T)^jnhp„_^q(T)^jKhp„q(0) 
donde se ha tomado como ejemplo 1=3 como parámetro de la modulación, por sencillez, sin 
pérdida de generalidad en el desarrollo que se realiza. 
De forma similar, el término de señal en el instante (n-l)T está descrito por la expresión: 
n-I 
jTCh J^PM"T-kT-T) 
x((n-l)T) = e '— 
n-4 
jjth YPi, 
^ g t^ ^J7lhp„_,q(nT-nT+3T-T)^jnhp„.2MnT-r,T+2T-T)^jnhp„_,q(nT-nT+T-T) (JQ.IS) 
n-4 
^ g tÍL ^Jnhfi„.^q{2T)^jithp„.2q{T)^jnhp„_,q(0) 
A partir de estas expresiones, si obtenemos el argumento del resultado de multiplicar la 
expresión (10.12) por el conjugado de la expresión (10.13) resulta: 
arg{i{nTyx\{n-\)T)}=nh"Íp, +nhfi„_^q{lT) + 7thp„_,q{T)-^Khfi„qiQ) 
-nh "¿X -7thl3„_M2T)-7thp„_MT)-7aiP„_M0) 
A=-oo 
-Kh I > , -Jthfi„_,q{lT)-nh^„_^q{T)-nhP„_,qiQ>) 
k=-oo 
= 7th{\- q{2T))fi„_, + nh{q{lT) - q(T))p„_, 
+ 7th{qiT)-q(0))P„_^+nhl3„q(0) 
(10.14) 
Como puede apreciarse del resultado obtenido en (10.14), el término correspondiente a 
los datos transmitidos que aparece en las ecuaciones (10.7) y (10.11) no es nulo, por lo que 
si consideramos de forma aislada uno de estos productos para determinar el error de 
frecuencia de portadora, el resultado será erróneo. La solución a este aparente problema es 
sencilla: no hay mas que realizar un promedio de dichos productos a lo largo del tiempo. 
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Una característica deseable el los algoritmos de adquisición de portadora es la posibilidad 
de realizar el enganche lo más rápido posible. Para que el término dado por la expresión 
(10.14) se anule al promediar a lo largo del tiempo se requeriría tm tiempo que puede ser 
considerable e inadmisible. 
Una de las utilidades de las secuencias de entrenamiento es proporcionar información 
que pueda ser empleada en los diferentes algoritmos que se llevan a cabo en el receptor 
Continuemos con el mismo ejemplo planteado, es decir, el parámetro L=3 y la secuencia 
de entrenamiento es la que se describió en capítulos anteriores, es decir: 
«^=[1 1 1 - 1 1 1 1 - 1 1 1 1 - 1 ...] 
Pk=U 1 - 1 - 1 1 1 - 1 - 1 1 1 - 1 -1 ...] 
que se repiten de forma periódica. La señal transmitida en los instantes ((n-2)T), ((n-3)T) y 
((n-4)T) está dada por las siguientes expresiones (siguiendo el mismo desarrollo que se 
realizó con anterioridad): 
n-5 
x{{n-2)T) = e '=- e^'^^"-''^^^'^'>eJ'^^"-'"^'^^e^"^^"-'"^^^ (10.15) 
n-6 
JJlh X^Si 
x{{n-A)T) = e "-- eJ'^^-""^''''^eJ"'^"-'"^''^e^'*^-'"^''^ (10.17) 
A continuación, según se realizaría con el esquema de la figura 10.2, calculamos el 
argumento correspondiente a los productos x(nT)-x*((n-l)T) (ya determinado pero que se 
reescribirá), x((n-l)T)x*((n-2)T), x((n-2)T)x((n-3)T) yx((n-3)T)-x*((n-4)T), resultando: 
arg^{nT)-x\{n-\)T)}=ith{\-q{2T))P„_, +7th{q(2T)-qiT))P„_, 
+ 7th{q(T)-q(0))p„_,+7dtp„q(0) 
arg^((n-l)Tyx\(n-2)T)}=7th{l-q(2T))P„_, + 7th{q{2T) - q{T))fi „_, 
+ 7üh{qiT)-q(0))p„_2 +7rhp„_M0) 
arg{c((n - 2)T)- / ((n - 3)T)}= 7ch{l - q(2T))P„_, + 7th{q{2T) - q(T))P„_, 
+ nh{qiT) - q(0))P„_, + 7dtp„_,q(0) 
arg^cdn - 3)7)- x' ((« - 4)7)}= 7ai{\ - q(2T))p„_, + 7üh{q(2T) - q(T))P„_, 
+ nh{q{T) - q(0))P„_, + 7ühl3„_,q(0) 
Si a continuación sumamos estos cuatro valores teniendo en cuenta los que toma j8* a lo 
largo del tiempo resulta: 
arg{c(nT)x\(n-l)T)}+arg{c((n-l)T)x\(n-2)T)} ^^^^2) 
+ arg{c((n - 2)T) x * ((« - 3)r)}+ arg{c((n - 3)T) -x * ((n - 4)T)}= O 
con lo que queda demostrada la no influencia del término de datos en la determinación del 
error de frecuencia de portadora en las expresiones (10.7) y (10.11). 
Una forma sencilla de realizar la operación de promediado de los últimos cuatro 
productos es mediante un filtro FIR de cuatro etapas, como el mostrado en la figura 10.3. 
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x[n] 
Figura 10.3. Filtro FIR de promediado. 
10.5.. El algoritmo en la práctica. 
Existen limitaciones de tipo práctico que hacen que la realización del algoritmo sea algo 
distinta. Una de las principales limitaciones es la imposibilidad de operar con números 
complejos en el DSP. Por otra parte, aunque se ha empleado el modelo complejo de señal 
para demostrar de forma sencilla el algoritmo, las señales en la práctica son reales, aunque 
distribuida en dos canales, el canal en fase y el canal en cuadratura. La señal recibida está 
formada por las componentes en fase si(nT) y en cuadratura sgfnT), pudiendo describirla en 
la forma: 
s(nT) = Sj (nT) + JSQ (nT) (10.23) 
que no es mas que una representación compleja equivalente. De forma similar: 
s\(n-\)T) = s,((n-l)T)-jSQ((n-l)T) (10.24) 
Si tenemos en cuenta las expresiones (10.23) y (10.24) y sustituimos en (10.7) resulta: 
s(nT)-s\(n - l)T) = s¡ (nT)- s,((n- l)T) + SQ (nT)- SQ ((« - l)r) 
+ j[sQ{nTySji{n-\)T)-SjinnsQ{{n-\)T)] (10.25) 
Tomando la parte imaginaria de esta expresión (forma en que se ha aproximado el 
algoritmo), resulta fmalmente: 
aj - \m^{nT)s\(n - \)T)}= SQ (nT)-Sj ((n - Y)T) - Sj (nT)- SQ ((« - l)T) (10.26) 
En la figura 10.4 se representa el diagrama de bloques correspondiente a esta operación, 
que es con la que se trabaja en concreto en el DSP. 
s/nT) 
SQ(nT) o 
Figura 10.4. Diagrama de bloques real del algoritmo. 
10.5.1. Curva en S. 
La curva en S se define como la variación en función del parámetro de estimación del 
error medio del error. En el caso que ocupa, el parámetro de error es el error de fi-ecuencia, 
por lo que puede describirse la expresión de la curva en S en la forma: 
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u{Qj)=E{e{Qj)} (10.27) 
donde e(QoT) es el error detectado por el detector de error de frecuencia y E{ } es el 
operador esperanza matemática. 
La curva en S nos va a proporcionar información importante acerca del comportamiento 
dinámico del detector de error de frecuencia. En concreto, a partir de esta curva podrá 
determinarse el margen de errores de frecuencia en el cual el detector actúa correctamente y, 
de este modo, conocer si el detector es apropiado a una aplicación concreta. 
Es posible extraer la expresión de la curva en S partiendo de (10.27) y realizando el 
desarrollo matemático correspondiente hasta llegar a una expresión que nos permita obtener 
o bien su representación gráfica, o bien valores característicos. 
Ofra opción con un carácter más práctico, es realizar la simulación correspondiente a la 
obtención de dicha curva, proporcionándonos de forma inmediata el parámetro de error en 
fruición del error de frecuencia detectado, este es el camino que se ha tomado por resultar 
más práctico. En la figura 10.5 se representa la curva en S del detector aquí fratado. 
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Figura 10.5. Curva en S del detector. 
De la observación de la figura 10.5 pueden extraerse importantes soluciones. En primer 
lugar ha de observarse que la ñmción de error obtenida no es proporcional al error de 
frecuencia. Esto tiene dos lecturas. Por un lado, puede interpretarse que si se desea emplear 
este detector en un bucle hacia delante ('feedforward'), sólo podrá emplearse en aquél 
entorno de errores de frecuencia en que el error sea aproximadamente proporcional al 
mismo. Dicho entorno se reduciría a ±0.5 rad., lo que no cubriría amplios márgenes, tal 
como era el propósito. Por otro lado, si se emplea en una configuración realimentada 
('feeáback') sí se cimiplirían tales expectativas, según se describe seguidamente. 
Empleando una configuración realimentada, sólo es necesario, en principio, conocer el 
sentido en el que se produce el error de frecuencia para poder corregirlo, es decir el signo de 
dicho error. Esto lo cumpliría el detector aproximado que se emplea, pues para errores de 
frecuencia positivos, da valores de la fruición de error positivos, mientras que para errores 
de frecuencia negativos, toma valores negativos. Por ofro lado, el margen de errores de 
frecuencias en el que el detector trabaja correctamente es: 
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-n<aT<K (10.28) 
donde T es el período de bit, y Qo es el error de frecuencia de portadora en rad/s. Esto quiere 
decir que el margen de frecuencias en el que es capaz de realizar la adquisición el detector 
(el margen de enganche) es de: 
• ^ < a < ^ (10.29) 
Es decir, el algoritmo es capaz de detectar y corregir errores de frecuencia de portadora 
del orden de la mitad de la tasa de bit, por encima y por debajo de la frecuencia nominal. 
Este es el mayor margen que se puede cubrir cuando se emplea una muesfra por símbolo en 
el detector. 
10.5.2. Tiempo de enganche. 
Una de las características deseables en un algoritmo de adquisición de portadora es que 
requiera el menor tiempo posible. Este tiempo es al que hace referencia el parámetro 
denominado tiempo de enganche. 
El tiempo de enganche es el intervalo de tiempo que transcurre desde que el detector de 
error de frecuencia detecta un error hasta que lo corrige. En la práctica este intervalo es 
razonable medirlo en número de bits que transcurren hasta que se finaliza el proceso de 
corrección. 
La forma más eficiente de observar el comportamiento del algoritmo a lo largo del 
tiempo cuando detecta un error, es obtener una representación de la evolución de la fruición 
de error a lo largo del tiempo, lo que se ha obtenido mediante simulación. 
En la figura 10.6 se muestra la evolución a lo largo del tiempo de la fruición de error, en 
bucle cerrado, tal como se comentó anteriormente. 
función de error 
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Figura 10.6. Evolución de la función de error (^Q„T=7i/4). 
Observando la gráfica de la figura 10.6 extraída de la simulación, se obtiene como 
conclusión que a partir del bit 75 (aproximadamente), el error de frecuencia se ha corregido 
en su totalidad. Incluso unos cuantos bits antes el error es lo suficientemente pequeño como 
para considerar que el corrector de errores de frecuencia de portadora se ha enganchado. 
Junio 
Detector de correlación 115 
Este número de bits es significativamente pequeño, por lo que ha de calificarse de muy 
bueno el comportamiento del algoritmo. 
10.5.3. Margen de seguimiento. 
El margen de seguimiento del bucle de corrección de errores de fi-ecuencia de portadora 
se define como el rango de fi-ecuencias en el que es capaz de estar enganchado y corregir 
adecuadamente el error de fi'ecuencia cuando partiendo de una posición de enganche se va 
aumentando el error de fi^ecuencia. 
Este margen de seguimiento nos dará una indicación de cómo actúa el detector después 
de haberse producido el enganche, ante eventuales cambios en la fi-ecuencia de portadora, el 
margen de enganche no tiene por qué coincidir con el margen de seguimiento. 
Aquí, el concepto de seguimiento se aplica tínicamente durante la fase de adquisición, es 
decir, durante el intervalo en el cual se transmite la secuencia de entrenamiento. Quizá 
pueda parecer algo ficticia esta caracterización, pero es necesaria para poder prever todas las 
posibles perturbaciones que puedan afectar a la recepción. 
Para poder determinar la capacidad de seguimiento, se ha realizado la simulación de las 
circunstancias que lo definen, dando lugar a la representaciones que se representan en las 
figuras 10.7 a 10.10. 
El procedimiento seguido ha sido partir de la señal en reposo, sin error de fi-ecuencia de 
portadora para a continuación introducirle una variación de 7i/500 rad/muestra. esta 
variación es la que se muestra en la figura 10.7. 
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Figura 10.7. Variación del error de frecuencia portadora. 
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En la figura 10.8 se muestra la evolución de la fase instantánea producida por el bucle de 
corrección a lo largo del tiempo. Puede observarse que dicha fase instantánea (que 
realmente es im error de fase instantánea), sigue las variaciones del error de fi-ecuencia. En 
la medida de la fase instantánea hay que tener en cuenta que interviene también la variable 
tiempo, por lo que tiene la apariencia que presenta. Por otro lado, cabe aclarar que no se han 
normalizado los valores que toma dicha fase al intervalo [-7i;,7c] para dar una mejor idea del 
seguimiento. 
César Benavente U.P.M.' 
116 Tesis Doctoral 
3500 
-500 
200 800 400 600 
No. de muestra 
Figura 10.8. Fase instantánea de corrección. 
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Si a la fase instantánea representada en la figura 10,8 le quitamos la dependencia del 
tiempo, obtenemos la frecuencia instantánea, dando lugar a la representación mostrada en la 
figura 10.9. 
400 600 
No. de muestra 
Figura 10.9. Error de frecuencia detectado. 
1000 
En dicha figura 10.9 puede comprobarse el seguimiento que el detector realiza de los 
errores que se detectan, corrigiéndolos de esa forma. 
Si calculamos la diferencia entre el error real que se ha introducido y la fi-ecuencia de 
corrección que se introduce resulta la gráfica de la figura 10.10. 
De la observación de las figuras anteriormente descritas pueden extraerse las siguientes 
conclusiones. El bulce de adquisición de portadora tiene un margen de seguimiento tan 
amplio como el margen de enganche, debe aclararse, que aunque no se han representado 
gráficas similares para errores de firecuencia negativos, las curvas resultan ser las mismas 
pero con valores negativos. El no representarla es por no redundar en la presentación de 
resultados. 
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Figura 10.10. Diferencia entre el error de frecuencia introducido 
y la frecuencia de corrección generada. 
Por Otro lado, debe tenerse en cuenta que este no es un algoritmo de seguimiento de 
errores de frecuencia, por lo que su comportamietno no es óptimo en este sentido, esto 
queda reflejado en la figura 10.10, en la que se representaba la diferencia entre el error de 
frecuencia real existente y la frecuencia de corrección producida por el algoritmo de 
corrección. Puede observarse que queda im pequeño error residual, pero que va 
disminuyendo con el tiempo, es decir terminaría por corregirse transcurrido un cierto 
intervalo de tiempo siguiendo la variación del error de frecuencia. 
Es obvio que la labor de seguimiento de la portadora no la realiza perfectamente este 
algoritmo, pero hemos de tener presente que esa no es su fimción. 
10.6. Conclusiones. 
Se ha presentado en este apartado im algoritmo de detección de errores de frecuencia de 
portadora con el objetivo de realizar la adquisición de la misma, es decir la detección y 
corrección de errores de frecuencia elevados, que se ha denominado detector de correlación 
en base a su forma de operar. 
Se ha presentado y demostrado tanto de forma teórica como mediante simulaciones el 
comportamiento del detector y sus capacidades de detección. 
Se ha demostrado que el detector es capaz de corregir errores de frecuencia en im amplio 
margen dado en la expresión (10.29), que en valor absoluto el límite es del orden de la mitad 
de la tasa de bit, con ima frecuencia de muestreo de una muestra por bit. 
También se ha comprobado uno de los requisitos que se desea tenga un algoritmo de 
adquisición de portadora, la velocidad de enganche. Se ha demostrado que transcurridos 
unos 75 bits, se ha conseguido el enganche de la portadora, corrigiendo el error existente (no 
así en su fase, pues no es ese su objetivo). 
Puede concluirse que las características de fimcionamiento del algoritmo de adquisición 
de portadora son las deseables para las fimciones que debe cumplir, por lo que es aconsejada 
su aplicación en la práctica 
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Añadir que esta es una solución que cubre los objetivos planteados, la obtención de un 
algoritmo de adquisición de portadora apropiado para ser empleado en receptores de modem 
digitales, y que tuviera luia realización digital. 
Junio 
11. Detector de error de fase instantánea: 
Seguimiento de portadora 
11.1. Introducción. 
La fase de seguimiento de la portadora es la etapa del sincronismo de portadora que sigue 
a la adquisición. Esta etapa tiene por objetivo seguir las variaciones tanto de frecuencia 
como de fase de la portadora recibida. La síntesis de ambas es el seguimiento de la fase 
instantánea de la portadora. A diferencia del algoritmo de adquisición de la portadora, este 
algoritmo tiene por objetivo la corrección de las variaciones que sufre la portadora de forma 
fina, ya que no se esperan bruscos cambio de su valor. 
11.2. Fundamento teórico. 
A continuación se describe un sencillo método mediante el cual se obtiene un 
seguimiento fino de la fase instantánea de la portadora. 
Consideremos nuevamente el modelo de la señal GMSK: 
s(nT) = e^'^^"''^e^''^"''^ (11.1) 
donde el error de fase instantánea de la señal di(nT) viene dado por: 
d¡(nT) = Q^nT + e(nT) (11.2) 
Las componentes en fase y cuadratura de la señal recibida están definidas de este modo 
por: 
s¡ (nT) = Re{s(r)}= cos{<p(nT) + 0¡ (nT)) (11.3) 
SQ (nT) = lm{siT)}= sen{<p(nT) + d¡ (nT)) (11.4) 
o bien, desarrollando las expresiones mediante las correspondientes relaciones 
trigonométricas se obtiene: 
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s¡ (nT) = cos((/>(«r))cos(0,. (nT))- sen(<^(«r))sen(0,. («7*)) (11.5) 
SginT) = sen((^(«r))cos(0,.(«r))+cos(</)(«r))sen(0,.(«r)) (11.6) 
Multiplicando ambas expresiones se obtiene, desarrollando: 
SjinTysginT) = sen{(j>(nT))cos{(j)inT))cos^{e¡{nT))+ 
-sen 
-sen (0(«r))sen(0,. (nT))cos {0¡ (nT))+ 
+ COS ^ (^(«r))sen(0,.(«7'))cos(0,.(«r)) 
Agrupando términos obtenemos: 
Sj(nTysQ(nT) = sen{<l>inT))cos{(l)(nT))[cos^{e¡{nT))-sen^{ei(nT))\+ 
+ sen(0,(nr))cos(0,.(n7'))[cos^ {(t>(nT))- sen^ {(l>(nT))] 
(11.7) 
(11.8) 
que podemos escribir finalmente en la forma: 
s¡{nT)-SQ{nT) = sen((^(nr))cos(0(«r))cos(20,(«r))+ 
+ sen {di inT)]cos{d¡ (nr))cos(20(«r)) 
(11.9) 
A partir de la expresión (11.9) pueden hacerse una serie de consideraciones que van a 
permitir la simplificación de dicha expresión y, de este modo, poder realizar una estimación 
de la fase instantánea. 
Sabemos que en los instantes de decisión, la fase correspondiente al término de datos 
^(nT) puede tomar uno de los valores del conjunto: 
<l>(nT)e{0,7c/2,7C,37t/2} (11.10) 
de modo que el primer término de (11.9) será nulo en todos los instantes de decisión. Así 
podemos reescribir (11.9) en la forma: 
SiinTysginT) = sen{e¡inT))cos{e¡(nT))cos{2<j)inT)) (H-H) 
Teniendo en cuenta las relaciones trigonométricas, la expresión (11.11) podemos 
describirla en la forma: 
s^(nr)-5g(«r) = -sen(20,.(«r))cos(20(«r)) (11.12) 
Si consideramos que el error en la fase instantánea es suficientemente pequeño, se 
cumplirá la relación: 
sm{2d¡(nT))^ 26¡(nT) (11.13) 
el producto de las componentes en fase y cuadratura puede aproximarse fmahnente del 
siguiente modo: 
Sj{nT)-SQ{nT) = 0,.(«r)-cos(20(nr)) (11.14) 
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expresión en la que aparece el término de error de fase instantánea. A partir de esta 
expresión se podrá obtener la estimación de dicho error. 
Basándonos en la misma consideración dada en (11.10), el último termino multiplicador 
de la expresión (11.14) puede tomar valores en el conjunto: 
cos{2(t>(nT))e {+1,-1} (11.15) 
En concreto, 
cos{2<t>(nT))=+\ si <l)(nT)e{0,7t} (11.16) 
es decir, si se ha decidido en el canal en fase, y 
cos(20(nr))=-l si (l>(nT)G {7ü/2,3n/2} (11.17) 
si la decisión se ha tomado en el canal en cuadratura. 
Con estos datos es fácil describir el algoritmo de estimación del error de fase 
instantánea. 
11.3. Aspectos prácticos. 
11.3.1. Realización práctica del algoritmo. 
Una forma posible de describir la expresión (11.14) es la que se describe en la siguiente 
expresión: 
0, (nT) = (21^, («Di -1>; («T)- SQ (nT) (11.18) 
La expresión (11.18) se basa en el hecho siguiente. El seguimiento de la fase se realiza 
con errores de fase instantánea pequeños. El módulo de la componente en cuadratura es la 
tmidad cuando se decide sobre la componente en fase y nulo cuando se decide sobre la 
componente en cuadratura. Esto es cierto en ausencia de error de fase instantánea, pero si es 
cierto que será, respectivamente, aproximadamente igual a la unidad o aproximadamente 
cero. La aplicación de este concepto, por tanto, no es mas que una aproximación al caso 
real, lo que daría lugar a una pequeña imprecisión en la corrección. 
El efecto que se describe anteriormente se resuelve de forma sencilla en la práctica, lo 
que da quizá una expresión menos descriptiva que la obtenida en (11.18), pero de mayor 
utilidad y evitando la imprecisión. Puede describirse el error de fase instantánea como: 
eXnT) = K-s,(nTysQ(nT) (11.19) 
donde K toma el valor +1 cuando se decide en fase y -1 cuando se decide en cuadratiira, 
operación sencilla de realizar en la práctica. 
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Figura 11.1. Detector de error de fase instantánea para seguimiento de la portadora. 
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En la figura 11.1 se muestra el diagrama de bloques correspondiente a la expresión 
(11.19) del algoritmo de seguimiento del error de portadora. 
Desde el pimto de vista práctico caben destacar otros aspectos a tener en cuenta en la 
ejecución del algoritmo para obtener las mejores características posibles. Como se verá a 
continuación, ya que se trata de un algoritmo de seguimiento fino, podemos adaptar las 
características del mismo para obtener la mejor corrección posible en fimción del error 
detectado. Esto significa variar las constantes del filtro de lazo del bucle de corrección que 
incluye el detector de error de fase instantánea. 
Estas características mencionadas se describirán en fimción de los resultados que se 
presentan seguidamente. 
11.3.2. Resultados prácticos. 
A continuación se describen diferentes características del algoritmo. Las conclusiones 
acerca del comportamiento se obtendrán a partir de las simulaciones realizadas del 
fiincionamiento del mismo. 
11.3.2.1. Curva en S del detector. 
La curva en S del detector da una representación del valor medio de la fimción de error 
en fimción del error de frecuencia detectado. Anteriormente se apuntó la definición y su 
expresión matemática, por lo que no se redimdará en ello. 
Para el detector que se está definiendo, se ha determinado mediante simulación la curva 
en S del mismo, que es la que se representa en la figura 11.2. 
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Figura 11.2. Curva en S del detector de error de fase instantánea (con error de fase nulo). 
Puede observarse en dicha curva que no toda ella es útil para la detección de errores de 
frecuencia, sino un estrecho margen. Para observa dicho margen restringimos el rango de 
observación a un entorno de errores de frecuencia menor. Esto da lugar a la representación 
de la figura 11.3. 
De la observación de las figuras 11.2 y 11.3 pueden extraerse distintas conclusiones. En 
primer término, no toda la curva en S es útil para la corrección de errores. Se observa en la 
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figura 11.2 que distintos errores de fi-ecuencia (de distinto signo), producen un valor de la 
función de error idéntico. 
En la figura 11.3 queda más claro el rango en que se comporta de forma útil el detector 
de error, este rango de valores de error de fi-ecuencia en que puede emplearse es: 
- 0.55 < Q , r < 0.55 (rad) (11.20) 
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Figura 11.3. Detalle de la curva en S del detector (con error de fase nulo). 
En el rango útil del detector, las características de la curva en S nos indica las 
propiedades del detector. Para poder emplear el detector en un bucle feedforward es 
necesario que la curva sea lineal, por lo que sólo será aprovechable en aquella zona en que 
lo sea o se aproxime, esto reduciría su rango útil a 
- 0.05 <Q„r< 0.05 (rad) (11.21) 
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Figura 11.4. Curva en S para un error de fase de ni A. 
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Sin embrago, si se desea emplear el detector en bucle realimentado ifeedforward), sólo es 
necesario que la fiínción de error tome valores positivos para errores de frecuencia 
positivos, y tome valores negativos para errores de frecuencia negativos (o viceversa). Esta 
propiedad la tiene la curva en S correspondiente al detector empleado, y se emplea en esta 
configuración para cubrir un mayor rango de errores de frecuencia. 
Cuando además de errores de frecuencia la señal recibida contiene errores de fase, la 
curva en S aparece desplazada, tal como se representa en la figura 11.4. Esto es así puesto 
que realmente se están detectando errores de fase instantánea en el detector . A parte de 
dicho desplazamiento, se mantienen las características de la curva en S y, por tanto, las 
correspondientes al detector. 
Igualmente necesaria es la caracterización del comportamiento del detector de errores de 
fase instantánea para los posible valores de los errores de fase. Esta caracterización se 
obtiene igualmente mediante la representación de la curva en S. Tal como se ha realizado 
anteriormente, se ha llevado a cabo la simulación del algoritmo obteniendo el resultado 
presentado en la figura 11.5, de la que se obtendrán diferentes conclusiones. 
Curva en "S" 
0.4 
0.3 
0.2 
§0.1 
<B 
? O 
•o 
'o 
1-0.1 
-0.2 
-0.3 
-0.4 
/ 
/ 
-2 
- 1 0 1 2 3 4 
Error de frecuencia (rad) 
Figura 11.5. Curva en S para error de fase (error de frecuencia nulo). 
De la observación de la figura 11.5 puede determinarse el rango de valores de los errores 
de fase que es capaz de detectar el detector dando una información útil para la corrección de 
los mismo. Este rango está dado por: 
-1.57 < 0 < 1.57 rad (11.22) 
Este rango es útil cuando se emplea el detector de error de fase instantánea en im lazo 
realimentado. Si el lazo fiíera hacia delante el rango útil se reduciría a la zona en que la 
curva es aproximadamente lineal, es decir, al entorno 
-O.3<0 <0.3 rad (11.23) 
Puede compararse el comportamiento de la curva en S para los dos casos en que se ha 
separado. Se observa que el algoritmo es más sensible a los errores de fase que a los de 
frecuencia (que dan lugar a ima componente de error de frecuencia instantánea). El rango de 
trabajo es más amplio para el primer caso que para el segundo. 
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Hay que reseñar, que después de realizada la adquisición, es esperable que tanto los 
errores de frecuencia como los de fase sean suficientemente pequeños, lo que garantiza im 
correcto funcionamiento del algoritmo. 
11.3.2.2. Tiempo de enganche. 
El tiempo de enganche es aquél que transcurre hasta que el valor del error detectado está 
por debajo de un valor que garantiza la correcta recepción de la información. 
La mejor forma de evaluar el tiempo de enganche de un bucle de corrección de errores de 
frecuencia y fase de portadora es simular la corrección de errores observando la evolución 
de la función de error y de la señal corregida, para poder determinar cuándo la señal que se 
ha corregido es apta para poder ser demodulada correctamente. 
En la figura 11.6 se representa la evolución a lo largo del tiempo de la fimción de error, 
en el caso en que la señal recibida está afectada por un error de frecuencia de 0.5 rad, siendo 
nulo el error de fase. Este constituye un error cerca de los límites de las capacidades del 
detector de errores. Es también xin error bastante elevado para ser tratado por un algoritmo 
de seguimiento, como es el caso, ya que el algoritmo de adquisición ha debido dejar ;m error 
lo suficientemente pequeño. Se observa en la figura mencionada que el algoritmo tarda 
algún tiempo en realizar la adquisición (unos 500 bits), pero a partir de ahí el seguimiento es 
bastante bueno, como se demostrará posteriormente. 
Función de error 
300 400 500 600 
No. de bit 
Figura 11.6. Convergencia para un error de frecuencia de 0.5 rad y de fase nulo. 
Un cambio en los parámetros del bucle da como resultado otras características distintas, 
que darían como resultado una disminución en el tiempo de adquisición bajo las mismas 
condiciones en que se obtuvo la gráfica de la figura 11.6. Estos resultados se presentan en la 
figura 11.7. 
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Función de error 
300 
No. de bit 
Figura 11.7. Convergencia al variar los parámetros. 
600 
En las figuras 11.8 y 11.9 se representan las constelaciones obtenidas (utilizando como 
ejemplo la secuencia de entrenamiento para tener un buen patrón) para los casos de las 
figuras 11.6 y 11.7 respectivamente. Puede observarse que la constelación que aparece en la 
figura 11.8 es más deseable que la de la figura 11.9. es por ello que las condiciones de 
adquisición son las correspondientes a las figuras 11.7 y 11.9 (un tiempo más breve), 
mientras que para el seguimiento son deseables las condiciones de las figuras 11.6 y 11.8. 
180 
210 
270 
Figura 11.8. Constelación para la figura 11.6. 
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Figura 11.8. Constelación para la figura 11.7. 
11 •3.2.3. Margen de seguimiento. 
Una vez enganchado el corrector de errores de frecuencia instantánea, es deseable que 
sea capaz de seguir los errores de frecuencia que se produzcan a lo largo de la recepción. Se 
pretende en este apartado describir las características del detector en este sentido. 
Para evaluar el comportamiento mencionado, se procede a realizar una simulación del 
algoritmo de seguimiento. A tal fin, se partirá de una posición de estabilidad, es decir, con el 
lazo enganchado, y se introducirá un error en la fase instantánea progresivamente mayor 
para observar la capacidad del algoritmo de seguir dichas variaciones y hasta qué grado es 
capaz de seguirlas. Estos resultados se presentan en la figura 11.9. 
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Figura 11.9. Evolución de la función de error con el error de fase instantánea. 
En la representación de la figura 11.9, se ha partido de im error nulo, y a partir de un 
determinado instante de tiempo se ha introducido un error de frecuencia instantánea 
determinado por una variación de la frecuencia de Jt/10000 rad/bit, pudiéndose observar 
cómo evoluciona la fase instantánea del bucle de corrección para compensar dicho error, 
siguiendo dicha variación. 
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La capacidad de seguimiento no está limitada por el margen que es capaz de abarcar, 
pues se extiende al rango -K<Bi<n. Las limitaciones vienen impuestas por la variación de 
fase instantánea que es capaz de seguir sin desengancharse, variaciones superiores a un 
valor de 7t/8000 rad/bit no es capaz de seguirlas sin que aumente considerablemente la 
probabilidad de error. 
11.3.2.4. Diagrama del lazo de corrección. 
En la figura 11.10 se representa el diagrama correspondiente al bucle de corrección, con 
los diferentes elementos que lo componen. 
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á\.i\. 
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digital 
ü 
s.(nT) 
Detector de 
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instantánea 
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lazo 
Figura 11.10. Diagrama del lazo de corrección. 
11.4. Conclusiones. 
En este capítulo se ha presentado el desarrollo de un algoritmo para la detección de 
errores de fase instantánea, cuyo fin es el seguimiento de este tipo de errores una vez 
realizada la etapa de adquisición. 
Se han observado las claras diferencias existentes entre los algoritmos de adquisición y 
los de seguimiento a través del diferente comportamiento de cada uno de ellos. 
En el detector de error de fase instantánea desarrollado se ha estudiado la capacidad de 
corrección de errores de fi-ecuencia y fase del mismo. Se ha observado que el margen de 
adquisición, como era de esperar, es menor que en los algoritmos de adquisición. Esto ha 
quedado demostrado mediante el estudio de la curva en S del detector. 
Asimismo se han observado las capacidades de corrección del algoritmo, determinando 
que los parámetros del bucle deben ser cambiados dinámicamente para obtener un mejor 
comportamiento del mismo. 
En último término se han estudiado las capacidades de seguimiento de variaciones del 
error de fase instantánea de la señal recibida, determinando el margen en que la señal se 
corrige con garantías de no producir una disminución considerable de la probabilidad de 
error en el receptor. 
Puede concluirse que se ha obtenido un algoritmo de seguimiento de errores de 
fi-ecuencia y fase de la portadora mediante un detector de errores de fase instantánea que 
cubre las expectativas deseadas. 
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12. Sincronismo de bit mediante interpolacién 
12.1. Introducción. 
La recuperación del reloj y el muestreo de señales están fuertemente unidos en un 
receptor digital. Pueden distinguirse tres esquemas diferentes, que pueden observarse en la 
figura 12.1: 
• Recuperación analógica. El tiempo de bit se recupera mediante circuitos analógicos 
(de los que hay amplia bibliografía) y se emplea para controlar el muestreo de la 
señal de recibida. 
• Recuperación híbrida. El tiempo de bit se recupera a partir de las muestras digitales y 
se emplea para controlar el muestreo de la señal recibida. 
• Recuperación digital. El muestreo se realiza mediante un reloj de muestreo fijo, sin 
ajuste. El ajuste del sincronismo se lleva a cabo de forma completamente digital 
después del muestreo. 
Los dos primeros métodos ajustan el muestreo de forma que las muestras están 
sincronizadas con el tiempo de bit de la señal recibida. Debido a que el tiempo de muestreo 
se ajusta mediante im algoritmo de recuperación de reloj, las muestras no están 
estrictamente equiespaciadas. 
El tercer método no ajusta el tiempo de muestreo; el reloj de muestreo es fijo y las 
muestras se toman a intervalos estrictamente uniformes. El tiempo de muestreo no está 
sincronizado con el tiempo de símbolo. 
El funcionamiento no sincronizado no tiene relación cercana con técnicas analógicas 
anteriores. Debido a que el tiempo de muestreo es fijo, el sincronismo apropiado debe 
establecerse ajustando las muestras de la señal. En esencia, el sincronismo se ajusta 
insertando im retardo variable controlado en el camino de la señal. 
Debido a que la señal ha sido muestreada, un ajuste fino del retardo requiere una 
interpolación de la señal entre muestras. Por esta razón, a la recuperación digital del reloj de 
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bit se la denomina interpolación, aunque se evidenciará que se requieren otras operaciones 
adicionales además de la interpolación. 
<t) 
Señal 
recibida 
PROCESADO 
ANALÓGICO 
MUESTREO 
/ 
ii 
^f r\ \ Reloj de 
' \ \J j muestrco 
PROCESADO 
DIGITAL 
X[ll] 
Muestras de 
salida 
temporízación — - ^ 
a) Recuperación analógica. 
I(t) 
Seüal 
nxibida 
^ 
PROCESADO 
ANALÓGICO W 
MUESTREO 
/ 
i 
Reloj de / ^ 
U j * 
W 
PROCESADO 
DICriAL 
xM 
Muestras de 
salida 
^^  ^ Control de 
tempoiización 
b) Recuperación híbrida. 
x(t) 
Señal 
rccrbida 
PROCESADO 
ANALÓGICO 
MUESTREO 
/ 
i 
_ 
k 
PROCESADO 
DIGITAL 
i k 
x[n] 
Muestras de 
salida 
Reloj de Control de 
tezopoTÍzacióD 
c) Recuperación digital. 
Figura 12.1. Métodos de recuperación de reloj de bit. 
La figura 12.2 muestra los elementos esenciales para la recuperación del sincronismo de 
bit en un receptor completamente digital. El muestreo (como se apuntó con anterioridad), se 
realiza a una frecuencia fija totalmente independiente de la tasa de bit de la señal recibida. 
Las muestras son interpoladas para ajustar su temporización y quizá cambiar la velocidad de 
muestreo. Las muestras interpoladas son filtradas en filtros digitales, cuya salida es 
diezmada a tan solo una muestra (o dos, dependiendo del sistema) por símbolo. Un detector 
de error de sincronismo de bit mide el error de sincronismo una vez por intervalo de 
símbolo. La secuencia de error de muestreo es filtrada y aplicada a un controlador de 
temporización. 
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Figura 12.2. Elementos de un sistema digital de recuperación del sincronismo de bit. 
Para la realización del interpolador existen dos técnicas básicas, con sus diferencias y 
similitudes, con las que en la práctica puede llegarse a resultados similares. La primera 
posibilidad consiste en el empleo de un filtro digital FIR (Finite Impulse Response), cuyos 
coeficientes son ajustados para realizar la interpolación entre muestras de la señal requerida. 
La salida del controlador es el comando que especifica los coeficientes de interpolación. 
Esta técnica se ajusta más a las técnicas de procesado digital de las señal. Requiere un buen 
conocimiento de dichas técnicas y de las correspondientes al filtrado digital. 
La segunda posibilidad tiene im aspecto más matemático y corresponde a lo que se 
entiende por interpolación matemática (aproximación de funciones a partir de ciertos 
valores). El problema que se plantea encaja perfectamente en este concepto, puesto que lo 
que se pretende es a partir del conocimiento de ciertos valores obtener otros en distintos 
instantes de tiempo a partir de la aproximación de una función. Los resultados concernientes 
a este tipo de interpolación resultan interesantes, en primer lugar porque la teoría está 
asentada y es sencilla, en segundo lugar, porque no es fácil encontrar resultados acerca del 
empleo de este tipo de interpoladores y, por último, porque los resultados que se obtienen 
son satisfactorios con órdenes de los interpoladores muy bajos. Estos factores son los que 
han inducido a centrar la investigación en el empleo de la interpolación matemática. 
12.2. Interpolación basada en filtrado. Cambio de velocidad de 
muestreo. 
Como punto de partida comparativo entre las técnicas mencionadas en el pxmto anterior, 
cabe hacer una breve introducción a la interpolación basada en filtrado. 
En el diagrama de la figura 12.3 se muestran los bloques que intervienen en un cambio de 
la velocidad de muestreo. 
Los filtros Hi(z) y H2(z) pueden sustituirse por un único filtro H(z), equivalente a la 
interconexión en cascada de ambos filtros. No obstante, el filtro H(z) puede ser simplemente 
uno de los filtros anteriores, aquél cuya frecuencia de corte sea menor, pues ambos son filtro 
paso bajo. Si tenemos que N>M, la frecuencia que limita el ancho de banda a la salida es 
nlN, predominando el efecto del filtro Hi(z), mientras que si M>N, la frecuencia de corte 
límite es TÚM, con lo que predomina H2(z). 
Vamos a buscar la relación entre las secuencias s(n) y x(n) de modo que relacione las 
muestras de ambas secuencias. 
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Figura 12.3. Diagrama de bloques para el cambio de velocidad de muestreo. 
Las secuencias x(n) e y(n) se relacionan mediante la expresión: 
d, ik - 1 ) 
O bien 
x{n) = y{nN) 
La salida del filtro H(z) está dada en función de su entrada j^fnj por: 
oo 
r{n)= J,y(k)h(n-k) 
(12.1) 
(12.2) 
(12.3) 
Sabemos que al ser y(n) una secuencia obtenida mediante una interpolación de orden N, 
únicamente las muestras y(nN) son distintas de cero, por lo que la secuencia r(n) podemos 
expresarla como: 
r(n)= ^y(kN)h(n-kN) (12.4) 
La secuencia r(n) podemos escribirla en fiínción de x(n) teniendo en cuenta la relación 
existente entre x(n) e y(n), mencionada anteriormente, por lo que podemos reescribir r(n) en 
la forma: 
r{n)= ^x(k)h(n-kN) (12.5) 
*=-
La secuencia de salida s(n) se obtiene al diezmar la secuencia r(n) con orden M, por lo 
que ambas secuencias están relacionadas por: 
sin) = ririM) (12.6) 
por lo que finalmente, podemos describir la secuencia de salida en función de x(n) en la 
forma: 
s{n)= %x{k)h{nM-kN) (12.7) 
*=-
Vamos a considerar a continuación el cambio de variable: 
Junio 1999 
Sincronismo de bit mediante interpolación 133 
\nM] 
I (12.8) 
donde E{-} indica la parte entera de lo que hay entre llaves. Si realizamos este cambio de 
variable en la expresión de s(n) obtenemos: 
\nM\ 
N\ 
-l\N 
(12.9) 
donde 
((nM))N = nM-E 
\nM] (12.10) 
significa (nM) módulo N. 
Tomemos como ejemplo un cambio de velocidad de 5/6, de tal modo que N=6 y M=5. Es 
decir, de cada 5 muestras de la secuencia de entrada x{n) obtenemos 6 muestras de la 
secuencia de salida s(n). Consideremos también que el filtro h(n) tiene 49 coeficientes, que 
prolongamos a 54 (para que sea múltiplo de 6) añadiendo ceros. Obtenemos que las 
primeras muestras de la secuencia de salida están dadas por la siguiente expresión, donde no 
aparecen los términos nulos: 
s(0) = x(P)hiO) + xi-l)hi6) + xi-2)h{l2) + x(-3);i(18) + Jc(-4)^(24) 
+ x(-5)hi30) + xi-6)h(36) + x(-7)h(42) + x(-8)hi4S) 
5(1) = x(0)h(5) + x(-l)h(l 1) + x(-2)h(n) + x(-3)h(23) + x(-4);i(29) 
+ x(-5)/i(35) + x(-6);i(41) + x(-7)hi41) + X(-8)/J(53) 
5(2) = xi\)h(4) + x(0)h(lO) + x(-l)h(l6) + x(-2)h(22) + jc(-3)/2(28) 
+ x(-4)h(34) + x(-5)h(4Q) + x(-6)h(46) + xi-l)h(52) 
s(3) = x(2)h(3) + x(\)h(9) + x(0)h(l5) + x(-\)h(2\) + x(-2)h(21) 
+ x(-3)h(33) + x(-4)h(39) + x(-5)h(45) + x(-6)h(51) 
5(4) = x(3)h(2) + x(2)A(8) + x(\)h(\4) + x(0)h(20) + x(-Y)h(26) 
+ xi-2)h(32) + x(-3);2(38) + x(-4)h(44) + x(-5)h(50) 
5(5) = x(4)h(l) + x(3)h(7) + x(2)h(\3) + x(l)h(l9) + x(0)h(25) 
+ x{-l)h{3l) + x{-2)h(31) + x(-3)/j(43) + x{-4)h{49) 
Podemos observar en las expresiones anteriores que para el cálculo de las muestras de 
salida en cada instante de tiempo, sólo intervienen (54/6), (L/N, siendo el número de 
coeficientes del filtro L im múltiplo de N), 9 muestras de la respuesta al impulso h(n), del 
total de 54 coeficientes. Si seguimos calculando muestras de s(n), vuelven a repetirse con 
periodicidad 6 (N) los coeficientes que intervienen en el cálculo de cada muestra. Es decir. 
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para calcular los coeficientes de la muestra s(0) se requieren los mismos coeficientes de h(n) 
que para calcular5(6), s{\l), 5(18),... Tenemos pues, que: 
5(6) = x(5);j(0) + x(4)/i(6) + Jc(3)/j(12) + x(2)/2(18) + x(l)/2{24) 
+ xO)hQO) + x(-l)//(36) + x{-\)h{Al) + A;(-3)A(48) 
s(l) = x(5)h(5) + x(4)h(\ 1) + x(3)/z(17) + x(2)h(23) + x(l)h(29) 
+ jc(0)/í(35) + x(-l)h(4l) + x(-2)h(47) + x(-3)h(53) 
y así sucesivamente. Se demuestra asimismo que para obtener 6 (N) muestras de s(n) se 
necesitan únicamente 5 (M) muestras de la entrada x(n). 
Las expresiones anteriores, correspondientes a las muestras de la secuencia de salida, 
sugieren diferentes formas de realizar o representar el algoritmo del cambio de velocidad de 
muestreo. Una posibilidad es la que se representa en la figura 12.4. 
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Figura 12.4. Diagrama del algoritmo de cambio de velocidad de muestreo. 
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Figura 12.5. Diagrama alternativo para el cambio de velocidad de muestreo. 
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Los filtro h¡(n), ..., hsfn) corresponden a las coeficientes de h(n) que intervienen en el 
cálculo de cada muestra de salida. Las muestras de salida se van obteniendo de forma 
sucesiva a la salida de cada uno de los filtros conmutando a la rama correspondiente. 
Otra estructura alternativa es la que se presenta en la figura 12.5. En cada rama, las 
muestras de la secuencia de entrada se multiplica por un coeficiente, se suma el valor 
obtenido en cada rama y eso compone la muestra de salida. Cada vez que tenemos una 
nueva muestra de entrada, el registro de coeficientes de cada rama (que es un registro 
circular) rota una posición hacia la derecha. Es de resaltar el ritmo al que se van 
actualizando las muestras de la secuencia de entrada en el registro (o buffer) de entrada, que 
es T'= TMIN = T516, donde Tes el período de muestre de la secuencia de entrada y T' el 
correspondiente a la secuencia de salida. 
Estas estructuras pueden sugerir un algoritmo basado en el gráfico representado en la 
figura 12.6, donde tenemos un vector de datos que se actualizaría o no dependiendo de la 
muestra que se quiera obtener a la salida, y una matriz de coeficientes cuyas columnas irían 
rotando de izquierda a derecha. 
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Figura 12.6. Operación en el cambio de velocidad de muestreo. 
12.3. Interpoladores basados en la interpolación matemática. 
La teoría de la interpolación matemática está muy extendida y documentada, por lo que 
únicamente se hará referencia a aquellos aspectos que tengan relación con la investigación 
llevada a cabo y que serán, por tanto, aquellos relacionados con su comportamiento. 
Si bien la interpolación matemática tiene ciertas similitudes con la interpolación 
mediante filtrado, la concepción es totahnente distinta, aunque pueda llegarse a obtener 
resultados equivalentes. La interpolación matemática tiene una ventaja importante sobre la 
basada en filtrado, y es la simplicidad de la teoría en que se forja, a lo que hay que añadir lo 
extendido de su estudio y documentación existente. Además, la construcción de este tipo de 
interpoladores resulta bastante sencilla. 
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Los interpoladores constituyen los elementos del sistema de sincronismo de bit que van a 
permitir el ajuste de la señal en los instantes de muestreo, para que en estos los valores de 
las muestras sean los óptimos. 
12.3.1. Base dei método. 
El método de la interpolación matemática está basado en la teoría matemática de 
interpolación de funciones. Dado un conjunto de valores conocidos de una cierta función, 
pueden aproximarse los valores que toma la función en puntos intermedios. 
En el caso que nos ocupa, el conjunto de valores de la función conocido correspondería a 
las muestras de la señal recibida tomados en los instantes de tiempo que determina el reloj 
del ADC (el reloj de muestreo). Como sobre este reloj no se ejerce control alguno, dichas 
muestras son tomadas en instantes de tiempo que no tienen porqué coincidir con los 
instantes de muestreo óptimos. 
El detector de error de sincronismo de bit es el sistema encargado de indicar cuáles son 
los instantes de muestreo óptimos. Con la función de error dada por el detector de error de 
sincronismo, se ha de ser capaz de indicar al interpolador en qué instantes de tiempo debe 
calcular los valores de la señal recibida (estimarlos), que debe coincidir con los instantes de 
muestreo óptimos. De esta forma se reconstruye a la salida del interpolador una señal 
muestreada, cuyos valores de las muestras coincide (aproximadamente) con los valores que 
toma la señal en los instantes de muestreo óptimos. 
El grado con el que aproximamos las muestras estimadas al valor real depende del 
interpolador que se emplee. Cuanto mayor sea el orden del interpolador que se emplee, tanto 
mejor será la aproximación (se cometerá menor error) pero a costa de requerir un mayor 
número de muestras conocidas de la señal (se requiere mayor cantidad de memoria y 
cómputo). Debe, por tanto, establecerse im compromiso entre el nivel de aproximación 
deseado y la carga computacional que se requiere para efectuar la interpolación. 
12.3.2. Diagrama de bloques del bucle de sincronismo de bit basado en 
interpolación matemática. 
En la figura 12.7 se muestra le diagrama de bloques del bucle de sincronismo de bit 
propuesto. 
x(t) x(nT.+T) 
ADC { Interpolador 
i — r 
Filtro de 
diezmado 
m 
Control del 
Interpolador 
Detector de 
error de 
sincronismo 
Figura 12.7. Diagrama de bloques del bucle de sincronismo de bit. 
Los elementos fundamentales son el interpolador y el detector de error de sincronismo. 
Las funciones realizadas por el interpolador y el detector de error de sincronismo se han 
descrito en el punto anterior, por lo que a continuación se describe la función del resto de 
los componentes del bucle. 
La salida del sistema de sincronismo son los datos recibidos. La tasa de esta señal es de 
una muestra por bit. Como se está empleando sobremuestreo (en particular en un factor de 
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4), debe diezmarse la señal para obtener la tasa requerida. Para ello se emplea el filtro de 
diezmado. Este filtro tiene xma doble misión: por una parte actúa como filtro adaptado a la 
señal recibida, de forma que la señal a la salida tenga la mejor relación SNR posible. En 
segundo término debe realizar el diezmado mencionado. Para mejorar el rendimiento se 
realizan estos dos pasos de forma simultánea, de modo que por cada 4 muestras de la señal 
de entrada se extrae una única muestra de salida filtrada. El filtro adaptado está constituido 
por un filtro FIR de 21 coeficientes, y está adaptado a la señal transmitida. El sistema no 
deja de ser un sistema de cambio de velocidad de muestreo con filtrado, en el que las 
muestras de salida se toman a un ritmo 4 veces menor que las muestras entrantes. Esta 
situación queda reflejada en la figura 12.8. 
x[n] z z 
h[0 ] ' ' h [ l ] " h[2] " h[N-2]" h [N- l ] " 
z 
nM 
Figura 12.8. Filtro de diezmado. 
^ -
z[n]=y[iiM] 
Si denominamos y[n] a la salida del filtro adaptado siendo x[n] la entrada del mismo y 
h[n] los coeficientes del filtro, dicha salida viene dada por: 
N-\ 
y[n\=J^h[k\c[n-k\ 
k=0 
(12.11) 
donde N es el orden del filtro. Si realizamos im diezmado de dicha señal, la salida del filtro 
de diezmado puede expresarse como: 
N-
[n] = y[nM] = X h[k])c[nM - k] (12.12) 
¿=0 
donde M e s el factor de diezmado (4 en el caso que se presenta). La expresión (12.12) 
describe el diagrama de la figura 12.8. 
Por otro lado tenemos el control del interpolador. Este sistema es el encargado de indicar 
al interpolador en qué instantes de tiempo debe calcular las muestras interpoladas y a partir 
de qué muestras entregadas por el ADC. Su funcionalidad será descrita posteriormente. 
12.3.3. Interpolador lineal. 
El interpolador lineal opera conforma a la expresión siguiente: 
x;„,ik) = ixik)-x(k-l))r, +x(k-l) (12.13) 
donde Xi„t(k) es la muestra interpolada en el instante k, x(k) es la muestra más reciente de la 
señal y x(k-l) es la correspondiente al instante de muestreo anterior; Te es el intervalo de 
tiempo de corrección. 
Básicamente, el interpolador lineal calcula los valores interpolados sobre una recta que 
pasa por las dos muestras que se emplean para la interpolación. 
El problema del interpolador lineal es el error que puede cometer al interpolar una 
muestra, que en algunos casos puede llegar a ser importante. 
La ventaja del interpolador lineal es la simplicidad del mismo y el poco cómputo que 
requiere para calcular las muestras interpoladas. 
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12.3.4. Interpolador cúbico. 
El siguiente interpolador en grado que puede emplearse es el interpolador cúbico. 
El interpolador cúbico obtiene las muestras interpoladas mediante la siguiente expresión: 
X,,, (k) = X(k - 3)¿_3 (T, ) + x(k- 2)L_, (T, ) 
+ x(k~\)L_^{Tj + xik)L,ÍT^) (12.14) 
donde x(k-J) son las muestras obtenidas en instantes de muestreo anteriores, y las funciones 
L-J(TC) toman la forma: 
(12.15) 
El interpolador cúbico presenta un mejor comportamiento en cuento al error cometido en 
los cálculos de las muestras interpoladas. El precio que se paga por ello es un aumento de la 
carga computacional, tal como se desprende de las expresiones (12.12) y (12.13). Este 
interpolador requiere conocer cuatro muestras por cada valor que se desea interpolar. 
En la figura 12.8 se muestra la diferencia entre las muestras de la señal de uno de los 
canales obtenida al muestrear la señal en los instantes correctos y las resultantes de realizar 
la corrección mediante los interpoladores lineal y cúbico. Puede apreciarse claramente la 
mayor precisión que presenta el interpolador cúbico. 
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Figura 12.8. Comparación de los errores cometidos por el interpolador lineal (línea continua) y el cúbico 
(línea discontinua) al interpolar uno de los canales. 
El interpolador cúbico da unos resultados muy buenos, pese al bajo orden del 
interpolador. Es por ello que en la práctica no suelen emplearse interpoladores de órdenes 
mayores al cúbico. 
Pese a los resultados mostrados en la figura 12.8, obtenidos en ausencia de ruido, se 
demostrará posteriormente que en presencia de ruido el comportamiento de ambos 
interpoladores es comparable. 
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12.4. Detección del error de sincronismo de bit: estimación basada en 
los cruces por cero de la señal. 
Otro de los elementos clave del bucle de sincronismo de bit es el detector de error de 
sincronismo. Este es el elemento encargado de proporcionar la función de error a partir de la 
cual se actuará sobre el interpolador de forma que se corrijan los errores en los instantes de 
muestreo. 
Existen diferentes algoritmos que pueden emplearse para la detección del error de 
sincronismo de bit. Los hay basados en el estimador de máxima verosimilitud y otros 
obtenidos de forma empírica. 
Una de las características que debe distinguir a un sistema con esta función es la 
sencillez, que conlleve a ima realización práctica sencilla. El porqué destacar esta 
característica es obvio. En la práctica se requieren sistemas que trabajen en tiempo real. 
Cuando hablamos de im modem de comunicaciones debemos tener en mente los numerosos 
algoritmos que han de llevarse a cabo en el sistema DSP. Para que el DSP pueda realizar 
todas las operaciones necesarias en un tiempo razonable, ha de tenderse a la simplicidad de 
los algoritmos, sin olvidar que además deben ser eficaces en su cometido. 
En este capítulo se presenta un algoritmo cuya concepción es muy intuitiva, lo cual lleva 
a una fácil comprensión. Además su realización práctica es sencilla y con una carga 
computacional mínima. El método empleado entra en el grupo de los denominados dirigidos 
por la decisión (DD, decisión directed), ya que se emplean las decisiones para la 
determinación del error cometido. 
La figura 12.9 muestra la señal del canal en cuadratura para la secuencia de 
entrenamiento, cuando se ha muestreado idealmente. Se observa que aparecen muestras 
exactamente en los instantes de decisión, tal como se determinaron en el apartado 6.4, y se 
mostraron en la figura 6.13. 
Figura 12.9. Señal con alternancia muestreada idealmente. 
En la figura 12.10 se muestra una señal con alternancias, que en este caso corresponde al 
canal en cuadratura cuando se transmite la secuencia de entrenamiento. El ejemplo que se 
muestra en dicha figura corresponde al caso en que la velocidad de muestreo del ADC es 
superior a % de la tasa de bit, que sería el caso ideal. Además las muestras no se encuentran 
en los instantes de muestreo óptimos, lo que indica que existe un error de muestreo (en 
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tiempo o fase) que es necesario corregir. En el capítulo 6 se mostró cuáles habían de ser los 
instantes de decisión óptimos cuando se emplea el receptor lineal. Se vio que cuando se 
toma la decisión en el canal en fase, la señal en el canal en cuadratura tiene valor nulo 
cuando existen alternancias (en el caso de la señal perfectamente muestreada). Cuando se 
toman decisiones en el canal en cuadratura ocurre exactamente lo mismo con el canal en 
fase. Esta información puede ser empleada para determinar la existencia de errores de 
sincronismo de bit. 
Resulta obvio, según lo anterior, que cuando se produce una alternancia en alguno de los 
canales de valores positivos a negativos o viceversa, existirá im error en el instante de 
muestreo si no existe ninguna muestra de valor nulo durante dicha transición. Esto ocurre 
precisamente en las figuras 12.10 y 12.11. 
o 0.5 1 1.5 ~ 2 Z5 " 3 3.5 
Figura 12.10. Ejemplo de muestras tomadas en el canal en cuadratura 
para la secuencia de entrenamiento: velocidad de muestreo demasiado rápida. 
En la figiu-a 12.11 se muestra el caso correspondiente al empleo de una velocidad de 
muestreo inferior a la ideal, equiespaciando las muestras más de Vi del período de bit. En 
este caso también existe error en el instante de muestreo, y ello queda evidenciado por la 
inexistencia de muestras de valor nulo en las transiciones de valores positivos a negativos y 
viceversa. 
Figura 12.11. Ejemplo de muestras tomadas en el canal en cuadratura 
para la secuencia de entrenamiento: velocidad de muestreo demasiado lenta. 
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El último caso que se puede encontrar es la existencia de error en la fase de muestreo, tal 
como se muestra en la figura 12.12. En este caso, si bien la velocidad de muestreo es 
exactamente VA el período de bit, los instantes en que se toman dichas muestras no son los 
ideales. Este error también ha de ser corregido para ima detección adecuada de la 
información. Nuevamente puede emplearse la información correspondiente a las muestras 
que deben existir en los cruces por cero para obtener la señal de error. 
0.5 1 1.5 2 2.5 3 3.5 
Figura 12.12. Señal muestreada con error en la fase de muestreo. 
12.4.1. Fundamento del método. 
Para establecer el principio en el cual se basa el método que se emplea en el detector de 
error de sincronismo de bit, se tomará como ejemplo las figuras 12.12 y 12.13. 
En la figura 12.12, las muestras de la señal se están tomando con un cierto retraso 
respecto al instante de muestreo óptimo. Esto se aprecia de forma clara al observar las 
muestras en las inmediaciones de los cruces por cero de la señal. 
El valor de la muestra en las cercanías del cruce por cero nos indica, su valor absoluto la 
magnitud del error que se ha cometido en el instante de muestreo, mientras que el signo nos 
indica el sentido en que se ha de realizar la corrección en el interpolador, en este caso 
adelantar la señal. 
o 0.5 1 1.5 2 25 3 3.5 4 
Figura 12.13. Señal con fase de muestreo adelantada. 
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Las ecuaciones que describen el cálculo de la señal de error son las que se describen a 
continuación. Estas ecuaciones sólo se aplican en el caso en que se detecte la existencia de 
alternancia en el valor de las muestras tomadas. 
Cuando se emplea el canal en fase para determinar el valor de la función de error, ésta 
queda descrita por: 
e¡ik) = x¡{k)á¡(k-l)-x¡(k-l)á¡(k) (12.16) 
donde x¡(k) es la muestra tomada posteriormente al instante de cruce por cero, Xi(k-1) es la 
muestra tomada antes del instante de cruce por cero, ó, ik) y a¡ (k -1) son los valores de las 
decisiones tomadas en el instante actual y en el anterior (para este canal) que pueden tomar 
los valores+1 ó - l . 
Por otro lado, cuando se emplea la información del canal en cuadratura para determinar 
el valor de la fimción de error, ésta queda expresada en la forma: 
e, (k) = r (k)a, (k-\)- X, (k - l)a, (k) (12.17) 
donde, de forma similar a lo obtenido para el canal en fase, Xg^) es la muestra tomada 
posteriormente al instante de cruce por cero, Xq(k-1) es la muestra tomada antes del instante 
de cruce por cero, á^(Je)y á^{k-1) son los valores de las decisiones tomadas en el instante 
actual y en el anterior (para este canal en concreto) que pueden tomar los valores +1 ó - 1 . 
Las decisiones en cada canal en los diferentes instantes de decisión son las indicadas 
anteriormente porque se decide alternativamente en cada uno de los canales. Cuando se 
decide en el canal en fase, la decisión en el canal en cuadratura debe ser nula, y viceversa, 
cuando se decide en el canal en cuadratura, la decisión en el canal en fase debe ser nula. Si 
no existe error en el instante de muestreo, si ¿^(^)es +1, donde el subíndice puede referirse 
bien al canal en fase bien al canal en cuadratura, entonces á^ (k -1) es -1 (en el caso de la 
existencia de alternancia), mientras que Xc(k) y Xc(k-1) serán iguales en magnitud pero de 
signo contrario. Esto da como resultado \m valor nulo de la función de error. Puede 
comprobarse fácilmente este hecho observando la figura 12.9. Si no se cumple esta 
condición, se obtendrá un valor de la función de error no nulo, cuyo signo dependerá de que 
la muestra esté adelantada o retrasada y cuya magnitud será aproximadamente proporcional 
al intervalo de error. 
La combinación adecuada de ambas funciones de error permite calcular el error en el 
instante de muestreo con una mayor precisión de la que ya en sí proporciona este método. 
Las ventajas de este método son evidentes. En primer lugar la sencillez del mismo y la 
baja carga computacional que conlleva. Esto queda patente en la descripción anterior y en la 
descripción mediante las expresiones (12.16) y (12.17). Por otro laso a de destacarse la 
notable precisión que se alcanza en la determinación del error. Esto es debido a que en los 
cruces por cero es donde la señal tiene su máxima pendiente. Además, en esta zona la señal 
se aproxima bastante a una función lineal, por lo que los valores de las muestras tomadas en 
instantes de tiempo erróneos son aproximadamente proporcionales en magnitud al error en 
el instante de muestreo producido, indicando su signo si habría de tomarse las muestras con 
retraso o con adelanto. 
En el caso en que sea la velocidad de muestreo la errónea, lo que se interpreta es que la 
fase de muestreo va cambiando de forma dinámica, por lo que el algoritmo también va 
adaptándose a dichos cambios, es decir, la función de error cambiaría con el tiempo. En el 
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caso en que el error en la fase de muestreo permanezca constante, la señal de error 
permanecerá constante. Esto queda asegurado por el filtro del bucle de corrección. 
El detector de error de sincronismo de bit (que podríamos nombrarlo detector de error en 
los instantes de muestreo haciendo una referencia clara al método), no realiza 
posteriormente una interpretación de la información que proporciona la ftinción de error que 
da como salida. De ello se encarga el sistema de control del interpolador. 
12.5, Control del interpolador. 
El subsistema de control del interpolador tiene un papel fiíndamental en el correcto 
funcionamiento del sistema de sincronismo de bit. Si bien son importantes unas buenas 
características de! interpolador y del detector de errores de sincronismo de bit, es necesario 
emplear la información dada por el detector de forma adecuada y en función de ella 
controlar al interpolador de manera apropiada. 
El control del interpolador debe indicar al interpolador qué muestras debe emplear para el 
cálculo de las muestras interpoladas y en qué instantes de tiempo debe calcularlas. 
La información que emplea el control del interpolador para efectuar sus fiínciones es la 
proporcionada por el detector de error de sincronismo, y la procesa adecuadamente para el 
fin fijado. 
12.5.1. Operaciones del control del interpolador. 
Anteriormente se han descrito los tipos de errores que se pueden producir al muestrear la 
señal recibida. Dependiendo del tipo de error cometido la forma en que debe actuar el 
interpolador es distinta. 
Uno de los casos que se presentaban es cuando siendo correcta la velocidad de muestreo, 
se comete un error de fase. Este caso se describía en las figuras 12.12 y 12.13. En este caso, 
en todos los intervalos de bit habrá tantas muestras como el factor de muestreo empleado 
(en el caso propuesto cuatro), por lo que únicamente habrá que interpolar entre cada dos 
muestras, bien adelantando bien retrasando la señal. Esta situación se representa en la figura 
12.14. El control del interpolador debe proporcionar, en este caso, al interpolador 
únicamente la información correspondiente al instante de tiempo en que debe calcular la 
muestra interpolada. 
Figura 12.14. Interpolación de la señal con error en la fase de muestreo. En azul se representa las muestras 
con error, mientras que en rojo aparecen las muestras interpoladas 
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El número de muestras que utiliza el interpolador en estado normal son las cuatro 
inmediatas que reciba del ADC, y este número no se altera con errores de fase de muestreo. 
Si la velocidad de muestreo no es la correcta, el control del interpolador debe 
proporcionar más información al interpolador que el simple instante de tiempo en el que hay 
que interpolar. 
Si la velocidad de muestreo es más rápida que la correcta, ocurrirá que habrá intervalos 
de bit en que aparezcan cuatro muestras, como ocxuría en el caso anterior. Pero en otros 
intervalos de bit se tomarán más de cuatro muestras (el número dependerá de la cuantía del 
error de velocidad de muestreo). Lo que ociure en este caso es que para obtener las cuatro 
muestras interpoladas en el intervalo de bit tenemos más muestras de las necesarias. Debe, 
por tanto, decidirse cuáles son las muestras que deben ser empleadas en el cálculo de las 
interpoladas, y esto ha de resolverlo el control del interpolador. Según la cuantía del error 
detectado, cuando se supera im cierto umbral positivo, se interpreta que hay muestras que no 
deben tomarse en cuenta y esto se le hace saber al interpolador, de modo que opere con as 
adecuadas. 
El último caso corresponde a muestrear a ima velocidad inferior a la correcta. Tendremos 
en este caso que en ciertos intervalos de bit se tomarán menos muestras de las necesarias 
(menos de cuatro para este caso particular). Ocurre, por tanto, que existen menos muestras 
de las necesarias para calcular las interpoladas. La solución está en indicar al interpolador (y 
esto lo hace el sistema de control) que haga uso de la última muestra tomada en el intervalo 
anterior para el cálculo de las interpoladas en el siguiente. La forma de obtener esta 
información es mediante un umbral de valor negativo, de modo que si el error está por 
debajo del imibral, indica la necesidad de emplear muestras del intervalo de bit anterior. 
En la figura 12.15 se muestra el diagrama de bloques básico correspondiente al sistema 
de control del interpolador, donde se refleja la operación de los umbrales. 
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v(k) 
Figura 12.15. Diagrama de bloques del control del interpolador. 
La señal Xc(k) indica el instante de tiempo en que debe calcularse la muestra interpolada, 
mientras que la señal \(k) indica el vector de muestras que debe emplearse para calcular las 
interpoladas. La dinámica más compleja de este sencillo sistema reside en indicar en cada 
momento cuáles han de ser las muestras adecuadas para realizar los cálculos 
correspondientes a la obtención de las interpoladas. 
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12.6. Caracterización del sistema de sincronismo de bit. 
Para caracterizar el sistema de sincronismo de bit deben determinarse tanto sus 
características estáticas como las dinámicas. Es por tanto necesaria la descripción de la 
curva en S (o curva de discriminación), el margen de enganche y el margen de seguimiento 
del sistema de sincronismo de bit. Estos parámetros de fimcionamiento se analizan en los 
siguientes puntos. 
12.6.1. Curva en S. Margen de enganche. 
La curva en S del detector de error de sincronismo de bit determinará el margen en que el 
detector actúa de forma correcta. En la figura 12.7 se muestra la curva en S correspondiente 
al detector de error de sincronismo de bit descrito. Mediante la observación de dicha figura 
pueden observarse las características de detección del mismo. 
Para la obtención de la curva en S se realizaron simulaciones del cálculo del valor medio 
de la función de error para diferentes valores del error de sincronismo de bit (que es la que 
define la curva en S o curva de discriminación). La variación del error de sincronismo se 
realizó en un margen suficientemente amplio como para poner de manifiesto el valor de 
error para el cual comienza a producirse ambigüedad en la detección. El resultado de la 
simulación queda reflejado en la figura 12.7 para un margen de variación del error de 
sincronismo de bit de ±0.5 bit. 
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12.7. Curva es S del detector de error de sincronismo de bit 
Se desprende de la observación de ña figura 12.7 que la función de error determinada por 
el detector varía casi linealmente con el error. Esta es una característica deseable en los 
detectores ya que le confiere un mejor comportamiento dinámico ante variaciones del error, 
además de poder ser empleado en bucles abiertos, permitiendo velocidades de enganche 
uniformes. Únicamente en los extremos del margen de enganche la ñmción deja de seguir el 
mismo comportamiento aproximadamente lineal. 
Por otro lado es de destacar el margen de enganche del detector, es decir, la cuantía del 
error que es capaz de detectar sin ambigüedad. Este margen se sitúa en ±0.5 bit, es decir un 
margen de un bit. Este es un margen muy bueno, lo que hace que sea una de sus 
características destacables. 
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12.6.2. Probabilidad de error. 
Otra de la caracterizaciones importantes del sistema de sincronismo de bit mediante 
interpolación es a través de la determinación de la probabilidad de error. Esto nos permite 
evaluar el efecto introducido por el sistema de interpolación empleado. A continuación se va 
a presentar una comparativa de los resultados obtenidos para los interpoladores lineal y 
cúbico comparados con el valor teórico. Los resultados se presentan en las figuras 12.8 y 
12.9. 
Los resultados presentados se han obtenido mediante simulación con MATLAB. Para 
ello se ha generado una señal con diferentes relaciones SNR conteniendo un número de bits 
suficientes como para obtener precisiones en márgenes de actuación prácticos. El ruido que 
se utiliza en la simulación es ruido blanco gaussiano aditivo (AWGN) con componentes en 
fase y cuadratura incorreladas. 
La curva teórica se ha obtenido teniendo en cuenta que se ha hecho uso de un receptor 
lineal y que se considera la presencia AWGN. 
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Figura 12. 8. Probabilidad de error. 
En la figura 12.7 se observa cómo los resultados prácticos están muy próximos al valor 
teórico, siendo incluso algo mejores para ambos interpoladores. La curva en rojo 
corresponde al valor teórico de la probabilidad de error. La curva en azul corresponde al 
interpolador cúbico mientras que la curva en verde al interpolador lineal. 
Los resultados obtenidos no son los que a priori se podrían haber pensado. Pero la 
explicación resulta sencilla. 
En un principio es lógico pensar que el interpolador lineal debe obtener resultados 
bastante peores que el interpolador cúbico, ya que éste se aproxima mejor a la función ideal, 
y así podría verse al comparar los errores cometidos por ambos interpoladores como se 
muestra en Benavente. 
Sin embargo esto es sólo desde el punto de vista del error cometido. Si además tenemos 
en cuenta la presencia de ruido las conclusiones son distintas. El interpolador lineal 
introduce un efecto de filtrado relativamente profundo, mientras que el interpolador cúbico 
apenas discrimina en fi-ecuencia. Esto quiere decir que el interpolador lineal mejora la 
relación SNR a su salida respecto a su entrada. Sin embargo, para el interpolador cúbico esta 
relación permanece casi inalterada. 
La consecuencia de lo descrito anteriormente es que las probabilidades de error que se 
obtienen empleando ambos interpoladores son muy similares y que mejoran algo el valor 
teórico. 
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Figura 12.9. Detalle de la figura 12.8. 
En la figura 12.9 se muestra con más detalle la probabilidad de error observando la casi 
inapreciable diferencia entre los resultados obtenido mediante los interpoladores lineal y 
cúbico. 
Las conclusiones de este análisis resultan bastante claras. En ambientes en que la relación 
SNR es baja no merece la pena emplear interpoladores con órdenes elevados, ya que no se 
obtienen mejoras apreciables respecto al interpolador linea!, que daría resultados 
satisfactorios. En ambientes poco ruidosos (relaciones SNR elevadas), la principal fuente de 
error es la causada por las imprecisiones del interpolador. En este caso es aconsejable el 
empleo de interpoladores de orden mayor al lineal, aunque el uso del interpolador cúbico da 
resultados muy satisfactorios, con una carga computacional moderada. Estos resultados son 
corroborados por otros autores como Gardner [Gardner 88]. 
Existen otros modelos de generación de las señales de ruido en cuadratura que dan 
resultados más benévolos, como el presentado por Jeruchim [Jeruchimm 94]. 
12.7. Conclusiones. 
Se ha presentado un bucle de sincronismo de bit basado en la interpolación matemática 
cuyo comportamiento se ha verificado y ha resultado satisfactorio. Se ha comprobado que 
los interpoladores basados en la interpolación matemática tienen un funcionamiento 
deseable en un sistemas de este tipo, con unas características que hacen que su realización 
práctica sea sencilla. 
Los elementos en los que se ha concentrado la investigación han sido el detector de error 
de sincronismo de bit y el sistema de control del interpolador. 
En cuanto al detector de error de sincronismo de bit, basa su funcionamiento en los 
cruces que realizan por cero las señales de ambos canales, lo cual permite una gran 
precisión en el cálculo del error. Naturalmente han de esperarse dichos cruces, pero cuando 
se envía una señal de datos cualquiera, su aleatoriedad en cuanto al contenido de la 
información hace que siempre existan dichos cruces. Por otro lado, la secuencia de 
entrenamiento permite aprovechar las características de la señal en el canal en cuadratura 
(que contiene continuas alternancias entre valores positivos y negativos y, por tanto, cruces 
por cero) para acelerar el proceso de enganche en la fase de entrenamiento o adquisición. 
Una de las grandes ventajas de este método es la sencillez que presenta tanto su 
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comprensión teórica como su realización práctica. Además, la carga computacional que 
supone es muy baja, ya que han de hacerse mínimos cálculos para determinar el error 
cometido. Además, y por las razones mencionadas, este algoritmo ofrece una gran precisión 
en las estimaciones del error. 
Se ha demostrado que el margen de enganche del detector de error de sincronismo es de 
±0.5 bit, lo cual le confiere unas magníficas cualidades, a lo que debe añadirse que en 
prácticamente todo el margen la función de error varía casi lineahnente con el error, con lo 
que la dinámica del enganche y seguimiento del error es uniforme, sin producirse saltos 
bruscos. Esto hace que en presencia de ruido el algoritmo sea muy estable. 
Todas las características mencionadas indican que este algoritmo posee unas 
características excelentes para su aplicación práctica. 
En cuanto al sistema de control del interpolador, este cumple su misión de forma 
eficiente, proporcionando al interpolador la información necesaria para que calcule las 
muestras interpoladas de forma adecuada. El buen funcionamiento de este bloque viene 
dado por un diseño adecuado del mismo, y un uso apropiado de la información 
proporcionada por el detector de error de sincronismo. 
Se ha verificado el comportamiento de los interpoladores lineal y cúbico. Se ha 
demostrado que en ausencia de ruido el comportamiento del interpolador cúbico es superior 
al del interpolador lineal, debido a que aproxima mejor los valores de las muestras 
interpoladas, es decir, comete menos error. Este comportamiento es el esperado. Bajo estas 
condiciones, pese a su mayor carga computacional, es recomendable el uso del interpolador 
cúbico, ya que ofrece una mejor tasa de error. 
En la situación en que existe ruido en la señal recibida de un valor no despreciable, se ha 
demostrado que el comportamiento de ambos interpoladores es equiparable, pese a lo que 
podía esperarse. Esto es debido a que el interpolador lineal infroduce de forma inherente un 
filtrado paso bajo, por lo que queda filtrado el ruido de la señal, mejorando la relación SNR 
pese a la peor aproximación de la muestras interpoladas. Este efecto no se produce de forma 
relevante en el interpolador cúbico, y de ahí que para relaciones SNR por debajo de unos 5 
dB tengan un comportamiento similar. Esto trae como conclusión que en condiciones de 
ruido es suficiente con el empleo del interpolador lineal, ya que tiene ima menor carga 
computacional y tiene una pérdida por debajo de 0.5 dB respecto al interpolador cúbico para 
una misma probabilidad de error. 
Finalmente, y como conclusión general, se ha demostrado que el empleo de sistemas de 
sincronismo de bit totahnente integrados en sistemas DSP sin control del reloj de muestreo, 
además de cumplir perfectamente con su cometido con unas prestaciones excelentes, como 
ha quedado constatado, permite tener flexibilidad y un mejor control del bucle, lo cual 
constituyen ventajas adicionales al comportamiento presentado. 
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Parte VI 
Conclusiones 
13. Aportaciones, conclusiones y futuras líneas de 
investigación 
13.1. Introducción. 
En este capítulo se presentan las conclusiones a las que ha dado lugar las investigaciones 
llevadas a cabo por el autor de la presente Tesis Doctoral. Quizá pueda resultar en cierta 
medida repetitivo, ya que en los diferentes capítulos anteriores se han desarrollado las 
conclusiones de cada imo de los aspectos particulares en que se ha dividido el trabajo. De 
este modo se realizará un compendio de las mismas, aportando además conclusiones desde 
el punto de vista global de la investigación. 
Asimismo se presentan las futuras líneas de investigación que el autor está en vías de 
desarrollar. Algunas de las ideas tienen previsto abordarse a corto plazo, mientras que otras 
tienen unas perspectivas más a medio plazo. Estas corresponden a ideas que requieren una 
meditación más profunda para darles el enfoque adecuada. 
13.2. Aportaciones. 
En la presente Tesis Doctoral se han presentado diversos resultados concernientes a las 
investigaciones y desarrollos levados a cabo por el autor de la misma. 
Las principales aportaciones que se han realizado son las que se describen a 
continuación: 
• Se ha establecido im modelo adecuado para los canales en los cuales se deseaba 
aplicar los algoritmos de sincronismo de bit y de portadora. Estos modelos 
corresponden al establecido en el uso de satélites de órbita baja y el establecido en las 
líneas de distribución de energía de media tensión. Se han destacado cada uno de los 
aspectos particulares que caracterizan el comportamiento de estos canales de 
comunicación, en particular en cuanto al ruido e interferencias existentes en los 
mismos. 
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• Se ha desarrollado un modelo adecuado de las señales de fase continua con el 
objetivo de obtener estructuras de receptores de sencilla realización práctica. Se ha 
partido de los resultados dados por Laxu"ent [Laurent 83]. Se han descrito las señales 
CPM mediante un modelo PAM compuesto por numerosos pulsos, pero con 
predominio claro de uno de ellos, pudiendo establecer una aproximación lineal 
despreciando los términos poco significativos, comparando los resultados de la 
aplicación de la expresión exacta y la aproximada. Posteriormente se ha 
particularizado este modelo para el caso de una señal GMSK con producto BT=0.3 e 
índice de modulación 0.5, describiendo las características de estas señales. 
• Se han determinado modelos de receptores lineales para señales CPM. Estos modelos 
se basan en la descripción mediante ima aproximación lineal de la señal, como se ha 
comentado. Siguiendo la expresión determinada por dicha aproximación, se obtiene 
un receptor lineal en el que ha de incluirse un decodificador para obtener finalmente 
los datos transmitidos. Asimismo se ha obtenido ima estructura modulador-
demodulador alternativa con el fin de simplificar la estructura del receptor, para que 
sea simplemente un receptor lineal. Esto se obtiene de forma sencilla incluyendo en 
el transmisor \m precodificador, que codifica los datos de tal modo que al realizar la 
detección lineal se obtienen directamente los datos transmitidos. 
• Se han obtenido, estudiado y caracterizado diversos algoritmos de sincronismo de 
portadora, específicamente determinados para su uso en receptores totalmente 
digitales, en los cuales las operaciones de sincronismo de portadora (entre otras) son 
realizadas en im procesador digital de señales, indicando las estructuras básicas de los 
mismos. Han sido destacados aspectos prácticos importantes, como estructura del 
algoritmo, comportamiento, complejidad y carga computacional, a través del estudio 
de las expresiones que los describen. Se han descrito las ventajas de este tipo de 
receptores fi-ente a los que emplean técnicas analógicas. Se han descrito en los 
algoritmos mencionados tanto la fase de adquisición de portadora como la fase de 
seguimiento, destacando sus diferencias. 
• Ha sido descrito im algoritmo de sincronismo de bit basado en el uso de 
interpoladores, dando lugar a una técnica totalmente que sería susceptible de ser 
realizada en un receptor totalmente digital, en concreto en el procesador digital de 
señales. Concretamente la técnica está basada en la interpolación matemática de 
fimciones, y se diferencia en diversos aspectos de la interpolación mediante filtrado y 
cambio de velocidad de muestreo. En este caso las aportaciones reales han sido la 
comparación entre las características del bucle de sincronismo para los casos del 
empleo del interpolador lineal y el interpolador cúbico, los más sencillos. Se han 
descrito las diferencias, ventajas, inconvenientes y casos de aplicación. Asimismo se 
ha obtenido y caracterizado un detector de error de sincronismo de bit basado en el 
cruce por cero de los valores de la señal cuando se producen alternancias. Se han 
descrito las bases del método, las expresiones que lo caracterizan y su modo de 
operación. Además, se ha descrito el sistema denominado control del interpolador, 
encargado de proporcionar al interpolador la información necesaria para que éste 
opere de forma adecuada. Esta información se obtiene de procesar la señal de error 
que entrega el detector. 
• Por último, y como aspecto global a lo largo de esta Tesis Doctoral, se han destacado 
las ventajas de la aplicación de las técnicas digitales en los diferentes subsistemas que 
componen un receptor, en este caso, para señales GMSK. 
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13.3. Conclusiones. 
• El receptor lineal descrito presenta una extrema simplicidad, con un buen 
comportamiento en cuanto a la probabilidad de error. Su aplicación práctica reduce 
considerablemente la carga computacional. 
• Los algoritmos de sincronismo de portadora que se han obtenido y estudiado tienen 
un comportamiento muy bueno. En cada caso se obtienen complejidades diferentes y 
prestaciones distintas en cuanto a tiempo de enganche y márgenes de enganche y 
seguimiento. A la hora de la realización práctica deben estudiarse estos aspecto para 
emplear el más idóneo. 
• El bucle de sincronismo de bit descrito aporta ventajas sustanciales sobre las 
realizaciones analógicas o mixtas. Tiene un comportamiento adecuado y una 
complejidad baja. 
• Las técnicas digitales aplicadas a receptores suponen ima serie de ventajas 
importantes, entre las cuales cabe destacar la simplificación de las realizaciones 
hardware, la flexibilidad que ofrecen, la posibilidad de obtener una caracterización 
exacta, sin tolerancias, el tener un mejor control sobre el sistema. 
13.4. Futuras líneas de investígación. 
El campo de estudio correspondiente a los diferentes aspectos que se han investigado en 
la presente Tesis Doctoral no están cerrados, sino que son áreas abiertas en las que pueden 
aportarse múltiples avances. 
En lo referente a los receptores lineales, existen aspectos que deben ser estudiados con 
detenimiento para obtener un mejor comportamiento del receptor. Es susceptible de estudio 
el filtro receptor, que en el desarrollo se ha supuesto simplemente que es el filtro adaptado a 
la señal. Pueden buscarse estructuras alternativas teniendo en cuenta otros aspectos 
adicionales, como son los casos particulares de interferencias en los canales, el tipo de ruido 
que aparece en los mismos, la variación de los parámetros del canal con el tiempo u otros 
factores. 
Por parte de los algoritmos de sincronismo de portadora, pueden buscarse estructuras 
alternativas a las que se han presentado con el fin de mejorar la eficiencia de los algoritmos, 
estudiar el filtrado de las muestras (técnicas de prefíltrado) antes de llevarlas a los detectores 
con el fm de mejorar las estimaciones, estudio de la dinámica de los lazos con el objetivos 
de mejorar los tiempos de adquisición, y los márgenes de enganche y seguimiento. 
En último término, en lo referente al algoritmo de sincronismo de bit pueden buscarse y 
estudiarse diferentes alternativas a las estructuras de los interpoladores, la realización de un 
control del interpolador más dinámico que el establecido y que permita vma mayor precisión 
en el cálculo de las muestras interpoladas. En lo referente a la complejidad del algoritmo de 
detección de error y su precisión pudieran buscarse alternativas, aunque se ha demostrado 
que se trata de un algoritmo sumamente sencillo y con una precisión muy buena. Quizá cabe 
estudiar la resolución del problema que supone la falta de alternancias en la señal, aunque la 
aleatoriedad de los datos que se transmiten siempre las producen. 
Desde un punto de vista más genérico se pretende seguir investigando en la aplicación de 
receptores completamente digitales a otros formatos de modulación. Así cabe la idea de 
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tratar de aplicar los algoritmos que se han obtenido para otras modulaciones, como en el 
caso de sistemas CDMA. 
En un nivel superior, más físico, se prevé el estudio de arquitecturas hardware 
apropiadas para la realización práctica de modem completamente digitales, en los cuales se 
establezcan los interfaces adecuados para el manejo de las señales. 
Por último, ha de tenerse en cuenta que los formatos de modulación no son un área 
completamente cerrada, si bien está cercada por los estándares establecidos. A este respecto 
cabe realizar una investigación sobre modulaciones de gran eficiencia espectral e inmunidad 
a interferencias, y que sean susceptibles de ser producidas y demoduladas en transmisores y 
receptores de baja complejidad. 
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14. Bibliografía 
14.1. Introducción. 
Finalmente se presentan las referencias bibliográficas que se han consultado como punto 
de partida de la investigación y para poder contrastar con resultados obtenidos mediante 
otros métodos distintos a los mostrados en este trabajo. 
Aparecen asimismo las publicaciones que el autor de la presente tesis Doctoral ha 
publicado y expuesto en diferentes congresos, y que son el resultado de las investigaciones 
llevadas a cabo. 
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