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Abstract
We extend the hermitian three-algebra formulation of ABJM theory to include
U(1) factors. With attention payed to extra U(1) factors, we refine the classification
of N = 6 ABJM theories. We argue that essentially the only allowed gauge groups are
SU(N) × SU(N), U(N) × U(M) and Sp(N)× U(1) and that we have only one inde-
pendent Chern-Simons level in all these cases. Our argument is based on integrality
of the U(1) Chern-Simons levels and supersymmetry. A relation between monopole
operators and Wilson lines in Chern-Simons theory suggests certain gauge representa-
tions of the monopole operators. From this we classify cases where we can not expect
enhanced N = 8 supersymmetry. We also show that there are two equivalent formu-
lations of N = 5 ABJM theories, based on hermitian three-algebra and quaternionic
three-algebra respectively. We suggest properties of monopoles in N = 5 theories and
show how these monopoles may enhance supersymmetry from N = 5 to N = 6.
1a.r.gustavsson@swipnet.se
1 Introduction
There are evidences [8], [10], [11] pointing to that the field theory dual to M-
theory on AdS4×S7 is given by ABJM theory with gauge group U(N)×U(N) at
Chern-Simons level K = 1. However ABJM theory has only manifest SU(4)×
U(1) R symmetry and N = 6 supersymmetry, as well as conformal symmetry
[7]. The dual field theory should have the same symmetries as the isometries
of AdS4 × S7 for the duality to work. This means that we need to understand
how the symmetries in ABJM theory can be enhanced to SO(8) and N = 8
supersymmetry.
From the field theory point of view, ABJM theory can be easily generalized
to other gauge groups [5] while keeping the same amount of supersymmetry and
R symmetry. In this Letter we choose to call these theories ABJM theories as
well since the action for all these theories look exactly the same and only the
gauge group is changed. One may then ask for which gauge groups and for
which Chern-Simons levels there is enhanced supersymmetry.
When the moduli space can be interpreted as M2 branes probing some orb-
ifold singularity, one expects to have as R-symmetry the commutant of the
discrete group of the orbifold singularity in SO(8) [9]. When the commutant is
SO(8) itself, one expects to have enhanced N = 8 supersymmetry.
The reason for supersymmetry enhancement is the presence of monopole
operators that transform in a suitable gauge representation [8]. In this paper
we classify the gauge groups and Chern-Simons levels when suitable monopoles
exist for enhancement from N = 6 to N = 8 supersymmetry.
We extend the analysis to N = 5 ABJM theories. We find that these theories
are described by the same type of Lagrangian as the N = 6 ABJM theories.
The only difference is certain reality conditions on the matter fields. We show
how suitable monopoles can enhance supersymmetry from N = 5 to N = 6.
These theories with enhanced N = 6 supersymmetry should be dual to already
known N = 6 ABJM theories [9] but we will are unable to see to which N = 6
ABJM theory.
After the first part of this paper was completed the paper [21] appeared
which also discusses U(1)-factors in the ABJM theory. Perhaps one goal was to
establish that all ABJM theories can be formulated in terms of three-algebra.
While this work could relate some of the U(N) × U(N) ABJM theories with
SU(N) × SU(N) ABJM theories which do have a three-algebra formulation,
it still misses out gauge groups Sp(N) × U(1) where a possible three-algebra
formulation is left unclear. One purpose of this paper is to fill the gap and show
that all ABJM theories have a three-algebra formulation. After the second
part of this paper had been essentially completed, a paper [22] appeared which
also treats the N = 5 theories. More recently the paper [24] appeared on
supersymmetry enhancement to N = 8.
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2 ABJM theory and three-algebra
ABJM theories can be formulated in terms of three-algebras [13] and in terms
of Lie superalgebras [16], [17]. For semi-simple Lie algebras the equivalence
between the two has been established in [18], [19].
Bagger and Lambert [13] have given a three-algebra formulation of the su-
persymmetry variations for N = 6 supersymmetric ABJM theories with semi-
simple gauge groups. The gauge group being semi-simple is very restrictive and
the only candidate is SU(N)×SU(N). So we have to extend the three-algebra
formulation so that it does not restrict ourselves only to semi-simple gauge
groups. We will do this extension below. All coupling constants are encoded in
structure constants fbcda of the three-algebra. The action that was proposed
does not apply to U(1) factors in the gauge group. However the supersymmetry
variations do.
First we describe the ABJM Lagrangian as obtained by Bagger and Lambert.
The Lagrangian is given by
L = −DµZAa DµZaA + iψ¯AaγµDµψAa − V (Z)
+i
(
ψ¯AaψAbZ
B
c Z
d
B − 2ψ¯AaψBbZBc ZdA
)
fbcda
− i
2
(
ǫABCDZaAψ¯BbψCcZ
d
D + ǫABCDψ¯
AaZBb Z
C
c ψ
Dd
)
fbcda
+LCS . (1)
Here
LCS = 1
2
(
fabcdA
c
bdA
d
a +
2
3
facdgf
ge
fbA
b
aA
d
cA
f
e
)
(2)
is the Chern-Simons term and
V (Z) =
2
3
(
fabghf
ch
ef − 1
2
fabehf
ch
gf
)
ZAa Z
e
AZ
B
b Z
f
BZ
C
c Z
g
C
is the sextic potential. The covariant derivative is
DµZa = ∂µZa +Aµ
d
cf
bc
daZb. (3)
In a convention where supersymmetry parameters ǫAB and ǫ
AB are such that
ǫ∗AB = −ǫAB,
ǫAB =
1
2
ǫABCDǫCD (4)
the N = 6 supersymmetry variations read
δZAa = −iǫ¯ABψBa,
δψAa = γ
µǫABDµZ
B
a
− (ǫABZBb ZCc ZdC + ǫBCZBb ZCc ZdA) fbcda,
δA¯µ
b
a =
(−iǫ¯ABγµψAcZdB + iǫ¯ABγµZAc ψBd) fbcda. (5)
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Infinitesimal gauge transformations read
δZa = Λ
d
cf
bc
daZb,
δAµ
d
c = −DµΛdc (6)
The only thing that we can adjust are the structure constants fbcda. Super-
symmetry alone does not fix the overall constant of the Lagrangian and so we
could also imagine a rescaling of the Lagrangian by an overall factor λ,
L → λL
However such a rescaling is equivalent to instead scaling the Chern-Simons levels
according to2
kl → λkl
where l runs over all the gauge group factors for each of which we a priori could
have a different Chern-Simons level. As we will see, supersymmetry restricts
these levels. For all N = 5, 6 supersymmetric Chern-Simons theories it turns
out there is exactly one independent Chern-Simons level (if one does not count
decoupled direct sums of these theories).
The Lagrangian has N = 6 supersymmetry if and only if the three-algebra
structure constants satisfy the fundamental identity as well as
fbcda = −f cbda, (7)
f∗bcda = f
da
bc. (8)
The fundamental identity can be expressed entirely in terms of the fbcda but is
more transparent written in three-algebra notation. The three-algebra can be
defined in an abstract way as
[T a, T b;T c] = fabcdT
d
2Schematically the Lagrangian and covariant derivative are given by
L = λ
(
− (DZ)2 + iψDψ − f2Z6 + fψ2Z2 + fAdA+ f2A3
)
,
DZ = dZ + fAZ
If we replace Z by Z/
√
λ, ψ by ψ/
√
λ and A by A/λ, we get
L = −(DZ)2 + iψDψ −
(
f
λ
)2
Z6 +
f
λ
ψ2Z2 +
f
λ
AdA+
(
f
λ
)2
A3,
DZ = dZ +
f
λ
AZ.
An overall rescaling of the action amounts to a rescaling of f . To see the relation to the
Chern-Simons level we replace fA with A,
L = −(DZ)2 + iψDψ − f2Z6 + f2ψ2Z2 + 1
f
(
AdA+A3
)
,
DZ = dZ + AZ.
We conclude that the Chern-Simons level is k ∼ 1
f
.
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where the three-bracket is subject to the fundamental identity
[[T a, T b;T c], T e;T f]− [[T a, T e;T f], T b;T c]
= [T a, [T b, T e;T f];T c]− [T a, T b; [T c, T f;T e]].
We have a matrix realization where the three-algebra generators are represen-
tented by matrices
(T a)a
aˆ.
Their complex conjugates are denoted
(Ta)aˆ
a.
The three-bracket is realized as a certain matrix multiplication
[T a, T b;T c]a
aˆ ∝ (T aTcT b − T bTcT a)aaˆ
One may check that this solves the fundamental identity.
To the three-algebra is associated a Lie algebra, that corresponds to the
gauge group of ABJM theory. The ABJM matter fields are in the bifundamental
representation of the gauge group
(ZA)a
aˆ = ZAa (T
a)a
ˆˆa
and the gauge field in the adjoint representation of the gauge group
Aaˆ
bˆ = Adc(Td)aˆ
a(T c)a
bˆ
Aa
b = Adc(T
c)a
aˆ(Td)aˆ
b.
2.1 Abelian factors in three-algebra
ABJM theory with gauge group U(1)×U(1) should have vanishing three-algebra
structure constants as there is no scalar potential. Yet there is a gauge covariant
derivative that involves the gauge potential. Since the derivative in three-algebra
language was given as
DµZa = ∂µZa +Aµ
d
cf
bc
daZb
and this reduces to
DµZa = ∂µZa
if fbcda = 0. The three-algebra formalution presented in [13] works only if the
gauge group is SU(N)× SU(N). This is an unacceptable restriction that must
be removed. If the restriction to semi-simple gauge groups is not removed, it
makes three-algebra a useless tool for classifying ABJM theories. Fortunately
the restriction can be removed and in fact it is quite easy to extend the three-
algebra formulation so that it allows for U(1) factors in the gauge group. This
5
extended three-algebra formulation is then completely general and can be used
to classify all ABJM theories. In the course of doing so, we refine and also
correct a mistake in the previous classification of ABJM theories [5].
Let us define the gauge covariant derivative in terms of another gauge field
A¯µ
b
a as
DµZa = ∂µZa + A¯µ
b
aZb. (9)
The gauge variation reads
δZa = Λ¯
b
aZb,
δA¯µ = −DµΛ¯ba. (10)
As far as closure of the supersymmetry variations concerns, we only need to
consider the gauge field A¯µ
b
a. Its supersymmetry variation was obtained in
[13]. The difference to their formalism is that we drop the assumption that
A¯µ
b
a = Aµ
d
cf
bc
da
As we saw above, assuming this leads to a contradiction if there are U(1) factors.
We only assume that this relation holds on the traceless parts. This is how we
can extend the Bagger and Lambert three-algebra formalism to include U(1)
factors.
We decompose this gauge field into traceless and trace parts as
A¯µ
b
a = B˜µ
b
a − iAiµeiδba . (11)
The derivative then becomes
DµZa = ∂µZa + B˜µ
b
aZb − iAiµeiZa
and we identify Ai as the gauge field in the i-th U(1) factor, with the associated
electric charge ei.
We also decompose the three-algebra structure constants into traceless and
trace parts as
fbcda = f˜
bc
da + λδ
b
aδ
c
d (12)
where tracelessness means
f˜bcca = 0,
f˜bcdb = 0.
So far we have done nothing harmful to the Bagger and Lambert formula-
tion. We have just decomposed their gauge field A¯µ
b
a and structure constants
fbcda into traceless and trace parts. This means that we are still guaranteed
to have on-shell closure in the Bagger and Lambert supersymmetry variations
provided the total structure constants fbcda are antisymmetric and subject to
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the fundamental identity. In this sense we do not leave the three-algebra for-
malism, but we can also incorporate an arbitrary number of U(1) factors into
this formalism.
It is not true that the traceless structure constants f˜bcda are antisymmetric
in b and c. It is true though that these still satisfy the fundamental identity,
and so does δbaδ
c
d.
We are now interested in the action that yields the equation of motion on
which the N = 6 supersymmetry variations close. We make the following ansatz
for the contribution from the U(1) factors to the Chern-Simons part of the
Lagrangian, ∑
i
kie
2
i
4π
AidAi (13)
Here we find that we must take ki ∈ Z for gauge group U(1). We may integrate
the Chern-Simons term on the manifold S1 × S2. If there is a magnetic flux
through S2 of strenght ∫
S2
F i =
2π
ei
we find that the Chern-Simons action becomes∑
i
kiei
∫
S1
Ai
and this is well-defined modulo 2π only if ki ∈ Z.
We can derive a constraint on the levels ki by varying the action and demand
that the resulting equation of motion is what is needed in order to close super-
symmetry on-shell. This equation of motion for the gauge field was obtained by
Bagger and Lambert and it reads
F¯µν
b
a = −ǫµνλJλdcfbcda
where
Jλdc = Z
A
c D
λZdA −DλZAc ZdA − iψ¯AdγλψAc.
We are now interested in the trace part of this equation of motion. Using (11),
(12) we get
−ieiF iµν = −λǫµνλJλcc. (14)
On the other hand, including the term (13) into the Lagrangian, the equation
of motion for the abelian gauge fields becomes
F iµν = ǫµνλ
2πi
kiei
Jλ.
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and then we get
−ieiF iµν = ǫµνλ
∑
i
2π
ki
Jλ
By identifying this with (14) we find the constraint
2π
∑
i
1
ki
= −λ
on the abelian Chern-Simons levels ki.
For gauge group U(1) × U(1) we have λ = 0 and fbcda = 0 (vanishing
structure constant is indeed implied by antisymmetry constaint when the three-
algebra index a takes only one value). Still we may describe this theory in the
three-algebra formalism described above. We then find the constraint
k1 = −k2
on the two Chern-Simons levels. The covariant derivative is given by
DµZ = ∂µZ − ieiAiµZ
In general λ 6= 0. The value of λ is determined from the constraint
fbcda = −f cbda.
when we decompose the structure constants as
fbcda = f˜
bc
da + λδ
b
aδ
c
d.
2.2 Semi-simple times abelian factors
We assume that the generators of semi-simple gauge group factors are traceless.
We then find that
f˜bcda = −
L∑
l=1
2π
kl
GAlBl(tAl)
b
a(tBl)
c
d
Here
GAlBl = (tAl)
b
a(tBl)
a
b
and GAlBl denotes its inverse. Here kl are related to the Chern-Simons level of
simple group Gl whose Lie algebra generators in the fundamental representation
are (tAl)
bl
al and are sitting in the generators of the whole semi-simple group
G = G1 × · · · ×GL as
(tAl)
b
a = δ
b1
a1
· · · (tAl)blal · · · δbLaL .
8
We then see that
GAlBl =
M
Ml
gAlBl
where
Ml = δ
al
al
,
M = M1 · · ·ML,
gAlBl = (tAl)
bl
al(tBl)
al
bl .
The true Chern-Simons levels are now given by
Kl = kl
M
Ml
and the structure constants become
f˜bcda = −
L∑
l=1
2π
Kl
gAlBl(tAl)
b
a(tBl)
c
d
where gAlBl denotes the inverse of gAlBl .
The gauge fields AA and Ai in the semi-simple and abelian gauge group fac-
tors respectively, are uniquely determined by A¯ba and associated Chern-Simons
levels. For the semi-simple part we have
B˜ba = B
b
af¯
bc
da
where
Bba = i
∑
l
kl
2π
AAl(tAl)
b
a
The covariant derivative (9) then becomes
DµZa = ∂µZa − iAA(tA)baZb − iAiµeiZa
= ∂µZa1···aL − i
∑
l
AAl(tAl)
bl
alZa1···bl···aL − iAiµeiZa1···aL .
The Chern-Simons terms (2) plus (13) becomes∑
l
kl
4π
trl
(
AdA +
2i
3
A3
)
+
kie
2
i
4π
AidAi
=
∑
l
Kl
4π
trl
(
AdA+
2i
3
A3
)
+
kie
2
i
4π
AidAi.
where in the first line the trace is over the gauge field components
δb1a1 · · ·Ablal · · · δbLaL
9
and in the second line the trace is over the components
Ablal .
The former trace is a factor M/Ml times the latter trace, which is absorbed by
the same factor in the relation Kl = (M/Ml)kl. Defining gauge parameter
Λ¯ba = −iΛA(tA)ba − iΛieiδba
the gauge variation (10) becomes
δZa = −iΛA(tA)baZb − ieiΛiZa,
δAAµ = −DµΛA,
δAiµ = −DµΛi.
2.3 Discrete identification
For gauge group U(1)/ZN we identify
e
2pii
N ∼ 1
Consequently the Dirac charge quantization condition becomes relaxed to
eg =
1
N
Z
where ∫
F = 2πg.
In this case the Chern-Simons action
KNe2
4π
∫
S1×S2
AdA
is well-defined modulo 2π for any K ∈ Z. This is so because
e
∫
S2
F ∈ 2π
N
Z
Then the action becomes
Ke
∫
S1
A
which is well-defined modulo 2π for any K ∈ Z.
We now specialize to each of the gauge groups that were obtained in the
general classification of N = 6 theories in [5] with particular attention to U(1)
factors and their Chern-Simons levels.
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2.4 Gauge group SU(N)K × U(1)r
Here we have structure constants
f bcda = −2π
K
GAB(tA)
b
a(tB)
c
d + λδ
b
aδ
c
d.
The SU(N) generators have the property
GAB(tA)
b
a(tB)
c
d = δ
b
dδ
c
a −
1
N
δbaδ
c
d. (15)
With this we find
f bcda = −2π
K
δbdδ
c
a +
(
2π
KN
+ λ
)
δbaδ
c
d.
We find antisymmetric structure constants only for
λ =
2π
K
(
1− 1
N
)
.
We should now try and solve the constraint equation
2π
∑
i
1
ki
= −2π
K
(
1− 1
N
)
on the Chern-Simons levels in the various U(1) factors. For N > 2 we find
no integer valued Chern-Simons levels and so gauge invariance is broken in
these theories with just one U(1) factor. However for N = 2 we can solve this
constraint with just one U(1) factor. In this case we find
k1 = −2K.
This corresponds to U(2) = SU(2)× U(1)/Z2 gauge group.
For N > 2 we can solve the constraint equation by including two U(1)
factors. We then get
k1 = −K,
k2 = KN.
This theory corresponds to gauge group U(N)K × U(1)−K . Indeed the level
KN is what we should have in U(1)/ZN gauge group that sits in U(N) as
U(N) = SU(N)× U(1)/ZN
It seems like the constraint equation together with gauge invariance tells us
how many U(1)’s we shall include along with any discrete identifications on the
gauge group!
11
2.5 Gauge group Sp(N)K × U(1)r
In the appendix we demonstrate that
GAB(tA)
b
a(tB)
c
d =
1
2
(
(J−1)
bc
Jad + δ
b
dδ
c
a
)
(16)
for the generators in Sp(N) where we use a convention where Sp(1) = SU(2).
Here Jab is the invariant tensor in Sp(N) and indices range as a = 1, ..., 2N .
We can check that the identity is reasonable by restricting to N = 1 where it
gives the corresponding identity for SU(2), and we prove it in general in the
appendix 5.3 by noting three relations are obtained by tracing over indices in
three different ways (one of which uses the J tensor) and by making a general
three-parameter ansatz.
The three-algebra structure constants are
f bcda = −2π
K
GAB(tA)
b
a(tB)
c
d + λδ
b
aδ
c
d.
These become antisymmetric only for
λ =
π
K
.
We can solve the constraint equation
2π
∑
i
1
ki
= − π
K
by taking just one U(1) factor and Chern-Simons level
k1 = −2K
For N = 1 this descends to the U(2) theory we found above.
2.6 Gauge group SU(N)K × SU(M)−K × U(1)r
We have the generators
(tA)
bbˆ
aaˆ = (tA)
b
aδ
bˆ
aˆ,
(tAˆ)
bbˆ
aaˆ = δ
b
a(tAˆ)
bˆ
aˆ
in SU(N)× SU(M). We denote any U(1) generator as
Ebbˆaaˆ = δ
b
aδ
bˆ
aˆ.
The three-algebra structure constants are (suppressing the heavy bifundamental
index structure, for instance writing f in place of f bbˆccˆddˆaaˆ ≡ fbcda)
f = −2π
(
1
K
gABtA ⊗ tB − 1
K
gAˆBˆtAˆ ⊗ tBˆ
)
+ λE ⊗ E
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We find that the structure constants become antisymmetric only for
λ = −2π
K
(
1
N
− 1
M
)
.
and the constraint equation becomes
2π
∑
i
1
ki
=
2π
K
(
1
N
− 1
M
)
This suggests we take two U(1) factors and the levels
k1 = KN,
k2 = −KM.
The quantization of these levels in turn tells us that we are really dealing with
the gauge group U(N)K × U(M)−K .
We notice that the three-bracket of three scalar fields
[ZA, ZB;ZC ]aaˆ = Z
A
bbˆ
ZB
bbˆ
ZddˆC f
bbˆccˆ
ddˆaaˆ
when inserting the explict solution for the structure constants,
f bbˆccˆddˆaaˆ = −
2π
K
(
δbdδ
c
aδ
bˆ
aˆδ
cˆ
dˆ
− δbaδcdδbˆdˆδcˆaˆ
)
(17)
becomes
=
2π
K
(
ZA
abˆ
Z bˆcC Z
B
caˆ − ZBabˆZ bˆcC ZAcaˆ
)
which is indeed a matrix realization of the three-algebra.
A curious fact is that in all cases the three-algebra structure constants were
found to be real valued, despite nothing in principle prevent them from having
components being complex numbers, such that the whole structure constant is
subject to a hermiticity constraint.
3 Monopoles for supersymmetry enhancement
To enhance supersymmetry from N = 6 to N = 8 we need a monopole that
transforms as a rank-2 tensor [6],
Wab
Moreover this monopole Wab shall be electrically charged under all the U(1)’s,
with electric charges that are twice the charges of the scalar field Za. So it shall
have electric charges
2ei.
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This monopole can now be used to bring some field Za having electric charges
−ei into a field Za ≡WabZb that has electric charges −ei + 2ei = +ei.
We expressed the monopole in terms of three-algebra indices. These are nor-
mally bifundamental indices, a = (a, aˆ). In terms of these indices, the monopole
is expressed as
W aˆbˆab .
The simples example of a monopole operator is for SO(4) gauge group. Here
we have
Wab = δab.
where a is a vector index of SO(4). In terms of bifundamental indices of SU(2)×
SU(2) this can be written as
W aˆbˆab = ǫabǫ
aˆbˆ.
We have no direct proof that this is actually a monopole operator. We notice
that the delta function is covariantly constant,
DµWab = 0.
We now ask whether monopole operators in such a representation can exist
in certain ABJM theories for certain Chern-Simons levels. This existence is a
necessary condition for supersymmetry enhancement to N = 8. It may not be a
sufficient condition, and one has to assure that additional properties are obeyed.
These are
1. vanishing scaling dimension of the monopole
2. the monopoles shall close the N = 8 supersymmetry variations on-shell
For U(N)× U(N) gauge group, the existence of monopole operators with van-
ishing scaling dimension was shown in [15].
3.1 Gauge representation of monopole operator
The main result [2] that we wish to now explain is that in Chern-Simons theory
a GNO monopole [1] with magnetic weights βI , transforms in a representation
of the gauge group corresponding to the highest weight
αI = KGIJβ
J
for any simple gauge group factor associated to level K. Here GIJ is the pro-
jection of GAB to the Cartan subalgebra. For the U(1)i factor (with i labeling
the various U(1)’s) we find the electric charge
αi = kiniei
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for a monopole with magnetic charge∫
F =
ni
ei
where ni ∈ Z. Here ki ∈ Z denotes the Chern-Simons theory level.
We first study abelian gauge group. Let us make a gauge variation
δA = dΛ.
Let us consider Chern-Simons action LCS = ke24π
∫
M
A∧ dA on a three-manifold
M with boundary ∂M . Its variation is given by
δLCS = ke
2
4π
∫
∂M
ΛdA
Let us choose the boundary to be a cylinder along the z-axis with angular
coordinate ϕ ∈ [0, 2π]. Then this variation can be expressed as
δLCS = ke
2
4π
∫
Λ (∂zAϕ − ∂ϕAz) dz ∧ dϕ
To make this Chern-Simons action gauge invariant it has to be supplemented
by a boundary term. We take this boundary term to be
Lbndry = ke
2
4π
∫
AzAϕdz ∧ dϕ
Let us now consider a singular gauge variation, with gauge parameter
Λ =
n
e
ϕ
This makes the gauge parameter
eieΛ = einϕ
single-valued as we encircle the z-axis for n ∈ Z. But we no longer find that the
sum LCS + Lbndry is invariant under this singular gauge variation. Instead of
finding a cancelation between the two terms, we now find that δLCS = δLbndry
and they add up to
δ (LCS + Lbnrdy) = kne
∫
Azdz
This means that a ’t Hooft operator creating this singular gauge variation
changes the exponentiated action eiS (including the necessary boundary term)
by the amount of a Wilson line Wα = e
iα
∫
A with electric charge
α = kne.
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All this has a counterpart for semi-simple gauge group. Here we have the
Chern-Simons action LCS = k4π
∫
M
tr
(
AdA+ 2i3 A
3
)
where the trace is taken
over the fundamental representation. In the presence of a boundary cylinder
this should be supplemented by a boundary term [3]
Lbndry = k
4π
∫
∂M
tr (AzAϕ) dz ∧ dϕ
Making a singular gauge transformation with gauge parameter
g = eiβ
IHIϕ
associated to magnetic weights βI (which are such that this gauge group element
becomes single-valued as we encircle the z-axis) that are contracted with Cartan
generators HI , we again find equal contributions from δLCS and δLbndry and
the sum is
δ (LCS + Lbnrdy) = ik
∫
tr
(
βIHIAz
)
dz
We expand the gauge field as Az = A
I
zHI +A
a
zEa where HI are Cartan gener-
ators and Ea are step operators, and we have the metric
GIJ = tr(HIHJ )
and we can recast this variation in the form
δ (LCS + Lbnrdy) = ikGIJβI
∫
AJz dz
This shows that a ’t Hooft operator creating a monopole with magnetic weights
βI corresponds to a Wilson line transforming in a representation with highest
weight vector
αI = kGIJβ
J
To see this, we note a formula for a closed Wilson loop [4],
trRP exp i
∫
A =
∫
Dg exp iαI
∫
A(g),I
Here αI are the highest weight in the representation R of the Wilson loop.
To make the right-hand side gauge invariant we integrate over all non-singular
gauge transformations parametrized by g. A corresponding formula exists for
the open Wilson loop.
We now return to the issue of the existence of suitable monopoles for various
ABJM gauge groups. We go through each gauge group in turn and start by
U(1)× U(1) for pedagogical reasons.
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3.2 Gauge group U(1)× U(1)
We assume some non-vanishing electric charges ei for i = 1, 2. Conventionally
they are fixed to be +1 and −1, and perhaps this can always be achieved by
a suitable choice of units. We will however keep these charges arbitrary but
non-vanishing. Then Dirac charge quantization, i.e. single-valuedness of the ’t
Hooft operator gauge parameters
gi = e
ieigiϕ
as we encircle the z-axis, amounts to magnetic charges
gi =
ni
ei
where ni ∈ Z. Corresponding electric charges are
αi = kiniei.
Supersymmetry enhancement requires monopoles with charges
αi = 2ei
We should now also recall that the levels for this gauge group are constrained
by
k1 + k2 = 0
(since λ = 0 in this case). The only integer solutions to these equations are
ni = ki,
k1 = 2,
k2 = −2
and
ni = 2ki,
k1 = 1,
k2 = −1.
This is to say that we can expect N = 8 supersymmetry only for k1 = 1, 2.
Indeed this is true and can be verified explicitly. We may for instance express
the theory as a sigma model on C4/Zk1 and then it is clear that this orbifold
preserves SO(8) for k1 = 1, 2 only.
3.3 Gauge group U(N)× U(M)
We can limit our study to just the U(N) factor of the gauge group since the
U(M) factor will tell a similar story. There is no need to assume that N =M .
Let us choose Cartan generators in U(N) as
TI = diag(0, ..., 1, ...., 0)
17
We can then easily solve the Dirac quantization condition
e2πiγ
ITI = 1
for the magnetic weights γI , and we find a smallest monopole charge γITI being
of the form
1 0 ... 0
0 0 ... 0
. . .
0 0 ... 0
 = 1N

N − 1 0 ... 0
0 −1 ... 0
. . .
0 0 ... −1

+
1
N

1 0 ... 0
0 1 ... 0
. . .
0 0 ... 1

Here we have separated the monopole charge into a traceless and a trace part,
corresponding to a separation
γITI = β
IHI + βe
where HI are Cartan generators in SU(N), and e an electric charge of U(1). It
is convenient to take the HI to be orthogonal, and normalize them as
tr(HIHJ) =
1
2
δIJ
in the fundamental representation N of SU(N). We may choose them as
HI =
1√
2I(I + 1)
diag(1, 1, ..., 1︸ ︷︷ ︸
I
,−I, 0, ..., 0)
for I = 1, ..., N − 1. We can then read off the magnetic weight as
βI = 2
(
0, 0, ..., 0,− 1√
2
√
1− 1
N
)
,
β =
1
Ne
.
With our choice of HI the weights in the fundamental representation of SU(N)
are given by
w1 =
1√
2
(
1√
1.2
,
1√
2.3
, ...,
1√
(N − 1)N
)
,
w2 =
1√
2
(
− 1√
1.2
,
1√
2.3
, ...,
1√
(N − 1)N
)
,
...
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wN =
1√
2
(
0, 0, ....,−
√
1− 1
N
)
According to our general result, the highest weight of the representation of the
monopole is given by
αI = KGIJβ
J .
For the abelian part we have the electric charge
α = kβe2.
which follows from our general result α = kne by taking magnetic charge β =
n/e. We have the abelian level
k = KN
Recalling that β = 1/(Ne) for our smallest monopole, we get
α = Ke
To enhance supersymmetry we want the charge
α = 2e
so we shall take the level to be
K = 2
with this monopole. We can also double the monopole charge and take K = 1.
We can never get enhancement of supersymmetry for K > 2. Now we must also
consider the the SU(N) representation. We take K = 2 and get a cancelation
of factor 2 from K and another factor 12 from GIJ , so that
αI = 2(wN )I
which corresponds to a symmetric rank-2 tensor.
It is interesting to note that neither the SU(N) part
e2πiβ
iHi
nor the U(1) part
e2πiβ
1
Ne
of the gauge group element, equals unity, and only their product obeys Dirac
charge quantization condition
e2πiβ
iHie2πiβ
1
Ne = 1.
19
3.4 Gauge group SU(N)× SU(N)
With no U(1)’s we must take equal ranks in the two gauge group factors, that is
SU(N)×SU(M) with N =M . For gauge group SU(N)×SU(N) the smallest
magnetic charge that obeys Dirac charge quantization is of the form
diag(1, 1, ..., 1,−N + 1) =
√
2N(N − 1)HN−1
for the left SU(N) factor, and similarly for the right SU(N). Now this corre-
sponds to magnetic weight
βI =
(
0, 0, ..., 0,
√
2N(N − 1)
)
= −2N(wN)I .
We then get the highest weight for the corresponding gauge representation as
αI = KGIJβ
J
= KN(wN )I
which is a factor N too large. Another way to see the factor of N is by recalling
that β are weights in the Langlands dual of the gauge group [1], which in this
case is given by SU(N)/ZN × SU(N)/ZN . The weight lattice in this dual
gauge group involves a scaling by N of the corresponding weight lattice for
SU(N)× SU(N), thereby explaining the factor of N .
We conclude we can not find any monopole transforming like a symmetric
rank-2 tensor for any N > 3. Hence no supersymmetry enhancement to N = 8.
For N = 2 we find a symmetric rank-2 representation only for K = 1. This
monopole gives a second copy of N = 8 supersymmetry charges, which differ
from those in BLG theory. Having two copies of superconformal algebra may
sound strange, but is justified if the theory is dual to N = 8 SYM with gauge
group U(2) [24]. Indeed it was shown in [21] that U(2) × U(2) ABJM theory
at K = 1 is dual to (SU(2)× SU(2))/Zk ABJM theory at K = 1, and in [23],
[24] much evidence was provided that implies that U(2) × U(2) ABJM theory
at K = 1 is dual to U(2) N = 8 SYM.
3.5 Gauge group Sp(N)K × U(1)−2K
Here we expect enhanced N = 8 supersymmetry for K = 1 only. The moduli
space is C4/Z2K [9].
We now show that we can find a monopole that transforms as a symmetric
rank-2 tensor only for level K = 1. We impose Dirac charge quantization
conditions
e2πiβ
iwi = 1,
e2πiβe = 1
Here
wi = ±1
2
ei
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are weights in Sp(N) where ei is a vector with N components which has entries
being zero except for the entry at position i that is one. This normalization of
the weights is the one we find if we choose the following normalization for the
metric
Gij =
1
2
δij .
For the U(1) we assume an electric charge e.
These charge quantization conditions imply
βiei = 2m,
βe = n
for some integer numbers n andm. Demanding symmetric rank-2 representation
means that we have highest weights
αi = 2
1
2
ei,
α = 2e
We then get the equations
ei = KGijβ
j ,
2e = −2Ke2β
and they yield
Km = 1,
Kn = −1
which we can solve with integer numbers n and m only for K = 1.
Since level for U(1) part is −2K we can also consider gauge group Sp(N)×
U(1)/Z2. This amounts to Dirac quantization exp2πiβe = ±1 which results in
equations
Km = 1,
K
n
2
= −1
Again we only have integer solutions m,n for K = 1.
4 N = 5 supersymmetric Chern-Simons theories
The N = 6, 8 theories can be thought of as obtained from N = 5 theories by
restriction of the gauge group. The algebraic structure of N = 5 theories there-
fore unifies the N = 5, 6, 8 theories. In [18] it was suggested that this algebraic
structure should be the quaternionic three-algebras. The supersymmetry vari-
ations of certain N = 5 theories was obtained in [17] and these have also been
shown to have a quaternionic three-algebra description in [20], [22], [27].
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We may extend the analysis of supersymmetry enhancements to ABJM theo-
ries with N = 5 supersymmetry, which for certain low levels may have enhanced
N = 6 supersymmetry. We will show that all N = 5 ABJM theories can be
described by either one of two different languages: by hermitian three-algebra
or by quaternionic three-algebra. Moreover there is a way to translate from
one language to the other language. The hermitian three-algebra structure con-
stants of N = 5 theories are constrained by exactly the same conditions as the
structure constants of N = 6 ABJM theories. Recalling the relationship be-
tween three-algebra and Lie algebras, we conclude that all N = 5 theories are
classified by the essentially the same gauge groups as the N = 6 ABJM theories
(at least they share the same Lie algebras). If on the other hand we choose
to describe N = 5 ABJM theories by quaternionic three-algebra, then we find
different structure constants, and in turn different gauge groups [25], [27], [22].
The gauge group is not a physical observable of the theory, and we think it is
possible that different gauge groups can describe the same physics.
4.1 Quaternionic three-algebra
We assume there is a gauge invariant symplectic form ωab,
ωabω
bc = −δba ,
ωabωbc = −δab,
ωab = −ωba,
Λ¯caωcb + Λ¯
c
aωac = 0.
Here Λ¯ab denotes a gauge parameter where we use bar instead of tilde since
tilde will be used for something different later on. We denote the inverse of the
symplectic form as (ω−1)ab and this is thus given by
(ω−1)ab = −ωab.
We lower upper indices by contracting by ωab from the left, and we rise indices
by contracting by (ω−1)ab from the left. So we have
va = ωabv
b,
va = (ω−1)abvb.
Gauge invariance of ωab implies a symmetric gauge parameter
Λ¯ab = Λ¯ba.
We assume that we may express the gauge parameter as
Λ¯ba = Λcdg
bcda
where gbcda are gauge invariant structure constants. Gauge invariance of these
structure constants implies that they satisfy the fundamental identity. If we
introduce generators T a and define structure constants as
{T a, T b, T c} = gabcdTd
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then the quaternionic fundamental identity that is satisfied by this three-bracket,
reads
{{x, y, z}, u, v} = {{x, u, v}, y, z}+ {x, {y, u, v}, z}+ {x, y, {z, u, v}}.
As we show in the appendix, the fundamental identity implies that
gbcda = κAB(t
A)cd(tB)ab.
where κAB is a Killing form on the associated Lie algebra. It follows that the
structure constants are subject to the symmetry
gbcda = gdabc.
From this it follows that Λ¯ba is symmetric if and only if Λcd is symmetric. This
in turn implies the additional symmetry
gbcda = gbdca.
A nice reference for quaternionic three-algebra is [18]. Here it is shown that
q-algebra and h-algebra (hermitian three-algebra) are equivalent. For any two
elements x and y in the h-algebra the inner product is a complex number h(x, y)
being complex anti-linear in say its second entry. The q-algebra has the inner
product
ω(x, y) = h(x, ωy).
where ω is a linear map such that
ω2 = −1,
h(ωx, ωy) = h(y, x).
We use the same letter ω also for the symplectic product, the distinction between
the two should be always clear from the context. We find that
ω(y, x) = −ω(x, y).
If T a denote generators of a q-algebra we define
h(T a, Tb) = δab,
ω(T a, Tb) = ωab
We define
ω∗ba = (ω
−1)ab.
The hermitian three-bracket (h-bracket) [x, y; z] is complex linear in its first
two entries and complex anti-linear in its third. We define the quaternionic
three-bracket (q-bracket) as
{x, y, z} = [x, y;ωz]. (18)
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From gauge invariance we have that the q-bracket is symmetric under exchange
of y and z. We do not assume the h-bracket is antisymmetric in x and y. In
the appendix we demonstrate that this antisymmetry is not needed in order to
satisfy the hermitian fundamental identity
[[x, y; z], u; v] = [[x, u; v], y; z] + [x, [y, u; v]; z]− [x, y; [z, v;u]].
It is easy to see that we can go from hermitian fundamental identity to quater-
nionic fundamental identity using (18). Both the q-bracket and h-brackets are
subject to
{ωX, ωY, ωZ} = ω{X,Y, Z},
[ωX, ωY ;ωZ] = ω[X,Y ;Z]
For example using the matrix realization of the h-bracket we have
[ωX, ωY ;ωZ] = ωX(ωY )†ωZ − .. = ωXY †Z − .. = ω[X,Y ;Z].
The h-bracket satisfies the trace invariance condition (gauge invariance)
h([a, x; y], b)− h(a, [b, y;x]) = 0
For the q-bracket this amounts to
ω({a, x, y}, b) + ω(a, {b, x, y}) = 0.
Now since the q-bracket is symmetric one may suspect that we can also make
that symmetry explicit, and thus define
{x, y, z} = [x, y;ωz] + [x, z;ωy] (19)
This suspicion turns out to be correct. If we assume that the h-bracket satisfies
the hermitian fundamental identity, we can show that the q-bracket defined this
way indeed satisfies the quaternionic fundamental identity. We demonstrate
this explicitly in the Appendix 5.5. Henceforth we shall always use this latter
definition (19) of the q-bracket.
If we have the relation (18), then (19) must follow.3 This is so, because the
left-hand side of (18) is symmetric in y, z. So all we do in (19) is just a trivial
rewriting of (18). Now we may invert (18) and get a h-bracket from the q-bracket
as [x, y; z] = −{x, y, ωz}. This will satisfy the hermitian fundamental identity
if the q-bracket satisfies the quaternionic fundamental identity. However, the
h-bracket in (19) can be more general than the h-bracket in (18) since we make a
symmetry explicit which means that we can relax that symmetry of the bracket
itself. It means that the h-bracket no longer really has to obey the symmetry
that puts the two terms equal, i.e. [x, y, ωz] = [x, z;ωy], may no longer hold
in (19) even though it holds in (18). It may happen therefore happen that the
h-bracket in (19) does not always satisfy the hermitian fundamental identity
despite the q-bracket on the left-hand side satisfies the quaternionic fundamental
identity.
3This is up to a factor of 2 which we may absorb in a rescaling the h-bracket in (19) by a
factor of 2 in comparison to the h-bracket in (18).
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4.1.1 Matrix realization
The q-algebra generators may be realized by matrices (T a)a
aˆ. Their conjugates
are denoted (Ta)aˆ
a. If the gauge group is Sp(N)×O(M) then a = 1, ..., 2N and
aˆ = 1, ...M and T a are 2N ×M matrices, while their conjugates Ta areM × 2N
matrices. We should choose these matrices to be normalized so that
h(T a, T b) = tr(T aTb) = δ
a
b.
We define matrices (T˜a)a
aˆ = ωab(T
b)a
aˆ and (T˜ a)aˆ
a = (ω−1)ab(Tb)aˆ
a.
The matrix realization of the h-bracket is
[T a, T b;T c] = αT aTcT
b + βTbTcT
a
This satisfies the hermitian fundamental identity for any choice of parameters α
and β (see the Appendix). With this h-bracket, we find the matrix realization
of the q-bracket as
{T a, Tb, T c} = α
(
T aT˜ cTb + T aT˜bT c
)
+ β
(
TbT˜ cT a + T cT˜bT a
)
.
4.1.2 Gauge groups associated with three-algebras
The gauge group has to be generated by symmetric Lie algebra generators. One
possibility is to take gauge group Sp(N)K × SO(M)2L and associated levels K
and L. We note that the Chern-Simons level in SO(2) gauge group is twice the
level of U(1) gauge group, coming from replacing the imaginary unit by a 2× 2
matric that squares to minus one. For the fundamental (vector) representation
of SO(M) we find
GAˆBˆ(tAˆ)
bˆ
aˆ(tBˆ)
cˆ
dˆ =
1
2
(
δbˆcˆδaˆdˆ − δcˆaˆδbˆdˆ
)
Using this and the corresponding result for Sp(N), we find the q-algebra struc-
ture constants
fbbˆccˆ
ddˆaaˆ
= − π
K
(
(J−1)
bc
Jad + δ
b
dδ
c
a
)
δbˆaˆδ
cˆ
dˆ
− π
L
δbaδ
c
d
(
δbˆcˆδ
aˆdˆ
− δcˆaˆδbˆdˆ
)
Rising indices by
(ω−1)ab = (J−1)
ab
δaˆbˆ
we get
fbbˆccˆddˆaaˆ =
π
K
(
(J−1)
bc
(J−1)
ad − (J−1)ac(J−1)db
)
δbˆaˆδcˆdˆ
−π
L
(J−1)
ab
(J−1)
dc
(
δbˆcˆδaˆdˆ − δcˆaˆδbˆdˆ
)
We note that this has the desired symmetry
fbcda = fbdca.
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If we define
(Z˜A)aˆa = (J−1)
ab
δaˆbˆZA
bbˆ
we find that the matrix realization of the three-bracket with these structure
constants become
{X,Y, Z} = − π
K
(
XY˜ Z +XZ˜Y
)
+
π
L
(
ZY˜ X + Y Z˜X
)
.
We then also identify the h-bracket as
[X,Y ;Z] = − π
K
XZ†Y +
π
L
Y Z†X
This is antisymmetric only of K = L and this is the case that was studied in
[17]. It seems like N = 5 supersymmetric theories can only exist when K = L
even though this constraint does not follow direcly from symmetry constraint
fbcda = fbdca, but it does follow from a slightly more intricate symmetry
constraint, namely the condition that there exists a decomposition according to
Eq (19)
fbcda = gbcda + gbdca (20)
such that
gbcda = −gcbda. (21)
The antisymmetry (21) is an additional constraint we put on the q-algebra.4 It is
not needed to define a q-algebra, but it seems to be needed in order to haveN =
5 supersymmetry. This is analogous to the antisymmetric constraint fbcda =
−f cbda that Bagger and Lambert put on the h-algebra structure constants. This
is not needed to define a h-algebra5, but it is needed for N = 6 supersymmetry.
For K = L we can split the structure constants of Sp(N) × SO(M) gauge
group according to Eq (20) in such a way that we obtain
gbcda = − π
K
(
(J−1)
ab
(J−1)
cd
δbˆdˆδaˆcˆ − (J−1)ac(J−1)bdδaˆbˆδcˆdˆ
)
4We can make the symmetry explicit,
fbcda =
1
2
(
fbcda + fbdca
)
and then we can also make the antisymmetry manifest, at the cost of adding a term as
=
1
4
(
(fbcda − fcbda) + (fbdca − fdbca)
)
+
1
4
(
fcbda + fdbca
)
We see that the decomposition (20) with the requirement (21) is unique and exists only if the
structure constants are subject to the antisymmetry
fcbda + fdbca = 0.
5In Appendix 5.4 we show that the hermitian fundamental identity does not rely on that
antisymmetry property.
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antisymmetric in bc. Lowering indices we get
2gbcda = −2π
K
(
δbaδ
c
dδ
bˆ
dˆ
δcˆaˆ − δcaδbdδbˆaˆδcˆdˆ
)
We have now obtained the h-structure constants of U(2N)K ×U(M)−K ABJM
theory.6 Due to reality conditions on the fields we have N = 5 supersymmetry
only, but for K = 1 we expect N = 6 supersymmetry. The resulting N = 6
theory can not be U(2N)×U(M) N = 6 ABJM theory at level K = 1 and with
no reality conditions on matter fields. It should be some N = 6 ABJM theory
with no reality conditions for some gauge group and some Chern-Simons level.
This is expected if there are no other candiditate N = 6 theories to choose
among.
We do not have a unique description – in particular no unique gauge group –
of N = 5 ABJM theory. The gauge group depends on the way we formulate the
theory. If we formulate the theory in terms of q-algebra we may have a gauge
group that is Sp(N)×SO(M), and if we formulate the same theory in terms of
h-algebra the gauge group is U(2N)×U(M). The theory then has a gauge group
of N = 6 ABJM theory, and we see that this holds in general. So the complete
classification of N = 5 theories correspond precisely to the classification of
N = 6 ABJM theories. The difference is that for N = 5 theories the matter
fields are subject to reality conditions. These reality conditions in particular
generally break N = 6 down to N = 5 supersymmetry. The gauge groups
allowed are the same as those allowed for N = 6 if the theory is formulated in
terms of h-algebra.
Let us next consider the covariant derivative of Sp(N)×SO(M) gauge group,
DµZa = ∂µZa +Aµ,cdf
bcd
aZb.
Since the gauge field is symmetric, we see that this can be written as
DµZa = ∂µZa +Aµ,cd(2g)
bcd
aZb
and then we may rise and lower indices and get
DµZa = ∂µZa + Aµ
d
c(2g)
bc
daZb
which is the covariant derivate associated with gauge group U(2N)× U(M).
Given an h-algebra, there is an associated q-algebra. The simplest example
is the h-algebra of Sp(N) × U(1) gauge group. This comes with h-structure
constants
gbcda = − π
K
(
(J−1)
bc
Jad + δ
b
dδ
c
a − δbaδcd
)
Rising indices with (J−1)
ab
, which we may identify with the symplectic form
on the q-algebra, we get the q-algebra structure constants
fbcda = −2π
K
(
(J−1)
bc
(J−1)
ad
+ (J−1)
db
(J−1)
ac
)
.
6A factor of 2 comes from the sum of two terms in Eq (20) so the actual structure constant
will be 2gbcda rather than g
bc
da.
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These are nothing but q-algebra structure constant associated with gauge group
Sp(N). See Eq (16) and rise indices by the symplectic form (J−1)
ab
.
We will give more details on the q-algebra and h-algebra formulations of
N = 5 theories below.
4.1.3 A comment on the Chern-Simons level
We have on the one hand an N = 6 supersymmetric theory with gauge group
Sp(N) × U(1). On the other hand we have an N = 5 supersymmetric theory
with gauge group Sp(N) × SO(2). The amount of global symmetries being
different, these theories can impossibly be dual to each other despite they have
isomorphic gauge groups.
So far we have used an overall definition of Chern-Simons levels – we have
defined the level as the quantity K in the Chern-Simons term
K
4π
tr
(
AdA− 2i
3
A3
)
where the trace is taken in the fundamental representation of the gauge group.
Let us now specialize to SO(2) gauge group. Then we have the gauge field
IAµ
where
I =
(
0 −1
1 0
)
acting on a matter field
Z = X + IY =
(
X −Y
Y X
)
and its conjugate
ZT = X − IY
such that we have a covariant derivative
DµZ = ∂µZ − IAµZ.
Corresponding U(1) fields are iAµ and Z = X + iY . We have the SO(2) action
K
4π
tr(AdA) − tr(DµZDµZT )
and this equals the corresponding U(1) action up to an overall factor of 2
= 2
(
K
4π
AdA− |DµZ|2
)
.
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We can then make a field redefinition and we deduce that the Chern-Simons
level Kˆ that we defined as above, actually is related to the U(1) level as
K = 2Kˆ
and it is K and not Kˆ that is integer quantized.
This generalizes to SO(M) gauge groups for any M . The integer quantized
Chern-Simons levels on these Chern-Simons gauge groups are thus Sp(N)K ×
SO(M)−2K .
4.2 Reality conditions on matter fields
To get N = 5 supersymmetry we must impose the reality conditions
(XAa)
∗ = (Ω−1)AB(ω−1)abXBb.
one all matter fields. Our convention is such that
(ΩAB)
∗ = −(Ω−1)AB,
(ωab)
∗ = −(ω−1)ab.
We can rewrite the above reality condition in the alternative form
(XAa )
∗ = −(ω−1)abΩABXBb .
We define a q-tensor as a quantity whose upper indices are rised by Ω−1 from
the left to the right according to
TAB... = (Ω−1)AC(Ω−1)BD...TCD....
The following argument is taken from [?]. Any antisymmetric q-tensor TAB
with two indices can be decomposed into a traceless and a trace part as
TAB = TˆAB +ΩABT
with
ΩABTˆAB = 0.
If we define
ǫABCD = (Ω−1)AB(Ω−1)CD − (Ω−1)AC(Ω−1)BD − (Ω−1)AD(Ω−1)CB
then we find that
1
2
ǫABCDTˆCD = −TˆAB,
1
2
ǫABCDΩCD = Ω
AB.
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The SO(6) invariant half-gamma matrices with properties
1
2
ǫABCDΣMCD = Σ
MAB ,
Σ∗MAB = −ΣMAB.
are not q-tensors. But we can express them in terms of q-tensors ΓmAB and
ΩAB if we reduce SO(6) to SO(5) where we decompose the vector index as
M = (m, 6),
ΣMAB = (Γ
m
AB, iΩAB),
ΣMAB = (−ΓmAB, iΩAB).
We then find
ΓmAB = Γ∗mAB.
The N = 6 supersymmetry variation
δZAa = iǫ¯
ABψBa,
δ(ZAa )
∗ = −iǫ¯AB(ψBa)∗
where the supersymmetry parameters are given by
ǫAB = ǫ
MΣMAB,
ǫAB = ǫMΣMAB
is decomposed as
δZAa = −iǫ¯mΓmABψBa − ǫ¯ΩABψBa, (22)
δ(ZAa )
∗ = −iǫ¯mΓmAB(ψBa)∗ + ǫ¯ΩAB(ψBa)∗ (23)
It is now interesting to see what happens to this if we impose the reality con-
ditions on the matter fields as specified above, that is (ZAa )
∗ = −ZaA and
(ψAa)
∗ = ψAa. We then get from (23),
δZaA = iǫ¯
mΓmABψ
Ba − ǫ¯ΩABψBa
Treating all quantities in (22) as q-tensors we instead get from (22)
δZaA = iǫ¯
mΓmABψ
Ba + ǫ¯ΩABψ
Ba.
Hence the reality conditions are compatible with N = 5 supersymmetry, but in
general not with N = 6 supersymmetry.
4.3 The q- and h-algebra formulations of N = 5 theories
We have seen that the q-brackets can be expressed in terms of h-brackets. But
the converse is not true. We can not write N = 6 ABJM theory in terms of
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q-brackets. However if we impose certain reality conditions on the matter fields
this becomes possible. The N = 5 supersymmetric Lagrangian can be expressed
entirely in terms of q-brackets as
L = −DµZAaDµZAa + iψ¯AaγµDµψAa − V (Z)
+i
(−(Ω−1)AC(Ω−1)BD + 2(Ω−1)AD(Ω−1)BC) ψ¯AaZBbψCcZDdfbcda
+LCS
where the sextic potential is given by
V (Z) =
2
3
(
|{ZA, ZB, ZC}|2 + |{ZA, ZB, ZC}
(
Ω−1
)AC |2)
where |X |2 = h(X,X) and the Chern-Simons term is given by
LCS = 1
2
(
fabcdAcbdAda +
1
3
feabgf
gcdfAabAcdAef
)
.
The N = 5 supersymmetry variations are
δZAa = −iǫ¯ABψBa,
δψAa = −γµǫABDµZBa
+
(
2
3
ǫA
B{ZC , ZB, ZD} − 4
3
ǫD
B{ZC , ZB, ZA}
)
a
(Ω−1)CD,
δA¯µ
b
a = 2iǫ¯
ABγµψAcZBdf
bcd
a
In terms of matrices the N = 5 supersymmetry variations become
δZA = −iǫ¯ABψB,
δψA = −γµǫABDµZB
−2λ
3
ǫCA
(
Z[CZ˜
BZB] +
1
2
(
ZBZ˜CZB − ZBZ˜CZB
))
+
4λ
3
ǫBC
(
Z[AZ˜
CZB] + Z
CZ˜AZB
)
,
δARµ = iλǫ¯
ABγµ
(
Z˜BψA + ψ˜AZB
)
,
δALµ = iλǫ¯
ABγµ
(
ψAZ˜B + ZBψ˜A
)
.
Specializing to gauge groups Sp(N)K×O(M)−K we have essentially reproduced
the results in [17].
The transition to h-algebra is made by splitting the symmetric q-bracket
into antisymmetric h-brackets according to Eq (20). We begin by rewriting the
supersymmetry variations. The N = 5 supersymmetry variation of the scalar
field can be written in the form
δZAa = −iǫ¯ABψBb.
The supersymmetry variation of the fermion becomes
δψAa = γ
µǫABDµZ
B
a
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+(
2
3
ǫABZ
B
b Z
C
c ZCc +
4
3
ǫBCZ
B
b Z
C
c ZAd
)
gbcda
+
(
−2
3
ǫABZ
C
b ZCcZ
B
d +
4
3
ǫBCZ
B
b ZAcZ
C
d
)
gbcda
The second line is not of the form of the N = 6 supersymmetry variation. But
we can bring the second line into this form as follows,(
−2
3
ǫABZ
C
b ZCcZ
B
d +
4
3
ǫBCZ
B
b ZAcZ
C
d
)
gbcda
=
2
3
(ΩAHΩEF − 2ΩAFΩEH) ǫHGZEb ZFc ZdGgbcda
We then use
ǫHG =
1
2
ǫHGBCǫBC
and the second line becomes(
−2
3
ǫBCZ
B
b Z
C
c Z
d
A −
4
3
ǫABZ
B
b Z
C
c Z
d
C
)
gbcda
Adding this to the first line we have
δψAa = γ
µǫABDµZ
B
a −
(
ǫABZ
B
b Z
C
c Z
d
C − ǫBCZBb ZCc ZdA
)
(2g)bcda
For the gauge field we get get
δA¯µ
b
a =
(−iǫ¯ABγµψAcZdB + iǫ¯ABγµZAc ψBd) (2g)bcda.
Let us next turn to the action. For the Yukawa couplings we get
i
(
(Ω−1)AC(Ω−1)BD + 2(Ω−1)AD(Ω−1)BC)
)
ψ¯AaZBbψCcZDd
(
gbcda + gbdca
)
= −i (ψ¯CaψCbZDc ZdD + 2ψ¯DaψCbZCc ZdD) gbcda
+iǫABCDψ¯
AaZBb Z
C
c ψ
Ddgbcda.
For the sextic potential we get two terms
tr
(
{ZA, ZB, Z˜C}{ZA, ZB, Z˜C}
)
= −4tr (ZAZCZBZAZCZB + ZAZAZCZBZBZC) ,
tr
(
{ZA, ZB, Z˜A}{ZC , ZB, Z˜C}
)
= 2tr
(
ZAZAZ
BZCZ
CZB − ZAZAZBZBZCZC
)
For the Chern-Simons terms we get
fabcdAcbdAda = 2g
ab
cdA
c
bdA
d
a,
feabgf
gcdfAabAcdAef = 4g
ea
bgg
gc
dfAa
bAc
dAe
f
We also note that, by the reality conditions,
tr
(
ZAZAZ
BZBZ
CZC
)
= −tr (ZAZAZBZBZCZC) ,
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ǫABCDψ¯
AaZBb Z
C
c ψ
Ddgbcda = ǫ
ABCDψ¯AaZ
b
BZ
c
CψDdg
da
bc.
TheN = 5 supersymmetry variations and theN = 5 Lagrangian are brought
into the same form as N = 6 ABJM theory once we formulate everything in
terms of h-algebra. Naively one may think [22] that not every N = 5 theory
can be derived from N = 6 ABJM theory by imposing reality conditions while
keeping the h-algebra structure unchanged since that surely gives rise to gauge
groups which are not the ones one would expect to see in the purely N = 5
theories (and which are not just restriction of N = 6). The resolution is that
we have two equivalent formulations of N = 5 theory. One is the q-algebra
formulation, the other is the h-algebra formulation. Which gauge group we
have, depends on which formulation we use. The N = 6 theories have only the
h-algebra formulation. That is how we see that N = 6 theories constitute a
proper subset of the N = 5 theories.
The most general form for theN = 5 supersymmetry variations was obtained
in [22]. In this reference it is not clearly stated, but it can be immediately seen
by rising and lowering indices by symplectic forms, that these most general
N = 5 supersymmetry variations can be expressed as (in our conventions)
δZAa = −iǫ¯ABψBb,
δψAa = γ
µǫABDµZ
B
a −
(
ǫABZ
B
b Z
C
c Z
d
C − ǫBCZBb ZCc ZdA
)
(2g)bcda,
δA¯µ
b
a =
(−iǫ¯ABγµψAcZdB + iǫ¯ABγµZAc ψBd) (2g)bcda.
where the structure constants obey
(2g)bcda = −(2g)cbda (24)
These variations are exactly of the form of the N = 6 supersymmetry varia-
tions. The difference is that we have in addition reality conditions on the matter
fields, which are absent in the N = 6 theories. Closure of these supersymme-
try variation requires the structure constants obey the hermitian fundamental
identity. In [22], in an attempt to find more general theories than those which
have N = 6 supersymmetry, these structure constants were antisymmetrized
by hand and written as gbcda − gcbda instead. Since these occur everywhere
being antisymmetrized, we should instead be allowed to assume that they are
already antisymmetric as specified by Eq (24). Later on the by hand performed
antisymmetry of the structure constants is forgotten. But this then gives us too
many possible gauge groups, most of which we can not distinguish among in the
N = 5 theories. We can only distinguish those gauge groups that correspond
to antisymmetric three-algebra structure constants.
The goal in [22] was to find the N = 5 theories from a three-algebraic
approach, which were found using an embedding tensor formalism in [25]. Here
we have a linear constraint which we will interpret in terms of a constraint on
the q-algebra structure constants
f (abcd) = 0 (25)
which is a sum of 24 terms. The other constraint found on the embedding tensor
now corresponds to the q-algebra fundamental identity.
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First we check that one class of solutions to the linear constraint is indeed
given by symmetric q-algebra structure constants subject to
fabcd = facbd, (26)
fabcd = fcdab, (27)
which are such that they can be split into
fabcd = gabcd + gacbd. (28)
We note that the embedding tensor always obeys (27). The only extra assump-
tion then is that we also have the symmetry (26). With this assumption we
get
f (abcd) ∝ fabcd + fadbc + facdb
and we need to check that this vanishes when inserting (28). Doing the insertion
and rearranging the terms, we get
f (abcd) ∝ gabcd + gabdc + gacbd + gacdb + gadbc + gadcb
Now each pair vanishes by antisymmetry
gabcd = −gbacd,
gabcd = gcdab.
That establishes that our solutions are not in contradiction with the embedding
tensor formalism.
4.4 Enhanced N = 6 supersymmetry by restriction
A trivial enhancement of supersymmetry arises if we explicitly solve and elim-
inate the reality conditions. In that process we also eliminate the symplectic
form ωab. As we then have no symplectic form, we must necessarily use h-
algebra and q-algebra is no longer an option. Then we have reduced to N = 6
ABJM theory.
In order to eliminate7 the symplectic form, we split the q-algebra index as
a = (a,±)
and define the symplectic form in the N = 5 theory as
ωa+,b− = −δba
and being antisymmetric in the indices ± and hence symmetric in a, b. The
inverse is given by
(ω−1)a+,b− = δba .
7What from N = 6 theory point of view appears like eliminating the symplectic form, does
from the N = 5 theory point of view look like we just make some choice of the symplectic
form. We shall have no symplectic form in N = 6 theory.
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We can solve the reality conditions as
ZAa+ = Z
a
A,
ZAa− = ΩABZ
B
a ,
ψAa+ = ΩABψ
B
a ,
ψAa− = ψ
a
A
and
A˜µ
b+
a+ = A˜µ
b
a,
A˜µ
b−
a− = −A˜µab.
with all other components vanishing. Here
Z∗Aa = Z
a
A,
ψ∗Aa = ψ
Aa.
If we now restrict the gauge group such that
(2g)b+c+d+a+ = f
bc
da,
(2g)b−c−d−a− = f
bc
da
and all other components vanish, then we find that these complex components
get identified as the matter fields of N = 6 ABJM theory. The action recieves
an overall factor of 2. Since for instance A˜µ
b+
a− = 0 any mixed term such as
(2g)++++(2g)
−−
−−A
−
+A
+
+A
−
− will vanish. All that happens is that we get
an overall rescaling of the action by this factor of 2. If we started by writing the
N = 6 theory in the N = 5 form with real matter fields and with Chern-Simons
level K, we find the Chern-Simons level 2K when the same theory is expressed
in terms of the N = 6 ABJM action.
4.5 Enhanced U(4) R-symmetry by monopoles
If we keep the reality conditions then we are in the regime of N = 5 theories
that are not N = 6. However it can still happen that we have enhanced R
symmetry if there is a monopole field which changes the reality condition into
the opposite one. This is easiest seen by considering the R symmetry. The
Sp(2) ≃ SO(5) R-symmetry rotates the four complex scalar fields as
δZAa = ωA
BZBa
where ωA
B leaves the Sp(2) invariant form ΩAB invariant,
ωAB − ωBA = 0 (29)
where ωAB = ΩBCωA
C . This leaves us with 10 parameters, which is the number
of generators of Sp(2) ≃ SO(5). To enhance the R-symmetry to U(4) we need 6
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more generators and we need a monopole fieldMab which can be used to dress
the scalar field
Z˜Aa = MabZAb
which changes the reality condition as
Z∗Aa = Z
Aa,
Z˜∗Aa = −Z˜Aa.
Then U(4) can act infinitesimally as(
δZAa
δZ˜Aa
)
=
(
ωA
B ηAB
ηAB −ωBA
)(
ZAa
Z˜Aa
)
Indeed this matrix is anti-hermitian if we assign
ω∗A
B = −ωBA,
η∗AB = −ηAB.
All quantities now behave consistently like q-tensors and we have enhanced U(4)
symmetry.
4.6 Properties of the monopole field
What we need for supersymmetry enhancement is a local monopole field Mab
that can be used to convert a matter field XAa to a dressed matter field X˜Aa,
X˜Aa = MabXAb
with opposite reality condition, so that we have
X˜∗Aa = −X˜Aa,
X∗Aa = X
Aa.
From this we derive the following reality condition on the monopole field,
M∗ab = −Mab. (30)
We have used ωab to put both indices down. When doing this one should be
careful with the complex conjugation since that brings in a sign coming from
ω∗ab = −(ω−1)ab. Now this reality condition for the monopole field, should be
contrasted with the corresponding reality condition for the symplectic form
ω∗ab = ω
ab.
Clearly we can never identify the monopole field with the symplectic form. They
satisfy opposite reality conditions.
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A priori we can imagine the monopole being either symmetric or antisym-
metric,
Mab = sMba
As it turns out we then get
(M−1)ab = −sMab
The monopole which can enhance R symmetry to U(4) must be symmetric as
one can see by making a U(4) transformation of the kinetic terms DZAaDZ
Aa.
We can construct the monopole field using Wilson lines Wa
a′ with the index a′
at infinity. We define the monopole field as
Mab = δa′b′Waa′Wbb′
which is symmetric. The line is invisible and extends to infinity where we have
the primed index a′. Complex conjugation reverses the orientation of the Wilson
line,
W ∗a
a′ = (W−1)a′
a.
Then
M∗ab = δa
′b′(W−1)a′
a(W−1)b′
b (31)
and we find that
M∗abMbc = δac .
which can also be expressed as
(M−1)ab = Mab (32)
or, equivalently,
˜˜
ZAa = ZAa.
From (32) we get
MabMbc = (ω−1)aeωcf δfe = −δac
By noting (31) we see that the reality condition (30) that is required of the
monopole field in order to enhance supersymmetry, is now realized by construc-
tion.
Let us denote the inner product as 〈X,Y 〉 = (ω−1)abXaYb = XaY a reflect-
ing the fact the this inner product can be viewed as both symplectic as well as
hermitian (as we impose reality conditions on the matter fields). The monopole
field has the property 〈
X, Y˜
〉
=
〈
X˜, Y
〉
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Also we have (the notation will be clarified below)
X˜Y˜ Z˜ = X˜Y Z.
This can be shown by the following computations,
(ω−1)abXaMbcYc =MacXaYc = −McaXaYc = (ω−1)abMacXcYb
and
X˜Y˜ Z˜ ≡ MbeMcfMdgXeYfZhgbcda =MaeXbYcZdgbcde ≡ X˜Y Z.
where we have used the invariance of the structure constants.
The monopole field is a local composite field which transforms covariantly
according to its placings of gauge indices. This means that
D˜µT = DµT˜ . (33)
where we may express the gauge covariant derivative in terms of indices as
DµT
b1b2..
a1a2...
= ∂µT
b1b2..
a1a2...
+
(
A¯µa1
cTb1b2..ca2.. + ..
)− (T cb2..a1a2..A¯µcb1 + ..)
Gauge covariance (33) implies that
DµM = 0.
Using the above form of the covariant derivative, and noting that the index
structure on the monopole field is Mab, we can express this condition as
∂µM+ [A¯µ,M] = 0.
If ∆ denotes an infinitesimal symmetry variation of the theory, then we must
also have that
∆(DµM) = 0.
If the gauge field is put on-shell then the condition DµM = 0 is a constraint on
the matter fields. If on the other hand we do not put the gauge field on-shell
then we do not have a constraint on the matter fields. Then this is rather a
property of the Wilson line. The constraint on the matter fields is a quantum
effect obtained by integrating out the gauge field. The constraints are not
imposed in the classical action and they do not change the field content of the
classical theory. These constraints shall be closed under any symmetry of the
theory. In particular they form multiplets of Sp(2) R symmetry and N = 5
supersymmetry. We can rewrite (34) as
∆A¯µ = M(∆A¯µ)M−1 −Dµ
(M∆M−1)
We will in all our equations discard the term which is an infinitesimal gauge
variation with gauge parameter M∆M−1. This will be consistent by the same
argument as in [6]. When then have the constraint
∆A¯µ = M(∆A¯µ)M−1.
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4.6.1 Two constraints
In order to understand supersymmetry enhancement from N = 5 to N = 6,
we choose to formulate the N = 5 theory in h-algebra language. We can then
shorten our expressions, as it is always clear how we shall put the three-algebra
indices in the h-algebra formulation. We shall put the indices according to
XbYcZ
dgbcda ≡ (XY Z)a,
YcZ
dgbcda ≡ (Y Z)ba.
The right-hand sides will be our short-hand expressions for these index struc-
tures. No other index structures will appear so this notation is not ambiguous.
However, while we thus stick to the h-algebra for the gauge indices, we do not
necessarily stick to full N = 6 form on the supersymmetry variations. We will
use the other symplectic form ΩAB to rise and lower R-symmetry indices freely.
From the N = 5 supersymmetry variation of the gauge field,
∆A¯µ = iǫ¯
mγµΓ
mAB (ψAZB + ZBψA)
we obtain the constraint
ΓmAB
(
ψAZB + Z˜Bψ˜A
)
+ ΓmAB
(
ZBψA + ψ˜AZ˜B
)
= 0 (34)
We have split this into two terms, each of them corresponding each term in δA¯
respectively.
This motivates us to consider three distinct quantities that we define as
follows,
Mm = ΓmAB
(
ψAZB + Z˜Bψ˜A
)
,
Nm± = iΓmAB
(
ψAZB ± ψ˜AZ˜B
)
.
These are subject to
M˜m = −Mm,
N˜m± = ±Nm±
and
M∗m = Mm,
N∗m± = ∓Nm±.
We see that Nm− and Mm are subject to the same projection properties. We
now claim that the right constraints are given by
Mm = 0, (35)
Nm− = 0 (36)
It is not reasonable to have both the constraints Nm+ = 0 and Nm− = 0.
Combining these we would then also have a constraint ΓmABψAZB = 0 that does
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not involve a monopole operator at all. Such a constraint is unacceptable since
it would affect the N = 5 theory itself. The N = 5 theory shall be untouched,
and we just want to check that it under certain circumstances receives enhanced
N = 6 supersymmetry. We shall not modify the N = 5 theory at all and
therefore we can impossibly have both of the constraints Nm± = 0.
If we agree on that Mm = 0 shall be one set of constraints, then it is also
natural that also Nm− = 0 shall be another set of constraints since these obey
the same projection conditions.
Even though our motivation for these constraints is somewhat vague, we will
see that many things will fit together once we agree on that these constraints
are the correct ones.
4.6.2 Further constraints
The constraint Mm = 0 can be derived from the constraint
ZAZA − Z˜AZ˜A = 0.
By making an N = 5 supersymmetry variation we get
ΓmAB
(
ψAZB + Z˜Bψ˜A
)
− ΓmAB
(
ZBψA + ψ˜AZ˜B
)
= 0
with a relative minus sign between the terms. But according to the results in
the previous subsection, both of these terms vanish being constraints.
We will now show that by making an N = 5 supersymmetry variation of
(35) we get the constraint
XZAY + Y˜ ZAX˜ = 0 (37)
and by making an N = 5 supersymmetry variation of (36) we get the constraint
XZAY − X˜ZAY˜ = 0 (38)
Here X and Y can be any matter field, either bosonic or fermionic. Let us just
consider the latter case since the former case is done along the same lines. We
thus start by
ΓmAB
(
[X,ψA;Z
B]− [X, ψ˜A; Z˜B]
)
= 0
and make another N = 5 variation. We then consider the inner product with
some other matter field, let us denote it as Y . Then we have〈
[X, [ZC , ZD;ZD];ZB], Y
〉− 〈[X, [Z˜C , Z˜D; Z˜D]; Z˜B], Y 〉 = 0
We use the invariance of the inner product to get〈
[ZC , ZD;ZD], [Y, ZB, X ]
〉− 〈 ˜[ZC , ZD;ZD], [Y, Z˜B, X ]〉 = 0
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We use the property of the monopole field to get〈
[ZC , ZD;ZD], [Y, ZB, X ]
〉
+ s
〈
[ZC , ZD;ZD],
˜
[Y, Z˜B, X ]
〉
= 0
and again another property of the monopole (that it squares to −s) and get〈
[ZC , ZD;ZD], [Y, ZB, X ]
〉− 〈[ZC , ZD;ZD], [Y˜ , ZB, X˜]〉 = 0.
As it should, the form of this constraint does not depend on s. Since ZC can
be varied independently of the other components, we conclude that we have the
constraint (38). The derivation of (37) is done in a similar way.
4.7 Enhanced N = 6 supersymmetry
We need to find one extra N = 1 supersymmetry to get from N = 5 to N = 6.
The form of the N = 1 supersymmetry variation is given by
δZA = −ǫ¯ΩABψ˜B ,
δψA = iγ
µǫΩABDµZ˜
B − iǫ
(
ΩABZ˜
BZCZC +ΩBCZ
BZCZ˜A
)
,
δA¯µ = ǫ¯γµΩ
AB
(
ψAZ˜B + Z˜BψA
)
.
We must have an odd number of tildes (either one or three) in the right-hand
side for the variations to become compatible with the reality conditions. But
for the three-brackets there is no unique or most natural way to distribute one
or three tildes. The resolution will be that the various possibilies one has are
all equivalent thanks to constraints on the matter fields.
Using the constraint (38) we get instance
Z˜BZCZA = Z
BZCZ˜A
and by antisymmetry this is also equal to
−ZCZ˜BZA.
This shows that it does not matter on which Z we put a single tilde in the term
ΩBCZ˜
BZCZA. Similarly
Z˜BZCZC = Z
BZCZ˜C
and by antisymmetry this is also equal to
−ZCZBZ˜C = −Z˜CZBZC
= ZBZ˜CZC
and so we see that also for this term it does not matter on which Z we put the
tilde. But we can do more, since we have
Z˜BZCZC = Z˜
BZ˜CZ˜C
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so we also see that we can also put three tildes on this term and again get the
same result. Similarly we have
Z˜BZCZA = −ZCZ˜BZA
= −Z˜CZ˜BZ˜A
= Z˜BZ˜CZ˜A.
4.7.1 Commuting N = 1 with N = 1
When we commute two N = 1 variations, we get no term proportional to ǫ¯η
since ǫ¯η− η¯ǫ = 0. This is true irrespectively of the distribution of the tildes. In
particular then, we get no gauge variation term.
For the scalars we get
[δ1η, δ
1
ǫ ]Z
A = −2iǫ¯γµηDµZA
For the fermions we get
[δ1η, δ
1
ǫ ]ψA = −2iǫ¯γµηDµψA + ǫ¯γλγληEA
whereEA is theN = 5 equation of motion. To see this we need to use constraints
in the form
Z˜BψCZ˜D = Z˜
BZCψ˜D = ZBZCψD,
Z˜BψCZ˜D = Z˜
Bψ˜CZD.
For the gauge field variation we must be more careful with the distribution
of the tilde (or the monopole field). Only if we knew that we had N = 1 super-
symmetry, we could use that δA¯ = δ˜A¯. Here we instead choose the following
particular distribution of one tilde in the gauge field variation,
δA¯µ = ǫ¯γµΩ
AB
(
ψAZ˜B + Z˜BψA
)
and try to close all these variations on-shell. We find that the N = 1 variations
close among themselves on the gauge field equation of motion
Fµν = ǫµνλZ˜
ADλZ˜A
but that is okey since the on-shell gauge field strenght is surely subject to the
constraint
F¯µν =
˜¯Fµν
so we find closure on the N = 5 equation of motion for the gauge field.
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4.7.2 Commuting N = 1 with N = 5
Let us next commute one N = 5 with one N = 1 variation. Here we get only
the gauge variation term, up to equations of motion. We begin with the scalar
fields. Using (33), we get
[δ1η,∆
5
ǫ ]Z
A = ZAΛ¯
with
Λ¯ = −2iǫ¯mη(Σm6)BCZ˜CZB,
but by using the constraint
ZAZ˜CZB = Z
AZCZ˜B
we may just as well consider gauge parameter
Λ¯ = −iǫ¯mη(Σm6)BC
(
Z˜CZB + Z
CZ˜B
)
with the tildes being symmetrically distributed on the two terms.
This is motivated when we turn to the closure on the gauge field. We get
[δ1η,∆
5
ǫ ]A¯µ = −DµΛ¯
with gauge parameter
Λ¯ = iǫ¯mη(Σm6)A
B
(
Z˜AZB + Z
AZ˜B
)
with the tildes being symmetrically distributed on two terms.
We finally turn to the fermions. We have the freedom to place the tildes at
our wish in the variation of the fermion since we have already shown that all
the different variants are all the same due to constraints. The form that will be
most convenient here is the one where the tilde sits on the fermion, or by acting
by a monopole again,
δ1ηψA = γ
µηABD˜µZB − ηAB ˜ZBZCZC − ηBC ˜ZBZCZA
With this it follows by using the constraints
ψ˜AZ˜
CZ˜B = ψAZ˜
CZB,
ψ˜AZ
CZB = ψAZ
CZ˜B
that we find a gauge variation term with tildes being symmetrically distributed.
Moreover by using the constraints
ZBψCZ˜D = Z
Bψ˜CZD,
ZBZ˜CψD = ZBZCψ˜D,
Z˜BψCZD = Z
BψCZD,
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Z˜BZCψD = ZBZCψ˜D,
Z˜Bψ[DZC] = Z
Bψ˜DZC ,
Z˜BZCψD = ZBZCψ˜D
we can bring the tilde to the fermion in all the terms. They all follow by either
using XZAY = X˜ZAY˜ or ZAXY = ZAX˜Y˜ except for the fifth constraint
which can be shown by the following steps,
Z˜Bψ[DZC] = −Z˜BZ˜[Cψ˜D] = −ZBZ˜[CψD] = ZBψ˜[DZC]
Since we can bring the tilde to the fermion in all terms, it follows that we have
closure on the equation of motion
γµDµψ˜A + ψ˜AZ
CZC − 2ψ˜CZCZA + ǫABCDZBZC ψ˜D = 0.
By applying an overall monopole field, we get
γµDµψA + ψAZ
CZC − 2ψCZ˜CZ˜A + ǫABCDZ˜BZ˜CψD = 0
where we also used the constraint ZCZC = Z˜
CZ˜C . We can bring this into the
equation of N = 5 supersymmetric theory by using constraints
ψ˜CZ˜
CZA = −Z˜AZ˜CψC = ZAZ˜Cψ˜C = ZAZCψC ,
Z˜CZ˜CψA = Z
CZ˜C ψ˜A = Z
CZCψA
This finishes the demonstration that we get supersymmetry enhancement to
N = 6 if we have a monopole with the above mentioned properties which
changes the reality condition into the opposite one.
Since we thus obtain a not manifestly N = 6 supersymmetric theory using
monopole fields, one could expect this to also have a dual formulation in terms
of a manifestly N = 6 supersymmetric ABJM theory [9]. It would be interesting
to understand how the gauge group and the Chern-Simons level changes when
we go from the original the N = 5 theory to the dual N = 6 ABJM theory.
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5 Appendix
5.1 Hermitian three-algebra structure constants
To understand the connection between three-algebra and its associated Lie al-
gebra, we define
tab(•) = [•, T a;T b].
We find that
tab(T
c) = f cabdT
d.
The hermitian fundemental identity can now be expressed as
[tab, t
c
d] = f
ca
bet
e
d − faedbtce
which means that we have closure among tab under the Lie bracket. The mul-
tiplication involved in the Lie bracket is that of composition of maps, which is
always associative. Consequently the commutator will satisfy the Jacobi iden-
tity and so tab generate a Lie algebra. It could be that the t
a
b is a too big set of
generators, for instance most of these may not be anti-hermitian. Let therefore
ΓA denote a projector on a linearly independent set of anti-hermitian generators
tA = (ΓA)
a
bt
b
a
and let ΣA be the inverse of ΓA on the anti-hermitan subset of all the t
a
b’s.
Such anti-hermitian tab are then expressible as
tab = (Σ
A)abtA
Let us present the Lie algebra as
[tA, tB] = CAB
CtC .
We rise and lower adjoint index A by the Killing form
gAB = tradj(tAtB)
and by its inverse. Let us introduce one last concept, which is the fundamental
representation of the Lie algebra. We define a matrix (tA)
a
b associated with tA
as
tA(T
a) = −(tA)abT b
Then it follows from
tAtB(T
a) = (tB)
a
b(tA)
b
cT
c
that
(tA)
b
a
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is a representation of the Lie algebra. The minus sign is because the ordering
of multiplication gets reversed, giving an extra minus sign in the Lie bracket.
We have shown that the fundamental identity implies there is an associated
Lie algebra. Does any Lie algebra correspond to a hermitian three-algebra then?
As the name indicates that is not the case. However if we restrict ourselves to
Lie algebras with anti-hermitian generators, then this is indeed true. We will
now proceed to construct the hermitian three-algebra structure constants out
of the generators of any hermitian Lie algebra.
We contract the fundemental identity by (ΓA)
b
a,
[tA, t
c
d] = −(tA)cgtgd + (tA)gdtcg
We then substitute tcd = tB(Σ
B)cd,
[tA, tB](Σ
B)cd =
(−(tA)cg(ΣB)gd + (tA)gd(ΣB)cg) tB
We can write this more compactly as
[tA,Σ
C ] = −CABCΣB.
This is the fundamental identity that we have just written in a different form.
The three-algebra structure constants are obtained as
f bcda = −(ΣA)dc(tA)ba
which follows by expanding tab(T
c) = f cabdT
d.
We solve the fundamental identity by making the most general ansatz
ΣA = XABtB
Why this is the most general ansatz is not entirely obvious. We discuss this
point in more detail when we do the same thing for quaternionic three-algebra
below. (We note that ΣA = gABΣ
B close among themselves upon commutation
with any Lie algebra element, suggesting these are elements of the Lie algebra.)
Plugging this ansatz back into the second equation gives
[X,CA] = 0.
By Schur’s lemma we then have
XAB = λlg
AB
l .
with one numerical constant λl for each simple Lie algebra factor Lie(Gl) where
the Killing form is given by glAB. The result is
f bcda =
∑
l
λlg
AB
l (tA)
b
a(tB)
c
d
This satisfies the fundamental identity for constants λl and any Lie algebra
G = G1 × · · · ×GL which may include U(1) factors.
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The ABJM theories also require that
f bcda = −f cbda
This constraint gives the classification of ABJM theories. If we drop this con-
straint, then any Lie algebra gives a hermitian three-algebra (where antisymme-
try of the h-bracket is thus dropped in the definition of hermitian three-algebra).
5.2 Symplectic three-algebra structure constants
We now repeat step by step what we did for hermitian three-algebra in order
to solve the quaternionic fundamental identity. We define
tab(•) = {•, T a, T b}.
The fundamental identity can be written as
[tef , tbc](T a) = f bef gt
gc(T a)− f cef gtbg(T a)
showing that tab generate a Lie algebra. Not all tab must be linearly independent.
Let ΓAab be a projector on the linearly independent generators
tA = ΓAabt
ab.
These generate a Lie algebra
[tA, tB] = CABCt
C .
Let us also pick some matrix ΣabA such that
tab = ΣabA t
A
If tab as a set contains multiple copies of elements, then there are many equiv-
alent choices of ΣabA . The set t
A on the other hand, does not contain multiple
copies of any element, as these elements are linearly independent. Let us define
a representation of the Lie algebra through the relation
tA(T a) = tAabT
b.
We then note that
tA(tB(T a)) = tBabt
Ab
cT
c
so that the ordering of multiplication in this representation becomes opposite
to the ordering in which the abstract generators act. We can now express the
fundamental identity in the following equivalent form,
CABCΣ
ab
B = (t
AΣC)
ab + (tAΣC)
ba,
[tA, tB] = CABC ,
f cabd = Σ
ab
A t
Ac
d.
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Let us now assume that
tab = tba
We then have
(ΣAΣB)ab + (ΣAΣB)ba = [ΣA,ΣB]ab
and we find
[tA,ΣB] = CABCΣ
C . (39)
Let us choose Cartan-Weyl basis for the Lie algebra generated by tA = (hi, eα)
where
[hi, hj ] = 0,
[hi, eα] = αieα.
Let us write ΣA = (hiΣ, e
α
Σ). Then since the same structure constants appear in
(39)
[hi, eαΣ] = α
ieαΣ
we conclude that
eαΣ = e
α + Cartan
Moreover
[hi, hjΣ] = 0
and we conclude that
hjΣ = X
i
jh
j + ki
where ki can be commuting elements in a Cartan subalgebra of some larger
Lie algebra whereof tA generate a subalgebra. We exclude this possibilty by
considering the last commutation relation
[eα, e−α] = αihi
since eαΣ = e
α+Cartan and hence hiΣ = h
i. We conclude that the most general
solution is to take
ΣA = λtB
where λ is a numerical constant, one for each simple Lie algebra. This can be
verified also by making the ansatz
ΣA = XABt
B
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in which case (39) yields the condition
[X, tA] = 0
showing that X must be proportional to unit element in each simple Lie alge-
bra by Schur’s lemma. The most general form of the three-algebra structure
constants is therefore on the form
fabcd = gAB(t
A)bc(tB)ad
where tA generate a Lie algebra and gAB denotes a Killing form on that Lie
algebra.
5.3 Something on Sp(N)
We define Sp(N) as having dimension N(2N +1). In particular then Sp(1) has
dimension 3 and is the same as SU(2). We have the antisymmetric invariant
tensor Jab and its inverse (J
−1)
ab
in the defining representation where indices
ranges as a = 1, ..., 2N . Invariance of Jab means that the Sp(N) generators are
defined by the constraint
(tA)
c
aJcb + (tA)
c
bJac = 0.
We define
GAB = (tA)
b
a(tB)
a
b
and denote its inverse by GAB. We must have that
GAB(tA)
b
a(tB)
c
d = A(J
−1)
bc
Jad +Bδ
b
aδ
c
d + Cδ
b
dδ
c
a
for certain constants A, B and C. This is the most general invariant tensor we
can write down. To determine these coeffients we first note that
(tA)a
b = Jac(tA)
c
d(J
−1)
db
generate the same Lie algebra, that is with the same structure constants, as
(tA)
a
b. This in particular means that
GAB = (tA)b
a(tB)a
b
Then we can contract indices or use J to contract indices in three different
way in our ansatz, leading to three equations. These equations can be solved
uniquely and gives the result
GAB(tA)
b
a(tB)
c
d =
1
2
(
(J−1)
bc
Jad + δ
b
dδ
c
a
)
.
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5.4 The h-bracket
We here check that
[x, y; z] = αxz†y + βyz†x
satisfies the hermitian fundamental identity
[[x, y; z], u; v] = [[x, u; v], y; z] + [x, [y, u; v]; z]− [x, y; [z, v;u]]
for any choice of parameters α and β. First we check that this is a solution for
α = 0,
uv†yz†x = yz†uv†x+ uv†yz†x− y(vu†z)†x
We see the first and the last term in the right hand side cancel. We next assume
that α 6= 0. We can then rescale and consider the h-bracket
[x, y; z] = xz†y + αyz†x
We then compute the left hand side
xz†yv†u+ α(yz†xv†u+ uv†xz†y) + α2uv†yz†x
and then each of the terms in the right hand side
xv†uz†y + α(uv†xz†y + yz†xv†u) + α2yz†uv†x,
xz†yv†u+ α(xz†uv†y + yv†uz†x) + α2uv†yz†x,
−xv†uz†y − α(xz†uv†y + yv†uz†y)− α2yz†uv†x
We then see that the sum coincides with the left hand side order by order in α
after that many terms have been canceled.
This shows that this matrix realization of the h-bracket satisfies the hermi-
tian fundamental identity for any choice of parameters α and β.
5.5 The q-bracket
We define the q-bracket as
{T a, Tb, T c} = [T a, T b;ωT c] + [T a, T c;ωTb] (40)
We assume the hermitian fundamental identity holds for the h-bracket on the
right-hand side, and we wish to show that the q-bracket on the left-hand side
satisfies the quaternionic fundamental identity. We start by exapnding out
{{T a, T b, T c}, T e, T f} = [[T a, T b;ωT c], T e;ωT f ]
+ [[T a, T c;ωTb], T e;ωT f ]
+ [[T a, T b;ωT c], T f ;ωT e]
+ [[T a, T c;ωTb], T f ;ωT e]. (41)
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We expand each of these four terms using the hermitian fundamental identity.
The first of the four terms is expanded as
[[T a, T e;ωT f ], Tb;ωT c] + [T a, [Tb, T e;ωT f ];ωT c]− [T a, T b; [ωT c, ωT f ;T e]]
We shall rewrite the last term as
−[T a, T b; [ωT c, ωT f ;T e]] = [T a, T b;ω[T c, T f ;ωT e]].
We then wish to match the result one then gets with what one gets when
expanding out
{{T a, T e, T f}, T b, T c}+ {T a, {Tb, T e, T f}, T c}+ {T a, Tb, {T c, T e, T f}
That would then establish that the q-bracket defined by (40) satisfies the quater-
nionic fundamental identity.
We begin expanding out the first term, which is sort of trivial,
{{T a, T e, T f}, T b, T c} = [[T a, T e;ωT f ], Tb;ωT c]
+ [[T a, T e;ωT f ], T c;ωTb]
+ [[T a, T f ;ωT e], Tb;ωT c]
+ [[T a, T f ;ωT e], T c;ωTb]
The second term is non-trivial
{T a, {Tb, T e, T f}, T c} = [T a, [Tb, T e;ωT f ];ωT c]
+ [T a, [Tb, T f ;ωT e];ωT c]
+ [T a, T c;ω[Tb, T e;ωT f ]]
+ [T a, T c;ω[Tb, T f ;ωT e]]
and likewise the last term
{T a, Tb, {T c, T e, T f}} = [T a, T b;ω[T c, T e;ωT f ]]
+ [T a, T b;ω[T c, T f ;ωT e]]
+ [T a, [T c, T e;ωT f ];ωTb]
+ [T a, [T c, T f ;ωT e];ωTb].
As it turns out, each of these 12 terms can be matched with a corresponding
term we obtain by expanding out (41).
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