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a b s t r a c t
The even-girth of any graph G is the smallest length of any even cycle in G. For any two
integers t, k with 0 ≤ t ≤ k − 2, we denote the maximum number of cycles of length k
such that each pair of cycles intersect in exactly a unique path of length t by bt,k(G). This
parameter is called the (t, k)-booksize of G. In this paper we obtain some upper bounds
for the chromatic and coloring numbers of graphs in terms of even-girth and booksize. We
also prove some bounds for graphs which contain no cycle of length t where t is a small
and fixed even integer.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
All graphs in this paper are finite, undirected without multiple edges or loops. Relationships between the chromatic
number and girth of graphs have been widely studied in the literature. A chapter in the problem book [5] surveys some
unsolved problems on this subject. One of the main problems in this regard is that of finding lower and upper bounds for
the chromatic number of a graph in terms of its order and girth. Let us define χg(n) as the maximum chromatic number
of any graph on n vertices and of girth g . The precise order of magnitude of χg(n) is still an important unsolved problem.
It is therefore useful to obtain lower and upper bounds for this parameter. This parameter (with a different notation) was
studied in [6,7]. The best known lower bound is χg(n) = Ω(n1/(g−2)/ ln n) [7]. When g is odd the best known upper bound
is n2/(g−1) + 2 (attributed to Erdős in [5]); when g is even the best known upper bound is O(n2/g) from [8].
In this paper by the even-girth of a graph Gwemean the smallest length of any even cycle in G. A natural question is that
ofwhetherwe can find upper bounds for the chromatic number in terms of even-girth similar to the previous known bounds
in terms of girth. If a graph G does not contain any cycle of lengths 3, 4, 5, . . . , 2k + 1 (i.e. girth at least g = 2k + 2), then
as we mentioned before χ(G) = O(n2/g). What can we say if we forbid only cycles of length 4, 6, 8, . . . , 2k (i.e. the even
integers from the above list)? We answer this question in Theorems 1 and 2, where it is shown that cycles of length 2k+ 1
play themain role in this regard. To be precise, let us denote by bk,2k+1(G) themaximumnumberm of cycles of length 2k+1
whose pairwise intersections are precisely a fixed path of length k. Theorem 1 shows that the chromatic number for graphs
of even-girth 2k+ 2 can be bounded by O(bk,2k+1(G)n)1/(k+1), which generalizes the upper bound from [8]. The parameter
bk,2k+1(G) of a graph Gwas already defined by the author in [8] (under the name of booksize) where some of its applications
in studying the chromatic numbers of graphs were shown.
In order to obtain better upper bounds for χg(n) or at least for some subfamilies of graphs in terms of girth or even-girth,
the author defined the (generalized) booksize of graphs in [8]. For any two integers t, kwith 0 ≤ t ≤ k− 2, by a (t, k)-book
in a graph Gwe mean a set of cycles of length k in Gwhose pairwise intersections are precisely a fixed path of length t . The
size of a (t, k)-book is the number of these cycles.We denote themaximum size of a (t, k)-book in the graph G by bt,k(G) and
call it the (t, k)-booksize of G. In the case (t, k) = (1, 3), b1,3(G) is well known as the booksize of the graph G and has been
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studied widely in the literature; see for example [3,2]. It has been shown [4] that if G is a triangle-free graph (and therefore
b1,3(G) = 0) then the vertices of G can be colored with a constant multiple of√n/√log n colors. The related results in [8]
concern the booksize of graphs with parameter (k, 2k + 1). It was proved in [8] that there exists a constant c = c(k) such
that for any graph G of girth 2k+ 1 with |V (G)| = n, the following inequality holds:
χ(G) ≤ c[bk,2k+1(G)+ 2] 1k+1 n 1k+1 .
As wementioned before, we have χ(G) = O(n1/k) for any graph G of girth 2k+1 and also χ(G) = O(n1/(k+1)) for any graph
G of girth 2k+2. Although the precise order of magnitude of χg(n) is not known yet when g = 2k+1, the above-mentioned
inequality from [8] reveals that the booksize bk,2k+1 is an important hidden factor in the known boundO(n1/k) for χ2k+1(n).
The inequality shows that if we consider graphs of girth 2k+1with bounded (k, 2k+1)-booksize, then the upper bound for
chromatic number reduces toO(n1/(k+1)), which is the best known upper bound for graphs of girth 2k+ 2. In this paper we
showmore applications of books (in particular (k, 2k+1)-books and (0, 2k+1)-books) in bounding the chromatic number
of graphs of high even-girth.
For any graph G, the coloring number σ(G) of G is defined as max δ(H) + 1 where the maximum is taken over the
subgraphs of G. It is well known that χ(G) ≤ σ(G) and σ(G) can be determined in polynomial time. If χ(G) = p, then G
contains an induced subgraph of minimum degree at least p − 1 (as seen by considering color-critical subgraphs). For any
graph G, by∆(G) and δ(G)wemean the maximum and minimum degree in G, respectively. Also for any graph G and subset
S of G, we denote the subgraph of G induced on S by G[S].
The outline of this paper is as follows. In Section 2 we first prove a bound in terms of bk,2k+1(G) for graphs of even-girth
2k + 2 (Theorem 1). Next in this section we consider the booksize of type b0,k where k is an odd integer and obtain some
bounds for the chromatic number in terms of this parameter (Theorem 2 and Corollary 1). A bound is also given in this
section for coloring number in terms of bt,2t(G) (Theorem 3). In Section 3 our bounds are for graphs without an even cycle
of length t where t is restricted to {4, 6, 8} (Theorem 4).
2. Graphs with even-girth 2k + 2
In this section we consider graphs G having even-girth 2k+ 2, where k ≥ 1, and obtain some upper bounds for χ(G) in
terms of bk,2k+1(G) and b0,2k+1(G). It is worth mentioning that if the even-girth of G is 2k+ 2, then bt,s(G) ≤ 1 for any t ≥ 1
and s ≤ t + k. We need first the following lemma.
Lemma 1. Let H be a graph of even-girth at least 2k + 2 and δ(H) ≥ p − 1. Let v be any vertex of H and Ni = {u ∈ V (H) :
d(u, v) = i}, where d(u, v) is the distance between u and v in H. Then for any i such that 1 ≤ i ≤ k we have |Ni| ≥
(p− 3)i−1(p− 1).
Proof. We first prove by induction on i that for any 1 ≤ i ≤ k − 1, |Ni| ≥ (p − 3)i−1(p − 1). The assertion holds for i = 1
since |N1| = dH(v) ≥ p−1. Assume that for some iwith 1 ≤ i ≤ k−2 we have |Ni| ≥ (p−3)i−1(p−1). Nowwe prove that
the inequality holds for i + 1 i.e. for Ni+1. First note that any vertex in Ni has exactly one neighbor in Ni−1, since otherwise
we obtain a cycle of even length at most 2k as a subgraph of H . We show that ∆(H[Ni]) ≤ 1 for i ≤ k − 1. To prove this
inequality, assume on the contrary that x is a vertex of degree at least 2 in H[Ni] and a, b two neighbors of x in H[Ni]. There
exists a path from a to v and another path from b to v in H[N0 ∪ · · · ∪ Ni]. Let j be the maximum index for which there exist
two paths P and Q such that P (resp. Q ) starts from a (resp. b) and both end at some vertex in Nj. Now, the two disjoint paths
P and Q together with the path of length 2 consisting of {a, x, b} induce an even cycle of length at most 2k, a contradiction.
Hence∆(H[Ni]) ≤ 1. As we mentioned before, any vertex in Ni has exactly one neighbor in Ni−1; now since dH(x) ≥ p− 1
for any x ∈ H , then any vertex of Ni has at least p − 3 neighbors in Ni+1. Again since no two vertices in Ni have a common
neighbor in Ni+1 then we obtain |Ni+1| ≥ (p− 3)|Ni|. This shows that |Ni+1| ≥ (p− 3)i(p− 1) as desired.
To complete the proof, we show that |Nk| ≥ (p−3)k−1(p−1). Since the even-girth of H is at least 2k+2, no two vertices
of Nk−1 have a common neighbor in Nk. On the other hand, |Nk−1| ≥ (p − 3)k−2(p − 1) and ∆(H[Nk]) ≤ 1. Also, for any
x ∈ Nk−1, dH(x) ≥ p− 1. Hence any vertex of Nk−1 has at least p− 3 neighbors in Nk. Therefore |Nk| ≥ (p− 3)|Nk−1|. This
completes the proof. 
We also need the following proposition, where by a χ-critical graph we mean any graph G such that for any v ∈
G, χ(G− v) < χ(G).
Proposition 1. Let F be a class of graphs closed under taking induced subgraphs, and suppose that every χ-critical graph G ∈ F
with χ(G) ≥ 3 contains an induced subgraph with at least (χ(G)− 3)k vertices and with chromatic number at most j, where k
and j are given fixed integers. Then there exists a constant c which depends only on k such that for every graph G ∈ F we have
χ(G) < c(j|V (G)|) 1k+1 + 3.
Proof. Note that since any graph G contains an induced χ-critical subgraph H with χ(H) = χ(G), it is enough to prove the
proposition for χ-critical elements of F .
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Let ϵ = k/(k+ 1), c = 1/(ϵk − ϵk+1)1/(k+1) and G be an arbitrary χ-critical member of F . Denote also |V (G)| and χ(G)
by n and p, respectively. We claim that the following inequality holds:
χ(G) < c(jn)
1
k+1 + 3.
If the above inequality does not hold, then it follows that
(p− 3)k+1 ≥ jn
ϵk − ϵk+1 . (1)
By our assumption on F ,G contains an induced subgraph K0 with |K0| ≥ (p − 3)k and χ(K0) ≤ j. Set G1 = G \ K0. We
have |G1| ≤ n − (p − 3)k and χ(G1) ≥ χ(G) − χ(K0) ≥ p − j. Since F is closed on taking an induced subgraph, then
G1 contains a subgraph K1 with the following properties: |K1| ≥ (p − j − 3)k and χ(K1) ≤ j. Now remove K1 from G1 and
continue by deleting these large subgraphs from the remaining graphs to obtain K2, . . . , Ki and subgraphs G2, . . . ,Gi where
Gt = Gt−1 \ Kt−1 for t = 2, . . . , i such that
i =

n
((p− 3)ϵ)k

. (2)
We note that χ(Kt) ≤ j for any t ≤ i, and also
|Kt | ≥ (p− tj− 3)k.
For Gi = G \i−1t=0 Kt we have
|Gi| ≤ n− (p− 3)k − (p− 3− j)k − · · · − (p− 3− (i− 1)j)k
≤ n− i(p− 3− (i− 1)j)k
≤ n− i((p− 3)ϵ)k.
We prove the last inequality. If we combine inequalities (1) and (2) we obtain p − 3 ≥ (i − 1)j/(1 − ϵ). Therefore
p− (i− 1)j− 3 ≥ (p− 3)ϵ, which proves the last inequality. It turns out that since i =

n
((p−3)ϵ)k

then G = i−1t=0 Kt and
therefore
p = χ(G) ≤
i−1
t=0
χ(Kt) ≤ ij. (3)
On the other hand, inequalities (1) and (2) imply p − 3 ≥ (i − 1)j/(1 − ϵ) as we mentioned before. Consequently
p− 3 ≥ (i− 1)j(k+ 1). The latter inequality together with (3) implies i = 1. In other words, n ≤ ((p− 3)ϵ)k < (p− 3)k.
But for the order of Gwe have |V (G)| ≥ |K0| ≥ (p− 3)k. This is a contradiction.
Thus we have proved that χ(G) < c(jn)
1
k+1 + 3. Making the substitution ϵ = k/(k+ 1)we obtain c = (k+ 1)/(kk/(k+1)).
Note that c depends only on k, as desired. 
By a modification of the proof of Proposition 1, we have the following remark. We omit its proof because the proof
technique is completely similar to that of the previous proof.
Remark 1. LetF be a class of graphs closed under taking induced subgraphs, and suppose that everyχ-critical graphG ∈ F
contains an induced subgraph with at least λ(χ(G))k vertices and with chromatic number at most j, where k and j are given
fixed integers and λ > 0. Then for some constant c the following holds for every graph G ∈ F :
χ(G) < c(j|V (G)|) 1k+1 .
We are ready now to state the following theorem.
Theorem 1. For any integer k ≥ 1, there exists c = c(k) with limk→∞ c(k) = 1 such that for any graph of even-girth at least
2k+ 2,
χ(G) < c[(bk,2k+1(G)+ 4)n] 1k+1 + 3.
Proof. Weset c = (k+1)/(kk/(k+1)) as in Proposition 1. Note that limk→∞ c(k) = 1. LetF be the class of graphs of even-girth
at least 2k+ 2. If we prove that F satisfies the conditions of Proposition 1, then the theorem follows from Proposition 1.
Let G be any χ-critical member of F and set χ(G) = p. Let v be any vertex of G, and let Ni be the set of vertices in G
whose distance from v in G is i. In particular N0 = {v}. Set S = ∪ki=0 Ni and let H be the subgraph of G induced by S. Since G
is χ-critical, δ(G) ≥ p− 1. Now using Lemma 1 we obtain
|H| ≥ 1+
k−1
i=0
[(p− 1)(p− 3)i] ≥ (p− 3)k.
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Let b = bk,2k+1(G). In the sequel we show that ∆(G[Nk]) ≤ b + 1. Let u be an arbitrary vertex of G[Nk], and let u1, . . . , ud
be the neighbors of u in G[Nk]. Let also P (resp. Qi), where i = 1, . . . , d, be a path from v to u (resp. ui) in G[N0 ∪ · · · ∪ Nk]. It
is obvious that no two paths Qi and Qj can intersect each other in Nt for any t ≥ 1, since otherwise they will form an even
cycle of length at most 2k, which is a contradiction. There are now two possibilities:
Case 1. For all i,Qi is internally disjoint from P , i.e. they intersect each other only in v. In this case P∪Q1, P∪Q2, . . . , P∪Qd
form a (k, 2k+ 1)-book. Therefore d ≤ b and hence∆(G[Nk]) ≤ b.
Case 2. For some j,Qj intersects P at some vertex in Nt with t ≥ 1. In this case Q1, . . . ,Qj−1,Qj+1, . . . ,Qd are internally
disjoint from P since otherwise we obtain an even cycle of length at most 2k. Like for case 1, the P ∪ Qi’s where i ≠ j form a
(k, 2k+ 1)-book of size d− 1. Therefore∆(G[Nk]) ≤ b+ 1.
In each case,∆(G[Nk]) ≤ b+1 and therefore χ(G[Nk]) ≤ b+2. Since∆(G[Ni]) ≤ 1 for any i ≤ k−1, χ(G[Ni]) ≤ 2. Now
the fact that there is no edge between Ni and Ni+2 for any i ≤ k− 2 shows that H can be properly colored using b+ 4 colors.
So χ(H) ≤ b + 4. Therefore H is the desired subgraph of G and F satisfies the conditions of Proposition 1. Proposition 1
now completes the proof. 
In the following proposition, by a square-free graphwe mean a graph that does not contain the 4-cycle C4 as a subgraph.
We shall make use of this proposition in proving the next theorem. By the matching number of a graph we mean the
maximum size of a matching in the graph.
Proposition 2. If G is a graph with matching number at most t, then χ(G) ≤ 2t + 1. Furthermore, if G is square-free, then
χ(G) ≤ t + 2 when t ≥ 1 and χ(G) = 1 for t = 0.
Proof. LetM be a maximummatching in G. Obviously V (M) can be properly colored using at most 2t colors. Since there is
no edge in G− V (M) then one extra color is enough for coloring the rest of the vertices of G.
Now we prove the second part of the claim. If t = 0, then obviously χ(G) = 1. Let {e1, e2, . . . , ep} be a maximum
matching in G, where ei = uivi. Let Hi = G[e1, . . . , ei] and H = G[e1, . . . , ep], where by Hi = G[e1, . . . , ei] we mean the
subgraph of G induced by the edges e1, . . . , ei (H = G[e1, . . . , ep] is defined similarly). We first show that χ(H) ≤ p + 1.
For this purpose we show by induction on i that Hi admits a vertex coloring using {1, 2, . . . , i + 1} such that at least two
colors, say r and s, appear exactly once in Hi. Assume that we have such a vertex coloring for Hi using {1, 2, . . . , i + 1},
where i < p. In order to obtain a desired coloring for Hi+1 we need to color ui+1 and vi+1. Assume that x and y are the only
vertices of Hi with colors r and s, respectively. Now ui+1 and vi+1 cannot be adjacent to both of x and y, since G is square-
free. Assume that ui+1 is not adjacent to x. We color ui+1 with r and for vi+1 we use a new color. The result is a coloring that
satisfies the desired property. This shows that χ(H) ≤ p + 1. We note that V (G) − V (H) is an independent set. Therefore
χ(G) ≤ p+ 2 ≤ t + 2. 
The following lemma plays a key role in the proofs of Theorems 2 and 4.
Lemma 2. Let v be a vertex in a graph G. If Nt denotes the set of vertices of distance t from v in G, then
χ(G[Nt ]) ≤
t∏
i=1
(2b0,2i+1(G)+ 1).
Proof. Weprove the lemma by induction on t . For t = 1 the assertion follows from Proposition 2. Assume that the assertion
holds for t − 1; we prove it for t . Let N1 = {v1, . . . , vm} and N = N1 ∪ · · · ∪ Nt . We label the vertices of N using 1, . . . ,m
as follows. For 1 ≤ i ≤ m, assign label i to any vertex vi in N1. In N2 label any vertex u with the smallest index j such
that u is adjacent to vj. Assume that all vertices in N1 ∪ · · · ∪ Ni have been labeled, where i < t . Now we label the
vertices of Ni+1 as follows. Let u be an arbitrary vertex of Ni+1. Denote the label of any already labeled vertexw by ℓ(w). Let
ℓ = min{ℓ(w) : w ∈ Ni, uw ∈ E(G)}. Then we label the vertex uwith ℓ. By this method all vertices in N are labeled.
We define in Nt the subset Ai, for 1 ≤ i ≤ m, by
Ai = {u ∈ Nt : ℓ(u) = i}.
Possibly some of A1, . . . , Am are empty; those that are non-empty partition Nt into, say, m0 subsets. By renumbering
1, 2, . . . ,m if necessary, we may assume that A1, A2, . . . , Am0 are those non-empty subsets. Hence Nt is partitioned as
Nt =
m0
i=1
Ai. (4)
The following two basic facts hold concerning the above partition:
Fact 1. For any integer p with 1 ≤ p ≤ t and any vertex u ∈ Np with ℓ(u) = i there exists a path P from v to u such that each
vertex of P \ v is labeled i. In particular, for any vertex u ∈ Ai ⊆ Nt there is a v –u path whose vertices (except v) have label i.
Proof of Fact 1. The proof is easily obtained by induction on p ∈ {1, . . . , t}. Let u ∈ Np and ℓ(u) = i. By the definition of
ℓ(u) there exists a vertex w ∈ Np−1 such that uw ∈ E(G) and ℓ(w) = i. By the induction hypothesis we may assume that
there is a path P ′ from v tow whose vertices (except v) are labeled i. Now, P ′ together with the edgewu is the desired path
for u. 
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Fact 2. Assume that i1, . . . , ip are distinct integers such that 1 ≤ i1 < · · · < ip ≤ m0 and such that u1, u2, . . . , up are distinct
vertices with uj ∈ Aij for j = 1, . . . , p. Then there exist paths P1, . . . , Pp such that Pj is from v to uj and these paths are pairwise
disjoint except at the vertex v.
Proof of Fact 2. Using Fact 1, we obtain paths P1, . . . , Pp such that Pj is from v to uj and all vertices in Pj \ v are labeled ij for
any j = 1, . . . , p. Since any two vertices from different paths take distinct labels, these paths are internally disjoint. 
We continue the proof of Lemma 2. Corresponding to G[Nt ] we construct a graph denoted byG[Nt ] as follows. In the
subgraph G[Nt ], for each i collapse Ai into one single vertex denoted by ui. The vertex set ofG[Nt ] is {u1, . . . , um0}, with ui
and uj adjacent if and only if there is an edge between Ai and Aj in G[Nt ]. Adjacencymeans that there exist two vertices x ∈ Ai
and y ∈ Aj such that xy ∈ E(G). Using Fact 2, there are two internally disjoint paths P and Q such that P (resp. Q ) is from v
to x (resp. y). This introduces a cycle containing paths P and Q and the edge xy whose length is 2t + 1. Using Fact 2 again,
we obtain that a matchingM inG[Nt ] introduces |M| cycles of length 2t + 1 that share pairwise only v. Thus,G[Nt ] cannot
contain more than b0,2t+1(G) independent edges. By Proposition 2, χ(G[Nt ]) ≤ 2b0,2t+1 + 1.
Let Lji be the set of vertices of label i in Nj, where 1 ≤ j ≤ t . Set H = G[L1i ∪ L2i ∪ · · · ∪ Lti ]. We may apply our induction
hypothesis for H , where vi plays the role of v and Ai plays the role of Nt−1 for H . We obtain
χ(G[Ai]) ≤
t−1∏
i=1
(2b0,2i+1(G)+ 1).
By (4), it can be easily shown that χ(G[Nt ]) ≤ (χ(G[Nt ]))(maxχ(G[Ai])), where the maximum is taken over i = 1, . . . ,m0.
This completes the proof. 
Here is the second theorem of this section.
Theorem 2. Let the smallest length of any even cycle in G be 2k + 2 where k > 1. Let also π = 2∏ki=1(2b0,2i+1(G) + 1). For
some constant c = c(k) such that limk→∞ c(k) = 1,
χ(G) < c.(πn)
1
k+1 + 3.
Proof. Set c = (k + 1)/(kk/(k+1)). Let F be the class of graphs of even-girth at least 2k + 2. Recall that a graph G is said to
be a χ-critical graph if χ(G− v) < χ(G) for any vertex v of G. In the following we prove that any χ-critical member G of F
contains a subgraph, say H , such that |V (H)| ≥ (χ(G)− 3)k and χ(H) ≤ π .
Let G be any χ-critical member of F and set χ(G) = p. Let v be any vertex of G, and let Ni be the set of vertices in G
whose distance from v in G is i. In particular N0 = {v}. Set S = ∪ki=0 Ni and let H be the subgraph of G induced by S. Since G
is χ-critical, it follows that δ(G) ≥ p− 1. Now using Lemma 1 we obtain
|H| ≥ 1+
k−1
i=0
[(p− 1)(p− 3)i] ≥ (p− 3)k.
In the following we show that χ(H) ≤ 2∏ki=1(2b0,2i+1(G)+ 1). For this purpose we need a bound for χ(H[Nk]). This bound
can be obtained from Lemma 2; that is, we have the following:
χ(H[Nk]) ≤
k∏
i=1
(2b0,2i+1(G)+ 1) = π2 .
Since there is no edge betweenNi andNi+2 for i ≤ k−2 and also χ(H[Ni]) ≤ π2 for any i ≤ k, it is easily seen that χ(H) ≤ π .
Proposition 1 now completes the proof. 
With a little modification of the above proof we obtain the following immediate corollary.
Corollary 1. If G is an n-vertex graph with girth at least 2k+ 1, then there is a constant c such that
χ(G) ≤ c[(b0,2k+1(G)+ 3)n]1/(k+1) + 2.
In the following we present a result concerning the booksize bt,2t(G). For the chromatic number of graphs G of girth 2t
we don’t expect the existence of a bound for χ(G) of the order of magnitude O((bt,2t(G)n)2/(g+1)) (at least for g = 4, such
a bound is impossible because of Spencer’s lower bound for χg(n) mentioned in Section 1). In the following we present a
bound for the coloring number σ(G) of G in terms of bt,2t(G).
Theorem 3. If G is an n-vertex graph with even-girth at least 2t, and b = bt,2t(G)+ 1, then
σ(G) ≤ (bn) 1t + 3.
Proof. Let m = σ(G), and let H be an induced subgraph of G with δ(H) ≥ m − 1. Let v ∈ V (H), and let Ni be the set of
vertices in H with distance i from v. Using Lemma 1, |Ni| ≥ (m − 1)(m − 3)i−1 for 1 ≤ i ≤ t − 1. Let B be a bipartite
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Fig. 1. Proof of Lemma 4.
graph whose parts are Nt−1 and Nt . Let |Nt | = n′ and |E(B)| = e. Let u be any vertex of Nt . In the sequel we show that
dB(u) ≤ b. Let u have d neighbors in Nt−1. From each of these neighbors there is a path to v. Since there is no even cycle of
length less than 2t , these paths can only intersect each other in v. We therefore obtain d internally disjoint paths from u to
v. These paths form a (t, 2t)-book of size d − 1. Hence d − 1 ≤ bt,2t(G) = b − 1. This shows that e ≤ bn′. On the other
hand by our assumption on the even-girth of graph, any vertex of Nt−1 has exactly one neighbor in Nt−2. This shows that
e ≥ (m− 2)|Nt−1| ≥ (m− 2)(m− 1)(m− 3)t−2. We have now
(m− 3)t ≤ (m− 2)(m− 1)(m− 3)t−2 ≤ e ≤ bn′.
This implies thatm− 3 ≤ (bn)1/t . 
3. Excluded even cycles
Theorem 2 asserts that if G does not contain C4, C6, . . . , C2k, thenχ(G) = O

(πn)
1
k+1

, whereπ is defined in Theorem 2.
In this section we prove that this result still holds even when G only avoids cycles of lengths 4, 6, 8. Before stating the next
theorem we need the following two lemmas. The first one is in fact a result of Erdős and Gallai (see e.g. the textbook [1]).
Lemma 3. Let G be a graph on n vertices without a path of length t. Then G has at most (t − 1)n/2 edges.
In the following lemma by a t-path (resp. t-cycle) we mean any path (resp. cycle) of length t .
Lemma 4. Fix an integer t ∈ {4, 6, 8}. Let G be a graph not containing a t-cycle, and let v be a vertex of G. Let Ni be the set
of vertices of distance i from v. For 1 ≤ i ≤ (t/2) − 1, the subgraph G[Ni] induced by Ni contains no path of length t − 2. If
i = (t/2)− 1, then the bipartite subgraph Bi consisting of the parts Ni and Ni+1 contains no path of length t − 1.
Proof. Assume first that t = 4, and let G be a square-free graph. Now i = 1, and obviously G[N1] contains no path of length
2, while B1 contains no path of length 3. For the case t = 6 it is obvious that G[N1] has no 4-path. To show that N2 (resp.
B2) has no 4-path (resp. 5-path) we proceed as follows. Assume that there exists a path P = v1, . . . , v5 where v1, v3, v5 are
in N2. Let uj be a neighbor of vj in N1 for j = 1, 3, 5. It is easily seen that u1, u3, u5 are distinct and they are all adjacent to
v. Now it is easy to find a 6-cycle on v, u1, v1, v2, v3, u3, a contradiction. This proves our claim for N2. We also note that B2
cannot contain a 5-path; otherwise we can obtain a path similar to the path P above.
Now let t = 8. It is obvious again that G[N1] does not have any 6-path. Assume for a contradiction that G[N2] has a 6-path
P = v1, v2, . . . , v7. The vertices v1, v3, v5, v7 have a neighbor in N1. Since G has no 8-cycle, then it turns out that v1 and v5
have a common neighbor, say u1, in N1, and similarly v3 and v7 has a common neighbor, say u2, in N1 (see the left graph in
Fig. 1). We observe that u1, v1, v2, v3, u2, v7, v6, v5, u1 induce an 8-cycle as displayed in Fig. 1, a contradiction.
To complete the proof, we show that G[N3] and B3 satisfy the assertion of the theorem. For this purpose it is enough to
show that there cannot be a path P = v1, v2, . . . , v7 such that {v1, v3, v5, v7} ⊆ N3. Assume on the contrary that such a
path exists. Let u1 and u2 be the neighbors of v1 and v7 in N2, respectively. Note that u1 and u2 have no common neighbor
in N1. Otherwise, suppose that u ∈ N1 is a common neighbor of u1 and u2. In this case v3 (resp. v5) is adjacent to u2 (resp.
u1) since otherwise (and like for the case t = 8 and G[N2], i.e. the left graph in Fig. 1) we can obtain an 8-cycle in G. Hence
v3 (resp. v5) is adjacent to u2 (resp. u1). Now letNi denote the set of vertices of distance i from u. We have u1, u2 ∈ N1 and
{v1, v3, v5, v7} ⊆ N2. If we replace v by u for a moment then the situation is similar to the case for G[N2]when t = 8. By an
argument similar to that for the latter case, we obtain an 8-cycle in G and a contradiction. Therefore u1 and u2 have distinct
neighbors, sayw1 andw2 (respectively), in N1. There are two possibilities:
Case 1: v5 is adjacent to u2. In this case v3 is adjacent to a vertex u3 of N2 that is other than u1 and u2 (see the graph in
the middle part of Fig. 1). It is clear now that the neighbor of u3 in N2 cannot bew1 orw2. As Fig. 1 shows, we can easily find
at least two 8-cycles in the graph G, again a contradiction.
Case 2: v5 is not adjacent to u2 (and similarly v3 is not adjacent to u1). Note that v5 (resp. v3) cannot be adjacent to u1
(resp. u2); otherwise we instantly obtain an 8-cycle. The present situation is illustrated in the right hand graph of Fig. 1
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where u3 (resp. u4) is a neighbor of v3 (resp. v5) in N2. Note that in the figure, u3 and u4 are distinct; although they can be
equal, this does not affect our argument for this case. Now u4 cannot be adjacent to any vertex other than w2 in N1, and
similarly u3 should be adjacent tow1. It is easy to find an 8-cycle in this case too. This completes the proof. 
Theorem 4. Fix an integer t ∈ {4, 6, 8}. Let G be a graph which does not contain a cycle of length t. Set π = (b0,3(G) +
2)(2b0,5(G)+ 1) for t = 4 and otherwise π =∏t/2i=1(2b0,2i+1(G)+ 1). There is a constant c such that
χ(G) ≤ c(πn) 2t+2 .
Proof. We prove the theorem for the case t = 8. The proof for the case t = 4 and t = 6 is obtained by straightforward
restriction of the following proof for t = 8.
Let F be the class of graphs which do not contain a cycle of length 8. Let G be a χ-critical graph belonging to F with
χ(G) = p. In the following we show that G contains an induced subgraph H satisfying |V (H)| ≥ λp4 for some constant
λ > 0 and χ(H) ≤ 2π . Next by choosing c sufficiently large, we may assume that p ≥ 11. Let v ∈ V (G) and Ni be the set of
vertices of G of distance i from v. Note that |N1| = dG(v) ≥ p − 1. Let also Bi be the bipartite graph consisting of the parts
Ni and Ni+1 and set ei = |E(Bi)|. By adding up the degrees of vertices in N1 we obtain the following inequalities:
(p− 1)(p− 2) ≤ (p− 2)|N1| ≤
−
u∈N1
d(u) = 2|E(G[N1])| + e1.
By Lemmas 3 and 4, 2|E(G[N1])| ≤ 5|N1|. By the above inequalities, e1 ≥ (p − 7)|N1|. On the other hand, B1 does not have
any path of length 7 since otherwise we obtain an 8-cycle including the vertex v. Hence e1 ≤ 3|N1| + 3|N2| which implies
|N2| ≥ (p− 10)|N1|/3 ≥ (p− 1)(p− 10)/3.
Considering vertex degrees in N2, we have
(p− 1)2(p− 10)/3 ≤ (p− 1)|N2| ≤
−
u∈N2
d(u) = 2|E(G[N2])| + e1 + e2.
Wehave also e2 ≤ 3|N2|+3|N3|, since B2 does not have any path of length 7. On the other hand, 2|E(G[N2])| ≤ 5|N2| implies
e2 ≥ (p− 9)|N2| − 3|N1| ≥ (p− 1)(p2 − 19p+ 81)/3.
We have similar inequalities e3 ≤ 3|N3| + 3|N4|, 2|E(G[N3])| ≤ 5|N3| and
(p− 1)|N3| ≤
−
v∈N3
d(v) ≤ 2|E(G[N3])| + e2 + e3.
The latter inequalities imply that for some constants c1 and c2 we have e3 ≥ c1p3|N1| ≥ c2p4, and therefore |N4| ≥ λp4 for
some constant λ > 0.
SetH = G[N0∪· · ·∪N4]. We have |V (H)| ≥ λp4. On the other hand, by Lemma 2,χ(H) ≤ 2∏4i=1(2b0,2i+1(G)+1) = 2π .
The theorem follows now by Remark 1. As mentioned at the beginning of the proof, for the case t = 4 and t = 6 the proof
is similar, except that in the case t = 4 we use the upper bound χ(H) ≤ (b0,3(G)+ 2)(2b0,5(G)+ 1) from Proposition 2 for
square-free graphs. 
4. Concluding remarks
In this section we show that the exponent 1/(k + 1) in the bounds of Theorems 1 and 2 is best possible when k ≤ 2.
Spencer’s boundχ4(G) = Ω(√n/ ln n) for triangle-free graphs easily shows that our boundO([(b1,3+4)n]1/2) in Theorem1
is best possible. For the case k = 2 assume that there exists a bound of the form O((jn)λ) for the chromatic number of any
graph with even-girth 6. On the other hand, Spencer’s bound Ω(n1/3/ ln n) for graphs of girth 5 is also a lower bound for
graphs of even-girth 6. Comparing these upper and lower bounds together with the fact that the value of j can be O(1) in
infinitely many graphs, we obtain that λ ≥ 1/3. This leads us to the conclusion that in the case k = 2 too our bounds are
the best possible.
We end the paper by mentioning an open problem. As a generalization of Theorem 1wemay ask the following question.
Let k and b be twopositive integers. Does there exist a constant c = c(k, b) such that ifG is any graph on n vertices, containing
no cycle of length 2k and with bk,2k+1(G) = b, then χ(G) ≤ c.n1/k+1?
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