Dear Editor, I've read the paper titled 'Acetaminophen use in pregnancy and neurodevelopment: attention function and autism spectrum symptoms' in your journal [1] with great interest. The article investigates a highly relevant question based on a unique database that allows us to get new insight into this important question of autism research. However, the applied statistical methodology is unfortunately not flawless; pointing out the error is the aim of the present remark.
The 'Statistical analysis' subsection discusses the methodology used, in particular, how the authors used regression models to protect against confounding by including potential confounders in the models. They used two approaches. For some variables they chose to adjust "for a series of predefined variables that were forced to remain in the models" (p. 4). However, "[o]ther covariates were included in the models only when they showed a crude association with both the exposure and the outcome (P-values < 0.20) and caused a change > 5% in the regression coefficient of acetaminophen when they were introduced one by one in the basic model" (p. 4).
It is not explained in the paper why they followed different ways for different variables, nevertheless, their strategy illustrates both the sound and the problematic approach to variable selection. The most important rule that should be always kept in mind about variable selection can be summarized in one sentence: All potential confounders should be included in the model, or if not, then their selection should be blinded to the outcome. Confounder adjustment should be liberal so as to not have residual confounding. Thus, the first decision of the authors is correct, but the second is unfortunately not.
What they did (checking univariate associations and change in the regression coefficient when adding a covariate) is not blinded to the outcome. The problem with this approach is that such "peeks" at the outcome in reality mean additional tests performed, but this is nowhere accounted for in the final model (which was estimated as if being pre-specified), giving rise to biased regression coefficients, biased standard errors, biased confidence intervals, misspecified test distributions and exaggerated p-values [2, 3, 4, 5] . Apart from theoretical considerations, all of these can be simply checked with simulation nowadays with a personal computer.
There are, of course, legitimate reasons why the authors might have felt that a variable selection is needed; the most important being perhaps the high number of potential confounders (compared to the sample size). Presumably this is case here, i.e. the authors used two approaches because they felt that the variables in the first group are important confounders that must be controlled for, however they were less sure about the variables in the second group, which also happened to include a much higher number of covariates, so they decided that some kind of selection is needed. This is a legitimate concern. Indeed, including many covariates (relative to the sample size) might increase the risk of overfitting, increase the variance of the estimates or make the clinical applicability/interpretability of the model more complicated. These are actually the very reasons why suggestions of the minimal sample size are often formulated [6, 7] . But it is crucially important to emphasize that (1) these considerations make the above rule not a bit less true, (2) variables selection answers none of these problems (except, of course, making the model less complicated), rather "hides" them without giving a solution -actually making the problem even worse.
Many other, valid, solution is available. Apart from data reduction methods that are masked to the outcome (variable clustering, principal components regression etc.) [2] and certain modern methods such as Bayesian Model Averaging [8] , perhaps the most important is the application of shrinkage, i.e. the penalization (regularization) of the regression. Widely used penalization schemes include L2-penalization (ridge regression), L1-penalization (LASSO) and the combination of both (elastic net) [9] , all of which is extensively studied theoretically and implemented in most major statistical software packages.
Finally, no matter how the model was fit, the importance of validation and calibration [3, 2] cannot be overstated. Preferably done with bootstrap [10] , the models should have been at least internally validated to get a realistic estimate of their appropriateness.
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It is practically impossible to guess the impact of this analytical error on the overall results. Even if it does not change the findings, this represents a bad statistical practice, which should be generally avoided; and in the particular case, it would be important to see a reanalysis of the data taking these considerations into account (i.e. including all covariates, or filtering only blinded to the outcome) so that we can better trust the results of authors' otherwise very important study. It is true for the sake of scientific validity per se, and especially true for such a paper that is already highly quoted, even in the non-medical media.
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