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Columbia, South Carolina 29208 
New proofs are given of the First Fundamental Theorems of vector invariants for 
the special linear and special orthogonal groups. The novelty of the proofs is that 
they rely on reducing the theorems to the case of 2 x 2 matrices; there is a close 
connection between the vector invariants of the special linear group or special 
orthogonal group of n x n matrices, for all n 2 2, and those of the analogous group 
of 2 x 2 matrices. This connection is described using the notion of leading 
monomials. Properties of leading monomials are also used to give new proofs of the 
Second Fundamental Theorems of vector invariants for the general linear and 
orthogonal groups. ‘c1 1989 Academic Press, Inc. 
1. INTRODUCTION 
Notation. Let F denote an infinite field and let C, and X,,, where 
1 d i < m, 1 <j, tr 6 n, and 1 d u <p, denote commuting indeterminates. Let 
FCC, m x n; X, p x n] denote the polynomial ring generated by the C;s and 
XUv’s and let F[ C, m x n] denote the polynomial ring generated by the C,‘s. 
If g denotes an invertible n x n matrix with entries in F, let C; and X3* 
denote the elements of FCC, m x n; X, p x n] which satisfy the matrix 
equations 
and 
(x;* x5* . ..x~*)=(Xi*X.~...X,)(g-‘)7 
for all i. Iff=S( C,, , . . . . C,,, X, i, . . . . X,,) denotes an element of FCC, m x n; 
X, p x n], define 
fg=f(C:,r . . . . CL, x::, . . . . xi;). 
DEFINITION. Let G denote a set of invertible n x n matrices with entries 
in F. An element f in FCC, m x n; X, p x n] is said to be an absolute vector 
covariant of G if f = f g for all g in G. An absolute vector covariant of G 
which lies in FCC, m x n] is said to be an absolute vector invariant of G. 
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In this paper, an absolute vector covariant of G will be referred to simply 
as a covariant of G, and an absolute vector invariant of G will be referred 
to simply as an invariant of G. 
Notation. Let GL(n, F) denote the group of invertible n x n matrices 
whose entries lie in F. Let SL(n, F) denote the group of matrices in 
GL(n, F) of determinant 1 and let O(n, F) denote the group of matrices B 
in GL(n, F) which satisfy BBT= I. Let SO(n, F) = O(n, F) n SL(n, F). 
Let Cm,, denote the m x n matrix whose (i,j)th entry is C, for all i,j 
and let X, x n denote the p x n matrix whose (i,j)th entry is X, for all i, j. 
The First Fundamental Theorem of vector invariants for SL(n, F) states 
that the set of invariants of SL(n, F) in FCC, m x n] is generated as an 
F-algebra by the n x n minors of C,,,. In the case that the characteristic of 
F equals zero, this theorem is proved by Turnbull in [20]; the case n = 2 
had been proved earlier by Clebsch (cf. [3, 11, 121). Proofs which are valid 
for fields of characteristic zero are also given in [7, 10, 211. The first 
proof which is valid for all infinite fields is given by Igusa in [ 151; his proof 
uses concepts of algebraic geometry. An elementary proof is sketched by 
Doubilet, Rota, and Stein in [8], and a complete, elementary proof is 
given by Dtsarmtnien, Kung, and Rota in [6]. Other proofs which are 
valid for all infinite fields are given by Barnabei and Brini in [2] and by 
deconcini and Procesi in [5 3. 
The First Fundamental Theorem of vector covariants for SL(n, F) states 
that the set of covariants of SL(n, F) in FCC, m x n; X, p x n] is generated 
as an F-algebra by the n x n minors of C, x n, the n x n minors of Xpx n, and 
the entries of the matrix product C,,,X~,.. In the case that the charac- 
teristic of F equals zero, this theorem is proved in the books of Turnbull 
[20] and Weyl [21]. In [S], deConcini and Procesi establish the theorem 
for all infinite fields F. 
Suppose that the characteristic of F is different from two. The First 
Fundamental Theorem of vector invariants for SO(n, F) states that the 
set of invariants of SO(n, F) in FCC, m x n] is generated as an F-algebra 
by the nxn minors of C,,, and the polynomials of the form 
cii ckl + c*2 ck2 + .. . + C,C,,. This theorem is proved by Weyl in [21] 
for fields of characteristic 0 and by deconcini and Procesi in [S] for 
infinite heids of characteristic different from two. Analogous results for the 
symmetric and symplectic groups are also bound in [S, 211. In [21] there 
are also general results about vector invariants of groups of lower 
triangular matrices. 
This paper presents new proofs of the First Fundamental Theorems of 
vector covariants for SL(n, F) and of vector invariants for SO(n, F). The 
novelty of the proofs is that they rely on reducing the theorems to the case 
n = 2. In Section 2 it is shown that there is a close connection between the 
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leading monomials of covariants of SL(n, F), for all n > 2, and those of 
SL(2, F). In Section 3 these results are used to establish the First 
Fundamental Theorem of vector covariants for SL(n, F), and to show that 
the covariants of the group of upper triangular matrices in SL(n, F) are the 
same as those of SL(n, F). Section 4 contains a proof of the First 
Fundamental Theorem of vector invariants for SO(n, F), where F denotes 
an infinite field of characteristic different from two. Section 5 contains a 
proof that, when F is an infinite field of characteristic two, the set of 
invariants of G(n, F) in FCC, m x n] is generated as an F-algebra by the 
elements Ci, + CiZ + ... + C, and Gil C,, + CiZC,, + ... + C,Ckn, where i 
and k range over the set ( 1, . . . . m}. This result is new; an incorrect theorem 
about the invariants of G(n, F) is given in [S, pp. 353-3541. 
Given a finite set {f,,...,f,,,} of generators of the vector covariants of a 
set G c GL(n, F), a Second Fundamental Theorem of vector covariants for 
G is a theorem which describes generators for the ideal of polynomials 
P(X, 3 . . . . A’,) which satisfy p(f,, . . . . fN) = 0. The Second Fundamental 
Theorems of vector covariants for GL(n, F) and SL(n, F) were first proved 
by E. Pascal in [lS]; other proofs for GL(n, F) are found in [l, 4, 5, 6, 13, 
17, 211. Second Fundamental Theorems for covariants of SL(n, F), 
O(n, F), and the symplectic group are given in [S, 211. Most proofs of 
these results use Capelli identities or properties of Schubert varieties or 
properties of Young bitableaux. Properties of leading monomials can be 
used to give new proofs of the Second Fundamental Theorems of vector 
covariants for GL(n, F) and O(n, F); such proofs are described in Section 6. 
The list of references mentioned above is not meant to be exhaustive; 
more references can be found in the cited articles. 
2. LEADING MONOMIALS 
Notation. Let A = (a,) denote an m x n matrix of non-negative integers 
and let B = (6,) denote a p x n matrix of non-negative integers. Let CA and 
XB denote the monomials n, G iG m n, <j<n C? and 171,isp n, <jGn -J$J, 
respectively. Define the exponent sequence of the monomial CAXB to be 
the sequence (a11,a12 ,..., a,,,a2l,a22,...,a,,,b,,,b,2,...,b,,,b2~,b22,...,b,,). 
If Y and w  are monomials in FCC, m x n; X, p x n], let us write u < w  if the 
exponent sequence of u is lexicographically less than the exponent sequence 
of w. Note that the relation < is a well-ordering of the monomials in 
FCC, m x n; A’, p x n]. 
Define the leading monomial of a non-zero element f of FCC, m x n; X, 
p x n] to be the biggest (with respect to the relation < defined above) 
monomial which appears inf: 
Observe that, if M is a square submatrix of C, xn or of X,, n, then the 
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leading monomial of det A4 is the product of the entries on the main 
diagonal of M. Observe also that if f and g are non-zero elements of 
FCC, m x n; X, p x n], then the leading monomial offg equals the product 
of the leading monomials off and g. 
PROPOSITION 1. Let V and W be F vector subspaces of the algebra 
FCC, m x n; X, p x n]. Suppose that V s W and that the leading monomial of 
any element of W is also the leading monomial of an element of V, then 
v= w. 
Proof: Let w  be a non-zero element of W. By the hypothesis on the 
leading monomials of the elements of V and W, there is an element v in V 
which has the same leading monomial as w. Hence there is a scalar c such 
that either w  - cu = 0 or the leading monomial of w  - cu is less than the 
leading monomial of w. Note also that if w  does not lie in V, then w  - cu 
does not lie in V. This argument shows that the set of leading monomials of 
elements of W- V does not have a minimum element. On the other hand, 
every non-empty set of monomials in F[C, m x n; X, p x n] has a minimum 
element. Therefore W- V is empty, so W= V. 1 
Notation. Let A denote a k x k matrix and let B denote an n x n matrix; 
then A @ B denotes the (k + n) x (k + n) matrix defined by 
where 0 denotes a k x n block of zeros. 
Let Ik denote the k x k identity matrix. 
DEFINITION. Let S, t, and n denote positive integers such that s<n and 
t ,< n. Let R,, denote the F-algebra homomorphism from FCC., m x n; X, 
p x n] to FCC, m x 2; X, p x 23 such that 
)=(lyIcr;ca)(rJwiY) 
for all non-negative exponents aii, b,,. For example, 
R&C:, C C3 C4 Cs C X5 X;,) = C:, C;, C;,C42 Xf2. 31 12 22 33 43 21 
PROPOSITION 2. For every integer n 2 1, let G(n) be a non-empty subset 
of GL(n, F). Assume that, for all positive integers n and k and for all 
elements g in G(n), g@ Ik and Z,$g lie in G(n + k). Zf L is the leading 
monomial of a covariant of G(n), where n 3 2, then R, ,+,(L) is the leading 
monomial of a covariant of G(2) for t = 1,2, . . . . n - 1. 
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Proof. Proceed by induction on n. When n = 2, R,, is the identity map, 
so the proposition holds. Suppose now that n > 2 and let f be a non-zero 
covariant of G(n). One may write 
f=Cfd 
A 
(2.1) 
where the sum ranges over all monomials A in the letters Cln, CZn, ,.., C,,, 
Xln, x,,, ..., X,, and where fA lies in FCC, m x (n - 1); X, p x (n - 1 )] for 
all A. Since f is a covariant of G(n), f g@ ’ = f for all g E G(n - 1). Hence 
; fAA=x fAgA, for all g in G(n - 1). (2.2) 
A 
The monomials in the letters Cl,,, Czn, . . . . C,,, Xln, X,,, . . . . X,, form a 
basis for F[ C, m x n; X, p x n] as a free FCC, m x (n - 1); X, p x (n - l)]- 
module. Therefore Eq. (2.2) implies that fA =fAg for all A and g, so 
fA is a covariant of G(n - 1 ), for all A. (2.3) 
Let L denote the leading monomial of J Equation (2.1) implies that 
there is a monomial B such that the leading monomial offs B equals L. 
Therefore, if 1 < t <n - 2, then R, 1+ ,(L) = R, I + , (the leading monomial 
of fB). This equation, statement (2.3), and the induction hypothesis imply 
that 
when l<t<n-2, R,,+,(L) is the leading monomial of a 
covariant of G(2). (2.4) 
Now write f= CD h,D, where the sum ranges over all monomials D in 
the letters CI1, Cz,, . . . . C,,, X,,, X2,, . . . . X,, 
1 <i<m, 2<j<n, 
and where h,eF[C,, Xki: 
1~ k <p] for all D. Note that 
h;@g= h,, for all g in G(n - 1) and for all D. (2.5) 
Note also that there is a monomial E in the letters CI1, . . . . Cml, X,, , . . . . A’,, 
such that the leading monmial of h,E equals the leading monomial of fi 
Therefore, if 2 S t < n, then 
R t,+,W)=R ,,+ ,(the leading monomial of hE). 
This equation, Eq. (2.5), and the induction hypothesis imply that if 
2~ t cn, then R I I+ 1(L) is the leading monomial of a covariant of G(2). 
This statement and statement (2.4) establish the proposition. 1 
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Notation. If i and j are positive integers, define 
(iJj),=CilXjl+CizX,~+ ‘*. +CinXjn. 
If al, 4, . . . . ak, h, b2, . . . . bk are positive integers, define (a,, a2, . . . . ak ] 
h, bz, . . . . bk),, to be the determinant of the k x k matrix whose (i, j)th entry 
is (ai1 bj), for all i, j. 
PROPOSITION 3. Let a,, . . . . ak, b,, . . . . bk be positive integers such that 
a,<a,< se. <a, and b,<b,c -.. -C b,. If n is an integer such that n <k 
then (a,, . . . . aklb,, . . . . bk),, = 0. If k < n then the leading monomial of 
<a 1, .**, akh *..T bk),, is Ca,,Ca2*...Catkxb,,xb2~...xbkk. 
Proof: Let G denote the k x k matrix whose (i, j)th entry is (ai 1 bj), for 
all i, j. Let A and B denote the k x n matrices defined by 
and 
B= 
Observe that 
G=ABT. (2.6) 
If S is a subset of { 1, 2, . . . . n} of size k, define A, to be the k x k submatrix 
of A whose columns are indexed by the elements of S and define B, to be 
the analogous submatrix of B. Applying the Binet-Cauchy formula 
[9, p. 91 to Eq. (2.6) yields 
det G= c det A,det B,. (2.7) 
Wf2.;;“’ 
Note that when k > n, the preceding sum is empty, so det G = 0. Therefore 
(a 1, ***, ak lb,, . . . . bk ),, equals zero when k > n. Suppose now that k < n. Set 
S’ = { 1, 2 ,..., k} and observe that if S is a k-subset of (1, 2 ,..., n} which is 
different than S’, then the leading monomial of det A, det Bs is strictly 
greater than the leading monomial of det As det Bs. Therefore the leading 
monomial of Cs det As det BS equals the leading monomial of det As 
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det Bs., which equals C,, , Coz2 . . . Cank X,, i X,,, . . . X,,,. This statement and 
Eq. (2.7) imply that the leading monomial of (a,, . . . . aklbl, . . . . bk),, is 
c al 1 ‘x?kk&,l-~~&kk. I 
PREPOSITION 4. Set 
S(n)= {g:g is an nxn minor of C,,, or an nxn minor of X,,, 
or, for some integer k satisfying 1 <k <n, a k x k minor 
of C,.“XpTJ. 
Let L be a monomial in F[C, m x n; X, p x n], where n > 2. Suppose that 
R f f + ,(L) is the leading monomial of a product of elements of S(2) for 
t = 1, 2, . ..) n - 1; then L is the leading monomial of a product of elements 
of S(n). 
Proof Proceed by induction on n. When n = 2, RI* is the identity map, 
so the proposition holds. Suppose now that n > 2. Let L’ denote the 
monomial which is obtained from L by replacing each of the letters 
Ch, C2m .‘., c,,, Xl”, x2,, es.9 X,, by ones. The induction hypothesis 
implies that L’ is the leading monomial of a product of elements of 
S(n - 1). Therefore there are polynomials g,, g,, and g, such that g, is a 
product of (n-l)x(n-1) minors of Cmx+il), g, is a product of 
(n - 1) x (n - 1) minors of X,, x (,, _, ), g, is a product of minors of 
c mx(n-1) XFx (n _ i) of order less than n - 1, and 
the leading monomial of g,g,g, is L’. (2.8) 
If q, r, . . . . w are k positive integers, define 
c,, cl2 ... C,k 
C[q r s . . w] = det Cd cr2 ... Crk 
and 
x,1 xq2 . . . x,/c 
X[qr...w]=det x,, x,2 . . . Xrk 
One may write 
(2.9) 
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where ai,-ca,2< ... <ain-, and bkl<bkZ< ... <bknpl for all i,k. 
Equations (2.8), (2.9) and (2.10) imply that, if one sets a(i) = a,,- 1 and 
b(j) = bj “-, for all i and j, then (Hi Cacijn- I)(njX,,j,.- r) is the biggest 
divisor of L which lies in F[ Ci, _ r, Xj n _ 1 : 1 < i < m, 1 <j < p]. Recall also 
that R,- r ,,(L) is the leading monomial of a product of elements of S(2). 
Therefore one may, after permuting the first subscripts of the a,ils and b,‘s, 
express R,_ , .(L) as 
R, _, JL) = the leading monomial of 
*Ici~,-,XCbin-~binl. I-I (au+in--llb”+in-l)z, (2.11) 
. . I-w,<i<O 
where w  is an integer satisfying 0 < w  < minimum(u, u} and the integers 
a,, b,, satisfy the conditions 
ai,- I <ain and b/c,,-, <b/m, 
Statements (2.8)-(2.12) imply that 
for all i and k. (2.12) 
L is the leading monomial of II CC%%*..%1 
I<iss:u--w 
. fl X[bil bi2 . *. bin] ’ 
I<i<v-w 
I_~i<oCCa,+i~a.+j~...a.+i~-,l 
. . 
(2.13) 
Proposition 3 implies that the leading monomial of C[aj, aj2 . . . aj,- ,] . 
XC&, b,, . . . bk n _ 1] equals the leading monomial of (ail, aj2, . . . . aj,, _ ,I 
b,, , b,a, . . . . b, n- ,),,. Proposition 3 also implies that if 1 < t < n - 1, then 
the leading monomial of a t x t minor of C,,, X (n _ ,) XIX (n _, ) is the same as 
the leading monomial of the analogous minor of C, x n X,TX n. Therefore the 
leading monomial of g, equals the leading monomial of a product of 
minors of C,,, X,Tx. These observations and statement (2.13) imply that 
L is the leading monomial of a product of elements of S(n). 1 
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3. COVARIANTS OF THE GROUP OF 
UNIMODULAR UPPER TRIANGULAR MATRICES 
If M denotes an n x n submatrix of C, X n, then 
(det M)g = det(Mg) = (det M)(det g), for every gEGL(n, F). (3.1) 
If W denotes an n x n submatrix of TV,,,,, then 
(det W)g* = det( W(g-‘)=) = (det W)(det g)-‘, for every g E GL(n, F). 
(3.2) 
Equations (3.1) and (3.2) imply that 
every n x n minor of C, X n and every n x n minor of XP x n is a 
covariant of SL(n, F). (3.3) 
Observe that, that for every element g in GL(n, F), 
(Gil Xj, + CQ Xl* + ’ ‘. + CinXjm)g 
= (Ci, c;2 . . * c;~)gC(Xj,Xj2’.‘Xj~)(g-1)T1T 
=C;lXj1+Ci*Xj2+ “. +C,Xjn. 
Hence 
(ilj),, is a covariant of GL(n, F), for all i, j. (3.4) 
Let H denote a k x n matrix whose entries lie in a commutative ring. 
DEFINITION. An H-matrix is a matrix with n columns whose entries are 
rows of H. 
If M denotes an H-matrix, e.g., 
a, a2 ... a, 
b, b2 ... b, 
\r, r2 ... r, 
then let [Ml denote the product 
det 
b, 
(4 . . . det d, 
rl 
rn 
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The element [Ml is called the value of M. For example, if 
M= (u 
( 
u)(x v) 
(a UN0 ) 1  ’ 
then its value is (uy - ux) U. 
Note that if each row of M has distinct entries, then /MI is a certain 
product of n x n minors of H. 
The empty set is also considered to be an H-matrix, and its value is 
defined to be 1. 
DEFINITION. Assume that H has distinct rows, and order the rows of H 
from top to bottom. An H-matrix M is said to be standard if the entries in 
each row of M are strictly increasing from left to right and the entries in 
each column are weakly increasing (i.e., non-decreasing) from top to 
bottom. 
The notion of a standard matrix is due to A. Young [22]. 
The values of standard H-matrices are called standard products of n x n 
minors of H. 
DEFINITION. An Z(2)-triple is a triple (A, B, D) which satisfies the 
following three conditions. 
(i) A is a C, x ,-matrix. 
(ii) B is an X,.,-matrix. 
(iii) D is a ($;;)- ma rix t such that every entry of the first column of 
D is a row of Cmrl and every entry of the second column of D is a row 
Notation. Suppose that 
, 
where a,, . . . . a, and b,, . . . . b, are n-component row vectors. Let (0) denote 
the product (a, br). . . (a,bT). If D is the empty set, then (0) is defined to 
be 1. 
DEFINITION. The value of an X(2)-triple (A, B, D) is defined to be the 
product (A[ lBl(D). 
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DEFINITION. An &Y(2)-triple (A, B, D) is said to be standard if A, B, 
and D are standard, every entry of the first column of A is less than or 
equal to every entry of the first column of D, and every entry of the first 
column of B is less than or equal to every entry of the second column of D. 
PROPOSITION 5. If (A, B, D) is an SL(2)-triple, then 1 Al I BI (D ) lies in 
the additive group generated by the values of standard SL(2)-triples. 
In the case that B and D are empty, the proposition is a special case of a 
result of Hodge [ 141. A nice proof of this case is given by Kung and Rota 
in [16, Lemma 3.2, p. 361. The proof of Kung and Rota can be easily 
modified to give a proof of Proposition 5. The details are omitted. 
COROLLARY. Let M be a k x 2 matrix whose rows are distinct and whose 
entries lie in a commutative ring. Every product of 2 x 2 minors of M lies in 
the additive group generated by standard products of 2 x 2 minors of M. 
Proof: By considering a homomorphism which maps a set of indeter- 
minates to the entries of M, one may reduce to the case that M= Cmx2. In 
this case the corollary is proved in [14; 16, Lemma 3.2, p. 361. The 
corollary also follows in this case from Proposition 5, with B and D being 
empty and the letters X, being replaced with zeros. 1 
As in Section 2, let Z2 denote the 2 x 2 identity matrix. Let e, and e2 
denote the first and second rows, respectively, of Z,. 
If T denotes a (=y;z)- ma rix, t let e,(T) and e2( T) denote the number of 
appearances of e, and e2, respectively, as entries of T. 
PROPOSITION 6. Let T, and Tz be standard (C;;*)-matrices such that 
e,( T, ) = e 1( Tz) = 0. Zf the leading monomial of 1 T, I equals the leading 
monomial of 1 Tz (, then T, = T2. 
Proof Let w  denote the leading monomial of IT, 1. Note that, since 
ei( T,) =0 and the entries in every row of T, are strictly increasing, the 
number of appearances of (Ci, Ci2) in the first column of T, equals the 
exponent of Ci, in w  and the number of appearances of (Ci, C,J in the 
second column of TI equals the exponent of Cn in w. Therefore the matrix 
T, is uniquely determined by w. This establishes the proposition. 1 
Remark. If f is a non-zero element of FCC, m x n], define the trailing 
monomial off to be the smallest monomial which appears in j Let T, and 
T, be standard ( Cm;*)-matrices such that ez( T,) = ez( T,) = 0. By an 
argument similar to the one used in the proof of Proposition 6, one can 
show that if I T, I and 1 T, I have the same trailing monomials, then T, = T2. 
Let SUT(n, F) denote the set of upper triangular matrices in SL(n, F) 
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and let UUT(n, F) denote the set of unipotent upper triangular matrices in 
SL(n, F), i.e., 
UTT(n, F) = (BE SUT(n, I;): every entry on the main 
diagonal of B equals 1 }. 
Recall that F denotes an infinite field. 
PROPOSITION 7. (i) Every invariant of UUT(2, F) in FCC, m x 2) is a 
linear combination of standard products of 2 x 2 minors of (*x,2). 
(ii) Every invariant of SUT(2, F) in FCC, m x 23 is a linear com- 
bination of standard products of 2 x 2 minors of C, x 2. 
Proof Let H = ( ‘;?;2). Observe that, if 1 < id m, then the elements Ci, 
and - CiZ are 2 x 2 minors of H. Therefore every monomial in FCC, m x 23 
is a scalar multiple of a product of 2 x 2 minors of H. This observation and 
the corollary to Proposition 5 imply that, for every non-zero element f in 
FCC, m x 21, there are non-zero scalars cl, c2, . . . . ck and distinct standard 
H-matrices A,, A,, . . . . A, such that 
f=clIA,I + ... +c, IAJ. (3.5) 
Assume furthermore that the row (e,e2) does not appear in any of the 
matrices A,, . . . . A,; this assumption does not entail any loss of generality 
because the deletion of all appearances of the row (e,e2) in A,, . . . . Ak does 
not affect the polynomials 1 A, 1, . . . . 1 Ak 1. Note that 
for every subscript i, the first column of Ai does not 
contain e, or e2, (3:6) 
because Ai is standard and does not contain the row (eIe2). 
Assume now that f is an invariant of UUT(2, F). It will be shown that 
e,(A,) = 0 for all i. Set g(t) = (A ;). Let ri= (Cj, C,) and observe that, for 
all t E F, 
Jrirjjg(‘)= Irirjl, (3.7) 
Iri e2 Ig(‘) = C$‘) = Iri e2 1, (3-g) 
and 
lriel Ig(‘) = -CfJ’) 
= -(Ci* + t Gil) 
= lrie, { - t )ri e,\. 
(3.9) 
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For i= 1, 2,..., k, let e(i)=e,(A,) and let Ai denote the matrix which is 
obtained from Ai by replacing every appearance of the element e, with the 
element e2. Let T be an indeterminate. Statements (3.6)-(3.9) imply that 
if e(i)>0 then jAil dT) - (-T)‘(‘) Iff,( lies in 
F[C,mx2]+TF[C,mx2]+ ... +Y”‘‘-‘F[C,mx2] (3.10) 
if e(i)=0 then lAilg(T)= IAi( = Iail. (3.11) 
Let E=max{e(l), e(2), . . . . e(k)} and let J= {j: e(j) = E}. Write 
fgcT) =fo +fl T + . . . +f, T’, 
where fi lies in J’[ C, m x 23 for all j. Statements (3.5), (3. lo), and (3.11) 
imply that 
&=(-l)E 1 Cjl‘Jjl. (3.12) 
jef 
Statement (3.6) and the hypothesis that A r, . . . . Ak are distinct standard 
matrices imply that the elements Aji, for j in J, are distinct standard 
matrices. Therefore Proposition 6 implies that the elements lAj 1, for j in J, 
have distinct leading monomials. Hence these elements are linearly 
independent, so Eq. (3.12) implies that fE # 0. On the other hand, since f is 
an invariant of UUT(2, F) and F is infinite, fj= 0 for all j> 0. Therefore 
E= 0. This shows that e,(A,) = 0 for all i and hence establishes statement 
(i) of the proposition. 
Suppose now that f is an invariant of SUT(2, F). Set h(t) = (6 G,) and 
note that f=f ‘(‘) for all t #O in F. Equation (3.5) and the fact that 
e,(A,) = 0 for all i imply that 
f=fh(‘) = c CitezcAi) (A, 1, for all t # 0 in F. (3.13) 
Since a polynomial with infinitely many roots must be identically zero, 
the right side of Eq. (3.13) must equalf for all elements t in F. Setting t = 0, 
Eq. (3.13) yields an expression for f as a linear combination of standard 
products of 2 x 2 minors of C, x *. 1 
PROPOSITION 8. Every covariant of SUT(2, F) is a linear combination of 
values of standard SL(2)-triples. 
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ProoJ: The key idea can be found in [21, p. 491 but is repeated here for 
the convenience of the reader. Set 
M= 
Note that 
for all g E SL(2, F) and all positive integers i (3.14) 
Let h denote the F-algebra homomorphism from FCC, (m +p) x 23 to 
FCC, m x 2; X, p x 23 such that 
i 
MC,,) NC,,) 
=M. 
Wm+p~) * Wm+,J 
Let f E FCC, (m +p) x 21. Equation (3.14) implies that h(f) is a covariant 
of SUT(2, F) if and only ifSis an invariant of SUT(2, I;?. This observation 
and Proposition 7 imply that every covariant of SUT(2, F) in 
FCC, m x 2; X, p x 21 is a linear combination of products of 2 x 2 minors of 
A4. Such products are values of X.(2)-triples, so Proposition 5 implies that 
every covariant of SUT(2, F) is a linear combination of values of standard 
SL(2)-triples. 1 
PROPOSITION 9. The set of covariants of SUT(n, F) in FCC, m x n; X,p x n] 
is generated as an F-algebra by the set {h: h is an n x n minor of C, x n or an 
nxn minor of X,,, or an element of the form (ilj),}. 
ProoJ: Define S(n) as in Proposition 4 and let LA denote the set of 
leading monomials of products of elements of S(n). Let L, denote the set of 
leading monomials of covariants of SUT(n, F) in F[ C, m x n; X, p x n]. It 
will be shown that L, = Lh for all n. Statements (3.3) and (3.4) imply that 
every element of S(n) is a covariant of SUT(n, F). 
Note that the values of distinct standard SL(2)-triples have distinct 
leading monomials. This observation and Proposition 8 imply that 
L,cLk. (3.15) 
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Suppose now that n > 2 and let w  denote an element of L,. Proposition 2 
and relation (3.15) imply that 
R f t+l(w)EL*~L;? for 2 = 1, 2, . . . . n - 1. 
This relation and Proposition 4 imply that w  E LL. Thus 
L,EL:,. (3.16) 
This containment and Proposition 1 imply that the set of covariants of 
SUT(n, F) equals the vector space spanned by S(n). 1 
Remarks. Proposition 9 and statements (3.3) and (3.4) imply that the 
covariants of SL(n, I;) are the same as those of SUT(n, I;). Let SLT(n, F) 
denote the set of lower triangular matrices in SL(n, F). The remark follow- 
ing Proposition 6 and the proofs of Propositions 7, 8, and 9 imply that the 
covariants of SLT(n, F) are also the same as those of SUT(n, F). 
One can deduce from Proposition 9 that the set of covariants of the 
group of upper triangular matrices in GL(n, F) is generated as an F-algebra 
by the elements of the form (ilj),. The details of the proof can be found, 
for example, in [ 19, pp. 25-261. 
4. INVARIANTS OF THE SPECIAL ORTHOGONAL GROUP OVER AN 
INFINITE FIELD OF CHARACTERISTIC DIFFERENT FROM Two 
Notation. Let C( i lj), denote the polynomial Ci, Cj, + CizCiz + ... 
+ C,Cjn. Let C(a,, a*, . . . . uk 1 b,, b,, . . . . bk)” denote the determinant of the 
k x k matrix whose (i, j)th entry is C( ai 1 bj ), for all i, j. 
Observe that, if yi denotes the ith row of C, x n and g E GL(n, F), then 
Therefore 
(rirT)” = (r,g)(r, g)‘= riggr r,‘. 
C(ilj), is an invariant of O(n, F), for all i, j. (4.1) 
PROPOSITION 10. Let a,, a,, . . . . ak, b,, b2, . . . . bk denote positive integers 
such that a,<a,< ..- <ak and b,<b,< ... <b,. Zf n is an integer such 
that n<k, then C(a, ,..., a,(b, ,..., bk ),, = 0. Zf b 2 k then the leading 
monomial Of C<al, ,.., ak 1 b,, . . . . bk >, is C,, 1 C,, . . . C,k C,, 1 Cbi2 . . . C&k. 
Proof. Let h denote the F-algebra homomorphism from F[C, m x n; 
X, m x n J to F[ C, m x n] such that h(C,) = C, and h(X,) = C, for all i, j. 
The proposition may be established by applying h to both sides of Eqs. (2.6) 
and (2.7) and using the argument in the proof of Proposition 3. 1 
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DEFINITON. An SO(2)-tableau is a pair (M, W) such that M is a (cy;*)- 
matrix, W is a sequence of rows of C,, *, and W has an even number of 
terms. 
An SO(2)-tableau (M, W) is said to be standard if the following 
conditions hold. 
(i) M is standard. 
(ii) Every entry in the first column of A4 is a row of Cmxl and the 
row (1 0) appears at most once as an entry of h4. 
(iii) The sequence W is weakly increasing, and every term in W is 
greater than or equal to every entry in the first column of M. 
Notation. Let (M, W) be an SO(2)-tableau. If W is empty, define 
(W) = 1, and if W= (r,, r2, . . . . rzt), define ( W) = (rl r:) . . . (r2, _ 1 rg). The 
expression (r,, rz, . . . . rzr) also denotes the product (r, r,‘) .-. (r2,- 1 rg). 
Define IM( as in Section 3. The value of (M, W) is defined to be 
IW(W. 
PROPOSITION 11. The value of every SO(Z)-tableau lies in the additive 
group generated by the values of standard SO(Z)-tableaux. 
Proof: As in Section 3, let e, and e, denote the first and second rows, 
respectively, of Z2. If r and s denote rows of CmxZ, then 
1s rl = --)r sJ, 
and 
le,e,)=detZ,=l. 
By repeatedly applying these identities, one can express the value of any 
S0(2)-tableau as an element of the additive group generated by the values 
of S0(2)-tableaux (M, W) which satisfy the following conditions. 
The entries in every row of M are strictly increasing. (4.2) 
The element e, appears at most once as an entry of M. (4.3) 
The row (e,e,) does not appear in M. (4.4) 
Let T denote the set of W(2)-tableaux which satisfy conditions (4.2), (4.3), 
and (4.4). Note that every element of T satisfies condition (ii) of the 
definition of standard S0(2)-tableaux. 
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Let (Zkf, W) denote an SO(Z)-tableau, and write 
and w= (WI, w2, . ..? w2J. 
Define the row-sequence of (M, W) to be the sequence (a,, b,, a2, b,, . . . . 
a,, b,, wl, w2, . . . . wzU). If (L, V) is another S0(2)-tableau, let us write 
(L, V) -C (M, W) if the row-sequence of (L, V) is lexicographically less than 
the row-sequence of (M, W). Let fi denote the matrix which is obtained 
from A4 by replacing every appearance of the entry e, with the entry e,. 
Define p(M, W) to be the set of elements (L, V) in T such that 
(i) the row-sequence of (t, V) is a permutation of a subsequence of 
the row-sequence of (a, W) and 
(ii) either (L, V) < (M, W) or the row-sequence of (L, V) equals the 
row-sequence of (M, W) and V has fewer terms than W or the 
row-sequence of (L, V) has fewer terms than the row-sequence of (M, W). 
Let (M, W) denote an element of T. It will be shown that either (M, W) 
is standard or lMl( W) lies in the additive group generated by the values 
of standard SU(2)-tableaux in p(M, W). 
After permuting the rows of M, one may assume that the entries in the 
first column of M are weakly increasing. This assumption and the equation 
imply that if M is not standard, then one can write [MI = IL,1 - lL21, 
where (L,, W) and (L2, W) lie in p(M, W). 
Now let a, b, c, and d denote entries of W and observe that 
(b,a)=<a,b), 
Cc, d, a, b > = (a, b, c, d), 
and 
ad 
<a, c, b, d> = <a, b, c, d) - b c . I I 
The preceding equations imply that if W is not weakly increasing, then 
lMl( W) is in the additive group generated by the values of elements of 
AM W). 
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Suppose now that some element in W is strictly less than some element 
in the first column of M. Note that, if a, 6, c, and d are rows of C, X z then 
Ic dl(a, 6) = -la cl(b, d) + Ia dl(b, c> 
and 
Ic e2l(a, b)= be, 
I I 
a’ +lae,I(b,c). 
Therefore, if e, does not appear in M, then there are elements (L,, V,) and 
(&, Vz) in p(M, W) such that IA41 ( W) = IL, I (V, ) + IL2 I ( V2 ). Note 
also that 
+lue,I(b,c) 
and 
I I 
a e2 
; ;’ (b,c)= - b d + lb dl(u, c>+ 
2 I 1 
; ;’ Cc, 0 
2 
c e2 
Therefore, if e, does appear in M, then /MI ( W) is in the additive group 
generated by the values of elements of p(M, W). 
The preceding observations imply that if (M, W) is not standard, then 
IA41 ( W) can be expressed as a linear combination, with integer coef- 
ficients, of values of elements (Li, Vi) in p(M, W). If (Li, Vi) is not stan- 
dard for some i, then 1 Li I ( Vi ) can be expressed as a linear combination, 
with integer coefficients, of values of elements in p(Li, Vi). Note that 
p(M, W) is finite and, for every element (L, V) in p(M, W), p(L, V) is 
a proper subset of p(M, W). Therefore by iterating this process one 
eventually obtains an expression for [MI ( W) as a linear combination of 
values of standard S0(2)-tableaux. 1 
PROPOSITION 12. Let (L, V) and (i&f, W) denote standard M(2)- 
tableaux such that el(L)=e,(M)=O and e,(L)=e,(M). Zf the leading 
monomial of IL1 (V) equals the leading monomial of IMI ( W), then 
w, v = (M w. 
ProoJ: Suppose that the leading monomial of [MI ( W) is 
lJl<i<t Cati) 1 fll<j<U Cb(j)Z, where ~(1) G ~(2) G ... G u(t) and 
b(1) < b(2) < . . . < b(u). Let A(i) denote the u(i)th row of C,, 2 
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and let B(j) denote the b(j)th row of CmxZ for all i,j. Note that, since 
e,(M) = 0 and A4 is standard, the second column of A4 equals 
(B( 1) B(2) . . . B(u) e, . . . ez)‘, with the entry e, appearing e,(M) times. 
Note also that the first column of M must equal (A(1) A(2). . . 
A(u + e,(M)))T and W must equal (A(u + e,(M) + 1, A(u + e,(M) + 2), . . . . 
A(t)). Thus (AI, W) is uniquely determined by e,(M) and the leading 
monomial of JMJ ( W). This establishes the proposition. a 
PROPOSITION 13. Let F denote an infinite field of characteristic different 
from two. Every invariant of SO(2, F) is a linear combination of values of 
standard S0(2)-tableaux (M, W) such that e,(M) = e,(M) = 0. 
Proof: Let f denote a non-zero invariant of SO(2, F) in FCC, m x 23. 
Note that every monomial in FCC, m x 21 can be expressed as the value of 
a certain S0(2)-tableau. This remark and Proposition 11 imply that the 
values of standard S0(2)-tableaux span FCC, m x 23. Therefore there are 
distinct standard SO(?)-tableaux (M,, WI),..., (Mk, W,) and non-zero 
scalars cl, ,.., ck such that 
f=cliM,i(W, >+ .” +CkIMkI(Wk). (4.5) 
To finish the proof, it suffices to show that e,(M,) = e,(M,) = 0 for all i. 
Set 
l-t2 
&I=& 2t 
( 
-2t 
1 -t2 
and let T denote an indeterminate. Observe that 
j-N-Lf (4.6) 
because F is infinite and f is an invariant of SO(2, F). Let ri = (Ci, Ci2) and 
observe that the following identities hold: 
Irirj I g(T)= (ri rjI, 
(ri, rj)g(T) = (ri, rj ), 
lriell g(T) = -cbJT) 
(4.7) 
(4.8) 
=(j-$) lriezl+(&$) lrieII, (4.9) 
ITi e2 I t?(T) = C-/T) 
=(&-$) lriezl-(3) Irie,l. (4.10) 
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Let (M, W) denote a standard S0(2)-tableau and define &f as in the proof 
of Proposition 11. Equations (4.7)-(4.10) imply that 
(JMI ( W)y) = (gy”) (+$)“‘“’ ,a, ( w> 
+c c h,T’( 1 + T2)‘, (4.11) 
i2OO>j> -(e~(bf)+q(M)) 
where h, E FCC, m x 21 for all i,j and the leading monomials of the hU’s are 
strictly less than the leading monomial of Ifi1 ( W). 
Set 
and 
E=max{e1(M,)+e2(M~), . . . . elWk) +e2(Mk)), 
J= {j: e2(Mj) = E} 
J’= {j:e2(Mj)=E-1 and e,(Mj)= l}. 
Since the S0(2)-tableau (Mj, IV,) is standard for all j, e,(Mj) = 0 or 1 for 
all j, so the set JuJ’ is non-empty. Equations (4.5) and (4.11) imply that 
if E > 0, then 
(1 + p)Efg(T) = p 
jFJCj lGjl(Wj>+2ET C Cj IfijI 
jsJ' 
+y+ Tz+(l+ T2)h, (4.12) 
where h lies in F[ C, m x 21 [T] and y and z are elements of FCC, m x 21 
whose leading monomials are strictly less than the leading monomial of 
some element l&jl( Wj), withjE JuJ’. 
Equations (4.6) and (4.12) imply that 
if E>O, then 
2EjFJCjIni,l(Wj)+y’2E C CjIIGjI(wj)+z 
jeJ 
= 0. (4.13) 
Proposition 12 implies that the elements lujl ( Wj), where j ranges over 
J, have distinct leading monomials. This observation and statement (4.13) 
imply that 
either E = 0 or J is empty or the leading monomial of y is 
greater than or equal to the leading monomial of 1 fij I ( Wj ) 
for all j in J. (4.14) 
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Proposition 12 also implies that the elements IGjI ( W,), where j ranges 
over J’, have distinct leading monomials. This observation and statement 
(4.13) imply that 
either E = 0 or J’ is empty or the leading monomial of z is 
greater than or equal to the leading monomial of ( &fj I( Wj ) 
for all j in J’. (4.15) 
The hypothesis on y and z, the fact that Ju J’ is non-empty, and 
statements (4.14) and (4.15) imply that E=O. Therefore e,(M,) = 
e,(M,) = 0 for all i. 1 
PROPOSITION 14. Let F denote an infinite field of characteristic different 
from two. The set of invariants of SO(n, F) in F[C, m x n] equals the 
F-algebra generated by the n x n minors of C, x n and the elements C(i 1 j),, 
where 1 <i,j<m. 
Proof Statement (3.3) implies that every n x n minor of C,,, is an 
invariant of SO(n, F) and statement (4.1) implies that C(ilj), is an 
invariant of SO(n, F) for all i, j. 
Proposition 13 implies that the invariants of SO(2, F) in FCC, m x n] are 
generated by the 2 x 2 minors of CmxZ and the elements C(il j)2, where 
1 < i, j Q m. Suppose now that n > 2 and let L denote the leading monomial 
of an invariant of SO(n, F). Proposition 2 implies that R,,+,(L) is the 
leading monomial of an invariant of SO(2, F) for t = 1, 2, . . . . n - 1. This 
observation and Propositions 12 and 13 imply that 
for t = 1, 2,..., n - 1, there is a standard S0(2)-tableau 
(M,, W,) such that e,(M,)=e,(M,)=O and R,,+,(L) is 
the leading monomial of IM, I ( W, ). (4.16) 
Let G denote the set of minors of C,,, C;i;,, and n x n minors of C,,,. 
Claim. Every monomial L which satisfies condition (4.16) is the leading 
monomial of a product of elements of G. 
To establish the claim, proceed by induction on the degree of L. If degree 
L = 0, then L is the leading monomial of the empty product of elements of 
G. Suppose now that degree L r 0. 
One may write L = L, L2 . . . L,, where L, is a monomial in the letters 
clj, c2j, ...3 C, for all j. Condition (4.16) implies that 
degL,-degL,+,=deg(W,), for all t  < n. 
Therefore 
degL,>degL,+,, for t = 1, 2, . . . . n - 1 (4.17) 
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and 
deg L, - deg L,, , is even, 
Condition (4.16) also implies that 
for t = 1, 2, . . . . n - 1. (4.18) 
the number of rows of M, is congruent mod 2 to degree L,, for 
t = 1, 2, . ..) n - 1. (4.19) 
Let u denote the biggest subscript such that degree L, > 0. Relation (4.17) 
implies that degree L, > 0 when 1 6 t < U. If 1 < t < U, let u(t) denote the 
smallest positive integer such that Ca,t,, divides L,. Condition (4.16) 
implies that 
if 1 ,< t < U, then the first row of M, is 
((Cu,,, I Ca,,)Z) (Cu,t+l) 1 Ccdt+,,z)). 
(4.20) 
Suppose at first that u =n. Let L’ denote the monomial such that 
L = Co(i, i Cnc2) 2 . . Ccr(nJ n L’. For t = 1, 2,..., n - 1, let M: denote the matrix 
which is obtained from M, by deleting its first row. Statements (4.16) and 
(4.20) and the definition of L’ imply that R,,+,(L’) is the leading 
monomial of JM: I( W, ) for all t <n. Therefore the induction hypothesis 
implies that L’ is the leading monomial of a product of elements of G. 
Statement (4.20) and the hypothesis that A4, is standard for all t imply that 
a(l)<a(2)< ... < a(n). Therefore Crr(iJ, Ca(2) 2 . . . Crrcnj n is the leading 
monomial of an n x n minor of C, x n. Hence L is the leading monomial of 
a product of elements of G. 
Suppose now that 1 < ~<n. Relations (4.18) and (4.19) imply that M, 
has an even number of rows for all t. Relations (4.16) and (4.17) imply 
that, when 1 6 t < U, M, is non-empty. Therefore, when 1 < t < U, M, has at 
least two rows and when 1~ t ,< U, degree L, > 2. If 1~ t < U, let b(t) denote 
the smallest integer such that CocrJ I Cb,tj, divides L,. Note that 
if 1~ t < U, then the second row of M, is 
((C/J(,) 1 Ct+)Z) (Cm+ 1) 1 Ch(,fl)Z)). 
(4.21) 
Define L’ to be the monomial such that 
L= Ccl(l)1 Cb(l,l Co(Z)2 C6(2)2... CO,“) u Ch(u)u L’. 
If 1 < t < u, let A4: denote the matrix which is obtained from M, by deleting 
its first two rows. Let VU denote the sequence which is obtained from W, 
by deleting its first two terms. Observe that R, ,+ ,(L’) is the leading 
monomial of JM: I( W, > when 1~ t < u and R, u + ,(L’) is the leading 
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monomial of ( V, ). When t > U, R, ,+ 1 (L’) = 1. These observations and the 
induction hypothesis imply that L’ is the leading monomial of a product 
of elements of G. Statements (4.20) and (4.21) and the hypothesis that 
M, is standard for all t imply that a( 1) < a(2) < a(2) -=z . . . < a(u) and 
b( 1) < b(2) < . . . <b(u). These inequalities and Proposition 10 imply that 
c 41) 1 Cb(l,l . ..cabdu Cb(U)U is the leading monomial of a u x u minor of 
C mxn CL x n. Therefore L is the leading monomial of a product of elements 
of G. This establishes the claim. 
Statement (4.16) and the preceding claim imply that 
the leading monomial of any invariant of SO(n, F) equals the 
leading monomial of a product of minors of C, x n CL x n and 
n x n minors of C,,,. (4.22) 
This statement and Proposition 1 imply that the products of elements of G 
span the invariants of SO(n, F) in FCC, IN x n]. 1 
5. INVARIANTS OF THE ORTHOGONAL GROUP OVER 
AN INFINITE FIELD OF CHARACTERISTIC Two 
Let g denote an n x n orthogonal matrix. Note that, when the charac- 
teristic of the scalar field is two, 
cci, + ci2 + ’ ’ ’ + Cipj - (Gil + Cj* + . ’ + C,,)g]2 
=c;,+c;*+ ... +cf,-(c;~+c;*+ f.. +cz,y 
=o by statement (4.1). 
This equation and statement (4.1) imply that 
when the characteristic of F is two, the polynomials 
Ci, + Cl2 + ’ ’ ’ + Gin and Ci, Cj, + Ci2 C,T + . . . + C, Cj,, are 
invariants of O(n, F). (5.1) 
For the rest of this section the letter F denotes an infinite field of 
characteristic two. 
PROPOSITION 15. Every invariant of 0(2, F) in FCC, m x 21 is a linear 
combination of standard products of 2 x 2 minors of 
C,l Cl2 i : 1 c ml * Cm* * 1 1 
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H= 
Observe that, for i= 1, 2 ,..., m, Ci, and Ci, + C, are 2 x 2 minors of H. This 
observation and the corollary to Proposition 5 imply that every element of 
FCC, m x 21 is a linear combination of standard products of 2 x 2 minors of 
H. Therefore, if f is any non-zero eiement of F[ C, m x 23, there are distinct 
standard H-matrices M, , . . . . Mk and non-zero scalars c,, . . . . ck such that 
f=C~pf,l+ ... +c,IMkl. (5.2) 
Since det(A i)= 1, one may assume furthermore that the row ((1 l)(O 1)) 
does not appear in M, or M2 or . . . or Mk. This assumption and the 
assumption that M,, . . . . Mk are standard imply that 
the first columns of M,, . . . . Mk do not contain the entry (1 1). (5.3) 
For j= 1, 2,..., k, let e(j) denote the number of appearances of the row 
vector (0 1) as an entry of M,. To finish the proof it suffices to show that 
e(j) = 0 for all j when f is an invariant of O(2, F). 
Let g(t) = (‘: ’ t: I ) and observe that g(t) lies in 0(2, F) for all t in F.- 
Note that the following identities hold: 
(Gil + Crx)g(‘) = Cj, + Cjzy (5.4) 
(Ci* Cjz - Ci2 Cj, )‘(‘) = C;, Cjz - C,T Cj, ) (5.5) 
cp = c, + t( c;, + Cj2). (5.6) 
Define aj to be the matrix which is obtained from Mi by replacing every 
appearance of the entry (0 1) with the entry (1 1). Equations (5.4), (5.5), 
and (5.6) imply that one may write 
pq(‘L f(j)IEjliI + “F l hjdfd, (5.7) 
d=O 
where the h,,dts denote elements of FCC, m x 21. Let e denote the biggest 
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element of the set {e(l), e(2), . . . . e(k)} and let J= {j: e(j) = e}. Equations 
(5.2) and (5.7) imply that one may write 
fg"'=(~Jcjlhjl) tc+o~cfiri9 
where f& . . . . f,- I denote elements of F[ C, m x 21. (5.8) 
Condition (5.3) and the hypothesis that the matrices M,, . . . . M, are distinct 
standard matrices imply that the matrices Qj, as j ranges over J, are 
distinct standard matrices. Therefore the polynomials lfij 1, as j ranges 
over J, have distinct leading monomials. In particular these polynomials 
are linearly independent over I;, so 
jFJ cjlti,l #O. (5.9) 
Suppose now that f is an invariant of 0(2, F). Note that Sg(‘) =f for all t 
in F. This observation, Eqs. (5.8) and (5.9), and the assumption that F is 
infinite imply that e = 0. Therefore e(j) = 0 for all j. 1 
Notation. If S is a set, let P(2, S) denote the set of unordered partitions 
of S into subsets of sizes one or two. For example, if S = { 1,2,3}, then 
.P(2, S) consists of the four partitions 
Let A denote a subset of { 1, 2, . . . . m} which has one or two elements. If 
A = {a}, define 
CM n) = Cd + c,, + . . . + c,,, 
andifA={u,o}, whereu#u,define 
C(A, n) = c,1 C”I + cu* C”2 + . . . + C”, c,,. 
If S is a subset of { 1, 2, . . . . m}, define 
M(S, c, n)= 1 n w, n). 
~EP(Z.S)AEP 
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For example, 
M({1,2,3}, C,n)=(C,,+ ... +Cln)(C*l+ ... +CJ(C3,+ ... +C,,) 
+(C,,C,, +ct*c22+ ... +C,,C2n)(C31+ ... +C,,) 
+ (Cl, c,, i- c,*c32 + . . . + c,, C,,)(C,, + ..- + C,,) 
+ (Cl, + .-- + Cl”)(C21 c3, + c22c32 + ... + C*,C,,). 
PROPOSITION 16. Let S = (a, b, . . . . k >, where a, b, . . . . k is a strictly 
increasing sequence of positive integers. Let s denote the number oj-elements 
of S. View the polynomial M(S, C, n) as an element of FCC, k x n] (where 
char. F = 2); then M(S, C, n) equals the sum of the s x s minors of the matrix 
i 
Cd ccl2 ... c,, 
Cb, Ch2 ... c,, 
: 1. c,, Ck2 .-. Ch 
In particular, if s > n then M(S, C, n) = 0. If s < n then M(S, C, n) is 
non-zero and its leading monomial is C,, CbZ , . . Cks. 
Proof Let u and v be distinct elements of S and let j be an element of 
( 1, 2, . . . . n}. For every partition p in P(2, S), let p’ denote the partition 
which is obtained from p by interchanging the numbers u and v. Observe 
that, for every monomial w  in FCC, k x n] which is divisible by C, C,, the 
coefficient of w  in the polynomial nAE, C(A, n) equals the coefficient of w  
in the polynomial nA EPI C(A, n). This observation and the hypothesis that 
the characteristic of F is two imply that 
for every monomial w  which is divisible by C, C,, the 
coefficient of w  in c n C(A, n) is zero in F. (5.10) 
peP(2.S) Asp 
P#P( 
Observe that p =p’ if and only if the partition p contains either the set 
{u, v} or the sets {u> and (v}. Hence 
1 n C(4 n) 
PEP(2.S) AEP 
P’P’ 
=(C((u,v),n)+C({u),n)C((v),n))M(S-{a,vj,C,n). (5.11) 
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Observe that, for every monomial w  which is divisible by C, C,, the coef- 
ficient of w  in C( { U, u}, n) M(S- (u, u}, C, n) is the same as the coefficient 
of w  in C( (u}, n) C( { v}, n) M(S- {u, u}, C, n). This observation and 
statements (5.10) and (5.11) imply that 
none of the monomials appearing in M(S, C, n) are divisible by 
c,c,. (5.12) 
Let il ,j2 , . . . . j, denote distinct elements of { 1, 2, . . . . n} and let p be an 
element of P(2, S). Observe that the coefficient of Caj, C,, .. . Ckjs in 
nAE,, C(A, N) is one if p = {{a}, (b}, . . . . {k}} and is zero otherwise. This 
observation and statement (5.12) imply that 
MS, c, n) = c cam Cbf(b) . . . c/g,,, 1 (5.13) 
where the sum ranges over all one-to-one functionsffrom S to { 1, 2, . . . n}. 
Note that the sum is empty when s > n; hence M(S, C, n) = 0 when s > n. 
When s < IZ, Eq. (5.13) implies that the leading monomial of M(S, C, n) is 
Cal Cb2 . . . Cks. Equation (5.13) and the hypothesis that the characteristic 
of F is two imply that M(S, C, n) equals the sum of the s x s minors of 
t 
Cd c,, . . . c,, 
) c,, c,, . . . . Ckn ’ 
COROLLARY. M(S, C, n)'= C(a, b, . . . . kJa, b, . . ..k).. 
Proof. Let A denote the matrix which is mentioned in Proposition 16, 
and observe that C(a, 6, . . . . k 1 a, 6, . . . . k), = det(AAT). The Binet-Cauchy 
formula [9, p. 91 implies that 
det(AA ‘) = C d*, 
d 
where the sum ranges over all s x s minors of A 
since char. F = 2. 
Proposition 16 implies that M( S, C, n) = Cd d. Therefore 
C(a, b, . . . . k 1 a, b, . . . . k),=M(S, C,n)*. 1 
PREPOSITION 17. The set of invariants of O(n, F) in FCC, m x n] equals 
the F-algebra generated by the set { Ci, + Ci2 + . . + Ci,, Ci, Cj, + 
c,2cj2+ ... +C,Cj,: l<i,j<m}. 
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Proof: The proposition is easy to verify when n = 1. Assume that n 3 2 
and let L denote the leading monomial of an invariant of O(n, F). Observe 
that the standard products of 2 x 2 minors of 
Cl, Cl2 
(9 
c It71 . Cm2 
1 1 
have distinct leading monomials. This observation and Propositions 2 and 
15 imply that 
for 2 = 1, 2, . . . . n - 1, there is a standard 
M, such that R, *+ 1 (L) is the leading monomial of IM, I. (5.14) 
Let G= (M(S, C,n):Sc (1, 2, . . . . m}}. 
Claim. If L is a monomial which satisfies condition (X14), then L is the 
leading monomial of a product of elements of G. 
To establish the claim, proceed by induction on the degree of L. If degree 
L = 0, then L is the leading monomial of the empty product of elements of 
G. Suppose now that degree L > 0 and that L satisfies condition (5.14). 
One may write L = L, L, . .. L,, where Lj is a monomial in the letters 
clj, c*j, .--3 C, for all j. Condition (5.14) implies that 
degree L, 2 degree L, > . . . > degree L,. (5.15) 
Let u denote the biggest integer such that degree L, > 0. Relation (5.15) 
implies that if 1 <j < U, then degree Lj > 0. Forj = 1, 2, . . . . U, let a(j) denote 
the smallest positive integer such that C,,j,j divides Lj. Condition (5.14) 
implies that 
If 16j<u, then the first row of Mj is ((C,(j)1Ca(jJ2) (Cu(j+l)l 
and if u<n, 
~x:)l*~,,.) 2) (1 1)). 
then the first row of M, is 
(5.16) 
Let L’ denote the monomial such that L = Ca(i) i Coc2) *.. . C+) ,,L’ and let 
v = minimum {u, n - 11. If 1 <j< v, let M; denote the matrix which is 
obtained from Mj by deleting its first row. Condition (5.16) implies that, 
for t = 1, 2 ,..., v, R, ,+, (L’) is the leading monomial of IM: I. Note also that 
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Rt,+,(L’)=l h w en u < t < n. Therefore the induction hypothesis implies 
that L’ is the leading monomial of a product of elements of G. Proposition 
16 implies that Cacl) 1 CrrcZJ2 ... C,,,,,, is the leading monomial of 
W(4), **., a(u)}, C, n). Therefore L is the leading monomial of a product 
of elements of G. This establishes the claim. 
Statement (5.14) and the preceding claim imply that 
the leading monomial of any invariant of O(n, F) in FCC, m x n] 
equals the leading monomial of a product of elements in 
{M(S, C, n): SC {1,2, . . . . m}}. (5.17) 
Every element of G lies in the algebra generated by elements of the form 
Gil + ... + C, and Ci, Cj, + . . . + C, C. . Therefore statement (5.1) 
implies that every element of G is an invarkrt of O(n, F). Statement (5.17) 
and Proposition 1 imply that the products of elements of G span the space 
of invariants of O(n, F) in FCC, m x n]. 1 
6. THE SECOND FUNDAMENTAL THEOREM 
DEFINITION. Let f denote a non-zero polynomial in several indeter- 
minates. Write f=fo +fi + ... +fd, where f, denotes either zero or a 
homogeneous polynomial of degree j. Let i denote the smallest subscript 
such that fi # 0; then the initial form off is defined to be fi. 
PROPOSITION 18 [21, pp. 74 and 76-771. 
(i) The n2 elements (iI j),, where 1 6 i, j< n, are algebraically 
independent over F. 
(ii) The n(n + 1)/2 elements C(ilj),, where 1 d i<j<n, are 
algebraically independent over F. 
Proof (S. Mulay). Let 6, denote the (i, j)th entry of the n x n identity 
matrix. Let h denote the F-algebra homomorphism from 
FCC, n x n; X, n x n] to FCC, n x n] such that h(C,) = C, and h(X,) = 6, 
for all i, j. Observe that h( (il j),) = C, for all i, j, so the elements h( (i 1 j),) 
are algebraically independent over F. Therefore the elements (iI j), are 
algebraically independent over F. This establishes statement (i). 
Now let h denote the F-algebra endomorphism of FCC, n x n] such that 
h( C,) = C, + 6, when i < j and h( C,) = 0 when i > j. To finish the proof, it 
suffices to show that the elements h(C( i( j),), where 1 < i < j < n, are 
algebraically independent over F. Let g(Y) denote a non-zero element of 
F[ Y, : 1 < i < j < n] and let g,( Y) denote its initial form. 
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Suppose at first that the characteristic of F is not two. If i< j, then the 
initial form of h(C( ilj),) - 6, is (1 + 6,) C,, so 
g(h(C( iI j),) - 6,) =g,(( 1 + 6,) C,) + a linear combination of 
forms of higher degrees. 
The elements ( 1 + 6,) C,, where 1 d i < j, are algebraically independent, so 
g(h(C( i/ j),) - 6,) # 0. This proves that the elements h(C( i( j),) are 
algebraically independent over F. 
Suppose now that the characteristic of F equals two. Let zij = h( C( i 1 j),) 
ifi<jandletzii=Cij+Ci,+r+ . . . + C,. Let y, denote the initial form of 
zii and note that 
g(zg) = g,( yy) + a linear combination of forms of higher degrees. 
Note that the initial form of h(C(ilj),) is C, when i< j and the initial 
form of zii is z,~. Therefore the elements y,, where 1 < i <j, are algebraically 
independent over F. Hence g(zti) # 0, so the elements zv are algebraically 
independent over F. This observation and the fact that zf, = h(C( i) i),) + 1 
imply that the elements h(C(ilj),) are algebraically independent over F. 1 
PROPOSITION 19. (i) The leading monomial of any element of 
F[ (a 1 b ),z : 1 d a < m, 1 < b 6 p] equals the leading monomial of a product 
of minors of C,,,X~,n. 
(ii) The leading monomial of any element of F[C(a I b),: 16 a < m, 
1 <b 6 m] equals the leading monomial of a product of minors of 
C CT mxn tnxn 
Proof: Let A.=F[(aIb),: lda<m, 1 <b<p] and let CDXE denote 
the leading monomial of an element of A,. Since CD XE is a monomial 
which appears in an element of A,, degree CD = degree XE. Relation (3.16) 
implies that there are polynomials g,, g,, and g, such that g, is a product 
of n x n minors of C mxnrg2 is a product of nxn minors of X,,,, g, is a 
product of minors of C, x n A/TX n, and the leading monomial of g,g,g, 
equals CDXE. This statement and the fact that degree CD= degree XE 
imply that degree g, = degree g,. Therefore Proposition 3 implies that the 
leading monomial of g,g, equals the leading monomial of a product of 
nxn minors of C,,,XF,.. Hence CDXE is the leading monomial of a 
product of minors of C,,, X,‘,. . 
Let B,=F[C(aIb),: 1 da,<m, 1 <b<m] and let L denote the leading 
monomial of an element of B,. One may write L = L, L, . . . L,, where Lj 
denotes a monomial in the letters C,, C,, . . . . C, for all j. Since L is a 
monomial which appears in an element of B,, the degree of Lj is even for 
all j. 
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Assume at first that the characteristic of F is not two. By statement 
(4.22) there are polynomials g, and g, such that g, is a product of minors 
of cm,, ells g, is a product of n x n minors of C, xn, and the leading 
monomial of g,g, is L. Since the degree of L, is even, g, must be a product 
of an even number of n x n minors of C,,,,,. Therefore Proposition 10 
implies that the leading monomial of g, equals the leading monomial of a 
product of minors of C, x n Cz x n. Therefore L is the leading monomial of 
such a product. 
Assume now that the characteristic of F equals two. Statement (5.17) 
implies that L is the leading monomial of a product of elements of the form 
M(S, C, n), where S c ( 1,2, . . . . m}. Therefore Proposition 16 and the fact 
that the degree of L, is even for all j imply that there are subsets S, , S,, . . . . 
S,, T,, T,, . . . . Tk of { 1,2, . . . . m} such that the size of Sj equals the size of Tj 
for all j and L equals the leading monomial of ni M(S,, C, n) M( T,, C, n). 
Propositions 10 and 16 imply that the leading monomial of 
M(S,, C, n) M(T,, C, n) equals the leading monomial of a minor of 
C mxn C’i x n for every j. Therefore L is the leading monomial of a product of 
minors of C,,, CL,,. u 
It is also possible to prove Proposition 19 without using any results 
about the covariants of SL(n, F) or the invariants of SO(n, F). For exam- 
ple, statement (i) can be proved as follows. The case n = 2 can be 
established by using Propositions 3 and 5 and the fact that the values of 
standard SL(2)-triples have distinct leading monomials. Suppose now that 
n 3 2 and let L denote the leading monomial of an element of A, (where 
A,= F[(a(b),: 1 <a<~, 16bGp-J). 
Claim. For t = 1, 2, ..,, n - 1, R , I + ,(L) is the leading monomial of an 
element of A,. 
To establish the claim, proceed by induction on n. The case n = 2 is 
easily seen to be true, so assume that n > 2. One may write 
where the f,‘s denote elements of A, _ r, the u:s denote distinct monomials 
in F[ CinXjH : 1 < i < m, 1 d j < p], the g,‘s denote distinct monomials in A i , 
and the u,‘s denote elements of F[ Ci2 Xi, + C, Xi, + . . . + C, X, : 1 < i < m, 
1 <j dp]. Note that there exist subscripts R and S such that 
L = the leading monomial of fRaR = the leading monomial of g,o,. 
These equations and the induction hypothesis imply that R,,+,(L) is the 
leading monomial of an element of A, for t = 1, 2, . . . . n - 1. This establishes 
the claim. 
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The claim and the case n = 2 of the proposition imply that, for 
t= 1,2, . ..) n- 1, R,,,, (L) is the leading monomial of a product of minors 
of CmxZ x;,*. Therefore the proof of Proposition 4 shows that L is the 
leading monomial of a product of minors of C,,, x n X:x n. 
PROPOSITION 20 (The Second Fundamental Theorem of Vector 
Invariants for the General Linear Group). Let Y, xp = ( Yi,) denote an m x p 
matrix of commuting indeterminates. Let h, denote the F-algebra 
homomorphism from F[ Y,: 1 < i < m, 1 <j <p] to FCC, m x n; X, p x n] 
such that h,( Y,) = (i 1 j), for all i, j. The kernel of h, is generated as an ideal 
bythe(n+l)x(n+l)minorsof Ymrp. 
Proof Proposition 3 implies that every (n + 1) x (n + 1) minor of YmXp 
lies in the kernel of h,. 
Set N=maximum{m,p}. If nb N, then Proposition 18(i) implies that 
the map h, is one-to-one; hence the proposition holds in this case. Suppose 
now that n < N. Proposition 18(i) implies that the map h, is one-to-one. 
Let B denote a set of products of minors of C,, N X:x N such that the 
elements of B have distinct leading monomials and such that the leading 
monomial of any product of minors of C,, ,,,X,T, N equals the leading 
monomial of an element of B. Propositions 1 and 19(i) imply that the set B 
spans the F-algebra generated by the entries of C, X ,,, XFX N. Let A denote 
this F-algebra, and let f denote a non-zero element of the kernel of h,. 
Since B spans A, one may write hN(f) = cl b, + . . . + c(b(, where b,, . . . . b, 
are distinct elements of B and cr, . . . . c, are non-zero scalars. 
Suppose that b E B. Proposition 3 implies that when h,(h;‘(b)) #O, it 
has the same leading monomial as b. Hence the non-zero elements in 
{h,(h,$(b)): bE B} h ave distinct leading monomials, so they are linearly 
independent over F. Note also that 
O=h,(f)=c,h,(h,‘(b,))+ ... +c,h,(h,‘(b,)); 
therefore h,(h,y ‘(b,)) = 0 for i= 1, 2, . . . . t. This observation and Proposition 
3 imply that, for i = 1, 2, . . . . t, there is an integer k(i) > n such that bi is 
divisible by a k(i) x k(i) minor of C, X N XTX N. Thus h,,,(f) lies in the A- 
ideal generated by the (n + 1) x (n + 1) minors of C, X n X:x N. This obser- 
vation and the fact that h, is one-to-one imply that f lies in the ideal 
generated by the (n + 1) x (n + 1) minors of Y,,,. 1 
At this point I would like to make some comments about the Basis 
Theorem for bideterminants; this theorem can be found, for example, in 
[6, p. 721, and the terminology in [6, pp. 66681 will be used here. Let h, 
denote the F-algebra homomorphism from the letter place algebra to 
FCC, mxn; X,pxn] such that h,((x,Iu,))= (ilj), for all i,j. Observe that 
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the images under h, of standard bideterminants of shape no longer than (n) 
have distinct leading monomials. This observation proves that standard 
bideterminants are linearly independent; it also proves, when combined 
with the Basis Theorem for bideterminants, Propositions 18(i), 19(i), and 
20. Hence these propositions may be viewed as corollaries of the Basis 
Theorem. Conversely, the Basis Theorem can be deduced easily from 
Propositions 18(i) and 19(i), as follows. It has already been shown that the 
standard bideterminants are linearly independent. By Proposition 18(i), 
there is an integer n for which h, is one-to-one. Let (TI T’) denote a 
bideterminant; without loss of generality we assume that the entries in 
every row of T and T’ are strictly increasing. By permuting the entries in 
each column of [T, T’], one can obtain a standard bitableau [U, U’], and 
the leading monomial of h,(( UI U’)) must be the same as that of 
h,(( TI T’)). Therefore Proposition 19(i) implies that every non-zero 
element in the image of h, has the same leading monomial as an element of 
the form A,(( UI U’)), where [U, U’] is standard. Hence Proposition 1 
implies that the vector space spanned by the elements h,(( U ( U’)), where 
[cl, U’] is standard, equals the image of h,. Therefore, since we may 
choose n so that h, is one-to-one, the standard bideterminants span the 
letter place algebra. 
PROPOSITION 21 (The Second Fundamental Theorem of Vector 
Invariants for the Orthogonal Group over a Field of Characteristic 
Different from Two). Let ( Y,: 1 < i,<j< m} denote a set of commuting 
indeterminates and let M denote the m x m symmetric matrix whose (i, j)th 
entry is Y, when 1 < i<j< m. Let h, denote the F-algebra homomorphism 
from F[Y,: 1 <i,<j<m] to F[C,mxn] such that h,(Y,)=C(ilj),for all 
i, j. The kernel of h, is generated as an ideal by the (n + 1) x (n + 1) minors 
of hf. 
Proof: Suppose at first that m <n. Proposition 18(ii) implies that the 
map h, is one-to-one, so the proposition holds. Suppose now that m > n. 
Proposition 10 implies that every (n + 1) x (n + 1) minor of A4 lies in the 
kernel of h,. Proposition 18(ii) implies that the map h, is one-to-one. 
Let A denote the F-algebra generated by the elements C( iI j),, where 
1 < i 6 j < m. Let B denote a set of products of minors of C, x m Cz x m such 
that the elements of B have distinct leading monomials and such that the 
leading monomial of any product of minors of C, x,,,Cz xm equals the 
leading monomial of an element of B. Propositions 1 and 19(ii) imply that 
the set B spans A. Let f denote a non-zero element of the kernel of h,, and 
write h,(f) = c, 6, + . . . + c,b,, where b,, . . . . b, are distinct elements of B 
and cl, . . . . c, are non-zero scalars. 
Suppose that b E B. Proposition 10 impies that when h,,(h,; ‘(b)) ~0, it 
has the same leading monomial as b. Hence the non-zero elements in 
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{h,(h,‘(b)): be B} h ave distinct leading monomials, so they are linearly 
independent over F. Note also that 0 = h,(f) = clh,(h;‘(b,)) + ... + 
c,h,(h;‘(b,)); therefore h,(h;‘(b,)) = 0 for i= 1,2, . . . . t. This observation 
and Proposition 10 imply that, for i = 1, 2,..., t, there is an integer k(i) > n 
such that b, is divisible by a k(i) x k(i) minor of C, x m C,T x m. Therefore 
h,(f) lies in the A-ideal generated by the (n + 1) x (n + 1) minors of 
C mxm Cf x,. This remark and the fact that h, is one-to-one imply that f 
lies in the ideal generated by the (n + 1) x (n + 1) minors of M. 1 
Note that the preceding proposition holds for fields F of arbitrary 
characteristic. 
Notation. Let i and j denote positive integers. Define Y( { i]) = Yii and, 
if i<j, define Y( { i,j}) = Yi,. If S is any subset of { 1,2, . . . . m}, define 
w(Y,S)= c n Y(T). 
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PROPOSITION 22. Let h, denote the F-algebra homomorphism from 
FIYij:l<idjdm]toFIC,mxn]suchthath,(Y,i)=CiI+Ciz+ . ..+C’. 
for all i and h,( Y,.) = C( i 1 j), for all i <j. If the characteristic of F is two, 
then the kernel of h, is generated as an ideal by the elements w( Y, S), where 
S ranges over all subsets of { 1,2, . . . . m} of sizes greater than n. 
Proof: Assume that the characteristic of F is two. Observe that 
(Gil + Cj2 + ’ ’ ’ + C,)’ = C( i 1 i),. This equation and Proposition 18(ii) 
imply that when m Q n, the map h, is one-to-one. Therefore the proposition 
holds when m < n. Suppose now that m > n. Proposition 18(ii) implies that 
h, is one-to-one. Let A denote the image of h,. Statement (5.17) implies 
that the leading monomial of any element of A equals the leading 
monomial of a product of elements of the form M(S, C, m), where 
SG {1,2, . . . . m>. 
Let B denote a set of products of elements of the form M(S, C, m) such 
that the elements of B have distinct leading monomials and the leading 
monomial of any element of A equals the leading monomial of an element 
of B. Proposition 1 implies that B spans A. Letfdenote a non-zero element 
of the kernel of h, and write h,(f)=c,b, + ... + c,b,, where b,, . . . . 6, are 
distinct elements of B and c,, . . . . c, are non-zero scalars. Proposition 16 
implies that the non-zero elements in (h,,(h;l(b)): bE 8) have distinct 
leading monomials, so they are linearly independent over F. Note also that 
0= h,(f)=c,h,(h;‘(b,))+ ... +c,h,(h;‘(b,)), so h,(h;‘(b,))=O for 
i= 1, 2, . . . . t. This observation and Proposition 16 imply that, for 
i = 1, 2, . . . . t, there is a subset Si of { 1,2, . . . . m} such that the size of Si is 
strictly greater than n and bi is divisible by M(S,, C, m). Thus h,(f) lies in 
the A-ideal generated by elements of the form M(S, C, m), where S has 
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more than n elements. This statement and the fact that h, is one-to-one 
imply that f lies in the ideal generated by elements of the form w( Y, S), 
where S has more than n elements. Proposition 16 implies that if S has 
more than n elements, then w( Y, S) lies in the kernel of h,. 1 
PROPOSITION 23. (The Second Fundamental Theorem of Vector 
Invariants for the Orthogonal Group over a Field of Characteristic 
Two). Assume that the characteristic of F is two and define h, as in 
Proposition 22. The kernel of h, is generated as an ideal by the elements 
w( Y, S), where S ranges over all subsets of (1,2, . . . . m} of sizes n + 1 or 
n + 2. 
Proof Let S denote a subset of { 1, 2, . . . . m} with at least two elements. 
Let s denote the smallest element of S and observe that 
w( Y, S) = c Y, w( Y, s- {SJ}). 
jcS 
This equation implies that, if ISI > 2, then 
w( Y, S) lies in the ideal generated by the set 
{ w( Y, T): T has JSI - 1 or ISI - 2 elements}. (6.1) 
Repeated applications of statement (6.1) imply that if S is any subset of 
{ 1, 2, ..., m} such that JSI > n, then w( Y, S) lies in the ideal generated by 
the set { w( Y, T): I TI = n + 1 or n + 2). This observation and Proposition 
22 finish the proof. 1 
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