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Abstract
In this paper we study the family of freezing cellular automata (FCA)
in the context of asynchronous updating schemes. A cellular automaton
is called freezing if there exists an order of its states, and the transitions
are only allowed to go from a lower to a higher state. A cellular automa-
ton is asynchronous if at each time-step only one cell is updated. Given
configuration, we say that a cell is unstable if there exists a sequential
updating scheme that changes its state. In this context, we define the
problem AsyncUnstability, which consists in deciding if a cell is un-
stable or not. In general AsyncUnstability is in NP, and we study in
which cases we can solve the problem by a more efficient algorithm.
We begin showing that AsyncUnstability is in NL for any one-
dimensional FCA. Then we focus on the family of life-like freezing CA
(LFCA), which is a family of two-dimensional two-state FCA that gener-
alize the freezing version of the game of life, known as life without death.
We study the complexity of AsyncUnstability for all LFCA in the tri-
angular and square grids, showing that almost all of them can be solved
in NC, except for one rule for which the problem is NP-Complete.
Keywords: Cellular Automata, Computational Complexity, Freezing Dy-
namics
1 Introduction
Cellular Automata (CA) are discrete mathematical models initially developed
by Ulam and Von Neumann in the 1940’s in order to study self-replicating sys-
tems. These models can be described as dynamical systems in which the state
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space is defined by different uniform units, called cells. Each of these cells has
an associated state and the local interactions between them, that is to say, the
interaction between the cells that are nearby (in a given neighborhood) will
define the consecutive transitions of the dynamics of the CA according to some
rule, that we will call the local rule of the CA. Additionally, it is assumed that
all these interactions take place simultaneously, so we say that the states are
updated in a synchronous scheme. In the last 70 years, CA have been broadly
studied[1, 2, 3, 4, 5] and there are several applications of these models in Bi-
ology [6, 7, 8], Sociology [9, 10, 11], Computer Science [12, 13], [14] etc. In
this context, the latter assumption on the interactions between all the cells
being perfectly synchronized is very useful as it turns the model into a mas-
sive parallel computing environment [15]. Nevertheless, for several applications
this assumption may be unrealistic. This statement can be explained from two
perspectives: first, from the point of biology [16] in which these perfectly simul-
taneous interactions between cells are fairly rare and second, from the point of
view of a computation model, the synchronous update scheme implies the exis-
tence of an internal clock that synchronizes each processor which is computing
the state of a cell. From the perspective of the hardware design for performing
the calculations, this implies an increase in the complexity and it also implies
a decreasing on the efficiency of simulating the model. Therefore, different al-
ternative approaches to the synchronous update scheme, all of them generically
called asynchronous update schemes, have been proposed. Some of the most
known types of these update schemes are the following:
1. Fully asynchronous update scheme [17]: at each time step, the local rule
of the CA is applied to a single cell that is uniformly randomly chosen.
2. α-Asynchronous update scheme [18]: at each time step, each cell has a
probability α to update its state and a probability 1 − α to stay in the
same state. The parameter α is called the synchronization rate.
3. Fixed random sweep [19, 20]: a randomly chosen permutation of the cells
is fixed at initial time and from there, at each time, cells are updated
according to this order.
4. Random new sweep [19, 20]: at each time step, cells are updated according
a randomly chosen permutation of the cells.
5. Non-random update schemes[21]: this class of update schemes includes
the sequential update schemes, in which, cells are updated one by one, ac-
cording to a given order. We will refer to these by simply update schemes,
when the context is clear. In addition, it is also possible to not just update
one cell at each time, but to update a set of cells simultaneously. This is
called a block sequential update scheme.
In this paper, we will consider a specific class of asynchronous update schemes,
in which only a single cell is updated at the same time following a pre-set order.
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We will refer to the latter class as simply asynchronous update schemes when-
ever the context is clear. Many of the results presented in this article can be
extended to other types of updating schemes, but always considering that only
a single cell is updated in every time-step. Observe that when a cell is updated
its state may or may not change according to the local rule and the states of
its neighbors. In this regard, we distinguish the situation when the state of the
cell changes after updating it, and we say that the cell is iterated to emphasize
this fact.
We focus in the asynchronous versions of freezing cellular automata (FCA).
This model was introduced by Goles et al. [22], in order to study dynamics
that are inherently irreversible. A cellular automaton is freezing if there exists
a partial order (≤) of the state set, and a cell can only update its current state
to a greater state according to this order. For example, one can define an order
in which the set of states is partitioned into active and inactive states, such
that an inactive cell that is iterated to an active state will permanently stay in
some active state.
We call freezing asynchronous cellular automata to the FCA which its dy-
namics is defined by some asynchronous update scheme. A straightforward
result in the context of the study of these CA is that any initial periodic config-
uration with n cells eventually reaches a fixed point in at most O(n2) steps. This
is because after updating each cell, at least one of the n cells is iterated (effec-
tively change its state), and a given cell can change at most |Q| times. Therefore,
in at most n2(|Q| − 1) time-steps, the dynamics reaches a fixed point.
In that context, we observe that, given an initial configuration, there might
exist some cells that will always remain in their initial state, regardless of the
chosen update scheme. We call these cells stable cells. Conversely, a cell is
unstable if there exists an updating scheme that iterates it. We will call Asyn-
cUnstability to the problem of deciding, given an initial condition and a cell,
if the given cell is unstable.
Our results classify FCA according to the computational complexity of Asyn-
cUnstability. The computational complexity of a decision problem is defined
as the amount of resources (e.g., time, space, number of processors) required to
give an answer, as a function of the size of input. Our main aim is to under-
stand what makes a FCA rule simple or complex. Roughly speaking, a rule that
has a hard complexity will require an algorithm solving AsyncUnstability to
simulate the rule step by step on every possible updating scheme. Conversely, if
the complexity is low, then there exist some properties of the dynamics that can
be exploited algorithmically in order to give an efficient solution, better than
simply simulating the dynamics exhaustively for each updating scheme.
In that context, we consider the following complexity classes, usually con-
sidered in the context of the theory of computational complexity:
• NP is the class of problems verifiable in polynomial time. In other words,
the class NP is the set of problems for which, given a polynomial-sized
certificate, a yes-instances can be verified by a polynomial time-algorithm.
Observe that AsyncUnstability belongs to NP, because here the up-
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dating scheme plays the role of the certificate, i.e. given the right updating
scheme, it is possible to verify is a cell is unstable if we simply simulate
the dynamics according to the order given by the updating scheme.
• P is the class of problems solvable in polynomial time by a deterministic
Turing machine. The convention states that P is the class of problems
that can be efficiently solved with respect to computation time.
• NC is the class of problems solvable in poly-logarithmic time in a parallel
machine (PRAM) using a polynomial number of processors. For this class,
the convention states that NC is the class of problems that are efficiently
paralelizable [23].
• Finally, NL is the class of problems solvable by a non-deterministic loga-
rithmic space Turing machine. If AsyncUnstability belongs to NL it
means that the problem can be verified with extreme efficiency in the use
of memory, i.e., given the right certificate, one can verify a yes-instance of
AsyncUnstability using only logarithmic-space.
It is well-known (see for example [24]) that NL ⊆ NC ⊆ P ⊆ NP and it
has been conjectured that all inclusions are proper, meaning that, there may be
problems in NC that do not belong to NL, problems in P that are not in NC,
and problems in NP that do not belong to P.
As we know that AsyncUnstability is in general in NP, we would like to
know whether there exist specific sets of FCA rules for which this problem is in
a lower complexity class, that is to say, if there are some particular FCA rules
for which we can exhibit algorithms that are more efficient than the exhaustive
simulation approach. Conversely, if we are unable to show such algorithms, we
would like to provide evidence that it is impossible to solve the AsyncUnsta-
bility more efficiently.
The problems in NP that are the most likely to not belong to P, are the
NP-Complete problems. A problem is NP-Complete if any other problem in
NP can be reduced by a polynomial time reduction to it. One of the best-
known is the Boolean Satisfiability problem (SAT) [25], consisting in
deciding if a given CNF formula can be satisfied. Roughly speaking, the fact that
SAT is NP-Complete means that any algorithm that solves the problem has
to essentially try all possible combinations of the values of the input variables.
Analogously, the problems in P that are the most likely to not belong toNC are
the P-complete problems, which are the problems to which every other problem
in the classP can be reduced by a function computable in logarithmic space [23].
In the context of the study of the dynamics of freezing cellular automata
there exist one well-studied rule that is known as Life without dead. This rule
was introduced for the first time by Toffoli and Margolous in [26], who called it
Inkspot. As the name Life without dead suggests, it is simply the freezing version
of the well-known Conway’s Game of Life [27, 28, 29]. In this rule, the transitions
are the same that in Game of Life (that is to say, a cell will born if exactly three
of its neighbors are active) with the exception that if a cell borns it will remain
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alive for all time-step. Within this framework, Griffeath and Moore [30] have
studied decision problems such as Prediction, which consist in predicting, for
a finite amount of time, if a cell will change its state. In this work it is shown
that the latter problem is P-complete as a consequence of the capability of the
rule to simulate boolean circuits. This result is based in the richness of the
local interactions defined by the rule which produce the emergency of traveling
patterns called ladders. Additionally, it is shown that answering if a given
finite configuration grows to infinity is P-hard and in the case of a given initial
condition with periodic background the question is undecidable. However, all
these studies have been focus in the synchronous case, leaving open the questions
regarding how difficult are these problems in the asynchronous case.
On the other hand, the study of AsyncUnstability has been previously
addressed within other relevant contexts. In fact, in [31] this problem is studied
for the freezing majority cellular automaton (FMCA), i.e., the two-state freezing
cellular automaton (say with inactive and active cells) for which an inactive cell
is updated to the state of the most represented cell in its neighborhood. As it
is shown in [31], for each configuration of inactive and active cells, an inactive
cell is stable for the FMCA if and only if the same cell remains inactive in the
fixed point reached by the synchronous update of the FMCA. In other words,
if a cell does not become active in the synchronous update of FMCA, it wont
become active under any updating scheme, and vice-versa.
Interestingly, the latter property does not only hold for the FMCA but for
every monotone FCA. A CA F is called monotone if there exists a total order
of the set of states of F , such that for every pair of configurations x and y, if
x ≤ y then F (x) ≤ F (y) (where last inequalities are coordinate-wise). As it is
shown in [31], for every monotone FCA F , and every initial configuration, the
stable cells are exactly the cells that remain in their initial configuration on the
fixed point reached by F updated synchronously (note that in [31] the property
is shown for two-state monotone CA, but the result is indeed easly extended to
the case in which there are more states). The latter observation implies that
AsyncUnstability is in P for every monotone FCA. In fact, it suffices to
simply simulate the local rule under the synchronous updating scheme until the
dynamic reaches a fixed point.
1.1 Our results
We start studying the one-dimensional FCA. We show that, restricted to one-
dimensional FCA, AsyncUnstability belongs to the classNL. SinceNL ⊆ P,
this directly implies that we can solve AsyncUnstability with a much more
efficient algorithm rather than the exhaustive simulation of all possible updating
schemes. This algorithm is an extension of a result of Goles et. al. [22] where
it is shown that, for all one-dimensional FCA (i.e. a freezing CA where every
cell is updated synchronously), there is a non-deterministic logarithmic-space
algorithm that, given a initial configuration, computes the state of a cell on any
given time-step. Here we present an adaptation of the algorithm proposed in
[22] to solve AsyncUnstability on all one-dimensional FCA.
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We remark that, unlike the NP algorithm solving AsyncUnstability ex-
plained above, in this context, the certificate of this given NL algorithm is not
the updating scheme that iterates the given input cell.
Roughly, the certificate of the algorithm presented in [22] consists in the
time-steps on which each cell is iterated. If the given local rule is freezing and
has Q states, the certificate of each cell can be stored in O(|Q| log n) bits of
information. In order to verify the certificate in logarithmic-space, the algo-
rithm uses the fact that the FCA is one-dimensional and sequentially reads the
certificates in order, starting from the left-most cell and finishing with the right-
most one. The algorithm checks, given the information related to a cell and its
neighbors (the time steps on which they change their state), whether it is valid,
in the sense that, it describe consistently a valid iteration of the FCA. In order
to solve AsyncUnstability, we adapt the algorithm presented in the latter
work to look through the options to decide whether the iterations are consis-
tent with an asynchronous updating scheme. In order to do that, we show it
suffices to check that each pair of adjacent cells are not updated at the same
time. Fortunately, this can be done during the verification process of the latter
algorithm.
As AsyncUnstability restricted to one-dimensional FCA has a relatively
low complexity, we wonder to what extent we can show the same for two (or
more) dimensional FCA. In this sense, we focus our study to life-like freezing
CA (LFCA). A FCA is called a LFCA if it has two states, namely inactive
and active, and (2) the local transition function satisfies that there exist a pair
of non-negative integers k1 ≤ k2 such that, if an inactive cell has at least k1
and at most k2 active neighbors it becomes active, and otherwise it remains
inactive (active cells never become inactive). We call Rk1,k2 the LFCA rule
with parameters k1, k2. This family of rules includes many interesting cases.
For example in two dimensions with Moore neighborhood, R3,3 corresponds to
the the life without death. In two dimensions with von Neumann neighborhood
R2,4 is the freezing majority rule, and R3,4 is the freezing strict majority rule.
We study the family of LFCA in the triangular and square grids with von
Neumann neighborhood. In that context, we rename rule Rk1,k2 by Tk1k2 (re-
spectively Sk1k2) when rule Rk1,k2 is defined in the triangular grid (respectively
in the square grid). Therefore, there exist 10 different LFCA defined in the tri-
angular grid, namely rules T 00, T 01, T 02, T 03, T 11, T 12, T 13, T 22, T 23 and
T 33. Similarly, there exist 15 different LFCA defined in the square grid, namely
rules S00, S01, S02, S03, S04, S11, S12, S13, S14, S22, S23, S24, S33, S34
and S44.
In the previous context, we show that AsyncUnstability is in NC when
the problem is restricted to any LFCA defined in a triangular grid. Moreover,
we show that the same is true for almost all LFCA defined over the square
grid, with the exception rule S22. For the upper-bounds, unlike the case of
one-dimensional FCA, we are not able to exhibit a single algorithm that solves
AsyncUnstability for all LFCA. Instead, we classify rules according in three
groups, according to the complexity of AsyncUnstability for the correspond-
ing rule.
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1. Trivial rules : Rules for which we can decide if a cell is unstable by simply
inspecting its neighborhood.
2. Infiltration Rules : Rules where there exists a connected set U of inactive
cells that has the following property: in order to decide the unstability of
the cells in U , one simply has to look to the boundary of U .
3. Monotone-like Rules : Rules which dynamic can be related to a monotone
rule, and therefore the algorithm solving AsyncUnstability uses a result
given in [32], that presents a relation between the dynamics of a sequen-
tially updated monotone freezing rule with respect to the synchronous
dynamics of the same rule.
As we said above, there is one LFCA rule defined over the square grid for
which we are not able to provide efficient algorithms, namely the rule S22. In the
last part of this article, we tackle the problem AsyncUnstability restricted
to this rule. Is relevant to notice that rule S22 is known to be hard in the
context of (Synchronous)-Stability (i.e. the problem of deciding if a given
cell is stable for the synchronous update of a given initial configuration) [32].
More precisely, it is known that Stability restricted to any FCA is solvable
in polynomial time, because the dynamics of any FCA reaches a fixed point in
a polynomial number of time-steps. In [32] it shown that Stability restricted
to rule S22 is P-Complete, meaning that the existence of a (more) efficient
algorithm solving the problem (say, by a NL algoritm) it is extremely unlikely.
We show that AsyncUnstability restricted to rule S22 is NP-Complete.
In order to prove our result, we show that any FCA capable of simulating
a certain set of gadgets satisfies that AsyncUnstability, restricted to that
FCA, is NP-Complete. This gadgets are, roughly, an conjunction gate, an
disjunction gate and a selector. A conjunction gate is a squared pattern that
receives as input two signals (namely true or false) on the top and left edges,
and outputs the conjunction of the two signals through the left and bottom
edges. A disjunction gate is defines analogously, except that the output values
is the disjunction of the two input signals. Our result requires a robustness
property of conjunction and disjunction gates. This robustness means that (1)
when these gates are supposed to output a true value (e.g. when there is two
true signals entering through a conjunction gate) then there must exists at least
one updating scheme of the pattern on which the dynamics produces a true
value on both output sides; and (2) when these gates are supposed to output
a false value (e.g. when in a conjunction gate one input signal is false), then
both outputs sides must be false, for every updating scheme of the gadget. The
third gadget is a selector, which has no inputs and two output edges. The
selector has the property that on any updating scheme at most one output
edge can send a true signal, while the other must send a false signal. Roughly
speaking, an updating scheme of the selector gadget selects (at most) one over
two possible paths. We show that these gadgets can be used to simulate SAT.
More precisely, disjunction gates are used to simulate the clauses, conjunction
gates are used to simulate the conjunction of all clauses, and the selector is
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used to choose between truth values of the variables. Moreover, we show that
the combination of these gadgets allows to construct a crossing gadget, which
allows to simulate a non-necessarily planar formula in a planar topology. The
NP-Completeness associated to rule S22 follows by simply exhibiting the grid
patterns that simulate previous gadgets.
Related Work
Up to our knowledge, most previous research regarding freezing cellular au-
tomata consider only synchronous updating schemes. Perhaps the first work
involving FCA and complexity was done by Moore in [30], where it is studied
a rule called the life without death, which corresponds to the well-known game
of life, when living cells cannot die. In his paper, Moore shows that, for the
life without death, Prediction is P-Complete. Prediction is the problem
consisting in, given an initial configuration and a positive integer t∗, computing
the state of a cell after a given number of t∗ (synchronous) time-steps. Observe
that for any FCA, Prediction can be solved in polynomial time by simply sim-
ulating the automaton, because for any updating scheme the dynamics reach a
fixed-point in a polynomial number of time-steps. The fact that Prediction is
P-Complete for this rule implies that, roughly, simple simulation is essentially
the best algorithm for solving Prediction for the life without death FCA.
Another example of a research involving freezing dynamics and complexity is
given in [33], where it is studied the majority freezing automaton, also known as
bootstrap percolation [34]. This rule is studied on an arbitrary topology, i.e., the
cells are located the vertices of a given undirected graph. In this case, an inactive
cell will become active, if the most represented cells in its neighborhood are
active cells. In [33] it is shown that for the freezing majority rule Prediction
is inNC when the maximum degree of the input graph is at most 4 (for example
the two-dimensional grid) and in the family of graphs of degree at least 5 the
same problem is P-Complete.
Previous examples consider specific freezing rules, which that have only two
states. There exist also studies that study the complexity of families of FCA. In
[22] Goles et. al introduce the one-dimensional FCA (with an arbitrary number
of states) and show that Prediction restricted this any rule in this family is
in NL. More recently, in [32] is proposed a study of the complexity of the 32
different two-dimensional and two-state totalistic freezing CA (2FTCA) with
von Neumann neighborhood. In that paper, the decision problem is Stability,
which consists in deciding if a given cell is stable in the fixed-point reached by
the automata given a finite periodic configuration. The study of [32] shows that
(unlike one-dimensional FCA) there is a two-state totalistic FCA that on which
Stability is P-Complete.
Regarding asynchronous CA and complexity, in [31] it is studied the com-
plexity of the asynchronous majority rule (i.e. the majority rule updated asyn-
chronously). The authors study the problem Asynchronous-Prediction
(AsyncPrediction) restricted to this rule. AsyncPrediction is the problem
consisting in, given an initial configuration and a positive integer t∗ and a cell
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v, decide whether there exists an asynchronous updating scheme on which v
switches its state after updating t∗ cells. As we explained above, an interest-
ing result of this work shows that AsyncUnstability is solvable in polynomial
time, for all monotone FCA. Even thoughAsyncUnstability andAsyncPre-
diction may look similar problems, in [31] it is shown that their complexity
can be very different. Indeed, restricted to freezing majority automaton in
three-dimensions, the first problem is solvable in polynomial time (actually is
P-Complete [35]) while the second one is NP-Complete.
Organization of this paper
This paper is organized in the following way: first, in Section 2 we give the main
formal definitions and previous results. Later, in Section 3 we show that for all
one-dimensional asynchronous FCA problem AsyncUnstability is in NL. In
Section 4 we study the complexity upper-bounds for the problem AsyncUn-
stability restricted to the family of LFCA defined over a triangular or square
grid, showing that for all rules except rule S22 the problem is solvable in NC.
Finally in Section 5 we show that for rule S22 problem AsyncUnstability is
NP-Complete. Section 6 finishes the article with a discussion of the results and
further questions.
2 Preliminaries
In this section we give the formal definitions used along the article. We begin
defining the topologies that we consider, namely the one-dimensional grid, and
the triangular and square two-dimensional grid. We continue defining freezing
cellular automata, asynchronous updating schemes, and problemAsynchronous-
Unstability. Then we define the family of life-like freezing cellular automata.
Finally, we give the definitions of the complexity clases that will appear in our
results.
2.1 Cellular automata and grids
Cellular automata are discrete dynamical systems defined on a regular grid of
cells, where each cell change its state by the action of a local function or au-
tomata rule, which depends on the state of the cell and the state of its neighbors.
In this work we will consider three classes of grids:
• the one-dimensional grid, where the cells are arranged in a line. The
neighborhoods in this case are defined by the adjacent cells, that is to say,
the left and right neighbors.
• the two-dimensional grid, where we consider two possible tessellations of
plane: the tessellation by triangles and tessellation by squares. In both
cases, the neighbors of each cell are simply given by the nearest cells as it
is shown in Figure 1. Thus, each cell has 3 and 4 neighbors respectively.
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Figure 1: Left: G(7) in the one dimensional grid. Middle: G(5) in the triangular
grid; Right: G(5) in the square grid. All figures are represented with the von
Neumann neighborhood of cell u.
This definition of neighborhood is known in literature as Von Neumann
neighborhood.
In this model, each cell can only have a finite number of states. We call Q
the set of states. If only two states are considered, they will be denoted by 0
and 1. We say that a site in state 1 is active and a site in state 0 is inactive. A
configuration of the grid is a function x that assigns values in Q to a region in
the d dimensional lattice for d = 1, 2. For instance if d = 2, in the case of the
triangular grid, this region is given by a rhomboid shaped area of 2n2 cells and
for the square grid it is given by a square area of n× n cells (see Figure 1). In
any case, we call this region G(n) and we refer to it as the n-grid. In addition,
the value of the cell u in the configuration x is denoted xu.
In any case, if u ∈ Zd with d = 1, 2, we will refer asN(u) to the neighborhood
of the cell u and N(·) the neighborhood of the cell at the origin. Depending
on the dimensions, a configuration x is considered to be defined over a cycle
graph (one-dimensional) or a torus (two-dimensional), by identifying each cell
in the boundary of x as a neighbor of the cells placed in the opposite boundary
of x. In addition, for a cell u ∈ Zd, we call xN(u) the restriction of x to the
neighborhood of u.
Formally, a cellular automaton (CA) with states Q and local function f :
QN(·) → Q, is a map F : QG(n) → QG(n), such that F (x)u = f(xN(u)). We call
F the global function or the global rule of the CA. The dynamics is defined by
assigning to the configuration x a new state given by the synchronous update
of the local function on x. Given a partial order (≤) in the set Q, we say that
a cellular automaton F is freezing [22] (FCA) if F satisfies that xu ≤ F (x)u for
every u ∈ G(n) and x ∈ QG(n). An important remark is that every configuration
of a FCA reaches a fixed point in at most O(|G(n)|) steps.
2.2 Asynchronous updates and Unstability
Asynchronous cellular automata (ACA) are defined similarly to CA. In this
case, the global function F : QG(n) → QG(n) is defined by assigning to the
configuration x a new state given by the sequential update (cell by cell) of the
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local function on x. More precisely, in each time step, we evaluate the local
function in a given cell while the others remain in the same state. We chose in
each time step the cell that is going to be updated by the local rule according
to some given order. Formally, the t-th sequential update of x is given by,
F σ(0)(x) = x; F σ(t)(x)z =
{
f(F σ(t−1)(x)N(z)) if z = σ(t)
xz otherwise.
Where σ : N → G(n), is a function such that for every k ≥ 1, σ|[(k−1)|G(n)|,k|G(n)|]
is a permutation of the {1, ...|G(n)|} where |G(n)| is the number of cells inside
the n-grid. In other words, this means that in at most t = n time steps each cell
of the grid is updated. We call σ a sequential or asyncrhonous update scheme.
On the other hand, if we re-define σ to change simultaneously more than
one cell per time step, we will say that σ is a block-sequential update scheme.
We are interested in the cells that always remain in the same state for any
sequential updating scheme. We call such cells stable cells.
Definition 1. Given a configuration x ∈ QG(n) and a FCA F , we say that
a site v is stable for x if and only if v remains in its initial state after the
application of the rule under any updating scheme, i.e., F σ(t)(x)v = xv for all
t ≥ 0 and any updating scheme σ.
From the previous definition, we consider the problem AsyncUnstabil-
ity, which consists in deciding if a cell on a periodic configuration x is stable.
Formally speaking, if F is a FCA, then:
Asynchronous Unstability (AsyncUnstability)
Input: A natural number n, a finite configuration x of G(n) and a site
u ∈ G(n).
Question: Does there exist a sequential updating scheme σ and T > 0 such
that F σ(T )(x)u 6= xu?
We call the input cell of problem AsyncUnstability as the decision cell.
Observe that the question of the latter problem is whether the decision cell is
stable or no. We say that a cell is iterated if it changes its state.
Let us note that for every FCA, AsyncUnstability is inNP. Indeed, given
an arbitrary FCA and the input of the latter problem, there exists an updating
scheme that iterates u if and only if there exists a non-deterministic Turing
Machine that can decide AsyncUnstability. The latter can be deduced by
considering the update scheme as a non-deterministic way of simulating the
FCA. In other words, the update scheme plays the role of the certificate of the
polynomial verifier simulating a non-deterministic Turing machine.
Our approach is to study the complexity of the family of FCA by the com-
putational complexity of AsyncUnstability. We say that a FCA is hard if,
roughly, the best strategy for solving AsyncUnstability is the trivial one, i.e.
the strategy consisting in computing the future state of a cell by trying every
possible updating scheme until the decision cell changes its state.
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2.3 Life-Like Freezing Cellular Automata
We will be particularly interested in the family of life-like freezing cellular au-
tomata (LFCA). In this family, the active cells remain active, because the rule
is freezing, and the inactive cells become active depending to an interval to
which belongs the number of active neighbors. More precisely, there exist two
non-negative integers k1, k2 such that k1 ≤ k2, we call Fk1,k2 the rule defined
by:
Fk1,k2(x)u =
{
1 if (xu = 1) ∨ (k1 ≤
∑
v∈N(u)\{u} xv ≤ k2),
0 otherwise.
in other words, in Fk1,k2 an inactive cell becomes active if the number of active
cells in its neighborhood is at least k1 and at most k2.
Let F be a LFCA. We can identify F with a set IF ⊆ {0, 1, 2, 3} for the
triangular grid and IF ⊆ {0, 1, 2, 3, 4} for the square grid such that, for every
configuration x and site u:
F (x)u =
{
1 if (xu = 1) ∨ (
∑
v∈N(u)\{u} xv ∈ IF ),
0 otherwise.
We name the LFCA with the letter T or S (depending if the rule is in
defined over the triangular or square grid) concatenated with the minimum
and maximum elements contained in IF . For example, if Maj is the freezing
majority vote CA, where an inactive cell becomes active if the majority of its
neighbors is active. Then in this notation Maj is rule T 23 for triangular grid
and for square grid is the rule S34 or S24 (depending if we consider strict or
non-strict majority).
2.4 Complexity classes
We finish this section defining the main background concepts in computational
complexity required in this article. For a more complete and formal presenta-
tion we refer to the books of Arora and Barak [24] and Greenlaw et al. [23].
We assume that the reader is familiar with the basics concepts dealing with
computational complexity. As we mentioned in the introduction, in this paper
we will only consider complexity classes into which we classify the prediction
problems. P is the class of problems solvable in a Turing machine that runs in
polynomial time in the size of the input. More formally, if n is the size of the
input, then a problem is polynomial time solvable if it can be solved in time
nO(1) in a deterministic Turing machine.
A logarithmic-space Turing machine consists in a Turing machine with three
tapes: a read-only input tape, a write-only output-tape and a read-write work-
tape. The Turing machine is allowed to move as much as it likes on the input
tape, but can only use O(logn) cells of the work-tape (where n is the size of
the input). Moreover, once the machine writes something in the output-tape, it
moves to the next cell and can not return.
A non-deterministic Turing machine is a Turing machine whose transition
function does not necessarily output a single state but one over a set of possible
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states. A computation of the non-deterministic Turing machine considers all
possible outcomes of the transition function. The machine is required to stop
in every possible computation thread, and we say that the machine accepts if
at least one thread finishes on an accepting state. A non-deterministic Turing
machine is said to run in polynomial-time if every computation thread stops in
a number of steps that is polynomial in the size of the input. NP is the class
of problems solvable in polynomial time in a non-deterministic Turing machine.
A non-deterministic Turing machine is said to run in logarithmic-space if every
thread of the machine uses only logarithmic space in the work-tape. NL is
the class solvable in logarithmic space in a non-deterministic Turing machine.
Both non-deterministic complexity classes can be characterized as the classes
that can be efficiently verified. More precisely, a verifier of a problem L is a
Turing machine that receives an input of L together with a polynomial-sized
certificate. The verified machine is required to accept at least one certificate on
yes-instances, and reject all possible certificates on no-instances of L. In that
context, NP is equivalent to the class of problems having a verifier that runs
in polynomial time. Similarly, NL can be characterized as the set of problems
having verifier that is a logarithmic-space Turing machine, with the additional
requirement that the certificate is written in a specific read-once tape.
The other complexity class that we consider is NC, which is the class of
problems solvable in polylogarithmic time in a PRAM (a parallel RAM) with
a polynomial number of processors. An NC algorithm is called a fast-parallel-
algorithm. Formally, a problem is in the class NC if an instance of size n
can be solved in time (log(n))O(1) using nO(1) processors on a PRAM. In lit-
erature, there are several distinctions of PRAMs depending on how processors
are allowed to access memory to read or write. Unless stated differently, we
will consider the concurrent-read-exclusive-write (CREW) PRAM, where two
or more processors can read the same portion of the memory, and have reserved
exclusive places in memory to write. All these distinctions have no impact in
the definition of class NC. For more details we refer to [23, 36].
It is known that NL ⊆ NC ⊆ P ⊆ NP. The inclusions P ⊆ NP and
NC ⊆ P are quite simple: any problem solvable in polynomial time on a de-
terministic Turing machine can be also solved in polynomial time on a non-
deterministic Turing machine. Similarly, any problem solvable by a fast-parallel
algorithm can be solved in polynomial time on a deterministic Turing machine,
by simply sequentially simulating the computation of each processor. The in-
clusion NL ⊆ NC is a bit more technical, and is given by the fact that there is
an NL-Complete problem called Reachability, that can be solved by an NC
algorithm (see [24] for more details).
The problems in P that are the most likely to not belong to NC are the
P-Complete problems. A problem L is P-Complete if it belongs to P and any
other problem in P can be reduced to L via a logarithmic-space reduction.
P-Complete problems are the hardest problems in P, in the sense that If P-
Complete problem belongs to NC, then all problems in P would also belong to
NC, i.e. it would imply that P = NC. Similarly, the problems in NP that are
the most likely to not belong to P are theNP-Complete problems. A problem L
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is NP-Complete if every problem in NP can be reduced to L by a polynomial-
time reduction. NP-Complete problems are the hardest problems in NP, in
the sense that If an NP-Complete complete belongs to P, then NP = P.
3 The complexity of one dimensional asyncrhonous
FCA
One-dimensional cellular automata are one the simplest class of cellular au-
tomata. In fact, properties such as reversibility or surjectivity are undecidable
in dimension two or higher [37], these properties or any other that can be ex-
pressed in first order logic become decidable in one dimension [38, 39]. Another
advantage of one-dimensional cellular automata is that it is possible to repre-
sent the time as an extra dimension, obtaining a two-dimensional diagram called
time-space diagram.
Definition 2. Let F be a one-dimensional CA with states in Q. We define
the space-time diagram of F for a configuration x, Dx ∈ QZ×N, as Dx(z, t) =
F t(x)z. Similarly, if F is a one-dimensional ACA with updating scheme σ,
then the space-time diagram of F and σ is Dσx ∈ Q
Z×N such that Dσx(z, t) =
F σ(t)(x)z .
In other words,Dx(·, t) is a function that assigns a cell the t-th updating of F .
Observing that in FCA with k states we can store a column of the time-space
diagram in logarithmic space, Goles et al [22] show that for any freezing CA, any
finite initial configuration x and cell u, it is possible to compute Dx(u, t) inNC.
Indeed, it is enough to store the initial value of the cell and the time-step in which
this cell changes and its new value, obtaining at most a vector with k elements,
containing k time-state pairs. Thus, if the initial configuration has n elements,
then the time-space diagram can by stored using O(2k logn) = O(logn) bits
in memory. In fact, in [22] the authors show an algorithm running in non-
deterministic logarithmic space.
Without loss of generality, we consider only one-dimensional cellular au-
tomata F with radius one. Note that we can always consider that the radius is
1 because in every other case we can simulate the previous one by considering
groups or blocks of cells [40, 41]. We note that this simulation is still freezing
by considering the lexicographic order induced by the original order in state
set Q. Let f be the local function of F . Let Ci be the i-th column of the
time-space diagram, where i is counted modulo n− 1 (n is the size of the input
configuration). Let Ci[t] be the state of the cell i at time t in the time-space
diagram. The algorithm given in [22] to solve the prediction problem of F is
given in Algorithm 1.
Algorithm 1 can be summarized as follows:
1. The algorithm starts (nondeterministically) guessing columns C0, Cn−1
and Cu. The algorithm checks whether these columns are compatible
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Algorithm 1 NL algorithm for 1D FCA
Input: x ∈ {0, 1}[0,n] a site u ∈ [0, n], a time T , and state q ∈ Q
1: guess columns Cn−1, C0 and Cu.
2: if C0[0] 6= x0 ∨ Cn−1[0] 6= xn−1 ∨Cu[0] 6= xu then
3: return Reject
4: end if
5: for i = 0, ..., n− 1 do
6: guess column Ci+1 and store it in memory.
7: for t = 1, ..., T − 1 do
8: if f(Ci−1[t], Ci[t], Ci+1[t]) 6= Ci[t+ 1] then
9: return Reject
10: end if
11: end for
12: if (i− 1) 6= 0, (i− 1) 6= n− 1 and (i− 1) 6= u then
13: remove from the memory column Ci−1
14: end if
15: end for
16: if q = Cu[T ] then
17: return Accept
18: end if
19: return Reject
with x (i.e., the starting point of each column corresponds to the value of
the cell in x). If it is not the case, the algorithm rejects. Otherwise, these
columns are going to be stored in memory during all the execution of the
algorithm.
2. For each cell i, starting from cell 0 to cell n − 1, the algorithm guesses
the value of column Ci+1 (at this point we assume that the columns Ci−1
and Ci are already in memory) and checks for each time-step whether
the columns are valid, i.e. the transitions of the FCA are coherent with
the local values given in the columns. If it is not the case, the algorithm
rejects. Then, the algorithm removes from memory column Ci−1 (unless
this column is the one that corresponds to cell 0, n or u ) and continues
with the next cell.
3. Once all columns were verified, if at this point the algorithm has not
rejected, the algorithm accepts if cell u reach state q after T time-steps
by checking Cu[T ].
Observe that Algorithm 1 runs in (nondeterministic) logarithmic space, since
at any time-step at most six columns are stored, and each column can be encoded
in O(logn) space.
We show that Algorithm 1 can be adapted for the asynchronous case, In
order to achieve this, we need to show that it is possible to verify that the given
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time-space diagram is valid in this context. We say that an element of D of
QZ×N is valid for F , x and if there exists a sequential update scheme σ such that
D = Dσx In this regard, we show in the following lemma that it is not necessary
to globally verify the asynchronicity of the update scheme but only checking a
local condition.
Lemma 1. Let σ be an update scheme (not necessarily sequential) that satisfies
the following condition: for each t ∈ N and for each cell i ∈ G(n) if i ∈ σ(t)
then ∀j ∈ N(i), j 6∈ σ(t). Then, there is a sequential update scheme σ˜ that
reaches the same fixed point as σ.
Proof. Let σ be an update scheme satisfying the conditions of the lemma. Let
i, j two different cells that do not have any common neighbor. Let us suppose
that there exist t ∈ N such that {i, j} ⊆ σ(t). In other words, i and j are
iterated simultaneously at time t. Then, as they do not share any neighbor, the
configuration F σ(t)(x) can be obtained at t+ 1 by other update scheme σ˜ such
that:
• σ˜(s) = σ(s) for every s < t,
• σ˜(t) = {i} and σ˜(t+ 1) = σ(t) \ {i},
• σ˜(s+ 1) = σ(s) for every s > t.
In other words, σ˜ is the update scheme that iterates i at time t and leaves
the other cells in its current state, then at time t + 1 it iterates as same as
σ in time t, and in other time-step it follows the update scheme given by σ.
Finally, by repeating the previous argument for each pair i, j that are iterated
simultaneously, we obtain an asynchronous update scheme σ˜ that satisfies the
desired result.
Lemma 1 implies that it does not matter if two cells that are not in the
same neighborhood are iterated at the same time, because it is always possible
to “desynchronize” these iterations. This latter observation reduce the problem
of validating a given space-time diagram to check if two cells that share the
same neighborhood are iterated at the same time. We deduce that with slight
modifications Algorithm 1 can be used to solve AsyncUnstability.
Theorem 1. For all one-dimensional freezing cellular automata AsyncUn-
stability is in NL.
Proof. The proof of this theorem is a modification of Algorithm 1 where, at
the moment of validating three columns, the algorithm also checks if two adja-
cent vertices are updated simultaneously. More precisely, in Step 8 instead of
checking that
f(Ci−1[t], Ci[t], Ci+1[t]) 6= Ci[t+ 1]
the algorithm checks whether
(f(Ci−1[t], Ci[t], Ci+1[t]) 6= Ci[t+ 1]) ∧ (Ci[t] 6= Ci[t+ 1]) .
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Note that for any input accepted by the algorithm there exists a time-space
diagram with an underlying updating scheme that can be “desynchronized” ac-
cording to Lemma 1. Therefore, from any accepted input there exists a se-
quential (asynchronous) updating scheme that iterates u. Reciprocally, if there
is no asynchronous updating scheme that iterates u, then any time-space dia-
gram contains two adjacent cells that are updated at the same time (it is not
sequential) or it is not valid.
4 Two-dimensional asynchronous FCA: Complex-
ity Upper-bounds
Now that we have shown that AsyncUnstability for all one-dimensional FCA
are inNL, we extend the study of this problem to the two-dimensional case. We
study the complexity of AsyncUnstability for the LFCA on the triangular
grid and square grids. As a result, we obtain that the problem is in NC for all
these rules in the triangular grid, and for the majority of them in the square
grid.
Recall that a LFCA rule F can be represented by a set IF , which is a subset
of {1, 2, 3} for rules defined in the triangular grid, and a subset of {1, 2, 3, 4} for
rules defined over the square grid.
In order to show our results, we group the set of FTCA on the triangular
grid according the algorithm used to study its complexity:
• Trivial rules: The rules on which the stability can be solved in constant
time on a sequential machine. The list of rules in this group are: T 00,
S00, T 33, S44, T 03, S04, T 13, S14.
• Infiltration rules: Are rules for which 1 belongs to IF (except trival rules).
The list of rules in this group are T 01, T 02, T 11, T 12, S01, S02, S03,
S11, S12, S13.
• Monotone-like rules: Are the rules that are not trivial or infiltration, and
contain the value |N(·)| − 1, which equals 2 in the triangular grid and 3
in the square grid. These rules are monotone, or can be related with a
monotone rule. The list of rules is T 22, T 23, S23, S24, S33, S34.
• Hard rules: this group contains only rule S22, which is going to be studied
in the next section.
In Table 1 we summarize this classification.
4.1 Trivial rules
We begin explaining the algorithms for Trivial rules: on rules T 00 and S00 (re-
spectively T 33 and S44) an algorithm only has to check the neighborhood of the
decision cell. In fact, if every neighbor is initially inactive (respectively active)
then the cell will become active in one time-step. Otherwise, it is impossible
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Rule Group Rule Group
T 00 Trivial T 12 Infiltration
T 01 Infiltration T 13 Trivial
T 02 Infiltration T 22 Monotone-like
T 03 Trivial T 23 Monotone-like
T 11 Infiltration T 33 Trivial
Rule Group Rule Group Rule Group
S00 Trivial S11 Infiltration S23 Monotone-like
S01 Infiltration S12 Infiltration S24 Monotone-like
S02 Infiltration S13 Infiltration S33 Monotone-like
S03 Infiltration S14 Trivial S34 Monotone-like
S04 Trivial S22 Hard S44 Trivial
Table 1: Classification of two-dimensional LFCA in four groups: Trivial, Infil-
tration, Monotone-like and Hard. In this section we show that for all rules in
groups different than Hard the problem AsyncUnstability can be solved in
NC. Rule S22 is the only Hard rule, and will be studied in the next section.
that a neighbor cell that is not initially inactive (respectively active) becomes
active in a future time-step. Thus, simulating only one time-step of the decision
cell is enough to decide AsyncUnstability for rules T 00, S00, T 33 or S44.
For rules T 03 S04 all input of AsyncUnstability is a Yes-instance. Finally,
for rules T 13 and S14 it is enough to have at least one active cell in the initial
configuration in order to eventually activate any other cell (in particular the
decision cell). Thus, an algorithm for AsyncUnstability for rule T 13 or S14
only checks whether there exists an active cell in the initial configuration, taking
O(logn) space.
The arguments used to design NC algorithms deciding AsyncUnstability
for the other rules are not that simple. In the next subsections, we elaborate on
this matter.
4.2 Infiltration rules
In this subsection we study the rules where an infiltration approach can be im-
plemented to efficiently solve AsyncUnstability. Observe that these rules are
characterized by the fact that inactive cells become active when the cardinality
of the set of active neighbors is 1.
We start by defining, for an infiltration rule F , an initial configuration x,
the set V+ given by:
V+ =

v ∈ G(n) : (xv = 0) ∧

 ∑
w∈N(v)
xw /∈ IF

 ∧

 ∑
w∈N(v)
xw + 1 ∈ IF



 ,
in other words, V+ is the set containing all the cells in G(n) that, with respect
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to the initial configuration, become active with exactly one more active neighbor
according to rule F .
b
a
b
a
Figure 2: Example of V+1 and B+1 for rule T 11 and S11. : Cells in V+1.
: Cells in B+1. : Active cells . The cell (a) is not in V+1 because it has
more than one active neighbor. The cell (b) is not in V+1 because it will become
active in one time-step.
Let v be an inactive cell. We say that a cell v infiltrates if
∑
w∈N(v) xw ∈ IF ,
i.e. when updating v first it becomes active.
Lemma 2. Let v be a cell that does not belong to V+. Then v is either stable
or it infiltrates.
Proof. Let v be a cell that does not belong to V+, and suppose first that all
neighbors of v are active. Since active cells never become inactive, then the
neighborhood of v would not change over any updating scheme. As 4 does not
belong to I for all infiltration rules, we deduce that v is either stable.
Suppose now that v has zero active neighbors. As we are assuming that v
does not belong to V+, this must imply that 0 is contained in IF (i.e. F is rule
T 01, T 02, S01, S02 or S03). Therefore, v infiltrates.
Suppose now that that v has at last one inactive neighbor and at least one
active neighbor. If v has only one active neighbor, we have that v infiltrates
(by definition of infiltration rule). We will analyze different cases regarding the
number of active neighbors of v and the infiltration rule F .
Suppose first that cell v has exactly two active neighbors.
• If IF does not contain 2 (i.e. F is T 01, T 11, S01 or S11), then v is stable
because it can only become active with exactly one neighbor, it already
has two active neighbors and active cells never become inactive.
• If IF contains 2 (i.e. F is T 02, T 12, S02, S03, S12 or S13) we have that
v infiltrates.
Suppose now that cell v has exactly three active neighbors.
• If IF does not contain 3 (i.e. F is T 01, T 02, T 11, T 12, S01, S02, S11
or S12) then v is stable because it can only become active with exactly
one neighbor, it already has two active neighbors and active cells never
become inactive.
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• If IF contains 3 (i.e. F is S03 or S13) we have that v infiltrates.
• F can not be rule S124 or S134, because in that case v would belong to
V+.
In any case, we deduce that v is either stable or it infiltrates.
Observe that Lemma 2 allows to efficiently solve AsyncUnstability when
the decision cell does not belong to V+. Indeed, an algorithm simply consists
in computing in parallel F (x) (the parallel update of F on configuration x) and
look for F (x)u. If F (x)u = 1 it means that u infiltrates, and the algorithm
accepts. If F (x)u = 0 it means that u is stable, and the algorithm rejects.
We suppose now that u belongs to V+. We define G+ as the graph induced
by V+, and ket us call G+[u] the connected component of G+ containing u, and
V+[u] the vertex set of G+[u]. We also define B[u], called boundary of G+[u],
as the cells in the complement of V+[u] with at least one neighbor in V+[u],
formally:
B+[u] = {v 6∈ V+1[u] : V+[u] ∩N(v) 6= ∅}.
As it is shown in the following lemma, to know whether the decision cell u
is unstable it is enough to decide the existence of a cell in B[u] that infiltrates.
Lemma 3. Cell u is unstable if and only if there is a cell in B[u] that infiltrates.
Proof. Suppose first that no cell of B[u] infiltrates. From Lemma 2 we know
that a cell in B[u] that does not infiltrates is necessarily stable. Since all vertices
of V+[u] need at least one more active neighbor to become active, and all the
vertices on the border of V+[u] are stable, we deduce that all vertices in V+[u]
are stable, in particular u.
Let v ∈ B[u] a cell that infiltrates. Since G+[u] is connected, there exists a
(v, u)-path P in the grid, such that all internal vertices belong to V+[u]. Over
all possible paths, we take an induced path (v, u), for example a shortest one.
Name v1, . . . , vk be the cells of such a path, where v1 = v and vk = u, and
consider the updating scheme σ that updates the cells in the order given by
their names (i.e. first update v1, then v2, and so on until it updates vk (the
updating scheme can update the rest of the cells in an arbitrary order). We
claim that σ iterates all the cells of the path in one updating. Indeed, observe
that v infiltrates, so the claim is true for the first cells of the path. Inductively,
if we consider that the claim is true for the first i vertices of the path, for i ∈ [k],
then the claim is also true for the i + 1 fist vertices of the path. Indeed, since
the path P is induced, at the moment on which we update vertex vi+1, the state
of its neighbors is invariant with respect to the initial configuration, with the
exception of vi, which now is active (by the induction hypothesis). Since vi+1
belongs to V+, we deduce that σ iterates vi+1. We conclude then that σ iterates
u, and then u is unstable.
The latter lemma allow us to solve AsyncUnstability when u belongs to
V+. Indeed, given this result, we only need identify the cells in B[u] that infil-
trate. More precisely, our algorithm has to perform two tasks: (1) compute the
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set B[u] and (2) decide if any cell in B[u] infiltrate. Task (2) can be done quite
efficiently, computing in parallel F (x). Task (1) is slightly more complicated.
It consists in (1.1) compute the set V+; (1.2) compute the set of edges of G+,
(1.3) compute the connected components of G+; (1.4) Compute V+[u]; and (1.5)
Compute B[u].
Fortunately, there exist a fast-parallel algorithm that computes the con-
nected components of a graph.
Proposition 1 ([36]). There is an algorithm that, given the adjacency matrix
of an undirected n-vertex graph G, computes the connected components of G in
time O(log2 n) using O(n2) processors. The output of the algorithm is a vector
C of length n, such that, for each pair of indices i, j ∈ [n] , when Ci = Cj it
means that the i-th vertex and the j-th vertex of G are in the same connected
component.
In our algorithm solving AsyncUnstability we are going to need another
subroutine, which is called a prefix-sum algorithm. Given an integer vector
V ec, the prefix-sum of V ec is an integer sum corresponding to the sum of the
elements of V ec (actually the prefix-sum is vector with the sum of all prefixes
of V ec, but we are going to need only the sum of all elements)
Proposition 2 ([36]). There is an algorithm that, given a vector V ec of length
n, computes the sum of all elements of V ec in time O(log n) using O(n) pro-
cessors.
We are now ready to prove the main result of this subsection.
Theorem 2. For every infiltration rule AsyncUnstability is in NC.
Proof. Let (x, u) be an input of AsyncUnstability, i.e. x is a finite configura-
tion of G(n), and u is a vertex of G(u). Our algorithm for AsyncUnstability
first computes F (x). Then, it computes the set V+ as it is defined above. The
algorithm then checks whether u belongs to V+. If it is not contained in V+,
the algorithm checks if u infiltrates by looking to F (x)u. If F (x)u = 1 it means
that u infiltrates and the algorithm accepts. Otherwise, from Lemma 2 we know
that u is stable, so the algorithm rejects. In the case when u belongs to V+,
the algorithm computes the set B[u] and looks for a vertex in that set that
infiltrates. From Lemma 3 we know that, if some vertex infiltrates u is unsta-
ble, and otherwise, if no vertex of B[u] infiltrates, then u is stable. Therefore
algorithm outputs accept some vertex in B[u] infiltrates and rejects otherwise.
The details of our algorithm are given in Algorithm 2.
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Algorithm 2 NC algorithm for infiltration rules
Input: x ∈ {0, 1}G(n) and u ∈ G(n) such that xu = 0.
1: Compute F (x).
2: Compute the V+.
3: if u belongs to V+ then
4: if F (x)u = 1 then
5: return accept.
6: else
7: return reject.
8: end if
9: else
10: Compute the adjacency matrix of graph G+.
11: Compute the connected components of G+.
12: Compute V+[u].
13: Compute the B[u] = {v 6∈ V+[u] : V+[u] ∩N(v) 6= ∅}.
14: for all v ∈ B[u] do in parallel
15: if F (x)v = 1 then
16: return Accept
17: end if
18: end for
19: return Reject
20: end if
We now analyze the complexity of the algorithm. Let us call N = |G(n)|.
Step 1 can be computed in O(logN) time using O(N) processors. First,
define a vector V ecS of length N . One processor is assigned to each cell.
The processor assigned to cell i computes
∑
w∈N(v) xw in O(logn) time
and saves the output value in the i-th coordinate of V ecS. Then, define
a vector V ecF of length N . The processor assigned to cell i computes
F (x)i according on the table of rule F , it and saves the value in the i-th
coordinate of V ecF .
Step 2 can be computed in time O(logN) using O(N) processors. First, define
an empty vector V ecV of length N . One processor is assigned to each cell.
The processor assigned to cell i looks to the i-th coordinate of vector V ecS
computed in Step 1 and decides if
∑
w∈N(v) xw /∈ IF and
∑
w∈N(v) xw +
1 ∈ IF . If the answer is affirmative, it writes a 1 in the i-th coordinate of
V ecV . If the answer is negative, it writes a 0 in the same coordinate.
Steps 3-9 can be computed in O(logN) time with one processor. The proces-
sor looks to the coordinate corresponding to u in V ecV and V ecF .
Step 10 can be computed in O(logN) time using O(N2) processors. First,
define an empty matrix N × N called MatG. Then, one processor is
assigned to each pair of cells i and j. If V ecVi = 1 and V ecVj = 1 and i
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and j are adjacent, then the processor writes a 1 in the coordinate (i, j)
of MatG, and otherwise it writes a 0 in the same coordinate.
Step 11 can be computed in O(log2N) time using O(N2) processors using the
algorithm given by Proposition 1.
Step 12 can be computed in O(logN) time using O(N) processors. First, de-
fine an empty vector V ecV u of length N . Then, one processor is assigned
to each cell. The processor assigned to cell i checks if Ci = Cu and if
V ecVi = 1. If the answer is affirmative, it writes a 1 in the i-th coordinate
of V ecV u . Otherwise, it writes a 0 in the same coordinate.
Step 13 can be computed in O(logn) time usingO(N) processors. First, define
am empty vector V ecB of length N : Then, one processor is assigned to
each cell. The processor assigned to cell i checks if V ecV ui = 0 and if i
has a neighbor j such that V ecV uj = 1. If the answer is affirmative the
processor writes a 1 in the i-th coordinate of V ecB and otherwise it writes
a 0 in the same coordinate.
Steps 14-20 can be computed in O(logN) using O(N) processors. First, de-
fine an empty vector V ecInf of length N . Then, one processor is assigned
to each cell. The processor assigned to cell i checks if V ecBi = 1 and
V ecFi = 1. If the answer is affirmative, the processor writes a 1 in the i-
th coordinate of V ecInf . Otherwise, it writes a 0 in the same coordinate.
After each processor finishes, run the prefix-sum algorithm of Proposition
2 on input V ecInf , and call sum the output. If sum = 1 the algorithm
accepts, and if sum = 0 the algorithm rejects.
We deduce that our algorithm runs in time O(log2N) using O(N2) proces-
sors, and therefore our AsyncUnstability is in NC.
4.3 Monotone-like rules
We now study monotone-like rules. In [31] it is shown that all FCA that are
monotone have a particular property: From a given initial configuration, they
reach the same fixed point under any updating scheme.
Proposition 3 ([31]). If F is a freezing and monotone CA, then starting from
any configuration, any updating scheme of F reaches the same fixed point than
the synchronous update. .
We will call Unstability to the version of AsyncUnstability where
the updating scheme is synchronous, i.e. the problem is to decide is a cell
is stable updating every cell at same time. Thus in freezing monotone CA
is equivalent solve Unstability or AsyncUnstability. This proves that
AsyncUnstability is solvable in polynomial time for every FCA.
Proposition 4 ([31]). For every monotone FCA, AsyncUnstability is in P.
23
Observe that the two-dimensional monotone LFCA rules are rule T 23 in the
triangular grid and rules S24 and S34 in the square grid. Interestingly, for these
rules there exist better algorithm solving AsyncUnstability. Let us call maj
the freezing majority rule, which consists in the freezing rule where every cell
takes the state of the majority of its neighbors. In case of a tie (same number
of inactive and active neighbors), the cell becomes active. Similarly, we call
Maj the freezing strict majority rule, which is defined similarly, except that in
tie case the inactive cells remain inactive. Observe that rule S24 corresponds
to maj, while S34 corresponds to Maj in the square grid. Moreover, since the
triangular grid is a topology of odd degree, T 23 corresponds to maj and Maj.
In [32] it is shown that for S24 (i.e. maj in the squared grid) problem
Unstability is in NC.
Proposition 5 ([32]). For rule S24 Unstability is in NC.
On the other hand, in [33] it is shown that forMaj in any topology of degree
at most 4, problem Unstability is in NC.
Proposition 6 ([33]). For rule Maj restricted to a topology of degree at most
4, problem Unstability is in NC.
Observe that the triangular grid is a topology of degree 3 and the square grid
is a topology of degree 4. We deduce that for rules T 23 and S34 the problem
Unstability is in NC. This observations pipelined with Proposition 3 prove
the following lemma.
Lemma 4. For rule T 23, S24 or S34, AsyncUnstability is in NC.
We are now study rules T 22, S23, S33. Observe that these rules are almost
monotone, except in the case when the sum of the neighborhood of a cell equals
|N(·)| (which is 3 in the triangular grid or 4 in the square grid). Let F be a
LFCA and let F ∗ be the rule such that IF∗ = IF \ {|N(·)|} (i.e. IF∗ = IF \ {4}
if F is defined over the square grid and IF∗ = IF \ {3} if F is defined over the
triangular grid). The following lemma relates the unstability of a cell on rules
F and F ∗.
Lemma 5. Let x be a configuration, u an inactive cell, and suppose that
∃k ∈ IF∗ such that
∑
w∈N(u)
xw ≤ k.
Then u is stable for x in rule and F if and only if u is stable for x and rule F ∗.
Proof. We suppose that |N(·)| belongs to IF , because otherwise the lemma is
trivially true. Suppose first that u is stable for F . Then necessarily u is stable
for F ∗, because an updating scheme that iterates u under rule F ∗ will also
iterate u under rule F , since IF∗ ⊆ IF .
Suppose now that there is a vertex u that is stable for rule F ∗ but not for
F . Call σ the updating scheme that iterates u under rule F and let t be such
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that F σ(t)(x)u = 1. Over all possible updating schemes, we choose the one
such that t is minimum (i.e. σ iterates u in the minimum possible number of
time-steps). This implies in all time-steps smaller than t, no vertex with exactly
|N(·)| neighbors are updated, because otherwise t would not be the minimum.
This implies that, until time-step t, the dynamics over rule F and F ∗ coincide.
Now, we are supposing that u is stable for F ∗, and it implies that F˜ σ(t)(x)u = 0.
Therefore in configuration F σ(t−1)(x) cell u has |N(·)| active neighbors. As our
hypothesis is that
∑
w∈N(u) xw ≤ k for some k ∈ IF∗, and in time-step t u has
N(·) > k active neighbors, necessarily there exists a time-step t∗ < t on which u
has exactly k active neighbors. Let σ∗ be the updating scheme such that, until
time-step t∗ is equal to σ, but in time-step t∗ + 1 it updates u. We obtain that
on rule F ∗ updated according to σ∗ cell u becomes active in time-step t∗ + 1.
This contradicts the fact that u was stable for F ∗. We deduce that, under the
conditions of the lemma, if u is stable for F ∗ it is necessarily stable for F .
We are now ready to show the main result of this subsection.
Theorem 3. For every monotone-like rule AsyncUnstability is in NC.
Proof. Let us suppose first that F is rule T 23, S24 or S34. Then, the statement
of the theorem holds from Lemma 4.
Now suppose that F is rule T 22 (respectively S23 or S33). Let (x, u) be an
instance of AsyncUnstability, i.e. x is a configuration of active and inactive
cells and u is the decision cell. Lemma 5 indicates that on the condition that∑
w∈N(u) xw ≤ 2 (respectively
∑
w∈N(u) xw ≤ 2 or
∑
w∈N(u) xw ≤ 3), then
the complexity of the problem AsyncUnstability for rule T 22 (respectively
S23 or S33) coincides with the complexity of AsyncUnstability for rule T 23
(respectively S24 or S34). Moreover, if previous condition is not satisfied, i.e.∑
w∈N(u) xw > 2 (respectively
∑
w∈N(u) xw > 3 for S23 or S33) then u is stable
for rule F .
Therefore, the algorithm solving AsyncUnstability for rule T 22 (respec-
tively S23 or S33) consists in the following steps: First, it computes the an-
swer of AsyncUnstability for rule T 23 (respectively S24, S34) with the NC
algorithm given by Lemma 4. If the answer is that u is stable, then the al-
gorithm rejects. Otherwise, the algorithm checks whether
∑
w∈N(u) xw > 2
(respectively
∑
w∈N(u) xw > 3 for rules S24 or S34). If the answer is yes, the
algorithm rejects, otherwise it accepts. Clearly previous algorithm shows that
for all these rules AsyncUnstability is inNC, because checking the condition∑
w∈N(u) xw > 2 (respectively
∑
w∈N(u) xw > 3 for rules S24 or S34) can be
done in O(log n) time on a sequential machine.
5 Lower-Bounds
In last section we had studied all LFCA defined over a triangular grid, show-
ing that for all of them problem AsyncUnstability is in NC. Moreover, we
obtained a similar result regarding the square grid, except for one rule, namely
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rule S22. We remember that in this rule inactive cells become active only if
they have exactly two active neighbors. In this section, we show that for this
rule, AsyncUnstability is NP-Complete. In order to achieve this task, we
reduce Boolean Satisfiability (SAT) to this problem.
A Boolean variable is a variable x ∈ {0, 1} (it can be either true or false). An
n-variable Boolean formula φ : {0, 1}n → {0, 1} is a function defined over a set of
Boolean variables x1, . . . , xn, and which value is computed as a combination of
conjunctions (∧), disjunctions (∨) and negation (¬) of the variables. A Boolean
formula is called satisfiable if there exists a truth-assignment of the variables of
φ, i.e. if there exists u ∈ {0, 1}n such that φ(u) = 1. Problem SAT consists in
deciding whether a given Boolean formula φ on n variables is satisfiable. The
famous Cook-Levin Theorem states that SAT is NP-Complete [24].
A Boolean circuit C is a labeled directed acyclic graph where each node has
in-degree (fan-in) at most 2. Every other node is called gate and it is labelled
with one Boolean operator: ∧ (conjunction), ∨ (disjunction) or ¬ (negation).
Nodes labeled ¬ have in-degree 1. The gates with in-degree are called inputs
and vertices with out-degree 0 are called outputs. All other node has in-degree
and out-degree 2. Every node has a unique Boolean value assigned by the eval-
uation of its correspondent boolean operator in the values given by its incoming
neighbors. Thus, the circuit is evaluated by layers, defined as the distance of
a gate to an input node. Problem Circuit-SAT is the problem of, given a
Boolean circuit and an output gate g, decide if there exists a truth-assignment
of the inputs of G for which g is satisfiable (evaluated true). Clearly every
Boolean formula can be represented as a Boolean circuit, where there is only
one output gate. Therefore Circuit-SAT is also NP-Complete.
Our reduction of SAT to AsyncUnstability for rule S22 consists in,
roughly, a representation of an arbitrary Boolean Circuit C into a pattern of
a two dimensional grid. This representation considers that each gate is associ-
ated with specific cell of the grid, in a way that, this specific cell is unstable if
and only if the corresponding gate is satisfiable. In the following, we give some
intermediate results that allow to build this representation.
5.1 Grid-embedded Boolean Circuits
Our simulation framework considers a specific representation of a Boolean cir-
cuit, that we call south-east-output, north-west input grid-embedded Boolean
circuits, or simply grid-embedded Boolean circuits. This representation is in-
spired in another one given by Goldschlager in [42]. A grid-embedded Boolean
circuit is a Boolean circuit embedded in a two-dimensional square grid. Each
cell of the grid contains an operator, that we call in this context a block, rep-
resenting the parts of the circuit (i.e. gates and edges). Each cell of the grid
is occupied by some block, which communicates with its four neighbors (north,
east, south, west), in such a way that each one implements a Boolean function
g with 2 inputs and and 2 outputs. Each block receives inputs sN and sW from
the north and west blocks, and sends signals gE(sN , sW ) and gS(sN , sW ) to the
east and south blocks.
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In order to define a grid-embedded circuit, we first need to define a directed
acyclic square grid. A directed acyclic square grid is a directed graph on n2
vertices embedded in the two-dimensional grid G(n), where each cell contains a
vertex. Let us fix coordinates (0, 0) on an arbitrary cell. The incoming neighbors
of vertex placed in cell (i, j) are the vertices placed in cells (i−1, j) and (i, j−1),
and the outgoing neighbors of (i, j) are the vertices placed in cells (i+1, j) and
(i, j + 1) (all values are computed modulo n, remember that G(n) is defined as
a torus). Hence, each vertex has in-degree 2 and out-degree 2. We consider that
each vertex is labeled with one Boolean operator, called block. Let us define the
following blocks:
1. Conjunction block : it is represented by the symbol ∧ and it outputs the
conjunction of the two signals through the east and south sides. Formally,
for this gate gE(sN , sW ) = gS(sN , sW ) = sN ∧ sW .
∧
a
b a ∧ b
a ∧ b
2. Disjunciton block : it is represented by the symbol ∨ and it outputs the
disjunction of the two signals through the east and south sides. Formally,
for this gate gE(sN , sW ) = gS(sN , sW ) = sN ∨ sW .
∨
a
b a ∨ b
a ∨ b
3. Crossing block : it is represented by the letter C. This gadget crosses the
north input through the south output, and the west input through the east
output. Formally, for this gate gE(sN , sW ) = sW and gS(sN , sW ) = sN .
C
b b
a
a
4. Fixed-value block: it is represented by a 0. This block ignores the values of
its input (the associated functions g are constant functions), and outputs
a fixed value false through the east and south blocks.
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0
0
0
5. Signal-multiplier block : this gadget is represented by a symbol M , which
only reads one input, either from the north or east side, and outputs
that value through the east and south sides. Formally, for this gate
gE(sN , sW ) = gS(sN , sW ) = sN (if the block is a north-signal multi-
plier) or gE(sN , sW ) = gS(sN , sW ) = sW (if the block is a west-signal
multiplier).
M
a a
a
M
a
a
a
6. Selector block : this gadget is represented by the symbol S. It is a block
that receives no input (the functions g are constant functions), and outputs
a truth value x through the east side and ¬x through the south side.
Formally, for this gate gE(sN , sW ) = 1 and gS(sN , sW ) = 0 (if the block
is a east-selector) or gE(sN , sW ) = 0 and gS(sN , sW ) = 1 (if the block is
a south-selector).
S
1
0
S
0
1
A grid-embedded Boolean circuit C is a labeled directed acyclic square grid
G(n) where each vertex is labeled as some block, where:
(1) each vertex placed in with coordinates (i, j) such that ij = 0 (i.e. either i
or j are 0) is labeled as a fixed-value block.
(2) and every other vertex is labeled as a one of the blocks defined latter:
conjunction, disjunction, crossing, fixed-value, signal multiplier or selector
block.
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Observe that condition (1) (and the fact that G(n) is a torus) implies that the
perimeter of the grid G(n) consist in fixed-value blocks. Let v1, . . . , vs be the
selector blocks of C. A truth-assignment of C is defined as a vector u ∈ {0, 1}s
such that, if ui = 1 then vi is defined as an east-selector block, and if ui = 0 then
vi is defined as a south-selector block. A truth-assignment defines a set of values
of each vertex of C, called C(u), which is computed evaluating the function of
each block, in the following order: starting from k = 0, compute the outputs of
all cells (i, j) such that i + j = k. Then, sequentially repeat the procedure for
k = 1, . . . , 2(n− 1) (in other words, we evaluate vertex in cell (0, 0), then (1, 0)
and (0, 1), then (2, 0), (1, 1), (0, 2), and so on until reaching cell in coordinates
(n− 1, n− 1). For a vertex v, we call C(u)v the value of v on truth-assignment
u. We say that v is satisfiable if there exists a truth-assignment u of C such
that C(u)v = 1. Note that, C represents a boolean function {0, 1}s → {0, 1}n
2
.
Given grid-embedded Boolean circuit C and a vertex v of C, the problem
Grid-Embedded Circuit Satisfiability (GridCircuit-SAT) consists in
deciding whether there exist a truth-assignment u of C such that C(u)v = 1.
Note that GridCircuit-SAT can be verified in polynomial time (the certificate
is simply a truth-assignment of C satisfying v), thus the problem is in NP. The
following result shows that this problem is as hard as SAT. As a consequence
of this together with the latter observation we have that GridCircuit-SAT is
NP-Complete.
Theorem 4. Grid-Embedded Circuit Satisfiability is NP-Complete.
Proof. We reduce SAT to GridCircuit-SAT. Let ϕ be an instance of SAT,
i.e. ϕ is a CNF formula on n variables. We represent ϕ as a Boolean circuit
C, where all negations belong to the first layer, i.e. their incoming neighbors
are input gates, and every gate has in-degree at most 2. In the literature C is
called a normalized circuit, and observe that C can be computed in polynomial
time in the size of ϕ [24].
Without loss of generality, we assume that C satisfies that:
(1) every gate that is not an output has out-degree 2,
(2) each input gate is connected to exactly one negation gate,
(3) each gate that is in the first layer (i.e. has an input gate as incoming
neighbor) has in-degree 1.
Indeed, we can make assumptions (1), (2) and (3) by observing that we can
simulate a signal multiplier using a ∨ gate with only one input. Now suppose
that there exists a gate g with out-degree d greater than 2. We can replace that
gate by a directed tree of O(log(d)) signal multipliers, all of out-degree 2. In
the same way assume that each input gate has out-degree at most 2 and it is
connected to at most one negation. If an output gate has degree fewer than 2,
we add a new dummy output gate, labeled ∨, if the other neighbor is a negation,
or ¬ otherwise. Finally, if a gate of the first layer has in-degree 2, replace it by
a signal multiplier.
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Let n be the number of gates of C. We define a grid-embedded circuit C˜
over a directed acyclic square grid G(n + 1) that simulates C. This simulation
satisfies that:
1. C˜ can be computed in polynomial time given a representation of C (which
in turn represents ϕ).
2. there exists a vertex v of C˜ such that ϕ is satisfiable if and only if v is
satisfiable.
In order to build C˜, we have to define which block we are going to assign
to each vertex. The algorithm starts assigning unique identifiers in {1, . . . , n}
to the gates of C in concordance to a lexicographic order, i.e. if gate g1 is an
incoming neighbor of gate g2, then the identifier of g1 is strictly smaller than the
numbering of g2. In the following we do not distinguish a gate from its identifier.
Given this latter enumeration for each gate, we assign to each of them a unique
position in the two-dimensional integer lattice: for each gate g ∈ C we assign to
it a cell in the grid with coordinates (g, g). In addition, we assign label to each
cell in order to define the gates of C˜:
• For each gate g ∈ C that is not an input nor a negation gate label it by a
conjunction or disjunction gadget (block), depending on the type of gate
g in the circuit C.
• If g is a negation gate, label it as a disjunction block.
• Finally, if g is an input gate, label it as selector block.
In all cases, if v is the vertex of C˜ in (g, g), we say that v represents g, and we
denote it by v(g).
In the vertices of the top row, that is, vertices in cells (i, 0) for i = 0, . . . , n,
assign a fixed-value block with value 0. In the leftmost column, that is, vertices
in cells with coordinates (0, i) for i = 1, . . . , n assign a fixed-value block with
value 0, except in rows j ∈ {1, . . . n} where gate numbered j is a ∧ gate with
in-degree 1. In those cases, label the vertex in cell (0, j) with a fixed-value block
in with value 1. We remark that it is also possible to replace the latter gate ∧
with a gate ∨ without loss of generality as it has only one input (see Figure 3).
Let g be a block in the first layer of C. Remember that we assume that
g has in-degree 1. Call g1 the incoming neighbor of g (which is a input gate
since). If g is a negation gate, then we define the block of v(g) in C˜ in way
such it receives the signal from g1 through the west block. In order to achieve
that, we assign to cell (g, g1) a north-signal multiplier. On the other hand, if g
is not a negation gate, we define the block of v(g) in a way such that it receives
a signal from g1 through the north block. Therefore, in this case we assign to
cell (g1, g) an east-signal multiplier.
Now suppose that g is not in the first layer, nor an input gate. Suppose
that the in-degree of g equals 1. Then, we repeat the latter assignation so that
the incoming input signal of the block of v(g) comes through the north cell.
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Therefore, if g1 is the incoming neighbor of g, we label the vertex in cell (g1, g)
as a west-signal multiplier. Suppose now that g has in-degree 2, and let g1 and
g2 be its two inputs, with g1 < g2. Then, in C˜, we consider that the signal sent
from g1 will arrive to the block assigned to v(g) through north input, while the
signal sent from g2 will be received through the west input. Therefore, we label
the vertex in cell (g1, g) by a west-signal multiplier block, and the vertex in cell
(g, g2) by a north-signal multiplier block.
Finally, every block that remains unlabeled is labeled as a crossing block.
In Figure 3 is an example of this construction.
Let g be a gate of C . We now show that g is satisfiable in C if and only if vg
is satisfiable in G˜. Let u be a truth-assignment of the inputs of C and consider
the truth-assignment u˜ of the selectors of C˜ such that, if g is an input gate of
C, then u˜v(g) = ug. We claim that, for every gate g of C, C(u)g = C˜(u˜)v(g).
Indeed, let g be a gate and let vg be the corresponding vertex of C˜, which is
placed in cell (g, g).
Suppose that g has in-degree 2, and call g1 and g2 the two inputs of g with
g1 < g2. Observe that the construction of C˜ defines that all cells in coordinates
{(g1, k) : k ∈ {g1 + 1, . . . , g − 1} are either crossing or west-signal multiplier
blocks. Similarly, all vertices in cells {(k, g) : k ∈ {g1 + 1, . . . , g − 1} are either
crossing or north-signal multiplier blocks. Finally, the cell in coordinates (g1, g)
is a west-signal multiplier block. Then, by definition of the blocks, the east
output of v(g1) reaches the north input of v(g). Similarly, the south output of
v(g2) reaches the west input of v(g). Therefore the block v(g) outputs the same
value than g through both of its outputs.
Suppose now that g is a gate in the first layer of C. Call g1 the incoming
neighbor of g. If g is a negation gate, it receives the signal from g1 through its
west input. With an analogous argument than the one that we discussed before,
the south output of the block in v(g1) reaches the west input of the block of
v(g). On the other hand, all cells in {(k, g) : k ∈ {1, . . . , g − 1} are crossing
gadgets. Since the vertex in (0, g) is labeled with a fixed-value block, there is
a false signal that reaches the north input of v(g). Therefore, the output v(g)
will be exactly the value that v(g1) sends through its south output. Since v(g1)
is a selector, this value will be false if u˜v(g1) = 1 and true otherwise. Therefore,
v(g) outputs the negation of g1. An analogous argument follows for all gates
with in-degree 1, including gates in the first layer that are no negations. We
deduce that for every gate g of C, C(u)g = C˜(u˜)v(g). Therefore, a gate g of C is
satisfiable if and only if v(g) is satisfiable in C˜. We deduce that GridCircuit-
SAT is NP-hard. As we have already observed that GridCircuit-SAT is in
NP, we conclude that this problem is NP-Complete.
5.2 Restricted Grid-embedded Boolean circuits
In the definition of grid-embedded Boolean circuits, we consider that each cell of
the grid contains a block, where the set of blocks is given by: disjunction, con-
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¬ ∨
∧
¬ ∨
∧∨
1 2
3 4 5 6
7 8 9
0 1 2 3 4 5 6 7 8 9
0 0 0 0 0 0 0 0 0 0 0
1 0 S C C ⊤ C ⊤ C C C
2 0 C S C C C C C C C
3 0 ⊢ C ∨ C C C ⊤ C C
4 0 C C C ∨ C C C ⊤ C
5 0 C ⊢ C C ∨ C C C ⊤
6 0 C C C C C ∨ C C C
7 0 C C C ⊢ C C ∧ C C
8 0 C C C C ⊢ C C ∨ C
9 0 C C C C C ⊢ C C ∧
Figure 3: Example of the embedding of a circuit in the grid used for the proof
of Theorem 4. In the left-hand side it is shown the original circuit C and in the
right-hand side it is shown the correspondent circuit C˜ embedded in the grid.
In the left-hand side: the symbol • represents the inputs of the circuit. In the
right-hand side: ⊢ and ⊤ are the signal multipliers, the symbol S represents the
selector gadget and C represents the crossing gadget.
junction, crossing, fixed-value, signal-multiplier and selector. In this subsection
we show that GridCircuit-SAT is NP-Complete even when we restrict the
set blocks to only conjunction, disjunction, fixed-value and selector blocks. In
other words, we show that it is possible to simulate crossing and signal-multiplier
blocks using a combination of the other blocks.
In order to achieve our task, we are going to simulate each block by a meta-
block. A meta-block is a square grid of blocks of dimensions ∆×∆, where each
block is a conjunction, disjunction, fixed-value or selector block. Each meta-
block will contain in its north and east borders two designated blocks called
input blocks, and in its south and east borders two designated blocks called
output blocks.
Our goal is to simulate each one of the blocks defined in the previous section
with one (or, in fact, a set of) meta-blocks, defining disjunction, conjunction,
crossing, fixed-value, signal-multiplier and selector meta-blocks. Then, we will
simulate any grid-embedded Boolean circuit by a restricted one, taking a larger
grid of blocks, and replacing each block by a meta-block.
Roughly, all the gadgets are straightforwardly deduced from the previous
block with exception of the crossing gadget. Thus, we first show the construction
of a structure that will allow us to simulate the latter gadget. In fact, we will
start by the construcction of the gadget exhibited in Figure 4 that we call
crossing gadget which a posteriori will be a subpart of our meta-block gadget.
Lemma 6. Let a, b ∈ {0, 1} two input values of the input blocks of the crossing
gadget, and let a′, b′ the values of the output blocks.
a) For every truth-assignment of C, b′ ≤ b and a′ ≤ a.
b) There exists a truth-assignment of C such that a′ = a and b′ = b.
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0 1 2 3 4 5 6 7
0 0 0 0 ∨ 0 0 0 0
1 0 0 0 ∨ S ∨ ∨ 0
2 0 0 0 ∨ ∧ 0 ∨ 0
3 ∨ ∨ ∨ ∧ ∨ 0 ∨ 0
4 0 S ∧ ∨ ∨ ∨ ∧ ∨
5 0 ∨ 0 0 ∨ 0 0 0
6 0 ∨ ∨ ∨ ∧ 0 0 0
7 0 0 0 0 ∨ 0 0 0
a b
∧ ∧∧
s
∨
s
∧ ∧
b′ a′
∨
∨
(3, 0) (0, 3)
(2, 4) (4, 2)(3, 3)
(4, 1)
(4, 3)
(1, 4)
(6, 4) (4, 6)
(7, 4) (4, 7)
(3, 4)
(4, 4)
Figure 4: Left: A crossing gadget. Right: A directed graph representing a
crossing gadget.
Proof. Let a = b = 1. A truth assignment u of C has two coordinates, one for
each selector. Let us call s1 the selector of coordinates (4, 1) (vertex numbered
6 in the graph of Figure 4), and s2 the selector of coordinates coordinates (1, 4)
(vertex numbered 8 in the graph of Figure 4). Without loss of generality, the first
coordinate of u corresponds to the choice of s1 and the second coordinate the
choice of s2. More precisely, for i ∈ {1, 2}, if ui = 1 then si is an east-selector,
and if ui = 0 then si is a south-selector.
Consider now the vertices in coordinates (4, 2) and (6, 4), which are conjunc-
tion blocks. Call them v1 and v2. Observe that the construction satisfies that
at least one of these two blocks has to output false signals. Indeed, since the
selector s1 can only output a true-signal through either the east or the south
sides, at least one of these blocks has to receive a false signal, and therefore
output false. More precisely, if s1 is a east-selector (u1 = 1) then v2 always
outputs a false-signal, and if if s1 is a south-selector (u1 = 0) then v1 always
outputs false. Similarly, we call v3 and v4 the blocks with coordinates (2, 4) and
(4, 6). If s2 is a south-selector (u2 = 0) then v4 always outputs a false-signal,
and if s2 is a east-selector (u2 = 1) v3 always outputs a false-signal.
Then, there are four options for u. When u = (0, 0) we have that v1 and v4
always output a false-signal, so a′ = 0 and b′ = (a ∧ b) ∨ b. When u = (0, 1)
we have that v1 and v3 always output a false-signal, then a′ = b′ = a ∧ b.
When u = (1, 0) we have that v2 and v4 output false-signals, then a′ = b′ = 0.
Finally, when u = (1, 1) we have that v2 and v3 output false-signals, then
a′ = (a ∧ b) ∧ a = a and b = 0. In all cases a′ ≤ a and b′ ≤ b. Moreover, if we
choose u = (¬b, a) we obtain that a′ = a and b′ = b.
This crossing gadget implies, roughly, that combining disjunction, conjunc-
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a b s1 s2 a
′ b′
0 0 ↓ ↓ 0 0
0 0 ↓ → 0 0
0 0 → ↓ 0 0
0 0 → → 0 0
0 1 ↓ ↓ 0 1
0 1 ↓ → 0 0
0 1 → ↓ 0 0
0 1 → → 0 0
a b s1 s2 a
′ b′
1 0 ↓ ↓ 0 0
1 0 ↓ → 0 0
1 0 → ↓ 0 0
1 0 → → 1 0
1 1 ↓ ↓ 0 1
1 1 ↓ → 1 1
1 1 → ↓ 0 0
1 1 → → 1 0
Table 2: Table of combinations between the inputs a and b the selectors s1 and
s2, and the possible outputs a′ and b′. The symbols → and ↓ mean that the
selector is an east (ui = 1) or south (ui = 0) selector, respectively. The rows
marked in gray correspond to the combinations (¬b, a), in which the crossing
gadget acts as a crossing block without deleting signals.
tion and selector blocks it is possible to simulate a crossing block. Unfortunately,
this construction involves two difficulties that we have to handle in order to cor-
rectly define our simulation. The first difficulty is the fact that it do not always
outputs the right values. More precisely, there exist choices of selectors in which
the outputs of our crossing gadget are different from the values that the original
crossing block would have outputted. Fortunately this difficulty will not have
a real effect in our main result (that is to say the one that says that restricted
grid Boolean satisfiability problem is NP-Complete), because condition (a) of
Lemma 6 assures that the outputs of each crossing gadget can not produce false
positives. In other words, the signal outputted by this gadget can not make
satisfiable an unsatisfiable vertex. On the other hand, condition (b) of Lemma
6 assures that, if a vertex v is satisfiable, then there exists a choice of selectors
in the gadget that produces the correct simulation of the crossing block.
The second difficulty, is that the input blocks of the simplified crossing gadget
are not aligned with the output blocks. More precisely, on the one hand the
north and west input blocks are, respectively, in coordinates (0, 3) and (3, 0).
On the other hand the east and south blocks are, respectively, in coordinates
(4, 7) and (7, 4). This implies that if we place two crossing gadgets one adjacent
to the other, we will not be able to put the inputs of the second one with the
outputs of the first one. This difficulty can also be handled, but the solution is
slightly more involved.
Before giving more details on this issue, we define the gadgets for every
other block, all having dimensions 8× 8, input blocks in coordinates (3, 0) and
(0, 3), and output blocks in coordinates (4, 7) and (4, 5), as shown in Figure 5.
We remark that each gadget only contain conjunction, disjunction, selector and
fixed-value blocks.
We also define one more gadget called wire-gadget. Let i1, i2, j1, j2 such that
0 ≤ i1 ≤ i2 ≤ 7 and 0 ≤ j1 ≤ j2 ≤ 7. A wire gadget with input in (i1, j1) and
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Figure 5: Gadgets simulating the disjunction block (top-left), the conjunction
block (top-right), the selector block (middle-left), the fixed-value block (middle-
right), the west-signal multiplier block (bottom-left) and the north-signal mul-
tiplier block (bottom-right).
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output in (i2, j2) is a pattern of 8× 8 blocks, all being disjunction of fixed-value
blocks. This gadget has one input block in coordinates (i1, j1) that is either
the north or the west side of the pattern (therefore i1 or j1 equals 0), and one
output block in coordinates (i2, j2), either in the east or south side of the pattern
(hence i2 or j2 equals 7). The wire gadget consists in a shortest directed path of
disjunction blocks that starts from the input block, and finishes in the output
block. All the other blocks in the pattern are fixed-value blocks with value 0.
See Figure 6 for an example of the construction.
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Figure 6: Left: a wire-gadget with input in (3, 0) and output in (3, 7). Right: a
wire-gadget with input in (0, 3) and output in (4, 7).
Let C be a grid-embedded Boolean circuit defined over a directed acyclic
square gridG(n). Our meta-blocks will have size∆×∆, where∆ = 8(n+2). The
block in coordinates (i, j) of C will be simulated by a meta-block constructed
as follows (see also Figure 7): consider a subdivision of the meta-block (observe
that a meta-block has dimensions ∆ × ∆ = 8(n + 2) × 8(n + 2)) in a grid
of dimensions (n + 2) × (n + 2), where each cell is a grid of 8 × 8 blocks.
The meta-block will receive the inputs from cell (8i + 3, 0) (west input) and
(0, 8j + 3) (north input). On the other hand, it will output the values of the
simulated block through the block in coordinates (8(i+1)+3,∆) (east output)
and (∆, 8(j+1)+3) (south output). In other words, the west input of the meta
block is the the block in coordinates (3, 0) of cell (i, 0); the north input is block
in coordinates (0, 3) of cell (0, j); the east output is the block in coordinates
(3, 7) of cell (i+1, n+2) and the south output is the block in coordinates (7, 3)
of cell (n+ 2, j + 1).
We start placing on cell (i, j) the gadget that simulates the operator of the
block (i, j) (See Figure 5). From cell (i, 0) until cell (i, j − 1), we place wire
gadgets with inputs in (3, 0) and output in (3, 7). Similarly, from cell (0, j) until
cell (i − 1, j) we put wire gadgets with inputs in (0, 3) and output in (7, 3).
Roughly speaking, this path of block wires will transmit the inputs received in
cells (i, 0) and (0, j) to the block gadget in (i, j).
Then, from cell (i, j+1) until (i, n+1) we place wire gadgets with inputs in
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(4, 0) and output in (4, 7), and from cell (i+ 1, j) until (n+ 1, j) we place wire
gadgets with inputs in (0, 4) and output in (7, 4). Besides, we put wire gadgets
in the following positions:
• In cell (i, n + 2) we put a wire gadget with input in (4, 0) and output in
(7, 3)
• In cell (i + 1, n+ 2) put a wire gadget with input in (0, 3) and output in
(3, 7)
• In cell (n+1, j) put a wire gadget with input in (0, 4) and output in (3, 7)
• In cell (n+ 1, j + 1) put a wire gadget with input in (3, 0) and output in
(7, 3)
Roughly speaking, this sequence of wire gadgets will transmit the outputs of the
gadget in cell (i, j), to the output blocks of the meta-block. Finally, in every
cell not yet defined, place a grid of 8× 8 fixed-value blocks.
g
Figure 7: A meta-block simulating a block with operator g, which is placed in
the cell (1, 1) of grid-embedded Boolean circuit C defined over a directed acyclic
square grid G(3). The meta block consists in a grid of 5× 5 gadgets. The arrow
represent the wire gadgets, white cells represent fixed-value gadgets, and the
cell denoted g represents the gadget of the block with Boolean operator g.
Using this construction we obtain a way of simulating any grid-embedded
Boolean circuit with one that only has conjunction, disjunction, fixed-value and
selector blocks. In Figure 8 we give an example of a simulation of a grid-
embedded circuit C defined over a directed acyclic square grid G(3). Moreover
this simulating grid-embedded Boolean circuit can be constructed in polynomial
time in the size of the simulated circuit.
Let us call Restricted-GridCircuit-SAT the problem GridCircuit-
SAT when the input grid-embedded Boolean circuit is restricted to have only
disjunction, conjunction, fixed-value and selector blocks.
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Figure 8: A representation of the simulation of an arbitrary grid-embedded
Boolean circuit C with a restricted set of blocks. The circuit C is depicted in the
left side of the figure, and is defined over a directed acyclic square grid G(3). In
the right side of the figure is the representation of the restricted grid-embedded
Boolean circuit C˜ that simulates C using only disjunction, conjunction, selector
and fixed-value blocks.
Theorem 5. Restricted-GridCircuit-SAT is NP-Complete.
Proof. We reduce GridCircuit-SAT to Restricted-GridCircuit-SAT. Let
(C, v) be an instance of GridCircuit-SAT, where C is a grid-embedded Boolean
circuit and v is a block with coordinates (p, q). The reduction constructs a grid-
embedded Boolean circuit C˜ using only disjunction, conjunction, fixed-value
and selector blocks according to the constructions giving above. Let v˜ be the
block in coordinates (7, 4) (i.e. the south output block) of the cell (p, q) of the
meta block in coordinates (p, q) representing block v. From the constructions
and arguments given above, it is direct that v˜ is satisfiable in C˜ if and only
if v is satisfiable in C. We deduce that Restricted-GridCircuit-SAT is
NP-Complete.
5.3 The complexity of rule S22
In this subsection we show that for rule S22 problem AsyncUnstability is
NP-Complete. We remark that as we have already stated in previous section
AsyncUnstability is inNP. Thus, it suffices to show that it isNP-hard. The
proof consists of a series of patterns in the two-dimensional grid that, iterated
asynchronously, according to rule S22, simulate disjunction, conjunction, selec-
tor and fixed-value blocks. Then, the NP-Completeness follow from Theorem
5.
As we mentioned in the introduction, in [32] it is shown that rule S22 is ca-
pable of simulating monotone Boolean circuits under the synchronous updating
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Figure 9: Patterns of rule S22 that simulate disjunction (left), conjunction
(middle-left), selector (middle-right) and fixed-value (right) blocks. Black cells
represent cells in state 1, while white cells represent cells in state 0.
scheme. More precisely, it is shown that certain patterns in the two-dimensional
grid can simulate disjunction, conjunction, crossing, signal-multiplier and fixed-
value blocks, and therefore the synchronous version of the problem isP-Complete.
Unfortunately, these gates are not robust under the asynchronous update of rule
S22, in the sense that in certain updating schemes these patterns incorrectly
produce simulated true-signals in cases that the simulated block should output
a false signal (we call this situation a false positive).
Nevertheless, we show that it is possible to simulate disjunction, conjunction
selector and fixed-value blocks by four patterns of dimensions 10 × 10. We
call these patterns disjunction, conjunction, selector and fixed-value pattern,
respectively. We exhibit these patterns in Figure 9.
On each pattern, we identify a pair of cells in the north edge, namely n1 =
(0, 3) and n2 = (0, 4), and a pair of cells in the west edge, namely w1 = (3, 0)
and w2 = (4, 0). We call these cells input cells. Our simulation considers
that when a block receives true-signal through the north input (respectively
through the west input), then in the corresponding simulating pattern n1 or
n2 (respectively w1 or w2) will become active. Similarly, we identify two cells
in the bottom edge, namely s1 = (9, 3) and s2 = (9, 4) and a pair of cells in
the east edge, namely e1 = (3, 9) and w2 = (4, 9). When a block outputs a
true-signal through the south output (respectively the east output), then in the
corresponding simulating pattern cell s1 or s2 (respectively e1 or e2) will become
active.
In the following lemma, we show that the simulating patterns of disjunction,
conjunction and fixed-value blocks have the advantage that they do not produce
false positives under any updating scheme.
Lemma 7. Let x be the conjunction, disjunction or fixed-value pattern. Let
y be a configuration of the square grid G(10) that is equal to the conjunction,
disjunction or fixed-value pattern in every cell except n1, n2, w1, w2, s1, s2, e1
and e2. If s1, s2, e1 and e2 are inactive in y, then
a) For every updating scheme σ of G(10) and every t ≥ 0,
S22σ(t)(y)s1 ≤ g(yn1 ∨ yn2 , yw1 ∨ yw2)
S22σ(t)(y)s2 ≤ g(yn1 ∨ yn2 , yw1 ∨ yw2)
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S22σ(t)(y)e1 ≤ g(yn1 ∨ yn2 , yw1 ∨ yw2)
S22σ(t)(y)e1 ≤ g(yn1 ∨ yn2 , yw1 ∨ yw2)
b) There exists an updating scheme σ of G(10) and t > 0 such that:
S22σ(t)(y)s1 = g(yn1 ∨ yn2 , yw1 ∨ yw2)
S22σ(t)(y)s2 = g(yn1 ∨ yn2 , yw1 ∨ yw2)
S22σ(t)(y)e1 = g(yn1 ∨ yn2 , yw1 ∨ yw2)
S22σ(t)(y)e1 = g(yn1 ∨ yn2 , yw1 ∨ yw2)
where g(p, q) = p ∨ q if x is the disjunction pattern, g(p, q) = p ∧ q if x is the
conjunction pattern, and g(p, q) = 0 if x is the fixed-value pattern.
Moreover, if n1, n2, w1, w2 are inactive, then every cell in the pattern
different than the input or output cells are stable.
Proof. Observe first that the lemma straightforwardly holds when yn1 = yn2 =
yw1 = yw2 = 0, because the disjunction, conjunction and fixed-value patterns
are defined as fixed points for rule S22 (the number of active neighbors of each
cell is different than 2 on each cell). Therefore, in this case (a) and (b) hold
when x is any of the three patterns. We now assume that one of n1, n2, w1 or
w2 is initially active. By the symmetry of the pattern, we can assume without
loss of generality, w1 or w2 is active.
First, observe that if x is the fixed-value pattern, then the configuration on
all cells with exception of the inputs and output are in a fixed-point (see Figure
9). As g(yn1 ∨ yn1 , yw1 ∨ yw2) = 0 we deduce that (a) and (b) hold. This still
holds when yn1 = yn2 = yw1 = yw2 = 1. We deduce that, when x is the fixed-
value pattern, (a) and (b) hold for every combination of states of cells n1, n2,
w1 and w2.
Now suppose that x is a disjunction pattern. As g(yn1 ∨ yn1 , yw1 ∨ yw2) = 1,
we obtain that in this case (a) trivially holds. On the other hand, it is not hard
to construct an updating scheme that activates the output gates on this case. In
Figure 11 is shown an example of an updating scheme that activates the output
cells, when w2 is active. We deduce that (b) holds when x is the disjunction
pattern.
Therefore, (a) and (b) hold when w1 or w2 are active. By the symmetry of
the pattern, the same is true when n1 or n2 are active. We deduce that, when
x is the disjunction pattern, (a) and (b) hold for every combination of states of
cells n1, n2, w1 and w2.
Suppose then that x is the conjunction gadget. First, if n1 and n2 are
inactive, then g(yn1 ∨ yn1 , yw1 ∨ yw2) = g(1, 0) = 0. In this case, observe
that cells in coordinates (3, 3), (3, 4), (4, 3) and (4, 4) have all initially 4 inactive
neighbors. On the other hand, trying all possible updating scheme of cells
(3, 1), (3, 2), (4, 1) and (4, 2), we obtain that cells (3, 3) and (3, 4) have at most
one active neighbors, while all the other inactive cells in the pattern will remain
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Figure 10: Left: Example of an updating scheme of the disjunction pattern that
produces the correct output value in the output cells, when w2 is active. The
numbers represent the order in which the cells are updated. Unnumbered cells
are updated in an arbitrary order after updating cell numbered 29 (e2). Right:
a representation of the cells (in gray) that can become active when a signal
comes through the output cells.
with the same number of active neighbors. We deduce that s1, s2, e1 and e2
remain inactive for every updating scheme of the pattern. Therefore, (a) and
(b) hold when w1 or w2 are active and n1 and n2 are inactive. By symmetry of
the pattern (a) and (b) also hold in the complementary case, i.e., when n1 or
n2 are active and w1 and w2 are inactive.
Suppose now that one of n1, n2 is active and one of w1, w2 is active. Then
g(yn1 ∨ yn1 , yw1 ∨ yw2) = g(1, 1) = 1. In this case (a) trivially holds. On the
other hand, we can exhibit an updating scheme that activates the output gates
in latter case. In Figure 11 an example of an updating scheme that activates
the output when n2 and w2 are active cells is shown. Thus, (b) hold.
We deduce that, when x is the conjunction pattern, (a) and (b) hold for
every combination of states of cells n1, n2, w1 and w2.
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Figure 11: Left: Example of an updating scheme of the disjunction pattern that
produces the correct output value in the output cells, when w2 is active. The
numbers represent the order in which the cells are updated. Unnumbered cells
are updated in an arbitrary order after updating cell numbered 30 (e2). Right:
a representation of the cells (in gray) that can become active when a signal
comes through the output cells, and/or when only one signal comes through the
input cells.
Finally, we remark that, when s1, s2, w1, w2 are inactive then when x is any
of the three patterns, then cells (8, 3), (8, 4), (3, 8) and (4, 8) have at least three
inactive neighbors that are not output cells. Therefore, the number of active
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neighbors of every inactive cell in the pattern (eventually different to the output
cells) is different than 2 (see Figures 10 and 11). Therefore, when s1, s2, w1, w2
are inactive every cell in the pattern different than the input or the output cells
is stable.
Roughly, Lemma 7 states three useful properties of the disjunction, conjunc-
tion and fixed-value patterns. First, they do no produce false positives. Second,
if they should output a true signal, there is an updating scheme that produces
it. Third, if the signal comes through the wrong direction, for example through
one of the output cells, then it is impossible that such a signal enters to the
pattern and changes one of the input cells or the output cells in the other side.
The selector pattern have a different behavior. Observe that in the selector
pattern, the dynamic of every cell in coordinates (i, j) such that i ≥ 3 and
j ≥ 3 is independent of the values of the states of the input cells. The following
lemma states that each updating scheme of the selector patterns simulate one of
the choices of the selector block, namely the east-selector or the south-selector
blocks.
Lemma 8. Let x be the selector pattern and let σ be an updating scheme of the
cells in x. Then either {s1, s2} are stable and at least one of {n1, n2} is iterated,
or {n1, n2} are stable and at least one of {s1, s2} is iterated.
Proof. Let σ be any updating scheme of the cells in x. Let v1 and v2 be the cells
in coordinates (4, 5) and (4, 6), respectively. Observe that every cell different
than v1 or v2 has a number of active neighbors different than 2, and therefore
they wont change if they are updated before v1 and v2. Suppose that v1 is
iterated before v2. Then, after that time-step v2 has three active neighbors and
becomes stable, implying that all cells in columns greater than 6 are stable.
Similarly, if v2 is iterated before v1, then v1 is stable and all cells in columns
smaller than 4 that belong to the connected component of inactive cells contain-
ing v1 (i.e. cells with coordinates (i, j), with i ≥ 4 and j ∈ {3, 4}) are stable.
On the other hand, if v1 is iterated, then it is not hard to see that any updating
scheme of the pattern eventually iterates s1 or s2. Similarly, if v2 is iterated any
updating scheme of x eventually iterates e1 or e2. In Figure 12 we represent two
examples of updating schemes activating output cells, one when v1 is iterated
and the other when v2 is the one that becomes active.
Roughly, Lemma 8 indicates that every updating scheme of the selector pat-
tern simulates either a south-selector (when v1 is iterated before v2), or an
east-selector (when v2 is iterated before v1). Therefore, for each updating σ
scheme of the selector pattern, we call σ an east-selector updating scheme if σ
updates v2 before v1. Otherwise, we call σ an south-selector updating scheme.
Observe that Figure 12 shows that there exists at least one east-selector updat-
ing scheme, and at least one south-selector updating scheme.
We are now ready to state the main result of this section.
Theorem 6. For rule S22, the problem AsyncUnstability is NP-Complete.
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Figure 12: Left: Example of an updating scheme of the selector pattern that
produces an output value in the southern output cells (south-selector). Right:
Example of an updating scheme of the selector pattern that produces an output
value in the eastern output cells (east-selector). The numbers represent the
order in which the cells are updated. Unnumbered cells can be updated in any
order after that the numbered cells are updated.
Proof. In order to show our result we reduce Restricted-GridCircuit-SAT
to AsyncUnstability for rule S22. Let (C, v) be an instance of Restricted-
GridCircuit-SAT, defined over a directed square grid G(n). Let x˜ be the
configuration of active and active cells on the square grid G(10n), constructed
replacing each block b of C with the pattern of the corresponding type given by
Figure 9. For each block b of C, call xb the set of cells in the pattern representing
b, and call sb the output cell s1 of xb (observe that it is possible to choose any
other output cell). We claim that sb is unstable if and only if b is satisfiable.
Suppose first that b is satisfiable, and let u be a truth-assignment of C sat-
isfying b. Remember that a truth-assignment of C is a choice over the selectors
blocks, picking them as south or east-selectors. Let σ the update scheme that
first updates each selector pattern, in such a way that σ restricted to the pattern
is a east or south-selector updating scheme depending on the choices given by
u. After updating every selector pattern, we define σ to update each cell inside
a conjunction or disjunction pattern according to the order given by Figures 10
and 11 and we define it in way such that, it continues updating each pattern
in the same order than the circuit is evaluated. From Lemma 7 (b), we obtain
that necessarily sb is unstable.
Suppose now that vb is unstable, and let σ an updating scheme that iterates
it. For each selector b of C, consider the restriction of σ to the cells of xb,
and call it σb. Now we consider the truth assignment u such that ub = 1 if
σb is a east-selector updating scheme and ub = 0 otherwise. We claim that
C(u)b = 1. Indeed, the choice of σ assures that there exists a t > 0 such that
S22σ(t)(x)sb = 1. On the other hand, Lemma 7 (a) implies that the truth-value
of b is lower-bounded by S22σ(t)(x)sb . Therefore, we deduce that b is satisfiable.
We conclude that for rule S22 AsyncUnstability is NP-Complete.
43
6 Concluding Remarks
In this paper we have analyzed the dynamics of asynchronous freezing cellular
automata by studying the computational complexity of AsyncUnstability
problem which consist in answering whether there exists an update scheme that
iterates a cell in asynchronous freezing cell automata.
First we have shown that in the one-dimensional case, the algorithm of [22]
for the synchronous case can be extended for the asynchronous update scheme
implying that the problem is in NL.
As our main aim was to essentially understand what makes a rule simple or
complex, we wondered whether the efficient verification algorithm found for the
one-dimensional FCA can be extended to the two-dimensional case with two
states, both in the triangular grid and square grid topologies.
We have found that, even when we were able to exhibit efficient parallel
algorithms to solveAsyncUnstability for the vast majority of life-like freezing
rules, there exist some rules for which the problem isNP-Complete. Specifically,
we have found that in the triangular grid AsyncUnstability is in NC for all
life-like FCA, as well as all the rules in the square grid with the exception of
the rule S22, which is NP-Complete. Moreover, we remark that, unlike the one
dimensional case for which it was possible to exhibit one algorithm in order to
solve the latter problem for all the rules, we introduced different approaches to
solve AsyncUnstability: i) infiltration approach and ii) monotony approach
(by studying the rules that we have called monotone-like). In this regard, we
observe that the infiltration approach is intrinsically interesting as it can be used
to extend the obtained results to rules that are not necessarily Life-like rules.
More precisely, consider the set IF associated to a given rule F . Then, by using
the infiltration approach one can derive that all the rules such that 1 ∈ IF are
NC for the triangular grid as we can always determine whether the objective cell
is in V+. However, for the square grid it is not possible to straightforwardly use
the latter approach to solve AsyncUnstability. For example, if IF = {1, 4},
we do not know how predict the state of the objective cell in the case in which,
initially, it has two active neighbors. Contrarily, as the number of neighbors
is just three in the triangular grid, the problem can be solved directly as the
objective cell is in V+.
Our classification of simple life-like rules contain two groups, the infiltration
rules, which are the rules F for which 1 ∈ IF ; and the monotone-like rules,
which are the rules F for which N − 1 ∈ IF , where N is the size of the neigh-
borhood. This sets contain all life-like rules defined over the triangular grid, and
almost all life-like rules in the square grid, with exception of rule S22, which
results to be complex (i.e. AsyncUnstability is NP-Complete). In the light
of the obtained results, a future work could consider the asynchronous dynamics
of Life-like FCA in two-dimensions considering the Moore neighborhood. Obvi-
ously by the same arguments given in this paper, AsyncUnstability is in NC
for all the rules such that 1 ∈ IF and N −1 ∈ IF . An interesting research ques-
tion are: how complex is this problem in the other cases?. Are all other rules
NP-Complete? We remark that the well-known Life-without-death belongs to
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this set of rules.
Finally, we remark that the NP-completeness of the rule S22 is closely re-
lated with the capability of the dynamics to simulate three specific gadgets: the
conjunction, disjunction and the selector blocks. Moreover, the constructions
satisfy a specific topological restriction, which is the directed-grid oriented with
south-east edges. As consequence of the latter, we have shown that it is pos-
sible to simulate crossings and ultimately simulate SAT. We consider that this
simulation framework is of independent interest and could be used in the study
of other asynchronous CA (including, for instance, Life-like FCA defined with
the Moore neighborhood).
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