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We investigate the chiral phase transition in the strong coupling lattice QCD at finite temperature and
density with finite coupling effects. We adopt one species of staggered fermion, and develop an analytic
formulation based on strong coupling and cluster expansions. We derive the effective potential as a
function of two order parameters, the chiral condensate  and the quark number density q, in a self-
consistent treatment of the next-to-leading order (NLO) effective action terms. NLO contributions lead to
modifications of quark mass, chemical potential, and the quark wave function renormalization factor.
While the ratio cðT ¼ 0Þ=Tcð ¼ 0Þ is too small in the strong coupling limit, it is found to increase as
 ¼ 2Nc=g2 increases. The critical point is found to move in the lower T direction as  increases. Since
the vector interaction induced by q is shown to grow as , the present trend is consistent with the results
in Nambu-Jona-Lasinio models. The interplay between two order parameters leads to the existence of
partially chiral restored matter, where effective chemical potential is automatically adjusted to the quark
excitation energy.
DOI: 10.1103/PhysRevD.80.074034 PACS numbers: 11.15.Me, 12.38.Gc, 11.10.Wx, 25.75.Nq
I. INTRODUCTION
Exploring the chiral phase transition and its phase dia-
gram in quantum chromodynamics (QCD) is one of the
most challenging problems in quark hadron physics. The
chiral phase transition may really happen in compact as-
trophysical phenomena such as the early Universe and
compact stars, and can be investigated in heavy-ion colli-
sion experiments. The large magnitude of the elliptic flow
parameter observed in the relativistic heavy-ion collider
(RHIC) experiments indicates the formation of strongly
interacting quark-gluon plasma [1–4] at high temperature.
The future experiments at FAIR and in low-energy pro-
grams at RHIC are expected to provide new discoveries in
the phase diagram investigations.
The most rigorous and reliable framework to investigate
the QCD phase transition would be the lattice QCD
Monte Carlo (MC) simulations. In the high temperature
and low density region, the lattice MC can provide the
quantitative predictions, and the critical temperature is
estimated to be Tc ’ ð160–190Þ MeV [5,6]. In comparison,
the lattice MC simulations do not work well in the high
baryon density region because of the notorious sign prob-
lem of the Dirac determinant. Many ideas have been
proposed to overcome this problem [7], for example, the
Taylor expansion around  ¼ 0 [8], analytic continuation
[9,10], canonical ensemble method [11], improved re-
weighting method [12], and the density of states method
[13]. It has become possible to access the relatively small
density region =T & 1:0 [6,7]. One of the interesting
objects is the critical end point (CEP) [14]. Recent works
indicate that the CEP may locate in the region =T  1:0
[15–17], while de Forcrand and Philipsen suggest that the
CEP might not exist [18]. The larger chemical potential
region is still under debate, and alternative methods are
necessary to reveal the whole structure of the phase
diagram.
In the phase diagram investigation, the strong coupling
lattice QCD (SC-LQCD), the lattice QCD formulation
based on the expansion of the action in the power series
of the inverse bare coupling squared (1=g2), is an interest-
ing approach, since the sign problem can be weakened or
avoided. The SC-LQCD was applied first to the confine-
ment study in pure Yang-Mills theories [19–21]. Wilson
suggested the confinement mechanism in an analytic study
of the strong coupling limit (SCL) of lattice QCD [21].
Creutz showed that the  ¼ 2Nc=g2 dependence of the
lattice spacing a in the MC simulation smoothly connects
the strong coupling behavior and the continuum spacetime
scaling behavior [22]. By using the character expansion
technique, Mu¨nster demonstrated that the pure Yang-Mills
SC-LQCD with high order corrections could explain the
above MC results [23]. The scaling behavior in MC simu-
lations indicates that the confinement is actually realized in
the continuum spacetime, and the success of SC-LQCD
suggests that the scaling region would be accessible in SC-
LQCD within the conversion radius, which is shown to be
finite in pure Yang-Mills theories [24]. We may expect that
the scaling and convergent properties are also kept with
fermions. Then it would be possible that the SC-LQCD
could provide useful results on the phase diagram in the
whole region of the T- plane.
The SC-LQCDwith fermions has a long history of chiral
symmetry studies for more than 20 years [25–61], and*miura@yukawa.kyoto-u.ac.jp
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many theoretical tools have been developed; the large
dimensional or 1=d (d ¼ spatial or spacetime dimension)
expansion [30], the finite temperature treatments in the
Polyakov gauge [34] and in the temporal gauge [36], the
finite quark chemical potential effect [35] with the help of
the lattice chemical potential [62]. The analytic expression
of the SCL effective potential has been derived at finite T
[34,36] or at finite  [35]. In the 1990s, phase diagram
studies met some successes [37–39] based on the SC-
LQCD effective action [36]. We also find several works
on the Polyakov loop [63] based on SC-LQCD, and the
functional form of the effective potential in SC-LQCD
has provided basic ingredients in the SC-LQCD related
models [64–66] and the Nambu-Jona-Lasinio model with
Polyakov loop (PNJL) [67].
Based on these successes, the SC-LQCD is recently
revisited and expected to provide an instructive guide to
QCD under extreme conditions. The pure Yang-Mills SC-
LQCD [23] is extended to finite T [68], and the shear
viscosity below the deconfinement transition temperature
is also studied [69]. In color SUð2Þ QCD, the interplay
between the diquark condensate  and the chiral conden-
sate  is investigated at finite T and  [40]. The diquark
effect is also investigated for color SUð3Þ at zero tempera-
ture [41]. We find remarkable developments in the
SUðNc ¼ 3Þ phase diagram investigations [42–44,51],
where a ‘‘naı¨ve’’ structure of the phase diagram with first
and second transition lines separated by a tricritical point
(TCP) is obtained in the strong coupling limit with zero
quark masses. With nonzero quark masses, TCP becomes a
CEP, whose discovery is one of the physics goals in low-
energy programs at RHIC.
In order to discuss the chiral symmetry on the lattice, the
SC-LQCD has been developed in several fermion formal-
isms. We find some pioneering works based on the stag-
gered [25,26], the Wilson [25,28], and the naı¨ve [29]
fermions. The domain-wall [70] and the overlap [71] fer-
mion provide modern formulation of the lattice chiral
symmetry, and some SC-LQCD based investigations are
found in [58,59] (domain-wall) and [60,61] (overlap). In
the present work, we adopt one species (nf ¼ 1) of (un-
rooted) staggered fermion. Its simple realization of the
chiral symmetry on the lattice [25,72,73] is useful to
develop analytic formulations. It has been theoretically
suggested [32,74] and numerically established [75] that
the unrooted staggered QCD is equivalent to the four flavor
(Nf ¼ 4) QCD with degenerate masses in the continuum
limit.
In this paper, we investigate the phase diagram evolution
with finite coupling effects. We employ one species of
(unrooted) staggered fermion, and take account of the
next-to-leading order [NLO, Oð1=g2Þ] terms in the strong
coupling expansion. We concentrate on the leading order
of the large dimensional (1=d) expansion [30] for simplic-
ity. The gluon field is evaluated in the Polyakov gauge [34]
with respect for the finite temperature T effects, and the
finite density effects are introduced via the quark chemical
potential on the lattice [62]. In these setups, we derive an
analytic expression of the effective potential in the mean
field approximation. In particular, the following points are
newly developed. First, we introduce the NLO effective
action terms through the systematic cluster expansion.
Second, we evaluate the NLO effective action by using a
recently developed extended Hubbard-Stratonovich (EHS)
transformation [45,46]. As a result, several auxiliary fields
including the chiral condensate  are introduced on the
same footing, and the NLO effects are self-consistently
evaluated. In particular, we find that the quark number
density naturally appears as an order parameter, whose
self-consistent solution in equilibrium plays essential roles
in the large  region. This point would be an advantage to
the previous works with NLO effects [36–39]. Third, we
discuss the evolution of the first and second order transition
lines and the critical point with  ¼ 2Nc=g2. The finite
coupling effects on the critical point have not been inves-
tigated before. Fourth, the NLO contribution is expressed
as modifications of the constituent quark mass, chemical
potential, and the quark wave function renormalization
factor. Hence the mechanism of the phase diagram evolu-
tion becomes clear.
While we are working based on the strong coupling
expansion with NLO effects, we expect the present work
would give a valuable picture in understanding the QCD
phase diagram in the real world through the relation with
the MC simulations. Since the SC-LQCD is based on the
same formulation as lattice MC simulations, its results
should be consistent with MC results as long as the applied
approximations are valid. This speculation is supported by
previous works on the hadron mass spectrum [27,30,31].
Very recently, the structure of the phase diagram suggested
in SC-LQCD is qualitatively confirmed by a lattice MC
simulation in the strong coupling limit [51] based on a
monomer-dimer-polymer formulation [53]. Thus the phase
diagram in the strong coupling limit is established from
both sides of analytic and numerical studies, and provides a
good starting point to explore the true phase diagram by
evaluating finite coupling effects in the strong coupling
expansions. We find MC studies using one species of
unrooted staggered quarks, and the results around  5
have been extensively discussed [10,76]. In order to com-
pare the SC-LQCD results with those in MC simulations,
we discuss the results in the region   6 expecting that
these  values are within the conversion radius.
Although the number of flavors (Nf ¼ 4nf ¼ 4) used in
the present work is different from the real world (Nf ¼
2þ 1), we could provide valuable results for the phase
diagram investigations. Flavor dependence of the phase
diagrams at strong coupling has been studied by using
several species (nf ¼ 2, 3) of staggered fermions [38,43],
and we find that the phase diagrams with nf ¼ 2 and 3 are
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qualitatively the same as that with nf ¼ 1. The critical
chemical potentials at T ¼ 0 (c;T¼0) are found to be
almost the same. The critical temperatures at  ¼ 0
(Tc;¼0) are found to be around 1.2 [38,43] and 1.06 [38]
for nf ¼ 2 and 3, respectively. These values differ from the
result of nf ¼ 1 (Tc;¼0 ¼ 5=3) by 30–40%, but the ob-
tained phase diagram structure is very similar. The flavor
dependence of the phase diagram is found to be moderate
also in the continuum region. In Ref. [10], the small 
region of phase diagram is investigated by using MC
simulations with four flavor staggered quarks, and the
results are compared with two flavor results [9]. The dif-
ference between the phase boundaries in two and four
flavor cases is at most 7% within a region Nc<
500 MeV [10]. Thus, a ‘‘shape’’ of the phase boundary
may not be crucially affected by the flavor effects. It should
be noted that the number of flavors is important to some of
the key features of the phase diagram, such as the order of
the phase transition and the position of the critical point.
The organization of this paper is as follows. In Sec. II,
we provide a brief review on the strong coupling (1=g2),
the large dimensional (1=d) and cluster expansions, and
derive the effective action including the Oð1=g2; 1=d0Þ
effects. In Sec. III, we derive an analytic expression of
the effective potential. In Sec. IV, we investigate the phase
diagram evolution with , and focus on the mechanisms of
the critical temperature and chemical potential modifica-
tions. The ‘‘partially chiral restored (PCR) matter’’ is
found to appear in the high density region, and we also
discuss its origin. Finally we summarize our work in
Sec. V. All through this paper, we use the lattice unit a ¼
1, and physical values are normalized by a.
II. EFFECTIVE ACTION
A. Lattice QCD action
We start from the lattice QCD action and the partition
function with one species of staggered fermion  with a
quark mass m0. Gluons are represented by the temporal
link (U0) and spatial link (Uj, j ¼ 1; 2;    ; d) variables,
Z ¼
Z
D½; ;U0; Uj exp½SLQCD; (1)
SLQCD ¼ SðÞF þ
X
x































Here the trace of the plaquette UP is defined as
UP¼;x ¼ trc½U;xU;xþ^Uy;xþ^Uy;x: (6)
In this action, Mx denotes the mesonic composite, Mx ¼
xx, and we have defined two other mesonic composites,
V, which contain the temporal link variables. Sums over
color indices are assumed. Quark chemical potential on the
lattice () is introduced as a weight of the temporal hop-
ping in the exponential form [62], and the staggered phase
factor j;x ¼ ð1Þx0þþxj1 in the spatial action is related
to the Dirac’s 	 matrices [25,32]. By using a 	5-related
factor 
x ¼ ð1Þx0þþxd , a staggered chiral transforma-
tion is given as x ! ei
xx [25,72,73]. The lattice kinetic
action Sð;sÞF is invariant under this chiral transformation in
the chiral limit m0 ! 0.
Throughout the paper, we consider the color SUðNc ¼
3Þ case in 3þ 1 dimensions (d ¼ 3). Temporal and spatial
lattice sizes are N and L, respectively. While T ¼ 1=N
takes discrete values, we consider T as a continuous valued
temperature. We take account of finite T effects by impos-
ing periodic and antiperiodic boundary conditions on link
variables and quarks, respectively. We take the static and
diagonalized gauge (called the Polyakov gauge) for tem-
poral link variables with respect for the periodicity [34].
B. Spatial link integral in the strong coupling limit
In the finite temperature (T) treatment, we obtain the
effective action of quarks ð; Þ and temporal link variable
(U0) by integrating out the spatial link variables (Uj). We
shall evaluate the spatial partition function,
ZðsÞ ¼
Z
DUj exp½SðsÞF  SG; (7)
and integrate out the spatial link variables (Uj). In the
strong coupling region (g	 1), we can treat the plaquette
action term (SG / 1=g2) through the expansion in the
power series of 1=g2 (strong coupling expansion).
In the SCL, we can omit SG, and the spatial partition











We can carry out the Uj integral on each link ðj; xÞ by








dUUabUcd   Uef ¼ 1Nc! 
ace
bdf; (10)
and other higher order integral formulas. The spatial part of
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the hadronic effective action density is obtained as [26],
Z




AnðMxMxþj^Þn þ Aj;xð BxBxþj^ þ ð1ÞNcðH:c:ÞÞ;
(12)
where Bx ¼ 
abcðab   cÞx=Nc! represents baryonic
composites. Coefficients ðAn; Aj;xÞ are summarized in
Table I for Nc ¼ 3. The spatial partition function in the








The sum over spatial directions
P
j in Eq. (13) would





j;x stays finite at large d, the quark
field ð; Þ should scale as d1=4. As a result, the mesonic
hopping term
P
jMxMxþj^ remains finite Oð1=d0Þ, while
higher power terms of quarks are found to be suppressed as
Oð1= ﬃﬃﬃdp Þ for Nc  3. This is called the systematic 1=d
expansion, which is proposed first in the application to the
Ising model [78]. A spin exchanging term
P
jSxSxþj^ is
assumed to be finite at large d, and the mesonic hoppingP
jMxMxþj^ could be analogue of that [30]. In the leading














In the third diagram of Fig. 1, we display the leading order
diagram of the 1=d expansion.
C. Strong coupling and cluster expansion
In order to evaluate the plaquette contribution SG, it is





which has a normalization property h1i ¼ 1. The full spa-
tial partition function Eq. (7) can be expressed as
ZðsÞ ¼ ZðsÞSCLheSGi: (16)
It is well known that the expectation value of the exponen-
tial form operator with a small factor (i.e. 1=g2) can be













where h  ic is called a cumulant, and corresponds to the
correlation part in the connected diagram contributions,
e.g. hS2Gic ¼ hS2Gi  hSGi2. We find that the effective action
from plaquettes is expressed in terms of cumulants as






The n-th term in the right-hand side is proportional to
1=g2n, and we can identify n ¼ 1 term as the NLO effec-
tive action, and n ¼ 2 term as the next-to-next-to-leading
order (NNLO) effective action.
The above identification of the effective action and the
strong coupling order is consistent with the cluster expan-
sion. In the first line of Eq. (17), the average of SnG is







¼ hSGinc þ n!2!ðn 2Þ! hSGi
n2
c hS2Gic þ    þ hSnGic;
(19)
where the sum runs over all partitions satisfying
P
n ¼
n. The plaquette action SG is proportional to a large volume
factor
P
x  Vol and a small coupling factor 1=g2, hence it
is necessary to count both of them. The first term in









In comparison, other terms have smaller powers in volume.
TABLE I. The coefficients of the hadronic composites in the
effective action at the strong coupling limit. Detailed explanation
to calculate these coefficients are found in Ref. [77].
Coefficients Values (Nc ¼ 3)
A1 1=ð4NcÞ
A2 ðN2c  ðNc  2Þ! Nc!Þ=ð32  N2c  Nc!Þ
A3 ð2  Nc! N3c  ðNc  2Þ!Þ=ð128  N4c  Nc!Þ
Aj;x ð1ÞNcðNc1Þ=2Ncj;x=2Nc
FIG. 1. Effective action terms in the strong coupling limit and
1=g2 corrections. Open circles, filled circles, and arrows show ,
, and U, respectively.
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where ‘‘fxig 2 conn’’ represents that the sum over fxiji ¼
1;    ; ng is restricted to connected diagrams, and such a
summation is OðVol1Þ. In a fixed order of 1=g2n, hSGinc
gives the leading order contribution in terms of the volume
in the thermodynamical limit, Vol! 1. Resumming all
leading order contributions in volume of the connected
diagrams, we obtain the exponential form shown in the
right-hand side of Eq. (18). This resummation corresponds
to the so-called cluster expansion [79], and is consistent
with the strong coupling expansion of the effective action
presented in Eq. (18).
D. NLO effective action
The NLO contribution to the effective action Eq. (18) is
found to be





As long as we consider NLO terms, the cumulant h  ic is
equivalent to the expectation value h  i,





We decompose the spatial kinetic action SðsÞF to the pla-
quette related and nonrelated part,








In the above sum
P
P, four links, ðj; xÞ, (k, xþ j^), (j, xþ
k^), ðk; xÞ are included in a spatial plaquette P ¼ ðjk; xÞ as
shown in the fifth diagram of Fig. 1. The link integral in





















The second line shows the plaquette nonrelated part, and is
found to be unity from the definition of sðeffÞj;x shown in
Eq. (11). The prefactor in the first line corresponds to the
normalization factor in the plaquette related part. This
factor is also found to be unity in the leading order of the
1=d expansion, since sðeffÞj;x contains four quarks, and is
proportional to d1 at large d.
The UP integral part in Eq. (26) contains at most only
four links, and we can perform the link integrals by using
the group integral formulas Eq. (10) again. For a temporal
plaquette, P ¼ ðj0; xÞ, we find [31,36]
hUj0;xic ¼  1
4N2c
Vx ðÞVþxþj^ðÞ þOðd3=2Þ; (27)
where the first term in Eq. (27) corresponds to the leading
order in the 1=d expansion and shown in the fourth dia-
gram of Fig. 1. Note that the temporal link variable U0
remains in the nonlocal color singlet composites V, and
will be integrated out later. For a spatial plaquette, P ¼




where MMMM term is the leading order contribution and
is illustrated in the fifth diagram of Fig. 1.
Substituting Eqs. (27) and (28) in Eq. (22), we obtain the
NLO effective action from plaquettes, SNLO. The pla-
quette sum
P
P inSNLO leads to
P
j  d and
P
jk  d2 for
temporal and spatial plaquettes, respectively. Since the
quark fields ð; Þ scales as d1=4, the composites in
Eq. (27) and (28) scale as VVþ  d1 and MMMM
d2. Putting all together, VVþ and MMMM give
Oð1=d0Þ contributions in SNLO.
In the following, we consider the leading (SCL) and the
NLO in the strong coupling expansion, and the leading
order of the 1=d expansion. The effective action is found to
be



































where SðÞ and SðsÞ come from the temporal and spatial
plaquettes shown in Eq. (27) and (28) including their
hermit conjugates, respectively. The considered contribu-
tions SðÞF , MM, and Sð;sÞ are summarized in Fig. 1.
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III. EFFECTIVE POTENTIAL
The effective action derived in the previous section still
contains quark fields ð; Þ and temporal link variablesU0.
In this section, we obtain the effective potential F eff by
integrating out these variables in the mean field approxi-
mation,Z
D½U0; ; eSeff ¼
Z
D½eNLdF eff ½
 eNLdF eff ½jstationary: (34)
In this step, several auxiliary fields () including the chiral
condensate  are introduced on the same footing, and the
NLO effects are self-consistently evaluated.
A. Effective potential in the strong coupling limit
Before discussing the NLO effects, we briefly summa-
rize the procedure to obtain the effective potential in the
SCL. The effective action SSCL contains the chirally in-
variant four-fermion interaction term MM. We apply the
so-called Hubbard-Stratonovich (HS) transformation. The
four-fermion interaction term MM is reduced to bilinear
forms in  and  by performing the Gaussian transforma-






































where b ¼ d=2Nc, and the matrix Vxy ¼
P
jðxþj^;y þ
xj^;yÞ=2d represents the meson hopping. In the last line,
 is assumed to be a constant, which is determined by the
stationary condition @F SCLeff =@ ¼ 0. Under this condition,
the auxiliary field  is found to be the chiral condensate
 ¼ PxhMxi=ðNLdÞ. Thus the nonlinear term MM is
converted to the quark mass term b , where the finite
chiral condensate  spontaneously breaks the chiral sym-
metry and generates the quark mass dynamically.
















xy ðmq;Þy þ NLd b2 
2; (36)
where mq ¼ m0 þ b represents the constituent quark






We take account of finite T effects by imposing periodic
and antiperiodic boundary conditions on link variables and
quarks, respectively. We take the static and diagonalized
gauge (called the Polyakov gauge) for temporal link vari-
ables with respect for the periodicity [34],
U0ð;xÞ ¼ diagðei1ðxÞ=N ;    ; eiNc ðxÞ=NÞ: (38)
The corresponding Haar measure is given in the form of the


















where the delta function reflects the SUðNcÞ property, i.e.
the baryonic effect in the temporal direction. Owing to the
static property of the auxiliary field and the temporal link
variable in the Polyakov gauge, the partition function Zq ¼R
; ;U0
e G1 is completely factorized in terms of the
frequency modes. Hence the quark path integral can be
done in each mode independently, and leads to the simple
product in the frequency (
Q
!). By utilizing the Matsubara
method (see, for example, the appendices in Refs. [40,44]),














where N1 is identified as temperature T, and EðmqðÞÞ ¼
sinh1½mqðÞ corresponds to the quark excitation energy.
Substituting Eq. (39) for Eq. (40), the remnant U0 integral
can be carried out in a straightforward manner [34] (the
explicit procedure is summarized in the appendix in
Ref. [43]). The resultant effective potential [34,36] is a
function of the chiral condensate , temperature T, and
quark chemical potential ,
F SCLeff ð;T;Þ ¼
b
2
2 þV qðmqðÞ;T;Þ; (41)
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V qðmq;T;Þ ¼ T log











The same result is also obtained by another method [36],
by utilizing recursion formulas. The phase diagram is
obtained by performing the minimum search of the effec-
tive potential F SCLeff , and its structure has been investigated
in Refs. [37–39,42–44].
B. Extended Hubbard-Stratonovich transformation
We shall now evaluate NLO correction terms Sð;sÞ in
the effective action Eq. (29) in the mean field approxima-
tion. The temporal plaquette term SðÞ is composed of the
product of different composites Vþx and Vxj^. The standard
HS transformation shown in Eq. (35) cannot be applied for
such a term. Hence we apply here a recently developed
method named extended Hubbard-Stratonovich (EHS)
transformation [45,46]. Let us consider to evaluate a quan-
tity eAB, where ðA; BÞ and  represent arbitrary composite
fields and a positive constant, respectively. We can repre-








The integral over the new fields ð’;Þ is approximated by
the saddle point value, ’ ¼ hAþ Bi=2 and  ¼
ihA Bi=2. Specifically in the case where both hAi and
hBi are real, which applies to the later discussion, the
stationary value of  becomes purely imaginary. Thus
we replace ! i! and require the stationary condition
for the real value of !,
eAB  ef’2ðAþBÞ’!2þðABÞ!gjstationary: (45)
In the case of A ¼ B, Eq. (45) reduces to the standard HS
transformation. We find that eAB is invariant under the
scale transformation, A! A and B! 1B. In our pre-
vious work [44], a similar invariance exists but is broken
after the saddle point approximation. As a result, a careful
treatment is necessary in order to determine the explicit
value of the parameter. In the present derivation, the scale
invariance is kept in the right-hand side of Eq. (45), since
the combinations ’! ¼ hAi and ’þ! ¼ hBi trans-
form in the same way as A and B, respectively. This means
that the effective potential is independent of the choice of
.
Now we apply EHS to NLO terms. For the spatial
plaquette action terms, SðsÞ, we substitute (s=dðd 1Þ,













In the last line, we have assumed that the auxiliary fields
take constant and isotropic values. Under this constant
auxiliary field assumption, !s effects disappear and the
sum
P
0<k<j leads to a factor dðd 1Þ=2 for the ’2s term.
As shown in the last line, the coupling terms of ’s and M
are rearranged to the same form as the meson hopping term
in the SCL effective action by using the translational
invariance. This MxMxþj^’s term can be absorbed into











Thus the spatial NLO contributions lead to a shift of the
coefficient for the meson hopping effects, which can be
evaluated by introducing the chiral condensate  via
Eq. (35). The coefficient modification is cared by replacing
S in Eq. (35) with







where ~b ¼ d=ð2NcÞ þ 2s’s. The constituent quark
mass is found to be modified as
m0q ¼ m0 þ ~b: (49)
For the temporal plaquette action SðÞ, we substitute





½’2 þ ½Vþx ðÞ  Vxþj^ðÞ’ !2
 ½Vþx ðÞ þ Vxþj^ðÞ! þ ðj$ jÞ







½ð’ !ÞVþx ðÞ  ð’ þ!ÞVx ðÞ:
(50)
In the last line, we again assume that the auxiliary fields ’
and! are constant and isotropic, then
P
j leads to a factor
d. We combine V terms in Eq. (50) with those in the SCL
temporal action SðÞF , and the coefficients of V are found
to become Z=2, where Z ¼ 1þ ð’ !Þ. We re-
write these coefficients as Z ¼ Z expðÞ. Thus the
SCL term SðÞF is modified by the temporal NLO effects as





























In this way, temporal NLO contributions are expressed as
the quark wave function renormalization factor Z and the
dynamical shift of chemical potential . In Table II, we
summarize introduced auxiliary fields.
C. Effective potential
Now the effective action reduces to a bilinear form in

















where G1xy ð ~mq; ~Þ is given in Eq. (37) with modifications
ðmq;Þ ! ð ~mq; ~Þ. We note that the constituent quark














Gð ~mq; ~Þ can be eval-
uated in the same manner as in the SCL. The effective
potential (free energy density) is obtained as a function of
the auxiliary fields  ¼ ð;’;s; !Þ, the temperature T,
and the quark chemical potential ,











ð’2 !2Þ  Nc logZ;
(56)
where V qð ~mqðÞ;T; ~Þ has the same functional form as
that in the SCL Eq. (42) except for modifications mq !
~mqðÞ and ! ~. The additional term Nc logZ,
which has no counterpart in the SCL, appears from the
quark wave function renormalization factor Z through the
fermion determinant contribution,  log½detðZG1Þ.
We have introduced four kinds of auxiliary fields  ¼
ð;’s; ’;!Þ, and they may contain some redundant
degrees of freedom. We can reduce their degrees of free-















Note that V q depends on the auxiliary fields via the two
dynamical variables ~mq and ~. Substituting  for  in
Eq. (57), we obtain the relation





By utilizing this result, the stationary condition for ’s
leads to ’s ¼ 2. Substituting ’ and! for, we obtain
a coupled equation for ’ and !, whose solution is found
to be
’ ¼ 2’0
1þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1þ 4’0p ; (59)




¼  @F eff
@
: (61)
Equation (61) indicates the stationary value of ! is noth-
ing but the quark number density q. The stationary con-
ditions are summarized in Table II.
The auxiliary fields ’;s are found to be explicit func-
tions of  and ! via stationary conditions, while !
becomes a ðT;Þ dependent implicit function, ! ¼
qð;!;; TÞ. Hence we need a self-consistent treatment
in the minimum search of F effð;!Þ in order to deter-
mine vacua. This is a consequence of the multiorder pa-
rameter ð;!Þ treatment, and a new feature compared
with the previous works [36–39].
The auxiliary field ! may be interpreted as a repulsive
vector field for quarks. In relativistic mean field (RMF)
models of nuclei [80], the isoscalar-vector field ! contrib-
utes to the energy density as
"V ¼ m2!!2=2þ g!NBð ~BÞ!þ . . . ; (62)
where ! is the temporal component of the omega meson
TABLE II. The auxiliary fields and their stationary values. In
the stationary value of ’, ’0 ¼ Nc  Z ~mq þ !2.
Auxiliary Fields Mean Fields Stationary Values
 hMi ð1=ZÞð@V q=@ ~mqÞ
’s hMMi 2




! hðVþ þ VÞ=2i @V q=@ ~ ¼ q
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field !. The negative coefficient of !2 results in the
repulsive potential for nucleons,þg!N!, and the coupling
with the baryon density B leads to the shift of B as
Eþ g!!B ¼ E ðB  g!!Þ ¼ E ~B: (63)
The saddle point constraint gives ! / B. Most of these
characters apply to the auxiliary field ! introduced in the
present work. For example, the ! contribution to the
effective action in Eq. (50) is rewritten as !2=2þ
!q, and the stationary condition is ! ¼ q. When
we replace quarks with baryons and introduce an appro-
priate scaling factor for !, the above two points are
consistent with the properties of! vector field in the RMF.
IV. PHASE DIAGRAM EVOLUTION
In the previous section, we have derived an analytic
expression of the effective potential F eff , which contains
effects of the NLO of the 1=g2 expansion. In this section,
we investigate the phase diagram evolution with the finite
coupling effects  ¼ 2Nc=g2 based on the effective poten-
tial F eff . By developing a self-consistent treatment of two
order parameters, ð;!Þ, we study the  dependence of
the critical temperature, critical chemical potential, the
critical point, and the phase diagram. We also discuss
PCR matter.
A. Self-consistent treatment in vacuum search







corresponds to searching for a saddle point of F eff in the
ð;!Þ plane. Since the quark number density q is an
increasing function of ~ which is a decreasing function of
!, the stationary condition for !, ! ¼ q, has a single
solution, ! ¼ !statð; T;Þ, for a given value of  at
finite T. The coefficient of !
2 is negative in F eff , hence
the solution gives a maximum of F eff for a given . Thus
the stationary point in ð;!Þ is the saddle point ofF eff , at
which F eff is convex downward and upward in  and !
directions (@2F eff=@2 > 0 and @2F eff=@!2 < 0), re-
spectively. Generally, we may have several solutions of
Eq. (64), among which the lowest F eff dominates the
partition function.
In Fig. 2, we show F eff as a function of ð;!Þ. Solid
lines show the solution of the stationary condition for !,
! ¼ !stat, and filled circles show the saddle points. At
 ¼ 0, F eff becomes an even function of !, and the
stationary value of! is always zero as shown in the upper
panel of Fig. 2. At finite , we have to solve the coupled
Eqs. (64) self-consistently. The solution !
stat is a smooth
function of  at finite T as shown in the middle panel of








































FIG. 2 (color online). The effective potential as a function of 
and ! at ðT;Þ ¼ ðTc;¼0=2; 0Þ; ð0:2; c;T¼0:2Þ; ð0; c;T¼0Þ in
the lattice unit. The solid line represents the set of points which
satisfy the stationary condition Eq. (61).
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Fig. 2. In the case of T ¼ 0 and finite , @F eff=@! is
discontinuous at ~ ¼ Eq. This discontinuity comes from
the functional form of the quark free energy at T ¼ 0,
V qð ~mq; ~; T ¼ 0Þ ¼
NcEq ðEq  ~Þ
Nc ~ ðEq  ~Þ : (65)
The ridge found in the lower panel of Fig. 2 corresponds to
the line ~ ¼ Eq, where F eff takes a maximum value for a
given . The stationary value !
stat at finite T approaches
this ridge in the limit T ! 0. Thus the stationary condition
for ! is found to be equivalent to searching for ! which
maximizes F eff for each  also at T ¼ 0.
The effective potential as a function of  for given
ðT;Þ is defined as F effðÞ ¼ F effð;! ¼ !statðÞÞ,
whose minimum point corresponds to the equilibrium. In
Fig. 3, we show F effðÞ on the T axis ( ¼ 0) and on the
 axis (T ¼ 0) at ¼ 4:5, as an example. The chiral phase
transitions in these cases are found to be the second and
first order, respectively, as in the case of the SCL. In the
following subsections, we discuss the nature of these phase
transitions.
B. Critical temperature at zero chemical potential
Along the T axis ( ¼ 0), the quark number density
q ¼ ! is always zero, then the effective potential under
the ! stationary condition is simply given as F effðÞ ¼
F effð;! ¼ 0Þ. In the upper panel of Fig. 3, we show the
effective potential at several temperatures (T=Tc ¼
0; 0:2; . . . ; 1:0; 1:2) at  ¼ 0 for  ¼ 4:5. The effective
potential has one local minimum in the region   0. As
T becomes large, the minimum point of the effective
potential smoothly decreases to zero from a finite value.
We find that the phase transition along the T axis is the
second order as in the case of the SCL [42–44].
In Fig. 4, we show the critical temperature at zero
chemical potential Tc;¼0 as a function of . We find
that Tc is suppressed as  becomes large. This decrease
would be a natural consequence of finite coupling, since
hadrons are less bound than in the SCL. In the present
treatment, the decrease of Tc is caused by the wave func-
tion renormalization factor Z in Eq. (54), which has a
similar effect to the temporal lattice spacing modification.
The second order phase transition temperature is obtained




The effective potential F effðÞ and auxiliary fields  ¼
ð’;s; !Þ are even functions of  in the chiral limit
@=@j!0 ¼ 0, and the first derivative of auxiliary fields
are zero from the stationary conditions @F eff=@ ¼ 0. By

































NcðNc þ 1ÞðNc þ 2Þ
3TðNc þ 1þ 2 coshðNc ~=TÞÞ : (66)







dðNc þ 1ÞðNc þ 2Þ
6ðNc þ 3Þ ; (67)
where TðSCLÞc represents the second order phase transition
temperature at ¼ 0 in the strong coupling limit. It should
be noted that at  ¼ 0 and  ¼ 0, Z does not depend on
the auxiliary field. As shown in Eq. (67), the critical
temperature decreases due to the wave function renormal-
ization factor, Z  1 at  ¼ 0. This mainly originates
from the suppression of the constituent quark mass ~mq ¼
m0q=Z. In this way, the decrease of the critical temperature
is understood as the ~mq modification effects caused by the
plaquettes. The Tc values here are consistent with those in
Ref. [39].
In Fig. 4, we also show the results of the critical coupling
inMonte Carlo simulations withN ¼ 2 [81], 4 [10,76,82],















µ/µc=0, 0.2,..., 1.0, 1.2 (T=0)
FIG. 3 (color online). The effective potential as a function of 
on the T axis (upper panel,  ¼ 0) and on the  axis (lower
panel, T ¼ 0) with  ¼ 2Nc=g2 ¼ 4:5 in the lattice unit. The
filled circles represent the minimum points.
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respond to Tc ¼ 0:5, 0.25, and 0.125. Results with N ¼ 2
andN ¼ 4 are those withm0 ¼ 0:05, 0.025, or 0 (extrapo-
lated), and chiral extrapolated results are shown for N ¼
8. Compared with the results of the critical coupling c ¼
5:097 in the quenched calculation with N ¼ 2 [84], c is
significantly smaller with finite masses, c ¼ 3:81 and
3.67 for m0 ¼ 0:05 and m0 ¼ 0:025 [81]. The monomer-
dimer-polymer simulations on anisotropic lattice [51,85]
give the critical temperature Tc ¼ 	2c=N ¼ 1:401ð2Þ [51],
where 	c is the critical anisotropy in the chiral limit. The
decrease of Tc in the NLO at finite  is not enough to
explain these MC results, and higher order effects such as
the NNLO and Polyakov loop effects would be necessary.
C. Chiral transition at finite density
At finite , the quark number density q ¼ ! is gen-
erally finite and depends on . We search for ! which
maximizesF effð;!Þ for a given, and we substitute the
solution, ! ¼ !statðÞ, in the effective potential. In the
lower panel of Fig. 3, we show the effective potential at
several chemical potentials (=c ¼ 0; 0:2; . . . ; 1:0; 1:2)
at T ¼ 0 for  ¼ 4:5. The effective potential has one local
minimum for  smaller than the second order critical
chemical potential, <ð2ndÞc;T¼0, and two local minima
appear in the larger  region. For  ¼ 4:5, the vacuum
jumps from the Nambu-Goldstone (NG) phase ( ’ vac)
to the Wigner phase ( ¼ 0) at critical chemical potential,
 ¼ c, and this transition is the first order.
The first order chiral transition at finite  necessarily
involves the density gap. In the case of  ¼ 4:5 and T ¼ 0
shown in the lower panel of Fig. 2, the effective potentials
at two points in ð;!Þ plane become equal at  ¼ c,
and the first order phase transition takes place. In the
Wigner phase, the quark mass is small (zero in the chiral
limit), then the quark number density is high. At high
densities, the chemical potential effects are reduced as
! ~ ¼   as discussed in the previous section.
In the upper panel of Fig. 4, we show the critical
chemical potential at T ¼ 0, c;T¼0, as a function of .
In the region of < 6, the phase transition at T ¼ 0 is the
first order, as in the case of SCL results. We find that the
first order critical chemical potential ð1stÞc;T¼0 is not largely
modified from the strong coupling limit value ðSCL;1stÞc ’
0:55. For example, we find ð1stÞc ’ 0:58ð0:60Þ at  ¼
3:0ð4:5Þ. This small modification is understood as follows:
In the low temperature region, the first order phase tran-
sition is described in terms of the competition between the
quark chemical potential and the constituent quark mass.
Since the temporal plaquette suppresses both, the relative
relations between them are not largely changed. Hence
ð1stÞc ’ ðSCL;1stÞc follows. Results by Bilic et al. [37–39]
are also shown in Fig. 4. Our results are qualitatively
consistent with their results.
We can now discuss the critical value ratio R ¼
c;T¼0=Tc;¼0, which characterizes the shape of the phase
diagram. In the lower panel of Fig. 4, we show this ratio as
a function of . As already discussed, Tc;¼0 rapidly
decreases as  increases, while the finite coupling effects
give rise to only small modifications ofc;T¼0. As a result,
the ratio R significantly increases with  as shown in the
lower panel of Fig. 4. The ratio R becomes close to 1 at
 ¼ 6, and much larger than the SCL results RSCL 
0:3–0:45 [42–44]. The lattice MC results indicate that the
critical end point may locate in the region =T > 1:0,
which suggests R> 1:0. Based on the recent MC results
(Tc ¼ 170–200 MeV) and a naı¨ve estimate Ncc * MN
(MN is the nucleon mass), the expected ratio in the real






























FIG. 4 (color online). Critical temperature, chemical potential,
and critical coupling. In the upper panel, solid and dashed curves
show the NLO results of Tc;¼0 and c;T¼0, respectively. Solid
squares show the results of c;T¼0 in the previous work by Bilic,
Demeterfi, and Petersson [37]. We also show the MC results of
the critical coupling (c) for given N ¼ 1=T ¼ 2, 4, and 8 at
 ¼ 0 (filled triangles) and the critical temperature in the strong
coupling limit (open triangles). From the left [51,85] (the SCL
result of Tc with monomer-dimer-polymer simulations), [81]
(c ¼ 3:67ð2Þ, N ¼ 2, with a quark mass m0 ¼ 0:025), [81]
(c ¼ 3:81ð2Þ, N ¼ 2, m0 ¼ 0:05), [82] (c ¼ 4:90ð3Þ, 83 
 4
lattice, extrapolated to m0 ¼ 0), [10] (c ¼ 5:037ð3Þ, 163 
 4
lattice, m0 ¼ 0:05), [76] (c ¼ 5:040ð2Þ, 63 
 4 lattice, m0 ¼
0:05), and [83] (N ¼ 8, extrapolated to m0 ¼ 0). In the lower
panel, we show the ratio R ¼ c;T¼0=Tc;¼0.
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effects are found to increase the ratio R and make it closer
to the empirical value.
D. Partially chiral restored matter
One of the characteristic features of the present treat-
ment is that the second order critical chemical potential
ð2ndÞc is finite even at T ¼ 0. The second order critical
chemical potential ð2ndÞc for a given T is obtained by
solving the condition C2 ¼ 0 at finite chemical potential.
By using Eq. (66), the shifted second order critical chemi-
cal potential is obtained as




1þ ðNc þ 3ÞðT
ðSCLÞ





In the right-hand side,  ¼ 0 is assumed. This equation is
an implicit equation, which should be solved with the
condition ! ¼ q simultaneously; Z in the right-hand
side is a function of !, which is a function of ~. The
second order critical chemical potential differs from ~ð2ndÞc
by ,





At T ¼ 0, ~ð2ndÞc becomes zero. In the SCL, we do not have
the second term in Eq. (69) and ð2ndÞc approaches zero at
small T. In the NLO, the second term in Eq. (69) is finite at
finite . As a result, there is a possibility that ð2ndÞc over-
takes ð1stÞc , which leads to the appearance of the partially
chiral restored matter [45,46].
We numerically find thatð2ndÞc can overtakeð1stÞc in the
case  * 4:5. We show the phase diagrams with  ¼ 3:0,
4.5, and 6.0 in comparison with the SCL phase diagram in
Fig. 5. The TCP starts to deviate from the second order
phase transition boundary at  4:5, and becomes a CEP
at larger even in the chiral limit. When the CEP exists off
the second order phase transition boundary, we have the
temperature region, where the second order critical chemi-
cal potential is larger than the first order one, ð2ndÞc ðTÞ>
ð1stÞc ðTÞ. In this temperature region, F eff at  ¼ ð1stÞc
should have two local minima in the > 0 region as
shown in Fig. 6: At  ¼ ð1stÞc , F eff at two local minima
are equal, and the local minimum with smaller  cannot be
at  ¼ 0, since the curvature of F eff is negative at around
 ¼ 0 (i.e. C2 < 0) in the chemical potential region <
ð2ndÞc .
In the temperature region where the condition ð2ndÞc >
ð1stÞc is satisfied, we have three chemical potential regions,
<ð1stÞc , ð1stÞc <  <ð2ndÞc , and >ð2ndÞc . The vac-
uum is in the NG phase in the first region, where the chiral
condensate is large enough. In the third region, the chiral
condensate is completely zero, and it is in the Wigner
phase. In the second region, the chiral symmetry is weakly
but spontaneously broken, and a PCR matter is realized































FIG. 5 (color online). The phase diagram for the several value
of  ¼ 2Nc=g2 in the lattice unit. The solid and dashed lines
represent the first and second order transition lines, respectively.
The actual transition is described by the thick dashed and solid
lines.
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among them. As  increases, the  jumps from the NG
local minimum to the PCR local minimum with > 0, as
we can guess from theF eff behavior in Fig. 6. For larger,
the chiral condensate in PCR matter decreases, and the
Wigner phase ( ¼ 0) is realized at  ¼ ð2ndÞc .
The appearance of PCR matter, or equivalently, ð1stÞc <
 <ð2ndÞc region may stem from the multiorder parameter
treatment [45,46]. To clarify this point, we examine several
truncation schemes, where the effective potential
F effð;qÞ systematically reduces to that with a single
order parameter . And we would check the disappearance
of the PCR matter.
The first treatment is the same as that we have discussed
in previous subsections, and abbreviated as NLO-A. In the
second treatment (NLO-B), Oð1=g4Þ contributions in Z
and ~ are truncated as
ZðNLO-BÞ ¼ 1þ ’; (70)
~ ðNLO-BÞ ¼  !: (71)
In this treatment, we find that ’ and ! couple to quarks
separately through ~mq and ~, respectively. In the third
prescription (NLO-C), we further truncate Oð1=g4Þ terms
in ~mq and in logZ.
~m ðNLO-CÞq ¼ ðbþm0Þð1 ’Þ þ 2s’s; (72)
F aux  Nc logZ  Nc’ ðNLO-CÞ: (73)
It is also possible to expand V q with respect to  ¼
 ~ (NLO-D),





These truncation schemes are summarized in Table III.
Stationary conditions in NLO-B, C, and D are solved in
a similar way to the NLO(NLO-A). In NLO-B and C,! is
still an implicit function of , ! ¼ qð;!;;TÞ, and
the multiorder parameter property is still kept. In NLO-D,
! is explicitly obtained as a function of ,
!ðNLO-DÞ ¼ @V qðmqðÞ;; TÞ
@
; (75)
where the right-hand side does not contain !. The dy-
namics is described by a single order parameter . In this
meaning, the NLO-D gives a similar formulation to those
in the previous works [37–39].
In the upper panel of Fig. 7, we show the phase diagrams
in NLO-A, B, and C in the large  region. In NLO-A and
B, the maximum temperature of the first order phase
boundary decreases, and the critical point deviates from
the second order phase transition boundary at  ’ 4:5 and
3.0 in NLO-A and NLO-B, respectively. In NLO-C, the
second order critical chemical potential ð2ndÞc at T ¼ 0
overtakes the first order one at  ’ 3:5. Between the first
and second order phase boundaries, we find PCR matter. In
NLO-D, PCR matter does not appear in any region of
ðT;;Þ.
In the middle and lower panels of Fig. 7, we show the
comparison of q and  in the present treatments NLO-A,
B, C, and D [45,46]. The gradual increase of the quark
number density q after the first order transition is a
common feature of the multiorder parameter treatments
[45,46]. This means that q is high, but still smaller than
















FIG. 6 (color online). Effective potential on the first phase
transition boundary at  ¼ 6. Solid lines show the results at T ¼
0:12, 0.13, 0.14, 0.15, and TCEP, where TCEP ¼ 0:1548, and
dashed lines connect the coexisting equilibrium points on the
boundary.
TABLE III. The truncation schemes in NLO-A, B, C, and D. In NLO-C and D,Oð1=g4Þ terms in ~mq are truncated to be ~mðNLO-C;DÞq ¼
ðbþm0Þð1 ’Þ þ 2s’s.












V qð ~mq; ~; TÞ
NLO-B !
mq
1þ’ Nc logð1þ ’Þ V qð ~mq; ~; TÞ
NLO-C ! ~m
ðNLO-CÞ
q Nc’ V qð ~mq; ~; TÞ
NLO-D 0 ~mðNLO-DÞq Nc’ V qð ~mq;; TÞ  ! @V q@
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temperatures, we can investigate the appearance of the
PCR matter more intuitively. The quark number density
q ¼ @F eff=@ is evaluated as
q
Nc
¼ 2 sinh½Nc ~=T




1þ xNc ; (76)
where x ¼ exp½ðEq  ~Þ=T. When Eq > ~ is satisfied
at small T, we obtain x! 0 and q ! 0, while Eq < ~
leads to x! 1 and q ! Nc. Medium density 0<q <
Nc can appear only in the case where the energy and
chemical potential balance, Eq ¼ ~, and x stays finite at
T ¼ 0. Since ~ is a decreasing function of !, we may
have a medium density solution of Eq. (76) in the region
~ð;! ¼ NcÞ< Eqð;!Þ<. Specifically in NLO-B
and C, Eq ¼ ~ is found to be equivalent to the density
condition q ¼ ð EqÞ=, which can take the a me-
dium value. In the large  region, this medium density
matter can emerge in equilibrium and corresponds to the
PCR matter as indicated in Fig. 7. Also in NLO-A, PCR
matter appears in a similar mechanism at finite T. Thus the
multiorder parameter treatment is essential to obtain the
PCR matter at low T, and we observe the two chiral
transitions as  increases.
Now we have found following common properties as
long as the quark number density is treated as the order
parameter in addition to the chiral condensate [45,46].
(I) The PCR matter can appear in the large  region;
(II) The PCR matter sits next to the hadronic NG phase
in the larger  direction; (III) The quark number density is
high as OðNcÞ in PCR; (IV) In PCR matter, the effective
chemical potential is adjusted to the quark excitation en-
ergy; and (V) The second order chiral transition to the
Wigner phase follows after NG! PCR transition. All
these properties would be the essence of the quarkyonic
matter and transition proposed in Ref. [86]. In the previous
work, the quark-driven Polyakov loop evaluated in SC-
LQCD is shown to be small as Oð1=NcÞ [36], and it would
not grow much at low temperatures. This feature is also
consistent with the proposed property of the quarkyonic
matter.
The quarkyonic matter is originally defined as the con-
fined high density matter at large Nc [86], and recently
investigated by using the PNJL model [87]. In order to
discuss the deconfinement dynamics, the higher order of
1=g2 expansion would be essential, and a subject to be
studied in future.
E. Phase diagram evolution
We shall now discuss the phase diagram evolution with
. In Fig. 8, we show dependence of the phase diagram on
 in the NLO(NLO-A). As  increases, the second order
phase boundary is compressed in the temporal direction
according to the decrease of Tð2ndÞc . The phase transition of
cold (T ¼ 0) dense matter is calculated to be the first order,
and the critical chemical potential does not move much.
Thick lines in Fig. 8 show the coupling dependence of
the first order phase transition boundaries. As is more
clearly seen in Fig. 5, the slope of the first order phase
transition boundary becomes negative at finite coupling,
and it is natural from the Clausius-Clapeyron relation. We
expect that the entropy and quark number density is higher
in the Wigner phase, s ¼ sðWÞ  sðNGÞ > 0 and q ¼
ðWÞq  ðNGÞq > 0, where sðW;NGÞ and ðW;NGÞq denote the
entropy and quark number density, respectively, in the
Wigner and the NG phases. With this expectation, the slope
of the first order phase boundary from the Clausius-
Clapeyron relation, d=dT ¼ s=q, should be nega-
tive. This improvement from the SCL may be related to the


























FIG. 7 (color online). In the upper panel, solid and dashed
curves show the first and second order phase transition bounda-
ries, and dots show the critical end point. In the middle and lower
panels, solid, dotted, dashed, and dot-dashed curves show the
results of NLO-A, B, C, and D, respectively, and dots and open
squares show the first order transition points.
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matter and in the Wigner phase. In the SCL, the quark
number density jumps to an almost saturated value,
q  Nc, at low T at  ¼ ð1stÞc . In this case, the lattice
sites are almost filled by quarks, and the entropy density
will be very small in the Wigner phase. This density
saturation is a lattice artifact, and is expected to be weaken
at finite . With NLO effects, the vector field ! sup-
presses the sudden increase of q, and the quark number
density gradually increases after the first order phase tran-
sition. We have discussed this feature in the PCR matter,
and it also applies to the quark matter in the Wigner phase.
We also find that the slope d=dT is always negative in
whole T- plane at finite. This point is different from the
previous NLO works [39].
The end point of the first order phase transition boundary
is the critical point, which is either the TCP or the CEP. As
we already discussed in the previous subsection, the TCP at
small  deviates from the second order phase transition
line at  * 4:5, and becomes the CEP. The temperature of
this critical point gradually decreases, while the chemical
potential stays in a narrow range as  increases. We show
the evolution of the critical point with  in Fig. 9. The
decrease of the critical point temperature, TCP, is consistent
with the results in the NJL and PNJL models [88]. In these
works, it is demonstrated that TCP decreases as we adopt a
larger vector coupling relative to the scalar coupling. In the
present work, ! is regarded as the vector potential for
quarks, and it grows as  increases.
In the continuum limit, one species staggered QCD
would become the four flavor QCD with degenerate
masses [75], where the chiral transition is expected to be
the first order due to anomaly contributions [89]. The
present behavior of the critical point shows that the NLO
SC-LQCD does not contain anomaly effects.
V. CONCLUDING REMARKS
We have investigated the chiral phase transition in the
strong coupling lattice QCD at finite temperature (T) and
chemical potential () with finite coupling ( ¼ 2Nc=g2)
effects. We have derived an analytic expression of the
effective potential using one species of staggered fermion
in the leading (SCL) and NLO of the strong coupling
(1=g2) expansion and in the leading order of the large
dimensional (1=d) expansion. We have focused our atten-
tion on the phase diagram evolution.
From the NLO effective action, we have derived the
effective potential under the mean field approximation
based on a self-consistent treatment of NLO effects with
a recently proposed EHS transformation [45,46]. Then the
quark number density (q) is naturally introduced as an
order parameter. NLO contributions are expressed via the
shift of the constituent quark mass, dynamical chemical
potential, and the quark wave function renormalization
factor. The NLO effective potential is found to become a
function of T, , , the chiral condensate , and quark
number density q. Such a formulation has been essential
in order to investigate the mechanism of the phase diagram
evolution with . The phase diagram has been obtained by
performing the minimum search of the effective potential
in the multiorder parameter treatment.
The effective constituent quark mass ~mq is found to be
suppressed as  increases. As a result, the critical tem-
perature Tc decreases and becomes closer to the
Monte Carlo results at  ¼ 0 [81–83], while it is still
larger than the MC data. The effective quark chemical
potential ~ is also suppressed as  becomes larger. We
have found the small modification in the critical chemical
potential c at low T. In this way, the ratio R ¼
c;T¼0=Tc;¼0 becomes larger and closer to the empirical
value. The  dependences of Tc;¼0 and c;T¼0 are con-














FIG. 8 (color online). The phase diagram evolution with the
finite coupling effect  ¼ 2Nc=g2 in the lattice unit. Thin line
surface shows the boundaries between the chiral broken and













β=2Nc/g2=0, 0.5, 1.0, ... 6.0
β=0
β=6
FIG. 9 (color online). Coupling dependence of the critical
point. Filled circles show the critical points, and solid and dotted
lines show the first and second order boundaries for  ¼ 0 and 6.
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boundary is found to satisfy d=dT  0 at finite . This
behavior is natural from the Clausius-Clapeyron relation,
and is different from the SCL results and previous results
with NLO effects [39]. In the phase diagram evolution, the
tricritical point is found to move in the lower T direction.
This trend is consistent with model results [88]. PCR
matter is found to appear in the low T and the large 
region with  * 4:5. We have shown that the multiorder
parameter ð;!Þ treatment is essential in describing PCR
matter, where the effective chemical potential is automati-
cally adjusted to the quark excitation energy.
We have discussed the NLO results in the region   6,
expecting that the strong coupling expansion is convergent
even in the region  ¼ 5 6. In the pure Yang-Mills
theory, the character and strong coupling expansions
seem to be convergent in the region of 2Nc=g
2 ’ 2Nc for
color SUð2Þ [23] and SUð3Þ [20]. For color SUð3Þ, the MC
simulations indicate that the critical coupling c at  ¼ 0
seems to be a smooth function of T ¼ 1=N [10,51,76,81–
83,85] and reaches  ¼ 5:08 for N ¼ 8 [83]. When we
take into account the NNLO contributions in SC-LQCD
with quarks for color SUð3Þ, Tc;¼0 and c;T¼0 are found
to be very similar to those in NLO in the region  6 [90].
These observations suggest that the strong coupling expan-
sion does not break down in the region   6. It would be
necessary to investigate the NNLO effects on the critical
point and PCR matter in order to examine the present
results.
There are several points to be discussed further. When
we take into account NNLO contributions, the Polyakov
loop can appear from two plaquettes. Hence it becomes
possible to investigate the phase transitions with three
order parameters, , q, and the Polyakov loop. In addi-
tion, the Polyakov loop contributions in the NNLO may
modify the  dependence of Tc. The higher order of the
1=d expansion is also an important subject to be studied.
The baryonic contributions are included in the subleading
order of the 1=d expansion, and would be essential to solve
a challenging problem: nuclear matter on the lattice.
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