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High-harmonic generation by a laser-driven solid slab is simulated using time-dependent density functional
theory. Multiple harmonic plateaus up to very high harmonic orders are observed already at surprisingly low
field strengths. The full all-electron harmonic spectra are, in general, very different from those of any individual
Kohn-Sham orbital. Freezing the Kohn-Sham potential instead is found to be a good approximation for the laser
intensities and harmonic orders considered. The origins of the plateau cutoffs are explained in terms of band
gaps that can be reached by Kohn-Sham electrons and holes moving through the band structure.
PACS numbers: 42.65.Ky, 71.15.Mb, 42.50.Hz, 78.20.Bh
I. INTRODUCTION
High-harmonic generation (HHG) in the gas phase laid the
foundation of attosecond science, opening up the possibility
to study ultrafast processes on the sub-femtosecond scale di-
rectly in the time domain [1, 2]. The basic ingredient in the
description of HHG in rarefied gases is the single-atom polar-
ization, which then might be used as a source in Maxwell’s
equations to calculate the propagation of the harmonic radi-
ation through the gas [3, 4]. The overall shape of an HHG
spectrum generated by atoms is mainly governed by the ion-
ization potential Ip and the laser pulse form, in particular its
electric field amplitude F0 and the laser frequency ω0, which
determine the ponderomotive energy Up = F 20 /4ω
2
0 (atomic
units where electron mass me, charge |e|, and 4pi0 are unity
are used, unless indicated otherwise). In particular, the cele-
brated cutoff for the HHG plateau ωmax = Ip + 3.17Up is de-
termined by only these few parameters and can be understood
in terms of the “three-step model” [5, 6] where the electron is
(1) assumed to be released due to tunneling, (2) oscillates in
the laser field, and (3) swings back to the parent ion where it
recombines upon emitting its kinetic energy plus the ioniza-
tion potential as a single harmonic photon.
Recently, strong-field physics in solids, in particular HHG,
got into the focus of attention [7–10], with potential applica-
tions in light-driven electronics [11–15], efficient and compact
terahertz radiation sources [16], polarization and phase shap-
ing of the emitted radiation [17], ultrafast dielectric optical
switching [18], and all-optical measurements of band struc-
ture [19] and dynamics therein [20–25]. The combination
of periodic drivers with spatially periodic systems opens up
the new field of “Floquet matter” and its topological prop-
erties [26–30]. Compared to strong-field physics in atoms,
the situation is richer in condensed matter because the trivial
(and for all atoms equal) dispersion relation of a free elec-
tron, E(k) = k2/2, is replaced by a target-dependent band
structure so that the relations between (crystal) momentum,
electron velocity and hole velocity are not as simple as in the
atomic case. Clearly, the laser intensity must remain below
the damage threshold to employ the band structure for HHG
in solids (unless one is interested in plasma-based harmon-
ics from the surface [31, 32]). Nevertheless it turned out that
many of the semi-classical concepts that have been developed
for strong-field physics in the gas phase can be transferred to
the interaction of laser radiation of much lower laser intensi-
ties with semi-conductors or insulators as long as the photon
energies are much smaller than the band gap between valence
and conduction band. Further, the band structure might be
such that effective masses are small or dispersion relations are
relativistic-like so that laser fields that can be considered weak
by strong-field standards in vacuum are effectively strong in a
solid.
The attempts to understand HHG in solids necessarily re-
quire concepts from two previously rather distinct disciplines:
strong-field physics and condensed matter physics. Theory
papers on the subject reflect this method-wise: HHG in solids
has been investigated in the strong-field-way employing a
three-step-like approach [33] or solving the time-dependent
Schro¨dinger equation for single electrons in a periodic poten-
tial and a laser field [34–41], or in the condensed-matter way
using semi-conductor Bloch equations [10, 42, 43]. Time-
dependent density functional theory (TDDFT) [44, 45] lies
somewhat at the boundary as it has been used in both commu-
nities for a long time [46–49].
Concerning HHG in solids, some obvious questions arise:
(i) How do HHG spectra from solids look like, and which cut-
offs are observed? (ii) Which electrons do the HHG? (iii) Is
electron-electron interaction important? (iv) Are there surface
effects in HHG? (v) How does the coupling to phonons in-
fluence HHG spectra? (vi) How does the incident pulse and
the harmonic radiation propagate through the solid? In this
paper, we will address points (i)–(iii) whereas items (iv)–(vi)
are postponed to forthcoming work.
In order to pinpoint the essentials of HHG by linearly po-
larized laser pulses in solids we employ a TDDFT model for
a linear chain of N ions in a laser field. In that way we go be-
yond single-active electron models and take electron-electron
interaction into account, at least on a mean-field level. The
TDDFT model is introduced in Sec. II. We show the band
structure for the particular parameters used for the subsequent
simulations with the laser field in Sec. II A, and discuss the
Bloch oscillations in a static electric field in Sec. II B. HHG
spectra are presented in Sec. III, in particular their dependence
on the number of ions N in Sec. III A, the difference between
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2dynamic and frozen Kohn-Sham (KS) potential in Sec. III B.
Plateaus and cutoffs are discussed in Sec. III C. We summarize
in Sec. IV.
II. (TD)DFT MODEL
We consider a linear chain of N ions of charge Z at posi-
tions xi, separated by the lattice constant a,
xi =
[
i− 1
2
(N − 1)
]
a, (1)
generating the attractive potential for the electrons
vion(x) = −
N−1∑
i=0
Z√
(x− xi)2 + 
. (2)
The smoothing parameter  is introduced to soften the 3D
Coulomb singularity in a 1D treatment, see, e.g., [50]. The
ionic potential (2) enters the KS potential
vKS[{nσ}](x) = vion(x) + u[n](x) + vxc[{nσ}](x) (3)
in the KS equation for the KS orbitals ϕσ,i(x),
σ,iϕσ,i(x) =
(
−1
2
∂2
∂x2
+ vKS[{nσ}](x)
)
ϕσ,i(x), (4)
together with the Hartree potential
u[n](x) =
∫
n(x′) dx′√
(x− x′)2 +  (5)
and the exchange-correlation potential in local spin-density
(LSD) approximation
vxc[{nσ}](x) ' vx[{nσ}](x) = −
(
6
pi
nσ(x)
)1/3
. (6)
The spin densities and the total density read
nσ(x) =
Nσ−1∑
i=0
|ϕσ,i(x)|2, n(x) =
∑
σ=↑,↓
nσ(x), (7)
respectively, with Nσ the number of electrons of spin σ, and
Ne = N↑ + N↓ the total number of electrons. We use the
LSD exchange expression for the 3D electron gas because in
what follows we want to mimic 3D electrons that are driven
in the polarization direction of a linearly polarized laser rather
than a true 1D electron system. The LSD correlation part is
neglected, as it is not expected to affect the qualitative features
in our results. In this work, we restrict ourselves to evenN for
which the system is spin-neutral and the local density approx-
imation (LDA) would actually suffice. However, for odd N
this is not the case anymore, and we want to keep the theory
and our code flexible right from the beginning. Further, we
are not using periodic boundary conditions in order to moni-
tor the escape of electrons from the solid as a whole, and other
surface effects.
A. Two exemplary band structures
The four adjustable parameters in our model are the num-
ber of ions N , the lattice constant a, the smoothing parameter
, and the ion charge Z. They can be tuned to obtain the de-
sired band fillings or band gaps, for instance. Figure 1 shows
examples for N = 60, Z = 2, a = 4,  = 5.75 (system
A), and N = 40, Z = 4, a = 7,  = 2.25 (system B). In
order to render the solid neutral there are ZN = Ne elec-
trons and, because of spin-neutrality, N↑ = N↓ = Ne/2 in
both systems. The KS equation (4) was solved on an equidis-
tant spatial grid of spacing ∆x = 0.2 by propagating KS or-
bitals according to the time-dependent KS equation (8) below
in imaginary time and orthonormalizing each timestep [45].
In Fig. 1a,b, the right edges of the KS potentials for the two
systems are shown. The main difference is the different height
of the potential in between the ions as compared to the contin-
uum thresholdE = 0. Panels (c) and (d) show the correspond-
ing band structures. With Z = 2 electrons per ion in system
A, the lowest band is fully populated (valence band, VB1),
and all higher ones are empty (conduction bands CB1, CB2).
Because we consider a finite solid slab there is also the free-
space dispersion parabola k2/2 present (FS). The Z = 4 elec-
trons per ion in system B yield two completely filled bands
VB1, VB2 and empty conduction bands CB1–CB4, besides
the free-space parabola. We expect the highest occupied band
and the lowest conduction band to determine most of the rel-
evant strong-field dynamics of solids, the smallest band gap
between them playing the role of what would be the ionization
potential in the gas-phase case [33]. By changing the param-
eters N, a, , Z, the band structure can be tuned to the desired
shape. In particular, the band gap can be adjusted to values of
interest. Due to the different fillings the minimum band gap
can be at the Brillouin-zone boundary k = pi/a (system A) or
k = 0 (system B). For Z = 1 (or Z = 3) electron(s) per ion
half-filled bands and a metallic behavior would be obtained.
In the following, we will restrict ourselves to present results
obtained for system B, which yields an effective KS potential
similar to the one used in [35].
The interaction of our model with external (laser) fields is
simulated using TDDFT. In the adiabatic approximation, the
stationary KS equation (4) is replaced by the time-dependent
KS equation
i
∂
∂t
ϕσ,i(x, t) =
(
−1
2
∂2
∂x2
− iA(t) ∂
∂x
+ v˜KS[{nσ}](x, t)
)
ϕσ,i(x, t), (8)
where
v˜KS[{nσ}](x, t) = vion(x) + u[n](x, t) + vxc[{nσ}](x, t)
(9)
with A(t) the vector potential of the laser field in dipole ap-
proximation, and the time-dependent density used in the ex-
pressions for the Hartree potential (5) and the exchange poten-
tial (6). The KS orbitals were propagated in time according to
the time-dependent KS equation (8) using the Crank-Nicolson
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FIG. 1. Right edges of the KS potentials for (a) N = 60, Z = 2,
a = 4,  = 5.75 (system A) and (b) N = 40, Z = 4,
a = 7,  = 2.25 (system B). The single-ion potentials v1p,ext =
−Z/√(x− xi)2 +  are indicated by black dashed and dotted lines.
The corresponding band structures in (c) and (d) are calculated from
the spatial Fourier transforms of the occupied and unoccupied KS or-
bitals, plotted at the level of their KS orbital energy. Occupied bands
are labeled VBi, i = 1, 2, initially empty bands CBi, i = 1, 2, 3, 4.
Because of the finiteness of the slab there is also the free-space (FS)
dispersion k2/2 visible in both (c) and (d).
method (with a predictor-corrector step) [45]. The system
starts at time t = 0 from the ground state with spin densities
nσ(x, 0) = nσ0(x) and total density n(x, 0) = n0(x).
B. Bloch oscillations
It is instructive to calculate the response of the KS system to
a small, static electric field F = −∂tA(t), i.e., A(t) = −Ft.
A single electron in a periodic potential in the presence of
a static electric field will undergo Bloch oscillations of fre-
quency ΩB = aF . However, in a completely filled valence
band electrons at the top edge of the band will oscillate oppo-
sitely to electrons at the bottom because of the opposite veloc-
ities v(k) = ∂kE(k). This is seen in Fig. 2, where the position
expectation values
〈xσ,i〉(t) =
∫
dxx |ϕσ,i(x, t)|2 (10)
for, e.g., spin up (spin-down is the same) are plotted for repre-
sentative KS orbitals vs time for the case of an instantaneously
switched-on electric field F = 0.002. The upper panel (a)
shows the full TDDFT result with the KS potential updated
each time step according to the instantaneous electron density,
panel (b) the one for a frozen KS potential
vKS0(x) = vion(x) + u[n0](x) + vxc[{nσ0}](x). (11)
Freezing the KS potential is equivalent to a non-interacting
electron simulation where all electrons move independently
in a given, static, effective potential (for whose calcula-
tion electron-electron interaction has been taken into account
though). The Pauli principle is fulfilled for both dynamic and
frozen KS potential: if the KS orbitals are orthogonal at t = 0
(which they are by construction) they will stay orthogonal dur-
ing time-propagation as long as the KS Hamiltonian is invari-
ant under the exchange of (like spin) KS particles.
For small enough field strengths F there is almost no dif-
ference between the full and the frozen-KS-potential result.
KS orbitals 0–39 belong to the lowest, completely filled band
VB1 of system B. Their oscillation amplitudes are small com-
pared to the second completely filled band VB2 because of
the higher effective mass m∗ of band VB1. KS orbitals 40–59
of VB2 show excursions in−F direction because of their dis-
persion relation approximately ∝ k2 (positive m∗), orbitals
61–79 oscillate in opposite direction (opposite band curva-
ture, negative m∗). In this way the KS orbitals remain or-
thogonal, and the Pauli principle can be fulfilled. The sum
of all the individual KS dipoles almost cancels both in the
full-KS-potential and the frozen-KS-potential result. Hence,
our model reproduces the experimental fact that Bloch oscil-
lations are usually (i.e., without purposefully designed super-
lattices [51]) not seen experimentally, however, not because
of scattering or dissipation processes that are faster than the
Bloch period but even for non-interacting electrons in filled
bands because of destructive interference of the individual KS
dipoles. Such interferences are expected to play a role in HHG
in solids as well. In fact, as discussed below in Sec. III C, the
HHG spectrum produced by an individual KS orbital (e.g.,
the highest occupied one) is in general very different from the
measurable spectrum, generated by all electrons.
III. HHG SPECTRA
We calculate HHG spectra either from the modu-
lus square of the Fourier-transformed position expecta-
tion value (or dipole) 〈x〉(ω) = FFT[〈x〉(t)] where
〈x〉(t) = ∑σ,i〈xσ,i〉(t) with 〈xσ,i〉(t) according (10), or
from the Fourier-transformed current j(ω) = FFT[j(t)]
where j(t) =
∑
σ,i
∫
dx jσ,i(x, t) with jσ,i(x, t) =
−i[ϕ∗σ,i(x, t)∂xϕσ,i(x, t)− ϕσ,i(x, t)∂xϕ∗σ,i(x, t)]/2.
A. How many ions make bulk?
Keeping the lattice constant a = 7, the ion charge Z = 4,
and the smoothing parameter  = 2.25 of system B above but
varying the number of ions N , we can study how many ions
are needed in laser polarization direction of the laser to yield
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FIG. 2. Bloch oscillations in system B for a small, instantaneously
switched-on electric field F = 0.002. Position expectation values
(10) for exemplary KS orbitals are shown from the full TDDFT sim-
ulation (a) and the frozen-KS-potential simulation (b). Thin vertical
lines indicate multiples of the expected Bloch period 2pi/ΩB ' 449.
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FIG. 3. HHG spectra for different numbers of ions N in the linear
chain, frozen KS potential, and an ncyc = 15-cycle sin2 pulse with
ω0 = 0.023 (corresponding to λ ' 2µm) and A0 = 0.24 (corre-
sponding to a laser intensity ' 1012 W/cm2).
the “converged” bulk HHG spectrum. We assume a laser field
with the vector potential
A(t) = A0 sin
2
(
ωt
2ncyc
)
sinω0t (12)
for 0 < t < ncyc2pi/ω0 and zero otherwise.
The number of lattice sites in the system clearly affects the
HHG signal produced. In Fig. 3, HHG spectra are presented
forN = 20, 40, 60, 80 ions. For instance,N = 40 ions gener-
ate an HHG spectrum where all the structures of the well con-
verged bulk result N = 80 are present up to harmonic order
' 130 for which the yield is already many orders of magni-
tude below the fundamental. As discussed below, such high
harmonics involve electrons moving in high-lying conduction
bands where their excursions in position space are too large to
be supported by smaller crystal sizes.
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FIG. 4. HHG spectra for system B (with N = 40) for frozen and
dynamic KS potential, calculated from the Fourier-transformed total
current. The laser parameters are the same as in Fig. 3.
B. HHG with dynamic and frozen KS potential
Similar to Sec. II B above for the Bloch oscillations, we
do not expect a large difference between results obtained with
full, dynamic TDDFT, i.e., with the KS potential updated each
time step, and those obtained with a frozen, ground state KS
potential as long as the system stays close to its ground state
configuration (which should be the case well below the dam-
age threshold of the solid).
Figure 4 shows HHG spectra for the parameters of Fig. 3
andN = 40 ions for frozen and dynamic KS potential. Differ-
ences between the two spectra are only visible from harmonic
order' 100 on. Actually, it is not clear which of the two spec-
tra is closer to the unknown exact result. Benchmark results
from a solution of the Ne = 160-electron time-dependent
Schro¨dinger equation are impossible to obtain, and converged
results from other methods such as time-dependent multi-
configurational Hartree-Fock are still too costly [45, 52]. The
time-dependent KS equation, as a non-linear partial differen-
tial equation where the KS orbitals feed into the effective po-
tential, may generate artificial high-order harmonics, as ob-
served, e.g., for HHG in He [53]. The unknown, exact xc
potential would care about removing the artificial harmonics
and placing the physical ones like those due to single-photon,
nonsequential double recombination [54, 55] or simultaneous
HHG with different charge states, for instance. Anyhow, the
discrepancies between full and frozen-KS-potential result in
Fig. 4 are at harmonic orders where the yield is already very
low. Hence our results up to practically relevant harmonic
orders are “robust” in the sense that the fine details of how ac-
curate electron-electron interaction is taken into account via
the chosen xc potential are of minor importance.
C. Discussion of the HHG spectra
Semi-classical methods have been proposed to predict the
cutoffs observed in HHG spectra from solids [33, 40, 42].
These methods are based on the motion of a state that is ini-
tially localized in momentum space at (or around) the crystal
momentum k0 and then following the external field according
to the adiabatic theorem, i.e., k(t) = k0 + A(t). This means
that the state moves along the band with the vector potential,
which produces already so-called intraband harmonics due to
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FIG. 5. HHG spectra for system B calculated from the total current,
the current from all electrons in VB1 and from VB2. The laser pa-
rameters are the same as in Figs. 4 and 3. The KS potential was
frozen.
anharmonicities, i.e., because realistic bands are not perfectly
parabolic [20]. Transitions to higher bands are most probable
when the band gap is smallest. Hence, one might assume in
the semi-classical modeling that such transitions occur when-
ever the minimum band gaps between successive bands are
reached. After the transition happened, the electron moves in
its new band but may recombine with the hole it left in its ini-
tial band. This scenario is an analogue of the three-step model
for HHG in the gas phase [33]. A maximum so-called inter-
band HHG energy is then determined by the maximum energy
difference between the conduction band the electron reached
and the valence band where it started, at a specific k value that
is accessible from at least one initial k0.
System B has initially two completely filled bands VB1 and
VB2, see Fig. 1d. When determining which states contribute
to the total current and thus to HHG, we first combine the
current originating from VB1 and VB2 separately. The cor-
responding spectra are presented in Fig. 5, together with the
full spectrum from the total current. It is seen that the contri-
bution from KS orbitals that were initially in the lowest band
is insignificant for most frequencies, except for the intraband
harmonics< 10ω0. This is expected because of the large band
gap suppressing electrons in VB1 from moving up in the band
structure, therefore not enabling them to create interband high
harmonics there. The total spectrum coincides almost per-
fectly with the spectrum from the KS orbitals initially in VB2
alone.
Previous theoretical studies of HHG in a similar 1D system
used an initial state made from a superposition of Bloch states
around k0 = 0 to predict HHG spectra [35]. Figure 6a shows
the HHG spectrum for the initially highest occupied KS or-
bital of system B, which is located in VB2 at k0 = 0. Two
cutoffs are indicated by dashed blue, vertical lines. From the
adiabatic theorem we expect that the k0 = 0-state oscillates
as k(t) = A(t). This motion is indicated in Fig. 7 by black
bold arrows in the valence band VB2 and the first conduction
band CB1. If an electron makes a transition from VB2 to CB1
at k = 0 and then continues to move in the field to A0 (or
−A0) where it recombines with a hole in the initial band, the
resulting maximum band gap is
ωcutoff1 = ECB1(A0)− EVB2(A0). (13)
The corresponding harmonic order ωcutoff1/ω0 is indicated by
(a)
(b)
(c)
FIG. 6. HHG spectra from system B obtained for the same pulse
shape as in Fig. 5 but different vector potential amplitudes. Panel (a)
shows the HHG spectrum from the highest occupied orbital. The first
dashed blue, vertical line from the left indicates the energy difference
between the highest valence band VB2 and the first conduction band
CB1 at k = A0 = F0/ω0, the second dashed blue line the band
gap between CB3 and VB2 at k = A0. The dashed red line indicates
the predicted cutoff from the semi-classical electron-hole model [42],
and the dashed green lines the maximum energy differences between
VB2 and CB1, CB2, CB3, respectively. Panels (b) and (c) show the
total HHG spectra for two different field amplitudes. The meaning
of the vertical lines is the same as in (a).
the first dashed blue, vertical line from the left in Fig. 6a.
When varying the laser intensity this point is found to follow
the observed cutoff perfectly for the highest occupied orbital.
The adiabatic theorem leads directly to the single-orbital cut-
off from a semi-classical perspective of the initial state mov-
ing in the band structure with a certain maximum oscillation
amplitude. The band gap energy gives the classically maxi-
mal obtainable energy, which therefore leads to a clear cutoff
in the HHG spectrum. A second cutoff is clearly identified in
Fig. 6a and indicated by a second blue, vertical line. Varying
the laser intensity, the cutoff was found to follow
ωcutoff2 = ECB3(A0)− EVB2(A0). (14)
With the vector potential amplitude A0 = 0.2 used the k0 =
0-state, according to the simple modeling, does not reach the
6k(a.u.)
FIG. 7. The highest occupied valence band VB2 (blue) and the first
three conduction bands CB1, CB2, CB3 (red, gold, purple) of sys-
tem B with the energy plotted in units of the field frequency ω0. The
vertical gray, dashed lines indicate the Brillouin-zone boundary, the
pink vertical dashed arrows indicate the maximum transition ener-
gies between VB2 and CB1, CB2, respectively. The black bold ar-
rows indicate possible pathways of the highest occupied KS orbital
(at k0 = 0 in VB2) in the band structure. Vertical, black, dotted lines
indicate tunneling transitions to next higher bands.
Brillouin zone boundary at k = pi/7.0 where the band gap to
the next band CB2 is smallest. Hence less likely transitions
from CB1 to CB2 at a larger energy gap need to take place.
The question of how to calculate transition probabilities be-
tween bands has been addressed already in the second part
of Keldysh’s classic paper [56] and, in view of the modern
developments, more recently in [57]. The transition is indi-
cated in Fig. 7 by a dotted, vertical, black line. The transition
from the second to the third conduction band requires only the
transition through a small band gap of less than one photon
energy. HHG spectra from other individual orbitals starting
from VB2 contain similar plateau structures but with less pro-
nounced cutoffs as their initial momenta k0 6= 0 enable them
to explore more of the band structure.
The full HHG spectrum of the entire system is presented in
Fig. 6b. The lowest energy cutoff in the spectrum is located
at the dashed red, vertical line. This cutoff is found to not
follow a single orbital, e.g., the highest occupied KS orbital
k0 = 0. Instead, it moves linearly with the field strength. The
harmonic order for the dashed red line has been determined by
finding the maximum recombination energy an electron-hole
pair can have in a semi-classical model of interband HHG,
as proposed by Vampa et al. [42]. In this model, electron-
hole pairs are created at the minimum band gap between VB2
and CB1 and then propagated in position space according to
their respective dispersion relations. Later in the pulse the
electron and hole can recollide at time tr and release the in-
stantaneous energy difference between the bands at crystal
momentum k(tr). We find that the total HHG spectra ex-
hibit clear cutoffs at ω < ECB1−VB2 in agreement with this
semi-classical model (applied to all initial KS orbitals though)
for vector potential amplitudes A0 . 0.3. For higher am-
plitudes A0 > 0.3 the cutoff shifts into the energy range of
transitions from the second conduction band to the valence
band, ECB1−VB2 < ω < ECB2−VB2 in accordance with an
extended semi-classical hole-electron (ESCHE) model where
electron transitions to higher conduction bands are taken into
account whenever a minimum band gap is reached by a KS
electron.
In Fig. 6b we also observe that harmonics below the 10th
are suppressed when compared with the highest occupied or-
bital in Fig. 6a. This is due to destructive interference as in
Subsection II B and in agreement with previous many-electron
results from semi-conductor Bloch equations where a lack of
peaks in the sub-threshold (i.e., below-bandgap) harmonics
can also be observed [42].
A second cutoff—or at least a qualitative change in the to-
tal spectrum—can be observed at the second dashed blue line
from the left in Fig. 6b which is located at ωcutoff2 accord-
ing (14), where the pronounced second cutoff for the initially
highest occupied KS orbital occurs in Fig. 6a. This high-
energy feature is thus determined by a single orbital whereas
the first, low-energy cutoff is not.
For vector potential amplitudes A0 > pi/2a = 0.224 (i.e.,
half the Brillouin zone boundary) the total spectrum changes
character from three plateaus, as seen in Fig. 6b, to four
plateaus in Fig. 6c. The dashed red line again indicates the
cutoff expected from the ESCHE model, which agrees well
with the first cutoff from the TDDFT result. The dashed
green lines indicate the maximum energy differences between
VB2 and CB1, CB2, and CB3, respectively. They are al-
ready included in Figs. 5a,b, showing that these maximum
energy differences are not exhausted for small field strengths.
For A0 = 0.24 instead, four plateaus are observed, which
all have cutoffs located approximately at these maximum en-
ergy difference. This qualitative change in the spectrum sug-
gests a change in the process leading to the second and third
HHG plateau because transitions between bands at large en-
ergy gaps are not required anymore.
For higher field intensities we confirm a cutoff scaling lin-
ear with A0 found previously [40, 42]. In Fig. 8 HHG spectra
for system B are plotted as a function of the vector poten-
tial amplitude A0 (the other laser parameters ω0 = 0.023 and
ncyc = 15 in (12) are kept the same). The overplotted red line
indicates the first ESCHE cutoff as described in the discussion
of Fig. 6. It jumps at A0 ' 0.3 where the first cutoff moves
into the second conduction band. The maximum energy dif-
ferences between VB2 and CB1, CB2, CB3 are again high-
lighted by dashed green, vertical lines. A clear, linear cutoff
scaling with A0 can be inferred only for sufficiently high A0
after the respective maximum band gaps have been exhausted.
IV. SUMMARY
We studied high-harmonic generation (HHG) in a simple
1D model system of a linear chain employing time-dependent
density functional theory (TDDFT). In agreement with exper-
iment and previous studies, multiple plateaus up to harmonic
7FIG. 8. HHG spectra for system B with frozen KS potential as a
function of vector potential amplitude A0. The red line indicates the
prediction for the cutoff from the ESCHE model (labelled, MEC).
The dashed green lines mark, from left to right, the maximum energy
difference (MED) between VB2 and CB1, CB2, CB3.
orders much higher than those obtained in gases are observed.
These high harmonics are even observable when the vector
potential amplitude is actually too small to drive the high-
est occupied Kohn-Sham (KS) orbital to the Brillouin zone
boundary. This shows that over-simplified models where elec-
trons only make transitions to the next band at the smallest
band gap are insufficient.
The advantages of TDDFT over simpler models (where the
time-dependent Schro¨dinger equation is solved for a single ac-
tive electron moving in a given, periodic potential) are a full
all-electron treatment, self-consistency, the incorporation of
electron-electron interaction, and the “automatic” fulfillment
of the Pauli exclusion principle. By comparing results from
full TDDFT simulations with those for frozen Kohn-Sham
(KS) potential we conclude that dynamic electron-electron
interaction is of minor importance for HHG with the laser
field strengths considered and up to harmonic orders with rea-
sonable yields such that they could be of practical interest.
Very important, instead, is the inclusion of all electrons in the
valence band in the dipole or current from which the HHG
spectra are calculated. HHG spectra from individual KS or-
bitals are in general very different from the full spectrum. An
extreme case are Bloch oscillations in filled valence bands,
which cancel almost completely. We confirmed that the first
cutoff in HHG spectra is indeed due to recombination of an
electron from the first conduction band with the hole it left be-
hind in the valence band. However, all KS electrons needed to
be considered to explain the dependence of the cut-off on the
laser field strength. The higher plateau cutoffs are exhausted
at photon energies corresponding to the maximum band gaps
between higher-lying conduction bands and the valence band.
The TDDFT model can obviously be extended in several di-
rections, among them more complex unit cells, spin-polarized
systems, classically mobile ions, 2D materials, and beyond
the dipole approximation. The simplest next step is to con-
sider edge effects, which will be the subject of a forthcoming
paper.
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