With the background of rapid development of intelligent city, intelligent traffic is also getting more and more attention and bus arrival time prediction has become one hotspot to the researchers in recent years. Accurate and real-time prediction of bus state cannot only help travelers to choose a better trip mode, but also provide some scientific advices for the traffic department to manage scientifically and make a reasonable scheduling. Considering the most study focus on the current reliability evaluation and few references about reliability prediction were written, this paper aims to firstly use a reliability evaluation method to get the reliability of bus line. Based on this, this paper proposes a reliability prediction method of further bus service using the random forest. Finally, the model of reliability prediction proposed in this paper is tested with the data of the bus line 23 in Dalian city of China. The result shows that the random forest with the reasonable parameters can predict the reliability of bus service accurately. Furthermore, the random forest method performs better than artificial neural network and support vector machine. It is feasible to predict the reliability of bus service.
Introduction
Along with the rapid development of social economy and the speeding up of urbanization, China's vehicle ownership and urban road traffic sharply increase. At the same time, travel routes and other infrastructure construction level are by leaps and bounds. However, there is no doubt that the latter growth could not catch up with the former one. Besides, some problems exist in road traffic order management, which causes the contradiction between supply and demand of road traffic. It leads to widespread traffic congestion in the city, frequent accidents, and environmental pollution. In order to promote the sustainable development of urban transport, the purposes are to develop the large capacity and high loading rate of public transport.
While in the large-and medium-sized cities of China, the development of public transport is not satisfactory. There are some appearances existing, such as the poor punctuality of buses; the uneven headway; the common lines of ''train car'' and ''large space'' and so on. With the accelerated pace of life, travelers want to reach their destination quickly and on time, that is, propose new requirements for the arrival at destination within the expected time. Therefore, to study the reliability of public transportation is helpful to schedule buses reasonably and improve the transit service.
In the transportation field, the reliability theory applied to the urban road traffic network to evaluate whether the reliability of the urban road traffic network is on a specified service level. In the past three decades, the reliability theory has been developing rapidly in the research of the transportation network. The main contents include connectivity reliability, 1,2 travel time reliability, [3] [4] [5] [6] running on-time reliability, 7 the reliability of waiting time, 8 transfer reliability, 9 and so on. Bates 10 did survey for 146 bus companies and compared the punctuality based on the bus company definition. Strathman et al. 11 analyzed the punctuality of Tri-Met bus company quantitatively in Portland. Strathman et al. 12 constructed the evaluation indexes of bus reliability, such as departure frequency, travel time, coefficient of variation and average waiting time, and the relational analysis of indicators. Yin et al. 13, 14 evaluated the reliability index based on the Monte Carlo stochastic simulation method from the perspective of the station timetable and the public transportation network. Camus et al. 15 proposed the degree of advance and public transport delay to be considered after the amendment of the six grades.
To guarantee the reliability of bus arrival time, we should pay more attention to the bus arrive time and traveler demand estimation. Sun and Xu 16 have optimized for single bus line timetable based on hybrid vehicle size model. Sun and Xu 17 have evaluated the model based on geographic information system (GIS) and super-efficient data envelopment analysis. And a multistate-based travel time schedule model has been presented for fixed transit route. 18 On the traveler demand estimation, Xue et al. 19 put forward a method of short-term bus passenger demand prediction based on time series model and interactive multiple model approach. These papers are important foundation to further predict the reliability of bus arrive time.
As we can see from above, these research mainly focus on the assessment of current transport reliability, but few research focus on the transit reliability prediction. And so, we try to make an attempt to predict bus future reliability in this paper. The key of the reliability prediction of urban transport involves two aspects, one is traffic volume prediction and the other is bus arrival time prediction. The prediction methods can be roughly divided into two classes: one based on traditional mathematics prediction methods, including historical average model, time series model, Kalman filter model, and so on; the other is data driven approach, including neural networks, the non-parametric regression, KNN and so on. Kim and Hobeika 20 applied the autoregressive integrated moving average (ARIMA) model to the freeway volume forecasting. D'Angelo et al. 21 used a nonlinear time series model to predict the bus travel time on the freeway. In the prediction process, Angelo contrasts two scenarios to predict the travel time: the first one just uses velocity as the model variable; the second one uses the variables of speed, lane occupancy, and traffic flow. The results show that the univariate model is superior to the multivariate model. Chien et al. 22 proposed two artificial neural network (ANN)-based models: the stop-based ANN model and the link-based ANN model, to predict bus arrival time. Wall and Dailey 23 proposed to use the Kalman filter model to track the position of the vehicle and combining the automatic vehicle location (AVL) and to predict the arrival time of transit vehicles historical data in the Washington area of Seattle. However, they did not use the waiting time as independent variable in model. Yu et al. 24 adopted several methods including support vector machine (SVM), ANN, k-Nearest Neighbor algorithm (k-NN), and linear regression (LR) for the bus arrival time prediction, and found that the SVM model performs the best among the four proposed models.
Random forest (RF) is a machine learning algorithm proposed by Leo Breiman in 2001, which combines Bagging integrated learning theory with random subspace method. Like SVM, RF is also a prediction algorithm based on learning. Coussement et al. 25 compared the prediction capabilities of SVM, Logistic model, and RF; the results showed that the SVM is better than Logistic model only when SVM was added to the optimal parameter, whereas the RF was always superior to SVM. Besides, the RF methods have been successfully used in the field of genome-wide association analysis (GWAS).
And from the above, in this paper we make an inspiring exploration by using RF to predict the further reliability of bus arrival time, which is less common in references. The remainder of the paper is organized as follows. ''Model foundation'' section shows the description of the problem and develops a model to predict the transit reliability using RF. In ''Random forest'' section, we present the principle of RF, as well as the process of algorithm. A case study of 23 bus line in Dalian city of China is presented in ''Case study'' section. And at last, the conclusions are provided in ''Conclusions'' section.
Model foundation
The bus arrival reliability can provide travelers with more accurate travel information, so the travel time can be reasonably arranged, and unexpected delays can be avoided. Bus companies need to improve the management level of bus operation so as to lead the available resources to be used at the maximum degree. In addition, the reliability is also a decision factor for transit network planning and optimization, which can ensure that public transport has a higher service and increases the share rate in the future.
Analysis on factors of bus service reliability
There are many factors impacting the bus service reliability considering that bus could be subject to a lot of external factors interference, such as road traffic condition, intersection waiting, and uncertain condition (adverse weather or emergency) when it is running back and forth in the urban road. And this makes the bus service reliability complex.
As seen in Figure 1 , there are three effect factors we can obtain in online real time information: road traffic condition (È), intersection number (Å), and uncertain condition (É), respectively. These effect factors are input variables, and the evaluation index of service quality is output variable. In the next section, we are aiming to evaluate bus service reliability.
Bus service reliability evaluation
Bus service reliability evaluation should consider the three aspects: the operating-lever, the station-lever, and bus-lever. For the operating-lever, it should be regard as the actual interval of buses which are evaluated at period j. Theoretically, the interval of buses should be equal to the departure interval. However, affected by weather, traffic accident, and other random factors, the interval of buses will fluctuate actually. And the more volatility of bus interval means the more bus unreliability. In a similar, the station-lever should be regard as the actual arriving time of each bus. Compared with the time table, the smaller arriving time lag of each bus at station means the higher reliability of the bus. And the bus-lever intends to evaluate the congestion degree in bus. If the actual congestion degree of bus is smaller than theoretical value, the bus could have high reliability. Thus, bus service reliability can be reflected by evaluating these levers that are relevant to bus.
1. Bus interval reliability: the gap of the running time and the stop time at station causes the bus service inaccurate and unreliable. In practice, this situation may occur when the delay would lead to an extension of bus turnaround time, causing lower frequency of service for some stations with an increase in service interval. Therefore, we define a variable D j to reflect the fluctuation degree for bus interval in the actual operation process during a certain time period j
where N is the total bus number during certain time period, which is called rolling horizon in this paper. That is, only the information of the N buses is used to assess the bus interval volatility of the stop, while the information beyond the confine of the rolling horizon is not considered. p i is the position of bus i. " h i,iþ1 is the mean bus interval between bus i and bus i þ 1. 2. Punctuality rate reliability: punctuality rate reliability is defined as the ability of a transit vehicle to arrive / depart at a station in dynamic transportation network during a period. And in this paper, punctuality rate reliability is measured by arrival time deviation. We define a variable T j to reflect the fluctuation degree for punctuality rate in the actual operation process during a certain time period j
where M is the number of bus station. A 0 i,k and A i,k denote the schedule time and actual time of bus i arrives at station k, respectively. t kÀ1,k denotes the theory of running time between station k and station k þ 1. 3. Load factor reliability: to measure the comfort of bus service, the load factor reflects the degree of congestion within the bus. In this paper, we propose the size of personal space of each passenger to determine the load factor reliability. We define a variable S j to reflect the fluctuation degree for load factor in the actual operation process during a certain time period j
According to the above, the service quality is affected by three indexes, which are bus interval reliability, punctuality rate reliability, and load factor reliability. From the three evaluation indexes of service quality, an integrated bus service reliability index R j , defined by this paper is as follows
where 1 , 2 , and 3 are the weight for each reliability index, respectively. In this paper, only the information of the n buses is used to evaluate bus service reliability, while the information beyond the confine of the rolling horizon is not considered. The illustration of rolling horizon of buses can be seen in Figure 2 .
Bus service reliability prediction
With the help of GPS technology, some information like the bus position, the bus arrival time at each stop can be easily obtained. And in virtue of infrared sensor in bus, we can get the number of boarding/alighting passengers. Thus, the service reliability of the current bus line is assessed according to the equations in ''Bus service reliability evaluation'' section. However, it is necessary to predict future reliability of bus line that is of great significance for both bus operation schedules and passenger travel choice based on these essential data. To predict the reliability of the further bus service, the potential relation between the current and further bus services should be deduced. In this paper, RF method is adopted to model the reliability of the further bus service based on the reliabilities of the current and recent bus services
where R jþ1 denotes the prediction bus reliability value in period j, R j , R jÀ1 , R jÀ2 , . . . , R jÀwþ1 refer to the actual reliability value of former w periods. f ðÁÞ denotes the reliability prediction function. Figure 3 shows an example of the further reliability of bus service R jþ1 is predicted when the bus completes a trip of time table in period j.
Random forest
RF is a machine learning algorithm proposed by Leo Breiman in 2001, which combines Bagging integrated learning theory with random subspace method. Its essence is an improvement to the decision tree algorithm, which combines multiple decision trees. Each tree is built on an independently extracted sample and it has the same distribution in the forest. The classification error depends on classification ability of each tree as well as the correlation between them. Feature selection uses a random method to split each node, and then it compares with the error generated under different circumstances. The ability to classify individual trees may be small, but after randomly generating a large number of decision trees, a test data can be categorized by classifying each tree to select the most likely classification.
The principle of RF
The random forest classification (RFC) is a combinatorial classification model composed by many decision tree classification models {h(X, Hk), k ¼ 1, 2. . .}, and the parameter set {Hk} is an independent and identically distributed random vector. Under the given independent variable X, each decision tree classification model selects the optimal classification result by a decision. Specifically, firstly k samples are extracted from the original training set by bootstrap sampling, and the sample size of each sample is the same as the original training set. Secondly, k decision tree models are established for k samples. Finally, according to k classification results of each record to vote on its final classification. The RF method theory framework is shown in Figure 4 . RF constructs different training sets to increase the difference between the classification models, thus improving the extrapolation and prediction ability of the combined classification model. We obtain a classification model sequence {h 1 (X), h 2 (X),. . ., h k (X)} after K times decisions, and then use them to form a multiclassification model system, the final classification results using simple majority voting. The final classification decision is shown in equation (8) 
where H x ð Þ denotes the combined classification model. h i denotes the single decision tree classification model and Y is the output variable (or objective variable). Equation (1) illustrates how to determine the final classification by the use of a majority voting decision.
The process of RF algorithm
The RF is an integrated classifier composed of a number of classification decision trees. Each tree is formed by training the samples from the initial sample bootstrap in the data set. The result of RF classification sample is determined by the classification result of each classification decision tree. The RF basic algorithm is described as follows:
Step 1: the input data set is X, and consists of N samples. Each sample has a class attribute and a plurality of prediction variable attributes. There are M attributes in total, and M is more than N as usual.
Step 2: a sample of a new sample set X*, is also composed of N samples, each time from the data set X to extract a sample, and then put back to X after repeated extraction for N times. On average, about one-third of the samples were not extracted, and the rest samples are used as test data.
Step 3: a classification decision tree t is generated by a new data set X*. The growth process is the process of recursively dividing the data into different subclasses, that is, one parent node is split into two child nodes. In order to achieve the purpose of data classification, to select the appropriate node split criteria, so that the child node sample purity higher than the parent node sample purity. At the time of splitting each node, we randomly select mtry candidate attributes from M attributes, and then select the best splitting attribute from them, default
Step 4: repeat steps 2 and 3 to generate a forest. If used to classify, the best class of votes for all the trees in the forest is the result of random forest classification.
Step 5: calculating importance values and error rates of each the test sample by classifying.
Furthermore, as we can see from above that the predictive ability of each trained decision tree is weak, but all of them are some ''experts''. When all the decision tree to predict together, it can show a good prediction performance.
In this paper, we tend to predict the bus future reliability. Given a forecast input of current bus service reliability (x 1 ,x 2 ,. . .. . .,x D ) , and then put it into each trained decision tree. According to the division condition, (x 1 ,x 2 ,. . .. . .,x D ) is determined to the nodes it belongs to. And it can output the average value of training sample. The final prediction results are mean value of all the decision tree.
Case study Each group of data contains the bus position, the arrival time, and the number of boarding/alighting passengers at each station for each bus in a certain period. Before prediction, we should put the information of above data convert into the bus service reliability, on account of the input variable of RF is bus service reliability. The sample data are divided into three subsets: training sample set, inspect sample sets, and test sample set, where the test samples are about 10% (140 groups), inspect samples are about 20% (280 groups), and the rest are the training samples.
In the process of RF method, the selection of parameters is an important step. The parameter setting determines the predict accuracy. There are two parameters in RF. One is decision tree k and the other is candidate attribute mtry. In this paper, we set the k ¼ 500, and mtry ¼ 2 after predicting the accuracy of the date we have.
Because the RF method selects the input variable of candidate attribute randomly, the predicted result may differ each time. In order to verify the stability of the RF method, we train and predict for 10 times. And we use the data of Dalian bus line 23 in a period of 9 a.m. to 9.30 a.m., 6 April to predict the bus service reliability at 9.30 a.m. to 10 a.m. 6 April. The prediction result of bus service reliability can be seen in Figure 6 .
As seen in Figure 6 , the prediction results of bus service reliability are steady. The values of 10 prediction results are between 91% and 94%. So we think the variance is acceptable.
In order to verify the accuracy of RF, we use RF, ANN, and SVM, respectively, to predict the reliability of bus line 23 during consecutive three days. And we use the indexes of mean absolute percent error (MAPE) to evaluate the prediction accuracy. The performance comparison between ANN, SVM, and RF results are shown in Table 1 MAPEð%Þ
As we can see from Table 1 , the performance of ANN is worst. While the MAPE of RF is smaller than the SVM, since that in the RF method, the data are trained more sufficient compared with SVM. From the performance of RF, we will find that the MAPE of RF is obviously smaller than those of ANN and SVM. Because of adding new sample data to provide better candidate attribute and update model online, the prediction accuracy of RF will be greatly improved.
Using the RF method to predict the reliability of bus service during a week, the results are shown in Figure 7 .
As we can see in Figure 7 , the reliability of bus service is around the level of 0.8 in workday. The reliability during Saturday and Sunday is lower than that of working day, because during weekends, the passage flow is relatively more than working day, which brings more uncertainty to the public transport. The reliability of bus service during peak time in a week shows the same trend as that during off-peak, but far worse than that of off-peak, around the level of 0.5. So it is of great potential to improve the reliability of the bus service, even the public transport.
Conclusions
The need for bus service reliability accompanied with the acceleration of life pace. The increased reliability of bus service could shorten the travel time of passengers. Furthermore, good bus service can attract more passengers to choose bus as their trip way. Therefore, get hold of the bus reliability could provide more support to improve the bus service. Considering the most study focused on the current reliability evaluation and few references about reliability prediction were written. This paper firstly uses a reliability evaluation method to get the reliability of bus line. Then on the basis of this, this paper proposes a reliability prediction method of further transit service by using the RF. Then the principle of RF is introduced in details. At last, the reliability prediction proposed in this paper is tested with the data from bus line 23 in Dalian city of China. The RF is tested for 10 times, the result proves the stability. In addition, RF algorithm is compared with ANN and SVM, which turns out not better than RF. Finally, we use RF to predict the reliability of the bus service. In a word, the RF is feasible to predict the reliability of bus service. For the future study direction, we are aiming to consider the uncertain of current events with consecutive bus service reliability. In addition, we are looking forward to see some connections between bus service reliability and different period timing.
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