In this article, we develop a new algorithm for illumination invariant face recognition. We first transform the face images to the logarithm domain, which makes the dark regions brighter. We then use dual-tree complex wavelet transform to generate face images that are approximately invariant to illumination changes and use collaborative representation-based classifier to classify the unknown faces to one known class. We set the approximation sub-band and the highest two DTCWT coefficient sub-bands to zero values before the inverse DTCWT transform is performed. Experimental results demonstrate that our proposed method improves upon a few existing methods under both the noise-free and noisy environments for the Extended Yale Face Database B and the CMU-PIE face database.
Introduction
Face recognition is a popular research topic in such diverse applications as military, commercial, and public security. A huge variety of variations exist in human faces because of illumination, shift, pose, occlusion, and expression. There are three categories of methods to deal with illumination variation in face recognition. The first category of methods extracts illumination invariant features from the faces. The second category of methods creates a 3D shape model to deal with illumination difference in human faces. The third category of methods utilizes image-processing techniques to normalize different illumination conditions. In this paper, we choose the third category of method for invariant face recognition because it achieves good classification results as demonstrated in the experiments in this paper.
We discuss several existing face recognition algorithms here. Eigenfaces [1, 2] are a very important method for face recognition, which calculates the principal components of the human face images. The eigenfaces build a mathematical model, which best describes a face by extracting the most relevant information contained in that face. Laplacian faces [3] are superior to eigenfaces for face recognition, where the face images are analysed by using locality-preserving projections. Lee et al [4] studied face recognition under variable lighting conditions. In their paper, they arranged physical lighting in such a way that the acquired images of each object can be directly used as the basis vectors of a low-dimensional linear space. Luu et al [5] studied multifactor analysis for face recognition with adaptive factor structures. They proposed Compressed Submanifold Multifactor Analysis (CSMA) and their method can preserve the original local geometry structures of input factors. Yang et al [6] proposed a novel wavelet-based method for face recognition. In their paper, they demonstrated that nonlinear approximation preserves more information in an image than linear approximation. Wright et al [7] studied robust face recognition via sparse representation. They studied the problem of automatically recognizing human faces from frontal views with varying expression, illumination, occlusion, and disguise. They treated the recognition problem as classifying among multiple linear regression models, and their new theory from sparse signal representation offers the key to addressing this problem. Du and Ward [8] proposed a region-based image enhancement method for face recognition. Nevertheless, the method yields defects on the boundary between different image regions. Ruiz-Pinales et al [9] invented a translation-invariant support vector machines (SVM) for facial image recognition. In their article, they presented a new technique for incorporating global translation invariance in SVM. While other methods incorporate a feature extraction stage, they scaled the image and then classified it by using the modified SVM classifier. Translation invariance is achieved by replacing dot products between patterns with the maximum cross-correlation value. Chen et al [10] studied illumination normalization for robust face recognition by first performing logarithm transform to the face images and then conducting discrete cosine transform (DCT) to the logarithm images (LOG-DCT). In this method, they set the low-resolution DCT coefficients to zero and then perform inverse DCT in order to obtain illumination invariant face maps for classification. Chen et al [11] proposed a log total variation model (LTV) for face recognition under variable lighting conditions. However, it is relatively complex than other methods because it needs to solve differential equations. Ahonen et al [12] studied face description and recognition with local binary patterns (LBP). They presented a new and fast face image representation based on LBP texture features. They divided the face images into several regions, extracted the LBP feature distributions, and then concatenated into a feature vector as a face descriptor. Liu and Dai [13] worked on face recognition using dualtree complex wavelet transform (DTCWT) features. This method extracts features from the face images and uses these features to classify unknown face to one existing face class. Zhang et al [14] investigated face recognition by means of gradient faces under varying illumination conditions. However, these gradient faces are very sensitive to noise. Lai et al [15] recently developed a face recognition method using multiscale logarithm difference edgemaps under varying lighting conditions. In this method, they utilized a logarithm difference model, which eliminates light intensity from pixels in a neighbourhood. This method is better than holistic image decomposition methods such as LOG-DCT and LTV. Compared with Gradient faces and Weber faces, there exist two advantages for this method. First, logarithm transform has a physiological basis and a good mathematical property, which is better than ill-posed quotient models. Second, it extracts edge maps of different scales with respect to different sub-regions in a neighborhood, but Gradient faces and Weber faces only involve a few neighboring pixels that are not sufficient for multi-scale treatments. Shah et al [16] proposed a robust face recognition technique under varying illumination conditions. They resolved the limitations of existing methods by transforming pixels from non-illuminated side to illuminated side. They reported that their proposed method produced better results than other existing methods compared in their paper such as self-quotient image (SQI) and multi-scale retinex (MSR), etc. We briefly review several face recognition algorithms that used DTCWT here. Liu and Dai [13] extracted DTCWT features for illumination invariant face recognition. However, our new method is different from [13] because we not only set the highest two DTCWT coefficient sub-bands to zero values but also set the approximation subband to zero. Furthermore, we perform inverse DTCWT to obtain illumination invariant faces whereas [13] works in the feature space. Selesnick et al [17] also developed a novel method for face recognition due to the attractive properties of the DTCWT: approximate shift-invariance, orientation selectivity, and efficient computation. Zhang et al [18] performed one level DTCWT to the face image and then used SVM as a classifier for face recognition. In [19] and [20] , the authors performed the DTCWT transform for four decomposition scales, and the high-frequency sub-bands are employed to construct the representation of faces. Nevertheless, they simply utilized DTCWT and did not study the performance of DTCWT for face representation under different variations such as shift and illumination. Principal component analysis (PCA) was used for dimension reduction, but it was not clear how to choose the number of principal components to retain.
In this article, we propose a novel method for face recognition by means of DTCWT [21] to generate illumination invariant face images, and by using collaborative representation-based classifier (CRC) to classify the faces. Our method improves upon a few existing methods for both the Extended Yale Face Database B and the CMU-PIE illumination face database. Furthermore, our proposed method does not require any modelling. In addition, they can be applied directly to any face image without any lighting assumption or any prior information on 3D face geometry.
Methodology
During the last two decades, face recognition has become a very important research topic in computer vision, image analysis, and understanding. Due to illumination differences, the acquired face images may be very dark locally or globally. Therefore, existing face recognition methods will have lower recognition rates when the lighting conditions are not ideal [10] . In the following, we will briefly discuss the Lambertian reflectance theory, the DTCWT transform, and the CRC classifier. According to the Lambertian reflectance theory [22] , the intensity image can be modeled as
where, R is the reflectance and L is the illumination. Because R depends only on the surface material of the subject, it is the intrinsic representation of a face image. The more suitable solution is to convert the intensity image of the face to the logarithm domain, where the multiplication becomes addition
making the face recognition easier. The DTCWT transform [21] developed by Kingsbury is known to be approximately shift-invariance, and it is better than standard discrete wavelet transform (DWT). This transform overcomes the shift-variance problem of the decimated DWT and it involves two parallel DWT channels with the corresponding wavelets. The DTCWT transform has six directionally selective filters (See Fig.  1 ), while standard wavelet transform has only two dominant orientations. The DWT is very sensitive to spatial shifts: a little shift in spatial domain will cause very different wavelet coefficients [21] . This is the main reason why we choose DTCWT in this paper.
Face recognition is not a trivial job due to large illumination variations. Nevertheless, illumination does not change as quickly as the reflectance in an image. As a result, illumination variations are mainly in the low frequency sub-bands. Since we want to recognize faces using reflectance, illumination variations can be reduced by removing low-frequency sub-bands. In addition, the highest frequency sub-bands mostly contain noise, so removing the highest frequency sub-bands is also desirable in face recognition. This is because the highest frequency subbands may contain a lot of noise and so they are very unstable for face recognition.
In the last decade, sparse representation-based classification (SRC) [7] is very popular in robust face recognition. This is because the SRC represents an unknown face image as a sparse linear combination of its training face images. It recognizes the face image by calculating the distance between the faces and the class with the minimal error is assigned the true class of the unknown face image. Even though the l 1 -norm sparsity constraint on coding coefficients plays an important role in the success of SRC, the training samples that collaboratively represent the query image is usually not studied. Zhang et al [23] pointed out that the collaborative representation scheme in SRC is more important to the success of face classification. The SRC is a special case of collaborative representation-based classification (CRC), and it has many instantiations by using other norms to the coding residual and coding coefficient. As a result, we will take advantage of this CRC for our face classification task. In CRC, one needs to solve the following optimization problemã Inspired by LOG-DCT [10] , in this article, we develop a new method for illumination invariant face recognition. Because of different illumination conditions, the acquired facial images may be very dark, which makes existing face recognition methods fail. In order to improve classification rates, we propose to elevate the dark region and suppress bright region by means of logarithm transform. We perform DTCWT transform to these logarithm images and set the approximation sub-band and the two highest frequency DTCWT sub-bands to zero values (see Fig. 2 ). An inverse DTCWT transform will generate our enhanced face images, which are approximately invariant to illumination. The reason why we choose DTCWT is because this transform has approximate shift invariant property, which is very successful in our previous works for character recognition [24] , signal denoising [25] , and shape recognition [26] . Figure 3 shows the different stages of our illumination invariant face recognition algorithm: (a) the input face image, (b) the logarithm of the input image, (c) Tree 1 of the DTCWT transform on the logarithm image, (d) Tree 2 of the DTCWT transform on the logarithm image, (e) set the approximation and the highest two resolution scales of tree 1 to zero, (f) set the approximation and the highest two resolution scales of tree 2 to zero, (g) the output illumination invariant face generated by inverse DTCWT.
We give detailed steps of our new face recognition methods LOG-DTCWT as follows.
Algorithm LOG-DTCWT or LOG-DWT
Step 1. Initialization: J = 4 .
Step 2. Take the logarithm transform of the intensity image I(x, y) as (2).
Step 3. Perform forward DTCWT or DWT transform log I(x, y) for J scales, to get B = DT CW T (log(I), J) or B = DW T (log(I), J).
Step 4. Set the approximation sub-band and the two highest frequency DTCWT coefficient sub-bands to zero values.
Step 5. Conduct inverse DTCWT/DWT to the output image from Step 4 in order to obtain face image D .
Step 6. Normalize D so that it has zero mean and unit variance.
Step 7. Set E = D k , where k = 0.69 is a constant. Step 8. Use CRC to classify the resulting face image to one of the known classes. The computational complexity of our novel method can be summarized as follows. Suppose the input facial images have M rows and N columns. In addition, suppose the number of training images be P and the number of testing images be Q . The logarithm transform is of linear complexity. The 2D DTCWT is linear as well. In addition, Step 6 in our new method has linear complexity because it calculates the power (k = 0.69) for every pixel. Therefore, the computational complexity of our proposed method is O(P M N ) for training, and O(QM N ) for testing.
Note that this paper is an extension to our previous conference paper [31] published in the Proceedings of the International Conference on Pattern Recognition and Artificial Intelligence (ICPRAI), Montreal, QC, Canada, May 14-17, 2018.
Data sets
We conduct several experiments for face recognition on the Extended Yale Face Database B [4] and the CMU-PIE illumination face database [27] . The Extended Yale B database [4] has face images of 38 subjects in 64 diverse lighting conditions: from normal to extremely badly illuminated. There is only one ideal image for each person. There are 2414 available images in total. We cropped and fixed the facial images to have 192 × 168 pixels. We take one well-lighted face image as the single reference and take all the rest available 2414 − 38 = 2376 images as test samples. The faces are divided into 5 subsets according to angles between the light source direction and the camera axis.
The degree of variation gets higher from Subset 1 to Subset 5. Figure 4 shows the five subsets for one subject. Figure 5 displays the facial images in this database with diverse lighting conditions and Fig. 6 depicts the produced facial images by our proposed algorithm in this article. It is not difficult to see that our proposed method performs well in illumination invariant face recognition. The CMU Pose, Illumination and Expression (PIE) database [27] has 41368 facial images for 68 persons. Each person has images captured for 13 poses and 43 illumination conditions. We only choose the images that focuses on illumination variations on light intensity and direction in frontal view. There are 68 persons in each 43 images yielding a total of 2924 images. Figure 7 displays a number of original facial images in this database while Fig. 8 shows the produced facial images in this database by using our LOG-DTCWT method.
For both databases, we choose only one frontally lit face image in each class for training and the remaining face images for testing. We transform every face image to the logarithm domain and normalize it to have zero mean and the pixel values fall in the range of [0 , 255]. We then perform DTCWT transform to these normalized face images for J = 4 scales and set the DTCWT coefficients to zero for the two highest frequency sub-bands and the approximation sub-band. An inverse DTCWT transform will generate the enhanced faces, which are approximately invariant to illumination changes and therefore good for face classification.
Experimental results
We tabulate the correct classification rates of our method and a number of existing methods in Table 2 for both face databases. The correct classification rate is defined as the percentage of faces that are recognized correctly regarding their true class labels. In this table, only LOG-DTCWT, LOG-DWT, DTCWT, DWT, and LOG are implemented by the authors. All other results are taken from Xie et al [28] . Our proposed algorithm yields higher classification rates in the Extended Yale Face Database B. For subset 1 of the Yale-B face database, our method has a classification rate of 93.4 % Table 2 . The correct classification rates (%) of the proposed method LOG-DTCWT, and of the methods: LOG-DWT, LOG alone, DTCWT alone, DWT alone, Large and small scale [28] , LOG-DCT [10] , LTV [21] , Local binary pattern [22] , histogram equalization [23] , and no features extraction (None). In this table, we copied the classification rates from [28] Table 3 . The correct classification rates (%) of the proposed methods LOG-DTCWT, LOG-DWT, and LOG-DCT [16] for face images corrupted by Gaussian white noise. The '1' and '2' in the second column means that no noise is added to the reference face images, and noise is added to the reference images, respectively, the best results are boxed.
Noise Standard Deviation (n) whereas Large and Small-Scale features [28] , LTV [11] and Local Binary Pattern [22] all obtained perfect classification rate (100 %). Xie et al [28] developed an illumination invariant face recognition technique on large and small-scale features for face recognition. They achieved 91.2 % correct recognition rate for the Extended Yale database B. This recognition rate is higher than the recognition rates of all other methods except our method LOG-DTCWT. Our proposed method LOG-DTCWT achieves 92.0 % average classification rate, which is higher than all other methods compared in this paper. This shows the advantage of our proposed method for robust face recognition for the Extended Yale database B. For the CMU-PIE illumination face database, our proposed algorithm obtains 100 % correct classification rate whereas other methods obtain equal or lower classification rates than our method. In summary, our proposed algorithm in this article is preferable for illumination invariant face recognition. We tested our proposed method with LOG-DCT [10] for noisy faces. Figur 9 shows the noisy faces corrupted by Gaussian white noise with different noise standard devia- Fig. 9 . First row: A list of face images corrupted by gaussian white noise with noise standard deviation σn increases from 5 to 40. Second row: the LOG-DTCWT faces proposed in this paper. Third row: the LOG-DCT faces [10] . It can be seen that our LOG-DTCWT faces do not change much with regard to noise levels tion, the LOG-DTCWT faces proposed in this paper, the LOG-DWT faces, and the LOG-DCT faces [10] . As can be seen the LOG-DTCWT faces do not change much regarding noise levels. Table 3 show the correct classification rates (%) of the proposed method LOG-DTCWT, LOG-DWT, and LOG-DCT [16] for face images corrupted by Gaussian white noise. The '1' and '2' in the second column means that no noise is added to the reference face images, and noise is added to the reference images, respectively. We see that our proposed method LOG-DTCWT improves upon the LOG-DWT and the LOG-DCT for all test cases.
Conclusions
In this article, we have developed a new algorithm for face recognition by extracting DTCWT faces in logarithm domain. Our algorithm is relatively invariant to illumination changes in the face images. The CRC is used as a classifier in our method. Our proposed algorithm is superior to existing algorithms in terms of correct recognition rates for the Extended Yale Face Database B. Our algorithm improves upon or is comparable to every algorithm for the CMU-PIE illumination face database. Our proposed algorithm in this article is more suitable for recognizing facial images with varying illumination and even for noisy environments.
The contributions of this paper can be described as follows. In our proposed algorithm, we perform logarithm transform to make dark regions brighter and we use DTCWT transform to generate illumination invariant face images. This combination of logarithm-DTCWT is new to our best knowledge. Our proposed method does not generate discontinuing region boundary as the method in [8] , and it does not need to smooth the face image as Gradient faces [14] . In addition, our new method performs very well under noisy environment, but the LOG-DCT does not. Our method is easy to implement and for most test cases they yield higher recognition rates than a few existing methods compared in this paper.
Future research will be conducted for other tough topics in invariant face recognition such as differences in shift, pose and expression, etc. We may apply robust PCA [30] for illumination invariant face recognition as well.
