INTRODUCTION
This paper studies the impact of uncertainty on productivity by testing a specific channel through which uncertainty can affect productivity growth: during periods of high uncertainty, firms that are credit constrained switch the composition of investment by reducing productivity-enhancing investment-such as on information and communication technology (ICT) capital-which is more subject to liquidity risks (Aghion et al., 2010) . The effect is larger during recessions, when financing constraints are more likely to be binding, than during expansions. Our empirical framework is similar to Aghion et al. (2014) and Aghion et al. (2015) which respectively assess the effect of fiscal and monetary stabilization on productivity growth and how credit constraints interact with this effect.
As Bloom (2014) notes, identifying the causal links between uncertainty and macroeconomic fluctuations using aggregate data has proved challenging. This has motivated the use of structural models or of instrumental variables (IV) and 'natural experiment' approaches. For instance, Baker and Bloom (2013) use natural disasters and Durnev (2012) , Julio and Yook (2012) , and Gulen and Ion (2016) use elections as instruments for uncertainty. The use of industry-level data from a large number of countries over a reasonably long period of time offers another promising approach.
Specifically, the advantages of having a three-dimensional (j industries, i countries and t time periods) dataset are twofold:
• It allows controlling for aggregate and country-sector shocks by including country-time (i,t) and country-industry (i,j) fixed effects. The former are particularly important as they allow us to control for any unobserved cross-country heterogeneity in the macroeconomic shocks that affect productivity growth. In a pure cross-country analysis, this would not be feasible, leaving open the possibility that the impact attributed to uncertainty was in fact due to other unobserved macroeconomic shocks. Moreover, the results are robust when controlling for additional factors that may affect productivity growth through external finance-such as financial depth, fiscal stabilization, and inflation.
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• It mitigates concerns about reverse causality. While the direction of causality between uncertainty and productivity may be difficult to sort out at the aggregate level, it is much more likely that aggregate uncertainty affects industry-level productivity growth than the other way around. This is because, once country-time fixed effects-and therefore aggregate total factor productivity (TFP) growth-are controlled for, reverse causality implies that differences in TFP growth across sectors drive uncertainty at the aggregate level through channels different of aggregate TFP growth, which seems implausible. Moreover, our main independent variable is the interaction between uncertainty and the industry's dependence on external finance; this makes it even less plausible that causality runs from industry-level productivity growth to this composite variable.
Finally, the results are robust to using economic policy uncertainty, which is less subject to reverse causality, and to IV approaches in the same vein of Baker and Bloom (2013) .
A limitation of this approach is that our analysis captures the impact of uncertainty on industry-level productivity growth, rather than the aggregate effect. Inferring the impact of uncertainty on aggregate productivity growth from this micro estimate would require some additional assumptions regarding, for example, the effect of uncertainty in industries with low external finance dependence. 1 The key finding of the paper is that the adverse impact of uncertainty on industry-level productivity growth is greater in industries that rely more on external finance. Consistent with the theoretical framework, we find that this effect is mostly driven by a reduction in the share of information technology and communications (ICT) capital in the total capital stock, rather than by a reduction in aggregate investment. In addition, the effects are larger during recessions-when financing constraints are more likely to be binding-than during expansions. These results are based on the use of data for 25 industries from 18 advanced economies over the period 1985-2010. 
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The paper complements previous studies looking at different channels through which uncertainty reduces productivity growth. Bloom et al. (2014) develop a structural model in which a temporary increase in uncertainty lowers aggregate output, investment, and productivity. The impact on output from an uncertainty shock in their model is sizable, a drop of three percent within onequarter. Employment and investment fall as firms adopt a 'wait and see' attitude in the face of the increased uncertainty. TFP also drops, by about 0.5 percent within a year. In Bloom et al. (2014) , this occurs because uncertainty increases the misallocation of factors across firms: "In normal times, unproductive firms contract and productive firms expand, helping to maintain high levels of aggregate productivity. But when uncertainty is high, firms reduce expansion and contraction, shutting off much of this productivity-enhancing reallocation. This slow-down in reallocation manifests itself as a fall in measured aggregate TFP."
In a related study, Lotti and Viviano (2012) consider a model with two types of workers.
Those on long-term contracts are more productive but difficult to fire quickly. Workers on short-term contracts are less productive but easier to hire and fire. During periods of higher uncertainty, the ratio of short-term to long-term workers goes up as firms prefer to exploit "their current profit opportunities using less irreversible and sometimes costlier (or less efficient) inputs of production, like temporary workers, mainly in the form of employment-agency placement." The switch in the composition of the workforce lowers aggregate productivity in the face of increased uncertainty. Their mechanism is analogous to ours, but we directly test the mechanism using comprehensive data on industry-level productivity growth and the share of ICT capital in the total capital stock across countries.
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The rest of the paper is structured as follows. Section II provides a literature review. Section III presents the testable theoretical arguments. Section IV discusses the data and the empirical methodology. Section V presents our main empirical findings and several robustness checks. Section VI concludes.
REVIEW OF LITERATURE
Since the influential work of Bloom (2009)-which extends earlier theoretical models of Bernanke (1983) and Pindyck (1988) -there has been a revival of interest in identifying the mechanisms through which uncertainty affects the real economy. 3 Recent empirical evidence, mostly using vector-autoregression (VAR) models, tends to find a negative impact of uncertainty shocks on macroeconomic outcomes (Bloom, 2009; Gourio et al., 2013; Carrière-Swallow and Céspedes, 2013; Caggiano et al., 2014; Choi and Loungani, 2015; Leduc and Liu, 2016; Surico and Mumtaz, 2016) .
We provide empirical evidence that credit constraints play an important role in shaping the effect of an increase in uncertainty on productivity growth. Our work contributes to three main strands of the literature on uncertainty and growth. The first strand of the literature has emphasized the role of financial frictions in amplifying the effect of uncertainty shocks by raising borrowing costs and reducing micro and macro growth within a general equilibrium framework (Arellano et al., 2010; Christiano et al., 2014; Gilchrist et al., 2014) . Caldara et al. (2016) and Popp and Zhang (2016) further quantify the important role of financial frictions in amplifying the effect of uncertainty shocks using more sophisticated VAR models. We contribute to this strand of the literature by providing novel empirical evidence of the interaction between uncertainty and financial frictions. To the best of 6 our knowledge, this is the first attempt to use both cross country-and sector-level data to study the macroeconomic effect of uncertainty shocks.
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The second strand of the literature attempts to resolve the issues of endogeneity and reverse causality between uncertainty and aggregate variables by using disaggregated data. For example, using a heterogeneous firm dynamic model calibrated to German firm-level data, Bachmann and Bayer (2013) conclude that an increase in uncertainty is an endogenous response to a negative economic condition rather than a cause. This evidence emphasizes the need for a more careful empirical design to quantify the effect of uncertainty on growth. To address reverse causality, studies in this strand of the literature have used firms' characteristics to identify the transmission channels through which uncertainty affects firm-level decisions. 5 Our paper is similar to these papers given that we use aggregate-level uncertainty, but we also exploit cross-country variation in uncertainty and cross-industry variation in financial constraints.
The third strand of the literature analyzes the relationship between volatility and long-run growth. There have been extensive efforts to identify the channels through which volatility interacts with growth (King and Levine, 1993; Ramey and Ramey, 1995; Martin and Rogers, 2000; Acemoglu et al., 2003; Imbs, 2007) . However, Imbs (2007) emphasize that the sign of the relationship between volatility and growth at the aggregate level cannot be used to draw inferences on what mechanisms are supported by the data. By addressing this concern using the disaggregated data, we confirm the 4 Although a few studies (Carrière-Swallow and Céspedes, 2013; Choi, 2016) explicitly focus on the interaction between uncertainty and financial frictions in emerging market economies, they only consider cross-country differences in the degree of financial frictions. Loungani (1996, 2000) study the interaction between financial frictions and uncertainty at the industry-level, but their analysis is limited to the US economy.
7 finding of Ramey and Ramey (1995) that the negative effect of volatility on growth mainly works through technology adoption rather than capital accumulation.
THEORETICAL ARGUMENT
We provide a simple theoretical argument largely drawn from Aghion et al. (2010) and Aghion et al. (2014) to formulate the testable hypotheses of the paper. In these papers, the intuition of the model is that the precautionary motive of credit-constrained firms results in a sub-optimal level of productivity-enhancing investment when firms face uncertainty about the future aggregate economic conditions. Suppose there are two types of investment projects (long-versus short-term), where the former is riskier but more productive than the latter. One can think of the former as investment in ICT (or R&D) which is subject to liquidity risk, as a firm can make very little profits from an early termination of this type of investment. The latter is purchase of an equipment or machinery that can be used as a mode of production instantly.
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If a firm can borrow freely from an outside lender up to the present discounted value of its long-term project when hit by a liquidity shock (i.e., a firm is not credit constrained), it will invest in each project at the optimal scale. However, a credit-constrained firm which cannot borrow from an outside lender needs to generate its own cash flows via short-term investment to cope with liquidity risk, thus ending up investing at a sub-optimal level.
An increase in uncertainty, when it interacts with credit constraints, exacerbates this problem by discouraging constrained firms from engaging in long-term investment. This is because with a mean-preserving spread in the distribution of a future aggregate productivity shock, long-term 6 It is important to note that the distinction does not necessarily imply a difference in the actual interval between investment decisions and production of output, although we call them long-term and short-term investment for convenience.
8 investment is less likely to be successful, making a constrained firm effectively risk averse.
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However, the mean-preserving spread does not affect the decision of an unconstrained firm, thereby increasing the difference in productivity between the two groups of firms. This channel is stronger during recessions than expansions as more firms become credit constrained during recessions.
This firm-level argument can be extended to the level of industry. An industry that heavily relies on external finance in the data can be seen as an industry with a larger share of constrained firms in the model. As a result, an increase in aggregate uncertainty reduces the share of productivityenhancing investment more in industries that are credit constrained, thereby reducing productivity growth more in these industries, which are our main hypotheses. To the extent to which credit constraints bind more in a bad state, the interaction between an increase in uncertainty and financial constraints on the TFP growth is expected to be larger in recessions than expansions.
We empirically test these hypotheses by using industry-level international panel data on TFP growth and the ICT capital share, and by exploiting heterogeneity in the degree of external financial dependence across industries in the spirit of Rajan and Zingales (1998) . Although ICT investment is not a perfect empirical proxy for the model counterpart in Aghion et al. (2010) or Aghion et al. (2014) , it still allows us to identify a specific mechanism through which uncertainty interacts with credit constraints in affecting productivity growth.
8 7 This is because of an increase in the probability of the lower-tail realization following the mean-preserving spread that reduces a chance of surviving a liquidity shock. Another advantage of KLEMS is that it covers not only manufacturing sectors but also service sectors, which are not included in STAN and UNIDO. However, this comes at some cost: the level of disaggregation of the manufacturing sector in KLEMS is coarser than STAN and UNIDO.
Both STAN and UNIDO provide data on output, employment, and capital stock at the ISIC two-digit manufacturing industries, partly explaining their use in the growth literature. To complement our analysis using more disaggregated data on manufacturing sectors, we also present results using STAN productivity data instead of KLEMS. Both labor productivity and TFP are estimated using the industry-level data on the number of employees and the volume of value added and capital stocks. We use STAN ISIC Rev. 3, which covers 23 industries, typically spanning from the early 1990s up to 2009 for most countries in the sample. As a result, the sensitivity test using STAN leaves us with fewer observations than KLEMS. Following common practice in the literature (Bloom, 2009; Carrière-Swallow and Céspedes, 2013; Gourio et al., 2013; Caggiano et al., 2014; Choi and Loungani, 2015; Leduc and Liu, 2016) , we construct country-specific measures of time-varying uncertainty using aggregate stock market volatility. This measure of uncertainty is readily available for long periods and allows for straightforward cross-country comparison. 12 Admittedly, this is not a perfect measure of uncertainty as it can reflect abnormal behavior in equity markets rather than capture the aggregate uncertainty faced by firms we consider in our paper. We mitigate this concern by checking the robustness of our results using the economic policy uncertainty indices constructed by Baker et al. (2016) , which are less subject to this criticism, and employing an IV approach as in Baker and Bloom (2013) .
Specifically, we use realized volatility of aggregate stock market returns from each of the countries in our sample as a proxy for country-specific uncertainty in the baseline regression.
Although one would prefer implied volatility over realized volatility, as the former contains forwardlooking information, the difference is minor at the annual frequency we consider here. For each country i in our sample and for year t, we calculate annualized realized volatility using daily returns:
where ‫ݎ‬ ,௦ are daily returns of the stock market i from each trading day s and ܶ is the stock market i's number of trading days in a year. We obtain daily closing prices of the major stock exchanges from Global Financial Data, which provides the longest international time-series on stock prices. Quarrying are among those sectors with the highest dependence. The analysis also presents robustness checks using a measure of asset tangibility (Braun and Larrain, 2005) .
Some stylized facts
Before proceeding to the empirical analysis, we show some correlations that are present in the raw data using scatter plots. Panel A in Figure 3 plots the relationship between quarterly aggregate uncertainty and the quarterly aggregate utility-adjusted TFP growth for the US economy during the period 1970-2013. The evidence at the aggregate level is consistent with the existing studies, and Panel B in Figure 3 suggests that the negative relationship also holds in international data.
Interestingly, Figure 4 shows a positive (negative) relationship between aggregate uncertainty and the 13 Data have been kindly provided by Hui Tong. For details, see Tong and Wei (2011) .
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sector-level TFP growth for industries with low (high) external finance dependence. We further elaborate on this pattern from the raw data in the following section.
Empirical methodology
To assess the effect of macroeconomic uncertainty, the analysis follows the methodology proposed by Rajan and Zingales (1998) . In particular, the following specification is estimated for an unbalanced panel of 18 advanced economies and 25 industries over the period 1985-2010:
where i denotes countries, j industries, and t years. TFP is TFP growth; fd is a measure of dependence on external finance for each industry j; U is our time-varying measure of uncertainty for each country i; ߙ ,௧ and ߛ , are country-time and country-industry fixed effects, respectively.
The inclusion of these two types of fixed effects provides two important advantages compared to the cross-country analysis: (i) country-year fixed effects allow controlling for any variation that is common to all sectors of a country's economy, including aggregate TFP growth as well as macroeconomic shocks; (ii) country-industry fixed effects allow controlling for industryspecific factors, including for instance cross-country differences in the TFP growth of certain sectors that could arise from differences in comparative advantages.
As discussed in the previous section, industry dependence on external finance is measured using only US firm-level data. One potential problem with this approach is that US industry dependence on external finance may not be representative of the whole sample-that is, US measures of dependence on external finance may be affected by US-specific regulations or sectoral patterns.
However, this issue is unlikely to be important when restricting the analysis to other advanced economies for two main reasons. First, differences in financial dependence are likely to mostly reflect 14 differences in industry-specific factors common across countries, rather than differences across countries' institutional characteristics. For example, if the electrical machinery sector relies more on external finance than the tobacco sector in the United States, the same pattern is likely to hold also in other advanced economies. Second, given the slow growth convergence process in advanced economies, cross-country differences are likely to persist in our sample.
Equation (2) is estimated using OLS-and standard errors are clustered at the countryindustry level-as the inclusion of country-time and country-industry fixed effects is likely to largely address the endogeneity concerns related to omitted variable bias. In addition, reverse causality issues are unlikely. First, and related to the measure of external dependence, it is hard to conceive that sectoral TFP growth in other countries can influence the degree to which industries rely on external finance in the United States. Second, it is very unlikely that TFP growth at sectoral level can influence aggregate measures of uncertainty. While, in principle, this could be the case if TFP growth co-moves across all sectors, we address this concern when we include country-industry fixed effects.
In other words, claiming reverse causality is equivalent to arguing that differences in TFP growth across sectors lead to changes in aggregate uncertainty-which we believe is unlikely.
However, a remaining possible concern in estimating equation (2) with OLS is that other macroeconomic variables could affect sector TFP growth when interacted with industries' dependence on external finance. This, in particular, could be the case for the credit-to-GDP ratio-the original variable assessed by Rajan and Zingales (1998) , but also for inflation as well as for measures capturing the degree of fiscal counter-cyclicality (Aghion et al., 2014) . This issue is addressed in the sub-section on robustness checks. In addition, we also use an IV approach in the same spirit of Baker and Bloom (2013) to mitigate endogeneity concerns. Table 2 presents the results obtained by estimating equation (2). It shows that the interaction between uncertainty and external financial dependence is negatively correlated with industry TFP growth. The results corroborate the descriptive evidence presented in Figure 4 . They confirm that the effect of uncertainty on industry TFP growth varies depending on the degree of external financial dependence, and tends to be negative for industries that rely more on external finance.
RESULTS

Baseline results and interpretation
In particular, the results suggest that the differential TFP growth loss from an increase in uncertainty from the 25 th to the 75 th percentile of the distribution (approximately one standard deviation) for an industry with relatively low external financial dependence (at the 25 th percentile of the distribution) compared to an industry that has relatively high external financial dependence (at the 75 th percentile) is about 2.1 percentage points.
Robustness checks
This section performs several tests to check whether the results presented above are robust to different specifications, subsample analysis, the inclusion of additional variables to address possible omitted variable bias, different dependent variables and datasets, an alternative measure of aggregate uncertainty, and an IV approach.
Different specifications
The results are robust to less restrictive specifications. In particular, similar effects (even though the point estimates are slightly smaller) are obtained when (i) we include only country-time fixed effects and industry dummies but not country-industry fixed effects (Table 2 column II); or (ii) just country, time and industry dummies, but not their interactions (Table 2 , column III).
Interestingly, since country-time fixed effects are not included, the last specification also suggests that higher uncertainty is associated with lower average industry TFP growth.
In addition, the results are robust when considering the lag of the interaction term between uncertainty and sectoral external finance (Table 2 , column IV), as well as when using a categorical measure of external finance-which takes the value one for the sector with the lowest degree of external finance, and 25 for the sector with the largest degree of external finance (Table 2 , column V).
Finally, the results are also robust when controlling for changes in sectoral growth common to all countries, to account for the possibility that sectoral growth may have co-moved with uncertainty (Table 2 , column VI).
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Subsample analysis
The theoretical predictions of the effect of uncertainty on TFP growth and the role of credit constraints are likely to be more relevant for manufacturing industries, as these are characterized by a higher share of ICT investment and are typically involved in innovation activities. To check whether this is the case, and to control at the same time for possible measurement errors due to the fact that TFP growth (as well as capital) is typically poorly measured in non-manufacturing sectors, equation
(2) is estimated separately for manufacturing and non-manufacturing industries.
The results presented in Table 3 show that the effect of uncertainty on TFP growth varies significantly across sectors. While an increase in uncertainty negatively affects manufacturing industries TFP growth through their dependence on external finance, it does not have a statistically significant effect-at least through this channel-on non-manufacturing industries. Given that the focus of the paper is on advanced economies, we repeated the analysis excluding Hungary from the sample. Not surprisingly, the results remain almost unchanged. 14 We thank an anonymous referee for suggesting this robustness check.
Asset tangibility
We also examine whether the results are robust to replace the RZ index with a measure of asset tangibility-computed as the median fraction of assets represented by net property, plant and equipment for US firms in the same industry for the period 1980 -1989 (Braun and Larrain, 2005 .
The results presented in Table 3 confirm the validity of our results. In particular, we find that the differential TFP growth loss from an increase in uncertainty from 25 th to the 75 th percentile of the distribution for an industry with relatively high asset tangibility (at the 75 th percentile of the distribution) compared to an industry with relatively low asset tangibility (at the 25 th percentile of the distribution) is about 2 percentage points.
Different factors and omitted variable bias
As discussed before, a possible concern in estimating equation (2) is that the results are biased due to the omission of macroeconomic variables affecting TFP growth through the dependence on external finance that are at the same time correlated with our measure of uncertainty.
The first obvious candidate is the level of financial development, the variable originally used by Rajan and Zingales (1998) in their approach. To check whether the inclusion of this variable alters the effect of uncertainty on industry TFP growth, we augment equation (2) by interacting the ratio of bank credit to GDP (the main variable used in Rajan and Zingales, 1998) with the degree of dependence on external finance. The results presented in the first column of Table 4 show that the effect of uncertainty on industry TFP growth remains of the same sign and also statistically significant, even though the point estimates are smaller. In particular, the results suggest that the differential TFP growth loss from an increase in uncertainty from the 25 th to the 75 th percentile of the distribution for an industry with relatively low external financial dependence compared to an industry that has relatively high external financial dependence is about 2 percentage points.
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15 In contrast, the interaction of financial development and financial dependence is negatively correlated with industry TFP growth (for similar results, see also Aghion et al., 2014) . However, consistent with Rajan and Zingales (1998), we find that an increase in financial development raises industry valued added growth the more so for industries with higher financial dependence, suggesting that the main channel through which the Another potential variable that may affect industry TFP growth through external financial dependence is inflation. Inflation may lead to capital misallocation and to the extent that more financially dependent sectors are those that suffer more from capital misallocation, it may have larger negative effects on industries that rely more on external sources of financing. Moreover, inflation may affect industry TFP growth by increasing price level uncertainty. To further check the robustness of our results, we include an interaction term between inflation and external financial dependence as a control. The results reported in the second column of Table 4 show that the effect of uncertainty on industry TFP growth is unchanged, while inflation does not statistically significantly affect industry TFP growth.
An additional variable that may affect TFP growth through external financial dependence is the degree of fiscal counter-cyclicality. In particular, Aghion et al. (2014) show that an increase in a country's degree of fiscal counter-cyclicality raises productivity growth the more so for industries with higher financial dependence. Since measures of fiscal counter-cyclicality are typically timeunvarying we use two alternative proxies: (i) the size of the government-which is typically found to be one of the main determinants of the degree of fiscal counter-cyclicality (Fatás and Mihov, 2001 )-proxied by the ratio of government consumption to GDP; and (ii) the budget balance-to-GDP ratio.
The results obtained controlling for these variables interacted with dependence on external finance
show that the effect of uncertainty on industry TFP growth remains statistically significant. Moreover, we find that the interaction between government size (budget balance) and external finance is positively (negatively) correlated with industry TFP growth (Table 4 , columns III and IV), which is consistent with Aghion et al. (2014) . Finally, the results are also robust when these four controls are included simultaneously (Table 4 , column V).
Different dependent variable
effect materializes is an increase in inputs of production, notably investment (see, for example, Chapter 3 of the IMF WEO April 2015).
A possible concern regarding the results is that they might be driven by measurement errors, as TFP growth is not observable. To overcome possible measurement errors, we repeat the estimation using labor productivity growth as a dependent variable. Moreover, by comparing the effect on TFP and productivity growth we can infer whether uncertainty has any effect on capital deepening.
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The results presented in Table 5 show that the interaction between uncertainty and external financial dependence is negatively correlated with labor productivity TFP growth. In particular, the baseline results reported in the first column of the table suggest that the differential labor productivity growth loss from an increase in uncertainty from the 25 th to the 75 th percentile of the distribution for an industry with relatively low external financial dependence compared to an industry that has relatively high external financial dependence is about 2.2 percentage points. Interestingly, the magnitude of the effect is only slightly larger than the one on TFP growth, suggesting that uncertainty has little effects on industry capital deepening through external finance.
Alternative uncertainty measure
As an additional robustness check, we re-estimate equation (2) using the economic policy uncertainty index constructed by Baker et al. (2016) . Unlike stock market volatility, the economic policy uncertainty index is based on the newspaper coverage frequency of policy-related economic uncertainty. Baker et al. (2016) conduct comprehensive searches of newspapers for relevant terms, such as "uncertain" or "uncertainty"; "economic", "economy" or commerce"; and policy-relevant terms, such as "central bank", "deficit", "trade policy", or "ministry of finance". For countries other than Canada, the UK, and the US, they conduct searches in the native language of the newspaper for relevant terms. In the recent literature, the economic policy uncertainty index has been widely used to complement the measure of uncertainty based on financial market data Caggiano et al., 2014; Choi and Loungani, 2015; Bernal et al., 2016; Gulen and Ion, 2016) .
20
The main advantage of this measure is that it does not rely on financial market data, which are also driven by risk appetite of international investors rather than uncertainty per se, and is, therefore, less subject to reverse causality. Its main shortcoming is that it is available for only 10 countries (Canada, France, Germany, Italy, Japan, Korea, the Netherlands, Spain, the U.K., and the U.S.) in our sample, and for most only since the mid-90s.
17
Nevertheless, the results presented in Table 6 show that the statistical significance of the results is robust to the use of this alternative measure, and the magnitude of the effect is even larger.
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In particular, the differential TFP (labor productivity growth) loss from an increase in economic policy uncertainty from the 25 th to the 75 th percentile of the distribution for an industry with relatively low external financial dependence compared to an industry that has relatively high external financial dependence is about 4 (4.6) percentage points.
Alternative Dataset
As discussed in the previous section, a main shortcoming of the KLEMS database is that the level of disaggregation may be too coarse for manufacturing industries. To complement our analysis using more disaggregated data, we replace KLEMS productivity data with STAN. Both labor productivity and TFP are estimated using the industry-level data on the number of employees and the volume of value added and capital stocks.
The results of this exercise presented in Table 7 confirm that uncertainty (economic policy uncertainty) tends to reduce TFP (productivity) growth in those industries that rely more on external finance. In addition, the magnitude of the results is similar and not statistically different from that found using the KLEMS database.
IV approach
We also address endogeneity concerns using an IV approach in the same spirit of Baker and Bloom (2013) . Specifically, we use the following set of exogenous disasters as instruments: (i) natural disasters-extreme weather and geological events as defined by the Center for Research on the Epidemiology of Disasters (CRED); (ii) terrorist attacks: high casualty terrorist bombing as defined by the Center for Systemic Peace (CPS).
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We proceed in a two-step. In the first step, we regress uncertainty on these indicators, controlling for time-and country-fixed effects. The results of the first stage confirm that these two instruments can be considered as "strong instruments"-that is, the joint F-test is above the canonical value (10) identified by Staiger and Stock (1997) . In the second step, we re-estimate equation (2) using the exogenous part of uncertainty driven by these two instruments-that is, the fitted value of the first step. 20 The results reported in Table 8 confirm that an increase in uncertainty reduces TFP (productivity) growth for industries that rely more on external finance. In addition, the magnitude of the effect is similar and not statistically different from the one obtained using OLS, confirming that endogeneity is not a great concern.
Nonlinearities
Degree of uncertainty
The previous section has provided strong and robust evidence of the effect of uncertainty on industry TFP growth. An interesting question is whether the effect is non-linear and materializes only above a certain uncertainty threshold. Using a logistic smooth transition autoregressive model, Jones
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and Enders (2016) find that the effects of uncertainty shocks on macroeconomic activity are nonlinear at the aggregate level. To address this question, we perform two empirical exercises. The first consists of augmenting equation (2) with an interaction term between the square of uncertainty and external financial dependence:
In the second exercise, we allow the effect of uncertainty to be different in countries-periods where the measure of uncertainty is below (above) its historical median:
where D is a dummy variable which takes the value one when in a given country in a given time uncertainty is above its historical median, and zero otherwise.
The results obtained by estimating equation (3) and (4) are reported in Table 9 . They suggest that the effect of uncertainty on industry TFP (labor productivity) growth does not significantly depend on the level of uncertainty itself.
Degree of external finance
Another interesting question is whether the effect of uncertainty-through external financeon TFP (productivity) growth is larger in industries that are more financially constrained. To test this hypothesis, the following equation is estimated:
where D is a dummy variable which takes value one for industries that rely relatively more heavily on external finance-that is, with a degree of external finance above the 75 th percentile of distributionand zero otherwise. 
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The results presented in Table 10 suggest that the effect of uncertainty is negative but not statistically significant across all industries. In contrast, it is larger and statistically significant in industries that are more financially constrained. 22 This result is consistent with the evidence presented in Ghosal and Loungani (2000) on the greater effect of uncertainty for small firms which are typically more financially constrained.
Recessions vs. expansions
The theoretical argument that uncertainty negatively affects TFP growth in industries that rely more on external finance builds on the assumption that credit constraints are more binding in low growth regimes (recessions). Moreover, using smooth transition VARs, Caggiano et al. (2014) and Popp and Zhang (2016) find that the negative effects of uncertainty shocks on US output, employment, and investment are more pronounced during recessions than expansions. Two approaches are used to assess whether the effect of uncertainty on industry TFP growth via financial constraints is more negative in bad times. In the first approach, we adopt the smooth transition approach proposed by Auerbach and Gorodnichenko (2012) and estimate the follow regression:
with ‫ݖ(ܨ‬ ௧ ) = ୣ୶୮ (ିఏ௭ )
where z is an indicator of the state of the economy normalized to have zero mean and unit variance and F(zit) is the corresponding smooth transition function between the states. Our analysis uses contemporaneous GDP growth as a measure of the state of the economy. 23 The results presented in Table 11 (columns I and II) suggest that the effects of uncertainty on industry TFP (labor 22 The overall effect of uncertainty on relatively more financially constrained industries is given by ߚ + ߜ. The F-test suggests that this effect is statistically significant at one percent. 24 productivity) growth are very different across economic regimes. 24 During the periods of low growth, an increase in uncertainty reduces TFP (labor productivity) growth in those industries that heavily rely on external finance, but during periods of high growth, the effect is not statistically different from zero.
In the second approach, we modify equation (6) by replacing ‫ݖ(ܨ‬ ௧ ) with a dummy that takes value one when output gaps are below the historical sample median (-0.3), and zero otherwise. 25 The results obtained by estimating this specification suggest that the effect of uncertainty on TFP (productivity) growth is larger during the periods of negative output gaps than positive ones (Table   11 , columns III and IV). Overall, these findings are consistent with the theoretical predictions of a larger negative effect of uncertainty when the economy is in a downturn and credit constraints are more binding.
Mechanisms: the role of ICT capital
As discussed in Section III, a mechanism through which uncertainty can negatively affect TFP (productivity) growth is by leading credit constrained firms to switch the composition of investment away from productive-enhancing investment, which is more subject to liquidity risk (Aghion et al., 2010) .
We test this mechanism by considering as a dependent variable in equation (2) the share of ICT capital in the total capital stock. The results reported in Table 12 (column I) show that uncertainty reduces the ICT capital share in firms that are more credit constrained. In particular, the differential decline in the share of ICT capital from an increase in uncertainty from the 25 th to the 75 th 24 Similar results are also obtained when the sample period is restricted to 2007, suggesting that they are not driven mainly by the Great Recession. 25 Estimates of output gaps are taken from the OECD Economic Outlook Database (2015).
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percentile of the distribution for an industry with relatively low external financial dependence compared to an industry that has relatively high external financial dependence is about 0.8 percentage point. 26 Moreover, the results reported in Table A .2 show that uncertainty has statistically significant negative effects on the level of ICT capital but not on non-ICT capital.
These results are robust to the various checks presented before, including: (i) controlling for the interaction of several macroeconomic variables and the degree of external financial dependence (Table 12 , column II); (ii) using economic policy uncertainty (column III); (iii) estimating the effect with the IV approach (column IV).
In addition, consistent with the fact that credit constraints are more binding in periods of relatively weak growth, we find that the effect is larger during recessions than during expansions. In particular, the results presented in Table 12 (column V) suggest that the effects of uncertainty on the share of ICT capital are very different across economic regimes. 27 During the periods of low growth, an increase in uncertainty reduces the ICT capital share in those industries that heavily rely on external finance, but during periods of high growth, the effect is not statistically different from zero.
CONCLUSION
Using an extensive international dataset and the Rajan and Zinagles (1998) methodology, we present evidence on how credit constraints (measured by the dependence on external finance) interact with an increase in uncertainty in determining industry-level productivity growth. We find that an increase in aggregate uncertainty reduces the share of more productive capital and productivity 26 The magnitude of the results is consistent with the effect on TFP growth. In particular, the results obtained by estimating equation (2) using the share of ICT capital in the total stock of capital suggest that 1.5 percentage points increase in the share of ICT capital (approximately 20 percent in our sample) is associated with an increase in TFP growth of about 5 percentage points. (2). T-statistics based on clustered standard errors at the country-industry level are reported in parenthesis. *, **, *** denote significance at 10, 5 and 1 percent, respectively. Differential in TFP computed for an industry whose external financial dependence would increase from the 25th percentile to the 75th percentile of the financial dependence distribution when uncertainty would increase from the 25th to the 75th percentile. The results reported in column (III) are obtained using a specification that separately includes country and time fixed effects -but not their interaction-as well as uncertainty and external finance dependence as controls.
a results obtained by excluding Hungary from the sample. (2). Country*time and country*sector fixed effects included. T-statistics based on clustered standard errors at the country-industry level are reported in parenthesis. *, **, *** denote significance at 10, 5 and 1 percent, respectively. The differential in TFP is computed for an industry whose external financial dependence would increase from the 25th percentile to the 75th percentile of the financial dependence distribution, with uncertainty increasing from the 25th to the 75th percentile. (2). Country*time and country*sector fixed effects included. T-statistics based on clustered standard errors at the country-industry level are reported in parenthesis. *, **, *** denote significance at 10, 5 and 1 percent, respectively. The differential in TFP is computed for an industry whose external financial dependence would increase from the 25th percentile to the 75th percentile of the financial dependence distribution, with uncertainty increasing from the 25th to the 75th percentile. (2). Country*time and country*sector fixed effects included. T-statistics based on clustered standard errors at the country-industry level are reported in parenthesis. *, **, *** denote significance at 10, 5 and 1 percent, respectively. The differential in productivity in computed for an industry whose external financial dependence would increase from the 25th percentile to the 75th percentile of the financial dependence distribution, with uncertainty increasing from the 25th to the 75th percentile. (2). Country*time and country*sector fixed effects included. T-statistics based on clustered standard errors at the country-industry level are reported in parenthesis. *, **, *** denote significance at 10, 5 and 1 percent, respectively. The differential effect is computed for an industry whose external financial dependence would increase from the 25th percentile to the 75 th percentile of the financial dependence distribution, with uncertainty increasing from the 25th to the 75th percentile. (2). Country*time and country*sector fixed effects included. T-statistics based on clustered standard errors at the country-industry level are reported in parenthesis. *, **, *** denote significance at 10, 5 and 1 percent, respectively. The differential effect is computed for an industry whose external financial dependence would increase from the 25th percentile to the 75 th percentile of the financial dependence distribution, with uncertainty increasing from the 25th to the 75th percentile. Country fe Yes Note: estimates based on equation (2). Country*time and country*sector fixed effects included. T-statistics based on clustered standard errors at the country-industry level are reported in parenthesis. *, **, *** denote significance at 10, 5 and 1 percent, respectively. The differential effect is computed for an industry whose external financial dependence would increase from the 25th percentile to the 75 th percentile of the financial dependence distribution, with uncertainty increasing from the 25th to the 75th percentile. (3) and (4). Country*time and country*sector fixed effects included. Tstatistics based on clustered standard errors at the country-industry level are reported in parenthesis. *, **, *** denote significance at 10, 5 and 1 percent, respectively. (5). Country*time and country*sector fixed effects included. T-statistics based on clustered standard errors at the country-industry level are reported in parenthesis. *, **, *** denote significance at 10, 5 and 1 percent, respectively. (6). Country*time and country*sector fixed effects included. T-statistics based on clustered standard errors at the country-industry level are reported in parenthesis. *, **, *** denote significance at 10, 5 and 1 percent, respectively. (2) and (6). Country*time and country*sector fixed effects included. Tstatistics based on clustered standard errors at the country-industry level are reported in parenthesis. *, **, *** denote significance at 10, 5 and 1 percent, respectively. The differential in the share of ICT capital in the total capital stock is computed for an industry whose external financial dependence would increase from the 25 th percentile to the 75th percentile of the financial dependence distribution, with uncertainty increasing from the 25th to the 75th percentile. Results in columns two obtained by controlling for the interaction between financial external dependence and credit-to-GDP ratio (inflation, government size and budget balance). ; t-statistics (based on clustered standard errors) = 3.6 (-2.9-2.8, right) Note: this figure shows how TFP growth changes, on average, over time following an increase in uncertainty in a given country-year for industries that are below (resp. above) median financial dependence. (2). Country*time and country*sector fixed effects included. T-statistics based on clustered standard errors at the country-industry level are reported in parenthesis. *, **, *** denote significance at 10, 5 and 1 percent, respectively. Differential in TFP computed for an industry whose external financial dependence would increase from the 25th percentile to the 75th percentile of the financial dependence distribution when uncertainty would increase from the 25th to the 75th percentile. (5). Country*time and country*sector fixed effects included. T-statistics based on clustered standard errors at the country-industry level are reported in parenthesis. *, **, *** denote significance at 10, 5 and 1 percent, respectively.
