Orthogonal frequency division multiplexing (OFDM) is an attractive technique to accomplish wired or wireless broadband communications. Since it has been adopted as the terrestrial digital-videobroadcasting standard in Europe, it has also subsequently been embedded into many broadband communication standards. Many techniques for frame timing and frequency synchronization of OFDM systems have been studied as a result of its increasing importance. We propose a new technique of simultaneously synchronizing frame timing and frequency utilizing matched filters. First, a new short preamble consisting of short sequences multiplied by a DBPSK coded sequence is proposed. Second, we show that the new short preamble results in a new structure for matched filters consisting of a first matched filter, a DBPSK decoder, and a second matched filter. We can avoid the adverse effects of carrier frequency offset (CFO) when frame timing is synchronized because a DBPSK decoder has been deployed between the first and second matched filters. In addition, we show that the CFO can be directly estimated from the peak value of matched filter output. Finally, our simulation results demonstrate that the proposed scheme outperforms the conventional schemes.
Introduction
Orthogonal frequency division multiplexing (OFDM) is an attractive technique to achieve wired and wireless broadband communications because it is a scheme for bandwidthefficient signaling that shows promise in reducing the complexity of equalization and decoding. Since it has been adopted as the standard for terrestrial digital-videobroadcasting in Europe, it has also been embedded into standards for broadband wireless systems such as Wi-Fi (IEEE802.11a/g) and WiMAX (IEEE802.16). Although the OFDM scheme was first presented by Chang in 1966 [2] , it has received considerable interest over the last decades. Recent technological innovations have made it possible to implement OFDM systems on VLSI chips. Numerous studies on frame timing and frequency synchronization, channel estimation, and frequency domain equalization have been implemented because of the increased demand for OFDM systems. This paper discusses a new scheme for frame timing and frequency synchronization in OFDM systems.
It is well known that carrier frequency offset (CFO)
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a) E-mail: kinjo@jcga.ac.jp DOI: 10.1093/ietfec/e90-a. 8.1601 due to the mismatch of local oscillators in transceivers causes intercarrier interference (ICI), which results in significant degradation in the performance of OFDM systems [3] . Therefore, it is important for OFDM receivers to estimate accurate CFO and compensate for local frequency using automatic frequency control (AFC) units. Moose proposed basic idea of a CFO estimator utilizing the autocorrelation of repeated symbols in frequency domain [4] . Several studies [5] - [8] , [12] , [13] have extended his idea in time domain, and this has been a defacto standard for CFO estimation. Accurate synchronization of frame timing is also an important issue for OFDM systems [14] . We can categorize schemes for frame timing synchronization into autocorrelation and matched-filter techniques. Schmidl [5] proposed a scheme that made it possible to simultaneously synchronize the frame timing and frequency based on the autocorrelation technique. His scheme could extend the frequency range of CFO estimates by using repeated symbols whose length was equivalent to half one OFDM symbol. OFDM symbol timing synchronization based on autocorrelation using a cyclic prefix have also been studied [9] , [10] . These schemes can be implemented with a simple autocorrelation circuit; however, the peak value of the timing metrics could be degraded by noise at low SNRs, which would result in increased timing error [17] .
Matched filter techniques are attractive and have been studied to accurately synchronize the frame timing [12] , [13] , [17] . When CFO is large, however, the signal power of matched filter output will be attenuated due to the rapid change in phase caused by the CFO. Coarse timing and frequency synchronization have been applied before fine timing synchronization using matched filters to avoid this problem [12] . The CFO issue was overcome by transmitting a differentially coded PN sequence [13] . The problem with these schemes was the increase in the computational complexity because they need a CFO estimator using the autocorrelation technique in addition to matched filters for fine frame timing synchronization.
Here, we propose a new scheme for simultaneously synchronizing frame timing and frequency utilizing matched filters. The paper is structured as follows. Section 2 introduces a conventional frame timing and frequency synchronization based on the autocorrelation and the conventional matched-filter techniques. Section 3 proposes a new technique using matched filters for frame timing and frequency synchronization. A new structure for the short preamble is proposed, and this results in a new matchedCopyright c 2007 The Institute of Electronics, Information and Communication Engineers filter consisting of a first matched filter, a differential BPSK decoder, and a second matched filter. Since the DBPSK decoder is located between the first and second matched filters, we can avoid the adverse effects of CFO when frame timing is synchronized. In addition, we demonstrate that the CFO can be directly estimated from the output signal of the second matched filter. The simulation results are reported in Sect. 4. Finally, we close with some concluding remarks in Sect. 5.
Conventional Schemes for Frame Timing Synchronization

Short Preamble
A short preamble is attached at the head of a transmitted packet in IEEE802.11a as shown in Fig. 1 [1] . We can express the short preamble as
where S b (t) is a complex short sequence. The L b in (1) denotes the length of the short sequence, and T s does the sampling period. L 11a is the total number of short sequence to be transmitted. L b = 16, L 11a = 10, and T s = 50[ns] in IEEE802.11a. How to generate short sequence S b (t) is described in [1] . We can apply schemes for frame timing synchronization based on the autocorrelation of the received short preamble as shown in [5] and matched-filter techniques [12] , [13] .
Frame Timing Synchronization Based on Autocorrelation Technique
A transfer function of a frequency-selective channel is defined by
where L h is the length of the impulse response in the channel. The received signal, r 11a (t), can be written as
where f o is a CFO value, and n(t) is the zero-mean additive white Gaussian noise (AWGN) with a variance of σ 2 n . The autocorrelation of the received signal is given by
where L a is the maximum number of summations for the autocorrelation operation. A timing metric is defined by
where P r is received signal power [5] . The maximum point of M(t) is used to determine an FFT window for the OFDM receiver.
The CFO can also be estimated from (4) aŝ
The arg(·) in (6) indicates the argument of a complex number is taken, and t opt is the position where M(t) denotes a maximum value.
Frame Timing Synchronization Based on MatchedFilter Technique
An optimal frame timing can be acquired by using matched filters. The conventional structure for matched filters is outlined in Fig. 2 . We assumed that a conventional matched filter would be a direct complex FIR filter whose coefficient was equivalent to S * (−t), where S (t) is a synchronization sequence and * indicates a complex conjugate is taken. It is well known that the coefficient maximizes the signal-tonoise ratio of matched filter output y(t).
Proposed Scheme for Frame Synchronization Utilizing Matched Filters
New Short Preamble
Let d i be the sign of the ith short sequence. We define a new short preamble as
where L d denotes the total number of d i , and
is produced by the DBPSK coding of a certain synchronization sequence, c i , as where d 0 = 1. The c i should have good autocorrelation properties and its length should be as short as possible. We called c i a basic synchronization sequence. A Barker sequence [16] with a length of 7 is given as c i in this paper, which is defined by
By using (8) ,
New Scheme for Frame Timing Synchronization
The structure for the proposed scheme is outlined in Fig. 3 .
The new structure consists of a 1st matched filter, a DBPSK decoder, and a 2nd matched filter. The sequence, S * b (−t), is given as a coefficient of the 1st matched filter, and the reverse order of c in (9) is done like that for the 2nd matched filter.
A received signal, r(t), can be written as
The signals for the 1st matched filter, the DBPSK decoder, and the 2nd matched filter can be expressed as
and
where L c indicates the total number of c i and
The computational complexity of the proposed scheme and that of the conventional matched-filter scheme are compared in Table 1 . Because we assumed that the coefficient of the conventional matched filter was equivalent to the S * (−t) in (7), it required L d L b complex multiplications. Concerning the proposed structure in Fig. 3 , we consider that the 1st matched filter plays the role of detecting the short sequence, S b (t). Therefore, it requires L b complex multiplications because its coefficients are equivalent to the short sequence, FFT size (N) 64
. In addition, one complex multiplications for the DBPSK decoder and L c − 1 complex additions for the 2nd matched filter are required. The reduction of the number of the complex multiplications of the 1st matched filter contributes to the total computational complexity reduction in the proposed structure. The numbers in parentheses indicate the counts when the OFDM parameters in Table 2 have been applied. Table 1 shows that the proposed structure can reduce the computational load. We also compared their performance of synchronization through computer simulations, which will be discussed in Sect. 4.4.
We consider a flat fading case to proceed with theoretical analysis, i.e., L h = 1. Then, from (7), (11) , and (12), we obtain
where n 1 (t) is a noise component in the output signal for the 1st matched filter. We assumed that the rate of change in phase due to CFO would be infinitesimal in (15) within L b samples in this approximation. When normalized CFO is less than 0.32, for example, which is equivalent to 100 kHz for IEEE802.11a, the change in phase is at most 0.16π radian within the samples. The simulation results will reveal that this approximation is reasonable under these conditions, which will be described in Sect. 4.2.
Let us focus on the discrete time indices,
. We can then rewrite (15) as
where
The output signal for the 2nd matched filter can be written from (13), (14), and (16) as
where n 2 (τ(x)) denotes the noise component. The derivation of (16) is shown in Appendix A and that of (18) is indicated in Appendix B, respectively. Although the 1st matched filter output, y 1 (τ(x)), includes the CFO term, e − j2π f o τ(x) , as in (16), this disappears from the 2nd matched filter output, y 2 (τ(x)), as in (18). This is because the change in phase caused by CFO is removed by DBPSK decoding as shown in (A· 2) of Appendix B. The effect of CFO, on the other hand, does not disappear when a conventional matched filter is employed, and it has an adverse effect on the estimates for frame timing. This will be discussed in terms of computer simulations in Sect. 4.4 .
When x = L c − 1 in (18), the output of the 2nd matched filter is maximum, i.e., it denotes an optimal timing point. Therefore,
The received signal power, P r , can be written as
indicates the signal-to-noise ratio of r(t).
Since the timing metric is defined by M(t) =
where n m (t opt ) denotes a noise component. At high SNRs, the expectation of M(t opt ) can approximately be written as
because the expectation for the noise component, E[n m (t opt )], is negligible. The theoretical support for this issue is shown in Appendix C.
Estimation of Carrier Frequency Offset
We can directly estimate the CFO from the output of proposed matched filters. From (19), the estimated CFO,f o , is given bŷ 
Synchronization Circuit for Multiple Receiving Antennas
When we use multiple receiving antennas, such as those in MIMO communication systems, synchronization may be able to be improved by using a diversity of antennas. Let D be the number of receiving antennas, where we consider applying the proposed scheme for synchronization in Fig. 3 . Since we have assumed an uncorrelated Rayleigh fading channel, it is better to combine the output of DBPSK decoders from all antennas as shown in Fig. 4 . We can mitigate the extreme variation of phase in the received signals from all antennas in this way.
DBPSK decoder output y i d (t) in the ith antenna can be written from (A· 2) as
The combined output is given by
Equation (25) shows that the synchronization of frame timing can benefit from the diversity of antennas by using the proposed technique. By substituting |h 0 | 2 with
, the maximum value of the output signal for the 2nd matched filter can be written as
The total receiving power from D antennas is given by
This results in the same formula for the frame timing metric as in (21).
Simulation Results
Simulation Conditions
We present our simulation results in this section. The simulation parameters are listed in Table 3 . We applied the IEEE802.11a physical layer to the OFDM system. The short preamble defined in the standard was applied to the conventional scheme for synchronization, and the proposed short preamble was applied to the proposed scheme. Only an AFC scheme with a coarse frequency synchronization employing a short preamble was carried out. The L a in (4) was 144 for the conventional autocorrelation scheme, and the OFDM parameters in Table 2 were applied to the proposed scheme. AWGN, flat fading, and frequency-selective fading channels are applied as models. The delay profile for the frequency-selective fading channels, which is shown in Fig. 13 , is based on the model F channel defined in [15] . Uncorrelated block Rayleigh fading, i.e., where the fading coefficient is constant during the transmission of one packet, was assumed. The normalized Doppler frequency, which is defined byf d = f d · T s , was 2.2 × 10 −6 . The normalized CFO was defined byf o = f o · NT s , and 0.64 was applied throughout the simulations if it is not specially noted.
Timing Metric
The theoretical value of the timing metric in (22) was verified by computer simulations shown in Fig. 5 . The normalized CFO was zero, and the number of the ensemble average of M(t opt ) was 100 in the simulation. The range within the dashed line denotes double the standard deviation. The results reveal that (22) is a good approximation of the maximum value for the timing metric of the proposed scheme to synchronize frame timing.
The timing metrics were also calculated by computer simulations for one and two receiving antennas. The results are in Fig. 6 . The simulations were carried out in a flat fading environment. The figure shows that the timing metric is independent of the number of the receiving antennas, and The impact of CFO on timing metrics was also studied. Figure 7 plots the simulation results for timing metrics with respect to the normalized CFO. The increase in CFO causes attenuation in timing-metric values. The reason for this attenuation is that the rapid change in phase is no longer negligible during the 1st matched filtering at extremely large CFO. The figure also shows that attenuation is negligible whenf o ≤ 0.32. This means that the assumption in Sect. 3.2 is reasonable for theoretical analysis under these conditions. In addition, the attenuation in metrics is still less than 20% of the theoretical values atf o = 0.64. The CFO is equivalent to 200 KHz when we consider IEEE802.11a; hence, there is no large impact concerning CFO from the practical point of view.
Estimated Carrier Frequency Offset
The mean-square errors (MSEs) of the estimated CFO for the conventional scheme in (6) and the proposed scheme were estimated in an AWGN environment. The two cases of normalized CFO were investigated. As we can see from Fig. 8 , the MSEs for the proposed scheme are less than those for the conventional scheme except for the high SNRs with large CFO. We considered the signal-to-noise ratios of the CFO estimators to explain this phenomenon. The signal-tonoise ratio, S NR y2 , of the output of the 2nd matched filter at the discrete time index, t = t opt , can be written as
The derivation is shown in Appendix D. The signal-to-noise ratio, S NR ya , of y a (t opt ), on the other hand, for the conventional scheme using autocorrelation is given by
as shown in Appendix E. Since the numerators for these equations were almost equivalent in this simulation, the denominators had a different impact on the S NRs. While the denominator of S NR ya is always greater than one, that of S NR y2 can be less than unity. The difference increases when S NR < 1, and the situation where S NR ya < S NR y2 arises. We concluded that this resulted in the difference in the MSEs in the figure. Although the conventional scheme had the same MSEs at both CFO values, those for the proposed scheme degraded at the large value. This is because the output signal power of the proposed matched filter is attenuated due to the rapid change in phase as considered in Sect. 4.2. Figure 9 compares the probability of synchronization error for the proposed scheme and that of the conventional one in Fig. 2 . The two cases of CFO values were studied in an AWGN environment. In this simulation, it was assumed that the timing synchronization was applied before frequency synchronization using coarse AFC. Although the conventional scheme has superior performance at small CFO, its synchronization completely failed at large CFO because the frequency synchronization is to be applied after the timing synchronization. It shows that the performance of timing synchroniztion using the conventional matched filter is degraded at large CFO cases. This result suggests that the conventional matched-filter technique should be applied after frequencies are coarsely synchronized as was also discussed in [12] , [17] . 
Comparison of Performance with Conventional Technique of Matched Filters
Packet Error Rate
We compared the packet error rate (PER) of the proposed scheme with that of the conventional scheme using autocorrelation. The results for the AWGN channel are plotted in Fig. 10 where we can see that the proposed scheme outperforms the conventional. Figures 11 and 12 plot the PER for the frequencyselective fading channels where there are single and two receiving antennas. The proposed scheme reduces the PER especially when there are a diversity of antennas. However, the improvement of the PER is not significant in Fig. 11 . This is because the peak detection in Fig. 3 is based on the principle detecting a path with maximum power.
The delay profile, which was applied to our simulation, is shown in Fig. 13 . The figure shows that we can separate the channel impulse responses into primary and secondary paths. When a path with maximum power is detected, the peak detector always provides a frame boundary based on the peak path. This results in the loss of primary paths if we synchronize frames in the independent fading channel since a peak path may appear in the secondary path. The resulting loss can increase the PER. This problem has been studied in [17] .
The probability of loss of primary paths is small for two receiving antennas because of benefit from the diversity gain, which contributes to improved performance.
We can apply a technique to detect the preceding paths, which was proposed in [17] , to our scheme to find a primary path. We first detect a maximum path based on the metric, M(t opt ), and we search for a preceding path by using the threshold, α · M(t opt ), as shown in Fig. 13 . We determined the coefficient, α, by computer simulation. The result of PER is shown in Fig. 14 with α = 0.1.
We can see from these results that the PER can be reduced by using the proposed scheme.
Concluding Remarks
We proposed a new scheme of simultaneously synchronizing frame timing and frequency based on a technique of matched filters. The structure we proposed consists of a combination of a 1st matched filter, a DBPSK decoder, and a 2nd matched filter. We found that it could mitigate the effect of CFO in frame timing synchronization. In addition, we found that we could estimate CFO from the output signal of matched filter. The simulation results revealed that the proposed scheme could achieve superior PER in comparison to that of the conventional scheme based on the autocorrelation.
In future studies, we need to consider how to detect the peak in the output signal of matched filter by using a threshold. In addition, we intend to study schemes for frame timing and frequency synchronization of MIMO transceivers based on cyclic delay diversity.
Appendix A: Derivation of (16)
From (15), when t = τ(x), τ(x) = (xL b − 1)T s and x = 1, 2, 3, · · · L c − 1, y 1 (t) ≈ h 0 e − j2π f o τ(x) L b −1 j=0 L d −1 k=0 d k S * b ((L b − 1 − j)T s ) ·S b ((xL b − 1)T s − ( j + kL b )T s ) + n 1 (τ(x)), = h 0 e − j2π f o τ(x) L b −1 j=0 L d −1 k=0 d k S * b ((L b − 1 − j)T s ) ·S b (((x − k)L b − 1 − j)T s ) + n 1 (τ(x)), = h 0 e − j2π f o τ(x) d x−1 L b −1 j=0 |S b ((L b − 1 − j)T s )| 2 +n 1 (τ(x)) = h 0 e − j2π f o τ(x) d x−1 P s + n 1 (τ(x)). (A· 1)
Appendix B: Derivation of (18)
From (13) and (16)
where n d (τ(x)) denotes the noise component. Then, from (14) ,
where n 2 (t) is the noise component, and we have applied the relation, c t = d t d t−1 .
Appendix C: Theoretical Consideration on the Noise Components
Since L h = 1 in (11),
From (12) and (15),
The expectation of |n 1 (t)| 2 can be written by
From (16),
From (13) and (A· 7),
where (A· 11) and
(A· 14)
From (14), (19), (A· 9) and (A· 11),
) 
Now we consider each term in the right hand side of (A· 22). Since x = L c − 1 at t = t opt , we can write as
by using (A· 6),(A· 8),(A· 12) and (A· 18). In the same way,
From (A· 14) and (A· 20),
By using (A· 23), (A· 24) and (A· 25), we obtain
(A· 29) 
Appendix E: Signal-to-Noise Ratio of y a (t opt )
We assume that L h = 1. From (3) and (4),
and 
(A· 39)
From (A· 37), (A· 38) and (A· 39), the signal-to-noise ratio of y a (t opt ) can be written as
.
(A· 40)
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