INTRODUCTION
Reflectometry methods are well established for locating faults on electric cables and transmission lines, and have been extensively used in past. The main approach is to apply a highfrequency stimulus to the line and monitor the reflected signals that are generated at impedance mismatches. Among the methods, one can highlight Time Domain Reflectometry (TDR), Frequency Domain Reflectometry (FDR) [1] , [2] , time gating methods [3] , and identification of moderate reflections of cascaded circuits by transmissions and reflections measurements [4] . Most of them have their application restricted by certain assumptions such as small amplitudes for the reflections [4] , [5] or prior knowledge about the line under test [6] . Recently, a method has been proposed for locating and separating closely spaced reflections with high magnitude using a sample maximum likelihood estimator, however at the expense of an increase in complexity of the model [7] .
Time-domain methods may not be applied to monitor weak impedance mismatches or at high noisy and/or high attenuation systems due to limits of signal detection [8] . In addition, timedomain reflectometry methods require ideal open and short terminations, which are difficult to achieve over a broadband frequency range. Open circuit terminations cause stray capacitance due to electric field fringing at high frequencies, while short circuit terminations introduce additional inductance [9] .
The analysis of the transmission line using the concept of travelling waves has presented itself as a more attractive alternative. Specifically, the scattering parameters depend solely on incident, scattered and reflected waves over the network, and not on the terminations. Additionally, the electric cable can be examined with a vector network analyzer (VNA) which provides high signal-to-noise ratio (SNR) and high frequency resolution over a wide bandwidth since measurements are made at one frequency at a time. Once determined, the scattering parameters in time domain provide an impedance profile of the line under test, useful for evaluating impedance variations and faults along the line.
In order to convert frequency-domain information to the more usual time-domain traces, one possible method is based on Inverse Chirp Z Transform, which is already in use by a number of commercial instruments. Nevertheless, since the very nature of discontinuities is sparse, we aim in this work to investigate a Sparse Inverse Chirp Z Transform as an inversion method for conversion of frequency to time domain data in fault location and impedance profile of transmission lines.
II. THE CHIRP Z TRANSFORM
Lawrence Rabiner has proposed the Chirp Z Transform in 1969 [10] , which consists of an algorithm that evaluates the Z transform of a sequence of N samples at M points in the Z plane, standing either right on circular or spiral contours beginning at any arbitrary point. The Chirp Z Transform can be interpreted as a generalization of the DFT (Discrete Fourier Transform), which is restricted to the unit circle in the z plane.
For a given N -sample sequence {x(n)} with 0 ≤ n ≤ N -1, the Chirp Z Transform is defined as (1)
where X(k) is the resulting sequence, sampled in M points and 0 ≤ k ≤ M -1. A and W are arbitrary complex numbers defined by (2) and ( 
with A0 as the starting radius, θ0 the starting angle, and φ0 the angle step size [11] . The rate at which the contour spirals in or out from a circle of radius A0 is set by the constant W0. If less than 1, the contour spirals out. If greater than 1, the contour spirals in [10] .
The term AW -k configures the contour at which the z transform will be defined in the z plane. Fig. 1 The main advantages offered by the Chirp Z Transform are: there is no need for the input sample to be the same as the size of the output sample; neither N nor M need be composite numbers, both can be primes; the angular spacing along the contour is arbitrary, which gives also arbitrary frequency resolution; the starting point of analysis in the Z plane is also arbitrary, which is useful for narrow-band analysis.
If data are collected in the frequency domain with a Vector Network Analyzer (VNA), an Inverse Chirp Z Transform (ICZT) is required to convert the signals to the time-domain, where one is able to perform better analysis. Mersereau [12] presents an algorithm to calculate the inverse chirp z transform using the relation given by ICZT(
where Ck is a calculated coefficients array. However, it is mentioned that the number of problems to which the proposed algorithm might be applied can be extremely sensitive to quantization errors. Frickey [11] proposes that the Inverse Chirp Z Transform can be accomplished by
* , though no performance guarantee is given for the CZT that operates outside the unit circle in the z plane. Yagüe et al. [13] approaches the problem by a direct method though (4)
where x(t1+nδt) denotes the time domain data, f1 and t1 the start frequency and time respectively, δf and δt the step frequency and time respectively.
The arbitrariness of CZT in choosing the number of samples, whether in frequency or in time, is not just an advantage but it also brings matters in the inverse problem. The difference between the number of input and output samples can render the inversion unstable due to ill-posedness of the problem. This issue will be further examined in Section IV.
III. TIME DOMAIN ANALYSIS BASED ON S PARAMETERS
Commonly referred to S-parameters, scattering parameters are widely used for characterizing n-port networks. Rather than voltages and currents, the logical variables related to the network behavior are traveling waves. They relate the waves scattered or reflected from the network to those waves incident upon the network [14] . From the scattering parameters it is possible to extract the characteristic impedance, propagation constant and distributed parameters (resistance, inductance, conductance and capacitance) of the line [9] .
For a given 2-port network, the S-matrix (5) represents the relationship between the normalized incident voltage waves (independent variables a1 and a2) and the normalized reflected voltage waves (dependent variables b1 and b2):
S-parameters are extracted by terminating one or the other port with the normalizing impedance Z0 (normally 50 Ω for commercials network analyzers), instead of short or open circuit terminations like is made in methods for characterizing based on reflectometry principle. The topology for measuring Sparameters is shown in Fig. 2 . The parameter S11 is the input reflection coefficient with matched output, S21 the forward transmission coefficient with matched output, S22 the output reflection coefficient with matched input, and S12 the reverse transmission coefficient with matched input [14] . In other words, S11 and S22 are related with how matched is the network (referenced to Z0), whereas S21 and S12 give a meaning for how the network will attenuate or amplify an input signal.
The S-parameters are given in frequency domain and a conversion method is required to perform time domain reflectometry analysis. Network analyzers usually provide proprietary methods for the conversion over which the user has little or no control.
IV. THE SPARSE INVERSE CHIRP Z TRANSFORM
The Chirp Z Transform can be cast in a matrix format (6)
where C is a M x N matrix (called CZT matrix) that implements (1).
If M=N, C implements a DFT and the inverse is given by C* (conjugate transpose) since C becomes unitary. The general CZT matrix, however, can interpreted as a modified DFT matrix, where some rows were modified, added or discarded. Either way, the inverse is no longer C*.
Most ICZT approaches approximate the inverse by C*. This may provide poor results, especially when rows were discarded. The result is the minimum norm solution (7)
which does not have strong physical support.
Instead, we propose a sparse reconstruction, where one wants to find a signal, sparse in time, representing the reflections along the line. The reconstruction method can be formulated by an L2-L1 minimization problem, where one has an L2 datafidelity term and an L1 sparse promoting term (8) 2 1 arg min
where λ the regularization parameter, and x the estimated solution.
The Fast Iterative Shrinkage-Thresholding Algorithm (FISTA) is an efficient first-order method for minimizing a composite convex cost function (L2) with a convex non-smooth term (L1) [15] . In this work, the choice for FISTA was made due to its simple implementation and fast convergence. By solving (8) The alias free range [16] defines that the maximum time for sampling is given by (9):
Considering twice the total time delay of the line under test (round trip), 80.808 ns, the step frequency for this analysis shall be nearly about to 6.1875 MHz. Using the low pass mode set [8] , the first frequency for the analysis shall be equal to the step frequency. The frequency span gives the resolution that will be reached [17] (10):
Since the whole line delay is about 80.808 ns, with resolution within 5 % of the delay line the frequency span will be about 9.9 GHz. With 1601 sampling points, the parameters set is defined: 6.1875 MHz for frequency step, 1601 points, start frequency also in 6.1875 MHz and stop frequency in 9.9061875 GHz.
The scattering parameters were extracted and compiled into a s2p touchstone file. From this file data in frequency domain were extracted and processed by an algorithm in MATLAB ® that performs the conversion to time domain using the proposed method. White Gaussian noise was introduced to the data in frequency domain before the conversion in the algorithm, turning the evaluation more real with a SNR of 5 dB. The converted data is then compared to the data in time domain given by the TDR Front Panel Option available in the ADS software.
The experimental setup was built using real transmission lines with equal simulation parameters described, from the frequency sweep parameters to the characteristics of the lines. The scattering parameters were acquired by a VNA E5071C Keysight ® and also processed by the algorithm developed. In this case white Gaussian noise was not added, since it is intrinsically presented in the measured data. Results are compared to data in time domain obtained by transient analysis (available in the ADS software) of the scattering parameters acquired from the measurements. Fig. 4 shows a flow chart for the operation of the algorithm. 
VI. RESULTS AND DISCUSSION
Results in time domain for S11 and S21 parameter of the simulated line are shown in Fig. 5 and Fig. 6 respectively. Analyzing the results for the S11 parameter, it is possible to verify a positive reflection coefficient in about 20 ns. That reveals the transition from the first line to the second one, where there is an increasing of the impedance. This time value is related to the round trip of the wave, which gives the exact length for the constancy in the impedance along the line. After 40 ns, it is possible to see a negative reflection coefficient, revealing a decreasing of the impedance in that location. Following the line length there are two more changes like those. They are located and characterized as it is in the experimental transmission line topology.
The results for the S21 parameter in time domain give an insight for how the line under test behaves when transmitting data. From the S21 parameter it is possible to determine how long is the line. It is given by the location of the first impulse presented in the signal, while the magnitude of the first impulse will give the attenuation for any incident signal. Analyzing the results for S21 it is possible to verify that the line is over 40 ns long.
Both results are similar in location and shape comparing to the results in time domain obtained from the software ADS. The mean squared error for the S11 parameter obtained from the simulated analysis was 2.33.10 -08
, whereas for the S21 parameter was 1.68.10 -04
.
The results for the S11 and S21 parameter of the measured line are shown in Fig. 7 and Fig. 8 respectively. On the waveform of the S11 parameter in time domain, either for the simulated or the measured data analysis, it can be noted some noise presented until the first reflection occurs. The noise source is unknown, but it can be seen in both results, which enables to state that is not caused by the proposed method.
Both results show similarity in location and shape in comparison to the results in time domain obtained from the software ADS. The mean squared error for the S11 parameter obtained from the measured analysis was 1.20.10 
