Abstract. I In this paper, we propose a new form of prior which combines the local total variation regularization with non-local graph-based variation regularization to solve such inverse problems in the field of image processing. The algorithm iteratively updates the image and the weight graph calculated from the present image..
Introduction
The most common form of a prior knowledge is the well-known smoothness based prior [2] which assumes that the image contents generally do not change abruptly in a neighborhood of space. Each pixel in the image is constrained to be relevant to its neighboring pixels. It is a generic image contextual constrain. These methods considering the image smoothness take advantage of the local structure of an image, leaving out the overall structure information of the image. Some non-local methods [3, 4, 5] thus have been widely studied. The non-local method assumes that some feature of an image does always repeat in different positions in the image. These methods always seek the similar image patches or exemplars meeting some specified measurements in the whole image space, which means they utilize the information of the entire image.
In this paper, we propose a new form of prior for solving general inverse problems in image processing which combines the local total variation regularization with graph-based non-local variation regularization. This graph depicts the relationship among different image patches. This prior makes use of both local and non-local image information to get a better result. Because of the existing of non-local graph-based variation regularization, the problem to be solved in this paper turns to be non-convex. We, therefore, propose an iterative algorithm to work out the inverse problem using such a form of prior, which iteratively updates the image and the weight graph calculated from the current image till convergence. We also show the results when using this new framework in image denoising, image inpainting and image deblurring applications.
The Proposed Algorithm
In this section, we delve into the iterative algorithm proposed to solve the inverse problem depicted above with the mixed variation regularizations. Formally, the solution to the inverse problem in image processing with local total variation and non-local graph-based variation can be written as follows: An inverse problem with local total variation regularization only is convex, though sometimes may be non-differential. There has been plenty of researches about how to solve such a TV-based problem [18], [16] . However, the introduction of graph-based non-local regularization term makes the problem (3) non-convex.
To solve such an non-convex ill-posed problem, we propose an iterative algorithm which iteratively updates the image and the weight graph calculated from the current image till convergence. Concretely, the whole algorithm can be divided into two subproblems. The first subproblem is building the weight graph based on the current image content. And the second is to solve the problem with mixed regularization terms. Here, the non-local total variation is obtained from the weight graph calculated before, in which the vertexes are the pixels in the image and the edges denote the weights between different pixels. Such an algorithm frame, to some extent, is akin to the widely known EM algorithm [19] .
To solve the inverse problem discussed above, we use an iterative optimization algorithm which can be divided into two subprocesses, building the weight graph according to definition in (8) and solving the problem defined by (10) and (11) . More specifically, we first initialize an image x with its pixel values sampled from a normal distribution. And then the weight graph corresponding to x will be built according to (8) . Now we can establish the objective function defined in (10) by utilizing image data and the weight graph. Next we solve the optimization problem in (11) using some gradient descend methods with the following gradient:
In our approach, L-BFGS-B [11] is chosen to solve the optimization problem,which is freely and go back to 2.
