Numerical radius r(A) is the radius of the smallest ball with the center at zero containing the field of values of a given square matrix A. It is well known that r(A) ≤ A ≤ 2r(A), where · is the matrix 2-norm. Matrices attaining the lower bound are called radial, and have been analyzed thoroughly. This is not the case for matrices attaining the upper bound where only partial results are available. In this paper we consider matrices satisfying r(A) = A /2, and call them half-radial. We summarize the existing results and formulate new ones. In particular, we investigate their singular value decomposition and algebraic structure, and provide other necessary and sufficient conditions for a matrix to be half-radial. Our results suggest that half-radial matrices correspond to the extreme case of the attainable constant 2 in Crouzeix's conjecture.
Introduction
Consider the space C n endowed with the Euclidean vector norm z = (z * z) 1/2 and the Euclidean inner product z, w = w * z, where * denotes the Hermitian transpose. Let A ∈ C n×n . The field of values (or numerical range) of A is the set in the complex plane defined as W (A) ≡ { Az, z : z ∈ C n , z = 1}.
Recall that W (A) is a compact convex subset of C which contains the spectrum σ(A) of A; see, e.g., [1, p. 8] . The radius of the smallest ball with the center at zero which contains the field of values, i.e., 
where · denotes the matrix 2-norm; see, e.g., [2, see [1, p. 44, problem 24] or [3] . Such matrices are called radial, and there exist several equivalent conditions which characterize them; see, e.g., [1, p. 45, problem 27] or [4] . Concerning the right inequality in (2), a sufficient condition was formulated in [5, p. 11, : If the range of A and A * are orthogonal then the upper bound is attained. It is also known that A = 2r(A) if and only if A has a two-dimensional reducing subspace on which it is the shift [5, p.11, Theorem 1. [3] [4] [5] . Thus the field of values of such A is a disc of specific properties; see [6, for a summary. However, to our knowledge a deeper analysis of matrices satisfying r(A) = 1 2 A , which we call half-radial, has not been given yet.
In this paper we fill this gap. We derive several equivalent (necessary and sufficient) conditions characterizing half-radial matrices. We study in more detail their algebraic structure, their left and right singular subspaces corresponding to the maximum singular value, etc. We show that A is halfradial if and only if there exists a special subset of the set of maximizers of the quantity | Az, z |. Our results give a strong indication that halfradial matrices correspond to the extreme case of the attainable constant 2 in Crouzeix's conjecture [7] .
The paper is organized as follows. Section 2 gives some basic notation and summarizes well-known results on the field of values. Section 3 is the core part giving characterizations of half-radial matrices. Section 4 discusses Crouzeix's conjecture. Finally, Section 5 concludes the paper.
Preliminaries
In this section we introduce some basic notation and prove for completeness the inequality (2) . First, recall that any two vectors z and w satisfy the polarization identity
where i is the imaginary unit, and the parallelogram law
The definition of numerical radius implies the inequality
Using these tools we can now easily prove the following well-known result; see, e.g., [2, 
Proof. The left inequality is trivial. Now using the polarization identity, the inequality (3), and the parallelogram law we find out that for any z and w it holds that
Consider a unit norm vector z such that A = Az , and define w = Az Az . Then using the previous inequality, we obtain 4 A ≤ 8r(A).
the two-dimensional Jordan block corresponding to the zero eigenvalue (the shift). The following theorem summarizes known characterizations of matrices satisfying A = 2r(A); see [6, for a summary and references.
Theorem 2. Let A ∈ C n×n be a nonzero matrix. Then the following conditions are equivalent:
2.
A/ A is unitarily similar to the matrix J 0 0 B , where r(B) ≤ 1/2.
3. W (A) is the disk with the center at zero and the radius 1 2 A .
Further, consider the singular value decomposition (SVD) of A,
where U, V ∈ C n×n are unitary and Σ is diagonal with the singular values of A on the diagonal. Denote σ max the largest singular value of A satisfying σ max = A . The unit norm left and right singular vectors u, v such that
are called a pair of maximum singular vectors of A. Denote
the maximum right singular subspace, i.e., the span of right singular vectors of A corresponding to σ max . Similarly, denote U max (A) the maximum left singular subspace of A.
Recall that any vector z ∈ C n can be uniquely decomposed into two orthogonal components,
where R(·) denotes the range, and N (·) the null space of a given matrix. Note that here we generally consider the field of complex numbers. We introduce a definition of matrices we are interested in.
In the following, we implicitly assume that A is nonzero and n ≥ 2. If A is the zero matrix or n = 1, all the statements are trivial.
Necessary and sufficient conditions for half-radial matrices
In this section, we derive several new necessary and sufficient conditions for a nonzero matrix A to be half-radial. Taking into account the multiplicity of the maximum singular value of A, we then specify in detail the algebraic structure of half-radial matrices, suggested by Theorem 2.
Using the decomposition (6) we define the set
i.e., the set of all unit norm maximizers of | Az, z | such that Ax, x = 0. In the following we prove that a matrix is half-radial if and only if Θ A = {∅}, and provide a complete characterization of the non-empty set Θ A based on the maximum singular subspaces of A. Proof. Let z be a unit norm vector. Considering its decomposition (6), it holds that Az, z = Ax, y + Ax, x .
Basic conditions
Since 1 = z 2 = x 2 + y 2 and 0 ≤ ( x − y ) 2 , we find out that
with the equality if and only if x = y . If Θ A = {∅}, then for any unit norm vector z ∈ Θ A we get
Hence all terms are equal, and therefore 2r(A) = A and
In the following lemma we prove the opposite implication.
Proof. Assume without loss of generality that A = σ max = 1. Consider now any unit norm maximum right singular vector v ∈ V max (A) and denote u = Av the corresponding maximum left singular vector. Then
Moreover, for any θ ∈ R we obtain
Then, since e iθ A + e −iθ A * is Hermitian, it holds that
For the norm on the left we get
Recalling that v = A * u = 1, we obtain
Similarly from u = Av = 1, it can be proved that
Since the inequalities hold for any θ ∈ R, we get A * v = Au = 0, i.e., v ∈ N (A * ) and u ∈ N (A). Hence, v ⊥ R(A), u ⊥ R(A * ) and the maximum left and right singular vectors u, v are orthogonal. Furthermore,
Clearly, the unit norm vector
is in the form (6) with
u. Moreover, z is a maximizer by
Since also Ax, x = 1 2
Av, v = 0, it holds that z ∈ Θ A .
Recall that for any pair u, v of singular vectors of A it holds that v ∈ R(A * ), u ∈ R(A). Consequently, the previous lemmas imply the following result characterizing half-radial matrices by the properties of their maximum right singular subspace.
Lemma 5. A = 2r(A) if and only if for any unit norm vector
Equivalently, A = 2r(A) if and only if there exists a unit norm v ∈ V max (A) such that the condition (9) is satisfied.
is a pair of maximum singular vectors of A. Thus from Lemma 4 it follows that z defined in (9) is a unit norm maximizer of | Az, z |. Furthermore, by the same lemma v ∈ N (A * ) and Av = A u ∈ N (A). Moreover, since v and u are right and left singular vectors, we also have v ∈ R(A * ), Av ∈ R(A) yelding (9) .
On the other hand, if there is a unit norm right singular vector v ∈ V max (A) such that the condition (9) is satisfied, then the vector
is a unit norm maximizer of | Az, z |. Moreover, v is the component of z in R(A * ) and Av, v = 0. From (7), z is an element of Θ A . Hence, Θ A is non-empty and by Lemma 3 we conclude that A = 2r(A).
The previous lemma implies several SVD properties of half-radial matrices, which we summarize below.
Lemma 6. A ∈ C
n×n be half-radial, i.e., A = 2r(A). Then:
. the multiplicity m of σ max is not greater than n/2, 4. the multiplicity of the zero singular value is at least m.
Proof. The first property follows from the condition (9) in Lemma 5 and the fact that V max (A) ⊆ R(A * ) and U max (A) ⊆ R(A). Combining V max (A) ⊆ R(A * ) with U max (A) ⊆ N (A) yields the orthogonality of maximum singular subspaces. Furthermore, since V max (A), U max (A) ⊆ C n and V max (A) ⊥ U max (A), we directly get the restriction on the multiplicity of σ max . Finally, the relation V max (A) ⊆ N (A * ) implies that A is singular with the multiplicity of the zero singular value being equal to or greater than the multiplicity of σ max .
It is worth to note that neither the condition 2 nor the stronger condition 1 in Lemma 6 are sufficient to ensure that a given matrix A is half-radial. This can be illustrated by the following examples. Example 1. Consider a half-radial matrix A such that the multiplicity of σ max (and thus also the dimension of maximum singular subspaces) is maximum possible, i.e., n/2. Then
and
. Thus A has only two singular values σ max and 0 both with the multiplicity n/2. Consequently, an SVD of half-radial A has in this case the form
The unitary matrices above can be chosen as 
withΣ ∈ R n/2×n/2 having singular values smaller than σ max on the diagonal.
The previous example also shows that if the multiplicity of σ max is n/2, then assuming only that the condition 1 from Lemma 6 holds, the matrix A is half-radial. However, this is not true in general as we illustrate by the next example. Since A = 1, we see that A is not half-radial, even though the condition 1 from Lemma 6 holds.
Set of maximizers Θ A
Now we study the set of maximizers Θ A . Lemma 3 implies that for any z ∈ Θ A its component x in R(A * ) satisfies x ∈ V max (A). On the other hand, Lemma 4 says that for half-radial matrices a maximizer from Θ A can be constructed as a linear combination of the vectors u, v representing a (necessarily orthogonal) pair of maximum singular vectors of A. We are ready to prove that the whole set Θ A is formed by linear combinations of such vectors, particularly we define the set
and get the following lemma.
Lemma 7. Θ A is either empty or Θ
Proof. Let Θ A be non-empty. Consider for simplicity a unit norm vector z ∈ Θ A in the scaled form (6),
i.e., x ⊥ y, x = y = 1, Ax, x = 0. We first show that z ∈ Ω A . From Lemma 3 we know that x satisfies Ax = A , and Ax and y are linearly dependent. Hence, Ax = γy, γ = Ax, y with |γ| = | Ax, y | = Ax y = A x y = A = σ max .
Now we can rotate the vector y in order to get the pair of maximum singular vectors. Define the unit norm vectorỹ bỹ
then Ax = γy = A e −iβ e iβỹ = A ỹ. Thus x,ỹ is a pair of maximum singular vectors of A. Hence, it holds that
Now we prove the opposite inclusion Ω A ⊆ Θ A . Since Θ A = {∅}, it holds that A = 2r(A) and any vector z of the form
is an element of Θ A , see Lemma 4. Consider now a unit norm vectorz ∈ Ω A of the formz
We know that u = v = 1, u ⊥ v, and e iα v ∈ R(A * ), e iβ u ∈ N (A). Moreover,
so thatz is a maximizer. Since also Ae iα v, e iα v = Av, v = 0, we get z ∈ Θ A .
Note that in general, the set of maximizers Θ A need not represent the set of all maximizers of | Az, z |. We illustrate that by an example. . From Lemma 7, we see that Θ A is generated by the maximum right singular vector e 2 and the corresponding maximum left singular vector e 1 . But obviously, the right singular vector e 3 corresponding to the singular value 1 2 is not in Θ A and also represents a maximizer, since
We have seen that for half-radial matrices the vectors of the form
are maximizers of | Az, z |. This is also true for Hermitian, and, more generally, for normal and radial matrices. It remains an open question, whether it is possible to find larger classes of matrices such that the maximizers are of the form above.
Algebraic structure of half-radial matrices
In [5, p.11, Theorem 1. [3] [4] [5] it was shown that a matrix satisfying A = 2r(A) has a two-dimensional reducing subspace on which it is the shift J; see the condition 2 in Theorem 2. Recalling that the multiplicity of the zero singular value of a half-radial matrix is at least the multiplicity of σ max , see Lemma 6 , it is possible to analogously extract as many matrices J from A as is the multiplicity of σ max . Denote by A ⊗ B a Kronecker product of A and B, and by A ⊕ B a block-diagonal matrix with the blocks A, B on the diagonal. The following lemma gives a full characterization of half-radial matrices from the point of view of their algebraic structure.
n×n be a nonzero matrix such that dim V max (A) = m.
It holds that A = 2r(A) if and only if A is unitarily similar to the matrix
where B is a matrix satisfying B < A and r(B) ≤ 1 2
A .
Proof. Assume that A = 2r(A). Let u i , v i , i = 1, . . . , m be pairs of maximum singular vectors of A such that {v 1 , . . . , v m } is an orthonormal basis of V max (A) and {u 1 , . . . , u m } is an orthonormal basis of U max (A). Define
where P is any matrix such that Q is unitary (the vectors v 1 , . . . , v m , u 1 , . . . , u m are mutually orthogonal by Lemma 6). Then
Since the maximum singular value of A corresponds to the block A I m ⊗ J, the maximum singular value of B is smaller than σ max = A . Using a technique analogous to [5, p.11, Theorem 1.3-5], we also get r(B) ≤
2
A . On the other hand, let A be unitarily similar to the matrix
A . Recall that for any square matrices C and D it holds that W (C ⊕ D) = cvx(W (C) ∪ W (D)); see, e.g., [1, p. 12] . Since W ( A J) is the disk with the center at zero and the radius 1 2 A , and r(B) ≤ Hence, A is half-radial.
It is well known that W (J) is the disk with the center at zero and the radius 1 2 . Since J = 1, the matrix J is half-radial. Thus in words, Lemma 8 shows that a matrix A is half-radial if and only if it is unitarily similar to a block diagonal matrix with one block being a half-radial matrix with maximum multiplicity of σ max (see (10) ) and the other block having smaller norm and numerical radius.
We have discussed previously that orthogonality of maximum singular subspaces does not ensure that a given matrix A is half-radial (see Example 1). Note that assuming only U max (A) ⊥ V max (A), we can also get the block structure of
and A is not half-radial. This can be illustrated on Example 2, where clearly B = 0.9 and thus B = r(B) = 0.9 while A = 1.
Note that Lemma 8 immediately implies the condition 3 from Theorem 2. In particular, for half-radial matrices it holds that To summarize the main results, the following theorem extends Theorem 2 by giving several necessary and sufficient conditions characterizing half-radial matrices.
Theorem 9. Let A ∈ C n×n be a nonzero matrix. Then the following conditions are equivalent:
5. ∃v ∈ V max (A), v = 1, such that (12) holds, 6. A is unitarily similar to the matrix
where m is the dimension of V max (A), B < A and r(B) ≤ 1 2
A . 7. W (A) is the disk with the center at zero and the radius 1 2 A .
Consequences on Crouzeix's conjecture
In [7] , Crouzeix proved that for any square matrix A and any polynomial p
where c = 11.08. Later in [8] he conjectured that the constant could be replaced by c = 2. Recently, it has been proven in [9] that the inequality (13) holds with the constant c = 1 + √ 2. Still, it remains an open question whether Crouzeix's inequality
is satisfied for any square matrix A and any polynomial p.
Based on the results in [10] , it has been shown in [11] that if the field of values W (A) is a disk, then (14) holds. Thus, for half-radial matrices we conclude the following.
Lemma 10. Half-radial matrices satisfy Crouzeix's inequality (14). Moreover, the bound with the constant 2 is attained for the polynomial p(ζ) = ζ.
Proof. Let A be half-radial. Then W (A) is a disk giving the inequality (14). Furthermore, for p(ζ) = ζ we have
There are other matrices for which the inequality (14) holds and the bound is attainable for some polynomial p. In particular, for the ChoiCrouzeix matrix of the form
the polynomial is p(ζ) = ζ n ; see [12] and [13] . Note that C n = 2e 1 e T n+1 , so that C n is unitarily similar (via a permutation matrix) to the matrix 2J ⊕ 0 for J defined in (4). Hence
and thus C n is half-radial. More generally, we can prove the following result.
Lemma 11. Let an integer k ≥ 1 be given. It holds that
If ( 
In particular, if A ∈ C (n+1)×(n+1) of the form (18) is nilpotent with the index n + 1, i.e., A n+1 = 0 while A n = 0, then A n = αe 1 e T n+1 for some α = 0. Obviously, A n is half-radial. Still, for (16) to hold for p(ζ) = ζ n , we need to identify matrices of the form (18) such that r(A n ) = r(A) n . In the following lemma we formulate a result towards this identification.
Lemma 12. Consider a real matrix
of the size n + 1, where α i > 0, i = 1, . . . , n. Then
if and only if all α i , i = 1, . . . , n, are equal.
Proof. First recall that the geometric mean of real nonnegative numbers α i , i = 1, . . . , n, is always less or equal to the arithmetic mean,
with the equality if and only if all numbers are equal. The matrix A n is half-radial with r(A n ) = α 1 . . . α n ; see [12] . If (20) holds, then using Lemma 11 we get r(A) n = r(A n ) = α 1 . . . α n .
Considering the unit norm vector
, 1, . . . , 1,
, we obtain
Combining this with (21), the geometric and algebraic means are equal and thus α i s are equal. On the other hand, if the nonzero α i s are equal, then A is just a nonzero scalar multiple of the Choi-Crouzeix matrix (15). Therefore (20) holds.
As a consequence, any complex matrix A of the form (19) with α i = 0, i = 1, . . . , n satisfies (20) if and only if all α i , i = 1, . . . , n, are equal. To see this, we can find a diagonal unitary matrix U such that UAU * is real and nonnegative matrix of the form (19), and then apply Lemma 12. Note that this result is in agreement with the conjecture by Greenbaum and Overton [13, p. 239] predicting that if the bound (16) is attained for the polynomial p(ζ) = ζ n , then αA (for some nonzero scalar α) is unitarily similar to the Choi-Crouzeix matrix (15).
Conclusions
In this paper, we have investigated half-radial matrices, and provided several equivalent characterizations based on their properties. Our results reveal that half-radial matrices represent a very special class of matrices. This leads us to the question, whether the constant 2 in the inequality ||A|| ≤ 2r(A) can be improved for some larger classes of nonnormal matrices. For example, since the constant 2 corresponds to matrices with 0 ∈ W (A), one can think about an improvement of the bound if 0 / ∈ W (A). Finally, our results suggest that half-radial matrices are related to the case when the upper bound in Crouzeix's inequality can be attained for some polynomial. This is supported by one of the conjectures of Greenbaum and Overton [13, p. 242] predicting that the upper bound in Crouzeix's inequality can be attained only if p is a monomial; see also our Lemma 11 and Lemma 12. A deeper analysis of this phenomenon needs further research which is, however, beyond the scope of this paper.
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