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Abstract
We study a relation defined in terms of the Bruhat order on minimal representatives
modulo parabolic subgroups of a finite Coxeter group. This relation generalizes the set
inclusion for standard rows on type A. As an application, we give a combinatorial
description of Littelmann’s swap map for minuscule path models.
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Introduction
Let (W,S) be a Coxeter group and denote by  the Bruhat order. Consider
a subset I of the set of generators S and denote by WI the parabolic subgroup
generated by I in W . Define WI as the set of minimal representatives of the
cosets of WI . Recall that WI inherits the Bruhat order from W . For an element
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w ∈W we denote by [w]I the minimal representative of the coset wWI . Let J be
another subset of S. The disjoint union W(I,J ) =WI unionsqWJ can be regarded as a
partially ordered set in a natural way “gluing” the Bruhat orders of WI and WJ
(see Section 1). Let us denote this order also with . We study the properties of
the relation ∼ defined as follows:
WI  σ ∼ τ ∈WJ ⇔ ∃w ∈W : [w]I = σ, [w]J = τ.
As a motivation for this, let us specialize for a moment in type A and
maximal parabolic subgroups. Let W =S+1 be the symmetric group on + 1
symbols. Let S = {s1, . . . , s}, where si = (i, i + 1), i = 1, . . . , , are the simple
transpositions. Consider the subsets I = {s1, . . . , sh−1, sh+1, . . . , s} and J =
{s1, . . . , sk−1, sk+1, . . . , s} for 1  h, k  . Then WI (respectively WJ ) is in
bijection with the set of standard rows of length h (respectively k), where by a
standard row of length h we mean a sequence i1 · · · ih of increasing integers out
of {1, . . . , + 1}. Now let σ ∈WI correspond to the standard row i1 · · · ih, and let
τ ∈WJ correspond to the standard row j1 · · · jk . As we prove in Proposition 3,
σ ∼ τ if and only if either h  k and {j1, . . . , jk} ⊂ {i1, . . . , ih}, or h  k and
{i1, . . . , ih} ⊂ {j1, . . . , jk}. Thus, for type A and maximal parabolic subgroups,
the relation we have defined is just the set inclusion of standard rows.
This special case shares most important properties with the general case of
finite Coxeter groups; let (W,S) be any such group. Our results are the following.
First we show in Proposition 4 that our relation has a sort of left invariance.
Moreover, let us denote by pI :WI → WI the anti-automorphism of posets
induced by p :W → W , p(σ) = ω0σ where ω0 is the longest element of W .
Then our relation is “compatible” with pI and pJ in the sense that, for σ ∈WI ,
τ ∈WJ we have σ ∼ τ if and only if pI (σ )∼ pJ (τ) (see Corollary 1). Next we
study the “slices” of the relation ∼, which we define as
Xτ =
{
σ ∈WI | σ ∼ τ}⊂WI for τ ∈WJ ,
and consider it as a poset with induced order from WI . In Corollary 2 we show
that the poset structure of Xτ is independent of τ , i.e. all slices are isomorphic as
posets.
Now suppose that W is a finite Weyl group and let WI and WJ be stabilizers
of minuscule weights (see Section 3). Then WI and WJ are lattices with respect
to the Bruhat order. In this situation we show in Theorem 3 that any slice is a
sublattice and all slices are isomorphic as lattices. The proof of such result uses
the classification of minuscule weights with I = J . These are: (W,S) of type A
and I, J maximal; (W,S) of type D and I, J maximal corresponding to two
extremal nodes in the Dynkin diagram; and (W,S) of type E6 with I, J maximal
corresponding to the two “horizontal” extremal nodes (see Section 3). In types
A, D the proof is carried out by means of explicit combinatorial description of
minimal representatives (like standard rows). In type E6 the proof is reduced to
a computation to verify the lattice closure of Xτ .
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We give an application of our relation to Littelmann’s swap map for minuscule
path models. The idea of our relation generalizing the row inclusion was born
from the description of the swap map in the type A as proved in [2] computing
iteration of jeu de taquin. Let us explain this application in detail (see [7] for
definitions). Let Γ be the weight lattice of a semisimple Lie algebra g. Let Π
be the set of all piecewise linear paths π : [0,1]Q→ Γ ⊗Q such that π(0)= 0
and π(1) ∈ Γ , modulo reparametrization. Let ∆ be the set of simple roots. For
α ∈ ∆, Littelmann defines root operators eα, fα :Π → Π ∩ {0}. Let us denote
by O the set of monomials in the root operators. Let Π+ be the set of paths π
such that Imπ is contained in the dominant Weyl chamber. If π ∈Π+, denote by
Bπ the set of paths obtained applying any monomial in the root operators to the
path π , which is called the path model of shape π . One of the main properties
of path models is their relation to the character of irreducible g modules. Indeed,
let Vλ be the irreducible g module with highest weight λ; then Littelmann shows
that
CharVλ =
∑
η∈Bπ
eη(1)
where π is any path in Π+ such that π(1) = λ. Thus, if we consider two paths
π,π ′ ∈Π+ such that π(1)= π ′(1) then Bπ and Bπ ′ are two combinatorial de-
scriptions of the character of the same representation. More is true: Littelmann
proves that there exists a unique bijection Λ :Bπ → Bπ ′ commuting with the root
operators (Theorem 7.1 in [7]).
For a weight λ let Wλ be the stabilizer of λ in W and let Wλ be the set of
minimal representatives modulo Wλ. Now fix two minuscule weights λ,µ and
consider the path models Bπλ∗πµ , where ∗ denotes concatenation of paths. This
kind of path model, called minuscule, has a simple combinatorial description.
Indeed, let B(µ,λ) be the set of pairs (σ, τ ) ∈ Wµ × Wλ such that σ < τ as
elements of the gluing Wλ,µ, and define a map
π :B(µ,λ)→Π by π(σ, τ )= πτ(λ) ∗ πσ(µ).
In [8], Littelmann proves that π is a bijection of B(µ,λ) with Bπλ∗πµ . Using
this map we can induce root operators eα, fα :B(µ,λ) → B(µ,λ) ∪ {0} and
also a bijection S :B(µ,λ) → B(λ,µ) corresponding to Λ. Our main result is
Theorem 4 which gives a formula for S in terms of max,min of some sets defined
using the relation ∼. This result should be compared with the generalization of
jeu de taquin to minuscule paths of Marc van Leeuwen in [6].
The paper is organized as follows. In Section 1 we recall the main definitions
and properties of the Bruhat order on W , WI , and on the gluing W(I,J ). In
Section 2 we study the general properties of the relation ∼. In Section 3 we
specialize in the minuscule case and prove the invariance of the lattice structure
for the slices. Finally, in Section 4 we give our application to the swap map for
minuscule path models.
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1. Coxeter groups and Bruhat order
In this section we recall the main properties about Coxeter groups to be used
in the sequel. For any further detail see [1,4,5]. We collect also the needed results
about Bruhat posets from [3].
Let (W,S) be a Coxeter group and let  denote the Bruhat order on W . In the
sequel we will refer to the elements of the distinguished set of generators S also as
simple reflections keeping in mind their geometrical meaning. For a subset I of S
let WI be the subgroup of W generated by the simple reflections in I . Subgroup of
this kind is called parabolic. It is not hard to prove the following characterization
of parabolic subgroups.
Lemma 1. Let G⊂W be a subgroup. Then G is a parabolic subgroup of (W,S)
if and only if for any w ∈G,w′ ∈W we have w′ w⇒w′ ∈G.
The parabolic subgroups are not normal. There is, however, a good way to
represent cosets modulo WJ .
Lemma 2. Let I ⊂ S and let WI be the corresponding parabolic subgroup. Then
the set
WI = {u ∈W | us > u for all s ∈ I }
satisfies:
(i) each elementw ∈W can be factored in a unique way as w= uv with u ∈WI
and v ∈WI ,
(ii) if u ∈WI , v ∈WI , and u= s1 · · · sp , v = s′1 · · · s′q are reduced expressions,
then s1 · · · sps′1 · · · s′q is a reduced expression for uv, in particular len(uv)=
len(u)+ len(v),
(iii) each element u ∈ WI is the unique minimal element, with respect to the
Bruhat order, of the coset uWI and in particular is the unique element of
minimal length of such coset.
We call WI the set of minimal representatives of W modulo WI . In what
follows, we shall denote the order on WI , induced by the Bruhat order on W , also
by . Notice that a parabolic subgroup WI is itself the Coxeter group (WI , I).
Moreover, the Bruhat order of this Coxeter group agrees with the order induced
from W .
Suppose now that (W,S) is a finite Coxeter group. Then there exists a unique
longest element w0 in W , it is also the unique maximal element for the Bruhat
order. We denote by w0,I the longest element of a parabolic subgroup WI ; we
can also consider w0,I as the unique maximal element of WI as a subset of W ,
by the remark above. Given an element w ∈W , we denote by [w]I the minimal
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representative of the coset wWI . We define also [w]I .= [w]Iw0,I ; it is the unique
maximal representative of wWI .
Now we consider a pair (I, J ) of subsets of S and the disjoint union W(I,J ) =
WI unionsqWJ . It is possible to extend the Bruhat orders on WI and WJ “gluing” them
into W(I,J ). This construction is carried out in detail in [3]. The main definition
is the following.
Definition 1. Let I1 = I , I2 = J , and let σ, τ ∈W(I,J ). Set σ  τ if
(i) σ ∈WIh , τ ∈WIk with h k, and
(ii) there exist σ ′, τ ′ ∈ W such that σ ′  τ ′, σ ′ = σ (mod WIh), and τ ′ = τ
(mod WIk ).
No confusion may arise with the two uses of the symbol  since the order
introduced in Definition 1 really extends the Bruhat order on WI and on WJ as
subsets of W . This is proved in [3] and we restate it here for reference.
Lemma 3. Let σ, τ ∈WI . There exist σ ′, τ ′ ∈W such that σ ′  τ ′ and σ ′ = σ
(mod WI), τ ′ = τ (mod WI) if and only if σ  τ as elements of W .
It is easy to prove that the order on minimal representatives agrees with that on
maximal representatives.
Lemma 4. Let σ, τ ∈WI . We have σ  τ if and only if [σ ]I  [τ ]I as elements
of W .
Proof. Let σ = s1 · · · sp , τ = s′1 · · · s′q , w0,I = s′′1 · · · s′′r be reduced expressions.
Then [σ ]I = σw0,I = s1 · · · sps′′1 · · · s′′r and [τ ]I = τw0,I = s′1 · · · s′qs′′1 · · · s′′r are
reduced expressions by Lemma 2. Now, if σ  τ , s1 · · · sp is a subexpression
of s′1 · · · s′q , then s1 · · · sps′′1 · · · s′′r is a subexpression of s′1 · · · s′qs′′1 · · · s′′r , hence[σ ]I  [τ ]I . Conversely, we have [σ ]I ≡ σ (mod WI) and [τ ]I ≡ τ (mod WI),
hence σ  τ follows by Lemma 3. ✷
Of special importance for us is the adjacency relation of pairs WI  σ <
τ ∈WJ . It is described by the following theorem, proved in [3].
Theorem 1. Let σ ∈WI and τ ∈WJ . Then σ is adjacent to τ in W(I,J ) if and
only if σ = τwIJ , where wIJ = [w0,J ]I is the minimal representative modulo WI
of the longest element of WJ .
A similar result is the following.
Lemma 5. (i) Let τ ∈ WI . Then [τw0,J ]I is the unique maximal element of
WI < τ in W(I,J ).
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(ii) Let σ ∈ WI . Then [σ ]J is the unique minimal element of WJ > σ in
W(I,J ).
Proof. (i) Let , .= [τw0,J ]I . Clearly , < τ using Definition 1 with σ ′ =
τw0,J = τ ′. On the other hand, let ,˜ ∈ WI be such that ,˜ < τ in W(I,J ). This
means that there exist ,′, τ ′ ∈ W such that ,′  τ ′, [,′]I = ,˜, [τ ′]I = τ . Hence
,′  [τ ]J = τw0,J . Using Lemma 3 we have ,˜ = [,′]I  [τw0,J ]I = ,.
(ii) Let δ .= [σ ]J . Then σ < τ using Definition 1 since [σ ]I = σ , [σ ]J = δ.
Let δ˜ ∈WJ be such that σ < δ˜ in W(I,J ). Then there exist σ ′, δ′ ∈W such that
σ ′  δ′, [σ ′]I = σ , [δ′]J = δ˜. Hence σ  σ ′  δ′ and, using Lemma 3, we have
δ = [σ ]J  [δ′]J = δ˜. ✷
2. The general properties of the relation
Let (W,S) be a finite Coxeter group and let I, J be two subsets of S. We use
the notation of the previous section.
Proposition 1. Let σ ∈ WI , τ ∈ WJ . Then the following conditions are
equivalent:
(i) [τ−1σ ]I ∈WJ ,
(ii) [τ−1σ ]I wIJ ,
(iii) there exists w ∈W such that [w]I = σ , [w]J = τ .
Proof. (i) ⇒ (ii). Let , = [τ−1σ ]I . ,  w0,J since , ∈ WJ . So , = [,]I 
[w0,J ]I =wIJ , using Lemma 3.
(ii) ⇒ (i). It is clear that [τ−1σ ]I ∈WJ using Lemma 1 since wIJ ∈WJ .
(i) ⇒ (iii). Let φ .= [τ−1σ ]I ∈ WJ and w .= τφ. We have [w]I = [τφ]I =
[τ [τ−1σ ]I ]I = [ττ−1σ ]I = [σ ]I = σ and [w]J = [τφ]J = [τ ]J = τ .
(iii)⇒ (i). Let φ ∈WJ be such that τ = wφ. Then [τ−1σ ]I = [τ−1[w]I ]I =
[φ−1w−1w]I = [φ−1]I  φ−1 ∈ WJ , hence we find [τ−1σ ]I ∈ WJ using
Lemma 1. ✷
We use this to define our relation.
Definition 2. Let σ ∈ WI , τ ∈ WJ . We define σ ∼ τ if one of the equivalent
conditions of the previous Proposition 1 holds.
From (iii) of Proposition 1 it is clear that:
Proposition 2. (i) If I = J , the relation ∼ is the identity relation.
(ii) ∼ is a symmetrical relation.
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2.1. The relation in type A
Let W =S+1, S = {s1, . . . , s}, as in the introduction, and consider the max-
imal parabolic subgroups WI = 〈s1, . . . , sh−1, sh+1, . . . , s〉, WJ = 〈s1, . . . , sk−1,
sk+1, . . . , s〉 for 1  h, k  . It is well known (see, for example, [10]) that
WI (respectively WJ ) is in bijection with the set Rh (respectively Rk) of
standard rows of length h (respectively k). We can explicitly write this bijec-
tion as follows. Given a permutation σ ∈ W and a positive integer t define
σ {1, . . . , t} = {σ(1), . . . , σ (t)}; for a set of integers A= {a1, . . . , at } define [A]
as the row obtained reordering a1, . . . , at in increasing order. Then the map
W  σ → [σ {1, . . . , h}] ∈ Rh induces the desired bijection WI → Rh; and
clearly τ → [τ {1, . . . , k}] gives the bijection WJ → Rk . Moreover, the Bruhat
order on W(I,J ) corresponds to the usual order on rows: let p = p1 · · ·ph ∈ Rh
and q = q1 · · ·qk ∈ Rk , then define p  q if and only if either h  k and p1 
q1,p2  q2, . . . , pk  qk , or h k and p1  q1+k−h,p2  q2+k−h, . . . ,ph  qk .
This can be simply put as follows: if h  k, align the two rows to the left; oth-
erwise align them to the right and compare the entries in the columns. In the
following proposition we show that ∼ generalizes the set inclusion on standard
rows.
Proposition 3. Let WI  σ → i1 · · · ih ∈ Rh, WJ  τ → j1 · · · jk ∈ Rk . Then
σ ∼ τ if and only if either h  k and {j1, . . . , jk} ⊂ {i1, . . . , ih}, or h  k and
{i1, . . . , ih} ⊂ {j1, . . . , jk}.
Proof. First of all we want to compute the row corresponding to wIJ in Rh. Recall
that wIJ is the maximal element in W
I less that e ∈WJ with respect to the order
in W(I,J ) (by Theorem 1). It is clear that wIJ corresponds to 1 2 · · · (k − 1)k(−
h+k+1) · · ·(−1) if h k, and to (k−h+1) · · ·k if h k. Moreover, we have
σ {1, . . . , h} = {i1, . . . , ih} and τ {1, . . . , k} = {j1, . . . , jk}, σ and τ being minimal
representatives.
Suppose h k. By the definition, σ ∼ τ if and only if [τ−1σ ]I  wIJ . This is
equivalent to[
τ−1σ {1, . . . , h}]  1 2 · · ·(k − 1)k(− h+ k + 1) · · · (− 1).
Thus we have σ ∼ τ if and only if {1, . . . , k} ⊂ τ−1σ {1, . . . , h}; that is, if and
only if τ {1, . . . , k} ⊂ σ {1, . . . , h}.
Now suppose h k. Then
σ ∼ τ ⇔ [τ−1σ ]I wIJ
⇔ [τ−1σ {1, . . . , h}]  (k − h+ 1) · · ·k
⇔ max τ−1σ {1, . . . , h} k
⇔ τ−1σ {1, . . . , h} ⊂ {1, . . . , k}
⇔ σ {1, . . . , h} ⊂ τ {1, . . . , k}. ✷
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Let us see some other properties of the relation ∼. The first is a sort of left
invariance. Let u ∈W and consider the left multiplication map
mu :W → W,
σ → uσ ;
this induces the map
mIu :W
I → WI ,
σ → [uσ ]I ,
which will play an important role in what follows.
Proposition 4. Let σ ∈WI , τ ∈WJ , and let u ∈W . Then σ ∼ τ if and only if
mIu(σ )∼mJu(τ).
Proof. Let w ∈W be such that [w]I = σ , [w]J = τ . Then [uw]I = [u[w]I ]I =
[uσ ]I =mIu(σ ) and [uw]J = [u[w]J ]J = [uτ ]J = mJu(τ). Clearly, the converse
follows applying what already proved to u−1. ✷
Now suppose that (W,S) is a finite Coxeter group and define the map
p :W → W,
σ → w0σ,
where w0 is the longest element of W . This is an involutive anti-automorphism of
the poset (W,). We can induce the map
pI :WI → WI ,
σ → [w0σ ]I
on minimal representatives. This is also an involutive anti-automorphism: σ  τ
implies w0σ w0τ and so [w0τ ]I  [w0σ ]I using Lemma 3. Moreover, we can
patch together pI and pJ to obtain
pI,J :W(I,J ) → W(J,I ),
σ →
{
pI (σ ) ∈WI if σ ∈WI ,
pJ (σ ) ∈WJ if σ ∈WJ .
Proposition 5. pI,J is an anti-homomorphism of posets. Moreover, pJ,IpI,J =
IdW(I,J ) .
Proof. It suffices to prove that WI  σ < τ ∈ WJ implies WJ  pJ (τ) <
pI (σ ) ∈ WI . Let σ, τ ∈ W be such that σ  τ , σ ≡ σ (mod WI), τ ≡ τ
(modWJ ). Thenw0σ w0τ andw0σ ≡w0σ ≡ pI (σ ) (modWI), w0τ ≡w0τ ≡
pJ (τ) (mod WI). ✷
Our relation has a sort of invariance under this anti-homomorphism.
370 R. Chirivì / Journal of Algebra 258 (2002) 362–385
Corollary 1. Let σ ∈WI , τ ∈WJ . Then σ ∼ τ if and only if pI (σ )∼ pJ (τ).
Proof. It suffices to notice that pI =mIw0 and pJ =mJw0 . ✷
Now we want to investigate the properties of the slices of our relation that we
define as follows. Let τ be an element of WJ and define Xτ as the set of elements
σ of WI such that σ ∼ τ . In particular, Xe is just the intersection WI ∩ WJ .
Notice also that XpI (τ) = pJ (Xτ ) by Corollary 1. Now we are going to show that
the poset structure of Xτ , induced from the Bruhat order of WI , is independent
of τ . We need two preliminary results, the first of which is a very simple general
property of finite posets.
Lemma 6. Let A,B be two finite posets. Suppose we have a bijective map
f :A→ B such that x < y⇒ f (x) < f (y), and a bijective map g :A→ B such
that x < y⇔ g(x) > g(y). Then the map f verifies also f (x) < f (y)⇒ x < y .
Proof. If C is a poset we define RC = {(x, y) | x < y} ⊂ C ×C and also Cop as
the set C with order reversed. The map f induces f∗ :RA →RB clearly injective
and g induces a bijective map g∗ :RA →RBop . Notice thatRA,RB are finite sets
since A,B are finite sets. Moreover, |RA| = |RBop | since g∗ is bijective, but then
|RA| = |RB | since |RB | = |RBop |. We conclude that f∗ is a bijection. ✷
The second result is a computation of minimal representatives that we isolate
in the following lemma.
Lemma 7. Let , ∈WI , σ ∈W . Then [σ,]I = σ, with σ  σ .
Proof. We use induction on len(σ ). If len(σ ) = 0 then e = σ and our claim is
obvious; thus suppose len(σ ) > 0. Let [σ,]I = σ,si1 · · · sih with si1 , . . . , sih ∈WI .
We can require that si1 · · · sih is a reduced expression and that σ,si1 · · · sih <
σ,si1 · · · sih−1 < · · · < σ,si1 < σ,. If h = 0 there is nothing to prove. Suppose
h  1. We have (σ,si1 · · · sih−1)sih < σ,si1 · · · sih−1 and then by the exchange
condition we have:
σ,si1 · · · sih =

σ,si1 · · · sˆit · · · sih−1 (1),
σ ,ˆsi1 · · · sih−1 (2),
σˆ ,si1 · · · sih−1 (3),
where by τˆ we mean the omission of a simple reflection in a reduced expression
for an element τ ∈W . We claim that (1) and (2) are impossible. Indeed, by (1) we
derive si1 · · · sih = si1 · · · sˆit · · · sih−1 and hence si1 · · · sih is not reduced, contrary
to our assumption. In case (2) we have ,si1 · · · sih = ,ˆsi1 · · · sih−1 and this implies
, = ,ˆ (mod WI ) and ,ˆ < ,, contrary to the hypothesis , ∈WI . Hence we are left
R. Chirivì / Journal of Algebra 258 (2002) 362–385 371
with (3): σ,si1 · · · sih = σˆ ,si1 · · · sih−1 . Thus we have found [σ,]I = [σˆ ,]I and
σˆ < σ . This finishes the proof of the inductive step. ✷
The following theorem states the isomorphism of the poset structure of any
slice with Xe .
Theorem 2. Let τ be an element of WJ . Then the restriction of the map
mIτ :W
I →WI , mIτ (σ )= [τσ ]I , to Xe induces a poset isomorphism with Xτ .
Proof. The map mIτ is clearly injective since [τ,1]I = [τ,2]I implies τ,1 = τ,2φ
for some φ ∈WI , and so ,1 = ,2φ which says ,1 = ,2 since ,1, ,2 ∈WI .
Using Proposition 4 we have mIτ (Xe) ⊂ Xτ . On the other hand, let σ ∈ Xτ
and set , .= [τ−1σ ]I . By the definition we have ,  ωIJ and mIτ (,) = [τ,]I =
[τ [τ−1σ ]I ]I = σ as above. Hence we have proved that mIτ restricts to a bijection
from Xe to Xτ .
Now we show that mIτ preserves the Bruhat order. Let ,1  ,2 be two
elements of Xe, let ,1 = si1 · · · sip , ,2 = sj1 · · · sjq , and τ = sk1 · · · skr be reduced
expressions. Using τ ∈WJ and ,1, ,2 ∈ Xe ⊂WJ we have that the expressions
τ,1 = sk1 · · · skr si1 · · · sip , τ,2 = sk1 · · · skr sj1 · · · sjq are reduced. But we know that
si1 · · · sip is a subword of sj1 · · · sjq since ,1  ,2, hence also sk1 · · · skr si1 · · · sip is
a subword of sk1 · · · skr sj1 · · · sjq . So τ,1  τ,2 and, using Lemma 3, we have
mIτ (,1)= [τ,1]I  [τ,2]I =mIτ (,2).
On the other hand, let σ1  σ2 be two elements of Xτ . We know that σ1 =
[τ,1]I , σ2 = [τ,2]I for some ,1, ,2 ∈Xe and we want to show that ,1  ,2.
We first treat the case τ = ωJ0 . We apply Lemma 6 with A = Xe , B = XwJ0 ,
f =mI
ωJ0
, g = pI . The hypotheses of the lemma are satisfied since: (1) we have
already proved that mIτ is a bijective poset homomorphism from Xe to Xτ , so in
particular this is true for f = mI
wJ0
; (2) the required property of g = pI follows
from Corollary 1. Thus we find ,1  ,2.
Now let τ ∈ WJ . Fix a reduced expression wJ0 = si1 · · · sih sih+1 · · · sin such
that τ = sih+1 · · · sin < si1 · · · sihτ = wJ0 in WJ . It is possible since wJ0 is
the maximal element of WJ with respect to the left weak Bruhat order,
too. Moreover, notice that fixing a reduced expression ,2 = sj1 · · · sjm we
have that si1 · · · sih sih+1 · · · sin sj1 · · · sjm is a reduced expression since ,2 ∈
Xe ⊂WJ .
Using Lemma 7 we have [τ,1]I = τ,1 for some τ  τ . Our hypothesis is σ1 =
[τ,1]I  [τ,2]I = σ2. Hence τ,1  [τ,2]I  τ,2. This means that there exists an
expression of τ,1 as a subword of sih+1 · · · sin sj1 · · · sjm = τ,2. Hence si1 · · · sihτ,1
is a subword of si1 · · · sihsih+1 · · · sin sj1 · · · sjm = wJ0 ,2 the last expression being
reduced as noted above. So si1 · · · sihτ,1 wJ0 ,2. We find
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mI
wJ0
(,1) =
[
wJ0 ,1
]I = [si1 · · · sih sih+1 · · · sin,1]I
= [si1 · · · sihτ,1]I =
[
si1 · · · sih [τ,1]I
]I = [si1 · · · sihτ,1]I

[
wJ0 ,2
]I =mI
wJ0
(,2),
where the inequality follows by Lemma 3. We conclude that ,1  ,2 using the
case of wJ0 already proved. ✷
Corollary 2. Let τ, τ ′ ∈WJ . Then the map mI
τ ′τ−1 restrict to a poset isomorphismfrom Xτ to Xτ ′ .
Proof. It is clear that the composition Xe
mIτ
Xτ
mI
τ ′τ−1
Xτ ′ equals mIτ ′ .
Moreover, mIτ and mIτ ′ are poset isomorphisms by Theorem 1 above. Hence also
mI
τ ′τ−1 is a poset isomorphism. ✷
In the next section we will improve this result to a lattice isomorphism in cases
when the parabolic subgroups are stabilizers of minuscule weights.
3. The minuscule cases
In this section we suppose that W is an irreducible finite Weyl group. We are
interested in parabolic subgroups that are stabilizers of minuscule weights. Recall
that a weight µ is minuscule if 〈µ, αˇ〉 = 0 or 1 for all roots α. It is clear that a
minuscule weight must be a fundamental weight. In Fig. 1 we list all minuscule
weights: if the ith node of the Dynkin diagram is filled, then the fundamental
weight wi is minuscule (this classification can be found, for example, in [4]).
Fig. 1. The minuscule weights.
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Moreover, a theorem of Proctor [9] states that the poset WI is a lattice with respect
to the Bruhat order if and only if WI is the stabilizer of a minuscule weight or of a
fundamental weight of G2. In the sequel we say that WI is minuscule, meaning it
is the stabilizer of a minuscule weight. We denote by ∧ (respectively ∨) the meet
(respectively the join) of a lattice. We improve Theorem 2 and its corollary to:
Theorem 3. Suppose that WI and WJ are minuscule parabolic subgroups. Then
Xτ is a sublattice of WI for every τ ∈WJ . Moreover, given τ ′ ∈WJ , the map
mI
τ ′τ−1 :Xτ →Xτ ′ is a lattice isomorphism.
Proof. We begin by noting that Xe = WI ∩ WJ ⊂ WI is a sublattice. Indeed,
σ1, σ2 ∈ Xe ⇒ σ1, σ2  wIJ , then σ1 ∧ σ2, σ1 ∨ σ2  wIJ and so σ1 ∧ σ2,
σ1 ∨ σ2 ∈Xe . Moreover, Xτ is a sublattice of WI if and only if mIτ (σ1 ∧ σ2) =
mIτ (σ1)∧mIτ (σ2) andmIτ (σ1∨σ2)=mIτ (σ1)∨mIτ (σ2) for every σ1, σ2 ∈Xe. This
is clear since mIτ :Xe → Xτ is a poset isomorphism. Now we go on inspecting
the types one by one to prove that Xτ is a lattice or that mIτ preserves ∧ and
∨. But note that in types B,E7 there is nothing to prove since WI ,WJ being
minuscule imposes I = J , so that in these cases ∼ is just equality: Xτ = {τ } for
every τ ∈WI =WJ . In types A, D we use explicit combinatorial description
of the minimal representatives to show that Xτ is closed under ∧ and ∨. In type
E6 we note that there are just two non-comparable elements in Xe, so we show
that mIτ is a lattice homomorphism, explicitly computing it for the 27 elements τ
of WJ . The details are given in the three subsections below. ✷
As a remark notice that Theorem 3 is valid also for the fundamental weights
of G2, which is obvious since in that case WI and WJ comprise a total order set
of 6 elements. Moreover, we have assumed in this section that W is irreducible; it
is not a restrictive hypothesis since for reducible finite Weyl group our relation is
just the product of the same relation of the irreducible factors.
3.1. The type A
Let I = {s1, . . . , sh−1, sh+1, . . . , s}, J = {s1, . . . , sk−1, sk+1, . . . , s} for 1 
h, k  . We use the same notation as in the introduction and in the example
in Section 2. Suppose h  k. We know that WI (respectively WJ ) is in
bijection with the set Rh (respectively Rk) of standard rows of length h
(respectively k) and that ∼ is the inclusion of rows (see Section 2). Given
a row j1 · · · jk ∈ Rk and two rows i1,1 · · · i1,h and i2,1 · · · i2,h in Rh such that
{j1, . . . , jk} is contained in {i1,1, . . . , i1,h} and in {i2,1, . . . , i2,h}, we have to show
that the two rows (i1,1 · · · i1,h) ∧ (i2,1 · · · i2,h) = (i1,1 ∧ i2,1) · · · (i1,h ∧ i2,h) and
(i1,1 · · · i1,h)∨(i2,1 · · · i2,h)= (i1,1∨ i2,1) · · · (i1,h∨ i2,h) contain {j1, . . . , jk}. This
is a consequence of the special case k = 1 that we prove in the following lemma.
374 R. Chirivì / Journal of Algebra 258 (2002) 362–385
Lemma 8. If i1,1 · · · i1,h, i2,1 · · · i2,h ∈Rh and j ∈ {i1,1, . . . , i1,h} ∩ {i2,1, . . . , i2,h}
then j ∈ {i1,1 ∧ i2,1, . . . , i1,h ∧ i2,h} and j ∈ {i1,1 ∨ i2,1, . . . , i1,h ∨ i2,h}.
Proof. Let t, s be such that i1,t = j , i2,s = j . We suppose t  s for symmetry. Let
ar = i1,r ∧ i2,r , br = i1,r ∨ i2,r for r = 1, . . . , h. Note that i2,s = j = i1,t  i1,s
and so as = i1,s ∧ i2,s = j . In the same way i1,t = j = i2,s  i1,s and so
bt = i1,t ∨ i2,t = j . ✷
3.2. The type D
Let us recall a realization of the Coxeter group W of type D as a signed
permutation group. Denote by [] the set {1, . . . , } and by [−, ] the set
{−, . . . ,−1,1, . . . , }. The Coxeter group W˜ of type B can be described as
W˜ = {w : [−, ]→ [−, ] bijection ∣∣w(−i)=−w(i) for i = 1, . . . , },
and W is isomorphic to the subgroup of W˜ consisting of the elements which move
an even number of elements from [] to −[]. It is clear that any w ∈ W˜ can be
represented by the vector (w(1), . . . ,w()) ∈ [−, ]. Moreover, notice that if
h ∈ [−, ] appears as a coordinate of such a vector, then −h does not appear,
since w is a bijection and w(−i)=−w(i) for every i ∈ []. In this realization of
W the simple reflections are:
s1 = (−2,−1,3, . . . , ),
si = (1, . . . , i − 2, i + 1, i, i + 2, . . . , ) for i = 2, . . . , 
where numbering is that of the Dynkin diagram in Fig. 1.
Now we want to study the poset and lattice structure of the set of minimal
representatives with respect to the minuscule parabolic subgroups. As listed
above, the minuscule parabolic subgroups are those generated by I = S \ {s}
or J = S \ {s1} or K = S \ {s2}. We will study only I and J , since the unique
non-trivial automorphism of the Dynkin diagram exchanges J and K .
First we consider WI for I = S \ {s}. Notice that WI = 〈s1, . . . , s−1〉 =
{w ∈ W | w() = } is a Coxeter group of type D−1. From the description of
the simple reflections is clear that σ ≡ τ (mod WI ) if and only if σ()= τ (). It
is also clear that the poset structure of WI is the one depicted in Fig. 2: a node
labeled by h corresponds to the element σ ∈WI such that σ()= h, whereas an
edge label is just the index of the simple reflection acting on the left. Notice that
WI = [−, ] as sets. In the sequel we denote by  the order of WI . Moreover,
notice that the lattice structure of WI is simply 1 ∧ (−1) = 2, 1 ∨ (−1) = −2,
since all other pairs of elements are comparable.
Now let J = S \ {s1}. In this case WJ = 〈s2, . . . , s〉 = {w ∈W |w[] = []} is
a Coxeter group of type A−1. It acts on W on the right by permuting the entries
of the vector (w(1), . . . ,w()) representing w ∈W . In order to describe WJ and
its Bruhat order, we introduce the set R(D) of strictly increasing sequences of
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Fig. 2. The poset WI for I = S \ {s}.
length  in the alphabet [−, ]; in this subsection we will refer to such a sequence
as a standard row. We introduce the following order on R(D): i1 · · · i  j1 · · · j
if ih  jh for h = 1, . . . , . It is clear that, with this order, R(D) is a lattice
with (i1 · · · i) ∧ (j1 · · · j)= (i1 ∨ j1) · · · (i ∨ j), (i1 · · · i) ∨ (j1 · · · j)= (i1 ∧
j1) · · · (i ∧ j). Given w ∈ W , we define rw = (w(1), . . . ,w()) ∈ R(D),
where by (v) we denote the standard row obtained reordering the entries of
the vector v in increasing order. In the following lemma we describe WJ using
the structures of R(D) defined above. We give an example of WJ in Fig. 3,
assuming = 5.
Lemma 9. The map WJ w → rw ∈R(D) is a lattice isomorphism.
Proof. From the remark above it is clear that w → rw is a bijection using the
action of WJ on the right. Moreover, forw ∈WJ we have rw = (w(1), . . . ,w()),
w being a minimal representative. WJ is a minuscule parabolic subgroup,
hence the Bruhat order and the left weak Bruhat order induce the same order
on WJ . Let w ∈ WJ and let rw = i1 · · · i. If 1 and 2 appears in rw with
a plus sign, say ip = 1, ip+1 = 2, then s1w ∈ WJ , w < s1w, and rw < rs1w =
i1 · · · ip−1(−2)(−1)ip+2 · · · i. Moreover, w < s1w ∈ WJ only in this case. If
i  2 appears with a plus sign in rw and i − 1 appears with a minus sign
then siw ∈ WJ and rw < rsiw = i1 · · · ip−1(−i)ip+1 · · · iq−1(i − 1)iq+1 · · · i.
Moreover, w < siw ∈WJ only in this case. ✷
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Fig. 3. The poset WJ for J = S \ {s1} and = 5.
Now we are ready to describe the order WI  σ < τ ∈WJ and the relation ∼
on WI ×WJ , with WI and WJ as above. The situation is similar to type A.
Lemma 10. Let σ ∈WI with σ()= j , and let τ ∈WJ with rτ = i1 · · · i. Then
σ < τ if and only if j  i1. Moreover, σ ∼ τ if and only if j ∈ {i1, . . . , i}.
Proof. By Lemma 5 we have σ < τ if and only if σ  τ˜ .= [τw0,J ]I in
WI . Therefore, σ < τ if and only if j = σ()  τ˜ () = τw0,J (). Notice that
w0,J ()= 1, since w0,J is the longest element of WJ , and WJ is of type A−1. So
τ˜ ()= τw0,J () = τ (1)= i1. Now notice that it is impossible to have i1 = −1.
Indeed, suppose i1 = −1, then −1 < i2 < · · · < i and so i2, . . . , i > 0, hence
in w(1), . . . ,w() there is only one minus sign. Therefore j  i1 = −1 that is
equivalent to j  i1 (as usual integers).
Consider the second statement. It is clear that τ = e, since re = 1 2 · · ·,
wIJ = s2s3 · · · s−1s, and Xe = [e,wIJ ] = [] ⊂WI . Using Theorem 2 we have
σ ∼ τ if and only if there exists , ∈Xe such that σ =mIτ (,)= [τ,]I . Now , ∈Xe
implies ,()= h ∈ [], hence σ ∼ τ if and only if there exists 1 h  such that
j = σ()= τ,()= τ (h)= ih. ✷
In the following two lemmas we show that the slices of ∼ are sublattices for
minuscule parabolic subgroups of type D.
Lemma 11. Xτ ⊂WI is a sublattice of WI for every τ ∈WJ .
Proof. Let rτ = i1 · · · i. As we have seen, σ1, σ2 ∈Xτ if and only if σ1()= j1,
σ2() = j2, and j1, j2 ∈ {i1, . . . , i}. Then it is clear that Xτ = {i1, . . . , i} is
a totally ordered subset of WI , hence a sublattice. Indeed, the unique pair
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of non-comparable elements of WI is 1,−1 and it is impossible to have
1,−1 ∈ {i1, . . . , i} = {τ (1), . . . , τ ()} as we have already noted describing the
permutation realization of W . ✷
Lemma 12. Xσ ⊂WJ is a sublattice of WJ for every σ ∈WI .
Proof. Let σ ∈ WI with σ() = h and let τ1, τ2 ∈ Xσ with rτ1 = i1 · · · i and
rτ2 = j1 · · ·j. We know that ∼ is a symmetrical relation hence τ1, τ2 ∼ σ
by Lemma 10 if and only if h ∈ {i1, . . . , i} ∩ {j1, . . . , j}. We show that Xσ
is closed under ∧, the proof for ∨ is similar. By Lemma 9 we know that
rτ1∧τ2 = (i1 ∨ j1) · · · (i∨ j). We have to prove that h ∈ {i1 ∨ j1, . . . , i∨ j}. Let
h= iq = jp. If p = q then iq ∨ jq = h. Now, we suppose q < p. So jq < jp = h,
hence iq ∨ jq = h∨ jq = h. ✷
3.3. The type E6
In this type there are two minuscule parabolic subgroups that correspond to
I = {s2, s3, s4, s5, s6} and J = {s1, s2, s3, s4, s5}. Note that the unique non-trivial
automorphism φ of the Dynkin diagram exchanges I and J . In Fig. 4 we have the
poset WI . The labeling of the nodes is a refinement of the Bruhat order to a total
Fig. 4. The poset WI for I = S \ {s1}.
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Table 1
Computation in type E6
τ mIτ (4) mIτ (7) mIτ (5) mIτ (8)
1 4 7 5 8
2 4 7 6 9
3 5 8 6 9
4 5 10 6 11
5 5 13 6 14
6 5 18 6 19
7 8 10 9 11
8 8 13 9 14
9 8 18 9 19
10 10 13 11 14
11 10 18 11 19
12 13 18 14 19
13 10 13 12 15
14 10 18 12 20
τ mIτ (4) mIτ (7) mIτ (5) mIτ (8)
15 13 18 15 20
16 13 18 16 21
17 13 18 17 22
18 11 14 12 15
19 11 19 12 20
20 14 19 15 20
21 14 19 16 21
22 14 19 17 22
23 15 20 16 21
24 15 20 17 22
25 16 21 17 22
26 16 23 17 24
27 21 23 22 24
order which we will use in the table above. As in the previous figures, we have
labeled an edge by the index of the simple reflection acting on the left. Notice also
that WJ is isomorphic to (WI )op, hence one can read it in Fig. 4.
A simple computation shows that wIJ = s1s2s3s5s4s3s2s1 = 18, so Xe is the
interval [1,18] in Fig. 4. Hence there are two non-comparable elements in Xe :
s4s3s2s1 = 7 and s5s3s2s1 = 5.
Now let τ ∈ WJ . In order to show that mIτ preserves the meet and the join
induced from WI , it suffices to show that mIτ (4)=mIτ (7)∧mIτ (5) and mIτ (8)=
mIτ (7)∨mIτ (5). This is a laborious task to do by hand, so we have used a machine
to compute mIτ (4), mIτ (7), mIτ (5), and mIτ (8) with τ running in WJ . The result is
reported in Table 1 where we refer to the element φ(h) of WJ by h.
4. The swap map for minuscule path models
In this section we give our application to the swap map for minuscule path
models. Let us begin by making some general remarks. The notation used in the
introduction will be in force throughout this section.
Let π be any path, then by the definition of the root operators we have that if
fα(π) = 0 then fα(π)(1)= π(1)−α and if eα(π) = 0 then eα(π)(1)= π(1)+α.
Moreover, if π ∈Π+ then Bπ =O−π where O− ⊂O is the set of monomials in
all root operators fα with α simple root. Let π ′ ∈Π+ be such that π ′(1)= π(1),
then Littelmann’s bijection Λ :Bπ → Bπ ′ can be characterized by the following
two properties: (i) Λ(π) = π ′ and (ii) fαΛ = Λfα for any simple root α. It
follows easily that Λη(1)= η(1) for any path η ∈ Bπ .
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Let δ, , be two integral weights and let α be a simple root such that −1 
〈δ, αˇ〉  1 and −1  〈,, αˇ〉  1. Consider the path π .= πδ ∗ π, . We want to
express fα(π) in terms of the scalar products 〈δ, αˇ〉, 〈,, αˇ〉. The following lemma
contains this computation, it can easily proved using the definition of fα .
Lemma 13. If 〈δ, αˇ〉 = 1 and 〈,, αˇ〉 0 then fα(π)= πsαδ ∗π, . If 〈δ, αˇ〉 0 and
〈,, αˇ〉 = 1 then fα(π)= πδ ∗ πsα, . In all other cases fα(π)= 0.
For a weight λ denote by Iλ the set of simple reflections sα such that sα(λ)= λ,
then WIλ ⊂W is the stabilizer of λ. We will simply write Wλ, Wλ, etc. instead of
WIλ , W
Iλ , etc.
Now let λ,µ be two minuscule weights. Notice that the computation in the
previous Lemma 13 applies notably to any δ ∈ Wλ and , ∈ Wµ since λ and
µ are minuscule weights; we will implicitly use this computation in the sequel.
Now consider the bijection π :B(µ,λ)→ Bπλ∗πµ , π(σ, τ ) .= πτ(λ) ∗πσ(µ) where
B(µ,λ) = {(σ, τ ) | Wµ  σ < τ ∈ Wλ}. We can let O− act on B(µ,λ) ∪ {0}
via π . Our goal is to define a map S making the following diagram commutative:
B(µ,λ)
S
π
B(λ,µ)
π
Bπλ∗πµ Λ Bπµ∗πλ .
We call S, or Λ in this context, the swap map for the weights λ,µ. Notice
that π(e, e) = πλ ∗ πµ (e is the identity element in Wλ, Wµ). Clearly, S
can be characterized by the same properties of Λ, i.e. (i) S(e, e) = (e, e) and
(ii) fαS = Sfα for any simple root α.
Now we give a direct formula for S, and in the following Theorem 4 we show
that it is the right map. Let (σ, τ ) ∈W(µ,λ) and consider the following sets:
A1(σ, τ )=
{
, ∈Wλ ∣∣ ,  τ, , ∼ σ}= [e, τ ] ∩Xσ
and
A2(σ, τ )=
{
δ ∈Wµ ∣∣ σ  δ, δ ∼ τ}= [σ,ωµ0 ]∩Xτ ,
where for φ1, φ2 minimal representatives we denote by [φ1, φ2] the set of minimal
representatives φ such that φ1  φ  φ2.
Proposition 6. The set A1(σ, τ ) is non-void and admits maximum. The set
A2(σ, τ ) is non-void and admits minimum.
Proof. Consider A1(σ, τ ). Let ,
.= [σ ]λ. Then, using Lemma 5, ,  τ since
σ < τ . Moreover, [σ−1,]λ = [σ−1[σ ]λ]λ = [σ−1σ ]λ = e  wλµ, so , ∼ σ . This
shows , ∈ A1(σ, τ ). Now let ,1, ,2 ∈ A1(σ, τ ). We know that Xσ is a sublattice
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of Wλ by Theorem 3, hence ,1 ∨ ,2 ∈ Xσ . Also, ,1, ,2  τ implies ,1 ∨ ,2  τ .
So ,1 ∨ ,2 ∈A1(σ, τ ) and, being such set a finite set, we have that A1(σ, τ ) has a
unique maximal element.
Consider A2(σ, τ ). Let δ
.= [τw0,λ]µ. Then, using Lemma 5, σ  δ. More-
over, [τ−1δ]µ = [τ−1[τw0,λ]µ]µ = [τ−1τw0,λ]µ = [w0,λ]µ = wµλ . This shows
δ ∈A2(σ, τ ). In the same way of A1(σ, τ ) we prove that A2(σ, τ ) has a unique
minimal element. ✷
We use the previous Proposition 6 to generalize the definition in [2] for type
A to the general minuscule case.
Definition 3. Define S(σ, τ )= (maxA1(σ, τ ),minA2(σ, τ )) ∈Wλ ×Wµ.
Before we can prove our main theorem we need some preliminary results. The
first is standard and can be found, for example, in [5].
Lemma 14. Let w  w′ in W and α be a simple root. Then either sαw  w′ or
else sαw  sαw′, or both.
The following easy lemma will be used in the sequel without explicit mention.
Lemma 15. Let η be a minuscule weight, σ ∈Wη and α a simple root. Then
[sασ ]η =

sασ < σ if and only if 〈σ(η), αˇ〉 = −1,
σ if and only if 〈σ(η), αˇ〉 = 0,
sασ > σ if and only if 〈σ(η), αˇ〉 = 1.
The next lemma contains a detailed analysis of two situations which will
appear many times in the proof of the following Theorem 4.
Lemma 16. Let η be a minuscule weight, w ∈Wη and α a simple root.
(i) If u ∈Wη and uw, u [sαu]η then u [sαw]η.
(ii) If v ∈Wη and w  v, [sαv]η  v then [sαw]η  v.
Proof. (i) If w  [sαw]η then our claim is obvious; so we can suppose [sαw]η =
sαw <w. Using uw and Lemma 14 we have either sαu sαw or sαuw. In
the first case we find u  [sαu]η  [sαw]η using Lemma 3. So we are left with
sαuw.
We consider two cases. The first case: u < sαu = [sαu]η. Being η minuscule
and sαu w, there exist simple roots β1, . . . , βr such that sαu < sβ1sαu < · · ·<
sβr · · · sβ1sαu = w. Moreover, 〈u(η), αˇ〉 = 1, 〈w(η), αˇ〉 = −1 since u < sαu =
[sαu]η and [sαw]η = sαw <w. So
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−1 = 〈w(η), αˇ〉= 〈u(η)− α − β1 − · · · − βr, αˇ〉
= −1− 〈β1, αˇ〉 − · · · − 〈βr, αˇ〉,
hence 〈β1, αˇ〉 + · · · + 〈βr, αˇ〉 = 0. Suppose that α = βi for i = 1, . . . , r . We have
〈βi, αˇ〉 0 for i = 1, . . . , r , α and βi being simple roots. Therefore 〈βi, αˇ〉 = 0 for
i = 1, . . . , r . This shows that sα commutes with sβi for i = 1, . . . , r . We conclude
u < sβ1u < · · ·< sβr · · · sβ1u= sαw.
Now let h be maximal such that α = βh. We can apply what already proved to
sβh−1 · · · sβ1sαu instead of u and find
u < sβh−1 · · · sβ1sαu < sβh+1sβh−1 · · · sβ1sαu
< sβr · · · sβh+1sβh−1 · · · sβ1sαu= sαw.
Now the second case: u= [sαu]η. As above, let β1, . . . , βr be simple roots such
that u < sβ1 < · · · < sβr · · · sβ1u = w. We know 〈u(η), αˇ〉 = 0, 〈w(η), αˇ〉 = −1.
So
−1= 〈w(η), αˇ〉= 〈u(η)− β1 − · · · − βr, αˇ〉=−〈β1, αˇ〉 − · · · − 〈βr, αˇ〉,
hence 〈β1, αˇ〉+ · · ·+ 〈βr, αˇ〉 = 1. This shows that there exists h such that βh = α,
otherwise 〈βi, αˇ〉 0 for i = 1, . . . , r that implies 〈β1, αˇ〉+ · · ·+ 〈βr, αˇ〉 0. Let
h be maximal such that βh = α. We can apply what already proved in the first
case to sβh−1 · · · sβ1u instead of u and find
u < sβh−1 · · · sβ1u < sαw.
(ii) The situation is opposite of (i), so we can use the anti-automorphism pη
and (i) to conclude. ✷
The last preliminary lemma is another property of ∼. We postponed it here
since it is better expressed in terms of integral weights. Moreover, in the following
lemma we do not suppose that λ and µ are minuscule weights.
Lemma 17. Let Wµ  σ ∼ τ ∈ Wλ and suppose that α is a root. Then
〈σ(µ), αˇ〉〈τ (λ), αˇ〉 0.
Proof. Let w ∈W be such that [w]µ = σ and [w]λ = τ and let β = wα. Then
〈σ(µ), αˇ〉〈τ (λ), αˇ〉 = 〈w(µ), αˇ〉〈w(λ), αˇ〉 = 〈µ, βˇ〉〈λ, βˇ〉. Now notice that if β is
a positive root then 〈µ, βˇ〉  0, 〈λ, βˇ〉 0. On the other hand, if β is a negative
root then 〈µ, βˇ〉 0 and 〈λ, βˇ〉 0. ✷
Now we can prove the main theorem for our application to the swap map for
minuscule path models.
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Theorem 4. The map S, as defined above, has the following properties:
(i) S(e, e)= (e, e);
(ii) fαS = Sfα for any simple root α;
(iii) ImS ⊂ B(λ,µ);
(iv) S makes the diagram above commutative;
(v) S2 = IdB(µ,λ).
Proof. The first property is obvious while (iii) and (iv) follows from (i) and (ii).
Let us prove the properties (ii), (v) together using induction.
Consider an element (σ, τ ) ∈ B(µ,λ) and fix a simple root α. We know
that there exist simple roots α1, . . . , αr such that (σ, τ ) = fαr · · ·fα1(e, e). Let
S(σ, τ ) = (τ , σ). Using induction on r we suppose that π(σ , τ )= Λπ(σ, τ ). In
particular, π(σ , τ )(1)= π(σ, τ )(1), hence 〈τ (λ)+ σ(µ), αˇ〉 = 〈τ (λ)+ σ(µ), αˇ〉.
Moreover, the two maps S2 and IdB(λ,µ) fix (e, e) and commute with any root
operator monomial fβs · · ·fβ1 with β1, . . . , βs simple roots and s  r , by our
induction hypothesis. Hence S2(σ, τ )= (σ, τ ), i.e. S(τ , σ )= (σ, τ ).
We consider different cases for which fα(σ, τ ) = 0 as function of the scalar
products 〈τ (λ), αˇ〉 and 〈σ(µ), αˇ〉 using Lemma 13. These are:
(1) 〈τ (λ), αˇ〉 = 1, 〈σ(µ), αˇ〉 = 1;
(2) 〈τ (λ), αˇ〉 = 1, 〈σ(µ), αˇ〉 = 0;
(3) 〈τ (λ), αˇ〉 = 0, 〈σ(µ), αˇ〉 = 1, and
(4) 〈τ (λ), αˇ〉 = −1, 〈σ(µ), αˇ〉 = 1.
In each case we compute A1(fα(σ, τ )) and A2(fα(σ, τ )), in order to prove that
fαS(σ, τ ) = 0 and Sfα(σ, τ ) = fαS(σ, τ ). This suffices to conclude also that
if fα(σ, τ ) = 0 then Sfα(σ, τ ) = 0. Indeed, if fα(τ , σ ) = 0 then fα(σ, τ ) =
fαS(τ , σ) = 0. Thus, our inductive step is complete.
Case (1). We have fα(σ, τ ) = (σ, sατ ). Moreover, 〈τ (λ) + σ(µ), αˇ〉 =
〈τ (λ) + σ(µ), αˇ〉 = 2 implies 〈τ (λ), αˇ〉 = 1 and 〈σ (µ), αˇ〉 = 1. So fα(τ , σ ) =
(τ , sασ ). We have to show S(σ, sατ ) = (τ , sασ ), i.e. maxA1(σ, sατ ) = τ and
minA2(σ, sατ )= sασ .
(A1) We claim A1(σ, sατ ) = A1(σ, τ ). Let , ∈ A1(σ, τ ), then , ∼ σ and
,  τ < sατ , hence , ∈ A1(σ, sατ ). On the other hand, let , ∈ A1(σ, sατ ). Then
, ∼ σ and ,  sατ . Using Lemma 17 we find ,  [sα,] since σ < sασ . So ,  τ
using Lemma 16 with w = sατ , u= ,. This finishes the proof of our claim. Hence
maxA1(σ, sατ )=maxA1(σ, τ )= τ .
(A2) We claim mµsα (A2(σ, τ )) = A2(σ, sατ ). Let , ∈ A2(σ, τ ), then , ∼ τ
and σ  ,. Hence mµsα(,) ∼ sατ using Proposition 4. Moreover, σ  mµsα(,)
using Lemma 16 with w = , and u = σ . So mµsα(e) ∈ A2(σ, sατ ). On the other
hand, let , ∈ A2(σ, sατ ). Then , ∼ sατ and σ  ,. These imply, as above,
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sα(,) ∈A2(σ, τ ). Hence, minA2(σ, sατ ) = mµsα(minA2(σ, τ )) = mµsα(σ ) =
sασ , using Corollary 2.
Case (2). We have fα(σ, τ )= (σ, sατ ). Moreover, equalities 〈τ (λ)+ σ(µ), αˇ〉 =
〈τ (λ)+σ(µ), αˇ〉 = 1 imply 〈τ (λ), αˇ〉 0, 〈σ(µ), αˇ〉 0 and exactly one of these
two inequalities is an equality. We have to show S(σ, sατ )= (mλsα (τ ),mµsα (σ )).
(A1) We claim A1(σ, τ )∪mλsα (A1(σ, τ ))=A1(σ, sατ ). Let , ∈A1(σ, τ ), then
, ∼ σ and ,  τ < sατ and so , ∈ A1(σ, sατ ). Moreover, using Proposition 4
we have mλsα(,) ∼ mµsα(σ ) = σ . Also ,  τ < sατ implies mµsα(,)  sατ using
Lemma 16 with w = ,, v = sατ . This shows mλsα(,) ∈ A1(σ, sατ ). On the other
hand, let , ∈ A1(σ, sατ ), then , ∼ σ and ,  sατ . So mλsα(,) ∼ mµsα(σ ) = σ .
Suppose [sα,]λ  ,, then [sα,]λ  sατ and, using Lemma 16 with w = sατ ,
u= [sα,]λ, we have [sα,]λ  τ . So mλsα(,) ∈A1(σ, τ ), hence , ∈mλsα (A1(σ, τ )).
Suppose , < sα, = [sα,]λ, then ,  τ using Lemma 16 with w = sατ and u= ,.
This shows , ∈A1(σ, τ ) and our claim follows.
Now we are ready to prove maxA1(σ, sατ ) = [sατ ]λ. First we note that
[sατ ]λ ∈mλsα(A1(σ, τ ))⊂ A1(σ, sατ ) implies maxA1(σ, sατ ) [sατ ]λ. Now let
, ∈ A1(σ, sατ ). If , ∈ A1(σ, τ ) then ,  τ  [sατ ]λ. On the other hand, if
, ∈ mλsα(A1(σ, τ )) then [sα,]λ ∈ A1(σ, τ ). So [sα,]λ  τ  [sατ ]λ and, using
Lemma 16 with w= [sα,]λ and v = [sατ ]λ, we have ,  [sατ ]λ.
(A2) We claim mµsα(A2(σ, τ ))=A2(σ, sατ ). Let , ∈A2(σ, τ ), then , ∼ τ and
σ  ,. Then mµsα (,)∼ sατ using Proposition 4, and σ  [sα,]µ using Lemma 16
with w = , and u = σ . On the other hand, if we suppose , ∈ A2(σ, sατ ) we
conclude , ∈ mµsα (A2(σ, τ )) arguing as above. So, as seen in case (1), we have
minA2(σ, sατ )= minmµsα(A2(σ, τ ))=mµsα(minA2(σ, τ ))=mµsα(σ ).
Case (3). We have fα(σ, τ ) = (sασ, τ ). Moreover, 〈τ (λ) + σ(µ), αˇ〉 = 〈τ (λ) +
σ(µ), αˇ〉 = 1, this implies 〈τ (λ), αˇ〉 0, 〈σ (µ), αˇ〉 0 and exactly one of these
two inequalities is an equality. We have to show S(σ, τ )= (mλsα (τ ),mµsα (σ )).
(A1) We claim mλsα(A1(σ, τ )) = A1(sασ, τ ). Let , ∈ A1(σ, τ ), then , ∼ σ
and ,  τ . So, using Proposition 4, we have mλsα (,) ∼ mµsα(σ ) = sασ . We have
mλsα(,) τ using Lemma 16 with w = ,, v = τ . Hence mλsα(,) ∈A1(sασ, τ ). The
proof of the implication , ∈A1(sασ, τ )⇒ , ∈mλsαA1(σ, τ ) is similar. This shows
maxA1(sασ, τ )=mλsα(τ ) as in the other cases.(A2) Our first claim is A2(sασ, τ )⊂A2(σ, τ ). Indeed, let , ∈A2(sασ, τ ), then
, ∼ τ and sασ  ,. Using σ  sασ we find σ < ,, hence , ∈ A2(σ, τ ) and this
proves our claim. So σ =minA2(σ, τ )A2(sασ, τ ).
Now we know that σ ∈ A2(σ, τ ), i.e. σ ∼ τ and σ  σ  mµsα(σ ). Hence
m
µ
sα(σ ) ∼ mλsα(τ ) = τ using Proposition 4. Moreover, sασ  mµsα(σ ), using
Lemma 16 with w = σ , v = mµsα(σ ). This shows mµsα (σ ) ∈ A2(sασ, τ ). So
minA2(sασ, τ )mµsα(σ ).
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Till now we have proved σ  minA2(sασ, τ )  mµsα(σ ). If m
µ
sα (σ ) = σ we
have finished. Suppose σ < sασ =mµsα(σ ). We claim σ ∈ A2(sασ, τ ), that clear
implies minA2(sασ, τ ) = mµsα(σ ). Suppose that σ ∈ A2(sασ, τ ), then sασ  σ .
Moreover, τ ∈ A1(σ, τ ) implies τ ∼ σ , so τ =mλsα(τ ) ∼mµsα(sασ ) = sασ using
Proposition 4. We find sασ ∼ τ since ∼ is a symmetrical relation. We conclude
sασ ∈A1(τ , σ ) and so, using S(τ , σ )= (σ, τ ), we have σ =maxA1(τ , σ) sασ
which is absurd since we have σ < sασ .
Case (4). We have fα(σ, τ ) = (sλσ, τ ). Let us make a general remark. Our
proof is by induction on r , the number of simple roots α1, . . . , αr such that
fαr · · ·fα1(e, e) = (σ, τ ). Being λ,µ minuscule weights, it is easy to show that
r = ht(λ+ µ− π(σ, τ )(1)), where for an element x =∑α∈∆ aαα in the lattice
generated by the simple roots, we define ht(x)=∑α∈∆ aα . Now, in the case (4),
we have eα(σ, τ )= (σ, sατ ) and ht(λ+µ−π(σ, sατ ))= r − 1. So we can apply
induction to (σ, sατ ) and, what already proved in case (1), find 〈τ (λ), αˇ〉 = 1,
〈σ(µ), αˇ〉 = −1. We have to show that S(sασ, τ )= (sατ, σ).
(A1) We claim that mλsα(A1(σ, τ ))=A1(sασ, τ ). Let , ∈A1(σ, τ ), then , ∼ σ
and ,  τ . Using Proposition 4 we have mλsα(,) ∼ sασ . Using Lemma 16 with
w = ,, v = τ we have mλsα(,) τ . Hence , ∈ A1(sασ, τ ). The other inclusion is
proved the same way. We conclude maxA1(sασ, τ )=mλsα (τ) as above.(A2) We claim A2(sασ, τ )⊂ A2(σ, τ ). Indeed, let , ∈ A2(sασ, τ ), then , ∼ τ
and sασ  ,. So using σ < sασ we find , ∈ A2(σ, τ ). This set inclusion shows
that minA2(sασ, τ )minA2(σ, τ )= σ . Let us show that σ ∈A2(sασ, τ ), clearly
with this we conclude minA2(sασ, τ ) = σ . We have σ ∈ A2(σ, τ ) that implies
σ ∼ τ and σ  σ . We know that sασ < σ , so using Lemma 16 with w = σ ,
v = σ , we find sασ  σ . Hence σ ∈A2(sασ, τ ). ✷
Thus, in terms of the Bruhat order, S is a combinatorial description of the
Littelmann’s bijection Bπλ∗πµ → Bπµ∗πλ for minuscule path models. This is a
generalization of the result in [2] and gives also a new interpretation of that result.
It remains, however, to describe the Littelmann’s bijection for general paths. At
the moment this is a very difficult question. This bijection should reveal some
symmetry of the weight lattice of the representations of a semisimple Lie algebra,
generalizing the property of our relation in the special case of pairs of minuscule
weights.
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