Abstract. In this paper we consider three minimization problems, namely quadratic, ρ-convex and quadratic fractional programing problems. The quadratic problem is considered with quadratic inequality constraints with bounded continuous and discrete mixed variables. The ρ-convex problem is considered with ρ-convex inequality constraints in mixed variables. The quadratic fractional problem is studied with quadratic fractional constraints in mixed variables. For all three problems we reformulate the problem as a mathematical programming problem and apply standard Karush Kuhn Tucker necessary conditions. Then, for each problem, we provide local necessary optimality condition. Further, for each problem a Lagrangian multiplier sufficient optimality condition is provided to identify global minimizer among the local minimizers. For the quadratic problem underestimation of a Lagrangian was employed to obtain the desired sufficient conditions. For the ρ-convex problem we obtain two sufficient optimality conditions to distinguish a global minimizer among the local minimizers, one with an underestimation of a Lagrangian and the other with a different technique. A global sufficient optimality condition for the quadratic fractional problem is obtained by reformulating the problem as a quadratic problem and then utilizing the results of the quadratic problem. Examples are provided to illustrate the significance of the results obtained.
Introduction
In classical Calculus, method of Lagrange multiplier provides first order necessary condition for optimization problems with equality constraints. Celebrated Karush-KuhnTucker (KKT) conditions, published in 1951, generalize the Lagrange multiplier approach to Mathematical Programming problems with both equality and inequality constraints [11] . Solutions of constrained convex optimization problems have been long studied and to such a problem a local extrema is a global one [16, 17] . However, the non-convex optimization problems pose NP-hard challenges. Since local necessary optimality conditions play an important role in identifying local minimizers, recently, attempts have been made to formulate local optimality conditions, analogous to KKT conditions, to non-linear programming problem with bounded variables/box constraints. A common optimization problem in many real-world applications is to identify and locate a global minimizer of functions of several variables with bounds on the variables [3] . Non-convex quadratic optimization problems have numerous applications such as electronic circuit design, computational chemistry, combinatorial optimization and many more. See, for example, [3] and the many references therein.
In this work we consider the mathematical programming model problem:
(MP) min where I ∩ J = φ, I ∪ J = {1, 2, 3, · · · , n}. We study three particular cases: f j : j = 0, 1, 2, . . . , m are quadratic functions, are ρ−convex functions and are quadratic fractional functions.
Characterizing global solutions to constrained non-convex problems that exhibit multiple local extrema has been limited to a few classes of problems [1, 4, 5, 9, 10, 19] , to name a few. Sufficient global optimality condition has been studied for a quadratic optimization problem with binary constraints in [1, 19] . For a quadratic optimal function global optimality conditions were developed in [10, 18] . In [12] the authors considered non-convex minimization of a twice differentiable function with quadratic inequality constraints and obtained necessary condition for a global minimizer. They have also studied the same optimization problem with only the box constraints and obtained necessary and sufficient conditions for a global minimizer. In addition they have obtained necessary and sufficient conditions for a quadratic objective function with only the box constraints. However, in this article, in some sense as a unification of box and bivalent constraints considered to a quadratic minimization problem, we provide local necessary and sufficient condition for a quadratic minimization problem with quadratic, box and discrete variable constraints altogether, that is, we consider the problem MP when f j : j = 0, 1, 2, . . . , m are quadratic functions (see P1) . We also provide sufficient condition for the same problem to distinguish the global minimizer among the local minimizers. There is also another reason for studying this problem at first, which is the results obtained in this quadratic problem put a platform in obtaining the sufficient condition for fractional optimization problem with fractional constraints.
In [22] sufficient global optimality condition for weakly convex minimization problems with weakly convex inequality and equality constraints, using abstract convex analysis theory, has been obtained. However, in obtaining such conditions they have used the so-called (L, X)-subdifferentials. In this note, we consider the problem MP when f j : j = 0, 1, 2, . . . , m are ρ-convex functions (see P2) and we obtain verifiable sufficiency condition for locating the global minimizer among the local minimizers. Further, the conditions we derive are different from the one given in [22] and easy to verify. In addition, in our optimization problem we have mixed variables, namely continuous and discrete and obtain a sufficient condition in a verifiable semi-definite matrix form, which itself makes our problem different from the one considered in [22] .
Constrained fractional programing problems have a wide range of applications such as signal processing, communications, location theory etc. [13, 15] . In [20] the authors have studied a quadratic fractional optimization problem with strictly convex quadratic constraints using Newtons algorithm. In [23] a quadratic fractional optimization problem has been studied with two quadratic convex constraints using the classical Dinkelbach approach with no global convergence guarantee. In [2] , using the conditional gradient method the ratio of two convex functions over a closed and convex set has been studied numerically. In this article we consider the problem MP when f j : j = 0, 1, 2, . . . , m are quadratic fractional functions (see P3). For this problem, we first provide local necessary conditions and then obtain a verifiable sufficient condition for identifying global minimizer among the local ones. In this regard, our problem generalizes the cases considered in [20, 23] and [2] in a considerable way.
Preliminaries

Notations:
We shall begin with the notations and definitions. For the problem (MP), let
where I ∩ J = φ, I ∪ J = {1, 2, 3, · · · , n}, and
By taking λ 0 = 1 the Lagrangian of (MP) can be written as
For a symmetric matrix A, A 0 means that A is positive semi-definite, and A ≻ 0 means that A positive definite.
Definition 2.1. [6] A quadratic function ℓ : R n −→ R is said to be a minimizing quadratic under-estimator of a function f : R n −→ R at x over a set Ω, if for each
be the first eigenvalue of
st ) is an n × n symmetric matrix, for all j ∈ {0, 1, 2, 3, · · · , m}.
Definition 2.3. A function f : C ⊆ R n → R from a convex subset C of R n into R is said to be ρ-convex, if there exists ρ ∈ R such that ∀x 1 , x 2 ∈ C and ∀λ ∈ [0, 1],
Remark 2.4. Condition (2.5) is equivalent to say that f (x) − ρ x 2 is a convex function over C.
The following proposition gives a fundamental result.
Proposition 2.5. For each j ∈ {0, 1, 2, 3, · · · , m}, we have
Proof. Let j ∈ {0, 1, 2, 3, · · · , m} and x ∈D with x = 0, then
Thus (2.6) inf
On the other hand let x ∈D with x = 1, then
From (2.6) and (2.7), the result follows.
The following proposition describes the character of constraint and objective functions.
Proposition 2.6. The function
is µ j -convex, for all j ∈ {0, 1, 2, 3, · · · , m}, where µ j is given by (2.3).
Proof. Let j ∈ {0, 1, 2, 3, · · · , m} and by the above Proposition (2.5), we have
and it trivially follows for x = 0. So
That is, the quadratic form − 1 2
The following proposition is essential to derive the sufficient global optimality condition.
Therefore,
Hence the conclusion follows.
2.2. Karush Kuhn Tucker (KKT) Necessary Conditions: First we recall the standard Karush Kuhn Tucker (KKT) conditions [11] for the following Mathematical Programing Problem:
where E and I are some finite index sets and the objective function f and the constraints c i are continuously differentiable. The point x is called a regular point of (MPP) if and only if the set {∇c i (x), | i ∈ Λ(x)} is linearly independent; where Λ(x) = {i ∈ E ∪ I | c i (x) = 0}. Standard KKT Condition: If a regular point x is a local minimizer of (MPP), then there exist multipliers λ i , i ∈ E ∪ I such that 
where λ = (λ j ) ∈ R m and λ j : j = 1, 2, 3, · · · , m are the Lagrangian multipliers associated with x ∈D.
Proof. The problem (MP) can be reformulated as a Mathematical Programming Problem (referred: model problem-modified) as follows
for all x ∈ R n , where λ 0 = 1. Now suppose that, x ∈D is a local minimizer of (MP), then trivially we have x is a local minimizer of (MPM). By applying the Kuhn-Tucker conditions for (MPM), we have there exists (λ,
Multiplying both side of this equation by (x k − x k ), and using the Kuhn-Tucker Conditions (2) , (3) and (4), we get, for each k ∈ I,
for all x = (x i ) ∈ ∆. Hence the conclusion follows.
For all three programing problems considered in this note we shall assume that the linear independence constraint qualification is satisfied.
The Quadratic Programming Problem
The aim of this section is to derive necessary local optimality condition and sufficient global optimality condition to identifying global minimizers among the local minimizers of the following non-convex quadratic programming problem with mixed variables (P 1 ):
where
The Lagrangian of (P 1 ) becomes as
where λ 0 = 1 and λ j ∈ R + . Model problem (P 1 ) differs from standard quadratic programming problem (MP) because it allows a set of constraints which are of box constraints in continuous variables and in discrete variables. Model problem (P 1 ) appear in numerous application including electronic circuit design and computational chemistry and combinatorial optimization [3, 14] . (P 1 ) covers for instance bivalent optimization problems where u i = 0, v i = 1 for all i ∈ J and I = ∅ and box constraints problems where J = ∅.
Necessary Conditions for Local Minimizers.
Using the above Lemma (2.8) analogous KKT necessary condition for a local minimizer of (P 1 ) is provided in the following theorem. This result will be used to identify global minimizers in the next subsection.
Theorem 3.1. If x ∈D is a local minimizer of (P 1 ), then
where λ j ∈ R + ; j = 1, 2, 3, · · · , m are the Lagrangian multipliers associated with x ∈D, λ 0 = 1, and
Proof. Suppose that, x ∈D is a local minimizer of (P 1 ). First we shall show that, for each i ∈ I,
For: let i ∈ I and t ∈ [u i , v i ] and define the vector x = (x k ) ∈ R n such that
On the other hand, choose t = v i , the from (3.3), we have
From (3.4) and (3.5), we have
Hence by the summary of all above three cases, the optimality condition (3.2) follows.
Sufficient Global Optimality Conditions.
In this section a useful sufficient global optimality condition is presented for a local minimizer to be a Global minimizer for (P 1 ). We establish such criteria by under-estimating the objective function by the Lagrangian of the problem (P 1 ).
The following theorem enables us to have sufficient condition for the global minimizers. To establish this theorem, we show that the Lagrangian L(x, λ) is a minimizing underestimator of the objective function f 0 at the local minimizer x over the setD under desired conditions. Theorem 3.2. Let x ∈D be a local minimizer, λ j ∈ R + ; j ∈ {1, 2, · · · , m} be the Lagrangian multipliers associated with x ∈D and λ 0 = 1. If
then x is a unique global minimizer of (P 1 ).
Proof. Let x ∈D be a local minimizer and take, for each i ∈ {1, 2, 3, · · · , n} and j ∈ {0, 1, 2, · · · , m},
Now from the Kuhn-Tucker conditions for (P 1 ), we have there exists λ j ∈ R + ; j ∈ {0, 1, 2, · · · , m} with λ 0 = 1 such that f 0 (x) = L(x, λ) as λ j f j (x) =, for all j = 1, 2, 3, · · · , m and
From the condition (3.6), we have [
for all x ∈D. Now using the optimality condition (3.2), we show that
for all x ∈D. For let x = (x i ) ∈D arbitrarily.
is non-negative, if i ∈ I and is equal to 0, if i ∈ J.
Case-2:
and in a similar method of
Case-1, we will have
The summary of the above all three cases gives us that
for all x ∈D and so L(x, λ) is a minimizing under-estimator of f 0 . Hence x ∈D is a Global minimizer of (P 1 ). If the condition (3.7) holds, then we can show that
for all x ∈D. Therefore the uniqueness immediately follows.
Now we shall illustrate the sufficiency criteria given by above Theorem.
Example 3.3. Consider the following quadratic non-convex minimization problem (E 1 ):
We can write f x 1 x 2 and g x 1 x 2 in the form of
respectively, where ∂L(x, λ, µ, ν) 
Therefore, the problem (E 1 ) has a unique local minimizer x = (2, 2) ⊺ and the Lagrange multiplier λ = 12 5 . Notice that the linear independence constraint qualification is satisfied in this problem (E 1 ). Further, direct calculation shows that the global optimality condition (3.7) is satisfied, and therefore x = (2, 2) ⊺ is the unique global minimizer.
Let us see another example, which illustrates the significance of the optimality conditions.
Example 3.4. Consider the following quadratic non-convex minimization problem (E 2 ):
respectively, where
. Apply the KKT conditions for (E 2 ). Then we have −1) ⊺ satisfies the condition (3.7) . Other local minimizers do not satisfy any of the two conditions (3.6) or (3.7) for all λ ∈ [0, 2]. Therefore, the point x 3 = (−1, −1) ⊺ is the unique global minimizer.
ρ-Convex Programing Problem
Development of global optimality conditions to identify global minimizers of various classes of non-convex problems has been the recent trend in non-linear optimization. In similar manner in this section we intend to distinguish local and global minimizers for the following ρ−convex model problem.
where I ∩ J = φ, I ∪ J = {1, 2, 3, · · · , n}, for each j ∈ {0, 1, 2, 3, · · · , m}, the function f j : R n → R is convex and A j = (a
st ) is an n × n symmetric matrix, and u i , v i ∈ R with u i < v i , for all i ∈ {1, 2, 3, · · · , n}. Recent research displays the development of conditions necessary or sufficient for characterizing global minimizers of smooth functions with bounded mixed variables (see [8] and other references therein). However, a drawback of this development is that the conditions were neither based on local optimality conditions nor expressed in terms of local minimizers. A verifiable sufficient global optimality condition is established in this paper by refining the method of proof developed in [7] , and by incorporating the local optimality conditions. Such developed condition is a useful criterion for distinguishing global minimizers among the local minimizers.
4.1.
Local necessary optimality condition for (P 2 ). Using the Lemma (2.8), analogous KKT necessary condition for a local minimizer of (P 2 ) is obtained in the following theorem. This result will be used to identify global minimizers in the next section.
Theorem 4.1. If x ∈D is a local minimizer of (P 2 ), then
where λ j ∈ R + ; j = 1, 2, 3, · · · , m are the Lagrangian multipliers associated with x ∈D and λ 0 = 1.
Proof. Suppose that, x ∈D is a local minimizer of (P 2 ). First we shall show that, for each i ∈ I,
Hence by the Lemma (2.8), we have
Let i ∈ I arbitrary. Case-1: If x i = u i , then choose t = v i . From (4.2), we have
Case-3: If x i ∈ (u i , v i ), then on the one hand, choose t = u i . From (4.2), we have
On the other hand, choose t = v i , the from (4.2), we have
From (4.3) and (4.4), we have
Hence by the summary of all above three cases, the optimality condition (4.1) follows. x − x 2 | x ∈D with x = x is bounded below by 0. Hence,
A Sufficiency Global Optimality Condition.
The following theorem provides sufficient condition for the global minimizers. But unfortunately this condition might not be readily verifiable as it involved with another minimization problem.
Theorem 4.3. Let x ∈D be a local minimizer of (P 2 ) and λ 0 = 1. Suppose that λ j ∈ R + ; j ∈ {1, 2, · · · , m} are the Lagrangian multipliers associated with x ∈D as given in the Lemma (2.8) and µ j ∈ R are the first eigenvalues of the symmetric matrices A j , for all j ∈ {0, 1, 2, · · · , m}. If
then x is a global minimizer of (P 2 ).
Proof. Let x ∈D be a local minimizer of (P 2 ). Now for any x ∈D,
and we have from the Proposition (2.6) the Lagrangian 
The condition (4.5) implies,
for all x ∈D with x = x. Therefore we have
and so g 0 (x) − g 0 (x) ≥ 0, ∀ x ∈D. Hence the theorem follows.
The following verifiable sufficient global optimality condition is the main result of this section which provides sufficiency criterion for a local minimizer to be a global minimizer for (P 2 ).
4.3.
A verifiable sufficient optimality conditions for (P 2 ). Theorem 4.4. Let x ∈D be a local minimizer of (P 2 ) and λ 0 = 1. Suppose that λ j ∈ R + ; j ∈ {1, 2, · · · , m} are the Lagrangian multipliers associated with x ∈D as given in the Lemma (2.8) and µ j ∈ R are the first eigenvalues of the symmetric matrices
and
But for all j ∈ {0, 1, 2, · · · , m}, the convexity of f j implies
and from the definition of µ j we have
Thus for all x ∈D,
The condition (4.8), gives that
Now for any x = (x i ) ∈D and for all i ∈ {1, 2, · · · , n},
To see this, let x = (x i ) ∈D and i ∈ {1, 2, · · · , n}.
Case-1:
and in a similar method of Case-1, we will have
Case-3: If x i ∈ (u i , v i ) and i ∈ I, then by (4.1),
for all x ∈D. Hence x ∈D is a global minimizer of (P 2 ).
The next theorem provide another sufficient condition in terms of given data, for a local minimizer to be a global minimizer of (P 2 ).
Theorem 4.5. Let x ∈D be a local minimizer of (P 2 ) and λ 0 = 1. Suppose that λ j ∈ R + ; j ∈ {1, 2, · · · , m} are the Lagrangian multipliers associated with x ∈D as given in the lemma (2.8) . If
Now from the Kuhn-Tucker conditions for (MP), we have there exists λ j ∈ R + ; j ∈ {0, 1, 2, · · · , m} with λ 0 = 1 such that f 0 (x) = L(x, λ) and
So we have
Thus,
From the condition (4.9), we have [A j +diag(q
for all x ∈D. Now our claim is
for all x ∈D, and it follows from the necessary local optimality condition (4.1).
For let x = (x i ) ∈D arbitrarily.
λ j (∇f j (x) − A j x) i ≤ 0 and in a similar method of Case-1, we will have
Example 4.6. Consider the following quadratic weakly convex minimization problem (E 3 ):
We can write g 0 x 1 x 2 and g 1 x 1 x 2 in the form
, and f 0 (x) = (1 +
. Apply the KKT conditions for (E 3 ). Then, we get Remark 4.7. Let x ∈D be a local minimizer of (P 2 ) and λ 0 = 1. Suppose that λ j ∈ R + ; j ∈ {1, 2, · · · , m} are the Lagrangian multipliers associated with x ∈D as given in the lemma (2.8) and µ j ∈ R are the first eigenvalues of the symmetric matrices A j , for all j ∈ {0, 1, 2, · · · , m}, then the condition (4.5) implies (4.8) and the condition (4.8) implies (4.9) . That is,
For,let x ∈D be a local minimizer of (P 2 ). Suppose that
Now let i ∈ {1, 2, · · · , n} and t ∈ [u i , v i ] with t = x i and define the vector x = (x k ) ∈ R n such that
Then clearly x = x and (4.11) splits into
That is, for each i ∈ {1, 2, · · · , n},
Case-1: If x i = u i , then choosing t = v i and by the local optimality condition (4.1), we have
Case-2: If x i = v i , then choosing t = u i and by the local optimality condition (4.1), we have
as χ i (x) = 1 and
Case-3: If x i ∈ (u i , v i ) and i ∈ I, then by the local optimality condition (4.1), we have
Thus (4.12) implies
Summing up all three above cases, the first implication follows. Now we see the second implication, for suppose that
Therefore the second implication holds. Hence the remark follows.
Quadratic Fractional Programming Problem
In this section, results of problem (P 1 ) have been extended for the following quadratic fractional programming model problem with both continuous and discrete variables:
That is,
and (5.8)
The condition (5.5) trivially follows from (5.7). One can easily see that
Then for any i = 1, 2, 3, · · · , n,
This concludes the result. 5.1. Local necessary optimality condition for (P 3 ). In this section, we are going to derive a local necessary optimality condition for (P 3 ) as follows:
Theorem 5.2. Let x ∈D be a local minimizer of (P 3 ). Then (5.9)
where λ j ∈ R + ; j = 1, 2, 3, · · · , m are the Lagrangian multipliers associated with x ∈D.
Proof. We shall show that, for each i ∈ I, where µ 0 = 1. For: let i ∈ I and y ∈ [u i , v i ] and define the vector x = (x k ) ∈ R n such that Hence by the summary of all above three cases, we havẽ
Therefore, since c = st ) are n × n symmetric matrices, we have Q j = ξ j (A j − e j B j ) is also a symmetric matrix. By applying Theorem (3.2) to (P * 3 ), we have (5.14)
is a sufficient condition for x to be a global minimizers of (P * 3 ). Thus (5.14) produces a sufficient optimality condition for (P 3 ) as well. We shall now reduce (5.14) into the desired form (5.13) by making the substitutions Q j = ξ j (A j −e j B j ) and q j = ξ j (a j −e j b j ) into (5.14). Since c > 0, we get Hence the Theorem follows.
Let us illustrate the significance of the above optimality condition. 
