In this work, we present a homogeneous curve-shifting analysis of the publicly available light curves of 24 gravitationally lensed quasars, for which time delays have been reported in the literature till date, using the difference-smoothing technique. The uncertainty of each measured time delay was estimated using realistic simulated light curves. The recipe for generating such simulated light curves with known time delays in a plausible range around the measured time delay is introduced here. We identified 18 gravitationally lensed quasars that have light curves of sufficiently good quality to enable the measurement of at least one time delay between the images, adjacent to each other in terms of arrival-time order, to a precision of better than 33.3% (including systematic errors). We modelled the mass distribution of 11 of those systems, which have known lens redshifts, accurate astrometric data and sufficiently simple mass distribution, using the publicly available PixeLens code to infer a value of H 0 of 71.8 ± 5.8 km s −1 Mpc −1 (1σ uncertainty, 8.1% precision) for a spatially flat universe having Ω m = 0.3 and Ω Λ = 0.7.
Introduction
The Hubble constant at the present epoch (H 0 ), the current expansion rate of the universe, is an important cosmological parameter. All extragalactic distances, age and size of the universe depend on H 0 . It is also an important parameter in constraining the dark energy equation of state as well as used as input in many cosmological simulations (Freedman & Madore 2010; Planck Collaboration 2013) . Therefore, precise estimation of H 0 is of utmost importance in cosmology.
Estimates of H 0 available in literature cover a wide range of uncertainties from ∼2% to ∼10% and the value ranges between 60 and 75 km s -the Megamaser Cosmology Project (MCP) (68.9 ± 7.1 km s −1 Mpc −1 ; Reid et al. 2013; Braatz et al. 2013 ) and -Planck measurements of the cosmic microwave background (CMB) anisotropies (67.3 ± 1.2 km s −1 Mpc −1 ; Planck Collaboration 2013).
Although the values of H 0 obtained from different methods are consistent with each other within 2σ given the current level of precision, all of the above methods of determination of H 0 suffer from systematic uncertainties and therefore as the measurements increase in precision, multiple approaches based on different physical principles need to be pursued to measure its value so as to be able to identify unknown systematic errors present in any given approach.
The phenomenon of strong gravitational lensing offers an elegant method to measure H 0 . For gravitationally lensed sources, that show variations in flux with time such as a quasar, it is possible to measure the time delay between the various images of the background source. The time delay which is a result of the travel times for photons being different along the light paths corresponding to the lensed images has two origins (i) geometric difference between the light paths and (ii) gravitational delay due to the dilation of time as photons pass in the vicinity of the lensing mass. Time delays, therefore depend on the cosmology, through the distances between the objects involved and on the radial mass profile of the lensing galaxies. This was shown theoretically five decades back by Refsdal (1964) much before the discovery of the first gravitational lens 0957+561 by Walsh et al. (1979) .
Estimation of H 0 through gravitational lens time delays, though having its own degeneracies, is based on the well understood physics of General Relativity, and compared to distance ladder methods, are free from various calibration issues. In addition to measuring H 0 , measurement of time delays between the light curves of a lensed quasar can be used to study the microlensing variations present in the light curves, as well as studying the structure of the quasar (Hainline et al. 2013; Mosquera et al. 2013) . However, these time delay measurements of H 0 are extremely challenging because of the need to have an intensive monitoring program that offers high cadence and good quality photometric data over a long period of time, so as to be able to Article number, page 1 of 8 arXiv:1404.2920v1 [astro-ph.CO] 10 Apr 2014 cope with the presence of uncorrelated variations present in the lensed quasar lightcurves, which can interestingly arise due to microlensing by stars in the lensing galaxy (Chang & Refsdal 1979) or for mundane reasons such as the presence of additive flux shifts in the photometry (Tewes et al. 2013a ). Moreover, estimation of H 0 from such good quality data is hampered by the uncertainty on lens models. Recently, using time delay measurements from high quality optical and radio light curves along with high resolution imaging observations of the lensing galaxies and detailed modelling, Suyu et al. (2013) It is also possible to infer H 0 from a sample of gravitational lenses with time delay measurements. Though this requires modelling the gravitational potential of each lens systems in the sample, it is possible that the systematics due to individual mass model uncertainties are averaged out. In this approach sample selection can be the main source of error (Oguri 2006) . Nonparametric method of lens modelling is available in literature and is also implemented in the publicly available code PixeLens (Saha & Williams 2004) . Using this code, Saha et al. (2006) have found H 0 = 72 +8 −11 km s −1 Mpc −1 for a sample of 10 time delay lenses. Performing similar analysis on an extended sample of 18 lenses Paraficz & Hjorth (2010) 
Here, we present an estimate of H 0 using nonparametric approach on a sample of carefully selected lensed quasars. Till date, time delays have been reported for 24 gravitationally lensed quasars among the hundreds of such strongly lensed quasars known. However the quality of the light curves and the techniques used to infer these time delays vary from one system to the other. In this work, we apply the differencesmoothing technique, introduced in Rathna Kumar et al. (2013) , to the publicly available light curves of the 24 systems in a homogeneous manner, firstly, to cross-check the previously measured time delays and then select a sub-sample of suitable lens systems to determine H 0 .
The paper is organized as follows. Section 2 describes the technique used for time delay determination and introduces a recipe for creating realistic simulated light curves having known time delays, which is used in this work to estimate the uncertainty of each measured delay. In Sect. 3, the application of the curve-shifting procedure to the 24 systems is described. In Sect. 4, we infer H 0 from lens-modelling of those systems having at least one reliably measured time delay, known lens redshift, accurate astrometric data and sufficiently simple mass distribution and conclude in Sect. 5.
Time delay determination
In this section, we briefly describe the difference-smoothing technique (see Rathna Kumar et al. 2013 for more details) which contains one modification to the original version reported in Rathna Kumar et al. (2013) . We then introduce a recipe for simulating realistic light curves having known time delays in a plausible range around the measured delay in order to estimate its uncertainty. We also present an approach to tune the free parameters of the difference-smoothing technique for a given dataset.
Difference-smoothing technique
A i and B i are the observed magnitudes constituting light curves A and B sampled at epochs t i (i = 1, 2, 3, ..., N). Light curve A is selected as the reference. We shift the light curve B in time with respect to the light curve A by some amount τ. This shifted version B of B is given by
We note here that we do not apply any flux shift to light curve B as in Rathna Kumar et al. (2013) , since we have found that doing so considerably increases the computational time without significantly changing the results. For any given estimate of the time delay τ, we form a difference light curve having points d i at epochs t i ,
where the weights w i j are given by
The parameter δ is the decorrelation length and σ B j denotes the photometric error of the magnitude B j . We calculate the uncertainty of each d i as
where w i j are given by Eq. 4. We now smooth the difference curve d i using a Gaussian kernel to obtain a model f i for the differential extrinsic variability
where the weights ν i j are given by
2 .
The smoothing time scale s is another free parameter of this method. The uncertainty of each f i is computed as
We optimise the time-delay estimate τ to minimise the residuals between the difference curve d i and the much smoother f i . To quantify the mismatch between d i and f i , we define a normalised χ 2 ,
and minimise this χ 2 (τ) using a global optimisation. In the above description, since light curves A and B are not interchangeable, we systematically perform all computations for both permutations of A and B, and minimise the average of the two resulting values of χ 2 .
Simulation of light curves
In Rathna Kumar et al. (2013) , in order to estimate the uncertainty of the time delay measured using the difference-smoothing technique, we made use of realistic simulated light curves, which were created following the procedure introduced in Tewes et al. (2013a) . In this work, we introduce an independent recipe for creating simulated light curves. We infer the underlying variation A(t) of the light curve A at the epoch t i based on the magnitudes A j for the remaining epochs as
where the value of m is set to equal the mean sampling of the light curves. For those points having the nearest neighbour separated by less than m, we compute the values of (A i − A(t i ))/σ A i , the standard deviation of which is multiplied to the error bars σ A i to obtain the rescaled error barsσ A i . Similarly for the B light curves the rescaled error barsσ B i are obtained. This rescaling is done since the magnitudes of the original error bars may suffer from systematic under-estimation or over-estimation. We merge the light curves A and B by shifting the B light curve by the time delay found (∆t) and subtracting the differential extrinsic variability f i corresponding to the delay from the A light curve. This merged light curve M i , whose errors we denote σ M i , consists of the magnitudes A i − f i at times t i and having errorsσ A i and the magnitudes B i at times t i + ∆t and having errorŝ σ B i . We now model the quasar brightness variation M(t) as
We then model the quasar brightness variation using only the A points in M i as
and only the B points in M i as
The residual extrinsic variations present in the A and B light curves can now be calculated as
and
We can now simulate light curves A having a time delay of ∆t + dt between them by sampling M(t) at appropriate epochs and adding terms for extrinsic variations and noise,
where N * (0, 1) is a random variate drawn from a normal distribution having mean 0 and variance 1. These simulated light curves are then assigned the times t i and the error bars σ A i and σ B i for the A and B light curves respectively. Including the terms f A i and f B i in the calculation of A simu i and B simu i respectively ensures that our simulated light curves contain extrinsic variability on all timescales, just as in the real light curves.
Here again in the above description, since light curves A and B are not interchangeable, we systematically perform all computations for both permutations of A and B, and average the corresponding values of A , before adding the noise terms.
Choice of free parameters
The value of the decorrelation length δ needs to be chosen to be of the order of the temporal sampling of the light curves. In this work, as in Rathna Kumar et al. (2013) , we set δ equal to m, the mean sampling of the light curves.
The smoothing time scale s needs to be chosen to be significantly larger than δ. In this work, its value is set to the largest integer multiple of δ for which the maximum absolute values of both
, which quantify the residual extrinsic variations in units of photometric noise for the A and B light curves respectively, are smaller than 3. This choice ensures that the value of s is small enough to adequately model the extrinsic variations, so that the extreme values of residual extrinsic variations are not significantly larger than the noise in the data.
Again as in the above description, as light curves A and B are not interchangeable, we systematically perform all the computations for both permutations of A and B, and average the corresponding maximum absolute values.
Estimation of uncertainty
We create 100 simulated light curves having a true delay of ∆t between them. The difference-smoothing technique is applied on each of them to obtain 100 delay values. The standard deviation of the 100 delay values gives us the random error and the systematic error is obtained by the difference between the mean of the 100 delay values and the true delay. The total error ∆τ 0 is obtained by adding the random error and the systematic error in quadrature.
However, as noted by Tewes et al. (2013a) , it is important to simulate light curves having not only the time delay ∆t found, but also other time delays in a plausible range around ∆t, so as to obtain a reliable estimate of the uncertainty (see also Sect. 3.2 in Rathna Kumar et al. 2013) . To this end, we also simulate 100 light cuves for each true delay which differs from ∆t by ±∆τ 0 , ±(∆τ 0 + ∆τ 1 ), ... , ±(∆τ 0 + ∆τ 1 + ... + ∆τ n−1 ), in each step updating the total error ∆τ n by adding the maximum obtained value of the random error and the maximum obtained absolute value of the systematic error in quadrature. n is chosen to be the smallest integer for which
This ensures that we have simulated light curves over a range of delay values which is at least as wide or wider than the 95.4% confidence interval implied by the stated final error ∆τ n .
Article number, page 3 of 8 A&A proofs: manuscript no. h0_paper 8 GHz, 15 GHz ∆t AB 10.1 +1.5 −1.6 (95% CI) 10.6 ± 1.5 HE 0435−1223 (Courbin et al. 2011 ) R ∆t AB 8.4 ± 2.1 9.3 ± 1.3 ∆t AC 0.6 ± 2.3 0.7 ± 1.9 ∆t AD 14.9 ± 2.1 13.5 ± 1.6 ∆t BC −7.8 ± 0.8 −7.3 ± 2.2 ∆t BD 6.5 ± 0.7 6.1 ± 1.2 ∆t CD 14.3 ± 0.8 12.4 ± 1.6 SBS 0909+532 (Goicoechea et al. 2008 (Tewes et al. 2013b ) R ∆t AB 0.7 ± 1.0 0.9 ± 1.7 ∆t AC 0.0 ± 1.3 −1.0 ± 1.5 ∆t AD 90.6 ± 1.4 92.9 ± 1.5 ∆t BC −0.7 ± 1.5 0.7 ± 1.3 ∆t BD 91.4 ± 1.2 91.6 ± 1.6 ∆t CD 91.7 ± 1.5 90.7 ± 2.4 SDSS J1206+4332 (Eulaers et al. 2013) R ∆t AB 111.3 ± 3 111.5 ± 2.0 H1413+117 (Goicoechea & Shalyapin 2010) r ∆t AB −17 ± 3 −16.1 ± 14.0 ∆t AC −20 ± 4 −21.9 ± 12.1 ∆t AD 23 ± 4 22.6 ± 8.5 ∆t BC −47.7 ± 23.1 ∆t BD 20.7 ± 18.9 ∆t CD 29.7 ± 11.7 JVAS B1422+231 (Patnaik & Narasimha 2001) 15 GHz ∆t AB −1.5 ± 1.4 1.1 ± 3.9 ∆t AC 7.6 ± 2.5 −0.3 ± 5.1 ∆t BC 8.2 ± 2.0 −0.4 ± 6.6 SBS 1520+530 (Burud et al. 2002b) R ∆t AB 130 ± 3 125.8 ± 20.1 CLASS B1600+434 (Burud et al. 2000) I ∆t AB 51 ± 4 (95% CI) 48.9 ± 30.4 CLASS B1600+434 (Koopmans et al. 2000) 8. 
Time delays of 24 gravitationally lensed quasars
Till date, time delays have been reported for 24 gravitationally lensed quasars. However, the quality of the data and the curveshifting procedure followed differs from system to system. In this section, we present a homogeneous analysis of their publicly available light cuves following the procedure described in the previous section, with the aim of identifying those systems having reliable time delay measurements. In case of systems with more than two images, we measured the time delays between all pairs of light curves. The results are summarised in Table 1 . All quoted uncertainties are 1σ error bars, unless stated otherwise. Additional informations on some systems listed in Table 1 are given below.
-Q0142−100 (UM673): We were unable to make a reliable time delay measurement using the light curves presented in Koptelova et al. (2012) .
-JVAS B0218+357: From 8 GHz and 15 GHz VLA observations reported by Cohen et al. (2000) , we measured time delays of 10.1 ± 2.0 days and 11.4 ± 2.4 days respectively. Taking the weighted average of the two results, we find the time delay to be 10.6 ± 1.5 days.
-SBS 0909+532: We were unable to make a reliable time delay measurement using the light curves presented in Goicoechea et al. (2008) and Hainline et al. (2013) .
-RX J0911.4+0551: We used the light curves presented in Hjorth et al. (2002) , which were made publicly available by Paraficz et al. (2006) .
-FBQ 0951+2635: We used the light curves presented in Jakobsson et al. (2005) , which were made publicly available by Paraficz et al. (2006) .
-Q0957+561: From the r-band and g-band light curves presented in Shalyapin et al. (2012) , we measured time delays of 418.8 ± 2.5 days and 418.6 ± 1.9 days respectively. Taking the weighted average of the two results, we find the time delay to be 418.7 ± 1.5 days. The reported delay listed is the weighted average of the two delays found by Shalyapin et al. (2012) .
-RX J1131−1231: Tewes et al. (2013b) measured time delays between all pairs of light curves using three different numerical techniques. The time delay value listed in the table for each pair of light curves is for that technique which resulted in the smallest uncertainty.
-CLASS B1600+434: From the optical light curves presented in Burud et al. (2000) (and made publicly available by Paraficz et al. (2006) ), we measure a time delay in agreement with the reported value, however our estimate of uncertainty is much larger than the reported uncertainty. From the radio light curves presented in Koopmans et al. (2000) , we were unable to make a reliable time delay measurement.
-HE 2149−2745: We used the light curves presented in Burud et al. (2002a) , which were made publicly available by Paraficz et al. (2006) .
H 0 from pixellated modelling of 11 gravitational lenses
Of the 24 systems analysed in the last section, 18 of them had light curves of sufficiently good quality to enable the measurement of at least one time delay between the images, adjacent to each other in terms of arrival-time order, to a precision of better than 33.3% (which corresponds to a 3σ detection of time delay). The six systems which did not satisfy this criterion are Q0142−100 (UM673), SBS 0909+532, FBQ 0951+2635, H1413+117, JVAS B1422+231 and CLASS B1600+434.
Of the 18 systems, we did not model the mass distribution for 7 systems for the following reasons. HS 2209+1914 does not have known lens redshift. SDSS J1001+5027, SDSS J1206+4332 and SDSS J1650+4251 do not have accurate astrometric data measured from Hubble Space Telescope (HST) images or ground-based imaging with adaptive optics. Although the astrometry of JVAS B0218+357, having a small image separation of 0.33 , has been measured from HST images by Sluse et al. (2012) , the authors warn about possibly large systematic errors in the published astrometry. Meylan et al. (2005) through adaptive optics imaging confirm the presence of a second extended object of unknown redshift along the line of sight to PKS 1830−211, in addition to the known lensing spiral galaxy. SDSS J1029+2623 is a three-image cluster lens with highly complex mass distribution (see, Oguri et al. 2013 ) and hence not amenable to lens-modelling following the simplistic approach described below.
To perform mass-modelling of the remaining 11 systems to infer H 0 , we used the publicly available PixeLens 1 code (Saha & Williams 2004) , which builds an ensemble of pixellated mass maps compatible with the input data for a given system, which is comprised of the redshifts of the quasar and the lensing galaxy, the arrival-time order of the images, their astrometry relative to the center of the main lensing galaxy and the known time delays between the images adjacent to each other in terms of arrivaltime order. In case of quadruple lenses in which only some of the time delays are known, it is still possible to guess the arrivaltime order of the images by following certain simple rules (see, Saha & Williams 2003) .
We model all lenses, except SDSS J1004+4112, such that their mass profiles have inversion symmetry about the lens center, including any companion galaxy to the main lensing galaxy as a point mass. The lensing cluster in SDSS J1004+4112 consists of several galaxies besides the main lensing galaxy (see, Inada et al. 2005) and hence was modelled without assuming inversion symmetry about the lens center.
PixeLens builds models such that their projected density profiles are steeper than |θ| −γ min , the default value of γ min being 0.5. In this work, we relax this restriction and set γ min = 0, for those lenses in our sample in which the largest angular separation between the images is greater than 3 . The lenses in our sample which satisfy this criterion are RX J0911.4+0551, Q0957+561, SDSS J1004+4112, HE 1104−1805 and RX J1131−1231. A large image separation implies that there is significant lensing action from the cluster of which the main lensing galaxy is part of, in which case the projected density profile can be shallower than |θ| −0.5 . For each system, we build an ensemble of 100 models, corresponding to 100 values of H 0 . The mean of the 100 values gives the best estimate of H 0 , the uncertainty of which is the standard deviation of the 100 values. This uncertainty includes only the uncertainty in the mass model. PixeLens assumes that the uncertainty in the input priors to be negligibly small, which is a reasonable assumption for the redshifts, if they are spectroscopically measured and astrometry, if measured from HST or ground-based adaptive optics imaging. However the measured time delays have finite uncertainties, which need to be propagated into the uncertainty of the estimated H 0 . We achieve this by summing the fractional uncertainty arising from mass modelling and the fractional uncertainty in the measured time delay in quadrature. In case of quadruple lenses having more than one known time delay, the fractional uncertainty component arising from time delay measurement for the system is computed by averaging the fractional uncertainties of the independent time delays in quadrature.
In order to include the effects of external shear, an approximate direction of the shear axis needs to be specified and PixeLens will search for solutions within 45
• of the specified direction. Since there exists no simple rule to guess the direction of the external shear for a given system, for each system, we repeated the modelling specifying the approximate direction of the shear axis as 90
• , 45
• , 0
• and −45
• . (Note that, in this instance, specifying θ and θ+180
• are equivalent.) We thus obtain four estimates of H 0 and their uncertainties. The final estimate of H 0 and its uncertainty are found using maximum likelihood analysis, optimising their values such as to maximise the joint posterior probability of these two parameters for the sample consisting of the four H 0 values and their uncertainties (see, Barnabè et al. 2011, Eq. 7) . In optimising the value of the uncertainty, we choose the minimum limit to be the smallest of the four uncertainties.
The input priors for each system and the resulting H 0 estimates are summarised in Table 2 . In Fig. 1 , we plot the H 0 estimates from the 11 lenses, all of which are seen to agree with each oher within 2σ. To combine the 11 independent estimates into a best estimate of H 0 , we again employ maximum likelihood analysis, as described above. However, in this case, in optimising the value of the uncertainty of the best estimate of H 0 , the minimum limit is chosen to be the uncertainty of the weighted average of the 11 values. We infer a value of H 0 of 71.8 ± 5.8 km s −1 Mpc −1 (1σ uncertainty, 8.1% precision) for a spatially flat universe having Ω m = 0.3 and Ω Λ = 0.7. The reason for employing maximum likelihood analysis in this case, rather than taking a simple weighted average is to detect the presence of any unmodelled uncertainties. However as can be seen from Fig. 1 , the H 0 estimates from the individual systems all agree with each other within 2σ and hence the H 0 value inferred above through maximum likelihood analysis is only marginally different compared to the weighted average.
As an instructive exercise, we modelled all the lenses without allowing for external shear and found a H 0 value of 66.7 ± 5.7 km s −1 Mpc −1 , which agrees with the value found above within the error bar, presumably because the biases resulting from not accounting for external shear for the different lenses in the sample tend to average out. For the source and lens redshifts of the current sample, we find the H 0 estimate to decrease by 6.6% for Einstein-de Sitter universe (Ω m = 1.0 and Ω Λ = 0.0) and increase by 2.1% for an open universe having Ω m = 0.3 and Ω Λ = 0.0, thus illustrating the low level of dependence of the inferred value of H 0 on the precise values of Ω m and Ω Λ .
Conclusion
We have presented a homogeneous curve-shifting analysis of the light curves of 24 gravitationally lensed quasars for which time delays have been reported in the literature till date. Time delays were measured using the difference-smoothing technique and their uncertainties were estimated using realistic simulated light curves, a recipe for creating which was introduced in this work, having known time delays in a plausible range around the measured delay. We identified 18 systems to be having light curves of sufficiently good quality to enable the measurement of at least one time delay between the images, adjacent to each other in terms of arrival-time order, to a precision of better than 33.3% (including systematic errors). Of those 18 systems, we performed pixellated mass modelling using the publicly-available PixeLens software for 11 of them, which have known lens redshifts, accurate astrometric information and sufficiently simple mass distribution, to infer the value of H 0 to be 71.8 ± 5.8 km s −1 Mpc −1 (1σ uncertainty, 8.1% precision) for a spatially flat universe having Ω m = 0.3 and Ω Λ = 0.7. This matches well with a recent estimate of H 0 = 69.0 ± 6 (stat.) ± 4 (syst.) km s −1 Mpc −1 found by (Sereno & Paraficz 2014 ) using a method based on free-form modelling of 18 gravitational lens systems. Our value is also consistent with the recent measurements of H 0 by Riess et al. (2011) and Freedman et al. (2012) , however it has lower precision. Increasing the number of lenses with good quality light curves, accurate astrometry and known lens redshift from the current 11 used in this study, can bring down the uncertainty in H 0 .
In future such high precision time delays will become available from projects such as COSMOGRAIL (Tewes et al. 2012) involving dedicated medium-size telescopes. Also, next generation cosmic surveys such as the Dark Energy Survey (DES), the Large Synoptic Survey Telescope (LSST; Ivezic et al. 2008) and the Euclid mission will detect a large sample of lenses and time delays might be available for a large fraction of them and consequently enabling measurement of H 0 to an accuracy better than 2%. Also, detection of gravitational wave signal from short gamma-ray bursts associated with neutron star binary mergers in
