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Kapitel 1
Einleitung
In seinen Disquisitiones arithmeticae von 1801 bewies C. F. Gauÿ das quadrati-
sche Reziprozitätsgesetz. Mit Hilfe dieses Gesetzes lässt sich entscheiden, ob eine
ungerade Primzahl p ein quadratischer Rest modulo einer anderen ungeraden
Primzahl p′ ist.
In einem Erweiterungskörper F von Q, der die m-ten Einheitswurzeln enthält,
ist es das m-te Potenzrestsymbol, mit dessen Hilfe festgestellt werden kann, ob
ein Element u ∈ OF ein m-ter Potenzrest modulo eines Primideals p ⊆ OF ist.
Bedingung an p ist, dass es über keinem Primteiler von m liegt. Es war also von
Interesse, ein explizites Reziprozitätsgesetz für das m-te Potenzrestsymbol zu n-
den.
Da für ein Ideal b ⊆ OF die Eindeutigkeit der Zerlegung in Primideale gilt, kann
man das Potenzrestsymbol auf multiplikative Art und Weise auf zusammenge-
setzte Ideale und insbesondere auch auf Hauptideale (b) = bOF erweitern. In
dem Fall, dass m = pn eine Primzahlpotenz ist, ist an die Hauptideale (b) die
Bedingung zu stellen, dass sie prim zu dem über der Primzahl p liegenden Prim-
ideal p sein müssen, dass also p nicht in der Primidealzerlegung von (b) vorkommt.
Für diesen Fall, d.h. F = Q(ζ) enthält die pn-ten Einheitswurzeln und b ∈ 1 + p























zum pn-ten Potenzrestsymbol. Dabei ist π = 1− ζ ein Erzeuger von p und S die







erwies sich jedoch als schwierig.
Eine Vereinfachung des Problems wurde durch die Arbeit mit lokalen Körpern
erreicht. Betrachtet wird der Körper Kn = Qp(ζ), wobei ζ eine primitive pn+1-te
1
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Einheitswurzel ist. In diesem Körper deniert man das pn+1-te Hilbertsymbol,
welches mit dem pn+1-ten Potenzrestsymbol in engem Zusammenhang steht.
Im Jahr 1968 bewies K. Iwasawa in seinem Artikel [Iwa2] eine allgemeine explizite
Formel für das pn+1-te Hilbertsymbol im Fall p 6= 2, wobei er die Resultate von
Artin-Hasse verwendete. A. Kudo gab 1971 in [Kudo] ein Gesetz für das pn+1-te
Hilbertsymbol im Fall p = 2 an, welches analog zu Iwasawas explizitem Rezipro-
zitätsgesetz ist.
Das Anliegen dieser Arbeit ist es, die bekannten expliziten Reziprozitätsgesetze
für Hilbertsymbole in Erweiterungskörpern Qp(ζ) von Qp, wobei ζ eine primitive
m-te Einheitswurzel ist, zu formulieren und zu beweisen. Dabei werden zwei Fälle
unterschieden. Zum einen der Fall, dass m teilerfremd zu p ist (vgl. Abschnitt 3.3),
und zum anderen der Fall, dass m = pn+1 eine Potenz einer Primzahl p 6= 2 ist
(vgl. Kapitel 5).
Nach dem Beweis des Zusammenhangs zwischen dem pn+1-ten Potenzrestsym-
bol und dem pn+1-ten Hilbertsymbol in Abschnitt 4.5, werden in Abschnitt 5.1
die beiden Ergänzungssätze für das pn+1-te Hilbertsymbol im lokalen Körper Kn
bewiesen. Die hergestellte Beziehung zwischen Potenzrest- und Hilbertsymbol er-
möglicht es, den Beweis, der in [AHa] für das Potenzrestsymbol geführt wird, auf
das Hilbertsymbol zu übertragen.
In Abschnitt 5.2 wird, dem Artikel [Iwa2] von Iwasawa folgend, das explizite
Reziprozitätsgesetz für das pn+1-te Hilbertsymbol im Körper Kn bewiesen.
Zur Vorbereitung all dieser Überlegungen wird in Kapitel 3 die lokale Klassenkör-
pertheorie behandelt. Sie bildet zusammen mit der Kummertheorie die Grundlage
für die Denition des Hilbertsymbols.
Ein weiteres Resultat von K. Iwasawa ist die Existenz eines Homomorphismus
ψn, welcher die explizite Formel des Reziprozitätsgesetzes vermittelt. In Kapitel 6
wird die Zerlegung dieses Homomorphismus unter Charakteren der Galoisgruppe
G(Kn/Qp) untersucht. Eine vollständige Behandlung dieses Themas für den Fall
n = 0 erfolgt in Abschnitt 6.2. Ein Ausblick auf die Zerlegung von ψn für n > 0
wird in Abschnitt 6.3 gegeben.
Kapitel 2
Grundlagen
2.1 Erweiterungen lokaler Körper
Seien K ein lokaler Körper mit normierter Exponentialbewertung νK : K ³ Z
und πK ein xiertes Primelement von K, d.h. es gilt νK(πK) = 1. Mit
OK =
{




x ∈ K : νK(x) = 0
}
seien der Bewertungsring bzw. seine Einheiten bezeichnet. Das maximale Ideal
von OK ist mK = πKOK .
Sei L/K eine Erweiterung vom Grad
[L : K] = n.








, α ∈ L,
(vgl. [Lor2],  23, Satz 4). Man hat somit νK : L → 1nZ. Das Bild von L unter
dieser Abbildung ist eine Untergruppe von 1nZ, welche die Gestalt 1eZ hat. Dabei
ist e ∈ N ein Teiler von n. Die Zahl e heiÿt Verzweigungsindex der Erweiterung
L/K. Folglich gilt für die normierte Exponentialbewertung νL : L ³ Z
νL = e νK .
Elemente πL ∈ L mit νL(πL) = 1 heiÿen Primelemente von L, für ein Primelement
πL gilt
πeL = uπK
mit einer Einheit u ∈ O∗L. Seien λ und κ die Restklassenkörper von L bzw. K,
d.h. λ = OL/mL und κ = OK/mK . Der Grad der Körpererweiterung λ/κ,
f = [λ : κ],
3
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heiÿt Trägheitsgrad der Erweiterung L/K. Schreibt man κ = Fq, so ist λ = Fqf .
Zwischen dem Grad n der Erweiterung L/K, dem Verzweigungsindex e und dem
Trägheitsgrad f besteht die Beziehung
n = ef
(vgl. [Lor2],  24, Satz 1). Im Fall n = f, e = 1 heiÿt die Erweiterung L/K
unverzweigt, im Fall n = e, f = 1 nennt man sie sie rein verzweigt.
Zu jeder endlichen Erweiterung L/K existiert ein Zwischenkörper K̃, so dass
[K̃ : K] = f und [L : K̃] = e. Dieser Körper K̃ heiÿt maximal unverzweigte
Erweiterung von K (vgl. [Lor2],  24, Satz 3 (iv)).
Ist L/K eine endliche unverzweigte Erweiterung, so ist L/K galoissch. Für die
Galoisgruppe gilt
G(L/K) ∼= G(λ/κ) ∼= G(Fqf /Fq).
Die Gruppe auf der rechten Seite ist zyklisch und wird von dem Automorphismus
ϕ : x 7→ xq erzeugt. Das ϕ entsprechende Element ϕL/K aus G(L/K) heiÿt Fro-
beniusautomorphismus von L/K (vgl. [Lor2],  24, Satz 4 (iii) und [Neu], Kap.II,
 7, Satz (7.12) (ii)).
Da bei den Betrachtungen des Hilbertsymbols ein Körper zugrunde liegt, der
die m-ten Einheitswurzeln enthält, soll nun die Frage untersucht werden, welche
Einheitswurzeln bereits in Qp enthalten sind. Allgemeiner wird gleich die Struktur
von Einheitswurzel-Erweiterungen Qp(ζ)/Qp untersucht.
Satz 2.1 Sei ζm eine primitive m-te Einheitswurzel.
(i) Im Fall (m, p) = 1 ist Qp(ζm)/Qp eine unverzweigte Erweiterung vom Grad
f , wobei f der kleinste Exponent ist, für den m
∣∣ (pf − 1) gilt (vgl. [Neu],
Kap.II,  7, Satz (7.12)).
(ii) Ist m = pk eine p-Potenz, so ist Qp(ζm)/Qp eine rein verzweigte Erweiterung
vom Grad e = ϕ(m) = (p − 1)pk−1. Das Element π = 1 − ζm ist ein
Primelement von Qp(ζm).
Insbesondere enthält Qp im Fall m
∣∣ (p− 1) alle m-ten Einheitswurzeln.
Beweis von (ii): Sei m = pk eine p-Potenz. Das Minimalpolynom von ζm über





Xpk−1 − 1 = 1 + X
pk−1 + X2p
k−1
+ . . . + X(p−1)p
k−1
,
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woraus ersichtlich ist, dass
n := [Qp(ζm) : Qp] = (p− 1)pk−1.
Sei π = 1− ζm. Dann ist π Nullstelle des Polynoms




Wegen π = 1 − ζm und ζm = 1 − π gilt Qp(ζm) = Qp(π). Somit ist g das
Minimalpolynom von π über Qp, denn es ist normiert und hat den richtigen Grad.
Das Absolutglied von g ist
g(0) = f(1) = p,
demnach gilt NQp(ζm)/Qp(π) = p. Sei mit ν die eindeutige Fortsetzung der p-















Im allgemeinen ist ν eine Abbildung ν : Qp(ζm) ³ 1eZ, wobei e, der Verzwei-
gungsindex der Erweiterung Qp(ζm)/Qp, ein Teiler von n ist. Da mit π ein Ele-
ment gefunden ist, für das ν(π) = 1n gilt, ist gezeigt, dass e = n ist. Somit ist
Qp(ζm)/Qp eine rein verzweigte Erweiterung. Auÿerdem ist damit bewiesen, dass
π ein Primelement von Qp(ζm) ist, da es minimale Bewertung hat.
QED
2.2 Die Logarithmus- und Exponentialfunktion
In diesem Abschnitt werden die Logarithmus- und Exponentialfunktion auf ei-
nem lokalen Körper eingeführt und eine wichtige Eigenschaft dieser Funktionen
angegeben.
Satz 2.2 Sei K/Qp eine endliche Körpererweiterung. Das maximale Ideal im Be-
wertungsring OK sei mit mK bezeichnet. Dann gibt es einen eindeutig bestimmten,
stetigen Homomorphismus
log : K∗ → K
mit log p = 0, der für 1− x ∈ (1 + mK) die Reihendarstellung





besitzt. Insbesondere gilt log(xy) = log(x)+ log(y) für x, y ∈ (1+mK) (vgl. [Neu],
Kap.II,  5, Satz (5.4) und Beweis).
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Aus der Funktionalgleichung folgt für eine Einheitswurzel ζ in K, dass log(ζ) = 0.
Satz 2.3 Sei exp(x) := ∑k≥0 x
k
k! . Für eine endliche Erweiterung K/Qp mit Ver-
zweigungsindex e sind exp und log im Fall r > ep−1 zueinander inverse Isomor-
phismen
exp : mrK → (1 + mrK), log : (1 + mrK) → mrK ,
(vgl. [Neu], Kap.II,  5, Satz (5.5)).
Kapitel 3
Lokale Klassenkörpertheorie
In dem folgenden Kapitel wird die lokale Klassenkörpertheorie (Theorem 3.7)
vorgestellt. Zusammen mit der Kummertheorie (Satz 3.10) bildet sie die Grund-
lage für die Denition des Hilbertsymbols. Zum Abschluss des Kapitels wird das
explizite Reziprozitätsgesetz im teilerfremden Fall (m, p) = 1 bewiesen (Theo-
rem 3.12).
3.1 Lokale Klassenkörpertheorie
Die Hauptaussage der lokalen Klassenkörpertheorie ist die Existenz eines Isomor-
phismus




für eine endliche abelsche Galois-Erweiterung L/K lokaler Körper. Dabei bezeich-




wobei G(L/K)ab = G(L/K)
/
G′(L/K) die gröÿte abelsche Faktorgruppe ist.
Mit G′(L/K) ist die Kommutatoruntergruppe von G(L/K) bezeichnet. Die Fak-
torgruppe G(L/K)ab korrespondiert mit der gröÿten abelschen Teilerweiterung
Lab/K von L/K.
Ausgangspunkt der folgenden Betrachtungen ist ein lokaler Körper k mit endli-
chem Restklassenkörper κ = Fq. Sei k̄ der separable Abschluss des Körpers k.
Dann ist k̄/k eine unendliche Galois-Erweiterung, die alle endlichen galoisschen
Erweiterungen K/k umfasst. Die Galois-Gruppe
G := G(k̄/k)
7
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ist eine pro-endliche Gruppe, und zwar als projektiver Limes der Gruppen G(K/k),




Der projektive Limes wird bezüglich der Einschränkungsabbildungen
G(K ′/k) → G(K/k), τ 7→ τ |K
gebildet, wobei K ⊆ K ′. Versieht man die endlichen Galoisgruppen G(K/k) mit
der diskreten Topologie, d.h. der Topologie, die durch die Potenzmenge gegeben
ist, und betrachtet die Produkttopologie auf
∏








als Teilmenge des Produkts zu einer topologischen Gruppe. Diese Topologie heiÿt
Krulltopologie. In ihr ist durch
{
σG(k̄/K), K/k endlich, galoissch
}
eine oene Umgebungsbasis des Elementes σ ∈ G(k̄/k) gegeben (vgl. [Lor1],  12,
F5 und Denition davor, und [Neu], Kap. IV,  1, Ausführungen vor Satz (1.1)).
Das Einselement besitzt somit eine Umgebungsbasis, die aus lauter Normalteilern
besteht.
Satz 3.1 (Hauptsatz der Galoistheorie) Die Zuordnung
F ←→ G(k̄/F ) =: GF
von Zwischenkörpern F von k̄/k zu den abgeschlossenen Untergruppen GF von
G(k̄/k) ist eineindeutig. Der Körper F ist der Fixkörper der Gruppe GF (vgl. [Lor1],
 12, Satz 4).
Lemma 3.2 Jede oene Untergruppe H von G = G(k̄/k) ist abgeschlossen. Eine
Untergruppe von G ist genau dann oen, wenn sie endlichen Index in G hat.
Beweis: Sei H ⊆ G eine oene Untergruppe. Dann ist ihr Komplement als Ver-
einigung der oenen Nebenklassen σH, σ ∈ G, σ 6= id, ebenfalls oen. Also ist
H abgeschlossen.
Sei H oen mit Zwischenkörper F , d.h. H = G(k̄/F ). Dann gilt
G/H ∼= G(k̄/k)
/
G(k̄/F ) ∼= G(F/k). (3.1)
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Da H oen ist, enthält es eine Menge G(k̄/L), wobei L/k endlich und abelsch
ist. Aus G(k̄/L) ⊆ G(k̄/F ) = H folgt F ⊆ L. Somit sind auch F/k und G(F/k)
endlich, d.h. H hat endlichen Index in G.
Sei jetzt H eine abgeschlossene Teilmenge mit endlichem Index in G und Fixkörper
F . Durch Anwendung von Gleichung (3.1) auf diese Situation folgt die Endlichkeit
von G(F/k) und somit ist auch die Endlichkeit von F/k. Sei F̂ die normale Hülle
von F . Dann ist die Erweiterung F̂ /k endlich und galoissch. Aus F ⊆ F̂ folgt
G(k̄/F̂ ) ⊆ G(k̄/F ) = H. Da G(k̄/F̂ ) oen ist, ist auch H als Vereinigung der
oenen Nebenklassen σG(k̄/F̂ ), σ ∈ G(k̄/F ), σ 6= id, oen.
QED
Sei k̃/k die maximal unverzweigte Erweiterung von k̄/k, d.h. k̃ ist das Komposi-
tum aller unverzweigten Erweiterungen von k (vgl. [Neu], Kap.II,  7, Denition
(7.4)). Dann gilt
G(k̃/k) ∼= G(Fq/Fq) (3.2)
(vgl. [Neu], Kap.II,  7, Satz (7.5)). Für eine endliche Erweiterung Fqn/Fq ist
G(Fqn/Fq) ∼= Z/nZ. Bei diesem Isomorphismus wird die 1 auf den Automorphis-




der projektive Limes der Z/nZ bezüglich der Projektionen Z/nZ→ Z/mZ, m|n.
Dann besteht die Isomorphie G(Fq/Fq) ∼= Ẑ, also
ι : G(k̃/k) ∼= Ẑ (3.3)
(vgl. [Neu], Kap.IV,  2, Beispiele 4 und 5). Mit Hilfe des Chinesischen Restsatzes
Z/nZ ∼= ∏p Z
/





Versieht man Ẑ in analoger Weise wie G mit einer Topologie, d.h. die endlichen
Gruppen Z/nZ werden mit der diskreten Topologie versehen und Ẑ erhält die
induzierte Topologie des direkten Produktes, so ergeben sich als die oenen Un-
tergruppen von Ẑ genau die Untergruppen nẐ, n ∈ N (vgl. [Neu], Kap.IV,  2,
Beispiel 4).
Als Resultat dieser Betrachtungen erhält man einen surjektiven Homomorphismus
d : G(k̄/k) ³ Ẑ
mit Kern I. Da I ⊆ G(k̄/k) eine abgeschlossene Untergruppe ist, hat I die Gestalt
I = G(k̄/F ) mit einem Zwischenkörper F . Es gilt
G(k̃/k) ∼= Ẑ ∼= G(k̄/k)
/
I ∼= G(F/k),
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woraus F = k̃ folgt. Folglich ist I = G(k̄/k̃).
Lemma 3.3 Der Homomorphismus d ist stetig.
Beweis: Der Homomorphismus d ist die Hintereinanderausführung der Einschrän-
kungsabbildung ρ : G(k̄/k) → G(k̃/k) und des Isomorphismus ι aus Gleichung
(3.3),
d : G(k̄/k)
ρ−→ G(k̃/k) ι−→ Ẑ.
Um die Stetigkeit von d zu zeigen, genügt es, die Stetigkeit der Abbildungen ι
und ρ zu zeigen. Zuvor sei angemerkt, dass die von G(k̄/k) auf G(k̃/k) induzierte
Topologie die Krulltopologie von G(k̃/k) ist (vgl. [Lor1],  12, Ende der Bemer-
kungen nach Satz 4).










Es hat demnach endlichen Index in G(k̃/k) und ist somit oen. Folglich ist ι
stetig.
Sei G(k̃/K) ein Element der oenen Basisumgebung der Eins in G(k̃/k), d.h.
K/k ist endlich und galoissch. Das Urbild dieser Menge unter der Abbildung ρ
ist die Menge G(k̄/K), welche ein Element der oenen Basisumgebung der Eins
in G(k̄/k) ist. Somit ist auch ρ stetig.
QED
Für einen Zwischenkörper K werde die Abbildung
G(k̄/K) → Ẑ (3.4)
betrachtet, welche durch Einschränkung von d auf G(k̄/K) entsteht. Diese Abbil-
dung hat das Bild fKẐ, wobei
fK =
∣∣ Ẑ/d(G(k̄/K)) ∣∣ .




d : G(k̄/K) ³ Ẑ
surjektiv und hat denselben Kern wie (3.4), nämlich
IK := G(k̄/K) ∩ I = G(k̄/K) ∩G(k̄/k̃) = G(k̄/Kk̃) = G(k̄/K̃).
Dabei bezeichnet K̃ die maximal unverzweigte Erweiterung von K. Mit dieser
Beziehung erhält man einen Isomorphismus
dK : G(K̃/K) ' Ẑ. (3.5)
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Das Element ϕK ∈ G(K̃/K) mit dK(ϕK) = 1 ∈ Ẑ heiÿt Frobenius über K.
Somit kann man G(K̃/K) mit {ϕnK , n ∈ Ẑ} identizieren. Für eine galoissche
Erweiterung L/K sei Frob(L̃/K) die Halbgruppe
Frob(L̃/K) :=
{




σ ∈ G(L̃/K) : σ| eK = ϕnK , n ∈ N\{0}} ⊆ G(L̃/K).
Ist die Erweiterung L/K endlich, so ist die Abbildung
Frob(L̃/K) ³ G(L/K)
surjektiv (vgl. [Neu], Kap.IV,  4, Satz (4.4)). Somit kann jedes σ ∈ G(L/K) zu
einem σ̃ ∈ Frob(L̃/K) angehoben werden. Dieses σ̃ ist dann der Frobenius über
seinem Fixkörper Σ, d.h. σ̃ = ϕΣ (vgl. [Neu], Kap.IV,  4, Satz (4.5)). Dabei ist
der Fixkörper zu einem Element τ ∈ G(k̄/k) als der Fixkörper des Abschlusses
〈τ〉 der von τ erzeugten Untergruppe {τn, n ∈ Z} ⊆ G(k̄/k) deniert.
Für eine endliche galoissche Erweiterung L/K lokaler Körper sei die Reziprozi-
tätsabbildung gemäÿ
reL/K : Frob(L̃/K) → K∗/NeL/KL̃∗, σ 7→ NΣ/K(πΣ) mod NeL/KL̃∗
deniert. Dabei bezeichnen Σ den Fixkörper zu σ und πΣ ein Primelement aus
Σ∗. Die Reziprozitätsabbildung ist unabhängig von der speziellen Wahl des Prim-
elements und multiplikativ (vgl. [Neu], Kap.IV,  5, Denition (5.2) und Satz
(5.5)). Damit ist gemeint, dass für σ1σ2 = σ3 in Frob(L̃/K) mit Fixkörpern Σi
und Primelementen πi die Beziehung
NΣ1/K(π1)NΣ2/K(π2) ≡ NΣ3/K(π3) mod NeL/KL̃∗
gilt. Wegen NeL/K = NL/K ◦ NeL/L besteht die Beziehung NeL/KL̃∗ ⊆ NL/KL∗.
Zusammen mit der Surjektivität der Abbildung Frob(L̃/K) ³ G(L/K) ergibt sich
für jede endliche Galois-Erweiterung L/K der Reziprozitätshomomorphismus.
Denition 3.4 Der Reziprozitätshomomorphismus
















σ - NΣ/K(πΣ) mod NeL/KL̃∗
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Er ist unabhängig von der speziellen Wahl des Urbildes σ̃ von σ (vgl. [Neu],
Kap.IV,  5, Satz (5.6)).
Für unverzweigte Erweiterungen L/K hat der Reziprozitätshomomorphismus rL/K
folgende Eigenschaft.
Satz 3.5 Sei L/K eine endliche unverzweigte Erweiterung lokaler Körper. Dann
wird der Frobeniushomomorphismus ϕL/K ∈ G(L/K) auf ein Primelement von
K abgebildet,
rL/K(ϕL/K) = πK mod NL/KL
∗.
Dabei ist der Frobeniushomomorphismus ϕL/K als das Bild von ϕK unter der
Surjektion
G(K̃/K) ³ G(L/K)
deniert. Seien n = [L : K] der Grad der Körpererweiterung L/K sowie κ ∼= Fq
und λ die Restklassenkörper von K bzw. L. In der Sequenz
Ẑ ∼= G(K̃/K) ³ G(L/K) ∼= G(λ/κ) ∼= Z/nZ (3.6)
entsprechen sich die Elemente 1 7→ ϕK 7→ ϕL/K 7→ (x 7→ xq) 7→ 1 gegenseitig
(vgl. Gleichung (3.2) und die Bemerkungen nach Gleichung (3.5)). Der Frobeni-
ushomomorphismus ϕL/K induziert somit auf dem Restklassenkörper den Homo-
morphismus x 7→ xq.
Beweis von Satz 3.5: Da L/K unverzweigt ist, gilt L̃ = K̃. Nach Denition von
ϕL/K ist ϕK ∈ G(K̃/K) = G(L̃/K) ein Urbild von ϕL/K . Der Fixkörper von ϕK
ist K, so dass
reL/K(ϕK) = πK mod NeL/KL̃∗ 7→ πK mod NL/KL∗,
also rL/K(ϕL/K) = πK mod NL/KL∗.
QED
Um zu zeigen, dass rL/K ein Isomorphismus ist, wie eingangs erwähnt, reicht
es nach [Neu] (vgl. Kap.IV,  6, Klassenkörperaxiom (6.1), Theorem (6.3) und
Kap.IV,  3, Bemerkung vor Axiom (3.1)) aus, das folgende Theorem zu überprü-
fen. Obwohl es nur Aussagen über zyklische Körpererweiterungen enthält, impli-
ziert es die Behauptung von Theorem 3.7 über den Reziprozitätshomomorphismus
für alle endlichen galoisschen Erweiterungen.
Theorem 3.6 (Klassenkörperaxiom) Für jede zyklische Erweiterung L/K lo-
kaler Körper gilt
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(i)
∣∣ K∗/NL/KL∗
∣∣ = [L : K],





Dabei bezeichnen NL/KL∗ = {x ∈ L : NL/K(x) = 1} die Norm-Eins-Gruppe
und IG(L/K)L∗ die Untergruppe der Norm-Eins-Gruppe, die von Elementen der
Form σxx , x ∈ L∗, σ ∈ G(L/K), erzeugt wird. Damit ergibt sich eine andere
Formulierung von Hilberts Satz 90.
Für eine zyklische Erweiterung L/K mit Erzeuger σ ∈ G(L/K) hat
ein Element y ∈ L∗ genau dann die Norm NL/K(y) = 1, wenn es in
der Form y = σxx mit x ∈ L∗ geschrieben werden kann.
Da das Klassenkörperaxiom im Falle lokaler Körper erfüllt ist (vgl. [Neu], Kap.V,
 1, Theorem (1.1)), ist der oben betrachtete Reziprozitätshomomorphismus rL/K
surjektiv und hat den Kommutator G′(L/K) als Kern (vgl. [Neu], Kap.V,  1,
Theorem (1.3)).
Theorem 3.7 (Lokales Reziprozitätsgesetz) Für jede endliche galoissche Er-
weiterung L/K lokaler Körper hat man einen Isomorphismus
rL/K : G(L/K)
ab → K∗/NL/KL∗.
3.2 Lokales Normrestsymbol und Kummertheorie
Als Umkehrabbildung des Reziprozitätshomomorphismus ergibt sich für jede end-
liche Galois-Erweiterung L/K lokaler Körper eine surjektive Abbildung
( . , L/K) : K∗ → G(L/K)ab, a 7→ (a, L/K) (3.7)
mit dem Kern NL/KL∗, das lokale Normrestsymbol.
Sei L = Qp(ζ) mit einer primitiven m-ten Einheitswurzel ζ. Dann ist L/Qp eine
endliche abelsche Galois-Erweiterung. Das Bild (a, L/Qp) eines Elementes a ∈ Q∗p
unter dem lokalen Normrestsymbol ist ein Automorphismus σa der Galoisgrup-
pe G(L/Qp), der durch seine Wirkung auf ζ festgelegt ist. Da die Elemente der
Galoisgruppe primitive m-te Einheitswurzeln wieder auf primitive m-te Einheits-
wurzeln abbilden, gilt
(a, L/Qp)ζ = ζua
mit einem von a abhängigen Exponenten ua. Zur Bestimmung dieses Exponenten
ist eine Fallunterscheidung notwendig.
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Satz 3.8 Sei L = Qp(ζ) mit einer primitiven m-ten Einheitswurzel ζ. Dann gel-
ten für das lokale Normrestsymbol ( . , L/Qp) folgende Aussagen.
(i) Im Fall (m, p) = 1 gilt
(a, L/Qp)ζ = ζp
vp(a)
.
Dabei ist vp die eindeutige Fortsetzung der p-adischen Bewertung von Qp
nach L.
(ii) Falls m = pn eine p-Potenz ist, gilt
(a, L/Qp)ζ = ζu
−1
,
wobei a = upvp(a). Hier bezeichnet ζu−1 eine Potenz ζr mit einem r ∈ Qp,
für welches ru ≡ 1 mod pn gilt (vgl. [Neu], Kap.V,  2, Theorem (2.4)).
Beweis von (i): Da L/Qp nach Satz 2.1unverzweigt ist, ergibt sich die Behauptung
als direkte Folgerung aus Satz 3.5.
QED
Als Verallgemeinerung von Satz 3.5 ergibt sich, dass das lokale Normrestsymbol
für unverzweigte Erweiterungen L/K durch
(a, L/K) = ϕνK(a)L/K
gegeben ist. Dabei ist ϕL/K der Frobeniushomomorphismus und νK die Fortset-
zung der Bewertung von K.
Das lokale Reziprozitätsgesetz gibt die Möglichkeit einer Klassizierung der end-
lichen abelschen Erweiterungen L/K lokaler Körper, wie auch bei [Neu], Kap.V,
 1, Theorem (1.4), nachgelesen werden kann. Die Zuordnung
L ←→ NL := NL/KL∗
ist eine eineindeutige Abbildung zwischen den endlichen abelschen Erweiterungen
von K und den oenen Untergruppen N von K∗ mit endlichem Index in K∗.
Die Topologie von K∗ ist durch die Bewertung νK von K gegeben. Gehören L
und N zusammen, so heiÿt N Normengruppe der Erweiterung L/K und L heiÿt
Klassenkörper von N .
Für spezielle Erweiterungen L/K seien die Normengruppen angegeben.
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Satz 3.9
(i) Seien K ein Körper, der die n-ten Einheitswurzeln enthält, und L = K( n
√
K∗).
Dann ist die Erweiterung L/K abelsch und es gilt
NL/KL
∗ = K∗n
(vgl. [Neu], Kap.V,  1, Satz (1.5)).
(ii) Seien p 6= 2 eine Primzahl, K = Qp und Kn = Qp(ζn) mit einer primitiven
pn+1-ten Einheitswurzel ζn. Dann ist
NKn/QpK
∗
n = 〈p〉 × (1 + pn+1Zp),
wobei 〈p〉 = {pj , j ∈ Z}.
Beweis von (ii): Zuerst soll (1+pn+1Zp) ⊆ NKn/QpK∗n gezeigt werden. Dazu wird
die Abbildung
ϕ : pkZp → pk+sZp, a 7→ (p− 1)psa
betrachtet. Wegen vp
(
(p − 1)psa) = s + vp(a) ≥ s + k für vp(a) ≥ k ist ϕ
wohldeniert. Auÿerdem ist ϕ ein Gruppenhomomorphismus. Um zu zeigen, dass
ϕ ein Isomorphismus ist, wird die Umkehrabbildung
ϕ′ : pk+sZp → pkZp, b = psb′ 7→ b
′
p− 1
angegeben. Diese Abbildung ist wohldeniert, da sich jedes b ∈ pk+sZp eindeutig
als psb′ mit b′ ∈ pkZp schreiben läÿt, und da p − 1 eine Einheit in Zp ist. Es ist
leicht zu sehen, dass ϕ und ϕ′ invers zueinander sind.
Nach Satz 2.3 ist die Exponentialabbildung
exp : pkZp → (1 + pkZp)
wegen p > 2 für k ≥ 1 ein Isomorphismus. Durch diesen wird der Isomorphismus
ϕ in den Isomorphismus
ψ : (1 + pkZp) → (1 + pk+sZp), x 7→ x(p−1)ps ,
überführt. Für k = 1 und s = n erhält man (1 + pn+1Zp) ∼= (1 + p Zp)(p−1)pn ,
woraus (1+pn+1Zp) ⊆ NKn/QpK∗n folgt, da die Erweiterung Kn/Qp nach Satz 2.1
den Grad (p− 1)pn hat.
Ebenfalls nach Satz 2.1 ist πn = 1− ζn ein Primelement von Kn. Aus dem Beweis
zu Satz 2.1, Teil (ii), erkennt man, dass πn die Norm
NKn/Qp(πn) = p
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hat. Es folgt 〈p〉× (1+ pn+1Zp) ⊆ NKn/QpK∗n. Nach dem lokalen Reziprozitätsge-
setz (Theorem 3.7) hat die Gruppe NKn/QpK∗n den Index (p− 1)pn in Q∗p. Somit
genügt es zu zeigen, dass 〈p〉 × (1 + pn+1Zp) in Q∗p ebenfalls den Index (p− 1)pn
hat. Nach [Lor2],  25, F6, hat Q∗p die Darstellung Q∗p = 〈p〉 × µp−1 × (1 + p Zp).
Hier bezeichnet µp−1 die Gruppe der (p− 1)-ten Einheitswurzeln. Folglich gilt
Q∗p
/(〈p〉 × (1 + pn+1Zp)
) ∼= µp−1 × (1 + p Zp)
/
(1 + pn+1Zp).
Unter Verwendung der Logarithmus-Abbildung, die für k ≥ 1 ein Isomorphismus
(1 + pkZp) → pkZp ist (vgl. Satz 2.3), erhält man
(1 + p Zp)
/






∣∣µp−1 × (1 + p Zp)
/
(1 + pn+1Zp)
∣∣ = (p− 1)pn folgt.
QED
Im folgenden soll die Kummertheorie kurz vorgestellt werden, die Resultate sind
auch bei [Lor1] (vgl.  14, Satz 4 und Denition davor) zu nden.
Satz 3.10 (Kummertheorie) Betrachtet wird ein Körper K, der die m-ten
Einheitswurzeln enthält. Dann ist die Zuordnung
A ←→ LA := K( m
√
A)
eine eineindeutige Abbildung zwischen den Untergruppen A ⊆ K∗ mit K∗m ⊆ A
und den abelschen Erweiterungen L/K vom Exponent m, d.h. für alle σ ∈ G(L/K)
gilt σm = id. Dabei ist die Erweiterung LA/K genau dann endlich, wenn es die
Faktorgruppe A/K∗m ist. In diesem Fall gelten die Isomorphien
G(LA/K) ∼= (A/K∗m)× und G(LA/K)× ∼= A/K∗m.
Mit H× ist die Charaktergruppe zu H bezeichnet, d.h. die Menge aller Homomor-
phismen H → K∗. Da die hier betrachteten Gruppen den Exponenten m haben,
bilden die Homomorphismen in die Gruppe µm(K) der m-ten Einheitswurzeln






3.3 Hilbertsymbol und explizites Reziprozitätsgesetz
Aus der Verbindung des lokalen Reziprozitätsgesetzes (Theorem 3.7) mit der
Kummertheorie (Satz 3.10) ergibt sich das Hilbertsymbol. Betrachtet werden ein
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lokaler Körper K, der die m-ten Einheitswurzeln enthält, und die Erweiterung
L = K( m
√
K∗). Diese Erweiterung ist galoissch und abelsch. Nach dem lokalen






K∗m ∼= G(L/K), a 7→ σa := (a, L/K).
Mit der Kummertheorie ergibt sich der Isomorphismus
K∗/K∗m ∼= G(L/K)×, b 7→ χb.
Aus der Paarung
G(L/K)×G(L/K)× → µm(K), (σ, χ) 7→ χ(σ)
erhält man somit das m-te Hilbertsymbol als nicht ausgeartete, bi-multiplikative
Abbildung
( . , . )m : K∗/K∗m ×K∗/K∗m → µm(K), (a, b) 7→ (a, b)m. (3.8)
Das Hilbertsymbol hat folgende grundlegende Eigenschaften.
Satz 3.11 Für alle a, a′, a′′, b, b′, b′′ ∈ K∗ gilt
(i) (a′a′′, b)m = (a′, b)m(a′′, b)m,
(a, b′b′′)m = (a, b′)m(a, b′′)m.
(ii) Ist (a, b)m = 1 für alle b ∈ K∗, so ist a ∈ K∗m.








(iv) Es gilt (a, b)m = (b, a)−1m .
(v) Es gilt (a, 1− a)m = 1 und (a,−a)m = 1.
Insbesondere folgt aus Eigenschaft (i), dass (a−1, b)m = (a, b)−1m gilt.
Beweis: Die Punkte (i) und (ii) ergeben sich direkt aus der Paarung, Punkt (iv)
folgt aus Punkt (v) (vgl. [Neu], Kap.V,  3, Satz (3.2)). Der dritte Punkt ergibt
sich, wenn man das Hilbertsymbol zum lokalen Normrestsymbol in Beziehung





b = (a, L/K) m
√




gegeben (vgl. [Neu], Kap.V,  3, Satz (3.1)). Dies bedeutet, dass der durch das
lokale Normrestsymbol gegebene Automorphismus (a, L/K) auf m
√
b durch Mul-
tiplikation mit der m-ten Einheitswurzel (a, b)m wirkt.
QED
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Nach dieser allgemeinen Denition ist es nun von Interesse, explizite Formeln für
das Hilbertsymbol im Fall einer Einheitswurzelerweiterung von Qp zu bestimmen.
Dazu ist eine Fallunterscheidung bezüglich m nötig.
Seien K = Qp(ζ) mit einer primitiven m-ten Einheitswurzel ζ und L = K( m
√
K∗).
Es werde der Fall (m, p) = 1 betrachtet. Seien νK die normierte Exponentialbewer-
tung und q die Elementezahl des Restklassenkörpers von K. Nach Satz 2.1 enthält
K die Gruppe µq−1 der (q − 1)-ten Einheitswurzeln. Nach [Lor2],  25, F6, hat
die Einheitengruppe O∗K des Bewertungsringes von K die Darstellung
O∗K = µq−1 × (1 + mK),
wobei mK das maximale Ideal von OK bezeichnet. Folglich gilt nach Wahl eines
Primelementes πK
K∗ = 〈πK〉 × µq−1 × (1 + mK).
Für jedes u ∈ K∗ existiert also eine eindeutige Zerlegung u = πrK ω(u) 〈u〉 mit
r ∈ Z, ω(u) ∈ µq−1 und 〈u〉 ∈ (1 + mK). Für u ∈ O∗K gilt u ≡ ω(u) mod mK .
Theorem 3.12 (Explizites Reziprozitätsgesetz) Seien K = Qp(ζ) mit einer
primitiven m-ten Einheitswurzel ζ und L = K( m
√
K∗). Im Fall (m, p) = 1 ist das
m-te Hilbertsymbol für a, b ∈ K∗ durch die Formel








Beweis: Für a, b ∈ K∗ werde das Produkt







deniert. Dieses ist in beiden Einträgen multiplikativ, da die Abbildung x 7→ ω(x)
für x ∈ K∗ multiplikativ ist. Insbesondere gilt 〈a, b〉 = 〈b, a〉−1. Somit genügt es,
die Fälle a = πK , b = −πK und a = πK , b ∈ O∗K sowie a, b ∈ O∗K zu betrachten.
Für a = πK , b = −πK gilt nach Satz 3.11, Teil (v), dass (πK ,−πK)m = 1. An-
dererseits ist 〈πK ,−πK〉 = ω(1)
q−1
m = 1. Damit ist die Gleichheit (a, b)m = 〈a, b〉
für diesen Fall gezeigt.
Seien nun a = πK und b = u ∈ O∗K . Dann gilt 〈πK , u〉 = ω(u)
q−1
m . Sei y = m√u. Es
soll gezeigt werden, dass K(y)/K unverzweigt ist. Seien κ der Restklassenkörper
von K und κ′ der Zerfällungskörper von
Xm − u mod mK .
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Nach [Lor2],  24, Satz 3, (iii), gehört zu der Körpererweiterung κ′/κ eine eindeu-
tige unverzweigte Erweiterung K ′/K, so dass κ′ der Restklassenkörper von K ′
ist. Da Xm − u nach dem Henselschen Lemma (vgl. [Neu], Kap.II,  4, Lemma
(4.6)) über K ′ in Linearfaktoren zerfällt, gilt K(y) ⊆ K ′. Nach [Neu], Kap.II,  7,
Satz (7.2), ist jede Teilerweiterung einer unverzweigten Erweiterung unverzweigt,
somit ist K(y)/K unverzweigt.
Aus der Unverzweigtheit von K(y)/K folgt mit Satz 3.5, dass das Normrestsym-
bol (πK ,K(y)/K) gerade der Frobeniushomomorphismus ϕK(y)/K der Erweite-
rung K(y)/K ist. Mit dem im Beweis zu Satz 3.11 formulierten Zusammenhang
zwischen Normrest- und Hilbertsymbol folgt




Da der Frobeniushomomorphismus auf dem Restklassenkörper die Potenzierung
mit q induziert, folgt
(πK , u)m ≡ yq−1 ≡ u
q−1
m ≡ ω(u) q−1m ≡ 〈πK , u〉 mod mK .
Somit gilt (πK , u)m = 〈πK , u〉, da sowohl (πK , u)m als auch 〈πK , u〉 (q − 1)-te
Einheitswurzeln sind, und die (q − 1)-ten Einheitswurzeln unter der Abbildung
O∗K →
(OK/mK
)∗ isomorph auf (OK/mK
)∗ = κ∗ abgebildet werden.
Seien nun schlieÿlich a und b Einheiten des Bewertungsringes OK . Dann ist
〈a, b〉 = 1. Sei y = m
√
b. Dann ist K(y)/K nach obiger Argumentation unverzweigt
und mit der Bemerkung nach Satz 3.8 folgt mit vp(a) = 0 für das Normrestsymbol





schlussfolgern. Somit ist auch in diesem Falle (a, b)m = 〈a, b〉 gezeigt.
QED
Im Fall p |m gestaltet sich die Angabe expliziter Formeln für das Hilbertsymbol
schwieriger. Die vorliegende Arbeit widmet sich der Angabe solcher Formeln im




In diesem Kapitel werden vorbereitende Aussagen formuliert, welche für die Be-
weise im Kapitel 5 benötigt werden. Zu Beginn werden zunächst die Bezeichnun-
gen eingeführt, die für die weitere Arbeit bestimmend sind.
Sei p 6= 2 eine Primzahl. Für n ≥ 0 sei Kn = Qp(ζn) mit einer primitiven
pn+1-ten Einheitswurzel ζn. Es sei darauf hingewiesen, dass K0 nicht Qp, son-
dern Qp(ζ0) mit einer primitiven p-ten Einheitswurzel ζ0 ist. Die Einheitswurzeln
ζn, n = 0, 1, 2, . . ., seien so gewählt, dass für m ≥ n die Beziehung ζp
m−n
m = ζn
gilt. Nach Satz 2.1 ist Kn/Qp eine rein verzweigte Erweiterung vom Grad
[Kn : Qp] = (p− 1)pn.
Somit sind die Erweiterungen Km/Kn für m ≥ n ebenfalls rein verzweigt und
haben den Grad [Km : Kn] = pm−n. Für die normierte Exponentialbewertung νn
von Kn gelten die Beziehungen
νn = (p− 1)pnvp und νm = pm−nνn für m ≥ n,
wobei vp die eindeutige Fortsetzung der p-adischen Bewertung von Qp auf Kn
bezeichnet. Sei On der Bewertungsring in Kn. Das Element πn = 1− ζn ist nach
Satz 2.1 ein Primelement in On, das davon erzeugte Ideal mn = πnOn ist das
maximale Ideal des Ringes On. Die Potenzen mrn, r ∈ Z, des maximalen Ideals
lassen sich durch
mrn = {x ∈ On : νn(x) ≥ r}
charakterisieren. Somit ergibt sich für r > s die Enthaltenseinsrelation mrn ⊆ msn.
Für den Restklassenkörper κn von Kn gilt On/mn ∼= Zp/p Zp ∼= Fp.
4.1 Die Logarithmus- und Exponentialfunktion in Kn
Lemma 4.1 In Kn sind
exp : mrn → (1 + mrn) und log : (1 + mrn) → mrn
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für r > pn zueinander inverse Isomorphismen.
Beweis: Da die Erweiterung Kn/Qp den Verzweigungsindex e = (p − 1)pn hat,
ergibt sich das Lemma als eine Folgerung aus Satz 2.3.
QED
Für r, s ∈ N bezeichne (1+mrn)s die multiplikative Gruppe
{
(1+πrny)
s, y ∈ On
}
.
Für diese Gruppen gilt das folgende Lemma.
Lemma 4.2 Für a, b ∈ N mit b ≥ pn gilt
(
1 + mbn
)pa ⊆ 1 + pambn.
Für b > pn gilt sogar
(
1 + mbn
)pa = 1 + pambn.
Beweis: Zunächst wird die Beziehung
1 + pambn = (1 + m
b
n)
pa für a, b ∈ N, b > pn




)pa −→ pa log(1 + mbn) ∼= pambn
ein Isomorphismus. Wegen νn(pa) = a(p− 1)pn gilt pambn = ma(p−1)p
n+b
n . Wieder-












ein Isomorphismus ist. Insgesamt ergibt sich somit die behauptete Beziehung.
Nun ist für b ≥ pn die Enthaltenseinsrelation
(
1 + mbn
)pa ⊆ (1 + pambn
)
= 1 + ma(p−1)p
n+b
n
















Es ist nachzuweisen, dass νn(x− 1) ≥ a(p− 1)pn + b gilt. Dies ist bewiesen, wenn











+ bj ≥ a(p− 1)pn + b
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gezeigt ist. Zunächst muss die Bewertung des Binomialkoezienten bestimmt wer-











· · · p
a − (j − 1)
j − 1 ·
1
j
erkennt man, dass die mittleren Faktoren nicht zur p-Bewertung beitragen, denn
sollte einer der Zähler durch eine Potenz pe teilbar sein, so ist es auch der dazu-













= (p− 1)pn(a− vp(j)
)
+ bj. Sei j = dpe, (d, p) = 1, e > 0.
Dann ist
vp(j)
j − 1 =
e
dpe − 1 ≤
e




pe−1 + . . . + 1
≤ 1
p− 1 .
Diese Abschätzung gilt auch für vp(j) = e = 0. Umgeformt ergibt sich












(p− 1)vp(j) + 1
)
= (p− 1)(b− pn)vp(j) + a(p− 1)pn + b.
Wegen der Voraussetzung an b entspricht der letzte Term der Gleichung einer
steigenden Gerade in vp(j). Der Ausdruck auf der rechten Seite nimmt somit







≥ a(p− 1)pn + b.
Damit ist die Behauptung bewiesen.
QED
4.2 Zur Dierente von Kn
In diesem Abschnitt wird die Dierente der Körpererweiterung Kn/Qp berechnet.
Denition 4.3 Seien L/K eine endliche separable Erweiterung lokaler Körper




f ′(α), falls L = K(α)
0, sonst
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deniert. Die Dierente DL/K der Körpererweiterung L/K ist dann als das durch
alle Element-Dierenten δL/K(α), α ∈ OL, erzeugte Ideal in OK deniert. Im





(vgl. auch [Neu], Kap.III,  2, Satz (2.4)).
Lemma 4.4 Für den Bewertungsring On im Körper Kn gilt On = Zp[πn].
Beweis: Sei e = (p− 1)pn. Dann läÿt sich jedes Element x ∈ Kn in der Form
x = α0 + α1ζn + α2ζ2n + . . . + αe−1ζ
e−1
n
schreiben, wobei αj ∈ Qp. Unter Ausnutzung der Beziehung πn = 1− ζn erkennt
man, dass man x alternativ auch in der Form
x = β0 + β1πn + β2π2n + . . . + βe−1π
e−1
n
mit βj ∈ Qp schreiben kann. Damit x ∈ On, muss νn(x) ≥ 0 gelten, also
νn(x) ≥ min{νn(β0), νn(β1) + 1, . . . , νn(βe−1) + e− 1}
!≥ 0.
Wegen νn(βj) ∈ eZ ist diese Bedingung nur erfüllbar, wenn βj ∈ Zp, d.h. es gilt
On = Zp[πn].
QED
Lemma 4.5 Für m ≥ n gilt mpm−nm = πnOm.
Beweis: Diese Beziehung folgt aus der Beziehung πp
m−n
m = uπn mit einer Einheit
u ∈ O∗m.
QED




Beweis: Nach Denition 4.3 und Lemma 4.4 ist es ausreichend, die Element-
Dierente δKn/Qp(πn) von πn zu berechnen. Das Minimalpolynom von ζn ist das
pn+1-te Kreisteilungspolynom g(X) = X
pn+1 − 1
Xp
n − 1 . Somit ist
f(X) = g(1−X) = (1−X)
pn+1 − 1
(1−X)pn − 1
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das Minimalpolynom für πn = 1 − ζn (vgl. Beweis zum Satz 2.1, Teil (ii)). Für















































0 On = pn+1π−10 On = pn+1π−p
n
n On = pn+1m−p
n
n ,
denn ζn ist eine Einheit in On.
QED
Aus dem Beweis erkennt man, dass man die Dierente Dn alternativ auch als
Dn = pn+1π−10 On schreiben kann.
4.3 Über Spuren und Normen




σx und Nn(x) =
∏
σ∈G(Kn/Qp)
σx für x ∈ Kn.
Bekanntlich kann man die Spur und die Norm eines Elementes an seinem Mini-
malpolynom ablesen. Gilt allgemein L = K(α) und ist
f(X) = Xn + an−1Xn−1 + . . . + a1X + a0
das Minimalpolynom von α über K, so gilt für die Spur SL/K(α) bzw. die Norm
NL/K(α) von α
SL/K(α) = −an−1 und NL/K(α) = (−1)na0
(vgl. [Lor1],  13, Gleichungen (8) und (9) nach Denition 1). Für m > n bezeich-
nen Smn und Nmn die Spur und die Norm Km → Kn. Für m > k > n gelten
die Kompositionsformeln Smn = Skn ◦ Smk und Nmn = Nkn ◦ Nmk (vgl. [Lor1],
 13, F5).
Ziel ist es, zu zeigen, dass
S0(m0) = pZp und Sn(mn) = pnZp für n ≥ 1.
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Dafür werden zunächst die Spuren und Normen der Elemente ζn und πn berechnet.
Lemma 4.7 Für n ≥ 0 gilt
Sn(ζn) =
{
0, n ≥ 1,




(p− 1)pn, n ≥ 1,
p, n = 0,
Nn(πn) = p für n ≥ 0.
Für m ≥ n gilt
Smn(ζm) = 0
Nmn(ζm) = ζn




Beweis: Sei n ≥ 0. Man betrachte die Minimalpolynome




+ . . . + X(p−1)p
n und g(X) = f(1−X)
von ζn bzw. πn über Qp. Im Fall m ≥ n sind
f(X) = Xp
m−n − ζn und g(X) = −f(1−X)
die Minimalpolynome von ζm bzw. πm über Kn, denn sie sind normiert, haben
den richtigen Grad und ζm bzw. πm als Nullstelle.
QED





0, n > e,
−pn, n = e,





0, 0 ≤ e < m− n,
pm−nζam−e, m− n ≤ e ≤ m,
pm−n, m + 1 ≤ e.
Beweis: Sei k = ape mit (a, p) = 1. Dann gilt ζkn = ζan−e. Wegen (a, p) = 1 ist ζan−e
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0, für n > e,
−pn, für n = e,
(p− 1)pn, für n < e,
Sei nun m ≥ n. Ist e ≥ m−n, so kann man e = m−n+ r für ein r ≥ 0 schreiben.















= pm−nζan−r = p
m−nζam−e.



































Insbesondere erkennt man mit Hilfe von On = Zp[πn] = Zp[ζn] (vgl. Lemma 4.4),
dass Sn(On) ≡ 0 mod pn und Smn(Om) ≡ 0 mod pm−n gilt, dass also
Sn(On) = pnZp und Smn(Om) = pm−nOn. (4.1)
Mit Hilfe dieser Vorbereitungen ist es nun möglich, den folgenden Satz zu formu-
lieren.
Satz 4.9 Es gilt S0(m0) = pZp.
Beweis: Es gilt m0 = π0O0 und O0 = Zp[π0]. Somit ist m0 ein Zp-Modul, er-
zeugt von den Potenzen von π0. Aufgrund der Qp-Linearität der Spurabbildung ist
S0(m0) ein Zp-Untermodul von Qp und hat demnach die Gestalt S0(m0) = prZp
für ein r ∈ Z. Ein beliebiges Element x ∈ m0 lässt sich als
x = a1π0 + a2π20 + a3π
3
0 + . . . , ai ∈ Zp,
schreiben. Mit Hilfe der Stetigkeit der Spurabbildung folgt für die Spur von x
S0(x) = a1S0(π0) + a2S0(π20) + a3S0(π
3
0) + . . . .
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Es ist also notwendig, die Spuren der Potenzen πk0 , k ≥ 1, genauer zu untersuchen.
Sei k = k0 + p k1, k0 < p. Dann gilt modulo p
πk0 = (1− ζ0)k0+p k1 ≡ (1− ζ0)k0(1− ζp0 )k1
≡ 0 mod p, falls k1 6= 0.
In diesem Fall erhält man πk0 = py mit einem y ∈ O0. Da S0(y) ∈ Zp für y ∈ O0,





= pS0(y) ≡ 0 mod p.
Ist 0 < k < p, so gilt unter Beachtung von Lemma 4.8






















































) ≥ 1 für alle x ∈ m0. Damit ist gezeigt, dass S0(m0) ⊆ p Zp. Wählt
man speziell x = π0, für welches die Beziehung S0(π0) = p gilt, so erhält man
S0(m0) = pZp.
QED
Lemma 4.10 Sei dn = (n + 1)(p− 1)pn − pn. Dann gilt
Dn = mdnn und Sn(m−dnn ) = Zp.







n On = π(n+1)(p−1)p
n−pn
n On = mdnn .



















= p−1S0(m0) = Zp,
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wobei für die letzte Gleichheit die Beziehung S0(m0) = pZp aus Satz 4.9 benutzt
wurde.
QED
Mit dieser Vorbemerkung läÿt sich nun der nächste Satz formulieren.
Satz 4.11 Für r ∈ Z gilt Sn(mrn) = psZp mit einem gewissen s ∈ Z, welches die
Ungleichung
ens ≤ r + dn < en(s + 1)
erfüllt. Dabei ist dn = (n + 1)(p − 1)pn − pn wie in Lemma 4.10 deniert und
en = (p − 1)pn ist der Grad der Erweiterung Kn/Qp. Insbesondere ergibt sich
Sn(mn) = pnZp für n ≥ 1.
Beweis: Es gilt mrn = πrnOn und On = Zp[πn]. Somit ist mrn ein Zp-Modul. Da
Sn Qp-linear ist, ist Sn(mrn) ein Zp-Untermodul von Qp, hat also die Gestalt
Sn(mrn) = p
sZp für ein s ∈ Z.
Sei s so gewählt, dass es die Ungleichung des Satzes erfüllt. Wegen ens− dn ≤ r
gilt dann
mrn ⊆ psm−dnn = mens−dnn




Wendet man auf beide Enthaltenseinsrelationen Sn an und beachtet Lemma 4.10,
so erhält man





















1, n = 0,
n, n ≥ 1.
Hier bezeichne [x] die kleinste ganze Zahl, die kleiner oder gleich x ist. Insbeson-
dere erhält man Sn(mn) = pnZp für n ≥ 1 und S0(m0) = p Zp, wie bereits in
Satz 4.9 gezeigt wurde.
QED
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An dieser Stelle sei noch eine oft verwendete Abschätzung angegeben.





> νn(x) + dn − en = νn(x) +
(
n(p− 1)− 1)pn.
Beweis: Setzt man r := νn(x) und wählt s wie in Satz 4.11, so erhält man x ∈ mrn




) ≥ ens > r + dn − en = νn(x) + dn − en.
QED
4.4 Das Potenzrestsymbol
In seinem Artikel [Iwa2] beweist K. Iwasawa eine allgemeine Formel für das
pn+1-te Hilbertsymbol im Körper Kn der pn+1-ten Einheitswurzeln. Als Spezi-
alfälle dieser Formel ergeben sich die klassischen Formeln von E. Artin und H.
Hasse (siehe [AHa]). Da diese jedoch zum Beweis der allgemeinen Formel benö-
tigt werden, ist es notwendig, zunächst die beiden Ergänzungssätze zu beweisen.
Die beiden Ergänzungssätze werden im bereits erwähnten Artikel [AHa] mit Hilfe
des Potenzrestsymbols im Körper der m-ten Einheitswurzeln formuliert. Aus die-
sem Grund wird in diesem Abschnitt zunächst das Potenzrestsymbol eingeführt.
Seien F = Q(ζ) mit einer primitiven m-ten Einheitswurzel ζ und p ein Primideal
in OF prim zu m, d.h. (m, p) = 1 wenn p über der Primzahl p liegt.






:= (π, u)m = ω(u)
q−1
m
deniert. Dabei entspricht die rechte Seite dem m-ten Hilbertsymbol (vgl. Theo-
rem 3.12) in der Komplettierung Fp von F bezüglich der zum Primideal p gehören-
den Bewertung vp. Weiter ist q die Elementezahl des Restklassenkörpers von Fp.
Sei Op der Bewertungsring von Fp. Das Primideal p ⊆ OF wird in Fp zum maxi-
malen Ideal m ⊆ Op, so dass q =
∣∣Op/m
∣∣.
Lemma 4.14 Es gilt OF /p ∼= Op/m.
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Beweis: Sei OF,p die Lokalisierung von OF an p und sei mp = pOF,p das maximale










m zu zeigen. Die Bewertung vp von F
läÿt sich auf OF,p übertragen, indem man die Bewertung für ab ∈ OF,p, a, b ∈














) ≥ 1 genau dann, wenn a ∈ p, d.h. wenn ab ∈ mp.
Somit kann man OF,p als Bewertungsring mit maximalem Ideal mp auassen. Die
Bewertung ist dieselbe wie in OF . Es gilt
OF,p ⊆ Op,
denn einerseits ist OF,p ⊆ quot (OF ) = F ⊆ Fp, andererseits haben die Elemente
x aus OF,p eine Bewertung vp(x) ≥ 0. Für die Elemente x ∈ mp ⊆ OF,p ⊆ Fp gilt
vp(x) ≥ 1, so dass mp ⊆ m. Wegen
OF ⊆ OF,p ⊆ Op und p ⊆ mp ⊆ m
folgt, dass Op die Komplettierung von OF,p und m die Komplettierung von mp






Somit ist das Lemma bewiesen.
QED









Nach Theorem 3.12 ist Denition 4.13 unabhängig von der Wahl des Primelements






≡ uNp−1m mod p
charakterisierte m-te Einheitswurzel. Insbesondere gilt für u = ζ, dass ω(ζ) = ζ









Denition 4.15 Seien b = ∏ pvp(b) ein Ideal aus OF prim zu m und a ∈ O∗F .
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Die Bedingung, b sei prim zu m, bedeutet, dass für alle in der Primidealzerlegung
von b vorkommenden Primideale p die Beziehung p - m gilt. Dies ist gleichbedeu-
tend damit, dass kein derartiges p über einem Primteiler von m liegt.









Für den Beweis ist es zweckmäÿig, das Ideal a als a =
∏r
i=1 pi zu schreiben.
Die Primideale pi sind somit nicht notwendigerweise verschieden. Ausgehend von
























Es ist also die Gleichheit 1m(Np1 + . . . + Npr − r) ≡ 1m(Np1 · · ·Npr − 1) mod m
bzw.
Np1 · · ·Npr −Np1 − . . .−Npr + (r − 1) ≡ 0 mod m2
zu zeigen.
Sei p ein Primideal aus der Primidealzerlegung von a. Da a teilerfremd zu m ist,
ist auch p teilerfremd zu m. Das heiÿt, dass die Primzahl p mit p Z = p ∩ Z
kein Teiler von m ist. Nach [Neu], Kap. I,  10, Korollar (10.4), ist p unverzweigt
in F und somit sind e(p/p) = 1 und f = f(p/p) = [F : Q] = ϕ(m). Es folgt
OF /p = Fpf und
Np = pf = pϕ(m) ≡ 1 mod m,
da p nach Voraussetzung eine Einheit modulo m ist. Da demnach für ein zu m
teilerfremdes p gilt, dass Np− 1 ≡ 0 mod m, genügt es als Beweis von Satz 4.16,
das folgende Lemma zu beweisen.
Lemma 4.17 Seien a1, . . . , ar beliebige natürliche Zahlen. Dann gilt






(ar1 − 1)(. . .)(ars − 1).
Beweis: Der Beweis erfolgt mittels vollständiger Induktion. Der Induktionsanfang
für r = 2 lautet
a1a2 − a1 − a2 + (2− 1) = (a1 − 1)(a2 − 1).
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Sei die Formel für r bewiesen, nun ist zu zeigen, dass sie auch für r+1 gilt. Dafür
seien einige Bezeichnungen eingeführt: {. . .}j steht für j-elementige Teilmengen
von {1, . . . , r + 1}; {. . .}−j steht für j-elementige Teilmengen von {1, . . . , r + 1},
die r + 1 nicht enthalten, und {. . .}+j steht für j-elementige Teilmengen von
{1, . . . , r + 1}, die r + 1 enthalten. Auÿerdem sei das Argument in der Doppel-






















































Durch die Substitution s− 1 → s in der zweiten Doppelsumme erhält man äqui-








































(. . .) +
+ (ar+1 − 1)
(
(a1 − 1) + . . . + (ar − 1)
)
.
Die erste und die dritte Doppelsumme heben sich gegenseitig auf, für die zweite
Doppelsumme kann die Induktionsvoraussetzung eingesetzt werden.
= ar+1
(




(a1 − 1) + . . . + (ar − 1)
)
= a1 · · · arar+1 − a1 − . . .− ar − ar+1 + r.
QED
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Sei S die Menge der Primstellen von F (vgl. [Neu], Kap.III,  1, Denition (1.1)).
Zu p ∈ S gehören eine Bewertung vp und eine Komplettierung Fp von F . Um
zu verdeutlichen, in welcher Komplettierung von F das Hilbertsymbol (a, b)m















Dabei durchläuft p alle endlichen und unendlichen Primstellen von F (vgl. [Neu],
Kap.VI,  8, Theorem (8.1)).
Jedes in dem Produkt vorkommende Hilbertsymbol wird in einem anderen lokalen
Körper Fp gebildet. Für eine unendliche Primstelle p ist die zugehörige Bewertung
eine archimedesche, und die Komplettierung Fp ist isomorph zu R oder C.
4.5 Spezielle Eigenschaften des Hilbertsymbols
Im folgenden wird der für diese Arbeit interessierende Spezialfall m = pn+1 be-
trachtet. Es ist also F = Q(ζn) mit einer primitiven pn+1-ten Einheitswurzel. Das
pn+1-te Potenzrestsymbol in F bzw. das pn+1-te Hilbertsymbol in den Komplet-
tierungen von F seien von nun an durch den Index n gekennzeichnet.
Zunächst wird eine Verbindung zwischen dem pn+1-ten Potenzrest- und dem pn+1-
ten Hilbertsymbol aufgezeigt, um dann im nächsten Kapitel anhand des Artikels
[AHa] die beiden Ergänzungssätze für das Hilbertsymbol beweisen zu können.
Satz 4.19 Das Hilbertsymbol ist stetig. Damit ist gemeint, dass für eine Folge
{bj , j ∈ N} in (1 + mn), die gegen b ∈ (1 + mn) konvergiert, die Folge der
Hilbertsymbole {(a, bj)n, j ∈ N} für ein festes a ∈ K∗n gegen (a, b)n konvergiert.
Beweis: Für die Konvergenz der Folge der Hilbertsymbole ist zu zeigen, dass
(a, bj)n(a, b−1)n = (a, bj b−1)n −→ 1 für j →∞.
Dies bedeutet, da µpn+1 eine endliche Gruppe ist, dass die Existenz eines j0 gezeigt
werden muss, für welches (a, bj b−1)n = 1 für j ≥ j0 gilt. Äquivalent dazu ist zu
zeigen, dass der Quotient bj b−1 für j ≥ j0 in K∗p
n+1
n enthalten ist.
34 Kapitel 4. Vorbereitungen
Sei cj := log bj ∈ mn. Aufgrund der Stetigkeit des Logarithmus (vgl. Satz 2.2)
ist die Folge {cj , j ∈ N} konvergent, und zwar gegen c = log b ∈ mn. Somit ist
{log (bj b−1
)
, j ∈ N} = {cj − c, j ∈ N} eine Nullfolge und für die Bewertung gilt
νn(cj − c) →∞.
Dann gibt es aber auch ein j0, so dass νn(cj − c) ≥ (n + 1)(p − 1)pn + pn + 1
für j ≥ j0, d.h. cj − c ∈ m(n+1)(p−1)p
n+pn+1
n für j ≥ j0. Auf dieser Gruppe
ist die Exponentialfunktion gerade die inverse Abbildung des Logarithmus (vgl.
Satz 2.3), so dass
bj b


















für j ≥ j0. Letztere Gleichheit folgt aus Lemma 4.2. Damit ist gezeigt, dass bj b−1
für j ≥ j0 eine pn+1-te Potenz ist.
QED
In F ist πn = 1−ζn ein Primteiler von p, das von diesem erzeugte Primideal in OF
sei p. Komplettiert man F bezüglich der zu p gehörenden Bewertung vp, so erhält
man Fp = Qp(ζn) = Kn. In Kn wird p zu dem maximalen Ideal mn. Sei p′ 6= p
eine weitere endliche Primstelle. Diese liegt dann über einer Primzahl p′ 6= p. Mit
Fp′ = Qp′(ζn) folgt aus Satz 2.1, dass Fp′/Qp′ eine unverzweigte Erweiterung ist.
Somit bleibt p′ in Fp′ ein Primelement.
Komplettiert man F bezüglich einer archimedeschen Bewertung v, so ist die Kom-
plettierung Fv isomorph zu C, denn in R gibt es wegen p 6= 2 keine pn+1-ten
Einheitswurzeln. Dann gilt Lv = Fv( pn+1
√
F ∗v ) = C, so dass G(Lv/Fv) = {id} und
G(Lv/Fv)× = {1}. Das zu v gehörige Hilbertsymbol ist demnach gleich 1 und
taucht in der Formel von Lemma 4.18 gar nicht auf.
Satz 4.20 Sei b ∈ F mit b ∈ (1+p). Dann gilt folgender Zusammenhang zwischen













Beweis: Da p das einzige über p liegende Primideal in OF ist, sind aufgrund der
Voraussetzung an b alle Primideale p′, die das Ideal (b) teilen, teilerfremd zu p,
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Bisher wurden die Eigenschaften des Hilbertsymbols aus Satz 3.11 und das Lem-
ma 4.18 verwendet. Unter den Primidealen p′, die (b) nicht teilen, ist auch das






in dem lokalen Körper Fp′ = Qp′(ζn) mit p′Z = p′ ∩ Z be-
trachtet. Wegen (p′, p) = 1 kann das explizite Reziprozitätsgesetz Theorem 3.12
angewandt werden, so dass diese Hilbertsymbole, da sowohl ζn als auch b Ein-






































Satz 4.21 Sei b ein Element des lokalen Körpers Kn mit b ∈ (1+mn). Dann gilt
für das pn+1-te Hilbertsymbol




Beweis: Der globale Körper F liegt dicht in dem Körper Kn, da Kn gerade die
Komplettierung von F bezüglich der zu p gehörigen Bewertung ist. Genauso liegt
auch die Gruppe (1+p) dicht in der Gruppe (1+mn). Somit läÿt sich b ∈ (1+mn)
durch eine Folge {bj , j ∈ N} ⊆ (1 + p) approximieren.









Da aber sowohl das Hilbertsymbol (vgl. Satz 4.19) als auch die rechte Seite
der Behauptung stetig in bj sind, folgt die Behauptung auch für den Grenzwert
b ∈ (1 + mn).
QED
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Abschlieÿend sei noch eine Eigenschaft des pn+1-ten Hilbertsymbols bewiesen,
welche später im Beweis des expliziten Reziprozitätsgesetzes in Kapitel 5.2 ver-
wendet wird.








Beweis: Für n ≥ 0 sei Ln := Kn( pn+1
√
K∗n). Nach [Neu], Kap.IV,  6, Satz (6.4)




( . , Lm/Km)
( . , Lm/Km)
Nmn








|Ln . Mit Hilfe der Beziehung
zwischen Normrestsymbol und Hilbertsymbol aus dem Beweis zu Satz 3.11 erhält













































Das Ziel dieses Kapitels ist es, das explizite Reziprozitätsgesetz im Körper Qp(ζn)
der pn+1-ten Einheitswurzeln anhand von Iwasawas Artikel [Iwa2] zu beweisen.
Wie bereits zu Beginn von Abschnitt 4.4 erwähnt, ist es zuvor jedoch notwendig,
die beiden Ergänzungssätze zu beweisen.
Das pn+1-te Hilbertsymbol für a, b ∈ Kn werde weiterhin mit (a, b)n bezeichnet.
Da der Wert (a, b)n eine pn+1-te Einheitswurzel ist, kann man auch
(a, b)n = ζfn(a,b)n
mit einem von a, b und n abhängigen Exponenten schreiben. Dieser sei im Fol-
genden mit [a, b]n bezeichnet, es gilt also
(a, b)n = ζ [a,b]nn .
Aufgrund der in Satz 3.11 angegebenen Eigenschaften des Hilbertsymbols, erhält
man für [ . , . ]n folgende Eigenschaften.
Lemma 5.1
(i) [ . , . ]n ist eine ganze p-adische Zahl, die modulo pn+1 eindeutig bestimmt ist.
(ii) Für a, a′, a′′, b, b′, b′′ ∈ K∗n gilt [a′a′′, b]n = [a′, b]n + [a′′, b]n,
[a, b′b′′]n = [a, b′]n + [a, b′′]n.
(iii) Gilt [a, b]n = 0 für alle b ∈ K∗, so ist a ∈ K∗pn+1.
(iv) Es gilt [a, b]n = −[b, a]n.
5.1 Die beiden Ergänzungssätze
Die Ausführungen in diesem Abschnitt orientieren sich an dem Artikel [AHa]
von E. Artin und H. Hasse. Allerdings wird hier der Beweis der beiden Ergän-
zungssätze nicht wie bei Artin-Hasse in der globalen Situation für das pn+1-te
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Potenzrestsymbol, sondern in der lokalen Situation für das pn+1-te Hilbertsymbol
erbracht.
Es sei noch darauf hingewiesen, dass ζn in dem Artikel von E. Artin und H. Hasse
nicht wie in dieser Arbeit eine pn+1-te, sonder eine pn-te Einheitswurzel bezeich-
net.
Nun werden die beiden Ergänzungssätze für den Hilbertsymbol-Exponenten [., .]n
formuliert.
Theorem 5.2 Sei Kn = Qp(ζn) mit einer primitiven pn+1-ten Einheitswurzel ζn
und sei πn = 1 − ζn ein Primelement im Bewertungsring On von Kn. Das von





Sn(log β) Erster Ergänzungssatz,





























Zunächst sei bemerkt, dass aus der Reihendarstellung des Logarithmus (vgl.
Satz 2.2) die Gleichung log Nn(β) = Sn(log β) folgt. Da für β ∈ (1+mn) stets die
Beziehung
Nn(β) ≡ 1 mod pn+1
erfüllt ist, gilt





immer eine ganzzahlige Restklasse mo-
dulo pn+1 und die Kongruenzen
Nn(β)− 1
pn+1
≡ 0 mod pn+1 und Sn(log β)
pn+1
≡ 0 mod pn+1 (5.1)
bedingen sich gegenseitig. Betrachtet man die Abbildungen
N , S : (1 + mn) → Z
/
pn+1Z, N (x) := Nn(x)− 1
pn+1
, S(x) := Sn(log x)
pn+1
,
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so gilt zum einen N (xy) = N (x) + N (y) wegen Lemma 4.17 und zum anderen
S(xy) = S(x) + S(y) aufgrund der Funktionalgleichung des Logarithmus. Beide
Gruppenhomomorphismen haben wegen Gleichung (5.1) denselben Kern H :=
kerN = kerS. Da die Faktorgruppe (1+mn)
/
H isomorph ist zum jeweiligen Bild
imN von N bzw. imS von S, sind die Bilder ebenfalls isomorph, G := imN ∼=
imS. Man hat also zwei Isomorphismen
N , S : (1 + mn)
/
H ∼= G.
Wegen G ⊆ Z/pn+1Z ist G eine zyklische Gruppe. Somit existiert für jedes
x ∈ (1+mn)
/
H ein cx ∈ G, so dass N (x) = cxS(x). Da N und S Isomorphismen
sind, ist (1+mn)
/
H zyklisch, und es existiert ein Erzeuger x0 von (1+mn)
/
H, so
dass N (x0) bzw. S(x0) die Gruppe G erzeugen. Sei c ∈ G mit N (x0) = cS(x0).
Wählt man nun x ∈ (1 + mn)
/
H beliebig, so gilt x = xrx0 mit einem rx ∈ N und
man erhält
N (x) = N (xrx0 ) = rxN (x0) = rxc S(x0) = c S(xrx0 ) = c S(x).
Damit ist die Beziehung
Nn(x)− 1
pn+1
≡ c Sn(log x)
pn+1
mod pn+1
mit einem von x unabhängigen Faktor c gezeigt.
Dieser Faktor c kann nun bestimmt werden, indem man für x einen speziellen Wert












= (p−1)pn > pn





































Nach [Neu], Kap.II,  5, Lemma (5.6), gilt für eine natürliche Zahl k, dass
vp(k!) = k−skp−1 , wobei für k =
∑
ajp
j > 0 die p-adische Ziernsumme sk ge-
mäÿ sk :=
∑
aj ≥ 1 deniert ist. Damit folgt nun für einen Summanden aus der






= (k − 1)(n + 1)− k−skp−1 ≥ (k − 1)(n + 1)− k−1p−1
> (k − 1)(n + 1)− (k − 1) = (k − 1)n ≥ n,




) ≥ n + 1. Somit ist
Nn(x0)− 1
pn+1
≡ 1 mod pn+1.
Daraus folgt c = 1 und der erste Ergänzungssatz ist bewiesen.
QED
Bevor der zweite Ergänzungssatz bewiesen wird, sei an dieser Stelle an die Möbi-












1, r = 1
0, sonst
deniert (vgl. [Ha2], Kap.I,  2, S. 15). Mit Hilfe der µ-Funktion kann man folgende
Umkehrformel beweisen.
















wobei µ die Möbiussche µ-Funktion bezeichnet.

























Für ein festes r := km auf der rechten Seite der zweiten Gleichung durchläuft k

















Aufgrund der denierenden Eigenschaft der Möbiusschen µ-Funktion bleibt in








5.1. Die beiden Ergänzungssätze 41
Dies entspricht gerade der Behauptung.
QED
Die folgenden beiden Lemmata über Binomialkoezienten sind als Hilfssätze am
Ende des Artikels [AHa] angegeben.










)) ≥ max {0, α− β}.

























+ (α− β) ≥ α− β = max {0, α− β}.
QED


























· · · a0p






α(a0pα − p) · · ·
(
a0p
α − (bp− p))














erhält. Aus dem Produkt wird für jeden der b(p−1) Faktoren
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In der Summe durchläuft j b0-mal ein primes Restsystem modulo pβ . Somit durch-
läuft auch 1j b0-mal ein primes Restsystem modulo pβ . Dieses Restsystem enthält
(p − 1)pβ−1 Elemente. Da dies eine gerade Anzahl ist, können je zwei entgegen-

























≡ 1 mod pα+min {α,β}.










durch pmax {0,α−β} = pmax {α,β}−β teilbar sind, so ergibt sich zusam-




























Beweis des zweiten Ergänzungssatzes: Für β ∈ (1 + mn) ist



























≡ 0 mod pn+1
nachzuweisen. Aufgrund der Voraussetzung an β0 und Lemma 4.1 gilt log β0 ∈
m
(n+1)(p−1)pn+pn+1
n . Daraus folgt log β0 ≡ 0 mod pn+1π0πn und
−p−(n+1) ζn
πn
log β0 ≡ 0 mod π0.






log β0 = π0y mit y ∈ On.
Aufgrund von Sn0(y) ≡ 0 mod pn für alle y ∈ On (vgl. Gleichung (4.1)) folgt
p−(n+1)Sn0
(− ζnπn log β0

















= pnS0(y0π0) ≡ 0 mod pn+1.
Nach dieser Vorarbeit genügt es nun, den zweiten Ergänzungssatz für alle Ele-
mente von




n : x ≡ 1 mod mn}
zu beweisen. Nach [Ha2], Kap.II,  15, (d), Aussage (II), ist {1−πan, 1 ≤ a ≤ pn+1,
(a, p) = 1 oder a = pn+1} ein Erzeugendensystem von (1+mn), insbesondere auch
ein Erzeugendensystem der Gruppe H. An dieser Stelle soll jedoch ein Erzeugen-
densystem {τa} derart konstruiert werden, dass es der Gleichung








genügt. Unter Verwendung der Potenzreihe g(x) := −∑∞k=0 x
pk
pk
soll für die Ele-
mente des Erzeugendensystem also log τa = g(πan) gelten. Die Gleichung












































bzw. die dazu modulo m(n+1)(p−1)p
n+pn+1
n kongruenten Zahlen aus On. Wegen
τa ≡ 1 − πan mod πa+1n bilden die τa, 1 ≤ a ≤ pn+1, (a, p) = 1 oder a = pn+1,
44 Kapitel 5. Das explizite Reziprozitätsgesetz
ein Erzeugendensystem von H.
Der zweite Ergänzungssatz wird nun für die Elemente τa bewiesen, indem zu-
nächst der Exponent ca in der Gleichung (πn, τa)n = ζcan bestimmt wird und dann
p−(n+1)Sn
(− ζnπn log τa
) ≡ ca mod pn+1 nachgewiesen wird.
Es gilt (πn, 1 − πan)an = (πan, 1 − πan)n = 1, so dass für (a, p) = 1 die Beziehung









Sei nun a = pn+1. Aufgrund von (ζinπmn , 1− ζinπmn )n = 1 gilt allgemein
(πmn , 1− ζinπmn )n = (ζ−in , 1− ζinπmn )n = (ζn, 1− ζinπmn )−in .




erhält man die Identität
1− πmpn+1n =
∏pn+1−1






























Da es in dem Produkt über i nur auf die Restklasse modulo pn+1 ankommt,
kann man wegen (m, p) = 1 auch i = jm, j = 0, . . . , pn+1 − 1 schreiben. Unter







































log(1− ζjmn πmn )
)
.































x−1 . Dann gilt
pn+1−1∑
j=0
j xj = xf ′(x) = pn+1
xp
n+1




















für k ≤ n

































































Zur Berechnung von B sei zuerst bemerkt, dass für k ≤ n die Beziehung ζpkn −1 =
































































































pk = −(p− 1)p
n+1 − 1
p− 1 = 1− p
n+1.
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Also
B ≡ 1 mod pn+1.






untersucht. Mit Hilfe von Lem-

















































Wegen k > n haben r und pk − r dieselbe p-Bewertung. Somit kommt mit dem
Summand zu r auch der Summand zu pk − r in jeder der beiden Summen vor.
Diese beiden Summanden heben sich aber wegen (−1)r = −(−1)pk−r weg, so dass
sich jede der beiden Summen zu Null ergibt. Damit ist
C = 0
und A ≡ 1 mod pn+1. Fasst man die bisherigen Ergebnisse zusammen, so ergibt
sich
(πn, τa)n = 1, für (a, p) = 1
(πn, τpn+1)n = ζn.











0, (a, p) = 1
1, a = pn+1
}
mod pn+1 (5.5)
zu zeigen. Dazu wird die Rechnung für beliebiges a ≥ 1 durchgeführt. Mit



































5.1. Die beiden Ergänzungssätze 47










































































































































































































Dabei entspricht die zweite Summe dem (k = 0)-Term der letzten Summe eine
Zeile darüber. Nun wird in der ersten Summe eine Substitution k + 1 → k vor-
genommen, und in der dritten Summe in jedem Summanden ein Faktor p aus r
















































































Der letzte Schritt gilt wegen (−1)r = (−1)rp. Gilt vp(a) = k0, so ist die Dierenz
der Binomialkoezienten nach Lemma 5.5 durch p2k+2k0 teilbar. Somit ist jeder
Summand in der letzten Summe durch p2k+2k0+n+1−(2k+k0) = pk0+n+1, also auch






















0, falls 1 ≤ a < pn+1
1, falls a = pn+1 mod p
n+1.
Mit Blick auf Gleichung (5.5) ist damit der zweite Ergänzungssatz bewiesen.
QED
5.2 Das explizite Reziprozitätsgesetz
Der in diesem Abschnitt dargebotene Beweis des expliziten Reziprozitätsgesetzes
orientiert sich an dem Artikel [Iwa2] von K. Iwasawa. Bevor das Theorem formu-
liert werden kann, besteht die Notwendigkeit des Beweises einiger Lemmata und
Sätze.
Satz 5.6 Es gilt Sn
(
Dn log(1 + mn)
) ≡ 0 mod pn+1.
Beweis: Es werde die Abbildung
ϕ : (1 + mn) → On/mn, 1 + xπn 7→ x mod πn
betrachtet. Dies ist ein Gruppenhomomorphismus von der multiplikativen Grup-
pe (1 + mn) in die additive Gruppe On/mn ∼= Fp mit dem Kern (1 + m2n) =
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{a ∈ On : a ≡ 1 mod π2n}. ϕ induziert somit einen ebenfalls mit ϕ bezeichneten
Isomorphismus
ϕ : (1 + mn)
/
(1 + m2n) ∼= On/mn ∼= Fp.
Es gilt ϕ(ζn) = ϕ(1 − πn) = −1. Da −1 ein Erzeuger der additiven Gruppe Fp
ist, ist ζn ein Erzeuger der linken Seite. Man kann also
(1 + mn) = 〈ζn〉 × (1 + m2n)
schreiben, wobei 〈ζn〉 = µpn+1 = {ζkn, k ∈ Z} die Untergruppe der pn+1-ten Ein-
heitswurzeln bezeichnet. Wegen log ζn = 0 (vgl. Bemerkung zum Satz 2.2) folgt
log(1 + mn) = log(1 + m2n).




) ≥ (n + 1)(p− 1)pn (5.6)
für alle α ∈ (1 + m2n) zu zeigen. Dieser Beweis wird in zwei Schritten erbracht.
Im ersten Schritt wird gezeigt, dass die Ungleichung νn(pn+1 log α) ≥ pn+1 + pn
für α ∈ (1 + m2n) gilt, und im zweiten Schritt wird bewiesen, dass daraus die
behauptete Ungleichung (5.6) folgt.
Zum ersten Schritt: Sei α = 1− β ∈ (1 + m2n), β ∈ m2n. Dann läÿt sich log α als










) ≥ pn+1 +pn für alle k ≥ 1. Sei pe die







= (n + 1− e)(p− 1)pn + 2k
≥ (n + 1− e)(p− 1)pn + 2pe
= (n + 1− e)pn+1 − (n + 1− e)pn + 2pe
≥ pn+1 + pn.
Die letzte Ungleichung ist äquivalent zu der Ungleichung
(n− e)pn+1 − (n + 2− e)pn + 2pe ≥ 0.
Sei f(X) := (n− e)Xn+1 − (n− e + 2)Xn + 2Xe. Es ist die Gültigkeit von
f(X) ≥ 0 für X ≥ 3
zu zeigen. Im Fall e = n ist f(X) = 0 und diese Ungleichung ist erfüllt.
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Im Fall e < n kann man f(X) als
f(X) = Xe
(
(n− e)Xn−e+1 − (n− e + 2)Xn−e + 2) = Xeg(X)
mit einer Funktion g(X) := aXa+1− (a+2)Xa +2 und a := n− e ≥ 1 schreiben.
Es gilt g(3) = 2 · 3a(a− 1) + 2 ≥ 0 und g′(X) = aXa−1((a + 1)X − (a + 2)) ≥ 0
für X ≥ 3. Somit folgt g(X) ≥ 0 und auch f(X) ≥ 0 für X ≥ 3.
Falls schlieÿlich e > n, so läÿt sich
f(X) = Xn
(
(n− e)X − (n− e + 2) + 2Xe−n) = Xnh(X)
mit einer Funktion h(X) := 2Xb − bX − (2− b) und b := e− n ≥ 1 schreiben. Es
gilt h′(X) = b(2Xb−1 − 1) ≥ 0 für X ≥ 3. Mit Induktion nach b läÿt sich zeigen,
dass h(3) = 2(3b− b− 1) ≥ 0 gilt. Für b = 1 ist h(3) = 2(31− 1− 1) = 2 > 0. Für
alle b ≥ 0 gilt 2 · 3b ≥ 1, so dass 3b+1 ≥ 3b + 1. Damit folgt für b > 1
h(3) = 3b+1 − (b + 1)− 1 = 3b+1 − b− 2 ≥ 3b − b− 1 ≥ 0.
Die letzte Ungleichung gilt aufgrund der Induktionsvoraussetzung. Somit folgt
h(X) ≥ 0 und auch in diesem Fall ist f(X) ≥ 0 für X ≥ 3.




) ≥ (n + 1)(p− 1)pn für alle α ∈ (1 + m2n) folgt.
Sei x ∈ Dn, d.h. x = pn+1y mit y ∈ m−p
n





> νn(x log α) +
(
n(p− 1)− 1)pn
= νn(pn+1 log α) + νn(y) +
(
n(p− 1)− 1)pn
≥ pn+1 + pn − pn + (n(p− 1)− 1)pn
= (n + 1)(p− 1)pn
für alle x ∈ Dn. Damit ist der Satz bewiesen.
QED
Satz 5.7 Sei m ≥ n ≥ 0. Dann gilt
(i) p−(m+1)Sm
(
Dm log(1 + mn)
) ≡ 0 mod pn+1 für m ≥ 2n + 1,
(ii) p−(m+1)Sm
(
Dm log(1 + m
pn
n )
) ≡ 0 mod pn+1 für m ≥ n + 1,
(iii) p−(m+1)Sm
(
Dm log(1 + m
2pn
n )
) ≡ 0 mod pn+1 für m ≥ n.
Beweis von (i): Unter Verwendung der dem Lemma 4.6 nachfolgenden Bemer-
kung und der Gleichung (4.1) gilt
Smn(Dm) = Smn(pm+1π−10 Om) = pm+1π−10 Smn(Om) = pm+1pm−nπ−10 On,
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welches für m ≥ 2n + 1 wegen pn+1 | pm−n in pm+1pn+1π−10 On = pm+1Dn enthal-
ten ist. Damit ergibt sich
p−(m+1)Sm
(








Dn log(1 + mn)
)
und die Aussage folgt aus Satz 5.6.
Beweis von (ii): Zum Beweis der zweiten Aussage werde der Isomorphismus






n ) → On/mn ∼= Fp, 1 + xπp
n
n 7→ x mod πn
betrachtet (vgl. Beweis zu Satz 5.6). Für ζp
n
n = ζ0 = 1 − π0 = 1 − uπp
n
n mit
einer Einheit u ∈ O∗n gilt ϕ(ζp
n
n ) = −u. Wegen u 6∈ mn ist u ein Erzeuger von
On/mn. Somit ist ζp
n
n ein Erzeuger der linken Seite, d.h. man kann (1 + mp
n
n ) ∼=
〈ζpnn 〉 × (1 + mp
n+1
n ) schreiben. Die Gleichheit log(ζp
n
















Die letzte Gleichheit ergibt sich aus Lemma 4.1. Mit Hilfe von m−p
m
m = π−10 Om =
π−p
n




















= pm−nSn(mn) = pm−npnZp
= pmZp ≡ 0 mod pn+1
für m ≥ n + 1. Bei dieser Rechnung wurde Sn(mn) = pnZp (vgl. Satz 4.11) ver-
wendet.








n = π20On. Analog
zu obigen Überlegungen folgt daraus
p−(m+1)Sm
(




= p−(m+1)Sm(pm+1π−10 Omπ20On) = Sm(π0Om)
= S0(π0Sm0(Om)) = pmS0(m0)
= pmp Zp ≡ 0 mod pm+1.
Damit gilt Aussage (iii) für m ≥ n.
QED
Sei Zp[[T ]] der Ring der formalen Potenzreihen über Zp. Wegen On = Zp[πn]





j , aj ∈ Zp, s = νn(x) ≥ 0
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mit f(πn) = x. Eine solche Potenzreihe wird Potenzreihe für x genannt. Diese ist
durch x nicht eindeutig bestimmt. So kann man eine gegebene Potenzreihe mit
einer Potenzreihe g(T ) mit g(πn) = 1 multiplizieren. Beispielsweise hat g(T ) =
(1− T ) ∑j≥0 T j diese Eigenschaft.
Denition 5.8 Seien x ∈ On, x 6= 0, und f(T ) eine Potenzreihe für x. So
deniert man
δn(x) = δn(f)(x) :=
ζn
x
f ′(πn) ∈ Kn.
Da f(T ) nicht eindeutig durch x bestimmt ist, sind auch f ′(πn) und δn(x) nicht
eindeutig durch x bestimmt. Betrachtet man jedoch δn(x) als Funktion auf On,
dann gilt folgender Satz.
Satz 5.9 Sei x ∈ On fest. Dann liegen alle möglichen Werte δn(x) in derselben
Restklasse von m−1n mod Dn, d.h. sie repräsentieren dort alle dasselbe Element.
Man kann also δn als Funktion On → m−1n /Dn auassen.
Beweis: Zuerst wird gezeigt, dass δn(x) für x ∈ On immer in m−1n liegt. Ist f(T )




















= 0− s + (s− 1) = −1.
Ist dagegen νn(x) = s = 0, ist x also eine Einheit, so ist νn
(
f ′(πn)









)− νn(x) ≥ 0 > −1.
Damit ist δn(x) ∈ m−1n gezeigt.
Seien nun f(T ) und g(T ) zwei Potenzreihen für x. Dann ist πn eine Nullstelle
der Dierenz f(T )− g(T ), d.h. diese ist durch das Minimalpolynom d(T ) von πn
teilbar. Man kann also
f(T ) = g(T ) + u(T )d(T ), d(T ) =
p−1∑
k=0
(1− T )kpn , u(T ) ∈ Zp[[T ]]
schreiben. Durch Dierentiation erhält man f ′(πn) = g′(πn) + u(πn)d′(πn). Da
Dn das von d′(πn) erzeugte Ideal ist (vgl. Denition 4.3), folgt
f ′(πn) ≡ g′(πn) mod u(πn)Dn
bzw. ζnx f ′(πn) ≡ ζnx g′(πn) mod ζnx u(πn)Dn. Es bleibt ζnx u(πn)Dn ⊆ Dn zu zeigen.
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In f und g verschwinden alle Koezienten ai für 0 ≤ i < s = νn(x). Da dies in




) ≥ s bzw. νn
( ζn
x u(πn)
) ≥ s− s = 0, was bedeutet, dass ζnx u(πn) ∈
On. Daraus folgt schlieÿlich ζnx u(πn)Dn ⊆ Dn und somit δn(f)(x) ≡ δn(g)(x)
mod Dn.
QED
An dieser Stelle seien für x = ζn und für x = πn spezielle Werte der Funktion δn




f ′(πn) ≡ −1 mod Dn. (5.7)






Lemma 5.10 Seien K := ⋃∞n=0 Kn und σ ∈ G(K/Qp). Dann gibt es eine ein-
deutig bestimmte p-adische Einheit κ(σ), so dass
σ(ζn) = ζκ(σ)n für alle n ≥ 0.
Beweis: Sei σ ∈ G(K/Qp) fest gewählt und sei κ = κ(σ). Für n ≥ 0 sei κn ∈
Z/pn+1Z mit σ(ζn) = ζκnn . Der Exponent κn ist eindeutig bestimmt, da σ durch
seine Wirkung auf ζn eindeutig bestimmt ist. Für n = 0 gilt wegen σ(ζ0) 6= 1 sogar
κ0 ∈ (Z/pZ)∗. Abschlieÿend bleibt zu zeigen, dass κ = (. . . , κn, . . . , κ2, κ1, κ0) ein
Element des projektiven Limes Zp ist, d.h. dass für m ≥ n die Beziehung κm ≡ κn
mod pn+1 gilt. Sei m ≥ n. Dann ist
ζκnn = σ(ζn) = σ(ζ
pm−n






und somit folgt κm ≡ κn mod pn+1. Wegen κ0 ∈ (Z/p Z)∗ ist κ eine p-adische
Einheit. Da alle κn eindeutig bestimmt sind, ist auch κ eindeutig bestimmt.
QED
Satz 5.11
(i) Für x, y ∈ On, x, y 6= 0, gilt
δn(xy) ≡ δn(x) + δn(y) mod Dn.
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wobei κ(σ) die eindeutig bestimmte p-adische Einheit aus Lemma 5.10 ist.
(iii) Für m ≥ n und eine Einheit x aus On gilt
δm(x) ≡ pm−nδn(x) mod Dm.
Beweis von (i): Seien f(T ) und g(T ) Potenzreihen für x bzw. y, d.h. es gilt
















g′(πn) ≡ δn(x) + δn(y) mod Dn.
Beweis von (ii): Seien x ∈ On und σ ∈ G(K/Qp) fest vorgegeben, sei κ = κ(σ)
und sei u(T ) = 1 − (1 − T )κ = κT + . . . . Dann gilt u(πn) = 1 − (1 − πn)κ =
1−σ(ζn) = σ(1−ζn) = σ(πn), d.h. u(T ) ist eine Potenzreihe für σ(πn). Auÿerdem
ist u′(T ) = κ(1− T )κ−1 und u′(πn) = κσ(ζn)ζn .













































Beweis von (iii): Sei x eine Einheit aus On. Dann ist x auch eine Einheit in
Om und jede Potenzreihe g(T ) mit g(πm) = x ist eine Potenzreihe für x ∈ Om.
Sei f(T ) eine Potenzreihe für x in On, d.h. f(πn) = x. Wegen πn = 1 − ζn =
1− ζpm−nm = 1− (1−πm)pm−n ist g(T ) = f
(
1− (1−T )pm−n) eine Potenzreihe für















f ′(πn) ≡ pm−nδn(x).
Da δn(x) eindeutig bestimmt ist modulo Dn und pm−nDn = pm−npn+1π−10 On ⊆
pm−npn+1π−10 Om = Dm gilt, sind beide Seiten der Kongruenz wohlbestimmt mo-
dulo Dm. QED
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Man kann δn zu einer Funktion auf ganz K∗n ausdehnen, indemman für x = x1x2 6= 0,
x1, x2 ∈ On, den Wert δn(x) als
δn(x) := δn(x1)− δn(x2)
deniert. Aus der Denition erkennt man, dass die Werte von δn weiterhin in
einer Restklasse von m−1n mod Dn liegen, und dass die Aussagen (i) und (ii) des
Satzes 5.11 gelten. Man hat also einen Homomorphismus
δn : K∗n → m−1n /Dn.









Beweis: Die linke Seite ist wohlbestimmt modulo Dn, die rechte Seite ist wohlbe-
stimmt modulo p−(m−n)Smn(Dm)=p−(m−n)Smn(pm+1π−10 Om)=pn+1π−10 pm−nOn
= pm−nDn ⊆ Dn. Somit sind beide Seiten wohlbestimmt modulo Dn.
Sei x = uπsm ∈ K∗m mit u ∈ O∗m. Dann gilt wegen Lemma 5.11, Punkt (i), für die












































modulo Dn. Somit genügt es, die Aussage für x = πm und eine Einheit u ∈ O∗m
zu beweisen.
Sei x = πm. Mit Lemma 4.7 hat man Nmn(πm) = πn und nach Gleichung (5.8)
auf Seite 53 gilt δn(πn) = ζnπn und δm(πm) =
ζm
πm




























































(ζm − ζn) = ζn
πn









































































und der Satz ist für x = πm bewiesen.






















Die Anwendung von p−(m−n)Smn auf beide Seiten des obigen Ausdrucks lässt
die linke Seite unverändert, so dass man mit p−(m−n)Smn(Dm) = pm−nDn (vgl.
























wendet. Nun erfolgt die Berechnung von
∑
σ κ(σ). Aus dem Beweis zu Lemma 5.10
erkennt man, dass die zu σ gehörige p-adische Einheit κ(σ) durch
κ(σ) ≡ κr mod pr+1 und σ(ζr) = ζκrr
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charakterisiert ist. Wegen σ ∈ G(Km/Kn) gilt σ(ζr) = ζr für r ≤ n, denn in
diesem Fall ist ζr ∈ Kn. Somit hat κ(σ) die Gestalt
κ(σ) = 1 + a1pn+1 + a2pn+2 + . . . + am−npm + . . .
≡ 1 + pn+1(a1 + a2p + . . . + am−npm−n−1) mod pm+1.
Jedes κ(σ) für σ ∈ G(Km/Kn) hat also die Gestalt κ(σ) ≡ 1 + jpn+1 mit










≡ pm−n + pn+1 1
2
(pm−n − 1)pm−n
≡ pm−n + pm+1 1
2
(pm−n − 1) ≡ pm−n mod pm+1Zp
erhält. Im Beweis von Satz 5.9 hat sich ergeben, dass für eine Einheit u die
Beziehung δm(u) ∈ Om gilt. Beachtet man dies und zusätzlich die Tatsache, dass




















Multipliziert man diese Gleichung mit p−(m−n), so erhält man die Behauptung
des Satzes.
QED
Denition 5.13 Für n ≥ 0, α ∈ K∗n und β ∈ (1+mn) deniert man das Produkt







Dieses Produkt ist abhängig vom gewählten Wert für δn(α). Es gilt jedoch der
folgende Satz.
Satz 5.14 Seien m ≥ n und α ∈ K∗m. In den Fällen
(i) m ≥ 2n + 1, β ∈ 1 + mn,
(ii) m ≥ n + 1, β ∈ 1 + mpnn ,
(iii) m ≥ n, β ∈ 1 + m2pnn
ist 〈α, β〉m eindeutig bestimmt modulo pn+1.
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Beweis: Da δm(α) wohlbestimmt ist modulo Dm, ist der Satz eine Folgerung aus
Satz 5.7.
QED
Sind für m ≥ n, α, α1, α2 ∈ K∗m und β, β1, β2 ∈ (1 + mn) die Bedingungen eines
der drei Punkte aus Satz 5.14 erfüllt, so gilt
〈α1α2, β〉m ≡ 〈α1, β〉m + 〈α2, β〉m mod pn+1,
〈α, β1β2〉m ≡ 〈α, β1〉m + 〈α, β2〉m mod pn+1.
Die zweite Äquivalenz ist aufgrund der Funktionalgleichung des Logarithmus (vgl.
Satz 2.2) erfüllt.
Satz 5.15 Seien l ≥ m ≥ n, α ∈ K∗l und β ∈ (1+mn), wobei m und β einer der
drei Bedingungen aus Satz 5.14 genügen. Dann gilt
〈Nlm(α), β〉m ≡ 〈α, β〉l mod pn+1.


























modulo−p−(m+1)Sm(Dm log β). Wegen p−(m+1)Sm(Dm log β) ≡ 0 mod pn+1 (vgl.
Satz 5.7) folgt












≡ 〈α, β〉l mod pn+1,
womit die Behauptung bewiesen ist.
QED
Denition 5.16 Für i ≥ 1 und n ≥ 0 deniert man
η
(n)
i := 1− πin ∈ Kn.
5.2. Das explizite Reziprozitätsgesetz 59
Die Elemente η(n)i erzeugen (1 + mn) topologisch. Nach [Ha2], Kap.II,  15, (d),
Aussage (II), bilden sogar schon die Elemente {1 − πan, 1 ≤ a ≤ pn+1, (a, p) = 1
oder a = pn+1} ein Erzeugendensystem der Gruppe (1 + mn).
Da die anschlieÿenden Betrachtungen stets im Körper Kn erfolgen, wird der hoch-
gestellte Index an den η(n)i im folgenden weggelassen.
Um in Satz 5.21 eine Beziehung zwischen dem Produkt 〈ηi, ηj〉n und dem Hilbert-
symbol-Exponenten [ηi, ηj ]n angegeben zu können, werden zuvor einige Lemmata
bewiesen. Diese Aussagen nden sich auch bei [Ha1].
Lemma 5.17 Für α, β, γ ∈ K∗n mit α + β = γ gilt
(α, β)n = (α, γ)n(γ, β)n.
Beweis: Nach Satz 3.11 gilt für x ∈ Kn, x 6= 0, die Gleichung (1 − x, x)n = 1.
Für x = βγ und 1− x = αγ folgt damit
1 = (αγ−1, βγ−1)n = (α, βγ−1)n(γ−1, βγ−1)n
= (α, β)n(α, γ−1)n(γ−1, β)n(γ−1, γ−1)n = (α, β)n(α, γ)−1n (γ, β)−1n (γ, γ)n.
Somit erhält man
(α, β)n = (α, γ)n(γ, β)n(γ, γ)−1n = (α, γ)n(γ, β)n(−1, γ)−1n (−γ, γ)−1n .
Es bleibt zu zeigen, dass die beiden letzten Hilbertsymbole gleich 1 sind. Auf-
grund von Satz 3.11, Teil (v), ist (−γ, γ)n = 1. Um (−1, γ)n = 1 zu zeigen,
ist zu begründen, dass −1 eine Norm der Erweiterung Kn( pn+1√γ)
/
Kn ist. Diese
Erweiterung habe den Grad d. Da d ein Teiler von pn+1 ist, ist es insbesondere





(−1) = (−1)d = −1.
Somit folgt (α, β)n = (α, γ)n(γ, β)n.
QED




n + ηj = ηi+j .
Für das Hilbertsymbol der beiden Summanden gilt mit der Aussage des obigen
Lemmas (ηiπjn, ηj)n = (ηiπjn, ηi+j)n(ηi+j , ηj)n. Ausnutzung der Bimultiplikativi-
tät liefert (ηi, ηj)n(πjn, ηj)n = (ηi, ηi+j)n(πjn, ηi+j)n(ηi+j , ηj)n. Wegen (πjn, ηj)n =
(πjn, 1− πjn)n = 1 ergibt sich als Endergebnis
(ηi, ηj)n = (ηi, ηi+j)n(πn, ηi+j)jn(ηi+j , ηj)n. (5.9)
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Wendet man die Formel (5.9) iterativ auf jedes in ihr vorkommende Hilbertsymbol
(ηr, ηs)n an, so erhält man weitere Iterationsformeln
(ηi, ηj)n = (ηi, η2i+j)n(πn, η2i+j)
i+j
n (η2i+j , ηi+j)n ·
· (πn, ηi+j)jn ·
· (ηi+j , ηi+2j)n(πn, ηi+2j)jn(ηi+2j , ηj)n
(5.10)
und
(ηi, ηj)n = (ηi, η3i+j)n(πn, η3i+j)
2i+j
n (η3i+j , η2i+j)n ·
· (πn, η2i+j)i+jn ·
· (η2i+j , η3i+2j)n(πn, η3i+2j)i+jn (η3i+2j , ηi+j)n ·
· (πn, ηi+j)jn ·
· (ηi+j , η2i+3j)n(πn, η2i+3j)i+2jn (η2i+3j , ηi+2j)n ·
· (πn, ηi+2j)jn ·
· (ηi+2j , ηi+3j)n(πn, ηi+3j)jn(ηi+3j , ηj)n.
(5.11)







































zuordnen, in denen nebeneinander stehende Brüche rs und r
′
s′ einen Faktor
(ηri+sj , ηr′i+s′j)n symbolisieren. Jedem inneren Bruch rs entspricht ein Hilbert-
symbol (πn, ηri+sj)r
′i+s′j
n , wobei r
′
s′ der rechte Nachbar von rs in der Bruchfolge
ist, in der rs zum ersten Mal vorkommt. Aus der Iterationsvorschrift (5.9) erkennt
man, dass man die (k + 1)-te Bruchfolge aus der k-ten Bruchfolge erhält, indem
man zwischen zwei Brüche rs und r
′
s′ den sogenannten Medianten r+r
′
s+s′ einschiebt.
Die auf diese Art und Weise entstehende Folge von Bruchfolgen hat folgende Ei-
genschaften.
Lemma 5.18
(i) Für die in der k-ten Bruchfolge neu hinzukommenden rs wird die Summe r+s
für hinreichend groÿes k beliebig groÿ.
(ii) Die Zahlen r, r′, s, s′ in den Ausdrücken (πn, ηri+sj)r
′i+s′j
n erfüllen die Glei-
chung rs′ − r′s = 1.
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(iii) Für k →∞ geht die k-te Bruchfolge in die Menge aller positiven, gekürzten
Brüche 6= 10 , 01 über.
Beweis von (i): Diese Aussage folgt direkt aus der Bildungsvorschrift (Median-
teneinschub).
Beweis von (ii): Nach Konstruktion genügt es zu beweisen, dass in jeder Bruch-
folge für zwei benachbarte Brüche rs und r
′
s′ die Gleichung rs′ − r′s = 1 gilt.
Dies geschieht mittels Induktion. Die Bruchfolge (5.12), in der diese Beziehung
gilt, dient als Induktionsanfang. Seien rs und r
′
s′ benachbarte Brüche in der k-ten
Bruchfolge, es gilt also rs′ − r′s = 1. Es ist zu zeigen, dass die Beziehung auch






s′ in der (k + 1)-ten
Bruchfolge gilt. Man berechnet
r(s + s′)− (r + r′)s = rs′ − r′s = 1,
(r + r′)s′ − r′(s + s′) = rs′ − r′s = 1.
Damit ist die zweite Aussage bewiesen.
Beweis von (iii): Per Induktion überzeugt man sich zuerst davon, dass alle in
der k-ten Bruchfolge vorkommenden Brüche rs 6= 10 , 01 , reduziert sind, d.h. dass
(r, s) = 1 gilt. Für die erste Bruchfolge (5.12) ist dies ersichtlich. Seien rs und r
′
s′
gekürzte benachbarte Brüche der k-ten Bruchfolge. Es ist zu zeigen, dass r+r′s+s′ ein
gekürzter Bruch ist. Nach Eigenschaft (ii) gilt
r(s + s′)− (r + r′)s = 1.
Da jede Linearkombination von r + r′ und s + s′ durch den gröÿten gemeinsamen
Teiler von r + r′ und s + s′ teilbar ist, folgt (r + r′, s + s′) = 1.
Sei ab 6= 1 eine beliebige positive reduzierte gebrochene Zahl. Es ist zu zeigen, dass
diese Zahl in irgendeiner Bruchfolge auftritt. Die Idee zu diesem Beweis ist [Hal],
Lemme I, entnommen. Zunächst kann man ab als Summe von a Summanden 10


















wobei mit + hier und im folgenden immer die Mediantenbildung gemeint ist.
Ohne Einschränkung sei a > b, ansonsten betrachte man ba . Dann kann man die
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Falls jetzt a − b > b gilt, so kann man die b Summanden 11 mit b Stück von den


















wobei m der ganze Teil von ab ist. Es sei bemerkt, dass die beiden vorkommenden
Summanden 10 und m1 in der entsprechenden Bruchfolge benachbart sind. Es gilt
a − mb < b. Addiert man nun die a − mb Summanden 10 zu a − mb von den


















Falls nun die Gleichheit a −mb = b − (a −mb) gilt, also a = mb + b2 ist, muss
b gerade sein. Damit ist b2 ein Teiler von a und b. Dies steht nur dann nicht im
Widerspruch zur Teilerfremdheit von a und b, wenn b2 = 1, also b = 2 gilt. In
diesem Fall folgt jedoch a − mb = b − (a − mb) = 1, so dass man ab bereits an
dieser Stelle als Summe zweier benachbarter Brüche einer Bruchfolge dargestellt
hat.
Gilt a − mb 6= b − (a − mb), so seien a′ := max{a − mb, b − (a − mb)} und
b′ := min{a − mb, b − (a − mb)}. Wiederholt man nun obige Schritte mit a′


































mit m′ als ganzem Teil von a′b′ . Wieder sind die beiden vorkommenden Summanden
benachbarte Brüche einer entsprechenden Bruchfolge. Setzt man dieses Verfahren










in der die beiden Summanden rechts benachbarte Brüche in einer Bruchfolge sind.
Somit ist ab Element der darauolgenden Bruchfolge.
QED
Lemma 5.19 Es gilt
(ηi, ηj)n = 1 für max(i, j) ≥ (n + 1)(p− 1)pn + pn + 1,
(πn, ηj)n = 1 für j ≥ (n + 1)(p− 1)pn + pn + 1.
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Beweis: Sei j ≥ (n + 1)(p − 1)pn + pn + 1. Dann gilt unter Verwendung von
Lemma 4.2 mit a = n + 1 und b = pn + 1



















Dies bedeutet, dass ηj eine pn+1-te Potenz eines Elementes aus 1+mp
n+1
n ist und
somit Kn( pn+1√ηj) = Kn. Mit Hilfe der Eigenschaft (iii) des Hilbertsymbols im
Satz 3.11 folgt (x, ηj)n = 1 für alle x ∈ K∗n, insbesondere auch für x = ηi oder
x = πn.
Falls i = max(i, j) ≥ (n+1)(p−1)pn+pn+1, so verwende man (ηi, ηj)n = (ηj , ηi)−1n .
QED








wobei r′, s′ ∈ N mit rs′ − r′s = 1. Eine alternative Formulierung der Behauptung
ist




(ir′ + js′)[πn, ηir+js].
Beweis: In jedem Faktor (ηa, ηb)n der k-ten Iterationsformel, vgl. (5.9) bis (5.11),
entspricht einer der beiden Indizes a oder b einem in der k-ten Bruchfolge, vgl.
(5.12) bis (5.14), neu hinzugekommenen rs , also a = ri + sj oder b = ri + sj.
Wegen ri+sj ≥ r+s und Lemma 5.18, Teil (i), wird dieser Index für hinreichend
groÿe k beliebig groÿ. Nach Lemma 5.19 werden also die Faktoren (ηa, ηb)n für
hinreichend groÿes k gleich 1. Ebenfalls nach Lemma 5.19 und Punkt (i) von Lem-
ma 5.18 werden ab einem bestimmten k auch alle neu hinzukommenden (πn, ηa)xn
gleich 1. Somit kann die Iteration unendlich oft ausgeführt werden, das entste-








Der Bereich, über den sich das Produkt erstreckt, ergibt sich aus Punkt (iii) von
Lemma 5.18. Nach Punkt (ii) dieses Lemmas sind die r′, s′ so zu wählen, dass
rs′ − r′s = 1. Dabei ist es unerheblich, welche konkrete Lösung r′, s′ gewählt
wurde, denn jede andere Lösung r′′, s′′ ergibt sich aus ersterer durch r′′ = r′ + cr
und s′′ = s′ + cs mit einer beliebigen natürlichen Zahl c. Es gilt
(πn, ηir+js)
ir′′+js′′





und (πn, ηir+js)c(ir+js)n = (πir+jsn , ηir+js)cn = (πir+jsn , 1− πir+jsn )cn = 1.
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Damit ist das Lemma bewiesen.
QED
Mit dieser Vorarbeit ist es nun möglich, den angekündigten Satz über die Bezie-
hung zwischen [ηj , ηk]n und 〈ηj , ηk〉n zu formulieren.
Satz 5.21 Für n ≥ 0, j ≥ 1 und k ≥ ((n + 2)(p− 1) + 1)pn−1 gilt
[ηj , ηk]n ≡ 〈ηj , ηk〉n mod pn+1.
Beweis: Die linke Seite [ηj , ηk]n ist nach Denition wohlbestimmt modulo pn+1.
Zuerst muss gezeigt werden, dass auch 〈ηj , ηk〉n wohlbestimmt ist modulo pn+1.
Nach Aussage (iii) von Satz 5.14, entspricht dies dem Nachweis von ηk ∈ 1+m2p
n
n
bzw. k ≥ 2pn. Für n = 0 gilt nach Voraussetzung k ≥ (2p − 1)p−1 = 2 − 1p , d.h.
k ≥ 2 = 2p0. Für n > 0 folgt
k ≥ ((n + 2)(p− 1) + 1)pn−1 = 2pn + (np− n− 1)pn−1 ≥ 2pn,
wobei die letzte Ungleichung äquivalent zu np − n − 1 ≥ 0 bzw. p − 1 ≥ 1n ist.
Dies ist für n > 0 erfüllt.
Somit genügt es, die Behauptung des Lemmas für einen speziellen Wert von δn(ηj)































s (vgl. Denition 5.16) folgt













Sei u = ggT (r, s) für jedes Paar (r, s) und seien r = ur′, s = us′ mit (r′, s′) = 1.
Dann kann man die Argumentation fortsetzen,
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und nach einer Rückbenennung r′ → r, s′ → s erhält man
















Andererseits gilt nach Lemma 5.20




(jr′ + ks′)[πn, ηjr+ks]n,
wobei r′, s′ ∈ N so zu wählen sind, dass rs′ − r′s = 1 erfüllt ist. Mit der Formel





für β ∈ (1+mn) aus dem zweiten Ergänzungssatz
von Artin-Hasse, Theorem 5.2, folgt













































Mit rs′ − r′s = 1 schlieÿt man aus (5.15) und (5.16)













































































= (jr + ks)[πn, ηjr+ks]n = [πjr+ksn , 1− πjr+ksn ]n ≡ 0 mod pn+1,
so dass in obiger Summe, da s und s′ teilerfremd sind, modulo pn+1 nur die
Summanden übrig bleiben, in denen s ein Vielfaches von p ist. Somit erhält man
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Es verbleibt der Nachweis, dass jeder Summand auf der rechten Seite gleich Null












)) ≥ (n + 1)(p− 1)pn.



















































Nun werden die beiden ersten Summanden jeder für sich abgeschätzt.
Sei e die p-Potenz, die us exakt teilt. Dann gilt e ≥ 1 aufgrund der Voraussetzung








= u(jr + ks)− 1− (n + 1 + e)(p− 1)pn
≥ ((n + 2)(p− 1) + 1)pn−1+e − (n + 1 + e)(p− 1)pn.
Betrachtet man die rechte Seite der Ungleichung als Funktion f(e), so gilt
f(e) ≥ pn für alle e ≥ 1. Dies ist wegen f(1) = pn und f ′(e) ≥ 0 für e ≥ 1
erfüllt.

















)) ≥ pn + (p− 1)pn + (n(p− 1)− 1)pn
= (n + 1)(p− 1)pn,
womit der Beweis erbracht ist.
QED
Satz 5.22 Für m ≥ 3n + 1, α ∈ K∗m, β ∈ (1 + mn) gilt
[Nmn(α), β]n = 〈α, β〉m.
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Beweis: Nach Denition ist die linke Seite eindeutig bestimmt modulo pn+1. Da
die rechte Seite nach Satz 5.14, Teil (i), ebenfalls wohlbestimmt ist modulo pn+1,
genügt es, die Gleichheit modulo pn+1 zu zeigen.
Da jeder Körper Km den Körper Fp als Restklassenkörper hat, gilt nach [Lor2],
 25, F6, die Zerlegung K∗m = 〈πm〉 × µp−1 × (1 + mm). Dabei bezeichnen µp−1
die Gruppe der (p− 1)-ten Einheitswurzeln und 〈πm〉 = {πrm, r ∈ Z}. Somit ist es
ausreichend, das Lemma für α = πm, α = ξ ∈ µp−1 und α ∈ (1+mm) zu beweisen.
Sei α = πm. Dann gilt nach Lemma 4.7 die Gleichung Nmn(πm) = πn. Die Glei-
chung (5.8) von Seite 53 und der Beweis von Satz 5.12 liefern
δm(πm) ≡ ζm
πm












































= [πn, β]n = [Nmn(πm), β]n,
wobei die vorletzte Gleichheit durch den zweiten Ergänzungssatz von Artin-Hasse,
Theorem 5.2, gegeben ist. Es verbleibt der Nachweis von
1
pm+1
Sm(Dm log β) ≡ 0 mod pn+1.
Zunächst kann man den Ausdruck unter Verwendung der Gleichheiten Smn(Dm) =
pm+1pm−nπ−10 On (vgl. Beweis von Punkt (i) von Satz 5.7) und pn+1π−10 On = Dn
(vgl. Bemerkung am Ende von Abschnitt 4.2) umformen zu




= p−(m+1)Sn(pm+1pm−nπ−10 On log β)
= pm−np−(n+1)Sn(Dn log β).
Nach Satz 5.6 gilt Sn(Dn log β) ≡ 0 mod pn+1, so dass der obige Ausdruck durch
pm−n teilbar ist. Wegen der Voraussetzung m ≥ 3n + 1 ist er somit auch durch
pn+1 teilbar. Damit ist die Formel für den Fall α = πm bewiesen.
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Sei nun α = ξ ∈ µp−1. Für ein beliebiges β ∈ (1 + mn) gilt 〈1, β〉m = 0 und
[1, β]m = 0. Zum einen schlieÿt man daraus 0 = 〈ξp−1, β〉m ≡ (p − 1)〈ξ, β〉m
mod pn+1, also
〈ξ, β〉m ≡ 0 mod pn+1.
Zum anderen kann 0 = [Nmn(ξp−1), β]n = [Nmn(ξ)p−1, β]n ≡ (p− 1)[Nmn(ξ), β]n
mod pn+1 gefolgert werden, so dass
[Nmn(ξ), β]n ≡ 0 mod pn+1.
Insgesamt ist somit [Nmn(ξ), β]n ≡ 〈ξ, β〉m mod pn+1 gezeigt.
Für α ∈ (1+mm) genügt es, α = η(m)l = 1−πlm, l ≥ 1, zu betrachten, da (1+mm)
von diesen Elementen topologisch erzeugt wird. Bevor jedoch diese Betrachtung
erfolgen kann, müssen die Potenzen von β genauer untersucht werden.
Sei k =
(
(m− 2n)(p− 1)+ 1)pm. Wegen p ≥ 3 und der Voraussetzung an m folgt
p(m− 2n) ≥ 3(m− 2n) ≥ 2(n + 1) + (m− 2n) = m + 2 und
k ≥ ((m + 2)(p− 1) + 1)pm−1.
Dies entspricht gerade einer der Bedingungen von Satz 5.21. Jedes β ∈ (1 + mn)
besitzt eine Darstellung β = 1 + πny mit y ∈ On. Nun soll gezeigt werden, dass
βp


































+ j, 1 ≤ j ≤ pn
}
.





+ j ≥ pn
für alle j = 1, . . . , pn gilt. Dazu muss die Bewertung des Binomialkoezienten











+ j = (p−1)pn(n−vp(j)
)
+ j. Für festes vp(j) = e hat j die
Gestalt j = ape ≥ pe und es ist (p− 1)pn(n− e) + j ≥ (p− 1)pn(n− e) + pe. Die
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Ausdrücke (p− 1)pn(n− e) + pe werden, solange e ≤ n, für wachsendes e immer
kleiner, denn es gilt
(p− 1)pn(n− e) + pe ≥ (p− 1)pn(n− (e + 1)) + pe+1
⇐⇒ (p− 1)pn((n− e)− (n− (e + 1))) ≥ pe+1 − pe
⇐⇒ (p− 1)pn ≥ (p− 1)pe
⇐⇒ pn ≥ pe
⇐⇒ n ≥ e.





+ j seinen kleinsten Wert für vp(j) = n,









+ pn = pn
und somit ist βpn ∈ (1 + mpnn
)






n)pm−2n ∈ (1 + mpnn
)pm−2n
.
Aufgrund von Lemma 4.2 und der Voraussetzung an m folgt
βp






n = 1 + m
(m−2n)(p−1)pn+pn
n = 1 + π
(m−2n)(p−1)pn+pn
n
⊆ 1 + πpm−n((m−2n)(p−1)pn+pn)m Om = 1 + mkm
und somit
βp
m−n ∈ (1 + mkm
)
.
Da (1+mm) von den Elementen η(m)j = 1−πjm topologisch erzeugt wird, ist βp
m−n
Grenzwert einer Folge gewisser Produkte von Potenzen von Elementen η(m)j ,
j ≥ ((m + 2)(p− 1) + 1)pm−1.
Mit Satz 5.21 und Satz 5.14 gilt daher [η(m)l , βp
m−n
]n ≡ 〈η(m)l , βp
m−n〉n mod pn+1.







































hinter dem ersten Gleichheitszeichen ist eine pn+1-te
Einheitswurzel. Daraus folgt
pn+1pm−n〈η(m)l , β〉m ≡ 0 mod pm+1
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und damit ist [Nmn(η(m)l ), β]n = 〈η(m)l , β〉m für alle l ≥ 1 gezeigt.
QED
Bevor die explizite Formel für das Reziprozitätsgesetz angegeben und bewiesen





die Menge der universellen Normen von Kn.
Lemma 5.23 Für m ≥ n gilt K ′n = Nmn(K ′m).
Beweis: Aufgrund der Kompositionsformel für die Normabbildung gilt für







































Somit existiert für jedes α ∈ K ′n und jedes m ≥ n ein αm ∈ K ′m mit α = Nmn(αm).
Theorem 5.24 (Explizites Reziprozitätsgesetz) Für α ∈ K ′n sei αm ∈ K ′m
mit Nmn(αm) = α. Mit β ∈ (1 + mn) gilt
[α, β]n = 〈αm, β〉m für alle m ≥ 2n + 1.
Explizit lautet die Behauptung








wobei δm(αm) = ζmαm f
′(πm) mit einer Potenzreihe f ∈ Zp[[T ]] für αm ist.
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Beweis: Seien l ≥ m ≥ 2n + 1, l ≥ 3n + 1 und αl ∈ K ′l , αm ∈ K ′m mit
Nlm(αl) = αm und Nmn(αm) = α. Dann gilt nach Satz 5.22
[α, β]n = 〈αl, β〉l,
und nach Satz 5.15
〈αm, β〉m ≡ 〈αl, β〉l mod pn+1.
Da [α, β]n nur modulo pn+1 bestimmt ist, erhält man die Gleichheit
[α, β]n = 〈αm, β〉m.
QED
Wählt man α = ζn so ist nach Lemma 4.7 αm = ζm ein Urbild von ζn unter der
Normabbildung Nmn. Nach Gleichung (5.7) von Seite 53 gilt δm(ζm) = −1. Damit
folgt für m ≥ 2n + 1





Wegen log β ∈ Kn ist Sm(log β) = pm−nSn(log β) und es gilt





Dies ist die Aussage des ersten Ergänzungssatzes von Artin-Hasse (vgl. Theo-
rem 5.2).
Das Element αm = πm ist aufgrund von Nmn(πm) = πn ein Urbild von α = πn.
Mit Gleichung (5.8) von Seite 53 erhält man δm(πm) = ζmπm . Damit folgt für
m ≥ 2n + 1














= pm−n ζnπn gilt (vgl. Beweis zu Satz 5.12) und log β ∈ Kn ist, kann
man die Argumentation fortsetzen,










Dies ist gerade der zweite Ergänzungssatz von Artin-Hasse (vgl. Theorem 5.2).
In seinem Artikel [Kudo] beweist A. Kudo für den Fall p = 2 die Formel








für das 2n+1-te Hilbertsymbol im Körper Q2(ζn). Der Beweis verläuft analog zu
dem hier vorgestellten Beweis von K. Iwasawa.
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5.3 Weitere Resultate
In diesem Abschnitt werden einige weiterführende Aussagen aus dem Artikel
[Iwa2] von K. Iwasawa zusammengetragen. Insbesondere geht es um einen Homo-





unter den Charakteren der Galoisgruppe zu zerlegen, ist das Ziel von Kapitel 6.





x ∈ Kn : Sn
(
x log(1 + mn)
) ≡ 0 mod Zp
}
. (5.18)
Dies ist eine Untergruppe der additiven Gruppe Kn. Nach [Iwa1],  3, Propositi-
on 14, gilt der folgende Satz.
Satz 5.25 Für alle n ≥ 0 existiert genau ein Homomorphismus
ψn : K ′n → Xn
/
pn+1Xn,
so dass für alle α ∈ K ′n und β ∈ (1 + mn) die Gleichung
(α, β)n = ζSn(ψn(α) log β)n
erfüllt ist. Dieser Homomorphismus ψn ist surjektiv.
Die im nachstehenden Theorem angegebene explizite Vorschrift für ψn ndet sich
bei [Iwa2], Theorem 3.
Theorem 5.26 Der Homomorphismus ψn aus Satz 5.25 ist für m ≥ 2n+1 durch
die Vorschrift






, x ∈ K ′n
gegeben. Dabei ist xm ∈ K ′m ein Element mit Nmn(xm) = x und δm ist die
Abbildung aus Denition 5.8 .










wobei x ∈ K ′n, σ ∈ G(Kn/Qp) und κ(σ) die eindeutig bestimmte p-adische Einheit
aus Lemma 5.10 ist.
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Beweis: Sei σ ∈ G(Kn/Qp). Für x ∈ K ′n sei xm ∈ K∗m ein Element für das
Nmn(xm) = x gilt. Betrachtet man die Elemente τ ∈ G(Km/Kn) und σ ∈
G(Kn/Qp) mit Hilfe der exakten Sequenz
1 → G(Km/Kn) → G(Km/Qp) → G(Kn/Qp) → 1

















































Smn(Dm) ⊆ pn+1Xn für m ≥ 2n + 1




x ∈ Kn : Sn
(
x log(1 + mn)
) ≡ 0 mod pn+1}.





Smn(Dm) log(1 + mn)
)
≡ 0 mod pn+1
























Dn log(1 + mn)
)
.
Die Gleichung Sn(Dn log(1+mn)) ≡ 0 mod pn+1 aus Satz 5.6 und die Beziehung
p2(m−n)
pm+1
∈ Zp implizieren die Behauptung.
QED
Damit man ψn unter den Charakteren der Galoisgruppe G(Kn/Qp) zerlegen kann,
ist es notwendig, die Gruppen K ′n und Xn genauer zu untersuchen.
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Dabei bezeichnet G die Galoisgruppe G(Kn/Qp) der Erweiterung Kn/Qp, die Ele-













Die erste Charakterisierung ndet sich bei [Iwa2], Theorem 4. Die zweite Darstel-
lung ist im Prinzip durch [Iwa1],  1, Theorem 1, gegeben, ndet sich allerdings
als Zusammenfassung auch auf Seite 164 von [Iwa2].
Lemma 5.29 Für die multiplikative Gruppe K ′n gilt
K ′n = {x ∈ K∗n : Nn(x) = pk für ein k ∈ Z}
= 〈πn〉 × µp−1 × (1 + mn)′,
wobei (1 + mn)′ =
{
x ∈ (1 + mn) : Nn(x) = 1
}
.
Beweis: Für die multiplikative Gruppe K∗n gilt
K∗n = 〈πn〉 × µp−1 × (1 + mn).
Für πn ist Nn(πn) = p, für ξ ∈ µp−1 ist Nn(ξ) = ξ(p−1)pn = 1. Da die Elemente
β ∈ (1 + mn) teilerfremd sind zu πn, sind auch die Normen Nn(β) teilerfremd zu
p. Zusammen mit der ersten Darstellung für K ′n folgt somit die zweite Darstellung.
Es werde nun die erste Darstellung bewiesen. Zunächst zeigt man für x ∈ K∗n die
Gültigkeit der Äquivalenz
Nn(x) ∈ Nm(K∗m) ⇐⇒ x ∈ Nmn(K∗m).
Sei Lm := Km( pm+1
√
K∗m). Dann gilt Kn ⊆ Km ⊆ Lm. Nach [Neu], Kap.IV,  6,
Satz (6.4) ist das folgende Diagramm kommutativ,




( . , Km/Qp)
( . , Lm/Kn)
Nn













ergibt sich die gewünschte Äquivalenz








⇐⇒ x ∈ Nmn(K∗m).
Mit Satz 3.9, Teil (ii), folgt nun
x ∈ K ′n ⇐⇒ x ∈
⋂
m≥n
Nmn(K∗m) ⇐⇒ Nn(x) ∈
⋂
m≥n




In diesem Kapitel geht es darum, den in Theorem 5.26 eingeführten Homomor-
phismus ψn mit Hilfe von Charakteren der Galoisgruppe zu zerlegen.
6.1 Allgemeines
Zunächst werden einige allgemeine Aussagen über die Zerlegung von G-Moduln
und von Abbildungen zwischen G-Moduln unter Charakteren angegeben.
Seien G eine endliche abelsche Gruppe, E ein Ring, der die |G|-ten Einheitswur-
zeln enthält und M ein E-Modul. Die abelsche Gruppe von M heiÿt G-Modul,
wenn G auf ihr operiert, d.h. wenn man eine Abbildung
G×M → M, (σ,m) 7→ σ(m)
hat. Ein Charakter von G ist ein Gruppenhomomorphismus
χ : G → E∗.
Da G endlich ist, sind die Werte von χ |G|-te Einheitswurzeln, d.h man hat
χ : G → µ|G|(E).
Die Menge der Charaktere von G bildet eine Gruppe, die Charaktergruppe G×.




identizieren. Nach [Lor1],  14, F3, gilt
|G| = |G×|. Für die Summe über die Werte eines Charakters gilt folgendes Lemma.





|G| , χ = 1,
0 , χ 6= 1.
Dabei bezeichnet χ = 1 den Eins-Charakter, der alles auf die 1 abbildet.
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Beweis: Für χ = 1 ist die Aussage oensichtlich. Sei nun χ 6= 1. Dann gibt es













Wegen χ(τ) 6= 1 folgt die Behauptung.
QED
An den Werte-Ring E sei die Forderung 1|G| ∈ E gestellt. Dann kann man auf M
einen Projektor Pχ denieren.
Denition 6.2 Sei M ein additiver G-Modul, d.h. M ist eine additive Gruppe







χ(σ)σ−1(m), m ∈ M,
deniert.
Die Projektoren Pχ sind Gruppenhomomorphismen Pχ : M → M , man kann sie
auch als Elemente von E[G] auassen. Für sie gelten folgende Aussagen.
Lemma 6.3





(ii) Für σ ∈ G und m′ = Pχ(m) mit m ∈ M gilt σ(m′) = χ(σ)m′.
(iii) Für Projektoren Pχ und Pχ′ gilt
Pχ ◦ Pχ′ =
{
Pχ, falls χ = χ′,
0, falls χ 6= χ′.


























78 Kapitel 6. Zerlegung unter Charakteren









. Somit ist (ii) eine direkte Konsequenz aus (i).
Beweis von (iii): Unter Verwendung von Teil (i), der Eigenschaft χ(σ−1) =


































Pχ(m), falls χ′ = χ,
0, falls χ′ 6= χ.
QED





von M in Eigenräume M(χ) := Pχ(M). Man sagt, M wurde unter den Charak-
teren von G zerlegt. Nach Lemma 6.3, Teil (ii), operiert G auf den Eigenräumen
durch Multiplikation mit der jeweiligen Einheitswurzel χ(σ).
Insbesondere folgt für m ∈ M aus Pχ(m) = m oder σ(m) = χ(σ)m für alle σ ∈ G,
dass m ∈ M(χ).
Ist N ein multiplikativer G-Modul, d.h. N ist eine multiplikative Gruppe und








, n ∈ N,
denieren. Diese Projektoren haben Eigenschaften, die zu den Eigenschaften der






Auf den Eigenräumen N(χ) := P̃χ(N) operiert G durch Potenzierung mit der
jeweiligen Einheitswurzel χ(σ).
Hat man schlieÿlich einen Gruppenhomomorphismus
f : M → N
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zwischen (additiven oder multiplikativen) G-Moduln M und N , auf denen Projek-
toren Pχ oder P̃χ deniert sind, so kann man die durch f induzierten Abbildungen
f(χ) : M(χ) → N(χ′), χ, χ′ ∈ G×,
betrachten, in denen die Charaktere χ und χ′ verschieden sein können. Man sagt,
f wurde unter Charakteren zerlegt.
6.2 Der Spezialfall n = 0
In diesem Abschnitt geht es darum, den eindeutig bestimmten Homomorphis-
mus ψn im Spezialfall n = 0 genauer zu untersuchen. Es seien K0 = Qp(ζ0) mit
einer primitiven p-ten Einheitswurzel ζ0 und G := G(K0/Qp). Der Bewertungs-
ring von K0 und sein maximales Ideal seien, wie im letzten Kapitel, mit O0 bzw.
m0 bezeichnet. Das Primelement ist weiterhin π0 = 1− ζ0.
Die in Theorem 5.26 angegebene Abbildung ist







, m ≥ 1.
Das weitere Vorgehen ergibt sich folgendermaÿen. Zunächst werden die Gruppe
G und ihre Charaktergruppe G× untersucht. Beim Versuch, die Projektoren Pχ
und P̃χ auf den Gruppen X0/pX0 und K ′0 zu denieren, zeigt es sich, dass man
von K ′0 erst zur Komplettierung X0 übergehen muss, bevor man die Projektoren
P̃χ anwenden kann. Schlieÿlich werden die Eigenräume der Gruppen X0/pX0 und
X0 bestimmt und die Abbildungen ψ0(χ) auf den Eigenräumen untersucht.
Lemma 6.4 Es gilt G = G(K0/Qp) =
(
Z/pZ
)∗. Insbesondere ist |G×| = p− 1.
Beweis: Ein Element der Galoisgruppe G(K0/Qp) ist durch seine Wirkung auf ζ0
eindeutig festgelegt. Jedes a ∈ (Z/p Z)∗ deniert durch ζ0 7→ ζa0 einen Automor-
phismus σa ∈ G(K0/Qp). Somit gilt (Z/pZ)∗ ⊆ G(K0/Qp). Wegen
∣∣(Z/pZ)∗∣∣ =
p − 1 und |G(K0/Qp)| = [K0 : Qp] = p − 1 (vgl. Satz 2.1) folgt die Gleichheit
(Z/pZ)∗ = G(K0/Qp).
QED
Die Werte χ(σ) der Charaktere χ ∈ G× sind (p − 1)-te Einheitswurzeln, nach
Satz 2.1 sind diese in Qp enthalten. Sei ξ ∈ Qp eine (p − 1)-te Einheitswurzel.
Dann gilt
0 = vp(1) = vp(ξp−1) = (p− 1)vp(ξ),
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also vp(ξ) = 0. Deshalb sind die (p−1)-ten Einheitswurzeln bereits in Zp enthalten,
und man kann die Charaktere von G als Homomorphismen
χ : G(K0/Qp) → Zp
betrachten.
Die (p−1)-ten Einheitswurzeln sind, modulo p betrachtet, paarweise verschieden,
denn die Gleichung
Xp−1 − 1 = 0
hat p− 1 verschiedene Lösungen in Fp.




)∗ → µp−1 ⊆ Zp,
der durch ω(a) ≡ a mod p charakterisiert ist.
Der Teichmüller-Charakter hat die Ordnung p−1, ist also ein erzeugendes Element
der Charaktergruppe,
G× = {ωk, k = 0, 1, . . . , p− 2}.




x ∈ K0 : S0
(
x log(1 + m0)































Lemma 6.6 Die additive Gruppe X0/p X0 ist ein G-Modul.
Beweis: Seien τ ∈ G und x = ∑σ∈G cσσ(µ0) +
∑



















σ∈G dσ = 0 ist τ(x) ein Element von X0. Somit operiert
G auf X0. Mit einer analogen Rechnung kann man zeigen, dass G auch auf p X0
operiert. Auÿerdem kann kein Element x aus X0, das kein Vielfaches von p ist,
durch ein σ ∈ G nach p X0 abgebildet werden. Wäre dies der Fall, so ergäbe sich
die Relation
x = σ−1σ(x) ∈ σ−1(p X0) ⊆ p X0.
Das ist ein Widerspruch. Somit operiert G auch auf dem Quotienten X0/p X0.
QED
Lemma 6.7 Die multiplikative Gruppe K ′0 ist ein G-Modul.
Beweis: Nach Lemma 5.29 besteht K ′0 aus denjenigen Elementen x ∈ K∗0 , für die




= N0(x) gilt, ist
gezeigt, dass σ(x) ∈ K ′0, dass also G auf K ′0 operiert.
QED







Wegen 1p−1 = −
∑
k≥0 p
k ∈ Zp ist Pχ ∈ Zp[G]. Da in X0 die Multiplikation mit
Elementen aus Zp erklärt ist, ist die Anwendung von Pχ auf X0 deniert.
Lemma 6.8 Es gilt (X0/p X0)(χ) = X0(χ)
/
p X0(χ).
Beweis: Sei x ∈ X0. Die Restklasse von x in X0/pX0 werde als x+pX0 geschrieben.
Dann gilt
Pχ(x + p X0) = Pχ(x) + pPχ(X0)
und die Behauptung ist bewiesen.
QED
Nach den soeben gewonnenen Ergebnissen genügt es vorerst, die Eigenräume von
X0 zu bestimmen.







wobei mit σa der Automorphismus σa : ζ0 7→ ζa0 bezeichnet ist.
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Die Summe auf der rechten Seite der zweiten Gleichung läÿt sich unter Verwen-



























= (p− 1)ζ0 − ζ0
p−1∑
b=1
ζ−b0 = (p− 1)ζ0 − ζ0S0(ζ0)
= (p− 1)ζ0 + ζ0 = p ζ0
umformen. Damit ist das Lemma bewiesen.
QED






p Zp, für χ = 1
1










p Zp, für χ = 1






















folgt zusammen mit Lemma 6.1 über die Summe der Werte eines Charakters und
der Charakterisierung von X0 in Gleichung (6.1) vor Lemma 6.6, dass
Pχ(µ0) ∈ X0 für alle χ ∈ G×
und Pχ(θ0) ∈ X0 für χ 6= 1.
Über die Zugehörigkeit von P1(θ0) zu X0 kann zunächst keine Aussage gemacht
werden.
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Seien χ ∈ G× und x = ∑σ∈G cσσ(µ0) +
∑
σ∈G dσσ(θ0) ∈ X0. Dann gilt unter


























Zunächst werden die Eigenräume Pχ(X0) für χ 6= 1 bestimmt. Die beiden Vorfak-
toren vor Pχ(µ0) und Pχ(θ0) sind aus Zp. Daraus und aus den Vorbemerkungen
folgt
Pχ(X0) ⊆ ZpPχ(µ0) + ZpPχ(θ0) ⊆ X0.
Andererseits liegt jedes Element cPχ(µ0)+ dPχ(θ0) mit c, d ∈ Zp in Pχ(X0), denn















Pχ(X0) = ZpPχ(µ0) + ZpPχ(θ0).





































ap−1 ≡ p− 1.
Im Fall k < p − 1 ist die Summe ∑p−1a=1 ak ≡
∑p
a=1 a
k mod p zu betrachten.































mit der Bezeichnung Bj für die j-te Bernoulli-Zahl. Nach [Was], Chap. 5,  5.2,
Theorem 5.10, enthält Bj im Nenner keinen Faktor p, wenn (p − 1) - j. Wegen
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k < p−1 tritt also in keinem der Bj in obiger Formel (6.4) ein Faktor p im Nenner






ak ≡ 0 mod p.





Zp, für χ = ω−1,









pZp, für χ = ω−1,
Zp, für χ 6= 1, ω−1.
Im Fall χ = ω−1 ist demnach c := 1p
∑p−1
a=1 aχ(σa) 6∈ Zp. Dann gilt jedoch c−1 ∈ Zp,
so dass man Pχ(θ0) = c−1Pχ(µ0) ∈ ZpPχ(µ0) erhält. Abschlieÿend ergibt sich für




pZpPχ(θ0), für χ = ω−1




ZpPχ(µ0), für χ = ω−1
ZpPχ(θ0), für χ 6= 1, ω−1
}
.
Zuletzt muss noch der Eigenraum P1(X0) bestimmt werden. Der Vorfaktor vor




σ dσ = 0, so dass man





erhält. Daraus folgt P1(X0) ⊆ ZpP1(µ0) ⊆ X0 und mit derselben Argumentation
wie oben kann man
P1(X0) = ZpP1(µ0)
schlussfolgern. Zur Berechnung von P1(µ0) sei an Lemma 6.9 und an Gleichung
S0(ζ−10 ) = −1 aus Lemma 4.8 erinnert.
P1(µ0) =
1
p− 1 S0(µ0) =
1










aS0(ζ−10 ) = −
1
2p
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Der Vollständigkeit halber sei noch erwähnt, dass auch P1(θ0) ∈ X0, denn es gilt
P1(θ0) =
1
p− 1 S0(θ0) =
1




p (p− 1) =
2
p− 1P1(µ0) ∈ X0.
QED







rk ZpX0(χ) = p− 1.
Die Eigenräume der Faktorgruppe X0
/








p Fp, für χ = 1,
FpPχ(µ0), für χ = ω−1,
FpPχ(θ0), sonst.
(6.5)
Damit ist die Zerlegung von X0
/
p X0 angegeben. Nun wird es um die Zerlegung
von K ′0 gehen.







deniert. Allerdings können sie nicht auf Elemente aus K ′0 angewandt werden, da
in K ′0 die Potenzierung mit Zahlen aus Zp nicht deniert ist. Der Lösung dieses
Problems widmen sich die nächsten Überlegungen.













0 , r ≥ s,






0 der Limes dieses Systems. Dann
gilt der folgende Satz.
Satz 6.11 Der projektive Limes X0 besitzt die Darstellung
X0 = 〈〈π0〉〉 × (1 + m0)′
mit 〈〈π0〉〉 = {πa0 , a ∈ Zp}.
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Beweis: Für eine (p − 1)-te Einheitswurzel ξ gilt ξpr = ξ, denn es ist pr − 1 =
(p− 1)(1 + p + p2 + . . . + pr−1) ≡ 0 mod (p− 1), also pr ≡ 1 mod (p− 1). Somit
ist die Gruppe µp−1 der (p− 1)-ten Einheitswurzeln ein direkter Faktor jeder der
Gruppen K ′p
r











Da man die Bildung des projektiven Limes mit der Bildung von direkten Produk-











Zum Beweis der ersten Identität wird folgende Abbildung betrachtet,












Ziel ist es, zu zeigen, dass ϕ ein Isomorphismus ist. Zunächst ist festzustellen,





0 , d.h. ϕ(πa0) ist ein Element des projektiven Limes
limr 〈π0〉
/〈π0〉pr . Auÿerdem ist ϕ injektiv, denn es gilt
ϕ(πa0) = 1 =⇒ πa0 ≡ 1 mod πp
r
0 für alle r ≥ 1,
=⇒ a ≡ 0 mod pr für alle r ≥ 1 =⇒ a = 0 =⇒ πa0 = 1.




/〈π0〉pr . Damit dies ein Element des projektiven Limes ist,
muss für r ≥ s
πar0 ≡ πas0 mod πp
s
0
gelten, d.h. ar ≡ as mod psZp. Das Tupel (ar)r deniert somit ein Element a
des projektiven Limes Zp und πa0 ist das Urbild von (πar0 )r. Damit ist die erste
Identität nachgewiesen.
Um (1+m0)′ = limr (1+m0)′
/
(1+m0)′p
r zu zeigen, wird auf der Gruppe (1+m0)
neben der Bewertungstopologie T eine weitere Topologie T ′ eingeführt, die mit
den Potenzen (1 + m0)p
r korrespondiert. Aus der Äquivalenz beider Topologien,
die im Anschluss bewiesen wird, kann man Aussagen über die Komplettierung
von (1 + m0)′ bezüglich der Topologie T ′ folgern. Die Topologien sind durch ihre
Umgebungsbasen gegeben,
T : Umgebungsbasis der 1: {Vρ(1), ρ ∈ (p− 1)N}
Vρ(1) = {x ∈ (1 + m0) : ν0(x− 1) > ρ},
T ′ : Umgebungsbasis der 1: {(1 + m0)pr , r ≥ 0}.
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Für die Elemente der Umgebungsbasis der 1 der Topologie T gilt Vρ(1) = 1+mρ+10 .
Lemma 6.12 Auf (1 + m0) sind die Topologien T und T ′ äquivalent.
Beweis: Es ist zu zeigen, dass jedes Element der Umgebungsbasis der 1 der einen
Topologie in einem Element der Umgebungsbasis der 1 der anderen Topologie
enthalten ist. Nach Lemma 4.2 gilt
(1 + m0)p
r ⊆ 1 + prm0 = 1 + mr(p−1)+10 = Vr(p−1)(1).
Für r=0 gilt hier sogar Gleichheit. Nun ist 1+mr(p−1)+10 =Vr(p−1)(1) ⊆(1 + m0)p
r−1
für r ≥ 1 zu zeigen. Wegen r(p−1)+1 > 1 für r ≥ 1 kann Lemma 4.1 angewandt
werden. Mit r(p− 1) + 1 ≥ (r − 1)(p− 1) + 2 folgt
log Vr(p−1)(1) = m
r(p−1)+1








An dieser Stelle wurde die Gleichheit log(1 + m0) = log(1 + m20) verwendet. Die
Gültigkeit dieser Gleichheit kann mit derselben Argumentation wie im Beweis zu
Satz 5.6 begründet werden. Zusammenfassend ergibt sich
log Vr(p−1)(1) ⊆ log(1 + m0)p
r−1
.
Die Anwendung der Exponentialabbildung, die in diesem Fall ein Isomorphismus
ist, liefert
Vr(p−1)(1) ⊆ (1 + m0)p
r−1
,
womit der Beweis der Äquivalenz der beiden Topologien abgeschlossen ist.
QED
Satz 6.13 Die Gruppe (1+m0)′ ist vollständig bezüglich der Topologie T bzw. T ′.
Somit ist die Vervollständigung limr (1 + m0)′
/
(1 + m0)′p
r von (1 + m0)′ bezüglich
T ′ gerade (1 + m0)′, d.h.







Beweis: Die Gruppe (1 + m0)′ läÿt sich als
(1 + m0)′ = N−10 ({1}) ∩ (1 + m0)
darstellen. Dabei bezeichnet N−10 ({1}) das Urbild der 1 unter der Normabbil-
dung N0 : (1 + m0) → Zp. Um von dieser Darstellung auf die Vollständigkeit von
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(1 + m0)′ schlieÿen zu können, müssen die Stetigkeit von N0 und die Vollstän-
digkeit von (1 + m0), jeweils bezüglich der Topologie T oder T ′, gezeigt werden.
In diesem Fall gilt dann, dass (1 + m0)′ als Durchschnitt zweier abgeschlossener
Mengen selbst abgeschlossen und als abgeschlossene Teilmenge eines vollständi-
gen Raumes auch vollständig ist.
Wegen ν0
(
σ(x − 1)) = ν0(x − 1) für x ∈ (1 + m0) und σ ∈ G(K0/Qp) sind die
Automorphismen σ ∈ G(K0/Qp) stetig. Somit ist auch die Normabbildung als
Produkt der stetigen Abbildungen σ ∈ G(K0/Qp) stetig.
Nun ist noch die Vollständigkeit von (1 + m0) zu begründen. Sei {zj , j ∈ N} eine
Folge in (1 + m0), die gegen z konvergiert. Dann ist zu zeigen, dass z ∈ (1 + m0).
Aus der Konvergenz zj → z folgt die Konvergenz zj − 1 → z − 1, d.h. es gilt
ν0(zj − 1) = ν0(z− 1) für j ≥ j0. Wegen ν0(zj − 1) ≥ 1 für alle j ∈ N folgt daraus
ν0(z − 1) ≥ 1, d.h. z ∈ (1 + m0).
QED
Damit ist auch der Beweis von Satz 6.11 abgeschlossen.
QED
Nach Konstruktion ist jedes Element x ∈ X0, x 6= 0, als x = πa0yb mit a, b ∈ Zp
und y ∈ (1+m0)′ darstellbar. Für ein derartiges x gilt ψ0(x) = aψ0(π0)+ bψ0(y).
Damit kann ψ0 nun als Abbildung




Wie bereits in Satz 6.11 bemerkt, enthält X0, im Gegensatz zu K ′0, nicht mehr
die (p − 1)-ten Einheitswurzeln. Dass dies keinen Informationsverlust bedeutet,
zeigt das folgende Lemma.
Lemma 6.14 Für eine (p− 1)-te Einheitswurzel ξ gilt ψ0(ξ) = 0.
Beweis: Sei m ≥ 1. Dann gilt Nm0(ξ) = ξpm = ξ, denn wie schon im Beweis zu
Satz 6.11 begründet, gilt pm ≡ 1 mod (p− 1). Somit ist ξ ein Normurbild von ξ
und man erhält







Die Potenzreihe f(T ) ∈ Zp[[T ]], f(T ) = ξ, ist eine Potenzreihe für ξ. Mit Hilfe




f ′(π0) = 0.
Damit ist auch ψ0(ξ) = 0. QED
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Nachdem nun K ′0 derart zu X0 vervollständigt worden ist, dass die Projektoren
P̃χ auf Elemente aus X0 angewandt werden können, kann die Zerlegung von X0 in
Eigenräume angegeben werden. Die sich anschlieÿenden Betrachtungen erfolgen
unter Verwendung von [Was], Chap. 13,  13.7 und  13.8.
Satz 6.15 Für die Eigenräume von X0 gilt rk ZpX0(χ) = 1.































1, für χ = 1,
0, für χ 6= 1. (6.6)
Der Projektor P̃1 ist somit der einzige Projektor, der in die Untergruppe 〈〈π0〉〉
projiziert. Betrachtet werde die exakte Sequenz
1 → (1 + m0)′ → X0 → X0
/
(1 + m0)′ → 1.
Die Faktorgruppe X0
/
(1 + m0)′ ist als Zp-Modul isomorph zu 〈〈π0〉〉, hat also
Zp-Rang 1.





= N0(x) = 1 und ν0
(
σ(x) − 1) = ν0
(
σ(x − 1)) = ν0(x − 1) ≥ 1,
also σ(x) ∈ (1 + m0)′. Somit kann man, ähnlich wie im Beweis zu Lemma 6.6,
sehen, dass X0
/
(1 + m0)′, im Gegensatz zu 〈〈π0〉〉, ein G-Modul ist. Aus die-
sem Grund kann die Wirkung von P̃χ auf X0
/
(1 + m0)′ untersucht werden. Mit









P̃χ(1 + m0)′. Daher geht die obige exakte Sequenz bei Anwendung von
P̃χ in die exakte Sequenz





) → 1 (6.7)






entweder den Zp-Rang 0 oder 1.







1 = 1, da (1 + m0)′ keine (p− 1)-ten Einheitswur-
zeln auÿer 1 enthält. Somit erhält man aus der Sequenz (6.7) die Sequenz
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. Dieser ist aufgrund der Gleichung (6.6) gleich 1, also














= 1. Aus (6.7) erhält man deshalb die Sequenz
1 → P̃χ(1 + m0)′
∼=−→ P̃χ(X0) → 1 → 1,
wobei die mittlere Abbildung wiederum ein Isomorphismus ist. Nach Theorem
13.54 und der dem Theorem vorangegangenen Bemerkung in [Was], Chap. 13,
 13.8, gilt P̃χ(1 + m0)′ = P̃χ(1 + m0) und rk Zp(1 + m0)(χ) = 1 für χ 6= 1. Somit
haben alle Eigenräume P̃χ(1 + m0)′ für χ 6= 1 den Zp-Rang 1,
rk ZpX0(χ) = rk Zp(1 + m0)′(χ) = 1.
QED









Zusätzlich erhält man das Resultat rk Zp(1 + m0)′ = p− 2.
Nach dem Beweis zu Lemma 13.36 in [Was], Chap. 13,  13.7, lassen sich die
Eigenräume P̃χ(1+m0)′ folgendermaÿen durch die Angabe erzeugender Elemente
charakterisieren.
Lemma 6.16 Sei χ = ωk, k = 1, . . . , p− 2.
(i) Für k 6= 1 wird P̃ωk(1 + m0)′ von dem Element P̃ωk(1− πk0 ) erzeugt.
(ii) P̃ω(1 + m0)′ wird von P̃ω(1− π0) = P̃ω(ζ0) und P̃ω(1− πp0) erzeugt.
Nach Lemma 4.7 gilt ζ0 ∈ (1+m0)′. Die anderen Elemente 1−πk0 , k = 2, . . . , p−2, p
liegen nicht unbedingt in (1+m0)′, sind aber Elemente von (1+m0). Da nach der
Bemerkung vor Theorem 13.54 in [Was], Chap. 13,  13.8, für χ 6= 1 die Identität
P̃χ(1 + m0) = P̃χ(1 + m0)′ gilt, sind P̃ωk(1 − πk0 ), k = 1, . . . , p − 2, p, auch tat-
sächlich Elemente von P̃ωk(1 + m0)′.
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da es im Exponenten von ζ0 nur auf den Wert modulo p ankommt und ω(a) ≡ a
mod p gilt. Somit kann man P̃ω(1 + m0)′ auch als









der von P̃ω(1− πp0) erzeugte Zp-Modul ist.
Da nun die Eigenräume X0(χ), χ 6= 1, explizit durch Angabe ihrer Erzeugenden
charakterisiert sind, ist es von Interesse, die Abbildung ψ0 auf den Erzeugen-
den anzugeben. Aus diesem Grund werden zunächst zwei vorbereitende Lemmata
formuliert.
Lemma 6.17 Das folgende Diagramm ist kommutativ.
X0(χ) - X0/p X0(χω−1)






































Die Abbildung σ 7→ κ(σ), wobei κ(σ) die eindeutig bestimmte p-adische Einheit
aus Lemma 5.10 ist, ist ein Charakter auf G(K/Qp), K =
⋃
n≥0 Kn. Dieser werde
mit κ bezeichnet. Schränkt man κ auf G = G(K0/Qp) ein, und ist σa der Au-
tomorphismus aus G, der durch σa(ζ0) = ζa0 , a ∈ (Z/p Z)∗, bestimmt ist, so ist
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womit ψ0 ◦ P̃χ = Pχω−1 ◦ ψ0 gezeigt ist.
QED
Ein schwieriger Teil bei der Berechnung der Bilder ψ0(x) ist das Finden von
Normurbildern xm ∈ K ′m, Nm0(xm) = x. In dem hier betrachteten Spezialfall
n = 0 ist es jedoch möglich, für ψ0 eine vereinfachte Bildungsvorschrift anzugeben,
bei der die Suche nach Normurbildern entfällt.
Lemma 6.18 Es gilt ψ0 = − 1
p
δ0.













mod D0. Dividiert man diese Gleichung durch p und beachtet D0 = p m−10 , so
ergibt sich





) ≡ − 1
p
δ0(x) mod m−10 .
Um das Äquivalenzzeichen durch ein Gleichheitszeichen ersetzen zu können, ist
der Nachweis von m−10 ⊆ p X0 notwendig. Da aus Gleichung (5.18)
p X0 =
{
x ∈ K0 : S0
(
x log(1 + m0)
) ≡ 0 mod p}
folgt, reduziert sich der Beweis auf die Begründung von S0
(
m−10 log(1 + m0)
) ≡ 0
mod p. So wie im Beweis zu Satz 5.6 sieht man, dass log(1 + m0) = log(1 + m20).
Auf (1 + m20) ist der Logarithmus aber ein Isomorphismus (vgl. Lemma 4.1), so
dass log(1+m0) = m20 folgt. Es ergibt sich daher, unter Verwendung von Satz 4.9,
S0
(




0) = S0(m0) = p Zp ≡ 0 mod p.
Damit ist das Lemma bewiesen.
QED
Mit Hilfe dieser vereinfachten Vorschrift ist es nun möglich, die Abbildung ψ0 auf
den Erzeugenden P̃1(π0), ζ0 und P̃ωk(1− πk0 ), k = 2 . . . p− 2, p anzugeben.
Satz 6.19 Für den Erzeuger P̃1(π0) von X0(1) und ζ0 als Erzeuger des endlichen
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Beweis: Die Einheitswurzel ζ0 erzeugt nach Lemma 6.16 den endlichen Anteil
des Eigenraumes (1 + m0)′(ω). Es gilt, unter Verwendung von δ0(ζ0) = −1 (vgl.









berechnen zu können, ist
zunächst eine Potenzreihe für








anzugeben. Es ist f(T ) := 1− T k eine Potenzreihe von 1− πk0 .





= 1− uσ−1(T )k = 1−
(
1− (1− T )κ(σ−1))k
eine Potenzreihe für σ−1(1− πk0 ) (vgl. Beweis zu Satz 5.11). Wählt man





als Potenzreihe für σ−1(1− πk0 )
ωk(σ)


















































p−1 −1(− kuσ−1(T )k−1
)
κ(σ−1)(1− T )κ(σ−1)−1,











) k uσ−1(T )k−1(1− T )κ(σ
−1)−1.

























































zu berechnen. Da π0 ein
Erzeuger von 〈〈π0〉〉 ist, ist für χ = 1 das Element P̃1(π0) ein Erzeuger von(
X0/(1 + m0)′
)
(1) ∼= X0(1) (vgl. Satz 6.15). Für das Bild dieses Erzeugers un-
























Damit ist das Bild von ψ0 auf allen Erzeugern der Eigenräume von X0 angegeben.
QED





nicht die Kommutativität des Diagramms aus Lemma 6.17
ausnutzen lieÿ. Die Abbildung ψ0 darf nicht auf die Elemente 1− πk0 angewendet
werden, da diese nicht in X0 liegen.









angegeben. Damit diese leichter auf den Fall n > 0 übertragen wer-
den kann, wird nun wieder mit der ursprünglichen Beschreibung von ψ0 gearbeitet.
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x ∈ (1 + m0)′ zu bestimmen.
Für n ≥ 0 sei (1+mn)′ :=
{
x ∈ (1+mn) : Nn(x) = 1
}
. Da die universellen Normen
K ′n nach Lemma 5.23 ein projektives System bezüglich der Normabbildungen Nmn
bilden, bilden auch die (1 + mn)′ als direkte Faktoren der K ′n (vgl. Lemma 5.29)




(1 + mn)′. (6.8)
Für ein beliebiges x ∈ (1 + m0)′ ndet man ein x1 ∈ (1 + m1)′ mit N10(x1) = x.
Für dieses x1 ndet man wiederum ein x2 ∈ (1 + m2)′ mit N21(x2) = x1, und
so fort. Dann ist das Element u := (. . . , x2, x1, x) ein Element des projektiven
Limes U . Nach [Was], Chap. 13,  13.7, Theorem 13.38, gibt es zu diesem u eine
eindeutig bestimmte Potenzreihe fu ∈ Zp[[T ]] mit f(πn) = xn für alle n ≥ 1 bzw.
f(π0) = x. Mit Hilfe dieser Potenzreihe wird der folgende Satz formuliert.
Satz 6.20 Seien m ≥ 1, x ∈ (1 + m0)′, u ∈ U ein zu x gehörendes Element des




















Dabei ist χω−1(ρ) deniert als χω−1(ρ′) mit ρ′ ∈ G = G(K0/Qp) und ρ ≡ ρ′
mod G(Km/K0).

























wird zunächst die kurze exakte Sequenz
1 → G(Km/K0) ι↪→ G(Km/Qp)
π³ G(K0/Qp) → 1,
σ 7→ σ; τ ′ 7→ τ
betrachtet. Sei H die Untergruppe der Elemente von G(Km/Qp), deren Ordnung
ein Teiler von p− 1 ist. Dann gibt es einen Isomorphismus π|H : H ∼= G(K0/Qp).
In obiger Sequenz seien die τ ′ als Elemente von H aufgefasst. In der folgenden
Rechnung werden σ, τ und τ ′ immer als Elemente derjenigen Galoisgruppe ver-
standen, wie es in obiger Sequenz angezeigt ist. Für einen beliebigen Charakter
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wobei χ(τ ′) mit χ(τ) identiziert wird, wenn sich τ ′ und τ unter dem Isomorphis-
mus π|H entsprechen. Wenn τ und σ in obiger Summe unabhängig voneinander
die Gruppen G(K0/Qp) und G(Km/K0) durchlaufen, so durchläuft ρ−1 := τ ′−1σ






















































6.3 Ausblick auf den Fall n > 0
Nachdem im Abschnitt 6.2 die Zerlegung der Abbildung ψ0 unter den Charak-
teren der Gruppe G(K0/Qp) angegeben worden ist, sollen die Resultate in diesem
Abschnitt auf die Abbildung
ψn : K ′n → Xn/pn+1Xn, x 7→ −
1
pm+1
Smn(δm(xm)), m ≥ 2n + 1,
übertragen werden. Dabei sind
K ′n = 〈πn〉 × µp−1 × (1 + mn)′
mit (1 + mn)′ =
{














mit µn := 1pn+1
ζn
πn




j . Eine Verallgemeinerung ist in zwei
Richtungen denkbar.
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Zum einen kann man die Zerlegung von ψn unter den Charakteren der Galois-
gruppe G(Kn/Qp) betrachten. Analog wie in den Beweisen zu Lemma 6.6 und
Lemma 6.7 erkennt man, dass Xn und K ′n G(Kn/Qp)-Moduln sind. Auf beiden












Diese sind nun aber nicht mehr Elemente von Zp[G(Kn/Qp)], sondern von
Qp[G(Kn/Qp)], denn es ist Zp[ 1pn ] = Zp[1p ] = Qp. Die Gruppen Xn und K ′n müssen
also in der Weise erweitert werden, dass in Xn die Multiplikation und in K ′n die
Potenzierung mit Elementen a ∈ Qp erklärt ist. Während letzteres ein schwieriges












deniert. Allerdings kann nun nicht mehr der Faktor Xn/pn+1Xn betrachtet wer-
den.
Die andere Möglichkeit der Verallgemeinerung besteht darin, dass man Xn und
K ′n als G(K0/Qp)-Moduln auasst. Dies erreicht man, wenn man G = G(K0/Qp)
mit der Untergruppe H ⊆ G(Kn/Qp) aller Elemente σ mit σp−1 = id identiziert.
Dann gilt das folgende Lemma.
Lemma 6.21 Sei G = G(K0/Qp). Die Gruppen Xn und K ′n sind G-Moduln. Die













Die Anwendung von Pχ auf Elemente x ∈ Xn ist wohldeniert, im Gegensatz
zur Anwendung von P̃χ auf Elemente x ∈ K ′n, da in K ′n die Potenzierung mit






pr = 〈〈πn〉〉 × (1 + mn)′
über, so kann P̃χ auf x ∈ Xn angewandt werden. Da für eine (p− 1)-te Einheits-
wurzel ξ ∈ µp−1 die Gleichheit ψn(ξ) = 0 gilt, stellt der Übergang von K ′n zum
projektiven Limes Xn, der µp−1 nicht mehr als direkten Faktor enthält, keinen
Informationsverlust dar.
Die Aussagen des Lemmas folgen aus den Beweisen der dazu analogen Aussagen
im Fall n = 0 in Lemma 6.6, Lemma 6.7, Satz 6.11 und Lemma 6.14.
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Wie im Fall n = 0, so genügt es auch hier zunächst, die Eigenräume von Xn
zu bestimmen (vgl. Lemma 6.8). Als Voraussetzung dazu ist das nachstehende
Lemma notwendig (vgl. Lemma 6.9).













wobei mit σa der Automorphismus aus G(Kn/Qp) gemeint ist, für den σa(ζn) = ζan
gilt.














zu zeigen. Dazu werden die beiden Summen auf der rechten Seite einzeln ausge-




























In der zweiten Summe auf der rechten Seite werde die Variablensubstitution−b :=
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denn nach Lemma 4.8 sind die Summanden der letzten Summe für k < n alle










und Gleichung (6.10) ist bewiesen.
Mit σa(ζj) = σa(ζp
n−j
n ) = ζ
apn−j














Für festes j lässt sich jedes a ∈ {0, . . . , pn+1 − 1}, (a, p) = 1, eindeutig als
a = b + kpj+1 mit b ∈ {0, . . . , pj+1 − 1}, (b, p) = 1, und k ∈ {0, . . . , pn−j − 1}
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Nach Lemma 4.8 ist dieser Ausdruck für alle j 6= 0 gleich Null, für j = 0 gilt
S0(ζ−10 ) = −1. In der ersten Summe durchläuft der Ausdruck bpn−j die Menge
0 ≤ a ≤ pn+1 − 1, wenn b und j die angegebenen Mengen durchlaufen. Mit Hilfe




























































Nun kann man eine Aussage über die Eigenräume von Xn formulieren.















Die Eigenräume haben den Zp-Rang pn.
Beweis: Im folgenden wird die Gruppe G := G(K0/Qp) wieder mit der Unter-
gruppe H ⊆ G(Kn/Qp) der Elemente, deren Ordnung ein Teiler von (p − 1) ist,
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mit cσ′ = χ(σ
−1)




















mit dσ′ = χ(σ
−1)
p−1 für σ′ = στ und σ ∈ G und dσ′ = 0 sonst. Damit ist
∑
σ′ dσ′ = 1
für χ = 1 und
∑




) ∈ Xn für χ 6= 1.
Jedes σ ∈ G(Kn/Qp) = G(K0/Qp)×G(Kn/K0) lässt sich eindeutig als σ = σ1σ2
mit σ1 ∈ G(K0/Qp) und σ2 ∈ G(Kn/K0) schreiben. Für σ ∈ G(Kn/Qp) und










































































Zuerst wird der Fall χ 6= 1 untersucht. Alle Vorfaktoren in Gleichung (6.12) sind















Da andererseits die Anwendung eines Pχ′ auf ein Element aus der mittleren Menge















, σ ∈ G(Kn/K0).
Mit Hilfe der Beziehung aus Lemma 6.22 wird die rechte Seite dieser Gleichung
noch vereinfacht. Sei dazu τ ∈ G(Kn/K0). Der Automorphismus σa ∈ G(Kn/Qp),
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der durch σa(ζn) = ζan charakterisiert ist, werde in σa = σ′aσ′′a mit σ′a ∈ G(K0/Qp)






















Jedes a der durchlaufenen Menge lässt sich eindeutig als a = b+kp mit 1≤b≤p− 1
und 0 ≤ k ≤ pn − 1 schreiben. Mit dieser Schreibweise erhält man
σa(ζ0) = σa(ζp
n











Der Automorphismus σ′a entspricht demnach für a = b+kp dem Automorphismus
τb ∈ G(K0/Qp), der durch τb(ζ0) = ζb0 charakterisiert ist. Der Anteil σ′′a von σa






















































































Nun wird für χ eine Fallunterscheidung vorgenommen. Im Fall χ = ω−1 gilt wie
im Beweis zu Satz 6.10 die Relation
∑p−1
b=1 bχ(τb) ∈ Zp, und nach Lemma 6.1 ist∑p−1
b=1 χ(τb) = 0. Für χ 6= 1, ω−1 gilt
∑p−1
b=1 bχ(τb) ∈ p Zp und
∑p−1
b=1 χ(τb) ∈ Zp.

























, für χ 6= 1, ω−1.
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, für χ 6= 1, ω−1.















































































































τ dττ(θn) ein Element der oben beschriebenen Gestalt
aus Xn. Wertet man Formel 6.13, welche auch im Fall χ = 1 gilt, im Fall χ = 1
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mit cρ,τ = (p− 1)
(
k + 1− pn2
)
falls τ−1ρ : ζn 7→ ζ1+kpn . Wendet man P1 auf obiges

























































































ein beliebiges Element aus der rechten Menge.
Es soll gezeigt werden, dass es ein Element y ∈ Xn gibt mit z = P1(y). Hat y




τ dττ(θn), τ ∈ G(Kn/K0), so muss für





erfüllt sein. Allgemein läÿt sich das Problem so formulieren: Seien eine m × m-
Matrix A und ein m-komponentiger Vektor b gegeben. Gesucht sind Vektoren c
und d, so dass
b = Ac + d.
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Diese Gleichung ist äquivalent zu der Gleichung





Diese Gleichung hat eine Lösung, denn die Matrix (A|E) hat vollen Rang. In
unserem Fall muss der Vektor d aber noch die zusätzliche Bedingung erfüllen,
dass die Summe seiner Einträge gleich Null ist. Dazu wird die Matrix (A|E) um
eine unterste Zeile (0, . . . , 0, 1, . . . , 1) aus m Nullen und m Einsen und der Vektor
















vollen Rang hat. In der rechten
Hälfte dieser Matrix gilt, dass die Summe der oberen m Zeilen die unterste Zeile
ergibt. Die Matrix hat vollen Rang, wenn diese Bedingung in der linken Hälfte
verletzt ist. Dazu ist es notwendig, die genaue Struktur der Einträge der Matrix
A im konkreten Fall zu ermitteln.
Sei A die pn × pn-Matrix mit den Einträgen cρ,τ . Jedes σ ∈ G(Kn/Qp) ist durch
seine Wirkung ζn 7→ ζan eindeutig festgelegt, wobei a eindeutig als a = b + kp mit
1 ≤ b ≤ p − 1 und 0 ≤ k ≤ pn − 1 geschrieben werden kann. Die Elemente von
G(Kn/K0) sind durch b = 1 charakterisiert. Wirkt τ−1 auf ζn durch Potenzierung
mit 1+ ip und ρ durch Potenzierung mit 1+jp, so wirkt τ−1ρ durch Potenzierung
mit (1 + ip)(1 + jp) = 1 + (i + j + ijp)p. Die Zahl cρ,τ hat in diesem Fall also den
Wert
cρ,τ = (p− 1)
(









Sei j = 0. Dann gilt
pn−1∑
i=0



























vollen Rang hat, dass es also
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Zu guter letzt ist noch nachzuweisen, dass die Eigenräume alle den Zp-Rang pn
haben. Zunächst ist klar, dass der Zp-Rang mindestens pn ist. Sei χ ein beliebiger








die Gleichung cρ = 0 für alle ρ ∈ G(Kn/K0) folgt. Schreibt man Pχ aus und




cρ χ(σ−1) σρ(θn) = 0.
Durchlaufen σ die Gruppe G = G(K0/Qp) und ρ die Gruppe G(Kn/K0), so
durchläuft σρ die gesamte Gruppe G(Kn/Qp). Nach [Iwa1],  1, Prop. 7, bilden die
Elemente σ′(θn), σ′ ∈ G(Kn/Qp), eine Normalbasis von Kn/Qp. Damit folgt das
Verschwinden aller cρχ(σ−1) in obiger Gleichung. Da die χ(σ−1) verschieden von
Null sind, folgt das Verschwinden aller cρ. Somit ist gezeigt, dass alle Eigenräume
Xn(χ) den Zp-Rang pn haben.
QED
Nachdem Xn in (p− 1) Eigenräume vom Zp-Rang pn zerlegt wurde, folgt
rk ZpXn = (p− 1)pn.
Für die Eigenräume von Xn gilt der folgende Satz.




(1 + mn)′ × (1 + mn)′(1),
wobei (1 + mn)′(1) ⊆
{
y ∈ (1 + mn)′ : Nn0(y) = 1
}
.





















1, falls χ = 1,
0, sonst.
Somit ist P̃1 der einzige Projektor, der in die Untergruppe 〈〈πn〉〉 projiziert. Es
werde die exakte Sequenz
1 → (1 + mn)′ → Xn → Xn
/
(1 + mn)′ → 1 (6.14)
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betrachtet. Die Faktorgruppe Xn
/
(1 + mn)′ ist als Zp-Modul isomorph zu 〈〈πn〉〉,
hat also den Zp-Rang 1.
Durch Anwendung von P̃χ geht obige exakte Sequenz (6.14) in die exakte Sequenz





) → 1 (6.15)







den Zp-Rang 0 oder 1.
Sei χ 6= 1. Da die Projektoren P̃χ nach obiger Rechnung für χ 6= 1 nicht in die
Komponente Xn
/







Daraus erhält man Xn(χ) ∼= (1 + mn)′(χ). Nach Theorem 13.54 und der dem
Theorem vorangegangenen Bemerkung in [Was], Chap. 13,  13.8, gilt
P̃χ(1 + mn)′ = P̃χ(1 + mn)
und rk Zp(1 + mn)(χ) = pn. Somit haben die Eigenräume P̃χ(1 + mn)′ für χ 6= 1
alle den Zp-Rang pn,
rk ZpXn(χ) = rk Zp(1 + mn)′(χ) = pn.
Für χ = 1 erhält man aus (6.15) die exakte Sequenz
1 → (1 + mn)′(1) → Xn(1) → Xn
/
(1 + mn)′(1) → 1,
und daraus folgt Xn(1) ∼= Xn
/


















(1 + mn)′(1) ∼= Xn
/
(1 + mn)′ und somit
Xn(1) ∼= Xn
/
(1 + mn)′ × (1 + mn)′(1).
Es verbleibt, die Enthaltenseinsrelation (1+mn)′(1) ⊆ {y ∈ (1+mn)′ : Nn0(y)= 1}
nachzuweisen. Zu diesem Zweck gelte in den folgenden Rechnungen immer σ ∈


































Durchlaufen σ und τ die angegebenen Mengen, so durchläuft das Produkt τσ die








Damit sind alle Aussagen des Satzes bewiesen.
QED
Wie in Lemma 6.17 kann man zeigen, dass das Diagramm







kommutativ ist. Mit diesem Resultat kann der nächste Satz bewiesen werden.




























, falls χ = ω,
0, sonst.
Aufgrund des Ergebnisses von Satz 6.24 ist nur von Interesse, das Bild von P̃1(πn)
unter ψn zu kennen.


















Für m ≥ 2n + 1 ist πm ein Urbild von πn unter der Abbildung Nmn, und nach
Gleichung (5.8) von Seite 53 gilt δm(πm) = ζmπm . Somit folgt unter Verwendung
des Beweises von Satz 5.12





































Dies entspricht der Basisdarstellung von −Pω−1(µn) ∈ Xn(ω−1) (vgl. Satz 6.23
und Beweis).
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Für ζn ist ζm ein Urbild unter Nmn und unter Verwendung von Gleichung (5.7)























, falls χ = ω,
0, sonst.
QED










erinnert. Die Übergangsabbildungen bei der Bildung des projektiven Limes sind
die Normabbildungen Nmn : (1 + mm)′ → (1 + mn)′. Für jedes Element u =
(. . . , xm, . . . , x1, x0) ∈ U gibt es eine eindeutig bestimmte Potenzreihe fu ∈
Zp[[T ]] mit fu(πm) = xm für alle m ≥ 0.
Satz 6.26 Seien m ≥ 2n + 1, x ∈ (1 + mn)′, u ∈ U ein Element des projektiven
Limes, das zu x gehört, und fu ∈ Zp[[T ]] die eindeutig bestimmte Potenzreihe mit




















mit G(K0/Qp) ∼= H ⊆ G(Km/Qp).
Man erkennt, dass diese Gleichung analog zu der Formel in Satz 6.20 aufgebaut ist.
Allerdings erstreckt sich der Summationsbereich hier nur über eine Untergruppe
von G(Km/Qp).
Beweis: Sei xm = fu(πm) ein Urbild von x unter der Abbildung Nmn. Dann


































110 Kapitel 6. Zerlegung unter Charakteren
Über das Diagramm











dessen Zeile und Spalte exakt sind, können Elemente τ ∈ G(Km/Kn) und
σ ∈ G(K0/Qp) als Elemente von G(Km/Qp) aufgefasst werden. Dabei wird die
Gruppe G(K0/Qp) mit der Untergruppe H ⊆ G(Km/Qp) der Elemente, deren
Ordnung ein Teiler von p − 1 ist, identiziert. Daraus ergibt sich die Enthalten-
seinsrelation G(Km/Kn)×G(K0/Qp) ⊆ G(Km/Qp).

































wobei ρ die Untergruppe G(Km/Kn)×G(K0/Qp) = G(Km/Kn)×H durchläuft
und χω−1(ρ) als χω−1(σ) für ρ ≡ σ mod G(Km/Kn) deniert ist. Mit diesem






















Die Resultate dieses Abschnitts haben gezeigt, dass man durch Beschränkung auf
Charaktere von G(K0/Qp) das Problem der Zerlegung von ψn zwar vereinfacht,
man dafür aber nicht mehr so schöne Ergebnisse bekommt wie im Fall n = 0.
Zum Beispiel haben die erhaltenen Eigenräume nicht mehr den Zp-Rang 1 und
man kann die Erzeugenden der Eigenräume Xn(χ) nicht so leicht angeben.
Es ist zu vermuten, dass der Eigenraum Xn(1) ebenfalls, wie die anderen Eigen-
räume Xn(χ), den Zp-Rang pn hat, so dass alle Eigenräume Xn(χ) und Xn(χ)
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den gleichen Rang haben und für Xn und Xn gilt
rk ZpXn = rk ZpXn = (p− 1)pn.
Auÿerdem ist anzunehmen, dass sogar die Gleichheit
(1 + mn)′(1) = {y ∈ (1 + mn)′ : Nn0(y) = 1}
gilt (vgl. Satz 6.24). Daraus würde sich ergeben, dass {y ∈ (1+mn)′ : Nn0(y) = 1}
den Zp-Rang pn − 1 hat.
Bezeichnungen
Q . . . Körper der rationalen Zahlen
Z . . . Ring der ganzen Zahlen
( . , . ) . . . gröÿter gemeinsamer Teiler
Qp . . . Körper der p-adischen Zahlen
Zp . . . Ring der ganzen p-adischen Zahlen
vp . . . p-adische Bewertung auf Qp
Ẑ . . . projektiver Limes der Gruppen Z
/
nZ
K/Qp . . . endliche Erweiterung lokaler Körper
νK : K ³ Z . . . normierte Bewertung auf K
OK . . . = {x ∈ K : νK(x) ≥ 0} Bewertungsring von K
πK . . . Primelement in OK , d.h. νK(πK) = 1
mK . . . = {x ∈ OK : νK(x) > 0} = πKOK
maximales Ideal von OK
F/Q . . . endliche Zahlkörper-Erweiterung
OF . . . Ring der ganzen Zahlen von F
p . . . ein Primideal in OF
vp . . . zu p gehörige Bewertung
Fp . . . Komplettierung von F bezüglich vp
Op . . . der Bewertungsring von Fp
G(L/K) . . . Galoisgruppe einer Galoiserweiterung L/K








µm, µm(K) . . . Gruppe der m-ten Einheitswurzeln (im Körper K)
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ζn . . . primitive pn+1-te Einheitswurzel
Kn . . . := Qp(ζn)
νn . . . normierte Bewertung auf Kn
On . . . Bewertungsring
πn . . . := 1− ζn Primelement in On
mn . . . = πnOn maximales Ideal
Dn . . . die Dierente von Kn/Qp
η
(n)
i . . . := 1− πin
Nn, Sn : Kn → Qp . . . Norm- bzw. Spurabbildung
Nmn, Smn : Km → Kn . . . Norm- bzw. Spurabbildung, für m > n
( . , . )m . . . m-tes Hilbertsymbol
( . , . )n . . . pn+1-tes Hilbertsymbol
[ . , . ]n . . . Exponent für das pn+1-te Hilbertsymbol
〈 . , . 〉n . . . Produkt, deniert in Denition 5.13
G× . . . Charaktergruppe der Gruppe G
ω . . . Teichmüller-Charakter auf der Gruppe G(K0/Qp)
Pχ, P̃χ . . . additiver bzw. multiplikativer Projektor zum Charakter χ
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