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Agrupamiento local en grafos dirigidos
E l agrupamiento de datos es un cam-po de investigación con numerosasaplicaciones.1 El objetivo de este tra-bajo es identificar grupos de elemen-
tos estrechamente relacionados en un gran con-
junto de datos. Muchos conjuntos de datos tie-
nen una representación natural en forma de grafos.
Un grafo G = (V, E) está compuesto por un
conjunto de vértices V y un conjunto de aristas
E, donde una arista es un par de vértices {u, v} en
V y representa alguna conexión como similitud
entre los vértices. El número de vértices es n y el
número de aristas es m. Si las aristas son conexio-
nes simétricas, se escribe (u, v) = (v, u). En casos
donde la conexión es de un solo sentido, escribi-
mos [u, v] para un vértice de u a v, en tal caso el
grafo es dirigido. Se dice que v es vecino de u, si
están conectados por una arista. El grado de un
vértice es el número de aristas que tiene, en grafos
dirigidos; nos interesamos por el grado de salida,
que es el número de aristas que parten del vérti-
ce.
Actualmente existen trabajos acerca de agru-
pamiento de datos mediante grafos no dirigidos,2
la mayoría usa técnicas espectrales de grafos.3,4 En
años recientes se han desarrollado métodos de
agrupamiento para grafos dirigidos,5 frecuente-
mente basados en métodos para grafos no dirigi-
dos. Los métodos mencionados agrupan global-
mente los datos de entrada.
En este trabajo se propone un método de agru-
pamiento local. Con el método propuesto se pue-
den obtener agrupamientos de alta calidad; no
sólo para grafos no dirigidos, sino para grafos di-
rigidos de gran tamaño.
Agrupamiento global y local
La gran mayoría de los métodos existentes son
para agrupamiento global de los datos. Agrupa-
miento que consiste en identificar, dentro del
grafo que representa tales datos, una partición
de los datos a subgrupos de tal manera que los
datos del mismo grupo estén estrechamente rela-
cionados mediante alguna medida de similitud
definida. Este tipo de agrupamiento es muy cos-
toso computacionalmente, cuando se trabaja con
grafos de tamaño masivo.
No siempre es necesario conocer el agrupa-
miento para todos los datos. En algunas aplica-
ciones y situaciones se tiene interés en conocer
sólo el grupo al cual pertenece un vértice de inte-
rés (llamado la semilla). Por esta razón surge la
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necesidad de métodos de agrupamiento local:
determinar el grupo al cual pertenece el nodo
semilla, preferiblemente por computación local,
de tal manera que en un caso típico no es necesa-
rio procesar el grafo de entrada en su totalidad.
Caminatas aleatorias
Una caminata aleatoria (ciega) es un proceso en
el que se realiza un desplazamiento aleatorio de
un vértice a su vecino. Dado un vértice semilla s
0
,
se selecciona un nodo vecino s
1
 de s
0
, uniforme-
mente al azar y se “mueve” a s
1
; luego se mueve
uniformemente al azar a un vecino s
2
 de s
1
, etcéte-
ra. Se repiten los movimientos sucesivamente
hasta completar un determinado número de pa-
sos. La secuencia de los vértices visitados se lla-
ma camino.
El proceso de caminata aleatoria es una cade-
na de Markov finita. En un grafo no dirigido co-
nexo, donde es posible llegar de un vértice semilla
a los demás vértices en un tiempo finito, la cade-
na de Markov correspondiente es ergódica. Esto
implica que llegará eventualmente a un estado
de equilibrio donde la probabilidad de encontrar-
se en un cierto vértice ya no cambia. En la cami-
nata ciega, esta probabilidad es directamente pro-
porcional al grado del vértice.
Cada cadena de Markov puede ser vista como
una caminata aleatoria, aunque no necesariamen-
te ciega, sobre un grafo dirigido, si admitimos
aristas ponderadas: el vértice siguiente se elige con
probabilidad que dependen del peso de la arista
al vecino. La teoría clásica de caminatas aleatorias
se refiere a caminatas aleatorias sobre grafos sim-
ples pero infinitos, al igual que en las grandes
redes y los estudios cualitativos de su comporta-
miento.
Recientemente, las caminatas aleatorias sobre
grafos finitos han recibido mucha atención en
términos cuantitativos: el número de pasos hasta
el primer retorno a la semilla, el tiempo de pri-
mera llegada a un cierto vértice de interés, el tiem-
po de visitar a cada vértice por lo menos una vez
y el tiempo necesario para llegar al equilibrio
(cuando existe). Como resultado, la teoría de ca-
minatas aleatorias está estrechamente relaciona-
da con la teoría de grafos. Este tipo de propieda-
des básicas de caminatas aleatorias se determina
en gran parte por el espectro del grafo.6
Existe una serie de procesos que pueden
modelarse sobre grafos, la mayoría describe algún
tipo de difusión (propagación, epidemias, balan-
ceo de carga en redes distribuidas, etcétera), cu-
yos parámetros básicos están estrechamente rela-
cionados con los parámetros de caminatas
aleatorias anteriormente mencionadas. Todas es-
tas conexiones son muy fructíferas y proveen
ambas herramientas, para el estudio y oportuni-
dades para aplicaciones de caminatas aleatorias.
Las caminatas aleatorias pueden ser usadas para
la búsqueda de partes “oscuras” en un gran con-
junto de datos, y también para generar elemen-
tos aleatorios en grandes y complicados conjun-
tos.7
En la caminata ciega, la probabilidad de tran-
sición de vértice v
t
 a un vértice vecino v
t+1
 es uni-
forme entre los vecinos, es decir, si denotamos
por d(v
t
) el grado de v
t 
, la probabilidad de transi-
ción es:
1 / d(v
t
)                               (1)
La semilla v
0
 de la caminata puede ser fijada o
aleatoria: denotamos su distribución por ð
0 
y la
distribución de v
t
 por π
t,
. Denotamos por P = p
ij
para todo i, j en V la matriz de probabilidades de
transición (1). Así:
p
ij 
= 1 / d(v
t
) si [i, j] Î E.                  (2)
y cero en otro caso. Sea A la matriz de
adyacencia de G, donde a
ij 
es uno, si [i, j] es una
arista en G y cero en otro caso. Sea D una matriz
diagonal con elementos diagonales definidos por
d
ij
 = d(v
i
). Entonces, P = D-1A. La regla de la cami-
nata puede expresarse en una simple ecuación:
multiplicando P, que es una matriz nxn por la iz-
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quierda por el vector de la distribución ð
t 
que tie-
ne dimensión 1xn para obtener la distribución
ð
t+1 
del paso siguiente:
π
t+1
 =
 
π
t+1
P                           (3)
que da por recursión la ecuación
π
t
 =
 
π
o
Pt                              (4)
para la distribución a paso t, dada la distribu-
ción inicial π
0 
y la matriz de transiciones P.
Tiempos de absorción
La matriz de transiciones P es estocástica: sus ele-
mentos son probabilidades y las sumas de sus ren-
glones son todos iguales a uno:
0 < p
ij
 < 1 y < p
ij
 = 1 donde 1 < i, j < n. (5)
Una cadena de Markov es irreducible, si es po-
sible llegar desde un vértice v a cualquier otro
vértice. En un grafo significa que debe existir una
sucesión de aristas entre vecinos que comienza
en v y llega a cada otro vértice u en V. En un grafo
dirigido es importante respetar la dirección de la
arista.
En las cadenas de Markov se dice que un vér-
tice v es absorbente, si la probabilidad de salir de
éste es cero, o sea, p
vv 
= 1. En un grafo dirigido
sería un vértice sin aristas de salida. Otros vérti-
ces son transitorios. Supongamos ahora que P está
ordenada de tal manera que primero vienen los
elementos que corresponden a transiciones en-
tre vértices transitorios, esta submatriz será lla-
mada Q, y después vienen los elementos que son
transiciones a estados absorbentes:
                         (6)
donde 0 es una submatriz cuyos elementos son
todos cero, e I es la matriz de identidad donde
los elementos diagonales i
vv 
son uno, y todos los
otros elementos son cero.
Los valores propios λ
i 
de una matriz nxn son
los n valores para los cuales existe un vector w
i
 tal
que
Pw = λ
i
w
i
                        (7)
y para una matriz estocástica el valor propio
de mayor valor absoluto es siempre igual a uno.
La matriz Q es subestocástica, es decir:
0 < p
ij
 < 1 y < p
ij
 < 1 donde 1 < i, j < n.   (8)
Esto causa que todos los valores propios de Q
tengan valor absoluto menor o igual que uno.
De ahí I - Q es una matriz invertible y se puede
definir la matriz:
M = (I - Q)-1
.                            (9)
El tiempo de absorción de un vértice v a la
semilla s es el número esperado de pasos que una
caminata iniciada en v toma antes de llegar a s.
Los tiempos de absorción, denotados aquí por
m
v
, pueden obtenerse de la matriz M, como su-
mas de los renglones.
Por intuición, es posible esperar que los vérti-
ces que pertenecen al grupo de s tengan valores
menores a m
v 
que los vértices que son estructural-
mente lejanos de s en el grafo de entrada G, lo
que se puede comprobar para grafos no dirigidos
por la conexión entre los tiempos de absorción y
el agrupamiento espectral.9 Desafortunadamen-
te las matemáticas no se extienden de una mane-
ra natural a grafos dirigidos, debido a la asime-
tría de la matriz de adyacencia.
Solución propuesta
El cálculo de la matriz M es una operación global
de complejidad peor que la cuadrática,10 algo que
no es factible para matrices de grandes dimensio-
nes. Para capturar la esencia matemática de la
definición de agrupamiento por tiempo de ab-
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sorción sin el alto costo computacional, propo-
nemos la aproximación de los tiempos de absor-
ción con base en caminatas aleatorias cortas so-
bre un grafo G.
Es importante que el número de pasos sea
pequeño para que la caminata no alcance su equi-
librio. En una cadena ergódica, en el equilibrio
ya no es estadísticamente observable en cuál vér-
tice inició la caminata. En agrupamiento local, el
interés está en los vértices cercanos a un vértice
semilla s, y no en las propiedades globales, por lo
cual la utilidad de las frecuencias de visitas de las
caminatas largas se pierde junto con la informa-
ción del vértice de inicio.
La entrada del algoritmo es un listado de las
aristas del grafo, indica en la primera línea el
número total de nodos y aristas, junto con el nodo
de inicio. Se utilizan listas lineales, simplemente
ligadas para almacenar el grafo en forma de listas
ordenadas de adyacencia. Los grados de los vérti-
ces están preprocesados a un vector d.
Asimismo, se utilizan listas lineales simplemen-
te ligadas lineales para almacenar las frecuencias
de visitas a los vértices en V al repetir r caminatas
de k pasos iniciadas en el vértice s. La frecuencia
de visitas a un vértice v se guarda a partir de la
primera visita en ello, por lo cual el tamaño del
grafo de entrada no afecta directamente la me-
moria necesaria para almacenar las frecuencias.
Las caminatas avanzan de la manera siguien-
te: para cada paso de la caminata se incrementa
la frecuencia de visita del vértice actual f
v
. Des-
pués se obtiene d
v
, se genera un número
pseudoaleatorio i entre cero y d
v 
y toma el iésimo
vecino de v como el vértice siguiente, incremen-
tando por uno el número de pasos realizados. Al
llegar a k pasos, se interrumpe la caminata. Las
frecuencias de las r repeticiones se acumula en la
misma lista. Posteriormente, los vértices con alta
frecuencia f
v
 son interpretados como los vértices
cercanos a s. Nuestro argumento es que f
v 
sea
inversamente proporcional a m
v
: entre más tarda
la caminata en llegar a v, mayor es su tiempo de
absorción m
v
 y menor es la frecuencia de visitas f
v
.
La salida del método es un vector de frecuen-
cias, del cual se detecta el grupo de s por seleccio-
nar los vértices con valores altos y eliminar los de
valores bajos. Para este propósito se puede utili-
zar cualquier algoritmo unidimensional de 2-cla-
sificación.1
Experimentos
Para realizar la comparación de la relación supues-
ta entre los tiempos de absorción y las frecuen-
cias de visita, se realizaron experimentos compu-
tacionales con un grafo no dirigido y un grafo
dirigido. Los grafos son pequeños para poder cal-
cular de forma exacta la matriz M para cada vérti-
ce semilla. El primer grafo es un caso fácil para el
agrupamiento, con una estructura conocida como
“hombre de cueva”,8 compuesto por 30 vértices y
120 aristas no dirigidas (ver figura 1).
Para cada vértice calculamos su tiempo de
absorción para determinar el grupo al cual perte-
nece cada uno de los nodos; en este caso; la figu-
ra 2 muestra que existen seis grupos, los cuales
corresponden a los que forman el grafo de la fi-
gura 1.
 Para determinar por medio de caminatas
aleatorias los grupos, calculamos las frecuencias
usando r = 1, 2, ..., 30 empleamos como s cada
vértice a su turno. Repetimos el proceso 30 veces
por cada ,s para observar la variabilidad en los
resultados. Para determinar el número de pasos
k, buscamos limitar el procesamiento local del
Fig. 1. Grafo no dirigido con estructura “hombre de cueva”,
con seis cuevas de cinco hombres.
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grafo, por lo cual necesitamos que k sea menor
que el diámetro del grafo que es la distancia máxi-
ma en ello: si k es igual al diámetro, cada camina-
ta tiene una probabilidad no cero en visitas a
cualquier vértice, por lo cual la computación re-
sulta global en un cierto sentido.
En grafos donde no hay grupos naturales pre-
sentes, ningún valor de k dará una división clara
entre el grupo de s y el resto del grafo (debido a la
ausencia de grupos), pero en grafos que sí cuen-
tan con grupos, el diámetro de un grupo es típi-
camente menor al diámetro del grafo. Nosotros
queremos un valor k parecido al diámetro de gru-
po, lo que convierte a k al parámetro más impor-
tante del método. Con valores demasiado peque-
ños, casi todos los vértices visitados tendrán fre-
cuencias altas, como las caminatas raramente sa-
len del grupo, pero es posible que alguna parte
del grupo quede sin detectar. Con valores dema-
siado altos, la caminata empieza a dar preferen-
cia a vértices de alto grado, aunque no pertenez-
can el grupo y serán mal clasificados como miem-
bros del grupo.
La figura 2 muestra los tiempos de absorción
desde un vértice a todos demás vértices en el grafo
de la figura 1, junto con las frecuencias de visita
con k = 2 y r = 10. Los tiempos de absorción reve-
lan la estructura global del grafo con las seis cue-
Fig. 2. Las frecuencias de visita f
v 
(%) en caminatas ciegas con
k = 2 y r = 10 iniciadas en vértice 1 y los tiempos de absorción
m
v 
(%) al vértice 1 en el grafo de la figura 1. Ambos vectores
fueron normalizados al rango [0, 1], y los vértices están orde-
nados por cuevas, de tal manera que los vértice 1-5 forman la
primera cueva, en grupo natural del vértice 1.
vas (un menor valor significa que el vértice es más
cercano, con el mínimo en el vértice semilla),
mientras las frecuencias separan localmente el
grupo del vértice semilla del resto del grafo (un
mayor valor significa que el vértice es más cerca-
no, con el máximo en el vértice semilla). Ambos
vectores están normalizados al rango [0, 1].
Como medida de relación entre f
v
 y m
v
, utiliza-
mos la correlación entre los tiempos de absorción
y las frecuencias de visitas; ambos vectores están
sin normalizar con sus valores originales. La co-
rrelación es una medida de dependencia lineal
que toma valores en [-1, 1], donde -1 significa un
valor que crece linealmente cuando otro baja. Para
el grafo de la figura 1, mostramos en la figura 3 la
correlación para los seis grupos.
El segundo es un grafo generalizado de hom-
bre de cueva11 de 30 vértices y 248 aristas, donde
hay cuatro cuevas con densidad interna 0.95 (es
decir, 95% de las aristas posibles entre los vérti-
ces de la cueva están presentes) y la densidad en-
tre las cuevas es 0.08. Las aristas fueron orienta-
das al azar para obtener un grafo dirigido. Reali-
zamos 30 repeticiones del método propuesto con
k = 2 y r = 1, 2, ... 30. Los resultados se muestran
en la figura 4. El número de repeticiones para
obtener una buena correlación es baja (ya con r =
3 se obtiene una buena correlación), lo cual indi-
ca que el método es eficiente.
Conclusiones y trabajo a futuro
En este trabajo se presenta un método para el
agrupamiento local de grafos dirigidos, motiva-
do por agrupamiento espectral y su relación con
los tiempos de absorción de caminatas aleatorias.
El método es eficiente: basta con una cantidad
baja de caminatas muy cortas para determinar el
grupo de vértices al cual pertenece un vértice se-
milla dado.
De interés futuro es el desarrollo de un méto-
do que automáticamente ajuste los parámetros k
y r, durante el tiempo de ejecución para eliminar
la necesidad de definirlos por parte del usuario.
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Fig. 3. Correlación entre los tiempos de absorción y las fre-
cuencias de visitas en el grafo de hombre de cueva (figura 1)
con parámetros k = 2 y r = 1, 2, ..., 30, promedio y desviación
estándar sobre 30 repeticiones del método propuesto de ca-
minatas aleatorias cortas repetidas. Cada gráfica muestra la
correlación sobre el conjunto de vértices de una de las seis
cuevas, utilizados cada uno como vértice semilla.
También es de interés combinar la salida del
método con un algoritmo eficiente de 2-clasifica-
ción1 para la división automática de los vértices
visitados, a los que pertenecen al grupo y a los
que no pertenecen a él.
Resumen
En este trabajo se presenta un método de
agrupamiento local en grafos dirigidos: dado un
vértice semilla, se determinó el grupo de vértices
al que pertenece de tal forma que los vértices
seleccionados sean estructuralmente cercanos de
la semilla. A un grafo dirigido se le puede asociar
una cadena de Markov que corresponde a una
caminata aleatoria ciega en el grafo. Se aprovechó
esta conexión para expresar cercanía estructural
en términos de los tiempos de absorción para
detectar vértices que son “cercanos” al vértice
semilla. Se detectó el grupo de un vértice a través
de caminatas aleatorias cortas repetidas desde el
vértice semilla, analizando la frecuencia de visitas
a los otros vértices. Se experimentó con grafos
pequeños para comparar el resultado los tiempos
exactos de absorción. El agrupamiento local
puede ser aplicado a diferentes fenómenos reales,
por ejemplo, en propagación de epidemias,
balanceo de carga, etc.
Palabras clave: Agrupamiento de grafos, Cadena
de Markov, Caminata aleatoria, Computación
local, Tiempo de absorción.
Abstract
We propose a method for local clustering in di-
rected graphs: we determine a group of «nearby»
vertices to a seed vertex, such that the selected
vertices are structurally close to the given vertex.
For a directed graph, there is a Markov chain that
corresponds to a blind random walk in the graph.
We use this connection to express structural close-
ness in terms of absorption times to detect verti-
ces that are «near» the seed vertex. We detect the
cluster of a vertex by repeated short random walks
starting at the seed and use the visit frequencies
to determine which vertices are nearby. We ex-
periment on small graphs and compare the re-
sults with globally computed absorption times.
Local clustering can be applied to various real
phenomena, such as epidemics propagation, load
balancing, etc.
Keywords: Graph clustering, Markov chain, Ran-
dom walk, Local computation, Absorption time.
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