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Res earch on prog ram for determination
of s uitable w elding condition for the curv ed block.
Dae- ho An
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Korea Maritime University
Abs tract
W elding is one of the main processes in a ship construction. Automation of
w elding is a key w ork to increase the productivity of the shipbuilding .
Welding robots and special automatic w elding machines are w idely used at
the assembly s tage for plane block. How ever, these automatic machines are
not used yet for the curved blocks because they contain very complex and
continuously changed w eld joints . T o achieve the automatization of w elding
for the curved block, an highly intelligent automatic w elding system is
required. Getting the optimal w elding parameters is an important part for the
suitable use of this automatic sys tem.
T his research aims to do develop a computer program for determination of
suitable w elding condition for the curved block of a ship hull. In this paper
the relationships betw een w elding parameters such as current and voltage,
current and deposition rate w ere inves tigated through literature survey,
theoretical s tudy and the w elding experiments . T he concept of the critical
depos ited area and suitable w elding current for that area are introduced to
get the sound bead at the various inclination of the joint. T his area and the
current are dependent on the joint inclination and their relationships could be
determined by a lot of w elding experiments and use of artificial neural
netw ork.
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Suitable pass number and the other w elding parameters could determined by
the relationships betw een the crit ical area and the w elding parameters .
Finally, an algorithm to determine suitable parameter values w as developed
on the basis of their inves tigations and realized into a pc program.
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제1장 서 론
용접은 조선공정 중 작업량이 가장 많은 조립 및 탑재공정의 주된 생산공정
이다. 따라서 용접공정의 자동화는 조선 생산성 향상을 결정짓는 중요한 과제의
하나로서, 우리 나라 뿐만 아니라 다른 조선 선진국의 주요 조선소에서도 심혈
을 기울이고 있는 부분이다. 현재, 소조립 및 중조립의 평블록이나 패널작업은
많은 경우 조선 전용 용접로봇이나 전용 용접장치에 의해 자동화가 이루어져
있어 생산성 향상과 안정된 품질 확보에 많은 기여를 하고 있다. 그러나 선박의
선수미(船首尾)부분을 차지하고 있는 곡블록의 경우에는 부재의 형상이 복잡한
곡면을 이루고 있고, 용접될 이음부가 연속적으로 임의의 형태로 변하기 때문에
세계적인 조선선진국에서도 아직은 전적으로 수동작업에 의해 용접작업이 이루
어지고 있다. 곡블록의 용접 자동화를 위해서는 우선 곡블록에 나타나는 임의의
곡면상의 용접선에 대한 복잡 다양한 움직임이 가능하도록 고안된 특수한 용접
로봇 또는, 전용 용접 장치가 개발되어야 하며, 연속적으로 변하는 이음부의 형
태와 용접자세 등을 정확히 감지할 수 있는 고기능의 센서를 갖추어야 한다. 이
러한 용접하드웨어의 개발과 함께 시시각각 변하는 이음부의 상태에 대응하여
적절한 용접조건을 결정하여 적용할 수 있는 용접 소프트웨어의 개발도 병행이
되어야만 적정한 품질과 높은 생산성을 갖는 용접이 가능하다.
곡블록의 용접은 곡면의 상태에 따라 용접자세가 연속적으로 변화하게 되고
이에 따라 여러 용접변수들의 값이 연속적으로 조정되면서 진행되어야 하므로
매우 어려운 용접작업에 해당된다. 현재는 전적으로 숙련된 용접 작업자의 경험
에 의존해서 용접변수의 조정이 이루어지고 있으며, 이 과정은 정량적으로 표현
될 수가 없기 때문에 정확한 값의 설정이 요구되는 자동화된 용접에는 그대로
적용할 수 없다. 따라서 곡면의 용접선을 정확히 센싱하여 토치가 추적할 수 있
는 자동 용접 시스템을 개발한다 하더라도 적절한 용접조건의 설정이 어려워
자동화로 인한 생산성과 품질의 향상을 기대하기 어렵게 된다.
상기와 같이 연속적으로 변화하는 이음부의 상태에 대응한 최적의 용접조건을
구하기 위해서는 많은 용접 실험과 용접 결과의 분석이 필요하게 된다. 하지만,
용접에 향을 미치는 인자가 대단히 많기 때문에 이들을 모두 변화시켜가며
적절한 조건을 찾아내려면 방대한 양의 용접 실험과 분석이 필요하게 되어 많
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은 경비와 시간이 소요된다. 또한 용접 이음부의 형태, 용접자세, 각장 또는 비
드 형상, 용접 재료의 종류 및 와이어 직경 등에 따라 최적 용접 조건은 달라지
므로, 이들 각각의 조합에 대해 구해야 할 최적 용접 조건의 수도 엄청나게 많
아진다[1,2,3]. 이 모든 경우를 용접 실험에 의존해서 구한다면 엄청난 시간과
경비를 필요로 할 것이다. 따라서 용접 인자들에 대한 체계적 조사 및 기존 용
접 데이터의 통계적 분석, 인공 신경망과 같은 복잡하거나 경험적이고 불명료한
정보에서부터 유용한 데이터를 추출할 수 있는 정보 처리 기술을 활용하면 실
험 횟수도 획기적으로 줄일 수 있을 뿐만 아니라 정 한 최적 용접 조건을 구
할 수 있다.
본 연구는 연속적으로 다양한 용접자세와 이음부 형태를 나타내는 곡블록의
필렛 용접에 대해 로봇 또는 전자동 용접장치를 적용할 수 있도록 최적의 표준
용접 조건을 제시하는 전산 프로그램을 개발하는 데에 그 목적이 있다.
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제2장 용융지에 작용하는 힘과 비드 형상과의 상관관계
2.1 용융지에 작용하는 힘
용융지(molten pool)란 용접 중 아크열에 의하여 용융된 모재 부분으로서, 오
목하게 되어있는 곳을 말한다[4]. 이 용융지에는 용가재(filler metal)와 모재
(base metal)가 용융, 응고되어 용접 비드를 형성하게 되며, 용접 비드는 용접
제품의 강도를 결정짓는 중요한 척도가 된다.
전극에서 방출되는 아크열은 일부는 대기(大氣) 중으로 방출되나 대부분은 아
크와 맞닿은 모재로 흘러 들어가 모재를 녹여 용융지를 형성하며, 용융지 내를
이동하고, 고액경계면(固液境界面)을 통해 모재로 흐른다. 따라서 용융된 금속이
응고되기 전까지는 액상으로 남아있기 때문에 주위에서 작용하는 힘에 의해 유
동이 발생하게 된다. 또한, 액상의 용융 금속의 유동은 모재에 열을 전달하는
역할을 하므로 용입과 비드 폭에 큰 향을 미치게 된다. 이러한 용융지와 용융
지 주위의 힘, 그리고 용융지의 유체거동으로 인한 비드의 형성 과정을 수학적
모델링을 통해 미분방정식을 도출하고, 해석적인 방법이나 수치 해석적인 방법
이 과거부터 현재까지 많은 연구자들에 의해 시행되어 오고 있다[5,6,7,8,9,10].
그러나 이러한 방법은 불안정한 물리현상인 아크열원에 대한 정확한 규명의 부
재(不在)와 재료의 야금학적 거동 및 열적 거동에 대한 미지의 부분이 많아 실
제 현상을 반 하기에는 한계가 있다. 따라서 본 연구에서는 용융지에 유동을
일으키는 원동력인 용융지 주위의 힘에 관한 이론적 및 경험적 분석을 수행하
여 그들의 특성을 우선 정성적으로 나마 이해한 후, 용접 실험의 계획수립과 실
험데이터의 분석에 기초자료로 활용하 다.
용융지에 작용하는 힘으로는 아크압력, 전자력, 표면장력, 중력, 부력 등이 있으
며, 그 중에서 비드 형상에 큰 향을 미치는 것으로 아크압력, 표면장력, 중력










Fig. 2.1 Forces acting on the molten pool
(1) 아크압력
개념적으로 무한장(無限長)의 원주상도전성유체(圓柱狀導電性流體)에 전류가
흐를 때, 전자력의 중심 축으로 향하는 압력이 작용하게 된다. 아크 용접의 경
우에도, 아크 방전부에서 흐르는 전류의 전자력에 의해 아크 중심 축 상에 아크
압력이 발생하게 되며, 특히 용입에 깊은 관계가 있다. 아크압력은 전극 선단부






p : 아크압력(Pa )
0 : 진공의 투자율 (4πx 10-7 H/m)
J : 전극팁에서의 전류 도 (A/m2)
I : 아크 전류 (A)
그러나 본 연구에서 적용한 CO2 용접의 경우에는 전극선단에 용융 방울이 매달
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려서 용융지로 이행하므로, 시시각각으로 전극 팁(electrode tip)의 형상이 변화
하게 되어, 전류 도는 팁의 형상과 상관없이. 평균적으로 전류를 와이어 단면
적으로 나눈 값으로 표현할 수 있다. 따라서, 전류 도는 식(2.2)와 같이 전류






P : 전류 도(A/m2), d : 와이어 직경(mm)
(2) 전자력
전류와 전류에 의해 만들어진 자장과의 상호 작용으로 생기는 힘을 전자력이
라고 한다. 전자력은 방향과 크기를 가지는 벡터이고, 단위 체적당의 힘으로 나
타내며, 식(2.3)으로 표현된다[12].
F m = J B (2.3)
여기서
F m : 전자력(N/m3), J : 전류 도(N/ m2), B : 자속 도(Wb/m2)
식(2.3)에서 전자력을 충실히 표현하려면 도체 내부에 전류가 얼마나 흐르는 가
를 알아야만 한다. 그러나 용적을 포함하고 있는 전극 선단부는 기체 아크의 전
류의 유출입부가 되기 때문에, 전류 경로를 합리적으로 결정하는 것은 어렵다.
게다가, 용융 금속과 플라즈마 등, 도전성 유체의 경우에는 형상이 변화하기도
쉽고, 유동이 생기기 때문에 실제 현상에 대해 적용하기는 곤란하며, 주로 가정
을 위해 만든 모델에 의해 전자력의 작용이 평가된다. 전자력의 향을 정성적
으로나마 살펴보면 먼저, 아크에서 용융지로 유입된 전류는 아크 바로 아래에서
는 높은 전류 도를 나타내고, 융융지에서 모재 쪽으로 전류 도가 저하되면서
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흐른다. 전자력은 전류의 발산방향으로 향하는 힘으로 작용하며, 이로 인해 용
융 금속 내부에 전자대류가 발생한다. 전자대류에 의해 용융 금속은 아크 바로
아래의 용융지 중앙부에서 용융지 아래 방향으로 흐르다가 고액 경계면을 따라
용융지 가장자리의 윗 방향으로 흐르면서 열을 전달하게 된다. 이 전자대류는
일반적으로 표면장력에 의해 발생하는 표면장력류와 서로 반대 방향으로 흐름
이 발생하여 비드 폭에 향을 미친다.
(3) 표면장력
액체는 자유롭게 팽창할 수 없으므로 제2의 액체 또는 기체와 계면(interface)
을 형성한다. 액체 속에 깊숙이 있는 분자들은 집하게 모여 있으므로 서로 반
발한다. 그러나 표면에 있는 분자들은 덜 집되어 있으므로 서로 끌어당긴다.
그리고 그들과 이웃하는 분자의 수가 반밖에 되지 않으므로 이에 대한 역학적
효과로서 표면에 장력이 발생하게 된다[13]. 일반적으로 용융 금속의 표면장력
은 온도에 의존하고, 온도의 차가 있는 것에 의해 용융지 표면의 각 부분에 표
면장력의 차가 발생한다. 즉, 아크 직하의 융융지 중앙부의 경우에는 아크열로
인하여 온도가 높으며, 상대적으로 용융지 가장자리의 고액경계면의 경우에는
온도가 낮다. 일반적으로 표면장력은 온도에 반비례하므로, 용융지 가장자리 부
분의 표면장력이 용융지 중앙부의 표면장력보다 높아 끌어당기게 된다. 그러한
이유로 인하여 용융지 표면에서는 표면장력류가 발생하게 되어 아크열을 아크
직하의 용융지 중앙부에서 가장자리 부분으로 전달하게 된다.
(4) 중력
중력의 향으로 모재가 기울어진 경우에는 용융 금속을 바로 지지할 수 없기
때문에 용융 금속이 흘러내려 정상적인 비드 형성이 어렵게 된다. 비드의 흘러
내림 현상은 용융 금속의 무게, 용접자세 및 모재의 경사각에 따라 좌우된다.
이 때 과도하게 흘러내림 현상이 동반될 경우의 비드형상은 Fig. 2.2에서 비드
가 수직판에 닿는 점에서의 접선과 수직판과 이루는 각(α)이 0˚보다 작게되는
언더컷(Undercut)이 생기거나 비드가 수평판과 닿는 점에서의 접선과 수평판이
이루는 각(β)이 90˚보다 크게 되는 오버랩(Overlap)이 생기게 된다. 이와 같
은 과도한 흘러내림 현상은 용융 금속의 무게가 무겁고, 응고속도가 늦으며, 모




F ig . 2.2 모재와 용접 비드가 이루는 각도
여기서
α: 용접 비드가 수직판과 이루는 각도,
β: 용접 비드가 수평판과 이루는 각도
(5) 부력
용융지 내의 온도는 아크 바로 아래의 고온부에서, 용융온도의 비교적 낮은
온도인 고액경계면까지 변화하여 용융지 내의 공간적인 온도장이 형성된다. 용
융 금속의 도는 온도가 높을수록 낮으며, 도가 낮은 부분의 용융 금속은 부
력을 발생시켜 중력의 반대방향으로 움직이려고 한다.
2.2 비드 형상에 미치는 향
2.1절에서 언급한 힘 중, 비드 형상에 큰 향을 미치는 힘으로는 아크압력, 표
면장력, 중력 등이 있다. 아크압력은 용입 깊이를 결정하는 중요한 인자로 아크
압력이 높을수록 아크 바로 아래의 용융 금속은 주위로 려나게 될 것이며, 용
융 금속 층은 매우 얇게 되어 고상의 모재에 아크 열이 직접 작용하게 되며, 용
입은 더욱 깊어진다. 일반적으로 아크용접에 있어서 전류를 크게 하면, 용접 속
도를 증가시킬 수 있으므로, 용접의 능률을 향상시킬 수 있으나, 많은 경우 아
크압력의 증가로 인한 분리 비드 혹은 험핑(humping) 비드와 같은 부정 비드의
발생 때문에 가능한 용접 조건의 범위가 한정되어 있다
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표면장력은 중력에 의해 흘러내리려는 용융 금속을 지지하는 힘으로 작용한다.
따라서 표면장력이 커지면 비드는 볼록한 경향을 나타내며, 중력에 의해 용융
금속이 흘러내리는 현상은 줄어들게 된다.
모재의 경사각이 클수록 모재는 용융 금속을 지지할 수 없으므로, 용융 금속에
대한 중력의 향이 심해지며, 냉각속도의 저하로 용융 금속이 응고되지 않으
면, 용융 금속은 흘러 내려 불량 비드가 형성된다. 따라서, 모재의 경사각이 클
수록 급속한 용융 금속의 응고가 필요하므로 용융 금속의 양이 감소되어야 한
다.
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제3장 주요 용접변수의 상관관계
3.1 용접 전류와 용접 전압과의 상관관계
용접비드 형상에 향을 미치는 변수들은 용접과 관련된 모든 변수들이라고
할 수 있다. 그 중에서 용접 전류와 용접 전압은 아크 안정성 및 와이어 용융에
관련되며, 비드 형상에 직접적인 향을 미치는 기본 용접변수들이다. 일반적으
로 용접재료 제조사는 용접 전류에 따른 용접 전압의 가용 범위인 전압의 최소
치와 최대치를 일차 식으로 간략히 제시한다. 수동이나 반자동 용접의 경우에는
작업자의 경험이나 기량에 따라 그 범위 내에서 용접 작업 중 아크의 상태에
따라 적절하게 조절하는 것이 일반적이다. 그러나 많은 용접 실험에 의하면 솔
리드 및 플럭스 코어드 와이어를 이용한 CO2 용접에서는 소전류 역 및 대전
류 역에서는 용접 전류의 변화에 따른 용접 전압의 변화가 그리 크지 않으나
중전류 역에서는 비교적 크게 나타난다. 용접 전류와 용접 전압의 이러한 상관
관계를 회귀분석을 통해 수식으로 표현하면 시그모이드 함수(s igmoid function)
가 비교적 오차가 적고 데이터의 경향을 잘 나타내고 있음을 알 수 있다[14].
자동용접의 경우에는 정도가 높은 설정 값이 요구되므로 본 연구에서는 조선소
에서 가장 빈번히 사용되는 직경 1.4mm 플럭스 코어드 와이어를 이용한 CO2
용접에 대해 실험을 수행하여 분석해 본 결과 F ig . 3.1과 같은 역을 얻을 수
있었으며, 이 데이터에 관한 회귀분석 결과 식(3.1), 식(3.2), 식(3.3), 식(3.4)를
얻을 수 있었다. 모재의 수직 경사각이 작을 경우(30도 이하)에는 전압의 최대
치로 식(3.1)을, 최소치로 식(3.2)를 사용하는 것이 적절하 다. 그러나 수직 경
사각이 클 경우에는 중력의 향으로 인하여 비드가 용접선 방향으로 처지게
되어 과도한 오목비드가 발생하므로 식(3.3), 식(3.4)와 같이 용접 전압을 경사각
이 작은 경우에서보다는 낮게 설정하여 비드의 과도한 오목현상을 줄이는 것이
바람직 한 것으로 나타났다.
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F ig . 3.1 Relationship betw een w elding voltage and w elding current
① 수직경사각 30。이하에서의 최대, 최소 용접 전압과 용접 전류와의 관계
V max =
20. 01- 35. 26
( 1+ e ( I - 244. 63)/ 47. 964 )
+ 35. 26 (3.1)
V min =
18. 19- 32. 801
( 1 + e ( I - 259. 6) / 44. 816 )
+ 32. 801 (3.2)
② 수직경사각 45。이상의 최대, 최소 용접 전압과 용접 전류와의 관계
V max =
16. 011- 31. 72
( 1+ e ( I - 244. 63)/ 47. 964 )
+ 31. 72 (3.3)
V min =
14. 19- 29. 30
( 1 + e ( I - 259. 6) / 44. 816 )
+ 29. 30 (3.4)
3.2 용접 전류와 용착 속도의 상관관계
용착 속도(depos ition rate)는 와이어가 용융되어 이음부에 쌓이는 속도로써 용
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접 비드의 크기 및 형상에 관련되는 인자이다. 와이어 용착량은 와이어 용융량
에서 스패터로 인한 손실을 뺀 양으로 적절한 용접 조건하에서 용착 속도는 용
융 속도에 비례한다. 다른 변수들이 일정할 때 용접 전류는 전극 송급 속도와
용융 속도(melting rate)와 함께 비선형적으로 변한다. 전극 송급 속도가 변하면
정전압 전원을 사용할 경우 용접 전류의 크기도 변하게 된다. 이러한 상관관계
는 각 전극 직경의 크기에 따라 약간의 차이는 있으나 저전류 역에서는 비교적
선형에 가깝고, 고전류 역에서는 비선형적으로 변하며, 특히 와이어의 직경이
작고, 고전류 역에서 전류가 증가할수록 급격하게 변화한다[15]. 이것은 접촉튜
브 끝의 와이어 돌출부의 저항열 때문이며 이 현상은 대략 (3.5)식과 같이 표현
된다. 식(3.5)의 양변을 전류로 나누면 (3.6)식과 같이 표현할 수 있으며, 이 때
계수는 실험 데이터에 근거한 회귀 분석을 통해 구할 수 있다. F ig. 3.2는 용접
전류와 용착 속도의 실험데이터와 회귀분석을 통해 구한 함수를 그래프로 나타
낸 것이다.
F ig. 3.2 Relationship betw een w elding current, w ire extension
and depos ition rate
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V D = b 1 I + b 2 I
2 l w (3.5)
V D
I
= b 1 + b 2 I l w (3.6)
여기서
V D : 용착 속도(g/min), l w : 와이어 길이(mm)
b 1 = 0. 128, b 2 = 2. 25 10
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3.3 용착 면적과 용접 속도의 상관관계
용착 면적은 와이어가 용융되어 채워진 이음부의 면적을 의미하며, 이음부의
형상이 주어지면 구해진다. F ig . 3.3은 곡블록 필렛 이음부의 용착 면적을 나타
내고 있다. 본 연구에서는 수직 판과 수평 판이 이루는 각도가 90。인 경우를
대상으로 실험을 실시하 다. 따라서, 단면적 A1의 경우에는 각장이 주어지면
식(3.7)로 구하며, 덧살 면적 A2는 일반적으로 A1의 10∼20%로 주어지므로 본
연구에서는 20%로 가정하여 식(3.8)로 나타내었다. A3는 수직 판의 모재 두께와
갭이 주어지면 식(3.9)에 의해 구할 수 있으므로 전체 용착면적은 식(3.10)과 같
이 각장 면적, 갭 면적 및 덧살 면적을 합한 결과가 된다.
식(3.10)에 의해 표현된 용착 면적은 단위 시간 당 용착량과 용접 속도로 나타
내고, 단위를 일치시키면, 식(3.11)로 표현된다. 식(3.11)을 단위 시간 당 용착량
으로 나타내면 식(3.5)와 같으므로 식(3.12)로 둘 수 있다. 따라서 용접 속도는
식(3.13)으로 나타낼 수 있다. 그러므로, 전류와 와이어 돌출길이가 주어지고, 요







Fig. 3.3 Deposition area in fillet Joint
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A 1 = l
2 / 2 (3.7)
A 2 = 0. 2 A 1 (3.8)
A 3 = t R g (3.9)




( m m 2 ) (3.11)
V D =
A dep V S
100
= b 1 I + b 2 I
2 l w ( g / min ) (3.12)
V S =
( b 1 I + b 2 I
2 l w ) 100
A dep
( cm / min ) (3.13)
단, ρ: 철의 도 7.85 g/㎤
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제 4장 주요 용접 변수와 비드형상의 상관관계
4.1 정성적 고찰
비드 형상에 향을 미치는 용접 변수는 용접에 관련된 모든 인자라 할 수 있
겠으나 그 중 향을 미치는 정도가 크고 작업자에 의해 조정이 가능한 인자는
용접 전류, 용접 전압, 용접 속도, 토치의 위치 및 각도, 위빙, 이음부의 형상,
용접 자세 등이 이에 해당한다. 본 연구에서는 조선 분야에서 널리 적용되는
CO2 용접법을 적용하고, 필렛 수평 이음부에 대해 1.4 mm 플럭스 코어드 와이
어를 사용한 경우를 대상으로 하 다.
용접 전류는 아크의 에너지 상태와 와이어의 저항열을 좌우하는 주인자로 비
드 형상에 결정적인 향을 미치는 인자 중의 하나이다. 용접 전류가 높아지면
비드는 전반적으로 커지게 되어 비드 폭, 덧살, 용입이 모두 커진다.
용접 전압은 용접 전류가 일정한 경우 일종의 저항 성분인 아크 길이에 의해
결정된다. 아크 길이가 증가하면 저항이 크게 되어 용접 전압도 높아진다. 용접
전압이 높아지면 모재 표면에 닿는 아크의 면적이 크게 되어 비드 폭이 커지며
상대적으로 덧살 높이는 줄어든다. 또한 모재 표면의 단위 면적 당 가해지는 에
너지는 감소되므로 용입은 줄어든다. 반면에 용접 전압이 줄어들면 아크 면적이
줄어들어 비드 폭이 좁게 되고 덧살 높이는 증가되며 용입도 증가된다. 하지만
용접 전압이 너무 낮게 되면 높아진 덧살로 인해 아크 열이 모재의 밑부분으로
전달되기 어려워 용입은 다시 줄어든다.
용접 속도는 모재에 미치는 입열량을 결정짓는 주요 인자로 역시 비드 형상에
결정적인 향을 미치는 인자이다. 속도가 높은 경우 용접선 방향으로 단위 길
이 당 가해지는 입열량이 줄어들게 되어 비드 폭, 덧살, 용입이 모두 줄게 된다.
용접 속도가 줄어들면 단위 길이 당 입력이 증가하므로 비드 폭, 덧살, 용입이
모두 커진다. 하지만 지나치게 용접 속도가 낮으면 아크가 이미 넓게 형성된 용
융지 위에 계속 작용하게 되어 용융 금속이 과열되고 유동성이 증가되어 옆으
로 흘러 넘치게 된다. 이로 인해 비드 토우(toe)부에 오버랩이 형성되기 쉽고
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모재의 루트부에 열이 전달되기 어려워 용입도 오히려 줄어든다.
위빙은 수직 상향 용접이나 후판 용접의 경우, 특히 아크 센서가 쓰이는 자동
용접의 경우는 필수적으로 적용되는 운봉 기법으로 다층 용접시 패스 수를 줄
일 수 있고, 비드가 적절히 퍼지게 하여 평평한 비드 형상을 얻을 수 있게 한
다. 위빙이 커짐에 따라 입열은 비드 폭 방향으로 분산되어 비드 폭은 증가되며
용융 단면은 역삼각형에서 사각형에 가까운 형태로 되어 용입은 줄어들게 된다.
수평 필렛의 경우 위빙 폭이 너무 크면 용입 부족의 결함이 생기게 된다. 위빙
폭이 줄어들면 위빙이 없는 경우에 가까운 형태로 되지만 수평 필렛의 경우 각
장이 큰 경우는 용융 금속의 흘러내림으로 인해 밑으로 처진 비드가 형성된다.
갭과 모재의 경사각은 용접 현상에 관련된 변수는 아니지만 비드의 형상에 큰
향을 미치는 인자이다. 갭이 클수록 아크열이 모재 루트부분에 도달하기 용이
하고 아크압력에 의해 용융 금속이 갭쪽으로 려 비드는 오목한 형상이 되기
쉽다. 또한 모재의 수평 및 수직경사각이 크게 되면 중력에 의해 용융 금속이
밑으로 흘러 내려 비드의 처짐이 발생하기 쉬우며 수직판에는 언더컷이 수평판
에는 오버랩이 발생하기 쉽다.
용접 변수와 용접 비드의 상관 관계는 전술한 바와 같이 정성적으로 기술이
가능하다. 그러나 이들에 대한 정량적인 상관 관계는 Masumoto[16], Kuhne[17]
등이 많은 실험 데이터의 회귀분석을 통해서 용접 변수와 용접 비드 형상과의
상관 관계를 실험식으로 제안한 바 있고 Sudnik[7]이 아크의 에너지 상태와 용
융 금속의 유동을 고려한 이론적 분석을 통해 이들의 상관 관계를 표현한 바
있으나 제한된 범위 내에서만 적용 가능할 뿐만 아니라 실제 값과의 오차가 심
하여 실용적으로 활용되지 못하고 있다.
4.2 용접 실험
곡블록은 곡의 상태에 따라 모재의 경사각이 변하고, 용접자세도 연속적으로
변화하게 된다. 따라서 모재의 기울기에 따른 적정 용접조건의 제시는 곡블록
용접에서 반드시 필요하다. 일반적으로 모재가 심하게 기울어 질 수록 용융 금
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속은 중력의 향으로 흘러내려 수평판에는 오버랩, 수직판에는 언더컷을 발생
시켜 용접 결함을 유발하게 된다. 본 실험에서는 모재의 기울기 별 오버랩과 언
더컷이 발생하지 않는 범위의 용착 면적을 한계 용착 면적으로 정의하 고, 이
를 그림으로 나타내면 제 2장 Fig. 2.2의 α＞0。, β＜90。인 범위와 같다. 본
실험의 목적은 한계 용착 면적을 모재의 기울기별로 구하여 적정 용접조건을
제시하는데 목적을 두었다.
시편은 F ig . 4.1과 같이 두께 10mm의 일반연강 필렛이음부 시편으로, 수평판
의 크기는 500×150mm, 수직판의 크기는 500×100mm이며, 수평 경사각을 α,
수직경사각을 β로 정의하 다. 용접실험은 시편을 수평경사각 0°, 15°, 30°,
45°, 60°, 수직경사각 0°, 15°, 30°, 45°, 60°, 90°로 수행하 다. 또한
시편을 수평경사각과 수직경사각을 30°- 30°, 30°- 45°, 30°- 60°, 60°-
30°, 60°- 45°, 60°- 60°로 주어 용접하여 그때의 비드의 처짐을 수평과
수직 단독으로 경사각을 준 실험 결과와 함께 조사하 다. T able. 4.1은 수평 및







Fig. 4.1 Fig. 2.4 Detail of w elding specimen
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T able. 4.1 Experiment examples









1 258 26.0 30 13 22.29
2 340 31.4 60 13 16.42









3 289 29.1 30 13 26.08
4 334 31.7 60 13 16.0









5 263 26 30 13 22.89
6 340 32 60 13 16.5









7 269 26 30 13 23.61
8 342 33 60 13 16.56









9 256 26 30 13 22.05
10 323 32 60 13 15.26
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11 280 27.9 31.6 13 24.96 V- Dow n
12 347 32 60 13 20.93 V- Dow n









13 260 24 34.3 13 19.70 V- Dow n
14 285 25.2 34.3 20 27.12 V- Dow n









15 316 26.4 70 20 15.54 V- Dow n
16 262 22.7 55 20 14.92 V- Dow n









17 235 22.7 50 20 14.00 V- Dow n
18 200 17.7 45 20 12.34 V- Dow n









19 278 26 73.4 20 12.21 V- Dow n
20 282 24.6 73.4 20 12.48 V- Dow n









21 270 28.3 32.5 20 26.40 V- UP, 위빙
22 296 27.3 48 20 20.52 V- Dow n
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23 265 24.3 54.4 20 15.34 V- Dow n
24 310 27.7 64 20 16.51 V- Dow n









25 270 26 69.5 20 12.35 V- Dow n
26 260 24.3 69.5 20 11.68 V- Dow n









27 270 28.3 28.6 20 30.01 V- UP, 위빙
28 300 26.4 43.4 20 23.16 V- Dow n









29 270 27.3 60.7 20 14.14 V- Dow n
30 282 26.7 60.7 20 15.09 V- Dow n









31 268 26.5 69.5 20 12.21 V- Dow n
32 267 25.4 69.5 20 12.14 V- Dow n
이상의 실험에서 아래와 같은 결과를 얻었다.
① 수평경사각을 준 시편의 한계 용착 면적은 각도가 클수록 거의 선형적으로
줄어드는 경향을 보 으나 수직으로 기운 시편의 경우에는 30。까지는 큰 변화
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를 보이지 않았으나 수직 45。 이상에서는 한계용착면적이 급격히 감소하 다.
② 수직 하향 용접에서는 과다한 오목비드가 발생하 으나 용접전압을 낮게 설
정함으로써 오목비드의 경향을 줄일 수 있었다.
③ 모재가 수평 및 수직 경사각이 동시에 주어진 경우는 수평판측 각장이 비드
의 수평방향 처짐으로 인해 수직판측 각장보다 커지는 경향을 보여 토치의 정
확한 지향이 요구되었다.
⑤ 본 실험에서 구한 모재의 경사각 별 한계 용착 면적은 Fig . 4.2와 같다.
F ig. 4.2 Critical deposition area dependent on the inclination of joint
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제 5장 인공 신경망 이론 [18,19,20]
5.1 인공 신경망의 개요
인공 신경망은 인간을 비롯한 동물이 가지고 있는 뇌에 대한 연구 결과에 근
거하여 인공적으로 지능을 만들어 보고자 하는 연구이다. 다시 말해 뇌에 존재
하는 생물학적 신경세포와 그것들의 연결관계를 단순화시키고, 수학적으로 모델
링 함으로써 뇌가 나타내는 지능적 형태를 구현해 보고자 하는 것이다. 인공 신
경망은 개념적으로는 매우 단순하다. 그러나, 그 단순함에도 불구하고, 복잡한
뇌가 나타내는 여러 가지 특성들을 보여주고 있으므로 해서 인공지능을 비롯한
심리학, 생물학, 의학, 언어학, 공학 등 매우 많은 분야의 연구자들로부터 관심
의 대상이 되고 있다. 특히, 사람의 뇌가 경험을 통해 학습하듯이, 주어진 입력
에 대해 자신의 내부구조를 스스로 조직함으로써 학습해 나가는 능력은 신경망
이 가지는 매우 독특한 특성 중의 하나이다.
뇌와 컴퓨터의 정보 처리 형태를 살펴보면, 뇌는 디지털 정보와 아날로그 정보
모두를 처리하는 반면 컴퓨터에서는 디지털 정보만을 처리한다. 또한 정보 처리
에 있어서 뇌는 매우 많은 수의 단순한 신경세포들에 의한 대규모 병렬 처리가
이루어지는 반면, 컴퓨터는 매우 빠른 하나의 프로세서에 의한 순차적인 정보
처리가 이루어진다. 정보를 표현하는 방식에서도 컴퓨터는 하나의 기억 장소에
하나의 정보를 표현하는 반면, 뇌는 매우 많은 수의 표현 요소에 매우 많은 정
보들이 복합적으로 표현되는 방식인 분산 표현 방식을 사용한다. 즉, 하나의 정
보를 쪼개어 여러 곳에 보관하는 것과 같으며, 지식을 습득하는데 있어서 뇌의
경우 대부분의 지식은 경험을 통해 습득하고 그것을 자신의 내부 상태로 저장
하는 학습 능력을 가지지만 컴퓨터의 경우 대부분의 지식은 프로그램이나 자료
형태로 사람에 의해 주어진다.
뇌는 다수의 뉴런이 서로 연결된 신경망으로 구성된다. 뉴런의 기능은 정보의
수송 및 연산 처리, 출력의 전송 기능을 가지고 있으며, 하나의 신경세포는 자
신과 연결된 많은 다른 신경세포들로부터 전기, 화학적 신호들을 시냅스
(synapse)를 통해 받아들여 종합한 다음, 그 값이 역치(threshold)이상이면 신경
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세포는 발화(fire)되어 다른 신경세포에 자신의 출력을 전달한다. 수상돌기
(dendrite)는 다른 뉴런과 연결되어 입력 신호를 받아 연산을 수행한 후 세포체
(soma)에 보내는 케이블의 역할을 하며, 세포체는 수상돌기로부터 받은 신호
및 세포체에 직접 입력되는 신호를 펄스 신호로 변환시키고, 축색돌기(axon)는
전기적으로 활성화되어 뉴런에 의해 발생되는 펄스를 다른 뉴런에 전달하는 역
할을 한다. 뉴런간의 정보는 모두 시냅스를 통하여 행하여진다. 인공 신경세포
는 단지 정보처리나 전달 과정이 생물학적 신경세포의 전기적 펄스나 화학 물
질에서 모두 수치로 바뀌었다는 것을 제외하고는 생물학적 신경세포와 동일하
다. 다른 인공 신경세포로부터 전달된 출력 값은 그것과 연결된 연결 가중치가
각각 곱해져 인공 신경세포에 전달되며, 연결 가중치가 곱해져 전달된 각각의
값들은 단순히 산술적 합산에 의해 합해져 가중 합을 구하며, 이 가중 합에 자
신의 특성을 나타내는 활성 함수(activation function)[21,22]를 취한 값을 다른
인공 신경세포들로 출력하게 된다.
인공 신경망은 그것이 경험하는 환경에 따라 자신의 내적 상태를 매우 간단한
규칙에 의해 변화시킴으로써 스스로 내적 지식을 만들어 간다. 즉 신경망은 프
로그램 되어지는 것이 아니고 예제를 통하여 학습을 한다. 인공 신경망의 학습
법에는 다양한 형태가 개발되어 있으며, 그 중 가장 일반적인 형태가 감독 학습
(supervised learning)으로 입력 패턴(input pattern)과 그에 대한 목적 패턴
(target pattern)으로 이루어진다. 학습이 성공적이면 신경망은 자신이 경험했던
것들과는 다른 형태의 입력에 대해서도 적당히 반응할 수 있도록 내부적인 변
수들이 조정된다. 즉 경험을 통해 축적된 내적 지식을 새로운 형태의 입력에까
지 일반화시켜 적용할 수 있게 된다. 또한 신경망은 이 세상에 존재하는 여러
가지 것들로부터 공통되는 특징을 찾아 같은 특징을 갖는 것끼리 분류하는 인
간의 능력과 유사한 능력도 갖고 있다.
신경망은 내부적인 표현이 네트워크의 일부 또는 전체에 걸쳐 분산되어 있어
여러 패턴들이 동시에 저장될 수 있다. 기존의 기억장치의 경우 기억장치 일부
의 파손은 그곳에 기억된 자료의 완전한 손실을 가져오지만 신경망의 경우는
네트워크가 일부 파손되더라도 그 정도가 약해질 뿐 작동은 가능하다. 이것은
기존의 기억장치와 달리 기억 자료를 독점하지 않고 지식의 분산 표현 방식을
사용하고 있기 때문이다. 뇌가 처리 속도가 느린 뉴런을 이용하면서도 현재의
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컴퓨터로 처리하기 힘든 패턴 인식을 짧은 시간에 수행할 수 있는 것은 이와
같은 고도의 병렬 분산성 덕분이다. 인공 신경망은 현재의 디지털 컴퓨터와는
구조와 특성 면에서 근본적으로 다르다. 현재의 컴퓨터가 정보처리 장치와 주기
억 장치가 물리적으로 분리되어, 처리 방식은 한 개의 처리 요소에 의해서 순차
적 처리를 하지만, 신경망은 본질적으로 다수의 모듈이 서로 향을 주며 동시
에 서로 처리를 실행하는 병렬 처리를 한다.
5.2 인공신경망의 구조와 분류
뇌가 엄청난 수의 신경세포들과 그것들의 매우 복잡한 연결들로 이루어져 있
듯이, 인공 신경망은 뇌의 신경세포를 단순화시켜 수학적으로 모델링한 인공 신
경세포(artificial neuron)와 그것들의 연결(connection)로 구성되어 있다. F ig .
5.1은 일반적인 신경망의 외형을 나타내고 있다. 인공 신경망의 구조를 자세히
살펴보면, 옆으로 늘어선 한 무리의 인공 신경세포가 있는데 이것을 층(layer)이
라고 한다. 그리고 같은 층 내의 신경세포들은 기능적으로 같은 작업을 수행하
며, 신경망의 동시 동작과 병렬동작의 기본 단위가 된다. 즉 같은 층 내에 있는
인공 세포들은 동시에 병렬 적으로 동작하게 된다. 신경망은 일반적으로 입력층
(input layer), 출력층(output layer), 은닉층(hidden layer)의 세 종류의 층으로
구성된다. 입력층은 시스템의 외부로부터 입력을 받아들이는 층으로 사람의 감
각기관에 존재하는 신경세포들에 해당하고, 출력층은 시스템의 외부로 출력을
내보내는 층으로 뇌의 명령을 운동기관에 전달하는 신경세포에 해당하며, 은닉
층은 감각 기관들로부터 전달된 자료를 통해 반응을 결정하는 뇌에 해당한다.
한편, 하나의 층 내에 또다시 부분 부분 모여 있는 인공세포들의 모임이 있는
데, 이러한 인공세포들의 모임을 면(plane)이라고 하며, 면내의 인공 신경세포들
은 서로 접한 관계를 가지며 상호 경쟁관계의 범위가 된다.
신경망은 층의 수에 따라 단층 신경망(one layer neural netw ork)과 다층 신경
망(multi layer netw ork)으로 분류된다. 또한 아래층의 인공 세포들과 위층의 인
공세포들을 연결하는데 있어, 아래층의 모든 인공 신경세포들이 위층의 모든 인
공 신경세포들과 연결된 것을 완전 연결된 신경망(fully connected netw ork)이
라고 하며, 그렇지 않은 것을 부분 연결된 신경망(partially connected netw ork)
이라고 한다. 그리고 아래쪽 층에서 위쪽 층으로 향하는 한 쪽 방향의 연결만을
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가진 신경망을 비회귀 신경망(non recurrent neural netw ork 또는 feedfow ard
neural netw ork)이라고 하며, 아래쪽 층에서 위쪽 층으로 향하는 연결뿐만 아니
라 위쪽 층에서 아래쪽 층으로 향하는 양쪽방향의 연결을 모두 갖는 신경망을




Fig. 5.1 Configuration of neural netw ork
5.3 인공 신경망의 동작
신경세포나 인공 신경세포는 뇌와 인공 신경망에 있어서 정보처리의 기본 단
위에 해당한다. 생물학적 신경세포의 일반적인 동작은 하나의 신경세포가 자신
과 연결된 많은 다른 신경세포들로부터 전기, 화학적 신호들을 시냅스를 통해
받아들여 종합한 다음 종합한 그 값이 역치(threshold)라고 부르는 신경세포 고
유의 한계 값보다 커지면 신경세포는 발화(fire)하고 다른 신경세포에 자신의 출
력을 축색돌기를 통해 전달하게 된다. 반면 인공 신경세포의 경우는 정보처리와
전달 과정에 있어서 단지 정보처리나 전달 과정이 전기적 펄스나 화학 물질에
서 수치로 바뀐 것을 제외하고는 신경세포의 동작과 동일하다. F ig. 5.2는 신경
세포의 동작 과정을 보여준다. 신경세포의 동작 과정은 먼저 다른 신경세포로부
터 전달된 출력값(out0, out1, ... ,outn-1)이 그것과 연결된 연결 가중치(w 0n, w 1n,
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..., w (n-1)1)가 각각 곱해져 인공 신경세포에 전달된다. 여기서 연결 가중치는 뇌
의 시냅스와 같은 역할을 하는 것으로 실수 값으로 나타내며, 인공 신경세포들
간의 정보 전달 정도를 결정하는 역할을 하며, 인공 신경망에 있어서 기억의 기
본 단위이자 인공 신경망이 학습 능력을 갖게 하는 요인이다. 즉, 연결 가중치
가 큰 경우 그것을 통해 전달되는 신호에는 큰 값이 곱해져 신호가 커지고, 반
대로 연결 가중치가 작은 경우 그것을 통해 전달되는 신호에는 작은 값이 곱해
져 신호는 작아진다. 이러한 방식으로 전달된 각각의 값들은 단순히 산술적 합
산(netn = out0w 0n + out1w 1n + ... +out(n-1)w (n-1)n)에 의해 합해진다. 이렇게 연결
가중치가 곱해지고 더해진 값을 가중합(w eighted sum)이라고 부른다. 그 다음
신경세포는 이 가중합에 자신의 특성을 나타내는 활성 함수(activation function
)를 취한 값(outn = f(netn))을 다른 인공 신경세포들로 출력한다. 이때 인공 신
경세포의 출력이 0보다 큰 경우 그 인공 신경세포는 활성(active)상태에 있다고
하며, 그때의 출력값을 활성값(activation value)이라고 한다.
to other neuron





netn = w On·out 0 + w 1n·out 1
+ . . + w (n-1)n·out n-1^ ^ ^
w (n-1)n·out n-1w 1n·out 1w On·out 0
^^ ^
(w On) (w 1n) (w (n-1)n)







0 1 n- 1
. . . .
. . .
F ig. 5.2 Operative process of neuron
인공 신경세포의 정보처리 특성은 활성 함수에 의해서 결정적으로 향을 받게
되는데 활성함수로는 역치 함수(threshold function), 선형 함수(linear function),
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시그모이드 함수(s igmoid function) 등이 주로 사용된다.
out out out
0 0 0 netnetnet
threshold
out = 1, net ≥ threshold
0, net 〈 threshold
(a) T hreshold function
out = a·net + b
a, b : constant
(b) Linear function




Fig . 5.3 Activation functions
역치 함수는 인공 신경세포에서 구해진 net 값이 역치 이상이 되면 1을 출력하
고, 역치보다 작으면 0을 출력한다. 결국, 인공 신경세포의 출력은 0 또는 1이
다. 선형 함수는 f(x)= ax+b와 같은 일차 식으로 인공 신경세포의 출력은 실수
전체이다. 시그모이드 함수는 인공 신경망에 사용되는 활성 함수 중 가장 널리
쓰이는 활성 함수로 f(x)=1/ (1+e-(ax-b))로 표현된다. 여기서 a값은 함수의 기울기
를 결정하는 상수이고, b의 값은 역치 함수에서의 역치와 같은 역할을 하는 값
으로 0보다 크면 시그모이드 함수는 오른쪽으로 이동하고 0보다 작으면 왼쪽으
로 이동하게 된다. 시그모이드 함수의 장점은 첫 번째, a와 b를 적절히 조절함
으로써 선형 함수와 역치 함수의 특성을 모두 얻을 수 있고 , 두 번째는 다층
신경망의 구성을 위해 필수적인 비선형 활성 함수의 특성을 지니고 있어 다층
의 효과를 얻을 수 있으며, 세 번째는 후술할 일반화된 델타 규칙에서 델타의
값을 구하기 위해서는 활성 함수가 미분 가능한 함수이어야 하는데, 시그모이드
함수는 미분 가능할 뿐만 아니라 미분식이 간단하다는 큰 장점이 있고, 네 번째
로 함수 값의 범위가 0에서 1사이여서 신경망의 동작을 결정함에 있어 서로 비
슷한 정도로 향력을 행사함으로써 한 신경세포가 신경망 전체의 동작을 지배
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하는 것을 방지할 수 있다. 이와 같은 이유에서 시그모이드 함수는 인공 신경망
에 있어 신경세포의 활성 함수로 사용하기에 적절하며 특히, 일반화된 델타 규
칙을 사용하는 신경망의 경우는 거의 유일한 활성 함수라 할 수 있다. F ig. 5.3
은 이상의 활성 함수들을 나타내고 있다.
5.4 인공 신경망의 학습
인간은 학습을 통하여 지능을 작게 된다. 마찬가지로 인공 신경망에 지능을 부
여한다는 것은 곧, 학습을 시킨다는 것이다. 인공 신경망의 학습 과정은 신경망
으로 하여금 일련의 자료들을 경험하도록 하여 신경망이 주어진 학습 규칙에
따라 스스로 자신의 연결 가중치를 조절하는 과정이다. 이를 체계적으로 분석해
보면 우선 (1) 신경망의 모든 연결 가중치를 적당한 값으로 초기화한다. 이때
초기 값은 주로 1보다 작은 임의의 값이 사용된다. 그 다음 (2) 학습이나 회상
시 입력층 인공 신경세포들에 주어질 입력 값들의 모임인 입력 패턴을 선정한
다. 그 후에는 (3) 신경망의 입력층 인공 신경세포에 입력 패턴을 제시한다. 그
리고 (4) 신경망의 신경세포들을 층별로 동작시켜 출력 패턴을 출력한다. 동작
순서는 아래쪽 층에서 위쪽 층으로 이어지고, 같은 층내의 인공 신경세포들은
일반적으로 동시에 동작하며, 동작 결과로 출력층 인공 신경세포들이 출력 패턴
을 출력한다. 이렇게 (5) 출력된 출력 패턴은 신경망의 출력층 인공 신경세포에
목적 패턴을 제시하여 서로 비교한다. 여기서 목적 패턴은 주어진 입력 패턴에
대해 신경망이 출력해 주기 원하는 출력 패턴을 뜻한다. 다음은 (6) 선택된 학
습 규칙을 사용하여 연결 가중치를 조절하고 (7) 모든 학습 패턴(learning
pattern)에 대해 입력 패턴과 목적 패턴을 다시 선택하여 (2)- (6) 과정을 반복한
다. 여기서 학습 패턴은 신경망의 학습을 위해 외부로부터 주어지는 모든 패턴
들에 해당된다. 마지막으로 (8) 신경망의 학습이 완료될 때까지 (7)과정을 반복
한다. F ig. 5.4는 인공 신경망의 학습 과정을 나타내고 있다.
신경망의 학습 방법은 크게 감독 학습 방법(superv ised learning)과 무감독 학
습 방법(unsupervised learning)으로 나눌 수 있다. 감독 학습 방법은 신경망의
학습을 위해 입력 패턴과 그 입력 패턴에 대한 신경망의 출력 형태를 지시하는
목적 패턴의 쌍을 사용하는 학습으로 신경망에 입력 패턴이 주어져 신경망의
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동작 결과 출력 패턴이 나왔을 때 이것을 입력 패턴과 쌍을 이루는 목적 패턴
과 비교하여 출력 패턴이 목적 패턴과 같아지도록 연결 가중치들을 수정한다.
⑥ 학습 규칙에 따른
연결 가중치의
조정
⑤ 목적 패턴과 비교 t1, t2, t3, . . . tm-1, tm
(감독 학습의 경우)
④ 출력 패턴의 출력
인공 신경세포의
동작
③ 입력 패턴의 제시 x1, x2, x3, . . . . . . . . . . , xn-1, xn
② 학습 패턴의 선정
y1, y2, y3, ym-1 ym. . .
. . . . . . .
① 연결 가중치 초기화
F ig . 5.4 Learning proces s of neural netw ork
이러한 과정의 반복으로 결국 입력 패턴과 쌍을 이루는 목적 패턴을 출력하도
록 학습되고, 이것은 신경망이 입력 패턴과 목적 패턴을 서로 연관시켜 주는 패
턴 연관기(pattern as sociator)의 기능을 수행하는 것을 의미한다. 감독 학습 방
법에는 헵의 규칙(Hebb' s rule), 델타 규칙(Delta rule), 일반화된 델타 규칙
(Generalized delta rule) 등이 있다. 무감독 학습 방법은 신경망의 학습에 입력
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패턴만을 사용하는데 신경망에 입력 패턴이 주어지고 동작 결과로 출력 패턴이
얻어지면, 다음에 그 입력 패턴이 다시 주어질 때 똑같은 출력 패턴을 내도록
연결 가중치를 조절하는 것으로, 위 과정의 반복으로 유사한 입력 패턴에 대한
신경망의 출력 패턴은 같아지고 결국, 무감독 학습 방법으로 학습된 신경망은
주어진 입력 패턴들로부터 자기 나름대로의 특징을 찾아내어 유사한 입력 패턴
끼리 분류하는 패턴 분류기(pattern class ifier)의 기능을 수행한다.
이상의 학습 규칙을 좀 더 자세히 살펴보면, 먼저 최초의 신경망 학습 규칙은
1949년 헵(Donald O. Hebb)에 의해 만들어진 헵의 규칙이다. 그 내용은 “만일,
어떤 신경세포의 활성이 다른 신경세포가 활성하는데 계속적으로 공헌을 한다
면, 두 신경세포간의 연결 가중치를 증가시켜주어야 한다.”는 것으로 어떤 순간
에 서로 연결된 두 개의 신경세포가 동시에 활성 되었다면, 연결 가중치를 증가
시켜 주어야 한다는 것이다. 이를 수학식으로 나타낸 것이 식(5.1)이다.
w (n ew ) ij = w (old ) ij + αa ia j (5.1)
여기서
w (n ew ) ij : 신경세포 i, j 사이의 조절된 후 연결 가중치
w (old ) ij : 신경세포 i, j 사이의 조절되기 전 연결 가중치
α : 학습률( 0 <α≤1)
a i : 신경세포 i의 활성값
a j : 신경세포 j의 활성값
식(5.1)에서 α는 학습률이라 하며 연결 가중치의 조절량을 결정하는 0과 1사이
의 값을 갖는 상수로, 이 값이 크면 w (old ) ij에는 큰 값이 더해지므로 연결 가중
치는 많이 조절되고, 이 값이 작으면 w (old ) ij에 작은 값이 더해지므로 연결 가
중치는 조금 조절된다. 이러한 헵 규칙의 학습 과정은 (1) 입력층에 입력 패턴
을 제시하고 (2) 신경망을 동작시키며, (3) 헵의 규칙에 따라 연결 가중치를 조
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절하고 (4) 위의 (1)- (3) 과정을 모든 입력 패턴에 대해 반복한 후 (5) 마지막으
로 (4)과정을 신경망이 충분히 학습될 때까지 반복하는 과정이다. 이 때 신경망
이 완전히 학습이 되었는지를 판단하는 기준인 학습 정도를 정하게 되는데 일
반적으로 신경망이 사용하는 학습 규칙에 의해 결정되는 오차가 우리가 원하는
수준까지 감소하는 것이 학습 기준이 된다. 감독 학습 방법을 사용하는 모든 신
경망의 오차 값은 신경망의 실제 출력 패턴과 목적 패턴과의 차이에 의해 계산
되는데 헵의 규칙에서 오차 계산법은 식(5.2)와 같고, 전체적인 오차는 식(5.3)과
같다. 최소한으로 오차를 낮춘 후에는 회상 과정을 통해 실제 목적 패턴과 출력
패턴을 비교함으로써 어느 정도의 학습을 하 는지 확인할 수 있다.
er ror p = ( o p 0 - t p 0)
2 + ( o p 1 - t p 1)




( o p, j - t p, j)
2
(5.2)
E R R OR =
p
er ror p (5.3)
여기서
er ror p : 입력 패턴 p에 대한 신경망의 에러
o p j : 입력 패턴 p에 대한 출력층의 j번째 신경세포의 실제 출력
t p j : 목적 패턴 p의 j번째 성분
E R R OR : 모든 패턴에 대한 신경망의 에러
헵의 규칙에 이어 두 번째 신경망 학습 규칙은 1957년 로젠블라트(Frank
Rosenblatt)에 의해 만들어진 델타 규칙(delta rule)이다. 최초의 신경망인 단층
퍼셉트론(Perceptron)에 사용된 학습 규칙으로, 헵의 규칙과 마찬가지로 연결
가중치를 조절함으로써 신경망을 학습시킨다는 공통점이 있지만, 연결 가중치를
조절하는 방법에 있어서 약간의 차이가 있다. 델타 규칙의 기본 개념은 “한 신
경세포의 활성이 다른 신경세포가 잘못된 출력을 내는데 향을 주었다면, 두
신경세포간의 연결 가중치를 그것에 비례하여 조절해야 한다.” 는 것으로 델타
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규칙을 식으로 나타내면 식(5.4)와 같다.
w ( n ew ) i j = w ( old ) i j + αe ja i (5.4)
신경세포 j에 대한 오차는 다음과 같다.
e j = t j- a j (5.5)
여기서
w (n ew ) i j : 신경세포 i, j 사이의 조절된 후 연결 가중치
w (old ) i j : 신경세포 i, j 사이의 조절되기 전 연결 가중치
α : 학습률( 0 <α≤1)
e j : 신경세포 j의 에러
t j : 목적 패턴의 출력층 신경세포 j에 대응하는 성분값
a i : 신경세포 i의 활성값
a j : 신경세포 j의 활성값
이때, 전체적인 오차는 헵의 규칙 식(5.3)과 동일하다.
일반화된 델타 규칙은 감독 학습 방법 중 가장 많이 사용되는데, 그 기본 원리
는“한 신경세포의 활성이 다른 신경세포가 잘못된 출력을 내는데 향을 주었
다면, 두 신경세포의 연결 가중치를 조절해 주어야 하며, 그 아래에 있는 신경
세포들까지 조절 해주어야 한다.”이다. 다층 퍼셉트론의 구조는 Fig. 5.1에서
보여주고 있는 바와 같이 입력층과 출력층 사이에 하나 이상의 중간층이 존재
하는 신경망으로 입력층과 출력층 사이의 중간층은 은닉층(hidden layer)이라
일컬어진다. 또한, 다층 퍼셉트론은 단층 퍼셉트론과 유사한 구조를 가지고 있
지만, 중간층과 각 유니트의 입출력 특성을 비선형으로 함으로써 단층 퍼셉트론
의 여러 가지 단점들을 극복했다. 일반화된 델타 규칙은 출력층에서 발생한 오
차를 아래층으로 역전파 하기 때문에 백프로퍼게이션 알고리즘(backpropagation
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algorithm)이라고도 부른다. F ig 5.5는 에러 역전파 과정을 도식화한 것이다.
일반화된 델타 규칙의 오류 역전파 과정은 신경망이 동작한 후 출력층 신경세
포의 에러(e5, e6, e7)가 구해지면(목적 패턴- 출력층 신경세포 활성값), 구해진 오
차를 이용해서 출력층 신경세포에 대한 델타(δ5, δ6, δ7)를 구한다. 델타를 구
하는 식은 식(5.6)과 같다.
errorj = tj - a j
δi
error i = Σw ij δi
δi
f' (netj) ej























Fig. 5.5 Error backpropagation of generalized delta rule
j = f ' (n et j)e j = a j( 1- a j )e j (5.6)
여기서
e j = t j - a j 출력층 신경세포의 경우
f ' (n et j) =
f ( n et j)
n et j
= a j ( 1 - a j ) 시그모이드 함수의 경우( f ' ( x ) = x ( 1 - x ) )
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j : 출력층 신경세포 j의 델타
f ' ( n et j) : 출력층 신경세포 j의 활성 함수의 미분값
e j : 출력층 신경세포 j의 에러
t j : 출력층 신경세포 j에 대응하는 목적 패턴의 성분
a j : 출력층 신경세포 j의 활성값
이 때 f ' ( n et j ))는 신경세포의 활성 함수의 미분함수로 시그모이드 함수의 경
우 그 값은 f ' ( x ) = x ( 1- x )가 된다. 출력층 신경세포들의 델타가 구해지면, 구
해진 델타를 아래층 신경세포들로 역전파 하는데 그 방법은 구해진 델타에 그
것에 연결된 연결 가중치를 곱해 아래층 신경세포에 전달하고, 전달된 델타들이
합쳐지고, 합쳐진 값이 바로 은닉층 해당 신경세포의 에러가 된다. 은닉층 신경
세포들의 에러가 구해지면 아래 식(5.7)을 사용해서 은닉층 신경세포의 델타(δ
3, δ4)를 구할 수 있다.




w ij j 은닉층신경세포의경우
f ' (n et i) =
f ( n et i)
n et i
= a i ( 1 - a i ) 시그모이드 함수의 경우( f ' ( x ) = x ( 1 - x ) )
w ij : 신경세포 i에서 신경세포 j로 가는 연결 가중치
i : 은닉층 신경세포 i의 델타
f ' ( n et i) : 은닉층 신경세포 i의 활성 함수의 미분값
e i : 은닉층 신경세포 i의 에러
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j : 출력층 신경세포 j의 델타
a i : 은닉층 신경세포 i의 활성값
은닉층 신경세포의 경우에는 목적 패턴으로부터 직접 에러를 구할 수 없기 때
문에 출력층 신경세포에서 구해진 에러를 사용한 델타를 역전파 받아서 에러로
하는 것이다. 은닉층이 하나 이상이면 입력층 바로 위층의 델타가 구해질 때까
지 계속된다. 이렇게 해서 구해진 델타를 가지고 다층 신경망에서는 연결 가중
치를 조절하게 된다. 식(5.8)은 다층 신경망에서의 연결 가중치를 조절하는 식을
나타낸다. 이 식에서 δj는 j의 에러로부터 구하는데 신경세포 j가 어느 층 신경
세포냐 하느냐에 따라 에러를 구하는 방법이 달라진다.
w ( n ew ) i j = w ( old ) i j + j a i (5.8)
여기서
j = a j( 1 - a j )e j
e j = t j - a j 출력층 신경세포의 경우
=
k
w j k k 은닉층 신경세포의 경우
w ( n ew ) i j : 신경세포 i, j 사이의 조절된 후 연결 가중치
w ( old ) i j :신경세포 i, j 사이의 조절되기 전 연결 가중치
: 학습률( 0 <α≤1)
j : 신경세포 j의 델타
a i : 신경세포 i의 활성값
a j : 신경세포 j의 활성값
e j : 신경세포 j의 에러
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t j : 신경세포 j가 출력층인 경우 해당 목적 패턴의 성분값
w j k : 신경세포 j가 은닉층인 경우 위층 신경세포 k에 달린 연결 가중치
k : 신경세포 j가 은닉층인 경우 위층 신경세포 k의 델타
5.5 인공 신경망의 회상
뇌나 신경망으로 하여금 일련의 자료들을 경험하게 함으로써 그들 스스로 내
적 지식을 만들어 내도록 하는 과정이 학습인 반면, 학습을 통해 습득된 지식을
이용하여 주어진 입력에 대해 관련된 정보를 인출하는 과정을 회상(recall)이라
고 한다. 사람의 뇌는 어떤 자극이 주어지면, 그 자극에 연관된 많은 자료들이
자동적으로 출력이 된다. 이러한 것을 연관 회상(associative recall)능력이라고
하는데, 이는 매우 적은 입력 정보로부터 그것과 연관된 매우 많은 정보들을 얻
어낼 수 있는 능력이다. 이러한 것이 가능한 이유는 억제성 시냅스에 의해 이루
어지는 경쟁 메커니즘(competit ion mechanism)때문이다. 인간의 뇌 속에서 일어
나는 이러한 경쟁 메커니즘은 표면적으로 볼 때 갈등이라는 단어로 표현된다.
이러한 경쟁이나 갈등은 입력된 정보가 적을 때 더 많이 발생한다. 때문에 입력
된 정보가 많을수록 경쟁은 적어지고, 보다 빨리 연관 정보가 인출된다. 또한
뇌는 그것이 학습하지 못한 내용에 대해서도 회상해 낼 수 있다. 즉, 추론이나,
예측, 상상이 가능하며 이것 역시 연관 회상 및 경쟁 메커니즘과 관련이 있다.
이상의 인간의 뇌에서 보이는 회상은 인공 신경망의 회상과 거의 일치한다고
볼 수 있다. 단, 인간의 뇌는 학습과 회상의 차이가 뚜렷하지 않은 반면, 인공
신경망의 경우는 학습과정과 회상과정이 명확하게 구분된다는 점이 다를 뿐이
다.
인공 신경망의 회상과정을 단계별로 살펴보면 (1) 회상할 입력 패턴을 선정하
고, (2) 신경망의 입력층 인공 신경세포에 입력패턴을 제시하며, (3) 신경망의
인공세포를 층별로 동작시켜 출력 패턴을 출력시키며, (4) 더 회상할 패턴이 있
는 경우 위의 과정을 반복하며, 그렇지 않을 경우 회상을 끝내는 과정으로 이루
어진다. 먼저 첫 번째 단계는 신경망으로 하여금 회상하게 할 입력 패턴을 선정
하게 하는 것으로 학습의 경우와는 달리 회상의 경우에는 입력 패턴만이 사용
된다. 이와 같이 회상에 사용된 입력 패턴을 시험 패턴(tes t pattern)이라고 하
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며, 이미 학습된 입력 패턴이나 그것과는 별도로 새롭게 만들어진 입력 패턴을
사용할 수도 있다. 두 번째와 세 번째 단계는 첫 번째 단계에서 선택된 입력 패
턴을 신경망의 입력층 인공 신경세포들에 제시하고, 신경망을 동작시켜 출력 패
턴을 얻는 것이다. 이것은 신경망의 학습과정과 동일하며, 주어진 입력 패턴에
대한 신경망의 동작결과 출력 패턴이 얻어진다. 이 출력패턴의 분석으로 출력결
과와 성능이 평가된다.
5.6 인공 신경망에 의한 용접 전류와 한계 용착 면적의 추정
본 연구에서는 모재의 임의의 수직 및 수평 경사각에 따른 용접 전류와 한계
용착 면적의 결정을 위하여 인공 신경망 시스템을 사용하 다. 본 연구에 사용
된 인공 신경망의 구조는 Fig. 5.6과 같다. 입력 패턴으로는 모재의 수직 경사각
과 수평경사각을 주었으며, 목적 패턴으로는 용접 전류와 한계 용착 면적을 주
었다. 입력 패턴 값이 2개이고 목적 패턴 값이 2개인 단순한 인공 신경망의 구
조를 나타내므로 은닉층이 1개인 경우와 은닉층이 2개인 경우를 테스트 해본
결과 양자 모두 만족할 만한 결과를 얻었으나 은닉층이 2개인 경우가 전체 에
러도 줄었을 뿐만 아니라 실제 경향을 나타내는 데 더 정 한 값을 출력하 으





(a) 1 hidden layer (b) 2 hidden layer
Fig. 5.6 Configuration of 2 neural netw ork models
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T able 5.1은 실험을 통해 얻은 결과를 인공 신경망의 학습을 위해 입력 패턴으
로 준 값을 나타내고 있으며, T able 5.2는 학습한 결과를 이용하여 실험하지 않
은 임의의 각도에 대해 인공 신경망을 통하여 얻은 값을 나타내고 있다.
T able 5.1 Input pattern and target pattern used to learn the neural netw orks
No.
입력패턴 목적 패턴
수직경사각 수평경사각 용접전류 용착면적
1 0 0 320 31.0
2 0 15 300 28.0
3 0 30 290 26.5
4 0 45 270 25.0
5 0 60 260 23.0
6 15 0 310 30.0
7 30 0 290 27.0
8 30 30 270 25.0
9 30 60 260 22.0
10 45 0 260 15.0
11 45 30 270 16.0
12 45 60 280 17.0
13 60 0 220 12.5
14 60 30 250 14.0
15 60 60 270 15.0
16 90 0 280 12.5
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T able 5.2 Output pattern given by the learned neural netw orks
No. 수직경사각 수평경사각 용접전류 용착면적
1 15 15 305 27.5
2 15 30 290 26.0
3 15 60 260 22.5
4 30 15 285 26.0
5 30 45 256 23.3
6 45 15 261 15.7
7 45 45 285 16.0
8 60 15 216 13.4
9 60 45 270 14.7
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제 6 장 용접조건 설정 프로그램
이론 분석과 실험을 통해 얻어진 용접변수와의 정성적, 정량적 상관관계와 인
공 신경망 시스템을 활용하면 복잡한 곡블록의 이음부 형태에 대한 적절한 용
접조건을 결정할 수 있다. 먼저 기본 입력 값으로 요구각장, 모재경사각, 루트
갭, 필렛각, 와이어 돌출길이가 주어지면, 인공신경망 시스템을 적용하여 한계용
착면적과 용접 전류를 구한다. 또한 주어진 입력 값으로부터 전용착면적을 구한
다. 전용착면적과 한계용착량이 주어지면 두 값을 비교하여 패스 수를 결정할
수 있고, 이어서 각 패스 당 용착면적을 구한다. 각 패스당 용착면적이 주어지













입력: 요구각장, 모재경사각, 루트캡,
필렛각, 와이어 돌출길이
Fig. 6.1 Flow chart for determination of the suitable w elding condition
for the curved block.
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Fig . 6.1의 과정을 통해 일단 용접초기조건이 구해지면 용접이 시행되고 연속적
으로 레이저 비젼 센서로부터 이음부 형태의 변화가 입력된다. 이음부 변화 값
이 입력되면, 이음부의 형상과 용접변수의 상관관계에 근거하여 용접조건을 변
경하게 된다. 단, 용접변수의 수정은 용접변수의 특성상 전류가 10A 이상의 변
화를 초래하지 않는 범위 내에서의 수정은 별 의미가 없으므로 이음부 형태의
변화가 어느 일정범위의 변화 값 이상이 되기 전까지는 용접변수의 수정 계산
을 수행하지 않는다.
전류, 전압, 속도, 한계용착량 설정
용착면적, 갭, 모재경사각, 필렛각
용접 수행














F ig . 6.2 Real time control of w elding parameters
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이 경우 일정 범위의 변화가 초래된 이음부 형태의 변화기준은 3mm2의 용착단
면적의 변경, 1mm 이상의 갭 변경, 10° 이상의 수평 혹은 수직 경사각의 변경
으로 하 다. F ig . 6.2는 이러한 과정의 흐름도를 나타낸 그림이다. 여기에서 새
로이 변경된 용착단면적이 한계용착단면적보다 큰 경우는 용접조건의 변경으로
는 이음부의 변경을 보완할 수 없다는 것을 의미하며 따라서 보완용접이 필요
하다는 메시지를 출력하며 용접변수의 변경 없이 계속 용접을 수행한다. 갭이
변경되었을 경우는 갭의 변화가 전류에 민감한 향을 주므로 갭의 변화에 대
응한 적합한 전류 값을 다시 결정하고, 이어서 용접속도를 조정하며 갭 이외의
다른 값이 변경된 경우는 용접전류의 변화 없이 용접속도의 변경으로 보정하며,
용접을 수행하며 용접종료의 시간이 될 때까지 이 과정은 반복된다.
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제 7장 결론
자동 용접은 수동 용접과는 달리 용접 작업의 시작 및 작업 중에도 정량적인
용접 변수 값이 요구된다. 또한 선체 곡블록의 경우에는 모재의 수평 및 수직
경사각이 연속적으로 변하므로, 그에 따른 용접 변수들도 상황에 맞게 바꾸어
주어야 한다. 본 연구에서는 선체 곡블록의 자동 용접에 있어서 요구 각장, 모
재의 경사각, 루트 갭, 와이어 돌출 길이 등의 초기 입력 값을 통하여, 용접 전
류, 용접 전압 및 용접 속도 등의 적정 용접 조건을 얻기 위해 인공 신경망 시
스템을 이용하 다.
이상의 연구를 통하여 얻은 결과는 다음과 같다.
(1) 모재가 수평 또는 수직으로 경사진 경우 언더컷과 오버랩이 발생하지 않는
한계 용착 면적이 존재함을 알 수 있었다.
(2) 실험과 인공 신경망 시스템을 적용하여 임의의 모재 경사에 대한 적정 용접
전류와 한계 용착 면적을 구할 수 있었다.
(3) 입력 패턴 값이 2개이고 목적 패턴 값이 2개인 단순한 인공 신경망의 구조
를 나타내므로 은닉층이 1개인 경우와 은닉층이 2개인 경우를 테스트 해 본 결
과 양자 모두 만족할 만한 결과를 얻었으나 은닉층이 2개인 경우가 전체 에러
도 줄었을 뿐만 아니라 실제 경향을 나타내는 데 더 정 한 값을 출력하 으므
로 본 연구에서는 2개의 은닉층을 갖는 인공 신경망을 채택하 다.
(3) 한계 용착 면적은 모재의 경사각 30°까지는 수직보다는 수평 경사각에
향을, 30° 이후에는 수평보다는 수직 경사각에 더 큰 향을 받음이 밝혀졌다.
(4) 한계 용착 면적의 결정에 의해 패스 수, 각 패스 당 용접 전류, 용접 전압,
용접 속도를 설정 할 수 있었다.
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