Resolution of probabilistic weather forecasts with application in disease management by Hughes, G et al.
Scotland's Rural College
Resolution of probabilistic weather forecasts with application in disease management
Hughes, G; McRoberts, N; Burnett, FJ
Published in:
Phytopathology
DOI:
10.1094/PHYTO-07-16-0256-R
First published: 22/12/2016
Document Version
Peer reviewed version
Link to publication
Citation for pulished version (APA):
Hughes, G., McRoberts, N., & Burnett, FJ. (2016). Resolution of probabilistic weather forecasts with application
in disease management. Phytopathology, 107(2), 158 - 162. https://doi.org/10.1094/PHYTO-07-16-0256-R
General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.
            • Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            • You may not further distribute the material or use it for any profit-making activity or commercial gain
            • You may freely distribute the URL identifying the publication in the public portal ?
Take down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Download date: 19. Oct. 2019
1 
 
Analytical and Theoretical Plant Pathology 
Resolution of probabilistic weather forecasts with application in disease management 
G. Hughes, N. McRoberts, and F. J. Burnett 
First and third authors: Crop and Soil Systems Research Group, SRUC, The King’s 
Buildings, West Mains Road, Edinburgh EH9 3JG, UK; second author: Plant Pathology 
Department, University of California, Davis, CA 95616-8751, USA.  
Corresponding author: G. Hughes; E-mail address: gareth.hughes@sruc.ac.uk 
 
ABSTRACT 
Hughes, G., McRoberts, N., and Burnett, F. J. 20XX. Resolution of probabilistic weather 
forecasts with application in disease management. Phytopathology XXX:XXX-XXX. 
  
Predictive systems in disease management often incorporate weather data among the 
disease risk factors, and sometimes this comes in the form of forecast weather data rather 
than observed weather data. In such cases, it is useful to have an evaluation of the operational 
weather forecast, in addition to the evaluation of the disease forecasts provided by the 
predictive system. Typically, weather forecasts and disease forecasts are evaluated using 
different methodologies. However, the information theoretic quantity expected mutual 
information provides a basis for evaluating both kinds of forecast. Expected mutual 
information is an appropriate metric for the average performance of a predictive system over 
a set of forecasts. Both relative entropy (a divergence, measuring information gain) and 
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specific information (an entropy difference, measuring change in uncertainty) provide a basis 
for the assessment of individual forecasts. 
Additional keywords: disease forecast, weather forecast, forecast evaluation, information 
theory, expected mutual information, forecast skill. 
 
Weather factors play an important part in the reproduction and dispersal of many plant 
pathogens. It is therefore not surprising that meteorological data are often included in 
analyses of risk that aim to support decision making via predictive systems in disease 
management. Most often, actual weather data are deployed in this context, but sometimes 
forecast weather data are used (Bourke 1970; Gent et al. 2013; Olatinwo and Hoogenboom 
2014). In cases where forecast data are used, it is likely that an evaluation of weather forecast 
accuracy will be required (e.g., Vincelli and Lorbeer 1988b). A difficulty that then arises is 
that methods for the evaluation of weather forecasts (often called forecast verification in 
meteorology; e.g., Casati et al. 2008) are quite different from methods usually used for the 
evaluation of disease forecasts.  
It is not difficult to see why different methods are used for the evaluation of disease 
forecasts and weather forecasts. Predictive systems that support decision making in crop 
disease management are developed on the basis of yield and/or disease data obtained from 
untreated crops. This is because the ultimate objective of devising a scheme for predicting 
whether or not there is a need for preventative treatment cannot be achieved by analysis of 
data from crops where the treatment has already been applied. Then, in application, the use of 
a predictive system precludes knowing with certainty whether or not the eventual level of 
disease in a crop treated at the economic threshold would – without the treatment – actually 
have exceeded the economic injury level. That is to say, where the predictions may lead to 
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interventions that change the observed outcomes, comparison of predictions and observations 
is not a useful basis for evaluation. Thus, evaluation of a predictive system with application 
in crop disease management takes place during the development of the system, when 
achievable and acceptable average error rates for operational crop protection decisions are set 
(e.g., Yuen et al. 1996).  
Unlike the predictive systems developed and applied in disease management, general 
weather forecasts exist independent of any particular decision process(es) in which they may 
fulfill a role. It may be possible to act so as to mitigate the effect of the weather on the basis 
of such a forecast, but the objective of a predictive system that underlies weather forecasting 
is obviously not to enable the prevention of undesirable weather (Project Cirrus 
notwithstanding). Even defining whether, for example, rain or no rain is the undesirable state 
may prove to be beyond widespread consensus; whereas in the case of disease management, 
it is clear that exceeding the level of disease denominated as the economic threshold is the 
undesirable state, compared with not exceeding the threshold. For weather forecast 
evaluation, then, it is possible to record the actual weather that occurs following a given 
forecast. Thus, weather forecast evaluation can take place while a predictive system is 
operational, on the basis of data sets accumulated over a period of time comprising both the 
forecasts made and the corresponding observations. 
 So, given that different methods are usually used for the evaluation of disease forecasts 
and of weather forecasts, the purpose of the analysis outlined here is to provide a common 
currency for the evaluation of both types of forecast. Specifically we investigate the 
application of the information theoretic quantity expected mutual information in this context. 
The article is set out as follows. The main information theoretic concepts to be applied here 
in the evaluation of disease forecast data and weather forecast data are outlined (more 
detailed background is available in, for example, Hughes (2012) and Hughes and McRoberts 
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(2014)). Expected mutual information is calculated for an example disease forecast data set 
and for an example weather forecast data set with potential application in disease forecasting. 
Expected mutual information characterizes forecast properties on the basis of average 
performance, but we also briefly consider the evaluation of individual forecasts. To conclude, 
there is a general discussion.  
THEORY AND ANALYSIS 
Data. Example data for the analyses presented here are taken from epidemiological studies of 
the Botrytis squamosa – onion pathosystem (Vincelli and Lorbeer 1988a;b and see also 
Vincelli and Lorbeer 1989). Our efforts here are directed neither towards an investigation of 
this particular pathosystem nor an evaluation of the work described in the cited papers. 
Rather, the choice of example data has been made on the basis of the correspondence 
between the particular disease management problem investigated by Vincelli and Lorbeer 
(1988a;b, 1989), involving both weather forecasts and disease forecasts, and the generic 
problem with which we are concerned here. In addition, the exemplary clarity of data 
presentation in Vincelli and Lorbeer (1988a;b) means that we may pursue the generic 
problem using their published data as the basis of an example. Note that the approach 
described is not restricted to analysis of binary predictors. Neither of the example data sets 
used here takes the format of a 2×2 table. For the disease forecast data (Table 1), there are 
three categories of observation and two categories of prediction. For the weather forecast data 
(Table 2), there are two categories of observation and seven categories of prediction.  
Disease forecasts. First we consider an information theoretic basis for evaluation of disease 
forecast data. Here, we use the 4yr data set from Table 4 of Vincelli and Lorbeer (1988a) 
relating to the evaluation of an inoculum production index for forecasting sporulation by B. 
squamosa. The data are normalized and presented here in a prediction-realization table (Table 
1) (calculations here and throughout are shown correct to 3 d.p.). We adopt the notation of 
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Topp et al. (2013) for Table 1 and subsequent analyses of these data. The observed categories 
are denoted oj (j=1,2,3) for ‘low’, ‘medium’ and ‘high’ spore episodes, respectively. The 
bottom row of the table contains the distribution of observations Pr(O). The forecast 
categories are denoted fi (i=1,2) for ‘low’ and ‘high’ sporulation forecasts, respectively. The 
right-hand margin of the table contains the distribution of forecasts Pr(F). The body of the 
table contains the joint probabilities Pr(oj ∩ fi).  
Consider the observed spore episode categories o1 (‘low’), o2 (‘medium’) and o3 (‘high’), 
with corresponding probabilities Pr(o1), Pr(o2) and Pr(o3), 
( ) ( ) 3,2,1,1Pr0,1Pr =≤≤=∑ joo jj j (Table 1). We calculate expected information content 
or entropy, denoted H(O), as: 
 ( ) ( ) ( )( )jj j ooOH PrlnPr ⋅−= ∑      (1) 
Note that H(O) ≥ 0 and that we take Pr(oj)·ln(Pr(oj)) = 0 if Pr(oj) = 0, since ( ) 0lnlim
0
=⋅
→
xx
x
. 
Natural logarithms are used throughout, so information quantities are calculated in units of 
nits (MacDonald 1952). If any Pr(oj) = 1, H(O) = 0. H(O) has its maximum value when all 
the Pr(oj) have the same value. We can think of entropy as characterizing the extent of our 
uncertainty prior to receipt of a (notional) perfect forecast or, alternatively, how much 
information such a forecast would deliver. We can also calculate the conditional entropy 
(conditional, that is, on the sporulation forecast), denoted H(O|F), as:  
( ) ( ) ( ) ( )( )∑∑ ⋅⋅−= j ijiji i fofofFOH PrlnPrPr    (2) 
where H(O|F) ≥ 0 and (referring to Table 1) ( ) ( ) ( )∑= j ijijij fofofo II PrPrPr . The 
sporulation forecasts, as characterized in Table 1, are imperfect. 
Then expected mutual information between the observation and forecast distributions, 
denoted  IM(O,F),  is calculated as H(O) – H(O|F):  
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with IM (O,F) ≥ 0, and equality only if O and F are independent. We may interpret expected 
mutual information as the average reduction in uncertainty about the observations O resulting 
from use of a predictive model to provide forecasts F. Suppose that we have a perfect 
forecaster such that F and O are identical, then use of the forecaster would account for all the 
uncertainty in O and H(O|F) = H(O|O), IM(O,F) = H(O) – H(O|O) = H(O). This tells us that 
the maximum expected mutual information IM(O,F) between O and F, that would 
characterize a perfect forecaster, is the entropy H(O). For a predictor based on a 2×2 
prediction-realization table, the relationship between IM(O,F) and its components H(O) and 
H(O|F) can be depicted in a simple information graph (see Fig. 1 in Hughes et al. 2015). 
While this does not apply to the predictor in question here (see Table 1), the graph still 
provides an heuristic conceptualization of H(O), H(O|F) and IM(O,F).  
Now, referring to the data in Table 1, from equation 1, H(O) = 0.973 nits; from equation 2, 
H(O|F) = 0.887 nits; and from equation 3, IM(O,F) = 0.086 nits.  
Weather forecasts. Now we turn to an information theoretic basis for evaluation of weather 
forecast data. Here, we use the combined data set from Table 2 of Vincelli and Lorbeer 
(1988b). These data, presented in Table 2, combine rainfall observations from three forecast 
intervals; 0-12, 12-24 and 24-36 hours after forecast. We base our notation for Table 2 and 
subsequent analyses of these data on that of Hughes and Topp (2015). The table illustrates an 
evaluation data set for a probabilistic rainfall forecaster. Here the data are presented in 7 
forecast categories. Compared with the presentation of Vincelli and Lorbeer (1988b), we 
have combined the categories for rainfall probability forecasts 0.8, 0.9 and 1.0 into a single 
category centered on 0.9. This matches the combined category for 0-0.2 rainfall probability 
forecasts in the original presentation, and avoids the use of a probability forecast of 1.0. For 
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further discussion relating to probability forecasts of zero and one, see Roulston and Smith 
(2002) and Hughes and Topp (2015). The forecast category index is denoted k, the rainfall 
probability forecast in category k is denoted pk, (the no-rainfall probability forecast is the 
complement), the number of rainfall observations in category k is denoted ok, and the number 
of observations in category k is denoted nk. Then we have kk noko =  for the average 
frequency of rainfall observations in forecast category k, ∑k ko  for the total number of 
rainfall observations, ∑k kn  (denoted N) for the total number of observations, and 
Noo
k k∑=  for the overall average frequency of rainfall observations. In meteorological 
forecast evaluation, the average frequency of a weather event ( )o  is referred to as the 
climatological probability (Joliffe and Stephenson 2012) (often abridged to climatology). The 
individual rainfall/no rainfall forecast data can be reconstructed from the data in Table 2. For 
example, in forecast category k = 4, nk = 31 individual forecasts (“rainfall probability (pk) = 
0.5”) were made. Of these 31 forecasts, ok = 14 were followed by rainfall, and 31−14 = 17 
were followed by no rainfall. Note in passing that comparison of ok/nk to pk (see Table 2) is 
the basis of an evaluation of the reliability of a forecast, as mentioned briefly below.  
Probability forecasts – as widely used in meteorology – provide a forecast probability p 
that a weather event will subsequently occur. Vincelli and Lorbeer (1988b) describe a 
forecaster with two outcome categories: rainfall (as defined in the study) either occurs within 
the forecast interval or it does not. For a useful forecaster, (qualitatively) we expect more 
observed rainfall events when the forecast probability for rainfall is closer to 1 and fewer 
when the forecast probability is closer to 0. Quantitative methods for the evaluation of 
forecasters based on comparison of forecast probabilities and corresponding observed 
frequencies are called scoring rules. It is convenient here to think of a scoring rule as a means 
of attaching a penalty score to a forecast; the better the forecast, the smaller the penalty. In 
Page 7 of 23
8 
 
practice, we are usually interested in the evaluation of a forecaster based on the average 
penalty score for a data set comprising a sequence of forecasts and the corresponding 
observations; a better forecaster achieves a smaller average score. Vincelli and Lorbeer’s 
(1988b) evaluation of their forecaster is based on the Brier Score (BS) (Brier 1950). Here, we 
use the Divergence Score (DS) (Weijs et al. 2010), because it allows an information theoretic 
interpretation of the forecast evaluation. The two scores are closely related – both are 
examples of Bregman divergences (see, e.g., Hughes and Topp 2015).  
The divergence score is based on the Kullback-Leibler divergence (DKL) (Kullback and 
Leibler 1951). For an individual forecast made in one of two possible outcome categories (for 
forecast interval t), the divergence score is the Kullback-Leibler divergence between the 
(Bernoulli) distributions of observations (ot, 1−ot) and of forecasts (pt, 1−pt): 
( ) ( ) 





−
−
⋅−+





⋅=
t
t
t
t
t
tttKL
p
o
o
p
o
opoD
1
1
ln1ln
   
(4)  
and then the overall divergence score is the average over N individual forecasts: 
( )tt
N
t
KL poD
N
DS ∑
=
⋅=
1
1
     
(5)  
Note that ( ) 0≥••KLD  and that the divergence is not necessarily symmetric with respect to 
the arguments. As above, we take 0·ln(0) = 0. Then, from equation 4, ( ) 666.196=ttKL poD
 
nits; and from equation 5 (with N = 527), DS = 0.373 nits. 
The overall divergence score DS has a decomposition into three components: uncertainty 
(UNC), reliability (REL), and resolution (RES) such that: 
RESRELUNCDS −+=      (6) 
(Weijs et al. 2010). UNC is the entropy ( )oH : 
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( ) ( ) ( )[ ]ooooUNC −⋅−+⋅−= 1ln1ln      (7) 
The reliability component (REL) is the weighted average divergence between the distribution 
of rainfall observations ( )ko  and that of the corresponding probability forecasts ( )kp  for the 
specified forecast categories: 
( )kk KLk pkoDnNREL ∑ ⋅⋅=
1
     (8) 
with: 
( ) ( ) 






−
−
⋅−+







⋅=
kk
kKL
p
ko
ko
p
ko
kopkoD
1
1
ln1ln    (9) 
If the average frequencies of rainfall observations for forecast categories are close to the 
corresponding forecast probabilities, REL is close to zero (such probability forecasts are 
referred to as well-calibrated by meteorologists). Note in passing that the evaluation of 
disease forecasts as described above does not involve calculation of a reliability component. 
This is because the probability forecasts in that case are the Bayesian posterior probabilities 
calculated on the basis of the prediction-realization table, which has the effect of ensuring 
perfect calibration. The resolution component (RES) is the weighted average divergence 
between the distribution of rainfall observations ( )ko  and that of the forecasts based only on 
the climatological probability o . Then:  
( )okoDn
N
RES
k KLk∑ ⋅⋅=
1
    (10) 
with: 
( ) ( ) 






−
−
⋅−+







⋅=
o
ko
ko
o
ko
kookoDKL
1
1
ln1ln    (11) 
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and RES is thus a measure of the degree to which the probability forecast categories sort the 
observations into distinct groups (Wilks 2011). As defined by equation 10, RES is the 
expected mutual information between observation and forecast distributions (Weijs et al. 
2010). We can therefore use equation 10 to calculate the equivalent quantity in the context of 
weather forecast evaluation to that calculated by equation 3 in the context of disease forecast 
evaluation. 
Referring to the data in Table 2 we calculate N = 527, 190.0=o . Then from equation 7, 
UNC = 0.486 nits; from equation 8, REL = 0.045 nits; and from equation 10, RES = 0.158 
nits. We note that DS = 0.486 + 0.045 – 0.158 = 0.373 (in nits), in accordance with both 
equation 6 and the calculation based on equations 4 and 5.  
Forecast skill. In meteorology, a skill score uses an appropriate set of reference forecasts to 
calculate a normalized version of a score (e.g., a Brier score or a divergence score). Skill 
scores are often interpreted as percentage improvement over the reference forecasts achieved 
by use of the particular probability forecasts in question (Wilks 2011). In the case of the 
divergence score, we have the divergence skill score (DSS): 
UNC
RELRES
UNC
RESRELUNC
DSS
−
=
−+
−= 1    (12) 
(Weijs et al. 2010). Thus equation 12 calculates a skill score ranged between 0 and 1. A skill 
score of 0 (or 0%) arises if forecasts are made only on the basis of the climatological 
probability o  (in which case REL = 0 and RES = 0); while a skill score of 1 (or 100%) is 
characteristic of a perfect forecaster (in which case REL = 0 and RES = UNC) (Weijs et al. 
2010). Using the calculated values of the components of DS based on the data in Table 2 (see 
above), DSS = 0.232 (23.2%) for the example (combined) data set (0-36 hours after forecast). 
Using external reference data, Vincelli and Lorbeer (1988b) calculated Brier skill scores of 
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30.9%, 27.8% and 27.6% respectively for the rainfall observations from the three separate 
forecast intervals (0-12, 12-24 and 24-36 hours after forecast).  
Weijs et al. (2010) point out that for the special case of binary forecasts, the ranked mutual 
information skill score (RMIS) of Ahrens and Walser (2008) can be written as the expected 
mutual information between forecasts and observations (RES) divided by the entropy of the 
observations (UNC). Compared with DSS (equation 12), the calculation of RMIS does not 
take REL into account (in effect assuming perfect reliability, REL = 0).  
If we now return to disease forecasts and consider the normalized version of the expected 
mutual information between the observation and forecast distributions, we have: 
( )
( ) ( )
( )
( )
( )OH
FOI
OH
FOHOH
FOInormalized MM
,
, =
−
=    (13) 
This ratio is characteristic of a normed (uncorrected) association measure as discussed by 
Särndal (1974).  The interpretation of any association measure of this type is that of relative 
reduction in uncertainty about the observations as a result of receiving the forecasts. It takes a 
value of 0 (or 0%) when the forecasts and observations are independent and 1 (or 100%) 
when the forecasts perfectly predict the observations. Using the calculated values based on 
the data in Table 1, ( ) 088.0, =FOInormalized M  (8.8%) for the example data set (not 
dissimilar to values for disease forecasts calculated in Hughes (2012)). In passing, note that 
calculation of this association measure, and of the divergence skill score above, do not 
depend on the choice of logarithmic base (unlike the information quantities on which they are 
based).  
Individual forecasts. At this stage, we have illustrated the use of expected mutual 
information in evaluating the average performance of both disease forecasts and weather 
forecasts. Note that in the case of disease forecasts, expected mutual information was 
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calculated as the difference between two entropies (equation 3). However, in the case of 
weather forecasts, expected mutual information was calculated as the (average) divergence 
between two distributions (equation 10). Although the two calculations both lead to expected 
mutual information (e.g., DelSole and Tippett 2007), they do so in ways that take different 
perspectives on the perception of individual forecasts. 
For the sake of brevity, we will consider just the weather forecast data set here, but the 
same principles are applicable to the analysis of disease forecasts. The outcome of the 
calculation of the difference between the entropy for a forecast based on the climatological 
probability o  and the entropy for a probability forecast in category k is ( ) ( )koHoH −  
(where ( )oH  is the entropy as in equation 7 (UNC) and the ( )koH  are the conditional 
entropies calculated as in Table 2; both in nits). This quantity is referred to as specific 
information. The outcome of the calculation of the divergence between the observation 
distribution following a probability forecast in category k and the observation distribution for 
a forecast based on the climatological probability o  is ( )okoDKL  in nits (equation 11). This 
quantity is referred to as relative entropy. Expected specific information and expected 
relative entropy are both expected mutual information. Here, we take a diagrammatic 
approach to comparing specific information and relative entropy. 
Figure 1 shows the binary (Shannon) entropy curve, with a horizontal dashed line 
intersecting the curve at 190.0=o  (the climatological probability), the corresponding 
entropy being ( )oH = 0.486 nits (equation 7). Then, at each ko , the vertical distance 
between this horizontal line and ( )koH  (on the entropy curve) is the corresponding specific 
information ( ) ( )koHoH −  in nits. Specific information characterizes the change in 
uncertainty that results from the observation ko  as compared with the forecast based on the 
Page 12 of 23
13 
 
climatological probability o . Specific information may be positive ( ) ( )( )koHoH > , in 
which case uncertainty has decreased, or negative ( ) ( )( )koHoH < , in which case uncertainty 
has increased. Thus, in Figure 1, uncertainty increases when 81.019.0 << ko , specifically 
here for forecast index categories k = 3, 4, 5, 6 and 7 (see also Table 1). Note that although 
some particular ko  may result in increased uncertainty, uncertainty taken on average over all 
ko  cannot increase, because expected specific information is expected mutual information 
( ) ( ) ( ) 0≥⋅− koHNnoH k . 
Figure 2 shows the binary (Shannon) entropy curve, with a tangent to the curve drawn at 
190.0=o  (the climatological probability). Then, at each ko , the vertical distance between 
this tangent and the entropy curve is the corresponding relative entropy ( )okoDKL  in nits. 
This diagrammatic interpretation is possible because relative entropy is an example of a 
Bregman divergence (Gneiting and Raftery 2007). Although Bregman divergences are 
usually defined as properties of convex functions, it is easier here for the purpose of 
comparison with Figure 1 if we think of the Bregman divergence for a concave function 
(Zhang 2004) in order to keep the concave entropy curve (Shannon 1948, see Fig. 7) as the 
basis of the calculation. Calculated values of ( )okoDKL  in nits are given in Table 2. 
Expected relative entropy is expected mutual information (RES) (equation 10).   
DISCUSSION 
The assessment of forecast quality is a current issue in relation to decision making in 
agriculture (Kusunose and Mahmood 2016). We have seen that expected mutual information 
– either as an information quantity or in its normalized form – has application in the 
evaluation of the average performance of both disease forecasts and weather forecasts. 
Relative entropy and specific information both provide a basis for evaluating individual 
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forecasts. The calculations for expected mutual information, relative entropy and specific 
information have no additional data requirements over and above a typical data set collected 
for forecast evaluation. To demonstrate this, our illustration of the methodology uses 
previously published data from disease forecast and weather forecast evaluation studies of a 
pathosystem (Vincelli and Lorbeer 1988a;b). 
While expected mutual information provides a principled basis for forecast evaluation on 
the basis of average performance, both relative entropy (a divergence, measuring information 
gain) and specific information (an entropy difference, measuring change in uncertainty) 
provide a basis for the evaluation of individual forecasts. The expected value of both relative 
entropy and of specific information is equal to expected mutual information, but in the 
context of evaluation of individual forecasts they have different analytical properties, as 
discussed by DelSole (2004) and by DelSole and Tippett (2007). In the past, this has caused 
some confusion, notably in the clinical literature, as discussed by Hughes and McRoberts 
(2015). The scenario-based examples reviewed in Hughes and McRoberts (2015) lack the 
generality of analytical comparisons, but serve to illustrate the source of the confusion – that 
an information gain does not necessarily result in a reduction in uncertainty.  
Relative entropy arises naturally in the context of the decomposition of the divergence 
score (Weijs et al. 2010; Hughes and Topp 2015) and is ≥0, and in practice >0 if we assume 
that for no operational forecaster will forecasts and corresponding observations be 
independent. Thus in practice the result of using such a forecaster is always a gain in 
information when comparing the post-forecast probability of an event with the pre-forecast 
probability (as illustrated by the analysis depicted in Figure 2). In the context of crop 
protection decision making, however, that same comparison of the post-forecast probability 
of an event with the pre-forecast probability may result in negative specific information, in 
which case uncertainty has increased following the forecast (as illustrated by some parts of 
Page 14 of 23
15 
 
the analysis depicted in Figure 1). This is, it should be emphasized, a generic problem of 
forecasting that is laid bare by the application of information theory; a problem that may have 
implications for the uptake and continued use of predictive systems in disease management if, 
for example, developers of forecasters generally prioritize information gain when evaluating 
individual forecasts, while operational users of those forecasts generally prioritize the need 
for uncertainty reduction. We should not expect to resolve this issue in favor of one or the 
other metric. As DelSole (2004) writes, “no universal principle exists to settle this question.” 
Rather, evaluation of a forecaster requires careful consideration of both aspects of 
performance, and the perspectives of both users and developers.  
Neither relative entropy nor specific information formed part of the original exposition of 
information theory as presented by Shannon (1948), who was interested in the average 
performance of information channels. Shannon did discuss expected mutual information (as 
information transfer rate). This metric has immediate application both in the evaluation of 
disease forecasts and of weather forecasts and provides a common currency for use in 
evaluation where both kinds of forecast are combined in crop protection. 
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Table 1. Prediction-realization table based on 204 forecasts and corresponding observations 
of B. squamosa spore episodes (Vincelli and Lorbeer 1988a). The data are normalized and 
presented here in the notation of Topp et al. (2013).  
 
 
Forecast 
category, fi 
Observed category, oj  
Row sums Low 
(j=1) 
Medium 
(j=2) 
High 
(j=3) 
Low (i=1) 0.324 0.049 0.025 0.397 
High (i=2) 0.255 0.157 0.191 0.603 
Column sums 0.578 0.206 0.216 1.000 
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Table 2. Probabilistic weather forecast evaluation data set based on 527 forecasts of rainfall 
and corresponding observations
a
 (Vincelli and Lorbeer 1988b). 
k 
b
 1 2 3 4 5 6 7 
pk 0.1 0.3 0.4 0.5 0.6 0.7 0.9 
ok    7 15 11 14 17 15 21 
nk 271 94 50 31 30 22 29 
ko  0.026 0.160 0.220 0.452 0.567 0.682 0.724 
( )koH  0.120 0.439 0.527 0.688 0.684 0.625 0.589 
( )okoDKL  0.128 0.003 0.003 0.178 0.349 0.575 0.673 
 
a
 rainfall ≥ 1.3mm recorded in the forecast interval (Vincelli and Lorbeer 1988b). 
b
 notation: k, forecast category index; pk, rainfall probability forecast in category k (no-
rainfall probability forecast is the complement); ok, number of rainfall observations in 
category k; nk number of observations in category k; ko is the average frequency of rainfall 
observations in category k; ( )koH  is the entropy ( ) ( ) ( )[ ]kokokoko −⋅−+⋅− 1ln1ln  (in 
nits) and ( )okoDKL  is the divergence as specified by equation 11 (in nits).  
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Fig. 1. Specific information. The solid line represents the Shannon entropy curve. The point 
on the curve at o  = 0.190 (the climatological probability) is marked ■; the corresponding 
entropy is ( )oH  = 0.486 nits and a horizontal straight line (long-dashed) is drawn through 
this point. Each observed value of ko  is marked ● on both the horizontal line representing 
the entropy ( )oH  (where the points are labelled with the corresponding forecast category 
index k) and the curve representing the conditional entropy ( )koH  (see Table 2). The 
entropy differences ( ) ( )koHoH −  (in nits) are indicated by vertical (short-dashed) lines. 
Uncertainty has decreased following the forecast if ( ) ( )oHkoH < ; uncertainty has increased 
following the forecast if ( ) ( )oHkoH > .  
 
Fig. 2. Relative entropy. The solid line represents the Shannon entropy curve. The point on 
the curve at o  = 0.190 (the climatological probability) is marked ■; the corresponding 
entropy is ( )oH  = 0.486 nits and the tangent to the curve (long-dashed) is drawn at this 
point. Each observed value of ko  is marked ● on both the tangent (where the points are 
labelled with the corresponding forecast category index k) and the curve; and the divergences 
( )okoDKL  are indicated by vertical (short-dashed) lines representing information gain in nits 
(see Table 2). In general ( ) 0≥okoDKL , and here all the calculated divergences are >0.  
 
Page 21 of 23
  
 
 
 
Figure 1  
104x103mm (600 x 600 DPI)  
 
 
Page 22 of 23
  
 
 
 
Figure 2  
104x103mm (600 x 600 DPI)  
 
 
Page 23 of 23
