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Zusamlllenfassung 
Die morphologische Analyse nimmt bei der Verarbeitung geschriebe-
ner natürlicher Sprache eine überaus wichtige Position ein. Neben der 
Grundform- und Wortart bestimmung mit Hilfe einer morphologischen 
Analyse wird vor allem die Ermittlung von Flexionsinformationen ver-
standen. Die Wichtigkeit dieses Teilprozesses für die Textanalyse ist von 
der zu bearbeitetenden Sprache abhängig. Die deutsche Sprache gehört 
zu einer Sprach klasse mit freier Wortstellung, d. h. die grammatikalische 
Information für ein Wort wird fast ausschließlich durch die Analyse der 
Flexionsform des Wortes und nicht dun:h dessen Stellung im Satz gewon-
nen. 
Mit Morphic-Plus steht ein Lemmatisierungsmodul zur Verfügung, 
mit dessen Hilfe flektierte Wortformen auf deren kanonische Wortstämme 
zurückgeführt werden kann. In der deutschen Sprache sind häufig zusam-
mengesetzte Wörter, sogenannte Komposita, zu finden . Insbesondere in 
der wissenschaftlichen Literatur ist die Bildung neuer Worte aus bekann-
ten Teilworten gängig. Morphic-Plus bietet daher neben einer Flexions-
morphologie auch eine Kompositaanalyse für zusammengesetzte Wörter. 
Bei der Analyse der Komposita durch Morphic-Plus wird die Wortbildung 
dahingehend eingeschränkt, daß ein Kompositum nur aus Nomen, Verben 
und Adjektiven gebildet werden kann. 
In dieser Arbeit wird sowohl auf die Organisation des zugrundelie-
genden Lexikons und dessen Aufbau als auch auf die Algorithmen von 
Morphic-Plus und deren Implementierung eingegangen. Das Lexikon und 
die darin verschlüsselten Information ist für die Analyse von zentraler Be-
deutung. Im Lexikon, Morphic-Lex genannt, ist das Wissen über die Spra-
che kodiert. 
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1 Motivation 
Der Anstoß zur Entwicklung von Morphic-Plus kam einerseits aus dem Pro-
jekt ALV (Automatisches Lesen und Verstehen) und dessen Nachfolgeprojekt 
OMEGA (Office Mai! Expert for Goal-Directed Analysis) des Deutschen For-
schungszentrum für Künstliche Intelligenz (DFKI), das bereits für die morpholo-
gische Analyse von Geschäftsbriefen das Analyseprogramm MORPHIX einsetzt 
und andererseits durch das Kooperationsprojekt INCA (Indexierung, Klassifi-
kation und Archivierung von strukturierten Dokumenten) zwischen dem DFKI 
und der Daimler-Benz AG. Morphic-Plus versteht sich als eigenständige Wei-
terentwicklung des morphologischen Analyseprogramms MORPHIX, das von 
Wolfgang Finkler und Günter Neumann [FN86] [FN91] am Lehrstuhl Künst-
liche Intelligenz - Wissens basierte Systeme der Universität des Saarlandes in 
Saarbrücken entwickelt wurde. 
Morphic-Plus wurde wegen der Anforderung einer leichten Portierbarkeit auf 
unterschiedliche Rechnersysteme in C (ANSI C) implementiert. Bisher wird 
Morphic-Plus auf SUN-SPARC-Workstations und NEXT-Rechnern eingesetzt. 
Der Einsatz auf PC's im 32-Bit Modus ist möglich. Da MORPHIXin Common-
Lisp implementiert ist, verspricht man sich durch die C-Implementierung von 
Morphic-Plus einen Zeitvorteil bei der Analyse. 
5 
2 Allgemeine Beschreibung von Morphic-Plus 
Bei Morphic-Plus handelt es sich um ein System zur Flexionsmorphologie, es 
wird keine Derivationsanalyse durchgeführt. Das bedeutet, daß eine Wortform, 
die durch Derivation aus einer anderen Form abgeleitet werden kann, als Stamm 
im Lexikon eingetragen sein muß. So kann beispielsweise das Wort Schreiber 
nicht analysiert werden, da nur schreib (schreiben) als Verb im Lexikon einge-
tragen ist und die Endung er keine gültige Verwendung bei Verben darstellt. 
Dieses Vorgehen erzwingt zwar mehr Lexikoneinträge, erhöht aber auch die 
Sicherheit eines korrekten Analyseergebnisses, da -'unmögliche' Zusammenset-
zungen vermieden werden. 
Die Lemmatisierung wird in Morphic-Plus in zwei Schritten durchgeführt. Im 
ersten Schritt, der Segmentierung, wird das zu analysierende Wort in mögli-
che Tripel aus Präfix, Wortstamm und Suffix aufgespalten. In einem zweiten 
Schritt, der Verifikation, wird überprüft, welche dieser Abspaltungen zu einem 
'korrekten' Analyseergebnis führt. Eine solche Segmentierung führt im Falle von 
unregelmäßigen Stämmen nicht zu einem kanonischen Stamm. In Morphic-Plus 
werden zwei Wege verfolgt, zum einen wird mit einer Umlautreduktion gearbei-
tet und zum anderen sind irreguläre Stämme im Lexikon gespeichert und mit 
den kanonischen Wortstämmen in Beziehung gesetzt (z. B.: das unregelmäßige 
Verb 'ging' und 'geh '). Dieses Vorgehen ist für das Deutsche eine effiziente Me-
thode, da im Deutschen nur etwa 200 unregelmäßige Verben vorkommen. 
Morphic-Plus wurde um eine Komponente zur Bearbeitung von zusammenge-
setzten Wörtern, die sogenannten Komposita erweitert. Die Zerlegung in einzel-
ne Teilworte erfolgt erst, wenn die bisherige morphologische Analyse zu keinem 
Ergebnis gelangt ist. Ein Kompositum wird nur dann als analysiert angesehen, 
wenn alle Teilwörter von Morphic-Plus analysiert werden konnten. 
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3 Erläuterungen zum Lexikon 
Das verwendete Lexikon enthält die kanonischen Wortstämme mit einer Ko-
dierung des Wortes in einer 6 bzw. 7 stelligen Zahl. Sowie weitere Zusatz-
informationen, die für die morphologische Analyse von Bedeutung sind. Aus 
Effizienzgründen wird mit Hilfe einer schnellen Hash-Funktion [KH93] auf die 
Lexikoneinträge zugegriffen (siehe Kapitel C). Im folgenden wird auf die ver-
schiedenen Wortklassen und die verwendeten Kodierungen näher eingegangen. 
In der ersten bzw. den ersten zwei Stellen (bei 6 bzw. 7 stelliger Kodierung) 
wird die Wortart verschlüsselt. Dies sind im einzelnen: 
Schlüssel Wortart Länge der Kodierung 
1 für Nomen 6-stellig 
2 für Verben (regelmäßige Wld Wlregelmäßige) 6-stellig 
3 für Adjektive 6-stellig 
4 für Possessivpronomen 6-stellig 
5 für Verbpräfixe 6-stellig 
6 für Adverbien 6-stellig 
7 für Partikel 6-stellig 
8 für Konjunktionen 6-stellig 
9 für Subjunktionen 6-stellig 
10 für Präpositionen 7-stellig 
11 für Relativpronomen 7-stellig 
12 für bestimmte Artikel 7-stellig 
13 für Reflexivpronomen 7-stellig 
14 für Personalpronomen 7-stellig 
15 für Interrogationspronomen 7-stellig 
16 für Sonderzeichen 7-stellig 
17 für Frageadverbien 7-stellig 
18 für Wlbestimmte Artikel 7-stellig 
19 für Kardinalzahlen 7-stellig 
20 für Stopwörter 7-stellig 
21 für Namen (Firmen-, Produkt- oder Eigen-) 7-stellig 
22 für AbkfuzWlgen 7-stellig 
Abkürzungen, die mit einem Punkt enden, sind in einer gesonderten Datei 
abgespeichert. Auf diese Abkürzungen kann nicht mit Hilfe der sonst verwen-
deten Hash-Funktionen zugegriffen werden. Der Zugriff erfolgt über eine se-
quentielle Suche (Einzelheiten zum Lexikonzugriff ist in Kapitel C zu finden). 
Schlüsselworte- und-der--Aufbau des Lexikons werden in einem späteren U nter-
punkt beschrieben. 
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3.1 Die Kodierung der Nomeneinträge 
Für die Kodierung von Nomen reicht eine 6-stellige Zahl aus. 
Die 1. Stelle hat den Wert '1' und bezeichnet das Wort als Nomen. 
Die 2. Stelle kann die Werte '1', '2' oder '3' annehmen und kodiert den Genus 
des Nomens; '1' = maskulin, '2' = feminin und '3' = neutrum. 
Die 3. Stelle nimmt die Werte '0' oder '1' an. Sie gibt an ob bei der Pluralbil-
dung eine Umlautung stattfindet ('1' = Umlautung). 
Die 4. Stelle nimmt die Werte '0', '1', ... , '9' an. Sie bestimmt die Singular-
klasse des Nomens. 
Die 5. und 6. Stelle kann die Werte '00', '01', ... , '13' annehmen. Mit diesen 
Werten wird die Pluralklasse bestimmt. 
Die Klassifizierung ist dabei an [Sch72] angelehnt. Die Werte '0' und '00' 
bei der 4. und 5.-6. Stelle werden bei Nomen ohne kanonischen Stamm bzw. 
bei unregelmäßiger Pluralbildung verwendet wie z. B.: Atlas und Atlanten. Die 
Klasseneinteilung stützt sich für den Singular auf die Genitiv- und Dativendun-
gen des Wortes und für den Plural auf die Nominativ- und Dativendungen. In 
den beiden folgenden Tabellen werden die Singular- und Pluralklassen mit den 
charakteristischen End ungen aufgelistet. 
Singular - Klassen 
Klasse Endung im Genitiv Endung im Dativ Beispiele I 
0 - - kein Singular 
1 - - Decke 
2 s - Engel 
3 es -je Gesetz 
4 sjes -je Zweig 
5 ses -jse Ergebnis 
6 ens -jen Herz 
7 ns n Wille 
8 n n Waise 
9 en en Graf 
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Plural - Klassen 
Klasse Endung im Nominativ Endung im Dativ Beispiel 
00 - - kein Plural 
01 - - Wagen, Faden 
02 s s Auto 
03 n n Einbusse 
04 en en Herz, Werkstatt 
05 nen nen Herzogin 
06 - n Kapitel, Hammer 
07 e en Keim, Raum 
08 se sen Kenntnis 
09 er ern Licht, Mann 
10 ien len Material 
11 sen sen Kirmes 
12 ten ten Bau 
13 te ten Klima, -
Hier nun einige Beispiele für die Nomenkodierungen: 
haus 131309 
ansatz 111307 
atlas 110500 plural atlanten 
atlanten 110001 stamm atlas 
3.2 Die Kodierung der Verbeinträge 
Die Kodierung von Verben ist in einer 6-stelligen Zahl realisiert. 
Die 1. Stelle hat den Wert '2' und kennzeichnet das Wort als Verb. 
Die 2. und 3. Stelle ist die Kodierung für den Verbtyp und die Unterklasse. 
Der Verbtyp wird mit 'modulo 12' und die-Untetklasse mit 'div 12' berechnet. 
Der Wert '00' ist bei Verben mit einem festen abtrennbaren Präfix eingetragen. 
Daraus resultiert der Verbtyp '0'. 
Die 4. Stelle gibt das Hilfsverb zur Bildung der zusammengesetzten Zeiten und 
die Präfixart an. Zahl gerade = Hilfsverb 'sein', Zahl ungerade = Hilfsverb 'ha-
ben', Zahl 2:: 2 Verb mit festem Präfix und Zahl< 2 abtrennbarer Präfix. 
Die 5. Stelle hat den Wert '0'. 
Die 6. Stelle kodiert ob ein Präfix abtrennbar ist und dessen Länge. z. B.: '7' 
ein Präfix der Länge 7 kann abgetrennt werden. 
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Die Unterteilung der Verben in Klassen erfolgt wie in SUTRA ([Bus83] Sei-
te 48) beschrieben. Dabei werden 11 Verbtypen verwendet. Die Verben wer-
den zusätzlich noch nach Verbgrundformen und deren Unterklassen unter-
teilt. Diese sind im einzelnen: Die Verbgrundformen VGFA, VGFB, VGFC 
und VGFD sowie PPRF für Partizip Perfekt und SOUND1..4 für das Hilfs-
verb 'sein'. Es gibt 8 Unter klassen für VGFA (VGFA1 .. 7 und VGFA+),6 für 
VGFB (VGFB1..6) und 4 für VGFC (VGFC1..4). Die Charakteristika der ein-
zelnen Unterklassen ist den folgenden Tabellen zu entnehmen. 
Die Verbtypen 
Verbtyp l.P.Sg. 2.j3.P.Sg. Imperativ Sg. Imperfekt Konjunktiv 2 Beispiel 
Präsens Präsens 
0 abtret 
I VGFA VGFA VGFA VGFA VGFA hol 
2 VGFA VGFA VGFA VGFC VGFA kenn 
3 VGFA VGFA VGFA VGFC VGFC bleib 
4 VGFA VGFA VGFA VGFC VGFD beginn 
5 VGFA VGFB VGFA VGFC VGFC blas 
6 VGFA VGFB VGFA VGFC VGFD fahr 
7 VGFA VGFB VGFB VGFC VGFD geb 
8 VGFB VGFB VGFA VGFA VGFA woll 
9 VGFB VGFB VGFA VGFC VGFA könn 
10 VGFB VGFB VGFA VGFC VGFD WISS 
11 SONDI SOND2 VGFA VGFA VGFA seI 
SOND3 
Unterklassen von VGFA 
Unterklasse Beschreibung Beispiel 
Al sonst rasier 
A2 Stammende 'd' oder 't' arbeit 
A2 Stammende 'm' oder 'n' wenn kein '1' oder 'r' vorausgeht atm 
A3 Modalverb 'sollen' soll 
A4 Stammende 's', 'z' oder 'x' ras 
A5 Stammende 'eI' sammel 
A6 Stammende 'er' erneuer 
A7 'sein' und 'tun' tu 
A+ Stamm mit elidiertem 'e' auf 'ern' oder 'ein' handl 
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Unterklassen von VGFB 
Unterklasse Flex.Endung 2. P.Sg. Flex.Endung 3. P.Sg. Beispiel 
BI st t gib 
B2 - - birst 
B3 st - brät 
B4 t t iß 
B5 st d wir 
B6 t - muß 
Unterklassen von VGFC 
Unterklasse Beschreibung Beispiel 
Cl sonst fuhr 
C2 Stammende 's', 'z' oder 'x' wuchs 
C3 Stammende 'd' oder 't' trat 
C4 Stammende 'e' mochte 
3.3 Die Kodierung der Adjektiveinträge 
Für die Kodierung der Adjektive wird auch eine 6-stellige Zahl verwendet. Die 
Einteilung in Klassen erfolgt nach dem Schema von [HB81]. 
Die 1. Stelle hat den Wert '3' und bezeichnet das Wort als Adjektiv. 
Die 2. Stelle kann die Werte '0', '1', ... , '4' annehmen. '0' nicht graduierbar, 'I' 
Superlativendung 'st', '2' Superlativendung 'est', '3' anderer Stamm in Kom-
perativ oder Superlativ, '4' anderer Stamm auch im Positiv. 
Die 3. Stelle nimmt die Werte '0', 'I' oder '2' an. '0' keine Umlautung bei Stei-
gerung, 'I' Umlautung muß erfolgen; " 2' Umlautung kann erfolgen. 
Die 4. Stelle nimmt die Werte '0', 'I' oder '2' an. '0' keine Elision, 'I' Elision 
muß erfolgen, '2' Elision kann erfolgen. 
Die 5. Stelle kann die Werte '0' oder 'I' annehmen. '0' endet nicht auf 'e' in 
prädikativer Stellung, '1' endet mit ~e' in prädikativer Stellung. 
Die 6. Stelle nimmt die Werte '1', '2' ... , '7' an. Die Ziffern bedeuten folgende 
Untergruppen: 'I' = Al, '2' = A2, '3' = A3, '4' = BI, '5' = B2, '6' = B3 und 
'7' = Cl. 
Die Einteilung der Adjektive erfolgt in 3 Hauptklassen 'A', 'B' und 'c' mit 
folgenden Bedeutungen: 
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Klasse 'A' : Attributiv und prädikativ verwendbar 
Unterklasse 'Al' : flektierbar und graduierbar (z.B.: wichtig) 
Unterklasse 'A2' : flektierbar nicht graduierbar (z.B.: ledig) 
Unterklasse 'A3' : nicht flektierbar, nicht graduierbar (z.B.: allerlei) 
Klasse 'B' : nur attributiv gebraucht 
Unterklasse 'BI' : flektierbar und graduierbar (z.B.: vorder) 
Unterklasse 'B2' : flektierbar nicht graduierbar (z.B.: jetzig) 
Unterklasse 'B3' : nicht flektierbar, nicht graduierbar (z.B.: keinerlei) 
Klasse 'C' : nur prädikativ gebraucht 
Unterklasse 'Cl' : nicht flektierbar, nicht graduierbar (z.B.: schuld) 
3.4 Die Kodierung der Einträge für Possessivpronomen 
Für die Kodierung der Possessivpronomen wird eine 6-stellige Zahl verwendet. 
Die 1. Stelle hat den Wert '4' und kennzeichnet somit das Wort als Possessiv-
pronomen. 
Die 2. Stelle kann die Werte '0' oder '2' annehmen. '0' keine Elision, '2' Elision 
kann erfolgen. 
Die Stellen 3 bis 6 haben den Wert '0' und sind ohne weitere Bedeutung. 
3.5 Die Kodierung von Verbpräfixen 
Die Verbpräfixe werden in einer 6 stelligen Zahl kodiert. 
Die 1. Stelle hat den Wert '5' und ist die Kodierung für Verbpräfixe. 
Die 2. Stelle kann die Werte '0' und '1' annehmen. 
Die Stellen 3 bis 6 haben den Wert '0' und sind ohne weitere Bedeutung. 
3.6 Die Kodierung von Adverbien 
Für die Kodierung der Adverbien wird mit einer 6-stelligen Zahl realisiert. 
Die 1. Stelle hat den Wert '6' und bezeichnet das Wort als Adverb. 
Die 2. Stelle nimmt die Werte '0' oder '1' an. 
Die Stellen 3 bis 6 haben den Wert '0' und sind ohne weitere Bedeutung. 
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3.7 Die Kodierung von Partikeln (Konjunktoren) 
Die Partikel, Konjunktoren werden mit einer 6-stelligen Zahl kodiert. 
Die 1. Stelle hat den Wert '7' und repräsentiert die Wortart Partikel / Kon-
junktor. 
Die 2. Stelle kann die Werte '0' oder '1' annehmen. 
Die Stellen 3 bis 6 haben den Wert '0' und sind ohne weitere Bedeutung. 
3.8 Die Kodierung von Partikeln (Koordinations Konjunkto-
ren) 
Die Partikel werden mit einer 6-stelligen Zahl kodiert. 
Die 1. Stelle hat den Wert '8' und repräsentiert die Wortart Partikel. 
Die 2. Stelle kann die Werte '0' oder '1' annehmen. 
Die Stellen 3 bis 6 haben den Wert '0' und sind ohne weitere Bedeutung. 
3.9 Die Kodierung von Partikeln (Subjunktoren) 
Die Partikel, Subjunktoren werden mit einer 6-stelligen Zahl kodiert. 
Die 1. Stelle hat den Wert '9' und repräsentiert die Wortart Partikel/Sub-
junktor. 
Die 2. Stelle kann die Werte '0' oder '1' annehmen. 
Die Stellen 3 bis 6 haben den Wert '0' und sind ohne weitere Bedeutung. 
3.10 Die Kodierung von Partikeln (Präposition) 
Die Partikel, Präpositionen werden mit einer 7-stelligen Zahl kodiert. 
Die 1. und 2. Stelle haben den Wert '10' und repräsentieren die Wortart Partikel 
/ Präposition. 
Die 3. Stelle kann die Werte '0' oder '1' annehmen. 
Die 4. Stelle kann die Werte '1', '2', ... , '6' annehmen; kodiert den Folgekasus 
und wird in der folgenden Tabelle erörtert. 
Die Stellen 5 bis 7 haben den Wert '0' und sind ohne weitere Bedeutung. 
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Kodierung der 4. Stelle 
Kodierung Folgekasus Beispiel 
1001000 Genitiv anfangs 
1002000 Dativ aus 
1003000 Akkusativ bei 
1004000 Genitiv, Dativ, Akkusativ außer 
1005000 Genitiv, Dativ inklusive 
1006000 Dativ, Akkusativ an 
3.11 Die Kodierung von Relativpronomen 
Die Relativpronomen werden mit einer 7-stelligen Zahl kodiert. 
Die 1. und 2. Stelle nehmen den Wert '11' an und kennzeichnen damit das Wort 
als Relativpronomen. 
Die Stellen 3 bis 7 haben den Wert '0' und sind ohne weitere Bedeutung. 
3.12 Die Kodierung bestimmter Artikel 
Bestimmte Artikel werden mit einer 7-stelligen Zahl kodiert. 
Die 1. und 2. Stelle haben den Wert '12' und bezeichnen das Wort als bestimm-
ter Artikel. 
Die Stellen 3 bis 6 haben den Wert '0' und sind ohne weitere Bedeutung. 
Die 7. Stelle kann die Werte '0', '1' oder '2' annehmen. '0' besagt, daß der 
Artikel sowohl im Singular wie im Plural verwendet wird. '1' bedeutet eine Ver-
wendung im Singular und '2' im Plural. 
3.13 Die Kodierung von Reflexivpronomen 
Die Reflexivpronomen werden mit einer 7-stelligen Zahl kodiert. 
Die 1. und 2. Stelle nehmen den Wert '13' an und kennzeichnen damit das Wort 
als Reflexivpronomen. 
Die Stellen 3 bis 7 haben den Wert '0' und sind ohne weitere Bedeutung. 
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3.14 Die Kodierung von Personalpronomen 
Die Personalpronomen werden mit einer 7-stelligen Zahl kodiert. 
Die 1. und 2. Stelle haben den Wert '14' und repräsentieren die Wortart Perso-
nalpronomen. 
Die 3. Stelle kann die Werte '0' oder '1' annehmen. 
Die Stellen 4 bis 7 haben den Wert '0' und sind ohne weitere Bedeutung. 
3.15 Die Kodierung von Interrogativpronomen 
Die Interrogativpronomen werden mit einer 7-stelligen Zahl kodiert. 
Die 1. und 2. Stelle nehmen den Wert '15' an und kennzeichnen damit das Wort 
als Interrogativpronomen. 
Die Stellen 3 bis 7 haben den Wert '0' und sind ohne weitere Bedeutung. 
3.16 Die Kodierung von Sonderzeichen 
Die Sonderzeichen oder Satzzeichen werden mit einer 7-stelligen Zahl kodiert. 
Die 1. und 2. Stelle nehmen den Wert '16' an und kennzeichnen damit das Wort 
als Sonderzeichen oder Satzzeichen. 
Die Stellen 3 bis 7 haben den Wert '0' und sind ohne weitere Bedeutung. 
3.17 Die Kodierung von Partikeln(Frageadverbien) 
Die Partikel, Frageadverbien werden mit einer 7-stellige!l--,ZahLkodiert. _ 
Die 1. und 2. Stelle haben den Wert '17' und repräsentieren die Wortart Partikel 
/ Frageadverb. 
Die Stellen 3 bis 7 haben den Wert '0' und sind ohne weitere Bedeutung. 
3.18 Die Kodierung unbestimmter Artikel 
Die unbestimmten Artikel werden mit einer 7-stelligen Zahl kodiert. 
Die 1. und 2. Stelle haben den Wert '18' und bezeichnen das Wort als unbe-
stimmter Artikel. 
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Die Stellen 3 bis 6 haben den Wert '0' und sind ohne weitere Bedeutung. 
Die 7. Stelle kann die Werte '0' oder '1' annehmen. 
3.19 Die Kodierung von Kardinalzahlen 
Die Kardinalzahlen werden mit einer 7-stelligen Zahl kodiert. 
Die 1. und 2. Stelle nehmen den Wert '19' an und kennzeichnen das Wort als 
Kardinalzahl. 
Die Stellen 3 bis 6 haben den Wert '0' und sind ohne weitere Bedeutung. 
Die 7. Stelle kann die Werte '0', '1', . .. , '3' annehmen. '0' bedeutet, daß die Or-
dinalzahl unregelmäßig gebildet wird. '1' besagt eine Ordinalzahlbildung durch 
anhängen des Buchstaben 't', '2' durch anhängen von 'st' gebildet. Bei '3' wird 
kein Zeichen angehängt. 
3.20 Die Kodierung von Stop-Wörtern 
Stop-Wörter werden ebenfalls mit einer 7-stelligen Zahl kodiert. 
Die 1. und 2. Stelle nehmen den Wert '20' an. 
Die restlichen Stellen haben den Wert '0' und sind ohne weitere Bedeutung. 
Bei den Stop-Wörtern handelt es sich um eine künstliche Wortart, die für eine 
Analyse ohne Bedeutung sind. 
3.21 Die Kodierung von Namen 
Namen werden ebenfalls mit einer 7-stelligen Zahl kodiert. 
Die 1. und 2. Stelle nehmen den Wert '21' an. 
Die restlichen Stellen haben den Wert '0' und sind ohne weiter Bedeutung. 
Unter Namen werden hier zum Beispiel Eigen-, Produkt- oder Firmennamen 
verstanden. 
3.22 Die Kodierung von Abkürzungen 
Abkürzungen werden ebenfalls mit einer 7-stelligen Zahl kodiert. 
Die 1. und 2. Stelle nehmen den Wert '22' an. 
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Die restlichen Stellen haben den Wert '0' und sind ohne weiter Bedeutung. 
Es wird zwischen Abkürzungen mit und ohne Punkt am Wortende unterschie-
den. Die Abkürzungen ohne Punkt sind im MORPHIC-Lexikoneingetragen und 
werden mit Hilfe von Hash-Tabellen verwaltet. Die mit Punkt sind in einer se-
quentiellen ASCII-Datei, z. B. abkuerzung organisiert. 
3.23 Schlüsselworte und Kodierungen des Lexikons 
Im folgenden wird näher auf die verwendeten Schlüsselworte und die Zusamm-
mensetzungen der Kodierung der Lexikoneinträge eingegangen. Es wird auf 
eine Reihe von Schlüsselworte zurückgegriffen um das morphologische Wissen 
neben der Kodierung in den 6-/7-stelligen Zahlen in den Lexikoneinträgen zu 
speichern. Dabei werden folgende Schlüsselworte verwendet: 
POS, KOM, SUP, ELISION, STAMM, PL URAL, MODALVERB, HILFS-
VERB, ORDINAL, ORDINAL-B, FLEXION, NOM, AKK, DAT, GEN, FEM, 
MAS, NTR, PL, SG, SOND1, SOND2, SOND3, SOND4, A5, A6, VGFA+, 
VGFAA1, VGFAA3, VGFAA4, VGFAA 7, VGFA+A5, VGFA+A6, VGFBB1, 
VGFBB2, VGFBB3, VGFBB4, VGFBB5, VGFBB6, VGFCC1, VGFCC2, 
VGFCC3, VGFCC4, VGFD, VTYP1, VTYP6, VTYP8, VTYP9, VTYP10, 
VTYP11, 1,2, 2A, 3, PPRF, PAUX, MULTIPLE. 
Mit Hilfe der Schlüsselworte: SOND1, SOND2, SOND3, SOND4, A5, A6, 
VGFA+, VGFAA1, VGFAA3, VGFAA4, VGFAA7, VGFA+A5, VGFA+A6, 
VGFBB1, VGFBB2, VGFBB3, VGFBB4, VGFBB5, VGFBB6, VGFCC1, 
VGFCC2, VGFCC3, VGFCC4, VGFD, VTYP1, VTYP6, VTYP8, VTYP9, 
VTYP10, VTYPll werden Verben, wie in den Tabellen des Abschnitts 3.2 zu-
sehen, kodiert, falls die 6-stellige Ziffernkodierung nicht ausreicht. 
Die Worte POS, KOM und SUP finden bei Adjektiven Verwendung und 
kennzeichnen das Wort als Possitiv, Komparativ oder Superlativ. 
Mit Hilfe des Wortes ELISION wird das Weglassen des Buchstaben 'e', die 
sogenannte Elision markiert. 
Das Wort STAMM kennzeichnet unregelmäßige Verben, Nomen oder Ad-
jektive. Nach diesem Schlüsselwort steht der zugrundeliegende Wortstamm. 
Besitzt ein Nomen eine unregelmäßige Pluralbildung wird dies mit dem 
Schlüsselwort PLURAL gekennzeichnet. Es gibt 2 Verwendungen des Schlüssel-
wortes, die später erklärt werden. 
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Die Schlüsselworte NOM, AKK, DAT, GEN, FEM, MAS, NTR, PL und SG 
sind Abkürzungen für den Kasus: Nominativ, Akkusativ, Dativ oder Genitiv, 
den Genus: Feminin, Maskulin oder Neutrum sowie für Plural oder Singular. 
PPRF und PAUX bei Verben kennzeichnen das Wort als Partizip Perfekt 
oder bestimmen das Hilfsverb bei der Partizipbildung. 
Die Worte ORDINAL, ORDINAL-B finden bei der Kodierung von Ordinal-
bzw. Kardinalzahlen Anwendung. 
Das Schlüsselwort MULTIPLE kennzeichnet eine weLtere Kodierungsvarian-
te des Lexikoneintrages. 
Im folgenden werden einige Beispiele von Lexikoneinträgen angegeben und 
näher erklärt: 
modus 110100 PLURAL modi 
modi 110001 STAMM modus PLURAL 
Das Wort 'MODUS' ist ein Nomen im Singular mit unregelmäßiger Pluralbil-
dung, der Plural ist 'MODI'. Das Wort 'MODI' ist ein Nomen im Plural und 
der Stamm bzw. der Singular ist 'MODUS'. 
meld 225100 PPRF gemeldet 
Das Wort 'MELD' (Infinitiv 'MELDEN') besitzt 'GEMELDET' als Partizip 
Perfekt. 
mich l-f ich 1400000 FLEXION 1 SG AKK MULTIPLE 1300000 FLEXION 1 SG AKK 
Bei dem Wort 'MICH' handelt es sich zum einen um ein Personalpronomen mit 
der Flexion 1. Person Singular Akkusativ und im zweiten Fall (durch 'MULTI-
PLE' verbunden) um ein Reflexivpronomen mit der Flexion 1. Person Singular 
Akkusativ. 
gelt 231100 VGFBB3 gilt VGFCC3 galt VGFD gaelte PPRF gegolten 
gilt STAMM gelt VGFB 
Das Wort 'GELT' (Infinitiv 'GELTEN') ist ein unregelmäßiges Verb. Die 
verschiedenen Zeiten und Konjugationen stehen nach den Schlüsselworten 
'VGFBB3' oder 'VGFCC3' etc. Dies sind Kodierungen wie sie in den Tabel-
len des Kapitels 3.2 beschrieben sind. Der Eintrag 'GILT' verweißt mit Hilfe 
des Schlüsselwortes 'STAMM' auf den Verbstamm 'GELT'. 
best STAMM gut sUP 
Bei dem Wort 'BEST' handelt es sich um den Superlativ des Adjektivs 'GUT'. 
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besser 273100 PPRF gebessert VGFA+A6 bessr MULTIPLE STAMM gut KOM 
Das Wort 'BESSER' kann ein Verb mit dem Partizip Perfekt 'GEBESSERT' 
sein, das durch Elision zu 'BESSR' wird oder als weitere alternative Wortart 
kann es sich um den Komparativ des Adjektivs 'GUT' handeln. 
kg 2200000 Kilogramm, Kommanditgesellschaft 
Bei 'KG' handelt es sich um eine Abkürzung. Hinter der 7-stelligen Kodierung 
steht als Text die Erklärung. Alternativen sind durch Kommata getrennt. 
sei HILFSVERB VTYP11 VGFAA7 SOND1 bin SOND2 bist SOND3 ist SOND4 sind 
VGFCC1 war VGFD waere PPRF gewesen PAUl sei 
Das Hilfsverb 'SEIN' ist vom Verbtyp 11 und gehört zur Unterklasse VGFAA 7. 
Die Konjugationsformen im Präsens werden mit 'SOND1' ... 'SOND4' bezeich-
net . Das Partizip Perfekt ist 'GEWESEN' und das Hilfverb zur Partizipbildung 
ist 'SEI' (durch das Schlüsselwort 'PAUX' gekennzeichnet). 
muess MODALVERB VTYP9 VGFAA4 VGFBB6 muss VGFCC4 musste PPRF gemusst PAUl hab 
Modalverben werden durch das Schlüsselwort 'MODALVERB' markiert. Die 
restliche Information ist analog der Beschreibung der Hilfsverben. 
In den Lexikoneinträgen ist noch die Zeichenfolge 'l-f' zu finden. Sie kenn-
zeichnet den Eintrag als Vollform Eintrag. Diese Information wird nur von Mor-
phix ausgewertet. Da sowohl Morphic-Plus als auch -ern Morphix mit den 
sei ben lexikalischen Quellen arbeiten ist dieses Schlüsselwort erforderlich. 
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4 M orphic-Plus-Analyse 
Der verwendete Analysealgorithmus von Morphic-Plus lehnt sich an den zu-
grundeliegenden Algorithmus von MORPHIX [FN86] an. Es wurden einige Mo-
difikationen eingebaut wie z. B. Ansätze zur Derivationsanalyse bei Adjektiven 
oder die Vorgehensweise zur Bestimmung der Wortstämme. Andererseits wurde 
auf eine 'Vollformanalyse' wie sie von MORPHIX durchgeführt wird verzich-
tet. Nachfolgend wird der von Morphic-Plus verwendete Analysealgorithmus 
beschrie ben. 
• Im ersten Schritt wird überprüft, ob das Eingabewort mit einem Punkt 
endet und somit eine Abkürzung sein könnte. Dieses Wort wird dann 
sequentiell in einer Datei mit Abkürzungen z. B. abkuerzung.dat gesucht. 
Ist diese Suche erfolgreich, findet die morphologische Analyse, wie sie im 
folgenden beschrieben wird, nicht statt. Das Ergebnis wird aufbereitet 
und das nächte Wort kann analysiert werden. 
• Im 'ersten' Schritt der morphologischen Analyse wird das Eingabewort in 
Kleinbuchstaben transformiert. Dadurch gehen jedoch Informationen, wie 
z.B. die Großschreibung von Namen verloren. Aufgrund des verwendeten 
Lexikons ist diese Vorgehensweise erforderlich. 
• Besteht das Eingabewort aus Ziffern, so wird die Eingabe direkt als Kar-
dinalzahl klassifiziert. 
Im folgenden wird nun die Behandlung von Worten (Buchstabenfolgen) in der 
morphologischen Analyse durch Morphic-Plus behandelt. 
• Im nächsten Schritt wird das Wort auf Umlaute (ä, ö, ü) und 'Scharfes-So 
(ß) hin untersucht und diese Buchstaben in (ae, oe, ue und ss) umgewan-
delt. Dies ist erforderlich, da zum einen im verwendeten Lexikon keine 
Umlaute oder 'Scharfes-S' vorhanden sind und zum anderen können mit 
einer 7-bit ASCII-Kodierung keine 'Sonderbuchstaben ' dargestellt wer-
den. 
• In einem weiteren Schritt der Umlautbehandlung wird das Umlaut 'e' 
entfernt und in der Morphic-DS (Morphk-Daten-struKtur) in einem 'Um-
lautflag' vermerkt. Dazu wird ein neues Listenelement mit diesen Daten 
erzeugt. Um z. B. unregelmäßige Nomen wie Haus - Häuser zu analysie-
ren. 
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• Im nächsten Verarbeitungsschritt werden mögliche Präfixe vom Einga-
bewort abgespalten. Durch das Einfügen eines neuen Elementes (das 
veränderte Wort) hinter dem aktuell bearbeiteten Element in der Liste 
und dem Abarbeiten der gesamten Liste wird eine Rekursion bei der Präfi-
xabspaltung erreicht. 
• Analog zur Präfixabspaltung wird eine Suftixabspaltung vorgenommen. 
Damit auch mehrfach Präfixe abgearbeitet werden, wird die Präfixab-
spaltung wiederholt durchgeführt. 
:. • Aufgrund der Rekursion bei de"r Präfix- und Suffixabspaltung können 
die zu analysierenden Wortalternativen mehrfach erzeugt werden. Die-
se Mehrfacheinträge werden in einem weiteren Verarbeitungsschritt aus 
der Liste entfernt. 
• Danach wird für jedes Wort (Wortalternative) der Liste im Morphic-
Lexikon nachgesehen, ob das Wort enthalten ist. Der Eintrag, falls vor-
handen, wird in die Morphic-DS übernommen. Dazu werden diese Daten 
aufbereitet und in den entsprechenden Variablen der Morphic-DS gespei-
chert. 
• Die Elemente der Liste, für die kein Lexikoneintrag gefunden wurde, wer-
den anschließend aus der Liste entfernt. 
• Im nächsten Verarbeitungsschritt wird der Lexikoneintrag weiter analy-
siert, d.h. es werden im Lexikon vermerkte Wortalternativen als neue 
Morphic-Einträge in der Liste erzeugt. Bei unregelmäßigen Verben wird 
für den Verbstamm (Imperativ) ein neuer Morphic-Eintrag generiert und 
mit den zugehörigen Informationen aus dem Lexikon initialisiert. 
• Die gesamte Liste wird nochmals auf doppelte Elemente hin untersucht 
und solche daraus entfernt. 
• Ein weiterer Schritt bildet die Ausgabe der Ergebnisse der morphologi-
schen Analyse. In diesem Schritt werden die Ergebnisse aus dem Lexikon 
mit denen der Verarbeitungsschritte 'Umlautung', 'Präfix-' und 'Suffixab-
spaltung' kombiniert und ausgegeben. 
• Konnte das Eingabewort bisher mit den oben beschriebenen Mitteln nicht 
analysiert werden, wird eine Komposita-Analyse durchgeführt. Diese tiJifir- -- - --
im Kapitel 5 näher beschrieben. 
Eine graphische Darstellung der oben dargestellten Verarbeitungsschritte ist in 
der Abbildung 1 zusehen. 
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Abbildung 1: Kontrollfluß von Morphic-Plus 
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5 Komposita-Analyse 
In der deutschen Sprache gibt es sehr viele Worte, die aus mehreren 
Teilwörtern zusammengesetzt werden. Diese sogenannten Komposita können 
aus Teilwörtern der unterschiedlichsten Wortarten (wie Nomen, Verben, Ad-
jektiven etc.) gebildet werden. Wegen der Häufigkeit dieser Wörter ist es 
wünschenswert, auch diese morphologisch analysieren zu können. Für eine be-
stimmte Domäne wäre es denkbar, die wichtigsten Komposita in das zugrun-
deliegende Lexikon einzutragen. Damit kann man jedoch nicht die ganze Breite 
der Bildungsmöglichkeiten abdecken. Insbesondere sind in technischen Bo.ku~­
menten Wortbildungen aus Komposita stark vertreten. 
Eine Komposita-Behandlung, die auf der Aufspaltung des Wortes in einzelne 
Komponenten arbeitet gewährleistet die Beibehaltung eines kleinen (kompak-
ten) Lexikons (das Morphic-Plus Lexikon hat ca. 11.000 Einträge). Bei der 
Teilkomponente der Analyse eines Textes in Morphic-Plus können sogenannte 
Bindestrich-Komposita (z. B. Hoch- und Tiefbau) nur bedingt analysiert wer-
den. Bisher können nur solche Bindestrich-Komposita behandelt werden, bei 
denen im zweiten Wortteil ein Präfix abgespaltet werden kann, wie im vorhe-
rigen Kapitel beschrieben. Mit einer Komposita-Behandlung liessen sich auch 
Bindestrich-Komposita wie z. B. Haus- und Hofhund in die Textkomponenten 
Haushund und Hofhund überführen 1. Für diesen Zweck ist eine Zerlegung des 
Wortes von links vorteilhaft, falls man keine komplette Komposita-Zerlegung 
des zweiten Wortes durchführen möchte 2. 
5.1 Grundlegende Bemerkungen zu den Komposita 
Der segmentierbare erste Bestandteil eines Kompositum wird als Bestimmungs-
wort und der zweite mit Grundwort bezeichnet. Bei mehrteiligen Kompositä ver-
schiebt sich die Grenze zwischen beiden Teilen je nach Satzkonstruktion oder 
Bedeutung. Im allgemeinen bestimmt das Grundwort die Wortart der ganzen 
Zusammensetzung. Eine Ausnahme bilden die Kopulativkomposita wie sie im 
Duden [Dro84] beschrieben sind und deren Bedeutung auf dem ersten Teilwort 
liegt. Beispiele für 'normale' Komposita (Determinativkomposita) sind die Auto-
vermietung oder die Wohnungsbauförderung mit den Bedeutungen: Vermietung 
von Autos bzw. Förderung des Wohnungsbaus bzw. Förderung des Baus von 
1 Zur Zeit noch nicht realisiert 
2Bei der Textvorverarbeitung wäre in diesem Falle die Kompositaanalyse für dieses Wort 
anzustoßen und das längste Grundwort it dem ersten Wort z. B. Haus zu konkatenieren 
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Wohnungen. Ein Beispiel für Kopulativkomposita ist die Himmelskuppel mit 
der Bedeutung: Himmel, der sich wie eine Kuppel wölbt. 
Das Bestimmungswort ist im Deutschen häufig mehrgliedrig, d. h. es läßt sich in 
weitere Teilwörter aufspalten. In der Fachliteratur spricht man dann von einer 
Linksverzweigung. Diese Komposita finden sich häufig in Verwaltungs- und Wis-
senschaftstexten sowie in der technischen Literatur. Als Beispiel hierfür möchte 
ich das Kompositum Wohnungsbaujörderungsgesetz näher betrachten. Es läßt 
sich in 
• das Bestimmungswort: Wohnungsbaujörderung-s- und 
• das Grundwort: -gesetz zerlegen. 
Das Bestimmungswort läßt sich, wie in Abbildung 2 zu sehen ist, weiter auf-
spalten bis schließlich folgende Wortteilung erreicht wird: 
Wohn- -ung-s -bau jörder- -ung-s-
Wegen der Komplexität bei der Aufspaltung ist es wünschenswert, daß Wörter 
wie z. B. Wohnung oder Förderung im Lexikon eingetragen sind und die En-
dung ung nicht abgespalten wird. Bei der Komposita-Analyse von Morphic-Plus 
wird der letztere Ansatz verfolgt. Die Verbindungselemente -s- zwischen Woh-
Wohnungsbauförderungs gesetz 
1 
Wohnungsbau förderung-s- -gesetz 
i 
Wohnungs bau-
I -~ 
Wohn ung-s- -bau förder- -ung 
I 
Wohn- -ung 
Abbildung 2: Linksverzweigung 
nungsbauförderung- und -gesetz oder zwischen Wohnung- und -bau sind keine 
Flexionsendungen sondern Verbindungselemente, die sogenannten Fugeneleme-
te. Weitere Fugenelemete sind beispielsweise -e, -s, -n, -es, -en, -er etc .. 
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Die Fugenelemente werden in Morphic-Plus wie Endungen (Flexionsen-
dungen) behandelt, da durch die gewählte Datenstruktur keine Unterschei-
dungsmöglichkeit gegeben ist. 
Mehrgliedrige Grundwörter findet man häufig, wenn das Grundwort selbst ein 
häufig verwendetes Kompositum ist. Dies wird mit Rechtsverzweigung (siehe 
Abb. 3) bezeichnet. Zum Beispiel wird das Wort Reiseschreibmaschine in das 
Bestimmungswort Reise- und das Grundwort -schreibmaschine gespalten. Wo-
bei sich Schreibmaschine wieder in Schreib- und -maschine auftrennen läßt. 
Man findet auch Kombinationen dieser beiden Aufspaltungsvarianten, die 
Reise
l 
schreibmaschine 
I I 
(Bestimmungswort) (Grundwort) 
I I 
Reise-
-schreib raschine 
I I 
schreib- -maschine 
Abbildung 3: Rechtsverzweigung 
Links-Rechts- Verzweigung, wie sie in Abbildung 4 für das Beispiel Druckluft-
bremszylinder dargestellt ist. 
Wie die Aufspaltung letztendlich richtig ist oder auf welche Konstruktion die 
Druckluft bremszylinder 
I 
Druck luft- -brems zylinder 
I I 
Druck- -luft brems- -zylinder 
Abbildung 4: Links - Rechts - Verzweigung 
komplexe Zusammensetzung zurückgeführt werden kann, ist selbst in der Fach-
literatur nicht eindeutig geklärt. So haben Komposita im allgemeinen Sprach-
gebrauch Inhaltskomponenten angenommen, die sich mit einer Komposita-
Analyse nicht erfassen lassen. Beispielsweise ist ein Lesebuch ein Buch, in dem 
man liest, aber nicht jedes Buch, in dem man liest, ist ein Lesebuch. 
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Im verwendeten Lexikon zur morphologischen Analyse sind keine semanti-
schen Informationen enthalten, deshalb ist es unmöglich Aussagen über seman-
tische Analyseergebnisse zu machen. Eine syntaktische und grammatikaleische 
Analyse ist nicht möglich, da mit Morphic-Plus nur einzelne isolierte Worte oh-
ne jeden Kontext analysiert werden. 
5.2 Vorgehensweise bei der Komposita-Analyse 
Für die Aufspaltung eines Kompositums kann man sich zwei Richtungen vor-
stellen. Zum einen versucht man von rechts beginnend das Kompositum in 
dessen Teilworte zu zerlegen. Die andere Möglichkeit ist von links startend das 
Wort aufzuspalten. Beide Vorgehensweisen werden in der morphologischen Ana-
lyse angewendet. Auf der 1. Morpholympics im März 1994 [Ges94] [Len94] in 
Erlangen hatten die teilnehmenden Systeme beide Bearbeitungsrichtungen zur 
Komposita-Analyse verwendet. Beide Vorgehensweisen können als gleichwertig 
angesehen werden.[Ges94] 
Das Grundwort des Kompositums bestimmt die Zugehörigkeit zu einer Wort-
art. Nur das Grundwort kann im Deutschen flektieren. In Morphic-Plus wird die 
Aufspaltung der Komposita von rechts durchgeführt. Bei Morphic-Plus handelt 
es sich um eine Flexionsmorphologie, d. h. es wird mit einer Suffixabspaltung 
begonnen, so daß sich auch bei der Komposita-Analyse die Vorgehensweise zur 
Abspaltung von rechts anbietet. Die Speicherung des Grundwortes bei der Zer-
legung in der Wurzel des Analysebaumes hat die Bearbeitungsrichtung ebenso 
beeinflußt. In diesem Fall kann die Bestimmung der Wortart des Kompositums 
schnell durchgeführt werden. 
Bei der Aufspaltung des Kompositums in Teilwörter kann man mehrere Strate-
gien verfolgen. Zum einen wird versucht, das längstmögliche Wort abzuspalten 
(Strategie 1). Im anderen Ansatz kann man, sobald das abgespaltete Teilwort 
analysierbar ist, eine weitere Aufspaltung des 'Rest-Kompositums' durchführen 
(Strategie 2). In Morphic-Plus werden beide Strategien verfolgt um 'alle' Zer-
legungsalternativen zu erzeugen. 
Damit bekäme man mit der Eingabe Reiseschreibmaschine beim ersten An-
satz die beiden Teilwörter Reise und Schreibmaschine, vorausgesetzt beide 
Teilwörter sind im Lexikon vorhanden. Im zweiten Fall erhielte man drei 
Teilwörter Reise, Schreib und Maschine. Bei einer Kombination beider Ansätze 
können für ein Kompositum verschiedene Lesarten, wie in Abbildung 5 zu sehen 
ist, erzeugt werden. Zum Beispiel erhält man bei der Analyse des Eingabewor-
tes Bohrersatz zwei Lesarten. Die erste Alternative Bohr und Ersatz bei der 
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längsten Abspaltung und als zweite Alternative Bohrer und Satz, wenn das 
abgespaltete Grundwort analysiert werden konnte und dannach noch versucht 
wird das Bestimmungswort weiter aufzutrennen. 
I 
Bohr-
Bohrersatz 
I 
-ersatz 
I 
Bohrer- -satz 
1. Zeilegu'ngsälternative 2. Zeriegungsalternative 
Abbildung 5: Verzweigungsalternativen 
5.3 Besonderheiten bei der Komposita-Analyse 
Da im Deutschen nur das Grundwort flektiert wird, bietet sich die Bearbei-
tungsrichtung der Komposita von rechts nach links an. In der Projektarbeit 
von Michael Stein [Ste94] wird MORPHIX unter anderem um eine Komposita-
Analyse-Komponente erweitert. Hier wird die Zerlegung der Eingabewortes 
von links begonnen. Durch die Verwendung der Morphix-Analyseergebnisse zur 
Kompositabehandlung kommt es bei diesem Ansatz zu dem folgenden Problem: 
Im Lexikon sind nur die Grundformen der Wörter eingetragen. Wird nun ein 
Wort in seiner Grundform eingegeben, kann dieses Wort durch MORPHIX nicht 
analysiert werden, wenn durch die Kodierung des Wortes im Lexikon eine Flexi-
onsendung vorgeschrieben ist. Ist zum Beispiel das Wort Schreibmaschine nicht 
im Lexikon eingetragen, kommt es bei der Abarbeitung zu der folgenden Si-
ttiatiorr:-Schreibmaschine wird in die Teilworte Schreib und Maschine zerlegt. 
Schreib wird als Grundform des Verbs schreiben im Lexikon gefunden. Da je-
doch keine Flexionsendung wie 'e', 'st' oder 'en' etc. abgespalten wurde, liefert 
MORPHIX das Ergebnis: schreib konnte nicht analysiert werden. Un-
ter der Voraussetzung, daß alle Teilwörter analysiert werden müssen, würde 
die Komposita-Analyse nach dieser Vorgehensweise sehr oft scheitern und kein 
Ergebnis liefern. 
Im allgemeinen wird auch bei der Pluralbildung durch Umlautung von 
Nomen-Komposita das Grundwort umgelautet. Ein Beispiel wäre Schneeball -
Schneebälle. Es gibt natürlich auch Ausnahmen von Komposita, bei denen eine 
Umlautung im Bestimmungswort vorhanden ist und die Pluralform des Wortes 
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darstellt, das Kompositum als Ganzes aber im Singular ist. Die Pluralform des 
Wortes wird jedoch wie üblich durch die Pluralbildung im Grundwort erzeugt. 
Als Beispiel hierfür läßt sich Häusermeer - Häusermeere angeben. 
Eine weitere Besonderheit bilden Komposita mit zwei gleichen aufeinanderfol-
genden Konsonanten, die bei der Aufspaltung des Wortes in Teilworte zu zwei 
Konsonanten am Ende des ersten Wortteils und einem dritten Konsonanten am 
Anfang des zweiten Wort teils überführt werden (z. B. Schiffahrt ===} Schiff und 
Fahrt). Es gibt jedoch auch Komposita die mit drei gleichen aufeinanderfol-
genden Konsonanten geschriebeI! werden (z. B. Sauerstoffflasche), die Regeln 
sind im Duden Die deutsche Recfitschreibung [Dr091] und im Duden Die Gram-
matik [Dr084] nachzulesen. Die Kompositaanalyse von Morphic-Plus ist in der 
Lage die zuvor beschriebenen Besonderheiten der deutschen Sprache bei der 
Zerlegung zu berücksichtigen. 
5.4 Entwurf eines Komposita - Behandlungs - Algorithmus' 
Hier wird die Vorgehensweise zur Abarbeitung von Komposita in Morphic-Plus 
beschrieben. Die Komposita-Behandlung wird angestoßen, wenn die morpholo-
gische Analyse für das eingegebene Wort erfolglos verlaufen ist. 
Für die Komposita-Behandlung kann die oben angegebene Morphic-Plus-
Datenstruktur verwendet werden. Bei der Abarbeitung des Eingabewortes ent-
steht ein Analysebaum, dessen Knoten Zerlegungsaltenativen enthalten, die 
durch die Aufspaltung des Wortes nach den beiden oben erwähnten Strate-
gien (längstes bzw. kürzestes Teilwort) erzeugt werden. 
Aufbauend auf dem ursprünglichen Eingabewort (Wort in 'Groß-Klein-
Schreibung" mit Umlauten) werden folgende Verarbeitungsschritte durch-
geführt: 
• In einem ersten Schritt wird die für Morphic-Plus nötige Transformation 
in Kleinschreibung vorgenommen. Für das transformierte Eingabewort 
wird ein neues Listenelement erzeugt und über den komp_word-Pointer 
mit dem Top-Element (Eingabe-Element) verbunden und somit als Kom-
positum gekennzeichnet . 
• Im nächsten Schritt findet eine Suffixabspaltung statt. Hiermit können die 
ersten Alternativen für die Komposita-Zerlegung erzeugt werden, da das 
Eingabewort mehrfach Endungen haben kann (z. B. -lichstere ===} -e, -
ere, -stere und -lichstere; also 4 Alternativen). Diese Alternativen werden 
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ebenfalls als jeweils neues Element über den komp_word-Pointer in den 
zu bildenden Analysebaum eingefügt. 
Danach beginnt die eigentliche Zerlegung des Kompositums in Teilwörter. 
• Im folgenden Schritt werden die beiden letzten Buchstaben des Wortes 
abgespalten 3. 
• Mit dem so entstandenen Teilwort wird ein Lexikonzugriff durchgeführt 
um fe~tzustellen, ob dieses Wort (als S'DA,MM} im .Lexiko", eingetFagen 
ist. 
• Wird kein Eintrag gefunden wird ein weiterer Buchstaben am linken Teil-
wort (LTW) abgespalten und vorne an das rechten Teilwort (RTW) an-
gehängt . 
• Danach wird abermals ein Lexikonzugriff durchgeführt . 
Die beiden letzten Schritte werden solange wiederholt, bis ein Eintrag für ein 
Teilwort gefunden wurde oder kein weiterer Buchstaben mehr an das Teilwort 
angehängt werden kann. 
Nachfolgend wird das weitere Vorgehen beschrieben, wenn das RTWanalysiert 
werden konnte. Ab diesem Punkt können verschiedene Alternativen verfolgt 
werden. Das LTW kann seinerseits weiter in RTW und LTWaufgespalten wer-
den. 
• Zunächst untersucht man, ob ein Fugenelemete abgespalten werden kann. 
Fugenzeichen nach [Dro84] sind z. B.: -e, -s, -n, -es, -en, -er etc. 
Danach werden die obigen Schritte, Zeichen abspalten und Lexikonzugriff, 
wiederholt durchgeführt. Die gefundenen Teilworte werden mit dem alLword-
Pointer in einer linearen Liste als Ast des Analysebaumes abgespeichert. 
Eine zweite Alternative stellt die Abspaltung des längstmöglichen RTW's dar. 
Bei dieser Alternativen werden weiter Zeichen vom LTWabgespalten und an 
das RTWangehängt und Lexikonzugriffe durchgeführt. In diesem Falle findet 
keine Abspaltung eines Fugenelementes statt. 
Das Verfahren endet, wenn das LTW (Einga.bewort) veUstänclig abgearbeitet -ist 
(Länge = 0). Durch die Rückwärtsverkettung kann die ganze verkettete Struk-
tur (Baum) rekursiv abgearbeitet werden . Das gewählte Verfahren geht erst in 
3im Deutschen ist die Mindestwortlänge 2 Buchstaben 
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die Breite, danach in die Tiefe. Um den Baum rekursiv durchlaufen zu können 
wird die Variable ana_flag der Morphic-Plus Datenstruktur mit Werten initiali-
siert, die nur für die Komposita-Analyse von Bedeutung sind. Diese Werte steu-
ern das Durchlaufen durch den bereits erzeugten Baum und die Generierung 
aller möglichen Zerlegungsalternativen. Am Ende der Komposita-Behandlung 
liegt ein Baum vor, dessen Zweige die möglichen Aufspaltungsalternativen des 
Eingabewortes enthalten mit dem Bestimmungswort im 'Blatt' und dem Grund-
wort in der 'Wurzel' oder einem Verzweigungsknoten. 
Zur besseren Veranschaulichung wird der oben beschriebene Kontrollfluß der 
Kompositaanalyse in Bild 6 graphisch dargestellt. 
In Abbildung 7 wird der entstehende Analysebaum für das Eingabewort Kin-
dergarten dargestellt, wie er nach der Zerlegung der Eingabe in mögliche Teil-
worte vorliegt. Das Wort Kindergarten ist im Lexikon eingetragen, deshalb gibt 
es auch einen Knoten mit dem RTW Kindergarten 4. 
Die Behandlung von Umlauten und die bereits früher erwähnten Doppel- und 
Trippelkonsonanten erfordern eine aufwendige Unterroutine bei der Abspaltung 
eines Zeichens vom LTW und Anfügen an das RTW. So muß beispielswei-
se bei der Abspaltung eines Umlautes dieser zum einen in seine Zwei-Vokal-
Umschreibung überführt werden und andererseits eine Umlautreduktion mit 
einer Alternativengenerierung vorgenommen werden. Bei Doppel- und TrippeI-
konsonanten müssen die letzten Zeichen des LTW's und das erste Zeichen des 
RTW's bei der Generierung eines neuen Teilwortes überprüft werden und gemäß 
den Rechtschreibregeln [Dro84] und [Dro91] ein weiterer Konsonant an das noch 
zu bearbeitende Wort angehängt werden. 
Zur Generierung der möglichen Zerlegungsalternativen für die Ausgabe wird 
dieser Baum mehrmals durchlaufen. Je Durchlauf wird eine mögliche Lesart 
des Kompositums erzeugt. Der Weg beim Einsinken in den Baum bis zu den 
Blättern wird über die Werte der Variablen ana_flag gesteuert. Beim Aufstieg 
zur Wurzel des Baumes werden die relevanten Teilergebnisse der Zerlegung-in--
eine Ausgabeliste übernommen und der Wert der Variablen ana_flag in den Kno-
ten nach der folgenden Konvention verändert5 : 
• mit 5, falls der Knoten einen Nachfolger über komp_word und einen Nach-
folger über alLword mit einem komp_word Nachfolger besitzt 
• mit 6, falls der Knoten einen Nachfolger über komp_word--Desitzt und 
dieser Zweig des Baumes noch nicht abgearbeitet wurde 
4 Dieses Beispiel wurde beim Entwurf der Komposita-Analyse in einer Standalone- Version 
bereclmet 
5 Andere Werte werden in Kapitel 9 beschrieben 
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ja ja Wurzel ja (2) 
C, _____ E_N_D __ E______ ) Wurzel 
Abbildung 6: Kontrollfiuß der Kompositazerlegung 
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Abbildung 7: Komposita-Analysebaum nach der Zerlegung des Eingabewortes 
Kindergarten 
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• mit 7 wird der Knoten markiert, wenn die Daten in die Ausgabeliste über-
nommen wurden und die Variablen ana_fiag der Nachfolger des Knoten 
mit dem Wert 7 initialisiert sind 
Beim Aufstieg zur Wurzel werden nur die Knoten in die Ausgabeliste aufgenom-
men, die über den alLword - Zeiger mit ihrem Vorgänger verbunden sind. Ist 
der Vorgänger des aktuellen Knotens über den komp_word - Zeiger verbunden, 
so wird der Vorgänger nicht in die Ergebnisliste aufgenommen. Als Ergebnis 
erhält man die folgenden Zerlegungsvarianten für das Beispiel Kindergarten 
aus Abbildung 7: 
Alternative 1. 2. 3. 4. Teilwort 
1. k ind er garten 
2. kind er garten 
3. k in der garten 
4. kin* der garten 
5. ki der garten 
6. kinder* garten 
7. k ind garten 
8. kind garten 
9. kindergarten 
10. k ind er gar 
11. kind er gar 
12. k in der gar 
13. kin* der gar 
14. ki der gar 
15. kinder* gar 
16. k ind gar 
17. kind gar 
18. kindergar* 
19. kinderg* art 
20. kindergart* 
21. kindergarte* 
Aufbauend auf diesen Lösungsalternativen sind alle Varianten zu entfernen, 
dJ~.J~cilw.or.t.e.nicht iQdie Wortklassen Nomen, Verben oder Adjektive fallen. 
Durch eine Funktion, die der Ausgabe vorgeschaltet ist, werden alle erzeugten 
Alternativen verworfen, die den obigen Anforderungen nicht entsprechen. Falls 
eine abgespaltene Endung nicht zu der ermittelten Wortart/-klasse paßt wird 
diese Wortart als Hypothese ausgegeben. 
Als erstes können die Alternativen verworfen werden, die Teilworte enthalten, 
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die nicht im Lexikon enthalten sind. Das sind die Alternativen 4, 6, 13, 15, 18, 
19, 20 und 21. Die nicht analysierten Teilworte sind mit ,*, markiert. Danach 
können die Alternativen deren Teilworte als Stopwort im MORPHIX-Lexikon 
eingetragen sind, entfernt werden. Das sind im obigen Beispiel die Alternativen 
1, 3, 7, 10, 12 und 16 sie enthalten die Stopworte Kund K1. Die Alternati-
ven 11, 14 und 17 enthalten das Wort GAR. Sie können entfernt werden, da 
das Wort als Koordinations-Konjunktion im Lexikon klassifiziert ist. Ebenso 
können die Alternativen 2 und 5 entfallen, da 'ungültige' Wortarten enthalten 
sind (ER ist ein Personalpronomen und IND ist eine Abkürzung). Die Alter-
native 9 kann in diesem Beispiel auch entfallen, da sie nur aus einem Teilwort 
besteht. Durch ein Vorschalten von MQrphic-Plus wäre für das Eingabewort 
Kindergarten die Komposita-Analyse nreht gestartet worden (Hier wurde die 
Komposita-Analyse isoliert gestartet!). Somit bleibt bei diesem Beispiel als ein-
zige Lesart die Variante 8 übrig. Sie liefert das folgende Ergebnis: 
Nomen : garten 
GENUS : MASKULIN 
PLURALBILDUNG : mit UMLAUTUNG 
Singular-Klasse 2 : Nominativ, Dativ, Akkusativ keine Endung 
Nomen : kind 
GENUS : NEUTRUM 
PLURALBILDUNG : ohne UMLAUTUNG 
Plural-Klasse 9 : Nominativ, Genitiv, Akkusativ 'er' Endung 
Die obige Ausgabe ist nun folgendermaßen zu verstehen: Das Grundwort 
des Kompositums ist GARTEN ein Nomen im Singular. Das Bestimmungswort 
ist KIND mit der Endung ER und ist ein Nomen im Plural. Damit ist das 
Kompositum Kindergarten ein Nomen im Singular mit dem Genus Maskulin 
und dem Kasus Nominativ, Dativ oder Akkusativ. 
Bei der Entfernung von Lösungsalternativen ist zu beachten, daß für Teilworte 
mehrere Wortart im Lexikon-Eintrag vermerkt sein können. Es wird jedoch 
nur die erste eingetragene Wortart bet'rachtet6 . Als ein weiteres Beispiel mit 
mehreren möglichen Lesarten ist in Abbildung 8 das Wort Bohrersatz zerlege. 
Aus dem Analysebaum kann man nun zwei verschiedene Lesarten der 
Komposita-Analyse erzeugen: 
l. LTW bohrer Nomen Singular, Plural 
RTW satz Nomen Singular 
2. LTW bohr V-erb--Elmperat-iv- Si-ngula-r) 
RTW ersatz Nomen Singular 
6 Dies ist möglich, da die Kodierungen im Lexikon aufsteigend sortiert sind 
7Kompakte graphische Darstellung der 'gültigen' Zerlegungsergebnisse 
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Komposita-Pointer 
(Alternative) 
rechtes Teilwort 
(längstesTW) 
Eingabe 
rechtes Teilwort 
nächstes Teilwort 
(linkes TW) 
nächstes Teilwort 
(linkes TW) 
Abbildung 8: Komposita-Analysebaum(Ergebnis) 
Die Ausgabe der Ergebnisse erfolgt mit Hilfe der bekannten Morphic-Plus 
- Funktionen. Diese überprüfen bei der Ausgabe der Analyseergebnisse ob die 
abgespaltenen Suffixe mit der Wortart aus dem Lexikon zu einem gültigen Er-
gebnis im Sinne von Morphic-Plus führen. Im Falle der Komposita-Analyse wird 
für Ergebnisse, bei denen z. B. Wortart und abgespaltener Suffix nicht zusam-
menpassen, eine Prognose der Wortart auf Grund der Code-Eintragung für das 
Teilwort abgegeben. Dies ist insbesondere bei unregelmäßigen Verben und Ad-
jektiven notwendig, wenn im Lexikoneintrag keine Kodierung des Wortes zu fin-
den ist, sondern nur auf den Stamm des Wortes verwiesen wird. In diesem Falle 
enthält die Komponente R_LexJ)ntry der Morphic-Datenstruktur den Teilstring 
STAMM. 
pa für Nomina nicht der Wortstamm, sondern der Nominativ im Lexikon ein-
getragen ist, wird in bestimmten Fällen für das Bestimmungswort kein Lexi-
koneintrag gefunden. Bei der Ausgabe der Ergebnisse wird in diesem Fal1e ein e 
an das Teilwort angehängt und ein weiterer Lexikonzugriff durchgeführt. Damit 
können auch Komposita wie Farbfteck mit der Zerlegung in Farb (Farbe) und 
Fleck analysiert werden. 
Ausgehend von der Wurzel wird der Analysebaum solange durchlaufen, bis die 
--Vari.a.bJeana_flag der Wurzel den Wert 7 angenommen hat. In diesem Falle ist 
die Kompositaanalyse beendet. Wurde keine gültige Zerlegung für das Einga-
bewort gefunden, so wird die Eingabe als nicht analysierbar klassifiziert. 
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5.5 Einbindung der Komposita-Analyse in die morphologische 
Analyse 
Wie man aus der obigen Beschreibung der Komposita-Analyse leicht erse-
hen kann ist diese Analysekomponente rechenzeit- und speicherplatzintensiv . 
Aus diesem Grund sollte sie nur selten genutzt werden um die gute Perfor-
manz von Morphic-Plus zu erhalten. Die Komposita-Analyse wird nur gestar-
tet, wenn Morphic-Plus für eine Eingabe kein Ergebnis liefern kann. Zur Stei-
gerung der Verarbeitungsgeschwindigkeit wird eine Mindestwortlänge für die 
Komposita-Analyse eingeführt (zur"Z~it-7 Zeichen läng). Für die Verarbeitung 
von Bindestrich-Komposita, wie sie bei der Text-Analyse vorkommen, könnte 
man sich eine einfachere Variante vorstellen, die versucht, ein Linkes Teilwort, 
das Bestimmungswort abzuspalten. Somit müßte keine vollständige Komposita-
Zerlegung der Eingabe durchführt werden. 
Nach der Ausgabe der Zerlegungsalternativen wird eine 'Substruktur' über den 
kompos-Zeiger in die bestehende Analysestruktur eingehängt. Für jede 'gülti-
ge' Zerlegung wird eine solche 'Substruktur' erzeugt und aufgenommen. Eine 
graphische Darstellung ist in Kapitel B Abbildung 9 zu sehen. 
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6 Komponente zur Verarbeitung ganzer Sätze und 
Texte 
Hierbei handelt es sich um ein Werkzeug, das einen Text (ASCII-Text) aus 
einer Datei einliest und in einzelne Strings (Worte) aufspaltet. Die verwende-
ten Trennsymbole sind Leerzeichen (blank) und Steuerzeichen wie Tabulatoren, 
Zeilenschaltung etc. Die einzelnen Wörter werden als Elemente einer linear ver-
ketteten Liste abgespeichert, die als Eingabe für Morphic-Plus dient. 
Die beim Aufspalten des Textes entstandenen Strings -m;js~ß· nochmals ~ei-­
chenweise abgearbeitet werden, da sie Ziffern, Buchstaben und Sonderzeichen 
in beliebiger Reihenfolge enthalten können. Eine wichtige Komponente stellt 
dabei die Behandlung von 'Trennzeichen ' [Sri93] dar. Bei der Aufspaltung des 
Textes werden folgende Zeichenfolgen erzeugt: 
• In Ziffernfolgen sind Punkt und Kommata erlaubt (z.B.: 
788.452.686,097 oder 654,787,451.056) 
• Sonderzeichen oder Satzzeichen stehen als Einzelzeichen (1 Zeichen = 
1 Wort) 
• Buchstabenfolgen enthalten: 
nur Buchstaben 
einen Punkt am Wortende (z.B. für Abkürzungen) 
Trennungszeichen bzw. Bindestriche im Wort (z.B. Sachsen-Anhalt), 
das Wort wird zusätzlich in Einzelworte aufgetrennt. Für das Bei-
spiel werden schließlich 4 Listenelemente (1. Sachsen-Anhalt, 2. 
Sachsen, 3. -, 4. Anhalt) erzeugt 
Trennungszeichen am Wortende werden eliminiert und das Folge-
wort, falls kleingeschrieben angehängt (Ausnahme bilden z. B. oder, 
und, etc. bei der Kombination wie: ab- und zugestellt) 
- Trennungszeichen und Schrägstrich sollen aufgelöst werden (z.B. aus 
Ein-/ Ausgabe wird Eingabe und Ausgabe falls das zweite Wort einen 
abtrennbaren Präfix besitzt) 
37 
7 Beispiele der Analyseergebnisse 
Angegeben wird jeweils das eingegebene Wort und die Analyseergebnisse, die 
von Morphic-Plus erzielt wurden. 
Eingabe: 'den' liefert: 
Relativ-Pronomen : den 
FLEXION: maskulin: Singular Akkusativ, 
Determinativ / Relativpronomen : den 
FLEXION: maskulin: Singular: Akkusativ, Plural 
feminin Plural 
neutrum Plural 
Numerus-Klasse : sg + pI 
In terpretation: 
Dativ, 
Dativ, 
Dativ, 
• 'den' ist ein Relativpronomen, im Genus: Maskulin, Numerus: Singular 
und Kasus: Akkusativ 
• 'den' ist ein Determinativ (Relativpronomen) im Genus: Maskulin, N ume-
rus: Singular, Kasus Akkusativ oder Numerus: Plural, Kasus: Dativ oder 
im Genus: Feminin, Numerus: Plural, Kasus: Dativ oder im Genus: Neu-
trum, Numerus: Plural und Kasus Dativ. Determinativ kann in Numerus 
Singular (sg) und Plural (pi) verwendet werden. 
Eingabe: 'Ländern' liefert: 
Nomen : land 
Plural 
GENUS : NEUTRUM 
PLURALBILDUNG : mit UMLAUTUNG 
Plural-Klasse 9 : Dativ: 'ern' Endung 
Interpretation: 
'ländern' (Stamm 'land') ist ein Nomen, im Genus: Neutrum, Numerus: Plural, 
Kasus: Dativ mit Endung 'ern'; die Pluralbildung erfolgt dureh Umlautung; die 
Klasse '9' resultiert aus der Klassifikation von [Seh72]. 
Eingabe: 'werden' liefert: 
Verb-Stamm werden 
Klasse 6 
Praesens : Singular: Anrede: Plural: 1. und 3. Person, Anrede / 
Konjunktiv-1 : Singular: Anrede: Plural: 1. und 3. Person, Anrede / 
Infinitiv / 
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Imperativ : Anrede 
Hilfsverb (0) : sein 
abgetrennter Praefix 
Laenge des Praefix : 0 
Interpretation: 
'werden' (Stamm 'werd ') ist ein Verb, Klasse 6 (nach SUTRA [Bus83]); Tem-
pus: Praesens, Numerus: Singular, Anredeform, oder Numerus: Plural, 1. und 
3. Person und Anredeform; oder Tempus: Konjunktiv-I, Numerus: Singular, 
Anredeform, oder Numerus: Plural, 1. und 3. Person und Anredeform; oder 
Tempus: Infinitiv; oder Tempus: Imperativ, Numerus: Anredeform. Bildung des 
Tempus Partizip-Perfekt verwendet das Hilfsverb 'sein'. Es wurde kein Präfix 
abgetrennt. 
Eingabe: 'wesentlichen' liefert: 
Adjektiv : wesentlich 
Positiv: ohne: maskulin Singular: Genitiv, Akkusativ / 
Plural : Dativ 
feminin Plural: Dativ 
neutrum Singular Genitiv / 
Plural Dativ 
best.: maskulin Singular 
Plural 
unbe. : 
keine Umlautung 
keine Elision 
feminin Singular 
Plural 
neutrum : Singular 
Plural 
maskulin Singular 
Plural 
feminin Singular 
Plural 
neutrum Singular 
Plural 
Genitiv, Dativ, Akkusativ / 
Nominativ, Genitiv, Dativ, Akkusativ 
Genitiv, Dativ / 
Nominativ, Genitiv, Dativ, Akkusativ 
Genitiv, Dativ / 
Nominativ, Genitiv, Dativ, Akkusativ 
Genitiv, Dativ, Akkusativ / 
Nominativ, Genitiv, Dativ, Akkusativ 
Genitiv, Dativ / 
Nominativ, Genitiv, Dativ, Akkusativ 
Genitiv, Dativ / 
Nominativ, Genitiv, Dativ, Akkusativ 
attributiv und praedikativ verwendbar: flektierbar und graduierbar 
Interpretation: 
'wesentlich' ist ein Adjektiv, Positiv, ohne Artikel; Genus: Maskulin, Numerus: 
Singular, Kasus: Genitiv, Akkusativ oder Numerus: Plural, Kasus: Dativ oder 
Genus: Feminin, Numerus: Plural, Kasus: Dativ oder Genus: Neutrum, Nume-
rus: Singular, Kasus: Genitiv, Dativ oder Numerus: Plural, Kasus: Dativ 
analog für die Fälle mit bestimmtem und unbestimmtem Artikel. 
Es findet keine Umlautung und keine Elision statt, das Adjektiv kann attributiv 
oder prädikativ verwendet werden und ist flektier- und grad uierbar. 
Eingabe: 'in' liefert: 
Praeposition : in 
Folgekasus Dativ, Akkusativ 
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Eingabe: 'fünf' liefert: 
Kardinalzahl : fuenf 
Ordinal-Endung : t 
Ordinalzahl : Praedikativ - gebraucht 
Interpretation: 
'fuenf' ist eine Kardinalzahl; Ordinalzahl hat die Endung 't', Ordinalzahl wird 
pädikativ verwendet. 
Eingabe: 'berührt' liefert: 
Verb : beruehren 
Tempus : Partizip Perfekt 
Hilfsverb: haben 
abgetrennter Praefix 
Laenge des Praefix : 0 
Verb-Stamm ruehren 
klasse 1 
Praesens : Singular: 3. Person Plural 2. Person / Imperativ Plural 
Hilfsverb: haben 
abgetrennter Praefix be 
Laenge des Praefix : 2 
Interpretation: 
• 'berührt' (Stamm 'beruehren ') ist ein Verb, Tempus: Partizip Perfekt . 
• 'berührt' (Stamm 'ruehren ') ist ein Verb, Klasse 1 (nach SUTRA [Bus83]); 
Tempus: Präsens, Numerus: 3. Person Singular, oder 2. Person Plural; 
oder Tempus: Imperativ, Numerus: Plural; Bildung des Tempus Partizip-
Perfekt verwendet das Hilfsverb 'haben'. Es wurde kein Präfix abgetrennt. 
Eingabe: 'nicht' liefert: 
Konjunktor : nicht 
Klasse-O : Partikel 
Interpretation: 
'nicht' ist ein Konjunktor, Klasse 0 als Partikel verwendbar. 
Eingabe: 'mit' liefert: 
Praeposition mit 
Verb-Praefix : mit 
Klasse-O : Verbzusatz 
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In terpretation: 
• 'mit' ist eine Präposition . 
• 'mit' ist ein Verb-Präfix, also ein Verbzusatz. 
Eingabe: 'Dokumentanalysesysteme' liefert die folgenden Zerlegungsalternati-
yen: 
Neue Lesart der Kompositazerlegung: 
*************************************** 
Nomen : system 
GENUS : NEUTRUM 
PLURALBILDUNG : ohne UMLAUTUNG 
Singular-Klasse 4 : Dativ: 'e' Endung 
Nomen : system 
GENUS : NEUTRUM 
PLURALBILDUNG : ohne UM LAUTUNG 
Plural-Klasse 7 : Nominativ, Genitiv, Akkusativ 
Nomen : analyse 
GENUS : FEMININ 
PLURALBILDUNG : ohne UMLAUTUNG 
'e' Endung 
Singular-Klasse 1 : Nominativ, Genitiv, Dativ, Akkusativ keine Endung 
Nomen : dokument 
GENUS : NEUTRUM 
PLURALBILDUNG : ohne UMLAUTUNG 
Singular-Klasse 4 : Nominativ, Dativ, Akkusativ keine Endung 
Neue Lesart der Kompositazerlegung: 
*************************************** 
Nomen : system 
GENUS : NEUTRUM 
PLURALBILDUNG : ohne UMLAUTUNG 
Singular-Klasse 4 : Dativ: 'e' Endung 
Nomen : system 
GENUS : NEUTRUM 
PLURALBILDUNG : ohne UMLAUTUNG 
Plural-Klasse 7 : Nominativ, Genitiv, Akkusativ 
Nomen : dokument analyse 
GENUS : FEMININ 
PLURALBILDUNG : ohne UMLAUTUNG 
'e' Endung 
Singular-Klasse 1 : Nominativ, Genitiv, Dativ, Akkusativ keine Endung 
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Neue Lesart der Kompositazerlegung: 
••••••••••••••••••••••••••••••••••••••• 
Nomen : analysesystem 
GENUS : NEUTRUM 
PLURALBILDUNG : ohne UMLAUTUNG 
Singular-Klasse 4 : Dativ: 'e' Endung 
Nomen : analysesystem 
GENUS : NEUTRUM 
PLURALBILDUNG ohne UM LAUTUNG 
Plural-Klasse 7 : Nominativ, Genitiv, Akkusativ 'e' Endung 
Nomen dokUment 
GENUS : NEUTRUM 
PLURALBILDUNG : ohne UM LAUTUNG 
Singular-Klasse 4 : Nominativ, Dativ, Akkusativ keine Endung 
Interpretation: 
Die Komposita-Analyse liefert 3 Zerlegungsalternativen für das Wort 'Doku-
men tanalysesysteme'. 
• eine Zerlegung in 3 Teilworte 'system' als Grundwort und die Bestim-
mungsworte 'analyse' und 'dokument' 
• eine Aufspaltung des Wortes in 2 Teilworte mit dem Grundwort 'system' 
und dem Bestimmungswort 'dokumentanalyse' 
• ebenfalls eine Zerlegung in 2 Teilworte mit 'analysesystem' als Grundwort 
und 'dokument' als Bestimmungswort 
Beim Grundwort handelt es sich um ein Nomen im Genus: Neutrum, Numerus: 
Singular oder Plural und dem Kasus: Dativ / Nominativ, Genitiv, Akkusativ. 
Die Bestimmungsworte sind ebenfals Nomen. 
Die übrigen Angaben sind wie bei den früheren Beispielen zu lesen. 
Eingabe: 'Zeitungsschreiber' liefert die folgenden Zerlegungsalternativen: 
Neue Lesart der Kompositazerlegung: 
••••••••••••••••••••••••••••••••••••••• 
Das Teilwort: schreiber ist keine korrekte Wortform nach MORPHIC-PLUS 
Das Teilvort koennte ein Verb sein. 
Nomen : zeitung 
GENUS : FEMININ 
PLURALBILDUNG : ohne UMLAUTUNG 
Singular-Klasse 1 Nominativ, Genitiv, Dativ, Akkusativ keine Endung 
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Interpretation: 
Die Eingabe wurde von der Komposita-Analyse in die beiden Teilworte 'schrei-
ber' (schreib) und 'zeitung' zerlegt. 
Das Teilwort 'schreiber' ist das Grundwort. Der Stamm 'schreib' ist ein Verb. 
Bei der Aufbereitung des Analyseergebnisses wird aber festgestellt, daß 'er' 
keine Verbendung ist. In diesem Falle wird auf grund des Wortstammes die 
Prognose abgegeben es könnte sich um ein Verb handeln. 
Das Bestimmungswort 'zeitung' ist ein Nomen im Genus: Feminin, Numerus: 
Singular und Kasus: Nominativ, Genitiv, Dativ oder Akkusativ. 
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8 Vergleich der Vorgehensweise bei der Morpholo-
gischen Analyse zwischen MO RP HIX und M orphic-
Plus 
Abweichend zu MORPHIX greift Morphic-Plus einzig auf ein Gesamtlexikon 
zu und führt keine Unterscheidung zwischen Vollform- und Stammformanalyse 
durch. MORPHIX arbeitet auf verschiedenen wortartspezifischen Lexika [FN86] 
[FN91]. Die Anzahl der unterscheidbaren Wortarten wurde in Morphic-Plus um 
~ ,; ~ die Klassen der Namen und Abkürzungen erweitert. MORPHIX verwendet bei 
der Analyse eine Property-Liste, als einen Analysechache in der alle bereits 
analysierten Worte eingetragen werden, um keine redundanten Wortanalysen 
durchzuführen. In der derzeitigen Implementierung von Morphic-Plus ist keine 
Liste der bereits analysierten Wörter vorhanden, in der nachgesehen werden 
kann, ob ein Wort bereits analysiert wurde. Der damit verbundene Mehrauf-
wands durch wiederholte Lexikonzugriffe und wiederholtes abarbeiten der Ana-
lyseschritte für das gleiche Wort hat keine signifikante Auswirkung auf die Ana-
lysezeiten bei einem langen Text mit mehreren tausend Wörtern 8. Es wurde 
eine einfache Funktion zur Vermeidung der wiederholten Analyse des sei ben 
Wortes in einem Text implementiert. 
Morphic-Plus ist nur zur morphologischen Analyse Deutscher Sprache konzi-
piert. Die Flexionsinformation der Sprache ist zum größten Teil in den Aus-
gabefunktionen kodiert. Die Generierung und ein sogenannter Klärungsdialog, 
zum Eintragen neuer Worte in das Lexikon, wie in MORPHIX enthalten, sind 
in Morphic-Plus nicht implementiert. Für die Lexikonzugriffe werden Funktio-
nen aus der Arbeit von Thomas Kieninger [KH93] bereitgestellt, die den Zugriff 
auf die Lexikondaten über Hashtabellen erlauben. Die Hashtabellen werdenin 
einem separaten Lauf generiert und sind auf Sekundärspeicher (Festplatte) ge-
speichert. Es ist auch möglich Funktionen zur Generierung und Zugriff auf Hash-
tabellen im Hauptspeicher zu verwenden. Diese Funktionen werden im Rahmen 
der Diplomarbeit von Stefan Agne [Agn95] zur Verfügung gestellt. 
Die Analyse in Morphic-Plus wurde um eine Komponente zur Bearbeitung von 
zusammengesetzten Wörtern, sogenannte Komposita erweitert. 
8 siehe hierzu die Messungen in Kapitel D 
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9 Bemerkung zur verwendeten Datenstruktur von 
M orphic-Plus. 
Die Grundlage der Analyseausgabe bildet eine verkettete Liste, die alle mögli-
chen Analyse-Ergebnisse und Alternativen für ein Wort enthält. In der Struktur 
eines Listenelementes wird das zu analysierende Wort, die Morphic-Kodierung, 
die abgespalteten Präfixe und Suffixe, sonstige Informationen aus dem zugrun-
deliegenden Lexikon und andere analyserelevanten Daten zur Verfügung ge-
stellt. 
Die Datenstruktur für die morphologische .Analyse sieht wie folgt aus: 
typedef struct 
{ 
char 
char 
char 
int 
int 
int 
char 
char 
char 
morphic_info 
*word; 
*stamm; 
code [8]; 
uml_flag; 
w_flag; 
ana_flag; 
*praefix; 
*suffix; 
*R_Lex_Entry; 
1* zuanalysierendes Wort *1 
1* unregelmaessiges Verb(Eingabewort) *1 
1* Codierung des Lexikon-Eintrags *1 
1* Codierung bei Umlautreduktion *1 
1* Codierung Praef.-Suff.Abspaltung *1 
1* Codierung fuer analysierte Worte *1 
1* abgespaltener Praefix *1 
1* abgespaltener Suffix *1 
1* restlicher Lexikon-Eintrag 
1* Pointer auf Wort-Alternative 
struct morphic_info *previous_word; 1* Pointer auf vorherige Alternative *1 
struct morphic_info *komp_word; 1* Pointer auf Komposit-Teil *1 
}M_INFO; 
In WaRD ist das Eingabewort, bzw. der Stamm des Eingabewortes (Prä- und 
Suffixe sind abgespalten) oder der Stamm von unregelmäßigen Verben gespei-
chert. STAMM enthält das 'unregelmäßige Verb' bzw. das 'unregelmäßige Adjek-
tiv'. Bei der Komposita-Analyse enthält WaRD das aktuelle rechte Teilwort und 
STAMM das noch zubearbeitende linke Teilwort der Eingabe. Die 6- oder 7-stellige 
MORPHIX-Kodierung [FN86] [FN91] wird in CODE abgelegt. 
Das UML...FLAG hat den Wert '1', wenn eine Umlautreduktion durchgeführt wur-
de. W...FLAG enthält eine Hilfskodierung aus der Präfixabspaltung um Partizip 
Präsens oder Partizip Perfekt Formen von Verben zubestimmen. Die Variable 
ANA...FLAG wird durch ein korrektes Analyseergebnis ('Plausibilitäts-Kontrolle' 
durch die Ausgabefunktionen) auf den Wert 1 gesetzt. Diese Variable wird in 
der Komposita-Analyse für andere Zwecke verwendet. Die Variable wird mit 
den Werten 2, 3, oder 4 belegt um bei der Zerlegung der Komposita den ent-
stehenden Baum zu durchlaufen oder bei der Ausgabe mögliche Hypothesen 
zu spezifizieren. In PRAEFIX und SUFFIX sind die abgespalteten (konkatenier-
ten) Prä- und Suffixe gespeichert. RJ..EX..ENTRY enthält weitere Informationen 
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zu dem analysierten Wort, die im Lexikon steht. 
ALLWORD ist der Zeiger auf das nächste Element der Analyse-Liste und kenn-
zeichnet dieses als weitere Alternative. Der PREVIOUS_WORD Zeiger verweist 
auf das Vorgängerelement und wird von der Komposita-Analyse benötigt. 
KOMP _WORD ist der Zeiger auf Elemente, die bei der Kompositabehandlung ge-
bildet werden. Über diesen Zeiger werden alternative Zerlegungen des Wortes 
dargestellt. 
Für die Analyse eines ganzen Textes oder Satzes wird eine weitere verJrettete ~ - ' 
Liste benötigt, die mit der folgenden Datenstruktur aufgebaut wird: 
typedef struct eingabe_info 
{ 
char 
int 
*word; 
connect; 
1* zuanalysierendes. Wort 
1* 'Analysecache'-Varibale 
*1 
*1 
struct eingabe_info *next_word; 1* Pointer auf naechstes Eingabe-Wort *1 
struct eingabe_info *prev_word; 1* Pointer auf vorheriges Eingabe-Wort *1 
struct eingabe_info *kompos; 1* Pointer auf Kompositzerlegung *1 
struct morphic_info *morphic_word; 1* Pointer auf Morphic-Analyse DS *1 
}MC_INFO; 
In WORD steht ein einzelnes Eingabewort, das aus dem Text extrahiert wurde. 
Mit Hilfe der Variablen CONNECT wird das Eingabewort als wiederholt vorkom-
mend gekennzeichnet. NEXT _WORD zeigt auf das nächste Listenelement mit dem 
nächsten Wort des Textes. PREV _WORD zeigt bei einem wiederholt auftreten-
dem Wort auf dessen erstes Vorkommen in der Liste. KOMP_WORD zeigt auf eine 
Komposit-Zerlegung. Der Zeiger MORPHIC_WORD weist auf ein erstes Element der 
zuvor beschriebenen Datenstruktur für die morphologische Analyse. 
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10 Diskussion und Ausblick 
Dureh die strikte algorithmisehe Abarbeitung und die lokale Sieht nur auf 
ein einzelnes Wort können auch falsche und unsinnige Analyseergebnisse er-
zeugt werden. Bei einer Kombination mit einer Sprachverarbeitungskomponen-
ten oberhalb der Morphologieebene und der damit gewonnenen Kontextinfor-
mation könnten diese 'Ausreißer' wahrscheinlich vermieden werden. Dies wurde 
bisher wegen einer einfachen und schnellen Verarbeitung in Kauf gegenommen. 
In der derzeitigen Implementierung wird in Kauf genommen, daß nicht alle 
redundanten Ergebnisse vor der Ausgabe eliminiert werden. Wenn sich die Ein-
träge in der Morphic-Datenstruktur, die für das Analyseergebnis irrelevant sind, 
unterscheiden, kommt es zu einer doppelten Ausgabe. Beispielsweise wird für 
das Eingabewort 'abbestellen' die beiden Ergebnisse 'Verb bestellen' und 'Verb 
stellen' geliefert (aufgrund der Suffix-Abspaltung). 
Einen weiteren Fall für redundante Analyseergebnisse bilden Adjektive mit der 
Endung lieh. Diese werden zum einen wegen der Endung (Suffix) 'lieh' als Ad-
jektiv klassifiziert (Ansatz einer Derivationsmorphologie) und andererseits kann 
das Wort im Lexikon gefunden werden und ebenfalls das Ergebnis Adjektiv lie-
fern. Hier wurde versucht, für Adjektive mit der Endung lieh eine Derivations-
Analyse durchzuführen. Enthält das Eingabewort noeh einen Umlaut, tritt eine 
weitere redundante Ausgabe auf. 
Für den Einsatz von Morphie-Plus im Projeet INCA wären einige der nach-
folgenden Punkte eine Erleichterung bei der Klassifikation und dem Retrieval 
von Dokumenten. 
• Einbau einer Komponenten zum manuellen Eintragen von neuen Worten 
in das Morphic-Lexikon, die nieht erkannt wurden (analog zum Klärungs-
dialog von MORPH/X), jedoch für alle Wortarten von Morphie-Plus. 
• Erweiterte Worterkennung aufgrund von abspaltbaren Suffixen; wie be-
reits bei Adjektiven mit der Endung 'lieh' könnte man z.B. für Nomen die 
Endungen 'heit', 'keit' oder 'ung' verwenden. Weitere Prä- und Suffixe, 
die abgespalten werden können und bei einer Hypothese des zu analy-
sierenden Wortes in Anwendung gebracht werden, findet man z. B. im 
Kapitel 'Die Wortbildung' des Duden [Dro84]. 
• Einbau von Derivationsanalyse-Komponenten zur Verbesserung der Ana-
lyseergebnisse, insbesondere bei der Komposita-Analyse. Beispielsweise 
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kann das Wort Schreiber nicht analysiert werden, schreib steht als Verb 
im Lexikon, aber die Endung er ist kein gültiger Verb-Suffix. 
• Berücksichtigung von phonetischem und grammatikalischem Wissen bei 
der Abspaltung von Präfixen und Suffixen. 
• Einfließen von Kontextinformationen und Arbeiten mit 'Lokalen Sichten' 
auf Wörtern. D.h. Einschränkung von Fehlern, die durch große Wört-
erbücher entstehen würden. Es besteht die Möglichkeit der Einbindung 
des Sichtenkonzeptes, wie es mit Hilfe von Lexikas in ALV jOMEGA 
durchgeführt wird. 
• Erkennen von Datums-, Zeit- und Telefonnummernangaben sowie Namen. 
Einführung neuer 'Wortarten' in der morphologischen Analyse. 
• Behandlung von Römischen Ziffern. 
• Analyse unvollständiger oder inkorrekter Eingabe. Typische Fehler, die 
aufgrund von schlechten Scan- und OCR-Ergebnissen herrühren. 
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A User Interface 
Zur Zeit wird für die Benutzung von Morphic-Plus nur eine einfache ASCII-
Schnittstelle bereitgestellt. Der Benutzer hat daneben die Möglichkeit drei Va-
rianten von Morphic-Plus zu verwenden. Diese sind im einzelnen: 
• Morphic-Plus ohne Komposita-Analyse 
• Morphic-Plus mit Komposita-Analyse 
• Komposita-Analyse als Stand-Alone-Version 
A.l MOT'phic-Plus mit/ohne Komposita-Analyse 
Für den Benutzer besteht kein Unterschied in der Bedienung der beiden ver-
schiedenen Versionen. Sie unterscheiden sich nur in der Mächtigkeit der mor-
phologischen Analyse. Der Aufruf des Programms erfolgt für 
• Morphic-Plus mit Komposita-Analyse mit dem Befehl: $ kJIlorphic 
• Morphic-Plus ohne Komposita-Analyse mit dem Befehl: $ morphic 
In einer ersten Anzeige wird der Benutzer mit der folgenden Ausgabe 
M 0 R PHI C - P L U S 
Version 2.01 
Ein morphologisches Analyseprogramm fuer das Deutsche 
hit ANYKEY (return-key) to continue 
über die Version von Morphic-Plus informiert. 
In den nächsten Schritten werden die Namen der Dateien mit dem Lexikon und 
den Abkürzungen erwartet: 
Geben Sie den File-Namen der Lexikon-Datei ein: 
Geben Sie den File-Namen der Abkuerzungs-Datei ein: 
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Dem Programm wird z. B. abkuerz als Namen der Abkürzungsdatei und mor-
phic.dict als Lexikondatei übergeben. 
Als nächstes hat der Benutzer die Auswahl zwischen verschiedenen 'Analyse-
Verfahren': 
Morphic-Plus Analyse Programm 
Sie haben die folgende Auswahl bei der Analyse: 
- Einen ganzen Text aus einer Datei zu analysieren. (Eingabe: t) 
- Einen Text bzw. einen Satz in Dnline-Eingabe zu analysieren. (Eingabe: s) 
- Ein Wort zu analysieren. (Eingabe: w) 
- Jede andere Eingabe be endet das Programm 
A.1.1 Wortanalyse 
Interaktiv wird der Benutzer von Morphic-Plus aufgefordert das zu analysie-
rende Wort einzugeben. 
Bitte geben Sie das zu analysierende Wort ein (Ende: '\#ende'): 
Als Ergebnis erhält man im Erfolgsfall alle möglichen Analyseergebnisse zurück. 
Ansonsten wird 
Das Wort : ... konnte nicht analysiert werden. 
ausgegeben. 
A.1.2 Satz- / Text-Analyse 
Analog zur Wortanalyse wird der Benutzer aufgefordert, den zu bearbeitenden 
Text einzugeben. Die Eingabe wird in einzelne Wörter aufgespalten und mit 
jedem Wort die Wortanalyse angestoßen. Die Ausgabe der morphologischen 
Ergebnisse erfolgt für jedes Wort wie bereits oben beschrieben. 
A.1.3 Text-Analyse (File-Input) 
Zur Bearbeitung großer Texte, die in ASCII-Format vorliegen, steht eine Funk-
tion bereit, die vom Benutzer die Eingabe des Filenamens erwartet, in dem der 
Text gespeichert vorliegt. 
Geben Sie bitte den Namen des Eingabe-Files mit den Daten 
zur Hophologischen-Analyse ein: 
Die Aufspaltung des Textes erfolgt wie in Kapitel 6 beschrieben . Für je-
des Wort wird dann die \\'ortanalyse durchgeführt. Bei größeren Texten ist es 
ratsam, die Ausgabe der Analyseergebnisse in ein File umzulenken, da für die 
Ergebnisdarstellung ein ausführliches Format gewählt wurde. 
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A.2 Komposita-Analyse 
Mit diesem Programm wird dem Benutzer ein Werkzeug zur Komposita-Analyse 
in die Hand gegeben. Das eingegebene Wort wird in Teilworte zerlegt, obwohl 
z. B. die morphologische Analyse von Morphic-Plus das Wort hätte analysieren 
können. 
In einer ersten Anzeige wird der Benutzer mit der folgenden Ausgabe 
MO R PHI C - P LU S 
Komposita - Analyse 
Version 1.0 
hit ANYKEY (return-key) to continue 
über die Version der Komposita - Analyse informiert. 
Danach wird die Eingabe des zu zerlegenden (analysierenden Wortes erwartet. 
Bitte geben sie ein Wort fuer die Komposita-Analyse ein : 
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B Programmer's Interface 
Im folgenden werden die Hauptfunktionen vorgestellt, mit denen die morpho-
logische Analyse durchgeführt werden kann, bzw. die die Analyse steuern. 
Mit den Funktionen analyse_text, analyse-Bentence, analyse_word wird ein Dia-
log angestoßen um einzelne Worte, Sätze oder Textfragmente und ganze Texte 
zu bearbeiten. Nachfolgend wird auf die einzelnen Funktionen kurz eingegan-
gen. Eine detailierte Beschreibung aller Morphic-Plus-Funktionen ist in Kapitel 
C zu finden. 
Die Analyse eines ASCII-Textes, der in einer ASCII-Datei gespeichert vorliegt, 
wird dur:ch die Funktion analyse_text gesteuert: 
void analyse_text () 
{ 
} 
printf(" Geben Sie bitte den Namen des Eingabe-Files mit den Daten 
zur Mophologischen-Analyse ein: "); 
gets(input_file_name); 
compute_parse_input(kopf->next_vord); 
compute_analyse (kopf->next_vord); 
free_memory(kopf); 
Wobei die Funktion computeparse_input() eine Vorverarbeitung darstellt, um 
z. B. Worttrennungen und Bindestrichkomposita, die in einem Text auftreten, 
zu bearbeiten. Die Funktion compute_analyse() steuert dann die morphologi-
sche Analyse. Freememory wird verwendet um nach Beendigung der Analyse 
den reservierten Speicherplatz freizugeben. 
Die Funktion analyse_sentence erwartet die Eingabe des zu analysierenden Tex-
tes über Tastatur. Die Aufspaltung des Textes und die morphologische Analyse 
erfolgen in gleiche Weise wie in der obigen Funktion analyse_text beschrieben. 
void analyse_sentence () 
{ 
} 
printf(" Geben Sie bitte den zu analysierenden Text ein: "); 
gets(inputbuffer); 
compute_parse_input(kopf->next~vord); 
compute_analyse (kopf->next_vord); 
free_memory(kopf); 
analyse_word ist die Grundfunktion zur morphologischen Analyse eines Wortes. 
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void analyse_word () 
{ 
do 
{ 
printf(" Bitte geben Sie das zu analysierende Wort ein (Ende: 'lende'): "); 
gets(in_word); 
if (strcmp(in_word, "#ende") != 0) 
{ 
} 
help = (MG_INFO *) malloc ·(sizeof *help); 
help->word = in_word; · 
morphic_analyse (help); 
free_memory (help); 
if (strcmp(in_word, "#ende") 0) 
b = 1; 
} while (b == 0); 
Mit der Funktion morphic_analyse wird die morphologische Analyse für das 
Wort in help -t word durchgeführt. Als Funktionsparameter wir der Zeiger auf 
das zu bearbeitende Listenelement übergeben. 
void morphic_analyse (MG_INFO *help) 
{ 
init_morphic_ds (); 
strcpy(h_word, help->word) ; 
help->morphic_word = head; 
1 = strlen(h_word); 
printf("\n Eingabewort : %s \n", h_word); 
if (1 > 1 t& h_word[1-1] == '. ') 
{ 
} 
else 
{ 
strcpy(head->word, h_word); 
lex_access_abkuerz(head); /* Lexikonzugriff fuer Abkuerzungen */ 
strcpy(head->word,lower_input(h_word»j 
if (isdigit(head->word[O]» 
strcpy(head->cGde, "1900000\') ; 
else 
{ 
compute_red_umlaut(head); 
compute_elim_umlaut(head); 
compute_stem_praef(head); 
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/* Umlaut Reduktion */ 
/* Umlaut Elimination */ 
/* Praefix Abspaltung */ 
compute_stem_suff(head); /* Suffix Abspaltung */ 
compute_stem_praef(head); /* Praefix Abspaltung */ 
compute_duplicate(head); /* Elimination von Duplikaten */ 
compute_lex_search(head); 1* Lexikonzugriff */ 
compute_non_lex_entry(head); /* Elimination von nicht gefundenen 
compute_alternate(head); /* Alternativen Generierung */ 
compute_lex_search(head); /* Lexikonzugriff */ 
compute_non_lex_entry(head); /* Elimination von nicht gefundenen 
compute_alternate(head); 
compute_lex_search(head); 
compute_duplicate(head); 
} 
} 
analysiert = 0; 
compute_output(head); 
/* Alternativen Generierung */ 
/* Lexikonzugriff */ 
/* Elimination von Duplikaten */ 
/* Ausgabe der Ergebnisse */ 
'Worten' */ 
'Worten' */ 
... _ 41 Ir4'~...&" 
compute_non_ana_entry(head); /* Entfernen falscher Ergebniselemente */ 
} 
if (analysiert == 0 && (h_word[l-l] != '.' I I 1 >= 7» 
{ 
} 
komp_analysis(head->word); 
if (komp_ana == 0) 
/* Aufruf der Komposita-Analyse */ 
printf(" Das Wort: %s konnte nicht analysiert werden. \n". head->word) ; 
In der obigen Funktion ist auch der Aufruf der Komposita-Analyse mit 
komp_analysis() realisiert. Dieser Befehl fehlt bei der 'reinen' morphologischen 
Analyse. 
Die Funktion komp_analysis steuert die Zerlegung des Eingabewortes in die 
Komposita-Bestandteile. Es wird eine globale Variable für den Analysebaum 
generiert. In einer weiteren globalen Variable werden dann die Ergebnisse der 
Zerlegung zwischengespeichert, bevor sie mit Hilfe der Morphic-Plus Ausgabe-
funktion aufbereitet werden. 
void komp_analysis (char komposit[MAXWORD]) 
{ 
komp_init_morphic_ds (); 
komp_ana = 0; 
/* Aufspaltung der Eingabe und Aufbau des Analysebaumes */ 
strcpy (start->stamm, lower_input(komposit»; 
komp_suffix_separation (start); 
anker = start; 
help = komp_generate_wordsection (start); 
help = komp_go_back (help); 
while (help != start) 
{ 
help = komp_generate_wordsection (help); 
help = komp_go_back (help); 
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} 
/* Zusammenbau des Analyseergebnisses der Kompositazerlegung */ 
while (start->ana_flag < 7) 
{ 
} 
} 
komp_init_ergebnis_ds (); 
komp_prepare_result (start); 
Zum besseren Verständnis der verwendeten Datenstruktur und der mögli-
chen Verkettungen der einzelne~: 'Elemente 1st die Abbildung 9 gedacht. An 
zwei Beispielen, einer einfachen morphologischen Analyse und einer Komposita-
Analyse sind die Zusammenhänge graphisch dargestellt. 
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Abbildu·ng 9: Beispiel der Analyse-Struktur 
Bei der morphologischen Analyse sind alternative Wortarten für ein Einga-
bewort mit Hilfe der alt_ward-Zeiger verkettet. Für jede Wortart gibt es ein 
Element der Morphic-Datenstruktur. Bei der Komposita-Analyse gibt es für die 
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Zerlegung in die einzelnen Teilworte je ein Element der 'Top'-Datenstruktur, an 
dem jeweils ein Element der Morphic-Datenstruktur hängt. Im ersten Listen-
element ist das Grundwort und im letzten das Bestimmungswort gespeichert. 
Die verschiedenen Zerlegungsmöglichkeiten für ein Kompositum sind über den 
kompos-Zeiger der 'Top'-Datenstruktur verbunden. 
Um eine einfache Weiterverarbeitung der Komposita-Analyseergebnisse zu 
ermöglichen, wurde der Wertebereich der Variablen ana...flag erweitert. In der 
nachfolgenden Tabelle sind die Werte näher spezifiziert. ; - C"_ .... - ~ - - • 
Wert Bedeutung 
0 nicht analysiert 
1 analysiert 
2 Hypothese (Nomen, Verb oder Adjektiv) 
3 Hypothese (unregelmäßige Verben oder Adjektive) 
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C Programm-Module und Funktionen von Morphic-
Plus 
Zur besseren Lesbarkeit wurde der Source-Code für Morphic-Plus in einzelne 
Module unterteilt. In diesen Modulen sind thematisch zusammenhängende Be-
arbeitungsschritte zusammengefaßt. Die Daten der morphologischen Analyse 
werden in globalen Variablen der in Kapitel 9 beschriebenen Datenstrukturen 
gespeichert. Die Definition aller globalen Variablen ist im File global.h zu fin-
den. 
D<l§ H<tupts.teller;programm von Morphic-Plus ist texLana.c mit den Funktio-
nen: 
void init_help_ds () 
void init_input_ds () 
void init_s_ds () 
void new_word (Me_INFO *help, char *h_word) 
void compute_alpha (Me_INFO *help) 
void compute_digit (Me_INFO *help) 
void compute_p_char (Me_INFO *help) 
void compute_parse_input (Me_INFO *help) 
void red_analyse (Me_INFO *help) 
void compute_analyse (Me_INFO *help) 
void analyse_text () 
void analyse_sentence () 
void analyse_word () 
vo"id tesLout (Me_INFO *help) 
void free_memory (Me_INFO *help) 
void intro () 
Mit Hilfe der Funktion iniLhelp_ds wird eine Hilfsvariable der Morphic-
Datenstruktur initialisiert, die bei der Vorverarbeitung der Eingabestrings in 
compute_alpha benötigt wird. Es werden die beiden Listenelemente first und 
last erzeugt und miteinander verkettet. 
Die Initialisierung der Top-Datenstruktur wird in der Funktion iniLinpuLds 
durchgeführt. Es werden die Elemente kopf und ende erzeugt und miteinander 
verkettet. 
Die Funktion iniLs_ds wird zur Initialisierung der globalen Struktur S..DS 
verwendet. 
Mit der Funktion new_word wird hinter dem aktuellen Element ein neues 
Listenelement mit dem Inhalt von h_word in die Liste eingefügt. 
In der Funktion compute_alpha wird der Eintrag des Elementes zeichenweise 
abgearbeitet um Satzzeichen vom Wort zu trennen, Trennzeichen zubehandeln 
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oder beim Auftreten anderer Zeichen als Buchstaben den Rest des Wortes als 
neues Element in die Liste aufzunehmen. Bei der Behandlung des Satzzeichens 
Punkt bleibt zum einen der Punkt am Wort, es könnte eine Abkürzung sein; zum 
anderen werden zwei neue Elemente, das Wort und der Punkt, neugeneriert. 
Beim Trennstrich kann es sich um eine echte Worttrennung handeln, bei der das 
aktuelle Wort mit dem nächsten Wort konkateniert wird oder es handelt sich um 
ein Auslassungszeichen, bei dem dann versucht wird vom übernächsten Wort ein 
Präfix abzuspalten und den Rest mit dem aktuellen Wort zu konkatenieren. Bei 
Bindestrichworten werden zusätzlich- zu dem _ Wort für jedes Teilwort ein neues 
Listenelement erzeugt. k -k oder Doppel- bzw. Trippelkonsonanten erfordern bei 
der Konkatenation von Teilworten besondere Behandlung [Dro91]. 
Die Funktion compute_digit parst das Wort auf Ziffern, Punkte und Komma-
ta. Treten andere Zeichen auf, wird mit dem Rest ein neues Element generiert. 
Beginnt das Wort mit einem Zeichen außer Buchstaben oder Ziffer, wird in 
der Funktion compute_p_char das erste Zeichen abgetrennt und mit dem Rest 
ein neues Element erzeugt. 
Die Funktion compute_parse_input steuert den Aufruf der Funktionen com-
putLalpha, compute_digit und compute_p_char. Dabei wird die Liste Element 
für Element abgearbeitet. 
Mit Hilfe der Funktion red_analyse wird die gesamte Liste der Eingabe-
worte auf mehrfaches Vorkommen einzelner Wörter untersucht und über den 
prev_word-Pointer eine Verkettung aller gleichen Worte des Textes durchgeführt. 
Daneben wird mit der Initialisierung der Variablen connect, mit dem Wert '1', 
dieses Wort als nicht mehr zu analysieren gekennzeichnet. 
Die Liste der Eingabeworte wird in der Funktion compute_analyse durchlau-
fen und mit dem jeweils aktuellen Element die morphologische Analyse aufge-
rufen. Wurde die Liste der Eingabeworte mit der obigen Funktion red_analyse 
vorverarbeitet, so erfolgt bei wiederholt vorkommenden Wörtern nur die Aus-
gabe des Analyseergebnisses. 
Die Funktion analyse_text liest einen ASCII-Text aus einem File ein und ge-
neriert mit den einzelnen Wörtern, die durch Leerzeichen, Zeilentrennern, Tabu-
latoren etc. getrennt sind, Einträge für die verkettete Liste. Diese Liste wird als 
Parameter an die Funktionen compute_parse_input und compute_analyse über-
geben. Ist die Analyse des Textes abgeschlossen wird der Speicherplatz der 
Struktur wieder freigegeben. 
Mit Hilfe der Funktion analyse_sentence wird die Dialog-Eingabe eines Tex-
tes in einzelne Wörter aufgespalten. Die Verarbeitungsschritte zum Aufbau der 
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'Analyse-Liste' ist analog zur Funktion analyse_text. 
Die Funktion analyse_word ruft mit dem eingegebenen Wort die morpholo-
gische Analyse auf. 
Zur Überprüfung der Einträge in der verketteten Liste während der Test-
phase steht die Ausgabefunktion tesLout zur Verfügung. Alle Listenelemente 
mit ihrem Inhalt werden ausgegeben. 
Mit der Funktion free_memory wird am Ende der Analyse die erzeugte Liste 
gelöscht und der Speicher platz freigegeben. 
, 
Für die morphologische Analyse ist das Modul morphic.c zuständig. 
char *lower_input (char *s) 
char *stringclean (char *s) 
char *split_line (char *sl) 
void spalte_rest () 
void init_morphic_ds () 
void delete_entry (M_INFO *help) 
void compute_duplicate (M_INFO *help) 
void compute_non_lex_entry (M_INFO *help) 
void compute_non_ana_entry (M_INFO *help) 
void compute_output (M_INFO *help) 
void make_alternate (M_INFO *help, eh ar code [7] , char rest[MAXLINE]) 
void make_stamm (M_INFO *help, char word[MAXWORD], char rest[MAXLINE]) 
void compute_alternate (M_INFO *help) 
void test_output (M_INFO *help, int step) 
Die Funktion *lower_input wandelt den Eingabestring in Kleinbuchstaben um. 
Leerzeichen am Anfang und Ende des Eingabestrings werden mit der Funk-
tion *stringclean entfernt. 
Mit der Funktion *spliUine wird ein String aufgespalten. Leerzeichen sind 
als Worttrenner definiert. Das erste Wort des Strings wird zurückgegeben. 
Die Funktion spalte_rest spaltet den Eingabestring in das erste Wort des 
Strings und den Rest des Strings. Sie greift auf die Funktion spliUine zu. Als 
Übergabevariable dient die globale Variable SJJS mit den beiden Komponenten 
SJJS.substr für das erste 'Wort' und S_DS.rest für den Rest des zuzerlegenden 
Strings. 
Die Funktion delete_entr'y wird verwendet um ein Element aus der Liste zu 
löschen. Der Übergabeparameter kennzeichnet das Element vor dem zu löschen-
den Element. 
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Die Initialisierung der Morphic-Datenstruktur wird in der Funktion tn-
iLmorphic_ds durchgeführt. Es werden die globalen Elemente head und tail 
erzeugt und miteinander verkettet. 
Die Funktion compute_duplicate dient dem Entfernen doppelter Elemente in 
der Liste. Diese doppelten Elemente entstanden bei der Präfix- und Suffixab-
spaltung. 
Mit der Funktion compute_non_lex_entry werden alle Elemente der Liste 
entfernt, für die kein Lexikoneintrag gefunden worden ist. 
Die Funktion computLoutput ruft für jedes Element der Liste die Ausgabe-
funktion der morphologischen Ergebnisse auf. 
Wird festgestellt, daß der Lexikonzugriff für ein Wort mehrere Analyseer-
gebnisse für das Wort anbietet, erzeugt die Funktion make_alternate hinter dem 
aktuellen Element ein neues Element mit dem gleichen 'Worteintrag' , der über-
gebenen Kodierung code und der restlichen Lexikoninformation R_Lex~ntry. 
Bei unregelmäßigen Verben ist im Lexikoneintrag das Schlüsselwort STAMM 
und die Grundform des Verbs vorhanden. Die Funktion make_stamm fügt hinter 
der aktuellen Listenposition ein neues Element mit der Grundform des Verbs als 
'Worteintrag' ein. Die restliche Lexikoninformation wird ebenfalls übernommen. 
Danach wird ein Lexikonzugriff mit der Grundform durchgeführt. Analoges gilt 
für unregelmäßige Adjektive. 
Die Funktion compute_alternate steuert die Erzeugung vom Wortalternati-
ven und die Behandlung der Stammform von unregelmäßigen Verben aufgrund 
der Lexikoninformation. 
Zur Anzeige von Zwischenergebnissen der morphologischen Analyse bzw. 
Testausgaben (Ausgabe des Inhalts der Listenelemente) wird die Funktion 
tesLoutput verwendet. 
Mit Hilfe der Funktion compute_non_ana_entry werden alle Elemente aus 
der Liste entfernt, die kein Analyseergebnis bzw. kein gültiges Analyseergebnis 
für das Eingabewort liefern. Die Ausgabefunktionen der einzelnen Wortarten 
überprüfen die Korrektheit des Analyseergebnisses. 
Für die morphologische Analyse Steuerung sind die Module morph.-St.c 
bzw. kJIlorph.-St.c zuständig. 
void morphic_analyse (Me_INFO *help) 
Die Funktion morphic_analyse ist die Rahmen- bzw. Steuerungsfunktion der 
morphologischen Analyse und steuert die oben beschriebenen Funktionen. 
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Je nach Modul ist die Steuerung mit oder ohne Komposita-Analyse. 
Die Behandlung der Umlaute und ß für die morphologische Analyse wird 
im Modul umlaut.c durchgeführt. Dies ist in Morphic-Plus notwendig, da im 
Lexikon keine Umlaute und kein ß eingetragen sind. 
void insert_nev_element (M_INFO *help, ehar r_vord [MAXWORD], int flag) 
void eompute_elim_umlaut (M_INFO *help) 
void eompute_red_umlaut (M_INFO *help) 
Mit Hilfe der Funktion inserLnew_element wird ein neues Listenelement in die 
Struktur eingefügt, wenn ein Umlaut 'e' entfernt werden konnte. Die Funktion 
computLelim_umlaut entfernt das Umlaut 'e' aus dem Wort und setzt in einem 
neu erzeugten Element der Liste das 'umLflag'. Der Worteintrag enthält kein 
Umlaut 'e'. Eine Ausnahme, die beachtet werden muß ist das 'ue' , dem kein 
'a' oder 'e' vorausgehen darf. Die Funktion compute_red_umlaut wandelt die 
Umlaute 'ä', 'ö' und 'ü' in Doppelvokale 'ae', 'oe' und 'ue' um. Diese Funktion 
transformiert auch das 'ß' in 'ss'. 
Die Abspaltung von Präfixen und Suffixen wird von dem Modul w -.Stamm.c 
gesteuert. Die abspaltbaren Präfixe und Suffixe sind zu Gruppen mit gleichem 
ersten bzw. letzten Buchstaben zusammengefaßt. Jede Präfix- und Suffixgruppe 
ist in einer eigenen Funktion (Source-File) beschrieben. Die Datenü bergabe für 
die Präfix- und Suffixabspaltung geschieht durch die globale Variable S_DS. In 
der Komponente SJJS.substr ist der Präfix bzw. der Suffix und in S-DS.rest ist 
der Wortstamm gespeichert. 
void ins_mo_suff (M_INFO *help, ehar suff[MAXAFFIX], 
ehar stem[MAXWORD], H_INFO *akt_MDS) 
void ins_mo_praef(M_INFO *help, ehar praef[MAXAFFIX], 
eh ar stem[HAXWORD], H_INFO *akt_HDS, int verb_flag) 
void eompute_praefix (H_INFO *nev_elem) 
void eompute_text_praefix (H_INFO *nev:..elem)' 
void eompute_suffix (M_INFO *nev_elem) 
void eompute_komp_suffix (H_INFO *nev_elem) 
void eompute_ste~praef (H_INFO *help) 
void eompute_text_praef (H_INFO *help) 
void eompute_stem_suff (H_INFO *help) 
void eompute_komp_suff (M_INFO *help) 
void a_praefix (H_INFO *anker, H_INFO *help) 
void b_praefix (M_INFO *anker, H_INFO *help) 
void d_praefix (H_INFO *anker, H_INFO *help) 
void e_praefix (H_INFO *anker, M_INFO *help) 
void f_praefix (M_INFO *anker, M_INFO *help) 
void g_praefix (H_INFO *anker, M_INFO *help) 
void h_praefix (H_INFO *anker, M_INFO *help) 
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void i_praefix (H_INFO *anker. H_INFO *help) 
void k_praefix (H_INFO *anker. H_INFO *help) 
void l_praefix (M_INFO *anker. M_INFO *help) 
void m_praefix (M_INFO *anker. H_INFO *help) 
void n_praefix (M_INFO *anker. M_INFO *help) 
void r_praefix (M_INFO *anker. "_INFO *help) 
void s_praefix (H_INFO *anker. H_INFO *help) 
void u_praefix (H_INFO *anker. H_INFO *help) 
void v_praefix (H_INFO *anker. H_INFO *help) 
void w_praefix (H_INFO *anker. M_INFO *help) 
void z_praefix (H_INFO *anker. H_INFO *help) 
void e_suffix (H_INFO *anker. M_INFO *help) 
void em_suffix (H_INFO *anker. H_INFO *help) 
void er_suffix (H_INFO *anker. H_INFO *help) 
void h_suffix (H_INFO *anker. M_INFO *help) 
void n_suffix (H_INFO *anker. H_INFO *help) 
void nd_suffix (M_INFO *anker. M_INFO *help) 
void s_suffix (H_INFO *anker. M_INFO *help) 
void t_suffix (M_INFO *anker. H_INFO *help) 
Die Funktion ins_mo_suff wird aufgerufen, wenn ein abspaltbarer Suffix gefun-
den wurde. Das neue Listenelement wird hinter dem aktuellen Element ein-
gefügt. Der abgetrennte Suffix wird mit einem bereits abgetrennten konkate-
niert. Der übergebene stem ist der neue 'Worteintrag' . Die restlichen Einträge 
des alten Listenelementes werden in das neue Listenelement übernommen. 
Die Funktion ins_mo_praef ist analog zur obigen 'Suffix-Funktion'. Abge-
trennte Präfixe werden an vorherige angehängt. Die Variable verb_flag enthält 
für bestimmte Präfixe einen Wert ungleich Null. Durch diesen Wert wird z. B. 
bei Verben die Zeiten Partizip Präsens und Partizip Perfekt gesteuert. 
Die Ansteuerung der einzelnen Präfixabspaltfunktionen geschieht mit Hil-
fe der Funktion compute_praefix. Der erste Buchstaben des Wortes ist für die 
Auswahl der entsprechenden Funktion entscheidend. 
Bei der Vorverarbeitung von Bindestichwörtern in der Analyse von Tex-
ten oder Sätzen wird bisher eine Präfixabspaltung durchgeführt. Die Funktion 
compute_texLpraefix ist die zugehörige Ansteuerfunktion. 
Von der Funktion compute_suffix werden in Abhängigkeit des letzten Buch-
staben des Wortes eine entsprechende Funktion zur Abspaltung des Suffixes 
aufgerufen. 
Für die Komposita Analyse wird die Funktion compute_komp_suffix zur Ab-
spaltung möglicher Suffixe verwendet. 
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Die Funktionen compute_stem_praeJ, compute_texLpraeJ und compu-
te_stem_suff compute_komp_suff sind als Steuerungsfunktion zu verstehen und 
rufen für jedes Element der verketteten Liste die Funktion zur Präfix- oder 
Suffixabspaltung auf. Da das neue Listenelement immer hinter dem aktuellen 
Element eingefügt wird, erreicht man eine rekursive Abarbeitung der Liste. 
Mit den *-praefix und *_suffix Funktionen werden die folgenden Präfixe und 
Suffixe von den Eingabeworten abgespalten. 
Die Präfixe sind: 
ab, an, auf, aus, abbe, aufrecht, auseinander., 
be, bei, bevor, bereit, bestehen. 
da, dar, dabei, daran, davon, davor, durch, dafuer, danach, darauf, dagegen, 
daneben, darueber, darunter. 
er, ein, emp, ent, empor, ernst, entgegen. 
fest, fort. 
ge, gegen, gleich, gewaehr, getrennt, gegenueber. 
her, hin, herab, heran, herum, hinzu, herauf, heraus, herbei, herein, hervor, 
hinter, herunter. 
inne. 
kurz. 
los. 
mit. 
nach, nieder. 
rad. 
statt, still, sicher. 
um, ueber, unter, ueberein. 
ver, vor, voll, voran, voraus, vorbei, vorher, vorweg, vorueber, vorwaerts. 
weg, weiter, wieder. 
zu, zuvor, zurueck, zugrunde, zusammen. 
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Die Suffixe sind: 
e, se, te, nde, ere, ene, ste, ete, ende, tere, tste, este, ndere, etere, enere, 
ndste, etste, enste , endere, endste. 
em, tem, ndem, erem, enem, stern, etem, endern, terem, tstem, estern, nderem, 
eterem, enerem, ndstem, etstem, enstem, enderem, endstern. 
er, ter, nd er , erer, ener, ster, eter, ender, terer, tster, ester, nderer, eterer, 
enerer, ndster, ets ter, enster, enderer, endster. 
lich. 
n, en, in, ien, nen, sen, ten, ern, nden, eren, enen, sten, eten, enden, teren, tsten, 
esten, innen nderen, eteren, eneren, ndsten, etsten, enst~n, · ertd~Ten, endsten. 
nd, end. 
s, es, ns, ses, tes, ens, ndes, eres, enes, stes, etes, endes, teres, tstes, estes, 
nderes, eteres, eneres, ndstes, etstes, enstes, enderes, endstes. 
t, et, st, tet, est, etet, test, etest. 
Die Suchzugriffe auf die Lexika bzw. Wortlisten werden in dem Programm-
Modullexikon.c mit den folgenden Funktionen durchgeführt. 
void lex_access (M_INFO *new_elem) 
void lex_access_abkuerz (M_INFO *new_elem) 
void compute_lex_search (M_INFO *help) 
Die Funktion lex_access ist für den Lexikonzugriff verantwortlich. Das zusu-
chende Wort ist in der Variablen 'word' des übergebenen Listenelementes ge-
speichert. Ist der Lexikonzugriff erfolgreich, wird die Komponente 'code' mit 
der MORPH/X-Kodierung belegt und die restliche Information zu dem Wort in 
der Variablen 'R-Lex_Entry' gespeichert. Handelt es sich bei dem zusuchenden 
Wort um ein unregelmäßiges Verb, wird die Information STAMM 'Verb-Stamm' 
ebenfalls in der Variablen 'R_Lex_Entry' gespeichert. 
Der Zugriff auf Abkürzungen, die mit einem Punkt~nden geschieht mit Hilfe 
der Funktion lex_access_abkuerz. Eine Datei mit Abkürzungen wird zu diesem 
Zweck sequentiell nach dem Eingabewort durchsucht. 
Die Funktion compute_lex_search steuert die Lexikazugriffe für alle Elemente 
der Liste. Für jedes Listenelement wird die obige Funktion lex_access aufgerufen. 
Die Ausgabe der morphologischen Analyseergebnisse wird durch das Modul 
modecode.c gesteuert. Für jede Wortart von MORPH/X bzw. Morphic-Plus 
(auf 22 Wortarten erweitert) gibt es eine eigene Ausgabefunktion. 
void compute_last_line (char line[MAXLINE) 
void compute_code (H_INFO *help) 
void comp_adjektiv (H_INFO *help) 
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void comp_adverb (M_INFO *help) 
void comp_best_artikel (M_INFO *help) 
void comp_frage_adverb (M_INFO *help) 
void comp_int_rog_pronomen (M_INFO *help) 
void comp_kardinal (M_INFO *help) 
void comp_konjunktiv (M_INFO *help) 
void comp_nomia (M_INFO *help) 
void comp_partikel (M_INFO *help) 
void comp_pers_pronomen (M_INFO *help) 
void comp_poss_pronomen (M_INFO *help) 
void comp_praeposition (M_INFO *help) 
void comp_reflex_pronomen (M_INFO *help) 
void comp_rel_pronomen (M_INFO *help) 
void comp_sonderzeichen (M_INFO *help) 
void comp_stopwort (M_INFO *help) 
void comp_subjunktiv (M_IHFO *help) 
void comp_unbest_artikel (M_INFO *help) 
void comp_verb (M_INFO *help) 
void comp_verb_praefix (M_INFO *help) 
void comp_namen (M_IHFO *help) 
void comp_abkuerz (M_IHFO *help) 
Für die Ausgabe der 'restlichen Lexikoninformation ' die in der Variablen 
'R~ex-Entry' gespeichert ist wird für verschiedene Wortarten die Funktion 
compute_lasUine aufgerufen, die die darin enthaltene Information expandiert. 
In der Funktion compute_code findet die Ansteuerung der Dekodierungs-
funktionen für die einzelnen Wortarten statt. Dies sind im einzelnen: 
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Wortart Funktion 
Nomina comp_nomia 
Verben comp_verb 
Adjektive comp_adjektiv 
Possessivpronomen comp_poss_pronomen 
Verbpräfix comp_verb-praefix 
Adverbien comp_adverb 
Konjunktive comp..konjunktiv 
Parikel co mp_partikel 
Subjunktive comp-subjunktiv 
Präpossitionen comp_praeposition 
Relativpronomen compJeLpronomen-
bestimmte Artikel comp_besLartikei 
Reflexi vprono men comp_reflex_pronomen 
Personalpronomen comp_pers_pronomen 
Interrogationspronomen comp_inLrog_pronomen 
Sonderzeichen comp_sonderzeichen 
Frageadverbien comp_frage_adverb 
unbestimmte Artikel comp_unbesLartikel 
Kardinalzahlen comp..kardinal 
Stopwörter comp_stopwort 
Namen comp_namen 
Abkürzungen comp_abkuerz 
In diesen Funktionen wird die Ausgabe für das einzelne Analyseergebnis 
des betreffenden Wortes aufbereitet. Dabei werden die MORPHIX-Kodierung 
und die abgespaltenen Präfixe und Suffixe des Eingabewortes berücksichtigt. 
Dadurch wird eine implizite Korrektheitsprüfung durchgeführt. In den Funktio-
nen comp_ ... , den Ausgabefunktionen der morphologischen Analyseergebnissen, 
wird für ein korrektes Ergebnis ein Flag (ana-flag der Morphic-Datenstruktur) 
gesetzt. Alle Elemente der Liste, bei denen dieses Flag nicht gesetzt ist werden 
mit Hilfe der Funktion compute_non_ana_entry anschließend gelöscht. 
In einem Programm-Modul texLtokA: werden Funktion zur Aufspaltung 
von Zeichenketten bereitgestellt. 
int MC_set_tokendelimiter (char *delimiter) 
int MC_tokenize (char *instring, MC_Token_type *token_stream) 
Die Funktion MC_seUokendelimiter ist für die Definition der verwendeten 
Trennungszeichen, wie Leerzeichen, Tabulatoren, Zeilenschaltung etc., erforder-
lich . 
Die Funktion MC_tokenmize zerlegt die Eingabe in einzelne Zeichenketten. 
Dabei sind die zuvor festgelegten Trennungszeichen für das Aufspalten der Ein-
gabe maßgebend. 
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Die einzelnen Funktionen für die Komposita-Analyse sind in den Programm-
Mod ulen komposita.c und komp_erg.c zu finden. Im einzelnen sind dies in 
komposita.c: 
void komp_init_morphic_ds () 
void komp_new_elem (M_INFO *help); 
void komp_init_stamm (M_INFO *help, char *stamm); 
M_INFO *komp_dummy (M_INFO *help); 
void komp_new_alter (M_INFO *help); 
void komp_init_alter_word (M_INFO *help, char *word); 
void komp~init:"alter_stamm (M_INFO *help, char *stamm); 
void komp_init_alter_uml_flag (M_INFO *help); 
void komp_init_alter_suffix (M_INFO *help, char *suffix); 
int komp_is_umlaut (char ch); 
void komp_handle_umlaut (M_INFO *help); 
void komp_fugenelement (M_INFO *help); 
M_INFO *komp_go_back (M_INFO *help); 
void komp_compute_leaf (M_INFO *help); 
M_INFO *komp_generate_wordsection (M_INFO *help); 
void komp_suffix_separation (M_INFO *help); 
void komp_test_output (M_INFO *help, double fk_nr, int step); 
void komp_test_out1 (M_INFO *help, double fk_nr); 
void komp_test_out2 (M_INFO *help, double fk_nr); 
void komp_free_memory (Me_INFO *help); 
void komp_analysis (char komposit[MAXWORD]); 
und in komp_erg.c die folgenden Funktionen: 
int komp_node_leaf (M_INFO *help); 
int komp_komp_next (M_INFO *help); 
int komp_komp_alt (M_INFO *help); 
void komp_go_one_back (M_INFO *help); 
int komp_word_analysed (M_INFO *help) 
void komp_init_ergebnis_ds (); 
void komp_add_result_item (M_INFO *help); 
void komp_new_word (Me_INFO *help, char *h_word); 
int komp_wordart (char code[B]); 
void komp_prepare_result (M_INFO *help); 
void komp_generate_result (M_INFO *help); 
int komp_proof_result (Me_INFO *help); 
void komp_output_res (Me_INFO *help); 
Die Initialisierung der globalen Variablen start der Morphic-Plus Daten-
struktur für die Kompositaanalyse wird mit der Funktion komp_iniLmorphic_ds 
du rchgefü h rt. 
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Die Funktion komp_new_elem erzeugt ein neues Listenelement für ein weite-
res linkes Teilwort, nachdem ein rechtes Teilwort im Lexikon gefunden wurde. 
Das neue Element wird über der alLword-Pointer mit dem aktuellen Listeneie-
ment verbunden. 
Mit der Funktion komp_iniLstamm wird die Datenstruktur-Komponente 
stamm mit dem noch zuanalysierenden linken Wortteil initialisiert. 
komp_dummy erzeugt ein letztes leeres Element der Morphic-Plus Daten-
struktur, das an jedes Element des Analysebaumes, das keinen Nachfolger mit 
'Inhalt' besitzt, angehä,ngt wird.·An 'einem Blatt der Struktur sind zwei solcher 
Dummyelemente über den alLword- und komp_word-Pointer angehängt. 
Zum Erzeugen neuer Elemente der Morphic-Datenstruktur dient die Funk-
tion komp_new_alter, in dem eine weitere Zerlegungsalternative ihren Ausgangs-
punkt hat. Das neue Element wird üben dem komp_word-Pointer an das aktuelle 
Element angehängt. 
Die Funktionen komp_iniLalter_word, komp_iniLalter_stamm, 
komp_iniLalter_umLflag und komp_iniLalter_suffix werden zur Initialisierung ei-
nes neuen Elementes verwendet, das mit Hilfe der Funktion komp_new_alter er-
zeugt wurde (man könnte auch von einer partiellen Duplikation des Elementes 
sprechen). 
Die Funktion komp_is_umlaut ist ein Prädikat zur Entscheidung, ob es sich 
bei dem aktuellen Buchstaben um einen Umlaut (Ä, ä, Ö, Ö, Ü oder ü) oder 
ein 'Scharfes-S' (ß) handelt. 
Mit der Funktion komp_handle_umlaut werden die Umlaute ä, ö, ü und das 
Scharfe-S ß in ihre Doppelvokal-Schreibweisen ae, oe ue oder Doppelkonsonant-
Schreibweise ss überführt. Es findet auch gleichzeitig eine Umlautreduktion 
statt, bei der das Umlaut e entfernt und mit dem so entstandenen Wort eine 
neue Alternative erzeugt wird, die über den komp_word-Pointer an das aktuellen 
Element angehängt wird. 
Die Behandlung der Fugenzeichen, s, e, n, en, er, es, ns und ens (Aufzählung 
nach [Dr084]) wird für das linke Teilwort angestossen, wenn das rechte im 
MORPHIX-Lexlkon eingetragen ist. Die Abspaltung eines Fugenzeichens mit 
der Funktion komp_!ugenelement erzeugt ein neues Element, das als Komposi-
taalternative (komp_word-Pointer) am aktuellen Element angehängt wird. Das 
Fugenzeichen wird als Suffix des Wortes in der Datenstruktur des neuen Ele-
mentes gespeichert. 
Die Funktion komp_go_back wird benötigt um den erzeugten Baum bei 
der Zerlegung des Kompositums 'rekursiv' zu durchlaufen und alle möglichen 
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Aufspaltungen zu erzeugen. Dabei wird über den alLword-Pointer erst in die 
'Breite' und auf dem Rückweg über den komp_word-Pointer in die 'Tiefe' ge-
gangen. 
Wurde das Eingabe-Wort soweit zerlegt, daß kein weiterer Buchstaben 
zum Anhängen an das Teilwort (Bestimmungswort) vorhanden ist und wurde 
kein Lexikoneintrag für das Wort gefunden, wird nun versucht durch Abspal-
tung von Präfixen das Wort zu analysieren. Dies wird mit Hilfe der Funktion 
komp_compute_leaf durchgeführt. 
Die Hauptfunktion für die Zerlegung des Eingabewo'rtes ist/di~ Funktion 
komp_generate_wordsection. Sie spaltet die Buchstaben zeichenweise von der 
Eingabe (linkes Teilwort) ab und fügt sie an das aktuelle rechte Teilw-ort vorne 
an. Nach jedem Anhängen eines Zeichens wird überprüft, ob das gebildete Teil-
wort im MORPHIX-Lexikon enthalten ist. Wird ein Eintrag gefunden so werden 
zwei neue Elemente generiert und an das aktuelle Element angehängt. Ein Du-
plikat des aktuellen Elementes wird über den komp_word-Pointer angehängt und 
ein neues Element mit dem linken Teilwort (Restwort) wird über den alLword-
Pointer mit dem aktuellen Element verkettet. Danach wird mit dem letzteren 
die Zerlegung fortgeführt. Dies wird solange wiederholt bis kein Zeichen mehr 
im linken Teilwort vorhanden ist. Ist zu diesem Zeitpunkt noch kein Ergebnis 
(d.h. kein Lexikon-Eintrag für das Wort vorhanden), wird für dieses Teilwort 
die Funktion komp_compute_leaf aufgerufen. Ansonsten wird mit Hilfe der oben 
beschriebenen Funktion komp_go_back in noch nicht bearbeitete Alternativen 
verzweigt und die weitere Zerlegung dieser durchgeführt. 
Zu Beginn der Komposita-Analyse wird eine Suffix-Abspaltung wie 
in Morphic-Plus durchgeführt. Die Steuerung übernimmt die Funktion 
komp_suffix_separation. Die generierten Alternativen werden als Kompositaal-
ternative (komp_word-Pointer) am aktuellen Element (der Wurzel) angehängt. 
Zur Anzeige von Zwischenergebnissen und Debug-Unterstützung der Kom-
positaanalyse (Ausgabe des Inhalts der Listenelemente) werden die Funktionen 
komp_tesLoutput, komp_tesLoutl und komp_tesLout2 verwendet. 
Zur Freigabe des Speicherplatzes, der bei der Wortzerlegung reserviert wur-
de dient die Funktion komp_free_memory. 
Die Steuerung der Kompositaanalyse wird von der Fun-ktion komp_analysis 
durchgeführt. In der Standalone-Version der Kompositaanalyse ist dies die 
main-Funktion. 
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Für die Generierung der Ergebnisse der Wortzerlegung stehen die nachfol-
genden Funktionen zur Verfügung: 
Die Funktion komp_node_leaf überprüft, ob ein Element ein Blatt ist. Ein 
Blatt hat in diesem Falle zwei Dttmmy-Elemente als Nachfolger. 
Mit Hilfe der Funktionen komp_komp_next und komp_komp_alt wird geprüft, 
ob das Element einen Nachfolger hat, der über den komp_word- oder alLword-
Pointer mit diesem verbunden ist. 
komp_go_one_back wird verwendet um festzustellen über welchen Pointer das 
aktuelle Element mit seinem Vorgänger verbunden ist. Dies entscheidet, welches 
Element in die Ergebnisliste für eine Zerlegungsalternative aufgenommen wird. 
Mit der Funktion komp_iniLergebnis_ds wird eine Morphic-Pltts Datenstruk-
tur für die Aufnahme einer Zerlegungsalternativen generiert. 
Die Funktionen komp_add_resttlLitem und komp_new_word erzeugen eine Da-
tenstruktur, wie sie bei der morphologischen Analyse von Sätzen oder Texten 
benötigt wird. Sie fügen für jedes neue Teilwort ein weiteres Element mit den 
Analyseergebnissen am Anfang der Liste ein. Damit wird erreicht, daß das 
Grundwort das erste Element in der Liste ist und das Bestimmungswort des 
Kompositums das letzte. 
Zur Bestimmung der Wortart eines Wortes werden in der Funktion 
komp_wordart die erste bzw. die zwei ersten Stellen der Variable code betrachtet. 
Sie bildet die Entscheidungsgrundlage ob ein Teilwort einer gültigen Wortklasse 
(Nomen, Verben oder Adjektive) angehört. 
Die Funktion komp_prepare_resttlt durchläuft den Zerlegungsbaum von der 
Wurzel bis zu einem 'Blatt" ab dem auf dem Rückweg das Analyseergebnis 
zusammengesetzt wird. Der Weg beim Einsinken in den Baum wird durch die 
Variable ana_fiag der einzelnen Elemente bestimmt. Dabei bedeutet der Wert 
5 der nächste Knoten ist über den alLword-Pointer zu erreichen und der Wert 
6 legt den Weg über den komp_word-Pointer fest. 
komp_generate_resttlt erzeugt beim Aufstieg im Analysebaum eine Zerle-
gungsalternative des Eingabewortes. Dabei werden alle Elemente in eine Er-
gebnisliste aufgenommen, die über einen alLword-Pointer mit dem Vorgänger 
verbunden sind. 
Die generierte Analyseliste wird mit Hilfe der Funktion komp_proof_resttlt 
auf die korrekte Wortart der Einzelelemente geprüft. Listen die andere Teil-
komponenten als Nomen, Verben oder Adjektive besitzen werden als Lösung 
verworfen . 
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Das Analyseergebnis der Kompositazerlegung wird mit Hilfe der Funktion 
komp_outpuLres aufbereitet und angezeigt. Die Ausgabe wird von den früher 
beschriebenen Funktionen comp_nomina, comp_verb oder comp_adjectiverzeugt. 
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D Daten zur Performanz von Morphic-Plus 
Die Laufzeiten wurden auf einer SPARCstation-20 unter dem Betriebsystem 
Solaris 2.4 ermittelt. 
Programm Am .. Worte Lexikongröße Anzahl Zugriffe/Wort Worte/sec. 
des Textes (Anz. Einträge) Lexikonzugriffe analysiert 
kJl10rphic 38.856 52.460 618.115 15,91 80,0 
kJl10rphic 27.294 " 378.698 13,87 88,9 
morphic 38.856 " 158.895 4,09 150,6 
morphic 27.294 " 112.095 4,11 153,7 
kJl10rphic 38.856 11.473 546.953 14,08 123,7 ";-
kJl10rphic 27.294 _tI _ 334.496 12,26 133,0 
morphic 38.856 -"- 162.204 4,17 177,1 
morphic 27.294 _"_ 114.509 4,2 176,8 
Wie bereits in der Beschreibung der Komposita-Analyse (Kapitel 5) an-
geführt wurde, ist die Komposita-Zerlegung rechenintensiv. Es werden bei der 
Analyse eines Wortes im Durchschnitt zwischen 12 und 16 Zugriffe auf die Hash-
tabelle durchgeführt. Betrachtet man nur die Anzahl der Zugriffe bei Wörtern 
für die eine Komposita-Zerlegung durgeführt wird so erhält man leicht rund 
88 Hashtabellen-Zugriffe je Wort (Text mit 38.856 Wörttern, 5.187 Wörter mit 
Kompositabehandlung und 457.497 Lexikonzugriffe). 
Im Zuge einer Weiterentwicklung von Morphic-Plus ist hier ein Ansatzpunkt 
für Laufzeit- und Performanzoptimierungen. Man könnte sich die folgenden 
Ansätze für Verbesserungen vorstellen: 
• Einschränkung der Worte für die die Komposita-Analyse gestartet wird. 
• Einbau eines 'Analyse-Caches', der die wiederholte Analyse eines Wortes 
verhindert. 
• Arbeiten mit einer anderen Hash-Funktion, die die Tabellen kompl:eU im 
Hauptspeicher hält . (Zur Zeit auf SekundärspeicherjPlatte) 
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