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Abstract
We propose a general framework for group synchronization with adversarial corruption
and sufficiently small noise. Specifically, we apply a novel message passing procedure that
uses cycle consistency information in order to estimate the corruption levels of group ratios
and consequently infer the corrupted group ratios and solve the synchronization problem. We
first explain why the group cycle consistency information is essential for effectively solving
group synchronization problems. We then establish exact recovery and linear convergence
guarantees for the proposed message passing procedure under a deterministic setting with
adversarial corruption. These guarantees hold as long as the ratio of corrupted cycles per
edge is bounded by a reasonable constant. We also establish the stability of the proposed
procedure to sub-Gaussian noise. We further show that under a uniform corruption model,
the recovery results are sharp in terms of an information-theoretic bound.
1 Introduction
The problem of synchronization arises in important data-related tasks, such as structure from
motion (SfM), simultaneous localization and mapping (SLAM), Cryo-EM, community detection
and sensor network localization. The underlying setting of the problem includes objects with
associated states, where examples of a state are location, rotation and binary label. The main
problem is estimating the states of objects from the relative state measurements between pairs
of objects. One example is rotation synchronization, which aims to recover rotations of objects
from the relative rotations between pairs of objects. The problem is simple when one has the
correct measurements of all relative states. However, in practice the measurements of some
relative states can be erroneous or missing. The main goal of this paper is to establish a
theoretically-guaranteed solution for general compact group synchronization that can tolerate
large amount of measurement error.
We mathematically formulate the general problem in Section 1.1 and discuss common special
cases of this problem in Section 1.2. Section 1.3 briefly mentions the computational difficulties in
solving this problem and the disadvantages of the common convex relaxation approach. Section
1.4 non-technically describes our method, and Section 1.5 highlights its contributions. At last,
Section 1.6 provides a roadmap for the rest of the paper.
1.1 Problem Formulation
The most common mathematical setting of synchronization is group synchronization, which
asks to recover group elements from their noisy group ratios. It assumes a group G, a subset of
this group {g∗i }ni=1 and a graph G([n], E) with n vertices indexed by [n] = {1, . . . , n}. The group
ratio between g∗i and g
∗
j is defined as g
∗
ij = g
∗
i g
∗−1
j . We use the star superscript to emphasize
original elements of G, since the actual measurements can be corrupted or noisy.
∗This work was supported by NSF award DMS-18-21266.
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We say that a ratio g∗ij is corrupted when it is replaced by g˜ij ∈ G, either deterministically
or probabilistically. We partition E into the sets of uncorrupted (good) and corrupted (bad)
edges, which we denote by Eg and Eb, respectively.
For the purpose of quantitative estimation, we assume a metric dG on G, which is bi-invariant.
This means that for any g1, g2, g3 ∈ G,
dG(g1, g2) = dG(g3g1, g3g2) = dG(g1g3, g2g3).
We further assume that G is bounded with respect to dG and we thus restrict our theory to
compact groups. We appropriately scale dG so that the diameter of G is 1.
Additional noise can be applied to the group ratios associated with edges in Eg. For ij ∈ Eg,
the noise model replaces g∗ij with g
∗
ijg
ǫ
ij , where g
ǫ
ij is a G-valued random variable such that
dG(g
ǫ
ij , eG) is sub-Gaussian, where eG denotes the group identity. We denote the corrupted and
noisy group ratios by {gij}ij∈E and summarize their form as follows:
gij =
{
g∗ijg
ǫ
ij , ij ∈ Eg;
g˜ij , ij ∈ Eb.
(1)
When we refer to the noiseless case, we assume that gǫij = eG for all ij ∈ E. We view (1) as
an adversarial corruption model since corrupted group ratios can be arbitrary. We will only
need to restrict the topology of the corrupted subgraph G([n], Eb). For example, it is clear that
G([n], Eg) needs to be connected. Our stronger restriction is only discussed later in Section 5.1.
The problem of group synchronization asks to recover the original group elements {g∗i }i∈[n]
given the graph G([n], E) and corrupted and noisy group ratios {gij}ij∈E . One can only recover,
or approximate, the original group elements {g∗i }i∈[n] up to a right group action. Indeed, for
any g0 ∈ G, g∗ij can also be written as g∗i g0(g∗j g0)−1 and thus {g∗i g0}i∈[n] is also a solution.
In the noiseless case, one aims to exactly recover the original group elements under certain
conditions on the corruption and the graph. In the noisy case, one aims to nearly recover the
original group elements with recovery error depending on the distribution of dG(g
ǫ
ij , eG).
At last, we remark that for extended corruption and noise models, where a measurement gij
may not be in G, but in an embedding space, one can first project gij onto G and then apply
the advocated method. Theory developed for the former model can extend for the latter one.
1.2 Examples of Group Synchronization
We review the three common group synchronization instances.
1.2.1 Z2 Synchronization
This is the simplest and most widely known problem of group synchronization. The underlying
group, Z2, is commonly represented in this setting by {−1, 1} with direct multiplication. A
natural motivation for this problem is binary graph clustering, where one wishes to recover
the labels in {−1, 1} of two different clusters of graph nodes from corrupted measurements of
signed interactions between pairs of nodes connected by edges. Namely, the signed interaction
of two nodes is 1 if they are in the same cluster and -1 if they are in a different cluster. Note
that without any erroneous measurement, the signed interaction is obtained by multiplying the
corresponding labels and thus it corresponds to the group ratio g∗ij = g
∗
i g
∗−1
j . Also note that
clusters are determined up to a choice of labels, that is, up to multiplication by an element of
Z2. The Z2 synchronization problem is directly related to the Max-Cut problem [40] and to a
special setting of community detection [1, 8]. It has also been applied to solve specific problems
in sensor network localization [9].
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1.2.2 Permutation Synchronization
The underlying group of this problem is the symmetric group, that is, the discrete group of
permutations, SN . This synchronization problem was proposed in computer vision in order to
find globally consistent image matches from relative matches [32]. More specifically, one has a
set of images and n feature points that are common to all images, such as distinguished corners
of objects that appear in all images. These feature points, often referred to as keypoints, are
arbitrarily labeled in each image. For any pair of images one is given possibly corrupted versions
of the relative permutations between their keypoints. One then needs to consistently label all
keypoints in the given images. That is, one needs to find absolute permutations of the labels of
keypoints of a fixed image into the labels of keypoints of other images.
1.2.3 Rotation Synchronization
The problem of rotation synchronization, or equivalently, SO(3) synchronization, asks to recover
absolute rotations from corrupted relative rotations up to a global rotation. Its special case
of angular synchronization, or SO(2) synchronization, asks to recover the locations of points
on a circle (up to a an arbitrary rotation) given corrupted relative angles between pairs of
points. More generally, one may consider SO(d) synchronization for any d ≥ 2. Rotation
synchronization is widely used in 3D imaging and computer vision tasks. In particular, [38]
applies rotation synchronization for solving absolute rotations of molecules and [3, 7, 15, 17, 26,
31, 40] synchronize the relative rotations of cameras to obtain the global camera rotations in
the problem of structure from motion.
1.3 On the Complexity of the Problem and Its Common Approach
Many groups, such as Z2, SN and SO(d) are non-convex and their synchronization problems
are usually NP-hard [5, 13, 32]. Thus, many classic methods of group synchronization solve
instead a relaxed semidefinite programming (SDP) problem (see review of previous methods
and guarantees in Section 2). However, relaxation techniques may change the original problem
and may thus not recover the original group elements in the presence of severe corruption of
group ratios. Furthermore, the SDP formulations and analysis are specialized to the different
groups. Furthermore, their computational time can still be slow in practice.
1.4 Short and Non-technical Description of Our Work and Guarantees
The goal of this work is to formulate a universal and flexible framework that can address
different groups in a similar way. It exploits cycle consistency, which is a common property
shared by any group. That is, let L = {i1i2, i2i3 . . . imi1} be any cycle of length m1 and define
g∗L = g
∗
i1i2
g∗i2i3 · · · g∗imi1 , then the cycle consistency constraint is
g∗L = eG . (2)
That is, the multiplication of the original group ratios along a cycle yields the group identity.
In practice, one may only compute the following approximation for g∗L:
gL = gi1i2gi2i3 · · · gimi1 , (3)
where for faster computation we prefer using only 3-cycles, so that gL = gij gjk gki.
One basic idea is that the distances between gL and eG for cycles L containing edge ij, which
we refer to as cycle inconsistencies, provide information on the distance between g∗ij and gij ,
which we refer to as the corruption level of edge ij. We thus estimate these corruption levels by
1Recall that a cycle in a graph is a trail whose first and last vertices are the only repeated vertices.
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alternatingly updating messages between cycles and edges via a Cycle-Edge Message Passing
(CEMP) algorithm. The edges with high corruption levels can then be confidently removed.
In theory, the latter cleaning (or removal) procedure can be used for recovering the original
group elements in the noiseless case and for nearly recovering them in the case of sufficiently
small noise. In fact, we obtain the strongest theoretical guarantees for general group synchro-
nization with adversarial corruption. In practice, it is an effective cleaning procedure that can
be applied before an existing group synchronization solver. Indeed, existing solvers often cannot
deal with high and moderate levels of corruption and should benefit from initial application of
CEMP. Furthermore, a forthcoming applied paper uses ideas of this current work to directly
recover group elements.
The basic idea of this work was first sketched for the different problem of camera location
estimation in a conference paper [35] (we explain this problem later in Section 2.1). In addition
to formulating this idea to the general group synchronization problem as well as carefully ex-
plaining it in the context of message passing, we present nontrivial theoretical guarantees, unlike
the very basic and limited ones in [35]. Most importantly, we establish exact and relatively fast
recovery of the underlying group elements.
1.5 Contribution of This Work
The following are the main contributions of this work:
New insight into group synchronization: We mathematically establish the relevance of
cycle consistency information to the group synchronization problem (see Section 3).
Unified framework via message passing: CEMP applies to any compact group. This is due
to the careful incorporation of cycle consistency, which is a general property of groups. As later
explained in Section 4.3, our algorithm is different than all previous message passing approaches,
and in particular, does not require assumptions on the underlying joint distributions.
Strongest theory for adversarial Corruption: We claim that CEMP is the first algorithm
that is guaranteed to exactly recover group elements from adversarially corrupted group ratios
under reasonable assumptions (see Section 5.2). Previous guarantees for group synchronization
assume very special generative models and often asymptotic scenarios and special groups. We
are only aware of somewhat similar guarantees in [16, 19, 25] , but for the different problem
of camera location estimation. We claim that our theory is stronger since it only requires a
constant uniform upper bound on the local corruption levels, whereas a similar upper bound in
[16, 25] depends on n and the sparsity of the graph. Moreover, our argument is much simpler
than [16, 25] and we also need not assume the restrictive Erdo˝s-Re´nyi model for generating the
graph. While [16, 25] suggest a constructive solution and we only estimate the corruption levels,
the guarantees of [16, 25] only hold for the noiseless case, and in this case correct estimation of
corruption by our method is equivalent with correct solution of the group elements.
Stability to noise: We establish results for approximate recovery of CEMP in the presence
of both adversarial corruption and noise (see Sections 5.3 and 5.4). For sub-Gaussian noise,
we only require that the distribution of dG(gij , g
∗
ij) is independent and sub-Gaussian, unlike
previous specific noise distribution assumptions of gij [32, 33]. For the case where dG(gij , g
∗
ij) is
bounded for ij ∈ Eg, we state a deterministic perturbation result.
Sharp recovery according to an information-theoretic bound: We significantly improve
our results when the corrupted edges in Eb are generated by the Erdo˝s-Re´nyi model and the
corrupted group ratios are i.i.d. sampled from the Haar measure on G. In particular, with a
certain choice of parameters, we guarantee exact recovery and fast convergence by CEMP as long
as the problem in this setting is well-posed (in other words, as long as an information-theoretic
bound holds).
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1.6 Organization of the Paper
Section 2 gives an overview of previous relevant works. Section 3 mathematically establishes
the relevance of cycle-based information to the solution of group synchronization. Section
4 describes our proposed method, CEMP, and carefully interprets it as a message passing
algorithm. Section 5 establishes exact recovery and fast convergence for CEMP under the
adversarial corruption model and show the stability of CEMP under bounded and sub-Gaussian
noise. Section 6 establishes sharp guarantees under a special random corruption model. Section
7 concludes this work, while discussing possible extensions of it.
2 Related Works
This section reviews existing algorithms and guarantees for group synchronization and also
reviews methods that share similarity with the proposed approach. Section 2.1 overviews works
that utilize energy minimization and formulates a general framework for these works. Section 2.2
reviews previous methods for inferring corruption in special group synchronization problems by
the use of cycle-consistency information. Section 2.3 reviews message passing algorithms and
their applications to group synchronization.
2.1 Energy Minimization
Most works on group synchronization require minimizing an energy function. We first describe
a general framework for common group synchronization problems, and then review relevant
previous works. This framework can be formulated as the following minimization problem for
group synchronization with a metric dG defined on G:
min
gi∈G
ρ
((
dG(gij , gig
−1
j )
)
ij∈E
)
, (4)
where ρ is a function from R
|E|
+ to R+ (R+ denotes the set of nonnegative numbers) and |A| is
the cardinality of the set A. Natural examples of ρ include the sum of pth powers of elements,
where p > 0, the number of non-zero elements, and the maximal element. The elements of
Z2, Sm and SO(d) (that is, the most common groups that arise in synchronization problems),
can be represented by orthogonal matrices with sizes N = 1, m, and d, respectively. For these
groups, it is thus common to choose dG as the Frobenius norm of the difference of two group
elements, ρ(·) = (·)q, where q = 2 or q = 1, and consider the following minimization problem
min
gi∈G
∑
ij∈E
‖gig−1j − gij‖qF . (5)
For robust methods, q = 1 is a better choice, but for q = 2, one can formulate a convenient
equivalent formulation of (5). It uses x = (gi)i∈[n] ∈ RnN×N , X = xxT ∈ RnN×nN , that
is, X is a block matrix whose N × N blocks are gigTj , and the block matrix Y ∈ RnN×nN ,
where Yij = gij if ij ∈ E and Yij = 0
¯N×N
, otherwise. Using these components, the equivalent
formulation can be written as
max
X∈RnN×nN
Tr(XTY )
subject to Xii = IN×N , i = 1, . . . , n
X  0
rank (X) = N.
(6)
This formulation is convenient, since its two non-convex constraints, that is, rank(X) = N and
gi ∈ G, can be relaxed and then spectral approaches can be applied to make the solution of the
relaxed problem low-rank.
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This formulation and its SDP relaxation first appeared in the celebrated work of Goemans
and Williamson [14] on the max-cut problem. Their work can be viewed as a formulation
for solving Z2 synchronization. Amit Singer [36] clarified the relevance of this approach for
synchronization, in particular, for the continuous problem of angular synchronization.
The exact recovery for Z2 synchronization is studied in [2, 4] by assuming Erdo˝s-Re´nyi
graph, where each edge is independently corrupted with probability ǫ. Abbe et al. [2] show that
the information-theoretic bound for exact recovery is ǫ < 1/2 and also specify an information-
theoretic lower bound on the average degree of the graph in terms of ǫ. Bandeira [4] establishes
asymptotic exact recovery for the SDP relaxation of Z2 synchronization w.h.p. (with high prob-
ability) under the above information-theoretic regime. We remark that this SDP relaxation
corresponds to (6) with N = 1 and Y ∈ {−1, 1}n×n. Montanari and Sen [29] studied the
detection of good edges, instead of their recovery, under i.i.d. additive Gaussian noise.
Asymptotic exact recovery for the SDP relaxation of permutation synchronization appears in
[18, 32]. In [32], noise is added to the relative permutations in SN . The permutations are repre-
sented by N×N matrices and the elements of the additive N×N noise matrix are i.i.d. N(0, η2).
In this setting, the exact recovery can be guaranteed when η2 < (n/N)/(1 + 4(n/N)−1) as
nN → ∞. Another work [18] proves that the cycle consistency of gij in permutation synchro-
nization is equivalent to the positive semidefiniteness of Y . Thus, the task of permutation
synchronization is reduced to finding the closest positive semidefinite matrix to Y . For this
purpose, an SDP relaxation, different from (6), is proposed. It is shown in [18] that for fixed N
and probability of corruption less than 0.5, their method exactly recovers the underlying permu-
tations w.h.p. as n→∞. We remark that [18] assumes element-wise corruption of permutation
matrices which is different than ours.
Rotation synchronization has been extensively studied [3, 7, 15, 17, 26, 40]. In order to deal
with corruption, it is most common to use ℓ1 energy minimization [7, 17, 40]. For example, Wang
and Singer formulated a robust SO(d) synchronization, for any d ≥ 2, as the solution of (5)
with q = 1 and G = SO(d). Inspired by the analysis of [43, 24], they established asymptotic and
probabilistic exact recovery by the solution of their minimization problem under the following
very special probabilistic model: The graph is complete, the corruption model is Bernoulli
(so the corrupted subgraph is Erdo˝s-Re´nyi) with corruption probability less than a critical
probability pc ∈ (0, 1) that depends on d, and the corrupted rotations are i.i.d. sampled from
the Haar distribution on SO(d). They proposed an alternating direction augmented Lagrangian
method for solving their formulation.
A somewhat similar problem to group synchronization is camera location estimation [16, 30,
31, 35]. It uses the non-compact group R3 with vector addition and its input includes possibly
corrupted measurements of {Tg∗ij}ij∈E, where T (g∗ij) = g∗ij/‖g∗ij‖ and ‖·‖ denotes the Euclidean
norm. The application of T distorts the group structure and may result in loss of information.
For this problem other forms of energy minimization have been proposed, which often differ
from the framework in (5). The first exact recovery result for a specific energy-minimization
algorithm was established by Hand, Lee and Voroniski [16]. The significance of this work is in
the relatively weak assumptions of the corruption model, whereas in the previously mentioned
works on exact recovery [2, 4, 8, 18, 32, 40], the corrupted group ratios followed very specific
probability distributions. More specifically, the main model in [16] assumed an Erdo˝s-Re´nyi
graph G([n], E) with parameter p for connecting edges and an arbitrary corrupted set of edges
Eb, whose corruption is quantified by the maximal degree of G([n], Eb) divided by n, which is
denoted by ǫb. The transformed group ratios, T (gij), are T (g
∗
ij) for ij ∈ Eg and are arbitrarily
chosen in S2, the unit sphere, for ij ∈ Eb. They established exact recovery under this model with
ǫb = O(p
5/ log3 n). A similar exact recovery theory for another energy-minimization algorithm,
namely the Least Unsquared Deviations (LUD)[30], was established by Lerman, Shi and Zhang
[25], but with the stronger corruption bound, ǫb = O(p
7/3/ log9/2 n).
Huang et al. [19] solves an ℓ1 formulation for 1D translation synchronization, where G = R
6
with regular addition. They propose a special version of IRLS and provide a deterministic exact
recovery guarantee that depends on ǫb and a quantity that uses the graph Laplacian.
2.2 Synchronization Methods Based on Cycle Consistency
Previous methods that use the cycle consistency constraint in (2) only focus on synchronizing
camera rotations. Additional methods use a different cycle consistency constraint to synchronize
camera locations. Assuming that G lies in a metric space with metric dG(· , ·), the corruption
level in a cycle L can be indicated by the cycle inconsistency measure dG(gL , eG), where gL was
defined in (3). There exist few works that exploit such information to identify and remove the
corrupted edges. A likelihood-based method [42] was proposed to classify the corrupted and
uncorrupted edges (relative camera motion) from observations dG(gL , eG) of many sampled L’s.
This work has no theoretical guarantees. It seeks to solve the following problem:
max
xij∈{0,1}
∏
L
Pr ({xij}ij∈L|dG(gL , eG)) . (7)
The variables {xij}ij∈E provide the assignment of edge ij in the sense that xij = 1{ij∈Eg}, where
1 denotes the indicator function. One of the proposed solutions in [42] is a linear programming
relaxation of (7). The other proposed solution of (7) uses belief propagation. It is completely
different than the message passing approach proposed in this work.
Sheen et al. [34] finds a cleaner subset of edges by searching for consistent cycles. In par-
ticular, if a cycle L of length m satisfies dG(gL , e) < ǫ/
√
m, then all the edges in the cycle are
treated as uncorrupted. However, this approach lacks any theoretical guarantees and may fail
in various cases. For example, the case where edges are maliciously corrupted and some cycles
with corrupted edges satisfy dG(gL , e) < ǫ/
√
m.
An iterative reweighting strategy, referred to as IR-AAB, was proposed in [35] to identify
corrupted pairwise directions when estimating camera locations. Experiments on synthetic data
show that IR-AAB is able to detect exactly the set of corrupted pairwise directions that are
uniformly distributed on S2 with low or medium corruption rate. However, this strategy was
only restricted to the camera location estimation and no exact recovery guarantees were provided
for the reweighting algorithm. We remark that our current work is a generalization of [35] to
a wide range of synchronization problems. We also provide a message-passing interpretation
and generalization of [35], though, for simplicity, we restrict the current discussion to group
synchronization.
2.3 Message Passing Algorithms
Message passing algorithms are efficient methods for statistical inference on graphical models.
The most famous message passing algorithm is belief propagation (BP) [41]. It is an efficient
algorithm for solving marginal distribution or maximizing the joint probability density of a
set of random variables that are defined on a Bayesian network. The joint density and the
corresponding Bayesian network can be uniquely described by a factor graph that encodes
the dependencies of factors on the random variables. In particular, each factor is considered
as a function of a small subset of random variables and the joint density is assumed as the
product of these factors. The BP algorithm passes messages between the random variables and
factors in the factor graph. When the factor graph is a tree, then BP is equivalent to dynamic
programming and can converge in finite iterations. However, when the factor graph contains
loops, BP has no guarantee of convergence and accuracy. The BP algorithm is applied in [42]
to solve the maximal likelihood problem (7). However, since the factor graph defined in [42]
contains many loops, there are no guarantees on the convergence and accuracy of the solution.
Another famous class of message passing algorithms is approximate message passing (AMP)
[10, 33]. AMP can be viewed as a modified version of BP and it is also used to compute marginal
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distribution and maximal likelihood. The main advantage of AMP over BP is that it enjoys
asymptotic convergence guarantees even on loopy factor graphs. AMP was first proposed by
Donoho, Maleki, and Montanari [10] to solve the compressed sensing problem. They formulated
the convex program for this problem as a maximal likelihood estimation problem and then solved
it by AMP. Perry et al. [33] applies AMP to group synchronization over any compact group.
However, they have no corruption and only assume additive i.i.d. Gaussian noise model, where
they seek asymptotic solution that is statistically optimal.
Another message passing algorithm [8] was proposed for Z2 synchronization. It assigns
probabilities of correct labeling to each node and each edge. These probabilities are iteratively
passed and updated between nodes and edges until convergence. There are several drawbacks
of this method. First of all, it cannot be generalized to other group synchronization problems.
Second, its performance is worse than SDP relaxation under high corruption [8]. At last, no
theoretical guarantee of exact recovery is established. We remark that this method is completely
different than the method proposed in here.
3 Cycle Consistency is Essential for Group Synchronization
In this section, we establish a fundamental relationship between cycle consistency and group
synchronization, while assuming the noiseless case. We recall that dG is a bi-invariant metric
on G and that the diameter of G is 1, that is, dG(· , ·) ≤ 1.
Although the ultimate goal of this paper is to estimate group elements {g∗i }i∈[n] from group
ratios {gij}ij∈E, we primarily focus on a variant of such task. That is, estimating the corruption
level
s∗ij = dG(gij , g
∗
ij), ij ∈ E, (8)
from the cycle-inconsistency measure
dL = dG(gL, eG), L ∈ C, (9)
where C is a set of cycles that are either randomly sampled or deterministically selected. In
practice, shorter cycles are preferable due to faster implementation and less uncertainties [42],
and thus when establishing the theory for CEMP in Sections 5 and 6 we let C be the set of
3-cycles C3. However, we currently leave the general notation as our work extends to the more
general case. After estimating {s∗ij}ij∈E , one may filter out the corrupted edges. We explained
in Section 1.4 why this filtering, or cleaning, procedure solves our underlying problem.
Remark 3.1. For corruption estimation, only the set {dL}L∈C is needed, which is simpler than
the set of given group ratios {gij}ij∈E. This may ease the computational burden when making
statistical inference from {dL}L∈C. However, when estimating group elements at the final step,
the cleaned version of {gij}ij∈E is needed.
We next explain why cycle-consistency information is essential for solving the problems
of corruption estimation and group synchronization. Section 3.1 shows that the set of cycle-
inconsistency measures, {dL}L∈C , provides sufficient information for recovering corruption levels.
Section 3.2 shows that cycle consistency is closely related to group synchronization and plays a
central role in its solution. It further explains that many previous works implicitly exploit cycle
consistency information.
3.1 Exact Recovery Relies on a Good-Cycle Condition
It is not obvious that the set {dL}L∈C contains sufficient information-that is useful for recovering
{s∗ij}ij∈E, since the former set generally contains less information-than the original input of our
problem, {gij}ij∈E. Proposition 3.3 implies that if every edge is contained in a good cycle (see
formal definition below), then {dL}L∈C actually contains the set {s∗ij}ij∈E .
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Definition 3.2 (Good-Cycle Condition). G([n], E), Eg and C satisfy the good-cycle condition
if for each ij ∈ E, there exists at least one cycle L ∈ C containing ij such that L \ {ij} ⊆ Eg.
Proposition 3.3. Assume data generated by the noiseless adversarial corruption model satisfy-
ing the good-cycle condition. Then, s∗ij = dL ∀ij ∈ E, L ∈ C such that ij ∈ L and L\{ij} ⊆ Eg.
Proof. Fix ij ∈ E and let L = {ij, jk1 , k1k2, k2k3, . . . , kmi} ∋ ij be a good cycle, i.e., L \ {ij} ⊆
Eg. Applying the definitions of dL and then gL, then right multiplying with g
∗
ij while using the
bi-invariance of dG , next applying (2) and at last applying the definition of s
∗
ij, yield
dL = dG(gL, eG) = dG(gijg
∗
jk1 · · · g∗kmi, eG) = dG(gijg∗jk1 · · · g∗kmig∗ij, g∗ij) = dG(gij , g∗ij) = s∗ij.
Corollary 3.4. In the setting of Proposition 3.3, exact estimation of {s∗ij}ij∈E and exact re-
covery of the set of good edges Eg are equivalent.
Proof. If the set {s∗ij}ij∈E is known, then the subgraph G([n], Eg) can be exactly recovered since
Eg = {ij ∈ E : s∗ij = 0}. Similarly, given Eg, one can exactly recover s∗ij by Proposition 3.3.
Remark 3.5. Once Eg is recovered, the exact recovery of group elements {g∗i }i∈[n] becomes
trivial if Eg spans the whole graph. Indeed, one may start from a fixed g
∗
1 and multiply correct
group ratios that are indicated by Eg, to find the rest of {g∗i }i∈[n].
At last, we formulate a stronger quantitative version of Proposition 3.3, which we frequently
use in establishing our theory. We prove it in Appendix A.1.
Lemma 3.6. If dG is bi-invariant, then for all ij ∈ E and any cycle L containing ij in the
original graph G([n], E),
|dL − s∗ij| ≤
∑
ab∈L\{ij}
s∗ab.
3.2 A Natural Mapping of Group Elements onto Cycle-Consistent Ratios
Another reason of exploiting the cycle consistency constraint (2) is its crucial connection to
group synchronization. Before stating the relationship clearly, we define the following notation.
Denote by (gi)i∈[n] ∈ Gn and (gij)ij∈E ∈ G|E| the elements of the product spaces Gn and G|E|
respectively. We say that (gi)i∈[n] and (g
′
i)i∈[n] are equivalent, which we denote by (gi)i∈[n] ∼
(g′i)i∈[n], if there exists g0 ∈ G such that gi = g′ig0 for all i ∈ [n]. This relationship induces an
equivalence class [(gi)i∈[n]] for each (gi)i∈[n] ∈ Gn. In other words, each [(gi)i∈[n]] is an element
of the quotient space Gn/∼. We define the set of cycle-consistent (gij)ij∈E with respect to C by
GC = {(gij)ij∈E ∈ G|E| : gL = eG ,∀L ∈ C}.
The following proposition demonstrates a bijection between the group elements and cycle-
consistent group ratios.
Proposition 3.7. Assume that G([n], E) is connected and any ij ∈ E is contained in at least
one cycle in C. Then, f : Gn/∼ → GC defined by f([(gi)i∈[n]]) = (gig−1j )ij∈E is a bijection.
Proof. For any ij ∈ E, let Lij denote a path between nodes i and j. We claim that f is
invertible and its inverse is f−1((gij)ij∈E) = [(gLikgk)i∈[n]], where k ∈ [n] (due to the equivalence
relationship, this definition is independent of the choice of k). Using the definitions of f−1 and
then f , basic group properties and the cycle consistency constraints for cycles in C,
ff−1((gij)ij∈E) = f([(gLikgk)i∈[n]]) = (gLikgk(gLjkgk)
−1)ij∈E = (gLikg
−1
Ljk
)ij∈E = (gij)ij∈E.
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For ij ∈ E, define gˆij = gig−1j and note that (gˆij)ij∈E is cycle consistent for any cycle in
G([n], E). Thus, gˆLik = gˆik = gig
−1
k . Using this observation and the definitions of f and f
−1
f−1f([(gi)i∈[n]]) = f
−1((gˆij)ij∈E) = [(gˆLikgk)i∈[n]] = [(gi)i∈[n]].
The combination of the above two equations concludes the proof.
Remark 3.8. The function f is an isomorphism, that is,
f([(gi)i∈[n]] · [(g′i)i∈[n]]) = (gig−1j )ij∈E · (g′ig′−1j )ij∈E,
if and only if G is Abelian. Indeed, if G is Abelian the above equation is obvious. If the above
equation holds ∀(gi)i∈[n], (g′i)i∈[n] ∈ Gn, then gig′ig′−1j g−1j = gig−1j g′ig′−1j ∀(gi)i∈[n], (g′i)i∈[n] ∈ Gn.
Letting gi = g
′
j = eG yields that g
′
ig
−1
j = g
−1
j g
′
i ∀g′i, gj ∈ G, and thus G is Abelian.
Remark 3.9. The condition on C of Proposition 3.7 holds under the good-cycle condition.
This proposition signifies that previous works on group synchronization implicitly enforce cy-
cle consistency information. Indeed, consider the formulation in (4) that searches for (gi)i∈[n] ∈
Gn (more precisely, [(gi)i∈[n]] ∈ Gn/∼) that minimize a function of {dG(gij , gig−1j )}ij∈E . In view
of the explicit expression for the bijection f in Proposition 3.7, this is equivalent to finding the
closest cycle-consistent group ratios (g′ij)ij∈E ∈ GC to the given group ratios (gij)ij∈E. However,
direct solutions of (4) are hard and proposed algorithms often relax the original minimization
problem and thus their relationship with cycle-consistent group ratios may not be clear. A
special case that may further demonstrate the implicit use of cycle-consistency in group syn-
chronization is when using ρ(·) = ‖·‖0 (that is, ρ is the number of non-zero elements) in (4). We
note that this formulation asks to minimize among gi ∈ G the number of non-zero elements in
(dG(gij , gig
−1
j ))ij∈E. By Proposition 3.7, it is equivalent to minimizing among (g
′
ij)ij∈E ∈ GC the
number of elements in {ij ∈ E : gij 6= g′ij}, or similarly, maximizing the number of elements in
{ij ∈ E : gij = g′ij}. Thus the problem can be formulated as finding the maximal E′ ⊆ E such
that {gij}ij∈E′ is cycle-consistent. If the maximal set is Eg (and this is the case, for example,
under the uniform corruption model discussed in Section 6.1), then in view of Corollary 3.4,
its recovery is equivalent with exact recovery of {s∗ij}ij∈E . Section 7 explains that the vector
diffusion maps (VDM) [39] also implicitly use cycle consistency information.
4 Cycle-Edge Message Passing (CEMP)
We describe CEMP and explain the underlying statistical model that motivates the algorithm.
Section 4.1 defines the cycle-edge graph (CEG) that will be used to describe the message passing
procedure. Section 4.2 describes CEMP and discusses at length its interpretation and some of
its properties. Section 4.3 compares CEMP with BP, AMP and IRLS.
4.1 Cycle-Edge Graph
We define the notion of a cycle-edge graph (CEG), which is analogous to the factor graph in
belief propagation. Given the graph G([n], E) and a set of cycles C, the corresponding cycle-edge
graph GCE(VCE , ECE) is formed in the following way.
1. The set of vertices in GCE is VCE = C ∪E. All L ∈ C are called cycle nodes and all ij ∈ E
are called edge nodes.
2. GCE is a bipartite graph, where the set of edges in GCE is all the pairs (ij, L) such that
ij ∈ L in the original graph G([n], E).
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For each cycle node L in GCE , the set of its neighboring edge nodes in GCE is NL = {ij ∈
E : ij ∈ L}. That is, the set of edges contained in L in the original graph G([n], E). We
remark that we may treat edges and cycles as elements of either GCE or G([n], E) depending
on the context. For each edge node ij in GCE , the set of its neighboring cycle nodes in GCE is
Nij = {L ∈ C : ij ∈ L}. That is, the set of cycles containing ij in the original graph G([n], E).
4.2 Description of CEMP
Given relative measurements (gij)ij∈E with respect to a graph G([n], E), the CEMP algorithm
tries to estimate the corruption levels s∗ij, ij ∈ E, defined in (8) by using the inconsistency
measures dL, L ∈ C, defined in (9). It does it iteratively, where we denote by sij(t) the estimate
of s∗ij at iteration t. Algorithm 1 sketches CEMP. We note that it has the following stages: 1)
generation of CEG (which is described in Section 4.1); 2) computation of the cycle inconsistency
(see (12)) 3) weight initialization for message passing (see (13)); 4) message passing from cycles
to edges (see (14)); and 5) message passing from edges to cycles (see (15)).
The above first three steps of the algorithms are straightforward. In order to explain the
last two steps we introduce some notation in Section 4.2.1. Brief explanation of the fourth step
appears in Section 4.2.2. The fifth step is then explained in Section 4.2.3 and a statistical model
is also introduced to further clarify it. Section 4.2.4 explains the fourth step in view of this
latter model. Section 4.2.5 summarizes the basic insights about CEMP in a simple diagram.
Section 4.2.6 interprets the use of two specific reweighting functions for CEMP. Finally, Section
4.2.7 briefly clarifies the computational complexity of CEMP.
We remark that we separate the fourth and fifth steps for clarity of presentation, however,
one may combine them together by replacing the two loops with (14) and (15) by a single loop
computing for each ij ∈ E
sij(t+ 1) =
∑
L∈Nij
∏
ab∈NL\{ij}
f(sab(t);βt) · dL∑
L∈Nij
∏
ab∈NL\{ij}
f(sab(t);βt)
. (10)
For C = C3, the update rule (10) can be further simplified (see (33) and (34)).
4.2.1 Notation
Let Dij = {dL : L ∈ Nij} denote the set of inconsistencies levels with respect to ij, Gij = {L ∈
Nij : NL \ {ij} ⊆ Eg} denote the set of “good cycles” with respect to ij, and CIij = {L ∈ Nij :
dL = s
∗
ij} denote the set of cycles with correct information of corruption with respect to ij.
4.2.2 Message Passing from Cycles to Edges
Here we briefly explain the fourth step of the algorithm, which estimates, at iteration t, s∗ij
according to (14). This step uses the weights updated at the next iteration.
We note that Proposition 3.3 can be formulated as follows: Gij ⊆ CIij. Assuming that the
good-cycle condition holds, then Gij 6= ∅ and thus by Proposition 3.3, CIij 6= ∅, or equivalently,
s∗ij ∈ Dij, ij ∈ E.
This equation suggests an estimation procedure of {s∗ij}ij∈E. On the one hand, one may greedily
search for s∗ij among all elements of Dij , but this is a hard combinatorial problem. On the other
hand, one may relax this problem and search over the convex hull of Dij, but this relaxation
may generally lead to poor approximation. We note that (14) follows the latter approach.
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Algorithm 1 Cycle-Edge Message Passing (CEMP)
Input: graph G([n], E), relative measurements (gij)ij∈E , choice of metric dG , the set of sam-
pled/selected cycles C (default: C = C3), total time step T , increasing parameters {βt}Tt=0
(theoretical choices are discussed in Sections 5 and 6), reweighting function
f(x;βt) = 1{x≤ 1
βt
} or f(x;βt) = e
−βtx (11)
Steps:
Generate CEG from G([n], E) and C
for ij ∈ E and L ∈ Nij do
dL = dG(gL, eG) (12)
end for
for ij ∈ E and L ∈ Nij do
wij,L(0) =
1
|Nij| (13)
end for
for t = 1 : T do
for ij ∈ E do
sij(t) =
∑
L∈Nij
wij,L(t− 1)dL (14)
end for
for ij ∈ E and L ∈ Nij do
wij,L(t) =
1
Zij(t)
∏
ab∈NL\{ij}
f(sab(t);βt), Zij(t) =
∑
L∈Nij
∏
ab∈NL\{ij}
f(sab(t);βt) (15)
end for
end for
Output: (sij(t))ij∈E
At last, we note that (14) implies the following ideal weights for good approximation, which
we use in Section 4.2.3,
w∗ij,L =
1
|Gij |1{L∈Gij} for ij ∈ E and L ∈ Nij. (16)
Indeed,
∑
L∈Nij
w∗ij,LdL =
1
|Gij |
∑
L∈Nij
1{L∈Gij}dL =
1
|Gij |
∑
L∈Gij
dL =
1
|Gij |
∑
L∈Gij
s∗ij = s
∗
ij, (17)
where the equality before last uses Proposition 3.3. We further clarify (14) in Section 4.2.4.
4.2.3 Message Passing from Edges to Cycles
Here we explain the fifth step of the algorithm, which estimates wij,L(t) according to (15). We
remark that Zij(t) is the normalization factor assuring that
∑
L∈Nij
wij,L(t) = 1.
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In order to better interpret our procedure, we propose a statistical model. We assume
that {s∗ij}ij∈E and {sij(t)}ij∈E are both i.i.d. random variables and that for any ij ∈ E, s∗ij is
independent of skl(t) for kl 6= ij ∈ E. We further assume that
Pr(s∗ab = 0|sab(t) = x) = f(x;βt). (18)
Unlike common message passing models, we do not need to specify other probabilities, such as
joint densities. In view of these assumptions, (15) can be formally rewritten as
wij,L(t) =
1
Zij(t)
∏
ab∈NL\{ij}
Pr
(
s∗ab = 0
∣∣∣ sab(t)) = 1
Zij(t)
∏
ab∈NL\{ij}
f(sab(t);βt). (19)
We also note that the default choices for f(x;βt) in (11) lead to the following update rules:
Rule A: wij,L(t) =
1
Zij(t)
1{
max
ab∈NL\{ij}
sab(t)≤
1
βt
} (20)
Rule B: wij,L(t) =
1
Zij(t)
exp

−βt ∑
ab∈NL\{ij}
sab(t)

 . (21)
Given this statistical model, in particular, using the i.i.d. property of s∗ij and sij(t), the
update rule (19) can be rewritten as
wij,L(t) =
1
Zij(t)
Pr
(
(s∗ab)ab∈NL\{ij} = 0¯
∣∣∣ (sab(t))ab∈NL\{ij}
)
=
1
Zij(t)
Pr
(
NL \ {ij} ⊆ Eg
∣∣∣ (sab(t))ab∈NL\{ij}
)
=
1
Zij(t)
Pr
(
L ∈ Gij
∣∣∣ (sab(t))ab∈NL\{ij}
)
. (22)
We claim that ((s∗ij)ij∈E, (w
∗
ij,L)ij∈E,L∈Nij) is a fixed point of the system of the two update
rules (14) and (22). To show this, we first note that
w∗ij,L =
1
Z∗ij
Pr
(
L ∈ Gij
∣∣∣ (s∗ab)ab∈NL\{ij}
)
. (23)
This equation follows from the fact that the events L ∈ Gij and s∗ab = 0 ∀ab ∈ NL \ {ij}
coincide, and thus (16) and (23) are equivalent, where the normalization factor Z∗ij equals |Gij |.
Therefore, in view of (14) and (17) as well as (22) and (23), our claim about a fixed point is
verified. The detail on the theory of convergence to this fixed point is presented in Section 5.
4.2.4 Interpretation of (14) Using the Statistical Model
It is easier to explain (14) when Gij = CIij. We have shown above that under the good-cycle
condition Gij ⊆ CIij, however, the opposite relation may not hold in general as a cycle may
contain corrupted edges and may still provide correct information. Nevertheless, under some
random models for the corruption, such as the ones in [32, 40], the latter case occurs with
probability zero, or equivalently, dL 6= s∗ij for any L /∈ Gij with probability one.
Assuming that Gij = CIij, (22) can be written as
wij,L(t) =
1
Zij(t)
Pr
(
s∗ij = dL
∣∣∣ (sab(t))ab∈NL\{ij}
)
. (24)
The update rule (14) can thus be interpreted as an iterative voting procedure for estimating
s∗ij, where cycle L ∈ Nij estimates s∗ij at iteration t by dL with confidence wij,L(t − 1) that
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probabilities of edges ij ∈ E being uncorrupted
by (11) and (18)
=⇒
{
Pr(s∗ij = 0|sij(t))
}
ij∈E
estimation of corruption levels
ww by (24)
{sij(t)}ij∈E
probabilities that cycles L ∈ Nij provide the
correct corruption information for edges ij ∈ E
by (14)⇐= {wij,L(t)}ij∈E,L∈Nij
Figure 1: Diagram for explaining CEMP
s∗ij = dL. If L /∈ Gij , then its inconsistency measure dL is contaminated by corrupted edges in
L and we expect its weight to decrease with the amount of corruption. This is demonstrated
in the update rules of (20) and (21), where any corrupted edge ab in a cycle L ∈ Nij, whose
corruption is measured by the size of sab(t), would decrease the weight wij,L(t).
We can also express (14) in terms of the following probability measure µij(x; t) on Dij :
µij(x; t) =
∑
L∈Nij ,dL=x
wij,L(t) for any x ∈ Dij.
This probability measure can be regarded as the estimated posterior distribution of s∗ij given
the estimated corruption levels (sab(t))ab∈E\{ij}. The update rule (14) for estimating s
∗
ij can be
reformulated as follows:
sij(t) = Eµij(x;t−1)s
∗
ij =
∑
x∈Dij
µij(x; t− 1) · x.
4.2.5 Summarizing Diagram for the Message Passing Procedure
We further clarify the message passing procedure by the following simple diagram in Figure 1.
It requires the statistical model of Section 4.2.3 and the assumption Gij = CIij of Section 4.2.4.
The RHS of the diagram expresses two main binary distributions. The first one is for edge
ij being uncorrupted and the second one is that cycle L ∈ Nij provides the correct information
for edge ij. We use the term “Message Passing” since CEMP iteratively updates these two
probabilistic distributions by using each other in turn. The update of the second distribution
by the first one is more direct. The opposite update requires the estimation of corruption levels.
4.2.6 Refined Statistical Model for the Specific Reweighting Functions
The two choices of f(x;βt) in (11) correspond to a more refined probabilistic model on s
∗
ij
and sij(t), which can also apply to other choices of reweighting functions. In addition to the
above assumptions ({s∗ij}ij∈E and {sij(t)}ij∈E are i.i.d. random variables; for any ij ∈ E, s∗ij is
independent of skl(t) for kl 6= ij ∈ E; and (18)), it assumes that the edges in E are independently
corrupted with probability q.
We emphasize that these assumptions, including the previous ones, are only used for clearer
interpretation of CEMP, but are not used in our theoretical guarantees.
We denote by Fg(x; t) and Fb(x; t) the probability distributions of sij(t) conditioned on the
events s∗ij = 0 and s
∗
ij 6= 0 respectively. We further denote by pg(x; t) and pb(x; t), the respective
probability density functions of Fg(x; t) and Fb(x; t) and define r(x; t) = pb(x; t)/pg(x; t). By
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Bayes’ rule and the above assumptions, for any ij ∈ E
f(sij(t);βt) = Pr(s
∗
ij = 0|sij(t)) =
(1− q) · pg(x; t) (sij(t))
(1− q) · pg(x; t) (sij(t)) + q · pb(x; t) (sij(t))
=
(
1 +
q
1− q · r(x; t) (sij(t))
)−1
. (25)
One can note that the update rule A in (20) corresponds to (19) with (25) and
r(x; t) ∝ 1{x≤1}
1{x≤ 1
βt
}
=
{
1, 0 ≤ x < 1βt ;
∞, 1βt ≤ x ≤ 1.
(26)
Due to the normalization factor and the fact that each cycle has the same length, the update
rule A is invariant to the scale of r(x; t), and we thus used the proportionality symbol. Note that
there are infinitely many Fg(x; t) and Fb(x; t) that result in such r(x; t). One simple example is
uniform Fg(x; t) and Fb(x; t) on [0, 1/βt] and [0, 1] respectively.
One can also note that the update rule B approximately corresponds to (19) with (25) and
r(x; t) = αeβtx for sufficiently large α and x ∈ [0, 1]. (27)
Indeed, by plugging (27) in (25) we obtain that for α′ = αq/(1− q)
f(sij(t);βt) = (1 + α
′eβtx)−1 ≈ e−βtx/α′. (28)
Since the update rule B is invariant to scale (for the same reason explained above for the update
rule A), α can be chosen arbitrarily large to yield good approximation in (28) with sufficiently
large α′. One may obtain (27) by choosing Fg(x; t) and Fb(x; t) as exponential distributions
restricted to [0, 1], or normal distributions restricted to [0, 1] with the same variance but different
means.
As explained later in Section 5, βt needs to approach infinity in the noiseless case. We note
that this implies that r(x; t) (in either (26) or (27)) is infinite at x ∈ (0, 1] and finite at x = 0.
Therefore, in this case, Fg(x; t)→ δ0. This makes sense since s∗ij = 0 when ij ∈ Eg.
Remark 4.1. Neither rules A nor B makes explicit assumptions on the distributions of sij(t)
and s∗ij and thus there are infinitely many choices of Fg(x; t) and Fb(x; t), which we find flexible.
4.2.7 On the Computational Complexity of CEMP
We note that for each L ∈ C, CEMP needs to compute dL and thus the complexity at each
iteration is of order O(
∑
L∈C |L|). In the case of C = C3, which we advocate later, this complexity
is of order O(n3). In practice, one can implement a faster version of CEMP by only selecting a
fixed number of 3-cycles per edge which reduces the complexity per iteration to O(n2). In order
to obtain the overall complexity, and not the complexity per iteration, one needs to guarantee
sufficiently fast convergence. Our later theoretical statements guarantee linear convergence of
CEMP under various conditions and consequently guarantee that the overall complexity is of
the same order of the complexity per iteration. We note that the higher complexity, that is,
O(n3), is lower than that of common SDP relaxations. We thus refer to our method as relatively
fast.
4.3 Comparison of CEMP with BP, AMP and IRLS
CEMP is different from BP [41] in the following ways. First of all, unlike BP that needs to
explicitly define the joint density and the statistical model a-priori, CEMP does not use an
explicit objective function and only use relatively weak assumptions on the corruption model.
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Second, CEMP is provably guaranteed (under certain level of corruption) to handle factor
graphs that contain loops. Third, CEMP utilizes the auxiliary variable sij(t) that connects the
two binary distributions on the RHS of the diagram in Figure 1. Thus, unlike (7) of BP that
only distinguishes the two events: ij ∈ Eg and ij ∈ Eb, CEMP also tries to approximate the
exact value of corruption levels s∗ij for all ij ∈ E, which can help in inferring corrupted edges.
In practice, AMP [33] directly solves group elements, but with limited theoretical guarantees
for group synchronization. CEMP has two main advantages over AMP. First of all, AMP
for group synchronization [33] assumes additive Gaussian noise without additional corruption,
whereas our model allows both adversarial corruption and sub-Gaussian noise. Second of all,
the heuristic argument of using AMP for group synchronization (see Section 6 of [33]) claims to
only provide asymptotic convergence theory, whereas CEMP has convergence guarantees under
certain deterministic conditions for finite sample with attractive convergence rate.
Another related line of work is IRLS that is commonly used to solve ℓ1 minimization prob-
lems. At each iteration, it utilizes the residue of a weighted least squares solution to quantify
the corruption level at each edge. Based on these corruption levels, new weights are assigned
for an updated weighted least squares problem, and the process continues till convergence. The
IRLS reweighting strategy is rather aggressive, and in the case of high level of corruption, it may
wrongly assign extremely high weights to corrupted edges and consequently fail to converge.
Moreover, the ℓ1 formulation is statistically optimal only to a special heavy-tailed distribution,
and is not optimal, for example, to the corruption models proposed in [25, 40]. Instead of as-
signing weights to edges, CEMP assigns weights to cycles and uses the weighted cycles to infer
the corruption levels of edges. It starts with a conservative reweighting strategy with βt small
and gradually makes it more aggressive by increasing βt. This reweighting strategy is crucial
for guaranteeing the convergence of CEMP.
5 Theory for Adversarial Corruption
We show that when the ratio between the size of Gij (defined in Section 4.2.1) and the size
of Nij (defined in Section 4.1) is uniformly above a certain threshold and {βt}Tt=0 is increasing
and chosen in a certain way, then for all ij ∈ E, the estimated corruption level sij(t) linearly
converges to s∗ij , and the convergence is uniform over all ij ∈ E. The theory is similar for both
update rules A and B. Note that the uniform lower bound on the above ratio is a geometric
restriction on the set Eb. This is the only restriction as we consider in this paper the adversarial
setting, where the group ratios gij for ij ∈ Eb can be arbitrarily chosen, either deterministically
or randomly. We mentioned in Section 1.5 that the only other guarantees for such adversarial
corruption but for a different problem are in [16, 25] and that we found them weaker.
The rest of the section is organized as follows. Section 5.1 presents preliminary notation
and background. Section 5.2 establishes the linear convergence of CEMP to the ground truth
corruption level under adversarial corruption. Section 5.3 establishes the stability of CEMP to
bounded noise, and Section 5.4 extends these results to sub-Gaussian noise.
5.1 Preliminaries
For clarity of our presentation, we assume that C = C3 and thus simplify some of the above
notation and claims. Note that L ∈ C3 contains 3 edges and 3 vertices. Therefore, given
i, j ∈ [n] and L ∈ Nij, we index L by the vertex k, which is not i or j. We thus replace the
notation dL with dij,k. We also note that the sets Nij and Gij can be expressed as follows
Nij = {k ∈ [n] : ik, jk ∈ E} and Gij = {k ∈ Nij : ik, jk ∈ Eg}. We observe that if A is the
adjacency matrix ofG([n], E) (with 1 if ij ∈ E and 0 otherwise), then by the definitions of matrix
multiplication and Nij , A
2(i, j) = |Nij |. Similarly, if Ag is the adjacency matrix of G([n], Eg),
then A2g(i, j) = |Gij |. We define Bij = Nij \Gij , so that |Bij| = A2(i, j)−A2g(i, j), and refer to
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the cycles in Bij as corrupted. We also define ǫij(t) = |sij(t)− s∗ij|, ǫ(t) = maxij∈E |sij(t)− s∗ij|,
λij = |Bij |/|Nij | and λ = max
ij∈E
λij . (29)
An upper bound for the parameter λ quantifies our adversarial corruption model. Let us
clarify more carefully the “adversarial corruption” model and the parameter λ, while repeating
some previous information. This model assumes a graph G([n], E) whose nodes represent group
elements and whose edges are assigned group ratios satisfying (1), where E = Eb ∪ Eg and
Eb ∩Eg = ∅. When gǫij = eG for all ij ∈ Eg (where gǫij appear in (1)), we refer to this model as
noiseless, and otherwise, we refer to it as noisy. For the noisy case, we will specify assumptions
on the distribution of dG(g
ǫ
ij , eG) for all ij ∈ Eg, or equivalently (since dG is bi-invariant) the
distribution of s∗ij for all ij ∈ Eg.
In view of the above observations, we note that the parameter λ, whose upper bound quan-
tifies some properties of this model, can be directly expressed using the adjacency matrices A
and Ag as follows
λ = max
ij∈E
(
1− A
2
g(i, j)
A2(i, j)
)
. (30)
Thus an upper bound m on λ is the same as a lower bound 1−m on minij∈E A2g(i, j)/A2(i, j).
The latter lower bound is equivalent to a lower bound on the ratio between the size of Gij
and the size of Nij . We note that this bound implies basic properties mentioned earlier. First
of all, it implies that Gij is nonempty for all ij ∈ E and it thus implies that the good-cycle
condition holds. This in turn implies that G([n], Eg) is connected (since if ij ∈ E and k ∈ Gij ,
then ik, kj ∈ Eg). We later discuss in Section 7 a possible weaker version of our lower bound
that still implies these basic properties.
Our proofs frequently use Lemma 3.6, which can be stated in our special case of C = C3 as
|dij,k − s∗ij | ≤ s∗ik + s∗jk for all ij ∈ E and k ∈ Nij. (31)
We recall that dG(· , ·) ≤ 1 and thus
For all i, j ∈ E and k ∈ Nij, 0 ≤ s∗ij ≤ 1 and 0 ≤ dij,k ≤ 1. (32)
We refer to CEMP with the update rules A and B as CEMP-A and CEMP-B, respectively.
Since C = C3, the update rule (10) can be further simplified as follows. For CEMP-A,
sij(t+ 1) =
∑
k∈Nij
1{sik(t) ,sjk(t)≤1/βt}dij,k∑
k∈Nij
1{sik(t) ,sjk(t)≤1/βt}
, (33)
and for CEMP-B,
sij(t+ 1) =
∑
k∈Nij
e−βt(sik(t)+sjk(t))dij,k
∑
k∈Nij
e−βt(sik(t)+sjk(t))
. (34)
For both CEMP-A and CEMP-B, the initial corruption estimate at ij ∈ E is
sij(0) =
1
|Nij|
∑
k∈Nij
dij,k. (35)
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5.2 Deterministic Exact Recovery
The following two theorems establish linear convergence of CEMP-A and CEMP-B, assuming
adversarial corruption and exponentially increasing βt. The proofs are straightforward.
Theorem 5.1. Assume data generated by the noiseless adversarial corruption model with pa-
rameter λ < 1/4. Assume further that the parameters {βt}t≥0 of CEMP-A satisfy: 1 < β0 ≤ 1/λ
and for all t ≥ 1 βt+1 = rβt for some 1 < r < 1/(4λ). Then the estimates {sij(t)}t≥0ij∈E of
{s∗ij}ij∈E computed by CEMP-A satisfy
max
ij∈E
|sij(t)− s∗ij| ≤
1
β0rt
for all t ≥ 0. (36)
Proof. The proof uses the following estimate, which applies first (33) and then (31):
ǫij(t+ 1) = |sij(t+ 1)− s∗ij| ≤
∑
k∈Nij
1{sik(t),sjk(t)≤ 1βt }
|dij,k − s∗ij|∑
k∈Nij
1{sik(t),sjk(t)≤ 1βt }
≤
∑
k∈Nij
1{sik(t),sjk(t)≤ 1βt }
(s∗ik + s
∗
jk)∑
k∈Nij
1{sik(t),sjk(t)≤ 1βt }
. (37)
Denote Aij(t) = {k ∈ Nij : sik(t), sjk(t) ≤ 1/βt}. Using this notation and the fact that
s∗ik + s
∗
jk = 0 for ij ∈ Gij , we can rewrite the estimate in (37) as follows
ǫij(t+ 1) ≤
∑
k∈Bij
1{sik(t),sjk(t)≤ 1βt }
(s∗ik + s
∗
jk)
|Aij(t)| . (38)
The rest of the proof uses simple induction. For t = 0, (36) is verified as follows
ǫij(0) = |sij(0)− s∗ij| ≤
∑
k∈Nij
|dij,k − s∗ij|
|Nij | =
∑
k∈Bij
|dij,k − s∗ij|
|Nij | ≤
|Bij |
|Nij | ≤ λ ≤
1
β0
, (39)
where the first inequality uses (35), the second equality follows from the fact that dij,k = s
∗
ij for
k ∈ Gij , the second inequality follows from (32) (which implies that |dij,k − s∗ij| ≤ 1) and the
last two inequalities use the assumptions of the theorem. Next, we assume that 1/βt ≥ ǫ(t) for
an arbitrary t > 0 and show that 1/βt+1 ≥ ǫ(t + 1). We note that the induction assumption
implies that
1
βt
≥ ǫ(t) ≥ max
ij∈Eg
ǫij(t) = max
ij∈Eg
sij(t), (40)
and consequently, for ij ∈ E Gij ⊆ Aij(t). Combining this observation with Gij ∩Bij = ∅ yields
|Bij ∩Aij | = |Bij ∩ (Aij \Gij)|. (41)
We further note that
If sij(t) ≤ 1
βt
, then s∗ij ≤ sij(t) + ǫ(t) ≤ sij(t) +
1
βt
≤ 2
βt
. (42)
Combining (38) and (42) and then applying basic properties of the different sets, in particular,
(41), yields
ǫij(t+ 1) ≤
∑
k∈Bij
1{sik(t),sjk(t)≤ 1βt }
4
βt
|Aij(t)| =
4
βt
|Bij ∩Aij(t)|
|Aij(t)| =
4
βt
|Bij ∩ (Aij(t) \Gij)|
|Gij |+ |Aij(t) \Gij |
≤ 4
βt
|Bij ∩ (Nij \Gij)|
|Gij |+ |Nij \Gij | = 4
|Bij |
|Nij |
1
βt
. (43)
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By taking the maximum of the LHS and RHS of (43) over ij ∈ E and using the assumptions
λ < 1/4 and 4λβt+1 < βt, we obtain that
ǫ(t+ 1) ≤ 4λ 1
βt
<
1
βt+1
.
Theorem 5.2. Assume data generated by the noiseless adversarial corruption model with pa-
rameter λ < 1/5. Assume further that the parameters {βt}t≥0 of CEMP-B satisfy: β0 ≤ 1/(4λ)
and for all t ≥ 1 βt+1 = rβt for some 1 < r < (1− λ)/(4λ). Then the estimates {sij(t)}t≥0ij∈E of
{s∗ij}ij∈E computed by CEMP-B satisfy
max
ij∈E
|sij(t)− s∗ij| ≤
1
4β0rt
for all t ≥ 0.
Proof. Combining (31) and (34) yields
ǫij(t+ 1) = |sij(t+ 1)− s∗ij| ≤
∑
k∈Bij
e−βt(sik(t)+sjk(t))
(
s∗ik + s
∗
jk
)
∑
k∈Nij
e−βt(sik(t)+sjk(t))
. (44)
Applying (44), the definition of ǫij(t) and the facts that Gij ⊆ Nij and s∗ik+s∗jk = 0 for k ∈ Gij ,
we obtain that
ǫij(t+ 1) ≤
∑
k∈Bij
e−βt(s
∗
ik
+s∗
jk
−ǫik(t)−ǫjk(t))
(
s∗ik + s
∗
jk
)
∑
k∈Gij
e−βt(ǫik(t)+ǫjk(t))
≤ e
2βt(ǫik(t)+ǫjk(t))
|Gij |
∑
k∈Bij
e−βt(s
∗
ik
+s∗
jk)
(
s∗ik + s
∗
jk
)
. (45)
The proof follows by induction. For t = 0, (39) implies that λ ≥ ǫ(0) and thus 1/(4β0) ≥
λ ≥ ǫ(0). Next, we assume that 1/(4βt) ≥ ǫ(t) and show that 1/(4βt+1) ≥ ǫ(t+ 1). We do this
by simplifying and weakening (45) as follows. We first bound each term in the sum on the RHS
of (45) by applying the inequality xe−ax ≤ 1/(ea) for x ≥ 0 and a > 0. We let x = s∗ik + s∗jk
and a = βt and thus each term is bounded by 1/(ea). We then use the induction assumption
(ǫ(t) ≤ 1/(4βt)) to bound the exponential term in the numerator on the RHS of (45) by e. We
thus conclude that
ǫij(t+ 1) ≤ |Bij||Gij | ·
1
βt
. (46)
By applying the assumption λ < 1/5 and taking maximum over ij ∈ E for both the LHS and
RHS of (46), we conclude the desired induction as follows
ǫ(t+ 1) ≤ λ
1− λ ·
1
βt
<
1
4βt
<
1
4βt+1
. (47)
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5.3 Stability to Bounded Noise
We assume the noisy adversarial corruption model in (1) and an upper bound on λ. We further
assume that there exists δ > 0, such that for all ij ∈ Eg, s∗ij ≡ dG(gǫij , eG) ≤ δ. This is a general
setting of perturbation without probabilistic assumptions. Under this these assumptions, we
show that CEMP can approximately recover the underlying corruption levels, up to an error
of order δ. The proofs of the two theorems below are similar to the proofs of the theorems in
Section 5.2 and are thus included in Appendices A.2 and A.3.
Theorem 5.3. Assume data generated by adversarial corruption with bounded noise, where the
model parameters satisfy λ < 1/4 and δ > 0. Assume further that the parameters {βt}t≥0 of
CEMP-A satisfy: 1/β0 > max {(3− 4λ)δ/(1 − 4λ) , λ + 3δ} and 4λ/βt + (3 − 4λ)δ ≤ 1/βt+1 <
1/βt. Then the estimates {sij(t)}t≥0ij∈E of {s∗ij}ij∈E computed by CEMP-A satisfy
max
ij∈E
|sij(t)− s∗ij| ≤
1
βt
− δ for all t ≥ 0. (48)
Moreover, ε = lim
t→∞
βt(1−4λ)/((3−4λ)δ) satisfies 0 < ε ≤ 1 and the following asymptotic bound
holds
lim
t→∞
max
ij∈E
|sij(t)− s∗ij| ≤
(
3− 4λ
ε(1 − 4λ) − 1
)
δ. (49)
Theorem 5.4. Assume data generated by adversarial corruption with independent bounded
noise, where the model parameters satisfy λ < 1/5 and δ > 0. Assume further that the pa-
rameters {βt}t≥0 of CEMP-B satisfy: 1/(4β0) > max {(5(1 − λ)δ)/(2(1 − 5λ)) , λ + 5δ/2} and
10δ + 4λ/((1 − λ)βt) ≤ 1/βt+1 < 1/βt. Then the estimates {sij(t)}t≥0ij∈E of {s∗ij}ij∈E computed
by CEMP-B satisfy
max
ij∈E
|sij(t)− s∗ij| ≤
1
4βt
− 1
2
δ for all t ≥ 0. (50)
Moreover, ε = lim
t→∞
βt(1 − 5λ)/(10(1 − λ)δ) satisfies 0 < ε ≤ 1 and the following asymptotic
bound holds
lim
t→∞
max
ij∈E
|sij(t)− s∗ij| ≤
(
5
2ε
· 1− λ
1− 5λ −
1
2
)
δ. (51)
Remark 5.5. By knowing δ, one can tune the parameters to obtain ε = 1. Indeed, one can
check that by taking 1/βt+1 = 4λ/βt + (3 − 4λ)δ in Theorem 5.3, 1/βt linearly converges to
(3 − 4λ)δ/(1 − 4λ) (with rate 4λ). Similarly, by taking 1/βt+1 = 10δ + 4λ/((1 − λ)βt) in
Theorem 5.4, 1/βt linearly converges to 10(1 − λ)δ/(1 − 5λ) (with rate 4λ/(1 − λ)). These
choices clearly result in ε = 1.
Remark 5.6. The RHSs of (49) and (51) imply that CEMP approximately recover the corrup-
tion levels with error O(δ). Since this bound is only meaningful with values at most 1, δ can be
at most 1/2 (this bound is obtained when ε = 1 and λ = 0). Furthermore, when λ increases or ε
decreases, the bound on δ decreases. The bound on δ limits the applicability of the theorem, es-
pecially for discrete groups. For example, in Z2 synchronization, s
∗
ij ∈ {0, 1} and thus the above
theorem is inapplicable. For SN synchronization, the smallest possible nonzero s
∗
ij decrease with
N , so the theorem is less restrictive as N increases. In order to address noisy situations for
Z2 and SN with small N , one can assume instead an additive Gaussian noise model [28, 32].
When the noise is sufficiently small and the graph is generated from the Erdo˝s-Re´nyi model with
sufficiently large probability of connection, projection of the noisy group ratios onto Z2 or SN
results in a subset of uncorrupted group ratios whose proportion is sufficiently large (see e.g.
[32]), so that Theorems 5.1 or 5.2 can be applied to the projected elements.
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5.4 Extension to Sub-Gaussian Noise
Here we directly extend the bounded noise stability of CEMP to sub-Gaussian noise. We assume
noisy adversarial corruption satisfying (1). We further assume that {s∗ij}ij∈Eg are independent
and for ij ∈ Eg, s∗ij ∼ sub(µ, σ2), namely, s∗ij is sub-Gaussian with mean µ and variance σ2.
More precisely, s∗ij = σXij where Pr(Xij − µ > x) < exp(−x2/2) and Pr(Xij ≥ 0) = 1.
Theorem 5.7. Assume data generated by the adversarial corruption model with independent
sub-Gaussian noise having mean µ and variance σ2. For any x > 0, if one replaces λ and δ in
Theorems 5.3 and 5.4 with λ + 2e−
x2
2 and σµ + σx, respectively, then the conclusions of these
theorems hold with probability at least 1− |E| exp(−13e−x
2/2minij∈E |Nij |(1− λ)).
Remark 5.8. The above probability is sufficiently large when x is sufficiently small and when
minij∈E |Nij | is sufficiently large. We note that minij∈E |Nij | > minij∈E |Gij | > 0, where the last
inquality follows from the good-cycle condition. We expect minij∈E |Nij| to depend on the size
of graph n and its density. To demonstrate this claim we note that if G([n], E) is Erdo˝s-Re´nyi
with probability of connection p, then minij∈E |Nij | ≈ np2.
Proof. We first introduce the following version of Chernoff bound. For independent Bernoulli
random variables {Xi}ni=1 with means {pi}ni=1, p¯ =
∑n
i=1 pi/n, and any η > 1,
Pr
(
1
n
n∑
i=1
Xi > (1 + η)p¯
)
< e−
η
3
p¯n. (52)
For the fixed x > 0, we define Gxij :=
{
k ∈ Gij : max{s∗ik, s∗jk} < σµ + σx
}
and λx =
maxij∈E
(
1− |Gxij |/|Nij |
)
. Since s∗ij ∼ sub(µ, σ2), for any k ∈ Gij and ij ∈ E
Pr(k /∈ Gxij) < exp(−x2/2).
We note that the random variable Xk = 1{k/∈Gxij} is a Bernoulli random variable with mean
pk < exp(−x2/2). Using the above notation, p¯ =
∑
k∈Gij
pk/|Gij | < exp(−x2/2). We define
c = exp(−x2/2)/p¯ > 1. The application of (52) to the independent Bernoulli random variables
{Xk}k∈Gij with η = 2c− 1 > 1 results in
Pr
(
1− |G
x
ij |
|Gij | > 2e
−x
2
2
)
= Pr

 1
|Gij |
|Gij |∑
k=1
Xk > 2cp¯

 < e− 13ηp¯|Gij |.
Since (1 + η)p¯ = 2exp(−x2/2) and η > 1, we obtain that ηp¯ > (1 + η)p¯/2 = exp(−x2/2), and
consequently,
Pr
(
1− |G
x
ij |
|Gij | > 2e
−x
2
2
)
< e−
1
3
e−
x2
2 |Gij |. (53)
Application of a union bound over ij ∈ E to (53) yields
Pr
(
1− min
ij∈E
|Gxij |
|Gij | > 2e
−x
2
2
)
< |E|e−
1
3
e−
x2
2 min
ij∈E
|Gij |
< |E|e−
1
3
e−
x2
2 min
ij∈E
|Nij |(1−λ)
. (54)
We note that
λx = 1− min
ij∈E
|Gxij |
|Nij | = 1− minij∈E
|Gij |
|Nij |
|Gxij |
|Gij | ≤ 1− (1− λ) minij∈E
|Gxij |
|Gij | . (55)
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The combination of (54) and (55) results in
Pr
(
λx < 1− (1− λ)
(
1− 2e−x
2
2
))
> 1− |E|e−
1
3
e−
x2
2 min
ij∈E
|Nij |(1−λ)
.
Applying the inequality 1 − (1 − λ)(1 − 2e−x
2
2 ) < λ + 2e−
x2
2 for 0 < λ < 1/4 to the above
equation yields
Pr
(
λx < λ+ 2e
−x
2
2
)
> 1− |E|e−
1
3
e−
x2
2 min
ij∈E
|Nij |(1−λ)
. (56)
That is, with the probability indicated on the RHS of (56), for any ij ∈ E, there is a subset of
Nij whose proportion is at least 1− λ− 2 exp(−x2/2) and for any element indexed by k in this
subset, both s∗ik and s
∗
jk are bounded above by σµ+σx. We thus conclude the proof by applying
Theorems 5.3 and 5.4, while replacing their parameters δ and λ with the current parameters
σµ+ σx and λ+ 2exp(−x2/2), respectively.
Theorem 5.7 tolerates less corruption than Theorems 5.3 and 5.4. This is due to the fact
that, unlike bounded noise, sub-Gaussian noise may produce extreme values in {s∗ij}ij∈Eg , which
contribute to the overall extortion of group ratios. Nevertheless, we show next that in the case
of a graph generated by the Erdo˝s-Re´nyi model, the sub-Gaussian model may still tolerate a
similar level of corruption as that in Theorems 5.3 and 5.4 by sacrificing the tolerance to noise.
Corollary 5.9. Assume that G([n], E) is generated by the Erdo˝s-Re´nyi model with probability
of connection p. If s∗ij ∼ sub(µ, σ2) for ij ∈ Eg, then for any α > 6 and n sufficiently large,
Theorems 5.3 and 5.4, with λ and δ replaced by
λn = λ+
12α
1− λ
log(np2)
np2
and δn = σµ + 2σ
√
log
(1− λ)np2
6α log(np2)
,
respectively, hold with probability at least 1−O(n−α/3+2).
Note that this corollary is obtained by setting exp(−x2/2) = 6α log(np2)/((1 − λ)np2) in
Theorem 5.7 and noting that in this case minij∈E |Nij | ≥ np2/2 with high probability. We note
that σ needs to decay with n, in order to have bounded δn. In particular, if σ . 1/
√
log n and
p is fixed, δn = O(1).
6 Exact Recovery Under Uniform Corruption
In this section, we show that in the case of uniform corruption, exact recovery is possible as
long as the problem is well-posed. This study is analogous to robust subspace recovery under
any fraction of uniform outliers (see Section 5.5 of [27] and the weaker Theorems 3.2 and 3.4
of [23]). Similarly to [27], we show that different asymptotic regimes of the sample size yield
different regimes of exact recovery (in terms of the parameters of the model).
The rest of the section is organized as follows. Section 6.1 describes the uniform corruption
model. Section 6.2 discusses the information-theoretic bound in this case and exact recovery
bounds of other works. Sections 6.3 and 6.4 present some preliminary results on the concen-
tration of λ and good initialization, respectively. Section 6.5 states the main results on the
convergence of both CEMP-A and B. The proofs of these results are included in Section 6.6.
Section 6.7 exemplifies the technical quantities of these theorems for specific groups of interest.
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6.1 Description of the Uniform Corruption Model
We generalize the uniform corruption model (UCM) of [40]. We assume three parameters n ∈ N,
p > 0 and q > 0 and denote our model by UCM(n, p, q).
UCM(n, p, q) assumes a graph G([n], E) generated by the Erdo¨s-Re´nyi model G(n, p), where
p is the connection probability among edges. It further assumes an arbitrary set of group ele-
ments {g∗i }ni=1. Each group ratio is generated by the following model, where g˜ij is independently
drawn from the Haar measure on G (denoted by Haar(G)),
gij =
{
g∗ij , w.p. 1− q;
g˜ij , w.p. q.
We note that the set of corrupted edges Eb is thus generated in two steps. First, a set of
candidates of corrupted edges E˜b is independently drawn from E with probability q. Next,
Eb is independently drawn from E˜b with probability 1 − p0, where p0 = Pr(uG = 0) for some
uG ∼ Haar(G). Therefore, the probability that gij is uncorrupted, Pr(ij ∈ Eg), equals 1−q+qp0.
For Lie groups, such as SO(d), p0 = 0, Pr(ij ∈ Eb) = q and Eb = E˜b.
Throughout this section, we frequently use the notation q∗ = 1− q+ qp0, qmin = min(q∗ , 1−
q∗), qg = 1− q, zG = E(dG(uG , eG)), where uG ∼ Haar(G) and E˜b as well as Eb explained above.
6.2 information-theoretic Bound and Other Results
We note that the information-theoretic bound for exact recovery under UCM(n, p, q) is q < 1.
Indeed, when q = 1 the exact recovery problem is ill-posed since all edges are corrupted by the
same distribution. For q < 1, the problem is well-posed since Pr(dij,k = 0|ij ∈ Eg) is greater
than Pr(dij,k = 0|ij ∈ Eb) and thus good and bad edges are distinguishable.
We express this upper bound on q in terms of a lower bound on the signal to noise ratio
(SNR) in analogy to previous studies in robust subspace recovery [24, 23, 27]. In our setting, the
signal and noise correspond to good and bad edges, respectively. The SNR can thus be defined
as the ratio of Pr(ij ∈ Eg) over Pr(ij ∈ Eb). In view of our above notation, the information-
theoretic lower bound on the SNR (corresponding to q = 1) is p0/(1 − p0). We note that for
the common groups Z2, SN and SO(d), this lower bound is 1, 1/(N !− 1) and 0, respectively.
Assuming UCM, we establish in this section asymptotic exact recovery and fast convergence
by CEMP whenever q < 1. Bandeira [4] showed that SDP for Z2 synchronization achieves
asymptotic exact recovery when Pr(ij ∈ Eb) < 1/2 (equivalently, SNR> 1 or q < 1). Wang
and Singer [40] showed that SDP for SO(d) synchronization achieves asymptotic exact recovery
when q ≡ Pr(ij ∈ Eb) < pc (equivalently, SNR> (1− pc)/pc), where 0 < pc < 1 and depends on
d.
6.3 Preliminaries: Concentration of λ
We establish two concentration properties of the ratio of corrupted cycles, λij , where ij ∈ E
(see definition in (29)), and the maximal ratio λ.
Proposition 6.1. Let 0 < q, p < 1, n ∈ N and assume data generated by UCM(n, p, q). For
any 0 < η < 1,
Pr(|λij − (1− q2∗)| > ηqmin) < 2 exp
(
−η
2
3
qmin|Nij |
)
for any fixed ij ∈ E (57)
and
Pr(|λ− (1− q2∗)| > ηqmin) < 2|E| exp
(
−η
2
3
qmin min
ij∈E
|Nij |
)
. (58)
23
Proof. We use the following Chernoff bound. For i.i.d. Bernoulli random variables {Xi}mi=1 with
means µ and any 0 < η < 1,
Pr
(∣∣∣∣∣ 1m
m∑
i=1
Xi − µ
∣∣∣∣∣ > ηµ
)
< 2e−
η2
3
µm. (59)
We first assume the case where
√
2/2 < q∗ < 1, or equivalently, qmin = 1 − q2∗. For any
fixed ij ∈ E, we define the random variables Xk = 1{k∈Bij}, k ∈ Nij . We note that they are
i.i.d. Bernoulli with mean qmin = 1− q2∗. We further note that λij is the average of Xk over all
k ∈ Nij . Thus, direction application of (59) implies (57) in this case.
Next, we assume the case where q∗ ≤
√
2/2, or equivalently, qmin = q
2
∗. For any ij ∈ E,
define the random variables Yk = 1{k∈Gij}, k ∈ Nij . We note that they are i.i.d. Bernoulli with
mean q2∗ . By applying (59) with {Yk}k∈Nij , we obtain (57) in this case and thus in general.
At last, applying a union bound over ij ∈ E to (57), yields (58).
We often use the above proposition. In particular, it is useful when q∗ arbitrarily small. In
this case, |Nij| needs to be extremely large to guarantee that λij is concentrated around 1− q2∗.
Note that in this case λ > 1/4 w.h.p., so Theorems 5.1 and 5.2 do not apply. In the easier
case, where q∗ ≈ 1, the above proposition also enforces |Nij | to be extremely large, which is
counter-intuitive for this simpler case. Nevertheless, in this case there is no need to concentrate
around λ approaching zero. Indeed, larger λ for which Theorem 5.1 or Theorem 5.2 holds will
suffice. For this purpose, we formulate the following concentration inequality.
Proposition 6.2. Let 0 < q, p < 1, n ∈ N and assume data generated by UCM(n, p, q). For
any x ∈ (0, 1], q2∗ > 1− x and ij ∈ E,
Pr(λij > x) < exp
(
−1
3
(
1− 1− x
q2∗
)2
q2∗|Nij |
)
.
Proof. The idea of the proof is similar to that of Proposition 6.1. We first note that for any
fixed ij ∈ E, Pr(λij > x) = Pr(1 − λij < 1 − x) and 1 − λij is the average over k ∈ Nij of the
Bernoulli random variables 1{k∈Gij}, whose means equal q
2
∗. The proposition is concluded by
applying a one-sided version of (59) with η = 1− (1− x)/q2∗ , µ = q2∗ and m = |Nij |.
6.4 Preliminaries: Near Perfect Initialization
We show that the initialization suggested in (35) is good under the uniform corruption model.
We first claim that it is good on average, while using the notation zG of Section 6.1.
Proposition 6.3. Let 0 < q, p < 1, n ∈ N and assume data generated by UCM(n, p, q). For
any ij ∈ E, sij(0) is a scaled and shifted version of s∗ij as follows
E(sij(0)) = q
2
gs
∗
ij + (1− q2g)zG . (60)
Proof. We consider three disjoint cases of k’s in the sum of (35). Since E(sij(0)) = E(dij,k), we
compute in each case the contribution of that case to the expectation of dij,k given that case.
The first case is when k ∈ Gij , so dij,k = s∗ij, and thus the corresponding elements in (35)
equal s∗ij. This case occurs w.p. q
2
g .
The second case is when k ∈ Bij and either ik or jk (but not both) is corrupted, and it occurs
with probability 2qg(1− qg). Without loss of generality (WLOG), we assume that ik ∈ Eg and
jk ∈ Eb. Using the bi-invariance of dG , we obtain that in this case, dij,k = dG(gijgjkg∗ki, eG) =
dG(g
∗
kigijgjk, eG). For any given g
∗
ki and gij , g
∗
kigijgjk ∼ Haar(G), due to the fact that gjk ∼
Haar(G) and the definition of Haar measure. Thus, in this case E(dij,k|ik ∈ Eg, jk ∈ Eb) = zG .
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The last case is when k ∈ Bij and both ik and jk are corrupted. This case occurs with
probability (1− qg)2. We claim that since gjk, gki ∼ Haar(G) and gjk and gki are independent,
gjkgki ∼ Haar(G). Indeed, for any g ∈ G, ggjk ∼ Haar(G), and furthermore, gki is independent
of both gjk and ggjk. Thus, gjkgki and ggjkgki are identically distributed for any g ∈ G and
thus gjkgki ∼ Haar(G). Consequently, for fixed gij , gijgjkgki ∼ Haar(G) and thus
E(dij,k|ik ∈ Eb, jk ∈ Eb) = E(dG(gijgjkgki, eG)|ik ∈ Eb, jk ∈ Eb) = zG .
Combining all the three cases, we conclude (60).
At last, we formulate the concentration of sij(0) around its expectation. It follows from
direct application of Hoeffding’s inequality, while using the fact that 0 ≤ dij,k ≤ 1 are i.i.d.
Proposition 6.4. Let 0 < q, p < 1, n ∈ N and assume data generated by UCM(n, p, q). Then,
Pr (|sij(0)− E(sij(0))| > γ) < 2e−2γ2|Nij |.
6.5 Main Results
We note if 1 − q2∗ < 1/4 and |Nij | is sufficiently large, then CEMP-A can exactly recover
w.h.p. the group elements under UCM(n, p, q). This observation follows by combining Theorems
5.1 and Proposition 6.2 with x = 1/4. Similarly, for 1 − q2∗ < 1/5 and |Nij | sufficiently large,
exact recovery of CEMP-B under UCM(n, p, q) is guaranteed by combining Theorems 5.2 and
Proposition 6.2 with x = 1/5. We also note that (52) implies that |Nij | ≥ np2/2 with probability
at least 1− exp(−np2/12). As a result, the exact recovery and linear convergence of CEMP-A
and CEMP-B are guaranteed w.h.p., when 1 − q2∗ < 1/4 and 1 − q2∗ < 1/5, respectively, and
sufficiently large np2.
The two theorems below extend exact recovery to the nontrivial regimes, 0 < q∗ ≤
√
3/2 for
CEMP-A and 0 < q∗ ≤ 2/
√
5 for CEMP-B. They thus apply for the case of arbitrarily small
q∗. After formulating the theorems we discuss how these different exact recovery results (with
different regimes of q∗) are related to an exact recovery principle discussed in [27].
The condition of our first theorem uses the cdf (cumulative density function) of the random
variable max{s∗ik, s∗jk}, where ij ∈ E and k ∈ Bij are arbitrarily fixed. We denote this cdf by
Pmax and note that due to the model assumptions it is independent of i, j and k.
Theorem 6.5. Let 0 < r < 1, 0 < q, p < 1, n ∈ N and assume data generated by UCM(n, p, q).
If the parameters {βt}t≥0 of CEMP-A satisfy
0 <
1
β0
− (1− q2g)zG ≤
q2g
4β1
, Pmax
(
2
β1
)
<
r
32
q2∗
1− q2∗
and
1
βt+1
= r
1
βt
for t ≥ 1,
(61)
then with probability at least
1− n2p e−Ω
(
( 1
β0
−(1−q2g)zG)
2p2n
)
− n2pe−Ω(qminp2n)
the estimates {sij(t)}t≥1ij∈E of {s∗ij}ij∈E computed by CEMP-A satisfy
max
ij∈E
|sij(t)− s∗ij| <
1
β1
rt−1 for all t ≥ 1.
We discuss this theorem below after formulating the second theorem, which uses the following
notation. Let Y denote the random variable s∗ik+s
∗
jk for any arbitrarily fixed ij ∈ E and k ∈ Bij.
We note that due to the model assumptions, Y is independent of i, j and k. Let P denote the
cdf of Y and Q denote the corresponding quantile function, that is, the inverse of P . Denote
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fτ (x) = e
−τx+1τx, where τ ≥ 0 and define V ∗(x) : [0,∞) → R by V ∗(x) = supτ>xVar(fτ (Y )),
where Var(fτ (Y )) is the variance of fτ (Y ) for any fixed τ . Since V
∗(x) might be hard to
compete our theorem below is formulated with any function V , which dominates V ∗, that is,
V (x) ≥ V ∗(x) for all x ≥ 0.
Theorem 6.6. Let 0 < r < 1, 0 < q, p < 1,
n = Ω
(
(1− q2∗)2α−1
p2(q4∗r
2)α
)
for some α > 1, (62)
and assume data generated by UCM(n, p, q). Assume further that either s∗ij for ij ∈ Eb is
supported on [a,∞), where a ≥ 1/(np2(1 − q2∗)), or Q is differentiable and Q′(x)/Q(x) . 1/x
for x < P (1). If the parameters {βt}t≥0 for CEMP-B satisfy
1
β0
≤ q
2
gq
2
∗
16(1 − q2∗)
1
β1
, V (β1) <
r
32
· q
2
∗
1− q2∗
and
1
βt+1
= r
1
βt
for t ≥ 1, (63)
then with probability at least
1− n2p e−Ω(p2n/β20) − n2p e−Ω(V (β1)(1−q2∗)p2n) − n2pe−Ω(qminp2n), (64)
the estimates {sij(t)}t≥1ij∈E of {s∗ij}ij∈E computed by CEMP-B satisfy
max
ij∈E
|sij(t)− s∗ij| <
1
4β1
rt−1 for all t ≥ 1. (65)
In Section 6.7 we clarify for special common cases of group synchronization the functions
involved in formulating the requirements on β0 and β1 in (61) and (63). This way the later
two equations can be made more concrete for special cases. Nevertheless, one can already
notice (and further verify it when reading Section 6.7) that in some special cases of continuous
groups, the parameter β1 in Theorem 6.5 and the parameters β0 and β1 in Theorem 6.6 are of
approximate order Ω(1/qα∗ ) for some α > 0, when q∗ approaches zero, unlike their choices in
Theorems 5.1 and 5.2. For example, it follows from (61) that β1 > 2/P
−1
max(q
2
∗/(1 − q2∗)). In the
case of angular synchronization (see Section 6.7.3), Pmax(x) = x
2 and thus β1 = Ω(1/q∗).
We further note that Theorem 6.5 requires that
n
log n2
= Ω
(
1
p2
·max
(
1
qmin
,
(
1
β0
− (1− q2g)zG
)−2))
in order to have a sufficiently large probability. Similarly, Theorem 6.6 only makes sense when
n
log n2
= Ω
(
1
p2
·max
(
1
qmin
, β20 ,
1
(1− q2∗)V (β1)
))
,
and it also has an additional asymptotic requirement on n (see (62)), which is necessary by our
proof. On the other hand, the combination of Theorems 5.1, 5.4 and Proposition 6.2 imply exact
recovery by CEMP-A when q∗ >
√
3/2 and n = Ω(q2∗/(p
2(q2∗ − 3/4)2)), and also by CEMP-B
when q∗ > 2
√
5/5 and n = Ω(q2∗/(p
2(q2∗ − 4/5)2)). One can check that when q∗ approaches zero
the former two estimates yield significantly larger regimes of n. For example, assuming the
first estimate, which results from Theorem 6.5, and the case of angular synchronization, where
Pmax(x) ≤ x, n/log n2 = Ω(1/(p2q4∗q4g)). This is a demonstration of a general phenomenon in
recovery problems under corruption, discussed in [27], that different regimes of the sample size
result in different regimes of SNRs.
One may ask about the information-theoretic lower bound on n, or on the average degree,
np, and compare it with the guaranteed bound of a given method. To the best of our knowledge,
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this issue was only addressed in [2, 4] for Z2 synchronization. In particular, [4] implies that
for fixed p, exact recovery by SDP relaxation is possible with q < 1 and n = Ω(1/q2g) and this
corresponds with the information-theoretic bound, which was studied in [2]. On the other hand,
it follows from the results above and the specific expressions for Pmax and V when G = Z2,
derived in Section 6.7.1, that exact recovery by CEMP-A and CEMP-B, respectively requires
n = Ω(1/q4g) and Ω(1/q
4+α
g ) for arbitrary small α > 0. This requirement is stronger than the
one of [4]. It is possible to improve it by refining the reweighting functions and our analysis,
but we currently cannot match the bound of [4].
6.6 Proof of Theorems 6.5 and 6.6
Section 6.6.1 proves Theorem 6.5 and Section 6.6.2 proves Theorem 6.6. Both proofs show that
ǫ(1) is sufficiently small with the right choice of β0 by using Proposition 6.4. Proving that ǫ(t)
is sufficiently large for t > 1 requires the verification of some technical conditions. In the proof
of Theorem 6.5, these conditions are guaranteed by induction. On the other hand, the proof of
Theorem 6.6 is more involved and also requires tools from empirical risk minimization.
6.6.1 Proof of Theorem 6.5
The proof frequently uses the notation Aij(x; t) = {k ∈ Nij : sik(t), sjk(t) ≤ x} and A∗ij(x) =
{k ∈ Nij : s∗ik, s∗jk ≤ x}. It relies on the following two lemmas.
Lemma 6.7. If 1/β0 ≥ (1− q2g)zG +maxij∈E |sij(0)− Esij(0)|, then
ǫ(1) ≤ 4
1
β0
− (1− q2g)zG
q2g
. (66)
Proof. We use the following upper bound on ǫij(1), which is obtained by plugging t = 0 into
(37)
ǫij(1) ≤
∑
k∈Nij
1{sik(0),sjk(0)≤ 1β0
}(s
∗
ik + s
∗
jk)∑
k∈Nij
1{sik(0),sjk(0)≤ 1β0
}
. (67)
Denote γij = sij(0) − E(sij(0)) for ij ∈ E and γ = maxij∈E γij , so that the condition of
the lemma can be written more simply as 1/β0 ≥ (1 − q2g)zG + γ. We use (60) to write
sij(0) = q
2
gs
∗
ij + (1 − q2g)zG + γij and thus conclude that sij(0) ≤ q2gs∗ij + (1 − q2g)zG + γ.
Consequently, if sij(0) <
1
β0
for ij ∈ E, then s∗ij < (1/β0− (1−q2g)zG)+γ)/q2g . The combination
of the latter observation with (67) results in
ǫij(1) < 2
1
β0
+ γ − (1− q2g)zG
q2g
.
Applying the assumption 1/β0 ≥ (1−q2g)zG+γ into the above equation, while taking a maximum
over ij ∈ E, results in (66).
Lemma 6.8. Assume that |A∗ij(2/β1) \Gij |/|Bij | ≤ (1− λ)r/(4λ) for all ij ∈ E, 1β1 > ǫ(1) and
βt+1 = rβt for all t ≥ 1. Then, the estimates {sij(t)}t≥1ij∈E computed by CEMP-A satisfy
max
ij∈E
|sij(t)− s∗ij| <
1
β1
rt−1 for all t ≥ 1. (68)
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Proof. We prove (68), equivalently, ǫ(t) < 1/βt for all t ≥ 1, by induction. We note that
ǫ(1) < 1/β1 is an assumption of the lemma. We next show that ǫ(t+1) < 1/βt+1 if ǫ(t) < 1/βt.
We note that applying (40) and then (42) result in the following two inclusions, respectively
Gij ⊆ Aij
(
1
βt
; t
)
⊆ A∗ij
(
2
βt
)
for ij ∈ E and t ≥ 1. (69)
Applying first (37), then (69) and at last the definition of λ, we obtain that for any given ij ∈ E
ǫij(t+ 1) ≤
∑
k∈Bij
1{sik(t),sjk(t)≤ 1βt }
(s∗ik + s
∗
jk)∑
k∈Nij
1{sik(t),sjk(t)≤ 1βt }
≤ 4 1
βt
|A∗ij( 2βt ) \Gij |
|Gij | ≤ 4
1
βt
|A∗ij( 2βt ) \Gij |
|Bij|
λ
1− λ.
Combining the above equation with the assumption |A∗ij(2/β1) \ Gij |/|Bij | ≤ (1 − λ)r/(4λ)
yields
ǫij(t+ 1) ≤ 4 1
βt
|A∗ij( 2βt ) \Gij |
|Bij |
λ
1− λ ≤ r
1
βt
=
1
βt+1
.
Taking maximum over ij ∈ E in the above equation concludes the induction and the lemma.
To conclude the theorem, it is sufficient to show that under its setting, the first two assump-
tions of Lemma 6.8 hold w.h.p.
We first verify w.h.p. the condition maxij∈E |A∗ij(2/β1) \ Gij |/|Bij | ≤ (1 − λ)r/(4λ). We
note that for fixed ij ∈ E and for any k ∈ Bij , 1{k∈A∗ij(2/β1)\Gij} is an i.i.d. Bernoulli random
variable with mean Pmax(2/β1). Applying a one-sided version of the Chernoff bound in (52) with
pi = Pmax(2/β1) and η = (1 − λ)r/(4λPmax(2/β1)) − 1, and then assuming that Pmax(2/β1) <
(1− λ)r/(8λ), results in
Pr
( |A∗ij( 2β1 ) \Gij |
|Bij | >
1− λ
4λ
r
)
< e
− 1
3
(
1−λ
4λ
r−Pmax(
2
β1
)
)
|Bij | < e−
1−λ
24λ
r|Bij |. (70)
We next show that the above assumption, Pmax(2/β1) < (1 − λ)r/(8λ), holds w.h.p. and thus
verify w.h.p. the desired condition. We recall that Pmax(2/β1) < rq
2
∗/(32(1 − q2∗)) (see (61)).
Furthermore, by Proposition 6.1,
Pr
(
1
4
q2∗
1− q2∗
<
1− λ
λ
< 4
q2∗
1− q2∗
)
≥ 1− 2|E| exp(−Ω(qmin|Nij |)). (71)
The latter two observation result in the needed bound on Pmax(2/β1) w.h.p. More generally,
these observations and (70) with a union bound over ij ∈ E imply w.h.p. the desired condition
as follows
Pr
(
max
ij∈E
|A∗ij( 2β1 ) \Gij |
|Bij | ≤
1− λ
4λ
r
)
≥ 1−|E|e−Ω
(
q2∗
(1−q2∗)
r min
ij∈E
|Bij |
)
−|E|e−Ω(qmin minij∈E |Nij |). (72)
To guarantee w.h.p. the other condition, 1/β1 > ǫ(1), we note that if the condition of
Lemma 6.7 holds, then an application of the conclusion of this Lemma and another application
of the RHS inequality of the first inequality in (61) imply the desired condition, that is,
ǫ(1) ≤ 4
1
β0
− (1− q2g)zG
q2g
≤ 1
β1
if
1
β0
≥ (1− q2g)zG +max
ij∈E
|sij(0)− Esij(0)| . (73)
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In order to verify w.h.p. the condition of Lemma 6.7, we apply Proposition 6.4 with γ =
1/β0 − (1− q2g)zG and a union bound over ij ∈ E to obtain that
Pr
(
max
ij∈E
|sij(0) − Esij(0)| < 1
β0
− (1− q2g)zG
)
≥ 1− |E|e−Ω
(
qmin min
ij∈E
|Nij |
)
− |E| e−Ω
((
1
β0
−(1−q2g)zG
)2
min
ij∈E
|Nij |
)
. (74)
We note that by applying the Chernoff bound in (59) and then a union bound, we obtain
that with probability at least 1−exp(−Ω(n2p))−n2p exp(−Ω(np2))−n2p exp(−Ω(np2qmin)), or
equivalently, 1 − n2p exp(−Ω(np2qmin)), the following events hold: |E| . n2p, minij∈E |Nij | &
np2 and minij∈E |Bij | & np2(1 − q2∗) . We conclude the proof by combining this observation,
(72)-(74) and Lemma 6.8.
6.6.2 Proof of Theorem 6.6
The proof of the theorem relies on the following three lemmas.
Lemma 6.9. If 1/(4β0) ≥ maxij∈E |sij(0) − Esij(0)|, then
ǫ(1) ≤ λ
1− λ
1
q2gβ0
.
Lemma 6.10. Assume that 1/β1 > ǫ(1), βt+1 = rβt for t ≥ 1, and
max
ij∈E
1
|Bij|
∑
k∈Bij
e−βt(s
∗
ik
+s∗
jk)
(
s∗ik + s
∗
jk
)
<
1
Mβt
for all t ≥ 1, (75)
where M = 4eλ/((1 − λ)r). Then, the estimates {sij(t)}t≥1ij∈E computed by CEMP-B satisfy
max
ij∈E
|sij(t)− s∗ij| <
1
β1
rt−1 for all t ≥ 1. (76)
The last lemma uses the notation F(β) for the class of functions {fτ (x) : τ > β}, where we
recall that fτ (x) = e
−τx+1τx.
Lemma 6.11. If either s∗ij for ij ∈ Eb is supported on [a,∞) and a ≥ 1/|Bij | or Q is dif-
ferentiable and Q′(x)/Q(x) . 1/x for x < P (1), then there exists an absolute constant c such
that
Pr

 sup
fτ∈F(β)
1
|Bij|
∑
k∈|Bij |
fτ (s
∗
ik + s
∗
jk) > V (β) + c
√
log |Bij |
|Bij |

 < e− 13mV (β). (77)
The proofs of Lemmas 6.9 and 6.10 are similar to the ones of Lemmas 6.7 and 6.8. For com-
pleteness, we include them in Appendices A.4 and A.5, respectively. The proof of Lemma 6.11
requires tools from empirical risk minimization, and we thus provide it later in Appendix A.6.
According to Lemma 6.10, the theorem follows by guaranteeing w.h.p. the following two
conditions of this lemma: (75) and 1/4β1 > ǫ(1). We note that (75) is guaranteed w.p. at
least 1 − exp(−Ω(V (β1)|Bij |)) by applying Lemma 6.11 with β1 such that V (β1) < e/2M and
|Bij | sufficiently large such that
√
log |Bij |/|Bij | < e/2cM . The combination of the middle
inequality of (63) and (71) implies that V (β1) < e/(2M) = (1 − λ)r/(8λ) with the same
probability as in (71). We note that (71) implies that if |Bij | &
(
(1− q2∗)2/(q4∗r2)
)α
for α >
1 (so that |Bij |/ log |Bij | &
(
(1− q2∗)/(q2∗r)
)2
), then with the probability specified in (71),
29
√
log |Bij |/|Bij | < e/2cM holds. We recall that |Bij | & np2(1 − q2∗) with probability 1 −
exp(Ω(np2qmin)). Combining this observation with (62) concludes w.h.p. the desired bound,
that is, |Bij | &
(
(1− q2∗)2/(q4∗r2)
)α
for α > 1. In summary, (75) holds with probability at least
1− exp(−Ω(V (β1)|Bij |))− exp(Ω(np2qmin)).
Next we verify w.h.p. the other condition of Lemma 6.10, namely, 1/(4β1) > ǫ(1). If the
assumption of Lemma 6.9 holds, then application of the conclusion of this lemma and a followup
combination of the first inequality in (63) with (71) yield (with the probability specified in (71))
ǫ(1) ≤ λ
1− λ
1
q2gβ0
<
1
4β1
if
1
4β0
≥ max
ij∈E
|sij(0) − Esij(0)| .
In order to verify w.h.p. the assumption of Lemma 6.9, we apply Proposition 6.4 with γ =
1/(4β0)) together with a union bound over ij ∈ E to obtain that
Pr
(
max
ij∈E
|sij(0)− Esij(0)| < 1
4β0
)
≥ 1− |E|e−Ω
(
qmin min
ij∈E
|Nij |
)
− |E| e−Ω
(
1
β2
0
min
ij∈E
|Nij |
)
.
These arguments and our earlier observation that |E| . n2p, minij∈E |Bij | & np2(1 − q2∗) and
minij∈E |Nij | & np2 w.p. 1− n2p exp(−Ω(np2qmin)) conclude the proof.
6.7 Clarification of Quantities Used in Theorems 6.5 and 6.6
Theorems 6.5 and 6.6 use the quantities Pmax(x), zG , V (x) and Q(x). In this section, we provide
explicit expressions for these quantities for common group synchronization problems. We also
verify that the special condition of Theorem 6.6 holds in these case. This special condition is
that either s∗ij for ij ∈ Eb is supported on [a,∞), where a ≥ 1/(np2(1−q2∗)), or Q is differentiable
and Q′(x)/Q(x) . 1/x for x < P (1). When using the first part of this condition, then Q is
not needed and we will thus not specify it in this case. We recall that Y denotes the random
variable s∗ik + s
∗
jk for any arbitrarily fixed ij ∈ E and k ∈ Bij .
6.7.1 Z2 Synchronization
In this problem, G = Z2, which is commonly represented by {−1, 1} with ordinary multi-
plication. It is common to use the bi-invariant metric dG(g1, g2) = |g1 − g2|/2 and thus
dij,k = |gijgjkgki − 1|/2 ∈ {0, 1}. The Haar measure on Z2 is the Rademacher distribution.
We note that zG = 1/2 and Pmax(x) = 1{x=1} (since for k ∈ Bij , max{s∗ik, s∗jk} = 1).
We next show that V (x) = 6e−x. Indeed, Y = 1, 2 w.p. p1 = 2q∗(1 − q∗)/(1 − q2∗) and
p2 = (1− q∗)2/(1 − q2∗), respectively, and thus
sup
τ>x
Var(fτ (Y )) ≤ e2 sup
τ>x
E(e−2τY τ2Y 2) = e2 sup
τ>x
(p1e
−2τ τ2 + 4p2e
−4τ τ2)
≤ 1{0<x<1} +
(
e2(p1e
−2xx2 + 4p2e
−4xx2)
)
1{x>1}
≤ 1{0<x<1} + e2max
(
e−2xx2, 4e−4xx2
)
1{x>1} < 6e
−x.
Since s∗ij for ij ∈ Eb is supported on {1}, the special condition of Theorem 6.6 holds when
n = Ω(1/(p2(1− q2∗))). This latter asymptotic bound is necessary so that the third term in (64)
is less than 1.
6.7.2 Permutation Synchronization
In this problem, G = SN , whose elements are commonly represented by permutation matrices
in RN×N . A common bi-invariant metric on SN is dG(P1,P2) = 1 − Tr(P1P−12 )/N and thus
dij,k = 1 − Tr(PijPjkPki)/N . The cdf of max{s∗ik, s∗jk}, Pmax(x), can be complicated, but one
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can find a more concise formula for an upper bound for it, which is sufficient for verifying the
middle inequality in (61). Indeed, the cdf of s∗ij for ij ∈ E˜b, gives an upper bound of Pmax(x).
For N ∈ N, 1 ≤ m ≤ N and ij ∈ E˜b fixed, s∗ij = dG(PHaar, IN×N ) for PHaar ∼ Haar(SN ).
Moreover, s∗ij = m/N is equivalent to having exactly m elements displaced (and N −m fixed)
by PHaar. Therefore, using the notation [x] for the nearest integer to x.
Pmax
(m
N
)
≤
m∑
l=0
Pr
(
s∗ij =
l
N
∣∣∣ij ∈ E˜b
)
=
1
N !
+
m∑
l=1
1
N !
(
N
m
)[
m!
e
]
for 1 ≤ m ≤ N.
Since zG = E(s
∗
ij) for ij ∈ E˜b, the exact formula for computing zG is
zG =
N∑
m=1
m
N !
(
N
m
)[
m!
e
]
.
We claim that V (x) can be chosen as
V (x) = 1{x≤N} + 1{x>N}
e2
N2
e−2x/Nx2. (78)
Indeed, if qm denotes the probability density function (pdf) of Y and xm = m/N , then
sup
τ>x
Var(fτ (Y )) ≤ e2 sup
τ>x
2N∑
m=1
e−2τxmτ2x2mqm
≤e2 sup
τ>x
∑
xm≤
1
x
e−2τxmτ2x2mqm + e
2 sup
τ>x
∑
xm>
1
x
e−2τxmτ2x2mqm
≤
∑
xm≤
1
x
qm + e
2
∑
xm>
1
x
e−2xxmx2x2mqm. (79)
where the last inequality follows from the facts that e2e−2τxmτ2x2m ≤ 1 for any xm and τ
and e−2τxτ2x2 achieves global maximum at x = 1/τ . To conclude (78) we note that for x >
1/x1 = N (so xm > 1/x for all m ≥ 1), the right term on the RHS of (79) is bounded by
e2e−2x1xx21x
2 = e2e−2x/Nx2/N2.
Since s∗ij for ij ∈ Eb is supported on {m/N}Nm=1, the special condition of Theorem 6.6 holds
when n = Ω(N/(p2(1 − q2∗))). As mentioned above the requirement n = Ω(1/(p2(1 − q2∗))) is
necessary so that the third term in (64) is less than 1. The additional dependence on N is
specific for this application and makes sense.
6.7.3 Angular Synchronization
In this problem, G = SO(2), which is commonly associated with the unit circle, S1, in the
complex plane with complex multiplication. A common bi-invariant metric is dG(θ1, θ2) =
|(θ1 − θ2) mod 2π|/(2π) and thus dij,k = |(θij + θjk + θki) mod 2π|/(2π). The Haar measure
is the uniform measure on S1 and thus s∗ij for ij ∈ Eb is uniformly distributed on [0, 1].
We first compute Pmax(x) and zG . We note that if either ik or jk ∈ Eb, but not both in Eb,
then the cdf of max(s∗ik, s
∗
jk) is x. Also, if ik, jk ∈ Eb, then the cdf of max(s∗ik, s∗jk) is x2. Thus,
for k ∈ Bij, Pmax(x) = p1x+ p2x2, where p1 = 2q∗(1− q∗)/(1− q2∗) and p2 = (1− q∗)2/(1− q2∗).
Furthermore, zG =
1
2 . We also note that a simple upper bound Pmax(x) is x.
The pdf of Y is p(t) = p11{t≤1} + p2(t1{t<1} + (2 − t)1{t≥1}). We note that V (x) can be
chosen as the following find bound on V ∗(x)
sup
τ>x
Var(fτ (Y )) ≤ e2 sup
τ>x
E(e−2τXτ2t2) < e2 sup
τ>x
∫ ∞
0
e−2τtτ2t2(p1 + p2t) dt
=p1
e2
4x
+ p2
3e2
8x2
≤ e2max
{
1
4x
,
3
8x2
}
.
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At last, we verify that the special condition of Theorem 6.6 holds. By integrating the above
pdf, the cdf of Y is P (t) = p1t1{t≤1}+p2(t
2/21{t<1}+(p1+1− (t−2)2/2)1{t≥1}). We note that
Q′(x) = 1/p(Q(x)) and thus for x < P (1), Q′(x) = 1/(p1 + p2Q(x)). Therefore, for x < P (1)
Q′(x)
Q(x)
=
1
p1Q(x) + p2Q2(x)
≤ 1
x
,
where the last inequality follows from the observation p1t+ p2t
2 > P (t) for t ≤ 1.
6.7.4 Rotation Synchronization
In rotation synchronization G = SO(3) and a common metric is dG(R1, R2) = ‖ log(R1RT2 )‖F /π,
which is bi-invariant [21]. Consequently, dij,k = ‖ log(RijRjkRki)‖F . We remark that ‖ log(R)‖
is the absolute value of rotation angle, theta, around the eigenspace of R with eigenvalue 1.
The Haar measure on SO(3) is described, e.g., in [40].
The distribution of s∗ij is exactly the distribution of |θ| (described above) for the correspond-
ing group ratio. It is shown in [40] that θ is supported on [−π, π] with density (1− cos θ)/(2π).
Thus, the pdf of s∗ij is 1− cos(πx) for x ∈ [0, 1]. We note that if either ik ∈ Eb or jk ∈ Eb (but
not both), then the cdf of max(s∗ik, s
∗
jk) is
∫ x
0 1 − cos(πt)dt = x − sin(πx)/π. Furthermore, if
ik, jk ∈ Eb, then the cdf of max(s∗ik, s∗jk) is (x− sin(πx)/π)2. Thus, for k ∈ Bij and p1 and p2
as specified in Section 6.7.3,
Pmax(x) = p1(x− sin(πx)/π) + p2(x− sin(πx)/π)2 ≤ x− sin(πx)/π.
Furthermore,
zG =
∫ 1
0
(1− cos(πt))t dt = 1
2
+
2
π2
.
We next specify V(x). Clearly, 6.6,
sup
τ>x
Var(fτ (Y )) ≤ e2 sup
τ>x
E(e−2τY τ2Y 2) = e2 sup
τ>x
∫ 2
0
e−2τtτ2t2p(t) dt,
where p(t) is the pdf of Y . It can be easily shown that
p(t) = p1(1− cos(πx))1{t≤1} + p2(1{t≤1}pA(t) + 1{t>1}pB(t)),
where pA(t) = t−3 sin(πt)/(2π)+cos(πt)t/2 and pB(t) = 2−t−5 sin(πt)/(2π)+cos(πt)(2−t)/2.
One can verify that p(t) ≤ p1π2t2/2 + p2π4t5/120. Thus, V (x) can be chosen as the final RHS
of the following equation
sup
τ>x
Var(fτ (Y )) ≤ p1 e
2π2
2
sup
τ>x
∫ ∞
0
e−2τtτ2t3 dt+ p2
e2π4
120
sup
τ>x
∫ ∞
0
e−2τtτ2t7 dt
=p1
e2π2
2
sup
τ>x
3
8τ2
+ p2
e2π4
120
sup
τ>x
315
16τ6
= p1
3e2π2
16x2
+ p2
21e2π4
128x6
< max
{
14
x2
,
120
x6
}
.
At last, we verify the special condition of Theorem 6.6. We first note that by the fact that
p(1) = 0.5, the pdf p(t) satisfies p12t
2 + p2t
5/2 ≤ p(t) ≤ p1π2t2/2 + p2π4t5/120 for t ≤ 1. Thus
for t ≤ 1 , the cdf P (t) satisfies p12t3/3+ p2t6/12 ≤ P (t) ≤ p1π2t3/6+ p2π4t6/720. As a result,
if x < P (1), then Q′(x) = 1/p(Q(x)) ≤ 1/(p12Q2(x) + p2Q5(x)/2). Consequently,
Q′(x)
Q(x)
≤ 1
p12Q3(x) + p2
1
2Q
6(x)
≤ 1
x
,
where the last inequality follows from P (t) ≤ p1π2t3/6 + p2π4t6/720 ≤ p12t3+ p2t6/2 for t ≤ 1.
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7 Conclusion
We proposed a novel message passing framework for robustly solving group synchronization
problems with any compact group under adversarial corruption and sufficiently small noise. We
established deterministic exact recovery theory for finite sample size with weak assumptions
on the adversarial corruption. We only required that the ratio of corrupted cycles per edge
is bounded by a reasonable constant. Previous works on group synchronization assumed very
special generative models. Some of them only considered asymptotic recovery and they were
often restricted to special groups. Somewhat similar guarantees exist for the different problem
of camera location estimation, but we already mentioned their weaknesses in view of our guar-
antees. We also established the stability of CEMP to bounded and sub-Gaussian noise. We
further studied exact recovery under a previous uniform corruption model and established the
sharpest guarantees according to an information-theoretic bound.
Despite the great promise of this work, there are different theoretical directions in which it
can be further improved. First of all, the theory on adversarial corruption assumes a uniform
bound on the corruption ratio per edge (that is, the number of corrupted cycles over the number
of neighboring cycles), whereas in practice one should allow a small fraction of edges to be con-
tained in many corrupted cycles. We believe that it is possible to address the latter setting with
CEMP by adaptively choosing βt for different edges. This way, instead of the current ℓ∞ bound
on the convergence, one can establish an ℓ1 or ℓ2 convergence bound. Nevertheless, the mathe-
matical ideas behind guaranteeing an adaptive reweighting strategy are highly complicated and
hard to verify. Instead, we prefer to clearly explain our theory with a simpler procedure.
Another future direction is to extend the theory to other classes of reweighting functions,
in addition to the indicator and exponential functions. In particular, one may further consider
finding an optimal sequence of reweighting functions under certain statistical models.
Our performance guarantees for the uniform corruption model focused on obtaining the
information-theoretic bound q < 1 in a general setting, while establishing new results for the
groups SN and SO(d). We mentioned different regimes of sample sizes, but did not emphasize
the information-theoretic lower bound on n (or on the average degree, np). This bound was
only studied so far in the case of Z2 synchronization [2, 4]. As we commented in Section 6.5 our
lower bound on n does not match the former one. It will be interesting to see if a more careful
analysis of a CEMP-type method for Z2 synchronization can match this bound. It will also be
interesting to similarly analyze other groups.
The framework of CEMP can be also relevant to other settings that exploit cycle consistency
information, but with some limitations. First of all, in the case of non-compact groups, one can
scale the given group elements. In particular, if both {gi}ni=1 and {g∗i }ni=1 lie in a ball of fixed
radius, then by appropriate scaling, one can assume that s∗ij ≤ 1 for all ij ∈ E. The theory
thus extends to non-compact groups with finite corruption models and bounded noise. If the
distribution of the corruption or noise has infinite support, then our theory is invalid when the
sample size approaches infinity, though it is still valid for a finite sample size.
We also claim that CEMP can be extended to the problem of camera location estimation.
Since the scale information of group ratios is missing, one should define alternative notions of
cycle consistency, inconsistency measure and corruption level, such as the ones we proposed in
[35]. In fact, using these notions, the AAB algorithm of the conference paper [35] is CEMP-
B with sik(t) + sjk(t) replaced by max{sik(t), sjk(t)}. We remark that there is no significant
difference between these two comparable choices. We can develop a similar, though weaker,
theory for exact recovery by CEMP (or AAB) for camera location estimation. In order to keep
the current work focused, we exclude this extension. The main obstacle in establishing this
theory is that the metric is no longer bi-invariant and thus dij,k may not equal to s
∗
ij, even for
uncorrupted cycles.
A different notion of cycle consistency is also used in a histogram-based method for the iden-
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tification of common lines in cryo-EM imaging [37]. We believe that the reweighting procedure
in CEMP can be incorporated in [37] to reduce the rate of false positives.
We claim that cycle consistency is also essential within each cluster of vector diffusion
maps (VDM) [39], whose applications include clustering cryo-EM images with different viewing
directions [12, 39] and solving jigsaw puzzles [20]. Indeed, in VDM, powers of the connection
adjacency matrix give rise to “higher-order connection affinities” between nodes i and j obtained
by the squared norm of a weighted sum of the products of group ratios gLij along paths Lij
from i to j (see e.g., demonstration in Fig. 4(a) in [11]). For i and j in the same cluster, cycle
consistency implies that each product of group ratios gLij is approximately gij (or exactly gij
if there is no corruption). Consequently, for each ij ∈ E, the sum of gLij over Lij with fixed
length (depending of the power used) is approximately a large number times gij and thus has a
large norm, that is, the higher-order connection affinity is large. On the other hand, if i and j
belong to different clusters, then the different gLij ’s may possibly cancel or decrease the effect
of each other (due to the different properties of the clusters). Consequently, the higher-order
connection affinity is typically small. We note that these affinities are somewhat similar to our
weighted average of cycle inconsistencies,
∑
LwLdG(gL, eG). However, unlike our reweighting
strategy, VDM weighs cycles in a single step using Gaussian kernels (see (3) and (4) in [12]). We
believe that a suitable reweighting strategy can be applied to VDM to improve its classification
accuracy.
At last, we mention that while the theory is very general and seems to apply well to the
common compact groups Z2, SN and SO(d), specific considerations need to be addressed for
special groups. For example, in Z4 synchronization, which is useful in recovering orientations
of jigsaw puzzles [20], each edge is contained in at most two cycles of length at most 4. Thus
effective inference of corruption requires cycles with length greater than 4. We remark that for
simplicity we developed the theory for 3-cycles, but our theory extends to higher-order cycles.
References
[1] E. Abbe. Community detection and stochastic block models: recent developments. The Journal of
Machine Learning Research, 18(1):6446–6531, 2017.
[2] E. Abbe, A. S. Bandeira, A. Bracher, and A. Singer. Decoding binary node labels from censored
edge measurements: Phase transition and efficient recovery. IEEE Trans. Network Science and
Engineering, 1(1):10–22, 2014.
[3] M. Arie-Nachimson, S. Z. Kovalsky, I. Kemelmacher-Shlizerman, A. Singer, and R. Basri. Global
motion estimation from point matches. In 2012 Second International Conference on 3D Imaging,
Modeling, Processing, Visualization & Transmission, Zurich, Switzerland, October 13-15, 2012,
pages 81–88, 2012.
[4] A. S. Bandeira. Random laplacian matrices and convex relaxations. Foundations of Computational
Mathematics, 18(2):345–379, 2018.
[5] A. S. Bandeira, N. Boumal, and A. Singer. Tightness of the maximum likelihood semidefinite
relaxation for angular synchronization. Mathematical Programming, 163(1-2):145–167, 2017.
[6] O. Bousquet. A Bennett concentration inequality and its application to suprema of empirical
processes. C. R. Math. Acad. Sci. Paris, 334(6):495–500, 2002.
[7] A. Chatterjee and V. M. Govindu. Efficient and robust large-scale rotation averaging. In IEEE
International Conference on Computer Vision, ICCV 2013, Sydney, Australia, December 1-8, 2013,
pages 521–528, 2013.
[8] M. Cucuringu. Synchronization over Z2 and community detection in signed multiplex networks with
constraints. J. Complex Networks, 3(3):469–506, 2015.
[9] M. Cucuringu, Y. Lipman, and A. Singer. Sensor network localization by eigenvector synchronization
over the euclidean group. TOSN, 8(3):19:1–19:42, 2012.
34
[10] D. L. Donoho, A. Maleki, and A. Montanari. Message-passing algorithms for compressed sensing.
Proceedings of the National Academy of Sciences, 106(45):18914–18919, 2009.
[11] Y. Fan and Z. Zhao. Cryo-Electron Microscopy Image Analysis Using Multi-Frequency Vector
Diffusion Maps. arXiv e-prints, page arXiv:1904.07772, Apr 2019.
[12] Y. Fan and Z. Zhao. Multi-frequency vector diffusion maps. In Proceedings of the 36th International
Conference on Machine Learning, volume 97, pages 1843–1852, Long Beach, California, USA, 09–15
Jun 2019.
[13] M. R. Garey, D. S. Johnson, and L. Stockmeyer. Some simplified np-complete problems. In Pro-
ceedings of the sixth annual ACM symposium on Theory of computing, pages 47–63. ACM, 1974.
[14] M. X. Goemans and D. P. Williamson. Improved approximation algorithms for maximum cut and
satisfiability problems using semidefinite programming. J. ACM, 42(6):1115–1145, Nov. 1995.
[15] V. M. Govindu. Lie-algebraic averaging for globally consistent motion estimation. In 2004 IEEE
Computer Society Conference on Computer Vision and Pattern Recognition (CVPR 2004), 27 June
- 2 July 2004, Washington, DC, USA, pages 684–691, 2004.
[16] P. Hand, C. Lee, and V. Voroninski. Shapefit: Exact location recovery from corrupted pairwise
directions. Communications on Pure and Applied Mathematics, 71(1):3–50, 2018.
[17] R. I. Hartley, K. Aftab, and J. Trumpf. L1 rotation averaging using the weiszfeld algorithm. In
The 24th IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2011, Colorado
Springs, CO, USA, 20-25 June 2011, pages 3041–3048, 2011.
[18] Q. Huang and L. J. Guibas. Consistent shape maps via semidefinite programming. Comput. Graph.
Forum, 32(5):177–186, 2013.
[19] X. Huang, Z. Liang, C. Bajaj, and Q. Huang. Translation synchronization via truncated least
squares. In Advances in Neural Information Processing Systems 30: Annual Conference on Neural
Information Processing Systems 2017, 4-9 December 2017, Long Beach, CA, USA, pages 1459–1468,
2017.
[20] V. Huroyan, G. Lerman, and H.-T. Wu. Solving jigsaw puzzles by the graph connection laplacian.
ArXiv, abs/1811.03188, 2018.
[21] D. Q. Huynh. Metrics for 3D rotations: comparison and analysis. J. Math. Imaging Vision,
35(2):155–164, 2009.
[22] V. Koltchinskii. Oracle inequalities in empirical risk minimization and sparse recovery problems,
volume 2033 of Lecture Notes in Mathematics. Springer, Heidelberg, 2011. Lectures from the 38th
Probability Summer School held in Saint-Flour, 2008.
[23] G. Lerman and T. Maunu. Fast, robust and non-convex subspace recovery. Information and Infer-
ence: A Journal of the IMA, 7(2):277–336, 2017.
[24] G. Lerman, M. B. McCoy, J. A. Tropp, and T. Zhang. Robust computation of linear models by
convex relaxation. Foundations of Computational Mathematics, 15(2):363–410, 2015.
[25] G. Lerman, Y. Shi, and T. Zhang. Exact camera location recovery by least unsquared deviations.
SIAM J. Imaging Sciences, 11(4):2692–2721, 2018.
[26] D. Martinec and T. Pajdla. Robust rotation and translation estimation in multiview reconstruction.
In 2007 IEEE Computer Society Conference on Computer Vision and Pattern Recognition (CVPR
2007), 18-23 June 2007, Minneapolis, Minnesota, USA, 2007.
[27] T. Maunu, T. Zhang, and G. Lerman. A well-tempered landscape for non-convex robust subspace
recovery. Journal of Machine Learning Research, 20(37):1–59, 2019.
[28] S. Mei, T. Misiakiewicz, A. Montanari, and R. I. Oliveira. Solving sdps for synchronization and
maxcut problems via the grothendieck inequality. In Proceedings of the 30th Conference on Learning
Theory, COLT 2017, Amsterdam, The Netherlands, 7-10 July 2017, pages 1476–1515, 2017.
[29] A. Montanari and S. Sen. Semidefinite programs on sparse random graphs and their application to
community detection. In Proceedings of the 48th Annual ACM SIGACT Symposium on Theory of
Computing, STOC 2016, Cambridge, MA, USA, June 18-21, 2016, pages 814–827, 2016.
35
[30] O. O¨zyesil and A. Singer. Robust camera location estimation by convex programming. In IEEE
Conference on Computer Vision and Pattern Recognition, CVPR 2015, Boston, MA, USA, June
7-12, 2015, pages 2674–2683, 2015.
[31] O. O¨zyesil, A. Singer, and R. Basri. Stable camera motion estimation using convex programming.
SIAM Journal on Imaging Sciences, 8(2):1220–1262, 2015.
[32] D. Pachauri, R. Kondor, and V. Singh. Solving the multi-way matching problem by permutation
synchronization. In C. J. C. Burges, L. Bottou, M. Welling, Z. Ghahramani, and K. Q. Wein-
berger, editors, Advances in Neural Information Processing Systems 26, pages 1860–1868. Curran
Associates, Inc., 2013.
[33] A. Perry, A. S. Wein, A. S. Bandeira, and A. Moitra. Message-passing algorithms for synchronization
problems over compact groups. Communications on Pure and Applied Mathematics, 2018.
[34] T. Shen, S. Zhu, T. Fang, R. Zhang, and L. Quan. Graph-based consistent matching for structure-
from-motion. In European Conference on Computer Vision, pages 139–155. Springer, 2016.
[35] Y. Shi and G. Lerman. Estimation of camera locations in highly corrupted scenarios: All about that
base, no shape trouble. In 2018 IEEE Conference on Computer Vision and Pattern Recognition,
CVPR 2018, Salt Lake City, UT, USA, June 18-22, 2018, pages 2868–2876, 2018.
[36] A. Singer. Angular synchronization by eigenvectors and semidefinite programming. Applied and
computational harmonic analysis, 30(1):20–36, 2011.
[37] A. Singer, R. Coifman, F. Sigworth, D. Chester, and S. Y. Detecting consistent common lines in
cryo-em by voting. Journal of Structural Biology, 169(3):312–322, 2010.
[38] A. Singer and Y. Shkolnisky. Three-dimensional structure determination from common lines in cryo-
em by eigenvectors and semidefinite programming. SIAM journal on imaging sciences, 4(2):543–572,
2011.
[39] A. Singer and H.-T. Wu. Vector diffusion maps and the connection Laplacian. Comm. Pure Appl.
Math., 65(8):1067–1144, 2012.
[40] L. Wang and A. Singer. Exact and stable recovery of rotations for robust synchronization. Infor-
mation and Inference, 2013.
[41] J. S. Yedidia, W. T. Freeman, and Y. Weiss. Understanding belief propagation and its generaliza-
tions. Exploring artificial intelligence in the new millennium, 8:236–239, 2003.
[42] C. Zach, M. Klopschitz, and M. Pollefeys. Disambiguating visual relations using loop constraints.
In The Twenty-Third IEEE Conference on Computer Vision and Pattern Recognition, CVPR 2010,
San Francisco, CA, USA, 13-18 June 2010, pages 1426–1433, 2010.
[43] T. Zhang and G. Lerman. A novel M-estimator for robust PCA. Journal of Machine Learning
Research, 15(1):749–808, 2014.
A Supplementary Proofs
A.1 Proof of Lemma 3.6
WLOG fix L = {12, 23, 34, . . . , n1}. By the bi-invariance of dG and the triangle inequality
|dL − s∗12| =
∣∣dG (g12g23 · · · gn1 , eG)− dG (g12g∗−112 , eG)∣∣
≤ dG
(
g12g23 · · · gn1 , g12g∗−112
)
= dG (g
∗
12g23 · · · gn1 , eG) . (80)
Note that for all 1 ≤ i ≤ n− 1, the bi-invariance of dG implies that
s∗i i+1 = dG(gi i+1, g
∗
i i+1) = dG
(
g∗12 · · · g∗i−1 i gi i+1 · · · gn1 , g∗12 · · · g∗i i+1gi+1 i+2 · · · gn1
)
. (81)
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Application of (2) and then several applications of the triangle inequality and (81) yield
dG (g
∗
12g23 · · · gn1 , eG) = dG (g∗12g23 · · · gn1 , g∗12g∗23 · · · g∗n1)
≤dG (g∗12g23 · · · gn1 , g∗12g∗23g34 · · · gn1) + dG (g∗12g∗23g34 · · · gn1 , g∗12g∗23 · · · g∗n1)
≤
n∑
i=2
dG
(
g∗12 · · · g∗i−1 i gi i+1 · · · gn1 , g∗12 · · · g∗i i+1gi+1 i+2 · · · gn1
)
=
n∑
i=2
s∗i i+1 =
∑
ij∈L\{12}
s∗ij. (82)
We conclude the proof by combining (80) and (82).
A.2 Proof of Theorem 5.3
We prove the theorem by induction. For t = 0, we note that a similar argument to (39) implies
that
ǫij(0) ≤
∑
k∈Nij
|dij,k − s∗ij|
|Nij | =
∑
k∈Gij
|dij,k − s∗ij |+
∑
k∈Bij
|dij,k − s∗ij|
|Nij |
≤
∑
k∈Gij
|s∗ik + s∗jk|+ |Bij |
|Nij | ≤
|Gij |
|Nij | · 2δ +
|Bij |
|Nij | ≤ λ+ 2δ ≤
1
β0
− δ. (83)
Next, we assume that ǫ(t) + δ < 1βt for an arbitrary t > 0, and show that ǫ(t + 1) + δ <
1
βt+1
. We use similar notation and arguments as in the proof of Theorem 5.1. We note that
1
βt
≥ ǫ(t) + δ ≥ maxij∈Eg ǫij(t) + δ = maxij∈Eg sij(t) and thus for any ij ∈ E, Gij ⊆ Aij(t). We
also note that sij(t) ≤ 1βt implies that s∗ij ≤ sij(t) + ǫ(t) ≤ sij(t) + 1βt − δ ≤ 2 1βt − δ. We use
these observations in an argument analogous to (43), which we describe in short as follows:
ǫij(t+ 1) ≤
∑
k∈Gij
1{sik(t),sjk(t)≤ 1βt }
2δ +
∑
k∈Bij
1{sik(t),sjk(t)≤ 1βt }
(4 1βt − 2δ)
|Aij(t)|
≤ |Gij ||Nij |2δ +
|Bij|
|Nij | (4
1
βt
− 2δ). (84)
Taking maximum over ij ∈ E of the expressions in the LHS and RHS of (84) and using the
assumptions λ < 1/4 and 4λ 1βt + (3− 4λ)δ < 1βt+1 < 1βt , we conclude (48) as follows
ǫ(t+ 1) + δ ≤ 2(1 − λ)δ + 2λ(2 1
βt
− δ) + δ = 4λ 1
βt
+ (3− 4λ)δ < 1
βt+1
.
At last, since 1βt+1 > 4λ
1
βt
+ (3 − 4λ)δ and β0 < 1−4λ(3−4λ)δ , βt < 1−4λ(3−4λ)δ for all t ≥ 0. The
fact that {βt}t≥0 is increasing and the latter inquality, imply that ε is well defined (that is,
limt→∞ βt exists) and 0 < ε ≤ 1. Taking the limit of (48) when t→∞, yields (49).
A.3 Proof of Theorem 5.4
We prove the theorem by induction. For t = 0, (83) implies that ǫ(0) ≤ λ + 2δ and thus
1
4β0
> λ+ 52δ ≥ ǫ(0)+ 12δ. Next, we assume that ǫ(t)+ 12δ < 14βt and show that ǫ(t+1)+ 12δ < 14βt+1 .
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By a similar proof to (44) and (45), while using the current model assumption maxij∈Eg s
∗
ij <
δ, we obtain that
ǫ(t+ 1)ij ≤ 2δ +
∑
k∈Bij
e−βt(s
∗
ik
+s∗
jk)
(
s∗ik + s
∗
jk
)
eβt(ǫik(t)+ǫjk(t))
∑
k∈Gij
e−βt(2δ+ǫik(t)+ǫjk(t))
.
The same arguments of proving (46) and (47), yield the estimate
ǫ(t+ 1) ≤ 2δ + λ
1− λ
1
eβt
eβt(2δ+4ǫ(t)).
We conclude (50) by applying the assumptions ǫ(t) + 12δ ≤ 14βt and 52δ + λ1−λ 1βt < 14βt+1 < 14βt
to the above equation as follows
ǫ(t+ 1) +
1
2
δ ≤ 5
2
δ +
λ
1− λ
1
eβt
eβt(2δ+4ǫ(t)) ≤ 5
2
δ +
λ
1− λ
1
βt
<
1
4βt+1
.
Establishing 0 < ε ≤ 1 and (51) is the same as in the proof of Theorem 5.3 in Section A.2.
A.4 Proof of Lemma 6.9
Denote γij = sij(0) − E(sij(0)) for ij ∈ E and γ = maxij∈E γij , so that the condition of the
lemma can be written more simply as 1/(4β0) ≥ γ. By rewriting sij(0) as q2gs∗ij+(1−q2g)zG+γij
and applying (37) with t = 0,
ǫij(1) ≤
∑
k∈Bij
e−β0(q
2
gs
∗
ik
+γik+q
2
gs
∗
jk
+γjk)
(
s∗ik + s
∗
jk
)
∑
k∈Gij
e−β0(q
2
gs
∗
ik
+γik+q2gs
∗
jk
+γjk)
.
By first applying the obvious facts: |γik|, |γjk| ≤ γ and s∗ik = s∗jk = 0 for k ∈ Gij , then applying
the assumption 1/(4β0) ≥ γ, and at last the inequality xe−ax ≤ 1/(ea) for x, a > 0 with
x = s∗ik + s
∗
jk and a = β0q
2
g , we obtain that
ǫij(1) ≤
∑
k∈Bij
e−β0q
2
g(s∗ik+s
∗
jk)
(
s∗ik + s
∗
jk
)
e4β0γ
|Gij |
≤
e
∑
k∈Bij
e−β0q
2
g(s∗ik+s
∗
jk)
(
s∗ik + s
∗
jk
)
|Gij | ≤
|Bij |
|Gij |
1
q2gβ0
.
The lemma is concluded by taking maximum over ij ∈ E in both the LHS and RHS of the
above inequality.
A.5 Proof of Lemma 6.10
We prove (76), or equivalently, ǫ(t) < 1/(4βt) for all t ≥ 1, by induction. We note that
ǫ(1) < (1/4β1) is an assumption of the lemma. We next show that ǫ(t + 1) < 1/(4βt+1) if
ǫ(t) < 1/(4βt). By combining (45) and the induction assumption ǫ(t) < 1/(4βt) and then using
the definition of λ,
ǫij(t+ 1) ≤
e
∑
k∈Bij
e−βt(s
∗
ik
+s∗
jk)
(
s∗ik + s
∗
jk
)
|Gij | ≤ e
λ
1− λ
1
|Bij |
∑
k∈Bij
e−βt(s
∗
ik
+s∗
jk)
(
s∗ik + s
∗
jk
)
.
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Combining (75) with the above equation, then applying the definition of M , and at last using
βt+1 = βt/r,
ǫ(t+ 1) < e
λ
1− λ
1
Mβt
=
r
4βt
=
1
4βt+1
.
A.6 Proof of Lemma 6.11
We arbitrarily fix ij ∈ E and β > 0. We denote m = |Bij | and assume that k = 1, . . . ,m
index the elements of Bij. We use the i.i.d. random variables Xk = s
∗
ik + s
∗
jk, k = 1, . . . ,m,
defined earlier with cdf denoted by P . Let P and Pm denote the functionals that provide the
expectation with respect to the probability and empirical measures of {Xk}mk=1, respectively.
That is, Pf = ∫ f(x)dP (x) and Pmf = 1m∑mk=1 f(Xk). For any functional Y : F(β) → R, let
‖Y‖F(β) = supf∈F(β) |Y(f)|. Given this notation, we can rewrite (77) that we need to prove as
follows
Pr
(
‖Pm − P‖F(β) > V (β) + c
√
logm
m
)
< e−
1
3
mV (β). (85)
The above formulation is similar to the following uniform version of Bennett’s inequality in
our setting (see Theorem 2.3 of [6]): For any t > 0
Pr(‖Pm − P‖F(β) > E‖Pm − P‖F(β) + t) < e−mvh(
t
v ), (86)
where h(x) = (x+1) log(x+1)−x and v = V (β)+2E‖Pm−P‖F(β) (H is the same as ours). We
remark that (86) holds under the condition that supfτ∈F(β) ‖fτ − Pfτ‖∞ ≤ 1. This condition
holds in our setting since 0 ≤ fτ (x) ≤ 1 for any τ ≥ 0 and x ≥ 0.
In order to conclude (85) from (86), we formulate the following lemma that provides an
upper bound for E‖Pm − P‖F(β) in (86). We prove it in Section A.6.1 below.
Lemma A.1. Assume the setting of Theorem 6.6. There exists an absolute constant c1 such
that for all β,m > 0
E‖Pm − P‖F(β) ≤ c1
√
logm
m
. (87)
By letting t = V (β) + 2c1
√
logm/m in (86) and c = 3c1 in (85) and applying Lemma A.1,
we conclude that the event of (85) contains the event of (86). It thus remains to show that
the probability bound in (85) controls the one in (86). This follows from the facts that t/v > 1
(which follows by direct application of Lemma A.1) and h(x) > x/3 when x ≥ 1 (which is a
direct calculus exercise).
A.6.1 Proof of Lemma A.1
In order to upper bound E‖Pm−P‖F(β), we use tools from empirical risk minimization. Define
Rm(f) = 1m
∑m
k=1 ǫkfτ (Xk), where ǫk are i.i.d. Rademacher random variables. We first note
that E‖Pm−P‖F(β) can be controlled by the Rademacher complexity of F(β), which is defined
as E‖Rm‖F(β). Specifically, Theorems 2.1 and 3.11 of [22] state that there exists an absolute
constant c2 such that
E‖Pm − P‖F(β) ≤ 2E‖Rm‖F(β) ≤
c2√
m
E
∫ 2σm
0
√
logN(F(β); ℓ2(Pm); ε)dε, (88)
where σ2m = supfτ∈F(β) Pmf2 and N(F(β); ℓ2(Pn); ε) is the covering number of F(β) using
ℓ2(Pm)-balls of radius ε. Note that the ℓ2(Pm)-ball of radius ε centered at any function
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fτ∗(x) ∈ F(β) is defined as
{
fτ ∈ F(β) : 1m
∑m
k=1(fτ (Xk)− fτ∗(Xk))2 < ε2
}
. In view of (88),
since F(β) ⊆ F(0) for any β > 0, we can prove (87) by showing that there exists an absolute
constant c3 such that
E
∫ 2σm
0
√
logN(F(0); ℓ2(Pm); ε)dε ≤ c3
√
logm. (89)
In order to conclude (89), we first give an upper bound for N(F(0); ℓ2(Pm); ε) for fixed ε, m
and {Xk}mk=1 by constructing a specific ℓ2(Pm)-ball covering {Bi}Nεi=1 of F(0). We note that
since fτ (Xk) ≤ 1 for any f ∈ F(0) and Xk ≥ 0, the covering number N(F(0); ℓ2(Pm); ε) equals
1 for all ε ≥ 1; therefore, its log is zero and in this case there is no contribution to the integral
in (89). It is thus sufficient to consider ε < 1. For simplicity, we represent each ball Bi in our
proposed cover by an interval Ii = [ai, bi) that indicates the range of parameters τ of functions
in Bi. In our construction, I1 = [a1,∞), bi+1 = ai for i = 1, . . . , Nε−1 and {Ii}Nεi=1 cover [0,∞).
This implies that Bi = {fτ : τ ∈ Ii}, i = 1, . . . , Nε, cover F (0) = {fτ : τ ∈ [0,∞)}.
We define
I1 =
(
2 log(1ε ) + 2
min1≤k≤mXk
,∞
)
(90)
We claim that the ball B1 = {fτ : τ ∈ I1} is contained in B(0, ε), whose center fτ (x) ≡ 0
corresponds to τ = ∞. Indeed, if τ ∈ I1 and ε < 1, then τXk > 2 log(1/ε) + 2 > 2 and in
particular exp(12τXk) > τXk. Using these inequalities, we verify our claim as follows√√√√ 1
m
m∑
k=1
(e−τXk+1τXk)2 ≤ max
1≤k≤m
e−τXk+1τXk < max
1≤k≤m
e−
1
2
τXk+1 < ε.
Given Ii = (ai, bi], we define Ii+1 = (ai+1, bi+1], where bi+1 = ai and ai+1 = ai − ε/(2e), so
that |Ii+1| = ε/(2e). We claim that Bi+1 = {fτ : τ ∈ Ii+1} is contained in B(fbi+1 , ε). Indeed,
since the function xex+1 is Lipschitz with constant e and 0 ≤ Xk ≤ 2, for any τ ∈ Ii+1√√√√ 1
m
m∑
k=1
(fτ (Xk)− fbi+1(Xk))2 ≤ max
1≤k≤m
|e−τXk+1τXk − e−bi+1Xk+1bi+1Xk|
≤ e max
1≤k≤m
|τ − bi+1|Xk ≤ 2e|ai+1 − bi+1| = ε.
We have thus obtained a covering of F(0) by ℓ2(Pm)-balls with radius ε. The total number of
corresponding intervals (where intervals Ii, i ≥ 2, cover (0, a1) and have length ε/(2e)) is at
most 2ea1/ε+1. Using this observation and the value of a1 specified in (90), then applying the
facts Xk ≤ 2 and ε < 1, and at last the inequality 1 + log x ≤ x, we obtain that
N(F(β); ℓ2(Pm); ε) ≤ 4e
(log(1ε ) + 1)
1
ε
min1≤k≤mXk
+ 1 < 6e
(log(1ε ) + 1)
1
ε
min1≤k≤mXk
< e3
1
min1≤k≤mXk
1
ε2
. (91)
We note that the cdf of min1≤k≤mXk is 1−(1−P (x))m. Combining this observation, the fact
that ε < 1 and (91), and then applying basic inequalities, using the notation a+ = max(a, 0),
and in particular final application of Jensen’s inequality with the concave function
√
x, we
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obtain that
E
∫ 2σm
0
√
logN(F(β); ℓ2(Pm); ε)dε <
∫ 2
0
∫ 1
0
√
log
1
x
+ 2 log
1
ε
+ 3 dε d(1 − (1− P (x))m)
≤
∫ 2
0
∫ 1
0
(√(
log
1
x
)
+
+
√
2
(
log
1
ε
))
dε d(1 − (1− P (x))m) +
√
3
=
∫ 1
0
√
log
1
x
d(1− (1− P (x))m) +
√
2
∫ 1
0
√
log
1
ε
dε+
√
3
≤
√∫ 1
0
log
1
x
d(1 − (1− P (x))m) +
√
2 +
√
3. (92)
Next, we give an upper bound for the first term in the RHS of (92), while considering the
two cases of Theorem 6.6. If Xk, 1 ≤ k ≤ m, is supported on [a,∞) and a & 1/m, then∫ 1
0
log
1
x
d(1− (1− P (x))m) ≤
(
log
1
a
)
+
. logm. (93)
If on the other hand, the quantile function Q(x) is differentiable and Q′(x)/Q(x) . 1/x for
x < P (1), then we substitute u = 1− P (x) and obtain that∫
x∈[0,1]
log
1
x
d(1− (1− P (x))m) = −
∫
u∈[1−P (1),1]
log
1
Q(1− u) d(1− u
m)
=
∫
u∈[1−P (1),1]
(1− um)d log 1
Q(1− u) =
∫ 1
1−P (1)
(1− um)Q
′(1− u)
Q(1− u) du
.
∫ 1
0
1− um
1− u du =
∫ 1
0
m−1∑
i=0
uidu =
m∑
i=1
1
i
≤ (logm+ 1). (94)
Combining (92)-(94), we conclude (89) and thus Lemma A.1.
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