In this paper, we introduce the notion of reproducing kernel Hilbert spaces for graphs and the Gram matrices associated with them. Our aim is to investigate the Gram matrices of reproducing kernel Hilbert spaces. We provide several bounds on the entries of the Gram matrices of reproducing kernel Hilbert spaces and characterize the graphs which attain our bounds.
Introduction
The theory of reproducing kernel Hilbert spaces is one of richest areas in functional analysis. It originated from Sturm-Liouville theory in ordinary differential equations and Cauchy's integral formula in complex analysis, and serves nice frameworks to many fields in pure mathematics, applied mathematics, statistics and engineering (see [11, 12] ). The purpose of this paper is to investigate graphs via theory of reproducing kernel Hilbert spaces. Since this paper is directed to mathematicians not only in functional analysis but also in the graph theory, we would like to include details of our basic idea.
Definition 1.1. A vector space H is called a reproducing kernel Hilbert space (which will be abbreviated to RKHS) over some set Ω if (i) H is a Hilbert space consisting of functions on Ω,
(ii) for any x in Ω, there exists a non-zero function k x in H such that f (x) = f, k x H for any function f in H, where ·, · H denotes the inner product of H.
The above k x is called the reproducing kernel of H at x. Then the set of reproducing kernels {k x } x∈Ω is a linearly independent dense subset of H. Setting k(x, y) = k y , k x H , which defines a two variable function on Ω × Ω. In particular, K = (k(x, y)) x,y can be identified with a self-adjoint matrix if Ω is a finite set, and which is called the Gram matrix of H. In this paper, we construct real RKHS's encoding data of graphs, and investigate their Gram matrices. As will be shown in Section 5, the Gram matrix of H coincides with the inverse of the sum of the Laplacian matrix and the all-ones matrix. This matrix has been extensively studied in the context of the generalized inverse matrix of the Laplacian matrix, see [2, 4] and references therein. In fact, the main results of this paper are Theorems 6.9, 6.10 and 6.13. These results provide bounds on the entries of the Gram matrices of reproducing kernel spaces of graphs and characterize graphs which attain our bounds.
Before stating our results, we should mention the work of Nagai, Kametaka, Yamagishi, Takemura and Watanabe in [8] , where some similar results have been obtained. One of differences from their research is that our interest is analysis of graphs from RKHS point of view.
The paper is organized as follows. Section 2 is a short introduction to the graph theory which we need in this paper. In Section 3, we introduce Sobolev type real RKHS's over graphs, which will be denoted H G . In Section 4, we deal with Gram matrices of H G . An estimation of spectra of Gram matrices is given. In Section 5, we show that the Gram matrix is the inverse of the sum of the Laplacian matrix and the all-ones matrix. It turns out that reciprocal of the positive eigenvalues of the Laplacian matrix of the graph are eigenvalues of the Gram matrix and eigenspaces of both matrices coincide. Finally in Section 6 we focus on the maximum and minimum value of entries of the Gram matrix K. We provide the upper and lower bounds for diagonal entries of the Gram matrix of a graph and the upper and lower bound for minimum entries of the Gram matrix of a tree. In both cases, we characterize the graph which attains each bound.
Preliminary
A graph G = (V (G), E(G)) is a pair of a nonempty finite set V (G), which is called the vertex set, and a subset E(G) in {{x, y} : x, y ∈ V and x = y}, which is called the edge set. In this paper, a graph means always simple, namely it has neither loops nor mulitiedges, and has finite vertices. We abbreviate V = V (G) and E = E(G) if there is no confusion. For any vertex i ∈ V , let d i or deg G (i) denote the degree |{j ∈ V : {i, j} ∈ E}|. A path from x to y in the graph G is a sequence of x 0 = x, x 1 , . . . , x l = y such that {x i , x i+1 } ∈ E(G) for 0 ≤ i ≤ l − 1 and the vertices x 0 , . . . , x l are all distinct. The graph G is said to be connected if, for any two distinct vertices in G, there exists a path from one to the other. A graph is said to be a tree if, for any two distinct vertices, there exists the unique path between them. Let d = d G denotes the path-length distance for a connected graph G.
The adjacency matrix of G is a square matrix A whose rows and columns are indexed by V with (x, y)-entry 1 if {x, y} ∈ E and 0 otherwise. The degree matrix D of G is a diagonal matrix with (x, x)-entry equal to its degree. The Laplacian matrix L of G is defined to be L = D − A. Let λ j (1 ≤ j ≤ s) be all distinct eigenvalues of L with increasing order λ 1 < · · · < λ s . Let m i be the multiplicity of λ i . It is known that L has the smallest eigenvalue 0 with multiplicity 1 and its eigenvector is the all-ones vector 1 provided that G is connected.
Let E j denotes the projection onto the eigenspace corresponding to λ j for 1 ≤ j ≤ s. Then E 1 = 1 n J holds, where n denotes the number of vertices and J denotes the all-ones matrix. Since L is symmetric, L has the following spectral decomposition; L = s j=1 λ j E j with E T j = E j , E i E j = δ ij and s j=1 E j = I, where I denotes the identity matrix and δ ij denotes the Kronecker delta.
RKHS H G
Let G be a connected graph with adjacency matrix A. The set of all real valued functions on V will be denoted by F = F (G). We define a bilinear form on F as follows:
Proof. It is the same as the usual inner product case. Proof. The only if part is trivial. We shall show the if part. Assume that
Then it follows that u(x) = u(y) if A xy = 0. Since G is connected, u is constant.
by Cauchy-Schwarz inequality (Lemma 3.1). We define another bilinear form on F as follows:
for u and v in F . u is constant. Therefore we have that u = 0. Thus ·, · is an inner product. Next, let Φ be a graph isomorphism from G 1 onto G 2 , and let ·, · 1 and ·, · 2 be the corresponding inner products of G 1 and G 2 , respectively. Then, since A xy = A Φ −1 (x)Φ −1 (y) , we have that
By the polarization identity, it follows that inner product ·, · is invariant under graph isomorphisms. This concludes the proof.
Definition 3.4. H G will denote the Hilbert space (F , ·, · ). The norm induced by ·, · will be denoted by · HG , that is, we set u
H G will be abbreviated as H if no confusion occurs.
Since the dimension of H is finite, the point evaluation on H is norm continuous. By Riesz representation theorem, there exists a non-zero element k x in H such that u(x) = u, k x for any u in H. We note that k x is uniquely determined. This k x is called the reproducing kernel of H at x. In this paper, k x (y) will be denoted by k(y, x). It is easy to see that {k x } x∈V is linearly independent. Definition 3.5. Let G 1 and G 2 be connected graphs. We will say that H G1 and H G2 are isomorphic as reproducing kernel Hilbert spaces if there exists a unitary operator U from H G1 onto H G2 , a graph isomorphism Φ from G 1 onto G 2 and a function ϕ on V (G 2 ) such that the following diagram commutes:
where ι denote the mapping
For the fully general definition, see [1] .
The next lemma is well known in the theory of reproducing kernel Hilbert spaces.
Lemma 3.6. Let k and j be reproducing kernels of H G1 and H G2 , respectively. If H G1 and H G2 are isomorphic, then
Proof. By diagram chasing.
Let δ x denote the delta function for a vertex x in V . If {x, y} belongs to E, then δ x is orthogonal to δ y in H G . Indeed, for {x, y} in E, we have that
Hence, if G is complete, then {δ x } x∈V is an orthogonal set in H G , and we have that
Theorem 3.7. Let G 1 and G 2 be non-complete graphs. If H G1 and H G2 are isomorphic, then ϕ ≡ 1 or ϕ ≡ −1.
by Lemma 3.6. Since U is unitary and deg
Next, let {x, y} be not in E(G 1 ). Without loss of generality, we may assume that ϕ(Φ(x)) = 1 and ϕ(Φ(y)) = a. Then δ x , δ y HG 1 = 1 and
by Lemma 3.6. Therefore we have that a = 1. This concludes the proof. Proof. Let Φ be a graph isomorphism from 
This concludes the proof.
Remark 3.9. For a non-connected graph G, we define H G as the Hilbert space direct sum H G1 ⊕ · · · ⊕ H Gn , where G 1 , . . . , G n are connected components of G.
Gram matrices
We set u 2 = ( x∈V |u(x)| 2 ) 1/2 for each u in F , and l 2 (G) will denote the Hilbert space over G with the norm · 2 .
Lemma 4.1. Let G be a connected graph with n vertices, and let T be the operator from
Proof. For any (a 1 , . . . , a n ) in R n , we have that
Hence we have that T * (a 1 , . . . , a n ) = a 1 k x1 + · · · + a n k xn .
It follows that
This concludes (i). Moreover,
Thus we have (ii). 
Proof. Let k and j be reproducing kernels of H G1 and H G2 , respectively. By Lemmas 3.6 and 3.7, we have that
Remark 4.5. In the later section, we will see that min σ(K) = 1/|V |.
Lemma 4.6. Let G be a connected graph with n vertices. Then
Proof. Let u be an eigenvector with respect to an eigenvalue λ of T * T . Then we have that
Hence we have that
Since σ(T T * ) = σ(T * T ), we have the conclusion.
We set u ∞ = max x∈V |u(x)| for each u in F , and l ∞ (G) will denote the Banach space over G with the norm · ∞ .
Lemma 4.7. Let G be a connected graph. Then
and which is best possible.
Proof. Let S be the operator from H onto l ∞ (G) defined as Su = u. It suffices to show that
we have that
Hence we have that S 2 ≤ max x∈V k(x, x). Conversely, taking a vertex x 0 in V such that k(x 0 , x 0 ) = max x∈V k(x, x), we have that
It follows that max
Theorem 4.8. Let G be a connected graph. Then
Proof. By Lemma 4.7 we have that
This concludes the proof by Lemma 4.6.
Remark 4.9. The inequality in Lemma 4.7 is a kind of discrete Sobolev inequality (cf. [8]).
Remark 4.10. If G is complete, then σ(K) = {1/|V |}. Indeed,
Remark 4.11. For each non-connected graph G, we define the Gram matrix of G as the direct sum K G1 ⊕ · · · ⊕ K Gn , where G 1 , . . . , G n are connected components of G.
The Gram matrix in terms of the spectra of Laplacian matrix
In this section, we study the spectra of the Gram matrix K of H.
Theorem 5.1. Let G be a connected graph with n vertices and Laplacian matrix L. Assume that the spectral decomposition of L is
Then a set {û : u ∈ V } is an orthonormal basis with respect to the inner product , defined in Section 3. Indeed
In particular, K is the inverse matrix of L + J and K − 1 n 2 J is the Moore-Penrose pseudo-inverse of the Laplacian matrix L. Since the largest eigenvalue of L is at most n, 1 n is the smallest eigenvalue of K.
Example 5.2. Let n be an integer at least 2. Let G = (V, E) be a star with V = {1, · · · , n} and E = {{1, i} : 2 ≤ i ≤ n}. Then the eigenvalues of the Laplacian matrix L are λ 1 = 0, λ 2 = 1 and λ 3 = n. The corresponding multiplicities are m 1 = 1, m 2 = n − 2 and m 3 = 1. The orthogonal projections R n onto the eigenspaces are
T and E 2 is determined from the equation
Thus, by Theorem 5.1, the Gram matrix of reproducing kernel of G is given by
where 0 denotes the all-zeros column vector. 
holds. The equality on the right holds if and only if G is a tree, and the equality on the left holds if and only if G is the complete graph.
Proof. Since 
Entries of Gram matrix
In this section, we study the entries of the Gram matrix K for a graph. We will show a combinatorial interpretation and several bounds on the entries of K.
The values r i,j is called the resistance between vertices i and j, see [3, Section 9] . The following is a fundamental result on the resistance. We use the following lemma to provide a combinatorial interpretation on the entries of K. For vertices i, j in a connected graph G, denote by τ (G; i, j) the number of spanning forests of G with 2 components in which each component contains exactly one of {i, j}. Thus when i and j coincide, τ (G; i, j) is zero. Define r G,i = j∈V (G) r i,j for each vertex i ∈ V (G). It is also denoted by r i . Lemma 6.2. Let G be a connected graph with n vertices. Then the following hold.
Proof. (i): When i = j, there is nothing to prove. Assume that i and j are distinct. From [3, equation
(ii): By the definition of r i and r i,j , we have the following equalities:
(iii): Summing (ii) over i = 1, . . . , n yields that Tr(K) = Now we obtain the following equality. Proposition 6.3. Let G be a connected graph with n vertices. Then the following hold.
.
Proof.
The case for i = j follows from Lemma 6.2(i), (iii). The case for i = j follows from the case for i = j, the definition of r i,j and Lemma 6.2(i).
Next we derive several inequalities on the entries of K. A vertex in G is said to be dominating if it is adjacent to all other vertices. The following lemma gives a lower bounds on the diagonal entries and characterizes dominating vertices. The following proposition gives an upper bound for the least entry of each row in K.
Proposition 6.5. Let G be a connected graph with n vertices. If
with equality if and only if the vertex i is a dominating vertex in G.
Proof. Since all-ones vector is the eigenvector of K with eigenvalue 1 n , we have
n by Lemma 6.4, we have the desired inequality. The equivalent condition the equality follows from the same proof in Lemma 6.4. Lemma 6.6. Let G be a connected graph which does not have an edge e = {i, j}. Let G ′ be the graph added the edge e to G. Then for any l ∈ {1, . . . , n}, 
Lemma 6.7. Let T be a tree with n vertices, K the Gram matrix of G. Then the following hold:
(ii) Candidates which take the maximum value of K i,i are leaves on T .
(iii) Let P = i 1 · · · i l be the unique path from
candidates which take the minimum value of K i,j are leaves on T .
Proof. (i): Follows from Lemma 6.2(ii) and Lemma 6.1(ii).
(ii): Let i, j be adjacent vertices in T . Let V 1 (respectively V 2 ) be a set of vertices whose distance from i (respectively j) is greater than that from j (respectively i). Then V (T ) = V 1 ∪ V 2 ∪ {i, j} and
Using this equivalent, if K i,i takes the maximum value in {K l,l : 1 ≤ l ≤ n} then i is a leaf.
(iii): Let i be a fixed vertex. Let j be a leaf which is not equal to i, and j ′ be the unique vertex adjacent to j. Then comparing the (i, j)-entry of
Next let j be a vertex in T which is not equal to i, and j ′ be the unique vertex adjacent to j
Assume that, for any vertex l such that j lies on the unique path between i and l and d
The following lemma will be used in the proof of Theorems 6.9 and 6.10.
Lemma 6.8. Let T be a tree with n vertices. Let i be a leaf in T and j the unique vertex adjacent to i. Let T ′ be the tree obtained by deleting the leaf i from T . Then the following hold:
Proof. Both equalities follow from direct calculations.
Define K = K(G) to be the maximum value on the diagonal entries of K for G. Proof. By Lemma 6.6, it is easy to see that K takes the minimum if and only if G is the complete graph.
For the right inequality, we prove theorem by induction on n. For n = 2, there is nothing to prove. We assume that the statement holds for n − 1 ≥ 2. By Lemma 6.6, it is enough to consider the case that G is a tree T and the vertices taking the maximum are leaves on the tree. Let 1 be a leaf on the tree T and 2 the vertex adjacent to 1 in T . Let T ′ be the tree with vertices {2, . . . , n} in T with Gram matrix K ′ . Substituting the equations in Lemma 6.8(i) and (ii) into the equation in Lemma 6.7(i), we obtain
The value takes the maximum if and only if T ′ is the path with n − 1 vertices and the vertex 2 in T ′ is a leaf by the assumption for induction. Thus K 1,1 takes the maximum if and only if T is the path with n vertices and the vertex 1 in T is a leaf.
Define K = K(G) to be the minimum value on the entries of K for G. Proof. By Lemma 6.7(iii), the minimum in K i,j for all 1 ≤ i, j ≤ n takes at distinct i, j. Applying Proposition 6.5 to the case of trees implies the right inequality and characterizes the graph attaining the bound.
For the left inequality, we prove theorem by induction on n. For n = 2, 3, there is nothing to prove. We assume that the statement holds for n − 2 ≥ 2. By Lemma 6.7(iii), it is enough to consider the case that the vertices are leaves on the tree. Let 1, n be leaves on the tree T and 2 (respectively n − 1) the vertex adjacent to 1 (respectively n) in T . Let T ′ be the tree with vertices {2, . . . , n − 1} in T with Gram matrix K ′ . Substituting equalities obtained by using Lemma 6.8 two times into the equation in Lemma 6.7(i) and using Lemma 6.1(ii), we obtain
The value K 1,n takes the minimum if and only if K ′ 2,n−1 takes the minimum and d T ′ (2, n − 1) takes the maximum. By the assumption of the induction, this condition is equivalent that T ′ is the path with n − 2 vertices and the vertices 2, n − 1 in T ′ are leaves. Thus K 1,n takes the minimum if and only if T is the path with n vertices and the vertices 1, n in T are leaves.
Remark 6.11. All entries of K for the path of length n are explicitly given in Example 5.3.
Finally we give the lower bound of the entries of vertices with distance p − 1 for trees for p ≥ 2. The following lemma will be used in the proof of Theorem 6.13. By the above argument, we may assume that n 1 ≥ n 2 ≥ · · · ≥ n ⌊
