complex operation, and real time image process. In 2005, the color image is translated from RGB system to HSI system by Cai Jian-rong [6] from Jiangsu University. The fusion image is segmented by Otsu operation. The feature that the blasted leaves and other background have similar color as mature fruit is used to segment object from the background. Apples automatic bagging robot usually work in the complex environment and more obstacles are around the fruit (leaves, tree trunk). Therefore, the requirements to the freedom of the robotic arm are relatively high. Non visual sensors are not ideal in the environment awareness and overall performance to compare with visual sensors through the survey can be found. Based on visual sensor of binocular stereo visual localization agricultural robot to perceive the environment is the preferred technology. First, apple positioning technology based on binocular stereo vision is required a relatively high accuracy. Then, the mismatching of fruit is removed to improve the fruit location more accurate. Finally, the position of the robotic arm is adjusted to achieve the fruit bagging. To adopt to the trend of agricultural automation is the purpose of this study. Some new theories and algorithms will be explored with independent intellectual property rights of software.
YOUNG

APPLE
FRUIT IMAGE SEGMENTATIONS
The young apple that collected under natural condition is similar with the background greatly. It is difficult to separate the fruit from background. According to this feature, Otsu segmentation algorithm is used to segment the image in this paper. The Otsu segmentation algorithm is an adaptive threshold segmentation and often used as its simple, fast processing speed. It can play a good role in real time monitoring and real time images processing [7] . For the image I(x,y) , the segmentation threshold between the foreground image and the background image is set to T. Foreground pixels in the proportion of the total number is
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Hongwei Gao 1,2 , Yuying Liu 1 , Dongbin Li 1 , Yang Yu 1 set to 0, the average gray level is set to μ0. Background pixels in the proportion of the total number is set to 1, the average gray level is set to μ1. The total average gray is set to μ, inter-class variance is set to g . If the background image is fuzzy, the size of the image is M N × , the gray value of each pixel in the image is set to N0, and the pixel gray value is set to N1 then:
The formula (5) is iterated to formula (6) , and the equivalent formula is obtained:
The maximum of the inter-class variance is the threshold T by use of the method of traversal.
YOUNG
APPLE
FRUIT IMAGE RECOGNITION
The improved connected components labeling algorithm and the shape characteristics of circular degree are used to further recognize the fruit.
improved connected components labeling algorithm
In binary images, labeling the connected pixels as one object according with the same connected rule (such as 4-Neighbor, 8-Neighbor, m-Neighbor) [8] is mark connected components. It is important to construct appropriate data structure, for the object's attribute and temporary operating result, such as object current pixel belong to, quantity of pixels in the object, the center of gravity of objects, and so on [9] . There are various algorithms to label connected components, which could be classified into two different regions according to mode of scanning, one is labeling objects by scanning pixels just as namely point-labeling [10] , the other is labeling objects by scanning segment, namely line-labeling [11] . The modes of point-labeling are various, as follows: sequential scanning mode [12] recursive scanning mode [13] region-growing mode [14] and so on. In order to overcome the shortcomings of pixel scanning method, such as the slow speed or more memory will be occupied. A new algorithm of connected domain labeling based on pixel scanning is presented in this paper. The algorithm is divided into two stages: In stage I, the binary image is scanned one time according with neighbor connectivity, and labeling the connected component for each pixels. Many pixels of the object could not be labeled in first scanning, because of provisional labels; In stage II, the common connected component label is used to instead of provisional labels. Firstly, merge is used to indicate the provisional labels after scanning binary image. There are many distinct labels represented same connected component, which was named equivalent labels. The provisional labels are stored in a 1-D array. During second scanning merge, the equivalent labels in array are used to instead of the provisional label at correspond coordinate in merge. Assuming 1-D array common, which index is the provisional connected component label in merge (x,y) , the value of which indicates the common connected component label. The common (merge (x,y)) indicates the common connected component label specified by pixels. While scanning binary image, the array common would be operated according to follow instruction.
, that indicates the provisional component labels are conflicting, so need scan the common component array again. Scanning binary image, that is say the provisional component labels are conflicting between left-neighbor f (x-1,y) and top-neighbor f (x,y-1) of f (x,y) , these labels are equivalent label. When encountering label equivalence, the algorithm needs merge to subcomponents. After the merge process, the elements of merge indicate the provisional component labels. But the merge have lots equivalent label, it is necessary to adjust the component label in common and merge . The approach of adjustment for component label in and lists as follow: Declaring 1-D array variant temp and nIndex, the size of temp is as large as common 's. All elements in temp are initialized with -1; nIndex is initialized with 0. When scanning merge, any element would be operated according to follow program:
Feature extraction
According to the above method, circularity is used to solve the problem of segmenting apple fruit from the image thoroughly. Circularity is a measure used to compare the similarity of the shape with the circular. then:
On the formula, P represents the target perimeter; A represents the target area. If the target is a standard circular, C is 1; When the object is rectangular or the shape is very complicated, the value of C will be very small. In this paper, merge is used to represent the small areas where have already been removed. The target areas where will be judged are stored in the array Count. The perimeter of the target to be judged is stored in the array C. There is one-to-one correspondence between array Count and array C . In order to calculate the circularity of each target region, the circularity is calculated, and the results are placed in the array D. Because the apple circularity is close to 1, the circularity threshold is set and following the formula to adjust the pixels:
In the above formula, Pixel represents the value of each pixel in the original image, C represents the circularity of each area to be judged, Threshold represents the threshold of circularity. If C the circularity is less than or equal to the Threshold, the original image in the background pixel values are changed into black. If the circularity is greater than the Threshold, the original image pixels do not change. After above the circularity calculation, the non-apple fruit areas are changed to the background color and left only the young apple fruit. Through this method the apple fruit can be separated completely from the complex background and the young fruit will be identified.
THE VISUAL POSITIONING OF YOUNG APPLE FRUIT
Binocular camera calibration
The calibration toolbox is used for binocular camera calibration to obtain the distortion coefficient and the camera's internal parameters (including the focal length, optical center, distortion and each parameter of error, etc.). Due to the method of the toolbox can not get the whole rotating matrix in space, the calibration method based on the three-dimensional reconstruction is used [15] . The internal and external parameters of the two cameras are optimized at the same time, the calibration results of Euclidean space are obtained, which can be used for the follow-up of Euclidean three-dimensional reconstruction.
Apple image stereo matching
There are many advantages such as simple, fast speeding, convenient DSP transplantation, and widely used in practice, based on the Census non-parametric transform stereo matching algorithm. So the Census non-parametric transform stereo matching algorithm is chosen in this paper. The steps of the Census matching algorithm as follows:
(1) The gray value of each pixel is stored in the two dynamic array, and the value of the circulation is set i=0.
(2) The i element of array that save the left image gray value of the pixel is used as the reference. To make sure when the template is centered at this point the pixels are inside the image. In the right image, it is retrieved by calculating the Hamming distance of the candidate match points, and the point of minimum distance is recorded.
The maximum point of the right image is chosen as a reference, and the rank transformation of the window is performed. After the reversal, the minimum Hamming distance of the candidate match points is retrieved in the left image. The point is compared with the step 2 reference and made a judgment. If they are the same point that can be identified as the right match, and save it. Then i+=1, to determine whether the i reach the upper limit of the pixel gray value array in the left image to go to step 4, otherwise to go to step 2. (4) The disparity map is drawn.
Three-dimensional reconstruction
The Least-Squares method is used in this paper. Three-dimensional positioning by use of Least-Squares method works as follows: As shown in figure 1 , if any point P in the space has been determined in cameras C1 and C2 of the point P1 and P2 (That is, the center of gravity of the same apple in the left image and right image after the segmentation and recognition). It is already known that P1 and P2 are the same point for the point P . Since C1 and C2 two cameras have been calibrated, two projection matrices can be expressed as M1 and M2. 2  2  2  2  2  1 1  1 2  1 3  1 4  2  2  2  2  2  2  21  22  23  24  2  2  2  2  31  32  33 
4 is the element of the i row j column for Mk . While the ZC1 or ZC2 are eliminated at the same time, the 4 linear equations for X, Y, and Z will be got as follows: 2  2  2  2  2  2  2  2  2 3 1  2 1  2 32  1 2  2 33  1 3  1 4  2 34   2  2  2  2  2  2  2  2  2 31  21  2 32  22  2 33  23  24  2 
By use of the Least-Squares method, we can get as follows: 1 32  2 2  1 33  2 3  2  2  2  2  2  2  2  2  2 31  21  2 32  12  2 33  13  14  2 34  2  2  2  2  2  2  2  2 31  2 1  2 3 2  22  2 3 3  23 
The formula can be abbreviated to:
The K is 4 3 × matrix; X is an unknown 3-D vector; U is a vector of 4 1 × . The K and U are the known vector, then the least squares solution is:
(16) The 3-D coordinates that the young apple fruit of the center of gravity are calculated through the three-dimensional reconstruction, and sent it to the robotic arm to use.
MECHANICAL ARM KINEMATIC MODELING
Kinematic analysis
If the joints of the robot, the connecting rod parameters and the joint variables, the position and the pose of the robot end coordinates are obtained, it is named the forward kinematics. The robotic arm with 6 rotating joints is used in this paper. Each joint has achieved the different function, the position of the wrist reference point is determined by the first three joints, the wrist azimuth is determined by the following three joints, and its motion axis is intersecting at one point. The point of intersection is specified as the reference point of the wrist. The axis directions of each joint are not necessarily the same, the joint 1 is in the vertical direction. However, the joint 2 and the joint 3 are parallel to the horizontal and the distance is a2. The axis of the joint 1 and the joint 2 are not only vertical but also intersecting. The axis of the joint 3 and the joint 4 are vertical but disjoint, the distance is a3. Table 1 represents the corresponding parameter for each link. 
Inverse kinematic analysis
The inverse kinematics of the robotic arm is also an important problem in the kinematics and the control of the robot. The end effector position and orientation are known, as well as the structural parameters of each link to find out the joint variables. That is known matrix (18), i is obtained. In this paper, the inverse transform method is used to create a mathematical model of each joint angle. The inversion technology is used for solving the joint angle 1 to 6. The following is the process that 0 T6 and parameters a, , d are known, 1 will be obtained. Matrix 0 A1 -1 is used to left multiply the equation (18), we get: ,cos ,sin , tan
Then, 
EXPERIMENTAL
RESULTS
AND ANALYSIS
MATLAB calibration toolbox process is shown as below: (1)The main function calib_gui is performing, and each model of the dialog box is shown in Figure 2 . With this operation, you can upload all the images that you are calibrated, or upload these one by one. But the user calibration operation window is the same, and the calibration process is completed in this window, as shown in Figure 3 : It can be drawn from the above experiment, MATLAB built-in calibration toolbox can be very rapid to complete the calibration process, the results are presented in graphical form. A number of camera calibration positions are selected in the distance between the camera 2 ~ 1 meters. The sub-pixel level precision corner detection algorithm is used to collect calibration points. The corner coordinates are calculated for the camera parameters, as shown in figure 8 are the images for image segmentation, connected domain, circularity identification and marking of the extraction. Several visible young apples are marked completely. FBI test equipment system including the mobile robot, the binocular vision acquisition device, the simulation apples, the robotic arm, the industrial machines and the power supplies. the whole process of the robotic arm starting extension and grabbing and going place are showed in Figure 9 a ~ f . Many experiments show that the positioning accuracy of the whole system can guarantee the young apples are clamped by the end of the robotic arm and achieve bagging operation.
CONCLUSION
The paper make deep research of the young apples fruit image segmentation, recognition, three-dimensional reconstruction and robot visual positioning. Firstly, the segmentation of apple image is realized by Otsu segmentation algorithm. Secondly, the improved connected domain labeling algorithm is used to label the target region in the image. The improved boundary chain code algorithm is used to calculate the perimeter area, and the circular degree is used to separate the young apple fruit completely from the image. Finally, the binocular stereo vision system is used for three-dimensional positioning of the apple fruit. The three-dimensional information is used to calculate the inverse solution of the robotic arm, and finish grasp the fruit correctly. It lays the technical foundation for developing the apple bagging robot with the independent intellectual property right.
