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Abstract
We establish a stability estimate for an inverse boundary coefficient problem in thermal imaging. The inverse problem under
consideration consists in the determination of a boundary coefficient appearing in a boundary value problem for the heat equation
with Robin boundary condition (we note here that the initial condition is assumed to be a priori unknown). Our stability estimate
is of logarithmic type and it is essentially based on a logarithmic estimate for a Cauchy problem for the Laplace equation.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The thermal imaging is one of the most popular tools in non-destructive evaluation. In the present paper we are
interested in one model coming from the mathematical formulation of the problem of detecting corrosion and damage
in an inaccessible portion of some material object by thermal imaging. From the practical point of view, the thermal
imaging approach of this problem is the following: a prescribed heat flux is applied to an accessible portion of the
surface of the object and the resulting response is measured. From the information we have from the measurements
we try to get properties and/or the shape of the damaged portion.
The object is represented by a bounded domain Ω of Rn. We assume that Γ = ∂Ω consists in two disjoint parts
Γi and Γe , each of them is with non-empty interior. The applied heat flux g(x, t) has its support contained in Γ˜ ⊂ Γe .
The propagation of the heat through Ω is given by the following boundary value problem:⎧⎪⎨
⎪⎩
∂tu(x, t) = u(x, t), x ∈ Ω, t > 0,
∂νu(x, t) = g(x, t), x ∈ Γe,
∂νu(x, t) + α(x)u(x, t) = 0, x ∈ Γi, t > 0.
(1.1)
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boundary condition ∂νu + αu = 0 corresponds to a Newton-cooling type of heat loss on the boundary with ambient
temperature scaled to zero.
Let us note that we do not impose an initial condition in (1.1) because here and in the most industrial inverse
problems the initial condition is usually unknown.
Let Γ1 be a closed subset of Γe with non-empty interior. Our inverse problem can be formulated as follows:
determine α and Γi from the boundary measurements
u(x, t) = h(x, t), x ∈ Γ1, t > 0. (1.2)
Other models involving mixed boundary conditions are possible. This is the case for instance in steel industries,
where the problem consists in detecting corrosion inside a container from a thermal image outside. The container is
represented by a bounded domain Ω of Rn. Its outer boundary is denoted by Γe . The inside boundary of the container,
where the corrosion may happen, is denoted by Γi . The temperature distribution, denoted by u, satisfies the following
boundary value problem⎧⎪⎨
⎪⎩
∂tu(x, t) = u(x, t), x ∈ Ω, t > 0,
u(x, t) = c0, x ∈ Γi, t > 0,
∂νu(x, t) = β
(
u4 − u4a
)
, x ∈ Γe, t > 0,
(1.3)
where c0, β , u4 and u4a are some given constants. The inverse problem is again the determination of the unknown
inner boundary Γi from the overdetermined data (1.2).
Various uniqueness results of the determination of Γi in (1.1)–(1.2) were obtained in [3] and [4]. Uniqueness, sta-
bility and a numerical algorithm were proposed in [7] for the determination of Γi in (1.1)–(1.3) in the one-dimensional
case. More results for the stationary case can be found in the literature, where different kinds of methods are employed
to establish uniqueness, stability and numerical algorithms, we refer to [1,2,5,6,8,10] and references therein for more
details.
Our aim in the present work is the stability issue for the inverse problem consisting in the determination of the
heat loss coefficient in (1.1) from the boundary measurements (1.2). That is we assume that Γi is a priori known. The
question of the stability in the determination of Γi from (1.2) will be discussed in another work.
In the rest of this paper we assume for simplicity that the boundary of Ω is of class C∞.
2. Stability estimate for an inverse boundary coefficient problem in an elliptic equation
We begin by recalling the following estimate
Theorem 2.1. (See [14].) Let β ∈ ]0,1[ and γ be a closed subset of Γ with non-empty interior. Then there exist
positive constants C0 = C0(β,Ω,γ ) and C1 = C1(Ω,γ ) such that for all v ∈ H 2(Ω),
‖v‖H 1(Ω) C0
‖v‖H 2(Ω)
[ln(C1 ‖v‖H2(Ω)‖v‖
L2(Ω)+‖v‖L2(γ )+‖∂νv‖L2(γ ) )]
β
. (2.1)
From this theorem we derive the following estimate for the Cauchy problem for the Laplace operator.
Corollary 2.2. Let β ∈ ]0,1[, M > 0, and Γ0, Γ1 be two closed subsets of Γ with non-empty interior. Then there exist
positive constants A = A˜(β,Ω,Γ0,Γ1)M and B = B˜(Ω,Γ0)M such that for all v ∈ H 3(Ω) satisfying v = 0 and
‖v‖H 3(Ω) M , we have
‖v‖L2(Γ1) + ‖∂νv‖L2(Γ1) 
A
[ln( B‖v‖
L2(Γ0)
+‖∂νv‖L2(Γ0)
)]β .
Proof. This is immediate from estimate (2.1), the following interpolation inequality (e.g. [12])
‖w‖H 2(Ω)  ‖w‖1/21 ‖w‖1/23 , if w ∈ H 3(Ω),H (Ω) H (Ω)
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w ∈ H 2(Ω) → (w|Γ1, ∂νw|Γ1) ∈ L2(Γ1) × L2(Γ1). 
We can now use this corollary to establish a logarithmic stability estimate for an inverse elliptic boundary coefficient
problem.⎧⎪⎨
⎪⎩
v(x) = 0, x ∈ Ω,
∂νv(x) = g(x), x ∈ Γe,
∂νv(x) + α(x)v(x) = 0, x ∈ Γi.
(2.2)
This model describe for instance the electrostatics of a conductor Ω having an inaccessible part of his boundary,
denoted by Γi , affected by corrosion. Here v represents the electrostatic potential, g the prescribed current density
on the accessible part of the boundary Γe; while α, called the coefficient of corrosion, represents the characteristic of
corrosion damage.
The inverse problem consists in the determination of the boundary coefficient α from the boundary measurements
v(x) = h(x) on Γ0,
where Γ0 is a subset of Γe .
Before we state the stability estimate for the above inverse problem, we need to introduce the space to which
belongs the unknown coefficient α. Let m be a positive integer, s ∈ R and 1 p ∞. We consider the vector space
Bs,p
(
R
m
)= {w ∈ S ′(Rm); (1 + |ξ |2)s/2Fw ∈ Lp(Rm)},
where S ′(Rm) is the space of temperate distributions on Rm and Fw is the Fourier transform of w. Equipped with the
norm
‖w‖Bs,p(Rm) =
∥∥(1 + |ξ |2)s/2Fw∥∥
Lp(Rm)
,
Bs,p(R
m) is a Banach space (it is noted that Bs,2(Rm) is merely the Sobolev space Hs(Rm)). Using local chart and
partition of unity, we construct Bs,p(Γ ) from Bs,p(Rn−1) in the same way as Hs(Γ ) is built from Hs(Rn−1).
Next we recall a regularity result of the weak solution to the boundary value problem (2.2). To this end we consider
the assumptions, where k  0 is an integer,
(A) α˜ = χΓiα ∈ Bk+1/2,1(Γ ) ∩ L∞(Γ ) is positive and there exist an open subset γ of Γ and a positive constant κ
such that α  κ a.e. on γ .
(B) g˜ = χΓeg ∈ Hk+1/2(Γ ).
Theorem 2.3. (See [9].) We assume that α and g satisfy the assumptions (A) and (B). Then the boundary value
problem (2.2) has a unique solution v = vα,g ∈ H 2+k(Ω). Moreover, if
M  ‖α˜‖Bk+1/2,1(Γ ),
then v satisfies the estimate
‖v‖Hk+2(Ω)  C‖g˜‖Hk+1/2(Γ ).
Here C is a constant depending only on M , Ω , γ and κ , where γ and κ are as in (A).
Let α = αi , i = 1,2, and g satisfy (A) and (B) with k  1, where γ and κ are the same for α1 and α2. We assume
in addition that there exists a positive constant M such that
M  ‖α˜1‖B3/2,1(Γ ) + ‖α˜1‖L∞(Γ ), ‖α˜2‖B3/2,1(Γ ) + ‖α˜2‖L∞(Γ ). (2.3)
Note that we used Bk+1/2,1(Γ ) ⊂ B3/2,1(Γ ).
Let vi = vαi,g ∈ Hk+2(Ω) ⊂ H 3(Ω). It follows from Theorem 2.2 (with k = 1) that
‖vi‖H 3(Ω)  C,
where C is a constant depending only on Ω , γ , κ and M .
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in C(Ω¯) (e.g. [12]). We take then K a compact subset of {x ∈ Γi; v1(x) 
= 0}. Starting from the following elementary
identity
v1(α1 − α2) = (v2 − v1)α2 + (∂νv2 − ∂νv1) on Γi,
we get
‖α1 − α2‖L2(K) 
∥∥∥∥ 1v1
∥∥∥∥
L∞(K)
[‖v2 − v1‖L2(K)‖α˜2‖L∞(Γ ) + ‖∂νv2 − ∂νv1‖L2(K)]

∥∥∥∥ 1v1
∥∥∥∥
L∞(K)
max(M,1)
[‖v2 − v1‖L2(K) + ‖∂νv2 − ∂νv1‖L2(K)].
In view of Corollary 2.1 and the last inequality we can state the following result.
Theorem 2.4. Let α = αi , i = 1,2, and g satisfy (A) and (B) with k  1 is such that k + 2 > n/2, where γ and κ are
the same for α1 and α2. Let the assumption (2.3) be satisfied. Let K be a compact subset of {x ∈ Γi; v1(x) 
= 0}. Let
β ∈ ]0,1[. Then there exist two constants C0 = C˜0(Ω,γ, κ,β,Γi,Γ0,K,v1)M and C1 = C˜1(Ω,γ, κ,Γ0)M such that
‖α1 − α2‖L2(K) 
C0
[ln( C1‖v1−v2‖L2(Γ0) )]
β
.
In two-dimensional case we have a better estimate. Precisely, we proved in [6] the following result. We consider
the assumptions, where θ ∈ ]0,1[,
(A′) α˜ = χΓiα ∈ C1,θ (Γ ), α  0, and non-identically equal to zero,
(B′) g˜ = χΓeg ∈ C1,θ (Γ ).
Theorem 2.5. Let M > 0 be a given constant. For i = 1,2, let αi satisfy (A′) and ‖qi‖C1,θ (Γ ) M . Assume that g
satisfies (B′) and it is non-identically equal to zero. Let K be a compact subset of {x ∈ Γi; v1(x) 
= 0} and Γ0 be an
open subset of Γe with non-empty interior. If ‖α1 − α2‖C1,α(Γ ) is sufficiently small, then there exist positive constants
C′0 = C˜′0(Ω,γ, κ,β,Γi,Γ0,K,v1)M and C′1 = C˜′1(Ω,γ, κ,Γ0)M such that
‖α1 − α2‖L2(K) 
C′0
ln( C
′
1‖v1−v2‖L2(Γ0)
)
.
3. Stability estimate for an inverse boundary coefficient problem in a parabolic equation
We use the result of the preceding section to establish a stability estimate for the inverse problem in thermal
imaging described in the introduction. We need to assume that the boundary function g in (1.1) depends only on the
space variable. This is a reasonable assumption. Because this means that we impose at every time the same heat flux
on a part of the accessible boundary Γe . The case of the time dependent heat flux will be discussed in the next section.
If α satisfy assumption (B) (see the previous section) then the bilinear form
aα(u, v) =
∫
Ω
Du · Dv dx +
∫
Γi
αuv dσ, u, v ∈ H 1(Ω),
is bounded and coercive. Therefore the spectrum of the operator Aα corresponding to the Laplace operator with Robin
boundary condition ∂νu + αχΓi u = 0 on Γ consists in a sequence of eigenvalues
0 < λ1α  λ2α  · · · λlα → +∞.
If B is the Laplace operator with Robin boundary condition ∂νu + κχγ u = 0, where κ and γ are the same as in
assumption (A) then, similarly as for Aα , the spectrum of B consists in a sequence of eigenvalues
0 < μ1  μ2  · · · μl → +∞.
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is the bilinear form associated to B:
b(u, v) =
∫
Ω
Du · Dv dx +
∫
Γi
κχγ uv dσ, u, v ∈ H 1(Ω).
In particular, we have the following lower bound
μ λlα, for each l  1. (3.1)
Here μ = μ(κ, γ ) is a constant (clearly we can take μ = μ1).
Let (ϕlα) be an orthonormal basis of L2(Ω) consisting of eigenfunctions of Aα . We recall that −Aα generates an
analytic semi-group e−tAα in the half space {z ∈ C; z > 0}. This semi-group is explicitly given by
e−tAαf =
∑
l1
e−tλlα
(
ϕlα, f
)
ϕlα, f ∈ L2(Ω),
where (·,·) is the usual scalar product on L2(Ω).
Let α, g satisfy (A) and (B). We denote by uα,g a solution of the boundary value problem (1.1) belonging to
C([0,+∞[;L2(Ω)) ∩ C(]0,+∞[;H 2(Ω)) ∩ L∞(0,+∞;H 1(Ω)) and having the property
uα,g(·,0) ∈ L2(Ω),
∥∥uα,g(·,0)∥∥L2(Ω) R0.
Here and in the sequel R0 is a fixed non-negative constant.
We decompose uα,g into two terms uα,g = vα,g +wα,g , where wα,g is the solution of the following initial-boundary
value problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tw(x, t) = w(x, t), x ∈ Ω, t > 0,
∂νw = 0, x ∈ Γe,
∂νw(x, t) + α(x)w(x, t) = 0, x ∈ Γi, t > 0,
w(x,0) = uα,g(x,0) − vα,g, x ∈ Ω.
In the other words, vα,g is the steady state solution to the problem when defining uα,g = vα,g + wα,g .
From the classical theory of analytic semi-groups (e.g. [13] or [15]) we know that there exists a non-negative
constant C, not depending on α, such that
∥∥(−Aα)1/2e−tAα∥∥C e−μt√
t
, t > 0,
where ‖ · ‖ is the operator norm. On the other hand following [11] we have D((−A)1/2) = H 1(Ω). Therefore
∥∥e−tAαh∥∥
H 1(Ω)  C
e−μt√
t
‖h‖L2(Ω), t > 0, h ∈ L2(Ω). (3.2)
We recall that from the estimate in Theorem 2.2 we have
‖vα,g‖H 3(Ω) R1,
where R1 = R˜1(M,Ω,κ, γ )‖g˜‖H 3/2(Γ ) and M is such that M  ‖α˜‖B3/2,1(Γ ).
In view of (3.2) we find
∥∥wα,g(·, t)∥∥H 1(Ω) = ∥∥e−tAαwα,g(·,0)∥∥H 1(Ω)  C(R0 + R1)e−μt√t = C˜ e
−μt
√
t
. (3.3)
Now for i = 1,2, let αi and g satisfy (A) and (B). We assume in addition that the assumption (2.3) is satisfied. We
introduce the following notations ui = uαi,g and vi = vαi ,g , i = 1,2. Let Λ be the norm of the trace operator
w ∈ H 1(Ω) → w|Γ0 ∈ L2(Γ0).
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‖v1 − v2‖L2(Γ0) 
∥∥v1 − u1(·, t)∥∥L2(Γ0) + ∥∥v2 − u2(·, t)∥∥L2(Γ0) + ∥∥u1(·, t) − u2(·, t)∥∥L2(Γ0)
Λ
∥∥v1 − u1(·, t)∥∥H 1(Ω) + Λ∥∥v2 − u2(·, t)∥∥H 1(Ω) + ∥∥u1(·, t) − u2(·, t)∥∥L2(Γ0)
 2ΛC˜ e
−μt
√
t
+ ∥∥u1(·, t) − u2(·, t)∥∥L2(Γ0)
 2ΛC˜ e
−μt
√
t
+ ‖u1 − u2‖L∞(0,+∞;L2(Γ0)).
Passing to the limit when t tends to infinity, we find
‖v1 − v2‖L2(Γ0)  ‖u1 − u2‖L∞(0,+∞;L2(Γ0)).
This estimate and Theorem 2.2 lead to
Theorem 3.1. Let α = αi , i = 1,2, and g satisfy (A) and (B) with k  1 is such that k + 2 > n/2, where γ and κ are
the same for α1 and α2. Let the assumption (2.3) be satisfied. Let K be a compact subset of {x ∈ Γi; v1(x) 
= 0}. Let
β ∈ ]0,1[. Then there exist two constants C0 = C˜0(Ω,γ, κ,β,Γi,Γ0,K,v1)M and C1 = C˜1(Ω,γ, κ,Γ0)M such that
‖α1 − α2‖L2(K) 
C0
[ln( C1‖u1−u2‖L∞(0,+∞;L2(Γ0)) )]
β
.
In the two-dimensional case we have also the following result.
Theorem 3.2. Let M > 0 be a given constant. For i = 1,2, let αi satisfies (A′) and ‖αi‖C1,θ (Γ ) M . Assume that g
satisfies (B′) and it is non-identically equal to zero. Let K be a compact subset of {x ∈ Γi; v1(x) 
= 0} and Γ0 be an
open subset of Γe with non-empty interior. If ‖α1 − α2‖C1,α(Γ ) is sufficiently small, then there exist positive constants
C′0 = C˜′0(Ω,γ, κ,β,Γi,Γ0,K,v1)M and C′1 = C˜′1(Ω,γ, κ,Γ0)M such that
‖α1 − α2‖L2(K) 
C′0
ln( C
′
1‖u1−u2‖L∞(0,+∞;L2(Γ0))
)
.
4. The case of time dependent heat flux
We will use the same notations as in the preceding section.
We first make the following assumption:
(B′′) h˜ = χΓ1h ∈ C([0,+∞[;H 3/2(Γ )) and ∂t g˜ ∈ C([0,+∞[;H 1/2(Γ )).
Let α and h satisfy (A) and (B′′). For each t  0, we easily derive from Theorem 2.2 that the boundary value
problem⎧⎪⎨
⎪⎩
y(x, t) = 0, x ∈ Ω,
∂νy(x, t) = h(x, t), x ∈ Γe,
∂νy(x, t) + α(x)y(x, t) = 0, x ∈ Γi,
has a unique solution yα,h ∈ C([0,+∞[;H 3(Ω)). Moreover ∂tyα,h ∈ C([0,+∞[;H 2(Ω)), ∂tyα,h is the solution of
the boundary value problem⎧⎪⎨
⎪⎩
w(x, t) = 0, x ∈ Ω,
∂νw(x, t) = ∂th(x, t), x ∈ Γe,
∂νw(x, t) + α(x)w(x, t) = 0, x ∈ Γi,
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where the constant C depends only on M , M  ‖α˜‖B3/2,1(Γ ), γ , κ , as appearing in assumption (A).
We consider now the following initial-boundary value problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tu
0(x, t) = u0(x, t), x ∈ Ω, t > 0,
∂νu
0(x, t) = h(x, t), x ∈ Γe,
∂νu
0(x, t) + α(x)u0(x, t) = 0, x ∈ Γi, t > 0,
u0(x,0) = 0, x ∈ Ω.
(4.2)
In a classical way we decompose the solution of the initial-boundary value problem (4.2), denoted by u0α,h, in the
following form
u0α,h(x, t) = yα,h(x, t) +
∑
l1
Clα,h(t)ϕ
l
α.
A simple calculation shows
Clα,h(t) = −
(
yα,h(·,0), ϕlα
)
e−λlαt −
t∫
0
e−λlα(t−s)
(
∂tyα,h(·, s), ϕlα
)
ds.
Using the elementary convexity inequality (a + b)2  2(a2 + b2), we find
Clα,h(t)
2  2e−2μt
(
yα,h(·,0), ϕlα
)2 + 2
t∫
0
e−2μ(t−s)
(
yα,h(·, s), ϕlα
)2
ds.
Therefore, for k = 1,2,
∑
l1
(
λlα
)k
Clα,h(t)
2  2e−2μt
∑
l1
(
λlα
)k(
yα,h(·,0), ϕlα
)2 + 2
t∫
0
e−2μ(t−s)
[∑
l1
(
λlα
)k(
yα,h(·, s), ϕlα
)2]
ds.
Or
w →
[∑
l1
(
λlα
)k(
w,ϕlα
)2]1/2 (4.3)
define an equivalent norm on Hk(Ω).
Then with respect to the norm defined by (4.3), we have∥∥u0α,h(·, t)∥∥H 1(Ω)  ∥∥yα,h(·, t)∥∥H 1(Ω) + √2e−μt∥∥yα,h(·,0)∥∥H 1(Ω)
+ √2
{ t∫
0
e−2μ(t−s)
∥∥∂tyα,h(·, s)∥∥2H 1(Ω) ds
}1/2
.
In view of (4.1) this estimate implies
∥∥u0α,h(·, t)∥∥H 1(Ω)  C
[∥∥h˜(·, t)∥∥
H 1/2(Γ ) + e−μt
∥∥h˜(·,0)∥∥
H 1/2(Γ ) +
{ t∫
0
e−2μ(t−s)
∥∥∂t h˜(·, s)∥∥2H 1/2(Γ ) ds
}1/2]
.
(4.4)
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by vα,g . Let uα,h denote a solution of the boundary value problem (1.1) (with g replaced by h) belonging to
C([0,+∞[;L2(Ω)) ∩ C(]0,+∞[;H 2(Ω)) ∩ L∞(0,+∞;H 1(Ω)) and satisfying
uα,h(·,0) ∈ L2(Ω),
∥∥uα,h(·,0)∥∥L2(Ω) R0,
where R0 is a fixed positive constant.
As in the previous section we write uα,h = vα,g + wα,h,g , where wα,h,g is the solution of the boundary value
problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tw(x, t) = w(x, t), x ∈ Ω, t > 0,
∂νw(x, t) = h(x, t) − g(x), x ∈ Γe,
∂νw(x, t) + α(x)w(x, t) = 0, x ∈ Γi, t > 0,
w(x,0) = uα,h(x,0) − vα,g, x ∈ Ω.
We split wα,h,g into two terms: wα,h,g = u0α,h−g + w˜α,h,g . Clearly w˜α,h,g is the solution of the following boundary
value problem⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂t w˜(x, t) = w˜(x, t), x ∈ Ω, t > 0,
∂νw˜(x, t) = 0, x ∈ Γe,
∂νw˜(x, t) + α(x)w˜(x, t) = 0, x ∈ Γi, t > 0,
w˜(x,0) = uα,h(x,0) − vα,g, x ∈ Ω.
Similarly to (3.3) we prove
‖w˜α,h,g‖H 1(Ω)  C0
e−μt√
t
, (4.5)
where C0 = C˜0(κ, γ,R0)M is a constant with M  ‖α‖H 3/2(Γ ).
Combining the estimates (4.4) and (4.5) we find
∥∥wα,h,g(·, t)∥∥H 1(Ω)  C0 e−μt√t + C
[∥∥h˜(·, t) − g˜∥∥
H 1/2(Γ ) + e−μt
∥∥h˜(·,0)∥∥
H 1/2(Γ )
+
{ t∫
0
e−2μ(t−s)
∥∥∂t h˜(·, s)∥∥2H 1/2(Γ ) ds
}1/2]
.
As we have done in the previous section, we can deduce from the last estimate the following result.
Theorem 4.1. Let α = αi , i = 1,2, g and h satisfy respectively (A), (B) and (B′′) with k  1 is such that k + 2 > n/2,
where γ and κ are the same for α1 and α2. Let the assumption (2.3) be satisfied and
lim sup
t→+∞
[∥∥h˜(·, t) − g˜∥∥
H 1/2(Γ ) +
{ t∫
0
e−2μ(t−s)
∥∥∂t h˜(·, s)∥∥2H 1/2(Γ ) ds
}1/2]
= 0. (4.6)
Let K be a compact subset of {x ∈ Γi; vα1,g(x) 
= 0}. Let β ∈ ]0,1[. Then there exist two constants C0 =
C˜0(Ω,γ, κ,β,Γi,Γ0)M and C1 = C˜1(Ω,γ, κ,Γ0)M such that
‖α1 − α2‖L2(K) 
C0
[ln( C1‖u1−u2‖L∞(0,+∞;L2(Γ0)) )]
β
.
Let l satisfy (B′′) and there exists θ > 0 such that
sup
t0
etθ
(∥∥l˜(·, t)∥∥
H 3/2(Γ ) +
∥∥∂t l˜(·, t)∥∥H 1/2(Γ ))< ∞, (4.7)
then h = g + l satisfies (4.6).
336 M. Bellassoued et al. / J. Math. Anal. Appl. 343 (2008) 328–336We note that a particular case of a function satisfying (4.7) is given by l(x, t) = ω(t)ρ(x), where ρ ∈ H 3/2(Γ ) and
lim
t→+∞ e
tθω(t) = lim
t→+∞ e
tθω′(t) = 0.
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