Stochastic gradient methods are the workhorse (algorithms) of large-scale optimization problems in machine learning, signal processing, and other computational sciences and engineering. This paper studies Markov chain gradient descent, a variant of stochastic gradient descent where the random samples are taken on the trajectory of a Markov chain. Existing results of this method assume convex objectives and a reversible Markov chain and thus have their limitations. We establish new non-ergodic convergence under wider step sizes, for nonconvex problems, and for non-reversible finite-state Markov chains. Nonconvexity makes our method applicable to broader problem classes. Non-reversible finite-state Markov chains, on the other hand, can mix substatially faster. To obtain these results, we introduce a new technique that varies the mixing levels of the Markov chains. The reported numerical results validate our contributions.
Introduction
In this paper, we consider a stochastic minimization problem. Let Ξ be a statistical sample space with probability distribution Π (we omit the underlying σ-algebra). Let X ⊆ R n be a closed convex set, which represents the parameter space. F (·; ξ) : X → R is a closed convex function associated with ξ ∈ Ξ. We aim to solve the following problem: minimize x∈X⊆R n E ξ F (x; ξ) = Π F (x, ξ)dΠ(ξ).
(1.1)
A common method to minimize (1.1) is Stochastic Gradient Descent (SGD) [11] :
However, for some problems and distributions, direct sampling from Π is expensive or impossible, and it is possible that Ξ is not known. In these cases, it can be much cheaper to sample by following a Markov chain that has the desired distribution Π as its equilibrium distribution.
To be concrete, imagine solving problem (1.1) with a discrete space Ξ := {x ∈ {0, 1} n | a, x ≤ b}, where a ∈ R n and b ∈ R, and the uniform distribution Π over Ξ. A straightforward way to obtain a uniform sample is iteratively randomly sampling x ∈ {0, 1} n until the constraint a, x ≤ b is satisfied. Even if the feasible set is small, it may take up to O(2 n ) iterations to get a feasible sample. Instead, one can sample a trajectory of a Markov chain described in [4] ; to obtain a sample ε-close to the distribution Π, one only needs log( √ |Ξ| ε ) exp(O( √ n(log n) 5 2 )) samples [2] , where |Ξ| is the cardinality of Ξ. This presents a signifant saving in sampling cost.
Markov chains also naturally arise in some applications. Common examples are systems that evolve according to Markov chains, for example, linear dynamic systems with random transitions or errors. Another example is a distributed system in which every node locally stores a subset of training samples; to train a model using these samples, we can let a token that holds all the model parameters traverse the nodes following a random walk, so the samples are accessed according to a Markov chain.
Suppose that the Markov chain has a stationary distribution Π and a finite mixing time T , which is how long a random trajectory needs to be until its current state has a distribution that roughly matches Π. A larger T means a closer match. Then, in order to run one iteration of (1.2), we can generate a trajectory of samples ξ 1 , ξ 2 , ξ 3 , . . . , ξ T and only take the last sample ξ := ξ T . To run another iteration of (1.2), we repeat this process, i.e., sample a new trajectory ξ 1 , ξ 2 , ξ 3 , . . . , ξ T and take ξ := ξ T . Clearly, sampling a long trajectory just to use the last sample wastes a lot of samples, especially when T is large. But, this may seem necessary because ξ t , for all small t, have large biases. After all, it can take a long time for the random trajectory to explore all of the space, and it will often double back and visit states that it previously visited. Furthermore, it is also difficult to choose an appropriate T . A small T will cause large bias in ξ T , which slows the SGD convergence and reduces its final accuracy. A large T , on the other hand, is wasteful especially when x k is still far from convergence and some bias does not prevent (1.2) to make good progress. Therefore, T should increase adaptively as k increases -this makes the choice of T even more difficult.
So, why waste samples, why worry about T , and why not just apply every sample immediately in stochastic gradient descent? This approach has appeared in [5, 6], which we call the Markov Chain Gradient Descent (MCGD) algorithm for problem (1.1):
where ξ 0 , ξ 1 , . . . are samples on a Markov chain trajectory and∇F (x k ; ξ k ) ∈ ∂F (x k ; ξ k ) is a subgradient.
Let us examine some special cases. Suppose the distribution Π is supported on a set of M points, y 1 , . . . , y M . Then, by letting f i (x) := M · Prob(ξ = y i ) · F (x, y i ), problem (1.1) reduces to the finite-sum problem:
(1.4) By the definition of f i , each state i has the uniform probability 1/M . At each iteration k of MCGD, we have
where (j k ) k≥0 is a trajectory of a Markov chain on {1, 2, . . . , M } that has a uniform stationary distribution. Here, (ξ k ) k≥0 ⊆ Π and (j k ) k≥0 ⊆ [M ] are two different, but related Markov chains. Starting from a deterministic and arbitrary initialization x 0 , the iteration is illustrated by the following diagram:
In the diagram, given each j k , the next state j k+1 is statistically independent of j k−1 , . . . , j 0 ; given j k and x k , the next iterate x k+1 is statistically independent of j k−1 , . . . , j 0 and x k−1 , . . . , x 0 . Another application of MCGD involves a network: consider a strongly connected graph G = (V, E) with the set of vertices V = {1, 2, . . . , M } and set of edges E ⊆ V × V. Each node j ∈ {1, 2, . . . , M } possess some data and can compute ∇f j (·). To run MCGD, we employ a token that carries the variable x, walking randomly over the network. When it reaches a node j, node j reads x form the token and computes ∇f j (·) to update x according to (1.5). Then, the token walks away to a random neighbor of node j.
Numerical tests
We present two kinds of numerical results. The first one is to show that MCGD uses fewer samples to train both a convex model and a nonconvex model. The second one demonstrates the advantage of the faster mixing of a non-reversible Markov chain. Our results on nonconvex objective and non-reversible chains are new.
Comparision with SGD
Let us compare:
1. MCGD (1.3), where j k is taken from one trajectory of the Markov chain; 2. SGDT , for T = 1, 2, 4, 8, 16, 32, where each j k is the T th sample of a fresh, independent trajectory. All trajectories are generated by starting from the same state 0. To compute T gradients, SGDT uses T times as many samples as MCGD. We did not try to adapt T as k increases because there lacks a theoretical guidance.
Convex case
In the first test, we recover a vector u from an auto regressive process, which closely resembles the first experiment in [1] . Set matrix A as a subdiagonal matrix with random entries A i,i−1
, with the unit 2-norm. Our data (ξ
are generated according to the following auto regressive process:
t , with probability 0.8, 1 −ξ 2 t , with probability 0.2.
forms a Markov chain. Let Π denote the stationary distribution of this Markov chain. We recover u as the solution to the following problem:
We consider both convex and nonconvex loss functions, which were not done before in the literature. The convex one is the logistic loss
where
. And the nonconvex one is taken as
. We choose γ k = 1 k q as our stepsize, where q = 0.501. This choice is consistently with our theory below.
Our results in Figure 1 are surprisingly positive on MCGD, more so to our expectation. As we had expected, MCGD used significantly fewer total samples than SGD on every T . But, it is surprising that MCGD did not need even more gradient evaluations.
Randomly generated data must have helped homogenize the samples over the different states, making it less important for a trajectory to converge. It is important to note that SGD1 and SGD2, as well as SGD4, in the nonconvex case, stagnate at noticeably lower accuracies because their T values are too small for convergence.
Comparison of reversible and non-reversible Markov chains
We also compare the convergence of MCGD when working with reversible and nonreversible Markov chains (the definition of reversibility is given in next section). As mentioned in [14] , transforming a reversible Markov chain into non-reversible Markov chain can significantly accelerate the mixing process. This technique also helps to accelerate the convergence of MCGD.
In our experiment, we first construct an undirected connected graph with n = 20 nodes with edges randomly generated. Let G denote the adjacency matrix of the graph, that is,
Let d max be the maximum number of outgoing edges of a node. Select d = 10 and compute
The transition probability of the reversible Markov chain is then defined by, known as Metropolis-Hastings markov chain,
Obviously, P is symmetric and the stationary distribution is uniform. The non-reversible Markov chain is constructed by adding cycles. The edges of these cycles are directed and let V denote the adjacency matrix of these cycles. If V i,j = 1, then V j,i = 0. Let w 0 > 0 be the weight of flows along these cycles. Then we construct the transition probability of the non-reversible Markov chain as follows,
where W = d max P + w 0 V . See [14] for an explanation why this change makes the chain mix faster. In our experiment, we add 5 cycles of length 4, with edges existing in G. w 0 is set to be dmax 2
. We test MCGD on a least square problem. First, we select β * ∼ N (0, I d ); and then for each node i, we generate x i ∼ N (0, I d ), and y i = x T i β * . The objective function is defined as,
The convergence results are depicted in Figure 2 . 
Known approaches and results
It is more difficult to analyze MCGD due to its biased samples. To see this, let p k,j be the probability to select ∇f j in the kth iteration. SGD's uniform probability selection (p k,j ≡ 1 M ) yields an unbiased gradient estimate
for some C > 0. However, in MCGD, it is possible to have p k,j = 0 for some k, j. Consider a "random wal". The probability p j k ,j is determined by the current state j k , and we have p j k ,i > 0 only for i ∈ N (j k ) and p j k ,i = 0 for i / ∈ N (j k ), where N (j k ) denotes the neighborhood of j k . Therefore, we no longer have (1.7).
All analyses of MCGD must deal with the biased expectation. Papers [6, 5] investigate the conditional expectation E j k+τ |j k (∇f j k+τ (x k )). For a sufficiently large τ ∈ Z + , it is sufficiently close to 1 M ∇f (x k ) (but still different). In [6, 5] , the authors proved that, to achieve an error, MCGD with stepsize O( ) can return a solution in O( 1 2 ) iteration. Their error bound is given in the ergodic sense and using liminf. The authors of [10] proved a lim inf f (x k ) and Edist 2 (x k , X * ) have almost sure convergence under diminishing stepsizes
< q ≤ 1. Although the authors did not compute any rates, we computed that their stepsizes will lead to a solution with error in O( and showed ergodic convergence; in other words, to achieve error, it is enough to run MCGD for O( 1 2 ) iterations. There is no non-ergodic result regarding the convergence of f (x k ). It is worth mentioning that [10, 1] use time non-homogeneous Markov chains, where the transition probability can change over the iterations as long as there is still a finite mixing time. In [1], MCGD is generalized from gradient descent to mirror descent. In all these works, the Markov chain is required to be reversible, and all functions f i , i ∈ [M ], are assumed to be convex. However, non-reversible chains can have substantially faster convergence and thus more numerically efficient.
Our approaches and results
In this paper, we improve the analyses of MCGD to non-reversible finite-state Markov chains and to nonconvex functions. The former allows us to have faster mixing, and the latter frequently appears in applications. Our convergence result is given in the nonergodic sense though the rate results are still given the ergodic sense. It is important to mention that, in our analysis, the mixing time of the underlying Markov chain is not tied to a fixed mixing level but can vary to different levels. This is essential because MCGD needs time to reduce its objective error from its current value to a lower one, and this time becomes longer when the current value is lower since a more accurate Markov chain convergence and thus a longer mixing time are required. When f 1 , f 2 , . . . , f M are all convex, we allow them to be non-differentiable and MCGD to use subgradients, provided that X is bounded. When any of them is nonconvex, we assume X is the full space and f 1 , f 2 , . . . , f M are differentiable with bounded gradients. The bounded-gradient assumption is due to a technical difficulty associated with nonconvexity.
Specifically, in the convex setting, we prove lim k Ef (x k ) = f * (minimum of f over X) for both exact and inexact MCGD with stepsizes Some novel results are are developed based on new techniques and approaches developed in this paper. To get the stronger results in general cases, we used the varying mixing time rather than fixed ones. Several technical lemmas (Lemmas 2,3,4,5) are given in next section, in which, Lemma 2 plays a core role in our analyses.
We list the possible extensions of MCGD that are not discussed in this paper. The first one is the accelerated versions including the Nesterov's acceleration and variance reduction schemes. The second one is the design and optimization of Markov chains to improve the convergence of MCGD.
Preliminaries 2.1 Markov chain
We recall some definitions, properties, and existing results about the Markov chain. 
Let the probability distribution of X k be denoted as the non-negative row vector
When the Markov chain is time-homogeneous, we have π k = π k−1 P and
for k ∈ N, where P k denotes the kth power of P . A Markov chain is irreducible if, for any
is said to have a period d if P k i,i = 0 whenever k is not a multiple of d and d is the greatest integer with this property. If d = 1, then we say state i is aperiodic. If every state is aperiodic, the Markov chain is said to be aperiodic.
Any time-homogeneous, irreducible, and aperiodic Markov chain has a stationary dis-
, and π * = π * P . It also holds that
The largest eigenvalue of P is 1, and the corresponding left eigenvector is π * .
Assumption 1. The Markov chain (X k ) k≥0 is time-homogeneous, irreducible, and aperiodic. It has a transition matrix P and has stationary distribution π * .
Mixing time
Mixing time is how long a Markov chain evolves until its current state has a distribution very close to its stationary distribution. The literature has a thorough investigation of various kinds of mixing times, with the majority for reversible Markov chains (that is, π i P i,j = π j P j,i ). Mixing times of non-reversible Markov chains are discussed in [3] . In this part, we consider a new type of mixing time of non-reversible Markov chain. The proofs are based on basic matrix analysis. Our mixing time gives us a direct relationship between k and the deviation of the distribution of the current state from the stationary distribution.
To start a lemma, we review some basic notions in linear algebra. Let C be the ndimensional complex field. The modulus of a complex number a ∈ C is given as |a|. For a vector x ∈ C n , the ∞ and 2 norms are defined as
For a matrix A = a i,j ∈ C m×n , its ∞-induced and Frobenius norms are
The following lemma presents a deviation bound for finite k. Lemma 1. Let Assumption 1 hold and let λ i (P ) ∈ C be the ith largest eigenvalue of P , and
Then, we can bound the largest entry-wise absolute value of the deviation matrix
for k ≥ K P , where C P is a constant that also depends on the Jordan canonical form of P and K P is a constant that depends on λ(P ) and λ 2 (P ). Their formulas are given in (6.19) and (6.20) in the Supplementary Material.
Remark 1. If P is symmetric, then all λ i (P )'s are all real and nonnegative, K P = 0, and C P ≤ M 3 2 . Furthermore, (6.16) can be improved by directly using λ k 2 (P ) for the right side as δ
Convergence analysis for convex minimization
This part considers the convergence of MCGD in the convex cases, i.e., f 1 , f 2 , . . . , f M and X are all convex. We investigate the convergence of scheme (1.5). We prove nonergodic convergence of the expected objective value sequence under diminishing nonsummable stepsizes, where the stepsizes are required to be "almost" square summable. Therefore, the convergence requirements are almost equal to SGD. This section uses the following assumption.
Assumption 2. The set X is assumed to be convex and compact. Now, we present the convergence results for MCGD in the convex (but not necessarily differentiable) case. Let f * be the minimum value of f over X.
Theorem 1. Let Assumptions 1 and 2 hold and (x k ) k≥0 be generated by scheme (1.5). Assume that f i , i ∈ [M ], are convex functions, and the stepsizes satisfy
We have:
3)
. Furthermore, consider the inexact version of MCGD:
4)
where the noise sequence (e k ) k≥0 is arbitrary but obeys
Then, for iteration (3.4), results (3.2) and (3.3) still hold; furthermore, if
k 1−q ) also holds. The stepsizes requirement (3.1) is nearly identical to the one of SGD and subgradient algorithms. In the theorem above, we use the stepsize setting
This kind of stepsize requirements also works for SGD and subgradient algorithms. The convergence rate of MCGD is O(
, which is also as the same as SGD and subgradient algorithms for
Convergence analysis for nonconvex minimization
This section considers the convergence of MCGD when one or more of f i is nonconvex. In this case, we assume f i , i = 1, 2, . . . , M , are differentiable and ∇f i is Lipschitz with L 1 . We also set X as the full space. We study the following scheme
We prove non-ergodic convergence of the expected gradient norm of f under diminishing non-summable stepsizes. The stepsize requirements in this section are slightly stronger than those in the convex case with an extra ln k factor. In this part, we use the following assumption.
Assumption 3. The gradients of f i are assumed to be bounded, i.e., there exists D > 0 such that
We use this new assumption because X is now the full space, and we have to directly bound the size of ∇f i (x) . In the nonconvex case, we cannot obtain objective value convergence, and we only bound the gradients. Now, we are prepared to present our convergence results of nonconvex MCGD.
Theorem 2. Let Assumptions 1 and 3 hold and (x k ) k≥0 be generated by scheme (4.1). Also, assume f i is differentiable and ∇f i is L-Lipschitz, and the stepsizes satisfy
Then, we have lim
where ψ(P ) is given in Lemma 1. If we select the stepsize as
be a sequence of noise and consider the inexact nonconvex MCGD iteration:
If the noise sequence obeys 
. This proof of Theorem 2 is different from previous one. In particular, we cannot expect some sort of convergence to f (x * ), where x * ∈ arg min f due to nonconvexity. To this end, we use the Lipschitz continuity of ∇f i (i ∈ [M ]) to derive the "descent". Here, the "O" contains a polynomial compisition of constants D and L.
Compared with MCGD in the convex case, the stepsize requirements of nonconvex MCGD become a tad higher; in summable part, we need k ln
Convergence analysis for continuous state space
When the state space Ξ is a continuum, there are infinitely many possible states. In this case, we consider an infinite-state Markov chain that is time-homogeneous and reversible. Using the results in [8, Theorem 4.9], the mixing time of this kind of Markov chain still has geometric decrease like (2.4). Since Lemma 1 is based on a linear algebra analysis, it no longer applies to the continuous case. Nevertheless, previous results still hold with nearly unchanged proofs under the following assumption:
We consider the general scheme
where ξ k are samples on a Markov chain trajectory. If e k ≡ 0, the scheme then reduces to (1.3).
Corollary 1. Assume F (·; ξ) is convex for each ξ ∈ Ξ. Let the stepsizes satisfy (3.1) and (x k ) k≥0 be generated by Algorithm (5.1), and (e k ) k≥0 satisfy (3.5). Let F * := min x∈X E ξ (F (x; ξ)). If Assumption 4 holds and the Markov chain is time-homogeneous, irreducible, aperiodic, and reversible, then we have
where 0 < λ < 1 is the geometric rate of the mixing time of the Markov chain (which corresponds to λ(P ) in the finite-state case).
Next, we present our result for a possibly nonconvex objective function F (·; ξ) under the following assumption.
Assumption 5. For any ξ ∈ Ξ, F (x; ξ) is differentiable, and ∇F (x; ξ) − ∇F (y; ξ) ≤ L x−y . In addition, sup x∈X,ξ∈Ξ { ∇F (x; ξ) } < +∞, X is the full space, and E ξ ∇F (x; ξ) = ∇E ξ F (x; ξ).
Since F (x, ξ) is differentiable and X is the full space, the iteration reduces to
Corollary 2. Let the stepsizes satisfy (4.3), (x k ) k≥0 be generated by Algorithm (5.2), the noises obey (4.7), and Assumption 5 hold. Assume the Markov chain is time-homogeneous, irreducible, and aperiodic and reversible. Then, we have
where 0 < λ < 1 is geometric rate for the mixing time of the Markov chain.
Conclusion
In this paper, we have analyzed the stochastic gradient descent method where the samples are taken on a trajectory of Markov chain. One of our main contributions is nonergodic convergence analysis for convex MCGD, which uses a novel line of analysis. The result is then extended to the inexact gradients. This analysis lets us establish convergence for non-reversible finite-state Markov chains and for nonconvex minimization problems. Our results are useful in the cases where it is impossible or expensive to directly take samples from a distribution, or the distribution is not even known, but sampling via a Markov chain is possible. Our results also apply to decentralized learning over a network, where we can employ a random walker to traverse the network and minimizer the objective that is defined over the samples that are held at the nodes in a distribute fashion. [2] Martin Dyer, Alan Frieze, Ravi Kannan, Ajai Kapoor, Ljubomir Perkovic, and Umesh Vazirani. A mildly exponential time algorithm for approximating the number of solutions to a multidimensional knapsack problem. Combinatorics, Probability and Computing, 2(3):271-284, 1993.
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[ Supplementary material for On Markov Chain Gradient Descent
Technical lemmas
We present technical lemmas used in this paper.
Lemma 2. Consider two nonnegative sequences (α k ) k≥0 and (h k ) k≥0 that satisfy 1. lim k h k = 0 and k h k = +∞, and 2. k α k h k < +∞, and 3. |α k+1 − α k | ≤ ch k for some c > 0 and k = 0, 1, . . ..
Then, we have
We call the sequence (α k ) k≥0 satisfying parts 1 and 2 a weakly summable sequence since it is not necessarily summable but becomes so after multiplying a non-summable yet diminishing sequence h k . Without part 3, it is generally impossible to claim that α k converges to 0. This lemma generalizes [15, Lemma 12] .
Proof of Lemma 2
From parts 1 and 2, we have lim inf k α k = 0. Therefore, it suffices to show lim sup k α k = 0.
Assume lim sup k α k > 0. Let v := 1 3 lim sup k α k > 0. Then, we have infinite many segments α k , α k+1 , . . . , α k such that k < k and
It is possible that k = k − 1, then, the terms α k+1 , . . . , α k in (6.1) will vanish. But it does not affact the following proofs. By the assumption |α k+1 −α k | ≤ ch k → 0, we further have v 2 < α k < v ≤ α k+1 for infinitely many sufficiently large k. This leads to the following contradiction
The following lemma is used to derive the boundedness of some specific sequence. It is used in the inexact MCGD.
Lemma 3. Consider four nonnegative sequences
(α k ) k≥0 , (η k ) k≥0 ∈ 1 and ( k ) k≥0 ∈ 1 that satisfy α k+1 + h k ≤ (1 + η k )α k + k . (6.4) Then, we have (h k ) k≥0 ∈ 1 and k h k = O(max{ k k , (e k η k · k η k ), (e k η k · k η k · k k )}).
Proof of Lemma 3
The convergence Lemma 3 has been given in [12, Theorem 1] . Here, we prove the order for k h k . Noting that h k ≥ 0, we then have
As we have nonnegative number sequences 1 + η k ≤ e η k , so
With direct calculations, we get
Using the got estimation of α k , we then derive the result.
Lemma 4. Let a > b > 0, and c > 0, and n ≥ 0 be real numbers. Then,
}.
Proof of Lemma 4
Let := a b
, then, we just need to consider the function
Letting x 0 = 2n+2 ln and the convexity of − ln(x) when x > 0,
Thus, we have
Lemma 5. Let a > 0, and x > 0 be a enough large real number. If
Then, it holds y − x ≤ 2a ln x. (6.11)
Proof of Lemma 5
It is easy to see as x is large, y is very large. And then, (6.10) indicates the y is actually an implicit function respect with x. Using the implicit function theorem,
With L'Hospital's rule,
Then, as x is large enough, y − x ln x ≤ 2a.
(6.14)
Proof of Lemma 1
With direct calculation, for any A, B ∈ C M ×M , we have
Since P is a convergent matrix 2 , it is known from [9] that the Jordan normal form of P is
where d is the number of the blocks, n i ≥ 1 is the dimension of the ith block submatrix J i , i = 2, 3, . . . , d, which satisfy and I n i being the identity matrix of size n i . By Assumption 1, we have λ 1 (P ) = 1 and |λ i (P )| < 1, i = 2, 3, . . . , M . Through direct calculations, we have
, we directly calculate:
For j = 0, 1, . . . , n i − 1, we have
With the technical Lemma 4 in Appendix, if k ≥ max
, 0 , we further have
Hence, for i = 2, 3, . . . , d, we have lim k J k i = 0 and, thus,
For the sake of convenience, let
Based on the structure of G k and (6.16),
Substituting (6.18) into (6.17), we the get
and
, 0 . (6.20)
Notation
The following notation is used through the proofs
For function f and set X, f * denotes the minimum value of f over X. In this paper, we assume that the stationary state of Markov chain is uniform, i.e., π * = (
Proposition 1. Let (x k ) k≥0 be generated by convex MCGD (1.5). For any x * being the minimizer of f constrained on X, and i ∈ [M ], and ∀k ∈ N, there exist some H > 0 such that
Proof of Proposition 1
The boundedness of X gives a bound on (x k ) k≥0 based on the scheme of convex MCGD (1.5). With the convexity of f i , i = 1, 2, . . . , M , [Theorem 10.4, [13] ] tells us
Items 1, 2 and 4 are directly derived from the boundedness of the sequence and the set X. Item 3 is due to the convexity of f i , which gives us
where v 1 ∈ ∂f (x) and v 2 ∈ ∂f (y). With the Cauchy inequality, we are then led to
Though this following proofs, we use the following sigma algebra
Proof of Theorem 1, the part for exact MCGD
We first prove (3.3) in Part 1 and then (3.2) in Part 2. Part 1. Proof of (3.3). For any x * minimizing f over X, we can get
where a) uses the fact x * ∈ X, b) holds since X is convex, c) is direct expansion, and d) follows from the convexity of f j k . Rearranging (6.23) and summing it over k yield
where the right side is non-negative and finite. For simplicity, let
For integer k ≥ 1, denote the integer J k as
J k is important to the analysis and frequently used. Obviously, J k ≤ k; this is because we need use x k−J k in the following. With Lemma 1 and direct calculations, we have
The remaining of Part 1 consists of two steps:
1. in Step 1, we will prove
, C 4 , C 5 > 0 and 2. in Step 2, we will show
Then, summing them gives us
and, by convexity of f and Jensen's inequality,
Rearrangement of (6.30) then gives us (3.3).
Step 1: We can get
where a) follows from (6.22), b) uses the triangle inequality, c) uses Proposition 1, Part 4, and d) applies the Schwartz inequality. From Lemma 1, we can see
).
(6.32)
From the assumption on γ k , it follows that (J k γ 2 k ) k≥0 is summable. Next, we establish the summability of
We consider an integer K large enough that activates Lemma 5, and can let J k = ln(2C P H·k) ln(1/λ(P )) when k ≥ K. Noting that finite items do not affect the summability of sequence, we then turn to studying (
times in the summation
where the last inequality is due to Lemma 5. Therefore,
(6.33)
Since both terms in the right-hand side of (6.31) are finite, we conclude
for some C 2 , C 3 > 0. Due to that finite items have no effect on the summability. In the following, similarly, we assume k ≥ K P . Recall χ k := σ(x 1 , x 2 , . . . , x k , j 0 , j 1 , . . . , j k−1 ). We derive an important lower bound
where a) is the definition of the conditional expectation, and b) uses the Markov property, and c) follows from
, and d) is due to (6.28). Taking total expectations of (6.35) and multiplying by γ k , switching the sides then yields
Combining (6.34) and (6.36) and using
we arrive at
for some C 4 , C 5 > 0.
Step 2: With direct calculation (the same procedure as (6.31)), we get
where M is number of the finite functions. The summability of (J k γ 2 k ) k≥1 and (
for some C 6 , C 7 > 0. Now, we prove the Part 2. Part 2. Proof of (3.2). Using the Lipschitz continuity of f and Proposition 1, we have
and, thus,
From (6.29), (6.40), and Lemma 2 (letting
6.4 Proof of Theorem 1, the part for inexact MCGD (3.4)
For any x * that minimizes f over X, we have
where a) uses the fact x * ∈ X, b) uses the convexity of X, c) applies direct expansion, and d) uses the Schwartz inequality 2γ
. Taking expectations on both sides, we then get
Following the same deductions in the proof in §6.3, we can get
where (w k ) k≥0 ∈ 1 is a nonnegative, summable sequence that is defined as certain weighted sums out of (γ k ) k≥0 and it is easy to how k w k = O(max{1, 1 ln(1/λ(P )) }). Then, we can obtain
After applying Lemma 3 to (6.45), we get
The remaining of this proof is very similar to the proof in §6.3.
6.5 Proof of Theorem 2, the part for exact nonconvex MCGD (4.1)
With Assumption 3, we can get the following fact.
Proposition 2. Let (x k ) k≥0 be generated by nonconvex MCGD (4.1). It then holds that
We first prove (4.5) in Part 1 and then (4.4) in Part 2. Part 1. Proof of (4.5). For integer k ≥ 1, denote the integer T k as
By using Lemma 1, we then get
The remaining of Part 1 consists of two major steps:
1. in first step, we will prove
}), and 2. in second step, we will show
Summing them together, we are led to
(6.50) With direct calculations, we then get
(6.51) Rearrangement of (6.51) then gives us (4.5).
Step 1. The direct computations give the following lower bound:
where a) is from the conditional expectation, and b) depends on the property of Markov chain, and c) is the matrix form of the probability, and d) is due to (6.49). Rearrangement of (6.52) gives us
We present the bound of f (
where a) uses continuity of ∇f , and b) is a basic algebra computation, c) applies the Schwarz inequality to ∇f (
We turn to offering the following bound:
where we used the Lipschitz continuity and boundedness of ∇f . Taking conditional expectations on both sides of (6.55) on χ k−T k and rearrangement of (6.56) tell us
Taking expectations on both sides of (6.57), we then get
.
(6.58)
We now prove that (I), (II), (III) and (IV) are all summable. The summability (I) is obvious. For (II), (III) and (IV), with Proposition 2, we can derive (we omit the constant parameters in following)
It is easy to see if (T
is summable, (II), (III) and (IV) are all summable. We consider a large enough integer K which makes Lemma 5 active, and
when k ≥ K. Noting that finite items do not affect the summability of sequence, we then turn to studying (T k
t only appears at index k ≥ K satisfying
in the inner summation. If K is large enough, T k ≤ k 2
, and then k ≤ 2t, ∀k ∈ S t .
Noting that T k increases respect to k, we then get
That means in T 2t · (S t ) ≤ 2 ln 2 t ln(1/λ 2 (P )) + 2 ln t ln(1/λ 2 (P )) + 2 ln(2C P D 2 ) ln(1/λ 2 (P )) .
The direct computation then yields Turning back to (6.58), we then get
, for some C 1 , C 2 > 0. By using (6.53),
}).
(6.60)
Step 2: With Lipschitz of ∇f , we can do the following basic algebra
(6.61)
We have proved (E x k+1 − x k−T k 2 ) k≥0 is summable (O(max{1, 1 ln(1/λ(P )) })); it is same way to prove that (E x k − x k−T k 2 ) k≥0 is summable (O(max{1, 1 ln(1/λ(P )) })). Thus,
for some C 3 , C 4 > 0.
Part 2. Proof of (4.4). With the Lipschitz continuity of ∇f , we have
With (6.50), (6.63), and Lemma 2 (letting E ∇f (x k+1 ) 2 = α k and γ k = h k in Lemma 2), it follows lim
the result is then proved.
6.6 Proof of Theorem 2, the part for inexact nonconvex MCGD (4.6) 2. in second step, we will show k γ k E(E ξ F (x k ; ξ)−E ξ F (x k−H k ; ξ)) ≤ C 6 + C 7 ln(1/λ) , C 6 , C 7 > 0.
Summing them together, we are then led to k γ k E(E ξ F (x k ; ξ) − F * ) = O(max{1, 1 ln(1/λ) }).
(6.72)
With direct calculations, we are then led to
(6.73) Rearrangement of (6.30) then gives us (3.3).
In the following, we prove these two steps.
Step 1: We can get (6.76)
Turning back to (6.74), we can see
< +∞. Combining (6.69), it then follows k γ k E(F (x k−H k ; ξ k ) − F (x * ; ξ k )) ≤ C 2 + C 3 ln(1/λ) (6.77) for some C 2 , C 3 > 0.
We consider the lower bound
where a) is from the conditional expectation, and b) depends on the property of Markov chain, and c) is due to (6.71). Taking expectations of (6.35) and multiplying by γ k , switching the sides then yields
That is also
With (6.72), (6.83), and Lemma 2 (letting α k = E(E ξ F (x k+1 ; ξ) − F * ) and h k = γ k in Lemma 2), we then get lim k E(E ξ F (x k ; ξ) − F * )) = 0. (6.84)
