The problem of the determination of the minimum energy configuration of an arrangement of point particles under the interaction of their interatomic forces is discussed. The interatomic forces are described by classical many body potentials. Different optimisation methods are considered, multi level single link, topographical differential evolution and a genetic algorithm but it is shown that genetic algorithms combined with an efficient local optimisation method is especially quick and reliable for this task. In addition to comparing some different optimisation methods, the structures of clusters of atoms described by interatomic potential functions containing up to a few hundred atoms are calculated including some with some special symmetries. A number of applications are given including covalent carbon and silicon clusters, close-packed structures such as argon and silver and the two-component carbon-hydrogen system.
Introduction
This paper addresses the problem of determining the lowest energy configuration of a system of particles. This is an old problem related to that of determining the optimal arrangement of closepacked spheres, which has attracted the attention of pure mathematicians for many years. The "orange box" arrangement is generally thought to be the best way of packing the most number of spheres together into the least possible volume but a formal proof of this has proved to be very difficult. In this arrangement, the first layer consists of spheres in a close-packed triangular lattice. The second layer is formed by placing a sphere in the centre of the depressions left in the first layer, forming a lattice shifted with respect to the first layer. In the third layer the spheres can lie either directly above those in the first layer or in the unused depressions from either layer. In the first case this is known as hexagonal close packing (hcp) and in the second facecentred-cubic (fcc) because the spheres are arranged in a periodic cubic unit cell at the faces of a cube. In many materials, especially metals and frozen rare gases, the atoms also arrange themselves into this fcc structure. For other types of materials where directional bonding is important, such simple close-packed structures are not so common and complex geometrical arrangements occur depending precisely on the nature of the chemical interactions.
In this paper we address the problem from another angle. The spheres are now considered to be atoms that are regarded as point particles which interact through their interatomic forcefields. The forcefields are given as the starting point for the problem and are determined from interatomic potentials. The problem is therefore to find the optimal arrangement, i.e. the minimum potential energy, when ¡ such particles interact. At the most sophisticated level, the forcefields are determined by the solution of Schrödinger's equation under various levels of approximation. This is a very complicated and time-consuming procedure which although becoming more standard can still take many days of computing time even to calculate the forces between 10's of atoms.
To overcome this problem, semi-empirical interatomic potential functions have been developed. They are of various forms and levels of detail depending on the type of material. For example, covalent materials such as silicon and carbon have strong directional bonds and can be modelled by so-called bond order potentials [1, 2, 3] ; metals can be described by a model which describes the atomic nucleii as being embedded in a sea of electrons, the so-called embedded atom potentials [4, 5] . Some rare gases [6] can even be described by simple potentials that are pairwise additive such as the well-known Lennard-Jones potential. Multi-component materials can also be described. For more details on the forms of these types of potential function see the review article by Carlsson [7] .
The energy minimisation task is an extremely challenging global optimisation problem for even moderately sized clusters, because the number of variables as well as the number of local minima are very high. The problem can therefore be used as a sample test problem for global optimisation. In order to calculate the minimum potential energy for small number of particles using some of the potential functions described below, we first attempted to use several recent stochastic global optimisation techniques. They are aspiration based simulated annealing [8] , multi-level single linkage [9] , topographical multi-level single linkage [10] and controlled random search [11] . Our numerical experiments with these algorithms suggested that they are successful and robust for problems with a small number of dimensions as well as problems with a small number of local minima. For problems containing up to five particles most of these algorithms were robust in locating the best minimum. However, as the number of particles increases their robustness diminishes. We will present the results of these algorithms in the comparison section. The results obtained by the algorithms suggested that for the energy minimisation problems with high dimensions, special types of algorithms are required. Therefore in this paper we will concentrate on two recent global optimisation techniques designed for energy minimisation problems. These are the topographical differential evolution [12] and the genetic algorithm [13] . There are several genetic algorithms have been designed for chemical cluster optimisation previously. For more details of these see the review articles by Judson [14] and [15] .
The most extensively tested energy minimisation problem is that using the Lennard-Jones potential. Extensive numerical studies have been carried out on this pair potential function, for some recent studies see [16, 17, 18] . The number of local minima for this problem is believed to be exponential in the number of atoms or molecules. The Lennard-Jones (L-J) function is simple to state and easily programmable, yet challenging and complex in the behavior of its solutions.
Potential functions
In this section, we describe some well known potential functions that can be used as challenging test problems for global optimisation.
Lennard-Jones potential function
The Lennard-Jones problems assumes that the potential energy of a cluster of atoms is given by the sum of the pairwise interactions between atoms, with these interactions being Van der Waals forces given by the Lennard-Jones
That is, if we define the position of the molecular cluster of
is a three-dimensional vector denoting the coordinates of the 3 5 4 7 6
atom, then the potential energy function in non-dimensional form [6] is 
The embedded atom potential function for metals
In the framework of the embedded atom formalism, the energy of an assembly of ¡ c © atoms is given by
where is given by . It is given by r S T 2
where ¢ e ¥ " | 1
. The parameters for the different materials are given in the original references.
Brenner hydrocarbon potential
The binding energy for Brenner hydrocarbon potential [19, 20] is similar to Tersoff potential and is given by
The subscriptions and refer to first neighbour atoms separated by the distance S r 2 I
. Here we do not give all the detailed parameters and functions for the potential which can be found in the original papers. Instead we point out only the principle differences between this and the Tersoff potential. The attractive and repulsive terms in Brenner potential are given by
where ª x « is the energy at a separation ° a nd these are known as dimer energy and the dimer separation respectively, and restricts the potential to nearest neighbour interactions as before.
Brenner's first correction is to take into account non-local effects which means quantitative information on the second neighbours of both atoms 3 and and this is used to account for conjugated versus non-conjugated double bonds (see Figure 1 ). 
Thus the Brenner potential does take into account conjugation between atoms, a feature that was missing from the original Tersoff formulation.
Global optimisation algorithms
In this section we describe four algorithms that are suitable for use in solving the problem described above. They are multilevel single linkage (MSL) [9] , topographical multilevel single linkage (TMSL) [10] , topographical differential evolution (TDE) [12] and the genetic algorithm (GA) [13] . All are iteration (or generation) based algorithms. Of these algorithms, MSL and TMSL have a similar algorithmic structure. They generate random points from the search space per iteration. On the other hand, TDE and GA do not generate random points per iteration. They maintain a set (population set) of candidate solutions (points in the search space), the size of which does not vary with iteration. They are known as population based algorithms. Although they do not generate random points per iteration, they create new points, known as the children, using some genetic operators such as crossover and mutation. Newly created children in an iteration replace bad parents (bad candidate solutions) in the population set. Initial points in the population set are generated randomly within the search space, say Å .
The MSL and TMSL algorithms
MSL and TMSL are stochastic algorithms in the sense that they have probabilistic convergence guarantee [9, 32] is used. A number of clusters at the -th iteration is then formed using v ¡ points. A local search is then performed from a potential point of each cluster. The MSL algorithm stops when a convergence criterion is met. In the topographical clustering used by TMSL, the centre of a cluster is known as the 'graph minimum'. TMSL performs local searches from the graph minima of clusters.
Notice that clusters formed by the MSL and TMSL methods have essentially a different meaning from the cluster of atoms or particles. A cluster of atoms is a point in the search space Å where the minimum is sort. On the other hand, the clustering involved in either of the algorithms is to group together a number of (reduced) sample points in the search space where each point in a group is a cluster of atoms. Therefore, if
Topographical differential evolution (TDE)
Unlike the GA, TDE uses two population sets. is found from two points (parents), the point 2 , i.e., the target point and the point Ó 2
determined by the mutation operation.
In its mutation phase TDE randomly selects three distinct points e Ô % Õ Ö ! v Ô Ṏ " Ö and v Ô % Õr Ö from the current set s . None of these points should coincide with the current target point 2
. The weighted difference of any two points is then added to the third point which can be mathematically described as :
is a scaling factor, and Ô % Õ Ö is known as the base vector. If the point Ó 2 { Ê Å then the mutation operation is repeated.
The trial point
is found from its parents 2 and Ó 2 using the following crossover rule.
) , in (0,1) are generated repeatedly. If the number is greater than 0.5 then the corresponding component of
else it is taken from
is therefore calculated as follows:
In the acceptance phase, if the trial point 
Ò 2
does not satisfy the above criterion then it is not abandoned altogether, rather it competes with its corresponding target 2Ð in the set s "
. The potential points in s "
then can be used for further exploration and exploitation. As the search proceeds TDE introduces two measures to lessen the chance of missing the global minimiser in the driving process of The benefits of (a) are that a local search only starts from a potential point with low function value and these potential points are seperated by higher regions. Since the points in s gradually shift their position these periodically scrutinised local searches will enhance the robustness of the TDE algorithm in locating the global minimum. The benefits of (b) are search diversification and exploitation. TDE repeatedly finds the graph minima locally using further updated in the next phase of local search. If a consecutive number, say ã , of local search phases does not produce any better minimum value than the previously found best minimum then the algorithm can be terminated. The step by step description of the new algorithm is as follows.
The TDE Algorithm
Step 1 Determine the initial sets
with points sampled randomly in Step 2 If the stopping condition,
, is satisfied then stop.
Step 
Step 5, otherwise go to Step 2.
Step 5 
A genetic algorithm for structure calculations
General description A GA is a global optimisation procedure that uses an analogy of the genetic evolution of biological organisms [21, 22] . It is an heuristic search procedure that modifies function values encoded as binary strings, through the application of predefined reproduction operators in a stochastic manner. The binary string, referred to as a chromosome, is divided into individual sections called genes. The algorithm has some similarities with the TDE method and pseudocode for the genetic algorithm is shown below.
Pseudocode for the genetic algorithm
Step 1 Initialise population() of size
Step 2 while[ not converged ] do
Step 3 assign population fitness()
Step 4 do from 1 to
Step 5 select next generation()
Step 6 endwhile
There is an absolute measure of quality also assigned to an individual called the fitness that is a function of the genes. When designing a GA to search for the molecular structure with minimum energy an individual © from the population corresponds to a molecular configuration and a gene is the atomic co-ordinates of an atom, binary encoded. The chromosome of © is the string of genes defining the molecular structure and the fitness measure of © is the potential energy.
Following the initial random generation of a population, the reproductive phase of the GA starts by selecting two parents õ and õ "
. This choice is weighted depending on the fitness of the parents. With two parents selected the binary digits which encode the string are changed in part by crossover and mutation (i.e. genes are interchanged). Crossover in its simplest form replaces some of the digits that encode parent õ by those of parent õ "
. Mutation also changes some of the replaced digits with a small probability and ensures that the likelihood of exploring any subset of the search space is always non-zero. The next population is selected when there is an equal number of 'adult' and 'child' individuals.
Parent selection
In a population
, let the individuals be ordered in descending fitness so that
denote the probability that a parent 0 2
is selected as one of the two parents to which the reproductive operators are applied. The probabilities
, denotes the set of parent selection probabilities which are assigned by a parent selection scheme. Our procedure is to use a binarytournament selection, first introduced by De Jong [21] . This method takes a random choice of 2 individuals from the population õ and selects the fitter as the parent. The selection probabilities
. This scheme assigns a selection probability to an individual according to its relative fitness, so that the most fit individual has a probability
, the second most fit
and so on down to
but without requiring that the individuals be sorted by fitness. Reproduction To apply the GA in the optimisation of single element molecular structures it is necessary to give a definite meaning to each of the terms defined in the general description. The population refers to the set of isolated ¡ atom molecules. The fitness of an individual is the molecule's total potential energy and the genes define the molecular structure. It is also necessary to assign a potential energy per atom and the genetic encoding procedure should be such that only those atoms which most influence the potential energy of atom are located in proximity on the chromosome. The reproduction process continues in four separate stages (a) parameter encoding, (b) crossover, (c) mutation and (d) structural relaxation. Another advantage of the GA is that the method will easily parallelise. The child production and structural relaxation from two parents can in principle be carried out on single processors in parallel. This is the most timeconsuming part of the algorithm, the choice of parents from a given population being a very fast process. However in this paper all the calculations were carried out on serial computers.
Basis of the algorithm
The optimisation scheme replaces a high energy region, normally less than half of the molecule, (referred to as ) of parent õ with a low energy region (referred to as ¡ ) of parent õ "
. The algorithm also works by interchanging regions that are random and not selected on the basis of high or low energy. In this case convergence is slower but in some rare cases better optima are found when the energy method locates only a local minimum. For the energy selection process both regions from the parent molecules must contain the same number of atoms. The high (or low) energy regions were selected as follows. The use of empirical potentials allows the definition of a potential energy per atom. Thus a high (or low) energy atom in the whole cluster is first selected. The 2-tournament selection process was used to determine this atom. This involved randomly selecting a subset of the cluster atoms pairwise, comparing energies and rejecting the atom in the pair with the lowest (highest) energy until only one atom remained. . In the ¢ of occasions where this was not the case, the book-keeping strategy adopted was randomly to replace additional ¾ atoms, preferentially those with the highest co-ordination, with a atom but in the case of additional atoms to replace with H atoms preferentially those of lowest co-ordination. Single point crossover Crossover assembles a new child geometry from the low energy parts of both regions. This In terms of atom co-ordinates, the child molecule takes the geometry of its first parent except for a high energy region which is replaced with a low energy region from the other parent. The number of atoms replaced by this operation varies from 1 to d "
depending on the value of r. Mutation Mutation occurs by replacing typically one or two atoms of high energy (poor placement) whilst maintaining the total number of atoms in the molecule. The replaced atoms are not already in the high energy region and are removed completely from the low energy region of parent õ . This means that the number of atoms added in the low energy region during the crossover must be increased proportionately. We choose an effective mutation operator that randomly replaces the genes that encode the placements of up to 
Child structure relaxation
The child structures are relaxed using a local optimisation routine BFGS developed by Liu and Nocedal [23] . This has the advantage that the memory requirements and iteration time scale linearly with the dimension of the search space and in addition any second derivative discontinuities in the potential energy surface do not present problems. A fixed tolerance is set and this algorithm is iterated until the sum of squared forces is less than this tolerance.
Population replacement strategy
The GA pseudocode suggests that every generation creates ¡ offspring from the current population of ¡ adults. The question that arises is how to select the replacement generation from this set of § Ä ¡ parent and child structures. The strategy adopted here is to select the subset of the ¡ most fit individuals from the current set of adults and offspring. This strategy ensures that the increase in 9 ¦ ! 1 is monotonic, where ¦ is the most fit individual in the population. To counteract premature convergence a restarting procedure was employed. If the chromosomes of the population become identical to within a small Hamming distance (typically ) in insufficient iterations to expect global convergence to have occurred, then the population is reinitialised but keeping the chromosome of the fittest individual.
The main difference between the genetic algorithm applied to the optimisation of clusters and the TDE method is that the TDE method contains no physical information about the system. It samples function space rather than the space in which the atoms are distributed. On the other hand the genetic algorithm uses a physical principle of cut and paste based on the physical space. As a result it is much more effective at locating the global minima. If the genetic algorithm were based on the function space instead then it would perform poorly in comparison with the TDE method. Thus an important principle in constructing algorithms for global optimisation problems is to use all the available information about the system rather than to treat the problem as one of optimising a function about which nothing is known.
Implementation and comparisons of the algorithms
The search region The initial population size: It was found necessary to use a larger population size for the TDE compared to the GA. For the TDE a population size of . The same stopping condition was used for all algorithms in Table 1 . A value of » of 0.5 was found to be optimal. Other information concerning the parameters of MSL and TMSL can also be found in [24] .
A comparison of algorithms using L-J clusters:
We compare TDE and GA with the multilevel single linkage (MSL) and topographical multi-level single linkage (TMSL) algorithms mentioned in the introduction. In a earlier study [24] it was found that MSL and TMSL are the best performers within a number of global optimisation algorithms, e.g. controlled random search and simulated annealing. We first compare the algorithms in Table 1 using the average number of function evaluations (fe) and the best minimum value obtained by the algorithms. Average fe has been obtained over 10 independent runs. The result in bracket is the number of times the the global minimum was obtained.
¡ ©
in Table 1 represents the number of atoms. We have used a Pentium 4 machine with 256 MB ram and 1600 MHz Processor. Results presented in Table 1 show that in terms of fe TMSL and GA is comparable. However, as the number of atoms increases robustness of TMSL in terms of locating the best minimum value falls off. GA was able to locate the best known minimum values for all cases. TDE was able to find the best known minimum for all cases except ¡ x © ¢
. Moreover, TDE is the worst performer in terms of fe. In Table 2 , we compare the cpu times of the algorithms corresponding to the results in Table 1 . It is clear from Table 2 that GA is the best algorithm in terms of cpu time, even without using the optimised population size. The worse performers are the TMSL and TDE algorithms. These two algorithms need high cpu times due to the calculation of 'graph minima' at each iteration. Argon and silver clusters: For the problem of finding the minimum energy configurations, the GA always outperformed the TDE method. In fact other global optimisation methods such as controlled random search and simulated annealing were also tested and these were also found to be inferior to the GA. An example, comparing the GA and TDE methods is also given in the section on silicon clusters below. However there are some interesting geometrical structures that arise with close-packed configurations. Both the embedded atom potential and the LennardJones potential result in close-packed structures and so we consider the geometries of these together in this section. These geometries show some interesting features as the number of atoms in the system changes. In this section all the results were calculated using the GA. Figure  3 shows some of these geometrical configurations for clusters containing 7, 38, 55, 147 and 400 atoms. The 7, 38 and 147 atom clusters have icoshedral symmetry whereas the 55 atom cluster is a structure that is often used in nanotechnology, usually with gold atoms for a number of interesting technological applications. The 400 atom cluster shows that when the number of atoms is large close-packed facets along the edges of the clusters can be seen as the cluster begins to take on the appearance of the bulk material.
The convergence of the GA is only partially dependent on the symmetry of the cluster. For example one might expect that the symmetric clusters shown in figure 3 would be determined quickly by the GA compared to non-symmetric clusters. This is in fact only partially the case. Numerical experiments carried out for clusters with atoms ranging from 35-40 show that the number of generations required to determine the minimum energy structure for the symmetric cluster is not out of line with its neighbours. We have carried out five independent runs. The difference is only the number of generations required from different starting conditions, not the value of the minimum. These are shown in Table 3 , where AGV represents the average number of generations. Although with any optimisation algorithm, one can never be certain that the global optimum has been reached, the minimum energy values given in table 3 are in line with what would be expected. It is worth noting that because of the large number of nearby local minima that the algorithm takes a large number of generation to fine tune. For example for the 40 atom cluster a value of -100.27 eV was obtained after 486 generations of the algorithm in a particular run. It took a further 641 generations to reduce the energy by 0.02 eV to the final value. Silicon clusters: The GA and TDE can be successfully applied to the Tersoff silicon potential for small clusters. Figure 4 shows the geometry of small s t 3
clusters calculated using parameterisation (A). In this case cages are predicted for upwards of 4 atom clusters. The 6 and 7 atom structures predicted are in agreement with recent experimental results [25, 26] . An interesting atom structures are predicted to have a lower energy with this parameterisation. The evolution of this cluster using the GA is shown in figure 5 . The minimum energy of -81.46 eV was determined after approximately 500 generations of the algorithm starting from an initial population size of 32. The dissociation of an 18 atom cluster occurs because the silicon potential is many-body and depends on the local co-ordination and bond angles and not just on the proximity of the atoms. Such a dissociation would not occur with a Lennard-Jones or EAM potential. clusters to see if these produced a lower energy. In any event the Tersoff potential is known to be less accurate than density functional theory for small clusters as it was fitted to bulk material properties. There is no reason other than available computing power why the genetic algorithm might not be applied to ab initio calculations such as those described in [27] . Larger clusters containing between 50 and 58 atoms are shown in figure 6 , calculated using parameteristaion (B). Here there are internal sp r bonds unlike the carbon potential. The 60 atom s t 3 structure is about 3.3 eV more energetically favourable than the corresponding fullerene cage [28] . These structures are very similar to recent calculations using ab-initio potentials [29] . Table 4 gives a list of the optimum carbon structures calculated using the GA for the Brenner carbon potential. Figure 7 shows also the geometries of some of the small cluster structures including fullerenes. The transition from linear chains to rings occurs between 4 and 5 atoms and the transition from rings to cages between 17 and 18 atoms. In all cases the Brenner potential gave fullerene or fullerene-like cages as the minimum energy configurations for all molecules containing between 18 and 60 atoms. More details of these structures are given in [30] .
Carbon clusters

Hydrocarbon clusters
The modified GA for two component systems is applied to determine low energy hydrocarbon structures. The Brenner hydrocarbon potential has been fitted to a number of small alkane, alkene, alkyne, radical and aromatic molecules and additionally has been shown to reproduce the correct geometry and binding energies of larger hydrocarbon isomers. In this section we test whether the potential identifies the ground state configurations of ¾ x ae
for specific values of 0 and d . The optimised structures are compared with molecular data available from the pdb databank at Okanagan University [31] . The GA identifies ground-state isomers with energies in every case that are less than or equal to those of the known isomers from the pdb database. The results for a number of alkanes, alkenes, alkynes and aromatic molecules are shown in figures 8-11. Figure 8 shows the application of the algorithm to the Brenner hydrocarbon potential for the alkane hydrocarbon isomers containing relatively small numbers of atoms, figure 9 gives the alkenes, figure 10 the alkanes and figure 11 the aromatics. Data for clusters containing a larger number of atoms is given in table 5. When ¡ © is greater than 5, the GA determined global geometries that seldom coincide with any contained in the pdb database. These GA determined geometries however produced energies that were lower than those from the molecules reported in the pdb data base. This shows that the Brenner potential cannot be used with confidence to model such structures with ¡ © ×
. The data shows that the stereoisomers are equally energetic with the molecules in the database see for example, $ ¾ ( . For the aromatic isomers, the GA finds the minimum energy geometries for benzene, toluene, dimethylbenzene and napthalene, although for the case of (
, a configuration with adjacent as opposed to opposite methyl units has also the same energy. However The fact that the GA can determine lower energy structures than those observed experimentally illustrates the difficulty of fitting real chemical systems with empirical potentials. Whereas this might highlight the inadequacies of the Brenner potential it raises the intriguing possibility that new molecules could be discovered computationally by the application of the GA with accurate interatomic potential energy functions for multi-component systems. 
Conclusions
Different algorithms have been compared for the important problem of determining the most stable configuration of a system of particles in space which interact through classical forcefields which are both attractive at large separation and repulsive when the particles lie close together. Modern global optimisation algorithms have been shown to obtain some of the correct configurations when the number of particles is small but the GA outperforms these for larger systems.
The algorithm would also in principle be suitable for application with ab initio methods although the determination of the total system energy would be more time-consuming. The algorithm can also be easily parallelised since the time consuming part of the calculation is that involved with the local optimisation of each cluster in the population.
The algorithm is also robust in that it can determine the minimum energy configuration of a system of particles without any pre-knowledge of what the structure should be. All that is required is a reasonably sized box in which the particles are distributed. In contrast, many chemists use intuition followed by local optimisation. This can often fail as demonstrated in [13] where the genetic algorithm found more optimal minima than had previously been determined by enlightened guesswork.
The advantage of the GA compared to a black box global optimisation approach is that it is physically based and uses the idea that an already existing cluster of atoms can be rearranged with knowledge of the configurations of other clusters. This evolution strategy, together with the relatively small number of candidate clusters required, gives it a considerable advantage over the MSL and TDE methods.
The GA also found lower energy structures for the hydrocarbons modelled with the Brenner potential than those experimentally observed. The experimentally observed structures always turn out to be local minima in the Brenner description but not always global ones. With empirical potentials it is always difficult to describe structures adequately for which the potential has not been fitted. This illustrates that even the Brenner potential, which is one of the most sophisticated available for modelling carbon and hydrocarbons, cannot describe all cases with accuracy and that ab initio methods should be used wherever possible.
Molecular design and candidate geometries for new drugs are increasingly being investigated using computers. The combination of the GA approach with molecular design techniques might therefore yield substantial benefits in this developing field.
