Abstract-The linear mixture model (LMM) plays a crucial role in the spectral unmixing of hyperspectral data. Under the assumption of LMM, the solution with the minimum reconstruction error is considered to be the ideal endmember. However, for practical hyperspectral data sets, endmembers that enclose all the pixels are physically meaningless due to the effect of noise. Therefore, in many cases, it is not sufficient to consider only the reconstruction error, some constraints (for instance, volume constraint) need to be added to the endmembers. The two terms can be considered as serving two forces: minimizing the reconstruction error forces the endmembers to move outward and thus enlarges the volume of the simplex while the endmember constraint acts in the opposite direction by driving the endmembers to move inward so as to constrain the volume to be smaller. Many existing methods obtain their solution just by balancing the two contradictory forces. The solution acquired in this way can not only minimize the reconstruction error but also be physically meaningful. Interestingly, we find, in this paper, that the two forces are not completely contradictory with each other, and the reconstruction error can be further reduced without changing the volume of the simplex. And more interestingly, our method can further optimize the solution provided by all the endmember extraction methods (both endmember selection methods and endmember generation methods). After optimization, the final endmembers outperform the initial solution in terms of reconstruction error as well as accuracy. The experiments on simulated and real hyperspectral data verify the validation of our method.
abundances, which satisfy the abundance non-negative constraint (ANC) and abundance sum-to-one constraint (ASC).
In the context of LMM, many spectral unmixing techniques have been studied and reported; some of them treat spectral unmixing as two independent processes, namely endmember selection and unmixing. The endmember selection methods mainly include pixel purity index (PPI) [3] , the orthogonal subspace projection approach (OSP) [4] , NFINDR [5] , simplex growing algorithm (SGA) [6] , vertex component analysis (VCA) [7] , maximum volume based on Householder transformation (MVHT) [8] , Gaussian elimination method (GEM) [9] , a fast Gram determinate based algorithm (FGDA) [10] and some other methods [11] [12] [13] . The unmixing step is then performed after endmember selection. To enhance the physical interpretation of the unmixing results, the ANC and ASC are generally considered. The fully constrained least squares [14] and simplex projection unmixing [15] are two widely-used unmixing methods. The above endmember selection methods have some properties in common. In essence, they are all searching for the pixels that construct a simplex with the largest volume or the pixels that are most likely to be the vertices of the simplex. However, these methods have a basic assumption, that is, each ground object has at least one endmember (a pixel containing only one substance) existing in the image.
However, for practical hyperspectral datasets, the pure pixels requisite may not hold. To address this problem, in recent years, researchers have developed many sophisticated endmember extraction methods which do not need the pure pixel assumption. These methods can be classified as endmember generation techniques, such as, the minimum volume transformation (MVT) [16] , the iterative constrained endmember method (ICE) [17] , sparsity-promoting ICE (SPICE) [18] , minimum volume constraint NMF (MVC-NMF) [19] , minimum volume simplex analysis (MVSA) [20] , minimum volume enclosing simplex (MVES) [21] , [22] , robust minimum volume enclosing simplex (RMVES) [23] , simplex identification via split augmented Lagrangian (SISAL) [24] and the geometric optimization model (GOM) [25] . These types of spectral unmixing technique can obtain the endmember matrix and abundance maps simultaneously. The basic principle for these methods is to construct a simplex which can enclose the data cloud as tightly as possible.
In a case where the pure pixel assumption is not holding, endmember generation methods generally try to obtain the endmembers by progressively minimizing the reconstruction error. This process can be considered as an external force to enlarge the volume of the simplex constructed by the endmembers until the simplex encloses the entire data cloud. However, since the practical hyperspectral datasets are inclined to be contaminated by noise, simply minimizing the reconstruction error may result in physically meaningless solutions. In order to overcome this problem, most endmember generation techniques have introduced the idea of endmember constraints (for instance, volume constraint), which serve as an internal force to shrink the simplex volume. Almost all the endmember generation methods obtain their solutions by balancing the two contradictory terms. In this way, the reconstruction can be small and the estimated endmembers have physical meaning. Interestingly, we find that the two forces are actually not contradictory: the reconstruction error can be further reduced when the volume of the simplex is unchanging and even shrinking. Based on this phenomenon, we find a more interesting fact, i.e. all the existing endmember extraction techniques (including endmember selection methods and endmember generation methods) can be further optimized. For the sake of convenience, this study discusses only the case of unchanged simplex volume and presents a corresponding algorithm termed the volume-invariant constrained geometric optimization model (VIC-GOM). It is noteworthy that, VIC-GOM acts more like an optimizer than a new endmember extraction method.
II. MOTIVATION
In this section, we briefly review the linear mixture model and elaborate the basic motivation of our method. The linear mixture model has been widely used and deeply researched as it holds well when the mixing scale is macroscopic. Moreover, the LMM is easy to solve in the mathematical sense. If the assumption of the linear mixture model holds, any vector r i in an image can be expressed by a linear combination of all the endmember vectors e j , j = 1, · · · , p (1) with the ANC and ASC constraint (2),
where E = e 1 , e 2 , · · · e p is the endmember matrix, z i is the signal of the i -th pixel, n i is the corresponding noise and
On the other hand, from a geometric point of view, the spectral vectors lie within a simplex whose vertices are the endmembers if the LMM holds (as shown in Fig.1 ). As a result, the endmember extraction amounts to identifying the vertices of that simplex.
Due to the effect of noise, some data scatters lie outside of the simplex constructed by the endmembers in the projected subspace of lower dimensionality. As a result, the reconstruction error of the LMM model always exists. Given the endmember matrix E 0 and abundance maps C 0 , the reconstruction error of hyperspectral data R can be obtained by The volume of the simplex determined by E 0 can be calculated by [5] V
where det (•) and |•| are the determinant and the absolute value of the operator, respectively. Many endmember generation methods aim to find a solution with the minimum model error, for instance [17] , [19] [20] [21] , [23] , [24] , and [26] . However, due to the effect of noise, a solution with a minimum reconstruction error is generally physically meaningless if no constraints are added to the endmembers. Fortunately, the existing endmember generation methods have basically noticed this problem and often add some constraints to the endmembers to keep their physical meaning. In spite of this, we find that all the existing endmember extraction methods can still be further optimized in terms of reconstruction error. In the following, we use a simple sketch map (Fig. 2) to illustrate the main idea of this study. Fig. 2 shows some simplexes with the same volume (area). It can be seen that, although the volumes of the simplexes are the same, the red one (with a solid line) is the most reasonable since the vertices are the closest to the true endmembers and correspond to the minimum reconstruction error. This indicates that, when the simplex volume is reasonable, we can obtain a more accurate endmember solution by further reducing the model error. Based on this interesting phenomenon, we find that all the existing methods can be further optimized (since they generally can provide acceptable initial endmembers). This paper presents a volume-invariant optimization model, trying to reduce the reconstruction error and therefore obtaining more reasonable solutions in the cases where the volume is invariant.
It is noteworthy that, VIC-GOM is actually more an endmember optimization than an extraction method. Thus, it is seriously relying on the selection of initial endmembers. If the initial solution is physically meaningless (for instance, with too large/small simplex volumes), our method may also obtain an unreasonable solution. Fortunately, most of the current methods can provide reasonable initializations, which also have relatively reasonable volumes. As a result, we can take the solutions provided by these methods as initialization and further optimize them while keeping their volume unchanged. After optimization, the solutions are expected to have lower reconstruction errors and thus be more accurate.
III. METHODOLOGY

A. Model Constructing
Minimizing the model error (3) while keeping the volume invariant can be formulated as the following optimization problem,
According to the lagrange multiplier method, equation (5) can be transformed into an unconstrained optimization given by
It is noteworthy that although equation (6) has a similar form to MVC-NMF, it has two basic differences because of the additional volume-invariant constraint. The first is that we do not use (6) to extract endmembers, but to optimize the solutions obtained by the other methods (for instance, NFINDR and MVC-NMF). Second, as explained in the following, the adjusted parameter λ in (6) is not a constant but a variant number which can be automatically computed.
Nevertheless, we find that equation (6) has some troublesome problems, such as the satisfaction of ANC and the ASC constraint of C. Therefore, in the following, we will employ a geometric optimization model with a single variable E to realize the improvement of the endmembers.
According to [25] and [27] , given any r i , the fractional abundance c i can be estimated by the simplex barycentric coordinates:
where Fig. 3 shows the case of three endmembers where A, B and C represent Geometrical illustration of equation (7) in 2D space:
three endmembers. For arbitrary pixel P, the abundance of the endmembers can be obtained by the volume proportion shown in (7) .
It can be verified that the sum of the p volume proportions derived from (7) is exactly 1 when the pixel lies within the simplex constructed by the endmembers. Based on this conclusion, Geng et al. [25] proposed a geometric optimization model (GOM) which has only one variable as following:
where M is the number of pixels and p is the number of endmembers. A short justification of (8) is provided in the following. For an arbitrary pixel r i , if it is within the simplex constructed by the endmembers, then ⎛
otherwise, if it is not enclosed by the endmembers, we have ⎛
Therefore, minimizing the objective function of (8) has the effect of driving the endmembers outwards from the data cloud. The key advantage of GOM lies in the fact that it involves only one variable, namely endmember matrix E, thus it avoids all the problems caused by abundance matrix C. To minimize the model error (8), while keeping the volume invariant, we can build the following constrained optimization problem as in equation (5
In the same way, (9) can be transformed into the following unconstrained optimization problem Equation (10) is referred to as the volume invariant constrained GOM (VIC-GOM) in this paper.
B. Model Solving
Here, we employ the gradient descent method to solve the optimization problem (10) . In contrast to the commonly used gradient descent method, in order to guarantee an equality constraint, the parameter λ is automatically adjusted in our model. In the following, we explain the basic principle of our method by a sketch map, as shown in Fig.4 . It can be seen that, a different λ will lead to different directions of G E (E, λ). Let V (E) denotes the derivative of V (E) with respect to E. When G E (E, λ) has a non-zero projection component in the direction of V (E) (for instance, λ = λ 1 and λ = λ 3 in Fig. 3 ), the volume of the simplex will change if endmembers move along this direction. To keep the volume invariant, the endmembers have to move along the direction orthogonal to V (E) (indicated by the solid line, i.e. λ = λ 2 in Fig. 4 ). This is equivalent to choosing an appropriate λ to make G E (E, λ) orthogonal to V (E).
In order to obtain the desired λ, let the inner product of
The computation of V E i j and V (E) is referred to in [25] , and is given by
where
with all elements equal to 1. Accordingly, λ can be obtained by
when the value of λ is assigned according to (13) , G E (E, λ) and V (E) are orthogonal. Using the gradient descent method, we can update the endmember matrix E by
In this case, a small shift of E towards the reverse direction of G E (E, λ) will not only reduce the objective function of (10), but also keep the volume of the simplex constructed by the endmembers invariant.
C. Convergence Discussion
In fact, the optimization process (11)- (14) can be understood as reducing the mode error of equation (10) in the orthogonal complement space (V (E) ⊥ ) of V (E). The corresponding projected gradient can be given by
T is the Moore-Penrose inverse of V (E) and I is the identity matrix.
To ensure the decline of the objective function G (E, λ), the angle of G P (E, λ) and G E (E, λ) must be equal to or less than 90 degrees, which means
Since P V (E) ⊥ is a projection matrix, we have
which implies that G E (E, λ)
is a positive semidefinite matrix. Therefore, inequality (16) always holds. As a result, the objective function of VIC-GOM is always declining and thus will finally converge.
Interestingly, we can see that, only when G E (E, λ) is strictly parallel to V (E), the endmember matrix E cannot be further optimized in terms of model error. It is very hard to satisfy this strict condition for the solutions obtained by the existing methods. Thus, VIC-GOM can be used to optimize nearly all the endmember solutions. In addition, the step length η in (14) can be determined adaptively by the Armijo rule [28] , but in this paper, we simply use a fixed value. A flow chart for VIC-GOM is shown in Fig. 5 .
IV. EXPERIMENTS
In this section, we evaluated the performance of VIC-GOM using some tests. Three different types of state-of-the-art endmember extraction methods, namely NFINDR [5] , MVC-NMF [19] and RMVES [23] were selected to provide initialization solutions for VIC-GOM. The Matlab code of MVC-NMF was provided by Hairong Qi and the RMVES code was downloaded at [29] . We first investigated the performance of VIC-GOM in the context of different numbers of endmembers and different levels of signal-tonoise ratio (SNR) using synthetic datasets. Then a real Cuprite dataset was used to test the validity of VIC-GOM. 
A. Synthetic Data
In this section, we used two synthetic datasets to evaluate the improvement of VIC-GOM to the solutions obtained by NFINDR, MVC-NMF and RMVES. The first test used a three-endmember dataset and visualized the iterative path of VIC-GOM. The other test analyzed the performance of VIC-GOM with 8-endmember datasets to investigate the performance of VIC-GOM with multiple endmembers.
Test 1 (Three-Endmember Dataset):
In this test, we used three reference spectra, Alunite, Calcite and Kaolinite from the U.S. Geological Survey (USGS) digital spectral library [30] included in the Environment for Visualizing Images (ENVI) software, to generate the mixing data with 1000 pixels. The corresponding abundance fractions were generated by Dirichlet distribution (with parameters [1/3, 1/3, 1/3]) [7] and pixels with any fraction larger than 0.9 were discarded. In order to evaluate the performance of algorithms with respect to noise, the simulated white Gaussian noise with S N R = 15dB (defined as S N R = 10 log 10 E z T z E n T n ) were added, where E (•) denotes the expectation operator. We first used NFINDR, MVC-NMF and RMVES to get three groups of endmembers, and then we used VIC-GOM to optimize the three solutions. The step length η is set to 0.05 in this experiment.
To extract three endmembers, the dimensionality of the data should be reduced to two. We visualized the first two principal components (PCs) in Fig. 6. From Fig. 6 , we can see that some pixels lie outside the simplex (dotted triangle) constructed by the endmembers (denoted by red circles), indicating that the model error is not zero. From the iterative path (cyan dots), we can see that VIC-GOM does drive the solution moving towards the true endmembers. Compared to the initial solutions (magenta asterisks), the optimized ones (cyan squares) are much closer to the true endmembers. For NFINDR especially, the improvement is the most noticeable. These results demonstrate that, reducing the model error is helpful to improve the accuracy of the endmembers. It should be noted that, in the iteration process of VIC-GOM, the volume of the simplex constructed by the endmembers is always invariant.
In the following, we quantitatively evaluate the performance of VIC-GOM using the model error. Here some remarks are noteworthy. The model error can be expressed in two ways, one is the objective function of GOM [25] ,
and the other is the commonly-used root mean square error R − EC F , where the abundance C satisfies ANC and ASC and can be obtained by a fully constrained least squares calculation [14] . Since the first criterion is actually the objective function of VIC-GOM, it will undoubtedly decrease during the optimization process. Therefore, we use the other metric R − EC F as the measurement criterion. The model errors versus the iteration numbers are shown in Fig. 7 .
It can be seen from Fig. 7 that the model error is monotonously decreasing with the iteration and the trend tends to be flat. When the number of iterations is about 100, the model error is nearly invariant. Despite all the methods having been improved, for NFINDR, the improvement is the most noticeable. These results give strong evidence that minimizing
can also lead to a reduction in the model error R − EC F . From section 3.2, we can see that the solutions are always optimized by VIC-GOM until G E (E, λ) is parallel to V (E). Therefore, VIC-GOM can optimize the solutions obtained by all three endmember extraction methods.
We use the root mean square spectra angle error (rmsSAE) [7] to evaluate the accuracy of the obtained endmembers. The definition of rmsSAE is as follows:
is the angle between the true endmember e i and the obtained endmemberê i . The corresponding results are shown in Fig. 8 . From the results shown in Fig. 8 , we can see that, the accuracy of the endmembers obtained by NFINDR, MVC-NMF and RMVES are all improved after being optimized by VIC-GOM. Among all the solutions, VIC-GOM obtains the most accurate result (with rmsSAE 2.88°) when initialized by RMVES. Interestingly, the optimization results of NFINDR and MVC-NMF are very close to each other (with rmsSAE about 4.2°), although the initial solution of NFINDR and MVC-NMF are very different (at rmsSAE 12.24°and 9.36°respectively).
Additionally, in order to investigate the effect of noise on the performance of VIC-GOM, we added different levels of Gaussian noises to the simulated data, making the SNR to be 10 dB, 15 dB, 20 dB, 25 dB and 30 dB. Then NFINDR, MVC-NMF and RMVES were used to extract endmembers followed by endmember optimizing by VIC-GOM. The corresponding model errors and relative abundance errors are shown in Fig. 9 . The definition of relative abundance error (rae) is as follows: where C andĈ are real and estimated abundances.
As can be seen from Fig. 9 , VIC-GOM can reduce the model error of all the endmember methods, for all the datasets with different SNRs. It should be noted that the objective function of VIC-GOM is not the direct model error but the sum of the volume proportions minus 1 (see eq. 8). The results show that VIC-GOM can reduce the model error R − EC F although it uses different objective functions. As to the abundance errors, we can see that, after being optimized by VIC-GOM, the errors are reduced, especially when the SNR is low. For all methods, the relative abundance errors are monotonously declining with the increase of the SNR. This can be attributed to the fact that noise is a significant factor affecting the abundance accuracies.
Test 2 : In this experiment, we explore the performance of VIC-GOM for an 8-endmember simulated dataset with noise at different SNR levels. The number of synthetic pixels is 2000. The endmembers were selected from the USGS spectral library, and were Alunite, Andradite, Buddingtonite, Chalcedony, Dolomite, Kaolinite, Montmorillonite and Muscovite. The corresponding abundance fractions were still generated by Dirichlet distributions (with parameters [1/8, 1/8, 1/8, 1/8, 1/8, 1/8, 1/8, 1/8]) which satisfy ANC and ASC. Five SNR levels of noise, namely, 10 dB, 15 dB, 20 dB, 25 dB and 30 dB were added to the simulated data. In the same way, the dimensionality of the data was first reduced to 7 by PCA. We first extracted 8 endmembers by using NFINDR, MVC-NMF and RMVES. Then the endmembers were further optimized by VIC-GOM. The corresponding model errors, rmsSAE and relative abundance errors are shown in Fig. 10 .
We can see from Fig. 10 that VIC-GOM successfully optimized the solutions of NFINDR, MVC-NMF and RMVES in terms of both model error and endmember accuracy. The optimized endmembers do have lower reconstruction error and rmsSAE, although their volume is not changed. The abundance errors also demonstrate that VIC-GOM is an effective endmember optimizing method. Moreover, the lower the data SNR, the more noticeable this improvement. In addition, as for the three endmember extraction methods, the pure-pixel assumption based NFINDR seems to perform better than the other two endmember generation methods when the data is of high SNR. On the other hand, when SNR is low, the endmember generation methods, MVC-NMF and RMVES, show more superiority. Finally, we can see that a good "initialization" does not necessarily indicate a good optimization result. For instance, when the SNR is 20 dB, the initialization rmsSAE for MVC-NMF and RMVES are 13.57°and 12.60°, but after optimizing by VIC-GOM, the final rmsSAE are 8.34°and 9.40°.
B. Real Data
In this section, we use a real hyperspectral dataset to further verify the validity of VIC-GOM. The data used in this experiment was acquired by Airborne Visible Infrared Imaging Spectrometer (AVIRIS) on June 19 1997 over the Cuprite mining site, Nevada. This dataset has been widely used in remote sensing experiments because of its detailed ground investigation and free access on the internet [31] . The subscene used in this test is shown in Fig.11 , with a size of 190 × 250 pixels. This data contains a total of 224 bands ranging from 370nm to 2500nm. Bands 1-3, 107-113, 153-169, 221-224 were manually removed due to water vapor absorption or low SNR. The ground-truth references were obtained by resampling the corresponding spectra from the USGS Digital Spectral Library included in ENVI software. The number of endmembers was set to 14 according to the ground investigation [32] , virtual dimensionality (VD) [33] and the references [7] and [22] . The previous simulated experiments show that the model error seems to be stable when the number of iterations is about 100. Therefore, to save computation time, we set the maximum number of iterations to 100.
The dimensionality of the data was first reduced to 13 by PCA. Next, we used NFINDR, MVC-NMF and RMVES to extract 14 endmembers from the PCA transformed data. To make the endmembers extracted by NFINDR, MVC-NMF and RMVES correspond to the same minerals, we used the result of NFINDR as the initialization of MVC-NMF and RMVES. Then we optimized the solutions of NFINDR, MVC-NMF and RMVES by VIC-GOM. The model errors are shown in Fig. 12 and the rmsSAEs for the obtained endmembers are listed in Table I .
As can be seen from Fig. 12 the model error is declining monotonously during the iteration process of VIC-GOM, implying that VIC-GOM can reduce model error while keeping the volume of simplex invariant. The model error tends towards stability as the optimization process goes on. But the trend of the model error is related to the initial solution. For instance, when initialized by NFINDR, VIC-GOM can reach the (nearly) minimum model error within 80 iterations. However, the model error of VIC-GOM is still declining (although only slightly) after 100 iterations when VIC-GOM adopts the results of MVC-NMF and RMVES as the initialization.
From the rmsSAE listed in Table I , we can observe that after optimization by VIC-GOM, all the sets of endmembers have a higher overall accuracy. VIC-GOM has the most accurate result when initialized by MVC-NMF at an overall rmsSAE of 5.81°. In addition, it can be seen that, although overall accuracy is increasing, the accuracy of an individual endmember is not always improved.
V. CONCLUSIONS
In this paper, we have presented a new endmember optimization method, named VIC-GOM, which can reduce reconstruction error while at the same time keeping the volume of the simplex formed by the endmembers invariant. VIC-GOM is not an endmember extraction method; instead, it is actually an endmember optimization method, which aims to improve the accuracy of the initial endmembers. In fact, as long as the gradients of objective function and the volume of endmembers are not parallel, VIC-GOM can further reduce model error. The solutions of the existing endmember extraction model will not meet this condition generally, thus VIC-GOM can improve all these methods. The experiments on simulated and real hyperspectral data verify the effectiveness of our method.
It is noteworthy that, VIC-GOM seriously depends on the selection of initial solutions; if the initial volume of the endmembers is wrong, VIC-GOM will also have unreasonable results. Fortunately, most of the existing methods can provide acceptable initializations, therefore, the optimizing results based on these solutions can be more accurate.
Moreover, equality constrained optimization problems occur frequently in many scientific fields. The VIC-GOM idea can be directly adapted to solve this type of problem.
