INTRODUCTION
As an important method of Pattern Recognition, Support Vector Machine (SVM) is widely used in machine learning areas, especially in classification problem. It is a completely new kind of machine learning algorithm proposed by Vapnik and his collaborators [1] , and is based on the structural risk minimization principle in statistical learning theory. By combining the classification idea of maximum separation plane with the kernel-based method, SVM shows an excellent generalization capability [2, 4, 6, 8] . With the deeper and deeper studying, more and more improved algorithms [10, 11] have been proposed. Especially, Support Vector Regression (SVR) is proposed as a new interest field of Support Vector Machine (SVM).
Conventionally, SVR is formulated as a constrained minimization problem, named a convex quadratic programming problem, which maximize the margin between the parallel separating planes by optimizing with respect to w (normal to the regression plane) for a fixed b(location relative to the origin of regression plane).With different models and different techniques, different regression algorithms have come into being. SOR-SVR [3] modifies the primal programming problem, that is, maximizes the margin between the parallel separating planes by optimizing with respect to both w and b, which induces the problem strong convexity. With the SOR algorithm and the gradient optimality condition, the iteration of SOR-SVR is given out. Active-SVR [5] 、 Lagrange-SVR [7] and Smooth-SVR [9] are based on the same modification, the distance between parallel separating planes is measured in the (n+1)-dimensional space of (w,b), the square of 2-norm of the However, in above algorithms, the relation of solutions between improved problem and primal problem is not provided, they just cite the result of SOR-SVM [2] . Since the classification and regression have different models, this citation does not reasonable. This paper bases on the form of improved problem and primal problem, relates with the relation of solutions between improved problem and primal problem of SVM, studies the property of solutions between improved problem and primal problem of SVR, and proves this property strictly. Which provides the SVR with theory bases.
II. SUPPORT VECTOR REGRESSION THE LINEAR REGRESSION PROBLEM OF TWO-DIMENSION
In regression problems, suppose n i x R  is an input data and i y R  is a target output. We are given a training data set
The task of SVR is to find a function ( ) f x that can correctly predict the observation values y, of the new input points x, by learning from the given training data set S (Fig 1) . Here, learning from a given training data set means finding a linear or nonlinear hyperplane that tolerates a small error in fitting this training data set. Disregarding the tiny errors that fall within some tolerance, say  , that may lead to a better generalization ability is achieved by utilizing an  -insensitive loss function. Also, 
2) is a solution of (2.1) for a possibly larger value of C replaced by max{ , }
Proof: The Lagrange function of (2.2) is: 2( , , , , , , , ) 
is the solution of (2.2), so it is the KKT point of (2.2), then we get KKT conditions as follows: 
is the KKT point of (2.1). The Lagrange function of (2.1) is: 
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satisfy the KKT conditions (3.1), yet, its multipliers are
we have following formula:
we have:
 , we have:
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