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ABSTRACT
We study the algebra Bq(g) presented by Kashiwara and introduce intertwiners similar
to q-vertex operators. We show that a matrix determined by 2-point functions of the
intertwiners coincides with a quantum R-matrix (up to a diagonal matrix) and give the
commutation relations of the intertwiners. We also introduce an analogue of the universal
R-matrix for the Kashiwara algebra.
§0. Introduction
In a recent work [FR], Frenkel and Reshetikhin developed the theory of q-vertex operators.
They showed that n-point correlation functions associated to q-vertex operators satisfy a q-
difference equation called q-deformed Kniznik-Zamolodchikov equation. In the derivation
of this equation, a crucial point is that the quantum affine algebra is a quasi-triangular
Hopf algebra. By using several properties of the quasi-triangular Hopf algebra and the
representation theory of the quantum affine algebra, the equation is described in terms of
quantum R-matrices.([FR],[IIJMNT]).
In [K1], Kashiwara introduced the algebra B∨q (g), which is generated by 2×rank g
symbols with the Serre relations and the q-deformed bosonic relations (See Sect.1,(1.5))
in order to study the crystal base of U−, where U− is a maximal nilpotent subalgebra of
the quantum algebra Uq(g) associated to a symmetrizable Kac-Moody Lie algebra g. (In
[K1], B∨q (g) is denoted by Bq(g)). We shall call this algebra the Kashiwara algebra. He
showed that U− has a B∨q (g)-module structure and it is irreducible. He also showed that
B∨q (g) has a similar structure to the Hopf algebra: there is an algebra homomorphism
B∨q (g) → Uq(g) ⊗ B
∨
q (g). Thus if M is a Uq(g)-module and N is a B
∨
q (g)-module, then
M ⊗N has a B∨q (g)-module structure via this homomorphism.
In the present paper, we shall first introduce the algebras Bq(g), Bq(g), Uq(g) as-
sociated to a symmetrizable Kac-Moody Lie algebra g and algebra morphisms for such
algebras. The algebra Bq is obtained by adding the Cartan part to B
∨
q and the algebra Bq
is an algebra anti-isomorphic to Bq, where we also call these the Kashiwara algebras. The
algebra Uq is an ordinary quantum algebra. The Kashiwara algebra has no Hopf algebra
structure, but these algebras admit a certain algebra structure similar to the Hopf algebra.
In fact, there are the following algebra homomorphisms, Uq → Uq ⊗ Uq, Bq → Bq ⊗ Uq,
Bq → Uq ⊗ Bq, Uq → Bq ⊗ Bq, an antipode S : Uq → Uq and an anti-isomorphism
ϕ : Bq → Bq. By using these, we can consider tensor products and dual modules of
Bq-modules, Bq-modules and Uq-modules. (See Sect.1 and Sect.2.)
In Sect.2, we discuss properties of the category of highest weight Bq-modules. In
Sect.3, we recall the Killing form of Uq due to [R],[T] and give a certain relationship
between the algebra B∨q and the Killing form. We also introduce a bilinear pairing 〈 | 〉 for
highest weight Bq-module H(λ), which is an analogue of an ordinary vacuum expectation
value. In Sect.4, we restrict ourselves to an affine case and consider the following type of
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intertwiners similar to q-vertex operators;
HomBq (H(λ), H(µ)⊗̂Vz), (0)
and examine the condition for existence of such intertwiners. By using the bilinear pairing
above for a composition of these intertwiners, we define 2-point functions. By using the
relationship between the algebra B∨q and the Killing form, we can explicitly describe a 2-
point function as a matrix element of an image of the universal R-matrix. In other words,
2-point functions give matrix elements of quantum R-matrix up to scalar factors. Here
note that we do not derive any type of equation. This point differs from [FR]. Nevertheless,
by pure algebraic method we can describe 2-point functions.
In order to explain precisely, we prepare some notations. Let U ′q be a subalgebra of a
quantum affine algebra Uq without a scaling element, let V and W be finite dimensional
U ′q-modules, let Vz1 and Wz2 be their affinizations, where z1 and z2 are formal variables,
let RVW (z1/z2) be the image of the universal R-matrix onto Vz1 ⊗Wz2 and let uλ (resp.
urλ) be a highest weight vector of an irreducible highest weight left (resp. right) Bq-module
H(λ) (resp. Hr(λ)).
Theorem. ( Theorem 5.3.) For ΦµVλ (z1) ∈ HomBq (H(λ), H(µ)⊗̂Vz1) and Φ
ν W
µ (z2) ∈
HomBq(H(µ), H(ν)⊗̂Wz2), we have
〈urν |Φ
ν W
µ (z2)Φ
µV
λ (z1)|uλ〉 = q
(λ−µ,µ−ν)σ RVW (z1/z2)(v0 ⊗ w0),
where σ : a ⊗ b → b ⊗ a, and v0 ∈ V and w0 ∈ W are the leading temrs of Φ
µV
λ (z1) and
Φν Wµ (z2) respectively. (See Definition 4.1.)
From this theorem and the unitarity of a quantum R-matrix, we can derive the commuta-
tion relation of intertwiners of type (0).
In section 6, for the algebra Bq we give an element R˜, which is an analogue of the
universal R-matrix R. This satisfies, for example, R˜12R˜13R23 = R23R˜13R˜12, etc. We
also introduce an projector Γ associated to R˜, which acts on H(λ) and singles out only
the highest weight component. In Appendix A, we list some formulae for algebra homo-
morphisms related to the algebras introduced in this paper and in Appendix B, we recall
the theory of the universal R-matrix of Uq.
The author would like to acknowledge E.Date, M.Jimbo, M. Kashiwara and M.Okado
for discussions and helpful advice.
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§1. Preliminary
We shall define the algebras playing a significant role in this paper. First, let g be a
symmetrizable Kac-Moody algebra over Q with a Cartan subalgebra t, {αi ∈ t
∗}i∈I the
set of simple roots and {hi ∈ t}i∈I the set of coroots, where I is a finite index set. We define
an inner product on t∗ such that (αi, αi) ∈ Z≥0 and 〈hi, λ〉 = 2(αi, λ)/(αi, αi) for λ ∈ t
∗.
Set Q = ⊕iZαi, Q+ ⊕i Z≥0αi and Q− = −Q+. We call Q a root lattice. Let P a lattice
of t∗ i.e. a free Z-submodule of t∗ such that t∗ ∼= Q⊗Z P , and P
∗ = {h ∈ t|〈h, P 〉 ⊂ Z}.
Now, we introduce the symbols {ei, e
′′
i , fi, f
′
i (i ∈ I), q
h (h ∈ P ∗)}. These symbols satisfy
the following relations;
q0 = 1, and qhqh
′
= qh+h
′
, (1.1)
qheiq
−h = q〈h,αi〉ei, (1.2a)
qhe′′i q
−h = q〈h,αi〉e′′i , (1.2b)
qhfiq
−h = q−〈h,αi〉fi, (1.3a)
qhf ′iq
−h = q−〈h,αi〉f ′i , (1.3b)
[ei, fj] = δi,j(ti − t
−1
i )/(qi − q
−1
i ), (1.4)
e′′i fj = q
〈hi,αj〉
i fje
′′
i + δi,j , (1.5)
f ′iej = q
〈hi,αj〉
i ejf
′
i + δi,j , (1.6)
1−〈hi,αj〉∑
k=1
(−1)kX
(k)
i XjX
(1−〈hi,αj〉−k)
i = 0, ( for Xi = ei, e
′′
i , fi, f
′
i and i 6= j), (1.7)
where q is transcendental overQ and we set qi = q
(αi,αi)/2, ti = q
hi
i , [n]i = (q
n
i −q
−n
i )/(qi−
q−1i ), [n]i! =
∏n
k=1[k]i and X
(n)
i = X
n
i /[n]i!.
Now, we define the algebras Bq(g), Bq(g) and Uq(g). In the rest of this paper, we
denote the base field Q(q) by F. The algebra Bq(g) (resp. Bq(g)) is an associative algebra
generated by the symbols {e′′i , fi}i∈I (resp. {ei, f
′
i}i∈I) and q
h (h ∈ P ∗) with the defining
relations (1.1), (1.2b), (1.3a), (1.5) and (1.7) (resp. (1.1), (1.2a), (1.3b), (1.6) and (1.7))
over F. The algebra Uq(g) is an associative algebra generated by the symbols {ei, fi}i∈I
and qh (h ∈ P ∗) with the defining relations (1.1),(1.2a),(1.3a),(1.4) and (1.7) over F. We
shall call algebras Bq(g) and Bq(g) the Kashiwara algebras. ([K1]). Furthermore, we define
subalgebras
T = 〈qh|h ∈ P ∗〉 = Bq(g) ∩Bq(g) ∩ Uq(g),
B∨q (g) (resp. B
∨
q (g)) = 〈e
′′
i , fi (resp. ei, f
′
i)|i ∈ I〉 ⊂ Bq(g) (resp. Bq(g)),
U+q (g) (resp. U
−
q (g)) = 〈ei (resp. fi)|i ∈ I〉 = B
∨
q (g) ∩ Uq(g) (resp. B
∨
q (g) ∩ Uq(g)),
U≥q (g) (resp. U
≤
q (g)) = 〈ei (resp. fi), q
h|i ∈ I, h ∈ P ∗〉 = Bq(g) ∩ Uq(g) (resp. Bq(g) ∩ Uq(g)),
B+q (g) (resp. B
−
q (g)) = 〈e
′′
i (resp. f
′
i)|i ∈ I〉 ⊂ B
∨
q (g) (resp. B
∨
q (g)),
B≥q (g) (resp. B
≤
q (g)) = 〈e
′′
i (resp. f
′
i), q
h|i ∈ I, h ∈ P ∗〉 ⊂ Bq(g) (resp. Bq(g)).
We shall use the abbreviated notations U , B, B, B∨,· · · for Uq(g), Bq(g), Bq(g), B
∨
q (g),· · ·
if there is no confusion.
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For β =
∑
miαi ∈ Q+ we set |β| =
∑
mi and
U±±β = {u ∈ U
±|qhuq−h = q±〈h,β〉u (h ∈ P ∗)},
and call |β| a height of β and U+β (resp. U
−
−β) a weight space of U
+ (resp. U−) with a
weight β (resp. −β). We also define B+β and B
−
−β by the similar manner.
We shall define weight completions of L(1)⊗ · · ·⊗L(m), where L(i) = B or U .(See[T])
L̂(1)⊗̂ · · · ⊗̂L̂(m) = lim
←−
l
L(1) ⊗ · · · ⊗ L(m)/(L(1) ⊗ · · · ⊗ L(m))L+,l,
where L+,l = ⊕|β1|+···+|βm|≥lL
(1)+
β1
⊗ · · · ⊗ L(m)
+
βm
. (Note that U ∼= U− ⊗ T ⊗ U+ and
B ∼= U− ⊗ T ⊗B+. ) The linear maps ∆, ∆(r), S, ϕ, multiplication, e.t.c. are naturally
extend for such completions.
Remark 1.1. The algebra B∨ is introduced in [K1] for studying the crystal base of U−
and called the reduced q-analogue. Note that in [K1] the algebra defined by the relation
e′ifj = q
−〈hi,αj〉
i fje
′
i + δij is mainly studied, but there is no essential difference since both
are equivalently related to each other by q ↔ q−1.
We shall introduce the algebra homomorphisms related to the algebras defined above.
Proposition 1.2. (1) If we define linear maps ∆ : U → U ⊗ U , ∆(r) : B → B ⊗ U ,
∆(l) : B → U ⊗B and ∆(b) : U → B ⊗B by
∆(qh) = ∆(r)(qh) = ∆(l)(qh) = ∆(b)(qh) = qh ⊗ qh, (1.8)
∆(ei) = ei ⊗ 1 + ti ⊗ ei, ∆(fi) = fi ⊗ t
−1
i + 1⊗ fi, (1.9)
∆(r)(e′′i ) = (qi − q
−1
i )⊗ t
−1
i ei + e
′′
i ⊗ t
−1
i , ∆
(r)(fi) = fi ⊗ t
−1
i + 1⊗ fi, (1.10)
∆(l)(ei) = ei ⊗ 1 + ti ⊗ ei, ∆
(l)(f ′i) = (qi − q
−1
i )tifi ⊗ 1 + ti ⊗ f
′
i , (1.11)
∆(b)(ei) = ti ⊗
tie
′′
i
qi − q
−1
i
+ ei ⊗ 1, ∆
(b)(fi) = 1⊗ fi +
t−1i f
′
i
qi − q
−1
i
⊗ t−1i , (1.12)
and extending these to the whole algebras by the rule: ∆(xy) = ∆(x)∆(y) and ∆(i)(xy) =
∆(i)(x)∆(i)(y) (i = r, l, b), then they give well-defined algebra homomorphisms.
(2) If we define linear maps S : U → U and ϕ : B → B by
S(ei) = −t
−1
i ei, S(fi) = −fiti, S(q
h) = q−h (1.13)
ϕ(ei) = −
1
qi − q
−1
i
e′′i , ϕ(f
′
i) = −(qi − q
−1
i )fi, ϕ(q
h) = q−h, (1.14)
and extending these to the whole algebras by the rule: S(xy) = S(y)S(x) and ϕ(xy) =
ϕ(y)ϕ(x), then these maps give well-defined anti-isomorphisms.
Note that in [K1] a homomorphism similar to ∆(r) is introduced.
Proof. By direct calculations, we can check all the commutation relations. But it is
too complicated to check the Serre relations directly. Since the map ∆ is an ordinary
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comultiplication, we may assume that ∆ is well-defined. The formulae (A10), (A11),
(A12) and (A13) in Appendix A are useful for checking the Serre relations. For example,
from (A10) and the fact: ∆
(l)
|U≥
= ∆|U≥ , we have
∆(r)(
1−〈hi,αj〉∑
k=1
(−1)ke′′i
(k)
e′′j e
′′
i
(1−〈hi,αj〉−k)) = σ(S ⊗ ϕ)∆(l)ϕ−1(
1−〈hi,αj〉∑
k=1
(−1)ke′′i
(k)
e′′j e
′′
i
(1−〈hi,αj〉−k))
= (q−1j − qj)(q
−1
i − qi)
1−〈hi,αj〉σ(S ⊗ ϕ)∆(
1−〈hi,αj〉∑
k=1
(−1)ke
(k)
i eje
(1−〈hi,αj〉−k)
i ) = 0. Q.E.D.
Remark 1.3.
(1) If we define an algebra homomorphism ε : U → F by ε(ei) = ε(fi) = 0 and ε(q
h) = 1,
then (∆, S, ε) gives a Hopf algebra structure on U .
(2) The following diagrams are commutative:
B
∆(r)
−−−→ B ⊗ U
∆(r) ↓ 1⊗∆ ↓
B ⊗ U
∆(r)⊗1
−−−→ B ⊗ U ⊗ U
B
∆(l)
−−−→ U ⊗B
∆(l) ↓ ∆⊗1 ↓
U ⊗B
1⊗∆(l)
−−−→ U ⊗ U ⊗B
Thus for a B (resp. B)-module L, and U -modules M and N , there is an isomorphism
of B (resp. B)-module;
(L⊗M)⊗N ∼= L⊗ (M ⊗N) (resp.(M ⊗N)⊗ L ∼=M ⊗ (N ⊗ L)).
Hence we write these L ⊗ M ⊗ N (resp. M ⊗ N ⊗ L). More generaly, if M is a
B (resp. B)-module and N1, · · · , Nk are U -modules, then M ⊗N1 ⊗ · · · ⊗ Nk (resp.
N1 ⊗ · · · ⊗Nk ⊗M) is a well-defined B (resp. B)-module.
(3) If M is a B-module and N is a B-module, then M ⊗N has a U -module structure via
∆(b).
(4) From (A8) (resp. (A9) ) and the coassociative laws of ∆(r) (resp. ∆(l)) and ∆ as in
(2), we know that B (resp. B) has a right(resp. left) U -comodule structure. (see [A].)
(5) The algebra B≥ (resp. B
≤
) is isomorphic to U≥ (resp. U≤) as an associative algebra,
but B≥ (resp. B
≤
) has no Hopf algebra structure, thus we do not identify them.
We list several formulae for these operations in Appendix A.
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§2 Representation theory of the Kashiwara algebra
We shall discuss the representation theory of the algebra Bq(g). In the rest of this paper,
we assume that all representations below have a weight space decomposition and each
weight space is finite dimensional, where for a vector space M with a T -module structure,
a weight space Mλ with weight λ ∈ t
∗ is defined by {u ∈M |qhu = q〈h,λ〉u (h ∈ P )}.
2.1. Dual modules Let M be a left B-module and h : B → B an anti-isomorphism (e.g.
ϕ in Sect.1). Then the dual space M∗ = HomF(M,F) has a left B-module structure by
(xu, v) = (u, h(x)v), for x ∈ B, u ∈M∗, v ∈M. (2.1)
We denote it by M∗h. Similarly, for a B-module N and an anti-isomorphism g : B → B,
the dual space N∗ has a left B-module structure and we denote it by N∗g.
Let M be a B-module, N be a U -module and g be as above. Then we can give a left
B-module structure on HomF(M,N) by
(xf)(u) =
∑
x(2)f(g(x(1))u), for x ∈ B, f ∈ HomF(M,N), u ∈M, (2.2)
where we denote ∆(r)(x) =
∑
x(1) ⊗ x(2) ∈ B ⊗ U .
Note that there is an isomorphism as a B-module;
HomF(M,N)
∼=M∗g ⊗N. (2.3)
Similarly, for B-modules M and N , we give a U -module structure on HomF(M,N)
by;
(yf)(u) =
∑
y(2)f(h(y(1))u), for y ∈ U, f ∈ HomF(M,N), u ∈M,
where ∆(b)(y) =
∑
y(1) ⊗ y(2) ∈ B ⊗B.
Proposition 2.1. Let L be a B-module, M be a B-module, N be a U -module and
ϕ : B → B be as in Sect.1. Then we obtain an isomorphism of vector spaces;
HomU (L⊗M,N) ∼= HomB(M,HomF(L,N)). (2.4)
Remark that L⊗M has a U -module structure via ∆(b) and HomF(L,N) has a B-module
structure via ∆(r) according to (2.2).
Proof. We define a map Φ : HomU (L ⊗M,N)→ HomB(M,HomF(L,N)) as follows: for
f ∈ HomU (L⊗M,N), Φ(f) is given by
Φ(f)(y) : L −→ N
x 7−→ f(x⊗ y)
, for y ∈M.
First we check the well-definedness of Φ i.e. B-linearity of Φ(f). For P ∈ B, x ∈ L and
y ∈ M by the definition of Φ, we get (Φ(f)(Py))(x) = f(x⊗ Py). From (2.2) we can act
P on Φ(f)(y) as follows;
(PΦ(f)(y))(x) =
∑
P(2)Φ(f)(y)(ϕ
−1P(1)x)
=
∑
P(2)f(ϕ
−1P(1)x⊗ y)
=
∑
f(P(2)ϕ
−1P(1)x⊗ P(3)y)
=
∑
f(ϕ−1(P(1)ϕP(2))x⊗ P(3)y),
(2.5)
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where (1⊗∆(b))∆(r)(P ) =
∑
P(1)⊗P(2)⊗P(3). From (A2) in Appendix A, the last formula
in (2.5) is equal to f(x⊗Py). Hence Φ(f) is B-linear. The injectivity of Φ is trivial. For k ∈
HomB(M,HomF(L,N)), we define Ψ(k) ∈ HomU (L⊗M,N) by Ψ(k)(x⊗ y) = (k(y))(x)
(x ∈ L, y ∈M). We can easily check the well-definedness of Ψ and Φ ◦Ψ(k) = k. Q.E.D.
From Proposition 2.1 and (2.3), for a B-modules L, M and a U -module N , there is
an isomorphism;
HomU (
rL∗ϕ ⊗M,N) ∼= HomB(M, L̂⊗N), (2.6)33
where rL∗ϕ is a restricted dual module of L defined by rL∗ = ⊕λL
∗ϕ
λ , L̂ is a weight
completion of L defined by L̂ =
∏
λ Lλ and note that as a B-module: (
rL∗ϕ)∗ϕ
−1 ∼= L̂.
Similarly, we obtain
Corollary 2.2. For B≥-modules L, M and U≥-module N , there is an isomorphism,
HomU≥(
rL∗ϕ ⊗M,N) ∼= HomB≥(M, L̂⊗N).
Note that in the rest of this paper the expression L⊗̂N implies L̂⊗N .
2.2. Highest weight B-modules We shall discuss highest weight B-modules.
Proposition 2.3. For λ ∈ t∗, we set
H(λ) = B
/∑
i
Be′′i +
∑
h∈P ∗
B(qh − q〈h,λ〉),
Hr(λ) = B/
∑
i
fiB +
∑
h∈P ∗
(qh − q〈h,λ〉)B.
(2.7)
Then for an arbitrary λ, H(λ) (resp. Hr(λ)) is an irreducible highest weight left (resp.
right) B-module and is a free and rank one U− (resp. B+)-module.
We denote the highest weight vector 1 mod
∑
iBe
′′
i +
∑
h∈P ∗ B(q
h − q〈h,λ〉) by uλ
and 1 mod
∑
i fiB +
∑
h∈P ∗(q
h − q〈h,λ〉)B by urλ.
Proof. We show only for H(λ). In [K1], it is shown that the subalgebra U− ⊂ U has
a B∨-module structure and it is isomorphic to an irreducible B∨-module B∨/
∑
iB
∨e′′i .
Since B∨ is a subalgebra of B, H(λ) is regarded as a B∨-module. We can easily obtain
the following isomorphism of B∨-modules and then of U−-module,
B∨/
∑
iB
∨e′′i
∼= U−
∼
−→ H(λ),
X 7−→ Xuλ.
(2.8)
Hence H(λ) is irreducible as a B∨-module and then irreducible as a B-module. Q.E.D.
Let O(B) (resp. Or(B)) be the category of left (resp. right) B-modules M such that
M has a weight space decomposition and for any element u ∈ M there exists l > 0 such
that e′′i1e
′′
i2
· · · e′′ilu = 0 (resp. ufi1fi2 · · · fil = 0) for any i1, i2, · · · , il ∈ I.(See[K1]).
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Proposition 2.4. (See Remark 3.4.10 [K1]) The category O(B) (resp. Or(B)) is semi-
simple, (i.e. any object is a direct sum of simple objects) and for any simple object M
there exists λ ∈ t∗ such that M ∼= H(λ) (resp. M ∼= Hr(λ)) as a B-module.
Proof. We shall show only for O(B). Let M be a simple object of O(B) and vλ be a
highest weight vector of M with a highest weight λ, where a highest weight vector implies
a weight vector annihilated by any e′′i (i ∈ I). Here we set uλ a highest weight vector of
H(λ). We can easily know that a map
pi : H(λ) −→ M
Puλ 7−→ Pvλ
(P ∈ B)
is B-linear and surjective. The kernel of pi is a B-submodule of H(λ), and by Proposition
2.3, the kernel of pi is 0. Hence pi is injective. Next we show the semi-simplicity of O(B).
First note that if N ⊂M are objects in O(B), thenM/N is also an object in O(B). LetM
be a non-simple object of O(B). Without a loss of generality, we may assume that M has
two highest weight vectors u and v. By the argument in this proof, Bu and Bv are simple.
We have M = Bu+ Bv and then B-module M/Bu has only one highest weight vector v
and M/Bu ∼= Bv. By the argument in this proof, we have Bv ∼= Bv since wt(v) = wt(v).
Thus the following exact sequence splits;
0 −→ Bu −→M −→ Bv −→ 0.
Therefore, we obtain the desired result. Q.E.D.
Note that lowest weight B-modules, e.g. H(λ)∗ have similar properties.
§3. Bilinear forms
In this section, after recalling the Killing form of U , we give an interpretation of the Killing
form of U by the algebra B∨. We also introduce a bilinear pairing similar to a vacuum
expectation value.
Proposition 3.1. ([R],[T]) (1) There exists a unique bilinear form
( , ) : U≥ × U≤ −→ F, (3.1)
satisfying the following properties;
(x, y1y2) = (∆(x), y1 ⊗ y2), (x ∈ U
≥, y1, y2 ∈ U
≤), (3.2)
(x1x2, y) = (x2 ⊗ x1,∆(y)), (x1, x2 ∈ U
≥, y ∈ U≤), (3.3)
(qh, qh
′
) = q−(h|h
′) (h, h′ ∈ P ∗), (3.4)
(T, fi) = (ei, T ) = 0, (3.5)
(ei, fj) = δij/(q
−1
i − qi), (3.6)
where ( | ) is an invariant bilinear form on t. ([Kac]).
(2) The bilinear form ( , ) enjoys the following properties;
(xqh, yqh
′
) = q−(h|h
′)(x, y), for x ∈ U≥, y ∈ U≤, h, h′ ∈ P ∗, (3.7)
For any β ∈ Q+, ( , )|U+
β
×U−
−β
is non-degenerate and (U+γ , U
−
−δ) = 0, if γ 6= δ. (3.8)
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We call this bilinear form the Killing form of U .
By using the relation (1.5), it is easy to see that the algebra B∨ has the following decom-
position;
B∨ = F⊕ (
∑
i
fiB
∨ +
∑
i
B∨e′′i ). (3.9)
Hence for any x ∈ B∨ there is a unique constant c such that x ≡ cmod
∑
i fiB
∨+
∑
iB
∨e′′i .
We denote this c by ι(x).
There is the following connection between ι and the Killing form of U .
Proposition 3.2. Let ι be as above and ( , ) the Killing form of U . For any u ∈ U+ and
v ∈ U−,
ι(ϕ(u)v) = (u, v). (3.10)
Note that since u ∈ U+ = B
∨
∩ U , ϕ(u) ∈ B∨ and then ϕ(u)v ∈ B∨.
Proof. Wemay assume u and v are weight vectors. If wt(u)+wt(v) 6= 0, trivially ι(ϕ(u)v) =
(u, v) = 0. For u ∈ U+β and v ∈ U
−
−β (β ∈ Q+), it is enough to show
ϕ(u)v ≡ (u, v)mod
∑
i
Be′′i . (3.11)
We shall show by the induction on |β| = height of β. Set l = |β|. Without a loss of
generality, we can set u = ei1ei2 · · · eil and v = fj1fj2 · · · fjl , where αi1 + · · · + αil =
αj1 + · · ·+ αjl = β.
{
l∏
k=1
(q−1ik − qik)}ϕ(u)v = e
′′
il
· · · e′′i2e
′′
i1
fj1fj2 · · · fjl
= q
〈hi1 ,αj1+···+αjl 〉
i1
e′′il · · · e
′′
i2fj1 · · · fjle
′′
i1
+
l∑
m=1
q
〈hi1 ,αj1+···+αjm−1 〉
i1
δi1,jme
′′
il
· · · e′′i2fj1 · · · fjm−1fjm+1 · · · fjl .
Thus, by the hypothesis of the induction,
ϕ(u)v
≡
1
(q−1i1 − qi1)
l∑
m=1
q
〈hi1 ,αj1+··+αjm−1 〉
i1
δi1,jmϕ(ei2 · ·eil)fj1 · ·fjm−1fjm+1 · ·fjl mod
∑
i
Be′′i
≡
1
(q−1i1 − qi1)
l∑
m=1
q
〈hi1 ,αj1+··+αjm−1 〉
i1
δi1,jm(ei2 · ·eil , fj1 · ·fjm−1fjm+1 · ·fjl)mod
∑
i
Be′′i .
(3.12)
On the other hand, from the formulae (3.2)–(3.8) and the explicit form of ∆(fi).
(ei1 · · · eil , fj1 · · ·fjl) = (ei2 · · · eil ⊗ ei1 ,∆(fj1 · · · fjl))
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=l∑
m=1
(ei2 · · · eil ⊗ ei1 , fj1 · · · fjm−1fjm+1 · · · fjl ⊗ t
−1
j1
· · · t−1jm−1fjmt
−1
jm+1
· · · t−1jl )
=
l∑
m=1
(ei2 · · · eil , fj1 · · · fjm−1fjm+1 · · · fjl)(ei1 , t
−1
j1
· · · t−1jm−1fjmt
−1
jm+1
· · · t−1jl )
=
l∑
m=1
q
〈hj1+···+hjm−1 ,αjm 〉
jm
(ei1 , fjm)(ei2 · · · eil , fj1 · · · fjm−1fjm+1 · · · fjl)
=
l∑
m=1
q
〈hi1 ,αj1+···+αjm−1 〉
i1
δi1,jm
(q−1i1 − qi1)
(ei2 · · · eil , fj1 · · · fjm−1fjm+1 · · · fjl). (3.13)
From the equality of (3.12) and (3.13), we get the desired result. Q.E.D.
We shall define a bilinear pairing similar to vacuum expectation values. For λ ∈ t∗cl
we define a bilinear pairing 〈 | 〉 : Hr(λ) × H(λ) → F as follows: Similar to (3.9) the
algebra B has a decomposition;
B = T ⊕ (
∑
i
fiB +
∑
i
Be′′i ). (3.14)
Let Ω : B → T be a canonical projection. Here we can define a T -valued pairing E :
B×B → T by E(x, y) = Ω(xy) for x, y ∈ B. By the definition of E( , ) and the associativity
of B, we have
E(xy, z) = E(x, yz) for x, y, z ∈ B. (3.15)
We define piλ : T → F by tuλ = piλ(t)uλ for t ∈ T . A bilinear pairing 〈 | 〉 : H
r(λ) ×
H(λ) → F is given by 〈u|v〉 = piλ(E(P,Q)), where u = u
r
λP and v = Quλ (P,Q ∈ B). It
is clear that this is well-deined, i.e. it does not depend on a choice of P and Q.
Proposition 3.3. There is a unique and non-degenerate bilinear pairing 〈 | 〉 : Hr(λ)×
H(λ)→ F such that
〈ux|v〉 = 〈u|xv〉, (x ∈ B) and 〈urλ|uλ〉 = 1. (3.16)
Proof. If we assume the existence, then the uniqueness immediately follows from (3.16).
The existence follows from the construction above and (3.15). We shall show non-degeneracy.
Let {Pi} ⊂ U
+ and {Qi} ⊂ U
− be bases dual to each other with respect to the Killing
form such that each basis element is a weight vector. By Proposition 3.2, we get
ϕ(Pi)Qj ≡ δi,j mod
∑
i
fiB
∨ +
∑
i
B∨e′′i . (3.17)
Hence
〈urλϕ(Pi)|Qjuλ〉 = δi,j .
Moreover, by Proposition 2.3, {urλϕ(Pi)} and {Qiuλ} are bases of H
r(λ) and H(λ) respec-
tively. Thus we have completed the proof of Proposition 3.3. Q.E.D.
From the property (3.16), we shall use the expression 〈u|x|v〉 for 〈ux|v〉 = 〈u|xv〉 (u ∈
Hr(λ), v ∈ H(λ) and x ∈ B).
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§4. Intertwiners
In this section and the next section, we restrict g to be an affine Lie algebra. We shall
study the following type of intertwiners, which is an analogue of so-called “q-vertex oper-
ators”([FR],[DJO]).
HomBq(g)(H(λ), H(µ)⊗̂Vz), (4.1)
where Vz is a representation of U = Uq(g) (see below).
4.1. Notations We shall prepare notations. (See [KMN2],[DJO].)
Set I = {0, 1, · · · , n} and (〈hi, αj〉)0≤i,j≤n coincides with an affine Cartan matrix in [Kac]
except for the type A
(2)
2n . For this type we reverse the ordering of vertices since we need
that δ − α0 ∈
∑n
i=1 Zαi for a generator of null roots δ. Let c be a canonical center of
g, {Λi}i∈I a set of fundamental weights and d ∈ t a scaling element. Now, since g is
affine, dimt = #I +1. Thus we can write P = ⊕iZΛi⊕Zδ and P
∗ = ⊕iZhi ⊕Zd. We set
t∗cl = ⊕iQΛi, Pcl = P/Zδ, (Pcl)
∗ = ⊕ni=0Zhi and let cl : P → Pcl be a canonical projection.
We fix a map af : Pcl → P by af ◦ cl(αi) = αi (i 6= 0) and af ◦ cl(Λ0) = Λ0 so that
cl ◦ af =id and af ◦ cl(α0) = α0− δ. For a fixed k ∈ Q, we set (t
∗
cl)k = {λ ∈ t
∗
cl|〈c, λ〉 = k}
and we say that λ ∈ (t∗cl)k has a level k. The subalgebra of U (resp. B) generated by
{ei (resp. e
′′
i ), fi|i ∈ I} and q
h (h ∈ (Pcl)
∗) is denoted by U ′ (resp. B′).
For a finite dimensional U ′-module V and a formal variable z, we define an affinization
Vz = F[z, z
−1]⊗ V with a U -module structure as follows;
ei(z
n ⊗ u) = zn+δi0 ⊗ eiu, fi(z
n ⊗ u) = zn−δi0 ⊗ fiu,
wt(zn ⊗ u) = nδ + af(wt u).
(4.2)
4.2. Condition for existence We shall examine the condition for existence of the inter-
twiners of B-modules of type (4.1) by the similar way of [DJO].
Definition 4.1. For λ, µ ∈ (t∗cl)k and Φ ∈ HomB(H(λ), H(µ)⊗̂Vz) and the highest weight
vector uλ and uµ, write the image of uλ by Φ
Φuλ = uµ ⊗ vlt + · · · ,
where · · · implies terms of the form u ⊗ v with u ∈ ⊕ξ 6=µH(µ)ξ. We call vlt the leading
term of Φ.
Proposition 4.2. The map sending Φ to its leading term gives an isomorphism;
HomB(H(λ), H(µ)⊗̂Vz)
∼
−→ (Vz)λ−µ.
Proof. Let Fuλ be one dimensional B
≥-module with defining relations: e′′i uλ = 0 and
qhuλ = q
〈h,λ〉uλ. We prepare the following lemma.
Lemma 4.3. We have the following isomorphism;
HomB(H(λ), H(µ)⊗̂Vz)
∼
−→ HomB≥(Fuλ, H(µ)⊗̂Vz)
Φ 7−→ Φ|Fuλ
(4.3)
Proof of Lemma 4.3. By B-linearity of Φ, one gets B≥-linearity of Φ|Fuλ and if Φuλ = 0,
then Φ = 0. Hence the map (4.3) is well-defined and injective. To show the surjectivity,
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take a vector v ∈ H(µ)⊗̂Vz such that wt(v) = λ and e
′′
i v = 0 for all i ∈ I. By the
property of the category O(B) (Proposition 2.4.), B-module Bv is isomorphic to H(λ) as
a B-module. Hence we obtain the surjectivity. Q.E.D.
From Corollary 2.2, we have the following isomorphism;
R.H.S. of (4.3) ∼= HomU≥(
rH(µ)∗ϕ ⊗ Fuλ, Vz). (4.4)
Here note that ∆(b)(U≥) ⊂ U≥⊗B≥ and as a U≥(= B∩U)-module rH(µ)∗ϕ is isomorphic
to
U≥/
∑
h∈P ∗
U≥(qh − q−〈h,µ〉).
It is easy to see that R.H.S of (4.4) is isomorphic to (Vz)λ−µ. Q.E.D.
§5. 2-point functions and commutation relations of intertwiners
In this section we show that a matrix determined by ”2-point functions” coincides with a
quantum R-matrix up to a diagonal matrix and give commutation relations for intertwiners.
5.1. 2-point functions First we shall define “2-point functions” for the intertwiners of
B-modules introduced in Sect.4. We fix k ∈ Q. For ΦµVλ (z1) ∈ HomB(H(λ), H(µ)⊗̂Vz1)
and Φν Wµ (z2) ∈ HomB(H(µ), H(ν)⊗̂Wz2) (λ, µ, ν ∈ (t
∗
cl)k), we use an abbreviated notation
Φν Wµ (z2)Φ
µV
λ (z1) for (Φ
ν W
µ (z2)⊗idVz1 )Φ
µV
λ (z1). With this notation, the following is called
2-point function;
〈urν |Φ
ν W
µ (z2)Φ
µV
λ (z1)|uλ〉 ∈ F[[
z1
z2
]]⊗W ⊗ V,
We shall give an explicit description of 2-point functions. For a B-module H(λ),
rH(λ)∗ϕ means the restricted dual module ⊕ξ(H(λ)
∗)ξ as in Sect.2. Here
rH(λ)∗ϕ is an
irreducible lowest weight left B-module with a lowest weight vector denoted by u∗λ such
that f ′iu
∗
λ = 0 for any i ∈ I, q
h = q−〈h,λ〉u∗λ for any h ∈ P
∗, (u∗λ, uλ) = 1 and (u
∗
λ, v) = 0
for v ∈ ⊕µ6=λH(λ)µ. From Proposition 2.1 and the formula (2.6), there is an isomorphism
for λ, µ ∈ (t∗cl)k;
Ψ : HomU (
rH(µ)∗ϕ ⊗H(λ), Vz)
∼
−→ HomB(H(λ), H(µ)⊗̂Vz). (5.1)
We translate this in terms of dual bases as follows. Let {ui} ⊂ H(µ) and {u
∗
i } ⊂
rH(µ)∗ϕ be bases dual to each other such that uµ ∈ {ui}. Then for x ∈ H(λ) and
φ ∈ HomU (
rH(µ)∗ϕ ⊗H(λ), Vz), Ψ is given by
Ψ(φ)(x) =
∑
i
ui ⊗ φ(u
∗
i ⊗ x). (5.2)
The following lemma is immediate from (5.2) and the definition of the leading term.
Lemma 5.1. Let Ψ and φ be as above. Then φ(u∗µ ⊗ uλ) is a leading term of Ψ(φ).
Lemma 5.2. Let {Pi} ⊂ U
+ and {Qi} ⊂ U
− be bases dual to each other with respect to
the Killing form such that each basis element is a weight vector and 1 ∈ {Pi} (and then
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1 ∈ {Qi}). Then for any λ ∈ t
∗, {Piu
∗
λ} ⊂
rH(λ)∗ϕ and {Qiuλ} ⊂ H(λ) are bases dual to
each other.
Proof. First note that for u ∈ rH(λ)∗ϕ, v ∈ H(λ), x ∈ B and y ∈ B,
(xu, yv) = (u, ϕ(x)yv) = (ϕ−1(y)xu, v). (5.3)
From Proposition 3.2 and (5.3), we get (Piu
∗
λ, Qjuλ) = δi,j and from Proposition 2.3 (and
similar one for lowest B-modules), we know that {Piu
∗
λ} and {Qiuλ} are bases. Q.E.D.
Let R be a universal R-matrix and R′(z) a modified universal R-matrix as in (B10)
(see Appendix B.). Let V and W be finite dimensional U ′-modules and Vz1 and Wz2 their
affinizations. We denote the image of the universal R-matrix onto a U -module Vz1 ⊗Wz2
by RVW (z) = piV⊗W (R
′(z)), where z = z1/z2. This coincides with a quantum R-matrix
on V ⊗W up to a scalar factor.
Theorem 5.3. For intertwiners ΦµVλ (z1) ∈ HomB(H(λ), H(µ)⊗̂Vz1) and Φ
νW
µ (z2) ∈
HomB(H(µ), H(ν)⊗̂Wz2), we set v0 ∈ Vz1 and w0 ∈ Wz2 be leading terms of Φ
µV
λ (z1)
and ΦνWµ (z2) respectively. Then the 2-point function is given by
〈urν |Φ
ν W
µ (z2)Φ
µV
λ (z1)|uλ〉 = q
(λ−µ,µ−ν)σ ◦RVW (z1/z2)(v0 ⊗ w0),
where σ : a⊗ b→ b⊗ a.
Proof. Let Ψ be as in (5.1). We set φ1 = Ψ
−1(ΦµVλ (z1)) and φ2 = Ψ
−1(ΦνWµ (z2)). Let
{Pi} and {Qi} be as in Lemma 5.2. From (5.2) and Lemma 5.2, for x ∈ H(λ) we have
ΦνWµ (z2)Φ
µV
λ (z1)(x) =
∑
i,j
Qjuν ⊗ φ2(Pju
∗
ν ⊗Qiuµ)⊗ φ1(Piu
∗
µ ⊗ x),
and then 2-point function can be written by
〈urν |Φ
νW
µ (z2)Φ
µV
λ (z1)(x)|uλ〉 =
∑
i
φ2(u
∗
ν⊗Qiuµ)⊗φ1(Piu
∗
µ⊗uλ) ∈ F[[
z1
z2
]]⊗W⊗V. (5.4)
By the intertwining property of φi (i = 1, 2) and the fact that e
′′
i uλ = 0 and f
′
iu
∗
µ for any
i ∈ I, we have
Piφ1(u
∗
µ ⊗ uλ) = φ1(∆
(b)(Pi)(u
∗
µ ⊗ uλ)) = φ1(Piu
∗
µ ⊗ uλ),
Qiφ2(u
∗
ν ⊗ uµ) = φ2(∆
(b)(Qi)(u
∗
ν ⊗ uµ)) = φ2(u
∗
ν ⊗Qiuµ).
Hence (5.4) can be rewritten by
〈urν |Φ
νW
µ (z2)Φ
µV
λ (z1)(x)|uλ〉 = σ (
∑
i
Pi ⊗Qi) · {φ1(u
∗
µ ⊗ uλ)⊗ φ2(u
∗
ν ⊗ uµ)}. (5.5)
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From (B9) in Appendix B, on a vector u⊗ v (wt(u) = ξ and wt(v) = η) we have
R = q−(ξ,η)
∑
i
Pi ⊗Qi. (5.6)
From Lemma 5.1, φ1(u
∗
µ ⊗ uλ) ⊗ φ2(u
∗
ν ⊗ uµ) = v0 ⊗ w0. Therefore by the formulae (5.5)
and (5.6), we obtain the desired result. Q.E.D.
Fix bases C and C′ of V and W respectively such that each basis element is a
weight vector. For a pair (vi, wj) ∈ C × C
′ let Φµi Vλ,(i)(z1) ∈ HomB(H(λ), H(µi)⊗̂Vz1)
and Φ
νj V
µi,(j)
(z2) ∈ HomB(H(µi), H(νj)⊗̂Wz2) be intertwiners with leading terms vi and wj
respectively. Let Ξ(z1, z2), D ∈ End(V ⊗W ) be matrices defined by
Ξ(z1, z2) : vi ⊗ wj 7→ σ〈u
r
νj |Φ
νj W
µi,(j)
(z2)Φ
µi V
λ,(i)(z1)|uλ〉,
D : vi ⊗ wj 7→ q
(wt(vi),wt(wj))vi ⊗ wj .
From Theorem 5.3, we obtain the following;
Corollary 5.4. With the notations as above, we have
Ξ(z1, z2) = DR
VW (z1/z2).
5.2. Commutation relations Let V and W be finite dimensional U ′-modules. We assume
that Vz1 ⊗Wz2 is an irreducible U -module. Let C and C
′ be bases of V and W as in 5.1.
Now, we fix v0 ∈ C, w0 ∈ C
′, λ, ν ∈ (t∗cl)k such that λ− ν = af(wt(v0) + wt(w0)) and let
Φν Vµ (z) and Φ
µW
λ (z) be intertwiners such that their leading terms are v0 ∈ C and w0 ∈ C
′
respectively. Here note that we identify v ∈ V and w ∈W with 1⊗v ∈ Vz and 1⊗w ∈Wz
respectively. We set
E = {(v, w) ∈ C × C′|af(wt(v)) + af(wt(w)) = af(wt(v0)) + af(wt(w0))}.
For a pair (vi, wi) ∈ E, we set Φ
µiV
λ,(i)(z) and Φ
ν W
µi,(i)
(z) be intertwiners such that their
leading terms are vi and wi respectively.
For a U ′-modules V ⊗ W , from the uniqueness and the unitarity of quantum R-
matrices, there exists f(x) ∈ F[[x, x−1]] such that
RVW (z1/z2)σR
WV (z2/z1)σ = f(z1/z2)idV⊗W . (5.7)
We define Wi(z1/z2) by,
RVW (z1/z2)
−1(v0 ⊗ w0) =
∑
i
q(wt(vi),wt(wi))(vi ⊗ wi)Wi(z1/z2). (5.8)
Proposition 5.5. With the notations as above, we have the following commutation rela-
tion (in the sense of matrix element);
σ ◦RVW (z1/z2)Φ
ν V
µ (z1)Φ
µW
λ (z2) = q
(λ−µ,µ−ν)f(z1/z2)
∑
i
Φν Wµi,(i)(z2)Φ
µi V
λ,(i)(z1)Wi(z1/z2).
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Proof. From (5.7) and Theorem 5.3, we have
f(z1/z2)(v0 ⊗ w0) = R
VW (z1/z2)σR
WV (z2/z1)σ(v0 ⊗ w0)
= q−(λ−µ,µ−ν)RVW (z1/z2)〈u
r
ν |Φ
ν V
µ (z1)Φ
µW
λ (z2)|uλ〉.
(5.9)
On the other hand, from (5.8) and Theorem 5.3,
v0 ⊗ w0 = σ
∑
i
〈urν |Φ
ν W
µi,(i)
(z2)Φ
µi V
λ,(i)(z1)|uλ〉Wi(z1/z2). (5.10)
From (5.9), (5.10), the intertwining property of σ ◦RVW (z) and B-linearity of elements in
HomB(H(λ), H(µ)⊗̂Vz), we obtain the desired result. Q.E.D.
Example. Set g = ŝl2 and V = Fu+ ⊕Fu−. A U -module structure of Vz is given by
e0(z
nu+) = z
n+1u−, e0(z
nu−) = 0, f0(z
nu+) = 0, f0(z
nu−) = z
n−1u+,
e1(z
nu+) = 0, e1(z
nu−) = z
nu+, f1(z
nu+) = z
nu−, f1(z
nu−) = 0,
wt(znu±) = nδ ± (Λ1 − Λ0).
Set
(z)∞ =
∞∏
i=0
(1− q4iz), ρ(z) =
(q2z)2∞
(z)∞(q4z)∞
, Θ(z) = (z)∞(q
4z−1)∞(q
4)∞.
An explicit form of the image of the universal R-matrix onto Vz1 ⊗ Vz2 is described in
[DFJMN], therefore 2-point functions are given as follows;
〈urν |Φ
νV
µ (z2)Φ
µV
λ (z1)|uλ〉 = ρ(z1/z2)×

u± ⊗ u± if λ− µ = µ− ν = ±(Λ1 − Λ0),
q−1−q
1−q2z1/z2
z1
z2
u+ ⊗ u− +
1−z1/z2
1−q2z1/z2
u− ⊗ u+ if λ− µ = ν − µ = Λ1 − Λ0,
1−z1/z2
1−q2z1/z2
u+ ⊗ u− +
q−1−q
1−q2z1/z2
u− ⊗ u+ if λ− µ = ν − µ = Λ0 − Λ1,
where we normalize intertwiners so that their leading term is u+ or u−. Note that
(Λi,Λj) = δi1δj1/2. The function in (5.7) is given by
f(z) = q−1
Θ(q2z)2
Θ(z)Θ(q4z)
.
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§6. An element R˜ and a projector Γ
In this section we do not restrict g to be an affine Lie algebra. We introduce an element
R˜, which satisfies the properties similar to those of the universal R-matrix.
6.1. An element R˜ We follow the notations as in Appendix B. We can define (B̂⊗̂Û ⊗̂n)̂
and extend ∆(r) ⊗ 1⊗n by the similar manner as in Appendix B.
Let R be the universal R-matrix of U (see (B8) in Appendix B.). We define
R˜ = q−H
∑
β∈Q+
q(β,β)(k−1β ⊗ kβ)(ϕS
−1 ⊗ 1)(Cβ) ∈ ((B̂⊗̂Û )̂. (6.1)
Here note that left components of Cβ belongs to U
≥, then the map ϕS−1 : U≥
S−1
→ U≥
ϕ
→
B≥ is well-defined. and formally we can write R˜ = (ϕS−1 ⊗ 1)R since ϕS−1 act as an
identity for the Cartan part.
Proposition 6.1. R˜ enjoys the following properties;
R˜ is invertible and
R˜−1 =
∑
β∈Q+
q(β,β)(1⊗ kβ)(ϕ⊗ 1)(Cβ)q
H , (6.2)
(∆(r) ⊗ 1)R˜ = R˜13R23, (6.3)
(1⊗∆)R˜ = R˜13R˜12, (6.4)
R˜ ·∆(r)(X) = (X ⊗ 1) · R˜ (X ∈ U−), (6.5)
R˜ · (ϕ⊗ S)σ∆(r)(X) = (ϕS−1 ⊗ Sϕ−1)σ∆(r)(X) · R˜, (X ∈ B+). (6.6)
Corollary 6.2. We have the following equation in (B̂⊗̂Û⊗̂Û )̂;
R23R˜13R˜12 = R˜12R˜13R23.
Proof of Corollary 6.2. From the properties (6.4) and (B1),
R23R˜13R˜12 = R23(1⊗∆)R˜
= (1⊗ σ ◦∆)R˜ · R23
= R˜12R˜13R23. Q.E.D.
Proof of Proposition 6.1. We can derive (6.2), (6.3), (6.4) and (6.6) from the property of
R. In fact, (6.2), (6.4) and (6.6) are immediate from (B1)–(B3). To show (6.3), we only
need the following
∆(r)(ϕS−1(X)) = (ϕS−1 ⊗ 1)∆(X), for any X ∈ U≥.
This is easily obtained by direct calculations. Hence
(∆(r) ⊗ 1)R˜ = (∆(r) ⊗ 1)(ϕS−1 ⊗ 1)R
= (ϕS−1 ⊗ 1⊗ 1)(∆⊗ 1)R = (ϕS−1 ⊗ 1⊗ 1)R13R23 = R˜13R23.
In order to show (6.5), we shall prepare some lemmas.
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Lemma 6.3. Let Cβ be as in Appendix B. Set C˜β = (ϕS
−1 ⊗ 1)Cβ . For any i ∈ I we
have,
[fi ⊗ 1, C˜β+αi ] = C˜β(ti ⊗ fi). (6.7)
Proof. We show the following lemma.
Lemma 6.4. For any i ∈ I, β ∈ Q+ and u ∈ U
+
β+αi
, we have
[fi, ϕS
−1(u)] =
ϕS−1(v)ti
q−1i − qi
,
where v ∈ U+β is uniquely determined by ∆(u) = u⊗ 1 + vti ⊗ ei + · · ·, where · · · implies
terms whose right component is an element of ⊕β 6=0,αiU
+
β
Proof. We fix i ∈ I. For β =
∑
jmjαj, we shall show the induction onmi. We may assume
that u is a monomial ej1ej2 · · · ejl where l = |β| + 1. If mi = 0, we can write u = zeiw
where z = ej1 · · · ejk−1 , w = ejk+1 · · · ejl and jp 6= i for any p = 1, · · · , k− 1, k+ 1, · · · , l. It
is easy to see
[fi, ϕS
−1(ej)] =
δi,jti
q−1i − qi
. (6.8)
From (6.8), we get [fi, ϕS
−1(z)] = [fi, ϕS
−1(w)] = 0. Thus [fi, ϕS
−1(u)] = ϕS
−1(ztiw)
q−1
i
−qi
.
On the other hand,
∆(zeiw) = ∆(z)∆(ei)∆(w) = (z ⊗ 1 + · · ·)(ei ⊗ 1 + ti ⊗ ei)(w ⊗ 1 + · · ·)
= zeiw ⊗ 1 + ztiw ⊗ ei + · · · .
Therefore we get vti = ztiw. Hence, we have ϕS
−1(v)ti = ϕS
−1(vti) = ϕS
−1(ztiw). The
case of mi = 0 is completed.
For mi > 0, we can write u = u
′u′′ such that 0 < m′i < mi and 0 < m
′′
i < mi where
m′i and m
′′
i are given by wt(u
′) =
∑
jm
′
jαj and wt(u
′′) =
∑
jm
′′
jαj. Let v
′ and v′′ be
vectors given by
∆(u′) = u′ ⊗ 1 + v′ti ⊗ ei + · · · , and ∆(u
′′) = u′′ ⊗ 1 + v′′ti ⊗ ei + · · · .
Then we obtain
∆(u) = ∆(u′)∆(u′′) = (u′ ⊗ 1 + v′ti ⊗ ei + · · ·)(u
′′ ⊗ 1 + v′′ti ⊗ ei + · · ·)
= u′u′′ ⊗ 1 + (u′v′′ti + v
′tiu
′′)⊗ ei + · · · .
Hence vti = u
′v′′ti + v
′tiu
′′. From this and the hypothesis of the induction,
[fi, ϕS
−1(u)] = [fi, ϕS
−1(u′)ϕS−1(u′′)]
= [fi, ϕS
−1(u′)]ϕS−1(u′′) + ϕS−1(u′)[fi, ϕS
−1(u′′)]
=
ϕS−1(v′)ti
q−1i − qi
· ϕS−1(u′′) + ϕS−1(u′) ·
ϕS−1(v′′)ti
q−1i − qi
=
ϕS−1(u′v′′ti + v
′tiu
′′)
q−1i − qi
=
ϕS−1(v)ti
q−1i − qi
. Q.E.D.
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We return to the proof of Lemma 6.3. We write Cβ =
∑
r x
β
r ⊗ y
−β
r . We shall show the
equality of (6.7) by applying 1⊗ (u, ·) to the both sides of (6.7), where u ∈ U+β and ( , ) is
the Killing form.
1⊗ (u, ·)[fi ⊗ 1, C˜β+αi ]
= (
∑
r
fi · ϕS
−1((u, y−β−αir )x
β+αi
r )− ϕS
−1((u, y−β−αir )x
β+αi
r ) · fi)⊗ 1
= [fi, ϕS
−1(u)].
On the other hand, by Lemma 6.4 and the properties of the Killing form,
{1⊗ (u, ·)}C˜β(ti ⊗ fi) =
∑
r
ϕS−1(xβr )ti ⊗ (u, y
−β
r fi)
=
∑
r
ϕS−1(xβr )ti ⊗ (∆(u), y
−β
r ⊗ fi)
=
∑
r
ϕS−1(xβr )ti ⊗ (vti, y
−β
r )(ei, fi)
=
∑
r
ϕS−1((vti, y
−β
r )x
β
r )ti/(q
−1
i − qi)
= ϕS−1(v)ti/(q
−1
i − qi). Q.E.D.
Let us show (6.5). Multiplying q(β+αi,β)(k−β−αi ⊗ kβ) to the both sides of (6.7), we
obtain
q(β+αi,β+αi)(fi ⊗ t
−1
i )(k−β−αi ⊗ kβ+αi)C˜β+αi
= q(β+αi,β+αi)(k−β−αi ⊗ kβ+αi)C˜β+αi(fi ⊗ t
−1
i ) + q
(β,β)(k−β ⊗ kβ)C˜β(1⊗ fi).
(6.9)
From (6.9) and the formula (B6) q−H(fi ⊗ t
−1
i ) = (fi ⊗ 1)q
−H , we get
(fi ⊗ 1) · q
−Hq(β+αi,β+αi)(k−β−αi ⊗ kβ+αi)C˜β+αi
= q−H{q(β+αi,β+αi)(k−β−αi ⊗ kβ+αi)C˜β+αi(fi ⊗ t
−1
i ) + q
(β,β)(k−β ⊗ kβ)C˜β(1⊗ fi)}.
From the presentation (B4), we have,
(fi ⊗ 1)R˜ = R˜(fi ⊗ t
−1
i + 1⊗ fi) = R˜∆
(r)(fi).
From this, we get (6.5). Q.E.D.
6.2. Projector Γ We set C =
∑
β∈Q+
q(β,β)(k−1β ⊗kβ)Cβ ∈ Û⊗̂Û and set C˜ = (ϕS
−1⊗1)C.
From the result of [T](Sect.4), we know that
C−1 =
∑
β∈Q+
q(β,β)(1⊗ kβ)(S ⊗ 1)(Cβ),
C˜−1 = (ϕS−1 ⊗ 1)C−1 =
∑
β∈Q+
q(β,β)(1⊗ kβ)(ϕ⊗ 1)(Cβ).
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We write C˜−1 =
∑
k ak ⊗ bk, where ak ∈ B
≥ and bk ∈ U
≤ and set
Γ =
∑
k
S−1(bk)ak ∈ B̂.
This is well-defined as an endomorphism of objects in O(B).
Proposition 6.4. For any λ ∈ t∗, we have
Γ2 = Γ, Γ ·H(λ) = Fuλ, (6.10)
and in particular, Γuλ = uλ.
Proof. From (6.9) we obtain (fi ⊗ t
−1
i )C˜ = C˜∆
(r)(fi) for any i, and then C˜
−1(fi ⊗ t
−1
i ) =
∆(r)(fi)C˜
−1. Thus ∑
akfi ⊗ bkt
−1
i =
∑
fiak ⊗ t
−1
i bk + ak ⊗ fibk. (6.11)
Applying m ◦ σ(1 ⊗ S−1) to the both-side of (6.11), where σ : a ⊗ b 7→ b ⊗ a and m is a
multiplication, we have∑
tiS
−1(bk)akfi =
∑
S−1(bk)tifiak − S
−1(bk)tifiak = 0.
Thus Γ · fi = 0 for any i ∈ I. From this and Proposition 2.3, we get (6.10). Q.E.D.
Example. For g = sl2, we have
Γ =
∑
n≥0
q
1
2n(n−1)(−1)nf (n)e′′
n
. (6.12)
Note that an element similar to (6.12) is introduced in [K1].
Appendix A.
We list several formulae for the operations in Sect.1, which are analogs of the formula for
a Hopf algebra.
(1⊗m)(1⊗ ϕ⊗ 1)(1⊗∆(b))∆(r)(X) = X ⊗ 1 (X ∈ B) (A1)
(m⊗ 1)(1⊗ ϕ⊗ 1)(1⊗∆(b))∆(r)(X) = 1⊗X (X ∈ B) (A2)
(1⊗m)(1⊗ σ)(1⊗ ϕ−1 ⊗ 1)(∆(b) ⊗ 1)∆(l)(X) = X ⊗ 1 (X ∈ B) (A3)
(m⊗ 1)(σ ⊗ 1)(1⊗ ϕ−1 ⊗ 1)(∆(b) ⊗ 1)∆(l)(X) = 1⊗X (X ∈ B) (A4)
(1⊗m)(1⊗ ϕ⊗ 1)(∆(l) ⊗ 1)∆(b)(X) = X ⊗ 1 (X ∈ U) (A5)
(1⊗m)(ϕ⊗ 1⊗ 1)(1⊗∆(r))∆(b)(X) = 1⊗X (X ∈ U) (A6)
m(ϕ⊗ 1)∆(b)(X) = ε(X) (X ∈ U) (A7)
(1⊗ ε)∆(r)(X) = X ⊗ 1 (X ∈ B) (A8)
(ε⊗ 1)∆(l)(X) = 1⊗X (X ∈ B) (A9)
∆(l)ϕ−1(X) = (a−1 ⊗ ϕ−1)σ∆(r)(X) (X ∈ B) (A10)
∆(r)ϕ(X) = (ϕ⊗ a)σ∆(l)(X) (X ∈ B), (A11)
∆(b)(X) = (1⊗ ϕS−1)∆(X) (X ∈ U+), (A12)
∆(b)(X) = (ϕ−1S ⊗ 1)∆(X) (X ∈ U−), (A13)
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where σ : a⊗ b→ b⊗ a and m is a multiplication m : a⊗ b→ ab.
These are obtained by direct calculations. We shall show, for example, (A1). First
we show for generators; this is trivial. Next, we assume that x and y ∈ B satisfy (A1) and
write (1⊗∆(b))∆(r)(u) =
∑
u(1) ⊗ u(2) ⊗ u(3). Then we have
(1⊗m)(1⊗ ϕ⊗ 1)(1⊗∆(b))∆(r)(xy) = (1⊗m)
∑
x(1)y(1) ⊗ ϕ(y(2))ϕ(x(2))⊗ x(3)y(3)
=
∑
x(1)y(1) ⊗ ϕ(y(2))ϕ(x(2))x(3)y(3) =
∑
xy(1) ⊗ ϕ(y(2))y(3) = xy ⊗ 1.
Thus we get (A1).
Appendix B.
In this appendix, we recall the theory of the universal R-matrix of U (see [D1],[T]).
Recall that for the Hopf algebra (U,∆, S, ε) the universal R-matrix R is an element
which enjoys the following properties ([D1],[T]),
R∆(x) = ∆′(x)R for any x ∈ U, (B1)
(∆⊗ 1)R = R13R23, (1⊗∆)R = R13R12, (B2)
(ε⊗ id)R = 1⊗ 1 = (id⊗ ε)R, (S ⊗ id)R = R−1 = (id⊗ S)R. (B3)
We need some preparation to write down the explicit form of R. Let Û⊗̂Û be a weight
completion of U ⊗U as in Sect.1. Let H ∈ t⊗ t be a canonical element with respect to the
invariant bilinear form on t. We extend the algebra Û⊗̂Û by adding formal elements q±H
with the following properties;
qH · q−H = q−H · qH = 1⊗ 1, q±H(qh ⊗ qh
′
) = (qh ⊗ qh
′
)q±H , (B4)
q±H(ei ⊗ 1) = (ei ⊗ t
±
i )q
±H , q±H(1⊗ ei) = (t
±
i ⊗ ei)q
±H , (B5)
q±H(fi ⊗ 1) = (fi ⊗ t
∓
i )q
±H , q±H(1⊗ fi) = (t
∓
i ⊗ fi)q
±H , (B6)
(∆⊗ 1)q±H = q±H13q±H12 , (1⊗∆)q±H = q±H13q±H23 , (B7)
where q±Hij ’s are elements corresponding to q±H on the i-th and the j-th components
in tensor products and they commute with each other. Thus, for example, we identify
qH12 with qH ⊗ 1. We denote this algebra by (Û⊗̂Û )̂. From the property (B7), we can
also extend ∆⊗ 1 and 1⊗∆ to the algebra homomorphism (Û⊗̂Û )̂ → (Û⊗̂Û⊗̂Û )̂. More
generaly, we can extend Û ⊗̂n to (Û ⊗̂n)̂ by adding q±Hij (1 ≤ i < j ≤ n).
By using the Killing form (see Sect.3) we can carry out Drinfeld’s quantum double
construction formally and get an explicit presentation of R,
R = q−H
∑
β∈Q+
q(β,β)(k−1β ⊗ kβ)Cβ ∈ (Û⊗̂Û )̂, (B8)
where kβ is an element of T given by kβ =
∏
j t
mj
j for β =
∑
j mjαj and Cβ is a canonical
element of U+β ⊗ U
−
−β with respect to the Killing form.
Here, for U -modules V and W , q±H can be regarded as an element of End(V ⊗W )
given by q±H(u ⊗ v) = q±(ξ,η)(u ⊗ v), (u ∈ Vξ and v ∈ Wη). (See [Kac] Sect.2). In such
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consideration, R makes sense as an endomorphism of tensor products of U -modules. For
vectors u and v as above we get,
q−H+(β,β)(k−1β ⊗ kβ)Cβ(u⊗ v)
= q−H−(β,β)Cβ(k
−1
β ⊗ kβ)(u⊗ v) = q
−H−(β,β)+(β,η−ξ)Cβ(u⊗ v)
= q−(ξ+β,η−β)−(β,β)+(β,η−ξ)Cβ(u⊗ v) = q
−(ξ,η)Cβ(u⊗ v).
Therefore, we obtain
R(u⊗ v) = q−(ξ,η)
∑
β
Cβ(u⊗ v). (B9)
When g is an affine Lie algebra, we set
R′(z) = q−H+c⊗d+d⊗c
∑
β∈Q+
q(β,β)(z〈d,β〉k−1β ⊗ kβ)Cβ , (B10)
where c is a canonical central element of g and d is a scaling element of g. This is used
to describe the image of the universal R-matrix onto a tensor product of affinization for
finite dimensional U ′-modules. (see [FR],[IIJMNT].)
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