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Abstract
Testing for dependence has been a well-established component of spatial statistical
analyses for decades. In particular, several popular test statistics have desirable prop-
erties for testing for the presence of spatial autocorrelation in continuous variables. In
this paper we propose two contributions to the literature on tests for autocorrelation.
First, we propose a new test for autocorrelation in categorical variables. While some
methods currently exist for assessing spatial autocorrelation in categorical variables,
the most popular method is unwieldy, somewhat ad hoc, and fails to provide grounds
for a single omnibus test. Second, we discuss the importance of testing for autocorrela-
tion in network, rather than spatial, data, motivated by applications in social network
data. We demonstrate that existing tests for autocorrelation in spatial data for con-
tinuous variables and our new test for categorical variables can both be used in the
network setting.
keywords : Social networks, Statistical dependence, Spatial autocorrelation, Peer effects
1 Introduction
In studies using spatial data, researchers routinely test for spatial dependence before pro-
ceeding with statistical analysis (Legendre, 1993; Lichstein et al., 2002; Diniz-Filho et al.,
2003; F Dormann et al., 2007). Spatial dependence is usually assumed to have an auto-
correlation structure, whereby pairwise correlations between data points are a function of
the geographic distance between the two observations (Cliff and Ord, 1968, 1972). Because
autocorrelation is a violation of the assumption of independent and identically distributed
(i.i.d.) observations or residuals required by most standard statistical models and hypothesis
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tests (Legendre, 1993; Anselin et al., 1996; Lennon, 2000), testing for spatial autocorrelation
is a necessary step for valid statistical inference using spatial data. For continuous random
variables, the most popular tests are based on Moran’s I statistic (Moran, 1948) and Geary’s
C statistic (Geary, 1954). For categorical random variables, however, available tests based
on join count analysis (Cliff and Ord, 1970) are unwieldy and fail to provide a single omnibus
test of dependence.
Taking temporal dependence into account is similarly widely practiced in time series set-
tings. But other kinds of statistical dependence are routinely ignored. In many public health
and social science studies, observations are collected from individuals who are members of
one or a small number of social networks within the target population, often for reasons
of convenience or expense. For example, individuals may be sampled from one or a small
number of schools, institutions, or online communities, where they may be connected by ties
such as being related to one another; being friends, neighbors, acquaintances, or coworkers;
or sharing the same teacher or medical provider. If individuals in a sample are related to one
another in these ways, they may not furnish independent observations, which undermines
the assumption of i.i.d. data on which most statistical analyses in the literature rely.
In the literature on spatial and temporal dependence, dependence is often implicitly
assumed to be the result of latent traits that are more similar for observations that are close
than for distant observations. This latent variable dependence (Ogburn, 2017) is likely to
be present in many network contexts as well. In networks, ties often present opportunities
to transmit traits or information from one node to another, and such direct transmission
will result in dependence due to direct transmission (Ogburn, 2017) that is informed by
the underlying network structure. In general, both of these sources of dependence result
in positive pairwise correlations that tend to be larger for pairs of observations from nodes
that are close in the network and smaller for observations from nodes that are distant in the
network. Network distance is usually measured by geodesic distance, which is a count of the
number of edges along the shortest path between two nodes. This is analogous to spatial
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and temporal dependence, which are generally thought to be inversely related to (Euclidean)
distance.
Despite increasing interest in and availability of social network data, there is a dearth of
valid statistical methods to account network dependence. Although many statistical methods
exist for dealing with dependent data, almost all of these methods are intended for spatial or
temporal data–or, more broadly, for observations with positions in Rk and dependence that
is related to Euclidean distance between pairs of points. The topology of a network is very
different from that of Euclidean space, and many of the methods that have been developed to
accommodate Euclidean dependence are not appropriate for network dependence. The most
important difference is the distribution of pairwise distances which, in Euclidean settings, is
usually assumed to skew towards larger distances as the sample grows, with the maximum
distance tending to infinity with n. In social networks, on the other hand, pairwise distances
tend to be concentrated on shorter distances and may be bounded from above. However, as
we elaborate in Section 2, methods that have been used to test for spatial dependence can
be adapted and applied to network data.
A few papers have proposed using Moran’s I in network settings: to confirm suspected
dependence in network (Black, 1992; Long et al., 2015), to identify appropriate weight matri-
ces for regression models (Butts et al., 2008), or to find the largest correlation for dimension
reduction (Fouss et al., 2016). Many variables of interest in social network studies are cat-
egorical, for example group affiliations (Kossinets and Watts, 2006), personality (Adamic
et al., 2003), or ethnicity (Lewis et al., 2008). Join count analysis has been recently used
for testing autocorrelation in categorical outcomes observed from social networks (e.g. Long
et al. (2015)). Farber et al. (2009) proposed a more elegant test for categorical network data
and explored its performance in data generated from a linear spatial autoregression (SAR)
model. As far as we are aware, all of the previous work assumes that the network data were
generated from SAR models, and none of this previous work has considered the performance
of autocorrelation tests for more general network settings.
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In this paper we propose a new test statistic that generalizes Moran’s I for categorical
random variables. We also propose to use both Moran’s I and our new test for categorical
data to assess the hypothesis of independence among observations sampled from a single
social network (or a small number of networks). We assume that any dependence is mono-
tonically inversely related to the pairwise distance between nodes, but otherwise we make no
assumptions on the structure of the dependence. These tests allow researchers to assess the
validity of i.i.d statistical methods, and are therefore the first step towards correcting the
practice of defaulting to i.i.d. methods even when data may exhibit network dependence.
2 Methods
2.1 Moran’s I
Moran’s I takes as input an n-vector of continuous random variables and an n × n
weighted distance matrix W, where entry wij is a non-negative, non-increasing function of
the Euclidean distance between observations i and j. Moran’s I is expected to be large when
pairs of observations with greater w values (i.e. closer in space) have larger correlations than
observations with smaller w values (i.e. farther in space). The choice of non-increasing
function used to construct W is informed by background knowledge about how dependence
decays with distance; it affects the power but not the validity of tests of independence
based on Moran’s I. The asymptotic distribution of Moran’s I under independence is well
established (Sen, 1976) and can be used to construct hypothesis tests of the null hypothesis
of independence. Geary’s c (Geary, 1954) is another statistic commonly used to test for
spatial autocorrelation (Fortin et al., 1989; Lam et al., 2002; da Silva et al., 2008); it is very
similar to Moran’s I but more sensitive to local, rather than global, dependence. We focus
on Moran’s I in what follows because our interest is in global, rather than local, dependence.
Because of the similarities between the two statistics, Geary’s c can be adapted to network
settings much as we adapt Moran’s I.
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Let Y be a continuous variable of interest and yi be its realized observation for each of n
units (i = 1, 2, . . . , n). Each observation is associated with a location, traditionally in space
but we will extend this to networks. Let W be a weight matrix signifying closeness between
the units, e.g. a matrix of pairwise Euclidean distances for spatial data or an adjacency
matrix for network data. (The entries Aij in the adjacency matrix A for a network are
indicators of whether nodes i and j share a tie.) Then Moran’s I is defined as follows:
I =
n∑
i=1
n∑
j=1
wij
(
yi − y¯
)(
yj − y¯
)
S0
n∑
i=1
(
yi − y¯
)2
/n
, (1)
where S0 =
n∑
i=1
(wij + wji)/2 and y¯ =
n∑
i=1
yi/n. Under independence, the pairwise products
(yi − y¯)(yj − y¯) are each expected to be close to zero. On the other hand, under network
dependence adjacent pairs are more likely to have similar values than non-adjacent pairs, and
(yi − y¯)(yj − y¯) will tend to be relatively large for the upweighted adjacent pairs; therefore,
Moran’s I is expected to be larger in the presence of network dependence than under the
null hypothesis of independence.
The exact mean µI and variance σ2I of Moran’s I under independence are given in Sen
(1976) and Getis and Ord (1992). The standardized statistic Istd := (IµI)/
√
σ2I is asymp-
totically normally distributed under mild conditions on W and Y (Sen, 1976). Using the
known asymptotic distribution of the test statistic under the null permits hypothesis tests of
independence using the normal approximation. For network data we propose a permutation
test based on permuting the Y values associated with each node while holding the network
topology constant. Setting wij = 0 for all non-adjacent pairs of nodes results in increased
variability of I relative to spatial data, and therefore the normal approximation may require
larger sample sizes to be valid for network data compared to spatial data. The permutation
test is valid regardless of the distribution of W and Y and for small sample sizes.
5
2.2 New methods for categorical random variables
For a K-level categorical random variable, join count statistics compare the number of
adjacent pairs falling into the same category to the expected number of such pairs under in-
dependence, essentially performing K separate hypothesis tests. As the number of categories
increases, join count analyses become quite cumbersome. Furthermore, they only consider
adjacent observations, thereby throwing away potentially informative pairs of observations
that are non-adjacent but may still exhibit dependence. Finally, the K separate hypothesis
tests required for a join count analysis are non-independent and it is not entirely clear how to
correct for multiple testing. To overcome this last limitation, Farber et al. (2015) proposed
a single test statistic that combines the K separate joint count statistics.
Instead of extending join count analysis, we propose a new statistic for categorical obser-
vations using the logic of Moran’s I. This has two advantages over the proposal of Farber
et al. (2015): it incorporates information from discordant, in addition to concordant, pairs
and it weights kinds of pairs according to their probability under the null. To illustrate,
under network dependence adjacent nodes are more likely to have concordant outcomes–and
less likely to have discordant outcomes–than they would be under independence. We oper-
ationalize independence as random distribution of the outcome across the network, holding
fixed the marginal probabilities of each category. The less likely a concordant pair (under
independence), the more evidence it provides for network dependence, and the less likely
a discordant pair (under independence), the more evidence it provides against network de-
pendence. Using this rationale, a test statistic should put higher weight on more unlikely
observations. The following is our proposed test statistic:
Φ =
n∑
i=1
n∑
j=1
wij
{
2I(yi = yj)− 1
}
/pyipyj
S0
, (2)
where pyi = P (Y = yi), pyj = P (Y = yj), and S0 =
n∑
i=1
(wij + wji)/2. The term (2I(yi =
6
yj)−1) ∈ {−1, 1} allows concordant pairs to provide evidence for dependence and discordant
pairs to provide evidence against dependence. The product of the proportions pyi and pyj in
the denominator ensures that more unlikely pairs contribute more to the statistic. As the
true population proportion is generally unknown, {pk : k = 1, ..., K} should be estimated by
sample proportions for each category.
The first and second moment of Φ are derived in the Appendix A.1. Asymptotic normal-
ity of the statistic Φ under the null can also be proven based on the asymptotic behavior
of statistics defined as weighted sums under some constraints. For more details see Ap-
pendix A.2. For binary observations, which can be viewed as categorical or continuous, our
proposed statistic has the desirable property that the standardized version of Φ is equivalent
to the standardized Moran’s I.
2.3 Choosing the weight matrix W
Tests for spatial dependence take Euclidean distances (usually in R2 or R3) as inputs into
the weight matrix W. In networks, the entries in W can be comprised of any non-increasing
function of geodesic distance for the purposes of the tests for network autocorrelation that
we describe below, but for robustness we use the adjacency matrix A for W, where Aij is
an indicator of nodes i and j sharing a tie. The choice of W = A puts weight 1 on pairs
of observations at a distance of 1 and weight 0 otherwise. In many spatial settings, subject
matter expertise can facilitate informed choices of weights for W (e.g. Smouse and Peakall
1999; Overmars et al. 2003), but it is harder to imagine settings where researchers have
information about how dependence decays with geodesic network distance. In particular,
dependence due to direct transmission is transitive: dependence between two nodes at a
distance of 2 is through their mutual contact. This kind of dependence would be related
to the number, and not just length, of paths between two nodes. It may also be possible
to construct distance metrics that incorporate information about the number and length
of paths between two nodes, but this is beyond the scope of this paper. In general in
7
the presence of network dependence adjacent nodes have the greatest expected correlations;
therefore W = A is a valid choice in all settings. Of course, if we have knowledge of the
true dependence mechanism, using a weight matrix that incorporate this information will
increase power.
3 Simulations
In Section 3.1, we demonstrate the validity and performance of our new statistic, Φ, for
testing spatial autocorrelation in categorical variables. In Section 3.2, we demonstrate the
performance of Moran’s I and Φ for testing for network dependence.
3.1 Testing for spatial autocorrelation in categorical variables
We replicated one of the data generating settings used by Farber et al. (2015) and
implemented permuation-based tests of spatial dependence using Φ. First, we generated
a binary weight matrix W with entries wij indicating whether regions i and j are ad-
jacent. The number of neighbors (di) for each site i was randomly generated through
di = 1 + Binomial(2(d − 1), 0.5). We simulated 500 independent replicates of n = 100
observations under each of four different settings, with d = 3, 5, 7, 10.
We then used W to generate a continuous, autocorrelated variable:
Y ∗ = (In − ρW)−1
where In is a n×n identity matrix, and i ∼ N(0, 1) and ρ controls the amount of dependence.
We applied cutoffs based on the (0.25, 0.5, 0.75) quantiles of each simulated dataset to convert
Y ∗ into categorical observations Y = (Y1, Y2, . . . , Yn) having K = 4 categories.
Figure 1 presents the simulation results. It shows that under the null (ρ = 0), the
rejection rate is close to the nominal level of α = 0.05 and that power to detect dependence
increases with ρ.
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Figure 1: Permutation tests based on Φ. Dependence increases as ρ increases, and the y-axis
is the proportion of 500 independent simulations in which the test rejected the null hypothesis of
independence.
We also simulated data under a spatially correlated error model (F Dormann et al., 2007),
using a continuous weight matrix estimated from real spatial data. We used the longitude and
latitude of 473 U.S. power generating facilities (Papadogeorgou, 2017; Papadogeorgou et al.,
2016) to construct a Euclidean distance matrix D = [dij], where dij is the Euclidean distance
between facilities i and j, based on which we constructed a weight matrix Π = [piij] where
piij = exp (−qdij/max({dij : i, j = 1, 2, . . . , n})). The amount of dependence is controlled
by q. For each of four settings (no dependence, q = 100, 50, 25) we simulated n = 473
observations Y∗ = (Y ∗1 , Y ∗2 , . . . , Y ∗n ) 500 times according to the following model:
Y∗ ∼ BT ξ, (3)
where Π = BTB and ξi i.i.d.∼ N (0, 1). Finally, we applied cutoffs based on the (0.1, 0.3, 0.6, 0.85)
quantiles of each simulated dataset to convert Y ∗ into categorical observations Y = (Y1, Y2, . . . , Yn)
having K = 5 categories.
We calculated Φ two different ways: using the correct weight matrix, Π, and using an
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estimated weight matrix W:
Wij = max (D/dij, 10)
Wii = 0,
where D = maxi,j dij ensures that the smallest weight is 1. The resulting weights wij are
inversely proportional to the Euclidean distance between facility i and j, but truncated at
10. The percentage of wij = 10, i.e., the percentage of truncated weights, is about 12%.
Figure 2 shows that tests of independence based on Φ using W have increasing power as
dependence increases, while tests using the true weight matrix Π have nearly perfect power
under all three alternatives.
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Figure 2: Permutation tests based on Φ. Dependence increases as q increases, and the y-axis
is the proportion of 500 independent simulations in which the test rejected the null hypothesis of
independence.
3.2 Testing for network dependence
In this section we simulate continuous and categorical random variables associated with
nodes in a single interconnected network and with dependence structure informed by the
network ties. We demonstrate that Moran’s I and Φ provide valid tests for such dependence.
For each of four simulation settings we generated a fully connected social network with
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Figure 3: Each column contains 95% confidence intervals (CIs) for E[Y ] = µ under dependence
due to direct transmission, with increasing dependence from left (no dependence) to right. The
CIs above the dotted line do not contain the true µ = 0 (red-line) while the CIs below the dotted
line contain µ. Coverage rates of 95% CIs are calculated as the percentages of the CIs covering µ.
We also present the percentages of permutation tests based on Moran’s I that reject the null at
α = 0.05; this is the type I error for the leftmost column and the power for the other three columns.
n = 200 nodes. We simulated i.i.d., mean-zero starting values for each node and then ran
several iterations of a direct transmission process, by which each node is influenced by its
neighbors, to generate a vector of outcomes Y = (Y1, Y2, ..., Y200) associated with the nodes.
We ran the simulation 500 times for each setting, generating 500 outcome vectors. While the
amount of network dependence in the outcomes varied across simulation settings (controlled
by the number of iterations of the spreading process), the expected outcome E[Y ] was 0
for every setting. To demonstrate the impact of using i.i.d. methods when dependence is
present, in each simulation we calculated a 95% confidence interval (CI) for E[Y ] under the
assumption of independence. We estimated the mean of E[Y ] using Y¯ and we estimated
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the standard error (s.e.) for Y¯ under the assumption of independence, that is ignoring
the presence of any pairwise covariance terms. The 95% confidence interval is given by
Y¯ ± 1.96 ∗ s.e. In each simulation we also ran a test for network dependence using Moran’s
I.
Figure 3 displays the results of four simulation settings, with increasing dependence from
left to right. The left-most column represents a setting with no dependence. Each column
depicts 500 95% confidence intervals, one for each simulation. The confidence intervals below
the dotted lines cover the true mean of 0, while the intervals above the dotted line do not.
The coverage is close to the nominal 95% under independence, but decreases dramatically
as dependence increases, despite the fact that Y¯ remains unbiased for E[Y ]. We also report
the power of permutation tests based on Moran’s I (with subject index randomly permuted
M = 500 times) to reject the null hypothesis of independence at the α = 0.05 level. Under
independence the test rejects 5% of the time, as is to be expected, and as dependence
increases and coverage decreases, the power of our test to detect dependence increases,
achieving almost 90% when the coverage drops below 70%. (That the power to detect
dependence increases with increasing dependence is robust to the specifics of the simulations,
but the exact relation between coverage and power is not; in other settings 90% power could
correspond to different coverage rates.) These results highlight the fact that a strict p < 0.05
cut-off may not be appropriate for these tests of dependence.
Table 1: Coverage rate of simultaneous 95% CIs, empirical power of tests of independence using
asymptotic normality of Φ, and empirical power of permutation tests of independence based on Φ,
under direct transmission for t = 0, 1, 2, 3. The size of the tests is α = 0.05.
95% CI coverage rate % of p-values(z) ≤ 0.05 % of p-values(permutation) ≤ 0.05
t=0 0.94 5.40 4.80
t=1 0.81 39.40 36.20
t=2 0.63 67.80 65.00
t=3 0.43 85.40 83.40
To illustrate the performance of Φ, we simulate a categorical outcome Y with five lev-
els and with marginal probabilities (p1, p2, p3, p4, p5) = (0.1, 0.2, 0.3, 0.25, 0.15). To
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demonstrate the consequences of using i.i.d. inference in the presence of dependence, we
calculated simultaneous 95% confidence intervals for estimates of p1 through p5 using the
method of (Sison and Glaz, 1995). We also report the power to reject the null hypothesis
of independence as the percentage of 500 simulations in which hypothesis tests based on
our new statistic, Φ, rejected the null. Table 1 summarizes the simulation results for de-
pendence by direct transmission. It is evident that as dependence increases, coverage rates
of i.i.d. 95% confidence intervals decrease, and the power to reject the null increases. De-
tails of the simulation models and results from additional simulations are provided in the
Supplementary Materials. The R function for testing network dependence and generating
network dependent observations can be found in the netdep R package available at Github
(github.com/youjin1207/netdep).
4 Applications
4.1 Spatial data
In this section we apply Φ to spatial data on 473 power producing facilities that we
introduced in Section 3.1, and compare the results to standard analyses using join count
statistics. In addition to the locations of the 473 facilities, the data includes information on
the characteristics of the surrounding geographic areas. Details can be found in Table G.1
in Papadogeorgou et al. (2016).
In Figure 4a, we mapped the proportion of the populations within a 100km radius around
each of the facilities falling into three different race/ethnicity categories. We can apply
Moran’s I separately to each of the three proportions, but Moran’s I cannot provide a
single aggregate test statistic aggregating the three proportions. For example, we may be
interested in autocorrelation with respect to the dominant demographic group (Table 2) or
regions with more than 10% Hispanics and African Americans (Table 3). Tables 2 and 3
respectively present the frequency of concordant neighboring pairs with these characteristics,
13
Table 2: Permutation tests of dependence based on join count statistics applied to dominant
race/ethnicity group.
Dominant group White Hispanic African-American
n 446 13 14
Join count statistic 212.63 0.97 0.77
P-value (permutation) 0.0020 0.0020 0.0020
Table 3: Permutation tests of dependence based on join count statistics applied to four different
population categories, defined by having ≤10% or >10% Hispanic or African American residents.
AA > 10%, HP > 10% AA > 10%, HP ≤ 10% AA ≤ 10%, HP > 10% AA ≤ 10%, HP ≤ 10%
n 52 106 98 217
Join-count statistic 7.07 26.63 30.30 69.20
P-value (permutation) 0.0020 0.0020 0.0020 0.0020
and the corresponding join count analysis results. To calculate the join count statistics, we
specify a neighborhood size of 15, meaning that observation j is considered to be adjacent
to i if j is one of i’s closet 15 neighbors in Euclidean distance.
In Figure 4b, we map the distribution of dominant racial group and regions with more
than 10% Hispanics and African Americans and give an omnibus test for autocorrelation
based on Φ. We observe higher autocorrelation in the second categorization (Φ : 22.72)
than the first categorization (Φ : 9.17), which cannot be compared from join count statistics
presented in Table 2 and Table 3.
4.2 Network data
The Framingham Heart Study, initiated in 1948, is an ongoing cohort study of partici-
pants from the town of Framingham, Massachusetts that was originally designed to identify
risk factors for cardiovascular disease. The study has grown over the years to include five
cohorts. The original cohort (n = 5, 209) was originally recruited in 1948 and has been
continuously followed since then. The offspring cohort (n = 5, 124) was initiated in 1971
and includes offspring of the original cohort members and the offspring’s spouses. The third
generation cohort (n = 4, 095), initiated in 2001, is comprised of offspring of members of
the offspring cohort. Spouses of members of the offspring cohort who were not themselves
included in that cohort and whose children had been recruited into the third generation
14
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(a) Proportion of race/ethnicity groups around 473 power-producing facilities across the U.S..
Applying Moran’s I separately to each proportion, all of the tests reject the null hypothesis of
independence at the α = 0.05 level.
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American residents (right). Omnibus tests of dependence based on Φ reject the null hypothesis of
independence at the α = 0.05 level for both variables.
Figure 4
cohort were invited to join the New Offspring Spouse Cohort (n = 103) beginning in 2003.
Two omni cohorts (combined n = 916) were started in 1994 and 2003 in order to reflect the
increasingly diverse population of Framingham; these cohorts specifically targeted residents
of Hispanic, Asian, Indian, African American, Pacific, Islander and Native American descent.
Members of the original cohort are followed through biennial examinations while members
of other cohorts are examined every 4 to 8 years. Each examination includes non-invasive
tests, e.g. X-ray, ECG tracings, or MRI; laboratory tests of blood and urine; questionnaires
pertaining to diet, sleep patterns, physical activities, and neuropsychological assessment; and
a physical exam, including assessments for cardiovascular disease, rheumatic heart disease,
dementia, atrial fibrillation, diabetes, and stroke. Other measures and tests are collected spo-
radically. In addition, in between each exams, participants are regularly monitored through
phone calls. Genotype and pedigree data has been collected for all (consenting) participants,
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and the study populations includes multiple members of 1538 families, making the FHS a
powerful resources for heritability studies. Detailed information on data collected in the
FHS can be found in Tsao and Vasan (2015). Public versions of FHS data from the original,
offspring, new offspring spouse, and generation 3 cohorts through 2008 are available from
the dbGaP database.
For decades, FHS has been one of the most successful and influential epidemiologic cohort
studies in existence. It is arguably the most important source of data on cardiovascular
epidemiology. It has been analyzed using i.i.d. statistical models (as is standard practice for
cohort studies) in over 3,400 peer-reviewed publications since 1950: to study cardiovascular
disease etiology (e.g. Castelli 1988; D’Agostino et al. 2000, 2008), risks for developing obesity
(e.g. Vasan et al. 2005), factors affecting mental health (e.g. Qiu et al. 2010; Saczynski et al.
2010), cognitive functioning (e.g. Au et al. 2006), and many other outcomes.
In addition to being a very prominent cohort study, the FHS plays a uniquely influential
role in the study of social networks and social contagion. Leading up to the publication of
Christakis and Fowler (2007), researchers discovered an untapped resource buried in the FHS
data collection tracking sheets: information on social ties that allowed them to reconstruct
the (partial) social network underlying the cohort. The tracking sheets were originally in-
tended to facilitate exam scheduling, and they asked each participant to name close contacts
who could help researchers to locate the participant if the participant’s contact information
changed. Combining this information with existing data on family and spousal connections,
researchers were able to build a partial social network with ties representing friends, co-
workers, and relatives. They then leveraged this social network data to study peer effects
for obesity (Christakis and Fowler, 2007), smoking (Christakis and Fowler, 2008), and hap-
piness (Fowler and Christakis, 2008). The FHS has since been used to study peer effects by
many other researchers (Pachucki et al., 2011; Rosenquist et al., 2010).
We analyzed data from the Offspring Cohort at Exam 5, which was conducted between
1991 and 1995. Because the publicly available data are divided into datasets for individuals
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with and without non-profit use (NPU) consent and these two datasets have separate network
data, we only used data from the NPU consent group, giving us a sample size of 1,033 with
690 undirected social network ties.
Figure 5 depicts the distribution of systolic and diastolic blood pressure over the five
largest connected network components; darker colors represent higher blood pressure values.
We used Moran’s I to test for network dependence in these two continuous random variables.
– systolic blood pressure and diastolic blood pressure. We found significant evidence of
network dependence in systolic blood pressure (p-value : 0.03), but not for diastolic blood
pressure (p-value : -0.87).
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Figure 5: The five largest connected components, encompassing 273 subjects, in the social
network of 1,031 subjects from the FHS Offspring Cohort Exam 5 data. The color of the node
represents the subject’s blood pressure values: high values of systolic blood pressure and diastolic
blood pressure are darker and low values are lighter.
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We tested for dependence in two different categorical random variables using Φ: employ-
ment status and preferred method of making coffee. Figure 6 shows the distribution of the
two variables over the largest connected component of the network. We found significant
evidence of network dependence for both variables.
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Figure 6
5 Concluding Remarks
In this paper, we proposed simple tests for independence among observations sampled
from geographic space or from a network. We demonstrated the performance of our proposed
tests in simulations under both spatial and network dependence, and applied them to spatial
data on U.S. power producing facilities and to social network data from the Framingham
Heart Study.
Under network dependence, adjacent pairs are expected to exhibit the greatest correla-
tions, and for robustness we used the adjacency matrix as the weight matrix for calculating
the test statistic, thereby restricting our analysis to adjacent pairs; if researchers have sub-
18
stantive knowledge of the dependence mechanism other weights may increase power and
efficiency.
Researchers should be aware of the possibility of dependence in their observations, both
when studying social networks explicitly and when observations are sampled from a single
community for reasons of convenience. As we have seen in the classic Framingham Heart
Study example, such observations can be correlated, potentially rendering i.i.d. statistical
methods invalid. In a forthcoming companion paper, we illustrate the consequences of assum-
ing that observations are independent when they may in fact exhibit network dependence.
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A Appendix
A.1 Moments of Φ
Let µΦ := E[Φ] and E[Φ2] be the first and second moments of Φ respectively. Based on
these moments, we can derive the variance of Φ, σ2Φ := E[Φ2]− µ2Φ.
µΦ =
1
n(n− 1){n
2k(2− k)− nQ1}
E[Φ2] = 1
S20
 S1
n(n− 1)(n
2Q22 − nQ3)
+ S2 − 2S1
n(n− 1)(n− 2)((k − 4)k + 4)n
3Q1 + n(n((2k − 4)Q2 −Q22) + 2Q3)
+ S
2
0 − S2 + S1
n(n− 1)(n− 2)(n− 3)
{
n(−4Q3 + 2nQ22 − 6knQ2 + 12nQ2
− 3k2n2Q1 + 14kn2Q1 − 16n2Q1 + k4n3 − 4k3n3 + 4k2n3)
− ((2k − 4)n2Q2 + n2(kn(2Q1 − kQ1)−Q22) + 2nQ3)
},
(4)
where k is the number of categories; Qm :=
k∑
l=1
1/pml , (m = 1, 2, 3); Q22 :=
k∑
l=1
k∑
u=1
1/plpu ;
S0 =
n∑
i=1
n∑
j=1
(wij + wji)/2; S1 =
n∑
i=1
n∑
j=1
(wij + wji)2/2; S2 =
n∑
i=1
(wi· + w·i)2.
A.2 Asymptotic Distribution of Φ under the Null
Shapiro and Hubert (Shapiro and Hubert, 1979) proved the asymptotic normality of
permutation statistics of the form Hn for i.i.d random variables Y1, Y2, . . . , Yn under some
conditions:
Hn =
n∑
i=1
n∑
j=1,j 6=i
dijh(Yi, Yj), (5)
where h(·, ·) is a symmetric real valued function with E[h2(Yi, Yj)] <∞ and D := {dij; i, j =
1, ..., n} is a n× n symmetric, nonzero matrix of which all diagonal terms must be zero. In
the context of Φ, h(Yi, Yj) =
(
2I(Yi = Yj) − 1
)
/(pYipYj) and D = W. Requirements for
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asymptotic normality include
n∑
i,j=1,j 6=i
d2ij/
n∑
i=1
d2i· → 0 and max1≤i≤n d
2
i·/
n∑
k=1
d2k· → 0 as n → 0 for
di· =
n∑
j=1
dij. If we use the adjacency matrix for W, this implies
n∑
i,j=1,i 6=j
Aij/
n∑
i=1
A2i· → 0 and
max
1≤i≤n
Ai·/
n∑
i=1
A2i· → 0 where Ai· is the degree of node i. More details can be found in Shapiro
and Hubert (1979); see also O’Neil and Redner (1993).
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