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fits from demutualization. These are -among others -(1) to tap new sources of capital which is possibly needed to modernize their trading systems (2) to pursue business opportunities unconstrained by vested interest issues (3) to achieve better cost control and (4) to increase flexibility, efficiency and competitiveness. Scullion further argues in his contribution that demutualization is now regarded as the key solution to all the problems related with mutual exchanges.
3 In order to achieve the full benefits of demutualization he points out that
Demutualisation is not simply [...] A report published by the OECD takes a similarly positive stance on the effect of outside owners for demutualized exchanges. They note that
Being listed on a stock exchange is likely to improve the value of stock exchanges, as exchanges are urged to create value for their own shareholders through improvement of their structure to operate more efficiently.
5
In academia, the demutualization process has been so far predominantly analyzed from a social welfare perspective. The most prominent theoretical contribution is by Hart and Moore (1996) who discusses under which circumstances of competition and broker composition the migration from a mutual towards an outsider-owned for-profit exchange is socially beneficial. Hart and Moore's simple pricing model demonstrates that an outsider-owned governance structure is socially preferable over a mutual structure when there exists a relatively high level of competition or a relatively high degree of heterogeneity 6 among members. An empirical contribution is made by Krishnamurti, Sequeira, and Fangjian (2002) who compare the market quality of the Bombay Stock Exchange, a mutual, with that of the National Stock Exchange, a demutualized trading venue. Another strand of literature devotes itself with regulatory issues that emerged, since some of the exchanges undergoing the demutualization process traditionally regulate their trading markets themselves. This raised concerns by industry participants whether the commercial interests of a for-profit exchange would collide with its monitoring effort to ensure fair conduct of trading. Authors such as Pirrong (2000), Karmel (2000) and Elliott (2002) , to name a few, have made important contributions in this field. However, the impact of demutualization and outside ownership on the exchange's performance has so far been scarcely subject to academic literature. This is surprising, since the decision to demutualize and even to go public has far-reaching consequences for the exchanges. Here, both financial and strategic aspects are relevant. Take for example the costs that are associated with an IPO. According to their annual reports, Deutsche Börse and Euronext paid 36.8 million and 46 million euros for their respective floatation. Although the proceeds received from an IPO naturally more than recouped these costs, the IPO-costs amounted to 3.7% of the new proceeds in Deutsche Börse's case and even to 12.7% for Euronext. Besides these one-off costs there are also additional running costs such as stricter disclosure requirements. A strategic implication is that an exchange can be more easily taken over by other institutions. Thus, the main benefit of demutualization and going public, i.e. improving the exchange's performance, should be somehow noticeable.
We are aware of one paper that is directly concerned with the impact of demutualization on stock exchange performance and two further contributions that analyze stock exchange performance in general. The paper directly related to stock exchange performance is by Mendiola and O'Hara (2003) who analyze the share performance and valuation of publicly listed exchanges after their IPO compared to other listed firms and other IPOs. While their results are very interesting in their own right, in particular their finding that there exists a positive link between the fraction of equity sold to outside investors and stock exchange performance, it does not provide a performance comparison with exchanges that are not listed due to the apparent lack of share price information for these exchanges. Furthermore, this approach cannot provide any insights to the performance of an exchange prior to its public listing. Therefore, the use of share prices as indicator of performance is rather limited. As a consequence, a potential method that considers governance differences among exchanges must be workable with data that is available for all exchanges irrespective of their governance regime. The two other papers we identified are written by Schmiedel and employ frontier efficiency methods in order to derive relative efficiency values of an exchange and which do not incorporate share price information but information on accounting data, staff size and transaction data among others. For his two papers he makes use of two different methods of frontier analysis. While Schmiedel (2001) employs a parametric stochastic frontier model to evaluate the cost efficiency of European stock exchanges, he applies a non-parametric method in the second paper (Schmiedel (2002) ). 7 Schmiedel's findings on stock exchange governance are ambiguous, however. His first paper, which controls for demutualized exchanges within the regression, displays a positive impact of demutualization on cost efficiency 8 , whereas his second paper indicates that the mean of productivity gains is higher for mutual exchanges 9 .
As already mentioned, the primary focus of Schmiedel's papers is not to elaborate on differences in exchange governance, which is probably also due to the rather limited number of demutualized exchanges in the time period of his analysis (until 1999) . Therefore, the aim of our paper is to fill this vacancy by conducting an efficiency analysis that devotes particular attention on exchange governance and which uses more recent data. As in Schmiedel (2002) , we will also employ a non-parametric approach to calculate relative efficiency scores, albeit using a broader set of output variables. Furthermore, in contrast to his proceeding, we will go a step further by regressing the derived estimations for efficiency and productivity against a set of factors mapping the framework in which the respective exchanges are embedded. This procedure will then highlight whether there is a significant impact of different governance structures on the performance of the stock exchanges.
The papers is organized as follows. Section 2 describes the methodology used in our paper. Section 3 presents the employed data and our results. An interpretation as well as the robustness of our findings will also be discussed here. Section 4 concludes our paper by summing up our findings and drawing some policy implications.
Methodology
This section discusses the methodology used in the paper. The main aim as outlined in section 1 is to isolate the effects of demutualization and outside ownership on stock exchange efficiency and productivity. For that matter we initially provide an overview of Data Envelopment Analysis in section 2.1, the method used to calculate the exchanges' efficiency values. Section 2.2 sketches the measurement of productivity by using the Malmquist Productivity index. Readers familiar with the methods may want to skip these sections. Section 2.3 describes how the specific effects of further factors such as different governance regimes can be disentangled via regression analysis. The structure of the employed regressions will be presented in section 2.4.
Data Envelopment Analysis (DEA)
Data Envelopment Analysis (DEA), which bases on linear mathematical programming, was introduced by Charnes, Cooper, and Rhodes (1978) . Using their algorithm enables the calculation of relative technical and economic efficiency values 7 Both methodologies are widely accepted and were already used for efficiency measurement of financial institutions by a myriad of other papers. Berger and Humphrey (1997) provide an comprehensive survey on this topic.
8 Confer Schmiedel (2001, p.22) 9 Confer table 7, the 'Malmquist index'-column for demutualized and cooperative exchanges on page 26.
for similar entities which process multiple inputs of resources into multiple outputs of products or services.
10 The efficiency of each entity under evaluation is determined by calculating the deviation each organization has from an efficient frontier. The frontier itself is set up as a piece-wise linear combination of best-practice observations spanning a convex production possibilities set. The computed efficiency value is thus a relative measure as it quantifies the performance of each entity in comparison to a set of "best"-performing peers.
Characteristics
DEA is a non-parametric approach that has no predetermined functional relation between inputs and outputs, i.e. there are no a priori weights attached to these factors. Instead, the weighting of the factors that are involved in the production process is endogenously optimized for each decision making unit (DMU) 11 individually. By doing so, the weighting factors of the inputs and outputs, i.e. the underlying production technology, can vary substantially among the DMUs. This allows each DMU to attain the highest possible efficiency value subject to the constraint that the efficiency values of all remaining DMUs stay within the defined boundaries of the efficiency measure when using the same weighting scheme. This procedure ensures that a DMU's activity can be justified from an economic point of view as it assumes that the respective decision makers act according to certain factor prices and thus give appropriate weights to the employed inputs and produced outputs in line with the notion of striving for maximum efficiency. The resulting flexibility in the production function is an advantage whenever the true functional relationship between inputs and outputs is unknown. This is clearly the case in the stock exchange industry so that it seems sensible to allow for different types of production functions during the analysis. DEA is particularly useful in analyzing not-for profit entities by conceding to the measurement of technical efficiency. This liberates the analysis from assuming a potentially ill-defined economic objective function such as profit motivation. Also, information on prices, a prerequisite for calculating economic efficiency, can be "suspect at best and missing at worst" 12 in a not-for-profit environment. Focusing on technical efficiency moreover creates a level playing field between DMUs with different organizational background. Thus, a comparison on the basis of technical efficiency should be more appropriate to assess the relative performance between for-profit and not-for-profit DMUs from the same industry.
13
10 The terms technical and economic efficiency were coined by Farrell (1957) . In his definition, technical efficiency is achieved when an increase in any output requires a reduction in at least one other output or an increase in at least one other input and if a reduction in at least one input requires an increase in at least one other input or a reduction in at least one output. Economic efficiency, on the other hand, incorporates information on prices for the respective inputs and outputs and an economic objective to be pursued such as cost minimization or revenue maximization. It is achieved by implementing the cost minimizing or revenue maximizing production plan. Confer Fried, Lovell, and Schmidt (1993, p. 9-18) for an illustrative discussion of these concepts.
11 The term "DMU" was introduced by Charnes, Cooper, and Rhodes (1981) and has been widely adopted by other authors.
12 Fried, Lovell, and Schmidt (1993, p.26) 13 Confer Pestieau and Tulkens (1993, p.300-301) .
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A major limitation of DEA is that it does not account for random error. Potential noise may evolve from inconsistencies in the input and output figures, diverging accounting practices and/or differing accounting standards or random events that either positively or adversely influence a DMU's performance. Furthermore, noise may not only shift the efficiency of the concerned DMU. It might also have an alternating influence on all other DMUs when the noise-affected DMU is a member of the efficient frontier. As a result, econometric methods such as Stochastic Frontier Analysis (SFA) are sometimes seen in a more favorable light among empirical researchers in order to assess the efficiency of firms.
14 But these parametric approaches have their own limitations. Wilson and Simar (1995) present several arguments why DEA is not dominated by these methods: Not only do parametric methods require an a priori specification of the used technology, they also need to predispose the noise and the inefficiency process. Thus, potential errors in the specification of the functional form may be mixed up with the DMU's inefficiency. Moreover, the incorporated noise term only allows for measurement error in the regressand while bias and inconsistency may also exist in the explaining variables. They therefore conclude that "the presence of a noise term in the parametric models may represent only a slight advantage, if at all." 
The DEA-model
Consider DM U 1 from a sample of n decision making units. Assume that this DMU uses one type of input and generates one type of output. Then, taking the output-to-input-ratio will not be very informative -save for the fact that a higher ratio generally indicates higher efficiency -unless DM U 1 's ratio is compared to efficiency values of the other n − 1 DMUs. Calculating the ratios for all n DMUs and normalizing them 16 yields relative efficiency values that can be interpreted in a meaningful way.
The multiplier and envelopment program The basic DEA input-oriented model 17 introduced by Charnes, Cooper, and Rhodes (1978) is based on the same simple intuition, but generalizes the ratio for the multiple input and multiple output case. 
states that the efficiency of DM U 1 , i.e. the output-input-ratio weighted by the transposed multipliers µ and ν , is maximized by optimizing the weighting factors subject to the n constraints requiring each DMU's efficiency value not to exceed the value of one when the same weighting scheme is used. 20 However, the non-linear program has an infinite number of solutions. By adding the constraint ν X 1 = 1 to the program, the denominator of the efficiency ratio can be normalized to one so that the program's objective function becomes linear. The linearization of the constraints is accomplished by multiplying ν X i to constraint i ∀i = 1, ..., n. The resulting linear 'multiplier' program then has the following form:
This program is solved n times, i.e. for each DMU individually. When using matrix notation and employing a (s × n) matrix of outputs denoted as Y, and a (m × n) matrix of inputs denoted as X the program in (2) can be written as:
The program now yields a unique solution for ν * and µ * .
21
19 The observations are all non-negative, i.e. x l1 , y r1 ≥ 0 ∀l, r. 20 The fourth line in equation (1) requires the multipliers to be non-negative. It is assumed that the technology under consideration is convex and has the property of disposability in its strong version.
21 Linear programs are solved by the Simplex-Algorithm.
The dual program The dual of equation (3), termed as the "envelopmentproblem", is usually preferred to the multiplier problem due to lesser calculation effort. 22 It also provides a different point of view to the problem. In particular, the envelopment problem
solves for the highest possible radial contraction, i.e. the minimum value of θ, with which the analyzed input vector (X 1 ) uses at least as many inputs as a linear combination of observations from the reference or best practice set (Xλ) while producing (Y 1 ) at most as many outputs as the linear combination of best performing peers (Yλ).
Assumptions on technology The presented linear program has a relatively strong assumption about its underlying technology. It restricts the input-outputprocess to a constant returns-to-scale (CRS) environment. A slightly refined version introduced by Banker, Charnes, and Cooper (1984) mitigates this assumption and calculates efficiency scores in a variable returns-to-scale (VRS) surrounding, i.e. it allows for differing returns-to-scale characteristics for different levels of input-output combinations. By adding a further constraint to problem (4), namely 1λ = 1, the reference point of the analyzed DMU is now required to be a convex linear combination of efficient DMUs while this was not necessary in the CRS-program. Figure 2 illustrates the difference between the two technologies for a two-dimensional one-input (x), one-output model (y). As mentioned earlier, the inefficiency of a DMU is measured by its deviation from the efficient frontier. As this paper considers input-oriented models, this translates into calculating the maximum possible contraction in inputs while holding the output level constant. DMUs that are situated on the efficient frontier are best practice observations and have no deviation and hence an efficiency value of one. Employing a VRS-frontier, which is indicated as a dashed bold line, the DMUs are closer enveloped by the frontier and thus yield higher overall efficiency values. This can be seen when referring to DMUs 1 and 8: While they are part of the VRS-reference set, i.e. their efficiency value is one, they do not belong to the best practice peer group when using a CRS-environment (solid bold line). The dotted line indicates their deviations from this frontier and thus their inefficiency. For DMUs 2, 6 and 7 the distances of the dotted line and dashed line need to be summed up in order to calculate their inefficiency in the CRS-case. DMU 4 is a special case in the sense that its efficiency value does not change since its reference point remains a convex combination of the efficient DMUs 3 and 5 for both technology assumptions. Note further that the efficient frontier in the VRS-case exhibits increasing returns-toscale for input-output combinations that are between those of DMUs 1 and 3, while there exists a decreasing returns-to-scale environment for combinations that are in the range of DMUs 5 and 8. For our analysis, we will employ both constant and variable returns-to-scale technologies to depict the exchange's 'production process' since we do not have any knowledge on the underlying scale attributes in the exchange industry.
The right choice of variables The efficiency value introduced in this section is of static nature, i.e. it provides a snapshot of the exchanges' technical efficiency at a certain point in time. However, depending on the input and output variables incorporated in the DEA-calculation, the efficiency scores might have a bias towards certain DMUs. As an example, consider omitted output variables that only some DMUs in the sample produce. If we cannot adjust the input variables of these DMUs accordingly in such a manner that we merely include the amount of inputs devoted to the outputs considered in the DEA-calculation and disregard those inputs that are used for the omitted outputs, the unadjusted input value will be too high. As a result the group of DMUs that does not produce the omitted output will be seen in a more favorable light ceteris paribus. Hence, their efficiency scores might be "too good" vis-à-vis the DMUs that do produce the omitted variable. This point is significant for the analysis in this paper as stock exchanges indeed vary in their output range. We mitigate this problem by calculating DEA-scores for the broadest possible output-set, for it is easier to obtain information on additional outputs that can be included in the calculation than to acquire a detailed breakdown of the used inputs in order to adjust them for the omitted outputs. 
Malmquist Productivity Index
Besides measuring the relative efficiency levels of a DMU for a certain year we can also compare year-on-year changes in technical efficiency, i.e. its total factor productivity change. A convenient method to measure productivity change over time is the calculation of the Malmquist-productivity-index, as it bases on similar linear programming techniques. Introduced by Caves, Christensen, and Diewert (1982) , it gained additional appeal when Färe et al. refined the method by decomposing the productivity change into two separate effects, namely the change in efficiency and technological progress. This section sketches the fundamental issues.
24
Consider the left panel of figure 3 (CRS) where a DMU's one-input (x), oneoutput (y) constant returns-to-scale production process is depicted for two subsequent periods t and t + 1 with respective efficient production frontiers T t and T t+1 .
Irrespective of the observed input-output-combinations (x t , y t ) and (x t+1 , y t+1 ) the slopes of the two frontiers indicate whether technological progress has occurred from period t to t + 1. As the slope of T t+1 is steeper than that of T t , technology must have progressed, for it is possible in t + 1 to produce the same amount of output with fewer inputs. This can readily be seen when focusing on points b and c in the figure which determine the inputs that are required to produce the same output level y t in the respective periods. Thus, using technology T t+1 enables the same output to be converted by (0b−0c) fewer inputs. To see the change in efficiency, one needs to take a closer look at the actual input-output combinations, i.e. (x t , y t ) and (x t+1 , y t+1 ) of the DMU. Apparently, neither of the two is produced in an efficient manner. Note, that the points b and f represent the minimum input levels for the given output levels y t and y t+1 . As the deviation from the frontier has increased in period t + 1 compared to period t, there was a decline in efficiency for this DMU. In total, the two factors that comprise the productivity change of the DMU are running in opposite directions in our illustration. The right panel (VRS) depicts the case for variable returns-to-scale and can be analyzed analogously. Here,
which again implies that technological progress must have occurred. Note also, that the deviations of the observed input-output combinations from the respective frontiers and consequently the inefficiencies have decreased as the VRS-technology "envelops" the observations more closely. In order to determine the aggregate change in productivity, Färe et al. define input distance functions -that are the reciprocals of Farrell's technical efficiency measure -with respect to the two adjacent time periods in such a way that they measure the maximum proportional change in inputs required to make (x t+1 , y t+1 )
feasible in relation to technology T t and make (x t , y t ) feasible in relation to T t+1 .
25
23 In practice, this is very likely since information on the exact relationship between inputs and outputs is usually not available. Confer also section 3 on this issue.
24 Confer Färe, Grosskopf, Norris, and Zhang (1994, p.68-75) and Fried, Lovell, and Schmidt (1993, p.50-53) for a more detailed discussion. 25 The methodology of Färe et al. for the output-oriented index is adapted here for the inputoriented approach. Confer Färe, Grosskopf, Norris, and Zhang (1994, p.69-70) Figure 3: Input-oriented Malmquist approach for CRS and VRS They define the productivity index as the geometric mean of two mixed period distance functions 26 :
where the first factor uses time period t and the second factor time period t + 1 as the respective reference technology. Equation (5) can be transformed into equation (6) which uncovers the two decomposed effects stated earlier.
The factor outside the square root indicates the change in efficiency as it is equivalent to the ratio of Farrell's technical efficiency for periods t and t + 1. The factor under the square root displays the geometric mean of shifts in technology at output levels y t and y t+1 , respectively. The calculation of the distance functions can again be illustrated by figure 3:
Note that for both factors, a value of unity indicates no change whereas a value above (below) unity signifies a positive (negative) change in technology and efficiency. Note further that exchanges that possess low efficiency value will possess a larger potential to improve their productivity than exchanges that are already highly efficient. In the extreme, an exchange that is fully efficient in two adjacent periods cannot improve its technical efficiency at all. Therefore, we need to treat comparisons between productivity gains of highly efficient and less efficient exchanges with caution.
27
For the m-input/s-output case, the following four DEA-like linear programs need to be solved for all i = 1, ..., n DMUs in order to calculate the respective changes in productivity 28 , keeping in mind that the required input distance functions are the reciprocal of Farrell's input-oriented technical efficiency measure. Thus,
) is calculated by substituting the indices t by t + 1 in equation (8). The remaining two linear problems are mixed period calculations meaning that the reference technology is constructed from data of period t (and t + 1, respectively), whereas the inputoutput-combinations to be evaluated are from period t + 1 (and t, respectively). Hence, they provide solutions for D
In our second stage regressions we will control for this effect by employing the exchanges' efficiency values as additional independent control variable.
28 Confer Fried, Lovell, and Schmidt (1993, p. 180-186) .
Two-stage approach for assessing efficiency differences
Sections 2.1 and 2.2 presented our approach to calculate the DEA-efficiency and Malmquist productivity values. We so far employed input and output variables which we assume are directly related to the operations of an exchange and are thus under the direct control of the responsible management. Additional factors, which cannot be controlled directly by the management, such as different corporate governance schemes, have so far been not incorporated in our analysis. There are two different approaches in the literature that provide a linkage between the "controllable" operational and "non-controllable" framework factors.
On the one hand, there are refinements to the DEA that allow for the direct inclusion of framework factors. These so-called one-stage approaches either calculate DEA-values for each group of DMUs separately and that are in turn projected on the respective efficient frontier 29 or they calculate the efficiency values for different benchmark frontiers depending in which non-controllable factor environment the respective DMUs are. 30 However, there are shortcomings to this approach. The major drawback is that DEA calculates the efficiency values for each subsample of DMUs separately. As a result the proportion of DMUs that lie on the efficient frontier increases which in consequence dilutes the explanatory power of the method.
31
The method used here follows a two-stage process. Stage one encompasses the calculation of efficiency and productivity values as outlined in sections 2.1 and 2.2 and is based solely on operational inputs and outputs. In the second stage, the resulting values for efficiency and productivity are used as statistical estimators in a regression analysis. These estimators are regressed against framework factors that may also have influence on exchange efficiency and productivity. The procedure therefore enables us to disentangle the individual effects of these variables and provides a solid basis to judge whether there are significant differences in efficiency and productivity along the varying governance types.
Regression analysis
Using efficiency scores as dependent variable Using the DEA-scores as estimators of efficiency in a regression analysis entails the problem that they are truncated from above at a maximum value of one. Hence, instead of a regular OLS regression, which would produce biased results, we follow Dusansky and Wilson (1994) and McCarty and Yaisawarng (1993) who apply a Tobit regression in order to deal with truncated observations. Taking our panel data structure into account we use the following general Tobit model:
29 Confer Charnes, Cooper, and Rhodes (1981) who provide an example for the use of DEA with non-discretionary variables to differentiate between not-for profit and for-profit firms.
30 See Banker and Morey (1986) . 31 Confer Steinmann (2002, p.34-35) . Steinmann also provides further disadvantages of one-stage approaches.
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Here, EF F i,t is the efficiency value of exchange i in period t derived from the DEA-calculation, EF F * i,t is the true but unobservable efficiency of exchange i in period t, X i,t = [1 x ] is an ((1 × (K + 1)) vector of K framework variables plus one and β is a ((L+1)×1) vector of parameters. The error term is decomposed into an time-invariant individual effect of the exchange denoted as α i and an independent effect η i,t which is assumed to be uncorrelated with X i,t . Thus, we will employ a random effects model. The K = 10 framework variables used in this regression will be introduced and discussed in section 3.2. In total, we regress for i = {1, ..., n = 28} × t = {1...T = 5} = 140 observations.
Using productivity values as dependent variable In a similar manner, we will regress the framework variables against the results from the productivity analysis. The variables employed will then explain the impact on overall Malmquist productivity (M Q) as well as on the two decomposed effects, namely on the change in technical efficiency (∆EF F ) and on technological progress (∆T ECH). Since there is no truncation in the productivity variables, we will employ a standard panel regression outfit. Thus, we obtain three regression models:
where
Here, M Q i,t , ∆EF F i,t and ∆T ECH i,t represent the values of Malmquist productivity, change in technical efficiency and technological progress of exchange i from period t − 1 to period t, respectively. Again,
vector of K framework variables plus one and β is an ((L + 1) × 1) vector of parameters. In these regressions we will use a fixed effects model, since the Hausman tests mostly reject the hypothesis that there is no systematic difference between the fixed and the random effects estimation -as we will see in section 3.3.2.
32 We will make use of the same K = 10 framework variables as in regression (11). Additionally, we will employ the calculated EF F -value of period t − 1 of each exchange as a further independent variable in order to control for the fact that less efficient 32 The Hausman specification test verifies whether the coefficients of a regression model with random effects are unbiased compared to the coefficients of a fixed effects model. The underlying assumption is that fixed effects models always produce consistent but potentially inefficient estimators whereas a random effects model is always efficient but can be inconsistent. Confer for example Johnston and DiNardo (1997, p.403-404) or Greene (1993, p.479-480) The sample encompasses five exchanges from the Americas, fourteen from Europe/Africa and nine from the Asia/Pacific region. All relevant accounting and transaction data have been converted into US-dollars and adjusted for inflation.
35
Although the sample lacks completeness of the whole exchange population, it does 33 Confer our explanation in section 2.2, formula (6) and footnote 27. 34 In order to employ White-corrected estimators to control for cross-sectional heteroscedasticity we use EViews 5 as statistical package. For the Tobit-regressions we will utilize Stata 8 as EViews does not provide a panel data version for censored data.
35 The accounting data was acquired from the annual reports of the exchanges, whereas transaction and other descriptive data was obtained from the databases of the World comprise on average 85% of the total equity trading volume on stock exchanges reported to the World Federation of Stock Exchanges (FIBV) by roughly 75 exchanges. 36 The sample includes 17 demutualized exchanges of which nine entities have also gone public, whereas eleven exchanges remain governed by a mutual structure or are partially state-controlled. 37 We include 100% of all publicly listed exchanges in our study. However, the portion of mutuals and demutualized exchanges lies at a mere 50% 38 , respectively. This is due to the lack of comprehensive disclosure requirements for demutualized and mutual exchanges in some countries, which makes the gathering of information on their financial statements impossible. Hence, these two groups are underrepresented. Table 2 provides an overview of the two different sets of variables employed in the analysis. They will be discussed in detail in sections 3.2.1 and 3.2.2. Accompanying descriptive statistics on the variables are given in Appendix A.
Variables
Operational variables
In the first stage, the DEA and Malmquist-index calculations will be based on variables that are directly related to the operations of an exchange and can be influenced by the management. An appropriate choice of variables that represent the "production process" of an exchange is not a clear-cut task. When considering plausible input variables, it seems sensible to cover both capital and labor aspects of the production process. Thus, labor will be approximated by the number of staff working for an exchange i in period t (x 1 i,t ) whereas the utilization of capital for investments such as the setup of an IT-infrastructure, a trading space and the necessary buildings are subsumed by the value of tangible assets employed at exchange i in period t (x 2 i,t ). On the output side, four different services are considered that are 'produced' by an exchange. The variable y 1 i,t stands for the number of listed companies at exchange i in period t. It will be used as a proxy for the exchange's effort to monitor the listed firms on the exchange in order to ensure fair trading and equal disclosure practices of company-specific information. Thus, the supervision of listed firms can be regarded as a service for trading participants to achieve market transparency. Secondly, the total trading volume in equities as well as in bonds will approximate the activities of exchange i on the cash market in period t (y 2 i,t ).
39 As several exchanges have diversified their businesses into related activities such as derivatives 36 Trading volume data from (alternative) electronic trading platforms and from banks that internalize customer orders are not taken into account. We acknowledge that these forms of equity trading gained considerable importance in recent years. Nevertheless, it is not possible to include these figures in a comprehensive and coherent fashion.
37 For convenience reasons, the paper will denote the last type of governance structure merely as 'mutual'.
38 As a percentage of the world's fifty largest stock exchanges according to FIBV. 39 The employment of the number of transactions performed on an exchange would have been a more precise measure of the activity. Unfortunately, this sort of data was not available for all 28 exchanges. Corresponding efficiency values (CRS or VRS) of exchange i in period t-1. i,t represents the revenues from post-trading activities and software sales at exchange i in period t. The use of revenue numbers for the latter variable is not the most appropriate figure to be included in the output set. The number of clearing and settlement transactions serviced and the number of software systems sold would have been better proxies. However, due to the lack of this type of data for all exchanges in our sample, we opted for this proceeding.
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Before proceeding to the next paragraph a few words should be devoted to the choice of the proper DEA-model as was mentioned earlier in footnote 17. Considering the applied inputs and outputs in this paper, it makes sense to employ an input-oriented DEA-model since the number of staff and the tangible assets of an exchange can be more directly altered by the management than the level of demand for their products and services. Thus, the management's effort to reduce the exchange's inputs seems to be a fairer yardstick than its exertion to augment the venue's output levels.
Framework variables
The second stage considers additional determinants arising from the framework in which an exchange is embedded and that may also have an influence on its performance. As noted by Fried, Lovell, and Schmidt (1993, p.53-54) , the variables of the second stage may have an impact on the efficiency with which inputs are transformed to outputs, but they should not affect the production process itself. Thus, the authors maintain the requirement that the variables of the first and second stage are uncorrelated. 41 We will consider four types of factors that deserve particular attention and present corresponding variables that will function as proxies in our regressions. These are (1) the exchange's corporate governance regime (2) the competitive environment and the attractiveness of the exchange's home capital market (3) the exchange's financial flexibility and (4) the exchange's business model.
Governance We consider three different governance regimes, namely a (1) mutual structure (2) a demutualized, customer-dominated structure and (3) a demutualized, outsider-dominated structure. The distinction between the latter two forms is whether the stock exchange is publicly listed. We thus assume that a demutualized but unlisted exchange is more or less controlled by its old stakeholders, i.e. its customers. Exchanges that are publicly listed usually possess a large fraction of outside owners so that we feel comfortable to denote these venues as outsider-dominated. To operationalize the distinctions, we define two dummy variables as shown in table 2. i.e. both demutualized and listed. 42 Note that the LIST ED-variable will only display the additional influence, i.e. on top of being demutualized, on stock exchange efficiency and productivity. Ex ante, we would expect that both demutualized and listed exchanges will outperform mutuals in both efficiency and productivity scores. Furthermore, since some authors emphasize the importance of being publicly listed for a successful restructuring 43 , we expect a stronger performance by outsider-dominated exchanges.
Competition and attractiveness of capital market A meaningful variable that captures the exchange's competitive environment and the general attractiveness of its home capital market, is difficult to find. 44 Nevertheless, since the omittance of competitive pressure and capital market attractiveness as an influencing variable would not be satisfactory, a crude measurement is attempted. In the following we present three variables that accentuate distinct aspects. Our first variable, denoted as LIQU IDIT Y , measures the depth of the market operated by an exchange and thereby provides a proxy for an exchange's importance and market power. A common way to calculate the existing level of liquidity on an exchange's trading platform is simply to divide the annual (equity) trading volume by the market capitalization of the firms listed on the exchange.
The second variable, denoted as ∆T RADIN G, proxies an exchange's performance capturing year-on-year changes in the competitive position. To operationalize, we employ year-on-year (y-o-y) changes in equity trading volume at an exchange. In order to control for broader market movements we deduct from each exchange's y-o-y performance the median change of the sample in the respective period. The rationale behind this procedure is the following: A relative gain in trading volume, i.e. the exchange was able to capture more trading volume than the median exchange of the sample, signals a relatively strong competitive position vis-à-vis other exchanges. By contrast, a relative loss in trading volume would suggest a deterioration in the competitive position.
42 Note that the configuration DEM U T = 0 ∧ LIST ED = 1 does not exist, since all listed exchanges underwent a demutualization process before.
43 Confer section 1. 44 The relative level of fees charged by an exchange would be the most direct means to measure the level of competition. Unfortunately, data for the most important types of these fees such as the observed transaction bid-ask-spread levels and (fixed) access fees for brokers is not available for all considered exchanges within the relevant time frame. Other methods such as the Herfindahlindex, which infer information on the competitive environment by calculating the concentration within an industry are also not directly applicable for two reasons. (1) The number of sizable competitors within a country is rather limited. In most countries the exchange industry has already consolidated resulting in one major stock exchange servicing the lion's share of transactions. A noticeable domestic threat to the incumbent stems from large financial institutions that internalize customer trading volume and alternative electronic trading venues. However, it is difficult to quantify their trading volumes as was already mentioned in footnote 36. (2) A combination of several major exchanges from different countries to one region in order to calculate this region's industry concentration would suffer from the subjectivity when 'creating' sensible regions and would give each exchange within that region the same value of competitive pressure, which would be inappropriate to quantify exchange-specific situations. A more promising method would be the H-statistics introduced by Panzar and Rosse. Andersen (2003) uses this method and calculates the exchange-specific level of competition. However, the method demands a comprehensive breakdown of the cost and revenues of the exchange under consideration, which we do not possess for all exchanges. Additionally, it assumes that the firm objective is to maximize its profits, a condition that cannot be maintained for mutual exchanges.
Our third variable, denoted as F OREIGN LIST IN G captures the general
attractiveness of the exchange's home capital market by calculating an exchange's market share in new foreign firms listings as a percentage of the total new foreign listings worldwide. We believe that this describes the general attractiveness of a capital market quite well since there are mainly two reason for such a behavior by a foreign firm: Either the firm is forced to list abroad for its home capital market is not attractive or it lists itself additionally on foreign exchanges in order to seek capital from these markets that presumably possess a large and thus attractive pool of potential investors.
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When we regress these variables against the technical efficiency and productivity of an exchange, it is difficult to establish an ex ante expectation concerning the theoretically correct sign of the regression coefficients. Both directions seem plausible. Consider for example the LIQU IDIT Y -variable: An exchange with a relatively deep market can be considered to be in a strong competitive position which may result in a better exploitation of its resources and thus in higher efficiency. The contrary may also hold as monopolistic inertia symptoms could cause excessive (input) spending and contribute to lower efficiency values. We would argue that both directions of the coefficient's sign of the F OREIGN LIST IN G-variable can be explained in a similar fashion. The ∆T RADIN G-variable may also display differing signs: It could have a positive sign when the relative loss in trading volume causes a decrease in efficiency. This will be the case when unfavorable market conditions coincide with lower absolute equity trading volumes, since this will negatively affect the level of the DEA-output variable y 2 i,t and thus ceteris paribus a decrease of the efficiency value. Yet, the sign could also be negative when a relative loss in trading volume means that the exchange overcompensates this by a disproportionate reduction in the input variables and thereby achieves higher efficiency values. By the same token a DMU could spend overly much in its inputs than the increase in trading volume would allow to do so.
Financial flexibility In reality we observe that several exchanges raised external funds in order to finance the modernization of their trading venues or to pursue other projects that were aimed to boost their competitiveness.
46 Thus, the financial flexibility of an exchange, i.e. its ability to raise new funds to finance future investments may also have an effect on an exchange's efficiency and productivity, albeit it remains ex ante unclear whether it will be a positive or an adverse one. On the one hand, it could lead to inefficiencies due to overinvestments resulting from (too) abundant funds. On the other, the capability of acquiring new proceeds could be a necessary prerequisite to induce efficiency-enhancing investments. We employ a variable which seeks to capture the exchange's inflow of new proceeds in 45 Support for this notion can be found in an empirical paper on cross-listings by Pagano, Randl, Röell, and Zechner (2001) who find that firms seeking cross-listing tend to choose foreign capital markets with large and liquid markets as well as where investor protection and efficiency of courts are high.
46 Most explicitly this has occurred at exchanges that went public but one can imagine thatirrespective of the governance -fresh capital was provided for the exchanges to better cope with increased competitive pressure.
long term capital in a certain period. Ideally, we would measure this by looking at the respective cash flow statements of each exchange in order to capture the actual capital inflow. However, these figures are not available for all exchanges. Hence, we are forced to use a less accurate means and employ a variable denoted as ∆LT F IN AN CE, which captures the year-on-year change in equity and long-term debt as is stated in the exchanges' balance sheets.
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Business model Some exchanges do not develop and operate their trading systems themselves but buy this service from an external provider. Thus, such an exchange rather incurs additional operating costs, which primarily materialize in the profit-loss statement and to a much lesser extent in its staff size and its tangible assets, which are the considered input factors in our analysis. Therefore, ignoring the outsourcing of IT-services would ceteris paribus result in a disadvantage for exchanges that develop their own trading system by employing staff and assets for that matter. Consequently, we need to control for this aspect. We do so by employing a dummy variable, denoted as OU T SOU RCIN G, which equals one when the exchange under consideration outsources its trading system. Since outsourcing ceteris paribus reduces the required input factors and hence increases the calculated efficiency values, we would expect a positive coefficient sign at this variable.
We indicated in section 3.2.1 that several exchanges extended their activities to other areas besides the classic operation of a cash market. Some exchanges integrated horizontally by providing an institutionalized derivatives trading venue, others followed a vertical silo model by integrating post-trading services into the existing operations. Yet others both integrated vertically and horizontally, which we denote in the following as 'fully integrated'. As a consequence, there are varying ways to conduct business in this industry. We believe that we have to control for this aspect, since different configurations may have different effects on exchange efficiency and productivity due to potential economies of scope between the aforementioned activities. Consider for example the combination of a cash and a forward market, which could be operated by a single trading system, and therefore save (input) resources. In a similar fashion one could expect economies of scope when combining trading and post-trading services by utilizing straight-throughprocessing applications. 48 We will therefore employ three dummy variables, de-
noted as HORIZON T AL, V ERT ICAL, and F U LL IN T EGRAT ION , in order
to capture the effects of horizontal, vertical and full integration, respectively. Our ex ante expectation concerning the impact of horizontal and/or vertical integration is that it should enhance exchange efficiency and productivity vis-à-vis exchanges that solely operate a cash market.
Results
Results from the first stage
In Appendix B, table 5 presents the first-stage results of the DEA-efficiency and Malmquist-productivity analysis for both constant and variable returns-to-scale.
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As expected from our discussion in section 2.1 the mean efficiency values are greater in the VRS-case than in the CRS-case since the VRS-efficient frontiers "envelop" the observations more closely. While this effect is relatively moderate for most of the observations, it boosts the efficiency values of some smaller DMUs like the exchanges of Vienna, Budapest and Malta considerably. Furthermore, the VRS-case computes four exchanges, namely Copenhagen, Deutsche Börse, Euronext and Malta, that are fully efficient in all five considered periods, whereas there are only two such cases in the CRS-environment (Copenhagen and Euronext). When focusing on productivity growth, both underlying technologies display an overall increase in mean productivity except for the 2001/2002-period where we calculated an overall stagnation in factor productivity. The most remarkable increase is accomplished by the Brazilian exchange BOVESPA, which improved its productivity by an annual arithmetic average of 29% to 34% for the respective settings. When comparing the individual coefficients between the two panels we find that their signs, if they are significant, do not change. The results of the Hausman test demonstrate that a random effects model is likely to produce inconsistent estimates for our productivity regressions in all but one case (column nine), since the p-values display a highly significant rejection of the null-hypothesis. Thus, the use of the fixed effects model is more appropriate.
Results from the second stage
Influence of competition, financial flexibility, efficiency The results from the variables representing the competitive environment show that a favorable market environment tends to improve the efficiency of exchanges. This is particularly Table 3 : Results from the second-stage regression analysis true when focusing on the variables ∆T RADIN G and F OREIGN LIST IN G in the VRS-setting (column six). They display a significantly positive relationship towards efficiency which implies that exchanges that possess an above sample-median performance in trading volume development and that are more attractive for foreign issuers are on average also more efficient. In the CRS-environment the case is less pronounced since the ∆T RADIN G variable is insignificant (column two). The impact of LIQU IDIT Y on efficiency remains insignificant in both technology settings. The influence of the competition variables on the exchanges' productivity is mixed in the CRS-case. An attractive capital market seems to have a positive effect on overall productivity, whereas the contrary holds for higher levels of liquidity. The competition variables in the VRS-setting are insignificant. Our variable representing the financial flexibility of an exchange, i.e. ∆LT F IN AN CE, displays no significant result except for a negative relation with technological progress (column five and nine). Thus, additional funds do not seem to have a positive effect on the performance of an exchange.
The control variable EF F shows that productivity indeed is lower for exchanges that possess higher efficiency values (columns three and seven). Thus, productivity gains are easier to accomplish for exchanges with lower efficiency values.
Influence of business model From our OU T SOU RCIN G variable we infer that outsourcing has no significant effect on stock exchange efficiency, while it significantly reduces overall productivity (columns three and seven). Focusing on the sources of this underperformance we observe that this reductions stems primarily from the negative effect on improvements in technical efficiency (columns four and eight), while technological progress seems to increase when an exchange outsources its IT-system. For the latter point,we find weakly significant evidence in column nine.
The influence of the three integration dummy variables on stock exchange efficiency is negligible in the CRS-case. In the VRS-setting, all three business configurations seem to be superior to the efficiency of exchanges that merely operate a cash market. However, our robustness checks displayed in appendix D suggest that these findings are not very reliable. Alternations to the model result in a significant change of their respective signs. Hence, we would not want to draw any conclusions with regard to the existence of economies of scope between different activities. On the other hand, our findings on productivity are more robust so that some inferences can be made. Here, horizontally integrated exchanges possess a lower productivity value than cash markets-only operators in the CRS-case (column three), which is mainly driven by a weaker performance in efficiency improvements (column four). A similar pattern can be observed for vertically integrated exchanges, although this also seem to hold in the VRS-setting. There is evidence that fully integrated exchange have a better performance than cash markets-only venues in the VRS-case (column seven). However, although this outcome is pretty robust to variations in the regression model it is not significant in our bootstrap regressions. Therefore, we take a rather cautious stance regarding conclusions on their comparative performance.
Although some interesting points can be derived from our results so far, we want to emphasize that the discussed variables were primarily introduced as control variables. Our main focus aims on the influence of our two governance variables, which will be discussed in the following.
Influence of governance The DEM U T -variable indicates that demutualized exchanges possess efficiency levels that are 13 to 19 percentage points higher than that of mutual exchanges depending on the technological setting (confer the DEM U Tcoefficients in columns two and six). Focusing on the Malmquist-regressions in columns three and seven, we find no significant evidence that demutualized exchanges have a higher productivity than mutual exchanges in the CRS-case whereas in the VRS-case they perform even significantly worse compared to mutuals. The source of this underperformance is explained in both technology settings by a significantly lower value in improvements of technical efficiency (∆EF F ) as can be seen in columns four and eight. According to our estimates demutualized exchanges fare on average 10-16 percentage points worse on this dimension than mutual exchanges. The demutualized exchanges' progress in technology, the second component of productivity, is significantly higher in the CRS-case (column five) by 19 percentage points. As a result, they are able to compensate their underperformance in the first component insofar that the overall productivity converges with that of the mutuals' average performance. In the VRS-case however, such a recoupment is not observable since their improvements in technology is not significantly different from zero (=the mutuals' performance) as can be seen in column nine. As a consequence, the aforementioned resulting aggregate effect for productivity growth is on average lower vis-à-vis the mutuals' performance (column seven).
The LIST ED-variable, which indicates the additional effects of an outsiderowned governance structure on efficiency and productivity remains largely negligible. The only noticeable significance can be observed in columns five and nine. Here, we find evidence that the observed pattern of demutualized exchanges, i.e. a higher technological progress, can be found for publicly listed exchanges as well. Since the variable measure incremental effects on top of the DEM U T -variable, we conclude that this effect is more pronounced for listed stock exchanges, namely by 6 and 12 percentage points, depending on the technological setting.
Interpreting the results of the governance variables The productivity results came a bit surprising to us since we ex ante expected that commercialized exchanges would have a stronger 'drive' to improve productivity in line with their profit-maximizing goal. So why are mutuals doing a better job in improving their technical efficiency while demutualized and listed exchanges are more apt in improving their technology? A plausible economic interpretation is that governance restructuring coincides with changes in operations that lead to temporary (technical) inefficiencies until the new processes are settled and optimized. The stronger rise in technological progress of demutualized (and listed) exchanges vis-à-vis mutuals may indicate increased employment of electronic trading and processing, a potential result from the possibility to abandon an archaic trading floor more easily in a governance structure where traders have a reduced influence on corporate decisions.
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In the following, we want to provide some verification that this interpretation seems to have some appeal. First, we want to consider the explanation that the poor performance in improvements in technical efficiency (∆EF F ) of demutualized and listed exchanges could be due to temporary frictions that occur during a restructuring period. One possible way to quantify this is by looking at the variation of the exchanges' most relevant input factors, such as its employee numbers and its assets, over time. If we assume that a stronger variation in these input variables explains operations restructuring, i.e. hiring additional staff for certain new activities and/or reducing employee numbers in unprofitable segments as well buying new businesses and/or selling others, and if we further assume that these extraordinary activities are strongly related to a wider restructuring effort which also includes a governance change, we then should find a higher variation in these factors for demutualized and listed exchanges than for mutual enterprises. To verify our presumption, we pursue the following steps: (1) We calculate the five year (1999) (2000) (2001) (2002) (2003) mean and standard deviation for each of the 28 exchanges' staff sizes, tangible assets and total assets. In order to avoid currency-conversion effects on the values of the assets we employ inflation-adjusted home currency book values from the respective balance sheets. (2) By dividing each standard deviation by its corre-sponding mean, we receive the variation coefficient of each input variable. This gives us a percentage value of 'variability' for each input factor and exchange. (3) We build three subsamples from our sample. The first group consists of exchanges that underwent a demutualization process during the analyzed time frame. In order to have data prior and after the process we focus on those exchanges that demutualized either in 2000 or 2001. These are the following nine exchanges: Toronto, Deutsche Börse, Euronext, London Stock Exchange, Hongkong, NASDAQ, Oslo, Philippine and Tokyo. 51 The second group, which functions as a control group, comprises eleven exchanges that did not change their governance and remained mutuals in the relevant time period. These are: NYSE, Lima, BOVESPA, Istanbul, Johannesburg, Malta, Warsaw, Jakarta, Kuala Lumpur, Taiwan and Thailand. Our third group, which includes Copenhagen, OM Gruppen, Vienna and Australian Stock Exchange, consists of demutualized exchanges that underwent the restructuring prior to our considered time frame. This group should give us some insights whether the variability of input variables is different when the demutualization process lies a few years in the past. 52 (4) We compare the three groups by their respective median variation values. Figure 4 displays the median variation coefficients of the three inputs and the three subsamples. Since the sample of demutualized exchanges (black bars) indeed exhibit a higher variability than the mutuals (light grey bars) this would confirm our interpretation. Note, also that the variability decreases for the third group (dark grey bars), which we denoted as 'Old-Demutualized' here. Thus, assuming that the variability indeed decreases after the demutualization process we would expect that our first subgroup may also experience less variability in the future and therefore stronger improvements in technical efficiency. The second point we want to explore is whether there is evidence that the de-51 Although some of these exchanges go a step further by going public it is still reasonable to subsume these exchanges under one group as the empirical results showed that both groups exhibit a similar pattern for the ∆EF F and ∆T ECH-variables. 52 We did not incorporate the remaining four exchanges of our sample into the analysis since they have either demutualized between 1999 and 2000 or after 2001. Thus, they would have distorted the comparison, for we wanted to highlight the effects of the actual restructuring process. mutualization process indeed promotes technology-enhancing measures such as the increased utilization of an electronic order book (EOB). For this purpose we calculate an exchange's annual percentage value of equity trading volume processed by an EOB compared to its total equity trading volume. Using the first and the second subgroup of exchanges as defined before, we can compare these groups' annual median values. Unfortunately, comprehensive information on the EOB is only available for the years 2001 to 2003 53 so that we cannot provide insights to the situation prior to the actual demutualization of the exchanges comprising the first group. Nevertheless, as can be seen from figure 5, we are able to identify an Yet, the increase from 60% of total equity volume to 73% within three years is dwarfed by the median values of the mutual group. Here, we observe a slight decline from 100% (!) computerization in 2001 to a still very high figure of 89%. Thus, while we can confirm our notion that demutualized exchanges indeed increasingly substitute their trading floors by computerized trading systems the findings also suggest that there is no confirmation of the argument brought forward by Steil (2002, p.62-68) that demutualization is a necessary step to overcome the brokers' resistance against an electronic order book. In the contrary, the eleven mutual exchanges under consideration used computerized trading much more intensively than the exchanges in the subsample of demutualized exchanges.
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The apparent prevalence of a modern trading infrastructure at mutual exchanges would also explain why they perform weaker on the ∆T ECH-variable: There just 53 Confer to the FIBV. 54 They might have even overdone it as we observe a decline between 2001 and 2003. This could be explained by a return to manually executed trading for stock orders that potentially possess a strong market impact as floor brokers may handle certain orders more intelligently than electronic trading systems. Handa, Schwartz, and Tiwari (2004) find evidence for this reasoning at the American Stock Exchange. might be no further obvious ways to improve their technology as dramatically as the demutualized exchanges were able to do it, for the latter still heavily used non-electronic trading platforms. Hence, the only way to improve productivity at these mutuals was possible by economizing existing processes, which may give an alternative reasoning for their higher ∆EF F -values.
Robustness of findings
To check the robustness of our results, in particular of our findings on the two governance variables DEM U T and LIST ED, we conducted several robustness checks. On the one hand, we changed the composition of our regression model in several ways to verify whether this has any significant impact on our governance variables. On the other hand, we verified the validity of our inference by using bootstrapped standard errors for our regressions. Overall, we find that the governance variables' coefficients from our original regression model are very robust. There are very few changes in the coefficients' signs and all of those occur for coefficients that have been insignificant in the original regression or turn insignificant during the robustness check. Also the coefficients' significance is hardly affected by regression model variations. The results of our bootstrap-estimates show that the coefficients of the DEM U T -variable turn insignificant in the VRS-case which weakens our prior finding that the demutualized exchanges' productivity is significantly worse than that of mutual exchanges.
Conclusion
This paper analyzed the efficiency and productivity of the stock exchange industry for the years 1999 to 2003. The chief aim of this research was to provide an empirical contribution to the growing literature on exchange demutualization since some of the points made by other authors rely mostly on anecdotal evidence. Contrary to the statements of some researchers our findings do not support the view that an outsider dominated exchange is a precondition for dealing adequately with increased levels of competition in this industry. Therefore, the case for an IPO, a measure that involves considerable one-off and additional running costs cannot be advocated from a technical efficiency perspective. However, a demutualization process that retains the exchange's customers as its main owners but realigns the ownership structure, for example more in congruence with the customer's respective volume of conducted business, seems promising from a technical efficiency point of view. Assuming that productivity growth will also improve when the restructuring process is completed, this would make this decision even more sensible.
Another point that is commonly advanced in the literature is challenged by this paper: The assumption that a demutualization process is necessary to install modern trading systems cannot be empirically confirmed. In the contrary, the mutual exchanges in our sample have a persistently higher portion of electronic trading than the demutualized and listed exchanges of our sample. Thus, it seems that mutual exchanges are well aware of the necessity to adapt to new trading technologies without changing their governance structure substantially.
We conclude that the rationale behind an IPO seems not primarily driven by efficiency-enhancing motives. An IPO is more likely to be used as a solution vehicle for the diverging interests between (few) large international financial intermediaries and (many) small local brokers. The exchange's old owners possibly viewed a public listing as a catalyst to both maximizing the value of their venue and creating an exit option for those members that were unwilling to bear the costs of a operations restructuring. The fact that most of these IPOs occurred during the bull market until 2000/01, where relatively high sales prices were feasible, further strengthens this argument. Therefore, in anticipation of a substantial appreciation of the value of their voting rights, many small broker gave up their reluctance to demutualize and their hitherto relatively large share of the control structure in favor of cashing out these rights on the securities market. Hence, in the spirit of the theoretical findings by Hart and Moore (1996) , we would speculate that the severeness of the conflicting interests among former members of an exchange influenced the respective exchanges' decisions on the appropriate governance regime. Exchanges that possess a relatively homogeneous member structure were able to respond to a changing environment without significantly altering their structure. On the other dimension's end, exchanges with a highly heterogeneous composition could not overcome their conflicts other than providing side payments via an IPO to resolve deadlocks on important decisions concerning the exchange's future strategy. 
A Descriptive Statistics
