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Abstract
Multiderivative methods with minimal phase-lag are introduced in this paper, for the numerical solution of
the one-dimensional Schrödinger equation. The methods are called multiderivative since they use derivatives of
order two, four or six. Numerical application of the newly introduced method to the resonance problem of the
one-dimensional Schrödinger equation shows its efﬁciency compared with other similar well-known methods of
the literature.
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1. Introduction
The one-dimensional Schrödinger equation has the form
y′′(r)= [l(l + 1)/r2 + V (r)− k2]y(r). (1)
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Differential equations of this type, which represent a boundary-value problem, occur frequently in theo-
retical physics and chemistry, material sciences, quantum mechanics and quantum chemistry, electronics
etc. (see for example [13–15,20,21]).
We give some deﬁnitions for (1):
(1) The functionW(r)= l(l + 1)/r2 + V (r) is called the effective potential.
This satisﬁesW(r)→ 0 as r →∞.
(2) k2 is a real number denoting the energy.
(3) l is a given integer representing angular momentum.
(4) V is a given function which denotes the potential.
(5) The boundary conditions are
y(0)= 0, (2)
and a second boundary condition, for large values of r, determined by physical considerations.
It is well known that in the last decade many numerical methods have been developed for the numerical
solution of the Schrödinger equation (see for example [1–5,10,17,18,25–29,32–39]). The above research
gave us fast and reliable methods.
The numerical methods for the numerical solution of the Schrödinger equation can be divided into two
main categories:
• Methods with constant coefﬁcients,
• Methods with coefﬁcients dependent on the frequency of the problem.2
In this paper we will investigate methods of the ﬁrst category. More speciﬁcally we introduce an explicit
multiderivative method of eighth algebraic order with phase-lag of order ten for the numerical solution of
the one-dimensional Schrödinger equation. The method is called multiderivative since it includes second,
fourth and sixth derivative of the function.We apply the newly obtained method to the resonance problem
of the Schrödinger equation. The above application shows the efﬁciency of the newly developed method.
2. A new family of multiderivative methods
We introduce the following family of methods to integrate y′′ = f (x)y(x),
y¯n+1 = 2yn − yn−1 + a0h2y′′n + a1h4y(4)n , (3)
y¯n = yn + bch4(y¯(4)n+1 − 2y(4)n + y(4)n−1), (4)
yˆn+1 = 2yn − yn−1 + a0h2y¯′′n + a1h4y¯(4)n + a2h6y¯(6)n , (5)
yn+1 = 2yn − yn−1 + h2[c0y′′n + c1(yˆ′′n+1 + y′′n−1)] + h4[c2y(4)n + c3(yˆ(4)n+1 + y(4)n−1)], (6)
2 In the case of one-dimensional Schrödinger equation, frequency of the problem is equal to:
√
|l(l + 1)/r2 + V (r)− k2|.
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where
y′′n±i = fn±iyn±i ,
y
(4)
n±i = (f ′′n±i + f 2n±i)yn±i + 2f ′n±iy′n±i ,
y
(6)
n±i=(f (4)n±i + 4f ′′n±i + 7fn±if (2)n±i + f 3n±i)yn±i
+ (4f (3) + 6fn±if ′n±i)y′n±i and i=−1(1)1.
We also note that y¯′′n+1 = fn+1y¯n+1 where y¯n+1 is calculated from relation (3). It is easy to see that in
order that the above method (3)–(6) be applicable, the approximate schemes for the ﬁrst derivatives of y
are needed.
In order that the above method (3) – (6) be of algebraic order eight, the following system of equations
must hold:
1− a0 = 0,
1
12
− a1 = 0,
−a2 + 1360 = 0,
1− c0 − 2c1 = 0,
−c1 + 112 − c2 − 2c3 = 0,
− 1
12
c1 + 1360 − c3 = 0,
1
20160
− 1
360
c1 − 112 c3 = 0. (7)
We note that the above system of equations is obtained if we substitute Taylor series expansions of yn±j ,
y′′n±j , y
(4)
n±j , j = −1, 1 and y(6)n , into the new method (3)–(6). After computation of the local truncation
error and demanding to have the maximum algebraic order, we arrive at the above system of equations.
The solution of the above system of equations is given by
a0 = 1, a1 = 112 , a2 =
1
360
, c0 = 115126 ,
c1 = 11252 , c2 =
313
7560
and c3 =− 1315120 . (8)
Based on the above coefﬁcients we can ﬁnd that the local truncation error of the above scheme (3)–(6)
is given by
L.T.E(h)=− h
10
76204800
(59y(10)n + 3326400bcy(6)n − 165y(8)n ). (9)
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In order to investigate the periodic stability properties of the numericalmethods for problemsofSchrödinger
type, Lambert and Watson [19] have introduced the scalar test equation
y′′ = −q2y (10)
and the interval of periodicity, where q is a constant.
Based on their theory when the symmetric two-step multiderivative method is applied to the scalar test
equation (10), we obtain the difference equation
yn+1 − 2B(H)yn + yn−1 = 0 (11)
and the associate characteristic equation
z2 − 2B(H)z+ 1= 0, (12)
where H = qh.
For our method (3)–(6) we have
B(H)=1− H
2
2
+ H
4
24
− 11
504
H 10bc + 9730240 H
12bc
− H
6
720
− 17
120960
H 14bc + H
8
40320
+ 19
21772800
H 16bc
+ 13H
10
10886400
+ 13
130636800
H 18bc. (13)
] (see [19 ). Deﬁnition 1 A symmetric two-step method with the characteristic equation given by (12) is
said to have an interval of periodicity (0, H 20 ) if, for all H ∈ (0, H 20 ), the roots zi, i = 1, 2 satisfy
z1 = ei(H) and z2 = e−i(H), (14)
where (H) is a real function of H.
Based on the above deﬁnition, it is easy for one to see that the following theorem holds:
Theorem 1. A method that has a characteristic equation given by (12) has a nonempty interval of
periodicity (0, H 20 ), if for all H 2 ∈ (0, H 20 ), |B(H)|< 1.
So we have that in order the above method (3)–(6) to have a nonempty interval of periodicity, the
following conditions must hold:
1± B(H)> 0, (15)
for all H 2 ∈ (0, H 20 ).
Theorem 2. For all H in the interval of periodicity, we can write
cos[(H)] = B(H), (16)
where H 2 ∈ (0, H 20 ).
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Deﬁnition 2. For any symmetric two-step method with the characteristic equation given by (12) the
phase-lag3 is equal to (see [9])
t =H − (H)=H − cos−1(B(H))= cHp+1 + O(Hp+3), (17)
where c is the phase-lag constant and p is phase-lag order.
Based on the above, Coleman [8] has found the following remark.
Remark 1.
t=cHp+1 + O(Hp+3)⇒ cos(H)− B(H)
= cos(H)− cos(H − t)= cHp+2 + O(Hp+4), (18)
where t is the phase-lag of the method.
Based on Deﬁnition 2 and Remark 1 we have that
cos(H)− B(H)=− 11
504
H 10 bc + 9730240 H
12 bc
17
120960
H 14 bc
+ 19
21772800
H 16 bc + H
10
680400
+ 13
130636800
H 18 bc − H
12
479001600
+ H
14
87178291200
− H
16
20922789888000
+ H
18
6402373705728000
− H
20
2432902008176640000
+ H
22
1124000727777607680000
. (19)
It is easy to see that in order to have minimal phase-lag, the following equation must hold
− 11
504
bc + 1680400 = 0. (20)
The solution of the above equation is given by
bc = 114850 . (21)
Substituting the above value of bc into the above formula (19) we ﬁnd that
cos(H)− B(H)= 1537
7185024000
H 12 − 12361
1307674368000
H 14 + · · · . (22)
Based on the Remark 1, we say that the above method is of phase-lag order ten.
Substituting B(H) from (13), bc from (21), we obtain that (15) is valid for every H 2 ∈ (0, 15.84).
3 Phase-lag physically means how well the numerical method approximates the solution of the scalar test equation y′′ =
−q2y. If we have a method of phase-lag order p this means that |Solution Approximate− Solution Analytical| = O(Hp).
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3. Computational implementation
As we have mentioned previously, in order that the above method (3)–(6) be applicable, we need
approximate schemes for the ﬁrst derivatives of y. This is due to the following formula:
y
(4)
n±i = (f ′′n±i + f 2n±i)yn±i + 2f ′n±iy′n±i and i=−1(1)1. (23)
y
(6)
n±i = (f (4)n±i + 4f ′′n±i + 7fn±if (2)n±i + f 3n±i)yn±i (24)
+(4f (3) + 6fn±if ′n±i)y′n±i and i=−1(1)1. (25)
The general formulae of the ﬁrst derivatives on the points xi, i = n− 1(1)n+ 1 are given by
hy′n+1 = a2,n+1yn+1 + a1,n+1yn + a0,n+1yn−1 + h2(b2,n+1y′′n+1 + b1,n+1y′′n + b0,n+1y′′n−1),
hy′n = a2,nyn+1 + a1,nyn + a0,nyn−1 + h2(b2,ny′′n+1 + b1,ny′′n + b0,ny′′n−1),
hy′n−1 = a2,n−1yn+1 + a1,n−1yn + a0,n−1yn−1 + h2(b2,n−1y′′n+1 + b1,n−1y′′n + b0,n−1y′′n−1). (26)
In order the above methods to have maximal algebraic order the following system of equations must hold:
−a2,n+1 − a0,n+1 − a1,n+1 = 0,
a0,n+1 + 1− a2,n+1 = 0,
−b2,n+1 − b0,n+1 − b1,n+1 − 12 a2,n+1 −
1
2
a0,n+1 + 1= 0,
b0,n+1 − 16 a2,n+1 +
1
6
a0,n+1 − b2,n+1 + 12 = 0,
−1
2
b0,n+1 − 124 a2,n+1 −
1
24
a0,n+1 − 12 b2,n+1 +
1
6
= 0,
(27)
−a0,n − a2,n − a1,n = 0,
a0,n − a2,n + 1= 0,
−1
2
a2,n − b1,n − b0,n − 12 a0,n − b2,n = 0,
−1
6
a2,n + b0,n + 16 a0,n − b2,n = 0,
−1
2
b0,n − 124a2,n −
1
24
a0,n − 12b2,n = 0,
(28)
−a1,n−1 − a2,n−1 − a0,n−1 = 0,
1− a2,n−1 + a0,n−1 = 0,
−1− 1
2
a2,n−1 − 12 a0,n−1 − b2,n−1 − b1,n−1 − b0,n−1 = 0,
1
2
+ 1
6
a0,n−1 − 16 a2,n−1 − b2,n−1 + b0,n−1 = 0,
−1
6
− 1
24
a0,n−1 − 124a2,n−1 −
1
2
b2,n−1 − 12b0,n−1 = 0.
(29)
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The solution of the above system of equations for the case b1,n+1 = b1,n = b1,n−1 = 1 is given by
a2,n+1 = 110 , a1,n+1 =
4
5
, a0,n+1 = −910 ,
b2,n+1 = 1130 , b0,n+1 =
1
30
,
a2,n = −710 , a1,n =
12
5
, a0,n = −1710 ,
b2,n = 160 , b0,n =
11
60
,
a2,n−1 = −32 , a1,n−1 = 4, a0,n−1 =
−5
2
,
b2,n−1 = 16 , b0,n−1
−1
6
. (30)
The local truncation error of the above formulae is given by
L.T.E.n+1 = L.T.E.n = L.T.E.n−1 =− 145 h5y(5)n . (31)
For the application of the ﬁrst layer (3) of the method (3)–(6), the following formula is also needed
hy′n = aa1,nyn + aa0,nyn−1 + h2(bb1,ny′′n + bb0,ny′′n−1), (32)
−aa1,n − aa0,n = 0,
aa0,n + 1= 0,
−bb1,n − bb0,n − 12 aa0,n = 0,
bb0,n + 16 aa0,n = 0. (33)
The solution of the above system of equations is given by
bb0,n = 16 , aa0,n =−1, bb1,n = 13 , aa1,n = 1. (34)
The local truncation error of the above formula is given by
L.T.E.n =− 124 h4y(4)n . (35)
4. Numerical illustrations
In this section we present some numerical results to illustrate the performance of our new methods.
Consider the numerical integration of the Schrödinger equation (1) using the well-knownWoods–Saxon
168 D.P. Sakas, T.E. Simos / Journal of Computational and Applied Mathematics 175 (2005) 161–172
-50
-40
-30
-20
-10
0
2 10 12 14
r
The Woods-Saxon Potential
4 6 8
Fig. 1. The Woods–Saxon potential.
potential (see [13,15,24,28,30]) which is given by
V (r)= Vw(r)= u0
(1+ z) −
u0z
[a(1+ z)2] , (36)
with z= exp[(r − R0)/a], u0 =−50, a = 0.6 and R0 = 7.0. In Fig. 1 we give a graph of this potential.
In the case of negative eigenenergies (i.e. when E ∈ [−50, 0]) we have the well-known bound-states
problem, while in the case of positive eigenenergies (i.e. when E ∈ (0, 1000]) we have the well-known
resonance problem (see [16,28–30]).
4.1. Resonance problem
In the asymptotic region Eq. (1) effectively reduces to
y′′(x)+
(
k2 − l(l + 1)
x2
)
y(x)= 0, (37)
for x greater than some value X.
The above equation has linearly independent solutions kxj l(kx) and kxnl(kx), where jl(kx), nl(kx) are
the spherical Bessel and Neumann functions respectively. Thus the solution of Eq. (1) has the asymptotic
form (when x →∞)
y(x) Akxj l(kx)− Bnl(kx)
D[sin(kx − l/2)+ tan l cos(kx − l/2)], (38)
where l is the phase shift which may be calculated from the formula
tan l = y(x2)S(x1)− y(x1)S(x2)
y(x1)C(x2)− y(x2)C(x1) , (39)
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for x1 and x2 distinct points on the asymptotic region (for which we have that x1 is the right hand
end point of the interval of integration and x2=x1−h, h is the stepsize) with S(x)=kxj l(kx) andC(x)=
kxnl(kx).
Since the problem is treated as an initial-value problem, one needs y0 and y1 before starting a two-step
method. From the initial condition, y0 = 0. The value y1 is computed using the Runge–Kutta–Nyström
12(10) method of Dormand et. al. [11,12]. With these starting values we evaluate at x1 of the asymptotic
region, the phase shift l from the above relation.
4.1.1. The Woods–Saxon potential
As a test for the accuracy of ourmethodswe consider the numerical integration of the Schrödinger equa-
tion (1) with l = 0 in the well-known case where the potential V (r) is the Woods–Saxon
one (36).
One can investigate the problem considered here, following two procedures.The ﬁrst procedure consists
of ﬁnding the phase shift (E) = l for E ∈ [1, 1000]. The second procedure consists of ﬁnding those
E, for E ∈ [1, 1000], at which  equals /2. In our case we follow the ﬁrst procedure i.e. we try to
ﬁnd the phase shifts for given energies. The obtained phase shift is then compared to the analytic value
of /2.
The above problem is the so-called resonance problem when the positive eigenenergies lie under the
potential barrier. We solve this problem, using the technique fully described in [28].
The boundary conditions for this problem are
y(0)=0,
y(x) ∼ cos[√Ex], for large x.
The domain of numerical integration is [0, 15].
For comparison purposes, in our numerical illustration we use the following methods:
• the well-known Numerov’s method (which is indicated as method [a]),
• the explicit version of Numerov’s method which is developed by Chawla [6] (which is indicated as
method [b]),
• the explicit Numerov-type method with minimal phase-lag which is developed by Chawla and Rao
[7] (which is indicated as method [c]),
• the exponentially ﬁtted method of Raptis and Allison [23] (which is indicated as method [d]),
• the multiderivative multistep method of sixth algebraic order developed by Simos [31] (which is
indicated as method [e]) and
• the newmultiderivative multistep eighth algebraic order method with phase-lag of order ten developed
in this paper (which is indicated as method [f]).
The numerical results obtained for the six methods, for several number of stepsizes, were compared with
the analytic solution of the Woods–Saxon potential resonance problem, rounded to six decimal places.
Fig. 2 shows the errors Err=−log10|Ecalculated−Eanalytical| of the highest eigenenergyE3=989.701916
for several values of n.
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Fig. 2. Error Err for several values of n for the eigenvalue E3 = 989.701916. The nonexistence of a value of Err indicates that
for this value of n, Err is positive.
5. Conclusions
In this paper a new approach for constructing efﬁcient methods for the numerical solution of the
Schrödinger type equations is introduced.Using this new approachwe have developed twomultiderivative
methods.
From the numerical results we have the following remarks:
• The Numerov’s method and the explicit Numerov-type method of Chawla [6] have approximately the
same behavior.
• The method of Raptis and Allison [23] has better behavior than the Numerov’s methods, the explicit
Numerov-type method of Chawla [6].
• The multiderivative multistep method of sixth algebraic order developed by Simos [31] has better
behavior than the exponentially ﬁtted method of Raptis and Allison [23], the Numerov’s method and
the explicit Numerov-type method of Chawla [6].
• The explicit Numerov-type method with minimal phase-lag of Chawla and Rao [7] has better behavior
than the Numerov’s method, the explicit Numerov-type method of Chawla [6], the exponentially-ﬁtted
method of Raptis and Allison [23] and the multiderivative multistep method of sixth algebraic order
developed by Simos [31].
• Finally the newly developed method is more efﬁcient than all the other methods.
All computations were carried out on a IBM PC-AT compatible 80486 using double precision arithmetic
with 16 signiﬁcant digits accuracy (IEEE standard).
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