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Abstract 
For any system of linear algebraic equations with integer coefficients and a bounded set of 
nonnegative integer solutions, an infinite number of equations exist, each of which has the same 
set of nonnegative integer solutions as the given system. Two approaches (sequential and 
simultaneous aggregation) to the problem of finding the latter equivalent equation are con- 
sidered. New procedures for sequential and simultaneous aggregation are presented, which 
improve known results, i.e., provide equivalent equations with smaller coefficients. 
1. Introduction 
It is known that for a given system of linear algebraic equations with integer 
coefficients and a bounded set of nonnegative integer solutions a linear algebraic 
equation exists, which has the same set of nonnegative integer solutions as the given 
system. The procedure of finding such an equivalent equation is often called aggre- 
gation of diophantine equations. The equivalent equation is not unique: for a given 
system of diophantine equations an infinite number of equivalent equations can be 
found. It is also known that the coefficients of the equivalent equation increase 
exponentially with the number of equations in the given system. This has given rise to 
the main problem in aggregation of diophantine equations: given a system, obtain an 
equivalent equation with the smallest possible values of the coefficients. 
For aggregation of diophantine equations two approaches were developed. 
In sequential aggregation procedures a given system of m equations is reduced to an 
equivalent equation by m - 1 steps. In each step a system of two equations is reduced 
to one equivalent equation. 
In simultaneous aggregation procedures an equivalent equation is obtained in 
one step. 
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In both approaches the equivalent equation is formed as a positive linear combina- 
tion of the equations of the system. 
The paper considers both approaches. 
In Section 2 sequential aggregation procedures are considered and a new aggre- 
gation procedure is presented (Theorem 2.2), which is superior to many known 
procedures. 
In Section 3 the problem of finding a linear algebraic equation 
(11) 
i=l i=l 
with a single given nonnegative integer solution xi = bi, i = 1,2, ._., m, is considered. 
The latter equation is equivalent to a given system of m diophantine equations with 
right-hand sides bi and solves the problem of simultaneous aggregation. New results 
are presented (Theorems 3.2-3.4) among them a result of essential importance: 
a procedure for finding coefficients ai of (11) is developed, in which min maxl s i G m Ui is 
obtained, provided all bi are distinct. 
2. Sequential aggregation 
In [l, 5-l 1, 13-161 different procedures were developed for reducing a given system 
of two diophantine equations 
f Uijxj = bi, i = 1, 2, 
j= 1 
to one equivalent equation 
m 
1 ajxj = b 
j=l 
with the same set of nonnegative integer solutions. In these procedures multipliers 
tr and t2 are determined and the latter equivalent equation is obtained as a linear 
combination of Eqs. (1) with weights t1 and t2 
(2) 
j= 1 
In the procedures of sequential aggregation, multipliers ti and t2 are determined as 
a solution of one, two or more inequalities, which are essentially sufficient conditions 
for Eq. (2) to be equivalent to system (1). The state of the art of sequential aggregation 
can be characterized by the following: given a system of diophantine equations, no 
procedure of sequential aggregation is known, which provides the smallest possible 
values of coefficients of the equivalent equation (the notion of “the smallest possible 
values of coefficients” is explained below). The research effort is directed to developing 
aggregation procedures, which are superior to known procedures (provide smaller 
values of coefficients). This paper follows the same path. 
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One of the most thorough papers on sequential aggregation is by Elimam and 
Elmaghraby [6], containing in particular the following theorem. 
Theorem 2.1 (Theorem 1 in [6]). For arbitrary coejficients {Uij}, let bi > 0, integer,for 
i = 1,2 with bi > Ofor at least one i. Then system (1) is equivalent to (2) provided tI and 
t2 are relatively prime positive integers and 
(tlbl + t&d/U > max {lbla2j- b2aljl}3 
l$j<n 
(3) 
where U is an upper bound on the sum I;= 1 xj, obtained either as a value that is imposed 
externally or is derived from the two equations in (1). 
As a result of comparative analysis of Theorem 2.1 with approaches of [l, 5, 8, 9, 
16, 171 the authors of [6] have provided conditions, under which Theorem 2.1 is 
superior (gives smaller values of tl and t2) to the corresponding procedures, presented 
in these papers. 
We present a sequential aggregation procedure which is superior to Theorem 2.1 in 
all circumstances. 
System (1) of diophantine equations is considered under the possible additional 
condition 
x = (x1, x2, . ..) x,) E D = {X IO < Xi < Xj, integer}, 
where Xj are the given numbers. 
We shall use the following notation: 
vj = b,a,j - bzalj, 
Zltx) = C vjxj, z*(x) = C l"jlxj7 
vjzo Vj<O 
W1 = max Z1 (X), 
XEG 
where 
W, = maxZ*(X), 
XEG 
Theorem 2.2. For arbitrary integer coejficients {aij}, bi 2 0, integer, for i = 1, 2 and 
bI + bz > 0, system (1) and Eq. (2) are equivalent under the following assumptions: 
t, and t2 are relatively prime positive integers (4) 
and 
tlbl + t2b2 > max(W,, W,). (5) 
Proof. For arbitrary tl and t2 a solution to system (1) is also a solution to Eq. (2). We 
shall show that under assumptions (4) and (5) any solution to Eq. (2) is also a solution 
to system (1). 
212 D.A. Babayev, S.S. Mardanov / Discrete Applied Mathematics 50 (1994) 209-220 
Obviously, Eq. (2) may be presented in the form 
i aljxj = 61 + (ta’t11 
j= 1 
bz - j$l azjxj). (6) 
By condition (4) multipliers tr and t2 are relatively prime integers and the left-hand 
side of (6) is an integer. Then 
( 
bz-- i a2jxj t1 = 4 (7) 
j= 1 >i 
is an integer and 
E arjxj = br + qt2, 
j= 1 
i a2jxj = b2 - qtl. 
(8) 
j= 1 
Multiplying the first of these equalities by b2 and the second by bl and subtracting 
gives 
i (b2arj - bra,j)xj = (trbr + tz&)lql. 
j=l 
(9) 
Using the above notation we may write 
if Cbzalj - bla2j)xj = IZI (Xl - G(X) I 
Further, 
max(W,, W2) = maxIZr(X) - Z2(X)I 3 IZl(W - Z2(X)l. 
XEG 
From (9))(11) it follows that 
max(Wr, w2) 3 (rIbI + t2b2)lql. 
Condition (5) implies 
trbr + t&2 > (trbr + tzb,)lql 
and from there 
(trbr + t&)(1 - lql) > 0. 
Consequently, I q I = 0, i.e., q = 0. 
Then it is seen in (8) that an arbitrary solution to Eq. (2) satisfies system (l), which 
proves Theorem 2.2. 0 
Now compare assumption (3) of Theorem 2.1 and assumption (5) of Theorem 2.2. 
Assumption (3) can be represented in the form 
(tlbl + tZb2) > Umax{lblaZj - b2alj)}. 
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We shall show that 
UElaX(lb,U,j - b7_Uljl} 3 max(Wi, IV,). (12) 
In fact 
UmaX{lblU~j - b,Uljl} 3 max i Ib,U,j - bzUljlXj 
j XEG j=l 
3 max i (blUzj - b*Ulj)Xj 
XEG j=l 
= maxIZi(X) - Z,(X)1 = max(Wi, IV,). 
XEG 
So (12) is proved. This means that the smallest multipliers ti and t2, obtained by 
Theorem 2.2 never exceed the corresponding values obtained by Theorem 2.1. 
To compare the coefficients of equivalent equations, obtained by different aggrega- 
tion procedures, the following criteria were considered in [6]: 
1. min of b = tlbl + t2b2, 
2. min of Ibl + C’J= 1 lajl, where aj = tlalj + t,a,j, 
3. min of maxl $ j<n(Ujl. 
Different aggregation procedures in [6] were compared by aggregating the following 
system: 
3x1 + 8x2 + 7x3 + 4x4 - 2x5 + xg = 19, 
2x1 + 7x2 + 7x3 + 3x4 + x5 + x6 = 17, 
xjE(O, l}, j= 1,2,...,6. 
We consider the same system: 
j= 1 2 34 5 6 
Vj= 13 3 -14 11 -53 -2 
Z,(X) = 13x1 + 3x2 + 11x4, 
Z,(X) = 14x3 + 53x, + 2x6, 
G= XIxjE{O,l},j=1,2,...,6, txj<5 f 
j=l 
W, = 27, W, = 69. 
By Theorem 2.2, multipliers ti and t2 should satisfy condition (5) 
19t, + 17t, > 69, 
consequently we may accept tl = 1 and t2 = 3. 
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To compare different aggregation procedures we reproduce Table 2 from [6] with 
one (the last) row added. 
Works tt t2 Ibl lbl+ Clajl maX1.jGnlajI 
Cl1 18 1 359 828 151 
PI 18 -1 325 756 137 
Cl71 18 1 359 828 151 
PI 17 21 680 1504 283 
C61 1 5 104 230 43 
Theorem 2.2 1 3 70 154 29 
The comparison shows that Theorem 2.2 gives better results on all three 
criteria. 
3. Simultaneous aggregation 
The problem of aggregation of the system of diophantine equations is closely 
related to the problem of the uniqueness of a nonnegative integer solution of a linear 
algebraic equation. 
Consider the following system: 
J(y) = bi, i = 1, 2, . . . . m, (13) 
where A(y) are nonnegative integer valued functions of an n-dimensional vector y of 
arbitrary nature. Suppose the equation 
has a single nonnegative integer solution xi = bi, i = 
fi(y) in (14) gives 
which is equivalent to system (13), i.e., has the same set of solutions in y. 
This gives rise to problem A: given nonnegative integers bi, i = 1,2, . . . . m, find 
coefficients ai, for which (14) has a unique solution Xi = bi, i = 1,2, . . . . m. It is known 
1,2, . ..) m. Then replacing xi by 
(15) 
that an infinite number of such Ui exist. Again as in the case of sequential aggregation 
it is essential to find the smallest ui. 
The problem A was considered in [2-4, 12, 177191. Apparently the most recent 
results for problem A were obtained in [18], in particular the following theorem was 
established [18, Theorem 33. 
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Theorem 3.1 [18]. If0 d bi < bz d ... d b, and 
ai = i fJ (bj + l), i= 1,2 ,..., m, (16) 
k=l j=k+l 
then Eq. (14) has a unique solution (by convention fl,“=,+ l(bi + 1) = 1). 
From this theorem as special cases the results of [4] (bi = 1) and of [12] 
(bi = b = const) follow. 
It was shown in [18] that Theorem 3.1 gives smaller coefficients ai than the method 
of [3]. But this is valid only if not more than one of hi’s is equal to zero. Theorem 3.1 
can be improved (that is coefficients ai can be decreased) in the case when bi = 0 for 
more than one i. 
Theorem 3.2. Zf 
0 = b, = ... = b, < b,+I d ... d b,, 
ai = (b,+, + l)a,+i, i = 1,2 ,..., r, 
and 
ai = i fJ (bj + l), i=r+l,r+2 ,..., m, 
k=r+l j=k+l 
then (14) has a unique solution. 
Proof. Substituting (18) into (14) and taking into consideration (17) gives 
(b *+1 + lb,+1 i xi + i UiXi = i aibi 
i=l i=r+l i=r+l 
or 
(17) 
(18) 
(19) 
(20) 
where 
W *+I = (br+l + 1) i Xi + X,+1, 
i=l 
Wi = Xi, i = Y + 2, Y + 3, . . . . m. 
In accordance with Theorem 3.1, Eq. (20) has a unique solution Wi = bi, i = r + 1, 
r + 2, . . . . m. Hence 
W r+l = (b,+, + 1) i Xi + X,+1 = brtl 
i=l 
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AS far as Xi and b,+ 1 are nonnegative integers, it follows that 
ji Xi = 0, i.e. Xi = 0 for i = 1, 2, . . . . Y, 
which completes the proof. 0 
To compare the methods of Theorem 3.1 and Theorem 3.2 we introduce the 
following notation: 
d,= fi (bj+ l), 
j=k+l 
~~(3.1) and Ui(3.2) are the values of Ui provided by Theorem 3.1 and Theorem 3.2, 
respectively. Then 
ai(3.1) = i dk, 
k=l 
(21) 
4 for i = 1, 2, . . . . i-, 
Ui(3.2) = 
i A, for i = r + 1, r + 2, . . . . m. 
k=r+l 
For i = 1,2, . . . . r 
Ui(3.1) - Ui(3.2) = id, - A, = (i - l)A, 3 0. 
If i > r, then 
~i(3.1) - Ui(3.2) = i Ak - i Ak = rA, > 0. 
k=l k=r+l 
So, if there are more than one bi = 0, i.e., r > 2, then for all but one (ai) coefficients 
ai Theorem 3.2 provides strictly smaller values than Theorem 3.1; for al both 
theorems give the same value. Note that Theorem 3.2 is also superior to the results of 
c31. 
Theorem 3.1 can also be improved when all bi are distinct. 
Theorem3.3. IfOdb,<b,<...<b,und 
Ui = i (-l)k+ldk, i = 1,2, . . . , m, 
k=l 
then Eq. (14) has a unique solution. 
(22) 
Proof. Rewrite (14) in the form 
igl ui(xi - bJ = 0. (23) 
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In accordance with (22) 
a1 = Al, 
a2 = AI -A,, 
a3 = AI - A2 + A3, 
a,,, = dl - A2 + ... + (-l)m+lA,. 
Substitution into (23) gives 
A,~(xi-b,)-A,~(~i-bi)+A~~(~i-bi) 
i=l i=2 ix3 
- ... + (- l)m+l(x, -b,) = 0. (24) 
Introducing m - 1 additional integer variables ti, i = 1,2, . . . , m - 1, Eq. (24) may be 
replaced by the following system: 
i$2(xi - bi) = ~IAI/Az + LZ > 
i$3(Xi - bi) = tZAdA3 + t3 3 
i=i_l(xi - bi) = tm-zAm-z/Am-1 + tm-1, 
(xm - U = tm- lA,- ,/A,. 
One can ensure the validity of the latter system by multiplying equations of this 
system correspondingly by A 1, -A,, A3, etc., and subsequent summing, which gives 
Eq. (24). From the last equation x, can be determined. Further, starting from the next 
to the last equation and subtracting from each equation the subsequent one we 
determine x,_~,x,_~, . . ..xi. 
X, = 6, + tm-iAm-i/Am, 
x,-l = k-1 + tm-zAm-z/Am-i + L-I(1 - Am-l/A,), 
x,-2 = b,,,-2 + t,,-3A,,-3/A,,-2 + t,-2(1 - A,-z/A,-,) - t,,-1, 
x2 = b2 + tlAl/Az + t2(1 - AZ/As) - t3, 
x1 = bl + c,(l - Al/A,) - t2. 
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Replacing Ai by their expressions through bi gives 
x, = b, + (b, + 1)&-l, 
x,-r = b,-1 + (b,-, + l)tmpz - b&-1, 
x,-z = b,,-2 + (bm-2 + l)t,j-3 - bj,-lt,,_z - tm-1, (25) 
x2 = b2 + (bz + l)tl - bJtZ - t3, 
x1 = bI - b2tl - t2. 
Taking into account x, > 0 it follows from the first equation of (25) that t,_ 1 2 0. 
Dividing the second equation of (25) by b, > 0 and using condition x,_ I > 0 gives 
b,-l/b,,, + tm-z(bm-1 + 1)/b,,, 3 h-1. (26) 
By the assumptions of Theorem 3.3, b,_ 1 < b, and the bi are integer, consequently 
(b,-, + 1)/b, < 1. 
Variables ti are integers, consequently if t,_ 2 < t,_ 1, then inequality (26) is invalid, 
which ensures t, _ 2 2 t, _ 1. Similarly, from the third equation of (25) it follows that 
L&m-l + rm-3(&-2 + 1)/b,-, 2 rm-z + &l/b,-1 
and a similar reasoning leads to t, _ 3 3 t, _ 2. Analyzing similarly other equations of 
(25) until the next to last included gives 
tr 3 t2 2 ... b t,_1 2 0. (27) 
From the last equation of (25) it follows that if tI > 0, then x1 < 0, which is 
impossible, consequently from (27) 
r1 = r2 = . . . = r,_l = 0 
and (25) implies xi = bi, i = 1, 2, . . . , m, completing the proof. El 
Comparing coefficients Ui provided by (21) of Theorem 3.1 and (22) of Theorem 3.3 
one can note: 
1. The value of a, is the same in both methods. 
2. From Ai >O, i= 1,2 ,..., m, in the case of Theorem 3.1 
a, < a2 < ... < a, 
Hence 
al = min ai. 
l<iCm 
As far as Al > A2 > ... > A,, Theorem 3.3 provides 
al = max Ui, a2 = min Ui. 
l<i<WI l<i<m 
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SO Theorem 3.3 gives a smaller value for maxi ai than Theorem 3.1. More than that, 
we shall now show that given bit i = 1,2, . . . . m, 0 < bI < bz < ... < b,, Theorem 3.3 
provides the minimal possible value of maxi ai, 
min max ai = a, = A, = i (bk + l), 
lsi<m k=2 
i.e., this value cannot be decreased. The following theorem is valid. 
Theorem 3.4. If a linear algebraic equation of m variables, Eq. (14), has a unique 
nonnegative integer solution Xi = bi, i = 1,2, . . . . m, and 0 < bI < b2 < ... < b,, 
then 
min max ai = fi (bk + 1). 
l$i<m k=2 
Proof. It was established in [19] that if Eq. (14) has a unique solution then 
ai 2 fi (bk + l), i = 1,2, . . . , m. (28) 
kfi 
By Theorem 3.3 
max ai = ~1 = fi (bk + 1). 
lci<m k=2 
But by (28) the latter is the lower bound for ai, which means 
min max Ui = i (bk + 1). 0 
l<i<m k=2 
Theorem 3.3 contains a somewhat restrictive condition demanding all bi to be 
distinct. This restriction can be avoided by the following approach. It was established 
in Cl83 that if 
has a unique solution and 0 < bi < bf, i = 1,2, . . . . m, then 
also has a unique solution. Using this result it is not difficult to reduce the 
case of arbitrary bi to the case of distinct bi. If the given bi are not all differ- 
ent, then they can be replaced by 6; 2 bi, which satisfy the condition 
O<b;<b;<... < 6; with subsequent application of Theorem 3.3 to 6:. In some 
cases this approach may provide smaller ai than direct application of Theorem 3.1 to 
the given bi. 
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